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Periods and harmonic analysis on
spherical varieties.
Yiannis Sakellaridis and Akshay Venkatesh
Abstract. Given a spherical variety X for a group G over a non-
archimedean local field k, the Plancherel decomposition for L2(X) should
be related to “distinguished” Arthur parameters into a dual group closely
related to that defined by Gaitsgory and Nadler. Motivated by this, we
develop, under some assumptions on the spherical variety, a Plancherel
formula for L2(X) up to discrete (modulo center) spectra of its “bound-
ary degenerations”, certain G-varieties with more symmetries which
model X at infinity. Along the way, we discuss the asymptotic theory
of subrepresentations of C∞(X) and establish conjectures of Ichino–
Ikeda and Lapid–Mao. We finally discuss global analogues of our local
conjectures, concerning the period integrals of automorphic forms over
spherical subgroups.
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1. INTRODUCTION 1
1. Introduction
Let H ⊂ G be algebraic groups over a field k. If k is local, an important
problem of representation theory is to decompose the G(k)-action on the
space of functions on H\G(k); if k is global, with ring of adeles Ak, the
study of automorphic period integrals
ϕ→
∫
H(k)\H(Ak)
ϕ, (1.1)
where ϕ is an automorphic form on G(k)\G(Ak), is a central concern of the
theory of automorphic forms.
Our goal (continuing the program of [Sak08], [Sak13]) is to relate these
questions, and to formulate a unified framework in which they can be studied;
the problems discussed here have been previously been studied largely on a
case-by-case basis.
We shall set up a general formalism in Part 1 and then, in Parts 2, 3, we
give evidence, in the local context, that our formalism is indeed the correct
one. In Part 4 we formulate the conjectures and give evidence in the global
setting. The resulting circle of ideas could be understood as part of a relative
Langlands program.
In most cases where (1.1) is related to an L-function, H acts with an
open orbit on the full flag variety of G; equivalently, a Borel subgroup of G
acts with an open orbit on H\G. This leads us to the starting point of the
theory, spherical varieties.
1.1. Let G be a reductive group and X a G-variety. In this paper the
group will always be split over the base field k, and the base field will be of
characteristic zero.
The variety X is called spherical if it is normal and a Borel subgroup
B ⊂ G acts with a Zariski dense orbit. It is a remarkable fact that spherical
varieties have a uniform structure theory and are classified by combinatorial
data. They include all symmetric varieties.
We will consider the questions formulated above in the case when H\G
is a spherical variety under G. Our goal will be to formulate conjectural
answers in terms of the data attached to the spherical variety H\G.
Throughout we will use the convention of denoting with boldface letters
G,X algebraic groups or algebraic varieties, and by G,X, . . . their points
over a local field k.
1.2. As illustrations, we use the following classes of spherical varieties:
- Symmetric: stabilizers on X are fixed points of an involution on G.
- Gross–Prasad: G = Gn ×Gn+1 acting (by right and left multipli-
cation) on X = Gn+1, where Gn = SOn or GLn.
- Whittaker. Here X = U\G, where U is the maximal unipotent
subgroup; instead of functions on X we consider sections of a line
bundle defined by a nondegenerate additive character of U . (This
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does not fall strictly in the framework of spherical varieties, but
nonetheless our results and methods apply unchanged to this case
– cf. §2.6.)
In the Gross–Prasad and Whittaker cases, it is conjectured that the
global automorphic period is related to special values of L-functions; this is
also believed in many, but not all, symmetric cases.
1.3. We formulate our main local and global conjectures, and then
discuss our results in §1.5. We point the reader to Part 4 for more precise
formulations of the conjectures.
Our conjectures are phrased in terms of a dual group GˇX attached to
the spherical variety X. This is inspired and motivated by the work of
Gaitsgory and Nadler [GN10]. We define the root datum of GˇX in 2.2; the
dual group comes equipped with a canonical morphism of the distinguished
Cartan subgroup of GˇX × SL2 to the distinguished Cartan subgroup of Gˇ.
A distinguished morphism is an extension of this to a map
GˇX × SL2 → Gˇ; (1.2)
that satisfies a certain constraint on root spaces formulated in §3.2. We con-
jecture that such an extension always exists, and prove it (for most spheri-
cal varieties, termed “wavefront”) assuming that the Gaitsgory-Nadler con-
struction satisfies certain natural axioms e.g. compatibility with boundary
degeneration and parabolic induction. We should note here that our defi-
nition of the dual group leaves out some varieties – for instance, the GLn-
variety of non-degenerate quadratic forms in n variables. Our harmonic-
analytic results still hold in this case, but formulating a Langlands-type
conjecture about the spectrum is a very interesting problem whose answer
we do not know.
What is important for applications is that one can rapidly compute
(1.2) in any specific case; for example, we give a table of rank one cases in
Appendix A.
Now let k be a local field. An Arthur parameter for G is a homo-
morphism φ : Lk × SL2 → Gˇ, such that the image of the first factor is
bounded and the restriction to the second factor is algebraic. Here Lk is
the Weil-Deligne group of k (Weil group in the archimedean case). We say
that φ is X-distinguished if it factors through a map φ˜ : Lk −→ GˇX , i.e.
φ(w, g) = ρ(φ˜(w), g), where ρ is the map (1.2).
1.3.1. Conjecture. The support of the Plancherel measure for L2(X),
as a G-representation, is contained in the union of Arthur packets attached
to X-distinguished Arthur parameters.
In fact, we may enunciate a more precise conjecture, predicting a direct
integral decomposition:
L2(X) =
∫
φ
Hφµ(φ), (1.3)
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where ψ ranges over GˇX -conjugacy classes of X-distinguished Arthur pa-
rameters, the Hilbert space Hφ is isotypic for a sum of representations be-
longing to the Arthur packet corresponding to φ, and the measure µ(φ) is
absolutely continuous with respect to the natural “Haar” measure on Arthur
parameters. The sharpened conjecture implies that the unitary irreducible
G-representations that occur as subrepresentations of L2(X) – the so-called
relative discrete series – are all contained in Arthur packets arising from el-
liptic parameters Lk −→ GˇX , i.e. maps that do not factor through a proper
Levi subgroup.
1.3.2. Example. Let V be a 2n-dimensional vector space over k, G =
GL(V ), and X the space of alternating forms on V. Then X is a spherical
G-variety; the group GˇX is isomorphic to GLn, and the map
GˇX × SL2 = GLn× SL2 −→ GL2n
is the tensor product of the standard representations. The content of the
Conjecture is then that the unitary spectrum of L2(X) are precisely the Speh
representations J(2, σ), where σ is a tempered representation of GL(n, k);
moreover, such a represention embeds into L2(X) precisely if σ is discrete
series. We point to the work of Offen–Sayag [OS07] for work in this direc-
tion.
1.3.3. Example. For many low-rank spherical varieties, Gan and Gomez
have proven this conjecture recently using the theta correspondence, [GG14].
It is desirable to refine Conjecture 1.3.1 to a precise Plancherel formula.
We will discuss a more precise version of this conjecture in section 16.
1.4. We now discuss its relationship with a global conjecture about the
Euler factorization of periods of automorphic forms (cf. Section 17). Let K
be a global field, with ring of adeles AK . LetX = H\G be a spherical variety
defined over K, and let π = ⊗πv →֒ C∞([G]) (where [G] = G(K)\G(AK))
be an irreducible automorphic representation ofG. Under some assumptions
on H (multiplicity-one is clearly sufficient, but not necessary as the work
of Jacquet [Jac01] shows), it is expected that the period integral against
Tamagawa measure on [H]:
IH : φ 7→
∫
[H]
φ(h)dh (1.4)
(whenever it makes sense) is an Eulerian functional on the space of π, i.e. a
pure tensor in the restricted tensor product:
HomH(AK)(π,C) = ⊗′v HomH(Kv)(πv,C).
We will state a conjecture in the multiplicity-free case, for a treatment of
Jacquet’s example cf. [FLO12].
The refined Gross–Prasad conjecture by Ichino and Ikeda [II10] gives
an explicit Euler factorization of this functional – or rather of the hermitian
form PAut := |IH |2 – in the case of G = SOn × SOn+1, H = SOn, at least
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when π is tempered. They conjecture that (up to explicit, rational global
constants) the form PAut factorizes as products of the local Hermitian forms
θπv : (u, u˜) ∈ πv × πv 7→
∫
H(Kv)
〈πv(h)u, u˜〉 dh
An important motivating observation for us was that these Hermit-
ian forms play an important role in the Plancherel formula for the space
L2(X(Kv)): the Hermitian form θπv can be viewed, via Frobenius reci-
procity, as a morphism πv ⊗ πv → C∞(X(Kv)) ⊗ C∞(X(Kv)). Its dual,
composed with the unitary pairing πv ⊗ π¯v → C, defines an invariant her-
mitian form Hπv on C
∞
c (X(Kv)). The L
2 inner product of functions on
X is the integral of these Hermitian forms against the standard Plancherel
measure on the unitary dual Ĝ.
Let us note here an important subtlety of the Plancherel formula. In
general, the theory of unitary decomposition associates to L2(X) (here X =
X(Kv) etc.) only a measure class on the unitary dual Ĝ. To choose a specific
measure µ in this class is essentially equivalent to fixing an embedding π ⊗
π →֒ C∞(X ×X), for almost all π in the support of that measure. In the
group case (X = Hdiag\H ×H) there is a canonical normalization of such
an embedding, coming from the theory of matrix coefficients.
In general, there is no corresponding normalization; however, our local
conjecture gives a natural candidate for µ: If the Plancherel formula can
be written in terms of parameters into GˇX , then the measure that one
would use for the Plancherel decomposition of L2(GX ), where GX is the
split group with dual GˇX , seems to be a natural choice. This measure
was (conjecturally) described in [HII08] in terms of Langlands parameters,
and it only depends on the parameter, up to a rational factor that may
show up for ramified representations of exceptional groups. Since our global
conjecture is only up to a rational factor, this ambiguity does not concern
us here, and we can think of Plancherel measure on GX as a measure on the
set of bounded Langlands parameters into GˇX .
Fixing this measure gives rise to normalized embeddings of π × π into
C∞(X ×X), for almost every π in the support of Plancherel measure (and,
by some continuity property, for all), and by evaluating at the identity we
get a H-biinvariant Hermitian form PPlanchv on π. We conjecture that this
is “the correct normalization for global applications”, i.e. whenever PAut is
Eulerian these local forms are the correct generalization of the forms θπv of
Ichino and Ikeda:
PAut = q
′∏
v
PPlanchv , (1.5)
where q is a nonzero rational factor that we don’t specify. The Euler product
is typically non-convergent, and the product of all but finitely many factors
should be interpreted as a product/quotient of special values of L-functions.
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There are many assumptions for this conjecture, besides the local Con-
jecture 1.3.1, such as a multiplicity-one assumption and the assumption
that the space of the automorphic representation in question is the one
corresponding to an “X-distinguished (global) Arthur parameter”. The ex-
istence of these parameters is of course highly conjectural, but in certain
cases there are more down-to-earth versions of the conjecture that one can
formulate. We point the reader to Section 17.
Clearly, our global conjecture lacks the precision of [II10], and should
be considered as a guiding principle for the time being. In any case, it
provides access to the mysterious link between global periods and automor-
phic L-functions, via a computation of local Plancherel measures that was
performed in [Sak13].
1.5. This paper is divided into four main parts. All four bear on the
main conjecture, but the details of individual parts are to a large extent
independent and can be read separately.
Some of the main results are Proposition 2.2.2/Theorem 2.2.3 (iden-
tification of dual group), Theorem 5.1.1 (asymptotics of representations,
implying finite multiplicity), Theorem 6.4.1 (Ichino–Ikeda conjecture), The-
orem 9.2.1 (finiteness of discrete series), Theorem 11.1.2 (existence of scat-
tering morphisms), Theorem 14.3.1 (abstract scattering theorem), Theorem
7.3.1 (in many cases, a complete description of scattering) Theorem 15.6.1
(Plancherel decomposition in terms of “normalized Eisenstein integrals”)
and Theorem 18.4.1 (compatibility of the global conjecture with “unfold-
ing”).
Let k be a local non-archimedean field. Practically all of our results
are obtained under the assumption that X is “wavefront” (see §2.1 for the
definition). This includes the vast majority of spherical varieties (e.g., in
Wasserman’s tables [Was96] of rank 2 spherical varieties, only three fail to
be wavefront), and in particular covers the Whittaker, Gross–Prasad, and
all symmetric cases.
(1) Part 1 ( §2 and §3). Dual groups of spherical varieties.
It is primarily concerned with defining the dual group GˇX and
establishing – as far as possible – the existence of the morphism
GˇX × SL2 → Gˇ. As mentioned, we prove (Theorem 2.2.3) that
this morphism exists assuming the compatibility of the Gaitsgory-
Nadler construction with certain natural operations, such as bound-
ary degeneration and parabolic induction; a by-product of this
proof is an identification of the root system of the Gaitsgory-Nadler
dual group.
An important feature of GˇX is its relation to the geometry of
X at ∞. To each conjugacy class Θ of parabolic subgroups of GˇX ,
we associate a spherical variety XΘ (which we call a “boundary
degeneration”) under G; it models the structure of a certain part
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of X at ∞. The dual group GˇXΘ to XΘ is isomorphic to a Levi
subgroup of a parabolic subgroup in the class Θ.
The reader more interested in local or global theory could skip
most of this section, reading only the parts on the boundary de-
generations, and perhaps glancing at the table of examples in the
Appendix.
(2) Part 2: Asymptotics and the Ichino–Ikeda conjecture (§5 – 6).
We verify (§5) that the multiplicity of any irreducibleG-representation
in C∞(X) is finite; we compute (also §5) the asymptotic behavior1
of “eigenfunctions” (i.e., functions on X whose G-span is of finite
length).
The latter result is naturally expressed in terms of an “asymp-
totics” map
eΘ : C
∞
c (XΘ) −→ C∞c (X), (1.6)
see Theorem 5.1.1.
We remark that these results are corollaries to an understanding
of the geometry of X at∞; this understanding plays a fundamental
role throughout the entire paper.2
By elementary methods, we are able in §6 to completely de-
scribe a Plancherel formula (Theorem 6.2.1) for “strongly tempered
varieties”; this is a condition that implies GˇX = Gˇ and includes
the Gross–Prasad and Whittaker cases, although not most sym-
metric cases. This gives, in particular, a simple derivation of the
Whittaker-Plancherel formula for p-adic groups3 (more precisely: a
simple reduction to the usual Plancherel formula).
Using these results, we verify conjectures of Ichino–Ikeda (The-
orem 6.4.1) and Lapid–Mao (Corollary 6.3.5). We mention only
the former: if (H,G) is as in the Gross–Prasad conjecture then for
any tempered representation Π of G, the form
v ⊗ v′ 7→
∫
h∈H
〈hv, v′〉, v ∈ Π, v′ ∈ Π˜
on Π⊗ Π˜ is nonvanishing if and only if Π is H-distinguished.
(3) Part 3: Scattering theory. ( §9 – §15)
This is the core of the paper; the results of this section are
summarized on page 108.
1Such results on asymptotics, but expressed in the more traditional language of
Jacquet modules, were proven for symmetric varieties by Lagier [Lag08], and indepen-
dently by Kato and Takano [KT08].
2Recently Bezrukavnikov and Kazhdan [BK15] have given a geometric analysis of
Bernstein’s second adjunction, which is closely related to our analysis in the special case
where X is the group variety ∆G\G ×G. They use, in particular, the structure of the
wonderful compactification of G itself; cf. also §5.5.
3While our paper was being written, a complete description of the Whittaker-
Plancherel formula was obtained by Delorme [Del13]. Our proof is rather different.
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The set of conjugacy classes of X-distinguished Arthur param-
eters is partitioned into subsets indexed by conjugacy classes of
Levi subgroups of GˇX . We give evidence in §11 – §15 that the uni-
tary spectrum of L2(X) has a corresponding structure; in the most
favorable cases (that is to say: satisfying an easy-to-check com-
binatorial criterion) this amounts to a Plancherel formula modulo
the knowledge of discrete (modulo center) series for X and all its
boundary degenerations XΘ. (The preceding sections cover prelim-
inary ground: §9 discusses a somewhat subtle issue concerning the
fact that one can have continuous families of relative discrete series,
and §10 contains some lemmas in linear algebra that are necessary
to formulate the scattering arguments).
The main tool is “scattering theory,” which relates the spec-
trum of a space and its boundary. We obtain in Theorem 11.1.2 a
canonical G-equivariant map
L2(XΘ)
ιΘ−→ L2(X). (1.7)
This should be viewed as a unitary analog of the smooth asymp-
totics map (1.6). We call this map the “Bernstein map”,4 because
its existence is essentially equivalent to an unpublished argument
of Joseph Bernstein, which proves that the continuous part of the
Plancherel formula for X should resemble the Plancherel formula
for the boundary degenerations of X as one moves towards infin-
ity. Conjecturally, it corresponds to the evident map on Arthur
parameters induced by GˇXΘ →֒ GˇX .
Let L2(X)Θ be the image of L
2(XΘ)disc under ιΘ. We conjec-
ture that L2(X)Θ = L
2(X)Θ′ when Θ,Θ
′ are associate. In favor-
able cases we are able to prove this in Theorem 14.3.1, and, in fact,
precisely describe the kernel of the morphism
⊕
ιΘ.
Finally we discuss in §15 an “explicit description” of ιΘ in terms
of Mackey theory. The goal here, which we only partially achieve,
is to describe the morphisms ιΘ in terms of explicit intertwining
operators, commonly refered to as “Eisenstein integrals”. In some
combinatorially favorable cases we fully achieve this goal, including
many symmetric varieties.
(4) Part 4. Conjectures.
In this part we formulate the local and global conjectures dis-
cussed above, and give some evidence for the global ones. The
formalism here relies on the local and global Arthur conjectures
[Art89]. The local Conjecture 16.2.2 states that the unitary repre-
sentation L2(X(k)) (where k is a local field) admits a direct integral
decomposition in terms of X-distinguished Arthur parameters (and
4Unfortunately, the term “Bernstein map” is used in [BK15] for the smooth asymp-
totics map (1.6).
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the natural class of measures on them). A finer version (Conjec-
ture 16.5.1) introduces a notion of “pure inner form” for a spherical
variety X, inspired from the relative trace formula and the local
Gan–Gross–Prasad conjectures [GGP12].
In Section 17 we formulate the global conjecture on Euler fac-
torization of period integrals (under several assumptions). Finally,
in Section 18 we prove the global conjecture in some cases: periods
of principal Eisenstein series, Whittaker periods for GLn, and all
periods that “unfold” to Whittaker periods for GLn. Of course,
explicit Euler factorizations for these periods have been known in
the past; what we do is verify that the local factors are the ones
predicted by our conjectures, which are related to local Plancherel
formulas. Much of this is known to experts, and our goal is in part
to express this computation of local factors in the language of this
paper.
1.6. Proofs. We outline the ideas behind the results at the heart of
this paper, the local Plancherel formula developed in Parts 2 and 3. As
we have already mentioned, the basic ingredient in many of the proofs is a
good understanding of the geometry of X at ∞. We will give briefly some
examples of the type of ideas that enter.
1.6.1. Geometry at ∞. A critical fact in the theory of spherical varieties
is that there exists a parabolic P(X)− (the notation is such because it is in
the opposite class of parabolics to one we will denote by P(X)) so that the
geometry of X at ∞ is modelled by a torus bundle Y over P(X)−\G.
For example, the hyperboloid x2 − y2 − z2 = 1 is spherical under the
group SO3; at ∞ it becomes asymptotic to the cone x2 − y2 − z2 = 0,
which is a line bundle over the flag variety P1. In terms of the varieties XΘ
previously mentioned, the torus bundle Y is obtained by taking for Θ the
class of Borel subgroups in the dual group GˇX .
In fact, this is an overly simplified view of the geometry of X at∞; more
accurately, the geometry of X at ∞ is modelled by the so-called wonderful
compactification X. The G-orbits on X are canonically in correspondence
with conjugacy classes of parabolic subgroups of GˇX ; for each such conjugacy
class Θ we call “Θ-infinity” the corresponding orbit at infinity, and define
the variety XΘ as (the open G-orbit in) the normal bundle to Θ-infinity.
In particular, there is – in the sense of algebraic geometry – a degeneration
of X to XΘ; in intuitive terms, XΘ models a part of the geometry of X
at ∞. The G-variety XΘ is “simpler” than X in a very important way: it
carries the additional action of a torus AX,Θ, generated from the actions
of the multiplicative group on the normal bundles to all G-stable divisors
containing Θ-infinity.
1.6.2. Geometry at ∞ over a local field. The discussion above has the
following consequence for points over a local field k:
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Let J be an open compact subgroup of G = G(k). We construct a
canonical identification of a certain subset of X/J with a certain subset of
Y/J , mirroring the fact that X approximates Y at ∞. This fact remains
true (with different subsets) if we replace Y by any XΘ. We call this iden-
tification the “exponential map”, because it is in fact induced by some kind
of exponential map between the (k-points of the) normal bundle and the
variety.
In the case of the hyperboloid we may describe this as follows: WriteX =
{(x, y, z) ∈ k3 : x2−y2−z2 = 1} and Y = {(x, y, z) ∈ k3 : x2−y2−z2 = 0}.
We declare two J-orbits xJ ⊂ X, yJ ⊂ Y to be ε-compatible if there exists
x′ ∈ xJ, y′ ∈ yJ that are at distance < ε for the nonarchimedean metric
on k3. Then, for all sufficiently small ε (this notion depending on J), there
exist compact sets ΩX ⊂ X,ΩY ⊂ Y so that the relation of ε-compatibility
gives a bijection between (X − ΩX)/J and (Y − ΩY )/J .
1.6.3. Asymptotics of eigenfunctions. Call a (smooth) function on X or
Y an eigenfunction if its translates under G = G(k) span a G-representation
of finite length. Then the fundamental fact of interest to us is that, for every
(J-invariant) eigenfunction f on X, there exists an eigenfunction fY on Y
so that “f is asymptotic to fY ”: that is to say, f and fY are identified under
the “partial bijection” (exponential map) between X/J and Y/J . In fact,
this is a fact that does not require admissibility or finite length (although
we only need the finite length case for the Plancherel formula): there is a
G-morphism: e∗Θ : C
∞(X)→ C∞(XΘ) (the dual of (1.6) with the property
that functions coincide with their images in neighborhoods of Θ-infinity
identified via the exponential map.
1.6.4. The argument of Bernstein. Now we turn our attention to the
Plancherel decomposition: its existence and uniqueness is guaranteed by
theorems involving C∗-algebras, and by [Ber88] it is known to be sup-
ported on “X-tempered” representations. This means that the norm of
every Harish-Chandra–Schwartz function f on X admits a decomposition:
‖f‖2L2(X) =
∫
Gˆ
Hπ(f)µ(π),
where the positive semi-definite hermitian forms5 Hπ factor through a quo-
tient G-space of finite length, isomorphic to a number of copies of π. In other
words, Hπ(f) can be written as a finite sum of terms of the form |l∗i (f)|2,
where li : π → C∞(X) is an embedding with tempered image.
Given the theory of the exponential map, explained above, and the as-
ymptotic theory for such embeddings, if the support of f is concentrated
close to“Θ-infinity” then f can be identified with a function f ′ on XΘ and
the expression |l∗i (f)|2 can be identified with the same expression for some
l′i : π → C∞(XΘ). In other words, the hermitian form Hπ give rise to a
hermitian form H ′π on functions on XΘ; in precise terms this is simply the
pullback of Hπ under the map C
∞
c (XΘ)→ C∞c (X) of (1.6).
5We feel free to write H(f) := H(f, f) for a hermitian form H .
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Could the forms H ′π appear in the Plancherel formula for L
2(XΘ)? Al-
most, but not quite. The reason is that the Plancherel formula for XΘ is
invariant under the additional torus symmetry group AX,Θ of XΘ, and this
is not, in general, the case with the asymptotic forms H ′π. There is, how-
ever, an elementary way to extract their “AX,Θ-invariant part”H
Θ
π (possibly
zero), and then one obtains a Plancherel decomposition for L2(XΘ):
‖f ′‖2L2(XΘ) =
∫
Gˆ
HΘπ (f
′)µ(π).
We show that this fact is equivalent to the existence of “Bernstein maps”:
ιΘ : L
2(XΘ)→ L2(X),
which are characterized by the fact that they are “very close” to the smooth
asymptotics maps (1.6) for functions supported “close to Θ-infinity”.
For readers familiar with the Plancherel decomposition of the space of
automorphic functions, we mention that the analog of this map in that case
arises as follows: one decomposes a function f ∈ L2(N(AK)A(K)\PGL2(AK))
(this is the analog of XΘ in that case) as an integral of (unitary) A(AK)-
eigenfunctions, and then ιΘf will be the corresponding integral of Eisenstein
series, i.e., replace each eigenfunction on N(AK)A(K)\PGL2(AK) by the
corresponding Eisenstein series on PGL2(K)\PGL2(AK). Notice that this
is taken on the tempered line, without any discrete series contributions.
In our case we will define ιΘ in a more abstract way, and only later
§15 (and under additional conditions) will we identify it in terms of explicit
morphisms (“normalized Eisenstein integrals”) analogous to the Eisenstein
series. Thus, in the language often used in the literature of harmonic analysis
on symmetric spaces, the Bernstein maps can be identified with “normalized
wave packets”.
1.6.5. Scattering. The construction of Bernstein maps also implies that
their sum, restricted to discrete spectra:∑
ιΘ,disc :
⊕
Θ⊂∆X
ιΘ(L
2(XΘ)disc)→ L2(X)
is surjective.
For a full description of L2(X) in terms of discrete spectra there remains
to understand the kernel of this map. Based on the dual group conjecture,
we expect the images of L2(XΘ)disc and L
2(XΩ)disc are orthogonal if Θ and
Ω are not WX-conjugate, and coincide otherwise. We prove this under some
combinatorial condition (“generic injectivity”: §14.2), which is easy to check
and is known to hold, at least, for all symmetric varieties.
More precisely, it is easy to show, first, that the images of L2(XΘ)disc
and L2(XΩ)disc are orthogonal unless Θ and Ω are of the same size (i.e.
the corresponding orbits of the wonderful compactification are of the same
dimension). The combinatorial condition, on characters of the associated
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boundary degenerations, is used to rule out the possibility that the im-
ages are non-orthogonal when Θ and Ω are non-conjugate. Finally, a deli-
cate analytic argument shows that when they are conjugate the images of
L2(XΘ)disc and L
2(XΩ)disc have to coincide. This is encoded by certain
maps L2(XΘ) → L2(XΩ) whenever Θ,Ω are WX-conjugate, the so-called
scattering morphisms. For a more detailed introduction to the results of
scattering theory, we point the reader to Section 7.
1.7. Notation and assumptions. We have made an effort to define
or re-define most of our notation locally, in order to make the paper more
readable. An exception are the notions and symbols introduced in section
2. We note here a few of the conventions and symbols which are used
throughout: We fix a locally compact p-adic field k in characteristic zero,
with ring of integers o; we denote varieties over k by bold letters and the
sets of their k-points by regular font. For example, if Y is a k-variety, we
denote Y(k) by Y without special remark. On the other hand, for complex
varieties (such as dual groups or character groups) we make no notational
distinction between the abstract variety and its complex points, and use
regular font for both.
We always use the words “morphism” or “homomorphism” in the appro-
priate category (which should be clear from the context), e.g. for topolog-
ical groups a “homomorphism” is always continuous, even if not explicitly
stated so. We denote by X (M) = Hom(M,Gm) the character group of
any algebraic group M and for every finitely generated Z-module R we let
R∗ = Hom(R,Z). Normalizers are denoted by N , or NG when we want to
emphasize the ambient group; this is not to be confused with the notation
NZY, which denotes the normal bundle in a variety Y of a subvariety Z.
We denote throughout by G a connected, reductive, split group over k,
and by X a homogeneous, quasi-affine spherical variety for G. For most
of the paper, we assume this variety to be wavefront (cf. §2.1 – see the
list that follows for a full set of assumptions). We fix6 a Borel subgroup
B and denote its Zariski open orbit on X by X˚. Parabolics containing B
will be called “standard”, the unipotent radical of B will be denoted by U
and the reductive quotient of B will be denoted by A, although in some
circumstances we identify it with a suitable maximal subtorus of B. We let
Weyl groups act on the left on tori, root systems etc., the action denoted
either by an exponent on the left or as w·; for example, the action ofW=the
Weyl group ofG on the character group ofA is given by: wχ(a) = χ(w−1 ·a).
As noted above, we feel free to identify the Langlands dual group Gˇ of
G with its C-points, and therefore on the dual side we avoid the boldface
notation. It comes equipped with a canonical maximal torus A∗.
6It is actually for convenience of language that we fix a Borel subgroup; one could
adopt the language pertinent to “universal Cartan groups” and show that all constructions,
such as the quotient torus AX , are unique up to unique isomorphism because of the fact
that Borel subgroups are self-normalizing and conjugate to each other.
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To any such variety is attached the following set of data (cf. Section 2):
- Z(X) := AutG(X)0, the neutral component of theG-automorphism
group of X;
- a parabolic subgroup P(X) ⊃ B, namely the stabilizer of the open
Borel orbit; its reductive quotient (and, sometimes, a suitable Levi
subgroup) is denoted by L(X) and the simple roots of A in L(X)
by ∆L(X);
- a torusAX , which is a quotient ofA; it is the analog of the universal
Cartan for the group.
- a finite groupWX of automorphisms ofAX , the “little Weyl group;”
- the set ∆X ⊂ X (X) = Hom(AX ,Gm) of normalized (simple)
spherical roots – see §2.1 for our normalization of the spherical
roots; they are the simple roots of a based root system with Weyl
group WX .
- the valuation cone V inside aX := ΛX ⊗ Q, where ΛX = X (X)∗ =
Hom(Gm,AX). It is the anti-dominant Weyl chamber for the based
root system defined by ∆X , and moreover contains the image of
the negative Weyl chamber of the pair (G,B) under the projection
a ։ aX (where a = X (B)∗ ⊗ Q). These anti-dominant chambers
will also be denoted by a+, a+X , and the intersection of ΛX with V
is denoted by Λ+X .
- a submonoid and a subsemigroup A+X , A˚
+
X ⊂ AX defined as:
A+X := {a ∈ AX : |γ(a)| ≥ 1 for all γ ∈ ∆X}
and
A˚+X = {a ∈ AX : |γ(a)| > 1 for all γ ∈ ∆X}.
- The subscript Θ denotes a subset of the set ∆X of simple spherical
roots associated to the spherical variety, and thus corresponds to
the face of V to which it is orthogonal (the word “face” means the
intersection of V with the kernel of a linear functional which is non-
negative on V – hence, it can refer to V itself). For each such Θ there
is a distinguished subtorusAX,Θ ofAX , with cocharacter group the
orthogonal complement of Θ in ΛX (hence, AX = AX,∅). We define
A+X,Θ, A˚
+
X,Θ in a similar way as for AX (see §2.4.8), using only the
elements γ ∈ ∆X r Θ. The group AX,Θ is canonically isomorphic
to the connected component of the G-automorphism group of the
“boundary degeneration” XΘ of X (cf. §2.4), and therefore we are
invariably using the notations AX,Θ and Z(XΘ).
- By the phrase “for a sufficiently deep in A+X,Θ” we mean, informally,
that a is sufficiently far from the “walls” of A+X,Θ; formally, “there
exists T > 1 so that, whenever |γ(a)| ≥ T for all γ ∈ ∆XrΘ, . . . .”
We use similar phrasing (e.g. “sufficiently large”, “sufficiently
positive”) in many similar contexts.
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We follow standard notation for denoting duals of representations, e.g.
π˜ is the smooth dual of a representation π, M˜ is the adjoint of a morphism
M between representations, etc. (In general, we feel free to move between
the unitary and smooth categories of representations of G, since it is clear
from the context – or unimportant – which of the two we are refering to.)
Induction, the right adjoint functor to restriction, is denoted by Ind,
but we usually use the symbol I to denote unitary induction, e.g. IGP (σ) =
IndGP (σδ
1
2
P ). Here δP is the modular character of the subgroup P , by which we
mean the quotient of the right by a left Haar measure. (In the literature, this
is sometimes δ−1P ; e.g. in Bourbaki.) The corresponding algebraic modular
character: P → Gm, which is equal to the quotient of a right- by a left-
invariant volume form, will be denoted by dP .
Similarly, if U is the unipotent radical of P , we use the notation πU to
denote the normalized Jacquet module, that is: as a vector space it consists
of the U -coinvariants on G, and we twist the action of P by δ
−1/2
P . In
particular, there is always a canonical morphism: (IGP (σ))U ։ σ.
We will in §2.7 define certain parabolics PΘ, P−Θ (where Θ ⊂ ∆X), and
we will denote their unipotent radical by UΘ, U
−
Θ and their Levi quotient
(or subgroup) by LΘ. In that case, the corresponding normalized Jacquet
module πUΘ, πU−Θ
of a smooth representation π will also be denoted by
πΘ, resp. πΘ− . We caution the reader that this notation is only applied
when working in the smooth category of representations; thus, the notation
L2(X)Θ is reserved for a different space, a closed subspace of L
2(X) defined
in Corollary 11.6.2.
When Y is an H-space (where H is a group) endowed with a positive
H-eigenmeasure, with eigencharacter η, we define the normalized action of
H on functions on Y by:
(h · f)(y) =
√
η(h)f(yh).
This makes L2(Y ) (with respect to the given measure) a unitary representa-
tion, and identifies (in the setting of homogeneous spaces for p-adic groups)
the space C∞(Y ) (uniformly locally constant functions on Y , i.e. invariant
by an open compact subgroup for G) with the smooth dual of C∞c (Y ).
For a locally compact group H, we denote by Ĥ the unitary dual of
H, endowed with the Fell topology. Notice the notational distinction to
Hˇ, which is used for the Langlands dual group of H. When H is abelian,
Ĥ is the Pontryagin dual group of H, and we denote by ĤC the group of
continuous homomorphisms Hom(H,C×), so that Ĥ ⊂ ĤC.
We slightly abuse the term “wonderful” to apply it to some embeddings
of our spherical variety which are smooth but not necessarily wonderful; see
§2.3 for details.
Given a function Q on a subset of (Z+)r we say that Q is “decaying” if it
is bounded by a negative exponential: |Q(x1, . . . , xr)| ≤ a
∑
xi where a < 1.
We apply this term to functions on A+X , A˚
+
X etc. by means of the natural
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valuation maps, i.e. sending an element in a ∈ A+X to the valuations of all
γ(a).
We also use the notation A≪ B to mean that there exists a constant c
such that A ≤ cB.
In the final part we use using exponential notation for characters of tori,
i.e. for T a torus, any character χ : T → Gm will also be denoted by the
symbol eχ when it is more suggestive.
1.8. Important assumptions: Later in the paper we introduce fur-
ther assumptions on the spherical varietyX (and its boundary degenerations
XΘ, introduced in §2.4), which are used in all theorems without explicit
mention:
- We assume that the action of Z(X) = AutG(X)0 is induced by the
action of the center of G (as we may in every case by replacing G
by Z(X)×G).
- From Section 4 onwards we suppose that X carries a non-zero G-
eigenmeasure (which we fix), and endow its “boundary degenera-
tions” XΘ with compatible eigenmeasures (cf. §4.1). As discussed
in that section, this is not a significant restriction.
- From Section 5 onward we assume that X is wavefront, i.e., that
it satisfies the condition enunciated in §2.1. This is a genuine re-
striction, but applies in the vast majority of cases. We also assume
from that point on that the connected central torus of G surjects
onto Z(X), which causes no harm in generality.
- From Section 11 we suppose that the Discrete Series Conjecture
9.4.6 holds for X; this holds in many cases, e.g. X is a symmetric
variety (see §9.4.1) and can be checked in many others (possibly in
every case) by the methods of §9.5.
- In Section 15 we assume, in addition, that X satisfies the generic
injectivity condition of §14.2 and is strongly factorizable. “Strongly
factorizable” is a strong condition that holds, for example, for sym-
metric spaces but not for most other spherical varieties. The generic
injectivity condition holds more generally, again for symmetric va-
rieties (Proposition 14.2.1) and in many other cases (discussion in
§14.2).
Notice that the generic injectivity condition is also explicitly
assumed in the main scattering theorem 7.3.1, but in its proof (Sec-
tion 14) it is only used at the very end, so Section 14 is not based
on that assumption.
- The main theorems of Section 15, 15.6.1, 15.6.2, are conditional on
another combinatorial condition (which, again, is known to hold for
symmetric varieties), injectivity of the “small Mackey restriction”,
but this condition is explicitly stated in the theorems.
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1.9. Some open problems. Our work does not resolve the global (re-
spectively local) conjectures about periods (respectively: the support of
Plancherel measure for L2(X)) including the need to refine these conjectures.
In many cases (whenever the main Scattering Theorem 7.3.1 applies), the lo-
cal conjecture is essentially reduced, through our work, to discrete spectra.7
Let us now discuss a few more open questions:
First, although we phrase our results throughout this paper in such
a way that they should apply as stated to the non-wavefront cases, most
of our proofs break down. There are not many classes of non-wavefront
varieties that we know of (the example GLn \SO2n+1 is the typical one),
but it seems that the non-wavefront case requires, and will lead to, a better
understanding of harmonic analysis for p-adic groups and their homogeneous
spaces. Notice that the example mentioned is also used by Knop [Kno94b,
§10], to illustrate that his powerful theory of invariant differential operators
on spherical varieties provides a genuine extension of the action of the center
of the universal enveloping algebra.
Secondly, since our Plancherel decomposition is based on the under-
standing of how discrete series vary with the central character (cf. the Dis-
crete Series Conjecture 9.4.6), it would be desirable to show in general (and
not case-by-case, which can be done “by hand”) that this conjecture holds,
for instance that the unfolding process of §9.5 proves it. This is a problem
which pertains to the cases which are not what we call “strongly factoriz-
able”; the explicit Plancherel decomposition of section 15 via “Eisenstein
integrals” is also open in those cases.
Third, it would be desirable to settle the combinatorial assumptions of
some of the theorems (notably, Theorem 7.3.1) in some generality.
And, finally, a large class of problems has to do with developing Paley-
Wiener theorems for spaces of Harish-Chandra–Schwartz or compactly sup-
ported functions.
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This article has been written and re-written many times over the past
nine years, repeatedly proving our expectations for finishing it unrealistic.
Indeed, it has been written so many times that the word “nine” has been
repeatedly changed in the prior sentence. Some of the results (those of sec-
tion 5) were announced as early as in the summer of 2007 at the Hausdorff
Center in Bonn; others were based on the assumption of the spectral decom-
position of sections 11 and 14, which we only completed in its original form
in 2013. The present form of the paper, which includes several corrections
and improvements over the previous ones, many suggested by the referees,
was completed in 2016. We offer our apologies to anyone who was promised
a faster completion of the paper at any stage.
Part 1
The dual group of a spherical
variety
2. Review of spherical varieties
The purpose of this section is to collect the necessary facts about spher-
ical varieties. Most of the proofs will be given in the next section.
A spherical variety for a (split, connected) reductive group G over a
field k is a normal variety X together with a G-action, such that the Borel
subgroup of G has a dense orbit. We will assume throughout that X is
homogeneous and quasi-affine. The assumption of quasi-affineness is not a
serious one, since every homogeneous G-variety which is not quasi-affine is
the quotient of a quasi-affine Gm ×G-variety by the action of Gm (and the
cover is Gm ×G spherical if the original one was G-spherical). We fix a
(complex) dual group Gˇ to G; it comes equipped with a canonical maximal
torus A∗, and the group Gˇ is canonical up to conjugation by elements of A∗.
One of our primary goals is to attach to the spherical variety X a reductive
group GˇX together with a morphism:
GˇX × SL2 → Gˇ. (2.1)
We shall see that this morphism determines a great deal about the spherical
variety, both its geometry and its representation theory.
In §2.1 we introduce basic combinatorial invariants, including the root
system associated to a spherical variety by F. Knop. We also give the
definition of a wavefront variety; we assume at most points in this text that
the varieties under consideration are wavefront.
In §2.2 we modify this root system and discuss the associated reductive
group GˇX , which we term the dual group of the spherical variety. This is
expected to be related to the group constructed by Gaitsgory and Nadler
in [GN10]; in the next section (§3) we shall discuss the morphism (2.1); in
particular, we will prove the existence of this morphism if one makes certain
natural assumptions regarding the Gaitsgory-Nadler group.
In §2.3 we review the theory of toroidal compactifications, and in §2.4
and §2.5 we study the normal bundles of G-orbits in those. This study will
be of importance later: we will interpret the asymptotics of special functions
on X(k) using these normal bundles.
In §2.6 we present the modifications needed in order to treat cases such
as the Whittaker model.
In §2.7 and 2.8 we introduce some other homogeneous varieties associ-
ated to X: Levi varieties and horospherical varieties. The former are closer
to the traditional harmonic-analytic approach of studying Levi subgroups
of a group, and will not be important for our formulations; they will be
useful, however, for some proofs. The latter will be essential in explicat-
ing our harmonic-analytic constructions through the language of Eisenstein
integrals in Section 15.
Finally, in §2.9 we discuss the example of X = PGLn.
2.1. Invariants. We fix throughout a Borel subgroup B and denote
the open B-orbit on X by X˚. (See, however, footnote 6.)
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Let H be an algebraic group acting on a variety Y. The multiplicative
group of non-zero rationalH-eigenfunctions (semiinvariants) will be denoted
by k(Y)(H). We will denote the group of H-eigencharacters on k(Y)(H) by
XH(Y), and if H is our fixed Borel subgroup B then we will denote XB(Y)
simply by X (Y). If Y has a dense B-orbit, then we have a short exact
sequence: 1→ k× → k(Y)(B) → X (Y)→ 1.
As an intrinsic way of understanding the geometry at ∞ of the variety
X, one studies valuations of its function field. A point of basic interest is
how the geometry of X at∞ interacts with the simple operation of acting on
X by a one-parameter subgroupGm. The discussion that follows formalizes
the study of such matters:
For a finitely generated Z-module M we denote by M∗ the dual module
HomZ(M,Z). For our spherical variety X, we let ΛX = X (X)∗ and aX =
ΛX ⊗Z Q. A B-invariant, Q-valued valuation on k(X) which is trivial on
k× (triviality on k×) will be implicitly assumed from now on) induces by
restriction to k(X)(B) an element of ΛX . We let V ⊂ aX be the cone
generated by the images of G-invariant valuations. (By [Kno91, Corollary
1.8], the map from G-invariant valuations to aX is injective.) We denote
by Λ+X the intersection ΛX ∩ V. This is precisely the monoid of Z-valued
valuations. Notice that V contains the image of the negative Weyl chamber
under the natural map a։ aX , [Kno91, Corollary 5.3]. (To get a sense for
some of the geometry here, and in particular why there are “distinguished
directions” in AX at all, the reader may wish to glance at the example in
§2.9.1.)
The notation V is compatible with the literature on spherical varieties,
but in this paper we also denote it, invariably, by a+X . We say that X is a
wavefront spherical variety if V is precisely equal to the image of the nega-
tive Weyl chamber. The terminology is due to the validity of the Wavefront
Lemma 5.3.2; this class of varieties was not previously singled out, to our
knowledge. Symmetric varieties, in particular, are wavefront [Kno91], but
not, for instance, the variety U\G, where U is a maximal unipotent sub-
group. (However, the latter becomes wavefront if we consider the additional
action of a maximal torus “on the left”; i.e., it is wavefront as a homo-
geneous variety for G × A. Perhaps the simplest non-wavefront spherical
variety which cannot be treated in this way is the variety GL2 \SO5.)
The associated parabolic to X is the standard parabolic P(X) := {g ∈
G|X˚ · g = X˚}. Let us choose a point x0 ∈ X˚(k) and let H denote its stabi-
lizer; hence X = H\G, and HB is open in G. There is the following “good”
way of choosing a Levi subgroup L(X) of P(X), depending on the choice
of x0: Pick f ∈ k[X], considered by restriction as an element of k[G]H,
such that the set-theoretic zero locus of f is X r X˚. Then f is a P(X)-
eigenfunction, but not an eigenfunction for a larger parabolic. Thus, its
differential df at 1 ∈ G defines an element in the coadjoint representation
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of G, whose centralizer L(X) is a Levi subgroup of P(X). The intersec-
tion L(X) ∩H is known to contain the derived group of L(X) [Kno94a,
Proposition 2.4].
We fix throughout a maximal torus A in B ∩ L(X). We define AX to
be the torus: L(X)/(L(X) ∩H) = A/(A ∩H); its cocharacter group is the
lattice ΛX defined above. We identify AX with a subvariety of X˚ through
the orbit map: a 7→ x0 · a.
We can also think of AX as a canonical, abstract torus associated to X,
in a similar way that the universal Cartan group is associated to the group
G. More precisely, if for every Borel subgroup B we think of AX as the
quotient by which B acts on X˚/U (here in the sense of geometric quotient),
then for every two choices of Borel subgroups, any element conjugating one
to the other induces the same isomorphism between the correspondingAX ’s.
2.1.1. Remark. A symmetric subgroup H is usually defined as the fixed
point group of an involution θ on G, and a symmetric variety as the space
X = H\G; therefore it comes with a chosen point x0 = H · 1. On the other
hand, in the treatment of symmetric varieties one usually doesn’t choose a
Borel subgroup a priori. In that case, for a Borel B such that x0 ·B is open,
the group P(X) is what is called a minimal θ-split parabolic. Moreover, the
Levi subgroup L(X) constructed above is the unique θ-stable Levi subgroup
of P(X), L(X) = P(X) ∩ θP(X).
The cone V = a+X is the fundamental domain for a finite reflection group
WX ⊂ End(aX), called the little Weyl group of X. If we denote by W , resp.
WL(X), the Weyl groups of G and L(X) with respect to A then there is a
canonical way to identify WX with a subgroup of W , normalizing WL(X)
(which it intersects trivially) [Kno94b, §6.5]. The set of simple roots of G
corresponding to B and the maximal torus A ⊂ B will be denoted by ∆.
Consider the (strictly convex) cone negative-dual to V: V⊥ = {χ ∈
X (X) ⊗ R| 〈χ, v〉 ≤ 0 for every v ∈ V}. The generators of the intersections
of its extremal rays with X (X) are called the spherical roots of X. They
are known to form the set of simple roots of a based root system with Weyl
group WX [Kno94a]. This root system will be called the spherical root
system of X. We will denote this set of simple roots by ΣX , following the
notation of [Lun01], in order to distinguish it from the set of “(simple)
normalized spherical roots”, which will be defined later and denoted by ∆X .
Finally, we discuss the group ofG-automorphisms ofX, based on [Kno96]:
Of course, for any homogeneous variety X = H\G we have AutG(X) =
N (H)/H.8 As it is known [BP87, 5.2, Corollaire], the quotient N (H)/H is
diagonalizable. We will be denoting the torus AutG(X)
0 by9 Z(X). There
is no harm in assuming that the connected center Z(G)0 of G surjects onto
8This also holds for any quasi-affine spherical variety, if H denotes the stabilizer of a
point on the open G-orbit – cf. the remark after Lemma 6.6 in loc.cit..
9 In cases like the Whittaker model, where X = H\G and we have a morphism
Λ : H→ Ga whose composition with a complex character of k gives rise to the line bundle
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Z(X) under its natural action on X (by replacing G by Z(X) ×G, if nec-
essary). This will be a standing assumption from section §5 onward.
Knop defines yet another root system10 with a distinguished set Σ′X
of simple roots which is proportional to ΣX (but does not coincide with
our ∆X). Notice that every G-automorphism acts by a non-zero con-
stant on each element of k(X)(B), and this defines a map: AutG(X) →
Hom(X (X),Gm) = AX . Knop proves that the corresponding map of char-
acter groups belongs to a short exact sequence:
0→ 〈Σ′X〉Z → X (X) = X (AX)→ X (AutG(X))→ 0. (2.2)
In particular, we have:
X (Z(X)) = X (X)/(X (X) ∩ 〈ΣX〉Q). (2.3)
Finally, we include the following useful lemma of Knop:
2.1.2. Lemma (Non-degeneracy). For every quasi-affine spherical variety
X, the set of coroots αˇ of the group such that αˇ is perpendicular to X (X) is
precisely the set of coroots in the span of ∆L(X).
Proof. This is [Kno94a, Lemma 3.1]. 
2.2. The dual group of a spherical variety. Here we formulate,
without proofs, our results on the dual group of a spherical variety and the
associated “Arthur SL2”. All results will be proven in section 3.
Let A∗ denote the dual torus of A. By definition, it is the complex torus
whose cocharacter group is X (A). Similarly, let A∗X be the dual torus of
AX . The map A ։ AX dualizes to a map A
∗
X → A∗ (with finite kernel).
Ideally, we would like this to extend to a map of connected reductive groups
GˇX → Gˇ, where GˇX has Weyl groupWX . Unfortunately this is not possible
in general. For example, in the case of the variety PO2 \PGL2 the kernel of
A∗X → A∗ is of order 2, but the group Gˇ = SL2 does not have any non-trivial
connected covers.
Nonetheless, Gaitsgory and Nadler [GN10] have canonically associated
to any spherical affine embedding of X a reductive subgroup GˇX,GN ⊂ Gˇ
whose maximal torus is the image of A∗X in A
∗ and whose Weyl group is,
conjecturally, equal to WX . (In the case of PO2 \PGL2, this is just equal
to SL2.) In our notation we suppress the dependence on the affine embed-
ding: it is expected that GˇX,GN is independent of the choice of embedding,
and in fact this follows from our arguments below, based on some natural
assumptions (GN2)–(GN5) on the Gaitsgory-Nadler dual group.
under consideration, the definition of Z(X) should be as the connected component of the
subgroup of N (H)/H which stabilizes Λ, cf. §2.6.
10We caution the reader against confusing the notation of [Kno96] with ours. We
have reserved the letters Σ, ∆ to denote sets of simple roots, as is customary in the
literature, and more precisely the notation ∆X for our normalized spherical roots. On
the contrary, Knop uses the letters ∆ and ∆X to denote the full sets of roots of the root
systems generated by what we denote here by ΣX , resp. Σ
′
X .
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In this section, we shall construct – under assumptions on X that rule
out an example such as PO2 \PGL2– a slightly different dual group GˇX
whose maximal torus is literally A∗X .
Let γ be a spherical root, i.e. γ ∈ ΣX . It is known (either from the work
of Akhiezer [Akh83] classifying spherical varieties of rank one, or from the
work of Brion [Bri01] for a classification-free argument) that either:
(1) γ is proportional to a positive root α of G, or ;
(2) γ is proportional to the sum α+ β of two positive roots which are
orthogonal to each other and part of some system of simple roots
(not necessarily the one corresponding to B).
Notice that in the second case γ is not proportional to a root of G, and
therefore the two cases are mutually exclusive. In the first case we set γ′ = α,
and in the second we set γ′ = α+β. Equivalently, γ′ is the primitive element
in the intersection of the R+-span of γ with the root lattice of G. The
motivation for these choices will be explained in the next section, where we
will revisit the work of [Bri01]. Notice that in the second case the roots α, β
are not unique; however, we will see that there is a canonical choice (whose
elements will be called the roots associated to γ). The set {γ′|γ ∈ ΣX} will
be denoted by ∆X . Let ΦX denote the set of WX -translates of the elements
in ∆X . We will see in the next section:
2.2.1. Proposition. The pair (ΦX ,WX) defines a root system, and ∆X
constitutes a set of simple roots for it.
This root system will henceforth be called the normalized spherical root
system of X, and the elements of ∆X will be the (simple) normalized spher-
ical roots. When it doesn’t matter if we are working with ΣX or ∆X (for
instance, choosing subsets of either of them), we may be abusing language
and talking about “the set of spherical roots” ∆X . We will use the nota-
tion ΦˇX , ∆ˇX – both subsets of X (X)∗ – for the dual root system and the
corresponding set of simple coroots.
2.2.2. Proposition. Assume that ΣX does not contain any elements of
the form 2α, where α is a root of G. Then the set (X (X)∗, ΦˇX ,X (X),ΦX )
is a root datum.
We refer to the corresponding complex reductive group GˇX with maxi-
mal torus A∗X as the dual group of the spherical variety X.
The restrictions on ΣX guarantee, roughly speaking, that the case of
PO2 \PGL2 does not “appear” in the “rank-one degenerations” of X.
Our main result regarding the dual group of the spherical variety relies
on the following statements. To formulate them, we must choose an affine
embedding Xa of X, in order to apply the work of Gaitsgory and Nadler
and attach to it a group GˇXa,GN ; our description (Theorem 2.2.3) of the
Gaitsgory-Nadler group based on the following statements will eventually
prove that GˇXa,GN is independent of the choice of embedding. The first
statement is included in [GN10], although not explicitly stated. We will
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treat the rest – (GN2), (GN3), (GN4) and (GN5) – as axioms. It seems
likely that these could be checked, and we discuss them briefly in §3.3, but,
as we are not specialists in the technical details, we prefer to phrase them
as hypotheses.
(GN1) The image of GˇXa,GN commutes with 2ρL(X)(C×) ⊂ A∗, where
2 · ρL(X) denotes the sum of positive roots of L(X), considered as
a morphism: Gm → A∗.
(GN2) The Weyl group of GˇXa,GN equals WX .
(GN3) For any Θ ⊂ ΣX the dual group of XaΘ is canonically a subgroup
of GˇXa,GN . Here, X
a
Θ is a certain “affine degeneration” of X
a, to
be introduced in §2.5.
(GN4) If the open G-orbit X ⊂ Xa is parabolically induced, X = XL×P−
G, where XL is spherical for the reductive quotient L of P
−, then
the dual group GˇXa,GN belongs to the standard Levi subgroup Lˇ
of Gˇ corresponding to the class of parabolics11 opposite to P−.
Moreover, if a connected normal subgroup L1 of L acts trivially
on XL, then GˇXa,GN belongs to the dual group of L/L1 (which is
canonically a subgroup of Lˇ).
(GN5) IfX+1 is a spherical homogeneousG-variety, T a torus ofG-automorphisms
and X+2 = X
+
1 /T, and if X1,X2 are affine embeddings of X
+
1 ,X
+
2
withX2 = spec k[X1]
T, then there is a canonical inclusion GˇX2,GN →֒
GˇX1,GN which restricts to the natural inclusion of maximal tori:
A∗X2,GN →֒ A∗X1,GN (arising from X (X2) →֒ X (X1)).
The formulation of the result is based on the notion of a “distinguished
morphism” from the group GˇX to Gˇ. By a distinguished morphism we mean
a morphism which restricts to the canonical map of maximal tori: A∗X → A∗,
and moreover satisfies a condition on the image of simple root spaces, which
will be formulated in §3.2. A distinguished morphism from GˇX × SL2 to Gˇ
is one which restricts to a distinguished morphism on GˇX and, moreover,
under the “standard” diagonal embedding of Gm to SL2 it restricts to the
map 2ρL(X) : Gm → A∗.
2.2.3. Theorem. Assuming that ΣX does not contain any elements of
the form 2α (where α is a root of G):
(1) There is at most one A∗-conjugacy class of distinguished morphisms
GˇX × SL2 → Gˇ.
(2) Assume Axioms (GN2), (GN3), (GN4), (GN5). Then distinguished
morphisms exist.
11We clarify the correspondence between P− and Lˇ. Recall that A∗ ⊂ Gˇ is the dual
torus of the “universal Cartan” of G, i.e. the reductive quotient of any Borel subgroup of
G. One chooses a Borel B opposite to P−, and the positive coroots of the Levi Lˇ are the
roots in the Lie algebra of B ∩P−.
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(3) Assume (GN2), (GN3), (GN4), (GN5). Then the root system of
the Gaitsgory-Nadler dual group is given by (ΦˇX ,WX); in particu-
lar, it is independent of the choice of affine embedding of X.
2.2.4. Remark. We stated this theorem for the case that ΣX does not
contain elements of the form 2α. However, in the general case the same
statements are true if one replaces GˇX with the abstract group Gˇ
′
X defined
by the same root system and with maximal torus equal to the image of
A∗X → A∗. In particular, GˇX,GN ≃ Gˇ′X . However, this does not seem to be
the correct dual group for all purposes of representation theory.
We give a rather clumsy proof of this theorem, which boils down to
case-by-case considerations, in the next section.
2.2.5. Example. For the spherical variety X = T\SL2 (where T is a
non-trivial torus) the dual group is GˇX = SL2 with its natural isogeny:
SL2 → Gˇ = PGL2. Notice that here the action of SL2 on X factors through
the quotient SL2 → PGL2. This “explains” why the representation theory
of X should be described in terms of SL2, which is the dual group of PGL2.
However, this argument may not always work when GˇX 6= GˇX,GN .
2.3. Toroidal compactifications. We will freely use the word “com-
pactification” of X for what should more correctly be termed “spherical
embedding” or “partial spherical completion”, namely a normal G-variety
X¯ containing X as a dense G-subvariety. A compactification X¯ is said to
be simple if it contains a unique closed G-orbit, and toroidal if no B-stable
divisor in X contains a G-orbit of X¯ in its closure. To every simple toroidal
embedding X¯ we associate the cone C(X¯) ⊂ V spanned by the valuations
defined by all G-stable divisors in X¯. The main theorem in the classification
of such embeddings states:
2.3.1. Theorem (Luna and Vust, cf. [Kno91, Theorem 3.3]). The map
X¯ 7→ C(X¯) induces a bijection between isomorphism classes of simple toroidal
compactifications of X and strictly convex, finitely generated cones in V.
2.3.2.Remark. Although this theorem, and the other theorems of Brion,
Luna, Pauer and Vust which we are going to recall, have been stated for an
algebraically closed field in characteristic zero, their proofs carry through
over an arbitrary field in characteristic zero, as long as the group G is split.
Notice that for every G-orbit Z in a simple toroidal embedding X¯, the
union of all G-orbits whose closure contains Z is also a simple toroidal
embedding. This way, we get a bijection between faces12 of C(X¯) and orbits
of G on X.
Now observe that when V itself is strictly convex (equivalently: AutG(X)
is finite), this implies the existence of a canonical compactification with
12The word “face” is used for the intersection of C(X¯) with the kernel of a linear
functional which is non-negative on C(X¯); hence C(X¯) is the face corresponding to the
closed orbit, and {0} is the face corresponding to X.
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C(X¯) = V. Its existence can also be characterized by the following condi-
tions:
2.3.3. Theorem ([BP87, 5.3, Corollaire]). The following are equivalent:
(1) There exists a simple complete toroidal compactification of X.
(2) The G-automorphism group AutG(X) = N (H)/H is finite.
(3) The cone V is strictly convex.
The corresponding complete variety X¯ is sometimes (e.g. in [Kno96])
called the wonderful compactification of X, though the term “wonderful”
(“magnifique”) is more often (e.g. in [Lun01]) reserved for the case when
X¯ is smooth. To understand the difference between the two, let us recall
the Local Structure Theorem of Brion, Luna and Vust: Let X¯ be a simple
toroidal embedding of X. The complement of all B-stable divisors of X¯
which are not G-stable is denoted by X¯B , and it is a B-stable open affine
subvariety. LetY be the closure ofAX in X¯B ; it is the toric compactification
of AX characterized by the property that for λ ∈ ΛX = Hom(Gm,AX) we
have limt→0 λ(t) ∈ Y if and only if λ ∈ Λ+X .
2.3.4. Theorem ([BLV86, The´ore`me 3.5]). The action map
Y ×UP (X) → X¯
is an open embedding and its image X¯B meets each G-orbit in X¯ along its
open B-orbit.
Hence, the variety X¯ will be smooth if and only if the toric variety Y is.
Since V is a simplicial cone, it follows from this theorem that the compact-
ification of Theorem 2.3.3 has, if any, only finite quotient singularities, and
that it is smooth if and only if the monoid Λ+X is generated by its intersec-
tions with the extremal rays of V; equivalently: if and only if ΣX generates
X (X). In that case, all G-orbits are smooth and the complement of the
open G-orbit is a union of G-stable divisors intersecting transversely.
In this paper we will adopt the following convention: We will, by abuse of
language, refer to any smooth, complete, toroidal compactification
of X as the “wonderful compactification”; and this term will also be
extended to certain non-complete embeddings when we consider Whittaker-
type induction in §2.6. We will attach certain “boundary degenerations”
to X indexed by subsets of the set of spherical roots, which although by
construction seem to depend on the choice of such a compactification, an
important result – Proposition 2.5.3 – states that they are actually com-
pletely canonical. Our representation-theoretic results, then, will be formu-
lated in terms of these degenerations. Whenever proofs are identical for the
wonderful compactification of Theorem 2.3.3 (if it exists and is smooth) and
a general smooth, complete, toroidal compactification, for simplicity and
clarity we only formulate them for the former; whenever the general case
needs extra arguments, we provide them.
26
Let us now discuss the general case, to which one will necessarily resort
when AutG(X) is not finite, or it is finite but the canonical embedding of
Theorem 2.3.3 is not smooth.
2.3.5. The non-wonderful case. A toroidal embedding which is not nec-
essarily simple is described by a strictly convex fan, instead of a strictly
convex cone, that is: a collection F of (distinct) strictly convex subcones of
V as above, such that each face of a cone of F is also contained in F, and
each point of V belongs to the relative interior of at most one cone in F.
We point the reader to [Kno91, Theorem 3.3 and discussion after Corollary
5.3] for details.
To get a complete, smooth toroidal embedding we need to subdivide V
into a finite union of (strictly convex) simplicial cones Ci, such that ΛX ∩ Ci
is a free monoid for every i; then these cones and their faces form the fan of
the embedding. Each such embedding is the union of simple (non-complete)
smooth toroidal embeddings; hence, the complement of the open G-orbit is
a divisor with normal crossings.
The Local Structure Theorem 2.3.4, applies equally well to this case
with the understanding that the toric variety Y is that associated to the fan
defining the toroidal embedding.
The set of G-orbits in such an embedding is in bijection with the set of
cones in the fan. The relative interior of the cone corresponding to an orbit
Z consists of those valuations v whose center is the closure of Z, that is:
ov ⊃ oZ and mv ⊃ mZ , where by o and m we denote the subring of k(X)
and its ideal, respectively, defined by the valuation v or by the closure of
Z. This face, in turn, corresponds (non-injectively, in general) to the subset
Θ ⊂ ΣX of spherical roots to which it is orthogonal. (Since the elements of
ΣX are proportional to the normalized spherical roots, i.e. the elements of
∆X , we will interchangeably be identifying Θ with a subset of either of the
two.) We say that “Z corresponds to Θ”.
2.3.6. The notion of Θ-infinity. For each smooth toroidal embedding
X¯ and every Θ ⊂ ∆X (or Θ ⊂ ΣX) we let ∞Θ, the “Θ-infinity”, denote
the closure of the union of all G-orbits which correspond to Θ, i.e. whose
corresponding face is orthogonal to the set Θ of spherical roots. We have
∞∆X = X¯. As we will see in a moment, all of those orbits correspond to
isomorphic “boundary degenerations”.
When working at the level of k-points, we use the notion of “neigh-
borhood of Θ-infinity”, which we explicate for clarity: A “neighborhood of
Θ-infinity” in X is, by definition, the intersection of X with a neighborhood
of ∞Θ in X (for the Hausdorff topology induced by that of k). Note that
the fact that ∞Θ is the closure of the union of all orbits corresponding to
Θ affects the meaning of this notion When the embedding X is not expli-
cated, we will mean a “wonderful” embedding (in the above sense). It is
clear that this abstract notion of Θ-infinity does not depend on the choice
of a wonderful (i.e. complete, toroidal) embedding.
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For a given G-orbit on X, we will say that it “belongs to Θ-infinity” if
it is contained in ∞Θ, but not in ∞Ω, for any Ω ( Θ.
2.3.7. Spherical system of a G-orbit. For the following proposition we
remind that a “color” of a spherical variety is a prime B-stable divisor which
is not G-stable (hence colors are in bijection with B-orbits of codimension
one in the open G-orbit, and by abuse of language we will be calling these
B-orbits “colors” as well), and that each color D defines a “valuation” vˇD ∈
X (X)∗, defined exactly as in the case of G-stable divisors that we discussed
above (i.e. by restriction to k(X)(B)).
2.3.8. Proposition. Let Z be a G-orbit in a toroidal compactification,
and let Θ be the set of (unnormalized) spherical roots to which the corre-
sponding face F is orthogonal. Then:
(1) X (Z) = F⊥ ⊂ X (X);
(2) P(Z) = P(X);
(3) ΣZ = Θ;
(4) for each simple root α of G, which belongs to Θ, there are precisely
two colors D′1,D
′
2 in Z˚Pα, obtained as the (multiplicity-free) in-
tersection with Z of the closures of the two colors D1,D2 in X˚Pα;
the valuations vˇD′i are the images of the valuations vˇDi under the
restriction map: X (X)∗ → X (Z)∗.
Proof. The first and second statement follow from the Local Structure
Theorem 2.3.4.
The third statement can be proven by induction on the codimension of
Z; hence, we may assume that F is a half-line. If this half-line belongs to
V ∩ (−V) then the Local Structure Theorem 2.3.4 implies that Z is isomor-
phic to the quotient of X by the subtorus of Z(X) corresponding to this
line. Otherwise, the theory of toroidal embeddings implies that there is a
wonderful compactification of X/AutG(X) which contains a quotient of Z
by its automorphism group, and the statement follows by a characterization
of simple spherical roots in terms of the G-action on the normal bundle to
the closed orbit, cf. [Lun01, §1.3].
If α is a simple root of G which belongs to Θ = ΣZ then there are two
colors in Z˚Pα, and they are precisely those colors on which the Borel eigen-
function fα of weight α vanishes – the valuation of fα on each of them is one
[Lun01, §1.4], [Lun97, Proposition 3.4]. Every nonzero Borel eigenfunction
on Z extends (uniquely) to a Borel eigenfunction on X [Kno91, Theorem
1.3], and similarly the extension of fα has simple zeroes on the two colors
of X˚Pα. This shows that their closures intersect Z along the colors of Z˚Pα
without multiplicity; the fact that all eigenfunctions extend means that the
valuations induced by the latter are equal to the valuations induced by the
former, restricted to the character group of Z. 
2.4. Normal bundles and boundary degenerations. We are inter-
ested in understanding normal bundles ofG-orbits in wonderful embeddings;
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as we will see in Section 5, the asymptotics of eigenfunctions on X can be
understood in terms of eigenfunctions on the normal bundles.
Let Z be a G-orbit in a smooth toroidal compactification X¯ of X, corre-
sponding to a subset Θ of the set of spherical roots (§2.3.6; in the proposi-
tions that follow, Θ will be considered as a subset of either the unnormalized
spherical roots ΣX or the normalized spherical roots ∆X , according to what
is appropriate in each case). The normal bundle NZX¯ of Z in X¯ carries an
action of G, under which it is spherical; this follows immediately from the
Local Structure Theorem 2.3.4. The open G-orbit on NZX¯ will be denoted
by XΘ and called a boundary degeneration of X.
We remark that if X is wavefront, then so is XΘ under the action of
Z(XΘ)×G, for every Θ ⊂ ∆X . That will follow from Proposition 2.7.2.
2.4.1. Remark. We notice that in the case of general toroidal compact-
ifications there may be many G-orbits corresponding to the same Θ; as we
will see, all varieties XΘ will be canonically isomorphic to each other, which
will allow us to use this notation indistinguishably.
Let Z be a G-orbit in X¯ corresponding to Θ ⊂ ΣX . The fact that XΘ
belongs to a normal bundle gives rise to a torus of G-equivariant automor-
phisms of it:
2.4.2. Lemma. Let Γ denote the set of G-stable divisors in X¯ which
contain Z, then there is a canonical action of the torus GΓm on XΘ by G-
automorphisms, such that the quotient is isomorphic to Z.
Proof. Since these G-stable divisors intersect transversely, the normal
bundle NZX¯ splits canonically into a direct sum of line bundles Lγ indexed
by the spherical roots γ ∈ Γ. Moreover, XΘ is isomorphic to the total space
of the direct sum
⊕
γ∈Γ Lγ , minus the union of the smaller direct sums; this
follows, for example, from the Local Structure Theorem 2.3.4. This is a
principal bundle over Z with structure group the torus GΓm. 
Proposition 2.5.3 in the next subsection will say that for different orbits
Z in a smooth toroidal compactification, corresponding to the same Θ, the
resulting boundary degenerations XΘ are canonically isomorphic. Remov-
ing the word “canonically”, this could also be inferred from the uniqueness
theorem of Losev [Los09, Theorem 1] and the following proposition:
2.4.3. Proposition. Let Z be a G-orbit in a toroidal compactification,
and let Θ ⊂ ΣX be the set of (unnormalized) spherical roots to which the
corresponding face F is orthogonal, and let XΘ be defined as above. Then:
(1) X (XΘ) = X (X); more precisely, there is a canonical isomorphism
of “universal tori”:
AX ≃ AXΘ . (2.4)
(2) P(XΘ) = P(X);
(3) ΣXΘ = Θ;
2. REVIEW OF SPHERICAL VARIETIES 29
(4) for each simple root α of G, which belongs to Θ, there are precisely
two colors D′1,D
′
2 in X˚ΘPα, and they induce the same valuations
vˇDi as the two colors in X˚Pα.
Proof. Fix a Borel subgroupB, and consider the local P(X)-equivariant
isomorphism of the Local Structure Theorem 2.3.4. Notice that this isomor-
phism is not canonical, but its quotient by the action of UP (X) is. For the
smooth toric variety Y, if Y′ ⊂ Y denotes the closure of the orbit corre-
sponding to Z, there is a unique isomorphism: φ : NY′Y
∼−→ Y with the
following properties:
(1) φ is L(X)-equivariant;
(2) its “partial” differential induces the identity on NY′Y.
Restricted to the open L(X)-orbits, this map gives a canonical isomor-
phism: AXΘ
∼−→ AX . The second statement also follows from Theorem
2.3.4. The third follows from Proposition 2.3.8 and Lemma 2.4.2.
The last assertion is proven as in Proposition 2.3.8, except that now one
has to consider an affine degeneration of X to XΘ, which will be discussed in
§2.5: it is a G-variety X a over a base B, whose generic fiber is isomorphic
to an affine completion of X and its special fiber is isomorphic to an affine
completion of XΘ. The inclusion of the open Borel orbit on each fiber is a
direct product: X˚ a ≃ B × X˚, and therefore B-eigenfunctions extend non-
trivially to the special fiber. We omit the details, since this result will not
be used in the sequel. 
In terms of dual groups, the following is implied by Proposition 2.4.3
under the assumptions of Theorem 2.2.3. (When ΣX contains elements of
the form 2α, the analogous statement applies to GˇX,GN , cf. Remark 2.2.4.)
2.4.4. Corollary. The dual group of XΘ is the Levi of GˇX with simple
roots Θˇ (where Θˇ denotes the set of coroots of the elements of Θ – now
considered as a subset of ∆X).
2.4.5. Identification of Borel orbits. Notice that the map (2.4), together
with the Local Structure Theorem 2.3.4, gives rise to a B-equivariant iso-
morphism:
X˚Θ
∼−→ X˚ (2.5)
inducing the identity on normal bundles. Such isomorphism is not com-
pletely canonical, as it depends on the choice involved in the Local Struc-
ture Theorem. However, it is canonical up to B-automorphisms of X˚ which
induce the identity on X˚/U, which means up to a morphism of the form:
(a, u) 7→ (a, a−1u1au)
(in the setting of Theorem 2.3.4), where u1 ∈ UP (X) is fixed by the kernel
of the map: L(X)→ AX .
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2.4.6. Automorphisms. It follows now from (2.3) that Z(XΘ) = AutG(XΘ)0
can be canonically identified with the maximal subtorus13AX,Θ ofAX whose
cocharacter group is perpendicular to Θ. We wish to explicate the embed-
ding G∆XrΘm → AX,Θ obtained from Lemma 2.4.2 (we restrict ourselves to
the wonderful case, where the Γ of Lemma 2.4.2 is equal to ∆XrΘ); in fact,
it is enough to do so when ∆XrΘ only has one element, since these embed-
dings are obviously compatible with each other. Choose a Borel subgroup
B and a γ ∈ ∆X . Let γ′ be the corresponding unnormalized spherical root
(i.e. γ′ ∈ ΣX). It follows from the Local Structure Theorem 2.3.4 that the
valuation induced by the orbit corresponding to ∆X r {γ} is equal to −γ′∗,
where −γ′∗ is the element of V with 〈γ′,−γ′∗〉 = −1 and 〈δ,−γ′∗〉 = 0 for
all δ ∈ ΣX r {γ′}. (If Z(X) 6= 1 then we take −γ′∗ ∈ V ′.) Notice that
under our assumption that X¯ is smooth, the elements −γ′∗, γ′ ∈ ΣX form
a basis for the monoid Λ+X. Hence, the action of m ∈ G{γ}m multiplies a
B-eigenfunction with eigencharacter χ by
〈
χ,−γ′∗〉, and hence we obtain:
2.4.7. Lemma. The composition of (2.3) with the identification of Z(XΘ)
with a subtorus of AX is given by the maps:
− γ′∗ : G{γ}m → AX . (2.6)
2.4.8. Positive elements. For every Θ ⊂ ∆X we denote:
A+X,Θ := {a ∈ AX,Θ : |γ(a)| ≥ 1 for all γ ∈ ∆X rΘ}, (2.7)
and:
A˚+X,Θ = {a ∈ AX,Θ : |γ(a)| > 1 for all γ ∈ ∆X rΘ}. (2.8)
Let Λ+X,Θ (resp. Λ˚
+
X,Θ) denote the intersection of ΛX(= X (X)∗) with the
face (resp. the relative interior of the face) of the cone V which is orthogonal
to Θ. We can alternatively describe A+X,Θ (resp. A˚
+
X,Θ) as the submonoid
generated by all m(x), where m ∈ Λ+X,Θ is a cocharacter in V and x ∈ k×∩o
(resp. m ∈ Λ˚+X,Θ and x ∈ k× ∩ p). Hence, A+X,Θ (resp. A˚+X,Θ is the preimage
of Λ+X,Θ (resp. of Λ˚
+
X,Θ) under the “valuation” maps:
AX,Θ → AX,Θ/AX,Θ(o) ≃ ΛX,Θ,
normalized so that for λˇ ∈ ΛX,Θ the valuation of λˇ(̟) is λˇ.
When Θ = ∅, AX,∅ = AX and the notation is compatible with the
notation a+X that we have been invariably using for the cone V of invariant
valuations. In this case we will denote A+X,Θ, A˚
+
X,Θ by A
+
X , A˚
+
X (since AX,∅ =
AX). We remark that under the map: A→ AX , the anti-dominant elements
of A are contained in A+X ; indeed, we have already seen that V contains the
image of the negative Weyl chamber of the group.
The following is an easy corollary of the definitions and of Lemma 2.4.7:
13We will be using the notation Z(XΘ) and AX,Θ interchangeably. On the other
hand, AX,Θ is not to be confused with AXΘ ; the latter, as we saw in Lemma 2.4.3, is
isomorphic to AX , which allows us never to use the notation AXΘ again.
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2.4.9. Lemma. Under the map G
{γ}
m → AX of Lemma 2.4.7, A+X,Θ is
precisely the image of (or {0}){γ}.
The elements of A˚+X,Θ are precisely those a ∈ AX,Θ = Z(XΘ) with the
property that limn→∞ a
n · x is contained in Θ-infinity, for some (hence all)
x ∈ XΘ. The elements of A+X,Θ are precisely those a ∈ AX,Θ with the
property that limn→∞ a
n · x is contained in a G-orbit on X¯ whose closure
contains Θ-infinity, for some (hence all) x ∈ XΘ.
2.5. Degeneration to the normal bundle; affine degeneration.
It is well-known [Ful84, §2.6] that given a closed embedding Y ⊂ Z of
varieties, there is a canonical way to deform Z over Ga to the normal cone
over Y. A multi-dimensional version of this, in the case of a simple smooth
toroidal embedding X of a spherical variety X – hence corresponding to a
cone C(X) ⊂ V such that ΛX∩C(X) is a free monoid with basis (λˇi)i indexed
by a set I – is a morphism:
X
n → GIa
carrying a GIm-action compatible with the action on the basis. Over G
I
m
it is canonically G × GIm-isomorphic to X × GIm, and more generally the
fiber over a point on the base whose non-zero coordinates are those in the
subset J ⊂ I is canonically isomorphic to the normal bundle of the orbit in
X corresponding to J , with the GIrJm -factors stabilizing that point acting
on the fiber via the inverse of their canonical action on the normal bundle.14
In fact, we are only interested in the union of open orbits on the fibers.
As an analysis starting from the Local Structure Theorem 2.3.4 easily shows,
X
n
contains an open P(X)-stable subset which is P(X)-equivariantly iso-
morphic to X˚×GIa over the base, which leads to two conclusions:
2.5.1. Lemma. (1) The union of open G-orbits in the fibers is an
open subset X n ⊂ X n.
(2) The G ×GIm-variety X n is simple toroidal, with associated cone
equal to the diagonal of C(X), where we identify the λˇi’s both as
elements of ΛX and as the generators of NI ⊂ X (GIm).
Proof. Indeed, the first follows immediately by acting by G on the
open P(X)-stable subset described before, or just by observing that X n is
just the union of G-orbits of maximal dimension on X
n
, and hence open.
The second follows from an easy inversion of the local structure theorem:
there is a map from the toroidal embedding claimed in the lemma to X n,
and since it is an isomorphism on P(X)-stable open subsets generating both
under the G-action, it has to be an isomorphism. 
14We clarify the need for “inverse”: as we approach a non-open GIm-orbit on G
I
a, we
“stretch” the space X away from the corresponding G-orbit closure. It seems actually
better to think of the usual GIm-action on the normal bundle, and to compactify G
I
m “at
∞”, instead of at zero; however, this would be cumbersome notationally.
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On the other hand, if X is spherical and quasi-affine, and Xa is any
affine embedding of X, then k[Xa] carries a filtration by dominant weights
in X (X), partially ordered with respect to the cone dual to V [Kno96, §6],
more precisely: If we decompose k[Xa] into a direct sum of highest weight
spaces, then the λ-th piece Fλ of the filtration is the sum of spaces with
highest weights µ such that 〈λ− µ,V〉 ≤ 0. (Recall that V contains the
image of the negative Weyl chamber.) The important element here is that
the maximal possible cone V with this property is precisely the same cone
as that governing embeddings of X, namely the cone of invariant valuations.
There is a well-known degeneration of filtered modules to their associ-
ated graded, and multidimensional versions of it, which in the literature of
spherical varieties are described over various different bases, cf. [Pop86] or
[GN10, §5.1]. We find it preferable to define our preferred degeneration of
Xa as a morphism:
X
a → AX,ss,
where AX,ss is the affine embedding of the quotient
15 AX,ss of AX deter-
mined by the cone (−V) (and “ss” stands for “semisimple”). In other words,
the open orbit in AX,ss is the quotient of AX by the subtorus generated by
cocharacters in V ∩ (−V); then (−V) maps to a strictly convex cone (−V) of
cocharacters of this quotient, and AX,ss is the corresponding affine embed-
ding. (It can be non-smooth, but this does not matter for our purposes.)
The variety X a is by definition the spectrum of the ring:
⊕λtλFλ ⊂ k[Xa ×AX ],
where the tλ’s are symbols for the canonical basis of the group ring of X (X).
Notice that the ring contains
⊕〈λ,V〉≤0tλF0,
which is the coordinate ring of AX,ss. The variety X
a carries an action of
AX compatible with its action on the base, and the coordinate ring of the
fiber over a point a ∈ AX,ss fixed under a subtorus Aa ⊂ AX is graded with
respect to the character group of Aa.
The fiber over 1 ∈ AX,ss is canonically isomorphic to Xa, and, more
generally, the restriction of the defining map:
Xa ×AX → X a (2.9)
toAX,ss is isomorphic to the quotient mapX
a×AX → Xa×AX,ss, although
this isomorphism depends on a choice of section AX,ss → AX . On the other
hand, completely canonically, we have an isomorphism:
X
a U ≃ Xa U×AX,ss, (2.10)
15We thank Jonathan Wang for pointing out a mistake in an earlier version.
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simply by embedding the λ-eigenspace of the Borel in k[X] into the tλ sum-
mand of k[X a]. The map X×AX → X descends to a map
X U×AX → X a U = X U×AX,ss
which is given by
(x¯, a) 7→ (x¯ · a, a¯)
(where the bar denotes the obvious images in the quotients).
The two degenerations are closely related. More precisely, consider as
above a smooth toroidal embedding determined by cocharacters λˇi (i ∈ I).
We use the inverses (−λˇi) of these cocharacters to obtain an injective map
GIm →֒ AX .
Since the (−λˇi)’s are in the interior of (−V), the composition with the
quotient map AX → AX,ss extends to a map
GIa → AX,ss. (2.11)
2.5.2. Proposition. The composition
X×GIm → X×AX → X a
extends to a morphism:
X
n → X a
over (2.11), which identifies:
X
n ≃ X ×AX,ss GIa,
where X is the open subset of X a consisting of the union of open G-orbits
on the fibers.
Proof. As was the case for X n, X a also has aP(X)-stable open subset
X˚ which meets each fiber over AX,ss in precisely the open P(X)-orbit and is
P(X)-equivariantly isomorphic to X˚×AX,ss, cf. [GN10, Proposition 5.2.2].
(The isomorphism depends again on the choice of a section AX,ss → AX .)
Thus, the union of its G-translates X (the open subset consisting of the
union of all open G-orbits on the fibers) is a simple toroidal embedding of
the open orbit of G×AX on X a. This embedding is described by the cone
that describes X˚  U (equivalently: UP (X)) as a toric (AX ×AX)/A1-
variety, where A1 is the kernel of AX → AX,ss, embedded anti-diagonally.
Notice that the restriction of the filtration to k[Xa]U is actually a grading.
(Thus, if we choose a section AX,ss → AX , we have
X
a U ≃ (Xa U)×AX,ss
and
X˚ U ≃ (X˚ U)×AX,ss.)
It is easy to see, comparing with (2.9), that the cone of the toric embedding
X˚ U is equal to the antidiagonal copy of any section of the quotient V → V
(the latter denoting the image of V in the cocharacter space of AX,ss); notice
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that modulo cocharacters of the diagonal of A1, the choice of section does
not matter.
It now follows easily from the theory of toroidal embeddings that the
map X ×GIm → X ⊂ X a extends to a morphism X n → X ; it extends
because the cone of X n (spanned by the antidiagonal of the λˇi’s) maps to
the cone of X . By the same theory (or, if you prefer, by the description of
open P(X)-orbits), the induced map
X
n ≃ X ×AX,ss GIa
is an isomorphism. 
In the previous subsection we associated a boundary degeneration XΘ
to any G-orbit Z, belonging to Θ-infinity, of a smooth complete toroidal
embedding. The proposition above provides an alternative way to define
XΘ, in terms of the affine degeneration, which allows us to show that the
variety XΘ does not depend on the choice of Z:
2.5.3. Proposition. For any G-orbit Z belonging to Θ-infinity, in a
smooth toroidal embedding of X, the boundary degeneration XΘ defined in
§2.4 is canonically isomorphic to the open G-orbit in a fiber of X a over a
point of AX,ss, namely: the point limt→0 λˇ(t), where λˇ is any cocharacter
into AX,ss in the interior of the face of V corresponding to Θ.
Proof. Indeed, if we let X be the simple toroidal subembedding where
Z is the unique closed orbit (i.e. X consists of all orbits in the given em-
bedding that contain Z in their closure), and apply Proposition 2.5.2 to the
corresponding normal bundle degeneration X
n
, we obtain an identification
of XΘ with the fiber stated in the proposition. Notice that it does not mat-
ter which affine embedding of X we use to construct the affine degeneration
X a, as the statement only uses the open G-orbit. 
Finally, we note that the identification of open Borel orbits (2.5) obtained
from the toroidal embedding (canonical modulo U) is compatible with the
identification (2.10) obtained from the affine degeneration. We leave the
verification to the reader.
2.6. Whittaker-type induction. The harmonic-analytic results of this
paper apply equally well to the space of Whittaker functions, and similar
spaces induced from complex characters of additive subgroups, although the
“dual group” formalism in this case is slightly lacking at the moment. While,
for simplicity, we mostly ignore these cases in our notation (for example, we
write C∞c (X) instead of C
∞
c (X,LΨ), where LΨ could denote the complex
line bundle defined by a character of the stabilizers), the arguments carry
over verbatim. Therefore, we present here the conventions that need to be
used in order to translate our results to that setup.
This is not be the most general setup possible, but we will restrict our-
selves to it because we do not know how to describe the “spherical roots” in
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all cases. We give ourselves a parabolic subgroup P− and a Levi subgroup
L of P−. Denote by V the vector space of homomorphisms:
UP− → Ga
We give ourselves a wavefront homogeneous spherical variety XL for L,
together with an equivariant map:
Λ : XL → V.
There is a group subscheme ker Λ of UP− ×XL over XL, whose fiber over
x ∈ XL is ker(Λ(x)).
Finally, we set X = XL ×P− G, the spherical variety “parabolically
induced” from XL to G. The map Λ defines a principal Ga-bundle with
a compatible G-action over X (by induction from the principal Ga-bundle
(UP−×XL)/ ker Λ over XL, which is in fact equipped with an L-equivariant
trivialization). Now we fix a nontrivial additive character ψ : k → C×, which
defines a reduction of the Ga-bundle over X (or, rather, the associated k-
bundle over X) to a C×-bundle, and hence a complex line bundle LΨ over X.
If x ∈ XL and M ⊂ L denotes its stabilizer, then sections of LΨ, restricted
to the G-orbit of x, can be identified with functions f on G such that:
f(umg) = ψ(Λ(x)(u))f(g)
for u ∈ UP− , m ∈M .
Everything that follows depends on the pair (X,Λ), even though there
is only X appearing in the notation; as we will see, the same variety with
more degenerate characters will appear as a “boundary degeneration” of the
pair (X,Λ), so it will be denoted by the letters XΘ, etc. In other words, the
reader should consider X as a symbol for the pair, not just the variety. In
particular, the dual group GˇX that we are about to describe is not the dual
group of X viewed as a spherical variety; rather, it is associated to the pair
(X,Λ).
We let X0 denote the total space of the Ga-bundle; again, if we fix a
point x ∈ XL and let M be its stabilizer in L and U1 ⊂ UP0 the kernel
of Λ(x), then X0 ≃ U1M\G. It is a non-spherical variety. Friedrich Knop
has associated in [Kno94a] a “little Weyl group” to X0, which is a finite
crystallographic reflection group of automorphisms of X (X); we will denote
it by WX0 , or by WX since X really stands for the pair (X,Λ).
We will describe a root system associated to this Weyl group. To do
that, we recall from [ABS90] a few facts about the L-representation V =
Hom(UP− ,Ga). First of all, it is prehomogeneous, i.e. L acts with an open
orbit. (If the image of the map Λ lies in the open orbit, then Λ is called
generic.) Secondly, it decomposes as a direct sum of the irreducible modules
of L with lowest weights ∆r∆L, i.e. the simple roots of G in the unipotent
radical of a parabolic opposite to P−:
V =
⊕
α∈∆r∆L
V−α∨ (2.12)
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(where Vγ denotes the irreducible L-module with highest weight γ, and α
∨
is the dual weight to α). Equivalently, the abelianization of UP− has highest
weights −∆r∆L, cf. [ABS90].
2.6.1. Lemma. The following are equivalent for a morphism Λ as above
and an α ∈ ∆r∆L:
(1) In the decomposition (2.12), the image of Λ has zero component in
the α-summand.
(2) Λ is trivial on the unipotent radical of the parabolic (containing
P−) whose Levi has simple roots ∆r {α}.
(3) Λ is trivial on the subgroup U˜−α of UP− on which the center of L
acts by the restriction of the character −α.
(4) Let B be a Borel subgroup opposite to P− (i.e. BP− is open in
G), T a Cartan subgroup of B, and let x ∈ XL belong to the
open L ∩B-orbit. Then the character Λ(x) is trivial on U−α, the
one-dimensional root subgroup of UP− (with respect to the chosen
torus) corresponding to the simple root −α.
We will say that Λ is α-trivial if the equivalent conditions of this lemma
are met, and α-generic if not.
Proof. The implications (2) ⇒ (3) ⇒ (4) are immediately clear, since
the unipotent subgroup of each statement is contained in the unipotent
subgroup of the previous one.
By [ABS90], the subgroups of UP− on which the center of L does not
act by the restriction of an element of −∆ r ∆L belong to the derived
subgroup of UP− . This shows that (3)⇒ (2). Moreover, under the quotient
map UP− → UabP− , the subgroup U˜−α maps isomorphically onto the highest
weight module V−α (dual to the module V−α∨ of (2.12)). This shows the
equivalence (3) ⇔ (1).
Finally, (4) ⇒ (3) follows from the fact that the stabilizer M of x in
L stabilizes the additive character Λ(x), the Borel BL = B ∩ L normalizes
U−α (indeed, [U−α, Uβ ] = 1 for all distinct α, β ∈ ∆) and MBL is open in
L. Thus, Λ(x)(ℓuℓ−1) = 0 for all ℓ ∈ L, u ∈ U−α, and the L-span of U−α is
U˜−α. (Compare with [Sak13, Lemma 6.1.1].) Thus, Λ(x)|U˜−α = 0, and by
homogeneity the same holds for Λ(x′), for all x′ ∈ XL. 
Definition. Define the set ∆X of (normalized) spherical roots of X
(really, of the pair (X,Λ) or of the non-spherical variety X0) as the union
of the set of (normalized) spherical roots of XL and the set of α ∈ ∆r∆X
for which Λ is α-generic.
2.6.2. Proposition. The set ∆X belongs to the character group X (X),
and forms a set of simple positive roots for a root system with little Weyl
group WX , i.e. Knop’s Weyl group for the non-spherical variety X0.
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Notice that the character group X (X) used here is the same as the one
we have defined for the spherical variety X. (The morphism Λ plays no
role.)
Proof. If Λ is α-trivial for some α ∈ ∆r∆L, the variety X0 is parabol-
ically induced from the parabolic containing P− whose Levi has simple
roots ∆ r {α}, by property (2) of Lemma 2.6.1. Knop’s little Weyl group
WX = WX0 generalizes the little Weyl groups of spherical varieties and,
in particular, has the property that if a variety is parabolically induced, it
is equal to the little Weyl group of the inducing variety. Thus, we are re-
duced to the case where Λ is α-generic for all α ∈ ∆ r ∆L. In this case,
∆X = ∆XL ∪ (∆ r∆L).
First we prove that the elements of ∆ r ∆L belong to X (X), i.e. are
characters of AX . Let B be a Borel subgroup opposite to P
−, and x ∈ XL
in the open L∩B-orbit. Choose T = A a Cartan subgroup chosen as in §2.1,
i.e. such that it acts via the quotient AX on the orbit of x. By property (4)
in Lemma 2.6.1, the character Λ(x) is nontrivial on the root subgroup U−α.
This character is stabilized by the kernel of A → AX , hence the character
α is trivial on this kernel, i.e. α ∈ X (X).
To prove that ∆X forms a set of simple positive roots for a root system
with little Weyl group WX , we first show that the linearly independent set
of roots ∆X determines a Weyl chamber for the action of WX on aX =
X (X)⊗Q.
Friedrich Knop has defined in [Kno95] an action of the full Weyl group
on a certain set of B-stable subsets of X0, which includes X0 itself. As was
remarked in [Sak08, §5.4], in the current setting the simple reflection cor-
responding to the root α belongs to the stabilizer of X0, and more precisely
to the little Weyl group WX . From Knop’s construction, it is immediate to
see that the same is true for the simple reflections associated to elements of
∆XL . Thus, a Weyl chamber forWX is contained in the cone C negative-dual
to the set of characters ∆X .
For the converse, sinceXL was assumed to be wavefront, the map of anti-
dominant chambers: a+L → a+XL is surjective; here a+L denotes the L-anti-
dominant elements of a. The subset a+ ⊂ a+L of G-anti-dominant elements
is defined by the additional conditions: 〈α, a〉 ≤ 0 for all α ∈ ∆ r∆L, and
similarly the subcone C ⊂ a+
XL
is defined by the same additional conditions.
Therefore, the map:
a+ → C
is surjective. On the other hand, the image of a+ in aX is contained in a
Weyl chamber for the little Weyl groupWX ; therefore, C coincides with that
Weyl chamber.
We have shown that the linearly independent set of roots ∆X determines
a Weyl chamber for the action of WX on aX = X (X) ⊗ Q. The fact that
the WX-translates of ∆X form a root system with this Weyl group follows
if we show that whenever an element of WX carries one of these half-lines
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to another, it has to map the corresponding spherical roots to each other.
This, in turn, relies on the following fact, which we will use more extensively
in §3.1, and therefore we point the reader there for proofs and definitions:
each element of ∆X is either a simple root of G or the sum of two strongly
orthogonal roots. This fact uniquely determines it on the half-line that it
spans. 
In accordance with this definition of ∆X we define all the corresponding
invariants of X (that is, of the pair (X,Λ)) as in §1.7. For example, a+X
denotes the subset of X (X)∗ ⊗Q of elements which are anti-dominant with
respect to ∆X ; equivalently, the subset of a
+
XL
of elements which are ≤ 0 on
all α ∈ ∆r∆L for which Λ is α-generic. As we saw in the last proof, since
a+L → a+XL is assumed to be surjective (wavefront property), the same is true
for the map: a+ → a+X when Λ is generic (that is, when ∆r∆L ⊂ ∆X), i.e.
generic Whittaker-induction in this sense preserves the wavefront property.
Now we discuss “wonderful compactifications”. Again, the name will
be applied more generally to smooth toroidal embeddings – however, they
will not be complete, since, as we will see smooth sections of LΨ vanish in
certain directions. Hence, in our setting, a “wonderful compactification” of
X (taking into account the character Λ) will be a smooth toroidal embedding
X of X whose fan has support (=the union of its cones) equal to a+X . It is
easy to see that such an embedding is of the form:
X = XL ×P− G,
where XL is a toroidal embedding of XL defined by the same fan. The
reason for this definition is the following lemma, which will be proven in
§5.3.
2.6.3. Lemma. The support of any element of C∞(X,LΨ) has compact
closure in X¯, where X¯ denotes any “wonderful” embedding as described
above.
Hence, for our purposes the space X¯ is as good as a compact space, since
the support of smooth sections cannot escape in other directions.
On the other hand, in the other directions the line bundle LΨ can be
extended to the “wonderful” embedding:
2.6.4. Lemma. The Ga-bundle X0 → X extends to a Ga-bundle (with a
compatible action of G) over a wonderful embedding X.
Proof. IfXL denotes the closure ofXL inX, then, as mentioned above,
X = XL×P−G. Therefore, it is enough to show that theGa-bundle extends
to XL or, equivalently, that the morphism
Λ : XL → V = Hom(UP− ,Ga)
extends.
Let aV be the dual to the vector space spanned by the B-eigencharacters
on k(V), and let C ⊂ aV be the cone dual to the set of eigencharacters of
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regular Borel eigenfunctions. This is the cone attached by Luna-Vust theory
[Kno91] to the spherical embedding V, since every B-stable divisor on V is
Gm-stable and hence contains the closed orbit {0}. By [Kno91, Theorem
4.1], to show that the map of spherical varieties XL → V extends to XL, it
is enough to show that the support of the fan of XL, i.e. the cone a+X , maps
into C under the natural quotient map: aX → aV .
By the decomposition (2.12), the coordinate ring k[V] is the symmetric
algebra S•(⊕α∈−∆r∆LVα), where Vα is the irreducible L-module with high-
est weight α. Decomposing these symmetric powers in irreducible modules
for G, we get highest weights that belong to the cone spanned by −∆r∆L
and the relative root cone of L, i.e. all the highest weights in k[V] are con-
tained in the negative root cone of G. Hence, a+ maps into C, and since a+
surjects onto a+X , the same holds for the latter. 
Based on this lemma, now, we can define the boundary degenerations
XΘ, which are really symbols for a pair (XΘ,ΛΘ), where XΘ = X
L
Θ ×P
−
G
is a homogeneous spherical G-variety induced from P− (possibly: XΘ ≃ X
as G-varieties), and ΛΘ : X
L
Θ → V, where V is as before.
Namely, as varieties XΘ and X
L
Θ are defined as previously – the openG-
orbit, resp. L-orbit, in the normal bundle to a certain orbit on X, resp. XL.
If Z ⊂ XL is the orbit corresponding to XLΘ we have a canonical quotient
map (quotient by AX,Θ): X
L
Θ → Z, and we let ΛΘ be its composition with
the map Z→ V obtained, by the previous lemma, as the extension of Λ.
If Ω = Θ ⊔ {α}, where α is a simple root in the unipotent radical of a
parabolic opposite to P−, then XLΘ and X
L
Ω are isomorphic as varieties, but
ΛΘ is trivial on the summand V−α under the decomposition
(UP−)
ab ≃ ⊕β∈−∆r∆LVβ
dual to (2.12) (equivalently, on the subgroup U˜−α of Lemma 2.6.1.)
2.7. Levi varieties. While the statements of our representation-theoretic
results can be formulated without any reference to the internal structure of
the boundary degenerations XΘ, the tools that we have at our disposal
are unfortunately related to parabolic induction and restriction from Levi
subgroups. This is a basic reason why we restrict ourselves to wavefront
spherical varieties (s. Proposition 2.7.2 below). We start with a general
statement that does not use the wavefront property:
2.7.1. Lemma. Let LΘ,PΘ denote the standard Levi with simple roots
Θ˜ := ∆(X) ∪ supp(Θ), and the corresponding standard parabolic. Let P−Θ
denote the parabolic opposite to PΘ which contains LΘ. There exists a spher-
ical variety XLΘ of LΘ such that XΘ ≃ XLΘ ×P
−
Θ G.
Such a process of constructing a spherical variety of G from one of a
Levi subgroup is called “parabolic induction”.
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Proof. By [Lun01, Proposition 3.4], a homogeneous spherical variety
Y for G is induced from a parabolic P− (assumed opposite to a standard
parabolic P) if and only if supp(∆Y )∪∆(Y) is contained in the set of simple
roots of the Levi subgroup of P. 
The variety XLΘ will be called a Levi variety for X. It is a canonical
subvariety of XΘ once the parabolic P
−
Θ has been chosen (in particular,
once we choose a standard Borel and a Levi L(X) as explained in 2.1),
namely the subvariety of points stabilized by UΘ. Notice, moreover, that
its inclusion in XΘ, indeed in X˚Θ · PΘ, allows us to canonically identify
it with the quotient X˚PΘ/UPΘ . In general, we could have LΘ = G; in
the wavefront case, however, the boundary degenerations are parabolically
induced from sufficiently small Levi subgroups:
2.7.2. Proposition. Assume that X is wavefront and that the map
Z(G)0 → Z(X) is surjective. Then the natural map:
Z(LΘ)0 → AX,Θ = AutG(XΘ)0
(“action on the left”) is surjective. In particular, for Θ ( ∆X the Levi LΘ
is proper.
This condition characterizes wavefront spherical varieties: if a spherical
variety is not wavefront, then there exists a Θ ⊂ ∆X such that the above map
is not surjective. In particular, if X is wavefront then XΘ is also wavefront
under the action of Z(LΘ)0 ×G, for every Θ ⊂ ∆X .
Proof. Since both groups are tori, it suffices to prove surjectivity for
the corresponding map of their cocharacter groups, tensored by R. We will
prove somewhat more, namely, the map induces a surjection of positive
chambers at this level.
Let z (resp. zX) be the kernel of all roots on a (resp. the kernel of all
spherical roots on aX). The cone a
+ (resp. V) is the preimage in a/z (resp.
aX/zX) of the convex hull of the half-lines spanned by the negative dual
basis {−α∗ : α ∈ ∆} (resp. −γ∗ : γ ∈ ∆X) to ∆ (resp. ∆X).
Since the map a+ → a+X is surjective, it follows that for every γ ∈ ∆
there exists α ∈ ∆ so that Rα∗ ։ R+γ∗ under the induced a/z→ aX/zX . In
fact, this latter condition is equivalent to the surjectivity of a+ → a+X if we
suppose (as we have been doing) that z→ zX is surjective; we can rephrase
it thus:
For every γ ∈ ∆X , there exists αγ ∈ ∆ that is contained in the support of
γ, but not in the support of any other simple root.
(2.13)
We claim that we may always choose αγ so that it does not belong to
∆L(X). Suppose to the contrary: Let S be the set of all roots in the support
of γ, but not in the support of any other root, and suppose S ⊂ ∆L(X).
Every α ∈ S is orthogonal to the support of every spherical γ′ 6= γ: Indeed,
by non-degeneracy (Lemma 2.1.2), 〈α∨, γ′〉 = 0, but 〈α∨, β〉 ≤ 0 for all
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β ∈ supp(γ′). Consequently, every α ∈ S is orthogonal to every element
of supp(γ) − S. If we write γ = ∑α nαα, then γS := ∑α∈S nαα has the
property that 〈α∨, γS〉 = 0 for all α ∈ S. This contradicts the fact that the
matrix 〈α∨, β〉α,β∈S is nondegenerate.
The claims of the proposition follow immediately. Indeed, the convex
hull of {R+α∗γ : γ /∈ Θ} is orthogonal to all roots in Θ˜ and surjects onto
a+X,Θ.
On the other hand, if X is not wavefront, equivalently: if (2.13) fails,
then there is a spherical root γ such that every simple root in the support
of γ is also contained in the support of some other spherical root. Hence,
L∆Xr{γ} = G, but Z(G)0 has image Z(X) ( Z(XΘ). 
2.8. Horocycle space. Let Φ denote any conjugacy class of parabolic
subgroups of G, whose representatives contain a conjugate of P(X) as a
subgroup. We define the space of Φ-horocycles on X as the G-variety XhΦ
classifying pairs:
(Q,O),
where Q is a parabolic in the class Φ and O is an orbit of UQ contained
in the open Q-orbit on X (it will also be denoted by XhQ). More explicitly,
if we choose a Borel and hence a standard representative Q for the class Φ
then, canonically:
XhQ := X
h
Φ ≃ X˚ ·Q/UQ ×Q G,
where, as usual, X˚ denotes the open orbit of the chosen Borel subgroup.
Now let Θ be a subset of spherical roots, take Q = PΘ, and denote
XhΘ := X
h
Q. The next lemma compares the space of Q-horocycles with the
analogous space for the boundary degeneration XΘ:
2.8.1. Lemma. If X is a wavefront spherical variety, then there is a
canonical identification:
XhΘ := X
h
Q
∼→ (XΘ)hQ, (2.14)
compatible with the identification of open Borel orbits (2.5).
Proof. Let us start with Θ = ∅, i.e. Q = PΘ = P(X). Then the Local
Structure Theorem 2.3.4 and the canonical identification (2.5) immediately
imply that:
X˚/UΘ = X˚Θ/UΘ
canonically, and hence XhQ ≃ (XΘ)hQ.
In the general case, we first would like to exhibit YΘ := X˚ΘPΘ/UΘ as
a boundary degeneration of Y := XLΘ = X˚PΘ/UΘ. In a smooth toroidal
embeddingX ofX, letX1 be thePΘ-stable subset of those points whose PΘ-
orbit closure contains Θ-infinity. (For simplicity, we assume that Θ-infinity
is a unique orbit.) Then UΘ acts freely on X1, and X1/UΘ is a simple
embedding of Y such that the open LΘ-orbit in the normal bundle to the
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closed orbit is canonically isomorphic to YΘ. In terms of the combinatorial
description of spherical embeddings, this is the toroidal embedding of Y
with valuation cone equal to the face of V that is orthogonal to Θ.
Thus, according to §2.5, YΘ is the open LΘ-orbit in the spectrum of
the partial grading of k[Y] induced by those valuations. But as we saw
in Proposition 2.7.2, the grading induced by these valuations coincides (or
can be refined by) the grading by characters of Z(LΘ). Therefore, k[Y] is
already graded and there is nothing to degenerate: k[YΘ] ≃ k[Y], and hence
YΘ ≃ Y (canonically). Hence, XhQ = (XΘ)hQ. 
2.9. The example of PGL(V ) as a PGL(V ) × PGL(V ) variety.
We shall describe a basic example and compute much of the foregoing data
as an illustration.
Let V be a vector space, and take X = PGL(V ) considered as G =
PGL(V ) × PGL(V ) variety via A · (g, h) = g−1Ah. Let x0 ∈ X be the
homothety class of scalar multiplication. In the discussion that follows, we
understand GL(V ) as acting on V on the right.
2.9.1. The case n = 2. We use this as an example to explain the behav-
ior of A+X in geometric terms, i.e. in terms of the asymptotic behavior of
horocycles.
In this case, the compactification of PGL(2) is simply that induced from
its embedding into X := P(M2), where M2 is the algebra of 2× 2 matrices.
We take the Borel subgroup B ⊂ G to be B+ × B−, where + and −
denote respectively upper and lower triangular matrices. If we let x0 ∈ X
be the identity automorphism, then x0 is in the open B-orbit. This orbit
consists of the lines of elements
(
x y
z w
)
∈M2(k) with w 6= 0. This space
is foliated by the U -orbits
hc :=
{( ∗ ∗
∗ d
)
:
d2
det
= c
}
.
In terms of the geometry of X, the horocycle hc has quite different behavior
as c→ 0 and as c→∞:
- As c → ∞, the entire horocycle hc draws close to the divisor of
singular matrices in X, which is the closure of the horocycle of
(lines of) singular matrices of the form
( ∗ ∗
∗ d
)
with d 6= 0.
- On the other hand, as c→ 0, the horocycle hc converges rather to
the B-stable divisor (small Bruhat cell) on X itself.
In this way, the two “directions” in AX are distinguished from one another.
More precisely: The action of B on these horocycles factors through the
quotient B → A։ AX and defines a faithful AX -action; in this case, it is
explicitly given by(
x ∗
0 1
)
,
(
y−1 0
∗ 1
)
: hc 7→ hc·(xy).
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Thus, the action of a positive one parameter subgroup λ : Gm → A (which
projects to the negative of the valuation cone in X∗(AX)) satisfies λ(t)hc →
X−X as t→∞, whereas a negative one parameter subgroup (which projects
to the valuation cone of X∗(AX)) has the opposite behavior.
2.9.2. The compactification for general n. For n > 2 the wonderful com-
pactification of X is more subtle. It is classically known as the variety of
complete collineations; a modern treatment is given by Thaddeus [Tha99]
or de Concini and Procesi [DCP83].
A set Θ ⊂ ∆X can be identified with a flag type in this case, namely an
increasing sequence of dimensions:
0 = d0 < d1 < · · · < dk < dk+1 = dim(V ). (2.15)
Then the “boundary degeneration” XΘ can be described as classifying
triples:
(K, I, φ),
where:
- K : V = K0 ⊃ K1 ⊃ K2 ⊃ · · · ⊃ Kk ⊃ Kk+1 = V is a decreasing
flag with codimKi = di – the “kernel flag”;
- I : {0} = I0 ⊂ I1 ⊂ I2 ⊂ · · · ⊂ Ik ⊂ Ik+1 = V is an increasing flag
with dim Ii = di – the “image flag”;
- φ is the homothety class of a graded isomorphism:
φ : grK(V )→ grI(V ).
Explicitly, φ is a collection of linear isomorphisms:
φi : Ki−1/Ki → Ii/Ii−1,
determined up to a common scalar multiple. The G-automorphism group
of XΘ is generated by scalar multiplications of the individual φi’s.
On the other hand, the correspondingG-orbit ZΘ of the wonderful com-
pactification can be identified with the variety classifying triples (K, I, [φ])
as before, but with each of the morphisms φi comprising φ defined up to
homothety (and hence we denote them as [φi], φ).
We describe how these orbits are glued topologically in the wonderful
compactification (either in the sense of Zariski topology, or in the sense of the
usual topology of points over a p-adic field). It suffices to describe a basis of
neighborhoods of a point z ∈ ZΘ inside of ZΘ′ , when ZΘ is contained in the
closure of ZΘ′ and of codimension one. In other words, if Θ corresponds to
a sequence of integers as in (2.15) then Θ′ corresponds to the same sequence
with a di removed. But then, the description of neighborhoods is in complete
analogy to the highest-dimensional case, namely when Θ corresponds to a
sequence 0 < d < dim(V ) and hence ZΘ′ is the openG-orbit (i.e. PGL(V )).
In that case, for a point z = (K, I, [φ]) ∈ ZΘ, K is a sequence V ⊃
K1 ⊃ 0, and I is a sequence 0 ⊂ I1 ⊂ V . Moreover the datum [φ] consists of
homothety classes of isomorphisms: [φ1 : V/K1
∼−→ I1] and [φ2 : K1 ∼−→ V/Ii].
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A neighborhood of z in PGL(V ) then consists of homothety classes [g] of
automorphisms g : V → V with the property that [g] is in a neighborhood,
in PEnd(V ), of the endomorphism
V → V/K1 φ1−→ I1 →֒ V,
(or rather its homothety class), and [g−1] is in a neighborhood, in PEnd(V ),
of the endomorphism:
V → V/I1 φ2−→ K1 →֒ V
(or rather its homothety class).
To describe the algebraic structure of the whole wonderful variety is a
little more complicated, but notice that these codimension-one orbits already
show up in the closure of the embedding:
PGL(V ) ∋ [g]→ ([g], [g−1]) ∈ PEnd(V )×PEnd(V ).
(Notice also that the algebraic structure of the wonderful compactification is
easily obtained from a different construction, namely embedding PGL(V )
in Gr(g) – the Grassmannian of the Lie algebra of G– as the G-orbit of the
diagonal: pgl(V ) →֒ g.)
On the other hand, a neighborhood of the above point z ∈ ZΘ in XΘ can
be described as the set of triples (I ′,K ′, φ′) with I ′,K ′ in neighborhoods of
I and K in the corresponding flag varieties, and φ′ = (φ′1, φ
′
2) such that it(s
homothety class) is in a neighborhood of (the homothety class of) (φ1, 0),
and such that (the class of) φ′−1 is in a neighborhood of (the class of)
(0, φ−12 ). Of course, when varying the point (I
′,K ′) we take into account that
φ′ is naturally an element of some bundle over the corresponding product of
flag varieties, and hence “in a neighborhood” makes sense for φ′.
2.9.3. Identification of orbits. Let k be a p-adic field, and J an open
compact subgroup of G(k). Later in this paper (§4.3) we describe how to
identify J-orbits in a neighborhood of Θ-infinity on XΘ(k) with J-orbits
on a neighborhood of Θ-infinity on X(k). In preparation for that, let us
describe now how to do this explicitly in the example of X = PGL(V ):
(1) To go from X(k) to XΘ(k):
Given an element A¯ ∈ X(k), choose a representative A ∈
GL(n, k). According to the Cartan decomposition, there exists
bases e1, . . . , en and f1, . . . , fn for o
n with the property that Aei =
λifi. We order the λi so that
|λ1| > |λ2| > . . . |λn|. (2.16)
The bases ei, fi are unique up to “corrections” belonging to GL(n, o)∩
D±1GL(n, o)D∓1, where D = diag(λ1, . . . , λn).
Fix Θ ⊂ ∆X , which we identify as before with a flag type {0 =
d0 < d1 < d2 < · · · < dk = n}. Say A is Θ-large if |λds/λds+1| ≥ T
for each s.
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Set
K1 = 〈en, . . . , ed1+1〉 ⊃ K2 = 〈en, . . . , ed2〉 ⊃ . . .
I1 = 〈f1, . . . , fd1〉 ⊂ I2 = 〈f1, . . . , fd2〉 ⊂ . . .
and we associate to A the flags K∗, I∗ and the natural isomorphism
grK → grI induced by A. Although ei, fi are not uniquely defined,
the resulting map nonetheless gives a well-defined map
J-orbits on Θ-large A −→ J-orbits on XΘ.
so long as T is sufficiently large relative to J ; this follows easily
from the uniqueness of Cartan decomposition (in the sense noted
above).
(2) To go from XΘ(k) to X(k):
First the notion of “Θ-large” on XΘ(k): Let z = (K, I, [φ]) ∈
XΘ(k). [φ] is a class of morphisms up to common homothety; we
choose a representative φ from this class.
We derive integral structures on Ki−1/Ki and Ii/Ii−1 as the
images of on∩Ki−1 and on∩Ii; now let λmin(φi) and λmax(φi) be the
smallest and largest “singular values” of the Cartan decomposition
of φi : Ki−1/Ki → Ii/Ii−1. We then say that z is Θ-large if, for
every j,
|λmin(φj)| > T · |λmax(φj+1)|.
Choose once and for all a splitting of all flags of type Θ, in such
a way that these splittings vary continuously in the (compact) space
of such flags under the k-adic topology. The chosen splittings give
identifications grKV
∼→ V and similarly for I. In particular, φ
induces a linear map V → V , that is to say, an element z˜ ∈ X(k).
Fix an open compact subgroup J . If we had chosen a different
choice of splitting, the resulting elements z˜, z˜′ ∈ X(k) nonetheless
still lie in the same J orbit so long as T is chosen large enough.
We have therefore obtained a map
J-orbits on Θ-large A ∈ XΘ(k) −→ J-orbits on X.
3. Proofs of the results on the dual group
In this section we prove the results of §2.2, including Theorem 2.2.3. We
use heavily the work of F. Knop and M. Brion to define GˇX , and the work
of Gaitsgory-Nadler to construct a morphism GˇX × SL2 → Gˇ.
3.1. The root datum of a spherical variety. First of all, we recall
that F. Knop has defined [Kno95] an action of the Weyl group on the
set of Borel orbits on X; the stabilizer of the open orbit is equal to the
group W(X) := WX ⋉ WL(X). Here the group WX , which is originally a
subgroup of End(X (X) ⊗ Q), is identified with its “canonical lift” to W ,
which consists of representatives of minimal length moduloWL(X) (the set of
those representatives to be denoted by [W/WL(X)]). In order to distinguish
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between the two, we will denote the subgroup of End(X (X) ⊗ Q) by WX .
Knop’s action has the property [Kno95, Theorem 4.3] that X (wY ) = w ·
X (Y ) (in characteristic zero).
Recall that two strongly orthogonal roots in a root system are two roots
whose sum and difference are not roots. We call two roots α and β super-
strongly orthogonal if there is a choice of positive roots such that those two
roots are simple and orthogonal. This is equivalent to the assertion that the
only roots in the linear span of α and β are ±α,±β.16 In [Bri01], Brion
proves the following:
3.1.1. Theorem (Brion). A set of generators for W(X) consists of ele-
ments w which can be written as w = w−11 w2w1 where:
• w1X˚ =: Y with codim(Y ) = l(w1).
• w2 is either of the following two:
(1) equal to the simple reflection wα corresponding to a simple
root α such that the PGL2-spherical variety YPα/R(Pα) is
of the form T\PGL2 (where T is a non-trivial torus) or
N (T)\PGL2;
(2) equal to wαwβ where α, β are two orthogonal simple roots such
that the PGL2-spherical variety YPαβ/R(Pαβ) is of the form
PGL2 \PGL2×PGL2.
When we write, for instance, YPα/R(Pα), we mean simply the homoge-
neous Pα/R(Pα)-variety where a point stabilizer is given by the projection
of a Pα-stabilizer on Y.
It is explained in [Sak13, §6.2], based on an analysis of low-rank cases,
that one can take the set of generators of the above theorem to be the
reflections corresponding to (simple) spherical roots. However, we do not
need and will not use this result.
3.1.2. Corollary. Each spherical root γ ∈ ΣX is proportional to:
• a sum of two superstrongly orthogonal roots of G, or
• a root of G.
Proof. By reduction to the varieties T\PGL2, N (T)\PGL2, and
PGL2 \PGL2×PGL2, together with the fact that X (w1χ) = w1 · X (X),
we deduce that the Weyl group elements described in both cases of the theo-
rem induce hyperplane reflections on X (X)⊗Q, and the vectors w−11 α (resp.
w−11 (α+ β)) are inverted by those reflections, hence are proportional to the
roots of the corresponding root system.
16Here is how to see the equivalence: If they are simple and orthogonal, the only root
system they can generate is A1×A1. Vice versa, if there are no more roots in their linear
span, we can find real functionals ℓ1 and ℓ2, such that ℓ1 is positive on α, β and ℓ2 is
zero on ±α,±β and non-zero on all other roots. Then, for s≫ 0, the functional ℓ1 + sℓ2
distinguishes a set of positive roots which must have α and β as its simple elements,
because it takes larger values on every other positive root. We thank Vladimir Drinfeld
for pointing out this equivalence.
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Now consider the set T of allWX-conjugates of reflections thus obtained.
The set of roots ΣT associated to elements of T is a WX-stable subset of
ΣX whose associated reflections generate WX . In other words, ΣT is a root
subsystem with the same Weyl group. This implies that ΣT = ΣX , since
root lines are characterized as the −1 eigenspaces of reflections. 
The two cases of the corollary are mutually exclusive, since the sum of
two superstrongly orthogonal roots of G cannot be proportional to a root.
Hence, we can use them to define the type of a root. Notice that, in the first
case of the above theorem, if YPα/R(Pα) is of the form T\PGL2 then
w−11 α ∈ X (X), while if it is of the form N (T)\PGL2 then w−11 α /∈ X (X)
(while 2w−11 α ∈ X (X)).
Definition. A spherical root γ ∈ ΣX is said to be:
• of type T if γ is proportional to a root α of G which belongs to
X (X);
• of type N if γ is proportional to a root α of G which does not
belong to X (X);
• of type G if γ is proportional to the sum α + β of two strongly
orthogonal roots of G.
In this notation, the weight α (resp. the weight α + β for type G) will
be called the normalized (simple) spherical root corresponding to γ; it will
sometimes be denoted by γ′. The set of normalized (simple) spherical roots
will be denoted by ∆X .
Notice that there is some issue here with the word “simple”: while it
should normally be used to distinguish elements of ∆X from elements of the
root system that they generate, it is customary in the theory of spherical
varieties to call “spherical roots” only a set of simple roots. Therefore, we
adopt this convention and feel free to drop the word “simple” when we talk
about the set ∆X or the set ΣX .
To say that γ ∈ ΣX is of type N is equivalent to saying that γ = 2α,
where α is a root of G. This follows, for example, from the classification
of rank one wonderful varieties [Akh83], but can also be deduced in a
classification-free way from Theorem 3.1.1.
In the case of a normalized spherical root of type G, there is a canonical
way to choose the roots α and β, which will be a useful fact later.
3.1.3. Lemma. Consider a generator of W(X) as described in (and with
the notation of) Theorem 3.1.1. In cases T and N the root w−11 α is or-
thogonal to all the roots of L(X), while in case G the element w−11 wαwβw1
permutes the positive roots of L(X). As a corollary, the element w−11 wαw1,
resp. w−11 wαwβw1, belongs to the canonical lift WX of WX .
Proof. For types T and N , we have 2w−11 α ∈ X (X)⇒ w−11 α ⊥ ∆Lˇ(X).
For type G, similarly, w−11 (α + β) ⊥ ∆L(X) implies that
〈
α,w1δˇ
〉
+〈
β,w1δˇ
〉
= 0 for every δˇ ∈ ΦLˇ(X).
48
Let δˇ be such, then we claim that w−11 wαwβw1δˇ ∈ ΦLˇ(X) as well. By
non-degeneracy (Lemma 2.1.2), it suffices to show that it is perpendicular
to X (X). Let χ ∈ X (X). Then:〈
χ,w−11 wαwβw1δˇ
〉
=
〈
χ, δˇ
〉− 〈α,w1δˇ〉 〈χ,w−11 αˇ〉− 〈β,w1δˇ〉 〈χ,w−11 βˇ〉 .
From the description of “type G” in Theorem 3.1.1 we see that
〈
χ,w−11 αˇ
〉
=〈
χ,w−11 βˇ
〉
, which together with the above relation imply that the last ex-
pression is equal to zero.
Finally, we claim that if δˇ > 0 then w−11 wαwβw1δˇ > 0. Indeed, since
dist(X˚, Y ) = l(w1) and WP (X) stabilizes X˚ it follows that w1 ∈ [W/WP (X)],
and hence w1Φ
+
Lˇ(X)
⊂ Φ+
Gˇ
r {αˇ, βˇ}. Hence, wαw1Φ+Lˇ(X) and wβw1Φ
+
Lˇ(X)
are contained in Φ+
Gˇ
. We have also proved that wαw1ΦLˇ(X) = wβw1ΦLˇ(X),
hence wαw1Φ
+
Lˇ(X)
= wβw1Φ
+
Lˇ(X)
and therefore w−11 wαwβw1Φ
+
Lˇ(X)
= Φ+
Lˇ(X)
.
For the final conclusion, we remind that the canonical lift of the coset
space W/WL(X) to W consists of those elements which preserve the set of
positive roots of L(X). 
3.1.4. Corollary. For a spherical root γ of type G, there are precisely
two positive roots of G in the (−1)-eigenspace of wγ. They are both orthog-
onal to the weight ρL(X).
We will call those the associated roots of γ. For γ of type T or N the
associated root will be the unique positive root of G which is proportional
to γ. The second statement of the lemma holds also for the associated root
of a spherical root of type T or N for obvious reasons, namely that χ(X) is
orthogonal to all roots of L(X).
Proof. The statement does not depend on whether γ is simple or not,
so it is enough to show it for generators wγ of the form w
−1
1 wαwβw1 as in the
previous lemma. Notice that if α′ is an associated root then wγα
′ = −α′,
while on the other hand, by the previous lemma, wγρL(X) = ρL(X). Hence,〈
ρL(X), α
′
〉
=
〈
wγρL(X), wγα
′
〉
= − 〈ρL(X), α′〉⇒ 〈ρL(X), α′〉 = 0.

Now we return to defining the normalized root system:
3.1.5. Proposition. Under the action of WX on X (X), the set ∆X is
the set of simple roots of a root system with Weyl group WX .
Proof. Since the same statement is true for ΣX , it suffices to prove
that if γ1, γ2 ∈ ΣX and w ∈ WX are such that wγ1 = γ2 then for the
corresponding normalized spherical roots γ′1, γ
′
2 we still have: wγ
′
1 = γ
′
2.
But this is obvious from the definitions. 
We denote by ΦX the root system generated by ∆X .
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Now we come to the root data which, conjecturally, correspond to the
dual group of Gaitsgory-Nadler GˇX,GN ⊂ Gˇ (to be recalled in the next sub-
section) and its central isogeny GˇX ։ GˇX,GN (whenever it can be defined).
Notice that in the first case, in order for a root datum to define a subgroup
of Gˇ, its lattice should be a sublattice of X (A) without co-torsion.
3.1.6. Proposition. The set (X (A) ∩ Q · X (X),ΦX ,WX) gives rise
to17 a root datum. If there are no spherical roots of type N then the set
(X (X),ΦX ,WX) also gives rise to a root datum.
Proof. By definition, the elements of ΦX belong to X (A) ∩Q · X (X),
and if there are no spherical roots of type N then they also belong to
X (X) (as we deduce, again, by reduction to the varieties T\PGL2 and
PGL2 \PGL2×PGL2 together with the fact that X (w1χ) = w1 · X (X)).
Therefore, it remains to check that the corresponding coroots are integral
on the given lattices.
Let γ ∈ ΦX correspond to a hyperplane reflection of the form described
in the Theorem 3.1.1. The associated coroot equals:
• the image of w−11 αˇ in X (X)∗, if γ = w−11 α is of type T or N (in
the notation of the theorem);
• the image of w−11 αˇ (which coincides with the image of w−11 βˇ), if
γ = w−11 (α+ β) is of type G.
Those are integral on the given lattices, which completes the proof of the
proposition. 
3.2. Distinguished morphisms. We introduce the following nota-
tion:
- Gˇ′X the abstract complex reductive group defined by the root datum
of (X (A) ∩Q · X (X),ΦX ,WX).
- If there are no spherical roots of typeN , GˇX is the abstract complex
reductive group defined by the root datum of (X (X),ΦX ,WX).
These groups come with preferred maximal tori A∗X , A
′∗
X and are unique up
to the inner action of this torus. Moreover, since the root data used to define
them are actually based (i.e. have a preferred choice of positive roots), the
groups GˇX , Gˇ
′
X also have a preferred choice of Borel subgroup containing
the canonical maximal tori. The obvious isogeny between their root data
gives rise to a canonical central isogeny GˇX ։ Gˇ
′
X . We conjecture that the
group Gˇ′X is isomorphic to the one constructed by Gaitsgory and Nadler,
which we denote by GˇX,GN . A priori, the group GˇX,GN depends on the
choice of an affine embedding of X; conditional on some assumptions on the
Gaitsgory-Nadler dual group which will be discussed in §3.3, we will show
(Corollary 3.5.2) that GˇX,GN is indeed equal to Gˇ
′
X and hence independent
17Usually a root datum is described in terms of a pair L, Lˇ of finite free Z-modules,
together with subsets Φ ⊂ L, Φˇ ⊂ Lˇ of roots and coroots. However, this is determined up
to isomorphism by the triple (L,Φ,WL), where WL is the Weyl group.
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of the affine embedding. More precisely, we will show that GˇX,GN is obtained
from a distinguished embedding of Gˇ′X into Gˇ.
Call a morphism GˇX → Gˇ distinguished if:
(1) it extends the canonical map A∗X → A∗;
(2) for every simple (normalized) spherical root γ, the corresponding
root space of gˇX maps into the root spaces of its associated roots.
By Lemma 3.1.4 (and the comment which follows it), the second condi-
tion implies that the image of a distinguished morphism commutes with the
image of 2ρL(X).
We will call a morphism GˇX × SL2 → Gˇ distinguished if its restriction
to GˇX is distinguished, and its restriction to SL2 is a principal morphism
into Lˇ(X):
SL2 → Lˇ(X) ⊂ Gˇ
with weight:
Gm
2ρL(X)−→ Gˇ,
where Gm is identified as a subgroup of SL2 in the standard way: a 7→(
a
a−1
)
.
We apply similar terminology in related situations: for instance, there is
a corresponding notion of distinguished map: Gˇ′X → Gˇ, or a distinguished
map when we deal with a standard Levi subgroup of GˇX containing A
∗
X .
3.3. The work of Gaitsgory and Nadler. In this subsection we fix
an affine embedding Xa of X.
Let us denote by A∗X,GN the image of the dual torus A
∗
X inside A
∗.
Recall as before that we regard the sum 2ρL(X) of positive roots of L(X) as
defining a character 2ρL(X) : Gm → A∗.
3.3.1. Theorem (Gaitsgory and Nadler). To every affine spherical vari-
ety Xa one can associate a connected reductive subgroup GˇXa,GN of Gˇ with
maximal torus A∗X,GN . The group GˇXa,GN is canonical up to A
∗-conjugacy.
This is not very informative as stated, but the assertions (GN1)–(GN5)
of §2.2, which we recall here with a few extra comments for the convenience
of the reader, give more information about the group GˇX,GN . To formulate
them, let XaΘ be, for every Θ ⊂ ΣX , the affine embedding of XΘ obtained
by partially grading the coordinate ring of Xa. In terms of the affine de-
generation X a → AX,ss discussed in §2.5, it is the fiber over limt→0 λˇ(t),
where λˇ is any cocharacter in the cone of AX,ss which lies in the interior of
the face determined by Θ. Since we are no experts in the technical details
of [GN10], we will only prove the first of the following assertions, and treat
the remaining as hypotheses:
(GN1) The image of GˇXa,GN commutes with 2ρL(X)(C×) ⊂ A∗.
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(GN2) The Weyl group of GˇXa,GN equals WX . (This is a consequence of
[GN10, Conjecture 7.3.2], as discussed there.)
(GN3) For any Θ ⊂ ΣX the dual group of XaΘ is canonically a subgroup
of GˇXa,GN . (Our identification of GˇXa,GN , based on these axioms,
shows that it is the Levi subgroup of GˇXa,GN associated to Θ.)
(GN4) If the open G-orbit X ⊂ Xa is parabolically induced, X = XL×P−
G, where XL is spherical for the reductive quotient L of P
−, then
the dual group GˇXa,GN belongs to the standard Levi subgroup Lˇ
of Gˇ corresponding to the class of parabolic subgroups opposite
to P−. Moreover, if a connected normal subgroup L1 of L acts
trivially on XL, then GˇXa,GN belongs to the dual group of L/L1
(which is canonically a subgroup of Lˇ).
(GN5) IfX+1 is a spherical homogeneousG-variety, T a torus ofG-automorphisms
and X+2 = X
+
1 /T, and if X1,X2 are affine embeddings of X
+
1 ,X
+
2
withX2 = spec k[X1]
T, then there is a canonical inclusion GˇX2,GN →֒
GˇX1,GN which restricts to the natural inclusion of maximal tori:
A∗X2,GN →֒ A∗X1,GN (arising from X (X2) →֒ X (X1)).
We shall give a proof of (GN1) or rather “angle” it out of the articles of
Gaitsgory and Nadler. In [GN10] a certain tensor category Q(X) (denoted
Q(Z) in loc.cit.) is constructed, together with adequate functors:
Rep(Gˇ)
Conv→ Q(X) fib→ Vect. (3.1)
The first category, as is usual, is constructed asG(C[[[t]]) equivariant sheaves
on the affine Grassmannian G(C((t)))/G(C[[t]]), and Vect denotes the cat-
egory of vector spaces. The category Q(X) is constructed via a certain
substitute for G(C[[t]])-equivariant sheaves of X(C((t))).
Proof of (GN1). To show that the image of 2ρL(X) commutes with
GˇX , it suffices to show that there is a Z-grading of the tensor category Q(X)
such that under the “convolution” functor Rep(Gˇ)
Conv→ Q(X) and the equiv-
alence of Q(X) with Rep(GˇX,GN ) the grading corresponds to the decompo-
sition of representations in C×-eigenspaces, where C× acts via 2ρL(X). This
grading is explicit, in the form of a cohomological shift, in [GN09], but
implicit in [GN10]. More precisely, it is shown in [GN09][Theorem 1.2.1],
where the special case of horospherical varieties is studied, that for a horo-
spherical variety X0 the irreducible objects of Q(X0) can be identified with
intersection cohomology sheaves of certain strata, shifted in cohomological
degree, and the shift is precisely the grading that we want. In [GN10] the
authors choose to forget about the cohomological shift, however, this shift
has to be compatible with the fiber functor Q(X) → Q(X0) (where X0 is
the boundary degeneration that we denoted before by XΘ for Θ = ∅) be-
cause the fiber functor is obtained via a nearby cycles functor; hence, the
category Q(X) carries the grading corresponding to 2ρL(X), as well. 
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3.3.2. Remark. Concerning (GN2) (GN3), (GN4) and (GN5): The
statement of (GN2) is easy to deduce from the results of Gaitsgory and
Nadler in the most interesting cases. First of all, we claim that NGˇX,GN (A∗X)
is contained inNGˇ(A∗). Indeed,NGˇX,GN (A∗X) centralizes the image of 2ρL(X)
(because it belongs to GˇX,GN ) and normalizes the centralizer of A
∗
X inside of
the centralizer of 2ρL(X). By non-degeneracy (Lemma 2.1.2), the common
centralizer of A∗X and 2ρL(X) is A
∗, henceNGˇX,GN (A∗X) ⊂ NGˇ(A∗). Now, the
combination of Theorem 4.2.1 and Proposition 5.4.1 of [GN10] imply that
the restriction to A∗X of any irreducible representation of GˇX,GN contains a
character in Λ+X . In the cases where WX coincides with the normalizer of
A∗X in ZGˇ(2ρL(X)) (such as for symmetric spaces), it follows immediately
that the Weyl group of the dual group of Gaitsgory and Nadler has to be
the whole WX , for otherwise any Weyl chamber of it would be larger than
Λ+X . The requirement that NZGˇ(2ρL(X))(A∗X)/A∗X = WX can be understood
representation theoretically as follows: it was proven in [Sak08] that the
multiplicity of a generic unramified representation in the spectrum of X is
equal to the product of the “geometric factor” (NZGˇ(2ρL(X))(A
∗
X)/A
∗
X : WX)
by the “arithmetic factor” of the number of open B(k)-orbits on X. Thus,
NZGˇ(2ρL(X))(A∗X)/A∗X = WX means that the geometric factor of unramified
multiplicities is 1.
(GN3) should follow in the same way as the “fiber functor” construction
in [GN10], except that the fiber functor was constructed through a full
degeneration of the spherical variety (i.e. a degeneration to X∅), while for
(GN3) one would only perform a partial degeneration. (GN4) should also be
feasible along the lines of [GN09], by interpreting geometrically the action
of the center of L “on the left”. Finally, (GN5) should follow from the
behavior of intersection cohomology under such quotients by toric actions.
However, since we are not specialists in the subject we treat (GN2)–(GN5)
as hypotheses.
3.4. Uniqueness of a distinguished morphism. In what follows
we denote by A∗X,GN the (canonical) maximal torus of the Gaitsgory-Nadler
dual group, i.e. the image of A∗X in A
∗. We fix throughout a standard basis
{h, e, f} for the Lie algebra sl2. By the ‘weight” of a morphism: f : SL2 → Gˇ
we understand either its restriction to Gm, or the derivative of this: 〈h〉 ≃
gm → gˇ. We will repeatedly use the following fact: if f, f ′ have the same
weight, they are conjugate by an element of the centralizer of this weight.
3.4.1. Lemma. Let γ ∈ ∆X , and let Gˇγ be the corresponding subgroup of
Gˆ′X , i.e. a connected reductive group with a canonical maximal torus A
∗
X,GN
and unique simple coroot γ : Gm → A∗X,GN .
(1) A distinguished morphism ψ : Gˇγ → Gˇ, through which the root
space of γˇ maps into the sum of root spaces of the associated coroots,
always exists;
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(2) Any two such are conjugate by A∗;
(3) If ψ is such, its centralizer in A∗ contains the common kernel of
the associated roots to γ.
Proof. Let Aγ be the identity component of the kernel of γ. Then Gˇγ
is the almost-direct product A∗γ · fγ(SL2), where fγ : SL2 → Gˇ′X has weight
γ.
Let Mˇ be the centralizer of A∗γ · image(2ρL(X)) inside Gˇ. It is a reductive
group.
If ψ is distinguished, the map ψ◦fγ has image in Mˇ and has weight γ; the
association ψ 7→ ψ ◦ fγ gives a bijection between distinguished morphisms
and the set of:
m : SL2 → Mˇ, m|Gm = γ. (3.2)
If γ is a root, the existence of m as in (3.2) is clear. Otherwise, it is
the sum α + β of two superstrongly orthogonal positive roots; choosing a
positive system in which α, β are simple, we see there are associated mor-
phisms fα, fβ : SL2 → Gˇ (corresponding to α, β thought of as coroots of Gˇ).
These morphisms have commuting image, since α, β are strongly orthogonal;
therefore, we obtain a product morphism
fα × fβ : SL2× SL2 −→ Gˇ,
whose diagonal is a morphism m as in (3.2). This proves the first claim.
To check that any two such morphisms are A∗-conjugate, it suffices to
check that any two m as in (3.2) are A∗-conjugate. However, any two such
m are conjugate by the centralizer of m|Gm, i.e., by the centralizer of γ :
Gm → Mˇ . That is the same as the centralizer of A∗X,GN × image(2ρˇL(X)).
Since the spherical variety X is quasi-affine and, hence, non-degenerate, this
centralizer is equal to A∗.
The final assertion follows from the explicit construction of a distin-
guished morphism. 
3.4.2. Lemma. The associated roots to all γ ∈ ∆X are linearly indepen-
dent.
Proof (sketch). This is a clumsy argument reducing to the low-rank
cases: Consider a linear relation between associated roots with non-zero
coefficients, let R denote the support of all roots appearing and let α ∈ R
be a simple root which is connected, in the Dynkin diagram, to at most one
more element of R, and is not the shorter of the two. (Let’s call such a simple
root “extreme” for the given collection of associated roots.) Necessarily, the
root α has to be contained in the support of at least two associated roots
in the linear relation, say γ and δ. These, in turn, should be associated to
spherical roots ε and ζ (not necessarily distinct). By inspection of spherical
varieties of rank one or two [Was96], we see that an extreme simple root
cannot be in the support of two associated roots. 
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3.4.3. Proposition. Distinguished morphisms Gˇ′X → Gˇ and Gˇ′X ×
SL2 → Gˇ, if they exist, are unique up to A∗-conjugacy.
Proof. Let ψ1, ψ2 : Gˇ
′
X → Gˇ be distinguished. We have seen that, for
every spherical root γ, there exists aγ ∈ A∗ so that
Ad(aγ)ψ1|)Gˇ′Xγ = ψ2|Gˇ′Xγ .
The action of A∗ on the image of Gˇ′Xγ factors through the morphism A
∗ →
Gm or A
∗ → G2m induced by the associated roots for γ, by part (3) of Lemma
3.4.1. Thus, by Lemma 3.4.2, we may find a ∈ A∗ so that Ad(a) and Ad(aγ)
have the same action on ψ1|Gˇ′Xγ for all γ. In particular, there exists a so
that
Ad(a)ψ1|Gˇ′Xγ = ψ2|Gˇ′Xγ
for all γ. Since the Gˇ′Xγ generate GˇX , it follows that ψ1, ψ2 are A
∗-conjugate,
as desired.
This completes the proof of the assertion for Gˇ′X .
The assertion for Gˇ′X × SL2 follows from the first: Fix a distinguished
embedding ψ of Gˇ′X . Now 2ρL(X) defines a morphism from Gm to the
connected centralizer of ψ(Gˇ′X ); any two SL2-morphisms with this restriction
to the diagonal Gm must be conjugate under the connected centralizer of
ψ(Gˇ′X)× 2ρL(X). The latter is a subgroup of A∗ (since X is nondegenerate,
Lemma 2.1.2), commuting with ψ(Gˇ′X ).

3.5. The identification of the dual group. In this subsection we
will use the axioms (GN) in order to identify the (based) root datum of the
Gaitsgory-Nadler dual group with the (based) root datum of the abstract
group which we denoted by Gˇ′X , and in fact to identify GˇX,GN as a subgroup
of Gˇ uniquely up to A∗-conjugacy. (Notice that in the classical setting, as
opposed to the geometric one, the group Gˇ itself is only canonical up to A∗-
conjugacy.) Using Proposition 3.4.3, the only thing that we need to prove
is that simple roots of GˇX,GN and Gˇ
′
X have the same length and, in fact,
for every simple root γ the embedding of the corresponding standard Levi
Gˇγ ⊂ GˇX,GN →֒ Gˇ is distinguished. The argument will eventually boil down
to the classification of rank-one wonderful varieties by Akhiezer [Akh83].
3.5.1. Proposition. Assume axioms (GN2)–(GN5). For spherical va-
rieties of rank one there is an isomorphism of Gaitsgory-Nadler dual group
with Gˇ′X , inducing the identity on A
∗
X,GN , and for any such isomorphism
the embedding Gˇ′X
∼−→ GˇX,GN →֒ Gˇ is distinguished.
Proof. A homogeneous spherical G-variety of rank one is of the form:
X = X1 ×P G, (3.3)
where:
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(1) X1 is a G1-torus bundle
18 over a variety H\G1 from Table 1 of
[Was96] (we denote by G1 the group G of loc.cit.);
(2) P is a parabolic subgroup with a homomorphism: P → Aut(X1)
whose image coincides, up to central subgroups, with the image of
G1.
By inspection of this table, and using the axioms (GN1)–(GN5), one can
show that the Gaitsgory-Nadler dual group is unambiguously equal to Gˇ′Xγ .
The table of Wasserman, together with more details of this argument, are
given in Appendix A. 
3.5.2. Corollary. Assume axioms (GN2)–(GN5). Then there exists
a distinguished embedding Gˇ′X →֒ Gˇ with image GˇX,GN . In particular, the
group GˇX,GN is canonically isomorphic to Gˇ
′
X up to A
∗
X,GN -conjugacy.
Proof. By (GN2), the coroots of GˇX,GN are proportional to elements
of the set WX ·∆X . (In fact, the lines through coroots are characterized as
the −1 eigenspaces of reflections in WX .) Therefore, there exists a system
of simple positive coroots for GˇX,GN , each of which is proportional to one
of the γ ∈ ∆X .
On the other hand, by (GN3), the group GˇXγ ,GN is contained in GˇX,GN ;
the former group, as a subgroup of Gˇ, is identified through Lemma 3.4.1 and
Proposition 3.5.1. It follows that we may suppose that GˇX,GN contains the
image of a distinguished homomorphism
Gˇ′γ −→ Gˇ,
as in Lemma 3.4.1. Hence, the coroot of GˇX,GN proportional to γ ∈ ∆X
actually equals γ.
It follows that the coroots of GˇX,GN are precisely the elements of the
set WX ·∆X . Hence, the root data of GˇX,GN and Gˇ′X coincide canonically
(recall that from the work of Gaitsgory and Nadler the group GˇX,GN is
canonical up to A∗-conjugacy) and so the two are canonically isomorphic up
to A∗X,GN -conjugacy. 
3.6. Commuting SL2. In this subsection we will prove that there is a
principal SL2 inside of Lˇ(X) commuting with GˇX,GN , assuming (GN3) and
(GN4). Our proof will be quite clumsy, using combinatorial arguments to
reduce the problem to the case of spherical varieties of small rank, where it
is checked case-by-case.
The basic result, which will be established case-by-case in Appendix A,
is the following:
3.6.1. Proposition. Let X be a spherical variety of rank one and assume
(GN4). Then there is a principal map: SL2 → Lˇ(X) which commutes with
GˇX,GN .
18By G1-torus bundle we mean a principal torus bundle with an action of G1 com-
muting with the action of the torus.
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Using this, we can now show:
3.6.2. Theorem. Assume that there is a distinguished embedding: Gˇ′X →
Gˇ (as we have proven under the (GN) assumptions in Corollary 3.5.2). Then
there is a principal SL2 → Lˇ(X) whose image commutes with Gˇ′X .
Recall also that, by Proposition 3.4.3, the resulting distinguished mor-
phism: Gˇ′X × SL2 → Gˇ is unique up to A∗-conjugacy.
Proof. Fix a principal SL2 into Lˇ(X) with weight 2ρL(X), and denote
its image by S; all such subgroups are A∗-conjugate. Fix a distinguished
embedding of Gˇ′X into Gˇ. By Proposition 3.6.1, for every γ ∈ ∆ˇX there
is an A∗-conjugate of S which commutes with Gˇγ . Equivalently, there is
an A∗-conjugate of Gˇγ which commutes with S. Arguing as in Proposition
3.4.3, we may find a ∈ A∗ which conjugates all Gˇγ simultaneously into the
centralizer of S. 
In the case that there are no spherical roots of type N (equivalently,
as we mentioned, no element of ΣX is of the form 2α, for α some root of
G), composing this with the central isogeny: GˇX → Gˇ′X we get the desired
distinguished morphism:
GˇX × SL2 → Gˇ. (3.4)
The proof of Theorem 2.2.3 is now complete.
Part 2
Local theory and the Ichino–Ikeda
conjecture
4. Geometry over a local field
In this section we shall examine certain general features of the geometry
of X = X(k), where k is a p-adic field. In particular, we shall establish the
relationship between G-invariant measures (or G-eigenmeasures) on X and
XΘ; this will lead us to fixing compatible measures on X and XΘ for the
rest of the paper, as we indicated in §1.8.
More importantly, we shall establish the “exponential map” which re-
lates the structure of X and XΘ near infinity.
4.1. Measures. We may assume, without serious loss of generality,
that X carries a positive G-eigenmeasure µ. Indeed, this is the case if the
modular character of H (the quotient of its right by its left Haar measures)
extends to a character of G. For a given X = H\G, the algebraic modular
character dH of H is defined over k, and it either has finite image or surjects
onto Gm. In the latter case, we may replace H by the kernel H0 of dH ; then
there is an H/H0 ×G-eigen-volume form on H0\G, and its absolute value
gives the invariant measure. (Notice also that H0\G → H\G is surjective
on k-points.) In the former case, there is an invariant volume form ω valued
in the bundle over H\G defined by dH . Since dH has image in the n-th roots
of unity µn, for some n, the associated complex line bundle is trivial and
therefore the absolute value of ω defines an invariant measure on H\G(k).
(For economy of language, we will never again mention the possibility that
our eigenforms are valued in a torsion line bundle, instead of the trivial one.)
We fix from now on such an eigenmeasure µ, i.e. an eigenmeasure which
is the absolute value of a volume form. We define L2(X) := L2(X,µ),
considered as a unitary representation of G by twisting the right regular
representation by the square root of the eigencharacter of µ, that is:
(g · Φ)(x) =
√
η(g)Φ(xg), (4.1)
where η denotes the eigencharacter of µ.
4.1.1. Example. When X = U\G, with U a maximal unipotent sub-
group, the action of A×G on L2(X) is defined as: ((a, g)·f)(x) = δ− 12 (a)f(a·
x · g), where δ is the modular character of the Borel subgroup (the quotient
of a right by a left invariant Haar measure).
4.2. The measure on XΘ. Our concern in this section is to relate the
measures on X and XΘ. Specifically:
4.2.1. Proposition. For every G-eigen-volume form ω on X there is
a canonical AX,Θ × G-eigen-volume form ωΘ on XΘ, with the same G-
eigencharacter, characterized by the property that for every Borel subgroup
B the restrictions of the forms ω and ωΘ to X˚, resp. X˚Θ correspond to each
other under the isomorphism (2.5).
Again, of course, we will twist the action of AX,Θ × G on functions on
XΘ as in (4.1).
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Indeed, if ω is a differential form of top degree on X, then it induces in
a natural way a differential form of top degree on the normal bundle to any
subvariety. Unfortunately, the G-eigen-volume forms are rarely regular at
the boundary. Nonetheless (formalizing the intuition that normal bundles
model small neighborhoods of submanifolds) we may associate to any ratio-
nal form on X a rational form on each degeneration XΘ. We explain how
to do this:
4.2.2. Obtaining measures by degeneration/residues. Let X¯ be a smooth
variety and let Z ⊂ X¯ be a closed subvariety, obtained as the intersection
of a fixed set of reduced divisors Di : 1 ≤ i ≤ m, with simple normal
crossings and non-empty intersection. The choice of divisors Di makes the
normal bundle of Z into a T := Gmm-space: the associated grading is the
decomposition of the normal bundle at a point z ∈ Z as the sum of normal
bundles at z to each Di.
Now suppose ω is a nonzero differential form of top degree on X =
X r ∪iDi. Let −ni − 1 be the valuation of ω at Di; let fi = 0 be a local
equation for Di. Then we obtain a rational differential form on the normal
bundle via
ω¯ :=
(π∗Res(ω ·∏ fnii )) ∧ df ′1 ∧ df ′2 ∧ · · · ∧ df ′m∏
(f ′j)
nj+1
. (4.2)
where Res denotes the iterated residue, π is the projection from normal
bundle to Z, and f ′j denotes the derivative of fj, considered as a function on
the normal bundle of Z. It is possible that ω¯ ≡ 0: consider the case when
dimX = 2 and ω = (f−11 + f
−1
2 )df1 ∧ df2.
In fact, ω¯ is independent of choices. Indeed, there is a more intrinsic
way of understanding (4.2) via degeneration to the normal bundle:
X → Gma
that we discussed in §2.5 (where it was denoted by X n to distinguish it
from the affine degeneration).
Let χn : (t1, . . . , tm) 7→
∏
tnii , and define a differential form ω˜ on G
n
m ×
X ⊂ X – via
ω˜ := χn(t) · p∗ω, (4.3)
where p : Gmm ×X→ X is the natural projection. We regard ω˜ as a rational
differential form on X . Then:
4.2.3. Lemma. The restriction of the form ω˜ to any fiber of the map:
X → Gma , is well defined as a rational differential form on that fiber. If ω
is regular everywhere, then ω˜ is also regular everywhere. Finally, ω˜ is an
eigenform for the action of Gmm on X , with eigencharacter χ
−1
n .
Proof. This is easy to see for codimension-one orbits of T in B, and
then by Hartogs’ principle it extends to X . The fact that it is an eigenform
for Gnm is obvious from the definitions. 
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The restriction to the fiber over zero coincides, up to sign, with the form
ω¯ defined previously.
4.2.4. The case of spherical varieties. We now specialize to the caseX =
our spherical variety and X¯ = its wonderful compactification. The set ∆
parametrizing divisors at infinity can now be identified with ∆X .
Given a G-eigenform ω on X, the prior discussion applied to X, ω and
the boundary divisors yields a form ω¯ – henceforth denoted ωΘ on XΘ; let us
verify it has the properties stated in Proposition 4.2.1 and is in particular
non-zero. In fact, the only property that needs to be verified is that it
“coincides” with ω on open B-orbits under an isomorphism as in (2.5);
since B is arbitrary, this implies that ωΘ is a G-eigenform, and the fact that
it is an eigenform for AX,Θ follows from the fact that ω˜ is an eigenform for
Gmm and Lemma 2.4.7.
But for the restriction of ω to the open B-orbit, it is easy to see that ωΘ
coincides with ω under (2.5), using the Local Structure Theorem 2.3.4.
This concludes the proof of Proposition 4.2.1. 
4.3. Exponential map. This section plays a critical role in the paper:
it shows that the asymptotic geometry of X and XΘ over a local field are
“the same” in a suitable sense. Specifically, for any open compact subgroup
J of G there is an identification between J-orbits in suitable neighborhoods
of Θ-infinity. This is based on the usual idea that a normal bundle of a
submanifold is diffeomorphic to a tubular neighborhood of that submanifold.
Definition. Suppose B,C are topological spaces19.
For any closed subspace A ⊂ B, and an open subset UA ⊂ A a germ at
UA of a morphism to C is an equivalence class of pairs (UB , f):
{UB : neighborhood of UA in B, f : UB → C morphism}
under the equivalence relation (UB , f) ∼ (U ′B , f ′) if f and f ′ agree on a
neighborhood of UA.
The set of such germs, as UA is varying, forms a sheaf on A, which we
will denote by MorA(B,C). Its global sections over A will be denoted by
MorA(B,C).
In the setting that we are interested in, namely morphisms which are
locally p-adic analytic on the p-adic points of smooth varieties, there is
actually no difference between global sections of MorA(B,C) and germs of
morphisms: U → C, where U is a neighborhood of A itself.
Let X¯ be the wonderful compactification of X or any smooth toroidal
embedding (not necessarily complete), and let Z ⊂ X¯ be the closure of a G-
orbit belonging to Θ-infinity (cf. §2.3.6). In this section, we shall construct
a canonical collection of elements
expΘ,J ∈ MorZ/J(NZX¯/J, X¯/J)
19possibly with extra structure, e.g. locally ringed spaces, so that in particular the
notion of “morphism” from an open subset of B to C is defined
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where “morphisms” means (germs of) measure-preserving, continuous maps
and J ranges over all open compact subgroups. In other words, fixing an
open compact J , we have a way of transferring J orbits in a neighborhood
of Z in NZX¯, to J-orbits in X¯.
By construction, the restriction of expΘ,J to XΘ/J ⊂ NZX¯/J will have
image in X/J ⊂ X¯/J (in the sense that any representative of this germ has
this property in a neighborhood of Z), and in Proposition 4.3.3 we will see
that it is independent from the embedding and choice of orbit closure Z, in
the sense that all these germs of maps, obtained from different embeddings
and orbits, glue together to give a well-defined germ of maps from a neigh-
borhood of Θ-infinity (cf. §2.3.6) in XΘ/J to a corresponding neighborhood
in X/J . Thus, we have a well-defined element:
expΘ,J ∈ Mor∞Θ(XΘ/J,X/J),
where now the notation stands for germs of maps defined in a neighborhood
of Θ-infinity. This is the sense in which the exponential map will be used in
the largest part of the paper, i.e. without reference to a specific embedding,
but the geometric picture will be used in the construction and proofs. The
collection of the elements expΘ,J , as J varies over a set of open-compact
neighborhoods of the identity, will be denoted by expΘ. We shall informally
refer to expΘ and the various maps it induces on J-invariants as “the expo-
nential map”, because of its construction:
Namely, the germ of expΘ,J will be induced by any p-adic analytic map
NZX¯ → X inducing the identity on the normal bundle to Z and respecting
G-orbits.
4.3.1. Proposition. Let Z be the closure of a G-orbit in X¯, and let
X1 and X2 be either of the varieties NX¯(Z) or X. There are locally p-adic
analytic maps20
φ : U1 → U2,
where Ui is a neighborhood of Z in Xi (henceforth called “distinguished”),
with the property that φ induces the identity between the normal bundles
NZX1 ≃ NZX¯ and NZX2 ≃ NZX¯, and that φ maps the intersection of
every G-orbit with U1 to the corresponding G-orbit on X2.
Any such φ has the following property: Given an open compact subgroup
J ⊂ G, there are J-invariant neighborhoods U ′1 ⊂ U1, U ′2 ⊂ U2 of Z such
that φ descends to a map: U ′1/J → U ′2/J .
Finally, consider the open-compact topology on the space of such maps
(with fixed domain). For every compact subset M of such maps, there are
J-invariant neighborhoods U ′′1 , U
′′
2 of Z in X1, resp. X2, such that all φ ∈ M
are defined and descend to the same map:
U ′′1 /J → U ′′2 /J.
20Recall that this means that, in a neighborhood of every point, the map is given by
a convergent power series with respect to systems of local coordinates.
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The germ of a map as in the proposition will be denoted by expX1,X2,J ∈
MorZ/J(X1/J,X2/J). When X1 = NX¯(Z) and X2 = X, we also denote this
by expΘ,J (where, as before, Z is the closure of a G-orbit on X¯ belonging to
Θ-infinity).
Proof. For a fixed neighborhood U1 of Z in X1, consider the set K
of locally p-adic analytic maps φ : U1 → X2 with the properties of the
proposition, that is: the differential of φ induces the identity on normal
bundles, and φ maps points of a given G-orbit on X1 to the corresponding
orbit on X2. We endow K with the open compact topology.
4.3.2. Lemma. K is nonempty if U1 is small enough. Moreover, For
every compact open subgroup J of G and any compact subset M of K, there
is a neighborhood U ′1 ⊂ U1 of Z such that the composites: U ′1
φ
⇒
φ′
X2 → X2/J
coincide, for any φ, φ′ ∈ M.
Let us first see why this implies Proposition 4.3.1. LetM be a compact
subset of such maps. The group G acts on such maps by: g ·φ = g ◦φ ◦ g−1,
and we may assume that M is J-invariant. But then, for x in a subset U ′1
as in the lemma and all j ∈ J , we have: j ◦ φ ◦ j−1(x) ∈ φ(x)J = φ′(x)J
for all φ, φ′ ∈ M, and therefore the restrictions of all elements of M to U ′1
factors through U ′1/J and give rise to the same map: U
′
1/J → X2/J .
We now come to the proof of the lemma: Since we can glue locally
analytic maps we may replace Z by an arbitrarily small open subset Z ′ of it.
In other words, if we have constructed maps φi : U1,i → X2 with the desired
properties on an open covering of U1 by open compact sets U1,i, then we
can refine the U1,i to a partition of U1, and glue the restrictions of the φi to
obtain φ ∈ K as desired.
We may assume that there is a Borel subgroup B such that Z ′ is con-
tained in the open B-orbit, and use the Local Structure Theorem 2.3.4 to
understand neighborhoods of Z ′. Finally, we may replace J by the its sub-
group J ∩B, since it is stronger to prove that the projections to X2/J ∩B
coincide. LetY be the toric variety of the Local Structure Theorem 2.3.4, fix
an isomorphism of the distinguished openB-subset X¯B of X¯ withY×UP (X),
and denote by Z′ := X¯B ∩Z (it is the closure of a B-orbit). We are left with
proving:
IfX′1,X
′
2 are either of the varietiesY×UP (X) orNY×UP (X)(Z′),
then there are locally p-adic analytic maps: U1 → X ′2, where
U1 is a neighborhood of Z
′ in X ′1, inducing the identity on
normal bundles and preserving the points of corresponding
B-orbits; moreover, for any compact subgroup JB of B and
any compact subsetM of such maps (defined on a fixed U1)
there is a smaller neighborhood U ′1 ⊂ U1 where the compos-
ites: U ′1
φ
⇒
φ′
X ′2 → X ′2/JB coincide for any φ, φ′ ∈ M.
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The statement is now easily reduced to the analogous statement about
smooth toric varieties, indeed eventually to the case whereX′′1 ,X
′′
2 are either
of the spaces V or NZ(V), when V is an affine space (A
1)n and Z is the
intersection of all coordinate hyperplanes, i.e. the origin ofV, and we require
the map to preserve all coordinate hyperplanes.
The other assertion – concerning the induced maps U ′1 → X ′2/JB –
reduces similarly to the following assertion: Given a locally analytic mor-
phism f : kn → kn which preserves coordinate axes, so that f(0, 0, . . . , 0) =
(0, . . . , 0), and so that the derivative of f at zero is the identity map, then
f maps each J-orbit near 0 to itself, if J ⊂ (k×)n is open compact acting
on kn by coordinate multiplication. Moreover, the notion of “near” can be
taken to be uniform if f lies in a compact set of such maps. To see this,
one notes that the Taylor expansion fj(x1, . . . , xn) = xj(1 + . . . ): all higher
order terms are divisible by xj because of preservation of coordinate axes.
(Notice that the requirement that the maps φ preserve orbits is made
necessary by the fact that open compact subsets of the group do not provide
a good uniform structure in the neighborhood of non-open orbits.) 
We now come to the properties of expΘ,J , preserving the notation of the
previous proposition.
4.3.3. Proposition. Any representative φJ of expX1,X2,J ∈MorZ/J(X1/J,X2/J)
has the following properties:
(1) it is eventually (that is: after restricting its domain to a smaller
neighborhood of Z/J , if necessary) a measure-preserving bijection;
(2) it is eventually equivariant: for any h ∈ H(G, J) (the Hecke algebra
of G with respect to J), if U1 ⊂ X1/J denotes the domain of def-
inition of φJ then there is a smaller neighborhood U
′
1 of Z/J such
that for any J-invariant function f on U ′1 we have:
h ∗ φJ∗f = φJ∗(h ∗ f),
where φJ∗f denotes the push-forward of f through the bijection φJ .
(3) Its restriction to XΘ ⊂ NZX¯ (cf. Proposition 2.5.3) does not de-
pend on the embedding X¯, in the following sense: for any two em-
beddings X, X
′
, orbit closures Z,Z′ as before and representatives
φJ , φ
′
J for the corresponding germs expΘ,J , there are J-stable neigh-
borhoods NΘ, N
′
Θ of Z, resp. Z
′ in XΘ, such that φJ |(NΘ∩N ′Θ)/J =
φ′J |(NΘ∩N ′Θ)/J . Hence, by working with all orbit closures belong-
ing to Θ-infinity in a wonderful compactification, we get a well-
defined germ expΘ,J ∈ Mor∞Θ(XΘ/J,X/J) which does not depend
on choices.
Notice that, by the third statement, the “eventual equivariance” property
of the second statement extends to a neighborhood of Θ-infinity, when applied
to smooth functions on XΘ.
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Proof. The preservation of volume follows immediately from the exis-
tence of distinguished equivariant morphisms between open B-orbits (2.5)
and the characterizing property of the measure on XΘ (Proposition 4.2.1).
We come to the proof of eventual equivariance: It is enough to prove it
for elements of the Hecke algebra of the form h = JgJ . Write the double
coset JgJ as a (finite) disjoint union of right cosets:
JgJ = ⊔igiJ.
Let J ′ = J ∩ ⋂i giJg−1i (an open compact subgroup of G), and choose a
distinguished map φ giving rise to representatives φJ and φJ ′ for expΘ,J ,
expΘ,J ′ .
We obviously have, eventually:
φJ∗(h ∗ f) = φJ∗(
∑
i
gi · f) =
∑
i
φJ ′∗(gi · f).
Therefore, it is enough to show that
φJ ′∗gi · f = gi · φJ ′∗f.
But the maps: φ−1g−1i φgi are also distinguished, so the result follows from
Proposition 4.3.1.
The independence from the orbit closure for a given embedding is seen
as follows: If two orbit closures Z,Z′ belonging to Θ-infinity do not inter-
sect, then they have disjoint neighborhoods, so there is nothing to prove.
Otherwise, their intersection also belongs to Θ-infinity, and it is therefore
enough to prove independence when one (say, Z) is contained in the other.
In that case we have natural identifications of normal bundles:
NZX = NZ(NZ′X).
If we set Y = NZ′X, there is an “exponential map”:
φ : NZY → Y,
i.e. p-adic analytic map fixing Z and inducing the identity on its normal
bundle, which is the identity on the open G-orbits, both identified with XΘ
via Proposition 2.5.3; indeed, this can easily be seen by invoking the normal
bundle degeneration and the Local Structure Theorem 2.3.4. Composing
with an exponential map from Y to X we see that in a neighborhood of Z
the two exponential maps coincide.
Thus we have a well-defined germ expΘ,J of maps in a neighborhood of the
Θ-infinity of the given embedding (a priori, depending on the embedding).
Given two smooth toroidal embeddingsX,X
′
, now, by the Luna-Vust theory
we can find a third oneX
′′
, openG-invariant subsetsU,U′ ⊂ X′′ and proper
morphisms: U→ X,U′ → X′. Indeed, such an embedding can be obtained
by constructing a fan, as described in §2.3.5, which contains a partition of
C, for every cone C in the fan of X or X′.
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It is easy to see that any representative for expΘ,J on X, resp. X
′ pulls
back to a representative for expΘ,J on U, resp. U
′, and their germs glue
together to the germ expΘ,J for X
′′
.

4.3.4. Transitivity. Let X be a smooth toroidal embedding of X, Z an
orbit closure belonging to Θ-infinity, and Z′ ⊂ Z an orbit closure belonging
to Ω-infinity, for some Ω ⊂ Θ. Then NZX is a smooth toroidal embedding
of XΘ, and hence it is clear from the identity:
NZ′
(
NZX
)
= NZ′X
that XΩ is canonically identified with the corresponding boundary degen-
eration of XΘ. (One can also argue that using the affine degeneration of
§2.5.)
If φ : NZ′X¯ → X is a p-adic analytic map inducing the identity on the
normal bundle to Z ′ and respecting G-orbits, then its partial differential
along Z:
NZ′X¯ → NZX¯
also has the same properties. Hence, the exponential maps satisfy the tran-
sitivity property:
expΩ = expΘ ◦ expΘΩ , (4.4)
where by expΘΩ we denote the corresponding exponential map for XΘ (i.e. a
compatible collection, over J , of elements of MorZ/J(XΘ/J,X/J)).
5. Asymptotics
From now on we assume that X is wavefront, with Z(G)0 sur-
jecting onto Z(X).
5.1. The main result. The main goal of this section is to relate the
asymptotic behavior of eigenfunctions on X to eigenfunctions on the bound-
ary degenerations. Here we use the word “eigenfunctions” freely, meaning
elements of C∞(X) generating irreducible representations. As we saw in the
previous section §4.1, the measure on X canonically induces an AX,Θ ×G-
eigenmeasure, with the same G-eigencharacter, on each boundary degener-
ation XΘ, which allows us to formulate the main theorem.
Recall that the notion of Θ-infinity has been introduced in §2.3.6.
5.1.1. Theorem. For every Θ ⊂ ∆X there exists a unique G-morphism
eΘ : C
∞
c (XΘ) −→ C∞c (X) (5.1)
with the property that for every open compact subgroup J ⊂ G and any rep-
resentative φJ of expΘ,J there is a (J-stable) neighborhood NΘ of Θ-infinity
such that for all f ∈ C∞c (NΘ)J we have:
eΘ(f) = φJ∗(f). (5.2)
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In fact, the morphism is characterized by the validity of (5.2) in a neighbor-
hood of some orbit closure Z belonging to Θ-infinity in some smooth toroidal
embedding X.
The notation eΘ derives from “exponential map”, but also from the name
“Eisenstein series”, because the global analog of eΘ is the construction of
pseudo-Eisenstein series. A neighborhood NΘ of Θ-infinity as in the theo-
rem will be called “J-good”, and NΘ/J will be identified with a subset of
both X/J and XΘ/J via the map φJ as above (which is now a canonical
representative of the exponential map, restricted to NΘ/J). We will some-
times, by abuse of language, treat NΘ itself as a subset of both X and XΘ,
when the statements that we are making are really about NΘ/J .
We observe that, ifNΘ denotes a neighborhood of Θ-infinity for each Θ ⊂
∆X , then
⋃
Θ 6=∆X
NΘ necessarily has compact-modulo-center complement
inside X, as follows from the compactness of a wonderful embedding X.
Therefore, the theorem indeed controls the asymptotics in all directions
simultaneously.
On the other hand, for given Θ, the last statement of the theorem shows
that the map eΘ is characterized by its restriction along a unique direc-
tion towards Θ-infinity, in the following sense: Recall from the Luna-Vust
theorem 2.3.1 that to any half-line in V = the cone of invariant valuations
for X we can attach a smooth toroidal embedding (where smoothness fol-
lows from the local structure theorem 2.3.4). This embedding has a unique
non-open G-orbit, and by choosing the half-line in the interior of the face
corresponding to Θ, this G-orbit will belong to Θ-infinity.
Dually, we have a morphism:
e∗Θ : C
∞(X)→ C∞(XΘ). (5.3)
Theorem 5.1.1 is equivalent to:
5.1.2. Theorem. There is a unique G-morphism
e∗Θ : C
∞(X)→ C∞(XΘ)
with the property that for every open compact subgroup J ⊂ G and any rep-
resentative φJ of expΘ,J there is a (J-stable) neighborhood NΘ of Θ-infinity
such that for all f ∈ C∞(X)J we have:
e∗Θ(f)|NΘ = φ∗J(f |NΘ). (5.4)
In fact, the morphism is characterized by the validity of (5.4) in a neighbor-
hood of some orbit closure Z belonging to Θ-infinity in some smooth toroidal
embedding X.
For every smooth representation π of G and any G-equivariant map:
M : π → C∞(X), the composition with this morphism gives rise to a G-
morphism:
HomG(π,C
∞(X)) ∋M 7→MΘ ∈ HomG(π,C∞(XΘ)) (5.5)
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which will be called the “asymptotics” map. It has the property that for
any v ∈ πJ we have:
M(v)|NΘ =MΘ(v)|N ′Θ . (5.6)
Moreover, (5.6) uniquely characterizes MΘ.
We shall give two proofs of this result:
(1) In §5.2 we formulate a “morally satisfactory” proof based on the
“stabilization theorem” of Bernstein and the exp-map;
(2) In §5.3 we give a “quick and dirty” proof, using the known results
about asymptotics of smooth matrix coefficients (of course, this
sweeps under the carpet all arguments of the previous approach,
which are used to establish the result in the group case). This
method requires some additional piece of information, namely a
(weak) generalized form of the Cartan decomposition which can be
derived from the geometry of the wonderful embedding, in order to
show that Gx-invariant functionals (where x ∈ X) can be computed
using smooth matrix coefficients.21
5.1.3. Remark. (i) Recently, Bezrukavnikov and Kazhdan gave a
proof of second adjunction [BK15] using the geometry of the wave-
front compactification in the group case. In particular, they give
in §4 a beautiful abstract approach to essentially the same problem
(although phrased in a special case, their method adapts without
change to the current situation). In the current context, it gives an-
other proof of asymptotics, without using Bernstein’s stabilization
theorem. It uses as input certain finite generation statements such
as Remark 5.1.7; in our context, we obtain these a posteriori from
the asymptotics and the knoweldge that X is wavefront. Although
the argument can be reordered so that the proof of [BK15] goes
through, it does not allow us to bypass the requirement that X be
wavefront.
(ii) Also, we observe that our proofs do not require Bernstein’s results
if, for instance, one is interested only in the case of π admissible
(as is the case with the unitary theory in this paper). In that case,
one can easily see that the usual facts about the Jacquet module
suffice. Bernstein’s results are used to generalize from the case
of admissible representations to general smooth representations –
a generalization that, although conceptually very pleasing, we do
not strictly require for the the largest part of the paper (except for
section 15).
5.1.4. Remark. If Θ ⊃ Ω then we can apply the theorem to the variety
XΩ in order to get a morphism e
Ω
Θ : C
∞
c (XΘ)→ C∞c (XΩ). Clearly, we have
21This observation has already appeared in work of Lagier [Lag08] and Kato-Takano
[KT08].
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the transitivity property: eΩ ◦eΩΘ = eΘ, since the exponential maps have the
same transitivity property (4.4).
The theorem implies the following:
5.1.5. Theorem (Finiteness of multiplicities.). Let π be an irreducible
smooth representation of G, and let X be a wavefront spherical variety with
Z(G)0 ։ Z(X). Then:
dimHomG(π,C
∞(X)) <∞.
Proof. First, we claim:
For any Θ ⊂ ∆X , we have dimHomG(π,C∞(XΘ)) < ∞
if and only if dimHomAX,Θ×G(χ ⊗ π,C∞(XΘ)) < ∞ for
every character χ of AX,Θ.
Indeed, recall that C∞(XΘ) is induced from the P
−
Θ representation
C∞(XLΘ), and by Proposition 2.7.2 the action of AX,Θ is induced by the
center of the corresponding Levi LX,Θ (up to possibly a finite index due to
the fact that the map of k-points: Z(LΘ)0 → AX,Θ may not be surjective).
Since π is irreducible, there is only a finite number of distinct characters χ of
Z(LX,Θ)0 such that π could be embedded in a representation induced via P−Θ
from a representation of LΘ with Z(LΘ)0-character χ. Therefore, finiteness
for every character χ implies finiteness for π, forgetting the AX,Θ-action.
Now we may assume, by induction, that the theorem is true for XΘ
under the AX,Θ × G-action, for every Θ ( ∆X . Recall from Proposition
2.7.2 that XΘ is also wavefront under this action.
Now, the common kernel of all the asymptotics maps (5.5) (excluding
Θ = ∆X), consists of morphisms: π → C∞(X) such that the image of πJ
is supported on the complement of all neighborhoods NΘ of Theorem 5.1.1.
This complement has a finite number of J-orbits modulo the action of Z(X),
and therefore, since Z(G)0 ։ Z(X)), dimHomG(π,C∞(X)) <∞. 
5.1.6. Remark. This proof only gives a bound for the dimension of
HomG(π,C
∞(X)) which depends on the level of π, i.e. on which subgroup
J is such that πJ 6= 0. It is natural to ask whether there exists a bound
independent of π. A plausible such upper bound would be the generic multi-
plicity of unramified principal series, computed in [Sak08, Theorem 5.3.2].
5.1.7. Remark. Aizenbud-Avni-Gourevitch [AAG12] have established
the following result (using, as input, the finiteness of multiplicities): If J is
an open compact subgroup of G, then
C∞c (X)
J is finitely generated as a module under the J-
Hecke algebra H(G, J).
Let us sketch how the theorem may be used to give another proof of this
result: one argues just as in the previous result, but using the dual maps
C∞c (X) −→ C∞c (XΘ), together with the fact (due to Bernstein) [Ber84,
3.11] that if P is a parabolic with associated Levi decomposition P = MN
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and J admits the Iwahori decomposition J = J−JMJ+, then parabolic in-
duction maps finitely generated H(M,JM )-modules to finitely generated
H(G, J)-modules.
Finally, we introduce some language in order to describe another corol-
lary of the asymptotics. This will be only used much later (Proposition
15.3.6) to show meromorphic continuation of certain intertwiners related to
“Eisenstein integrals.”
A function on an abelian group is said to be finite if its translates (under
the action of that abelian group on itself by multiplication) span a finite-
dimensional vector space. For a normal k-variety V with a distinguished
divisor D, we will say that a complex-valued function F on V is D-finite if
for every x ∈ V there is a neighborhood of Vx of x, and rational functions
f1, . . . , fm, whose zero and polar divisors are contained in D such that, on
Vx − Vx ∩D, the function F agrees with the pullback of a finite function on
Gmm by (f1, . . . , fm).
The notion of finite function is stable under pullback, i.e. given a mor-
phism π : V1 → V2 of algebraic varieties, a divisor D2 ⊂ V2, and a function
f2 on V2 that is D2-finite, the pullback π
∗f2 is D1-finite, whereD1 = π
−1D2.
5.1.8. Corollary. Let X¯ be a smooth toroidal embedding of X, and let
ν : π → C∞(X) be a morphism from an admissible representation. Then
the image of ν consists of (X¯ rX)-finite functions.
The statement makes sense since, as we have seen from the Local Struc-
ture Theorem 2.3.4, the complement of the openG-orbit in a smooth toroidal
embedding is a union of divisors intersecting transversely.
Proof. For any point x ∈ X¯, assumed to belong to a G-orbit Z cor-
responding to Θ ⊂ ∆X , we can find by (2.5) algebraic identifications of
its neighborhoods in X and XΘ which are compatible with the exponential
map. Therefore, it is enough to show that the image of e∗Θ ◦ ν consists of
finite functions (with respect to the complement of XΘ in NZ¯X¯). But then
this notion of finiteness can be seen to be equivalent to finiteness under the
action of the torus of Lemma 2.4.2, which is a subgroup of Z(XΘ), and the
image of admissible representations is clearly Z(XΘ)-finite. 
5.2. Proof of asymptotics. In this subsection we prove Theorem
5.1.1, or rather its adjoint Theorem 5.1.2. We fix a Θ ⊂ ∆X , a smooth
toroidal embeddingX and aG-orbit closure Z belonging to Θ-infinity. From
now on we will be denoting by expΘ a representative for expΘ,J , where J is
an open compact subgroup under which the functions under consideration
are invariant. The dependence on J is suppressed from the notation, since
the choice of J does not matter for the statements.
We assume for notational simplicity that G has a unique orbit on XΘ.
Fix a parabolic subgroup in the class of P−Θ (denoted thus), and recall from
§2.7 that this identifies a subvariety ofXΘ as the Levi variety XLΘ; its closure
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in X intersects Z along a P−Θ-stable set Z1. (Both the X
L
Θ and Z1 are the
sets of all elements of XΘ, resp. Z whose stabilizer Gz belongs to P
−
Θ, or
equivalently: U−Θ ⊂ Gz ⊂ P−Θ.) We have a map: XLΘ → Z1 arising from
the structure of XΘ as a subset of the normal bundle to Z, and we denote
by fiber(z) the preimage of a given point z ∈ Z1. Note that fiber(z) is
homogeneous under AX,Θ = Z(XΘ).
Then Theorem 5.1.2 is equivalent to the following:
5.2.1. Proposition. (Assuming a unique G-orbit on XΘ.)
There is a system (NJ)J of J ∩ P−Θ -stable neighborhoods of Z1 in 22
XLΘ, as J varies over a basis of open compact subgroup-neighborhoods of the
identity in G, with the following property:
For any z in the open P−Θ -orbit (equivalently: LΘ-orbit) in Z1, there is
a G-morphism:
C∞(X) ∋ f 7→ fΘ ∈ C∞(XΘ)
(a priori, depending on z) such that, for any J-invariant f ,
fΘ = exp
∗
Θ f on fiber(z) ∩NJ . (5.7)
Moreover, there is a unique G-morphism which has property (5.7) for
some z and for some such system of neighborhoods of z in fiber(z).
When there are multiple G-orbits on XΘ or, rather, on the open orbit
in Z, one just needs to choose more than one z’s representing all orbits.
Of course, the proposition follows from Theorem 5.1.2 (applied to the
given embedding X and orbit closure Z), but we will see that, vice versa,
the validity of the proposition for every pair (X,Z) implies the full theorem:
Proof of Theorem 5.1.2 assuming Proposition 5.2.1. We first check
that the morphism supplied by the proposition is independent of choice of
z, so let us temporarily denote the fΘ provided by the proposition by f
z
Θ.
Notice that P acts transitively on the k-points of the open P-orbit of Z1,
since it is self-normalizing in G (and we are assuming that G acts transitively
on XΘ, hence also on the points of the open G-orbit on Z). For z
′ := zg,
g ∈ P , and f a g−1Jg-invariant function, the functions (gf)zΘ = gf zΘ and
exp∗Θ(gf) coincide on NJ ∩ fiber(z); so f zΘ and g−1 exp∗Θ(gf) coincide on
NJ ·g∩fiber(z′). Now, the system (NJ · g)J is still a system of neighborhoods
of Z1, and we can replace it by a system of smaller neighborhoods (N ′J)J
so that g−1 exp∗Θ(gf) = f there (for any such f). Then f
z
Θ and exp
∗
Θ(f)
coincide on N ′J ∩ fiber(z′). The uniqueness statement of the Proposition
implies that f zΘ = f
z′
Θ .
Now we show that the map f 7→ fΘ has the properties of Theorem 5.1.2,
first for the given pair (X,Z). First of all, by continuity of the map expΘ
and the validity of the above proposition in a neighborhood (s. footnote 22)
of Z1, property (5.7) holds for any z ∈ Z1, not only in the open orbit. The
22 By this, we more properly mean that NJ is of the form N
′
J ∩X
L
Θ , where N
′
J is a
neighborhood of Z in its normal bundle.
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space P−Θ \G is compact; let K1 ⊂ G be a compact preimage of it. Given an
open compact subgroup J , let J0 be the intersection of kJk
−1, k ∈ K1, and
denote by N˜J the union of the sets NJ0k, k ∈ K1; it is a neighborhood of
Θ-infinity (the closure of Z) in XΘ. If f ∈ C∞(X)J and z ∈ N˜J , there is a
k ∈ K1 such that zk−1 ∈ NJ0 , and the function k · f is kJk−1-invariant, in
particular J0-invariant. Hence we have:
fΘ(z) = kfΘ(zk
−1) = exp∗Θ(kf)(zk
−1) = k−1 exp∗Θ(kf)(z).
Again, by the compactness of K1 we may replace N˜J by a smaller neigh-
borhood of Θ-infinity on which k−1 exp∗Θ(kf) = f for every k ∈ K1 and
f ∈ C∞(X)J . This shows that (5.4) holds in a neighborhood NΘ of the
orbit closure Z in the given embedding X.
Now, as in the proof of Proposition 4.3.3, for two different pairs (X,Z),
(X
′
,Z′) we will work with a third smooth toroidal embedding X
′′
which
contains open G-stable subsets U,U′ properly dominating X, resp. X
′
. If
the morphisms f 7→ fΘ obtained from different orbit closures belonging
to Θ-infinity in X
′′
are equal, then so are the morphisms obtained from
the pairs (X,Z), (X
′
,Z′). Thus, the existence statement of the theorem is
reduced to the case when X = X
′
but the orbit closures Z, Z′ are different.
Moreover, again by passing to another embedding, we may assume that Θ-
infinity is connected ; this amounts to saying that the support of the fan of
X with the relative interior of the face of V (the cone of invariant valuations)
corresponding to Θ is connected. This includes, for example, the elementary
case X = Gm ⊂ X = P1, Z = {0},Z′ = {∞} (where Θ = ∆X = ∅ and the
open orbit Gm also belongs to Θ-infinity).
Under these assumptions, if we consider the equivalence relation between
all orbit closures belonging to Θ-infinity generated by: Z ∼ Z′ ⇐⇒ Z ⊃
Z′ or Z′ ⊃ Z, then all orbits are equivalent, and we are reduced to consider-
ing the case of two pairs (X,Z) and (X,Z′) with Z ⊂ Z′. We need to prove
that the corresponding morphisms: C∞(X)→ C∞(XΘ) (temporarily to be
denoted by f 7→ fZΘ and f 7→ fZ
′
Θ ) are identical.
In this case, the validity of the theorem for NΘ = a neighborhood of
Z is evidently weaker than its validity for a neighborhood of Z′. However,
identifying XΘ with the open G-orbit in both NZX and NZ′X, a neigh-
borhood of Z in XΘ does include a neighborhood of z in fiber(z), for some
point z in the open G-orbit on Z ′. Thus, the map f 7→ fZΘ satisfies (5.7)
in that neighborhood of z in fiber(z), and by the uniqueness statement of
Proposition 5.2.1 it has to coincide with the map f 7→ fZ′Θ . This proves
Theorem 5.1.2.
The characterization (uniqueness) statement follows from the uniqueness
statement of Proposition 5.2.1.

5.2.2. Setup for the proof of Proposition 5.2.1. Let us fix z ∈ Z. The
idea in the proof of the proposition is to replace the action of the monoid
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A+X,Θ along the orbit of a point x ∈ fiber(z) by the right action of a subtorus
of G, or rather a subalgebra of the Hecke algebra of G.
For that reason, choose a Levi subgroup LΘ of P
−
Θ. We have seen in
Proposition 2.7.2 that Z(LΘ)0 surjects onto AX,Θ and this induces a sur-
jection of positive chambers at the level of Lie algebras (as noted at the end
of the proof of Proposition 2.7.2). In what follows we use a, b to denote ele-
ments of Z(LΘ)0. For a ∈ Z(LΘ)0, we write |a| = maxδ |δ(a)|, the maximum
being taken over all negative roots for Z(LΘ) with respect to PΘ, or what is
the same, the positive roots with respect to P−Θ. We let Z(LΘ)+ ⊂ Z(LΘ)0
denote the set of elements where |a| ≤ 1, i.e. |χ(a)| ≤ 1 for all negative roots
with respect to PΘ.
Note that Z(LΘ)0 ։ AX,Θ induces Z(LΘ)+ → A+X,Θ (this map may not
be surjective because of the operation of taking k-points, however).
As elsewhere, we write, for a ∈ Z(LΘ)+, that “a is sufficiently deep” in
place of “ there exists ε > 0 so that, whenever |a| ≤ ε, ... ” Finally, for
x ∈ fiber(z) we put
xa := x · a.
5.2.3. Lemma. For every open compact subgroup J with Iwahori factor-
ization with respect to PΘ and P
−
Θ , the elements of the Hecke algebra:
ha := 1JaJ , a ∈ Z(LΘ), |a| ≤ 1.
satisfy: ha⋆hb = hab (where b is also an element of Z(LΘ) satisfying |b| ≤ 1).
This is straightforward and well-known. As a consequence, the vector
space spanned by these elements is a subalgebra H of the Hecke algebra of
G. For now we fix such a subgroup J and the notation of the lemma.
We notice the following fact: for |a| ≤ 1 and arbitrary b we have
xb · JaJ = xbaJ ⊂ XΘ because, recalling that x is stabilized by the unipo-
tent radical of P−Θ and taking a corresponding Iwahori factorization J =
(J ∩ U)︸ ︷︷ ︸
J+
(J ∩ P−)︸ ︷︷ ︸
J−
, we have xb · JaJ = x · bJ+J−aJ = x · ba(a−1J−a)J , and
we have a−1J−a ⊂ J− because |δ(a−1)| ≤ 1 for all negative roots for P−Θ.
Equivalently, if we denote by ha−1 the adjoint of ha (which is equal to
the characteristic measure of Jλˇ(a−1)J) then:
ha−1 ⋆ 1xbJ = 1xabJ . (5.8)
Let us denote by H′ the algebra spanned by the elements ha−1 . Obvi-
ously, the elements ha−1 also satisfy the analogous statement of the previous
lemma, i.e. ha−1 ⋆ hb−1 = ha−1b−1 .
5.2.4. Lemma. The exponential map is “eventually equivariant” in fiber(Z1)
with respect to the action of the algebra H′; that is, there exists a J-stable
neighborhood NJ of Z1 in fiber(Z1) · J such that, for any x ∈ NJ and any
|b| ≤ 1 we have:
expΘ(hb−1 ⋆ xJ) = hb−1 ⋆ expΘ(xJ).
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Of course, we have in our notation identified sets with their characteristic
functions.
Proof. This follows from the facts:
(i) H′ is finitely generated;
(ii) the eventual equivariance of Proposition 4.3.3;
(iii) For each x ∈ fiber(Z1) and every ε > 0 the linear span of the
characteristic functions of the sets xaJ with a ≤ ε is H′-stable – cf.
(5.8).

As we have mentioned, the validity of the Proposition is independent of
the choice of NJ , and so we indeed take the neighborhood NJ so that the
prior Lemma is valid.
5.2.5. Inverting elements in the Hecke algebra. Now recall Bernstein’s
“stabilization theorem” (see [Ber, p 65]): For any smooth representation π
and a sufficiently close to zero (how close depends only on J), the action of
ha on π
J is stable, i.e.:
πJ = ker(π(ha))⊕ im(π(ha)). (5.9)
This stabilization theorem implies the generalization of “Jacquet’s lemma”
to the smooth case. Let N− denote the unipotent radical of P−Θ, and denote
by the subscript N− the Jacquet module (coinvariants) of a representation
with respect to N−. The map
πJ → πJ∩P
−
Θ
N−
which intertwines the action of hb with the action
23 of πN−(b) – has for
kernel exactly ker(π(ha)), thereby inducing a bijection of im(π(ha)) onto
π
J∩P−Θ
N−
.
The decomposition (5.9) is independent of the choice of a sufficiently
small a. It follows that the Hecke elements hb act invertibly on im(π(ha))
so long as a, b are sufficiently small. We extend this inverse to an operator
h˜b on π
J by defining h˜b to be zero on ker(π(ha)).
Let us denote by lJ the inverse of the induced bijection im(π(ha)) →
π
J∩P−Θ
N−
, the “canonical lift” to πJ . In these terms, we have:
h˜b(f) = lJ(πN−(b
−1)fN−), f ∈ πJ , (5.10)
where fN− is the image of f in the Jacquet module. Let us note in particular
that h˜b (bf) is then lJfN−.
23because we may write hbv = (J ∩N
−)b · b−1(J ∩ PΘ)b · v; but b
−1(J ∩ PΘ)b fixes v
for sufficiently small b
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5.2.6. The proof of Proposition 5.2.1. We take the subgroups J in our
basis to admit Iwahori factorization with respect to PΘ and P
−
Θ , and for a
given J choose NJ as in Lemma 5.2.4. Take x ∈ NJ ∩ fiber(z); recall that z
is stabilized by N−.
Applying the remarks of §5.2.5 to the representation π = C∞(X), we
can define a functional:
Λ(f) = lim
|a|→0
(h˜af)(expΘ(xaJ)). (5.11)
This functional a priori depends on choices. Our goal is to show that it
does not, and that it is in fact Gx-invariant, defining by Frobenius reciprocity
the morphism: e∗Θ : C
∞(X) → C∞(XΘ) that we are aiming at. Moreover,
the resulting morphism f 7→ fΘ has the characterizing property (5.7) if we
take NJ := aNJ where a ∈ Z(LΘ) satisfies |a| < ε′, ε′ as in (3) below, and
NJ was the neighborhood from Lemma 5.2.4.
All this follows from the numbered statements following. In what follows,
elements a, b are always in Z(LΘ)+.
(1) The limit (5.11) stabilizes for |a| < ε, where ε > 0 depends only on
J .
Indeed, for a small as in Lemma 5.2.4 and any a′ with |a′| ≤ 1
we have:
h˜aa′f(expΘ(xaa′J)) =
h˜a′ h˜af(expΘ(ha′−1 ⋆ xaJ)) =
ha′ ⋆ (h˜a′ h˜af)(expΘ(xaJ)) =
h˜af(expΘ(xaJ)),
the first step by (5.8), the second step due to Lemma 5.2.4, the
third because ha′ and h˜a′ are inverse on the image of ha.
(2) The limit (5.11) is independent of J , and hence extends to a well-
defined functional on π = C∞(X).
Indeed, for J ′ ⊂ J we clearly have im(lJ ) ⊂ im(lJ ′), and there-
fore lJ ′v = lJv for every v ∈ πJ∩P
−
Θ
N−
.
(3) For every f ∈ πJ and |a| < ε′ (where ε′ > 0 depends only on J) we
have:
Λ(π(a)f) = f(expΘ(xaJ)).
(This gives (5.7) for a suitable choice of neighborhood, as men-
tioned above.)
Indeed, by the definition we have (for |a| < ε, where ε is as in
(1)):
Λ(π(a)f) = (projim(lJ )f)(expΘ(xaJ)),
where the projection is with respect to the direct sum (5.9). Hence,
if f ∈ im(lJ ) then we are done. For general f , write f¯ := projim(lJ )f
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for the projection of f onto the image of the canonical lift; take b
small enough so that hb is stable, and take a with |a| < ε. Then:
Λ(π(ab)f) = f¯(expΘ(xabJ)) = f¯(hb−1 ⋆ expΘ(xaJ))
= hb ⋆ f¯(expΘ(xaJ)) = (projim(lJ)hb ⋆ f)(expΘ(xaJ))
= hb ⋆ f(expΘ(xaJ)) = f(expΘ(xabJ)),
so the statement holds for ε′ = |b| · ε.
(4) Property (3) characterizes Λ among functionals on π which factor
through πN− . (The fact that Λ factors through πN− follows from
(5.10).)
Indeed, let us fix a J in order to show that any Λ′ with the
same property coincides with Λ on πJ . For any f in the image of
πJ and a ∈ Z(LΘ) with |a| ≤ ε′ (where ε′ is such that property (3)
holds for both Λ and Λ′) we have:
Λ′(π(a)f) = f(expΘ(xaJ)) = Λ(π(a)f).
But, by assumption, Λ′ factors through πN− ; since π
J surjects onto
π
P−Θ ∩J
N−
and πN−(a) acts invertibly on π
P−Θ ∩J
N−
, it follows that Λ and
Λ′ coincide there.
(5) The functional Λ is Gx-invariant.
Indeed, for any g ∈ Gx the functional f 7→ Λ(π(g)f) also satis-
fies (3): We may assume that g ∈ LΘ – recall that we are supposing
that the stabilizer of x lies between N− and P−Θ .
Then:
Λ(π(g)π(a)f) = Λ(π(a)π(g)f)
(since a ∈ Z(LΘ))
= (π(g)f)(expΘ(xa(gJg
−1))) for small a
(notice that since a belongs to the center of LΘ, π(g)f is in the
image of the canonical lift for gJg−1 if f is in the image of the
canonical lift for J , hence the corresponding ε′ remains dependent
only on the open compact subgroup for such elements)
= f(expΘ(xagJ))
(by eventual equivariance; again, the implicit estimate is indepen-
dent of the particular f)
= f(expΘ(xaJ)).
This proves Proposition 5.2.1, and hence Theorems 5.1.1, 5.1.2.
We note that the uniqueness statement also follows directly for the fol-
lowing, which is proven like part (4) in the above proof and is more gen-
eral than the setting of spherical varieties. (It applies if we replace XΘ by
N−\G.)
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5.2.7. Lemma. If J is an open compact subgroup, and NΘ a J-stable
neighborhood of Θ-infinity in XΘ, then the elements of C
∞
c (XΘ)
J which
are supported in NΘ generate C
∞
c (XΘ)
J under the Hecke algebra of J-
biinvariant functions.
Proof. Let V denote the quotient of C∞c (XΘ) by the G-subspace gen-
erated by the elements of C∞c (XΘ)
J which are supported on NΘ. If V
J 6= 0,
then the smooth dual π of V , a subspace of C∞(XΘ), will also have a non-
zero space of J-invariant elements, with the property that, as functions on
XΘ, f(a · x) = 0 for any x and for a ∈ A+X,Θ “small” enough.
If now x is a point where f(x) 6= 0 for some f ∈ πJ , N− denotes the
unipotent radical of the parabolic of type P−Θ contained in the stabilizer of x,
and Λ′ denotes the functional “evaluation at x”, then on one hand Λ′(f) 6= 0
and on the other Λ′(π(a)f ′) = f ′(xa) = 0 for every f
′ ∈ πJ and a ∈ Z(LΘ)
sufficiently “small” (depending only on x). On the other hand, Λ′ factors
through the Jacquet module πN− , the map π
J → πJ∩P
−
Θ
N−
is surjective, as
mentioned above (as a corollary of the stabilization theorem), and a acts
invertibly on π
J∩P−Θ
N− , from which we get that fN− = πN−(a)f
′
N− for some
f ′ ∈ πJ , and hence
Λ′(f) = Λ′(π(a)f ′) = 0,
a contradiction. 
5.3. Cartan decomposition and matrix coefficients. The above
were just a reformulation of arguments due to Casselman and Bernstein, us-
ing the wavefront assumption for the variety X which allowed us to “push” a
point on X to infinity using only “anti-dominant” cocharacters (with respect
to a parabolic whose open orbit includes this point).
On the other hand, we can also present the above argument in a way
where we reduce everything to the (known) case of smooth matrix coeffi-
cients on the group. This argument first appeared in [Lag08], [KT08]. The
reduction to smooth matrix coefficients is based on the following observa-
tion, for which we assume as fixed a Borel subgroup B and we consider the
“universal Cartan” AX of X as a subvariety of X as explained in §2.1. We
also fix a maximal torus A ⊂ B such that AX is an A-orbit, and denote
by A+ the anti-dominant elements of A. We denote by A+X the elements of
AX corresponding to the cone V of invariant valuations under the canonical
map: A+X → Λ+X ; in the wavefront case, the map: A+/A(o) → A+X/AX(o)
is surjective.
5.3.1. Lemma. For any spherical variety X, there is a compact subset
U ⊂ G such that A+XU = X.
For symmetric spaces see the paper [BO07].
Proof. For the purpose of this proof, we may replace X by its quotient
by Z(X). After all, if we have found such a set U which works for that
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quotient, then any point x ∈ X differs from an element of A+XU by an
element of Z(X), but A+X is Z(X)-invariant.
Let X¯ be a wonderful embedding of X, and let Y be the toric embedding
of AX of the Local Structure Theorem 2.3.4. Being a toric variety under the
split torus AX , it admits a canonical structure over o – that is to say, the
toric scheme defined by the same combinatorial data – andY(o)∩AX = A+X .
We may assume that U is open; then, by the Local Structure Theorem
again, Y(o)U will be open in X¯.
We now prove, for each G-orbit Z ⊂ X¯ , that there exists a compact open
subset U such that (Y(o) ∩ Z)U = Z. In particular, taking Z = X, this
implies the desired assertion. We proceed by induction on the dimension of
Z.
The orbit Z of minimal dimension is closed and thus compact. So the
assertion is clear in this case.
Take a general orbit Z. By inductive assumption, we may assume that
U has been chosen so large that Y(o)U contains all orbits Z ′ of lower dimen-
sion. Because Y(o)U is open, it contains an open neighborhood of all these
Z ′. But, because the closure of Z is compact, this means that Z −Y(o)U
is compact. Enlarging U appropriately, then, we may suppose that Y(o)U
contains Z, as desired.

In particular, ifX is wavefront, there are a finite subset {x1, . . . , xn} ⊂ X˚
and a compact subset U ⊂ G such that:
∪ixiA+U = X.
Based on this, we can prove:
5.3.2. Corollary (TheWavefront Lemma). Let X be a wavefront spher-
ical variety and x0, x1, . . . representatives for the G-orbits on X. Let oi :
G → X be the corresponding orbit maps. There is a subset G+ ⊂ G
such that ∪ioi(G+) = X and with the property: For every open K1 ⊂ G
there is an open K2 ⊂ G such that for every i and every g ∈ G+ we have
oi(g)K1 ⊃ xiK2 · g.
To reformulate, assuming without loss of generality that K1 and K2 are
subgroups: If we take a double coset K2gK1 with g ∈ G+, its image under
oi consists of a single K1-orbit. Informally, the orbit map does not “smear
out” a double coset too much. Although in some ways inelegant, this is a
very useful tool for reducing questions about X to questions about G.
In particular, oi defines a map K2\K2G+K1/K1 → X/K1. In other
words, if we enlarge G+ to be left K2-invariant and right K1-invariant, the
orbit map defines
o : K2\G+/K1 −→ X/K1.
Such a result was used by Eskin and McMullen [EM93] – where X is
a symmetric variety under a semisimple real group G – in order to estab-
lish certain equidistribution and counting results. These arguments partly
78
inspired an early version of this section and we owe an intellectual debt to
these authors.
Proof of the corollary. For notational simplicity, let us assume
that there is only one G-orbit represented by x0 ∈ X˚ , and that the map
A→ AX (hence also the map A+ → A+X , where A+ denotes anti-dominant
elements in A) is surjective. We can take the subset G+ = A+U and then it
is clearly enough to prove the lemma for g ∈ A+; indeed, one is reduced to
this case by replacing K1 by the intersection of all of its U -conjugates (which
is open since U is compact). By shrinking K1 further, if necessary, we may
assume that it admits a decomposition: K1 = N
−M+ where N− belongs
to the unipotent radical of the parabolic opposite to B and M+ = K1 ∩ B
is completely decomposable: M+ = (M+ ∩ A) ·∏α>0Mα, with the Mα’s
belonging to the corresponding root subspaces.
For g ∈ A+, we have g−1M+g ⊂ M+. Therefore, x0gK1 ⊃ x0gM+ ⊃
x0M
+g. Since x0B is Zariski open and hence x0M
+ is open in the Hausdorff
topology, we can find a compact open subgroup K2 of G such that x0K2 ⊂
x0M
+. 
We also mention the following strengthening of Lemma 5.3.1, which
has been proven under additional assumptions. It generalizes the Cartan
and Iwasawa decompositions. In what follows, we assume smooth integral
models over o for the groups and varieties involved (and reductive, for G;
in particular, K = G(o) is a hyperspecial maximal compact subgroup), and
we assume that the point x0 used to define AX as a subset of X in §2.1
belongs to X˚(o).
5.3.3. Theorem (Under additional assumptions). The set A+X ⊂ X con-
tains a complete set of representatives for K-orbits on X; elements of A+X
which map to distinct elements of Λ+X belong to different K-orbits.
This theorem was proven in [Sak12] using an argument of [GN10],
under assumptions that are satisfied at almost every place, if X is defined
over a global field. The first part of the theorem was proved in the symmetric
case by Delorme and Se´cherre [DS11]; see also [BO07] for related results.
The implication of Lemma 5.3.1 is obvious, using the fact that wavefront
varieties are precisely those for which A+X can be covered by a finite number
of orbits of the monoid A+.
We are ready to apply the Wavefront Lemma in order to obtain the
desired results on asymptotics:
5.3.4. Proposition. Let X be a wavefront spherical variety and x0, x1, . . .
representatives for the G-orbits on X. Let oi : G → X be the correspond-
ing orbit maps, and assume that K1,K2, G
+ are as in Corollary 5.3.2. Let
M : π → C∞(X) be a morphism from a smooth representation of G, and
denote by Li its composition with “evaluation at xi”, considered as a func-
tional on π. Then for every v ∈ πK1 , and for every point x ∈ X with
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x = xig, g ∈ G+ we have M(v)(x) = 〈π(g)v,K2 ∗ Li〉, where we denote by
K2∗ the operator “convolution by the characteristic measure of K2”.
In other words, the morphism M is determined by the smooth function-
alsK2∗Li. Using known results about the asymptotics of matrix coefficients,
then, we see that we can understand completely the asymptotics of M(x).
In principle, this could be used to give a second proof of Theorem 5.1.1;
however, as pointed out to us by a referee, this is not a formality. Rather it
requires a further analysis of how to choose g when x is near a given “wall”
of the compactification. We will not carry this out here, and simply present
the Proposition as an alternate way to understand asymptotics, albeit one
that is less well adapted to the geometry of the spherical variety.
Proof. Immediate corollary of the Wavefront Lemma 5.3.2. 
Finally, we give the proof of Lemma 2.6.3. We point the reader to §2.6
for the notation.
Proof of Lemma 2.6.3. Let us, for clarity, denote by Y the space X
without the character. Since Y is parabolically induced from the variety
XL, its data Λ+Y ⊂ a+Y , A+Y , its spherical roots etc. are those of the variety
XL.
We choose a point x ∈ XL with stabilizer M ⊂ L and a torus A as in
§1.7 so that its quotient AY can be identified with the A-orbit of the point
of x. By Lemma 5.3.1, it is enough to show that for every f ∈ C∞(X,LΨ)
the support of f |A+Y has compact closure in X.
To understand what this support condition means, choose a smooth,
complete toroidal embeddingY of Y which contains X, and apply the Local
Structure Theorem 2.3.4. The closure of A+Y in Y is a compact subset of a
smooth toric variety. To describe the subsets which are compact in X, we
use the “valuation” map: A+Y → Λ+Y – notation as in §2.1. The subsets of
A+Y which have compact closure in X are precisely those whose valuations
are contained in a finite number of translates of Λ+X = Λ
+
Y ∩ a+X .
Recall that the condition defining a+X inside of a
+
Y was determined by
adding the simple roots of a parabolic opposite to P− to the spherical roots
of Y; thus, a sequence λˇn of elements of Λ
+
Y which does not belong to any
finite number of translates of Λ+X has the property that for some such root
α, 〈
α, λˇn
〉→∞. (5.12)
Fix f ∈ C∞(X,LΨ) which violates the lemma, and let λˇn be such a
sequence of elements in the image of the support of f under the valuation
map. The G-stabilizer of a point on AY ⊂ Y contains the unipotent radical
of P−. we decompose its Lie algebra into root spaces for the torus A. The
meaning of (5.12) is that for u in the root space U−α ≃ k in the unipotent
radical of P−:
lim
n
λˇn(̟)
−1uλˇn(̟) = 0,
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where ̟ is any uniformizing element. (To be precise, the torus AY does
not act on UP ; but we saw in the proof of Proposition 2.6.2 that it acts on
U−α through this quotient.)
This implies that f cannot be invariant by a compact open subgroup
U0 ⊂ U−α, because then, for u in that subgroup, denoting for simplicity
λˇn(̟) by an:
f(an) = f(anu) = f((anua
−1
n )an) = Ψ(anua
−1
n )f(an),
and for large n and some u ∈ U0, Ψ(anua−1n ) 6= 1. 
5.4. Mackey theory, the Radon transform and asymptotics.
Thus far we have constructed a canonical “asymptotics” map
eΘ : C
∞
c (XΘ) −→ C∞c (X).
Here we will show how, in some instances, this map may be made more
explicit.
The basic principle is as follows: In order to write down any “explica-
tion”, we need, first of all, some common “context” to compare the varieties
X and XΘ. Although the varieties X and XΘ look quite different, there
is by Lemma 2.8.1 a canonical identification of the space of PΘ-horocycles
for them. We shall prove that the adjoint asymptotics map commutes with
integration along Θ-horocycles.
The operation of integration along horocycles is a classical concern of
integral geometry, at least in certain other contexts, the so-called Radon
transform. For example in the case of the quotient of SL2 by its unipotent
subgroup this reduces to the most classical case: integration of a function
on an affine plane over lines.
5.4.1. The Radon transform. Let Θ ⊂ ∆X , and recall the horocycle
space XhΘ defined in §2.8.
Notice that UΘ acts freely on X˚PΘ and that, since X is assumed quasi-
affine, the orbits of any unipotent subgroup on X are all closed. There-
fore, we have a well-defined “Radon transform”, defined by integration over
generic UΘ-orbits:
C∞c (X)
RΘ−→ C∞(XhΘ, δΘ). (5.13)
Here C∞(XhΘ, δΘ) denotes the space of smooth sections of the complex
line bundle δΘ obtained thus: Let LΘ be the algebraic line bundle over
XhΘ whose fiber at a point is the line of invariant volume forms on the
corresponding unipotent group (recall there is a defining morphism XhΘ →
PΘ\G, which may be thought of as the variety of conjugates of UΘ; so
to each point of XhΘ there is an associated unipotent group.) Now δΘ is
obtained from L−1Θ via reduction through k×
|•|−→ R×+ →֒ C×.
Since we twist the action of G on C∞c (X) by
√
η, where η denotes
the eigencharacter of the chosen measure on X, we will do the same for
C∞(XhΘ, δΘ), in order for R to be equivariant.
5. ASYMPTOTICS 81
5.4.2. Asymptotics via second adjunction. Fix a “standard” parabolic
PΘ and consider the “Levi quotient”:
XLΘ = X˚ ·PΘ/UΘ. (5.14)
Recall that in the wavefront case this is canonically isomorphic to the Levi
variety defined in §2.7, which is why we are using the same notation. We
will assume that X is of wavefront type from now on, so that our results
on asymptotics hold, and will show how these results translate in terms of
Mackey theory and the Radon transform. For simplicity, we denote the
Jacquet module of any representation π with respect to UΘ by πΘ.
The Radon transform previously defined gives an identification:
C∞c (X˚PΘ)Θ
∼→ C∞c (XLΘ, δΘ)⊗ δ−1Θ (5.15)
Here (owing to the normalizing factor in the definition of Jacquet module)
we twist the action of LΘ on functions on X
L
Θ in such a way that L
2(XΘ) is
unitarily induced from L2(XLΘ), as we are about to explain:
On the space XLΘ = X˚PΘ/UΘ the measure on X gives rise to an LΘ-
eigenmeasure for which the following is true:∫
X˚PΘ
f(x)dx =
∫
XLΘ
∫
UΘ
f(ux)dudx.
This depends on the choice of Haar measure on UΘ. The character by which
LΘ acts on this measure is δΘη (recall that η is the eigencharacter of the
measure on X). Thus, we need to twist the unnormalized action of LΘ on
functions by (ηδΘ)
1
2 (l) in order to obtain a unitary representation.
Another way to describe this twisting is the following: if we identify XLΘ
as a subvariety of XΘ as before, and g ∈ P−Θ with image l ∈ L−Θ, then for a
function f a function on XΘ we have:
l · (f |XLΘ) := δ
1
2
Θ(l)(g · f)|XLΘ . (5.16)
(The twisting by
√
η is already contained in the G-action on XΘ.)
We leave it to the reader to check that there is a choice of invariant
measure, valued in the line bundle defined by δΘ, over P
−
Θ \G such that:
L2(XΘ) = I
G
P−Θ
(
L2(XLΘ)
)
,
where IG
P−Θ
denotes unitary induction with respect to that measure.
On the other hand, when we consider XLΘ as a subvariety of X
h
Θ and
taking into account the twisting of the action we have by restriction of
sections a map:
C∞c (XΘ, δΘ)։ C
∞(XLΘ, δΘ)⊗ δ−1Θ ,
where C∞(XLΘ, δΘ) denotes smooth sections of the restriction of the above
line bundle toXLΘ. We have a (non-canonical) isomorphism of LΘ-representations:
C∞(XLΘ, δΘ) ≃ C∞(XLΘ)⊗ δΘ.
82
We will denote the representation C∞c (X
L
Θ, δΘ)⊗δ−1Θ which appears in (5.15)
by C∞c (X
L
Θ)
′; it is non-canonically isomorphic to C∞c (X
L
Θ).
Hence we get an embedding:
mΘ : C
∞
c (X
L
Θ)
′ →֒ C∞c (X)Θ. (5.17)
The same considerations for XΘ give an embedding, to be denoted by
the same symbol:
mΘ : C
∞
c (X
L
Θ)
′ →֒ C∞c (XΘ)Θ. (5.18)
Recall that the quotients X˚PΘ/UΘ and X˚ΘPΘ/UΘ are both canonically
isomorphic to XLΘ by (2.14).
The analysis of the Jacquet module of C∞c (X) in terms of PΘ-orbits is
usually called “Mackey theory” or “the geometric lemma”, and therefore we
will call the embeddings mΘ “Mackey embeddings”.
The following result in principle identifies the asymptotics (but is rather
hard to use in practice):
5.4.3. Proposition. (1) Any G-morphism M : C∞c (XΘ) → π is
uniquely determined by its “Mackey restriction”, i.e. by the induced
map:
C∞c (X
L
Θ)
′ → πΘ (5.19)
obtained as the composition of the Mackey embedding (5.18) with
the map of Jacquet modules induced by M . In other words, the
Mackey restriction map is injective (in fact, bijective):
HomG(C
∞
c (XΘ), π)→ HomLΘ(C∞c (XLΘ)′, πU ).
(2) The diagram
C∞c (XΘ)Θ
eΘ

C∞c (X
L
Θ)
′
mΘ
88♣♣♣♣♣♣♣♣♣♣
mΘ
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆
C∞c (X)Θ
(5.20)
commutes, where the slanted maps are as above.
Proof. Given that C∞c (XΘ) = I
G
P−Θ
C∞c (X
L
Θ), the first statement is pre-
cisely the statement of the second adjunction of Bernstein [Ber, p61]: for
any smooth representations σ of LΘ and π of G, restriction with respect to
the Mackey embedding σ →֒ IG
P−Θ
(σ)Θ gives rise to a bijection:
HomG(I
G
P−Θ
(σ), π)→ HomLΘ(σ, πΘ).
To check commutativity, note that the space C∞c (X
L
Θ)
′ is generated over
LΘ by the images of functions f ∈ C∞c (X˚PΘ) supported “close enough to
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Θ-infinity”, i.e. in a “good” neighborhood with respect to their stabilizer.
(Indeed, any given compactly supported function onXLΘ can be translated by
the center of LΘ in the desired direction.) It suffices to check commutativity
on the images of those elements, which follows from the compatibility (in
the sense of Lemma 2.8.1) of the isomorphism: X˚PΘ/UΘ
∼−→ X˚PΘ/UΘ with
the exponential map. 
5.4.4. Asymptotics and the Radon transform. The dual asymptotics map
e∗Θ : C
∞(X)→ C∞(XΘ),
when restricted to compactly supported functions, does not, in general, pre-
serve compact support. However, elements in its image are compactly sup-
ported along unipotent orbits:
5.4.5. Proposition. There is an affine equivariant embedding XΘ →֒ Y
such that for every Φ ∈ C∞c (X) the support of e∗ΘΦ has compact closure in
Y .
This is a result of Bezrukavnikov and Kazhdan in the group case [BK15,
Prop 7.1], and we prove it for the general case in the next subsection extend-
ing their argument. Given that orbits of unipotent groups on affine varieties
are closed, it follows that the support of e∗ΘΦ intersects each unipotent or-
bit on a compact set, and hence Radon transform converges absolutely on
e∗Θ(C
∞
c (X)). Using this, we will explicate here the dual asymptotics map:
5.4.6. Proposition. The square:
C∞c (X)
RΘ−−−−→ C∞(XhΘ, δΘ)ye∗Θ y=
C∞(XΘ) ⊃ e∗Θ (C∞c (X))
RΘ−−−−→ C∞(XhΘ, δΘ)
(5.21)
is commutative. Here the right vertical arrow is induced from the canonical
identification (2.14) of PΘ-horocycles on X and XΘ.
In principle, one can invert R on the parabolically induced spherical va-
riety XΘ, by using the theory of intertwining operators. We will do this in
§15.4.1.
Proof. To avoid being overwhelmed by Θ-subscripts, we writeQ = PΘ,
with Levi factorization Q = LU; let U− be opposite to U. Note that
L = LΘ with prior notation.
Fix a compact subgroup J that admits an Iwahori factorization J =
JU−JLJU ; we have written JS for J ∩ S whenever S is any subgroup of G.
We verify the commutativity at the level of J-invariants.
Note that, for any x ∈ X˚, and any a ∈ Z(LΘ) that is sufficiently large
(with respect to the roots of PΘ), we have
x(aJU−a
−1) ⊂ xJQ ⇒ xaJ = xaJU−JQ = xaJU−a−1aJQ
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⊂ xJQaJQ ⊂ xaa−1JQaJQ ⊂ xaJQ,
where we have written xa := xa for short. From this we deduce that∫
U f(xaku)du is independent of k ∈ J , whenever f is itself J-invariant.
In particular, ∫
U
f(xau) =
∫
U
([JuJ ] ⋆ f)(xa)du,
whenever a is sufficiently large (how large depends on x and J); here [JuJ ]
is the J-bi-invariant measure of total mass 1 supported on JuJ . The same
conclusion holds if x ∈ X˚Θ and f is a J-invariant function on XΘ.
Now let us compare the Radon transforms of f ∈ C∞c (X) and fΘ :=
e∗Θ(f) ∈ C∞R (XΘ). Fix a J-good neighborhood NΘ of Θ-infinity in X, let
x ∈ NΘ ∩ X˚ and let x′J be the corresponding J-orbit on XΘ, i.e. the im-
age under the exp-map. Then, if NΘ is taken sufficiently small the orbits
xaJ and x′aJ are also matching under the exp-map for a ∈ Z(LΘ) suffi-
ciently large. Indeed, it is enough to show this when J is replaced by any
smaller subgroup J ′ with Iwahori factorization, e.g. a subgroup J ′ such that
xJ ′ = xJ ′Q; then xaJ
′ = xJ ′aJ ′, and the claim follows from the eventual
equivariance (statement (2)) of Proposition 4.3.3 and the fact that the char-
acteristic measures of the sets J ′aJ ′, with a anti-dominant, form a finitely
generated subalgebra of the Hecke algebra (so by choosing a finite number of
generators, we can find a neighborhoodNΘ where the exp-map is equivariant
with respect to that subalgebra).
According to what we noted above, for a ∈ Z(LΘ) sufficiently large we
have:∫
U
fΘ(x
′
au)du =
∫
U
([JuJ ]⋆fΘ)(x
′
a)du =
∫
U
([JuJ ]⋆f)(xa)du =
∫
U
f(xau)du,
the middle step because of the equivariance of the asymptotics map.
Write for H (G, J) the Hecke algebra of G with respect to J . We have
seen that the image of C∞c (X)
J under e∗ΘR − Re∗Θ is a H (G, J)-invariant
subspace W ⊂ C∞(XhΘ, δΘ)J with the following property: for any y ∈ XΘ,Q
there exists a sufficiently positive element z of AX,Θ (notice that the action of
AX,Θ ≃ Z(XΘ) onXΘ gives rise to aG-commuting action onXhΘ = (XΘ)hQ,
as well) such that f(z · y) = 0 for every f ∈W .
As is the case for XΘ, though, the characteristic functions of the sets
z · yJ , where y varies over XhΘ and z ∈ AX,Θ is a sufficiently positive
element (where the notion of “sufficiently positive” depends on y) gener-
ate C∞c (X
h
Θ, δΘ)
J over H (G, J). Thus, any f ∈ C∞(XhΘ, δΘ)J is given
by the analogous formula of (5.11): f(y) = limz→0(h˜zf)(z · y) for every
f ∈ C∞(XhΘ, δΘ)J .
Therefore, W = 0. 
5.5. Support of elements in e∗Θ(C
∞
c (X)). We now prove Proposition
5.4.5.
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Let X (X)+ denote the weights of regular Borel eigenfunctions on X;
in other words, X (X)+ is the set of highest weights in the decomposition
of k[X] into a multiplicity-free direct sum of highest weight modules. This
monoid induces a partial order  on the set aX = aX = X (X)∗ ⊗ Q by:
µ  λ ⇐⇒ 〈µ, χ〉 ≥ 〈λ, χ〉 for all χ ∈ X (X)+. We will extend this order
to a = X (B)∗ ⊗ Q by pull-back (µ  λ ⇐⇒ µ¯  λ¯, where µ¯, λ¯ denote the
images in aX), and to the tori A,AX via the natural maps (which we denote
by “log”):
log : A → X (B)∗ ⊂ a, (5.22)
log : AX → X (X)∗ ⊂ aX .
Since X (X)+ is contained in the set of dominant weights of X (B), the set
of elements  0 in a contains the coroot cone. Finally, we will use, as
we have done so far, the notation a+, A+ (resp. a˚+, A˚+ for anti-dominant
(resp. strictly anti-dominant) elements, and similarly for aX , aX,Θ, etc. (with
respect to the root system of X). We are still in the wavefront case, so we
have a surjection: a+ ։ a+X .
Choose a splitting of the exact sequence of groups:
1→ k× → k(X)(B) → X (X)→ 1, (5.23)
denoted by X (X) ∋ χ 7→ fχ ∈ k(X)(B). (Such a splitting exists because
X (X) is free.)
Having fixed a maximal torus A ⊂ B, we choose a special maximal
compact subgroup K ⊂ G stabilizing a special point in the apartment of A
in the building of G. Hence, K acts transitively on the points of the flag
variety of G and satisfies the Cartan decomposition: G = KΛ+K, where Λ+,
denotes the anti-dominant elements in Λ := X (B)∗, considered as elements
of G via any choice of uniformizer in F , which leads to a splitting of the log
map (5.22).
Define, for every χ ∈ X (X)+, a K-invariant “norm” on X:
‖x‖χ := max
k∈K
|fχ(xk)|.
5.5.1. Lemma. The norms ‖x‖χ have the following properties:
(1) ‖x‖χ1+χ2 ≤ ‖x‖χ1 · ‖x‖χ2 ;
(2) For any a ∈ A+, ‖xa‖χ ≤ |χ(a)| · ‖x‖χ.
Proof. The first property is obvious. The second follows by viewing
the points of X, via the evaluation maps, as elements in the dual V ∗χ of
the highest weight module Vχ spanned by fχ. Then V
∗
χ can be realized
as sections of the line bundle over the flag variety of G induced from the
character χ ofB, that is: regular functions onG satisfying F (bg) = χ(b)F (g)
for b ∈ B, and for such a section F the norm we previously defined is
equivalent to the norm: ‖F‖ = maxk∈K |F (k)|. From this realization it is
easy to see that ‖a · F‖ ≤ |χ(a)|‖F‖ for a ∈ B dominant, where by a · F
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we denote the right regular action of a on F : This follows from the Bruhat-
Tits comparison ([HR10, 10.2.1], cf. [Car79, p. 148]) of the Iwasawa and
Cartan decompositions: KaλK ⊂ ∪µ≥λUaµK, where µ ≥ λ means that
λ − µ belongs to the coroot cone (and recall that every χ ∈ X (X)+ is ≥ 0
on the coroot cone). An equivalent way to state that is that the norms
defined extend to K-invariant norms on V ∗χ , and the spectral norm of a ∈ B
is |χ(a)|. 
For every µ ∈ aX , let Xµ denote the set of elements x ∈ X with
‖x‖χ ≤ q−〈χ,µ〉 for all χ ∈ X (X)+; obviously, by the first statement of the
previous lemma, only a finite number of χ’s is needed to define this set.
These sets have the following properties:
(1) Xµ is a set with compact closure in the points of the affine closure
X
aff
:= spec k[X]; indeed, the K-translates of a generating set of
B-eigenfunctions generate the coordinate ring k[X] (since BK =
G), and therefore any finite set of generators of k[X] has bounded
evaluations on elements of Xµ.
(2) The setsXµ define a filtration ofX byK-invariant sets, decreasing
with respect to the  ordering on aX (i.e. Xµ ⊂ Xλ if λ  µ).
5.5.2. Lemma. For any λ ∈ Λ+, µ ∈ aX , we have:
Xµ ·KaλK ⊂ Xµ+λ¯,
where λ¯ is the image of λ in aX .
Proof. In fact, since the sets are K-invariant, this reduces to the state-
ment: Xµ · aλ ⊂ Xµ+λ¯. This follows immediately from the second state-
ment of the previous lemma. 
Now we compare these sets for X and XΘ. First of all, we clarify that we
will use for the definition of the sets XΘ,µ only the set of weights X (X)+,
despite the fact that XΘ might have more regular functions; this corresponds
to the affine embedding of XΘ obtained from the “affine degeneration” of
the affine closure ofX, cf. §2.5. This embedding will play the role ofY in the
proof of Proposition 5.4.5. Secondly, we choose a splitting of the sequence
analogous to (5.23) for XΘ as follows:
Let Xa denote the affine closure of X (i.e. Xa = spec k[X]), and consider
the affine degeneration X a of §2.5 over the base AX,ss (same notation as
in §2.5). Notice that X a ×AX,ss AX ≃ Xa × AX canonically, so we can
define the regular function Fχ : (x, a) 7→ fχ(x)χ(a) on it. Choose an affine
embedding AX of AX where the kernel A1 of AX → AX,ss acts freely, and
such that AX/A1 = AX,ss. This corresponds to a lifting of cocharacters
from AX,ss to AX , and gives rise to a base change:
X˜ a = X a ×AX,ss AX .
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It follows immediately from the definition of X a that the function Fχ
extends to a regular function on X a, and its restriction to XΘ will be de-
noted by fΘχ . By the compatibility between the normal bundle and the
affine degenerations (Proposition 2.5.2), it can be seen that the correspon-
dence between fχ and f
Θ
χ also arises from the almost canonical identification
of Borel orbits (2.5).
In the case of XΘ we obviously have:
5.5.3. Lemma. For every µ ∈ aX and every a ∈ AX,Θ we have:
a ·XΘ,µ = XΘ,µ+log a.
Proof. Indeed, for every χ ∈ X (X)+, the function fΘχ is χ-equivariant
with respect to the action of AX,Θ: f
Θ
χ (a · x) = χ(a)fΘχ (x). 
Now we discuss compatibility of these sets with the exponential map:
5.5.4. Lemma. For every µ ∈ aX , and a K-good neighborhood NΘ of
Θ-infinity, and for all κ sufficiently deep in a+X,Θ, the sets Xµ+κ ∩NΘ and
XΘ,µ+κ ∩NΘ coincide.
Recall that, by abuse of language, we are treating here NΘ as a subset of
both X and XΘ, when we really mean that NΘ/K is identified as a subset
of both X/K and XΘ/K.
Proof. Let X be any simple smooth toroidal embedding of X, and let
Z ⊂ Z be its closedG-orbit. The corresponding normal bundle degeneration
X
n → GIm (discussed in §2.5) has the following property, essentially by
construction: For every distinguished (cf. §4.3.1) p-adic analytic map φ from
the k-points of the normal bundle NZX to X , every point x ∈ NZX(k),
and every “strictly positive” (i.e. positive on every coordinate) cocharacter
λˇ : Gm → GIm, we have:
lim
m→0
(φ(λˇ(m−1)x), λˇ(m)) = x. (5.24)
(Recall that the algebrogeometric meaning of limm→0 is that the map ex-
tends from Gm to Ga.) While a result of type (5.24) can be proved in the
setting of a normal crossing divisor on a general variety, in our current set-
ting it can be proved directly using the Local Structure Theorem 2.3.4 to
reduce to the case when X is an affine space and Z is an intersection of
coordinate hyperplanes and then computing explicitly.
The property of “distinguished” maps to preserve G-orbits is actually
irrelevant for this, but if φ also preserves G-orbits then both sides of the
limit will be in the open set denoted by X n in §2.5 if the right-hand side
is, and by Proposition 2.5.2 they can be regarded as points on the affine
degeneration X a.
Hence, given such a φ, for every x ∈ XΘ, considered as a subvariety of
X a, we have:
x = lim
a∈A+X,Θ
(φ(ax), a−1). (5.25)
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Now, viewing X a as an affine G×AX-spherical variety, we can define
the sets X aµ as in the case of X and XΘ. Here µ can be in the sum aX⊕aX ,
but we will be interested in the antidiagonal of aX only, so we assume that
µ ∈ aX . The definition is through the functions Fχ as above (and their
multiples by characters of AX extending to the base AX), which specialize
to both fχ and f
Θ
χ .
For any fixed µ ∈ aX , the set X aµ is open and compact (as in the
discussion prior to Lemma 5.5.2), it intersects XΘ on the set XΘ,µ, and it
intersects X × {a} on the set Xµ−log a × {a}. This, together with (5.25),
means that for log a sufficiently deep in a+X,Θ, the point:
(φ(ax), a−1)
belongs to Xµ+log a × {a−1} if and only if x ∈ XΘ,µ .
By Lemma 5.5.3, the point y = ax belongs to XΘ,µ+log a if and only if
x ∈ XΘ,µ. We deduce that:
φ(XΘ,µ+log a) = Xµ+log a
as long as log a is sufficiently deep in a+X,Θ. In particular, the intersections of
the sets XΘ,µ+log a/K and Xµ+log a/K with NΘ/K (identified as a subset
of both X/K and XΘ/K via φ) coincide.

We are now ready to prove Proposition 5.4.5 on the support of elements
of the form e∗ΘΦ. As mentioned above, Y will be the affine embedding of XΘ
such that the set of highest weights of k[Y] is X (X)+. For every λ ∈ Λ+, let
H≥λ denote the set of elements of the (full) Hecke algebra of G supported in
the union of cosets KaµK of the Cartan decomposition, where µ−λ belongs
to the coroot cone. As in [BK15, Lemma 8.8], one proves:
5.5.5. Lemma. Given an open compact subgroup J , there is a finite subset
S of AX,Θ such that for all f ∈ C∞c (XΘ)J and every a ∈ A+ with image
a¯ ∈ A+X,Θ there is an F ∈ C∞c (XΘ)J whose support lies in a¯S supp f , and a
Hecke element h ∈ HJ≥log a′ , such that f = h⋆F . Here log a′ denotes the dual
weight of log a ( = −w log a, where w is the longest Weyl group element).
The argument is identical to that of loc.cit. and we omit it. We will now
prove a stronger and more precise statement than that of Proposition 5.4.5:
Let Φ ∈ C∞(X)J whose support lies in Xµ for some µ in aX . If S is as
in the previous Lemma and λ ∈ aX is such that λ+ log S  µ then we will
prove that e∗ΘΦ is supported in XΘ,λ.
Indeed, let f ∈ C∞c (XΘ)J be supported in the complement of XΘ,λ.
Choose a J-good neighborhood NΘ of Θ-infinity such that the sets Xµ+κ
and XΘ,µ+κ coincide for κ deep enough in a
+
X,Θ, according to Lemma 5.5.4.
Choose an element a ∈ A+ with image a¯ ∈ A˚+X,Θ such that a¯S supp(f) ⊂ NΘ,
where S is as in Lemma 5.5.5. According to that lemma, f = h ⋆ F , where
F is supported in a¯S supp(f) and h ∈ HJ≥log a′ . Then the support of F does
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not meet XΘ,µ+log a¯, while by Lemma 5.5.2 the support of h
∨ ⋆Φ (where h∨
denotes the dual Hecke element of h, which belongs to HJ≥log a) is contained
in Xµ+log a¯. If a has been chosen so that log a¯ is sufficiently deep in a
+
X,Θ
(which we may assume), then supp eΘF does not meet Xµ+log a¯ by Lemma
5.5.4. Therefore:
〈e∗ΘΦ, f〉 = 〈e∗ΘΦ, h ⋆ F 〉 =
〈
e∗Θh
∨ ⋆ Φ, F
〉
= 0.

6. Strongly tempered varieties
It is clear that, if G is a compact group and X a compact homoge-
neous X-space, a Plancherel formula for L2(X) is a formal consequence of
a Plancherel formula for L2(G), together with an understanding of which
representations are X-distinguished. Indeed, this is so even if we suppose
only that point stabilizers are compact.
What is perhaps surprising is that a corresponding phenomenon – the
Plancherel measure for X is determined by a Plancherel formula for L2(G)
– persists even when point stabilizers are noncompact, so long as they are
“not too big.” (As a reference for the Plancherel formula for L2(G) itself,
for G a p-adic group, see Waldspurger’s paper [Wal03].)
We term the spherical varieties for which this is so strongly tempered, and
discuss their general theory. As a consequence of our general discussion, we
will prove a conjecture of Ichino and Ikeda, as well as a conjecture of Lapid
and Mao. (For the latter, we give a short proof of a Whittaker-Plancherel
formula.)
6.1. Abstract Plancherel decomposition. A Plancherel formula for
L2(X) is, by definition, an isomorphism L2(X) ∼= ∫GˆHπµ(π) of unitary G-
representations; here Gˆ denotes the unitary dual of G and the Hilbert space
Hπ is π-isotypic, i.e. isomorphic to a direct sum (in our case, finite) of
copies of the unitary representation π. We describe µ as being a Plancherel
measure24 for L2(X); any other Plancherel measure µ′ belongs to the same
measure class as µ.
We recall from (cf. [Ber88]) how to describe such a decomposition, and
more generally any morphism from L2(X) to a direct integral of unitary
representations. The subspace C∞c (X) of smooth, compactly supported,
functions is countable-dimensional, so there is a family of morphisms
Lπ : C
∞
c (X)→Hπ
(defined for µ-almost every π) such that α 7→ Lπ(Φ) represents Φ for every
Φ ∈ C∞c (X).
24In some treatments, a Plancherel formula is described by a collection of measures
νn, for n ∈ {1, 2, . . . , } ∪ {∞}, together with an isomorphism L
2(X) ∼=
∑
n
∫
π⊕nνn(π).
In this language, µ is in the same measure class as
∑
n νn.
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By pull-back, we obtain seminorms ‖•‖π on C∞c (X); the spaces Hπ can
be identified with the completions of C∞c (X) with respect to the seminorms
‖ • ‖π. In particular, the spaces Hπ are completions of the spaces of π-
coinvariants:
C∞c (X)π := (HomG(C
∞
c (X), π))
∗ ⊗ π. (6.1)
Notice that there is a canonical quotient map: C∞c (X)։ C
∞
c (X)π (surjec-
tivity follows from the irreducibility of π).
Therefore, by a Plancherel decomposition of L2(X) (or a quotient thereof),
we will mean the following set of data: a positive measure25 µ on Gˆ; and
a measurable set of invariant, non-zero seminorms ‖ • ‖π on the spaces
C∞c (X)π, for µ-almost every π, so that for every Φ ∈ C∞c (X):
‖Φ‖2 =
∫
Gˆ
‖Φ‖2πµ(π). (6.2)
(Here we denoted the image of Φ in C∞c (X)π again by Φ.)
The data µ, (‖ • ‖π)π are uniquely determined up to the obvious op-
eration of multiplying µ by a non-negative measurable function which is
µ-almost everywhere non-zero and dividing (‖ • ‖π)π by the square root of
that function. This is the content of “uniqueness of Plancherel decomposi-
tion.” In fact, we shall need a slightly stronger uniqueness, even when we
allow certain norms to be possibly negative:
6.1.1. Proposition. Suppose given a positive measure µ on Gˆ as well
as a family π 7→ Hπ of Hermitian forms on C∞c (X)π so that Φ 7→ Hπ(Φ) is
µ-measurable, for every Φ in C∞c (X), and moreover ‖Φ‖2 =
∫
Hπ(Φ)µ(π)
for all Φ. Then Hπ are positive semidefinite for µ-almost every π, so that
(µ,Hπ) define a Plancherel formula.
Proof. Let (M,σ) be a Levi subgroup and a supercuspidal representa-
tion. Let Y ′ be the set of all unramified characters of M modulo the finite
subgroup of those for which σ ⊗ χ ≃ σ (it is a complex algebraic variety).
Let WM be the normalizer of M in the Weyl group – it acts on Y
′, and we
set Y = Y ′ WM = specC[Y ′]WM .
The theory of the Bernstein center has the following consequence: For a
“good” basis of compact subgroups J and any α ∈ C[Y ], there exists an ele-
ment f ∈ H(G, J) (the Hecke algebra of J-biinvariant compactly supported
measures on G) so that f acts on the J-invariant space of any representa-
tion iGP (σ · χ) as scalar multiplication by α(χ), and f acts on every other
Bernstein component as 0.
Let Gˆ0 be the subset of Gˆ consisting of irreducible representations that
occur as a subquotient of some iGP (σ⊗χ). Now Gˆ0 is closed and open in Gˆ;
the measure µ induces a measure µ0 on Gˆ0, and it is sufficient to show that
25More precisely: a positive Borel measure, with respect to the standard Borel struc-
ture on Gˆ; see [Dix77, Prop. 4.6.1].
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Hπ is positive semidefinite for µ0-almost every π, because the union of sets
Gˆ0 as we vary M is all of Gˆ.
If π ∈ Gˆ0 is a subquotient of iGP (σ ⊗ χ) then χ is uniquely determined
modulo WM , i.e. the image of χ in Y is uniquely determined. This gives a
map Gˆ0 → Y . Let Y0 be the closure (in the usual topology on Y ) of the
image of Gˆ0. The induced map π : Gˆ0 → Y0 is a Borel map.
Let µ¯ be the push-forward of the measure µ0 to Y . The disintegration
of measure implies that we may disintegrate the measure µ(π) as an integral∫
y µy ·dµ¯(y), where y 7→ µy is a measurable mapping from Y0 to the space of
measures on Gˆ0, and each µy is entirely supported on (Gˆ0)y, the fiber of the
mapping above y. The space (Gˆ0)y is finite, and thus µy is nothing more
than a function on this finite set.
Fix Φ ∈ C∞c , and let
FΦ(y) =
∫
Hπ(Φ)dµy
= ∑
π∈(Gˆ0)y
Hπ(Φ)µy({π})
 .
It is measurable on Y0. Then for any z ∈ C[Y ], the theory of the Bernstein
center implies ∫
y
|z(y)|2FΦ(y)dµ¯ ≥ 0,
The Bernstein center induces a dense subalgebra of C(Y0); indeed it sepa-
rates points on Y and it is closed under complex conjugation. Therefore,
FΦ(y) ≥ 0 for µ¯-almost all y. The space C∞c being of countable dimension,
this can be said simultaneously for all Φ. That is to say, away from a set
S ⊂ Y0 with µ(S) = 0, we have:∑
π∈(Gˆ0)y
Hπ(Φ)µy({π}) ≥ 0,
for all Φ ∈ C∞c (X).
The left-hand side is a Hermitian form on the finite lengthG-representation⊕
π∈(Gˆ0)y
C∞c (X)π. It follows that, whenever y /∈ S, we have Hπ(Φ) ≥ 0 for
every π in the fiber above y with µy({π}) > 0.
Let B be the set of π ∈ Gˆ0 for which Hπ fails to be positive semidefinite.
Then B is measurable, since one can test the failure of positive semidefi-
niteness by a countable number of evaluations. But µ(B) =
∫
y µy(B)dµ¯(y).
According to the discussion above, µy(B) = 0 for µ-almost all y, so µ(B) = 0,
concluding the proof. 
To give invariant norms on C∞c (X)π is equivalent to giving an equivari-
ant morphism
Mπ : C
∞
c (X ×X)→ π ⊗ π¯
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(where π is assumed to have a unitary structure π˜
∼−→ π¯). The hermitian
forms associated to the above norms are the so-called spherical characters:
θπ : C
∞
c (X)⊗ C∞c (X) = C∞c (X ×X)→ π ⊗ π¯ → C
where the last arrow denotes the unitary pairing. (This map is G-invariant.)
Thus, to be explicit, these have the property that:
〈Φ1,Φ2〉H =
∫
Gˆ
θπ(Φ1 ⊗ Φ2)µ(π). (6.3)
Notice that, automatically, for µ-almost every π the spherical characters θπ
are positive semi-definite.
6.2. Definition; the canonical hermitian form. In this section we
require, for simplicity, that stabilizers of points on X are unimodular; in
other words, X admits an invariant measure. The modifications necessary
to remove this assumption are straightforward. We say that X is strongly
tempered if, for any x ∈ X(k), the restriction of any (G-)tempered matrix
coefficient to the stabilizer H of x in G = G(k) is in L1(H).
In checking this, the following remark is useful: If π0 is the normalized
induction to G of the trivial representation on a Borel subgroup B, and
v0 ∈ π0 the spherical vector (i.e., K-invariant for K a good maximal com-
pact subgroup of G, satisfying the Iwasawa decomposition G = BK) then
every tempered matrix coefficient ϕ(g) is majorized by the spherical one (see
[CHH88, Theorem 2])
|ϕ(g)| ≤ c 〈gv0, v0〉. (6.4)
(The right hand side is positive.) Moreover, if we fix an open compact
subgroup U , there exists a constant c = c(U) which works whenever ϕ(g) =
〈gu1, u2〉 arises from U -invariant u1, u2, with ‖u1‖ = ‖u2‖ = ‖v0‖.
Let (π, V ) be a (G-)tempered representation of G, and assume that X
is a strongly tempered variety. We define the morphism: Mπ : π ⊗ π˜ →
C∞(X ×X) characterized by the property26 that
Mπ(v ⊗ u)(x, x) =
∫
Gx
〈π(h)v, u〉 dh.
We let
θπ : C
∞
c (X ×X)→ π˜ ⊗ π → C
denote the adjoint composed with the canonical pairing.
Let µG denote the canonical Plancherel measure for L
2(G), normalized
as usual, i.e. the spherical characters are simply the usual characters. Since
the spectrum of G as a G×G-representation is supported on representations
of the form π ⊗ π˜, µG will be thought of, as usual, as a measure on Gˆ.
26This property defines the morphism in theG×G-orbit of the diagonal ∆X ⊂ X×X.
We can extend it by zero on the whole space; in fact, the extension plays no role in what
follows.
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6.2.1. Theorem. Suppose that (G,X) is strongly tempered. Then θπ and
µG define a Plancherel formula for L
2(X), in the sense that for Φ1,Φ2 ∈
C∞c (X) we have:
〈Φ1,Φ2〉 =
∫
Gˆ
θπ(Φ1 ⊗ Φ2)µG(π). (6.5)
In particular, Mπ(v, v)|∆X ≥ 0 for every π, and L2(X) is tempered as a G-
representation; its Plancherel measure is absolutely continuous with respect
to the group Plancherel measure.
6.2.2.Remark. The positivity assertion states simply that
∫
h∈Gx
〈hv, v〉 ≥
0 – an assertion that is obvious when Gx is compact.
Proof. Let π be a unitary representation (endowed with a invariant
Hilbert norm, hence with a fixed isomorphism: π˜ ≃ π¯) and let iπ : C∞c (G)→
π¯⊗ π denote the dual of matrix coefficient mπ. (If we identify π¯⊗ π with a
subspace of End(π), the morphism iπ simply maps f ∈ C∞c (G) to π(f).)
The Plancherel formula on G can be written as:
〈f1, f2〉L2(G) =
∫
〈iπ(f1), iπ(f2)〉HS µG(π)
where 〈 , 〉HS denotes the Hilbert-Schmidt hermitian form on π¯ ⊗ π ⊂
End(π).
We are going to assume, for simplicity, that G has a single orbit on
X = H\G, but the general case follows in the identical fashion. Notice that
the map:
C∞c (G) ∋ f 7→ Φ(x) =
∫
H
f(hx)dh ∈ C∞c (X)
is surjective. Let f and Φ be such, then:
‖Φ‖2L2(X) =
∫
G
∫
H
f(hg)f¯(g)dhdg =
∫
H
〈Lh−1(f), f〉L2(G) dh (6.6)
where L• denotes the left regular representation of G.
We will use the following explication of θπ:
θπ(Φ ⊗ Φ¯) =
∫
H
〈π(h)iπ(f), iπ(f)〉HS (6.7)
Indeed, suppose that f is J-invariant, and choose dual bases v1, . . . , vn for
πJ and v∗1 , . . . , v
∗
n for (π)
J . The definition of θπ says that θπ(Φ ⊗ Φ¯) is
the integral, over (g1, g2) ∈ X × X, of Φ(g1)Φ(g2),
∫
H〈π(hg1)vi, π(g2)v∗i 〉.
Unfolding, this equals∫
G×G
f(g1)f(g2)
∫
H
〈π(hg1)vi, π(g2)v∗i 〉,
which in turn equals
∫
H〈π(h)iπ(f)vi, iπ(f)v∗i 〉 as desired.
Keeping in mind that iπ(Lh−1f ) = π(h−1)iπ(f) we get:
‖Φ‖2L2(X) =
∫
H
∫
π
〈π(h)iπ(f), iπ(f)〉HS µ(π)dh = (6.8)
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=
∫
π
∫
H
〈π(h)iπ(f), iπ(f)〉HS µ(π)dh =
=
∫
π
θπ(Φ⊗ Φ¯)µ(π).
Notice that at all stages these integrals are absolutely convergent, justi-
fying our application of Fubini. Indeed, because of (6.4), the integrand is
bounded in absolute value by a constant multiple of ‖iπ(f)‖2HS · 〈hv0, v0〉.
Then 〈hv0, v0〉 is integrable over H by assumption, and ‖iπ(f)‖2HS is µ-
integrable by the Plancherel theorem.
In particular, we have established the statement for Φ1,Φ2 ∈ C∞c (X).
That the remaining statements follow is a consequence of Proposition 6.1.1.

6.3. The Whittaker case and the Lapid–Mao conjecture. A case
of particular interest which does not literally fall under the strongly tem-
pered is the “Whittaker-Plancherel formula”.
We shall now give a short reduction of this formula to the usual Plancherel
formula. The proof is largely the same as the previous, but the integrals are
only conditionally convergent and we need to interpret them suitably; we
therefore treat this case separately.
In fact, the treatment that follows covers many more cases of ‘Whittaker-
induced” models than the Whittaker model itself. We set up the notation
very generally, but the key assumption is given in the paragraph below, and
in practice is fulfilled only in “nondegenerate” cases. The general setup is
as follows: Let H =M⋉U− be a spherical subgroup, whereM is contained
in a Levi subgroup L of a parabolic P− and U− is the unipotent radical
of this parabolic. Assume that Λ0 : H → Ga is a homomorphism and let
Ψ = ΨΛ0 be the composition of Λ0 with a nontrivial unitary character of
k; let H0 = kerΛ0. Finally, assume that there is a cocharacter µˇ : Gm →
Z(L) which is nonpositive under the right adjoint action on u− (that is, its
eigencharacters on u− are of the form a 7→ an with n ≤ 0), normalizes H0,
and acts nontrivially on the quotient H/H0; identifying this quotient with
Ga, the action of µˇ is by a positive character: x · µˇ(a) = an0x with n0 > 0.
The crucial assumption is:
Let vs be a holomorphic section in the principal series
IGB (δ
s
B) obtained by normalized induction from a power
of the modular character of the Borel subgroup. The
“Jacquet integral”: ∫
H
vs(h)Ψ
−1(h)dh (6.9)
is convergent for ℜs > 0, and extends continuously to
s = 0.
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This assumption, and in particular the extension of the integral to s = 0,
typically forces some nondegeneracy condition on Λ0. One can calculate that
the following examples satisfy it:
(1) H is a maximal unipotent subgroup of G, Ψ = a generic character.
(2) G = GSp4, H = the Bessel/Novodvorsky subgroup T⋉U, where
U is the unipotent radical of the Siegel parabolic (≃ S2V , where
V is a two-dimensional vector space), Λ : U→ Ga (i.e. Λ ∈ S2V ∨)
and T ⊃ SO(Λ) is the stabilizer of Λ in a Siegel Levi subgroup.
(3) G = SOn × SOn+2m+1, H = SOn⋉the unipotent radical of the
parabolic with Levi Gmm × SOn+1, Λ: a nondegenerate additive
character of H ∩GLm (where GLm is in the Levi GLm×SOn+1)
This case has been considered by Waldspurger [Wal12c, Chapter
5].
For simplicity, we will only present the Whittaker case here, though
with notation suggestive of the general case; the steps required for the other
cases are completely analogous. Hence, we are in the setting of (1): H is
a maximal unipotent subgroup of G, Ψ = a generic character, H0 is the
kernel of the corresponding algebraic morphism into Ga.
6.3.1. Proposition. The restriction of any tempered matrix coefficient
of G to H0 belongs to L
1(H0).
Proof. We fix a Borel subgroup B with µˇ(Gm) ⊂ B so that HB is
open and H ∩B is trivial. Let πs = IGB (δsB), the normalized principal series
induced from the s-power of the modular character of B. The representation
πs is tempered if ℜs = 0. By (6.4), it suffices to prove the proposition for
matrix coefficients of π0.
We fix the following invariant inner product on πs (ℜs = 0):
〈v1, v2〉 =
∫
H
v1(u)v2(u)du, (6.10)
where v1, v2 ∈ πs, considered as functions on G. This integral converges; it
is the restriction to the open H-orbit of the compact, G-invariant integral
of v1(u)v2(u) over B\G.
The underlying vector spaces of all representations πs can be identi-
fied with one another by restriction of functions to K, a maximal compact
subgroup satisfying the Iwasawa decomposition G = BK. In particular,
K-invariant elements for all representations are identified in this common
vector space – let v be a non-zero K-invariant element with v|K > 0, and
vs its “realization” in πs. (The inner product that we chose on πs is not
compatible with this identification, but of course it varies continuously in
s.)
Let fs be the matrix coefficient 〈πs(g)vs, vs〉, for ℜs = 0. To prove
convergence of the integral
∫
H0
f(n)dn we extend fs to all s with ℜ(s) ≥ 0
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using expression (6.10), that is:
fs(g) =
∫
H
vs(ug)vs(u)du.
(Of course, for ℜs 6= 0 this does not represent a matrix coefficient.) It will
follow from the argument below that this expression converges for ℜs ≥ 0,
but for the moment we can restrict our attention to positive real s, and
treat this as a possibly infinite expression. Notice that for ℑs = 0 we have
fs(g) ≥ 0 for all g; in fact, for such s, we have vs(g) > 0 for all g.
Thus, by expanding the definitions and using Fatou’s lemma,∫
H0
f0(n)dn =
∫
H0
∫
H
v0(un)v0(u)dudn ≤
≤ lim sup
s→0+,s∈R
∫
H0
∫
H
vs(un)vs(u)du = lim sup
s→0+,s∈R
∫
H0
fs(n)dn, (6.11)
be they finite or infinite.
Now, for ℜs > 0 the function fs is absolutely integrable over H (for this
statement, the character Λ could be trivial). Indeed, we have
∫
H |fs(g)| ≤(∫
H |vs(u)|du
)2
, and the integral
∫
H vs(u) is known to be absolutely con-
vergent from the study of standard intertwining operators. We therefore
have ∫
H
fs(g)Ψ
−1
Λ (g)dg =
∫
H
∫
H
vs(ug)vs(u)duΨ
−1
Λ (g)dg = (6.12)
=
∣∣∣∣∫
H
vs(u)Ψ
−1
Λ (u)du
∣∣∣∣2 ,
and
Ws(Λ, g) =
∫
H
vs(ug)Ψ
−1
Λ (u)du
is the Jacquet integral which converges absolutely for ℜs > 0. (This is
one of the assumptions that we made above, and is known to hold in the
aforementioned cases, including the Whittaker case.)
We can let Λ vary in the k-points of the one-dimensional vector space
V∗ := Hom(H/H0,Ga), and then by (6.12) and inverse Fourier transform
we get, still for ℜ(s) > 0,∫
H0
fs(n)dn =
∫
V ∗
|Ws(Λ, 1)|2dΛ, (6.13)
for a suitable choice of Haar measure dΛ.
Now – as Λ varies – Ws(Λ, 1) may be expressed in terms of the value of
Ws for a fixed character at a varying point of the torus; by a routine com-
putation with the known asymptotics of the spherical Whittaker function
(s. the remark that follows), the integral (6.13) is uniformly bounded for s
in a neighborhood of zero, and the right hand side of (6.11) is finite. (We
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discuss this argument at more length below, phrased in a fashion where it
generalizes more readily.) 
6.3.2. Remark. Let us discuss in more detail how to phrase the final
step of the proof – bounding (6.13) – in the language of this paper, so that
it may be readily generalized to other settings:
The asymptotics of the “Whittaker function” Ws(Λ, g) can be derived
from our earlier discussion of asymptotics in section 5, by interpreting the
value Ws(Λ, g) as an element in a representation induced from a charac-
ter of a spherical subgroup. Recall the cocharacter µˇ discussed before the
statement of the proposition; in the Whittaker case, if H is the subgroup
corresponding to the negative roots for some choice of Borel and Cartan
subgroups, then µˇ is (in additive notation) a multiple of −ρˇ (minus half the
sum of positive coroots). In order to relate Ws(Λ, g) to standard Whittaker
functions, we only need to notice that changing Λ corresponds to conjugating
by an element of µˇ(k×); more precisely:
Ws(Λ, µˇ(x)) = δ
s− 1
2
B (µˇ(x))
∫
H
vs(u)Ψ
−1
Λ (µˇ(x)uµˇ
−1(x))du. (6.14)
Indeed (the argument is quite simple, but we formulate it in some lan-
guage that can be generalized):
• The variety H\G, equipped with the trivial character of H, is
a boundary degeneration of the same variety equipped with the
line bundle LΨ corresponding to induction from Ψ; denote that
boundary degeneration by XΘ. (In the Whittaker case, this will be
the most degenerate case, so Θ = ∅, but not in general.) The left
action of the cocharacter µˇ has image in AX,Θ, with µˇ(o) mapping
to A+X,Θ.
• We may split the nonzero points of the one-dimensional vector
space V ∗ into a finite number of Gm-orbits under the cocharac-
ter µˇ; denote them by Vi.
• Let δH be the modular character of the k-points of the algebraic
groupHµˇ(Gm). We notice that the modular character δB on µˇ(k
×)
is inverse to the modular character δH .
• If Λi is a representative for V ∗i , then:
Ws(Λi, µˇ(x)) =
∫
H
vs(uµˇ(x))Ψ
−1
Λi
(u)du =
= δ
s+ 1
2
B (µˇ(x))
∫
H
vs(µˇ(x
−1)uµˇ(x))Ψ−1Λi (u)du =
= δ
s+ 1
2
B (µˇ(x))δH (µˇ(x))
∫
H
vs(u)Ψ
−1
Λi
(µˇ(x)uµˇ−1(x))du =
δ
s− 1
2
B (µˇ(x))
∫
H
vs(u)Ψ
−1
Λi
(µˇ(x)uµˇ−1(x))du,
which shows (6.14).
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Therefore for a suitable choice of Haar measures we have:∫
V ∗i
|Ws(Λ, 1)|2dΛ =
∫
k×
δ1−2sB (µˇ(x))|Ws(Λi, µˇ(x))|2d(x−n0) =
=
∫
k×
δ1−2sB (µˇ(x))|x|−n0 |Ws(Λi, µˇ(x))|2d×x. (6.15)
Now we notice:
• For |x| ≫ 1 we have |Ws(Λi, µˇ(x))|2 = 0.
• Since, by definition,Ws(Λ, •) is in the image of an operator: IGB (δsB)→
C∞(H\G,ΨΛ), and µˇ(o) ⊂ A+X,Θ, by the theory of asymptotics for
|x| ≪ 1 we will have that the function x 7→Ws(Λ, µˇ(x)) is equal to
a k×-finite function with generalized eigencharacters equal to the
(unnormalized) exponents of IGB (δ
s
B). For any given ε > 0 the latter
are bounded, for s in a neighborhood of 0, by δ
− 1
2
+ε
B (µˇ(x)).
• Given this information on generalized eigencharacters to handle |x|
small, the vanishing for |x| ≫ 1 to handle |x| large, and the fact
that Ws extends continuously to s = 0 (and hence is pointwise
bounded for x in a compact set, for s in a neighborhood of zero) to
handle the remaining x, it follows that
δ1−εB (µˇ(x))|Ws(Λi, µˇ(x))|2
is (uniformly for s close to 0) integrable over k×.
6.3.3. Corollary. For every tempered representation π, there is a canon-
ical normalization of the integral of matrix coefficients:∫ ∗
H
〈
π(u)v1, v2
〉
ΨΛ(u)
−1du (6.16)
as the evaluation at Λ of the Fourier transform of the function:
u ∈ H/H0 7→
∫
H0
〈
π(nu)v1, v2
〉
dn.
Indeed, this Fourier transform is a a priori a distribution, but it is also
invariant under an open compact subgroup of A, so it can be identified with
a function in the complement of degenerate characters Λ.
Now, for any non-degenerate Λ the normalized integral above defines a
morphism:
MΛπ : π ⊗ π¯ → C∞(H\G,ΨΛ)⊗ C∞(H\G,Ψ−1Λ ), (6.17)
characterized by the property thatMΛπ (v1⊗v2)(1, 1) =
∫ ∗
H Ψ
−1
Λ (u) 〈π(u)v1, v2〉 du.
(This can also be expressed in terms of Jacquet integrals, as we discuss in
§6.3.6.) The hermitian dual of this, composed with the unitary pairing be-
tween π and π¯, will be denoted by θΛπ . Then Theorem 6.2.1 carries over:
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6.3.4. Theorem. The Plancherel formula for L2(H\G,ΨΛ) reads:
〈Φ1,Φ2〉 =
∫
Gˇ
θΛπ (Φ1 ⊗ Φ2)µG(π).
In particular, for every tempered representation π and v ∈ π we have:∫ ∗
H
〈π(u)v, v〉ΨΛ(u)du ≥ 0,
and L2(H\G,ΨΛ) is tempered27 as a G-representation; its measure is abso-
lutely continuous with respect to the Plancherel measure for G.
Proof. The proof that we saw in the strongly tempered case carries
over almost verbatim, with due care for the regularizations:
Fix f ∈ C∞c (G), and let ΦΛ(g) =
∫
H f(ug)Ψ
−1
Λ (u)du. Note that ΦΛ
is also compactly supported on H\G, and so square integrable. Let us
consider:
ℵ : Λ 7→ ‖ΦΛ‖2 =
∫
H
ΨΛ(u)
∫
Gˆ
〈π(u)iπ(f), iπ(f)〉HS µG(π)du. (6.18)
The equality here is proved in precisely the same way as (6.6) and (6.8).
(6.18) is indeed a genuine, continuous function of Λ, locally constant
on the non-degenerate locus. This statement follows easily from the facts
that the support of ΦΛ in H\G is compact, and the integrand involved in
the definition of ΦΛ(g) is actually compactly supported (uniformly for g in
a compact set). On the other hand, the integral is no longer absolutely
convergent in general as a double integral. To push through the previous
computations, we shall study ℵ as a distribution in Λ.
Let Q be a smooth function on V ∗ = Hom(H/H0)(k), compactly sup-
ported away from the degenerate locus, with Fourier transform u → Qˆ(u)
(also compactly supported on V and smooth). Then:∫
V ∗
Q(Λ) · ℵ(Λ)dΛ =
∫
H
Qˆ(u)
∫
Gˆ
〈π(u)iπ(f), iπ(f)〉HS µG(π)du =
=
∫
Gˆ
∫
H
Qˆ(u) 〈π(u)iπ(f), iπ(f)〉HS du µG(π) =
=
∫
Gˆ
∫
V ∗
Q(Λ)θΛπ (Φ⊗ Φ¯)dΛ µG(π) =
∫
V ∗
Q(Λ)
∫
Gˆ
θΛπ (Φ⊗ Φ¯)µG(π) dΛ,
where Φ(g) =
∫
H f(ug)Ψ
−1
Λ (u)du. The first equality on the final line, i.e.
the introduction of θΛπ , is just as in the proof of (6.7).
To deduce the desired result from this, for any given non-degenerate Λ0
there exists an open neighborhood S of Λ0 in V
∗ so that ℵ(Λ) and θΛπ (Φ⊗Φ¯)∗
are all constant on S . We then choose Q supported in S to get the desired
result. 
27This is easy to deduce directly in the Whittaker case, since U− is amenable.
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We note that a Plancherel formula for the Whittaker model has also
been developed by Delorme [Del13], who used different methods. In the
archimedean case, the Whittaker-Plancherel formula was developed by Wal-
lach [Wal92].
A corollary to the last sentence of the theorem was conjectured [LM09,
Conjecture 3.5] by Lapid and Mao; this also follows from the results of
Delorme.
6.3.5. Corollary. Suppose that π is a generic irreducible representation
of G whose Whittaker functions are square integrable on U−\G; then π is
(G-)discrete series. (And similarly for all other cases of Theorem 6.3.4.)
We note that the converse statement is also true: a generic, discrete
series representation has Whittaker functions which are square integrable
on U−\G. This converse follows from the theory of asymptotics.
6.3.6. Explication. The functionals of the theorem, when π is an induced
representation, can be described in terms of Jacquet integrals:∫
U−
〈
π(u)v1, v2
〉
ΨΛ(u)du =W
1
0 (Λ)W
2
0 (Λ), (6.19)
whereW i0(Λ) are constructed from v
1, v2 by Jacquet integrals in an induced
representation. Precisely:
Any tempered representation is a direct summand of a representation
of the form IGP (τ), where τ is a discrete series of the Levi quotient of P .
We equip it with the unitary structure ‖v‖2 = ∫U−M\U− ‖v(u)‖2τdu (where
U−M = U
− ∩M , M a Levi subgroup of P ).
If π admits a Whittaker functional, then τ does also. In this case, we
fix a Whittaker functional (unique up to a scalar of norm one) ηΛ : τ → C
so that
ηΛ(τ(u)v) = ΨΛ(u)ηΛ(v), u ∈ U−M ;
ηΛ(v1)ηΛ(v2) =
∫ ∗
U−M
〈τ(u)v1, v2〉ΨΛ(u)du, v1, v2 ∈ τ.
(Indeed, that the final integral can be thus factorized follows from multi-
plicity one for Whittaker functionals, and the non-negativity of Theorem
6.3.4. It can also be verified that the resulting ηΛ is nonzero by means of
the argument to be presented in the next section §6.4, we briefly sketch the
argument – namely, the known theory of asymptotics of Whittaker functions
mean that τ occurs inside the L2-Whittaker space for M , and then Theo-
rem 6.3.4 implies that the integral defining ηΛ(v1)ηΛ(v2) must have been
nonzero.)
Now define the Jacquet integral on the family of representations IGP (τδ
s
P ):
v 7→
∫
U−M\U
−
ΨΛ(u)ηΛ(v(u))du.
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As before, this defines (after holomorphic continuation) a (U−,ΨΛ)-equivariant
functional ΞΛ ∈ IGP (τδsP )∗ without poles on the tempered axis ℜs = 0. Let
v1, v2 ∈ π := IGP (τ), and let W 10 ,W 20 be the corresponding Whittaker func-
tions W i0(g) = ΞΛ(gv
i) (we will also write: W i0(Λ) := W
i
0(1)). The product
W 10 (Λ)W
2
0 (Λ) is independent of the choice involved in defining ηΛ. Comput-
ing formally, the left-hand side of (6.19) equals∫
(u,u′)∈U−M\(U
−×U−)
ΨΛ(u
′)〈v1(uu′), v2(u)〉 du du′
=
∫
(u,u′)∈U−M\U
−×U−M\U
−
ΨΛ(u
′)ηΛ(v
1(uu′))ηΛ(v2(u)) du du
′
=W 10 (Λ)W
2
0 (Λ). (6.20)
The conversion of this to a formal proof follows along the lines of the
previous regularizations carried out in this section, and we omit it.
6.4. The Ichino–Ikeda conjecture. The following establishes a con-
jecture of Ichino and Ikeda.
6.4.1. Theorem. Suppose that X is strongly tempered and wavefront,
let H be the stabilizer of a point on X. Then:
Mπ : v ⊗ w¯ 7→
∫
H
〈π(h)v,w〉 dh (6.21)
defines a nondegenerate Hermitian form on πH (the H-coinvariants of π),
for every G-discrete series representation π.
Moreover, if σ is a discrete series representation of some Levi subgroup
and π = IGP (σ) (where P is some corresponding parabolic), then the same
expression defines a non-zero, non-negative hermitian form on πH .
6.4.2. Remark. In the setting of the “Gross–Prasad variety” SOn\SOn×
SOn+1, it is known by recent work of Waldspurger [Wal12b] that for any
tempered L-packet of G there is at most one element π in the L-packet such
that πH 6= 0. Since any irreducible tempered representation is a subrepre-
sentation of IP (σ) (where σ is a discrete series of the pertinent Levi) and
all subrepresentations of that belong to the same L-packet, it follows that
in that case (6.21) is non-zero for every irreducible tempered representation
π with πH 6= 0. This is the conjecture originally formulated by Ichino and
Ikeda. In fact, Beuzart-Plessis managed to refine the argument of our the-
orem [BPar, Proposition 14.2.2] to prove multiplicity one in the induced
discrete series, in the setting of the Gross–Prasad conjectures.
The idea of the proof: By our discussion of asymptotics we can show that
any embedding π →֒ C∞(X/Z(X), ωπ) (where ωπ is the – unitary – central
character of π) has image contained in L2+ε(X/Z(X), ωπ). This suggests
that any H-distinguished π must contribute to the Plancherel formula. But
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we have already computed (Theorem 6.2.1) the Plancherel formula for X
and seen that π occurs exactly when Mπ is nonzero.
Proof. For G-discrete series π, by our discussion of asymptotics any
morphism π → C∞(X/Z(X), ωπ) will have image in L2(X/Z(X), ωπ):
Indeed, if Θ ⊂ ∆X then the XΘ = XLΘ ×P
−
Θ G and the asymptotic
morphism π → C∞(XΘ) → C∞(XLΘ) factors through the corresponding
Jacquet module πΘ− . Because π is discrete series, all the characters of this
Jacquet module decay on the negative Weyl chamber of the center of LΘ.
Since (a finite union of cosets of) this negative Weyl chamber surjects onto
A+X,Θ, by the proof of Proposition 2.7.2, it follows that the image of any v ∈ π
“decays in the Θ-direction”; since this is so for all Θ and the exponential
map is measure-preserving, this image in fact belongs to L2. 28
The claim on nondegeneracy of Mπ, now, follows from Theorem 6.2.1:
indeed, the natural embedding:
π ⊗Hom(π,C∞(X)) →֒ L2(X/Z(X), ωπ),
v ⊗M 7→M(v),
endows the space on the left with a non-degenerate hermitian form, of
which the Plancherel form θπ of Theorem 6.2.1 is just the hermitian dual
(i.e. the dual via the pairing of π ⊗ Hom(π,C∞(X)) with C∞c (X)π˜ = π˜ ⊗
(Hom(C∞c (X), π˜))
∗). Thus θπ, and hence Mπ, is non-degenerate.
We now turn to the claim on induced representations, which is more
subtle; we need to pass from an “almost-everywhere” statement to a point-
wise statement. We do this by establishing a uniform lower bound almost
everywhere, and then we can specialize pointwise by a continuity argument.
Let π = IGP (σ) as in the statement with πH 6= 0. We establish a series
of claims:
• Every H-distinguished direct summand of π belongs to the support
of Plancherel measure for L2(X).
This follows by approximating matrix coefficients : Suppose that π0 is
anH-distinguished direct summand of π, so that we are given a G-morphism
M : π0 → C∞(X). The idea is now to approximate the matrix coefficients
of π0 by truncating functions in the image of M . For a fixed open compact
subgroup J , partition X into J-fixed subsets:
X = ⊔ΘNΘ,
28 To expand: Recall that, for this argument, the action of AX,Θ has been twisted
already, as per our general notational conventions from §1.7, by the square root of the
AX,Θ-eigencharacter for the measure on XΘ; thus the normalizations are precisely chosen
so that decaying exponents along AX,Θ force square integrability. We also used the fact
that this twist is compatible with the twisting in the definition of the normalized Jacquet
module. This follows because of the description of XΘ as a parabolically induced variety,
i.e. again from Proposition 2.7.2.
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where NΘ belongs to a J-good neighborhood of Θ-infinity, is A
+
X,Θ-stable
and has compact image in XΘ/AX,Θ. We let N˜Θ =
⋃
Ω⊂ΘNΩ, a J-good,
A+X,Θ-stable neighborhood of Θ-infinity.
For every γ ∈ ∆X , set γˆ := ∆Xr{γ}, and choose an element aγ ∈ A˚+X,γˆ .
Notice that A˚X,γˆ/Z(X) is a one-dimensional subtorus of AX/Z(X). For
x ∈ X/Z(X) define a radial function:
R(x) := min{n ≥ 1|x /∈ anγN˜γˆ for any γ ∈ ∆X}.
It is then clear that the sets Xn := {x ∈ X|R(x) ≤ n} form an exhaus-
tive, increasing filtration of X by compact-mod-Z(X) sets. Moreover, they
have the following property:
For any compact subset Ω ⊂ G, there exists an integer
n ≥ 1 so that Xk · Ω ⊂ Xk+n.
Indeed, since the sets Xn are by definition J-stable, one can replace Ω
by a finite subset {gi}i. Then there is an n such that for every γ and i we
have: anγ ·N˜γˆ ·g−1i ⊂ N˜γˆ when N˜γˇ is considered as a subset of XΘ, and hence
also:
an+kγ · N˜γˆ · g−1i ⊂ akγ · N˜γˆ
for all k ≥ 0. Hence: an+kγ · N˜γˆ · Ω−1 ⊂ akγ · N˜γˆ , and by the equivariance
property of J-good neighborhoods the same is true on X. Therefore, if a
point x is in Xk, i.e. does not lie in a
k
γ · N˜γˆ for any γ, then xΩ is in Xk+n,
i.e. does not lie in ak+nγ · N˜γˆ for any γ.
We also set NΘ,k := NΘ ∩Xk for any k. By the theory of asymptotics,
and the fact that π0 is tempered, the quantity:
〈M(v1),M(v2)〉L2(NΘ,k/Z(X))
either has a limit over k – this cannot happen for all Θ and all v1, v2 be-
cause π0 is not discrete – or is “asymptotic to the integral of a generalized
AX,Θ-eigenfunction with trivial generalized eigencharacter”. By the latter
we mean that the function:
A+X,Θ ∋ a 7→M(v1)(a · x)M(v2)(a · x) Vol(a · xJ),
for x ∈ NΘ, is (the restriction to A+X,Θ of) a generalized eigenfunction
with unitary and subunitary eigencharacters; and hence the integral of
M(v1)M(v2) over NΘ,k, as k → ∞, is dominated by the integral of its
summand corresponding to the trivial generalized AX,Θ-eigencharacter. By
an easy calculation over finitely generated abelian groups, this means that
there is a nonzero constant cΘ(v1, v2) and a positive integer rΘ(v1, v2) such
that:
〈M(v1),M(v2)〉L2(NΘ,k) ∼ cΘ(v1, v2)krΘ(v1,v2).
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Thus, there is a positive integer r(= maxΘ,v1,v2 rΘ(v1, v2)) so that for
every triple (Θ, v1, v2) the limit:
c(v1, v2) := lim
k
〈M(v1),M(v2)〉L2(Xk)
kr
(6.22)
exists, and moreover it is not zero for all such triples.
Then the limit c = c(v1, v2) defines a nonzero Hermitian form on π0. We
claim that it is G-invariant; indeed, for g ∈ Ω, we have an inequality
〈M(v1),M(v2)〉L2(Xk−n) ≤ 〈M(gv1),M(gv2)〉L2(Xk) ≤ 〈M(v1),M(v2)〉L2(Xk+n)
from which the invariance follows. Therefore c(v1, v2) is a multiple of the
inner product.
Now, we can approximate (on compacta) matrix coefficients of π0 by ma-
trix coefficients of L2(X): namely, given v ∈ π0 and g ∈ Ω we may approxi-
mate 〈gv, v〉, which is a multiple of c(gv, v), by a multiple of 〈M(gv),M(v)〉L2 (Xk)
for large k. Now this equals
〈gM(v)|Xk ,M(v)|Xk 〉+ 〈gM(v)|Xk −M(gv)|Xk ,M(v)|Xk 〉
and the second term is bounded by Cauchy-Schwarz by the square root of
〈M(v),M(v)〉L2(Xk+n−Xk−n) · 〈M(v),M(v)〉L2(Xk)
which is of lower order than the main term as k → ∞, because of (6.22).
Consequently, π0 belongs to the support of Plancherel measure for L
2(X).
• There is a set of unitary unramified characters of P of positive
(Haar) measure such that Mπχ 6= 0, where πχ = IP (σ ⊗ χ).
Indeed, the only tempered representations in a neighborhood of π under
the Fell topology are of the form πχ. Since we know (from strong tempered-
ness, i.e. Theorem 6.2.1) that the Plancherel measure for L2(X) is supported
in the set of tempered representations and is absolutely continuous with re-
spect to the natural class of measures on them, it follows that there should
be a set of unramified characters χ of positive Haar measure such that the
Plancherel morphisms Mπχ are non-zero.
As χ varies, we identify the underlying vector spaces of all πχ in the
natural way with a fixed vector space V .
• For v ∈ V , the expression Mπχ(v, v) is a real analytic function of
χ.
Indeed, the integral of the matrix coefficient over H is actually a count-
able sum of functions polynomial in χ, which converges absolutely and uni-
formly in χ.
It follows from the last two points that Mπχ is non-zero for almost every
χ. There remains to show:
• Mπχ is non-zero for every χ.
For this, we will treat for simplicity the case of multiplicity one, i.e.
Mπχ(v ⊗ w) = Lπχ(v) ⊗ Lπχ(v),
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where Lπχ : πχ → C, an H-invariant functional. It is easy to see that
we may choose Lπχ measurable in χ. Moreover, we will assume that G
acts transitively on X. The proof is the same in the general case, but its
formulation would obscure the argument.
Let K1 be an open compact subgroup such that Lπχ |πK1χ 6= 0 for a dense
set of χ’s. Let vχ = K1 ∗ Lπχ ∈ πχ, i.e. vχ ∈ πK1χ and 〈u, vχ〉 = Lπχ(u)
for u ∈ πK1χ . In particular, vχ 6= 0 if and only if Mπχ(v,w) 6= 0 for some
v,w ∈ πK1χ ; so, the set of χ for which ‖vχ‖ 6= 0 is of full measure.
By Corollary 5.3.4, there exists K2 such that
Lπχ(gvχ) =
〈
gvχ,K2 ∗ Lπχ
〉
(g ∈ G+). (6.23)
We are going to average both sides of (6.23) over χ, and compute the L2-
norm. The left-hand side can be computed via the Plancherel formula for
X; the right hand side, via the Plancherel formula for G. This will lead –
eventually – to a “almost-everywhere” lower bound on the norm of vχ; by
continuity, we will deduce that Mπχ is everywhere nonzero.
Let Z be the set of distinct isomorphism classes of the unitary represen-
tations πχ; it has the canonical structure of an orbifold, and the restriction
of the canonical Plancherel measure µ on G is a well defined measure on Z.
We will write πz,Mπz , Lπz , vz etc.
For any Z ′ ⊂ Z we consider the K1-invariant L2 function:
Φ : x 7→
∫
Z′
Lπz(πz(g)vz)µ(z), x = Hg ∈ H\G
on X = H\G. For x = Hg, with g ∈ G+, it coincides with the value of the
K2 ×K1-invariant function:
f : g 7→
∫
Z′
〈πz(g)vz ,K2 ∗ Lπz〉µ(z)
on G. In what follows, it is harmless to replace G+ by K2 ·G+ ·K1.
In order to compare norms we need the following fact (see discussion
after Corollary 5.3.2):
There is a constant C > 0 such that the (surjective) orbit
map
o : K2\G+/K1 → X/K1
satisfies:
Vol(o(S)) ≤ C · Vol(S)
for any set S. (Here the volume of a subset S ⊂ K2\G+/K1
is the volume of the correspondingK2,K1-invariant subset
of G.)
Indeed, writing x0 ∈ X for the basepoint that corresponds to the identity
coset in our identification X ≃ H\G, we have x0gK1 = x0K2gK1, which is
covered by at most [K2\K2gK1] translates of x0K2, all of which have equal
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measure. Therefore, the X-volume of the set x0gK1 is bounded above by a
constant multiple (not depending on g ∈ G+) of the G-measure of K2gK1 .
Consequently we have:∫
Z′
‖vz‖2µ(z) (a)= ‖Φ‖2L2(X) =
∫
X/K1
|Φ(x)|2dx ≤
(b)
≤ C ·
∫
K2\G+/K1
|f(g)|2dg ≤ C ·
∫
G
|f(g)|2dg =
(c)
= C ·
∫
Z′
‖vz‖2‖K2 ∗ Lπz‖2µ(z).
Here equality (a) is the Plancherel formula for X; inequality (b) arises
from the equality f(g) = Φ(Hg) for g ∈ G+ and our previous remark on
measures; equality (c) is the Plancherel formula for G.
Because Z ′ is arbitrary, and the set of z for which ‖vz‖ = 0 has measure
0, it follows that ‖K2 ∗ Lπz‖2 ≥ C−1 for almost every z, and because it is
continuous 29 in z it follows that the same holds for every z. In particular,
Lπz 6= 0 for every z. This completes the proof. 
29For the continuity, note that ‖K2 ∗Lpiz‖|
2 can be expressed as the sum of values of
Mpiz (w,w) over an orthonormal basis w for π
K2
z . In turn, this is expressed as a finite sum
of integrals
∫
fz(h)dh over H , where each fz is a matrix coefficient, varying continously
in z. Using the majorization (6.4) we see that, given ε > 0, we can find a compact subset
Ω ⊂ H such that
∫
h/∈Ω
|fz(h)|dh < ε for all z. The continuity is now clear.
Part 3
Spectral decomposition and
scattering theory
7. Results
This is the core part of the present paper, where we develop the Plancherel
decomposition of L2(X). By this we mean, more precisely, that we reduce
the Plancherel decomposition to the understanding of discrete series for X
and its boundary degenerations XΘ.
Our approach to this is different to previous works on similar topics –
in particular, the series of papers establishing the Plancherel decomposition
for real semisimple symmetric spaces [vdBS05a, vdBS05b, Del98]. Our
viewpoint is close to that of Lax and Phillips on scattering theory, and fur-
ther from the viewpoint motivated by global Eisenstein series. The original
idea, and a core argument in our approach, is due to Joseph Bernstein.
Our main theorem is Theorem 7.3.1, and our approach to its proof pro-
ceeds as follows:
i. We first derive the existence of morphisms L2(XΘ) → L2(X),
canonically characterized by their asymptotic properties, by using
general Hilbert space theory and the existence of asymptotics of
eigenfunctions.
ii. By using a priori information about when a representation Π can
occur simultaneously in L2(XΘ) and L
2(XΩ), where Θ 6= Ω, we
are able to analyze interactions between these maps from (i). This
allows us, in particular, to decompose L2(X) in terms of the discrete
parts of L2(XΘ).
iii. Finally, we discuss the question of writing an explicit formula for
the morphism, using the Radon transform. (This corresponds to
the study of “Eisenstein integrals”.)
Our results are not complete in general. Step (i) works very generally –
it uses only asymptotics of eigenfunctions as an input, and is performed in
Sections 10–11. Step (ii), performed in Sections 12–14, requires a few “non-
formal” inputs to work. Nonetheless, these non-formal inputs (“generic
injectivity”, §14.2 and the Discrete Series Conjecture 9.4.6) hold in a wide
variety of cases (including symmetric spaces); and we expect the theorem
to hold true in general, whether or not these inputs are valid. Step (iii)
is performed in Section 15 under much more restrictive conditions, namely
that the variety is strongly factorizable; the theory of Eisenstein integrals
and their applications is open in the general case.
The reader who wishes to get an idea of our methods without diving into
the details may wish to read §8. There we discuss the simple case of linear
operators acting on functions on the non-negative integers, and explain how
our methods operate in this (very well-known) case.
7.1. Plancherel decomposition and direct integrals of Hilbert
spaces. We recall first some generalities about direct integrals and Plancherel
decomposition.
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Any (separable) unitary representation H of G admits a direct integral
decomposition: ∫
Gˆ
Hπµ(π) (7.1)
where Gˆ denotes the unitary dual of G, equipped with the Fell topology,
and µ is a positive measure on the Borel σ-algebra of Gˆ. (Note that these
are standard Borel spaces, by [Dix77, Proposition 4.6.1], i.e. isomorphic as
measurable spaces with the Borel space of a Polish space – which can be
taken to be the interval [0, 1] – even though the topologies on Ĝ will be
usually non-Hausdorff.)
The Hilbert space Hπ is π-isotypic (that is, a finite or countable direct
sum of copies of π), and the direct integral makes sense only after we specify
a family F of “measurable” sections η:Gˆ ∋ π 7→ ηπ ∈ Hπ satisfying the
following axioms:
(1) A section π 7→ ξπ lies in F if and only if for each η ∈ F the function
π 7→ 〈ηπ, ξπ〉 is measurable.
(2) There is a countable subfamily {ηi}i ⊂ F such that for all π ∈ Gˆ
the vectors {ηi,π}i span a dense subspace of Hπ.
Here and later, we will be using the word “measurable” to mean measurable
with respect to the completion of the Borel σ-algebra of Gˆ with respect
to a given measure and a given family of measurable sections into Hilbert
spaces, which should be clear from the context; when no measure is present,
we mean Borel measurable. We will call this decomposition a Plancherel
decomposition (and the corresponding measure a Plancherel measure) if µ-
almost all spaces Hπ are non-zero.
7.2. Discrete spectrum. Before stating our results more precisely, we
describe the precise notion of “discrete spectrum” and discuss a difficulty
that arises. It should be noted that this difficulty vanishes in the case of
symmetric varieties, and thus (to our knowledge) does not arise in prior
work.
The space L2(X) decomposes into a direct sum of a “discrete” and a
“continuous” part:
L2(X) = L2(X)disc ⊕ L2(X)cont
More precisely, discrete means “discrete modulo center”, where “center” is
the connected component of AutG(X). More formally, any f ∈ L2(X) can
be disintegrated as an integral
∫
ω fωdω indexed by characters ω of Aut(X);
here, each fω ∈ L2(X;ω).
Definition. L2(X)disc consists, by definition, of those f for which al-
most every fω belongs to the direct sum of all irreducible subrepresentations
of L2(X;ω).
It should be noted that it is by no means clear that this defines a closed
subspace, although it follows from our later considerations.
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Discrete series for a reductive group G come in continuous families, with
varying central character, which can be constructed by twisting matrix co-
efficients by characters of the group. A similar “twisting” is possible for
X-discrete series when X is a symmetric variety; however, for a general
spherical variety X with infinite automorphism group (hence, in the split
case, X-discrete series appearing in continuous families), the variation of
X-discrete series with “central character” presents serious challenges, which
we analyze in section 9. We expect that in every case the variation of X-
discrete series can be described in terms of “algebraically twisted” families
of representations, and we formulate this expectation as the “Discrete Series
Conjecture” 9.4.6. We show how this can proven in individual cases by the
method of “unfolding”; however, since we have not proven that this method
always applies (although we know of no counterexample), the Discrete Series
Conjecture remains a conjecture – but an easy one to check in each indi-
vidual case. Therefore, formulating theorems which are conditional on this
conjecture seems to present no serious harm of generality or applicability.
At the first reading the reader might prefer to skip most of this section
(§9), using it only as a reference for terms and properties encountered in the
rest of the paper. In sections 11 and 14 we obtain our main results on the
spectral decomposition, which are summarized in the theorem below.
7.3. Main result. For any Θ,Ω ⊂ ∆X (possibly the same),
set
WX(Ω,Θ) = {w ∈WX : wΘ = Ω}
Let aX,Θ = X (AX,Θ)∗ ⊗ Q, a∗X,Θ its Q-linear dual. The vector space aX,Θ
has a “dominant” chamber a+X,Θ (namely, its intersection with the dominant
chamber of aX , which is a face of the latter), and it is known by properties
of root systems that the union of the sets w−1a+X,Ω, w ∈ WX(Ω,Θ), where
Ω varies over all possible subsets of ∆X with |Ω| = |Θ|, is a perfect tiling
for aX,Θ. Here, by “perfect tiling” we mean that these sets cover aX,Θ and
their interiors are disjoint, cf. [Art79a, Lemma 1]. 30 Let:
c(Θ) = the number of those chambers in aX,Θ =
∑
Ω
#WX(Ω,Θ)
where the second equality is a consequence of the tiling property.
30This “perfect tiling” claim is a simple property of root systems; we give a proof.
In what follows, we discuss as if the system of spherical roots arises from a genuine Lie
algebra; this would be the Lie algebra of the dual group to GˇX . Now, any λ ∈ aX,Θ
defines a subset of roots, namely those which are non-negative on λ. This corresponds to
the set of roots of a parabolic subalgebra p, with Levi factor m given by the centralizer of
λ. Now there is a unique element w of the Weyl group taking p to a standard parabolic
subalgebra q. This element w carries the center aP of m to the center aQ of the standard
Levi of q. Moreover, w is well-defined up to the Weyl group of q, which acts trivially on
aQ, i.e. the map aP → aQ is uniquely determined.
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For the statement of the following theorem, recall that while the map:
Z(LΘ)0 → AX,Θ is surjective as a map of algebraic tori, it may not be
surjective at the level of k-points.
We prove:
7.3.1. Theorem (Scattering theorem). Suppose that X is a wavefront
spherical variety and that all degenerations XΘ (including XΘ = X) satisfy
the Discrete Series Conjecture 9.4.6. Also assume the condition of “generic
injectivity of the map: a∗X/WX → a∗/W on each face” (cf. §14.2)
Then there exist canonical G-equivariant morphisms ( “Bernstein mor-
phisms”)
ιΘ : L
2(XΘ)→ L2(X)
and A′X,Θ ×G-equivariant isometries ( “scattering morphisms”):
Sw : L
2(XΘ) −→ L2(XΩ), w ∈WX(Ω,Θ)
where AX,Θ acts on L
2(XΩ) via the isomorphism: AX,Θ
∼−→ AX,Ω induced
by w and A′X,Θ denotes the image of Z(LΘ)0 in AX,Θ, with the following
properties:
ιΩ ◦ Sw = ιΘ, (7.2)
Sw′ ◦ Sw = Sw′w for w ∈WX(Ω,Θ), w′ ∈WX(Z,Ω), (7.3)
ι∗Ω ◦ ιΘ =
∑
w∈WX(Ω,Θ)
Sw. (7.4)
Finally, the map:∑
Θ
ι∗Θ,disc√
c(Θ)
: L2(X)→
⊕
Θ⊂∆X
L2(XΘ)disc (7.5)
(where ι∗Θ,disc denotes the composition of ι
∗
Θ with orthogonal projection to the
discrete spectrum) is an isometric isomorphism onto the subspace of vectors
(fΘ)Θ ∈
⊕
Θ
L2(XΘ)disc
satisfying:
SwfΘ = fΩ for every w ∈WX(Ω,Θ).
We observe one way in which our approach differs from the usual one: for
the proof of this Theorem, we do not write down any explicit formula for ιΘ;
instead, it is entirely characterized in terms of asymptotic properties. The
question of writing a formula for ιΘ is the concern of §15; our main results
are Theorem 15.6.1 and Theorem 15.6.2. We do not summarize them here
because they are more technical. Our results are complete in many cases
(including the group case), but not in complete generality.
We do not know if every wavefront spherical variety satisfies either of
the two algebraic multiplicity conditions of Theorem 7.3.1, though we know
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no counterexample. However, they can easily be seen to fail in the case of
the non-wavefront variety GLn \SO2n+1. As was the case for the theory
of asymptotics, we expect our scattering theory to extend to such cases as
well:
7.3.2. Conjecture. The conclusions of Theorem 7.3.1 are true for any
spherical variety X.
8. Two toy models: the global picture and semi-infinite matrices
We now consider two “toy models” for our reasoning in this paper:
- The first is not really a toy model: it is the global picture for
automorphic forms. However, it may be more familiar to readers
of this paper than the local setting.
The main point we wish to convey is that the relationship
between “smooth” asymptotics C∞c (XΘ) → C∞c (X) and the L2-
morphisms L2(XΘ) → L2(X) corresponds – in this global setting
– to the difference to integrating Eisenstein series “far from the
unitary axis” and “on the unitary axis.” This point of view is not
central to us (although we establish, in the case of symmetric vari-
eties and more generally, a corresponding result) but it is closer to
other developments and is useful to keep in mind.
- The second is “scattering theory on the non-negative integers”:
Given a semi-infinite symmetric real matrix Aij with the property
that Aij depends only on i−j when i and j are both large, what can
we say about its eigenvalues and the corresponding L2-spectrum?
Here (unlike the global picture) we sketch proofs, so the reader
may get a simple idea of the techniques that we will use in the
spherical variety case.
8.1. Global picture. Let G be a semisimple algebraic group over a
number field K; fix a maximal F -split torus with Weyl group W and a min-
imal K-parabolic containing it. Let P =MN be a standard (i.e., containing
the fixed minimal parabolic) parabolic K-subgroup and denote by AP the
center of M. We write w(P) for the number of chambers in Hom(X (M),R)
(a chamber is a connected component of the space obtained by removing the
kernel of roots.) Write XP = N(AK)P(K)\G(AK) and set X = XG, so
that
X = G(K)\G(AK).
By C∞(X) we shall mean the set of functions that are invariant by
an open compact of G(AKfinite) and are smooth along each translate of
G∞ := G(K⊗R). By Caut(X) we mean the space of automorphic forms on
X (defined in the standard way, see e.g. [BJ79]); similarly for XP.
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8.1.1. Smooth asymptotics. Recall the constant term:
cP : C
∞(X) −→ C∞(XP)
obtained by integration along “horocycles”: cPf(g) =
∫
N(K)\N(AK )
f(ng)dn,
the integral being taken with respect to the N(AK)-invariant probability
measure. This is the analog of our smooth asymptotics map
e∗Θ : C
∞(X)→ C∞(XΘ);
indeed under certain stronger smoothness assumptions on f ∈ C∞(X) (for
example, L2-boundedness of all elements Xf , where X belongs to the uni-
versal enveloping algbra of G(F ⊗R)), it is known that f is asymptotically
equal to c(f), in a suitable sense and in a particular direction.31
In the adjoint direction we have the pseudo-Eisenstein series:
eP : C
∞
c (XP) −→ C∞c (X)
(with rapidly decaying image) defined by the rule ePf : g 7→
∑
P (K)\G(K) f(γg).
This is the analog of our smooth dual asymptotics map
eΘ : C
∞
c (XΘ)→ C∞c (X).
8.1.2. Eisenstein series. We will be very brief, with the understanding
that this section is targeted only at readers who have previous experience
with the theory of Eisenstein series.
In what follows, ω will denote a character ofAP := AP (AK)/AP (K), not
necessarily unitary; the space Caut(XP )ω denotes the subspace of C
aut(XP )
comprising functions that transform under the character ω under the nor-
malized action of AP . Also if ω is unitary we may form the space L
2(XP)ω
of functions f which transform under AP and so that |f |2 is integrable on
XP/AP .
We fix a Haar measure on AP and a dual measure on the Plancherel
dual ÂP . The set of all, not necessarily unitary, characters of AP will be
denoted by ÂPC.
For all ω with “sufficiently large real part”, and every f ∈ Caut(X)ω the
series defining ePf is absolutely convergent. Moreover, for a Zariski-open
set of ω ∈ ÂPC, this series can be regularized by a process of meromorphic
continuation. We refer to the result as eP,ω.
The analog of our “Bernstein” L2-morphism ιΘ : L
2(XΘ) → L2(X) is
given by the unitary Eisenstein series:
EP : L
2(XP) → L2(X), characterized by: (8.1)∫
ω∈ÂP
fωdω 7→
∫
ω∈ÂP
eP,ωfωdω (8.2)
31This has roughly the same content as the following fact, due to Harish-Chandra
and Langlands: If f is an automorphic form on X, then the truncation ∧f is of rapid
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for fω ∈ Caut(XP)ω ∩ L2(XP)ω that varies measurably in ω (suitably in-
terpreted). This map satisfies an asymptotic property analogous to that
characterizing L2(XΘ)→ L2(X) (see Theorem 11.1.2).
How does this compare to the “smooth” asymptotics C∞c (XΘ)→ C∞(X)?
Given a “sufficiently positive” real character ω0 : AP → R>0, the morphism
eP is characterized by:
eP : C
∞
c (XΘ) → C∞(X) (8.3)∫
Re(ω)=ω0
fω 7→
∫
Re(ω)=ω0
eP,ωfω. (8.4)
whenever the left-hand side belongs to C∞c (XΘ). (In fact, a function in
C∞c (XΘ) may be uniquely expressed as
∫
Re(ω)=ω0
fω, so long as the real part
of ω0 is sufficiently positive.)
The difference, then, between smooth and L2-asymptotics is (from this
point of view) the “line of integration.” One can pass from smooth to L2 by
shifting contours: on the other hand, this will introduce extra contributions
coming from residues of the map eP,ω.
The maps EP satisfy an exact analog of Theorem 7.3.1; see, for example,
the “main theorem” on page 256 of [Art79b], and for more details [Lan76,
MW95].
8.2. Spectra of semi-infinite matrices: scattering theory on N.
Let C(N) and Cc(N) denote the vector spaces of all functions, resp. all
compactly supported functions, on the set N of non-negative integers.
Fix some real numbers c0, c1, . . . , cK ; we set ck = c|k| if |k| ≤ K and
ck = 0 otherwise. We shall consider real self adjoint operators T : L
2(N)→
L2(N) that are given by the rule
Tf(x) =
∑
|k|≤K
f(x+ k)c|k| (8.5)
for all large enough x, i.e. there existsM so that this equality holds whenever
x ≥M . (Such operators are easily seen to exist: for example, (8.5) defines a
self-adjoint operator on L2(Z), and then one composes with the orthogonal
projection to L2(N).)
We denote by T∞ the operator on L
2(Z) defined by rule (8.5) for all x;
In what follows, let P ∈ C[z, z−1] be defined by ∑Kk=−K c|k|zk; we think
of this as a meromorphic function of the complex variable z. We denote by
P−1(λ) the set {z ∈ C : P (z) = λ}.
8.2.1. Smooth asymptotics. There is a unique morphism
e : Cc(Z) −→ Cc(N)
that intertwines the T∞ and T -action, and carries the characteristic function
δk of k ∈ Z (considered as an element of Cc(Z)) to δk (now considered as an
element of Cc(N)), if k is sufficiently large.
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Indeed, vk := e(δk) can be solved for inductively by means of the linear
recurrence that they satisfy. Indeed,
c−Kvm−K + · · ·+ cKvm+K = e(T∞δm) = Te(δm) = Tvm
which is to say that we can determine vs given knowledge of vs′ and Tvs′
when s′ > s.
The meaning of the phrase “asymptotics” is clearer for the dual mor-
phism e∗ : C(N) → C(Z). Let C∞(N)λ (resp. C∞(Z)λ) be the space of
T -eigenfunctions on N with eigenvalue λ (resp. T∞-eigenfunctions on Z
with eigenvalue λ). Then the dual asymptotics map e∗ gives a natural (not
always injective) map
C∞(N)λ → C∞(Z)λ (8.6)
i.e. for any v ∈ C∞(N)λ there is a unique w ∈ C∞(Z)λ so that v(n) = w(n)
for all large n.
Notice that any eigenfunction of T (and of T∞) necessarily is of the form
f(n) =
k∑
i=1
αni Qi(n) for n > M +K, (8.7)
where α1, . . . , αk ∈ C and Qi(n) are nonzero polynomials of total degree
≤ 2K; also, M is as in (8.5). If there indeed exists such an eigenfunction,
the eigenvalue is necessarily given by P (α1) = P (α2) = · · · = P (αk).
8.2.2. Finiteness of the discrete spectrum. We show now that the eigen-
functions of T in L2 span a finite-dimensional space. (It is easier to see that
the corresponding assertion for Cc(N): indeed Cc(N) is a finitely generated
module over C[T ].)
Consider an eigenfunction of T of the form (8.7). If it is to belong to L2
we must have |αi| < 1 for every i.
Fix for a moment the degrees d1, . . . , dk of the polynomials Qi. Then the
condition that there exists an eigenfunction with the above “asymptotic” is
a finite system of linear equations in the coefficients of the Qi as well as
the M +K values f(0), . . . , f(M +K); the coefficients of this linear system
depend algebraically on the αi. In particular the set of (α1, . . . , αn) for
which there exist a solution with deg(Qi) = di is a constructible subset of
Cn. (As usual, constructible means that it is defined by a finite system of
polynomial equalities and inequalities.)
Thus we have a constructible subset Z ⊂ Ck whose intersection with {α :
|αi| < 1} is countable – the corresponding finite-dimensional eigenspaces
are orthogonal in the separable Hilbert space L2(N). (Notice that in the
above process we fixed the degree of the polynomials, and not just an upper
bound; so there are no redundant αi’s for each eigenfunction.) Therefore,
this intersection is in fact finite:
To verify the finiteness, we use the following properties of Zariski-closed
subsets Y ⊂ Ck: There are only finitely many zero-dimensional (Zariski-
)irreducible components of Y , and if p does not lie on such a component,
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then any neighborhood of p in Y , for the standard topology on Ck, is un-
countable. For the latter assertion we just note that there exists an analytic
nonconstant map f : C→ Y with f(0) = p, which we may verify by slicing
by a hyperplane to reduce to thc case of dimp(Y ) = 1, i.e. a curve, where
we can use the existence of a smooth neighborhood on a desingularization
Y˜ → Y . With this in mind, let Z be a constructible set; it is a finite union
of sets of the form Y ′i , where each Y
′
i is Zariski-open in a Zariski-closed set
Yi ⊂ Ck. Let B be any open subset of Ck for the usual topology. If p ∈ Z∩B
is not one of the finitely many zero-dimensional components of some Yi, our
discussion above has shown that there exists uncountably many points in
Z ∩B.
8.2.3. L2-decomposition. There is a unique bounded map
ι : L2(Z) →֒ L2(N)
(in fact, with image in L2(N)cts) that intertwines the actions of T and T∞
and is “asymptotically the natural identification”:
‖ιδk − δk‖L2(N) → 0, k →∞. (8.8)
We will not give a complete proof of this statement but we will outline the
identification between the spectra of T and T∞ that is the central ingredient.
According to spectral theory, we may find a measure µ(λ) on the real
line together with an isomorphism
L2(N) ∼→
∫
R
Hλµ(λ) (8.9)
which carries the action of T to multiplication by λ. Here Hλ is a family of
Hilbert spaces – finite-dimensional in the present case – over λ ∈ R.
Now let ν = µ−∑λ µ({λ})δλ, the measure obtained from µ by removing
all atoms. This yields a corresponding decomposition of L2(N)cts:
L2(N)cts
∼→
∫
R
Hλν(λ).
In particular, when analyzing L2(N)cts, we can and do neglect the finite
set of λ for which there is a solution to P (z) = λ with multiplicity > 1,
because that set has ν-measure zero.
Because T acts onHλ as multiplication by λ, the morphism Cc(N)→Hλ
must necessarily factor through the quotient Cc(N)λ of Cc(N) generated by
all Tf − λf , for f ∈ Cc(N). In particular, Hλ is finite dimensional, since
Cc(N) is a finitely generated C[T ]-module; also, any linear functional on Hλ
may be expressed f 7→ ∫ fφλ, where φλ ∈ C(N)λ satisfies Tφλ = λφλ. (Here
we write
∫
for the functional f ∈ Cc(N)→
∑
x∈N f(x)).
Because of the asymptotics of eigenfunctions (8.7), the image of f in
Cc(N)λ depends only on the values f(0), . . . , f(M+K) together with the val-
ues of the “Fourier transform” fˆ(z), for z ∈ P−1(λ); here fˆ(z) =∑n f(n)zn,
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the “Fourier transform” of f . It follows that Hλ can be identified with the
completion of Cc(N) with respect to a Hermitian form of the type32
Hλ(f) =
∑
1≤n,m≤M+K
bn,m(λ)f(n)f(m) +
∑
z,z′∈P−1(λ)
az,z′ fˆ(z)fˆ (z′), (8.10)
It is not difficult to see that (away from a set of measure zero) az,z′ = 0
unless |z| ≤ 1 and |z′| ≤ 1. To prove this, one works with a “Schwartz”
space slightly larger than Cc(N), allowing functions that have rapid (faster
than any polynomial) decay at ∞; then Hλ must extend continuously to
Cc(N), which translates into the desired vanishing. We do not give details
here, but the idea is due to Bernstein [Ber88] and the analogous step in our
context is in part (2) of Corollary 11.2.2.
The terms az,z′ themselves include the “diagonal” case where z
′ = z−1 =
z¯; for those, set az := az,z′. If we fix a function f and consider an average
of the hermitian forms of its (right) translates:
1
k + 1
l+k∑
i=l
Hλ(S
if),
(where S is the translation operator Sf(x) = f(x − 1) where we extend
f by zero off N, and l is arbitrary) then in the limit as k → ∞ only the
“diagonal” terms survive. The reason for this is all other terms az,z′ occur
with a coefficient involving 1k+1
∑l+k
i=l (zz
′)i, and this sum goes to zero for
large k in the non-diagonal case.
On the other hand:
‖f‖2L2(N) =
1
k + 1
l+k∑
i=l
‖Sif‖L2(N) = lim
k→∞
1
k + 1
l+k∑
i=l
‖Sif‖L2(N)cts =
= lim
k→∞
1
k + 1
l+k∑
i=l
∫
R
Hλ(S
if)ν(λ). (8.11)
In the discussion that follows we will justify the fact that one can inter-
change the limit and the integral33 in order to arrive at the conclusion:
‖f‖2 =
∫
R
ν(λ)
∑
z∈P−1(λ):|z|=1
|fˆ(z)|2az. (8.12)
Notice that, if we think of f as a function on L2(Z), the above expres-
sion is invariant under left translation S−1, in particular: it holds for every
element of C∞c (Z). The uniqueness of the spectral decomposition for T∞
32Warning: Neither f 7→ f(n), for n ≤ MK , nor the functionals f 7→ fˆ(z) (z ∈
P−1(λ)) have to descend to the quotient Cc(N)λ.
33We thank Joseph Bernstein for pointing out an omission in a previous version.
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acting on L2(Z) implies that it has to coincide with it. More precisely,
writing e(θ) := e2πiθ for θ ∈ R/Z,
slope(θ) :=
d
dθ
P (e(θ)),
and slope(z) if z = e(θ), we can write the formula:
‖f‖2 =
∫
R/Z
|fˆ(e(θ))|2dθ,
(where the measure on θ ∈ R/Z is the Haar probability measure) as:
‖f‖2 =
∫
R
dλ
∑
e(θ)∈P−1(λ)
|fˆ(e(θ))|2|slope(θ)|−1;
this is the spectral decomposition for L2(Z) under T∞. We conclude that:∫
dλ
∑
z∈P−1(λ):|z|=1
|fˆ(z)|2|slope(z)|−1 =
∫
ν(λ)
∑
z∈P−1(λ):|z|=1
|fˆ(z)|2az.
and from this we deduce that ν(λ) is absolutely continuous with respect to
the Lebesgue measure; without loss of generality, we may take it to equal
Lebesgue measure (restricted to the set where the expression on the left is
supported), and then
az = |slope(z)|−1. (8.13)
This analysis shows, in effect, that some part of the Plancherel formula
for T acting on L2(N) is determined by the Plancherel formula for T∞ acting
on L2(Z). This is the starting point for the construction of the morphism ι
of (8.8), although we will not give details of that construction. We will use
this type of idea in §11.
8.2.4. Remark. The Hermitian form Hλ in fact satisfies more con-
straints, which force many values az,z′ to be zero; we don’t discuss this
here.
We now proceed to justifying the interchange of limit and integral in
(8.11). The argument will be more involved than the one used later in
Section 11, where we will have a priori knowledge of the fact that the values
of z in the above expression for Hλ with |z| < 1 are actually uniformly
bounded, in absolute value, by a constant c < 1. Here we do not know that,
and we will need to separate the set of λ’s in two.
First of all, fix the function f and let us consider the effect of shifting the
function f , i.e., replace it by the function Sf : n 7→ f(n − 1); we interpret
f(−1), f(−2) etc. as 0.
Associated to f there is a (positive) spectral measure µf = Hλ(f)ν(λ)
on the set of λ’s, where ν(λ) is as in (8.9).
We will need in particular the following key lemma:
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Let L(δ) be the set of eigenvalues λ for which there is
z ∈ P−1(λ) such that 1− δ < |z| < 1. Then:
lim
(δ,i)→(0,∞)
µSif (L(δ)) = 0. (8.14)
Granted that, we can split the integral in (8.11) into an integral on
R r L(δ) and an integral on L(δ), with the contribution of the latter to
the right-hand side of the being less than any given ε > 0 as long as δ is
small enough and l is large enough. A result of linear algebra (Proposition
10.3.5) allows us to apply the dominated convergence theorem to the former
as k → ∞ – cf. also the proof of Theorem 11.3.1. Since ε is arbitrary, we
arrive at (8.12).
Finally, we are left with proving (8.14). Since L(δ) is the intersection
with R of {P (z)| 1 − δ < |z| < 1}, it is a semialgebraic set and so a union
of intervals (which may or may not contain their endpoints); moreover, the
union of the sets {δ} × L(δ) is a semialgebraic subset of (0, 1) × R. Also
the number of components of L(δ) is bounded independently of δ, as follows
from the following fact, known as Hardt triviality [Har80] (although there
is surely an elementary proof):
Given a map f : X → Y of semialgebraic sets, there ex-
ists a finite partition of Y into semi-algebraic subsets so
that, on each part Yi, the map f is (semialgebraically)
trivial, i.e., there exists a semialgebraic homeomorphism
of f−1(Yi)→ Y with Fi × Yi → Yi, where Fi is any fiber.
Since L(δ) is decreasing as δ → 0 with ∩L(δ) = ∅, these intervals must all
have length that goes to zero as δ does.
So it is enough to show that, for any ε > 0 there are k and N so that:(
the µSif -measure of any interval of the form
(
m
2k
, m+1
2k
)
, with m ∈ Z ) < ε
for all i > N . Notice that the support of all µSif ’s lies in a compact set,
namely [−‖T‖, ‖T‖] where ‖T‖ is the operator norm of T , so it is enough
to consider a finite number of those intervals.
As we will see, the measures µSif converge weakly to µ
∞
f (the spectral
measure of f considered as an element of L2(Z)), which is absolutely con-
tinuous with respect to Lebesgue measure. Being, in addition, positive, we
can eventually bound the µSif -measures of the aforementioned intervals in
terms of the µ∞f -measures of slightly larger intervals, which in turn tend to
zero with the length of those.
To show the weak convergence, since these are positive measures whose
total mass is uniformly bounded above, it is enough to show it on polyno-
mials. We have: ∫
λmµSif = 〈TmSif, Sif〉
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which for large i is equal to:
〈Tm∞Sif, Sif〉 = 〈Tm∞f, f〉 =
∫
λmµ∞f .
This shows that µSif converge to µ
∞
f , as we just explained above, and con-
cludes our argument for the interchange of limit and integral in (8.11).
9. The discrete spectrum
This section addresses the discrete spectrum of L2(X), and in particular
its variation with central character; see §7.2 for a general discussion of the
difficulties involved, and §9.3.1 for more details.
9.1. Decomposition according to the center. We let Ẑ(X)C de-
note the group of complex characters of Z(X) := AutG(X)0; it is a com-
mutative complex group with infinitely many components (unless Z(X) is
trivial). The identity component is the full torus of unramified characters of
Z(X), and (of course) each connected component is a torsor thereof. The
subgroup of unitary unramified characters acts transitively on the unitary
characters of each component, inducing a canonical “imaginary” structure
on each of them (i.e. the structure of a real algebraic variety which we will
call “imaginary”). The subgroup of unitary characters of Ẑ(X)C will simply
be denoted by Ẑ(X). We keep assuming, as we have done since Section 5,
that Z(G)0 surjects onto Z(X). Notice that when we replace X by a bound-
ary degeneration XΘ, this means that we also have to “enlarge” the group
G in order to take into account the additional action of AX,Θ = Z(XΘ).
If we fix a Haar measure on Z(X), the maps
pω(Φ)(x) =
∫
Z(X)
(z · Φ)(x)ω−1(z)dz
are surjective maps: pω : C
∞
c (X) → C∞c (X,ω), for every ω ∈ Ẑ(X)C. Here
we denote by C∞c (X,ω) the space of smooth functions on X, whose support
has compact image under X → X/Z(X) and which are eigenfunctions with
eigencharacter ω under the (normalized) action of Z(X). The fixed measures
on X and Z(X) induce a measure on Z(X)\X and hence L2-norms on
the spaces: C∞c (X,ω); the corresponding Hilbert space completions will be
denoted by L2(X,ω).
The Plancherel formula for L2(X) viewed as a unitary representation of
Z(X) reads:
L2(X) =
∫
Ẑ(X)
L2(X,ω)dω; (9.1)
‖Φ‖2L2(X) =
∫
Ẑ(X)
‖pωΦ‖2L2(X,ω)dω, for all Φ ∈ C∞c (X) (9.2)
where dω is the Haar measure on Ẑ(X) dual to the chosen measure on Z(X).
From now on we will consider as fixed a measure on Z(X).
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A relative discrete series (RDS) representation for X, or an X-discrete
series representation, is a pair (π,M) where π is an irreducible smooth
representation of G with unitary central character ω and M is a morphism:
π → C∞(X) whose image lies in L2(X,ω). The morphism M induces a
canonical unitary structure on π, pulled back from L2(X,ω). The images of
all suchM , for given ω, span the discrete spectrum L2(X,ω)disc of L
2(X,ω).
Assuming that the orthogonal projections: L2(X,ω)→ L2(X,ω)disc are
measurable in ω (we will prove this in Proposition 9.3.3), they define a direct
summand L2(X)disc, the discrete spectrum of X, which has a Plancherel
decomposition according to the center:
L2(X)disc =
∫
Ẑ(X)
L2(X,ω)discdω; (9.3)
It is obvious that X-discrete series belong to L2(X) in the sense of Fell
topology:
9.1.1. Lemma. If (L, π) is an RDS then π belongs weakly (i.e. under the
Fell topology) in L2(X).
Proof. Choose a continuous section Y of X → X/Z(X), a “radial”
function: s : Z(X)→ R+ (for example, project Z(X) to its quotient by its
maximal compact, giving a free abelian group Λ, and let s be the restriction
of a Euclidean norm on Λ ⊗ R) and let ∧T : C∞(X) → L2(X) denote
“normalized truncation”:
∧T (Φ)(x) =

√
η(z)√
Vol(s−1[0,T ])
Φ(x), if x = y · z ∈ Y · s−1[0, T ]
0, otherwise
(Recall that η denotes the eigencharacter of the fixed measure on X.) Then
each diagonal matrix coefficient 〈π(g)v, v〉 of π is approximated, uniformly
on compacta, by the diagonal matrix coefficients
〈
g · ∧T (Lv),∧T (Lv)〉 of
L2(X), as T →∞. 
However, it is not as clear how the relative discrete series vary as one
changes the central character ω, and hence how to decompose the space
L2(X)disc. The reader can jump ahead to subsection 9.3.1 for a discussion
of the difficulties that one faces. We will first discuss the issue of relative
discrete series abstractly, in order to obtain the uniform boundedness of
their exponents which we use for the spectral decomposition.
9.2. A finiteness result. The purpose of this section is to show that
the problem of constructing relative discrete series for X is, essentially, de-
scribed by polynomial equations, and to draw certain very general conclu-
sions from this fact, in particular:
9.2.1. Theorem. For a fixed open compact subgroup J of G and a uni-
tary character χ of Z(X) the space L2(X,χ)Jdisc is finite-dimensional.
In the proof we shall use the following simple lemma:
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9.2.2. Lemma. Suppose V,W are finite dimensional vector spaces, R a
complex algebraic variety (identified with the set of its complex points), and
{Ti(r)}i∈I ⊂ Hom(V,W ) (r ∈ R) a (possibly infinite) collection of linear
maps which vary polynomially in r (that is, Ti ∈ Hom(V,W )⊗ C[R]).
(1) For each r, write Wr := span{Ti(r) : i ∈ I}. There exists a finite
subset J ⊂ I so that Wr is spanned by {Tj(r) : j ∈ J}, for all r.
(2) Assume that I is finite, and write Vr to be the common kernel
of all Ti(r). There exists a constructible partition R =
⋃
Rα so
that over each Rα, Vr is a trivializable sub-bundle of V (i.e. there
exists a vector space V1 and isomorphisms fr : V1
∼→ Vr varying
algebraically with r ∈ Rα.).
(3) Assume that I is finite, suppose V ⊂ W , and let G denote the
Grassmannian of all subspaces of V . The subset in R×G consisting
of a point r ∈ R and a subspace of V stable under each Ti(r) is
Zariski-closed.
Proof. For the first and second assertions: Let r0 be a point at which
rank Wr (resp. rank Vr) is maximized (resp. minimized). It is easy to see
that, in the first case, any finite collection of operators whose image spans
Wr0 at r = r0 also spansWr for r in a Zariski open neighborhood U of r0. In
the second case, we can find a set of rational sections of vectors in W which
belong to the kernel of all Ti, are regular at r0 and their specializations form
a basis for the common kernel of all Ti(r0). Then there is a Zariski open
neighborhood U of r0 where all these sections remain regular and linearly
independent, and the dimension of the common kernel remains the same.
We then replace R by R− U and argue by induction on dimension.
As for the final assertion: the set of r in question is the inverse image
in R × G of a Zariski-closed subset of (Hom(W,V ))J × G, under the map
(r, g) 7→ (∏j Tj(r), g). 
Proof of the theorem. The idea of the proof is to exploit the a pri-
ori knowledge of the fact that the set of X-discrete series is countable. On
the other hand, we can describe the set of J-fixed vectors in C∞(X) gener-
ating admissible subrepresentations as a constructible set. Constructibility
and countability, together, will imply finiteness. See §8.2.2 for this argument
in a simpler setting, and in particular see the final paragraph of §8.2.2 for
an explanation of why “constructability+countability =⇒ finiteness.”
For notational simplicity, assume at first that Z(X) is trivial. For an
assignment
R : ∆X ⊃ Θ 7→ rΘ ∈ N,
define the “space of R-exponents”:
SR =
∏
Θ
(Ẑ(XΘ)
J
C)
rΘ , (9.4)
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where J denotes “J-fixed.”’34 In words: an element of SR is a collection of
characters of Z(XΘ) for all Θ, in fact, rΘ of them for given Θ. We denote
an element of SR by x = (xj), where the subscripts j are of the form (Θ, i)
with i ≤ rΘ an integer; we denote by χxΘ,1 , . . . , χxΘ,r for r ≤ rΘ the various
characters of Z(XΘ) indexed by x.
The set SR has the natural structure of a complex variety. Let us fix a
J-good neighborhood N ′Θ for each Θ, and let NΘ = N
′
Θ r ∪Ω⊂ΘN ′Ω. This
includes N ′Θ = X for Θ = ∆X , therefore the sets NΘ cover X. Notice that,
if we identify NΘ/J with a subset of XΘ/J via the exponential map, then
this subset is compact (finite) modulo the action of Z(XΘ). For this reason,
the set of functions on Z(XΘ) ·NΘ/J (as a subset of XΘ/J) annihilated by:
rΘ∏
i=1
(z − χxΘ,i(z)), (9.5)
for all z ∈ Z(XΘ), forms a finite dimensional vector space. (Here we denote,
for notational simplicity, simply by z the normalized action of z ∈ Z(XΘ)
on functions on XΘ, which before was denoted by Lz.)
Hence, we can form for each x = (xj) ∈ SR, the finite-dimensional
subspace Vx ⊂ C(X)J consisting of functions f with the following property:
for every Θ, there is a function fΘ ∈ C(XΘ)J that is annihilated, for all
z ∈ Z(XΘ), by (9.5) and such that f |NΘ = fΘ|NΘ ; here we are using the
identification of NΘ/J with subset of XΘ/J . We shall say, for simplicity,
that elements of Vx are functions “asymptotically annihilated” by the ideal
Ix,Θ ⊂ C[Z(XΘ)] generated by (9.5).
Notice that for any admissible subrepresentation π ⊂ C∞(X) there is
an R and a x ∈ SR such that the image of πJ belongs to Vx; more precisely,
the image of πJ is a finite-dimensional subspace of Vx which is stable under
the Hecke algebra for J\G/J . Vice versa, any H(G, J)-stable subspace of
Vx is a finite module over the Bernstein center and hence generates a finite
length (hence admissible) subrepresentation of C∞(X).
There is a finite subset S of X/J , depending only on R, such that for
any given x ∈ SR, each element of Vx is determined by its restriction on S;
indeed, the point x determines “characteristic polynomials” for the action of
all elements of Z(XΘ) on the asymptotics of Vx, which amount to recursive
relations by which these asymptotics are determined by a finite number of
evaluations. In particular, Vx is finite-dimensional; we may indeed consider
each Vx as a subspace of CS specified by a finite set of linear constraints
which vary polynomially in x ∈ SR. An application of Lemma 9.2.2 shows
34The notion of J-fixed means the group of characters of Z(XΘ) which appear as
eigencharacters on C∞(XΘ)
J . Because our Z(XΘ) is a quotient of Z(LΘ), by Proposition
2.7.2, this amounts to the character group of the quotient of Z(XΘ) by an open compact
subgroup; in particular, the set of J-fixed characters is the group of homomorphisms from
a finitely generated abelian group to C×, and thus has a natural structure of algebraic
variety.
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that we may partition SR into constructible subsets so that the restriction
of {Vx}x to each subset is a trivializable sub-bundle of the trivial bundle CS.
Let us denote by G the Grassmannian of all linear subspaces of CS.
Let h1, . . . , hk generate the Hecke algebra for J\G/J . Then, by the
“eventual equivariance” of Proposition 4.3.3, hiVx ⊂ V˜x, where V˜x is defined
as Vx but replacing NΘ by certain smaller neighborhoods N˜Θ; in particular,
Vx ⊂ V˜x, and it still makes sense for a subspace of Vx to be “Hecke stable.”
It follows from Lemma 9.2.2 again that the subset ZR ⊂ SR×G defined
as:
ZR = {(x,M) ∈ SR × G :M ⊂ Vx, and M is Hecke-stable} (9.6)
is a constructible subset of SR × G.
By definition, each vector in Vx is “asymptotically annihilated” in the
Θ-direction by the ideal Ix,Θ ⊂ C[Z(XΘ)] which is determined by x. We
consider the subset Z ′R ⊂ ZR consisting of pairs (x,M) where where M is
an H(G, J)-stable subspace of Vx whose annihilator is precisely Ix,Θ. This is
a constructible set, since it is obtained from ZR by removing the preimages
of the ZR′ for all R
′ < R. (Notice that we can use the same set S for those,
so we have a finite number of maps: SR×G → SR′×G by forgetting certain
subsets of the exponents.)
We now introduce the notion of subunitary exponents, which are the
exponents that X-discrete series have (see also §10.1.) We say that a (com-
plex) character χ of AX,Θ is subunitary if |χ(a)| < 1 for all a ∈ A˚+X,Θ. We
say that it is strictly subunitary if it is also subunitary when restricted to
AX,Ω, for all Ω ⊃ Θ – i.e. when it does not become unitary after restriction
to a “wall” of A+X,Θ.
We say that an element of SR is subunitary if all its components are.
We denote by SsuR the semialgebraic, and open in the Hausdorff topology,
subset of subunitary exponents.
Let x ∈ SsuR and let f ∈ Vx be a function which generates under H(G, J)
a Hecke-stable subspace of Vx. Then we claim that f ∈ L2(X)disc. This is a
generalization of Casselman’s square integrability criterion, [Cas, Theorem
4.4.6].
First of all, we claim that the exponents of f are in fact strictly subuni-
tary, not just unitary, in every direction Θ ( ∆X . Indeed, as mentioned
above, f has to generate an admissible subrepresentation of C∞(X). This
implies that for every Θ ⊂ Ω ⊂ ∆X , its Ω-exponents contain the restric-
tions of its Θ-exponents to AX,Ω, and since the Ω-exponents are assumed to
be subunitary, for every Ω ⊃ Θ, it follows that the Θ-exponents cannot be
unitary on any “wall” of A+X,Θ, i.e. they are strictly subunitary.
This implies that f is in L2(X): recall from §1.7 that we are using nor-
malized actions to define “exponents”, wherein we twist the action of AX,Θ
by the square root of the eigenmeasure, so that the condition of “strictly
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subunitary” on the AX,Θ-exponents of every f forces f to be square inte-
grable on NΘ, i.e. the growth of measure on X has been built into the
normalization.
Since f ∈ L2(X) and generates an admissible subrepresentation of C∞(X),
hence generates a subrepresentation of L2(X) which belongs to a finite sum
of irreducibles, it follows that f ∈ L2(X)disc.
Now we claim:
The projection of Z ′R to SR intersects S
su
R in a finite set.
Indeed, let (x,M) ∈ Z ′R, with x ∈ SsuR . The space M contains elements
of L2(X)Jdisc which are asymptotically annihilated by the ideal corresponding
to x, but not by any larger ideal. Since L2(X)disc is a countable direct sum
of irreducible subrepresentations, there are only countably many x ∈ SsuR
which admit a subspace M with that property.
On the other hand, the projection of Z ′R to SR is constructible, which
implies that its intersection with SsuR is either uncountable or finite. So this
intersection is finite. Let us denote by L2(X)JR the subspace of L
2(X)Jdisc
spanned by all such subspaces M .
Finally, observe:
There is a positive integer N such that every f ∈ L2(X)Jdisc
spanning an irreducible representation is contained in L2(X)JR,
for some R with |R| < N ,
where we write |R| =∑Θ rΘ for short.
Indeed, for an embedding π → C∞(X) the asymptotics give π →
C∞(XΘ) or, equivalently, an LΘ-equivariant map from the Jacquet module
with respect to P−Θ : πΘ− → C∞(XLΘ), where the action of Z(XΘ) coin-
cides35 with the action of Z(LΘ)0. The degree of an element of πΘ− as a
finite Z(LΘ)0-vector is uniformly bounded as π varies over all irreducible
representations, i.e.
For any irreducible representation of G, the length (as M -
representation) of the Jacquet functor associated to the
parabolic subgroup P = MN is bounded above by the
order of the Weyl group of G.
This follows from the exactness of the Jacquet functor, embedding π in-
side a representation induced from a supercuspidal, and then applying the
“geometrical lemma” of Bernstein and Zelevinsky [BZ77, §2].
Therefore, to “detect” exponents of discrete series we only need to work
with a finite number of R’s. This implies that L2(X)Jdisc is finite-dimensional.
We have until now discussed only the case where Z(X) is trivial. In the
general case we will denote by SR the tuples of exponents which agree on
Z(X), and repeat the same proof but considering, instead of SR, its fiber
SR,χ over a given χ ∈ Ẑ(X).

35Recall that in the wavefront case Z(XΘ) is a quotient of Z(LΘ)
0, Proposition 2.7.2.
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9.3. Variation with the central character.
9.3.1. The problem. Now we will discuss the way that relative discrete
series vary as their central character varies. Let us first explain through
examples the difficulties that one faces:
In the case of a reductive group (X = H,G = H×H) we can twist any
relative discrete series π ≃ τ ⊗ τ˜ by characters of G of the form η⊗ η−1 (let
us say: η is unramified) in order to obtain a “continuous family” of relative
discrete series. More precisely, if Mτ : τ ⊗ τ˜ → C∞(X) denotes the “ma-
trix coefficient” map, and we identify the underlying vector spaces of all the
representations τ ⊗ η (and those of their duals), then Mτ lives in the holo-
morphic (actually, polynomial) family of morphismsMτ⊗η, parametrized by
the complex torus D∗ of unramified characters of H. Moreover, for η in the
real subtorus D∗iR of unitary characters these morphisms represent relative
discrete series for X = H, and notice also that for every value of the pa-
rameter they are non-zero. There is a finite-to-one map D∗ → Ẑ(X)C, and
the Plancherel formula for the discrete spectrum of X = H is a sum, over
all such orbits [τ ] of discrete series, of terms of the form:
‖Φ‖2[τ ] :=
∫
D∗iR
C ◦ M˜τ⊗η(Φ ⊗ Φ¯)dη,
where M˜ denotes the adjoint of matrix coefficients, C denotes the natural
contraction map: (τ ⊗ η) ⊗ (τ˜ ⊗ η−1) → C, and dη is a suitable Haar
measure on D∗iR. (Notice that it might happen here that a finite subgroup
F of D∗iR stabilizes the isomorphism class of τ ; therefore this integral does
not correspond to a direct integral decomposition of the space; for that we
would have to write it as an integral over D∗iR/F .)
While in the group case (and more generally, as we shall see, in the case
of a symmetric variety) one easily obtains “continuous families” of relative
discrete series in this way, let us describe an interesting new issue which
arises for general spherical varieties. Consider the action ofG = Gm×PGL2
onX = PGL2, where PGL2 is acting on itself on the right, whereas z ∈ Gm
acting via the left action of
(
z 0
0 1
)
. This is spherical; moreover, L2(X)
decomposes as an integral indexed by unitary characters of k× = Gm(k):
L2(X(k)) =
∫
k̂×
L2ωdω. (9.7)
Here L2ω is the unitary induction of ω fromGm(k) to PGL2(k). It is known
36
that L2ω possesses discrete series for all ω; however, a priori, it could vary
wildly as ω changes. This leads to a difficulty in analyzing the most discrete
part of the spectrum of X.
36Although this is only relevant as motivation, it follows from Theorem 6.4.1, together
with the fact – immediate from the theory of the Kirillov model – that every discrete series
representation of PGL2 is distinguished for (Gm, χ).
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9.3.2. Algebraicity and measurability. Our goal here is to use similar
arguments as in the proof of Theorem 9.2.1 in order to show that L2(X,χ)Jdisc
varies measurably with χ ∈ Ẑ(X).
Let us specify what this means. The family of spaces Hχ := L
2(X,χ)
form a “measurable family of Hilbert spaces parameterized by χ”; by this
we mean that we have a collection of measurable sections χ 7→ fχ ∈ Hχ
satisfying certain natural axioms (cf. [Ber88]). This also gives rise to a
notion of measurable sections: χ 7→ Tχ ∈ End(Hχ) as follows: χ 7→ Tχ is
measurable if and only if for any two measurable sections χ 7→ ηχ, χ 7→ η′χ
the inner product
〈
Tχηχ, η
′
χ
〉
is a measurable function of χ.
9.3.3. Proposition. The projections: L2(X,χ)→ L2(X,χ)disc are mea-
surable.
Proof. The idea of the proof is to go over our previous proof of Theorem
9.2.1 and show that (suitably interpreted) the discrete spectrum in fact varies
“semi-algebraically” with χ.
Let us make a couple of reductions. First of all:
• It suffices to show that there is a countable number of measur-
able sections χ 7→ fi(χ) ∈ L2(X,χ)disc such that, for almost all χ,
{fi(χ)}i spans L2(X,χ)disc.
This is clear; one may construct the orthogonal projection in a “mea-
surable” fashion from the fi(χ), using the Gram-Schmidt process.
Now consider the spaces Vx, x ∈ SR, discussed in the proof of Theorem
9.2.1. Recall (see the last paragraph of the proof of this Theorem) that we
denote by SR the subset of
∏
Θ(Ẑ(XΘ)
J
C)
rΘ such that the restrictions of
all factors to Z(X) coincide; the space Vx then consists of functions on X
whose “asymptotics” transform under the component characters of x, and
in particular this notion depends on a choice of good neighborhoods of ∞.
As we remarked, there is a finite subset S of X/J , depending only on R,
such that the evaluation maps: Vx → CS are injective, for every x. Hence,
we consider the union of the spaces Vx as a subspace of SR × CS . It now
suffices to show:
• There is a finite number of measurable sections
Ẑ(X) ∋ χ 7→ fi(χ) ∈ SsuR,χ × CS
such that:
– The image lies in the union of the spaces Vx.
– For almost all χ, the fi(χ), considered as functions on X,
actually lie inside L2(X,χ)Jdisc and moreover span this space.
Indeed, if fi is measurable as a section into S
su
R,χ×CS then it is also measur-
able as a section into L2(X,χ)Jdisc; this follows by examining the proof (“by
linear recurrence”) that the map Vx → CS is injective for fixed x. (Also,
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in what follows, the fact that the fi(χ) actually lie inside L
2(X,χ)Jdisc will
follow as in the arguments on page 124).
Now we use the notation of the proof of Theorem 9.2.1, adjusted to the
present setting: Let Z ′ be the subset of pairs (x,M) such that x ∈ SR and
M an H(G, J)-stable subspace of Vx, considered as a subspace of CS, with
the property that M is not asymptotically annihilated by any ideal larger
than Ix,Θ. (“Hecke stable” means that Vx is Hecke stable when identified
as a subspace of C∞(X)J , cf. discussion before (9.6)). Hence, again, Z ′ is
a constructible subset of SR × G, where G denotes the Grassmannian all
subspaces of CS.
We define another constructible subset Z ′′ ⊂ Z ′ as follows: If GN ⊂ G
denotes the Grassmannian of N -planes, a point (x,M) ∈ Z ′ ∩ (SR × GN )
belongs to Z ′′ if and only if there is no (x,M ′) ∈ Z ′ ∩ (SR × GN ′), with
N ′ > N . In words, Z ′′ parameterizes pairs (x,M) where M is of maximal
dimension among Hecke-stable subspaces of Vx annihilated exactly by Ix,Θ.
Since the sum of two Hecke-stable subspaces is also Hecke stable, it is
clear that:
The fibers of Z ′′ → SR are of size at most one.
Finally, consider Z ′′su, the intersection of Z ′′ with SsuR ×G; it is a semi-
algebraic set. We have a canonical map: Z ′′su → Ẑ(X). By what we have
already established in §9.2, the fibers of this map are finite.
We now utilize Hardt triviality, recalled in §8.2.3. It provides us with a
finite number of semi-algebraic sections
Yi ∋ χ 7→ gi(χ) ∈ SsuR,χ × G,
where Yi ⊂ Ẑ(X) is semialgebraic. Note that a semialgebraic set is a Polish
space. It is known [Dix81, Appendix V] that a function r : P1 → P2 from
a locally compact second-countable space to a Polish space whose graph is
a Polish space (more generally, a Souslin set) is Borel measurable.
Choosing, locally on G, a frame for the corresponding subspace of CS,
we get a finite number of measurable sections:
Ẑ(X) ∋ χ 7→ fi(χ) ∈ SsuR,χ × CS
(extended by zero away from the sets Yi) with the property that, as R varies
over a finite set, their specializations span L2(X,χ)Jdisc, for every χ. 
9.3.4. Corollary. There is a natural measurable structure on the family
of Hilbert spaces
{
L2(X,χ)disc
}
χ∈Ẑ(X)
, which identifies the direct integral:
L2(X)disc :=
∫
Ẑ(X)
L2(X,χ)discdχ (9.8)
with a closed subspace of L2(X).
9.4. Toric families of relative discrete series.
9. THE DISCRETE SPECTRUM 129
9.4.1. Factorizable spherical varieties. To encode the difference between
the examples that we saw in §9.3.1, namely that of the group and of PGL2
under the k× × PGL2-action, we call a (homogeneous) spherical variety X
factorizable if the Lie algebra h of the stabilizer of a generic point on X has
a direct sum decomposition: h = (h ∩ Z(g)) ⊕ (h ∩ [g, g]). We always apply
this definition under the assumption that the connected center of the group
G surjects onto Z(X) – for instance, the spherical variety SL2 \SL3 is not
factorizable. We call a spherical variety X strongly factorizable if for every
Θ ⊂ ∆X the Levi variety XLΘ is factorizable. Recall by Proposition 2.7.2
that in the wavefront case the action of Z(XLΘ) is induced by the connected
component of the center of LΘ – hence “factorizable” in this case means
factorizable as an LΘ-variety. On the other hand, if X is not wavefront then
it cannot be strongly factorizable. Indeed, in that case there is a Levi variety
XLΘ such that the connected center of LΘ does not surject onto Z(XLΘ); but
XLΘ(XLΘ) has rank equal at most the rank of the quotient by which Z(LΘ)
acts on XLΘ, which in this case is strictly less than the rank of Z(XLΘ).
While there are many interesting varieties which are not strongly fac-
torizable, there are also many which are:
9.4.2. Proposition. If X is symmetric, then X is strongly factorizable.
Proof. First, we notice that the Levi varieties of a symmetric variety
are also symmetric; more precisely, given an involution θ on G and a θ-split
parabolic P (i.e. a parabolic such that Pθ is opposite to P) the correspond-
ing Levi variety is obtained from the restriction of θ to the Levi P ∩ Pθ.
Therefore, it suffices to prove that every symmetric variety is factorizable.
But any involution θ preserves the decomposition: g = Z(g) ⊕ [g, g], and
therefore the fixed subspace of θ on g decomposes as the direct sum of Z(g)θ
and [g, g]θ. 
A complete classification of strongly factorizable spherical varieties in
terms of combinatorial data is given in [DHS].
For factorizable varieties we can describe the discrete spectrum in terms
of families of relative discrete series as in the group case. These families
have much stronger properties than the measurability of Proposition 9.3.3.
We will encode the basic properties of such families in what we will call
toric families of relative discrete series, and then try to extend them to the
non-factorizable case.
9.4.3. Definition of toric families. In the discussion that follows, we shall
often identify complex algebraic tori with their complex points, leaving the
algebraic structure implicit. Let us introduce the following convention: By a
torus of unramified characters of the k-points of a connected algebraic group
O we will mean the full torus of unramified characters of a torus quotient
of O. More precisely, to any subgroup Γ ⊂ X (O) is associated a (torus)
quotient O′ of O with coordinate ring k[Γ]; to this quotient we associate
the complex torus D∗ of characters of O′ that factor through the valuation
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map:
O′ → Γ∗ := Hom(Γ,Z).
Hence, the complex points of D∗ are equal to Hom(Γ∗,C×) (here Γ∗ =
Hom(Γ,Z)). As noted above, we will be identifying such a torus with its
group of C-points.
A torus of unramified characters for O comes with a Q-structure, in par-
ticular an R-structure with Lie algebra canonically isomorphic to Hom(Γ,R);
explicitly, the R-points of this structure are generated by characters of O′
the form x 7→ |χ(x)|r for χ ∈ Γ and r ∈ R. We will be using the notation
D∗R for the group of real points under this structure.
There is a second canonical real structure on D∗, whose real points
coincide with the maximal compact subgroupD∗iR of unitary characters, and
which we will call the imaginary structure on D∗; explicitly, the real points
of this structure are generated by characters of O′ of the form x 7→ |χ(x)|r
for χ ∈ Γ and r ∈ iR.
9.4.4. Remark. By our definition, a torus of unramified characters of
O is not necessarily a subgroup of the full group of unramified characters of
O; in general, the map:
D∗ → {unramified characters of O}
may have finite kernel because the k-points of O may not surject to the
k-points of its torus quotient used to define D∗.
Definition. A toric family of relative discrete series for X consists of
the following data: a parabolic subgroup P ⊂ G, an irreducible unitary
representation σ of its Levi quotient L, a torus D∗ of unramified characters
of L and a family of morphisms, defined for almost every ω ∈ D∗iR:
Mω : πω := I
G
P (σ ⊗ ω)→ C∞(X),
where IGP (•) = IndGP (δ
1
2
P •) denotes the normalized induced representation,
with the following properties:
(1) For almost every ω ∈ D∗ the representation πω is irreducible.
(2) The morphism of complex varieties: D∗ ∋ ω 7→ χω ∈ Ẑ(X)C,
obtained by taking the central character37 of πω, surjects onto one
of the connected components of Ẑ(X)C.
(3) For ω ∈ D∗iR the image of Mω lies in L2(X,χω), and varies measur-
ably with ω.
37For notational simplicity, for the rest of this section, we are assuming that the
connected center of G surjects onto Z(X); recall that we are assuming this to be true
over the algebraic closure. If this is not true at the level of k-points, then Z(X) has to be
replaced by the image of Z(G)0. For the purposes of this section, it would also not harm
to replace G by its quotient which acts faithfully on X; thus making Z(X) = Z(G)0.
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9.4.5. Remark. To complete the analogy with the factorizable case, we
expect the family of morphisms Mω to extend to a rational family on all of
D∗, in the usual sense: if we identify the restrictions of all πω to K (and
hence also the underlying vector spaces) as V := IndKK∩P (δ
1
2
Pσ|K∩P ) then for
all x ∈ X:
(v 7→Mω(v)(x)) ∈ HomC(V,C(D∗)).
However, we will not need the rationality property here (except for a
weak version of it which is covered by Theorem 9.4.10 which follows), and
therefore we will not impose it or prove it in any case.
We will sometimes condense notation and denote by (πω,Mω)ω∈D∗ a
toric family of relative discrete series as above. The notation conceals the
fact that the morphisms are only defined for ω ∈ D∗iR (see, however, the
previous remark). The condition “for almost every” means “for almost every
with respect to Haar measure on D∗” but also, by means of the theory
of reducibility of induced representations, “in the complement of a finite
number of divisors”.
Our basic goal in the rest of this section will be to prove instances of the
following:
9.4.6. Discrete Series Conjecture. Given a spherical variety X,
there is a parabolic subgroup P = L ⋉ U ⊂ G, a torus D∗ of unramified
characters of L, and a countable collection {Di = (πiω,M iω)ω∈D∗} of toric
families of relative discrete series representations – all associated to the same
L and D∗, and finitely many of them containing non-zero J-fixed vectors,
for any fixed open compact subgroup J – such that the norm of L2(X)disc
admits a decomposition:
‖Φ‖2disc =
∑
i
∫
D∗iR
‖M˜ iω(Φ)‖2dω (9.9)
for a suitable Haar measure dω.
Moreover, notice the canonical maps (with A∗ the canonical torus in Gˇ)
D∗ → (unramified characters of P )0 → A∗
and
Z(GˇX) →֒ A∗X → A∗,
both of which38 have finite kernel. The following is true:
38 The map (unramified characters of P )0 →֒ A∗ is injective because, in fact, we can
identify the group of unramified characters of P with the center of the dual Levi subgroup
Lˇ ⊂ Gˇ canonically attached to the parabolic P .
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There is an isomorphism D∗ ≃ Z(GˇX)0 and an element
w ∈ NW (A∗X) such that the diagram commutes:
D∗ −−−−→ A∗y yw
Z(GˇX) −−−−→ A∗
(9.10)
Again, this is not necessarily a direct integral decomposition, as the
images of the M iω’s could be non-orthogonal for different i’s and ω’s cor-
responding to the same central character of G. However, it is easy to see
that by an orthogonalization process we can make them orthogonal for dif-
ferent indices i, and as will follow from the proof (in the cases that we
establish), the images will be orthogonal for ω’s corresponding to different
central characters of L. Of course, if there is multiplicity in the spectrum
then this collection of families of RDSs is not unique, though our conjec-
tures for the discrete spectrum in terms of Arthur parameters suggest that
there might be a canonical way to pick mutually orthogonal toric families
of relative discrete series spanning L2(X)disc.
9.4.7. Bounds on subunitary exponents. Before we discuss proofs of the
Discrete Series Conjecture and related results, let us see a corollary which
bounds the possible exponents by which an XΩ-discrete series can embed
into X.
9.4.8. Proposition (Uniform boundedness of exponents). Let J be a
fixed open compact subgroup of G and Θ,Ω ⊂ ∆X . Assume that XΩ satisfies
the Discrete Series Conjecture 9.4.6.
There exists a finite set E of homomorphisms AX,Θ → R×+ so that for
almost every (with respect to Plancherel measure on XΩ) relative discrete
series representation π for XΩ with π
J 6= {0} and any morphism M : π →
C∞(X) the exponents of e∗Θ ◦M satisfy:
|χ| ∈ E .
In particular, there exists a constant c < 1 so that every exponent with
|χ| < 1 on A˚+X,Θ satisfies:
|χ(a)| < c for a ∈ A˚+X,Θ.
Proof. Since we are assuming that XΩ satisfies the Discrete Series
Conjecture 9.4.6, almost every such π is isomorphic to a subquotient of
IGP (σ ⊗ ω), where ω ∈ D∗iR and (P, σ,D∗, (Mω)ω) varies in a finite number
of toric families of relative discrete series for XΩ.
Now consider the possible exponents of IGP (σ⊗ω) alongXΘ. Replacing P
by a smaller parabolic, we may assume that σ is supercuspidal with central
character χ, and then the exponents of IGP (σ ⊗ ω) along Θ are contained
in the restrictions to Z(LΘ)0 of the set of characters {w(χ · ω)}, where w
ranges over all elements of the Weyl group which map a Levi subgroup of P
into PΘ. The claim follows. 
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9.4.9. A weaker result on X-discrete series. By using general arguments
similar to those in the proof of Theorem 9.2.1 and Proposition 9.3.3, we
can easily prove a weaker result than the Discrete Series Conjecture. To
formulate it, let us call “algebraic family of representations” any fixed vector
space V , with a fixed, admissible action of a maximal compact subgroup K
of G, and a family of representations πω of G on V extending the action ofK,
such that ω varies on an algebraic variety D∗ and the action of H(G, J) on
V J varies algebraically with ω for every open compact J ⊂ K. (That means,
that for every v ∈ V J and h ∈ H(G, J) we have πω(h)v ∈ V J⊗C[D∗].) Such
an algebraic family is obtained, for example, by starting from an admissible
representation of a Levi subgroup, twisting it by characters of the Levi and
parabolically inducing.
Let such an algebraic family (V, πω)ω∈D∗ be given. We assume that
all members of the family are irreducible, and ask the question of which
members of the family can appear as relative discrete series on X.
9.4.10. Theorem. Fix an open compact subgroup J . There is a finite
set of data (Yi,Mi), where Yi is a semi-algebraic subset of D
∗ (considered as
a real variety by restriction of scalars) and Mi is a semi-algebraic family of
relative discrete series Mi,ω : πω → C∞(X)J , ω ∈ Yi with the property that
for every ω any relative discrete series πω → C∞(X) is in the linear span
of the Mi,ω’s.
We only sketch the main steps of the proof, since the arguments are
similar to those encountered in the proof of Theorem 9.2.1:
Sketch of proof. The proof relies on showing that for every open
compact J ⊂ K there is a semi-algebraic subset A of the product:
Hom(V J , C(X)J )×D∗
with the property that (M,ω) ∈ A if and only if M is Hecke equivariant
with respect to the πω-action, and the image is in L
2-mod-center.
Of course, since the space Hom(V J , C(X)J ) is infinite (uncountable)
dimensional, we need to fix neighborhoods of infinity and exponents in order
to reduce it to finite dimensional spaces, as in the proof of Theorem 9.2.1,
in order to talk about a “semialgebraic subset”.
Following that, we use again Hardt triviality in order to construct sec-
tions from semi-algebraic subsets of D∗ to A. We can construct enough
sections so that their specializations at all ω span the space of all relative
discrete series from πω. 
9.4.11. Proof of Discrete Series Conjecture 9.4.6 in the factorizable case.
Now we focus on the easy case of the Discrete Series Conjecture 9.4.6, and
will discuss the general case in the next subsection.
Let L = G, let O be the quotient of Gab by the image of H (where
H denotes the connected component of the stabilizer of a point x0 ∈ X)
and let D∗ be the torus of unramified characters of O. Hence, X (D∗)∗ =
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XG(X). We claim, first of all, that D∗ ≃ Z(GˇX)0 canonically. Indeed, the
cocharacter group of Z(GˇX )0 is the set of all elements in X (X) which are
perpendicular to the spherical coroots ∆ˇX . The fact that X is factorizable
implies that XG(X) and XZ(G)(X) have the same rank – which is the rank
of X (X) ∩ ∆ˇ⊥X . Since XG(X) ⊂ X (X) ∩ ∆ˇ⊥X , it follows that the two groups
are commensurable and that the elements of X (X) ∩ ∆ˇ⊥X are characters of
G. We claim that, in fact, they are trivial on an isotropy group H or,
equivalently, XG(X) = X (X) ∩ ∆ˇ⊥X . Indeed, they have to be trivial on
the connected component H0 of H since they are commensurable with a
group of characters which has this property. Now consider the morphism:
X0 := H0\G → H\G = X, an equivariant cover of degree (H : H0). We
restrict this cover to the open B-orbits: X˚0 → X˚, and see that H/H0 acts
faithfully on the fibers of this map. Therefore, every element of X (X) which
extends to a character of G has to be trivial on H. This proves the fact
that XG(X) = X (X) ∩ ∆ˇ⊥X and, hence, D∗ = Z(GˇX)0.
The choice of point x0 ∈ X defines a map: X ∋ x 7→ x¯ ∈ O (indeed, x0
defines a morphism of algebraic varieties, and the map X → O is obtained
by taking k-points), and every relative discrete series (π,M) can be twisted
by elements of D∗ to obtain a toric family of RDS:
(Mω)(v)(x) :=M(v)ω(x¯).
Moreover the dimension of D∗ is equal to the dimension of Z(X), and there-
fore D∗ surjects onto the identity component of Ẑ(X)C.
Now choose a unitary central character χ and a direct sum decomposition
of L2(X,χ) in terms of relative discrete series:
L2(X,χ) = ⊕iM i(πi).
This gives rise to a direct sum decomposition of L2(X,χ ⊗ χω), for every
ω ∈ D∗iR:
L2(X,χ⊗ χω) = ⊕i(M iω)(πi ⊗ ω),
and therefore from (9.2) we get:
‖Φ‖2disc =
∑
i
∫
D∗iR
‖M˜ iω(Φ)‖2dω
where dω is a suitable Haar measure. 
The next subsection will be devoted to reducing a much more general
case to the factorizable one by a method called “unfolding”.
9.5. Unfolding. In this section we take the right regular representation
of any group on any space of functions to be unnormalized; if we want to
consider the normalized action, we will explicitly tensor by a character. As
usual, our convention is that the group acts on the right on the given spaces
and on the left on function- or measure spaces.
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9.5.1. Introduction. Let G = PGL2, T= a nontrivial split torus in
G. Let χ be a unitary character of T , and consider the representation
L2(T\G,χ). By imitating a technique which has been used globally, in the
theory of period integrals and the Rankin-Selberg method, we will show that
there is a unitary, equivariant isomorphism:
L2(T\G,χ) ≃ L2(U\G,ψ),
where U denotes a nontrivial unipotent subgroup and ψ a nontrivial unitary
complex character of it – hence the right-hand-side is a Whittaker model.
This is an amazing fact per se: For instance it shows that, as unitary repre-
sentations, the spaces L2(T\G,χ) for all unitary χ are isomorphic! This is
what will allow us to pass from a “non-factorizable” to a “factorizable” case:
The spaces L2(T\G,χ) show up in the spectral decomposition of X = G un-
der the T × G-action, which is not factorizable. The unfolding technique
shows that L2(X) ≃ L2(k× × U\G,ψ), which is factorizable.39 In the gen-
eral case the passage is not to a factorizable space, but to one which is
parabolically induced from a factorizable one.
We give a couple more examples:
9.5.2. Example. For X = SLn× SLn \GL2n, as a k××k××GL2n-space,
we have:
L2(X) ≃ L2(k×)⊗ L2(SLdiagn ⋉Matn \GL2n, ψ),
where ψ is a non-degenerate character of Matn (the unipotent radical of the
n×n-parabolic) normalized by GLdiagn . The space on the right is factorizable
– it is essentially the “Shalika model”.
9.5.3. Example. For X = SLn \Sp2n under the k× × Sp2n-action, we
have:
L2(X) ≃ L2(k×)⊗ L2(On ⋉ S2(kn)\GL2n, ψ),
where ψ is a non-degenerate character of S2(kn) (the unipotent radical of the
Siegel parabolic) normalized by On. The space on the right is factorizable.
The examples above can be obtained by one step of “unfolding”, i.e. one
application of inverse Fourier transforms. The following one requires several
steps (and we will encounter more of this kind later):
9.5.4. Example. ForX = SLn \GLn×GLn+1 under the k××GLn×GLn+1
action, we have:
L2(X) ≃ L2(k×)⊗ L2(Un\GLn, ψn)⊗ L2(Un+1\GLn+1, ψn+1),
where the last two factors are Whittaker models for GLn and GLn+1, re-
spectively.
39The meaning of factorizable here is exactly the same as in the case of the trivial
line bundle: the Lie algebra of the stabilizer is a direct sum of its intersections with [g, g]
and with the Lie algebra of the center of G; however, notice that the center of X is smaller
when we have a non-trivial character, hence, for instance, in the case of the Whittaker
model we do not enlarge the group to include the action of N (U)/U – cf. footnote 9.
136
9.5.5. Technicalities. To understand some technicalities that arise, re-
place in the example of T\PGL2 the group PGL2 by SL2, and consider
the space L2(T\SL2, χ) for some unitary character χ of T . (The reader will
notice that the space has not changed, only the group acting has.) Here we
have to deal with the fact that the torus acts with multiple open orbits on
the character group of a unipotent subgroup that it normalizes. In this case
one needs to replace the space L2(U\G,ψ) by L2(({±I}U\G)(k), χ|{±I}ψ),
which is not precisely the space of an induced representation, because SL2
does not act with a unique orbit on ({±I}\SL2)(k). (Of course, in this
case there is a larger group acting on the space, namely the k-points of
(Gm × SL2)/{±I}diag, but to deal with the general case we do not want to
use this fact.)
Therefore one needs some careful definitions of the spaces that arise in
the process of unfolding, not as representations induced from some character
but as complex line bundles over the k-points of certain G-varieties. In the
above examples, the space T\G will be understood as an affine bundle
over B\G, and the space U\G (resp. {±I}U\G) as an open subvariety of
the total space of a vector bundle over B\G. The “unfolding” process is
a Fourier transform from functions on the former to sections of a certain
complex line bundle over the latter – not the trivial line bundle, precisely
because T\G is an affine bundle and not a vector bundle.
9.5.6. Fourier transform on affine spaces. For a vector space V (consid-
ered as an algebraic variety) over k, Fourier transform is an isomorphism
between L2(V ) and L2(V ∗), or C∞c (V ) and C
∞
c (V
∗), depending on a unitary
complex character ψ : k → C× and assuming that the spaces are endowed
with compatible Haar measures. Under the action of GL(V ) the map is
equivariant after we twist by the determinant character:
C∞c (V )
∼−→ C∞c (V ∗)⊗ |det |−1
or, if we want to work with unitary representations:
L2(V )⊗ |det | 12 ∼−→ L2(V ∗)⊗ |det |− 12 .
Here by det we denote the determinant of GL(V) on V, which is inverse to
its determinant on V∗.
Now let F denote an affine space over k, that is, a variety equipped
with a equivalence class of isomorphisms with An up to translations and
linear automorphisms, for some n. We can still define Fourier transform of
functions on F as follows: First of all, let V denote the unipotent radical
of Aut(F) (the group of affine automorphisms of F); these are the “transla-
tion” automorphisms, i.e. those automorphisms which have no fixed point.
The whole affine automorphism group is isomorphic to GL(V) ⋉ V, the
isomorphism depending on the choice of a point on F .
The dual vector space V∗ of V can be thought of as the algebraic variety
classifying reductions of F to a Ga-torsor. Therefore, there is a “universal”
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principalGa-bundle over V
∗, which we will denote by R. It carries a canon-
ical (right) Aut(F)-action.
Explicitly, we have:
R = (F×V∗ ×Ga)/V (9.11)
where V acts on F×V∗ ×Ga as:
(f, v∗, x) · u = (f · u, v∗, x+ 〈u, v∗〉). (9.12)
The action of Aut(F) descends toR from the following action on F×V∗×Ga:
(f, v∗, x) · g = (f · g, v∗ · g, x). (9.13)
Notice that (9.12) and (9.13) do not coincide on V, i.e. V ⊂ Aut(F) acts
non-trivially on R.
The choice of a point f ∈ F defines a trivialization of this bundle:
V∗ × Ga ∋ (v∗, x) 7→ [f, v∗, x] ∈ R. We will denote the corresponding
trivialized bundle by Rf . Notice that all these trivializations coincide over
0 ∈ V∗, but not over other points.
Now let ψ : k → C×, a unitary character, be given. It defines a reduction
of the corresponding k-bundle to a C×-bundle over V ∗, and hence a complex
line bundle over V ∗, which we will denote by Rψ → V ∗. Again, the choice
of a point f ∈ F defines a trivialization of this bundle, which we will denote
by Rψf .
Fix throughout dual Haar measures on F and V ∗ with respect to ψ,
where by “Haar” on F we mean a V -invariant measure. Let dV denote the
inverse of the character by which Aut(V) acts on an invariant volume form
on V. Then L2(F ) ⊗ |dV |− 12 is a unitary representation of Aut(F ), and
notice also that L2(V ∗, Rψ) ⊗ |dV | 12 is also well-defined and unitary, since
the character ψ is unitary and hence so are the isomorphisms between the
different trivializations: Rψf1
Id→ Rψ Id→ Rψf2 . (In other words, the line bundle
Rψ ⊗Rψ is canonically trivial.)
Choosing a point f ∈ F identifies F with V , and hence we can, using
the character ψ, define Fourier transform:
L2(F )⊗ |dV |−
1
2 → L2(V ∗)⊗ |dV |
1
2 = L2(V ∗, Rψf )⊗ |dV |
1
2 . (9.14)
It is immediate to check that, independently of any choice of point:
9.5.7. Lemma. Fourier transform defines a canonical, Aut(F )-equivariant
isomorphism:
L2(F )⊗ |dV |− 12 ∼→ L2(V ∗, Rψ)⊗ |dV | 12 . (9.15)
Notice also that it preserves smooth, compactly supported sections (here
it is preferable to tensor with the modular character only on one side):
C∞c (F )
∼→ C∞c (V ∗, Rψ)⊗ |dV |. (9.16)
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9.5.8. Affine bundles and unfolding. We generalize this to affine bundles:
Let G be an algebraic group over k, Y a homogeneous space for G (with
Y(k) 6= ∅) and F an affine bundle over Y. Let L be a complex G-line bundle
over Y (which, at first reading, the reader may take to be trivial). We want
to define Fourier transform as an equivariant isomorphism:
F : C∞c (F,L)⊗ η
1
2
∼−→ C∞c (V ∗,L ⊗Rψ ⊗ |dV |)⊗ η
1
2 . (9.17)
We explain the notation: We denote by V∗ the underlying space of
the vector bundle over Y whose fiber over y ∈ Y is the vector spaces of
reductions of the corresponding fiber Fy to a Ga-torsor. The affine bundle
F gives rise to a canonical principal Ga-bundle R over V
∗; the character
ψ defines a reduction of this to a complex line bundle Rψ over V ∗. The
complex line bundle L is also considered as a line bundle over F or V ∗ by
pull-back (but denoted by the same letter). We let dV be the inverse of the
character by which the stabilizer of a point y ∈ Y acts on a translation-
invariant volume form on the fiber Fy; its absolute value defines a complex
line bundle over Y (and, by pull-back, over F and V ∗), which explains the
tensor product with |dV | on the right hand side. Finally, we assume that
there is a positive G-eigenmeasure of full support on Y , with eigencharacter
η, valued in (L⊗L¯⊗|dV |)−1. This endows C∞c (F,L)⊗η
1
2 with a G-invariant
Hilbert norm; the corresponding Hilbert space completion will be denoted
by L2(F,L)⊗η 12 . Recall that in this subsection only we use the unnormalized
action of the group on spaces of functions, so the twist by η
1
2 is the one that
makes the representation unitary (and is absorbed in the normalized action
for the rest of the paper).
We can now apply Fourier transform on compactly supported smooth
sections, fiberwise with respect to the maps F→ Y,V∗ → Y. We can make
a G-invariant choice of Haar measures40 (i.e. translation-invariant measures)
on the fibers of F → Y , valued in the line bundle defined by |dV |. Hence, if
f ∈ C∞c (F,L), then |f |2 ∈ C∞c (F,L⊗ L¯) and we can define an “integration
against Haar measure on the fiber” morphism:
C∞c (F,L ⊗ L¯)→ C∞c (Y,L ⊗ L¯ ⊗ |dV |) (9.18)
We claim that C∞c (V
∗,L⊗Rψ⊗|dV |)⊗ η 12 also has a unitary structure.
Indeed, for f ∈ C∞c (V ∗,L⊗Rψ⊗|dV |) we have |f |2 ∈ C∞c (V ∗,L⊗L¯⊗|dV |2),
where we took into account the fact that Rψ ⊗Rψ is the trivial line bundle
canonically. Notice also that stabilizers of points act on the Haar measure
on fibers of V∗ → Y by dV . Therefore, integration along the fibers with
respect to Haar measure gives:
C∞c (V
∗,L ⊗ L¯ ⊗ |dV |2)→ C∞c (Y,L ⊗ L¯ ⊗ |dV |), (9.19)
40As usual, we demand that the invariant Haar measures arise from invariant differ-
ential forms; thus, the choice of a Haar measure on a fiber fully determines it on all fibers,
even if G does not act transitively on Y .
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i.e. the same line bundle whose dual we assumed admits a G-eigenmeasure
with eigencharacter η.
Having fixed these measures, it is now easy to see that fiberwise Fourier
transform indeed represents an equivariant isomorphism as in (9.17). The
essence of what we call “the unfolding step” is the following:
9.5.9. Theorem. With suitable choices of invariant Haar measures on
the fibers of F → Y, V ∗ → Y , Fourier transform (9.17) gives rise to a
G-equivariant isometry of unitary representations:
F : L2(F,L)⊗ η 12 ∼−→ L2(V ∗,L ⊗Rψ ⊗ |dV |)⊗ η 12 . (9.20)
Proof. Let F ′ denote the inverse of F . Since the spaces of compactly
supported smooth sections are dense in the corresponding L2-spaces, and are
mapped to each other under Fourier transform, the statement is equivalent
to the following:
The morphisms F ,F ′ are adjoint.
Since the morphisms are defined fiberwise and the L2-hermitian forms are
computed by “integration on the fibers” followed by (the same) “integration
over Y ”, it suffices to prove this fact fiberwise, where “adjoint” will mean
“adjoint with respect to the L2(Haar measure)-pairing on the fiber. But this
is just Lemma 9.5.7 (ignore tensoring by the characters, since the equivari-
ance of the map has already been established). It is easy to see that there
are compatible choices of Haar measures globally. 
9.5.10. The goal of unfolding. The method of unfolding provides a proof
of Conjecture 9.4.6 in all cases that we have examined. However, we have
not been able to establish the inductive step abstractly. The idea, in general,
is to use this technique in order to prove the following conjecture. Recall
that in this subsection we are not normalizing implicitly the right regular
representations, so we denote by η the eigencharacter of our measure on X
and tensor with its square root to make L2(X) unitary.
9.5.11. Conjecture. Given a homogeneous spherical variety X there
exists a Levi subgroup L of a parabolic P of G, a factorizable spherical
variety W of L and a complex hermitian line bundle LΨ with an L-action
over W , together with an isometric isomorphism of unitary representations
(depending only on choices of measures on the various spaces):
L2(X) ⊗ η 12 ∼−→ IGP
(
L2(W,LΨ)
)⊗ η 12 . (9.21)
A proof of this conjecture proves the first part of the Discrete Series
Conjecture 9.4.6. The second part, regarding character groups, can easily
be verified in each case, but we have not shown abstractly that the unfolding
process establishes it.
140
9.5.12. The inductive step. The proof of Conjecture 9.5.11 in each par-
ticular case goes through a series of “unfolding” steps.
Let a homogeneous spherical variety X = H\G be given, where we keep
assuming that Z(G)0 ։ Z(X), and letH =M⋉N be a Levi decomposition.
IfX is not factorizable or parabolically induced from a factorizable spherical
variety then there exists41 a unipotent subgroup U of G, normalized by H
and such that N∩U is normal in U and U/N∩U is non-trivial and abelian.
Consider the variety Y = MNU\G. We will denote by y the point
of MNU\G represented by “1”. Then X → Y has a canonical structure
of an affine bundle; indeed, the orbit map for the action of U on a point
over the fiber of MNU identifies that orbit with the additive group U/N∩
U, the choice of point changes this identification by translations and the
action ofMN is linear on U/N∩U. Call V∗ the corresponding dual vector
bundle, and Rψ the complex line bundle over V ∗, as above. Applying Fourier
transform, we get according to Theorem 9.5.9 an equivariant isomorphism:
L2(X)⊗ η 12 → L2(V ∗, Rψ ⊗ |dV |)⊗ η
1
2 . (9.22)
This is the first step of the unfolding process. We expect:
9.5.13. Conjecture. V∗ is a spherical G-variety.
The L2-isomorphism of (9.22), and the implied finiteness of multiplic-
ities, should also imply the spherical property of the above conjecture.
Clearly, however, a direct, geometric proof would be more desirable. In
any case, since we do not have a complete recipe for proving Conjecture
9.5.11, one needs to check this in any specific case, which is easy to do.
In any case, the fact that X is spherical implies that M acts with an
open orbit on Xy = U/(U∩N) (the fiber of X over the point y ∈ Y ).42 This
implies, in particular, that G acts with an open orbit V˚∗ on V∗; this open
orbit is isomorphic to (MN)v∗U\G, where (H)v∗ is the stabilizer in H of a
generic element v ∈ V ∗y (which is the dual of the “translation” automorphism
group of Xy).
Recall that Rψ is the complex line bundle over V ∗ where Hv∗U acts
on the fiber over v∗ ∈ V ∗y by the character Ψ := ψ ◦ v∗ (considered as a
character of the whole group Hv∗U), and the same description holds for the
other points of V ∗. In the case when G acts transitively on V˚ ∗ we can write:
L2(V ∗, Rψ ⊗ |dV |)⊗ η
1
2 = L2(Hv∗U\G, |dV |Ψ)⊗ η
1
2 .
41The proof of existence of such a unipotent subgroup departs from the observation
that there is a proper parabolic subgroup containing H; we omit the details since we do
not know how to describe a canonical choice for U.
42 Indeed, if P˜ is a parabolic with unipotent radical U˜ containing NU, and with M
in its Levi L, then since MN acts with an open orbit on the flag variety of G, it has
to act with an open orbit on the open P˜-orbit of the flag variety, which is isomorphic to
L/BL × U˜. Equivalently, M acts with an open orbit on L/BL × U˜/N, and since U˜/N
is fibered over U˜/UN with fiber U/N ∩U, it follows that M acts with an open orbit on
the latter.
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It is easy to see the following:
9.5.14. Lemma. Fix a point v∗ ∈ (V ∗)y (the fiber of V ∗ over the point
y ∈ Y ), and the trivialization of the fiber of Rψ over v∗ corresponding to
a chosen point x ∈ Xy. (Recall that the choice of a point x ∈ Xy makes
the fiber Xy into a vector space, and hence makes Fourier transform scalar-
valued.) Let Ψ denote the character by which the stabilizer Hv∗U acts on
the fiber of Rψ. Then, for suitable choices of measures, the map:
C∞c (X)⊗ η
1
2 → C∞(V ∗, Rψ ⊗ |dV |)⊗ η
1
2
evv∗−−−→ C
inducing the above L2-isomorphism is given by the integral:
Φ 7→
∫
U/U∩N
Φ(u)Ψ−1(u)du
and its adjoint:
C∞c (V
∗, Rψ ⊗ |dV |)⊗ η
1
2 → C∞(X)⊗ η 12 evx−−→ C
is given by the integral:
Φ 7→
∫
(Hv∗\H)(k)
evv∗(RhΦ)dh,
where Rh denotes the regular representation.
Proof. We follow the definitions and constructions that we have pre-
sented: The first integral represents, simply, Fourier transform over the fiber
(≃ (U/U∩N)(k) = U/U ∩N) of the affine bundle X(= F in the notation of
Theorem 9.5.9) over y. The fact that the second is its adjoint is completely
formal; for simplicity, when G acts with a unique orbit on V˚ ∗, and using
the isomorphism (Hv∗U ∩ H)\Hv∗U = U/U ∩ N , when f ∈ C∞c (X) and
Φ ∈ C∞c (V ∗, Rψ ⊗ |dV |) = C∞c (Hv∗U\G, |dV |Ψ):
∫
Hv∗U\G
(∫
U/U∩N
f(ug)Ψ−1(u)du
)
Φ(g)dg =
∫
(Hv∗U∩H)\G
f(g)Φ(g)dg =
=
∫
H\G
(∫
Hv∗\H
Φ(hg)dh
)
f(g)dg.

If the stabilizer Hv∗ of a generic point on the dual of U/(N ∩U), modulo
the center of G, has finite character group, then we are done with the proof
of Conjecture 9.5.11 in the given case: the variety to which we have unfolded
is factorizable.
If not, it is convenient (for the purpose of this theoretical presenta-
tion) to “fold back” in order to eliminate the character ψ, i.e. to do the
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following:43 if ˜(MN)v∗ denotes the stabilizer of the line of v∗ (necessarily
˜(MN)v∗/(MN)v∗ ≃ Gm since G acts almost transitively on V∗), and U0
denotes the kernel of v∗, let X′ = ˜(MN)v∗U0\G. Now we can “fold back”
to X′, which brings us to the original setup of a spherical variety for G,
without the line bundle defined by an additive character. What we cannot
show in general is that the variety X′ is closer to being “factorizable” than
the original variety X; for instance, that its stabilizers have a larger unipo-
tent part. However, all of the examples that we have examined show that
with correct choices this is indeed the case.
9.5.15. Example. It is instructive at this point to discuss the unfolding
process for the variety X = G2a\SO5 under the G2m×SO5-action. Here G2m
is a Cartan subgroup and G2a is the subgroup containing the root subspaces
of the two long roots. We want to show:
L2(X) ≃ L2((k×)2)⊗ L2(U\SO5, ψ),
the last factor being a Whittaker model.
One could choose for the first step the group U to be the one corre-
sponding to the sum of the long root spaces and one short root space, that
is: the unipotent radical of a parabolic with Levi of type Gm × SO3. The
reader will see that “unfolding” this way will lead to a non-factorizable situ-
ation which we cannot unfold further (more precisely, “folding back” as was
suggested right above we return to the original space).
On the other hand, one may take for U the unipotent subgroup corre-
sponding to the sum of the short root spaces and one long root space, that
is: the unipotent radical of a parabolic with Levi of type GL2. The second
step now goes through with U= a maximal unipotent subgroup, and leads
to the Whittaker model.
We finish by mentioning a few more examples.
9.5.16. Example. Generalizing the example of PGL2 as aGm×PGL2-
variety that we mentioned earlier, let X = SLn \GLn+1 as a G = Gm ×
GLn+1-space, whereGm = GLn /SLn, whereGLn belongs to the mirabolic
subgroup of GLn+1 (the stabilizer of a non-zero point under the standard
representation). Let N be the unipotent radical of the mirabolic, and let
Ψ be a non-trivial complex character of N . Then we have a G-equivariant
isometry (for n ≥ 2):
L2(SLn \GLn+1) ≃ L2(Pn ⋉N\GLn+1,Ψ)
43Without choosing a base point v∗ on V ∗, the “folding back” process admits the
following description: We have obtained sections of a certain complex bundle Rψ over the
k-points of a vector bundleV∗ over Y. Pull back the Ga-bundle R
ψ (and the correspond-
ing complex vector bundle Rψ) to the blow-up BV∗ of V∗ along the zero section. Let
Y′ := PV∗ (the projectivization of V∗); then BV∗ is a line bundle over PV∗. There is a
Ga-bundle X
′ over Y′ such that the bundle Rψ over BV∗ is the one obtained by Fourier
transforms from the trivial complex bundle over X′.
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where Pn ⊂ SLn denotes the stabilizer of Ψ.
Here (for n ≥ 2) the group k× does not act trivially on L2(Pn⋉N\GLn+1, δNΨ).
However, the variety Pn ⋉ N\PGLn+1 is parabolically induced (and the
character Ψ is trivial on the unipotent radical of its parabolic), hence:
L2(Pn ⋉N\GLn+1,Ψ) = IndGP L2((SLn−1×N2)\(GLn−1×GL2),Ψ) =
= IndGP
(
L2(k×)⊗ L2(N2\GL2,Ψ)
)
.
Here P denotes the parabolic of type Gm × GLn−1×GL2, N2 denotes a
non-trivial unipotent subgroup of GL2, and Ind
G
P denotes unitary induction.
9.5.17. Example. Let G = GL2n, let Sp2n denote a symplectic subgroup
ofG and letH be the subgroup of Sp2n stabilizing a point under the standard
representation of G. Then by successive applications of “unfolding” one can
show that:
L2(H\G) = IndGP L2(N ×N\GLn×GLn,Ψ)
where P is the parabolic of type GLn×GLn, N ×N is a maximal unipotent
subgroup in its Levi and Ψ is a non-degenerate character of this subgroup.
10. Preliminaries to the Bernstein morphisms: “linear algebra”
This section collects some simple results in “linear algebra” (interpreted
broadly) which will be used in §11.
The reader may wish to refer to the contents only as needed. The main
purpose of this section is to separate the “abstract” parts of arguments from
the parts that are specific to spherical varieties.
- The first sections (§10.1 – §10.3) pertain to the following general
question: given a Hermitian form on a vector space V , and a group
S acting on V , how can one canonically replace the form by an
S-invariant one? Assuming that the forms are S-finite, i.e. gener-
ate a finite-dimensional vector space under the action of S, this is
possible. These constructions will be used in §11.
- In section 10.4 we show that, given a family of S-finite linear func-
tionals (or hermitian forms) on V which vary in a measurable way
over a parameter space, we may extract their eigenprojections to
certain generalized eigencharacters (for instance, unitary ones) and
still get a measurable family.
10.1. Basic definitions. Suppose S is a finitely generated abelian
group together with a finitely generated submonoid S+ ⊂ S that gener-
ates S.
Thus there is a surjective homomorphism Zk ։ S so that S+ is the
image of Zk≥0 := {x : xi ≥ 0}.
By a locally finite S-vector space V we shall mean a vector space V over
C equipped with a locally finite action of S (i.e. the S-span of any vector is
finite dimensional).
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For a vector v ∈ V , an exponent of v is any generalized eigencharacter
of S on the space of translates; the degree of v is the dimension of 〈Sv〉.
If χ is a character of S, we write |χ| ≤ c (resp. |χ| < c) if |χ(s)| ≤ c
(resp. |χ(s)| < c) for all s ∈ S+ r {0}; similarly, we define |χ| ≥ c, |χ| > c.
Note that if |χ| = 1 (i.e., |χ| ≤ 1 and |χ| ≥ 1) then χ is unitary. If |χ| < 1 we
will say that χ is strictly subunitary. (We will say simply subunitary when
|χ| is < 1 in the interior of S+, i.e. its elements which do not lie on the
boundary of the cone spanned by S+ in S ⊗R. In the rank-one case, where
this notion will be used in later sections, subunitary and strictly subunitary
coincide.)
We warn that |χ| < 1 is a stronger condition than (|χ| ≤ 1 and |χ| 6=
1). Indeed the statement |χ| < 1 amounts to asking that χ “decay in all
directions”, and not merely in some directions. In practice, we will always
be able to arrange this by shrinking S+ if necessary.
We often use the following observation: any S+-stable subspace of a
locally finite S-vector space V is also S-stable. Indeed, the S-span of a
vector being finite dimensional implies that the inverse of any invertible
operator is a polynomial in the operator.
10.2. Finite and polynomial functions. Now we specialize to the
case of functions on S; a function whose S-translates span a finite dimen-
sional vector space will be called a finite function. A finite function whose
only exponent is the trivial character of S is called a polynomial. This co-
incides with the usual use of “polynomial” when S = Zk. For any any
finite function f , there exists characters χi and polynomials Pi so that
f(s) =
∑
χi(s)Pi(s).
For every finite function f , we refer to the dimension of the space
spanned by its S-translates as its degree.
10.2.1. Lemma. A polynomial function that is bounded on S+ is con-
stant.
Proof. It is enough to consider the case S = Zk, S+ = Zk≥0. Our
assertion reduces to the following: if a polynomial function on Rk is bounded
on Zk≥0, then it is constant. 
10.2.2. Lemma. Let f be any finite function bounded on S+. Then there
exists a unique S-invariant functional 〈Sf〉 → C that sends the constant
function 1 to 1, where 〈Sf〉 is the span of all translates of f by S.
We refer to this functional as limS+. For instance, if S = Z, S+ = Z≥0,
t a nonzero complex number of absolute value ≤ 1 (not equal to 1), and f
is the function n 7→ 3 + tn, then limS+ f = 3.
Proof. If f is any finite function, bounded on S+, we may write it as a
sum of generalized eigenfunctions, f =
∑
fχ, where each fχ belongs to the
S+-span of f and is therefore itself bounded on S+. The putative functional
must (by invariance) send fχ to zero for χ 6= 1. On the other hand f1 is
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bounded polynomial and thus constant. Therefore, the only possibility for
the functional is ∑
fχ 7→ [f1],
where [f1] is the constant value of f1. It is clear that this functional is
S-invariant and has the desired normalization. 
We refer to a sequence of positive probability measures νi on S
+, defined
for all sufficiently large positive integers i, as an averaging sequence if it
is obtained in the following way: Let ℓ1, ℓ2 be monotone increasing affine
functions Z→ Z with ℓ2− ℓ1 →∞ as i→∞; for example, ℓ1(i) = i, ℓ2(i) =
2i. Choose a surjection Zk → S mapping Zk≥0 onto S+, and let νi be the
image of the uniform probability measure on [ℓ1(i), ℓ2(i)]
k.
In particular, such a sequence has the following properties: For arbitrary
s ∈ S, the measure sνi is eventually (i.e. for any large enough i, depending
on s) supported on S+ and the total mass of the difference |s · νi − νi|(S)
approaches 0.
10.2.3. Lemma. Let f be a finite function and νi an averaging sequence.
(1) If f bounded on S+, we have
∫
fνi −→ limS+ f .
(2) If f is unbounded on S+ and all exponents χ of f satisfy either
|χ| = 1 or |χ| < 1, then ∫ |f |2νi −→∞.
The restriction on exponents in the latter part is for simplicity, to avoid
situations where f grows in some directions and decays in others. This
restriction will be satisfied in our applications.
10.2.4. Remark. The incongruence between the two statements (the
first for f and the second for |f |2) will not appear in our applications, as we
will apply both to the functions obtained by evaluating S-finite hermitian
forms on translates of a vector in an S-vector space; evidently, however, we
need a positivity assumption for the second statement to hold.
Proof. Consider first the case of f bounded. Note that
∫
fνi are
bounded. We may choose a subsequence of the i so that all the integrals∫
gνi converge for g ∈ 〈Sf〉. Then g 7→ limi
∫
gνi defines an S-invariant
functional on 〈Sf〉, which is necessarily limS+. Since the subsequence was
arbitrary, the result follows.
Now suppose f is unbounded; write f =
∑
fχ, where fχ has generalized
character χ. At least one fχ is unbounded. Therefore |χ| = 1, since if |χ| < 1
then certainly fχ must be bounded. Twisting by χ
−1, we may suppose that
χ = 1, i.e. f1 is a polynomial.
There exists an element ∆ of the group algebra C[S] so that ∆ ⋆ f = f1.
Write ∆ =
∑
ass. Let ν
′
i be another averaging sequence, to be chosen
momentarily. Let ν∗i =
∑
as 6=0
s−1 · ν ′i, a sum of translates of ν ′i. We can
and do choose ν ′i in such a way that ν
∗
i ≤ C · νi for some positive constant
C – choose ν ′i by replacing the linear forms ℓ1, ℓ2 used to define νi by ℓ
′
1 =
ℓ1 + A, ℓ
′
2 = ℓ2 − A for a large enough integer A. The integral
∫ |f1|2ν ′i is
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a sum of terms of the form
∫
(sf)(s′f)dν ′i, and by Cauchy-Schwarz we may
bound this by
∫ |f |2ν∗i . That is to say,∫
|f1|2ν ′i ≤ const ·
∫
|f |2ν∗i .
Visibly, the left-hand side is unbounded (since f1 is a polynomial). Since
ν∗i ≤ Cνi our assertion is proved. 
10.2.5. Lemma. Let F (n, c) be the space of all finite functions on S of
degree ≤ n all of whose exponents satisfy |χ| < c, for some c < 1. Then
we can find a finite subset Λ ⊂ S+, depending only on (n, c), so that for all
f ∈ F (n, c):
sup
k∈S+
|f(k)| ≤ max
λ∈Λ
|f(λ)|,
In fact, there exists a decaying function Q : S+ → R depending only on
(n, c) so that, for any f ∈ F :
|f(k)| ≤ Q(k)max
λ∈Λ
|f(λ)|. (10.1)
10.2.6. Remark. Recall that the notion of “decaying function” was de-
fined in the introduction §1.7. By enlarging Λ we may assume that |Q| ≤ 1.
This way, the first statement becomes a special case of the second.
Proof. We may again assume that S = Zk, S+ = Zk≥0. Let s1 =
(1, 0, . . . , 0), . . . , sk = (0, 0, . . . , 1) be the standard generators for S
+. Fix an
f ∈ F (n, c), and let P = (P1, . . . , Pk) be the characteristic polynomials of
s1, . . . , sk acting on 〈Sf〉, each of degree ni ≤ n. Note that all the coefficients
of all Pi are bounded in terms of (n, c). Let F (P) be the set of functions
annihilated by Pi(si) for each i.
Put Λ =
∏k
i=1[0, ni−1]. The evaluation map ev : F (P)→ CΛ is a linear
isomorphism. The action of translation by si on F (P) ≃ CΛ is expressed by
a certain endomorphism Ai ∈ End(CΛ) whose matrix entries are bounded in
terms of (n, c). Therefore:
f(t1, . . . , tk) =
(
At11 . . . A
tk
k ev(f)
)
(0).
The second statement now follows from the following: Suppose that Ω is
a compact subset of End(CΛ) so that, for every A ∈ Ω, all of the eigenvalues
of A are ≤ c < 1; then there exists N so that ‖AN‖ ≤ 12 for all A ∈ Ω. Here,
‖ • ‖ denotes any norm on End(CΛ). To check that, take 1 > c′ > c, use
Ak = 12πi
∫
|z|=c′
zk
z−Adz and the fact that
‖(z −A)−1‖, |z| = c′, A ∈ Ω,
being a continuous function on a compact set, is bounded. As mentioned in
the remark, this implies the first assertion, as well (by enlarging Λ). 
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10.2.7. Lemma. Suppose f is a finite function on S of degree ≤ n,
bounded on S+, all of whose exponents are unitary. Then
sup
k∈S+
|f |2 ≤ n lim
S+
|f |2.
Proof. The boundedness forces f to be a sum of eigenfunctions (with
unitary character, by assumption): if we write f =
∑
χ∈I fχ, then each fχ is
bounded. We claim that fχ is proportional to χ. For χ = 1 that is Lemma
10.2.1 and in the general case χ = χ0 we apply the same reasoning to fχ
−1
0 .
The result easily follows. 
10.3. Hermitian forms. We now turn to the properties of Hermitian
forms on S-vector spaces. In what follows, where we speak of “Hermit-
ian forms” we always mean positive semi-definite Hermitian forms. If
(u, v) 7→ H(u, v) is a Hermitian form, we use the notation H(v) for H(v, v).
Notice that if H is a hermitian form on a finite-dimensional S-vector
space V , then it can be considered as an element of the tensor product
representation V ∗⊗ V¯ ∗ of S, and hence the form itself is an S-finite vector in
an S-vector space; in particular, it makes sense to talk about its exponents.
For a hermitian form on a locally finite, possibly infinite-dimensional, S-
vector space we call exponents of H the union of its exponents on all S-
stable, finite-dimensional subspaces. (The form itself might not be S-finite,
in this case.)
Let H be a Hermitian form on a locally finite S-vector space, and put
Vf = {v ∈ V : H(S+v) is bounded.}
This is an S-invariant subspace of V . That it is a subspace is a consequence
of the inequality
H(x1 + · · ·+ xm) ≤ m
∑
H(xi),
whereas the S-stability follows from the observation at the end of §10.1.
The following is an obvious application of Lemma 10.2.2, with positivity
following, for instance, from Lemma 10.2.3:
10.3.1. Lemma. Let H be a Hermitian form on a locally finite S-vector
space V . Then
HS(v) := lim
S+
(s 7→ H(sv)) ,
defines an S-invariant Hermitian form on Vf .
We refer to HS , extended by ∞ off Vf , as the associated S-invariant
form. Then the association H 7→ HS is linear, i.e., given Hermitian forms
H1,H2 and positive scalars a1, a2, we have (a1H1 + a2H2)
S =
∑
aiH
S
i .
The following is a corollary to what we have already proved in Lemma
10.2.3, taking into account that we may expressH (on any finite dimensional
subspace) as a sum of squares of linear forms:
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10.3.2. Lemma. Let H be a Hermitian form on a locally finite S-vector
space V . Let νi be an averaging sequence; then, for any v ∈ Vf ,∫
H(av)νi =: νi ⋆ H(v) −→ HS(v).
The same assertion holds for every v ∈ V (with possible infinite values on
the right hand side) if it is assumed that all exponents of H satisfy |χ| = 1
or |χ−1| < 1 on S+.
We shall say that a form H on a locally finite S-vector space is c-good if
Every exponent χ of H satisfies |χ| = 1 or |χ−1| ≤ c2. (10.2)
The reason for inverting χ is that the exponents of S on linear functionals
are inverse to those on the vector space itself; we write c2 for convenience
when comparing to the case of the square of a linear functional.
10.3.3. Remark. Notice that |χ−1| ≤ c2 rules out the possibility of
subunitary exponents which are not strictly subunitary. We do that for
simplicity, since in later sections we will only use the case where the rank of
S is 1, so subunitary and strictly subunitary coincide.
The form H is simply good if it is c-good for some c < 1. In particular,
this excludes the possibility of exponents that grow along some “walls” of
S+ but not along other. Similar terminology will be applied to a vector, if
it applies to its S-span.
10.3.4. Lemma. Suppose H is c-good. Let R be the sum of all generalized
eigenspaces corresponding to characters χ that satisfy neither |χ| = 1 nor
|χ| ≤ c. Then R lies in the radical of H and H factors through V/R.
In particular one may write (on any finite-dimensional, S-stable sub-
space): H =
∑ |ℓi|2, where each ℓi is linear and each Hermitian form |ℓi|2
is itself c-good.
Proof. If v ∈ V is a eigenvector for S, with eigencharacter χ, then
〈Hs considered in V ∗ ⊗ V ∗, v ⊗ v considered in V ⊗ V 〉 = |χ(s)|−2H(v).
That implies that |χ|−2 is an exponent of H if H(v) 6= 0. In particular,
if χ doesn’t satisfy |χ| = 1 or |χ| ≤ c, then H(v) = 0, i.e., v lies in the
radical of H (because H is semidefinite, H(v) = 0 =⇒ H(u + v) = H(u)
for all u, i.e. v is in the radical).
This conclusion remains valid if v were simply a generalized eigenvector.
This proves the first assertion of the lemma.
For the second assertion (concerning linear forms): Choose any expres-
sion of H as a sum of squares on the vector space V/R. If ℓ is any linear
functional on V/R then all exponents of ℓ ⊗ ℓ ∈ V ⊗ V ∗ are of the form
χ = (ψ1ψ2)
−1, where ψ1, ψ2 are exponents of S on V/R. In particular,
|χ−1| = |ψ1||ψ2| satisfies |χ−1| = 1 or |χ−1| ≤ c; that proves the second
assertion.

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10.3.5. Proposition. Let H be a hermitian form on a locally finite S-
vector space V , whose elements have degree bounded by n, and assume that
H is c-good.
There exist a finite subset Λ ⊂ S+ and a constant C depending only on
(n, c) so that:
Ha ≤ C(HS +
∑
λ∈Λ
Hλ), (10.3)
for any a ∈ S+; here Ha(v) := H(av).
Proof. In fact, we may suppose V to be finite-dimensional and H to
be the square of a linear form ℓ, in view of the prior Lemma.
In that case the function a 7→ ℓ(av) is finite for any fixed v ∈ V . Write
ℓ(av) = f(a) + g(a)
where the functions f, g possess only unitary (resp. sub-unitary) exponents,
i.e. all exponents of f satisfy |χ| = 1, and all exponents of g satisfy |χ| ≤
c < 1. The degrees of f, g are both bounded by n.
If f (equivalently f + g) is unbounded on S+, then the result is obvious,
as the right-hand side of the putative inequality is infinite. We suppose
therefore that f is bounded on S+. Apply Lemmas 10.2.5 and 10.2.7 (taking
Λ as in Lemma 10.2.5):
sup
S+
|f + g|2 ≤ 2 sup
S+
|f |2 + 2 sup
S+
|g|2
≤ 2n lim
S+
|f |2 + 2max
Λ
|g|2
≤ 2n lim
S+
|f |2 + 4max
Λ
(|g + f |2 + |f |2)
≤ 6n lim
S+
|f |2 + 4max
Λ
|f + g|2
= 6n lim
S+
|f + g|2 + 4max
Λ
|f + g|2,
the last line since limS+ |f + g|2 = limS+ |f |2. 
10.3.6. Corollary. Notation and assumptions as in the previous lemma,
let Π<1 be the S-equivariant projection of V onto all generalized eigenspaces
with subunitary exponent, and Π=1 the S-equivariant projection onto gener-
alized eigenspaces with unitary exponent. Let H<1 = H ◦ Π<1 and H=1 =
H ◦Π=1, and denote by n1 the number of distinct unitary exponents of V .
Then:
H=1(v) ≤ n1HS(v) (10.4)
H<1(av) ≤ Q(a)(HS(v) + max
Λ
Hλ(v)) (10.5)
where the decaying function Q depends only on (n, c).
Proof. Both assertions are linear in H, so we reduce, as in the previous
proof, to the case where H = |ℓ|2. Note that ℓ = ℓ ◦ Π=1 + ℓ ◦ Π<1; indeed
(adopting the notation of Lemma 10.3.4) the functional ℓ may be supposed
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to contain R in its kernel, but id −Π=1 −Π<1 is a projector to a subspace
of R.
Note that the decomposition ℓ = ℓ◦Π=1+ℓ◦Π<1 induces the decomposi-
tion ℓ(av) = f+g of the prior proof, i.e. H=1(av) = |f |2 andH<1(av) = |g|2.
For the first bound, now, apply Lemma 10.2.7. (Notice that either the right
hand side is infinite, or the eigenprojection of v to the sum of subspaces with
unitary exponents has degree bounded by the number of unitary exponents.)
For the second, bound |g|2 using (10.1). 
10.4. Measurability of eigenprojections. Here we discuss the fol-
lowing issue: Let S+ be a finitely generated abelian monoid, and let W
be an C[S+]-module of countable dimension. Let (Ly)y∈Y be a family of
linear functionals on W , varying with a parameter y in a measurable space
(Y,B) (i.e. a set equipped with a σ-algebra). Assume that the family Ly
is measurable in the sense of evaluations (the function y 7→ 〈w,Ly〉 is mea-
surable for every w ∈ W ), and that each Ly is S+-finite, i.e. generates a
finite-dimensional C[S+]-submodule of W ∗.
Hence, each Ly has a decomposition in generalized S
+-eigenspaces:
Ly = ⊕χ∈Ŝ+CL
χ
y , (10.6)
where Ŝ+C denotes the space of all characters (not necessarily unitary) of
S+. Let K ⊂ Ŝ+C be a measurable subset (with respect to the natural Borel
σ-algebra on Ŝ+C), and denote:
LKy = ⊕χ∈KLχy . (10.7)
We want to prove:
10.4.1. Proposition. The functionals LKy vary measurably with y.
Again, measurability here is meant with respect to evaluations at every
vector of W , like above.
In practice, we will use this proposition to isolate the unitary part of an
S+-finite functional or a hermitian form.
First of all, we can reduce the proof of the proposition to the case S+ =
N. Indeed, first we replace S+ by Nk by taking a surjective map: Nk → S+,
and then we observe that the Borel σ-algebra of N̂kC is the product σ-algebra
of the Borel σ-algebras of N̂C, and hence we may assume without loss of
generality thatK is a product subset. (Let us clarify what this means for the
functionals LKy : writing K as a countable union of subsets Kn corresponds
to writing LKy as the weak limit of functionals L
Kn
y , and this limit stabilizes
for a given y. Since for the complement K ′ of K we have LK
′
y = Ly −
LKy , the same argument shows that the set of subsets K which satisfy the
Proposition is closed under countable unions and intersections, i.e. forms a
σ-algebra, and hence it is enough to check for a set of subsets generating the
σ-algebra.) Then we can obtain LKy in a finite number of steps by restricting
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the generalized eigencharacters coordinate-by-coordinate. Hence, from now
on we will assume that S+ = N, and we will denote its generator by x.
The proposition will now be established via the following result: Identify
C[S+] with the ring C[x] of polynomials in one variable (where x corresponds
to the generator of S+ ≃ N, and call minimal polynomial of Ly the monic
generator of its annihilator in C[S+]. We will denote it by my.
There is a natural measurable structure on C[S+] ≃ C[x]. Namely, a set
is measurable if for any d its intersection with polynomials of degree ≤ d is
Borel-measurable with respect to the standard topological structure on that
complex vector space.
10.4.2. Lemma. The minimal polynomials my vary measurably in y ∈ Y .
Let us see why this implies Proposition 10.4.1.
First of all, by partitioning Y in a countable union we may assume that
the degree of my is constant in Y , say my ∈ C[S+]N (degree N). The
coefficients of each polynomial are elementary symmetric functions in its
roots, and we may pick a measurable section: C[S+]N → CN of the map
CN ∋ (αi)i 7→
∏
i(x − αi) ∈ C[S+]. (We have continued with the prior
notation, so that x is an element of C[S+] corresponding to a generator g
for S+). Hence, we may index the roots (αi,y)i of my in a measurable way.
Finally, for given measurable K ⊂ C, the set Ay ⊂ {1, . . . , N} of indices
such that αi,y /∈ K varies measurably with y. Hence, we may write the
minimal polynomial my in a measurable way as a product:
my = m
1
ym
2
y,
where m1y =
∏
i∈Ay
(x − ai,y) and m2y =
∏
i/∈Ay
(x − ai,y). The polynomials
m1y and m
2
y are relatively prime, hence we can find a polynomial m
3
y which
is inverse to m1y in C[x]/m2. Again, this can be done in a measurable way
using the division algorithm. Then:
LKy = m
3
y(x)m
1
y(x)Ly. (10.8)
Indeed, m1y(x) annihilates the summands of Ly with exponents outside of K,
and since on the rest of the summands C[x] acts via the quotient C[x]/m2y,
the product m3y(x)m
1
y(x) acts as the identity on them. This shows that
LKy is measurable, i.e., it concludes the proof that Lemma 10.4.2 implies
Proposition 10.4.1.
To prove Lemma 10.4.2, we notice that my(x) = x
N+aN−1x
N−1+· · ·+a0
if and only if:
(1) for every w ∈W we have: Ly(xN · w) + aN−1Ly(xN−1 · w) + · · · +
a0Ly(w) = 0, and
(2) this is not the case for any polynomial of smaller degree.
We may enumerate a vector space basis (wi)i≥1 of W , and for every N,n we
consider the following system of linear equations in the unknowns a0, . . . , aN−1:
SN,n :
(
Ly(x
N · wi) + aN−1Ly(xN−1 · wi) + · · ·+ a0Ly(wi) = 0
)n
i=1
. (10.9)
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The polynomial xN +aN−1x
N−1+ · · ·+a0 satisfies the above two conditions
(i.e. is the minimal polynomial my) if its coefficients are the unique solution
of the system: SN,∞ = ∪nSN,n.
For given n,N the set of y ∈ Y such that the system has a solution is
measurable; indeed we can attempt to solve the system by row operations,
the order of which depends only on whether some coefficients vanish or not
(which, of course, depends measurably on y ∈ Y ). Among those, uniqueness
of the solution is also a measurable condition, for the same reason. Finally,
among the latter the unique solution (a0, a1, . . . , aN−1) varies measurably in
y ∈ Y , again for the same reason.
Hence, for given N the set YN of y ∈ Y such that SN,∞ has a unique
solution is measurable (notice that for given y, if SN,∞ has a unique solution
then so does SN,n for some n), and the solution varies measurably in y ∈ Y .
This proves the lemma.
We will also use this result in the following form:
10.4.3. Corollary (Measurability of eigenspaces.). Let W be a finite
dimensional vector space and T (z) ∈ End(W ) a family of matrices varying
measurably as z varies in a measurable space Z. Then the T (z)-invariant
projection to the generalized 0 eigenspace varies measurably with z.
More generally, suppose that αz : ZN → Aut(W ) is a measurable family
of actions and χ : ZN → C× a character. Then the canonical (αz(Zn)-
invariant) projection of W to the generalized χ-eigenspace for αz varies
measurably with z.
11. The Bernstein morphisms
From now on we assume that the Discrete Series Conjecture
9.4.6 holds for X and all its degenerations XΘ (for example, X is
strongly factorizable). Although the structure of discrete series will
not be used explicitly in the present section, we will use its corollaries, such
as the boundedness of subunitary exponents 9.4.8. Since this will be an
ongoing assumption, it will not be explicitly included in the theorems.
11.1. In the present section, we construct a canonical morphism L2(XΘ)→
L2(X). We may think of this morphism L2(XΘ)→ L2(X) as
- the unique morphism asymptotic to the “naive” identification of
functions on XΘ and X.
It may be worth beginning our section with the following easy Lemma,
which contains the germ of many of the ideas used in this section:
11.1.1. Lemma. The support of Plancherel measure for L2(XΘ) is con-
tained in the support of Plancherel measure for L2(X).
Proof. It suffices to show that matrix coefficients of the form
〈g · f, f〉 , (11.1)
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where f ∈ C∞c (XΘ) can be approximated, uniformly on compacta, by diag-
onal matrix coefficients of L2(X). Assume that f is J-invariant, and given
a compact, J-biinvariant subset K of G set J ′ = ∩k∈KkJk−1. We may
translate f by the action of Z(XΘ) into a J ′-good neighborhood of infinity
with the property that the identification with a neighborhood of Θ-infinity
on X is equivariant44 under the action of the elements of H(G, J ′) whose
support is in K. Then the matrix coefficients (11.1) coincide on K, whether
f is considered as a function on XΘ or on X. 
We now formulate properties of the morphism more precisely.
Recall that
eΘ : C
∞
c (XΘ)→ C∞c (X) (11.2)
denotes the equivariant “asymptotics” map which, for J-invariant functions
supported in a J-good neighborhood of Θ-infinity, coincides with the identi-
fication of J-orbits under the exponential map. The formulations that follow
involve, actually, only functions supported close enough to Θ-infinity, and
therefore the equivariant extension of this identification is not being used in
the statement of the theorem.
We will need to “push” functions towards Θ-infinity; recall that A˚+X,Θ
denotes the subset of “strictly anti-dominant” elements of AX,Θ, i.e. those
which push points on XΘ towards Θ-infinity.
Denote by La the (normalized) action of a ∈ AX,Θ on functions on XΘ,
which we understand as a−1 · f in the normalization of §4.1; in other words,
the La for a ∈ A˚+X,Θ push functions towards ∞.
11.1.2. Theorem. For every Θ ⊂ ∆X there is a canonical G-equivariant
morphism: ιΘ : L
2(XΘ)→ L2(X), characterized by the property that for any
a ∈ A˚+X,Θ and any Ψ ∈ C∞c (XΘ) we have:
lim
n→∞
(ιΘLanΨ− eΘLanΨ) = 0. (11.3)
In words, (11.3) says that ιΘ is approximately equal to the identity
furnished by the exponential map on functions supported near Θ-infinity.
Although results of this type are present in the scattering theory literature,
the idea of the proof that we present here (essentially, the proof of Theorem
11.3.1) is due to Joseph Bernstein and we will consequently refer to ιΘ as
the “Bernstein morphism”.
11.1.3. Remark. If we replace eΘ by τΘ :=“truncation in a fixed J-
good neighborhood NΘ of Θ-infinity”, we can generalize property (11.3) to
non-compactly supported smooth L2-functions:
lim
n→∞
(ιΘLanΦ− τΘLanΦ) = 0. (11.4)
As in the theorem, the limit is taken inside L2(X), and we identify the
function τΘLanΦ, with a function on X by means of the exponential map.
44Equivariance implicitly assumes the identification of larger neighborhoods, of
course.
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The proof is very simple: For given ε > 0 we can find m and a function
Ψ ∈ C∞c (NΘ)J such that ‖Ψ−LamΦ‖ < ε (and hence ‖LanΨ−Lam+nΦ‖ < ε
for every n ≥ 0). Then, applying (11.3) to Ψ, we get some n such that:
‖ιΘLanΨ− eΘLanΨ‖ < ε.
Therefore, for large enough n:
‖ιΘLam+nΦ− τΘLam+nΦ‖ ≤ ‖ιΘ (Lam+nΦ− LanΨ) ‖+
+‖ιΘLanΨ− eΘLanΨ‖+ ‖eΘLanΨ− τΘLam+nΦ‖ < (‖ιΘ‖+ 2)ε.
For the last inequality, we note that for large enough n that eΘLanΦ is
obtained from τΘLanΦ via the identification of J-orbits arising from the
exponential map; thus the last term has norm bounded by the norm of
‖τΘLanΦ− τΘLam+nΦ‖, which is at most ε.
However, the proof of Theorem 11.1.2 will be via an estimate:
‖ιΘLanΨ− eΘLanΨ‖2 ≤ CΨ ·QJ(an), (11.5)
for Ψ ∈ C∞c (XΘ)J , where QJ is a decaying function on A˚+X,Θ (cf. Lemma
11.5.1) which depends only on the open compact subgroup J , and CΨ is a
constant that depends on Ψ, see Lemma 11.5.1. Such an estimate is not
valid for functions which are not compactly supported.
11.2. Harish-Chandra–Schwartz space and temperedness of ex-
ponents. In [Ber88] Bernstein explains how to prove that the Plancherel
formula for a space of polynomial growth likeX is supported onX-tempered45
representations.
We remind what this means. In order to do this we reprise some of the
remarks of §6.1, but replacing the role of C∞c (X) by the slightly larger space
C (X) of Harish-Chandra–Schwartz functions on X.
A function r : X → R+ is called a radial function if it is positive, locally
bounded and proper, i.e. such that the balls B(a) := {x ∈ X|r(x) ≤ a}
are relatively compact, and has the property that for every compact J ⊂ G
there is a constant C > 0 such that |r(x ·g)− r(x)| < C for all x ∈ X, g ∈ J .
Two radial functions r and r′ are called equivalent if the quotient 1+r1+r′ is
bounded above and below by absoltue positive constants.
A space is called of polynomial growth (for a given radial function) if for
some compact J ⊂ G there is a polynomial a 7→ P (a) such that for all a > 0
the ball B(a) can be covered by ≤ P (a) sets of the form x · J . This notion
is clearly invariant under equivalence of radial functions.
45The reader of [Ber88] will notice that the notion of temperedness obtained there is
slightly stronger than temperedness with respect to the Harish-Chandra–Schwartz space;
indeed, we can replace that with L2(wdx)∞ for any summable weight w. However, since
summability of weights depends on the rank of the variety, it is more convenient to work
with the weaker condition provided by the Harish-Chandra–Schwartz space.
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By the generalized Cartan decomposition (see §5.3),46 the space X of
k-points of our spherical variety possesses a natural equivalence class of
radial functions, with respect to which it is of polynomial growth. In
fact, if Z(X) = 1, such a radial function R(x) was described in the proof
of Theorem 6.4.1. We leave the details of the general case to the reader
(the only difference being that one needs to quantify as well the “distance”
from all orbits in a smooth toroidal compactification of X, including “orbits
belonging to ∆X-infinity”). We fix such a radial function r.
Then we define the Harish-Chandra–Schwartz space as the Fre´chet space:
C (X) = lim
→
J
⋂
d
L2(X, (1 + r)ddx)J (11.6)
the limit taken over a basis of neighborhoods of the identity.
Bernstein proves that the embedding C (X) → L2(X) is fine which im-
plies that any Hilbert space morphism to a direct integral of Hilbert spaces:
m : L2(X)→
∫
Hαµ(α) (11.7)
is pointwise defined on C (X), i.e. there is a family of morphisms
Lα : C (X)→Hα
(defined for µ-almost every α) such that α 7→ Lα(Φ) represents m(Φ) for
every Φ ∈ C (X).
Notice that such a family of morphisms induces, by pull-back, seminorms
‖ • ‖α on C (X). If the morphism m is surjective (set-theoretically, hence
open) then the spaces Hα can be identified with the completions of C (X)
with respect to the seminorms ‖ • ‖α.
A Plancherel decomposition for L2(X) – or, more generally, for some
closed invariant subspace of L2(X) – can be described by the choice of a
measure µ on Gˆ and a measurably varying family ‖ • ‖π of norms on C (X),
with the properties that ‖ • ‖π factors through the natural morphism from
C (X) to the space of π-coinvariants47
C (X)π := (HomG(C (X), π))
∗ ⊗ π. (11.8)
and also ‖Φ‖2L2(X) =
∫
π ‖Φ‖2πµ(π) for every Φ ∈ C (X). (Recall that in the
case of wavefront spherical varieties, which we are discussing, the spaces
HomG(C (X), π) are finite-dimensional.)
46Using the Cartan decomposition is again not necessary: it is enough to know that
the union of J-good neighborhoods of Θ-infinity, for all Θ ( ∆X , has a compact comple-
ment (modulo center).
47In the case of the Harish-Chandra–Schwartz space, “homomorphism” will always
mean “continuous homomorphism”. The space of (smooth vectors on) π is endowed with
the discrete topology or, what amounts to the same for homomorphisms, the coarsest C-
vector space topology. Similarly, “linear functionals” and “hermitian forms” will always
be continuous.
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We have a canonical map (recall that the space of π-coinvariants of
C∞c (X) was defined in a completely analogous way in (6.1)):
C∞c (X)π ։ C (X)π. (11.9)
11.2.1. Remark. It is sometimes more convenient to think of the Plancherel
formula as giving a “decomposition into eigenfunctions”:
The Hermitian norms ‖•‖π induce C∞c (X)π → (C∞c (X)π)∼ = C∞(X)π.
For every f ∈ C∞c (X), the conjugate of the image of f under the map48
C∞c (X)→ C∞c (X)π → C∞(X)π
will be denoted by fπ.
Then we have a pointwise decomposition:
f(x) =
∫
Gˆ
fπ(x)µ(π), (11.10)
which is another way of writing the Plancherel decomposition for the inner
product
〈
f,Vol(xJ)−11xJ
〉
for a sufficiently small open compact subgroup
J . Note that we also have for f, g ∈ C∞c (X) the equality
〈f, gπ〉X = 〈fπ, g〉X (11.11)
since both are different ways to express the inner product Hπ(f, g) (where
Hπ is the hermitian form corresponding to ‖ • ‖π).
We remark, however, that although the image fπ of a function f in the
space of π-coinvariants is canonically defined, this is not the case for fπ,
which depends on the choice of Plancherel measure.
By the asymptotics map eΘ (cf. (11.2)) we get a canonical map:
C∞c (XΘ)π → C∞c (X)π.
The following follows directly from the definitions and the discussion
of 10.3. Recall that we always consider the normalized action of AX,Θ on
functions on XΘ, and that the space C
∞
c (XΘ)π is AX,Θ-finite for every irre-
ducible representation π. Hence, we may decompose into sums of generalized
eigenspaces:
C∞c (XΘ)π = C
∞
c (XΘ)
<1
π ⊕ C∞c (XΘ)1π ⊕ C∞c (XΘ)1π (11.12)
with exponents, respectively, satisfying49 |χ−1| < 1, |χ| = 1 and |χ−1|  1
on A˚+X,Θ.
Here |χ−1|  1 means that there exists a ∈ A˚+X,Θ with |χ−1(a)| > 1.
The three possibilities are mutually exclusive and one must occur for each
48Here C∞(X)pi denotes the π-isotypical subspace, which is to say, the image of
π ⊗ Hom(π,C∞(X))→ C∞(X).
49Our notation is explained as follows: We denote the sum of eigenspaces of C∞c (XΘ)pi
by exponents satisfying |χ−1| < 1 by C∞c (XΘ)
<1
pi because the hermitian forms will be sub-
unitary there. Another way to think of it is the following: if l is a smooth linear functional
on C∞c (XΘ)
<1
pi , then via the duality C
∞
c (XΘ)⊗C
∞(XΘ)→ C it can be considered as an
element of C∞(XΘ). That element will be decaying on A˚
+
X,Θ.
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χ: Recall that A˚+X,Θ denotes the “strict interior” of the cone A
+
X,Θ. Now, if
the final possibility does not occur, then |χ−1| ≤ 1 on A˚+X,Θ; then |χ−1| is
bounded above on A+X,Θ, from which one sees that |χ−1| ≤ 1 on A+X,Θ; but
that means that either |χ| = 1 or |χ| < 1 on the “strict interior” A˚+X,Θ.
11.2.2. Lemma. Let Hπ be a G-invariant hermitian form on C
∞
c (X)π.
(1) Through the map eΘ it is pulled back to an AX,Θ-finite, G-invariant
Hermitian form e∗ΘHπ on C
∞
c (XΘ)π.
(2) Suppose the form Hπ factors through the Harish-Chandra–Schwartz
space, i.e. through (11.9). Then, for any Θ, if we decompose as in
(11.12), the summand C∞c (XΘ)
1
π lies inside the radical of e∗ΘHπ
(in particular, the form vanishes there).
Proof. For part (1), the only assertion to be proved is the AX,Θ-
finiteness; however, in our present case, the multiplicity of π in C∞(XΘ)
is finite, from which the result follows at once.
For part (2) it is enough to show that C∞c (XΘ)
1
π lies in the kernel of
the composite
Cc(XΘ)π −→ C∞c (X)π → C (X)π.
In other words, given a morphism λ : C (X)→ π, we need to verify that
Cc(XΘ)
eΘ→ C∞c (X)→ C (X) λ→ π
vanishes on C∞c (XΘ)
1
π .
Suppose that the χ-eigenspace on C∞c (XΘ)π is nonzero, and that there
exists a ∈ A˚+X,Θ so that |χ(a)| > 1.
Take Ψ ∈ C∞c (XΘ)J . Then (by continuity of λ) the norm of the image
of LanΨ grows at most polynomially in n. But the projection of LanΨ to
this χ- generalized eigenspace – if nonzero – grows as χ(an), at least for a
subsequence of n: after replacing this projection by a linear combination of
translates by various ak, we may suppose that it is a nonzero element of the
genuine – not just generalized – χ-eigenspace. 
11.3. Plancherel formula for XΘ from Plancherel formula for
X. The theorem below is the heart of Theorem 11.1.2.
11.3.1. Theorem. Consider a Plancherel decomposition for L2(X) (cf.
6.1):
‖Φ‖2 =
∫
Gˆ
Hπ(Φ)µ(π). (11.13)
Fix an open compact subgroup J , and fix a strictly positive cocharacter
s : Gm → AX,Θ (i.e. a cocharacter in the strict interior, in Λ+X , of the face
corresponding to Θ), and let S = s(̟Z) for ̟ a uniformizer of k.
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Consider the pullback e∗ΘHπ of Hπ to C
∞
c (XΘ)π, and let (e
∗
ΘHπ)
S be the
associated S-invariant form (by Lemma 10.3.1). Let Ψ ∈ C∞c (XΘ)J ; then
‖Ψ‖2 =
∫
Gˆ
(e∗ΘHπ)
S (Ψ)µ(π). (11.14)
Therefore, the hermitian forms (e∗ΘHπ)
S define a Plancherel formula for
L2(XΘ)
J .
11.3.2. Remark. In particular, for almost every π the invariant forms
(e∗ΘHπ)
S are AX,Θ-invariant and finite, and do not depend on the choice of
S; we will be denoting them by HΘπ .
Indeed, it is entirely possible that these norms take infinite values for
some π; but this must happen only on a set of measure zero: Clearly, for
each individual Φ ∈ Cc(XΘ), the set of π for which e∗ΘHπ(Φ) =∞ has mea-
sure zero. Since Cc(XΘ) has countable dimension, this implies the stronger
statement, because, if a norm takes infinite values, it does so on at least one
element of a basis.
11.3.3. Remark. This theorem is roughly the analog of (8.13) from the
discussion of the toy model of scattering on N.
Proof. First of all, we notice that it suffices to prove the analogous
statement to (11.14) for the Hilbert spaces L2(X,χ), L2(XΘ, χ), for every
χ ∈ Ẑ(X), and for a function Ψ ∈ C∞c (X,χ).
Let S be as in the statement of the theorem, and set S+ = S ∩ A˚+X,Θ. In
order to simplify notation in what follows, we assume that Z(X) = 1, since
the arguments are exactly the same in the general case.
Define for a ∈ S+ the function Φa = eΘLaΨ ∈ C∞c (X). Then, as
a approaches infinity inside S+, we have ‖Φa‖L2(X) → ‖Ψ‖L2(XΘ); indeed
equality holds for sufficiently large a. Moreover, by definition, Hπ(Φa) =
e∗ΘHπ(La ·Ψ).
The group S acts on e∗ΘHπ through a finitely generated quotient, and we
may therefore apply the results of §10. Let νi be an averaging sequence of
probability measures on S+ (§10.2). Recall each of those is, by construction,
of finite support. Then:
lim
i→∞
∫
Gˆ
(νi ⋆ e
∗
ΘHπ)(Ψ)µ(π) = lim
i→∞
∫
a
∫
Gˆ
e∗ΘHπ(LaΨ)µ(π)dνi(a) (11.15)
= lim
i→∞
∫
a
‖Φa‖2L2(X)dνi(a) = ‖Ψ‖2L2(XΘ),
the last step because ‖Φa‖L2(X) and ‖Ψ‖L2(XΘ) are eventually equal.
Our task is to interchange the limit and the integral on the left hand
side of (11.15). By Lemma 10.3.2, limi→∞(νi ⋆ e
∗
ΘHπ)(Ψ) = (e
∗
ΘHπ)
S (Ψ).
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Applying Fatou’s lemma:∫
Gˆ
(e∗ΘHπ)
S (Ψ)µ(π) ≤ ‖Ψ‖2. (11.16)
Before we continue with the proof of Theorem 11.3.1, we draw a corollary
from this inequality that will be used in the sequel:
11.3.4. Corollary. (1) The set of π such that (e∗ΘHπ)
S takes the
value∞ is of (X-Plancherel = µ) measure zero. Therefore, strength-
ening Lemma 11.2.2 for the Plancherel forms, for almost all π the
restriction of e∗ΘHπ to C
∞
c (XΘ)
1
π (the sum of generalized eigenspaces
with unitary exponents) factors through the maximal eigenquotient.
(2) The restriction of µ to the set of π with (e∗ΘHπ)
S 6= 0 (equivalently:
to the set of π for which e∗ΘHπ has unitary exponents) is absolutely
continuous with respect to Plancherel measure on XΘ.
(3) The Plancherel measure for X is absolutely continuous with respect
to the sum, over all Θ ⊂ ∆X , of G-Plancherel measures for the
discrete spectra of XΘ.
Proof of the Corollary. (1) The first statement is clear from
(11.16), and the second follows from the fact that S+ is arbitrary
in A˚+X,Θ, and that (e
∗
ΘHπ)
S takes the value ∞ if its restriction
to S-unitary generalized eigenspaces does not factor through the
maximal eigenspace quotient.
(2) Both sides of (11.16) define G-invariant, positive semi-definite her-
mitian forms on C∞c (XΘ), and if Hl and Hr (for “left” and “right”)
denote the corresponding Hilbert spaces then we have a morphism
of unitary representations: Hr → Hl, necessarily surjective since
the image of C∞c (XΘ) is dense. By [Dix77, §8], the Plancherel mea-
sure for Hl is absolutely continuous with respect to the Plancherel
measure for Hr.
(3) If Hπ 6= 0 but has only subunitary exponents in all non-trivial
directions, then π is an X-discrete series.
Indeed, we show that Hπ extends continuously to L
2(X).For a
fixed function f ∈ C∞c (XΘ) and a ∈ A+X,Θ the quantity Hπ(eΘLaf)
decays rapidly with a, i.e. bounded above by |χ−1(a)| where |χ−1| <
1 on A˚+X,Θ. In fact, more is true, namely |χ−1| < 1 on A+X,Θ. If
not, there is a “wall” of AX,Θ along which |χ| = 1; this corresponds
to an Ω ⊃ Θ for which e∗ΩHπ has unitary exponents, contradicting
our supposition. Since |χ−1| < 1 on A+X,Θ, we deduce, by taking
f to be the characteristic function of a single J-orbit, that Hπ is
L2-bounded on the A+X,Θ-span of f ; by taking a finite set of such
Θ and f , we deduce that Hπ is bounded on L
2(X)J , which implies
that it is also bounded on L2(X) – a G-invariant Hermitian form on
a finite sum of copies of π is uniquely determined by its restriction
to J-invariants, for sufficiently small J .
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The restriction of Plancherel measure to the set of such π’s is,
by definition, the Plancherel measure for L2(X)disc.
Otherwise, there is a Θ such that π belongs to the set of rep-
resentations for which e∗ΘHπ has unitary exponents. Applying the
second statement, for the set of those π the statement is reduced
to the analogous statement for the Plancherel measure of XΘ, and
the claim follows by induction.

We continue with the proof of Theorem 11.3.1 – we want to upgrade
(11.16) to an equality. Let us discuss what might go wrong in order to bet-
ter understand this. Let us consider an increasing sequence a1, a2, . . . , an, . . .
in S that “go to ∞” inside S+; consider the functions Φa1 , . . . ,Φan , · · · ∈
C∞c (X). One could imagine that there existed a sequence of irreducible
G-subrepresentations π1, π2, · · · ⊂ L2(X) so that Φaj ∈ πj (or, more gen-
erally, such that a bounded below percentage of the norm of the Φaj ’s is
concentrated on those discrete series). In this case, the left-hand side of
(11.16) will be zero (or bounded away from ‖Ψ‖2). But we know that this
cannot happen precisely because of finiteness of discrete series (Theorem
9.2.1). The input from Section 10 generalizes this result and allows us to
show that, in all cases, (11.16) may be replaced by equality:∫
Gˆ
(e∗ΘHπ)
S (Ψ)µ(π) = ‖Ψ‖2. (11.17)
Indeed, Corollary 11.3.4 and Proposition 9.4.8 imply that there is a
uniform bound on the S+-subunitary exponents for µ-almost all π with
πJ 6= 0 (for some fixed open compact subgroup J). Moreover, the following
easy lemma implies that the degree of elements of C∞c (XΘ)π as AX,Θ-finite
vectors is also uniformly bounded:
11.3.5. Lemma. There is an integer N (which, in fact, can be taken to
be equal to the order of the Weyl group) such that for all irreducible repre-
sentations π the degree of all elements of C∞c (XΘ)π as AX,Θ-finite vectors
is ≤ N .
Proof of the lemma. By the definition of C∞c (XΘ)π, this is the same
as the degree of elements of HomG(π˜, C
∞(XΘ)). Since XΘ is parabolically
induced from XLΘ, this space is isomorphic to HomLΘ(π˜P−Θ
, C∞(XLΘ)), and
since X is wavefront an LΘ-morphism is also an AX,Θ-morphism (Propo-
sition 2.7.2). Therefore, the degree is bounded by the Z(LΘ)0-degree of
elements of the Jacquet module π˜P−Θ
.
But π˜ is a subquotient of a parabolically induced irreducible supercus-
pidal representation; therefore, the degree of any element of any Jacquet
module of π˜ (with respect to the action of the center of the corresponding
Levi) is bounded by the order of the Weyl group. 
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Therefore, we may apply Proposition 10.3.5 to µ-almost all π with πJ 6=
0 to deduce:
There are a finite set Λ and a constant C so that, for all
indices i:
νi ⋆ e
∗
ΘHπ(Ψ) ≤ C
(
(e∗ΘHπ)
S (Ψ) + max
a∈Λ
e∗ΘHπ(aΨ)
)
.
The right-hand side is, by (11.16), integrable. Therefore, we may apply the
dominated convergence theorem to (11.15), arriving at the desired conclu-
sion. This finishes the proof of Theorem 11.3.1. 
11.4. The Bernstein maps. Equivalence with Theorem 11.1.2.
We shall construct the desired maps of Theorem 11.1.2, i.e.
ιΘ : L
2(XΘ) −→ L2(X)
and prove that they have the required properties, using as input Theorem
11.3.1. Note that, although bounded, this map is usually not an isometry;
however, see Proposition 11.7.1.
One should like to produce this by completing the asymptotics map
eΘ : C
∞
c (XΘ)→ C∞c (X)
of §5 but it does not, in general, extend continuously to a map L2(XΘ) →
L2(X) and must be modified. Roughly, this modification is to “project
out” the part of eΘ which is due to subunitary exponents (such as, but not
restricted to, the projection of eΘ to L
2(X)disc).
50
Fix a Plancherel formula for X as in (11.13). Let Hπ denote the com-
pletion of C∞c (X)π under the Plancherel norms. Fix the corresponding
Plancherel formula (11.14) for XΘ according to Theorem 11.3.1, and let HΘπ
denote the corresponding completion of C∞c (XΘ)π.
Recall that C∞c (X)π splits as in (11.12), and obviously (by AX,Θ-invariance)
the norm of HΘπ factors through projection to C∞c (XΘ)1π. Consider the map
ιΘ,π obtained as the composition:
C∞c (XΘ)π
Π−→ C∞c (XΘ)1π
eΘ,pi−−−→ C∞c (X)π (11.18)
50Here is some motivation, in a simple situation where there is only one exponent
and it occurs with multiplicity onet: Suppose we are given a representation π
ν
→֒ C∞(X)
and a non-unitary character χ of AX,Θ with the property that the embedding
π → C∞(X)
e∗
Θ−−→ C∞(XΘ)
transforms under AX,Θ (normalized action) by χ. Suppose, to the contrary, that eΘ were
L2-bounded, with norm ‖eΘ‖op. Then, for any g ∈ C
∞
c (XΘ), f ∈ ν(π), the quantity
〈f, eΘ (Lag)〉 is bounded independent of a ∈ AX,Θ; indeed, it is bounded by
‖eΘ‖op‖f‖L2(X)‖g‖L2(XΘ).
But we may rewrite this expression as 〈L−1a e
∗
Θf, g〉, and this is proportional to χ(a
−1), thus
unbounded if nonzero. Contradiction. Thus, the failure of the asymptotics map to extend
to L2 is related to the existence of discrete series, and, more generally, representations in
L2(X) with subunitary exponents in the Θ-direction.
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where Π is the AX,Θ-invariant projection onto C
∞
c (XΘ)
1
π, and we denote by
eΘ,π the map induced on π-coinvariants by the asymptotics eΘ.
The square of the norm of ιΘ,π with respect to HΘπ ,Hπ is bounded by the
number of distinct exponents of AX,Θ on C
∞
c (XΘ)
1
π. This is a consequence
of Corollary 10.3.6, applied to the hermitian forms H = e∗ΘHπ, H
S = HΘπ .
In particular, this morphism extends to a bounded map on Hilbert spaces:
ιΘ,π : HΘπ →Hπ. (11.19)
We now seek to integrate to obtain a map
ιΘ =
∫
Gˆ
ιΘ,π. (11.20)
The relevant issues of measurability are handled through a straightfor-
ward application of Proposition 10.4.1.
As for norms, recall that the number of generalized AX,Θ-eigencharacters
by which an irreducible representation π can be embedded into C∞(XΘ) is
bounded by the number of generalized eigencharacters in its Jacquet module
with respect to a parabolic opposite to PΘ. This is uniformly bounded (see
the final quoted result at the end of §9.2 on page 125). Thus the norms of the
resulting maps HΘπ → Hπ are uniformly bounded. Therefore, by Corollary
10.3.6, (11.20) gives a G-equivariant bounded map
L2(XΘ)→ L2(X).
11.4.1. Remark. Let us also discuss the description of the dual Bernstein
maps. Take Φ ∈ C∞c (X).
Recall (Remark 11.2.1) that fixing a Plancherel measure for X induces
a pointwise decomposition Φ =
∫
Φπµ(π), where each Φπ ∈ C∞(X) is π-
isotypical. Similarly we may decompose, using the same Plancherel measure:
ι∗ΘΦ =
∫
Gˆ
(ι∗ΘΦ)
πµ(π).
Here we take Φ to be any smooth, L2 function, and since ι∗ΘΦ may not be-
long to a “nice” subspace (where the Plancherel decomposition is pointwise
defined), for every x ∈ XΘ the quantity (ι∗ΘΦ)π(x) should be thought of as
an element of L1(Gˆ, µ). Then we have:
11.4.2. Proposition. (For µ-almost all π), (ι∗ΘΦ)
π is image of e∗Θ(Φ
π)
under the AX,Θ-invariant projection
C∞(XΘ)
π
։ C∞(XΘ)
π,1.
In words: Take the asymptotics of Φπ, and discard all “decaying” expo-
nents.
Proof. Indeed, it is clear that ι∗Θ is obtained by integrating the adjoints
ι∗Θ,π of the morphisms ιΘ,π of (11.19) over Gˆ.
Now consider our construction of ιΘ,π:
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C∞c (XΘ)π
Π //

C∞c (XΘ)
1
π
eΘ,pi // C∞c (X)π
eΘ,pi

HΘπ
ιΘ,pi // Hπ,
where Π is as before the projection to the some of generalized eigenspaces
with unitary exponents. The assertion in question follows by dualizing the
entire diagram.

11.5. Property characterizing the Bernstein maps. Let us now
verify that ιΘ has the property described in Theorem 11.1.2. More precisely,
we will prove:
11.5.1. Lemma. There is a decaying function QJ on Z+, depending only
on J , such that:
‖ιΘLanΨ− eΘLan‖ ≤ CΨQJ(n) (11.21)
for any Ψ ∈ C∞c (XΘ)J and some constant CΨ depending on Ψ.
Proof. Fix Ψ ∈ C∞c (XΘ)J and for a ∈ A˚+X,Θ, denote Ψa := La ·Ψ.
Recall from Lemma 11.2.2 that the pull-back e∗ΘHπ factors through the
sum: C∞c (XΘ)
<1
π ⊕C∞c (XΘ)1π. Let H<1π be the pull-back of Hπ to C∞c (XΘ)
via the composition:
C∞c (XΘ)π ։ C
∞
c (XΘ)
<1
π →֒ C∞c (XΘ)π
eΘ,pi−−−→ C∞c (X)π (11.22)
In other words, if we write Ψ1a for the image of Ψa via C
∞
c (XΘ)։ C
∞
c (XΘ)
1,
we have H<1π (Ψa) = e
∗
Θ,πHπ(Ψa − Ψ1a). Notice, moreover, that by defini-
tion Hπ(ιΘ(Ψa)) = e
∗
ΘHπ(Ψ
1
a). (But the latter is not equal, in general, to
HΘπ (Ψa) as different unitary eigenspaces of C
∞
c (XΘ)π may not be orthogonal
under e∗Θ,πHπ.)
Then, by following the definitions:
‖ιΘ(Ψa)− eΘ(Ψa)‖2L2(X) =
∫
Gˆ
Hπ (ιΘ(Ψa)− eΘ(Ψa))µ(π) =∫
Gˆ
e∗ΘHπ
(
Ψ1a −Ψa
)
µ(π) =
∫
Gˆ
H<1π (Ψa)µ(π).
So, it suffices to check the latter integral is bounded by a multiple of a
decaying function QJ . But that follows from (the second inequality of)
Corollary 10.3.6. Notice that the corollary applies for the same reasons as
in the proof of Theorem 11.3.1, that is because of Proposition 9.4.8 and
Lemma 11.3.5. In the present context it asserts that
H<1π (Ψa) ≤ QJ(a)
(
HΘπ (Ψ) +
∑
i
Hπ(eΘΨai)
)
,
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where the decaying function QJ depends only on J (since this subgroup
determines bounds for the number and growth of subunitary exponents)
and for some finite collection {a1, . . . , am}. By integrating over π, we get:
‖ιΘ(Ψa)− eΘ(Ψa)‖2L2(X) ≤ QJ(a) ·
(
‖Ψ‖2L2(XΘ) +
∑
i
‖eΘΨai‖2L2(X)
)
.

To finish the proof of Theorem 11.1.2, there remains to check the unique-
ness of a map ιΘ with the (weaker than that of the previous lemma) property
(11.3).
Suppose ιΘ, ι
′
Θ were two morphisms with that property. Their difference
δΘ then has the property that:
‖δΘLanΨ‖L2(X) n−→ 0,
for every Ψ ∈ C∞c (XΘ).
The quantity ‖δΘΨ‖L2(X) defines a G-invariant Hilbert seminorm on
L2(XΘ), bounded by C‖Ψ‖L2(XΘ) for some positive C. We may disinte-
grate it as
∫
πNπ(Ψ)µ(π), where Nπ is a G-invariant square-seminorm on
the Hilbert space HΘπ satisfying Nπ(Ψ) ≤ C ·HΘπ (Ψ).
Now
∫
GˆNπ(LanΦ)µ(π) → 0. Reasoning as for (11.17), the associated
S-invariant norms satisfy
∫
GˆN
S
π (Ψ)µ(π) = 0, i.e. N
S
π = 0 for almost all π.
Since the function a 7→ Nπ (LaΨ) is bounded (by C ·HΘπ (LaΨ) = C ·HΘπ (Ψ)),
we deduce by Lemma 10.2.7 that Nπ(Ψ) = 0 for almost all π, as desired.
11.6. Compatibility with composition and inductive structure
of L2(X).
11.6.1. Proposition. For each Ω ⊂ Θ ⊂ ∆X , let ιΘΩ denote the analo-
gous Bernstein morphism: L2(XΩ)→ L2(XΘ). Then:
ιΘ ◦ ιΘΩ = ιΩ. (11.23)
Proof. This follows from the analogous result on the “naive” asymp-
totics maps:
C∞c (XΩ)
eΘΩ−→ C∞c (XΘ) eΘ−→ C∞c (X).
The composition of these arrows is equal to eΩ, cf. Remark 5.1.4.
Specializing to π-coinvariants, and taking into account that C∞c (XΩ)
1
π
maps into C∞c (XΘ)
1
π (the restriction of a unitary character of AX,Ω to the
subtorus AX,Θ remains unitary), we get the result by the definition (11.18)
of ιΘ,π. 
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11.6.2. Corollary. Let L2(X)Θ be the image
51 of L2(XΘ)disc under ιΘ.
Then: ∑
Θ⊂∆X
L2(X)Θ = L
2(X). (11.24)
Proof. Assume the statement to be true if we replace X by any XΘ,
Θ ( ∆X . Then, by Proposition 11.6.1, the orthogonal complement H′ of∑
Θ(∆X L
2(X)Θ is orthogonal to ιΘ
(
L2(XΘ)
)
for all Θ ( ∆X . By the
definition of ιΘ, this means that the space H′ admits a Plancherel decom-
position:
H′ =
∫
Gˆ
H′πµ(π)
where the norms for all H′π are decaying in all directions at infinity (i.e. they
have only subunitary, no unitary exponents, for every Θ ( ∆X). But then
H′ ⊂ L2(X)disc = L2(X)∆X by the generalization of Casselman’s square
integrability criterion, cf. §9.2. 
11.7. Isometry. As we mentioned, the Bernstein map iΘ : L
2(XΘ)→
L2(X) is not, in general, an isometry; in section 14 we will examine its
kernel. However, it is an isometry if we restrict to a small enough subspace
of L2(XΘ):
11.7.1. Proposition. Let H′ ⊂ L2(XΘ) be an AX,Θ×G-stable subspace.
Fix a Plancherel measure µ for L2(X) and corresponding direct integral de-
compositions for H := L2(X) and H′:
H =
∫
Gˆ
Hπµ(π),
H′ =
∫
Gˆ
H′πµ(π).
Assume that for almost all π the following is true: if H′π = ⊕χH′π,χ is a
decomposition into AX,Θ-generalized eigenspaces (necessarily, for almost all
π, honest eigenspaces with unitary characters), then for distinct characters
χi the images of H′π,χi via the Bernstein maps ιΘ,π|H′pi : H
′
π → Hπ are
mutually orthogonal.
Then the restriction of the Bernstein map ιΘ to H′ is an isometry onto
its image.
11.7.2. Remark. The proposition applies, in particular, to the case that
(almost) every H′π has a unique exponent. This is the only setting in which
we will use it.
51For L2-spaces the index Θ is being used to denote the image of the discrete spectrum
of boundary degenerations, while otherwise it is used to denote Jacquet modules. We
hope that this will not lead to any confusion, since we do not use Jacquet modules in the
category of unitary representations.
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Proof. Having established the existence (and boundedness) of the mor-
phisms ιΘ (and their disintegrations into ιΘ,π : HΘ,π → Hπ, where HΘ,π is
the disintegration of L2(XΘ) with respect to µ; it is equipped therefore with
a “Plancherel” hermitian norm), we may, a posteriori, rephrase the conclu-
sion of Theorem 11.3.1 in terms of them (here S is as in that theorem):
Let Hπ denote the Hermitian form on Hπ, and ι∗Θ,πHπ
its pull-back to HΘ,π. The associated S-invariant form(
ι∗Θ,πHπ
)S
is equal to the “Plancherel” hermitian form
on HΘ,π.
Indeed, let us further pull back these norms to C∞c (XΘ)π via the canon-
ical map: C∞c (XΘ)π → HΘ,π. By definition of ιΘ, we have a commutative
diagram:
C∞c (XΘ)π −−−−→ C∞c (XΘ)1π −−−−→ HΘ,π
eΘ,pi
y yιΘ,pi
C∞c (X)π −−−−→ Hπ
Hence, our current pull-backs are obtained from the pull-backs of The-
orem 11.3.1 (induced by eΘ,π : C
∞
c (XΘ)π → C∞c (X)π) by composing with
the AX,Θ-equivariant projection to C
∞
c (XΘ)
1
π. But the process of taking S-
invariants also factors through this projection, hence
(
ι∗Θ,πHπ
)S
coincides
with
(
e∗Θ,πHπ
)S
(as a hermitian form on C∞c (XΘ)π) and hence, by Theorem
11.3.1, with the Plancherel hermitian norm on HΘ,π.
The assumptions on H′ now imply that the restriction of ι∗ΘpiHπ to H′π
is already AX,Θ-invariant. Hence, it coincides with the Plancherel hermitian
form on H′π (we implicitly use here that the construction of the “associ-
ated invariant norm” from Lemma 10.3.1 is compatible with passage to
S-invariant subspaces; this is clear from the definition), and therefore the
Bernstein map is an isometry when restricted to H′. 
12. Preliminaries to scattering (I): direct integrals and norms
In this section and the next we gather some useful results, presented in
an abstract setting, that will be used in §14.
- §12.1 recalls the general formalism of direct integrals of Hilbert
spaces, which is essential for the Plancherel decomposition.
- §12.2 discusses certain norms on direct integrals of Hilbert spaces;
these norms will be used extensively in §14, in particular, §14.5.
Roughly speaking, in §14.5, we will have available pointwise
bounds on eigenfunctions, and we obtain pointwise bounds on gen-
eral functions by first decomposing into eigenfunctions and then
applying this pointwise bounds; the norms that we discuss are ab-
stractions of this process.
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12.1. General properties of the Plancherel decomposition.
12.1.1. Let H be a unitary representation of G. We discussed in §7.1
the meaning of a Plancherel decomposition:
H =
∫
Gˆ
Hπµ(π).
By [Dix77][Theorem 8.6.6 and A72], under the assumption that almost all
Hπ are of finite multiplicity, there is a countable partition of the unitary
dual Gˆ into measurable sets Zi, and hence a corresponding direct sum de-
composition H = ⊕iHi, such that each Hi ≃ H′i⊗ Vi as a G-representation,
where:
(1) Vi is a finite dimensional vector space of dimension i, with trivial
G-action;
(2) H′i is multiplicity-free, that it it admits a direct integral decompo-
sition: H′i ≃
∫
Zi
H′πµi(π) with H′π irreducible;
(3) the measures µi are mutually singular;
(4) the measurable structure is trivializable,52 i.e. there is a Hilbert
space H0 and isomorphisms of Hilbert spaces: H′π ∼−→ H0 inducing
a bijection between the collection of measurable sections π 7→ η′π ∈
H′π and the collection of measurable sections π 7→ ηπ ∈ H0.
The results cited below concerning unitary decomposition may be found
in [Dix77], in particular, Theorem 8.5.2 and 8.6.6 (existence and unique-
ness of unitary decomposition) and Proposition 8.6.4 (characterization of
G-endomorphisms).
12.1.2. Uniqueness of unitary decomposition. Suppose that two unitary
representations with Plancherel decompositions:
∫
GˆHπµ(π) and
∫
GˆH′πν(π)
are isomorphic. Then the measure classes of µ and ν are equal, and more-
over, there exists an isometric isomorphism Hπ → H′π for µ-almost every
(equivalently: ν-almost every) π ∈ Gˆ.
12.1.3. Endomorphisms. Notation as before. A family of (bounded) en-
domorphisms π 7→ Tπ : Hπ → Hπ is called measurable if for every measur-
able section π 7→ ηπ ∈ Hπ the section π 7→ Tπηπ is measurable (see [Dix77,
A78]). Any G-endomorphism f of
∫
GˆHπµ(π) is “decomposable,” that is to
say, there is a measurable family of G-endomorphisms fπ of Hπ such that
f(v) =
∫
Gˆ fπ(vπ)µ(π) for v =
∫
vπµ(π). We will symbolically write:
f =
∫
Gˆ
fπ.
52We are assuming here that all H′pi are infinite-dimensional; in general, the measur-
able structure is trivializable over the (measurable) subsets where H′pi has fixed dimension.
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This assertion follows53 from Proposition 8.6.4 and Theorem 8.6.6 of [Dix77].
We shall refer to this as “disintegration of endomorphisms.”
12.1.4. Disintegration of morphisms. Let J := H⊕H′ be the direct sum
of two unitary G-representations. Let µ be a Plancherel measure for J , so
we may disintegrate
J =
∫
Gˆ
Jπµ(π).
We claim that there are measurable subfields Hπ,H′π ⊂ Jπ (that is,
Hilbert subspaces so that the corresponding projections are measurable) so
that:
• Jπ = Hπ ⊕H′π;
• H = ∫GˆHπµ(π) and H′ = ∫GˆH′πµ(π).
Notice that µ is not necessarily a Plancherel measure for H or H′, as the
space Hπ, H′π could be zero for π in a non-zero set.
To see that this is true, we disintegrate the projections of J onto H and
H′ to obtain measurable families of projections of Jz; we define Hz and H′z
as the images of these projections.
Let us now discuss the analog of §12.1.3 for morphisms with different
source and target. Thus let H,H′ be unitary G-representations and f : H →
H′ a G-morphism. We wish to “disintegrate” f .
This is reduced to the previous setting by replacing f by the endomor-
phism f+0 of J := H⊕H′. Then for a decomposition J = ∫Gˆ(Hπ⊕H′π)µ(π)
as above, we get morphisms fπ : Jπ → Jπ for almost every π, which disin-
tegrate f + 0. Since, however, H′ is in the kernel of f + 0 and the image
is contained in H′, it follows that for µ-almost every π the morphism fπ
factors as:
fπ : Hπ →H′π. (12.1)
This is what we will mean by disintegration of a morphism f : H → H′;
a disintegration with respect to a Plancherel measure for H⊕H′.
12.1.5. Remark. It can easily be shown that the class of Plancherel
measure of H⊕H′ is precisely the class of a sum of Plancherel measures for
H and H′.
12.2. Norms on direct integrals of Hilbert spaces. 54
53We outline the argument: In the setting of §12.1.1, there are no non-trivial G-
morphisms between the different summands Hi (loc.cit. Proposition 8.4.7). Now, since
Vi is finite-dimensional, we have End(Hi) = End(H
′
i)⊗ˆEnd(Vi), and hence End(Hi)
G =
End(H′i)
G⊗ˆEnd(Vi). It now follows from Proposition 8.6.4 that the first factor consists
precisely of the “diagonalizable” endomorphisms, i.e. those which are direct integrals of
scalars in the H′pi’s.
54We use the word “norm” freely in this section, to include seminorms that are not
necessarily bounded – i.e., can be zero or infinite on some nonzero vectors. In other words,
a norm on a vector space V is a pair of a subspace Vf ⊂ V – the “space of vectors of
finite norm”– and a seminorm N : Vf → R≥0). By convention, in this setting, we write
‖v‖ =∞ for v ∈ V − Vf .
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The reader may wish to postpone this section until reading Lemma
14.5.2, which gives the basic case where the norms discussed here arise.
12.2.1. Basic example. Let (Y,B, µ) be a (positive) measure space, de-
note by F (Y ) the space of measurable functions modulo essentially zero func-
tions, and consider the corresponding space L2(Y, µ). Every v ∈ L2(Y, µ)
corresponds to a signed measure vµ and a positive measure |v|µ, thus defin-
ing an L1-seminorm ‖•‖L1(Y,|v|µ) which is continuous on L2(Y, µ). Explicitly,
this seminorm is defined by
h ∈ L2(Y, µ) 7→
∫
|h||v|µ,
which is evidently bounded by ‖v‖ · ‖h‖.
We take this observation a step further, and consider instead a direct
integral of (non-trivial) Hilbert spaces over a measure space:
H =
∫
Y
Hπµ(π).
Again, given v =
∫
Y vπµ(π) ∈ H we can define a corresponding L1-norm onH, namely: ∥∥∥∥∫
Y
hπµ(π)
∥∥∥∥
L1v
:=
∫
Y
| 〈hπ, vπ〉 |µ(π). (12.2)
Again, this is bounded in operator norm by ‖v‖. On the other hand we
have 〈h, v〉 ≤ ‖h‖L1v .
Notice that this norm depends only on Y,B,H, v and not on µ, in the
following sense: If we multiply µ by an almost everywhere positive function
and divide the hermitian forms on the spaces Hπ by the same function, then
we have a canonical isomorphism of the new direct integral with H, and the
element corresponding to v defines the same norm on H.
12.2.2. The case of a G-representation. Suppose H is an arbitrary uni-
tary G-representation, and (Y, µ) is defined by Plancherel decomposition for
H. In this setting the relative norm can be described thus:
The ring of essentially bounded Borel measurable functions on Gˆ acts
on any unitary G-representation by bounded G-endomorphisms. Then, for
x ∈ H,
‖x‖L1v = sup
E
‖〈x,Ev〉‖, (12.3)
whereE ranges through Borel measurable functions on Gˆ satisfying |E(π)| ≤
1 for all π ∈ Gˆ.
This description makes manifest the following: given a bounded G-
morphism f : H1 → H2, then, for any w ∈ H2, the pull-back by f of
the norm L1w is equal to the norm L
1
f∗w, where f
∗ : H2 → H1 denotes the
adjoint of f .
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12.2.3. Relativization. We also introduce “relative” versions of the above
norms. Let p be a morphism of measure spaces:
(Y,B, µ)→ (Y ′,B′, ν) (12.4)
Assume that the direct image of µ under p is absolutely continuous with
respect to ν (i.e., µ is zero on inverse images of null sets).
We also need to make certain assumptions on the measures we are deal-
ing with; for the applications that we have in mind, it suffices to assume
that µ is compact (see below) and ν is σ-finite.
12.2.4. Remark. (Measure-theoretic details).
Recall from [Fre06, §451] that a compact measure on a given sigma-
algebra is one which is inner regular with respect to a compact class of
subsets. Inner regular means that the measure of a measurable set A is
the supremum of the measures of the subsets of A in the given class, and a
compact class is a collection K of (measurable) subsets such that ⋂K∈K′K 6=
0 whenever K′ ⊂ K has the finite intersection property.
In our applications, these conditions will be almost automatic: these
measure spaces will arise from a Plancherel decomposition either of a sub-
space of L2(XΘ), or of a locally compact abelian group. These are measures
on standard Borel spaces (cf. [Dix77, 4.6.1, 7.3.7]). They may be assumed
to be finite: by the definition of Dixmier, these measures are σ-finite, and
therefore can be replaced by finite measures in the same measure class.
Finally, a finite measure on a standard Borel space is automatically inner
regular and so compact [Fre06, 434J (g)].
Under the assumptions above, there is a family of measures {µρ}ρ∈Y ′ on
(Y,B) such that µρ(A) = µρ(A ∩ p−1{ρ}) for every A ∈ B and:∫
Y
f(π)µ(π) =
∫
Y ′
(∫
Y
f(π)µρ(π)
)
ν(ρ).
for every measurable function f on Y . This is the disintegration of measures,
see, for instance, [Fre06][Theorem 452I].
Let H = ∫Y Hπµ(π) as above, then from Y ′ we get a coarser decompo-
sition of H:
H =
∫
Y ′
Hρν(ρ)
where Hρ =
∫
Y Hπµρ(π).
Given a vector v ∈ H we can now define a norm on H which is a mixture
of the above norms along the fibers of Y → Y ′ and the L2-norm along Y ′,
more precisely: If v =
∫
Y ′ vρν(ρ) then∥∥∥∥∫
Y ′
hρν(ρ)
∥∥∥∥
Y,Y ′,ν,v
:=
(∫
Y ′
‖hρ‖2L1vρ ν(ρ)
) 1
2
. (12.5)
This norm is continuous on H if ‖vρ‖Hρ is essentially bounded in ρ
– indeed, it is bounded by supρ‖vρ‖Hρ times the norm on H, where sup
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means “essential supremum” – but not in general. Notice also the following:
the norms do not depend on v itself, but rather the collection of vρ up to
multiplying each by a scalar of norm one. Finally, they do depend on the
choice of ν, albeit not on the choice of µ (in the sense described above, i.e.
modifying the measure and the hermitian norms accordingly).
12.2.5. Lemma. Suppose that each Hρ, ρ ∈ Y ′, is infinite-dimensional;
then the norm on H is not bounded by any finite sum of norms of the form
‖ • ‖Y,Y ′,ν,v.
Proof. In fact, given any v1, . . . , vN ∈ H, we may find a nonzero vector
w ∈ H with the property that wρ ⊥ (vj)ρ for all ρ ∈ Y ′. Then ‖w‖Y,Y ′,ν,vj =
0 for each j. 
12.2.6. The case of G×A-representations. Our use of relative norms will
be in the following situation: G our fixed reductive p-adic group, A a dis-
crete abelian group, and H a unitary G×A-representation whose Plancherel
measures under G×A and A satisfy the assumptions for disintegration; we
take Y = Ĝ×A,Y ′ = Â. For each choice of A-Plancherel measure ν and
each v ∈ H, the following is clear:
12.2.7. Lemma. The norm ‖ · ‖
Ĝ×A,Â,ν,v
is A-invariant.
We assume that the Plancherel measure for H as an A-representation
is absolutely continuous with respect to Haar measure on Aˆ, and equip Y ′
with ν=Haar probability measure.
In this setting, denote the relative norm ‖·‖
Ĝ×A,Â,ν,v
by ‖·‖A,v for short.
The following Lemma will play a key role in our later proofs.
12.2.8. Lemma. Given x1, . . . , xr ∈ H, and any corresponding collection
of proper subgroups T1, . . . , Tr ⊂ A, the Hilbert norm on H is not majorized
by
∑ ‖ • ‖Tj ,xj .
Proof. Assume to the contrary, then by scaling the xj ’s we may assume
that ‖ • ‖H ≤
∑ ‖ • ‖Tj ,xj . We have already seen that the relative norm
‖ • ‖Tj ,xj is bounded by at most supρ∈T̂i ‖xi‖ρ times the norm of H. Recall
that
∫
ρ∈T̂i
‖xi‖2ρ = ‖x‖2, but this gives no control on the supremum needed
to bound the relative norm.
Now let H′ ⊂ H be a G×A-invariant subspace. Then the restriction of
‖ • ‖Tj ,xj to H′ is simply given by ‖ • ‖Tj ,xj , where xj is the projection of
xj to H. (This follows from the subsequent Lemma 12.2.9, applied to f the
inclusion H′ →֒ H.)
It follows that it suffices to construct a nonempty G×A-invariant sub-
space H′ with the property that
‖xj‖ρ < 1
r
for all j and all ρ ∈ T̂j .
Then we have: ‖ • ‖H ≤
∑ ‖ • ‖Tj ,xj < r · 1r‖ • ‖H, a contradiction.
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The strategy is to take H′ to be the image of the orthogonal projection
1S induced by a measurable subset S ⊂ Â. Then the orthogonal projection
xj of xj to H′ is simply 1S ·xj ; on the other hand, H′ is nonempty so long as
S has positive Haar measure, by virtue of our assumption on the Plancherel
measure of H with respect to A.
It suffices, then, to construct a set S with the property that
‖1Sxj‖2ρ <
1
r2
(12.6)
for every 1 ≤ j ≤ r and every ρ ∈ T̂j .
The function xj 7→ ‖xj‖ρ is (in the notation of [Dix77, Appendix A]) “µ-
measurable” where µ is the Haar measure, that is to say, in the complection
of the Borel σ-algebra with respect to µ.
Notice that Â has the structure of a compact abelian Lie group. Fixing
any Riemannian metric on it, we can speak of balls S(ε) ⊂ Â of radius ε
around a point. In what follows, let us fix the Haar measures on Â and T̂j
to be probability measures, and then each fiber of Â → T̂j is also endowed
with a natural fibral probability measure (indeed, this fiber may be identified
with the dual of the discrete group A/Tj in a natural way).
By the Lebesgue differentiation theorem, for Haar-almost every point of
Â (taken as the center of the balls S(ε)) there is a constant C such that for
ε sufficiently small and every j:∫
S(ε)
‖xj‖2χdχ ≤ C · Vol(S(ε)). (12.7)
The left hand side can be written as:∫
T̂j
‖1S(ε)xj‖2ρdρ =
∫
S(ε)
‖1S(ε)xj‖2ρ(χ)fj(ε, χ)−1dχ,
where fj(ε, χ) is the fibral volume of S(ε) over ρ(χ) ∈ T̂j. Clearly, fj(ε, χ) ≤
C ′ε for some constant C ′, hence:
there is a subset S ⊂ S(ε) of positive measure with ‖1S(ε)xj‖ρ(χ) <
1
r for all χ ∈ S, j = 1, . . . , r. In particular, ‖1Sxj‖ρ(χ) < 1r
for all χ ∈ S, j = 1, . . . , r.
Indeed, the estimates above show that:∑
j
∫
S(ε)
‖1S(ε)xj‖2ρ(χ)dχ ≤ rCC ′εVol(S(ε))
and we can choose ε small enough so that rCC ′ε < 1
r2
. This provides the
desired set and proves the lemma. 
Now A1, A2 be two discrete abelian groups and T : A2 → A1 a morphism.
LetH1 andH2 be, respectively, unitaryG×Ai representations with Haar Ai-
Plancherel measure, and let f : H1 → H2 be a morphism which is (G,T,A2)-
equivariant up to a character of A2 (i.e. f ◦ T (a) and a ◦ f differ by a –
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necessarily unitary – character A2). What can we say about pull-backs of
those relative norms? First of all,
12.2.9. Lemma. Let w ∈ H2; then:
f∗‖ · ‖A2,w = ‖ · ‖A2,f ′w, (12.8)
an equality of norms on H1. Here f ′ denotes the adjoint of f , and in defining
the latter norm, we consider H1 as an A2-representation via T .
Proof. Decompose Hj =
∫
χ∈Â2
Hj,χdχ and f =
∫
fχ, with fχ : H1,χ →
H2,χ (see §12.1.4 for discussion). Then for v =
∫
χ vχdχ ∈ H1 (and using
similar notation for further decompositions of v, w, and f),
‖f(v)‖2A2,w =
∫
χ∈Â2
‖fχ(vχ)‖2L1(wχ)dχ
=
∫
χ∈Â2
∣∣∣∣∫
Gˆ
| 〈fπ,χvπ,χ, wχ,π〉 |µχ(π)
∣∣∣∣2 dχ
=
∫
χ∈Â2
∣∣∣∣∫
Gˆ
| 〈vχ,π, f ′π,χwπ,χ〉 |µχ(π)∣∣∣∣2 dχ
=
∫
χ∈Â2
‖vχ‖2L1(f ′wχ)dχ = ‖v‖2A2,f ′w. (12.9)
Here µχ denotes the disintegration of G×A2-Plancherel measure on H1⊕H2
with respect to the forgetful map Ĝ×A2 → Â2. 
The important result will be that if A1 and A2 have different rank, the
Hilbert space norm on H1 cannot be majorized (not even at the level of
J-invariants) by any finite sum of pullbacks of mixed norms from H2. We
keep assuming, of course, that the Ai-Plancherel measure of Hi is in the
class of Haar measure.
12.2.10. Lemma. Let notation be as above. Assume that dim(A2⊗Q) <
dim(A1⊗Q). Then, for any open compact subgroup J ⊂ G, the Hilbert norm
on HJ1 is not majorized by any finite sum of norms of the form f∗‖ • ‖A2,w.
More generally, suppose given a finite collection of spaces H(j)2 , for j =
1, 2, . . . ,, together with tori A
(j)
2 and morphisms T
(j) : A
(j)
2 → A1. Assume
that dim(A
(j)
2 ⊗ Q) < dim(A1 ⊗ Q) for all j. Let f(j) : H1 → H(j)2 be
morphisms as above. Then the Hilbert norm on HJ1 is not majorized by any
finite sum of norms f∗(j)‖ • ‖A(j)2 ,w.
Proof. (With a single torus A2:) When we decompose HJ1 over Y :=
Ĝ×A2, each fiber H1,π has infinite multiplicity as a G-representation. The
conclusion follows from Lemma 12.2.5 and Lemma 12.2.9.
(With multiple tori A
(j)
2 :) We expand on the argument of the previous
case. We need to show that the Hilbert norm on HJ1 is not majorized by a
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finite sum of norms of the type
∑ ‖•‖
A
(j)
2 ,f
′
(j)
w
, where we follow the notation
of (12.8). Now our claim follows from Lemma 12.2.8. 
Finally, a lemma on the A1-invariance of the relative norms. Here we
use as imput a property of disintegration of a G × A1-Plancherel measure
with respect to the map Ĝ×A1 → Ĝ×A2, i.e. as opposed to the previ-
ous situation we forget a torus action. The assumption is an injectivity
assumption, i.e. that for a given G × A2-representation there is a unique
G×A1-representation appearing (stated measure-theoretically). Notice that
in order to be able to disintegrate, we need a σ-finiteness assumption with re-
spect to G×A2-Plancherel measure, which in our examples will be provided
by Remark 12.2.4.
12.2.11. Lemma. Assume that for a disintegration µ =
∫
µα of Plancherel
measure on H1 with respect to the forgetful map: Ĝ×A1 → Ĝ×A2, almost
each of the measures µα is concentrated on one point. Then the pulled-back
norms:
f∗‖ • ‖A2,w
are A1-invariant.
Proof. We have seen in (12.9) that
f∗‖v‖2A2,w =
∫
χ∈Â2
‖vχ‖2L1(f ′wχ)dχ,
where the norms ‖vχ‖2L1(f ′wχ) are densely defined on the spacesH1,χ. Clearly,
A2 acts trivially on these norms, so we need to show that they are coker(A2 →
A1)-invariant.
By twisting the space H1,χ by a character of A1 that extends χ, we may
suppose that A2 acts trivially on H1,χ. In this way we are reduced to the
case where A2 is trivial, and need to prove that under the same assumption
for the Plancherel measure of H1 with respect to the map:
Ĝ×A1 → Gˆ,
given a vector w ∈ H1, the norm:
‖ • ‖L1w
(defined with respect to a Gˆ-Plancherel decomposition) is A1-invariant.
Let a ∈ A1. By the definition (12.2):
‖a · v‖L1(w) =
∫
Gˆ
|〈a · vπ, wπ〉| ν(π), (12.10)
where we have used a G-Plancherel decomposition H1 =
∫
GˆHπν(π).
We may disintegrate the inner product 〈a · vπ, wπ〉 with respect to the
A1-Plancherel decomposition of Hπ in such a way that the corresponding
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Plancherel measure µπ(χ) will be a disintegration of a given Plancherel mea-
sure µ(π, χ) with respect to ν(π):
〈a · vπ, wπ〉 =
∫
Aˆ1
〈a · vπ,χ, wπ,χ〉µπ(χ).
But, by assumption, the measures µπ are atomic (for almost all π), i.e.
the last integral is equal to a multiple (independent of a) of 〈a · vπ,χ, wπ,χ〉 for
some χ (depending on π). In particular, | 〈a · vπ, wπ〉 | = |χ(a) 〈vπ, wπ〉 | =
| 〈vπ, wπ〉 |, and therefore we get that (12.10) is independent of a.

13. Preliminaries to scattering (II): consequences of the
conjecture on discrete series
As the previous section, this section works out certain results needed
in §14. The results here all depend on the validity of the Discrete Series
Conjecture 9.4.6 forX and its degenerations, as in the statement of Theorem
7.3.1.
Recall that the canonical map:
Z(LΘ)0 → AX,Θ
is surjective as a morphism of algebraic tori. However, it may not be sur-
jective at the level of k-points; we will thus be denoting by A′X,Θ the image
of:
Z(LΘ)0 → AX,Θ.
The space of smooth functions on XΘ varying by a character χ of A
′
X,Θ
will be denoted by C∞(XΘ, χ), and similarly for L
2-spaces etc. We will
analyze when a representation π can occur simultaneously in C∞(XΘ, χ)
and C∞(XΩ, ψ). What restrictions does this put on χ and ψ? In favorable
situations they are related by an “affine” map between the character groups
of A′X,Θ and A
′
X,Ω. In more detail:
- §13.1 discusses the notion of an “affine map” between character
groups of k-points of algebraic tori (or finite-index subgroups
thereof); this notion will be used in understanding when a represen-
tation π can occur simultaneously in C∞(XΘ, χ) and C
∞(XΩ, ψ).
- §13.2 applies this notion of “affine map” to the problem discussed:
If π embeds into C∞(XΘ) and C
∞(XΩ), what is the relationship
between central characters?
- §13.3 uses the result of §13.2 to give a canonical decomposition of
a morphism
L2(XΘ)→ L2(XΩ)
into “equivariant” summands (equivariant for suitable actions of
A′X,Θ). This is a critical a priori input into our analysis of scatter-
ing.
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- §14.2 shows that the decomposition of §13.3 can be further refined
under the assumption that the map a∗X/WX → a/W is “generically
injective.”
13.1. Isogenies of tori and affine maps on their character groups.
In this section we introduce the notion of an affine map between character
groups of tori, which will be used for the canonical decomposition of mor-
phisms in Proposition 13.3.1. We will eventually need to apply this notion
to finite-index subgroups of tori, which will not be the points of an algebraic
subgroup. In order to not make the notation too heavy, we present the
definitions for algebraic tori only; to obtain the general definitions when a
torus A(k) is replaced by a finite index subgroup A′, the reader only has to
replace:
• any occurence of A = A(k) (or its character group) by A′ (resp. its
character group);
• the maximal compact subgroup A0 ⊂ A by the maximal compact
subgroup A′ ∩A0 ⊂ A′;
• finally, the notion of “morphisms modulo isogenies” T : A1 99K A2
that we are about to introduce does not change.
Let us remember that the category of algebraic tori is equivalent to
the (opposite) category of finitely generated, torsion-free Z-modules. The
functor from the latter to finite dimensional Q-vector spaces (tensoring by
Q over Z) corresponds to the semisimple category obtained from tori by
inverting isogenies. We will be denoting a morphism in the latter by T :
A1 99K A2; explicitly, such a morphism corresponds to an equivalence class
of pairs of homomorphisms of tori:
(A1 → D,A2 → D), (13.1)
with the second one finite and surjective, where “equivalence” is by passing
simultaneously to a further finite quotient of D.
Each such morphism T defines a canonical subgroupAT1 of A1, as follows:
recall that there is a canonical “valuation” map: A1 → X (A1)∗. The map
T induces:
X (A1)∗ → X (A2)∗ ⊗Q, (13.2)
and the subgroup AT1 is defined as the preimage of those elements which
map into X (A2)∗. In terms of a presentation (13.1), this is equivalent to
saying that the elements of AT1 are those whose images in D have the same
“valuation” as elements of A2.
Example. If A1 = A2 = Gm and T is the isogeny “x 7→ x2/3,” described
more formally as the diagram A1
2→ D = Gm 3← Gm, then
AT1 = {λ ∈ A1 = k×| valuation of λ is divisible by 3}.
As one can see from this example, T does not induce a map AT1 → A2,
but it at least does induces a map:
AT1 /A1,0 → A2/A2,0,
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where the index 0 denotes maximal compact subgroup.
In particular, there is a canonical way to pull back any unramified char-
acter χ of A2 to an unramified character T
∗χ of AT1 ; the fact that χ is
unramified will be implicit whenever we write such a pull-back.
A component of Â2 will be a connected component in the natural topol-
ogy, i.e., the set of all characters with the same restriction to A2,0. Every
component is a coset for the component of the identity, i.e. the subgroup of
unramified characters.
An affine map Â2 99K Â1 compatible with the morphism T : A1 99K A2
is a mapping
f : some component of Â2 → ÂT1
which is equivariant with respect to the natural homomorphism of unrami-
fied character groups induced by T :
Â2
0 → ÂT1
0
.
(In this equation, the superscript 0 denotes connected component of the
identity; in this case, it coincides with the group of unramified characters,
e.g. Â0 is the dual of A/A0). The term “affine” is due to the analogy with
affine maps between vector spaces (i.e. translates of linear maps).
In other words, for every unramified character χ2 of A2 we have:
f(χ1χ2) = f(χ1)T
∗χ2,
when χ1 is in the component of definition of f .
Explication. For every affine map f compatible with T we may find a
character η of A2 and a character η
′ of AT1 with the following property: the
domain consists of all characters χ ∈ Â2 for which χη−1 is unramified, and
the map f satisfies
f(χ) = η′T ∗(χη−1). (13.4)
In the same way, we may define affine maps compatible with T on the
space of all (not necessarily unitary) complex characters, without the re-
quirement that they preserve unitarity – they will be denoted as:
f : Â2C 99K Â1C.
As before, we require f to be defined only on one connected component of
Â2C, have image in Â
T
1 C, and be equivariant with respect to the natural
homomorphism of the identity components.
We will use this generalization only once.
13.1.1. Remark. Note the following: If T is defined by the pair of maps
A1 → D← A2 as in (13.1), we have mappings
Â2 ← D̂ → Â1 → ÂT1
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this gives us particular a multivalued function Â2 −→ ÂT1 , where each
“value” is a (possibly empty) finite subset of ÂT1 : the image in Â
T
1 of all
preimages in D̂.
Then this (set-valued) morphism is given, on each component of Â2, by
χ ∈ Â2 7→ {f1(χ), . . . , fr(χ)}
where the fi are a (possibly empty) collection of affine maps compatible
with T .
Indeed, suppose we begin with α ∈ Â2 with nonempty image {ψ1, . . . , ψr} ∈
ÂT1 . Then it is easy to verify that the image of αχ, for χ an unramified char-
acter, is given by
{ψ1T ∗χ, . . . , ψrT ∗χ} ∈ ÂT1 .
The rule fi : αχ 7→ ψiT ∗χ define an affine map from the component of Â2
containing α to ÂT1 , and this collection {f1, . . . , fr} has the desired property.
13.1.2. Maps of Hilbert spaces. Notation as above; in particular we have
a morphism T : A1 99K A2 in the isogeny category and an affine map
f : Â2 99K Â1 on character groups that covers T . Choose also η and η
′ as
in 13.4.
Suppose we are given Hilbert spaces H1,H2 with actions of A1, A2 re-
spectively. We say that a mapping
S : H2 →H1
is f -equivariant if:
S factors through (A2,0, η)-coinvariants
55 and produces (A1,0, η
′)-
invariants (where by the index 0 we denote the maximal com-
pact subgroups), and if we define twisted actions of A2/A2,0
and A1/A1,0 on these coinvariant and invariant spaces via the
rules:
a ∗ v = η−1(a)a · v, a′ ∗ v′ = η′(a′)−1a′ · v′
then
S(T (a′) ∗ v) = a′ ∗ S(v), a′ ∈ AT1 /A1,0. (13.5)
Equivalently, S is f -equivariant if we may disintegrate with respect to
the A2, resp. A
T
1 -action:
H2 =
∫
χ
H2,χ,
H1 =
∫
χ′
H1,χ′ ,
and S =
∫
χ Sχ with Sχ = 0 unless χ ∈ Â2 belongs to the domain of f , in
which case Sχ is a morphism: H2,χ →H1,f(χ).
55Because A2,0 is compact, with discrete dual, the canonical map from invariants to
coinvariants is an isomorphism.
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13.2. Relationship between central characters for XΘ and XΩ.
Recall that we are assuming the validity of the Discrete Series Conjecture
9.4.6 for all boundary degenerations XΘ. Recall also that the image of the
map:
Z(LΘ)0 → AX,Θ
is denoted by A′X,Θ.
13.2.1. Proposition. Let Θ,Ω be two (possibly the same) subsets of
∆X .
(1) Let J be an open compact subgroup of G. There is a finite collection
of morphisms
Ti : AX,Ω 99K AX,Θ, (13.6)
and56 affine maps
fi : Â′X,ΘC
99K Â′X,ΩC
(13.7)
compatible with Ti so that, for almost every χ ∈ Â′X,Θ and every
representation π →֒ L2(XΘ, χ)disc with non-zero J-fixed vector the
following is true:
If π embeds in C∞(XΩ, ψ) then
57 ψ = fi(χ) for some i.
(2) The subcollection of those morphisms (13.6) which are isogenies,
and those affine maps (13.7) which preserve unitarity:
fi : Â′X,Θ 99K Â
′
X,Ω,
is enough in order for the statement to be true for almost all χ
and all π (with nonzero J-invariant vectors) which embed both into
L2(XΘ, χ)disc and L
2(XΩ, ψ)disc.
13.2.2. Proof of Proposition 13.2.1. The Discrete Series Conjecture 9.4.6
applied to the Levi varieties XLΘ, X
L
Ω , together with the finiteness of relative
discrete series with J-fixed vectors (Theorem 9.2.1) imply that there is a
finite number of triples (P−, σ,D∗iR) where P
− is a parabolic subgroup of
P−Θ , σ a supercuspidal representation of its Levi quotient L and D
∗
iR a torus
of unitary unramified characters of P− (with D∗iR → Â′X,Θ finite) such that,
for almost every χ ∈ Â′X,Θ, any representation π ∈ L2(XΘ, χ)disc which
admits a J-invariant vector is a subquotient of π′ = IGP−(σ ⊗ ω) for such a
triple and some ω ∈ D∗iR. For each such triple we have morphisms:
Z(LΘ)0 →֒ Z(L)0 → D
56The affine map fi determines the morphism Ti; nonetheless, we prefer to keep both
in our notation.
57(More precisely, given that fi is defined only on a component of AX,Θ, we should
say that (ψ, χ) belongs to the graph of fi. We shall allow ourself this type of imprecision
at several points.)
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(hereD denotes the torus quotient of P− defining this toric family of relative
discrete series), whose composition is finite and surjective, and such that χ
is the twist of η :=the central character of σ (restricted to Z(LΘ)0) by
the pull-back of an unramified character of D. Notice that, after possibly
replacing D by a finite quotient, the map Z(LΘ)0 → D factors through a
map:
AX,Θ → D, (13.8)
since unramified characters ofD have to be trivial on the kernel of Z(LΘ)0 →
Z(XΘ). (D is a torus quotient of L, by definition, and the corresponding
representations parabolically induced from P embed in functions on XΘ;
in particular, their central character must factor through Z(LΘ)0 → A′X,Θ,
proving the claim.)
Now, if π embeds in C∞(XΩ, ψ) it must be a submodule of a repre-
sentation parabolically induced from P−Ω , because of the description of the
variety XΩ itself as being parabolically induced (Lemma 2.7.1). In order for
IGP−(σ ⊗ ω) to have a common subquotient with a representation induced
from P−Ω , equivalently with a supercuspidal induced from a parabolic sub-
group of P−Ω , that supercuspidal should be a w-twist of σ ⊗ ω, for some
element w ∈ W , the Weyl group of G. Each w ∈ W such that wL ⊂ LΩ
defines a morphism:
Z(LΩ)0 → Z(L)0 → D. (13.9)
Let T : Z(LΩ)0 99K Z(XΘ) = AX,Θ be the morphism defined by the equiva-
lence class of the pair of maps (13.8),(13.9). The possible Z(LΩ)T -characters
by which π can be embedded into C∞(XΩ) are thus “images” of χ ∈ Â′X,Θ
under the multivalued mapping arising from the diagram:
Â′X,ΘC
← D̂C → Ẑ(LΩ)0C
which, as we discussed in Remark 13.1.1, can be expressed as an affine
mapping on each component of the character groups:
Â′X,ΘC
99K Ẑ(LΩ)0C (13.10)
Now we verify that T factors through the quotient: Z(LΩ)0 ։ AX,Ω: If
we are given an affine mapping (13.10) compatible with T : Z(LΩ)0 99K
AX,Θ, with the property that the image lies within Â′X,ΩC
(considered
naturally as a subset of Ẑ(LΩ)0C), then in fact T must factor58 through
58Here is the argument in an abstract context: Suppose given an isogeny T : A1 99K
A2 and a corresponding affine map f : Â1 → ÂT2 . (Our affine maps above are with
respect to finite-index subgroups, but this doesn’t make a difference for the argument.)
We suppose that there is a quotient A1 ։ B such that the image of f is contained in
pullbacks of elements of B. We claim, then, that T factors through B in the isogeny
category. Let K be the kernel of A1 → B. The assumption forces the pullback of any
unramified character of A to be trivial on K; equivalently, the image of K(k)∩AT1 under
K(k) ∩AT1 → A
T
1 /A1,0 → X∗(A1) →֒ X∗(A2)⊗Q
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the mapping Z(LΩ)0 → AX,Ω, that is to say, T determines a mapping
T : AX,Ω 99K AX,Θ as desired.
For the second assertion, if π belongs to both L2(XΘ, χ)disc and L
2(XΩ, ψ)disc
then applying the “toric discrete series” assumption to both we get triples
(P−, σ,D∗iR) and (Q
−, σ′,D′∗iR) (with P
− ⊂ P−Θ and Q− ⊂ P−Ω ) such that π
is a subquotient of the corresponding induced representations. It is known
that, should IP−(σ · χ) have a common subquotient as IQ−(σ′ · χ′), this im-
plies that there exists w ∈W carrying the Levi subgroup of P− to the Levi
subgroup of Q− which carries σ · χ to σ′ · χ′. Our assumption is that such
w exists for a set of positive measure; in particular, we may suppose that a
particular w works for a set of χ of positive measure. Twisting σ, σ′, we may
suppose that wσ = σ′ and that the following is true: For a positive measure
set Z of unramified characters χ ∈ D∗iR, the character wχ of wP− factors
through the torus quotient corresponding to D′∗iR.
Now, given a set of positive measure (and thus Zariski-dense) of unrami-
fied unitary characters in D∗iR, the intersection of their kernels is necessarily
simply the maximal compact subgroup D0 of the torus quotient P
− → D
corresponding to D∗iR. Thus the intersection of the kernels of all χ ∈ Z is
simply the preimage of D0 in P
−. Similarly, the intersection of the ker-
nels of all wχ (χ ∈ Z) is the preimage of D′0 in Q−. So the map w must
then carry the preimage of D0 in P
− into the preimage of D′0 in Q
−. The
map w must then carry this into the preimage of D′0 in Q
−. In particular
w induces a mapping D∗iR → D′∗iR and this mapping has the property that
ind(σ · χ) and ind(σ′ ·w(χ)) have a common subconstituent for all χ. Since
(as part of the assumption of relative discrete series) we suppose that the
maps D∗iR → Â′X,Θ and D′∗iR → Â′X,Ω are finite and surjective, w induces an
isogeny Z(XΘ) 99K Z(XΩ). The set of all such isogenies Z(XΘ) 99K Z(XΩ)
that arise in this fashion from some w ∈W then has the property stipulated
by the proposition.

13.3. Canonical decomposition of maps L2(XΘ)→ L2(XΩ).
13.3.1. Proposition. (1) Suppose that S : L2(XΘ)disc → L2(XΩ)
is a G-equivariant morphism. Then there exists a unique (up to
indexing) decomposition:
S =
∞∑
i=1
Si (13.11)
is trivial. In other words, the map X (A1)
∗ → X (A2)
∗ ⊗Q induced by T is trivial on a
finite index subgroup of the subgroup X (K)∗ of X (A1)
∗ corresponding to K ⊂ A2. This
means that it is in fact trivial on all of X (K)∗, and so T indeed factors in the isogeny
category through the quotient A1/K.
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such that each Si is a nonzero bounded morphism, and equivariant
with respect to some (distinct) affine map between central character
groups.
In other words, for each i there is a pair (Ti, fi) (with fi 6= fj
when i 6= j), where
Ti : AX,Ω 99K AX,Θ
is a morphism in the isogeny category of tori and
fi : Â′X,Θ 99K Â
′
X,Ω
is an affine map compatible with Ti, such that Si is fi-equivariant
(see 13.1.2). For each open compact subgroup J only a finite num-
ber of summands in (13.11) are non-zero on L2(XΘ)
J
disc.
(2) If |Θ| 6= |Ω| then L2(X)Θ ⊥ L2(X)Ω.
Proof. Given S : H2 := L2(XΘ)disc → H1 := L2(XΩ), let µ be a
Plancherel measure for H2 ⊕ H1, and let S =
∫
Sπ be the corresponding
decomposition of S, as in §12.1.4, where ∫GˆH2,πµ(π) and ∫GˆH1,πµ(π) are
direct integral decompositions for H2 and H1, respectively.
Fix some T : AX,Ω 99K AX,Θ, and unitary characters η of A
′
X,Θ and
η′ of A′TX,Ω. Let Hη2 ,Hη
′
1 be the eigenspaces where the maximal compact
subgroups of A′X,Θ and A
′
X,Ω act via the characters η and η
′, respectively.
The valuation maps give surjections:
A′TX,Ω ։ Γ := X (AX,Ω)∗ ∩ T−1X (AX,Θ)∗ (13.12)
and:
A′X,Θ ։ X (AX,Θ)∗; (13.13)
we may let the lattice Γ act on J η,η′ := Hη2 ⊕Hη
′
1 as:
γ · (h+ h′) = η−1(b)b · h+ η′−1(a)a · h′, (13.14)
where a is any lift of γ via (13.12) and b is any lift of T (γ′) via (13.13).
Hence we get a homomorphism:
Γ→ AutG(J η,η′). (13.15)
Let J η,η′ = ∫Gˆ J η,η′π µ(π) be a Plancherel decomposition; we claim that
(13.15) decomposes into the direct integral of the analogous maps:
Γ→ AutG(J η,η′π ), (13.16)
defined via the same formula (13.14). Indeed, if we decompose (by §12.1.4)
the action of γ ∈ Γ as an integral of γπ : Jη,η
′
π → Jη,η
′
π then it is clear that for
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almost59 all π the endomorphism γπ of J η,η
′
π = Hη2,π ⊕ Hη
′
1,π must coincide
with the action of the element γ defined as in (13.14).
The inner action of AutG(J η,η
′
π ) on EndG(J η,η
′
π ) defines by (13.16) an
action of Γ on the latter, and it is easy to see by its definition that this action
preserves the subspace HomG(Hη2,π,Hη
′
1,π). In our setting, these spaces are
finite-dimensional, and they carry a natural inner product that is preserved
by Γ. Let SΓπ be the projection of Sπ to the eigenspace for the trivial
character of Γ. We will show in a moment that the function: π 7→ ‖SΓπ‖ is
essentially bounded. Assuming that for a moment, by the Proposition 10.4.1
on “measurability of eigenprojections” 60 we may integrate the morphisms
SΓπ in order to get a morphism:
SΓ :=
∫
Gˆ
SΓπ : Hη2 99K Hη
′
1 , (13.17)
where the dotted arrow means that it is well-defined on a dense subspace
of Hη. By construction, SΓ is equivariant with respect to any affine map:
fi : Â
′
X,ΘC
99K Â′X,ΩC which covers T and maps η to η
′; indeed, it is clear
by construction that (13.5) is satisfied.
Now, we verify that the function: π 7→ ‖SΓπ‖ is essentially bounded.To
that end, decompose each J η,η′ into A′TX,Ω × A′X,Θ-eigenspaces (these are
genuine eigenspaces, rather than generalized ones, because this action pre-
serves the natural inner product). From the Plancherel decomposition of
J η,η′ as an A′TX,Ω ×G-representation it follows that the distinct generalized
eigenspaces are, for almost all π, honest eigenspaces and orthogonal to each
other. Since SΓπ is the sum of some of the operators:
pr1 ◦ Sπ ◦ pr2
where pr1 and pr2 vary though all projections to A
′T
X,Ω×A′X,Θ- eigenspaces,
the norm of SΓπ can be bounded by the norm of Sπ, multiplied by a number
depending only on the number of distinct eigenspaces. Finally, we recall
that this number is uniformly bounded by the order of the Weyl group (cf.
Lemma 11.3.5).
Now let (Ti, fi) vary over all those pairs of the first part of Proposi-
tion 13.2.1. Notice that they are finitely many if we restrict to representa-
tions with non-zero J-invariant vectors, so all together they will be at most
countably many. Let Γi denote the corresponding finitely generated abelian
59Recall that every π can only appear with a finite number of AX,Θ-exponents (cf.
the proof of Theorem 5.1.5) in C∞(XΘ). By the presumed validity of the Discrete Series
Conjecture 9.4.6 for XΘ, statements that hold “for almost all π” in the spectrum of
L2(XΘ)disc also hold “for almost all χ”.
60By §12.1.1, by decomposing Gˆ into a countable union of measurable sets, we may
identify the measurable structure of the family of vector spaces EndG(J
η,η′
pi ) with that of
a trivial family; hence, the Proposition applies.
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groups, defined as above. For each i we get an operator Si =
∫
Gˆ Sπ,i as
above. We claim:
S =
∑
i
Si. (13.18)
Indeed, for almost all π, by the second part of Proposition 13.2.1 each
eigenspace for the A′X,Θ×A′X,Ω-action on HomG(H2,π,H1,π) is contained in
the fixed (eigenvalue=1) subspace of Γi, for some i. Moreover, it is clear that
for different i’s and almost all π (in the setting of Proposition 13.2.1: almost
all χ) the fixed subspaces of Γi and Γj for i 6= j are distinct. If it is not so,
there is a positive measure set of χ ∈ Â′X,Θ such that fi(χ) = fj(χ) ∈ Â′X,Ω.
This means that fi, fj coincide, a contradiction. This implies (13.18).
Regarding uniqueness: For any decomposition S =
∑
i Si, where each
Si is (Ti, fi)-equivariant, we must have Sπ =
∑
i Sπ,i, where Sπ,i is obtained
by disintegrating the homomorphism Si, in the same sense as we have seen
above. But then (for almost all χ) Sπ,i is characterized as the Γi-fixed part
of S (where Γi and its action is defined as before), since the measure of the
set of χ where fi(χ) = fj(χ) for any i 6= j is zero.
To prove the second statement, assume that |Θ| > |Ω|, hence dimAX,Θ <
dimAX,Ω.
From Proposition 13.2.1 it follows that there is a subset Z of Â′X,Ω
of measure zero, and a subset Z ′ of Â′X,Θ of measure zero, such that if
π ∈ L2(XΘ)disc does not have central character in Z ′ and admits a non-zero
morphism into C∞(XΩ, ψ) for some ψ ∈ Â′X,Ω then ψ belongs to Z. (After
all any morphism: AX,Ω 99K AX,Θ has positive-dimensional kernel.) Now,
if L2(X)Ω is not orthogonal to L
2(X)Θ then we get a non-zero morphism:
ι∗ΩιΘ : L
2(XΘ)disc → L2(XΩ)disc. But this is impossible: because we are
assuming the Discrete Series Conjecture for XΩ, the L
2(XΩ)disc-Plancherel
measure of representations with central character in Z is also zero, and
similarly for Θ, Z ′. It follows that L2(X)Ω ⊥ L2(X)Θ if |Ω| 6= |Θ|.

14. Scattering theory
14.1. In §11 we constructed canonical maps ιΘ : L2(XΘ) → L2(X),
and we saw (Corollary 11.6.2) that
∑
Θ ιΘ induces a surjection:⊕
Θ⊂∆X
L2(XΘ)disc ։ L
2(X).
We will be denoting the image of L2(XΘ)disc by L
2(X)Θ.
The question of scattering is the description of the kernel of this map.
Our answer is described in Theorem 7.3.1 (which is conditional on Con-
jecture 9.4.6 and on generic injectivity, but we expect it to hold in full
generality), which implies in particular that L2(X)Θ and L
2(X)Ω coincide
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if Θ and Ω are WX -associates (i.e. there is a w ∈ WX such that wΘ = Ω),
and are orthogonal otherwise.
The starting point for the proof of Theorem 7.3.1 is the relatively straight-
forward statement of Proposition 13.3.1:
Any morphismL2(XΘ)disc → L2(XΩ)disc decomposes uniquely
as a sum: ∑
Si, (14.1)
where the morphism Si, assumed non-zero, is equivariant
with respect to an isogeny Ti : AX,Ω 99K AX,Θ and an
affine map fi of character groups compatible with Ti, and
the pairs (Ti, fi) are assumed to be distinct.
Recall that this statement followed, essentially, from the assumption of va-
lidity of the Discrete Series Conjecture 9.4.6 and general facts about induced
representations.
For Θ,Ω ⊂ ∆X and w ∈ WX(Ω,Θ) (the set of elements of WX taking
Θ to Ω), we say that a pair (Ti, fi) as above corresponds to w if Ti is the
isomorphism:
AX,Ω → AX,Θ (14.2)
induced by w−1 (and hence fi is the restriction to some component of Â′X,Θ of
the map of character groups obtained by Ti). For a morphism S : L
2(XΘ)→
L2(XΩ) we will call the w-part of S the sum of those summands in its
decomposition (14.1) for which (Ti, fi) is induced by (14.2). Notice that the
w-part of such a morphism is A′X,Θ-equivariant when A
′
X,Θ acts on L
2(XΩ)
via w : A′X,Θ → A′X,Ω.
Applying this decomposition to the61scattering morphisms i∗ΩiΘ, we ad-
ditionally need to establish the following:
• the only (Ti, fi)’s that appear are those corresponding to elements
of WX(Ω,Θ);
• for all w ∈WX(Ω,Θ) the w-part of i∗ΩiΘ is an isometry.
As we will see in §14.3, these two facts imply Theorem 7.3.1.
To establish these two properties we need some algebraic input, encoded
the condition of “generic multiplicity one” of Theorem 7.3.1, together with
some hard analysis. The analysis leads to Theorem 14.3.1, which should be
regarded as the main result of this section; let us first discuss the algebraic
condition.
61A minor remark: The morphism ι∗ΩιΘ in fact maps L
2(XΘ)disc into L
2(XΩ)disc;
in particular, ι∗Ω,discιΘ,disc and ι
∗
ΩιΘ coincide on L
2(XΘ)disc. Indeed – see the proof of
Corollary 11.6.2 – we need only verify that, for f ∈ L2(XΘ)disc that ι
∗
ΩιΘf is perpendicular
to all ιΩΩ′f
′, where f ′ ∈ L2(XΩ′), and Ω
′ contains Ω. But:
〈ι∗ΩιΘf, ι
Ω
Ω′f
′〉 = 〈ιΘf, ιΩι
Ω
Ω′f
′〉 = 〈ιΘf, ιΩ′f
′〉,
and we may now apply the fact that L2(X)Θ and L
2(X)Ω′ are perpendicular if |Θ| 6= |Ω
′|,
in view of Proposition 13.3.1.
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14.2. Generic injectivity of the map: a∗X/WX → a∗/W . Denote:
a∗X := X (X) ⊗ Q ⊂ a∗ := X (B) ⊗ Q. Recall that the subgroup WL(X) of
W is the pointwise stabilizer of a∗X , the subgroup WX normalizes a
∗
X , and
its action on it is generated by simple reflections. Fix a Weyl chamber for
WX on a
∗
X ; the image of a face F of that Weyl chamber62 in a∗X/WX will
be called a “face” of a∗X/WX .
The condition called “generic injectivity of the map: a∗X/WX → a∗/W
on each face” in the statement of Theorem 7.3.1 is the following:
For every integer d, the restriction of the map: a∗X/WX →
a∗/W to the collection of d-dimensional faces of a∗X/WX
is generically injective.
By “generically injective” we mean injective on a subset of full measure, for
the natural class of measures, but this is easily seen to be equivalent, in this
case, to injectivity outside of the image of a finite number of hyperplanes in
a∗X . In other words, outside of a meager set two distinct elements of Fd (the
union of all d-dimensional faces) cannot be W -conjugate.
An equivalent way to formulate this condition, in terms of dual groups,
is the following:
For every pair of (standard) Levi subgroups LˇΘ, LˇΩ of GˇX ,
and any isomorphism of their centers Z(LˇΘ) → Z(LˇΩ)
induced by an element of the Weyl group W of Gˇ, there
is an element of the little Weyl group WX which induces
the same isomorphism.
It is evident that this condition is very easy to check in each particular
case. It is always true in both extreme cases: When the dual group GˇX
is isomorphic to SL2, and when it is all of Gˇ. Less trivially, Delorme has
shown that it holds for all symmetric varieties:
14.2.1. Proposition. [Del, Lemma 15] If X is symmetric, then it sat-
isfies the generic injectivity condition.
14.2.2. Example. ForX = Sp2n \GL2n the dual group is GˇX = GLn →֒
GL2n = Gˇ, with a diagonal element diag(χ1, . . . , χn) embedded as:
diag(χ1, χ1, χ2, χ2, . . . , χn, χn).
Let Θ,Ω be two subsets of the simple roots of GˇX . Their kernels, are
subtori of A∗X which, when considered as subtori of Gˇ are the connected
centers of standard Levi subgroups LˇΘ˜, LˇΩ˜ corresponding to subsets Θ˜, Ω˜
of the simple roots of Gˇ. (Explicitly: for the usual numbering 1, . . . , of
the roots of GLn and GL2n, Θ˜ is the union of 2 · Θ and all odd roots,
and similarly with Ω˜.) Any isomorphism between Z(LˇΘ˜)0,Z(LˇΩ˜)0 induced
by an element of W is actually induced by an element of W (Ω˜, Θ˜). But
W (Ω˜, Θ˜) =WX(Ω,Θ), therefore X satisfies the injectivity assumption.
62Recall that a “face” is the intersection of the Weyl chamber with the kernel of a
linear functional which is non-negative on it; hence the whole chamber is also a face.
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14.2.3. Lemma. Assume that the map:
a∗X/WX → a∗/W
is generically injective on each face.
Then – notation as in (14.1) – the only pairs (Ti, fi) that can appear in
the decomposition of a morphism S : L2(XΘ)disc −→ L2(XΩ)disc are those
corresponding to elements of WX(Ω,Θ).
Hence, any such morphism decomposes as a sum of its w-parts:∑
w∈WX(Ω,Θ)
Sw, (14.3)
where Sw is the sum of those Si’s in (14.1) for which the corresonding affine
map fi of character groups is induced (by restriction to a connected compo-
nent of Â′X,Θ) by the element w.
Proof. Revisiting the proof of the last assertion of Proposition 13.2.1,
let us give ourselves two toric families of relative discrete series (P, σ,D∗iR)
and (Q,σ′,D′∗iR), for XΘ and XΩ respectively, such that D
∗
iR is the group
of unitary elements in a torus D∗ of unramified characters identified with
Z(LˇX,Θ) under (9.10) and D′∗iR is the group of unitary elements of a torus
D′∗ identified with Z(LˇX,Ω) under (9.10). Recall that the Lie algebras of
Z(LˇX,Θ), Z(LˇX,Ω) are the complexifications of the vector spaces a∗X,Θ, a∗X,Ω,
respectively. As we saw in the proof of Proposition 13.2.1, any summand of
the scattering map should arise from an element w ∈ W which takes a∗X,Θ
to a∗X,Ω.
If the map: a∗X/WX → a∗/W is generically injective on every face, this
means that any element w ∈ W which carries one family into to the other
induces the same map: a∗X,Θ → a∗X,Ω as an element of WX(Ω,Θ).
This proves the lemma. 
14.3. The scattering theorem. Define L2(X)i to be the image of⊕
|Θ|=i
L2(XΘ)disc
in L2(X). Part 2 of Proposition 13.3.1 implies that we have a direct sum
decomposition:
L2(X) =
⊕
i
L2(X)i. (14.4)
Denote by aX,Θ the space X (AX,Θ)∗ ⊗ Q ⊂ aX and by a+X,Θ its “anti-
dominant chamber”, i.e. its intersection with the cone V of invariant valua-
tions. We denote by a˚+X,Θ the interior of a
+
X,Θ. If a morphism Ti : AX,Ω 99K
AX,Θ is an isogeny as in part 2 of Proposition 13.2.1, it induces an isomor-
phism (again to be denoted by Ti): aX,Ω
∼−→ aX,Θ.
Let Θ ⊂ ∆X and let Ω range over the subsets of ∆X of the same size
as Θ (including Θ). Let H be any AX,Θ × G-invariant closed subspace of
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L2(XΘ)disc and consider the “scattering” morphisms ι
∗
ΩιΘ restricted to H.
If in their decomposition (14.1) the summand Si is non-zero on H, we will
say that the pair (Ti, fi) (or to be absolutely complete the triple (Ω, Ti, fi))
appears in the scattering of H.
The main result of this section is the following:
14.3.1. Theorem (Tiling property of scattering morphisms.). Let Θ ⊂
∆X and letH be a nonzero AX,Θ×G-invariant closed subspace of L2(XΘ)disc.
(1) If a triple (Ω, T, f) appears in the scattering of H and:
a˚+X,Θ ∩ T a˚+X,Ω 6= ∅ (14.5)
then Ω = Θ, T = Id and f is also the identity (on a connected
component of Â′X,Θ).
(2) If (Ωi, Ti, fi) varies in all the triples which appear in the scattering
of H, then: ⋃
i
Ti(a
+
X,Ωi
) = aX,Θ. (14.6)
Indeed, there exists a splitting H =⊕Hα such that:
(i) The A′X,Θ-Plancherel measure for different Hα is mutually sin-
gular; in particular, HomAX,Θ(Hα,Hβ) = 0 for α 6= β;
(ii) For a ∈ aX,Θ, let J denote the set of indices i such that a ∈
Ti(˚a
+
X,Ω), and assume that a is generic in the sense that a does
not lie on any wall of Tia
+
X,Ω. For any α, any v ∈ Hα and any
generic a ∈ aX,Θ then∑
i∈J
‖Si(v)‖2 ≥ ‖v‖2, (14.7)
This will be enough to prove the main Scattering Theorem 7.3.1. Let
us first discuss this proof. Actually, we only use the second statement of
Theorem 14.3.1 in this proof; the first statement won’t be used, because it
is contained in the “generic injectivity” condition.
Proof of Theorem 7.3.1. The existence and characterization of Bern-
stein morphisms, together with the fact that the images of their restrictions
to discrete spectra span the whole space L2(X), has already been estab-
lished in Section 11 (see Corollary 11.6.2). The rest of the statements of the
theorem will first be proved by restriction to discrete spectra, i.e. Sw, for
w ∈ WX(Ω,Θ), will first be defined as a morphism with the stated proper-
ties from L2(XΘ)disc to L
2(XΩ)disc. Notice that (7.5) involves only discrete
spectra. At the end we will extend Sw to the whole L
2(XΘ).
Take Ω,Θ with |Ω| = |Θ|. We write ιΘ,disc for the restriction of ιΘ
to L2(XΘ)disc and ι
∗
Θ,disc the adjoint of this restricted map, i.e. it is ι
∗
Θ
followed by the orthogonal projection to discrete spectrum. By Lemma
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14.2.3, the morphism ι∗Ω,discιΘ = ι
∗
ΩιΘ,disc = ι
∗
Ω,discιΘ,disc (the equalities fol-
low from claim (2) of Proposition 13.3.163) decomposes as a sum of mor-
phisms
∑
w∈WX(Ω,Θ)
Sw, where each Sw is A
′
X,Θ-equivariant, with A
′
X,Θ
acting on L2(XΩ) via the isomorphism A
′
X,Θ
w→ A′X,Ω induced by w. In
particular, ι∗Ω,discιΘ,disc is zero unless Θ and Ω are WX -associate.
Now, root systems have the following tiling property:
The collection of subsets of aX,Θ given by w
−1a+X,Ω, where
Ω varies through subsets of ∆X with |Ω| = |Θ|, and w
ranges through WX(Ω,Θ), form a perfect tiling of aX,Θ,
i.e. their union is aX,Θ and their interiors are disjoint.
A proof of this property has been indicated in the footnote of §7.3.
In particular, for each Ω and w ∈ WX(Ω,Θ), if a ∈ w−1˚a+X,Ω then
a does not belong to the corresponding set for any other pair (Ω′, w′ ∈
WX(Ω
′,Θ)). So the second statement of Theorem 14.3.1 implies that we
may split L2(XΘ)disc =
⊕Hα in such a way that
‖Swv‖ ≥ ‖v‖ (14.8)
whenever v belongs to any Hα. (Recall that Sw is the sum of Si’s which are
induced from the element w, and those have image on different orthogonal
direct summands of L2(XΩ), corresponding to distinct connected compo-
nents of the character group Â′X,Ω, hence ‖Swv‖2 =
∑
i ‖Siv‖2, the sum
ranging over those i’s.)
We can also assume that Proposition 11.7.1 (which can easily be seen to
hold when AX,Θ is replaced by A
′
X,Θ) applies to any Hα and its image under
any Sw. In fact, choose a partition Â
′
X,Θ =
∐
Uβ up to sets of measure
zero, with the property that if if w ∈ Uβ and 1 6= w ∈ WX(Θ,Θ) then
wχ /∈ Uβ. We may assume, without loss of generality, that the decomposition
H = ⊕Hα furnished by the Theorem is fine enough that the Plancherel
measure for Hα as an A′X,Θ-representation is wholly supported on some
Uβ. This is enough to ensure that Proposition 11.7.1 applies to Hα and its
image under any Sw: our choice and the decomposition (14.1) mean that
any G-equivariant map Hα → Hα is also A′X,Θ-equivariant, which means
that almost all π ∈ Gˆ for Hα-Plancherel measure have a unique exponent,
in the language of Proposition 11.7.1.
Fix w0 ∈ WX(Ω,Θ). Let H′α be the image of Hα under Sw0 . Let
p : H′α → L2(XΩ)disc be the natural inclusion. Then Sw0 = p∗Sw0 . We may
write
(ιΩ ◦ p)∗ ◦ ιΘ = Sw0 +
∑
w 6=w0
p∗Sw.
63 For example, ι∗Ω,disc(ιΘ − ιΘ,disc) is zero because L
2(X)Ω is orthogonal to ιΘf for
f ⊥ L2(XΘ)disc; and the latter follows because such ιΘf can be expressed as a sum of
ιΘ′f
′ for some |Θ′| 6= |Ω|, by Corollary 11.6.2 and Proposition 11.6.1.
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Now p∗Sw|Hα = 0 for w 6= w0, as we see by a consideration of A′X,Ω-
character. Indeed choose (as in the discussion after (14.8)) a set Uβ ⊂
Â′X,Θ containing the A
′
X,Θ-support of Hα; then H′α is supported on A′X,Ω-
characters in w0Uβ, also SwHα is supported on A′X,Ω-characters in wUβ ,
and w0Uβ ∩wUβ = ∅ because of the way the sets Uβ were chosen (discussion
after (14.8)). Therefore:
(ιΩ ◦ p)∗ ◦ ιΘ|Hα = Sw0 (14.9)
But ιΘ|Hα and ιΩ ◦ p are both isometries according to Proposition 11.7.1.
In order for (14.8) to hold, then, the images ιΘ(Hα) must be contained in
ιΩ(H′α), and then Sw0 is an isometry from Hα to H′α.
In particular (taking the sum over α) the image L2(X)Θ of L
2(XΘ)disc
under ιΘ is contained in L
2(X)Ω; by symmetry, the two coincide:
L2(X)Θ = L
2(X)Ω.
Also, H′α and H′β are mutually orthogonal if α 6= β: that follows by a consid-
eration of the A′X,Ω-action, in particular using property 2(i) from Theorem
14.3.1 and the equivariance property of Sw0 . Finally,
∑
αH′α = L2(XΩ)disc:
the orthogonal complement K ⊂ L2(XΩ)disc of all H′α is an A′X,Ω×G-stable
space which is exactly the kernel of S∗w0 . But it is not hard to see that the ad-
joint of Sw0 : L
2(XΘ)disc → L2(XΩ)disc is Sw−10 : L
2(XΩ)disc → L2(XΘ)disc;
so K would belong to the kernel of Sw−10 ; that contradicts the second part
of Theorem 14.3.1 applied to H = K, where we choose a similarly to the
discussion before (14.8) to produce a vector v with ‖Sw−10 v‖ ≥ ‖v‖.
Therefore, Sw0 gives an isometry
L2(XΘ)disc =
⊕
Hα → L2(XΩ)disc =
⊕
H′α.
We note for later use that
The A′X,Ω-span of ι
∗
Ω,discL
2(X) is dense in L2(XΩ)disc. (14.10)
Indeed the A′X,Ω-span of ι
∗
Ω,discιΘHα must contain H′α.
We also saw above that the images L2(X)Θ, L
2(X)Ω are orthogonal if
they are not associate, hence we can refine the decomposition (14.4) as:
L2(X) = ⊕Θ/∼L2(X)Θ, (14.11)
where ∼ denotes the equivalence relation of being WX-associate.
Now, with the same notation as what we have just proved:
(1) ιΩp
∗ι∗Ω is the identity on ιΘ(Hα):
As we just saw, ιΩ ◦ p maps H′α isometrically onto a subspace
containing ιΘ(Hα). Therefore ιΩ ◦ p ◦ (ιΩ ◦ p)∗ is the identity on
ιΘ(Hα), which implies the claim.
(2) ιΩ ◦ Sw0 = ιΘ. Indeed, it is enough to check this on each Hα, and
there, by (14.9),
ιΩ ◦ Sw0 |Hα = ιΩ ◦ p∗ ◦ ι∗Ω ◦ ιΘ|Hα = ιΘ|Hα
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by what we just showed.
(3) Sw′ ◦ Sw = Sw′w when w ∈WX(Ω,Θ) and w′ ∈WX(Z,Ω).
Indeed, write w0 instead of w, for compatibility with our prior
notation. Then by what we just showed
ι∗ZιΩSw0 |Hα = ι∗ZιΘ|Hα ,
and thus ι∗ZιΩSw0 = ι
∗
ZιΘ as morphisms L
2(XΘ)disc → L2(XZ)disc.
Hence the w′w-equivariant part of ι∗ZιΘ coincides with the w
′-
equivariant part of ι∗ZιΩ composed with Sw.
Define the endomorphism of
∑
Ω∼Θ L
2(XΩ)disc.
S :=
∑
Ω1,Ω2∼Θ,w∈WX(Ω2,Ω1)
Sw.
Note that S2 = c(Θ) · S; here c(Θ) is as in the statement of Theorem
7.3.1: it is the number of chambers in aX,Θ, or, what is the same, the sum∑
Ω∼Θ#WX(Θ,Ω) (the equality follows from the tiling result, just as in the
discussion of §7.3).
In particular,
S¯ :=
S
c(Θ)
is a projection. Its image is the “Sw-invariants” (i.e. invariants over all
possible Sw between different Ω’s in this associate class).
Set T = ⊕Ω∼ΘιΩ,disc (as an operator from
∑
Ω∼Θ L
2(XΩ)disc to L
2(X)),
hence T ∗ = ⊕Ω∼Θι∗Ω,disc. Then T ∗T = S; it follows then that the image of
T ∗ contains the image of S¯, i.e. the “Sw-invariants.” On the other hand,
the reverse containment follows from what we have already shown. That is
to say, S¯T ∗ = T ∗, which follows from (2) above together with the formula
c(Θ) =
∑
Ω∼Θ#WX(Ω,Θ) already noted. So the image of T
∗ is precisely as
stated.
We have proven all statements of the theorem when the Sw’s are defined
only on the discrete spectrum. We now turn to “upgrading” them so they
apply to the entire spectrum.
We notice the following: Sw can be characterized as the unique (A
′
X,Θ, w)-
equivariant isometry from L2(XΘ)disc to L
2(XΩ)disc which satisfies: ιΘ,disc =
ιΩ,disc ◦ Sw. Indeed, this condition identifies S∗w on the image of ι∗Ω,disc and
we apply (14.10).
Let now Θ ⊂ ∆X , Z1, Z2 ⊂ Θ and w ∈ WXΘ(Z1, Z2) ⊂ WX(Z2, Z1). In
particular, we have scattering morphisms:
Sw, S
Θ
w : L
2(XZ1)disc → L2(XZ2)disc,
from applying the part of the theorem which is already proven to the varieties
X and XΘ, respectively. We claim that they coincide, i.e.
Sw = S
Θ
w . (14.12)
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Indeed, we have ιZi = ιΘ ◦ ιΘZi (Proposition 11.6.1), and the claim follows
from the above characterization of Sw:
ιΘZ1 = ι
Θ
Z2 ◦ SΘw =⇒ ιZ1 = ιZ2 ◦ SΘw .
Take now w ∈ WX(Ω,Θ). We may now define Sw in general. We have
a decomposition:
L2(XΘ) =
⊕
{Z|Z⊂Θ}/∼
L2(XΘ)Z
where L2(XΘ)Z is the image of L
2(XZ)disc in L
2(XΘ), by the map ι
Θ
Z .
We need, then, to define Sw on each space L
2(XΘ)Z . Put Y = w(Z) ⊂ Ω.
We define Sw by requiring the following diagram to commute
L2(XΘ)Z
Sw−−−−→ L2(XΩ)Y
ιΘ,∗Z
y ιΩ,∗Y y
L2(XZ)disc
Sw−−−−→ L2(XY )disc
(14.13)
In fact, this diagram can be made to commute: by what we have just proven
for discrete spectra (applied toXΘ instead ofX), the left-hand vertical arrow
identifies L2(XΘ)Z with that subspace of L
2(XZ)disc that is invariant by all
SΘw , w ∈WXΘ(Z,Z).
Similarly, the right-hand vertical arrow identifies L2(XΩ)Y with that
subspace of L2(XY )disc that is invariant by all S
Ω
w , for w ∈ WXΩ(Y, Y ).
Because of the composition property for the maps Sw and (14.12), Sw maps
the first space isomorphically to the second.
It remains only to verify that this does not depend on the choice of Z
within its associate class; this is routine and we omit it.

14.4. Proof of the first part of Theorem 14.3.1. For notational
simplicity, in this proof we denote A′X,Θ, A
′
X,Ω simply by AX,Θ, AX,Ω.
The basic idea is to consider the inner product 〈ιΩΦ, ιΘΨ〉 for suitable
Φ ∈ L2(XΩ),Ψ ∈ L2(XΘ). We then “push” Φ and Ψ towards infinity using
suitable elements of AX,Ω and AX,Θ. The given assumption (after some
analysis of scattering) forces this inner product to converge to zero. We
then derive a contradiction by comparing with the decomposition of ι∗ΩιΘ.
Suppose that the first property is false; that is, there exists a triple
(Ω, T, f) appearing in the scattering of H such that: a˚+X,Θ ∩ T a˚+X,Ω 6= ∅.
This means that there is a finitely generated subsemigroup M+ of ATX,Ω
with the following properties:
(1) M+ ⊂ A˚+X,Ω and T (M+) ⊂ A˚+X,Θ;
(2) M+ and A0X,Ω generate A
T
X,Ω as a group.
We are slightly abusing notation here, since Ta does not always make
sense as an element of AX,Θ when a ∈ ATX,Ω; however, it does make sense
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as an element of AX,Θ/A
0
XΘ
via the valuation map and (13.3), therefore the
statements above make sense. Let M be the group generated by M+. In
order to avoid similar clarifications in the rest of the proof, let us choose a
homomorphism: M → AX,Θ which lifts T : M → AX,Θ/A0X,Θ. By abuse of
notation, we will be denoting this homomorphism by T again. If Θ = Ω,
T = Id, we take this homomorphism to be the identity.
Let Sj denote the summand of ι
∗
ΩιΘ corresponding to the quadruple
(Ω, T, f) in the decomposition (14.1). If Φ ∈ L2(XΘ)Jdisc, then the equivari-
ance property of Sj reads:
Sj(T (m) ∗Φ) = m ∗ SjΦ, (14.14)
for m ∈M , where we have twisted the actions of the tori as in (13.5).
Whenm ∈M+, the fact thatM+ ⊂ A˚+X,Ω implies, in particular, that the
mass of the function Sj(T (m)
n ∗ Φ) ∈ L2(XΩ)Jdisc will be “moving towards
a J-good neighborhood of infinity in XΩ as n → ∞.” By the quoted
phrase, we mean the following: writing fj = Sj(T (m)
n ∗ Φ) and NΩ for the
J-good neighourhood of infinity, the norm ‖fj‖L2(X−NΩ) → 0 as j → ∞.
This follows from the fact (in turn from Lemma 2.4.9) that for any compact
set O ⊂ XΩ and for n ≫ 1, we have mnO ⊂ NΩ, and then choosing O so
large that the L2-norm of f on XΩ −O is arbitrarily small.
Now let Φ ∈ L2(XΘ)Jdisc,Ψ ∈ L2(XΩ)Jdisc. Let us choose Φ to be
(A0X,Θ, η)-equivariant and Ψ to be (A
0
X,Ω, η
′)-equivariant, where the restric-
tions of η and η′ to the maximal compact subgroups are those that cor-
respond to the domain and image of f (in particular, SjΦ is (A
0
X,Ω, η
′)-
equivariant).
Choose an averaging sequence of measures νn on M
+ (§10.2) and con-
sider the inner products:
Pn :=
∑
M
νn(m) 〈ιΘ(T (m) ∗Φ), ιΩ(m ∗Ψ)〉 . (14.15)
where we regard νn(m) = 0 off M
+. The sum is convergent: the inner
products that appear are bounded independently of m ∈ M+, by Cauchy-
Schwarz and the boundedness of ιΘ, ιΩ; and
∑
νn(m) = 1. We now evaluate
Pn in two different ways – (i) and (ii) below. We suppose now also that we
are not in the case Ω = Θ, T = Id and f the identity.
(1). We show that Pn → 0 as n→∞ (for suitable choice of the groups
M , T (M)).
As n→∞, by the property (11.3) characterizing the Bernstein
morphisms we know that for a ∈ M+ and b = T (a), if Φ was
compactly supported then ‖ιΘbn ∗Φ−eΘbn ∗Φ‖ → 0, and similarly
for an ∗Ψ, where eΘ : C∞c (XΘ)→ C∞c (X) is the asymptotics map.
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We also noted in (11.4) a certain analog of this statement for
functions that are not necessarily compactly supported. That im-
plies that, if we fix J-good neighborhoods NΘ, NΩ of Θ- and Ω-
infinity, then for any elements in L2(XΘ)
J , resp. L2(XΩ)
J , we get
that (14.15) approaches the inner product:
P ′n :=
∑
M
νn(m) 〈τΘ(T (m) ∗Φ), τΩ(m ∗Ψ)〉 , (14.16)
Here the meaning of “approaches” is that limn(Pn − P ′n) = 0
and τΘ and τΩ denote truncation of the given J-invariant func-
tions, even when they are not compactly supported, to J-good
neighborhoods of infinity, and identification via the exponential
map with functions on X. Indeed, because each νn is a proba-
bility measure, it is enough to verify that the pointwise difference〈
τΘ(T (m) ∗ Φ)|NΘ , τΩ(m ∗Ψ)|NΩ
〉
−〈ιΘ(T (m) ∗ Φ), ιΩ(m ∗Ψ)〉, re-
stricted to the support of νn, approaches 0 as n→∞. In turn, that
follows from a slight generalization of (11.4) (from one-parameter
groups to several-parameter groups), the fact that the support of
νn is contained deeper and deeper in the interior of M
+ (more
precisely, the first noted property of an averaging sequence, see be-
fore Lemma 10.2.3), and the assumed facts that M+ ⊂ A˚+X,Ω and
T (M+) ⊂ A˚+X,Θ.
There are now two cases. For what follows, denote by a an
element of M+, and by b its image under T . If Ω = Θ but T is
not the identity we can and do choose a so that b 6= a.
(i) Ω 6= Θ, or Ω = Θ and T 6= Id, in which case an arbitrarily
large percentage of the masses of τΘb
n ∗ Φ|NΘ and τΩan ∗Ψ|NΩ
is eventually concentrated on disjoint sets. In other words,
for every ε > 0, there are subsets N ′Θ ⊂ NΘ and N ′Ω ⊂ NΩ,
disjoint when identified with subsets of X, with the property
that
‖τΘbn ∗ Φ‖L2(N ′Θ) > (1− ε)‖τΘb
n ∗ Φ‖L2(NΘ) (14.17)
and similarly for Ω:
‖τΩan ∗Ψ‖L2(N ′Ω) > (1− ε)‖τΩa
n ∗Ψ‖L2(NΩ). (14.18)
This, in turn, comes from the following: Suppose first that
Θ 6= Ω. Take J-stable compact subsets O ⊂ XΘ, O′ ⊂ XΩ
which support a sufficiently large percentage of the L2-norms
of Φ, resp. Ψ. Then anO and bnO′ become disjoint for n ≫
1 when identified with subsets of X. Indeed, after covering
O,O′ by finitely many orbits of a compact subgroup of G, it is
enough to note that, taking x ∈ O and y ∈ O′, the limit points
of anx and bny, with this identification, belong to distinct G-
orbits on X. That follows from Lemma 2.4.9. Next, suppose
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that Θ = Ω but T is not the identity, so that b 6= a. We now
use similarly the fact that, for any compact set O ⊂ XΘ, the
sets anO, bnO are eventually disjoint, which is clear, working
AX,Θ-orbit by AX,Θ-orbit on XΘ/J .
Taking now N ′Θ, resp. N
′
Ω, to be the union of all a
n- (resp. bn-)
translates of O (resp. O′, when Ω 6= Θ) for all large enough
n, this shows (14.17), (14.18), where we remind that the point
is that N ′Θ and N
′
Ω are disjoint. By the Cauchy-Schwartz in-
equality, this shows that the inner products averaged in (14.16)
become arbitrarily small, for large n.
(ii) Ω = Θ, T = Id, but f 6= Id.
Let us use notation defined before (13.5), in particular the
twisted * action that was defined there, which is simply the
twist of the usual action by a unitary character. Let us also
take a = b. The definition of the * action gives:
〈τΘ(bn ∗Φ), τΘ(an ∗Ψ)〉 = (η′η−1)(an) · 〈τΘLanΦ, τΘLanΨ〉 ,
where η and η′ are the (unitary) characters defining the twisted
* action of a, as before (13.5). Since f 6= Id, we can choose M
so that (η′η−1)|M 6= 1. Then P ′n → 0: the definition of P ′n
now takes the shape
P ′n =
∑
m∈M
νn(m)(η
′η−1)(m) 〈τΘLmΦ, τΘLmΨ〉 (14.19)
and, for any ε > 0, we may choose n so large so the inner
products appearing here are almost constant, i.e. there is
a constant A such that | 〈τΘLmΦ, τΘLmΨ〉 − A| < ε when-
ever m belongs to the support of νn. (Were it not for the
truncation operators, we could even take ε = 0, i.e. the in-
ner products would be exactly constant.) Thus, |P ′n| ≤ ε +∑
M νn(m)(η
′η−1)(m). The property of averaging sequences
that Sn :=
∑
M νn(m)χ(m) approaches zero as n → ∞ for
any nontrivial character χ: to see this, choose s ∈ M with
χ(s) 6= 1 and observe that (χ(s)Sn − Sn) =
∑
M (νn(ms
−1) −
νn(m))χ(m), and the latter sum approaches zero as n → ∞
by the second property of an averaging sequence (see §10.2).
(2) Pn → 〈SjΦ,Ψ〉.
Each term of the sum (14.15) is equal to:
〈ι∗ΩιΘ(T (m) ∗ Φ),m ∗Ψ〉 =
∑
i
〈Si(T (m) ∗ Φ),m ∗Ψ〉 .
We now show that, upon applying the average (14.15) to this ex-
pression, only the (T, f)-equivariant summand survives, that is, Sj.
First of all, the A0X,Θ and A
0
X,Ω-equivariance properties of Φ
and Ψ kill all summands Si such that the domain or image of fi is
different from that of f .
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Next, for those Si with Ti 6= T one sees by a similar argument to
those already given that the inner product 〈Si(T (m) ∗Φ),m ∗Ψ〉
eventually approaches zero. Let U = T−1i T , which is defined as
a nontrivial isogeny AX,Ω 99K AX,Ω. If m lies in the subgroup of
M such that U(m) is defined, then 〈Si(T (m) ∗ Φ),m ∗Ψ〉 has the
same absolute value as 〈LU(m)SiΦ,LmΨ〉, where we no longer twist
the actions (twisting only affects the result by a scalar of absolute
value 1). Note that U 6= 1, and we now reason in exactly the same
as as the Θ = Ω case after (14.17) on page 194.
Finally, if Ti = T , the associated affine map fi of character
groups differs from the affine map f for T simply by multiplication
by a character η of AX,Ω, i.e. fi(χ) = f(χ)η. Then we have, by
(13.5),
Si(T (m) ∗ Φ) = η(m)m ∗ Si(Φ).
By the argument presented after64 (14.19) on page 195 the weighted
average of terms 〈SiT (m) ∗ Φ,m ∗ Ψ〉 will therefore tend to zero,
unless η = 1 which implies that (Ti, fi) = (T, f), i.e. Si is the
summand Sj.
But we now see that
Pn −→ 〈SjΦ,Ψ〉 (n→∞)
because 〈Sj(T (m) ∗ Φ),m ∗Ψ〉 = 〈SjΦ,Ψ〉 by (14.14).
Taking (i) and (ii) together: 〈SjΦ,Ψ〉 = 0 for all Φ,Ψ, which is impos-
sible unless Sj ≡ 0. 
The second part will require a further ingredient: So far, we have not
used the fact that the complement of all the neighborhoods of∞ is actually
compact modulo the center. Roughly speaking, we will show that if the
second part of the theorem were not the true then we would be able to
“push” any function Φ ∈ L2(X)Θ away from infinity, without changing
its L2 norm and keeping its L∞ norm under control, which will lead to a
contradiction. The argument is delicate, and we complete it in the remaining
part of this section.
14.5. Estimates. In this section we fix an open compact subgroup J of
G and develop an estimate for the norm on L2(X)J in terms of certain norms
for the “constant terms” ι∗Ω(Φ) (for all Ω ⊂ ∆X). The only input that we
use is the uniform bound of subunitary exponents for L2(X)J , Proposition
9.4.8, which allows us to apply some results of the “linear algebra” section
10.
We fix, for each Ω ⊂ ∆X , a J-good neighborhood N˜Ω of Ω-infinity which
is stable under A+X,Ω (when N˜Ω/J is identified with a subset of XΩ/J). Let
NΩ = N˜Ω r ∪Θ(ΩN˜Θ; then the sets NΩ partition X, and NΩ is represented
64Our situation is even simpler now, because there are no truncations involved. All
that is needed is the final statement of that argument involving Sn.
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by a finite number of J-orbits modulo the action of A+X,Ω. (Indeed, N˜Ω is
the intersection with X of an actual neighborhood N˜ ′Ω of∞Ω in a wonderful
compactification X˜ , and if we remove the corresponding neighborhoods for
Θ ( Ω then the remaining compact subset of N˜ ′Ω only intersects ∞Ω along
the orbit (or orbits) corresponding to Ω-infinity.)
We denote by τΩ the operator “truncation to NΩ” (which can be con-
sidered as an operator on both C(X)J and C(XΩ)
J). We feel are free to
identify functions on NΩ/J as functions on both X/J and XΩ/J , hence
expressions of the form ‖Φ− τΩι∗ΩΦ‖L2(X) will make sense for Φ ∈ L2(X).
14.5.1. Bounding the L2(X)-norm in terms of the asymptotics: the rank
one case. Let us first discuss a toy case, namely assume that X is a spherical
variety of rank one with Z(X) trivial. Fix an open compact J ⊂ G and a
J-good neighborhood NΘ of infinity (there is only one nontrivial direction
to infinity, which we will denote by Θ), and denote by τΘ the “truncation”
to this neighborhood. Then we claim:
14.5.2. Lemma. There is a finite set of elements vi ∈ L2(X)J and a
constant C such that, for Φ ∈ L2(X)J we have:
‖Φ− τΘι∗ΘΦ‖L2(X)J ≤ C
∑
i
‖Φ‖L1vi . (14.20)
Recall that the norms that appear in the final term have been defined
in §12.2.1.
Proof. Let Φπ denote the image of Φ ∈ C∞c (X) inHπ. Fix a Plancherel
measure and recall that by Φπ(x) we denote the pairing of Φπ with the
characteristic measure of xJ with respect to the corresponding Plancherel
form (see Remark 11.2.1).
On NΘ the difference Φ − ι∗ΘΦ can be expressed pointwise in terms of
their spectral decomposition :
(Φ− ι∗ΘΦ)(x) =
∫
Gˆ
(Φπ(x)− (ι∗ΘΦ)π(x))µ(π),
Note that, on the right hand side, we use the identification of J-orbits on
X and XΘ to make sense of Φ
π(x) and (ι∗ΘΦ)
π(x) simultaneously. We allow
ourselves to abbreviate (ι∗ΘΦ)
π to ι∗ΘΦ
π in what follows, to avoid a plethora
of bracketing.
Hence:
‖Φ− ι∗ΘΦ‖2L2(NΘ) =
∫
NΘ
∣∣∣∣∫
Gˆ
(Φπ(x)− ι∗ΘΦπ(x))µ(π)
∣∣∣∣2 dx.
By the asymptotics, Φπ|NΘ is equal to e∗ΘΦπ|NΘ , and the difference
e∗ΘΦπ(x)− ι∗ΘΦπ(x) can be expressed as a sum of (uniformly, as in Proposi-
tion 9.4.8) subunitary exponents – see Remark 11.4.1. Therefore, by Lemma
10.2.5, there is a L2 function (see below) Ω on NΘ and a finite set of points
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xi on NΘ such that for every π, x we have:
|Φπ(x)− ι∗ΘΦπ(x)| ≤ Ω(x)
∑
i
|Φπ(xi)|.
Note that the important feature of NΘ/J that is used here is that (con-
sidered as a subset of XΘ/J): it is A
+
X,Θ-stable and consists of a finite
number of A+X,Θ-orbits. One applies Lemma 10.2.5 by pulling back to each
copy of A+X,Θ, i.e. apply it to the function a · e∗ΘΦπ(x0) for fixed x0 ∈ NΘ.
Note again that the action of a includes a twist by the square root of the
AX,Θ-eigenmeasure. In particular, the function Ω(x) actually lies in L
2,
because its exponents in the A+X,Θ-direction are subunitary for this twisted
action of AX,Θ.
Therefore:∫
NΘ
∣∣∣∣∫
Gˆ
(Φπ(x)− ι∗ΘΦπ(x))µ(π)
∣∣∣∣2 dx ≤ ‖Ω‖2L2(NΘ)
(∫
Gˆ
∑
i
|Φπ(xi)|µ(π)
)2
and hence:
‖Φ − ι∗ΘΦ‖L2(NΘ) ≪
∑
i
∫
Gˆ
|Φπ(xi)|µ(π). (14.21)
If we set vi =the characteristic function of xiJ then the integrals appear-
ing on the right hand side are precisely the norms ‖Φ‖L1vi . We complement
this set of vi’s with the characteristic functions of the J-orbits on the com-
plement of NΘ (there are only finitely many such since we are in the rank
one case with Z(X) = 1), and then the statement of the lemma is true. 
Now we allow Z(X) to be non-trivial, but keeping the rank of X equal
to one. We need to modify the statement of the lemma according to the
morphism: Gˆ → Ẑ(G)0. To simplify notation, since Plancherel measure is
supported in the preimage of Ẑ(X) ⊂ Ẑ(G)0, we feel free to write maps:
Gˆ → Ẑ(X), while we should be replacing Gˆ by the preimage of Ẑ(X). As
we have been doing until now, we fix a Haar measure on Ẑ(X), which will be
used as the Plancherel measure in the definition of the relative norms that
appear in the following lemmas and Proposition 14.5.6; this is allowable
because clearly the Plancherel measure for X as a Z(X)-representation lies
in the measure class of the Haar measure on Ẑ(X). (These norms were
defined in §12.2.3 and they now depend on the choice of Plancherel measure
on Ẑ(X).)
14.5.3. Lemma. There is a finite set of elements vi ∈ L2(X)J such that
on L2(X)J we have:
‖Φ − τΘι∗ΘΦ‖L2(X)J ≪
∑
i
‖Φ‖Z(X),vi . (14.22)
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Proof. The proof is like before, except that now we will estimate the
norm of Φ − ι∗ΘΦ on NΘ by first integrating over the action of Z(X) and
then applying the above arguments:
‖Φ − ι∗ΘΦ‖2L2(NΘ) =
∫
Ẑ(X)
‖Φχ − ι∗ΘΦ‖2L2(Z(X)\NΘ,χ)dχ.
Just as in (14.21), there is a finite set of J-orbits on NΘ (independent
of χ) such that ‖Φχ − ι∗ΘΦ‖L2(Z(X)\NΘ,χ) is bounded by a constant
times: ∑
i
∫
Ĝχ
|Φπ(xi)|µχ(π),
where Ĝχ denotes the fiber of Ĝ over χ, and µχ is the corresponding Plancherel
measure on this fiber. Note that Lemma 10.2.5 can be applied uniformly in
χ, because it depends only on an upper bound for subunitary exponents (the
constant c in that Lemma) and such a bound indeed follows from Proposition
9.4.8.
Therefore:
‖Φ − ι∗ΘΦ‖2L2(NΘ) ≪
∫
Ẑ(X)
(∑
i
∫
Ĝχ
|Φπ(xi)|µχ(π)
)2
dχ
≪
∑
i
∫
Ẑ(X)
(∫
Gˆχ
|Φπ(xi)|µχ(π)
)2
dχ.
If we set vi=the characteristic function of xiJ then the sum on the right
hand side is: ∑
i
‖Φ‖2
Ẑ(X),vi
.
and we have thereby shown:
‖τΘΦ− τΘι∗ΘΦ‖L2(NΘ) ≪
∑
i
‖Φ‖
Ẑ(X),vi
(14.23)
Complementing this set of vi’s by the characteristic functions of a finite set
of J-orbits representing all J-orbits in (X rNΘ)/Z(X), we are done. 
14.5.4. Bounding the L2(X)-norm in terms of the asymptotics: the gen-
eral case. Let X be a spherical variety of arbitrary rank now, J ⊂ G an
open compact subgroup.
The analog of (14.23) requires slightly more involved combinatorics be-
cause of the possibility of exponents being unitary along a wall.
For (almost all) π ∈ Gˆ we have a decomposition of the asymptotics e∗ΘΦπ
in the Θ-direction, into (generalized) AX,Θ-eigencharacters, each of which
is either unitary or A+X,Θ-subunitary. To any such character χ we attach
the subset Ωχ ⊃ Θ corresponding to the largest “face” of A+X,Θ where the
restriction of χ is unitary; for example, if χ is unitary then Ωχ = Θ, while
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if χ is strictly subunitary then Ωχ = ∆X . (Notice that χ|Z(X) is necessarily
unitary.) Accordingly, we have a decomposition:
Φπ|NΘ =
∑
Ω⊃Θ
Φπ,Ω,
where Φπ,Ω contains the summands with generalized eigencharacter χ such
that Ωχ = Ω, and integrating over Gˆ:
Φ|NΘ =
∑
Ω⊃Θ
ΦΩ. (14.24)
Moreover, we have
(Φ − ι∗ΘΦ)NΘ =
∑
Ω)Θ
ΦΩ. (14.25)
Now let us extend these notions to all of X at once:
Note (recall the definitions at the start of §14.5) that N˜Θ =
⋃
Ω⊂ΘNΩ
and the quantity ΦΘ is defined on each NΩ. Thus we may regard Φ
Θ as
being defined on all of N˜Θ and will extend it by zero off N˜Θ. With this
convention, Φ =
∑
ΩΦ
Ω on X, and when we restrict to any NΘ only those
terms with Θ ⊂ Ω are nonvanishing.
14.5.5. Lemma. There are a finite number of elements vi ∈ L2(NΘ)J
and a decaying function Q on NΘ such that, for each Φ ∈ C∞c (X)J , we have
|Φ∆X (x)|2 ≤ Q(x)
∑
i
‖Φ‖2
Ẑ(X),vi
for x ∈ NΘ.
In particular, for a suitable constant C
‖Φ∆X‖L2(X) ≤ C
∑
i
‖Φ‖2
Ẑ(X),vi
(14.26)
for each such Φ.
Here the meaning of “decaying” for a function Q on NΘ is that the
associated function a · Q(x0) is decaying for a ∈ A+X,Θ and fixed x0 ∈ NΘ;
note that the action of a is twisted, as always, by the square root of the
eigenmeasure.
Proof. The second estimate (14.26) follows immediately from the first:
Compute first the norm on NΘ, and note that a decaying function is square-
integrable; then sum over Θ.
The first statement will be proved as in Lemma 14.5.2 and Lemma 14.5.3,
but we will replace Lemma 10.2.5 by a slight modification.
Let J ′ ⊂ AX,Θ be an open compact subgroup acting trivially on J-
invariant functions on XΘ. Let f be the function on A
+
X,Θ/J
′ whose value
at a is given by evaluating a · e∗ΘΦπ at any fixed x0 ∈ NΘ. Let S = AX,Θ/J ′,
S+ the positive cone corresponding to A+X,Θ. Thus, f is a finite function
on S whose degree is absolutely bounded above (see quoted statement from
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page 125). Let f< be the projection of f onto all exponents χ for S which
are strictly subunitary on S+ (see §10.1 for definition).
What is needed to adapt the previous statements is precisely:
Each point evaluation of f< is bounded by a finite sum
of point evaluations of f , and the constants appearing in
this bound can be taken to depend only on the degree n
of f as an S-finite function.
However, the projection can be effected by a countour integral, exactly
as in in the proof of Lemma 10.2.5. Let us go through that proof with c = 1;
as in that proof, we obtain a vector space F (P) and an evaluation map
ev : F (P) → CΛ, together with endomorphisms A1, . . . , At of F (P), such
that
f(t1, . . . , tk) =
(
At11 . . . A
tk
k ev(f)
)
(0).
Now choose δ > 0 so that any eigenvalue λi of any Ai that satisfies
|λi| < 1 actually satisfies |λi < 1 − 2δ. In our context, such a bound exists
because of Proposition 9.4.8, which shows there are only a finite possible
number of exponents which can appear for J-invariant functions. Now set
Pi =
∫
|z|=1−δ
dz
z−Ai
; it gives a projection onto all eigenvalues of Ai which
are less than 1 in absolute value. Then P1P2 . . . Pt furnishes the desired
projection to subunitary exponents, and just as in the proof of Lemma
10.2.5 its norm is absolutely bounded in terms of n. 
This implies a similar estimate for arbitrary Ω:
‖ΦΩ‖L2(X) ≪
∑
i
‖ι∗ΩΦ‖Ẑ(XΩ),vi . (14.27)
To see this, we just identify N˜Ω to a subset of XΩ and therefore identify Φ
Ω
to a function on XΩ. This function is precisely (ι
∗
ΩΦ)
Ω, restricted to N˜Ω.
Recall our notational convention about relative norms, defined before
Lemma 12.2.8. For every v ∈ L2(XΩ) we can consider the “relative” norm:
‖ • ‖Z(XΩ),v
on L2(XΩ). In what follows, we will use these norms for v=the characteristic
function of some J-orbit in NΩ′ , Ω
′ ⊂ Ω, hence identified with a function on
XΩ.
14.5.6. Proposition. Let Φ ∈ L2(X)Jr (the image of all L2(XΘ)Jdisc
with |Θ| = r). Then there is a constant C and a finite list of vectors vΩ,i ∈
L2(XΩ) such that
‖Φ‖ ≤ ‖
∑
|Ω|=r
τ˜Ωι
∗
ΩΦ‖L2(N˜Ω)J + C
∑
|Ω|>r
∑
i
‖ι∗ΩΦ‖Z(XΩ),vΩ,i (14.28)
where the meaning of τ˜Ω is “restriction to N˜Ω and consider N˜Ω as a subset
of X.” (Thus, τ˜Ωι
∗
ΩΦ is a function on X, and the Ω-sum is taken on X.)
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Proof. In particular, note that ΦΩ = 0 if |Ω| < r, because ι∗ΩΦ = 0.
By the triangle inequality
‖Φ‖L2(X) ≤ ‖
∑
Ω=r
ΦΩ‖L2(X) +
∑
Ω>r
‖ΦΩ‖L2(X).
and apply (14.27) to all terms with |Ω| > r. And (tracking through the
notation)
∑
|Ω|=r Φ
Ω is the same as
∑
τ˜Ωι
∗
ΩΦ.

14.6. Proof of the second part of Theorem 14.3.1. Again, for
notational simplicity, we denote A′X,Θ, A
′
X,Ω simply by AX,Θ, AX,Ω.
Fix a Θ ⊂ ∆X . We may partition Ẑ(XΘ) into an almost disjoint (i.e.
disjoint up to a set of measure zero) union of measurable subsets Yβ with
the following properties:
(A) If (Ti, fi) are the isogenies and affine maps of the decomposition
(14.1) for the map ι∗Θ ◦ ιΘ, then Yβ ∩ fi(Yβ) is of measure zero
unless Ti is the identity and fi is also the identity.
(B) Each Yβ is a subset of a single connected component of ÂX,Θ.
To carry this out, we proceed one connected component at a time. First
note that the set of χ ∈ ÂX,Θ in this component fixed by some fi is a closed
set of measure 0 – it is, in suitable coordinates, a union of translates of
sub-tori. Now choose a countable dense set {Pi} in the complement of the
fixed locus, and for each Pi let Bi be an open ball around Pi that is disjoint
from each fi(Bi). Now take for our partition B1, B2 − B1, B3 − (B1 ∪ B2)
and so on. In our application, where the isogenies arise from a Weyl group,
one can easily in fact give an explicit choice of Yβ using positive chambers.
Applying the corresponding idempotents 1Yβ gives rise to a direct sum
decomposition of H into AX,Θ ×G-stable subspaces for which the assump-
tions of Proposition 11.7.1 – and, indeed, the stronger assumptions of Re-
mark 11.7.2 – are satisfied. Namely, denote by H′ any one of the resulting
AX,Θ×G-stable summands of H, corresponding to the image of 1Yβ . Decom-
pose H′ = ∫πH′πdπ as G-representation. We need to verify that for almost
all π appearing in this decomposition, there is a unique AX,Θ-exponent on
H′π. After all, choose one such exponent χ, belonging to Yβ say; then Propo-
sition 13.2.1 shows that any other exponent must be of the form fi(χ) for
some (Ti, fi), but we know by virtue of assumption (A) above that fi(χ) /∈ Yβ
unless fi(χ) = χ. So χ is actually the unique AX,Θ-exponent of Hπ.
Hence ιΘ is an isometry onto the image when restricted to each of these
summands.
Replacing H by one of these summands, we may suppose that ιΘ is
an isometry on our given subspace H ⊂ L2(XΘ). For any a ∈ AX,Θ, and
v ∈ L2(XΘ)Jdisc – for some fixed open compact subgroup J – Proposition
14.5.6 applied to the function Φ = ιΘLanv yields:
‖v‖ = ‖Lanv‖ = ‖ιΘLanv‖
14. SCATTERING THEORY 203
≤
‖ ∑
|Ω|=r
τ˜Ωι
∗
ΩιΘLanv‖+ C ·
∑
|Ω|>r
∑
j
‖ι∗ΩιΘLanv‖Z(XΩ),vΩ,j
 ,
where C denotes the implicit constant of Proposition 14.5.6. The relative
norms that appear on the right hand side will depend, of course, on J .
Decomposing ι∗ΩιΘ, for |Ω| = r, according to (14.1), we see that:
lim
n→∞
‖τ˜ΩSiLanv‖ = 0
unless val(a) ∈ Tia+X,Ω.65 Here we denoted by val the natural “valuation”
map:
AX,Θ → X (AX,Θ)∗ ⊂ aX,Θ.
Hence we get:
‖v‖ ≤ lim inf
n→∞
‖ ∑
|Ω|=r,i:Tia
+
X,Ω∋val(a)
τ˜ΩSiLanv‖+ C ·
∑
|Ω|>r
∑
j
‖ι∗ΩιΘLanv‖Z(XΩ),vΩ,j
 .
(14.29)
We emphasize that the summations over i and j are finite, because the
sums in both Proposition 14.5.6 and (14.1) are finite.
Now assume a to be “generic” in the sense that val(a) ∈ Tia+X,Ω implies
val(a) ∈ Ti˚a+X,Ω. As in the proof of the first part of Theorem 14.3.1 (§14.4),
it is easy to see that the different summands τ˜ΩSiLanv become orthogonal
in the limit n→∞, i.e. for any given ǫ > 0 there is an N > 0 such that for
all n ≥ N and any distinct indices i, j we have:
| 〈τ˜ΩiSiLanv, τ˜ΩjSjLanv〉 | < ǫ.
Indeed, let (Ωi, Ti, fi) (with |Ωi| = r) be the triples corresponding to the
morphisms Si appearing in the first sum of (14.29). In what follows, we will
say that “almost all the mass of a function f is concentrated in a set M”
if the square of the L2-norm of f restricted to the complement of M is less
than a certain multiple of ǫ. (We omit the straightforward task of specifying
which multiple is needed.)
For two distinct indices i, j we have the following possibilities:
(1) Ωi 6= Ωj. In this case, let Ki ⊂ ∞Ωi , Kj ⊂ ∞Ωj be compact
subsets such that almost all the mass of Siv is concentrated in the
preimage of Ki under the quotient map XΩi →∞Ωi (and similarly
65Suppose – for simplicity, the modifications in general are not difficult – that the
image of a in AX,Θ/A
0
X,Θ coincides with Tb, where b ∈ A
T
X,Ω but b /∈ A
+
X,Ω. By (13.5) it
is enough to show that
‖τ˜∗ΩLbn
i
Sif‖ → 0
when b /∈ A+X,Ω; in coordinates this amounts to the following: Suppose that n = n1 +n2.
Then, for g ∈ L2(Zn) and b = (b1, . . . , bn) where some bi < 0 for 1 ≤ i ≤ n1, we have then
‖translate of g by m · b‖L2(Nn1×Zn2 )
m→∞
−→ 0.
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for Kj). Recall that ∞Ω denotes “Ω-infinity”, i.e. the union of
orbits in a toroidal compactification which correspond to Ω. There
are neighborhoods of Ki, Kj inX which are disjoint, and for n large
enough almost all the mass of SiLanv, SjLanv is concentrated in
the respective neighborhoods.
(2) Ωi = Ωj = Ω but Ti 6= Tj. By choosing a section of the quotient
map XΩ → ∞Ω, we can find a compact subset M of the image of
that section and a compact subset N of AX,Ω such that almost all
the mass of Siv and Sjv is concentrated on N ·M . Then, for n large
enough66 the sets T−1i a
nN and T−1j a
nN are disjoint; therefore,
almost all of the mass of SiLanv, SjLanv is concentrated on the
disjoint sets T−1i a
nN ·M , T−1j anN ·M , respectively.
(3) Ωi = Ωj = Ω and Ti = Tj but fi 6= fj. Then, by property (A), the
AX,Ω-Plancherel supports of SiLanv and SjLanv intersect at a set
of Plancherel measure zero, and hence these vectors are orthogonal
for every n.
We have thus established the “orthogonality in the limit”. Notice also
that, in the limit, all the mass of SiLanv is concentrated in N˜Ωi , so we
can get rid of the restriction operators τ˜Ω. Moreover, using the equivariance
property (13.5) (by replacing, if necessary, the element a by a suitable power
ak so that it is of the form Ti(a
′) in the notation of (13.5), for all i), and
the fact that the L2(XΩ)-norm is AX,Ω-invariant we can get rid of Lan .
Therefore, we get:
‖v‖ ≤
 ∑
|Ω|=r, i: Ti˚a
+
X,Ω∋val(a)
‖Siv‖2

1
2
+O
lim inf
n→∞
∑
|Ω|>r
∑
i
‖ι∗ΩιΘLanv‖Z(XΩ),vΩ,i
 .
(14.30)
To complete the proof, consider the G×AX,Θ-invariant Hermitian norm:
H(v) :=
∑
|Ω|=r, i: Ti˚a
+
X,Ω∋val(a)
‖Siv‖2.
It is AX,Θ×G-invariant, and also absolutely continuous with respect to ‖·‖L2 ,
since the Si are bounded morphisms. By spectral theory, if H(v) < ‖v‖ for
some nonzero v, we may find an AX,Θ×G-invariant space H′ ⊂ H and δ > 0
with the property that H(v) < (1− δ)‖v‖2 on H′.
66Here we are slightly abusing notation and treating the isogenies T−1i , T
−1
j as actual
morphisms. In reality, T−1i a
n is well-defined only for n in a finite-index subgroup of Z.
To be rigorous, enlarge the set N so that N ·M also contains most of the mass of SiLanv,
SjLanv for n in a set of representatives of the cosets of this subgroup.
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Thus on H′J the Hilbert norm ‖v‖ is bounded by a finite sum of relative
norms:
‖v‖ ≤ C ′ lim inf
n→∞
∑
|Ω|>r
∑
i
‖ι∗ΩιΘLanv‖Z(XΩ),vΩ,i , v ∈ H′J .
Decomposing ι∗ΩιΘ with respect to Proposition 13.3.1, and denoting the
summands by SΩ,j, we get:
‖v‖ ≤ C ′ lim inf
n→∞
∑
|Ω|>r
∑
i,j
‖SΩ,jLanv‖Z(XΩ),vΩ,i , v ∈ H′J .
By the equivariance property67 of SΩ,j, and Lemma 12.2.11 (which we can
apply because, by choice, we are in the “unique exponent” situation of Re-
mark 11.7.2) we get a contradiction to Lemma 12.2.10. 
15. Explicit Plancherel formula
In this section we assume that X is strongly factorizable, cf. §9.4.1, for
example: a symmetric variety.
Since the formalism of this section may appear quite involved, we begin
by a rough description of its thrust:
We wish to write a formula for the “smooth” and “unitary” asymptotics
maps: eΘ and ιΘ. As we have explained in §2.8, the varieties X and XΘ
look quite different, but there is a canonical identification of their varieties of
horocycles XhΘ. Our assertion is that the maps eΘ and ιΘ can be obtained
by a suitable “interpretation” of the diagram
functions on X → functions on XhΘ ← functions on XΘ.
where the arrows are obtained by Radon transform. (By “interpretation”,
we mean, roughly speaking, disintegrating the arrows spectrally and making
sense of convergence issues.)
If one carries out the analogs of our constructions in the case where X is
a real symmetric space, we arrive at the theory of “Eisenstein integrals” de-
veloped by van den Ban, Schlichtkrull, and Delorme [vdBS05a, vdBS05b,
Del98]. The relationship between X,XΘ,X
h
Θ helps to give a geometric in-
terpretation of this theory and, in particular, the correct normalization of
Eisenstein integrals.
A notational convention: We have tried (possibly foolishly) to avoid
choosing a measure on unipotent radicals in this section. To this end we
introduce the following notation: In various contexts we shall denote by V ′
a space that is non-canonically isomorphic to a space V ; but the isomorphism
depends on the choice of a measure on a certain unipotent group. To a first
67The SΩ,j are not quite equivariant with respect to a morphism AX,Ω → AX,Θ;
therefore, we are really applying variants of Lemmas 12.2.11 and 12.2.10 which apply to
the affine maps of character groups introduced in Section 13; we leave the details to the
reader.
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approximation when reading, then, the reader can simply ignore the primes
and replace each V ′ by V .
15.1. Goals. Recall that Radon transform was defined in 5.4.1 as a
canonical morphism:
C∞c (X)
RΘ−→ C∞(XhΘ, δΘ), (15.1)
where by C∞(XhΘ, δΘ) we denote sections of the dual line bundle to the line
bundle of Haar measures on the unipotent radical of the parabolic corre-
sponding to each point. Recall that C∞(XhΘ, δΘ) denotes smooth sections of
a line bundle over XhΘ where the stabilizer of each point on X
h
Θ (contained
in a parabolic of type PΘ) acts on the fiber via the modular character δΘ,
hence the notation. The action of G is twisted by the same character on
both C∞(X) and C∞(XhΘ, δΘ), in order to make this map equivariant. We
will denote by C∞(XhΘ, δΘ)X the Radon transform of the space C
∞
c (X).
Our starting point for the explicit identification of smooth asymptotics
is Proposition 5.4.6, which states that the adjoint asymptotics maps e∗Θ
commutes with Radon transform, i.e. the following diagram commutes:
C∞c (X)
e∗Θ

RΘ
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
C∞(XhΘ, δΘ)X
C∞R (XΘ)
RΘ
77♦♦♦♦♦♦♦♦♦♦♦♦
(15.2)
where we have used C∞R (XΘ) as an ad hoc notation for those elements of
C∞(XΘ) for which the transform defining RΘ is absolutely convergent.
This diagram suggests that by “inverting” the lower occurence of Radon
transform we can obtain an explicit formula for the smooth asymptotics;
we do this in §15.4.1, where we express eΘf , for every f ∈ C∞c (XΘ), as a
“shifted wave packet of normalized Eisenstein integrals”.
We then proceed to do the same for unitary asymptotics (the Bernstein
maps). In that case, we will “filter out” non-unitary exponents from the
inversion of Radon transform, and the expansion of ιΘf will be as a “wave
packet” over a set of unitary representations of LΘ. Similar as they may be,
the two goals are independent, and the main theorems in the smooth and
unitary case do not rely on each other. It should be possible, and would be
very interesting, to obtain the expression for ιΘ by shifting the contour in
the expression of eΘ, but this is not the direction that we pursue here. For
this reason, however, the appearance of Eisenstein integrals in the expression
for ιΘ is conditional on some weak “multiplicity one” assumption which we
are able to verify in many cases (including symmetric varieties).
15. EXPLICIT PLANCHEREL FORMULA 207
Recall from §11.2.1 that, fixing a Plancherel decomposition:
L2(X) =
∫
Gˆ
Hπµ(π)
we get a pointwise decomposition of (smooth) functions:
Φ(x) =
∫
Gˆ
Φπ(x)µ(π).
Of course, it is more intrinsic to think of Φπµ(π), which is a measure on Gˆ
valued in functions on X, instead of Φπ, because that doesn’t depend on the
choice of Plancherel measure.
Our main goal here is to obtain such a decomposition for ιΘf (where
f ∈ L2(XΘ)∞), but starting from a Plancherel decomposition for L2(XΘ):
Fix a Plancherel measure ν for L2(XLΘ); as usual, X
L
Θ denotes the Levi
variety. We will recall the necessary facts about Levi varieties in a moment,
including a normalization of their measures such that:
L2(XΘ)disc = IΘ−(L
2(XLΘ)disc)
(unitary induction). We have a Plancherel decomposition:
L2(XLΘ) =
∫
Iσν(σ).
By induction:
L2(XΘ) =
∫
L̂Θ
Hσν(σ). (15.3)
where Hσ = IΘ−Iσ is the parabolic induction of Iσ to G.
Our goal is to obtain a formula:
ιΘf(x) =
∫
L̂Θ
(ισΘf)(x)ν(σ), (15.4)
for some explicit ισΘ : H∞σ → C∞(X).The abstract existence of such a for-
mula is a tautology: setting 1˜xJ := Vol(xJ)
−11xJ , one sees formally that
ιΘf(x) =
〈
f, ι∗Θ1˜xJ
〉
=
∫
L̂Θ
〈
f, ι∗Θ1˜xJ
〉
σ
ν(σ), and hence:
ισΘ(f)(x) :=
〈
f, ι∗Θ1˜xJ
〉
σ
, (15.5)
which clearly factors through Hσ. As the above formula shows, ισΘ is adjoint
to the map:
ι∗Θ,σ : C
∞
c (X)→Hσ (15.6)
decomposing ι∗Θ.
We are able to identify some invariant of the morphisms ι∗Θ,σ, the so-
called Mackey restriction (see Theorem 15.6.3), and under an additional
assumption which is known to be true for symmetric varieties through the
work of Blanc-Delorme [BD08] this is enough to identify them, again, with
normalized Eisenstein integrals.
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Finally, the expression (15.4) can be reinterpreted as a precise and ex-
plicit Plancherel formula for ιΘL
2(XΘ), to the extent that the full Scattering
Theorem 7.3.1 is known; see Theorem 15.6.2.
15.2. Various spaces of coinvariants. In this section we shall, roughly
speaking, decompose the Radon transform C∞c (XΘ) → C∞(XhΘ, δΘ) over
representations of LΘ. More precisely:
15.2.1. Goal. Given irreducible unitarizable representation σ of LΘ we
shall define two spaces and a morphism between them:
RTΘ : C
∞
c (XΘ)σ −→ C∞(XhΘ, δΘ)X,σ (15.7)
The spaces C∞c (XΘ)σ and C
∞(XhΘ, δΘ)X,σ are certain IΘ−(σ)-isotypical
quotients of C∞c (XΘ) and C
∞(XhΘ, δΘ)X . (Recall that C
∞(XhΘ, δΘ)X is the
image of C∞c (X) under Radon transform.)
The definition of these spaces makes sense only for ν-almost every σ. At
several points we will abuse notation by omitting the phrase “for ν-almost
every σ.”
As for the morphism between these spaces, it is a version of the Radon
transform but is also related to the standard intertwining operator:
TΘ : IΘ(σ
−)→
∫
UΘ
f(u•)du ∈ IΘ(σ)′. (15.8)
In fact, there will be a commutative diagram
C∞c (XΘ)
RΘ−−−−→ C∞(XhΘ, δΘ)Xy y
C∞c (XΘ)σ
RTΘ−−−−→ C∞(XhΘ, δΘ)X,σ
∼
y ∼y(
HomLΘ(C
∞
c (X
L
Θ), σ)
)∗ ⊗ IΘ−(σ) id⊗TΘ−−−−→ (HomLΘ(C∞c (XLΘ), σ))∗ ⊗ IΘ(σ)′
(15.9)
The space IΘ(σ)
′ is isomorphic to IΘ(σ) once one fixes a measure on
UΘ, and is defined in 15.2.3. In any case, we will denote the morphism as
RTΘ because it can be thought of either as Radon transform or standard
intertwining operator.
15.2.2. Parabolics and Levi subgroups. In this section we will not fix
parabolics in the classes of PΘ, P
−
Θ, except when needed. Hence, we will
be thinking of LΘ as a “universal Levi group of type Θ”, that is, not a
subgroup of G, but rather the reductive quotient of any parabolic in the
class of PΘ, which is a canonical abstract group up to inner automorphisms.
We can also define it as the reductive quotient of any parabolic in the class
of P−Θ, and the two definitions give canonically isomorphic groups, up to
inner conjugacy, by identifying the reductive quotients with the intersection
PΘ ∩ P−Θ. A “representation of LΘ” will actually be only an isomorphism
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class of representations, but when we fix parabolics PΘ and P
−
Θ then we will
implicitly be fixing (compatible) identifications of their reductive quotients
with LΘ, and a realization for the representations of LΘ under consideration.
Similarly, we do not fix a “Levi variety”XLΘ as a subvariety ofXΘ, except
when explicitly saying so. A choice of parabolic in the class of P−Θ uniquely
identifies such a Levi subvariety of XΘ (consisting of all points whose stabi-
lizers contain the unipotent radical of that parabolic), but in general we are
only interested in the isomorphism class of XLΘ as a homogeneous LΘ-space.
We let LabΘ,X be the torus quotient of LΘ whose character group consists
of all characters of LΘ which are trivial on the stabilizers of points on X
L
Θ.
By our assumption that X is strongly factorizable, the rank of LabΘ,X is equal
to the rank of AX,Θ.
15.2.3. Twisting class. The class of representations of LΘ obtained by
twisting an irreducible unitary representation σ by all unramified characters
of LabΘ,X will be called, for short, a twisting class. We will say “for almost
every σ” in a twisting class for statements that hold in an Zariski open
and dense set of elements of a twisting class; notice the canonical algebraic
structure, coming from the torus structure of the set of unramified characters
of LabΘ,X .
15.2.4. Twists and half-twists; normalized and unnormalized induction;
intertwiners. We use the symbol Iun to denote unnormalized induction. It
will be useful to talk about unnormalized induction at first, because some
of the algebraic structures are made clearer.
Recall the definition of the space C∞(XhΘ, δΘ) from §5.4.1. First δΘ de-
notes the modular character of PΘ, which is inverse to the modular character
of P−Θ ; for example, the usual induction IΘ(σ) is I
un
Θ (σδ
1
2
Θ).
Secondly, C∞(PΘ\G, δΘ) denotes smooth sections of the complex line
bundle over PΘ\G whose fiber at a point is dual to the space of Haar mea-
sures on the unipotent radical of the corresponding parabolic. The space of
sections of this line bundle is non-canonically isomorphic to the representa-
tion parabolically induced(unnormalized) from δΘ. Similarly, C
∞(XhΘ, δΘ)
denotes sections of the pull-back line bundle on XhΘ, and C
∞(XLΘ, δΘ) sec-
tions of the restriction of this line bundle to XLΘ ⊂ XhΘ (see, however, the
discussion below on normalization of the action of LΘ).
With these notations, for instance, the intertwining operator is canoni-
cally:
IunΘ−(σ) −→ IunΘ (σ, δΘ)
where the right hand side is defined as follows: Tensor the G-linear vector
bundle over PΘ\G corresponding to the induced representation IunΘ (σ) by
the line bundle δΘ. Smooth sections of this line bundle can be denoted by
IΘ(σ, δΘ). For the normalized induction the corresponding morphism is:
IΘ−(σ) −→ IunΘ (σδ
− 1
2
Θ , δΘ) (15.10)
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and we abridge the right-hand side to IΘ(σ)
′; it is isomorphic to IΘ(σ),
but it is sometimes clearer not to make this explicit. Similarly the Radon
transform is canonically:
C∞c (X) −→ C∞(XhΘ, δΘ).
We twist the action of LΘ on functions onX
L
Θ (or sections in C
∞(XLΘ, δΘ))
in such a way that L2(XΘ) is the normalized induction of L
2(XLΘ) (or, for
that matter, C∞c (XΘ) is the normalized induction of C
∞
c (X
L
Θ)). The explicit
formula was given in (5.16).
We caution the reader that this may not be the most natural-
looking action; for instance, if X has a G-invariant measure and we con-
sider the Levi variety XL∅ ≃ AX , the usual action of A on C∞(AX) is twisted
by the square root of the modular character of P (X).
Recall that the normalized Jacquet module (which we have been using,
by convention, throughout this paper) twists the action of LΘ by δ
−1/2
Θ .
Therefore, with the definitions above we get a natural inclusion:
C∞c (X
L
Θ, δΘ)⊗ δ−1Θ →֒ C∞c (X)Θ. (15.11)
We explicate the map from C∞c (X
L
Θ, δΘ) to C
∞
c (X)Θ, and then the factor δ
−1
Θ
comes by checking how LΘ acts on both sides: An element ν ∈ C∞c (XLΘ, δΘ)
assigns to each point of XLΘ an element νx in the dual of the space of Haar
measures on UΘ. We send ν to any function in C
∞
c (X˚PΘ) whose integral
over xUΘ against the Haar measure du coincides with 〈νx, du〉.
We abridge the left-hand side to C∞c (X
L
Θ)
′:
C∞c (X
L
Θ)
′ := C∞c (X
L
Θ, δΘ)⊗ δ−1Θ . (15.12)
A choice of a measure on UΘ identifies C
∞
c (X
L
Θ)
′ with C∞c (X
L
Θ).
15.2.5. The definition of C∞c (XΘ)σ. Let σ be an irreducible representa-
tion of LΘ. Any choice of parabolic in the class of P
−
Θ , and hence of a Levi
subvariety XLΘ of XΘ, gives rise to a map:
HomLΘ(C
∞
c (X
L
Θ), σ) →֒ HomG(C∞c (XΘ), IΘ−(σ)),
obtained by viewing IΘ− as a functor, and C
∞
c (XΘ) as IΘ−(C
∞
c (X
L
Θ)). Note
that it is important for the validity of this statement that we twisted the
action on C∞(XLΘ).
This embedding gives a corresponding quotient of the IΘ−(σ)-coinvariants:
68
C∞c (XΘ)IΘ−(σ) = (HomG(C
∞
c (XΘ), IΘ−(σ)))
∗ ⊗ IΘ−(σ)
։
(
HomLΘ(C
∞
c (X
L
Θ), σ)
)∗ ⊗ IΘ−(σ)
and the last quotient is what we call the σ-coinvariants C∞c (XΘ)σ .
There should be no confusion with “π”-coinvariants, when π is a repre-
sentation of G, since the fact that σ is a representation of the Levi suggests
68Note that we will prove that the representations IΘ−(σ) are irreducible for almost
every σ in the family, cf Corollary 15.3.5.
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that we are using the structure of C∞c (XΘ) as an induced representation.
As a quotient of C∞c (XΘ), the space C
∞
c (XΘ)σ does not depend on any of
the choices made, though the isomorphism:
C∞c (XΘ)σ ≃
(
HomLΘ(C
∞
c (X
L
Θ), σ)
)∗ ⊗ IΘ−(σ) (15.13)
does.
We denote the dual of C∞c (XΘ)σ in C
∞(XΘ) by C
∞(XΘ)
σ˜ , and note
that it is isomorphic to (writing τ = σ˜):
C∞(XΘ)
τ ≃ HomLΘ(τ, C∞(XLΘ))⊗ IΘ−(τ). (15.14)
15.2.6. The definition of C∞(XhΘ, δΘ)X,σ. Let us recall that C
∞(XhΘ, δΘ)X
is the image of Radon transform of C∞c (X). The space C
∞(XhΘ, δΘ)X,σ will
be a certain IΘ(σ)-isotypical quotient of that space, defined for almost all σ
in each twisting class. As before, the term σ-coinvariants will be used for
that quotient.
Choosing a parabolic PΘ gives rise in a similar way as above to a subva-
riety of XhΘ which is canonically isomorphic to X
L
Θ. Our normalization of the
action of LΘ (5.16) implies that the restriction maps give a PΘ-equivariant
surjection:
C∞c (X
h
Θ, δΘ)→ C∞c (XLΘ)′.
(Recall that C∞c (X
L
Θ)
′ was defined in (15.12).) Composing with maps into
σ we get a canonical embedding:
HomLΘ(C
∞
c (X
L
Θ), σ) →֒ HomG(C∞c (XhΘ, δΘ), IΘ(σ)′). (15.15)
We leave it to the reader to check the canonicity of this embedding, just
recalling here that both C∞c (X
h
Θ, δΘ) and IΘ(σ)
′ were defined by pulling
back a certain line bundle over PΘ\G.
The morphisms C∞c (X
h
Θ, δΘ)→ IΘ(σ)′ that arise in the image of (15.15)
may not extend to C∞(XhΘ, δΘ)X . However, it will follow from Proposition
15.3.6 that they extend for almost every σ; we state it in a vague form,
which will be clarified by Definition 15.3 and Proposition 15.3.6:
15.2.7. Proposition (Proved as Proposition 15.3.6.). The map (15.15)
extends naturally, for almost every σ in every twisting class (cf. §15.2.3), to
a map:
HomLΘ(C
∞
c (X
L
Θ), σ) →֒ HomG(C∞(XhΘ, δΘ)X , IΘ(σ)′) (15.16)
We can finally define the desired quotient C∞(XhΘ, δΘ)X,σ as the image
of C∞(XhΘ, δΘ)X under the mapping
C∞(XhΘ, δΘ)X →
(
HomLΘ(C
∞
c (X
L
Θ), σ)
)∗ ⊗ IΘ(σ)′. (15.17)
obtained by dualizing (15.16). Note that this quotient is IΘ(σ)-isotypical.
Finally, the combination of (15.13), (15.17) shows that we have a canon-
ical morphism:
RTΘ : C
∞
c (XΘ)→ C∞c (XhΘ, δΘ)X,σ (15.18)
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induced by the standard intertwining operators (15.8). Indeed, it is im-
mediate to check that this morphism does not depend on the choices of
parabolic. These morphisms are defined for almost every σ, and will be seen
to be invertible for almost every σ by Corollary 15.3.5.
Thus, by definition, the bottom square of (15.9) commutes. Let us
explain also the commutativity of the top square. Because the vertical maps
for the bottom square are isomorphisms, it is enough to check that the “big
square” commutes, that is to say,
C∞c (XΘ)
RΘ−−−−→ C∞(XhΘ, δΘ)Xy y(
HomLΘ(C
∞
c (X
L
Θ), σ)
)∗ ⊗ IΘ−(σ) id⊗TΘ−−−−→ (HomLΘ(C∞c (XLΘ), σ))∗ ⊗ IΘ(σ)′
(15.19)
Ignoring issues of convergence, directions around this square are given by
taking a function on XΘ, integrating along UΘ-orbits on the open orbit,
and projecting to σ-coinvariants. In the next section we will see that these
integrals are absolutely convergent in a Zariski-open subset of each twisting
class (§15.2.3 for definition of a twisting class, Proposition 15.3.6 and Corol-
lary 15.3.5 for the convergence). Hence, in this Zariski open set the diagram
commutes, and this extends to all σ for which both composites are defined.
15.3. Convergence issues and affine embeddings. Fix a Θ ⊂ ∆X .
We consider a G-stable class F of smooth functions f on X or XΘ with the
following properties (stated here with respect to X):
(1) There is an affine embedding X of X such that the support of
all f ∈ F has compact closure in X¯ . In a slight variation of the
language of [BK15], having implicitly fixed the affine embedding
X, we will say that such functions have bounded support.
(2) For a given compact open J ⊂ G, the elements of FJ are uniformly
of moderate growth; i.e.: There is a completion X˜ of X, a finite
open cover (in the Hausdorff topology) X˜ =
⋃
i Ui, and, for each i,
a rational function Fi which is regular on Ui ∩X, such that each
f ∈ FJ satisfies:
|f | ≤ Cf |Fi|
on Ui, where Cf is a constant that depends on f .
Note, in particular, that condition (1) guarantees that the Radon trans-
form Rf is defined for f ∈ F , since the orbits of a unipotent group on an
affine variety are Zariski closed.
For a complex character ω of the k-points of an algebraic groupM we can
write its absolute value in terms of absolute values of algebraic characters
of M:
|ω| =
∏
i
|χi|si
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where each χi :M→ Gm is algebraic; then we define the real part of ω:
ℜω :=
∑
i
ℜsiχi ∈ m∗ := X (M)⊗ R (15.20)
which is independent of choices.
Recall that LabΘ,X be the torus quotient of LΘ whose character group
consists of all characters of LΘ which are trivial on the stabilizers of points
on XLΘ. Let us choose a parabolic PΘ, giving rise to the quotient map:
X˚PΘ/UΘ ≃ XLΘ. (15.21)
Also, choose a base point on XLΘ in order to identify characters of L
ab
Θ,X with
functions on XLΘ; our statements will not depend on any of these choices.
15.3.1. Lemma. Consider an algebraic character χ ∈ X (LabΘ,X) as a func-
tion on X˚ ·PΘ via the quotient map (15.21). Let X be an affine embedding
of X. Then for χ in an open subcone69 of X (LabΘ,X) this function extends to
a regular function on X which vanishes on Xr X˚ ·PΘ.
Proof. Consider the quotient map of LΘ-spaces:
X→ X UΘ = spec k[X]UΘ .
We claim that XLΘ embeds as the open LΘ-orbit in X  UΘ, and its
preimage is precisely X˚ ·PΘ.
If k[X] = ⊕λ∈X (X)+Vλ denotes the decomposition of k[X] into a (multiplicity-
free) sum of irreducible subrepresentations, where X (X)+ is a saturated (by
normality), generating (by quasi-affineness) submonoid of X (X), depending
on X, then highest weight theory implies that k[X]UΘ has the following
multiplicity-free decomposition into irreducible LΘ-representations:
k[X]UΘ = ⊕λ∈X (X)+V UΘλ . (15.22)
In particular, it is finitely generated: indeed, it is generated by the sum of
V UΘλ ’s for a set of λ’s generating X (X)+.70
On the other hand, we have a decomposition:
k[XLΘ] = ⊕λ∈X (XLΘ)+V
′
λ,
where V ′λ now denotes the highest weight module of weight λ for LΘ, and
X (X)+ ⊂ X (XLΘ)+ ⊂ X (X). By choosing a finite set of generators of
X (XLΘ)+ and a suitable – finite – set of G-translates of the corresponding
highest weight vectors, we obtain a finite set of elements in the fraction
field of k[X]UΘ generating k[XLΘ]; hence, the morphism: X
L
Θ → X/UΘ
69i.e., in a generating, saturated submonoid of X (LabΘ,X) – the intersection of X (L
ab
Θ,X)
with an open subcone of X (LabΘ,X)⊗ R
70To see that, note that if Λ is such a set of λs, and χ =
∑
λ∈Λ nλλ, then, for vλ a
highest weight vector in Vλ, the product
∏
λ v
nλ
λ is a B-invariant vector of weight χ; that
shows that V UΘχ is contained is contained in the image of a suitable tensor product of
V UΘλ s by a multiplication map.
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is birational and dominant, and since XLΘ is homogeneous it is an open
embedding.
On the other hand, let us verify that the preimage of the open LΘ-orbit
(call it O) in XUΘ is precisely X˚ ·PΘ. Were this not so, there is another
PΘ-orbit on X whose image is equal to O; in particular, there is some B-
orbit Z ⊂ X, disjoint from X˚, whose image contains the open B ∩ LΘ orbit
on XUΘ. Then the map Z→ XUΘ is dominant; that would imply that
no non-zero element of k[XUΘ]
(B) = k[X](B) vanishes on Z. This cannot
be the case: the complement of the open B-orbit in X is a closed, B-stable
subvariety; consider the B-stable ideal of regular functions vanishing on it
– it must contain non-trivial B-semiinvariants.
Now, it suffices to prove that for any affine embeddingY of a factorizable
spherical LΘ-variety X
L
Θ the cone of characters of L
ab
Θ,X which vanish in the
complement of the open orbit is non-trivial and, actually, of full rank. This
is the case, of course, for affine toric varieties, and we will reduce to this
case using the quotient map:
Y → Y  [LΘ,LΘ].
All we need to prove is that the preimage of the open LΘ-orbit on Y 
[LΘ,LΘ] is not larger than X
L
Θ. Recall that, when a reductive group acts on
an affine variety, any two closed sets are separated by an invariant function
(see [MFK94]). It suffices, then, to show that all [LΘ,LΘ]-orbits on X
L
Θ are
closed inY. We claim that these are spherical [LΘ,LΘ]-varieties with a finite
number of automorphisms – then by [Kno94a, Corollary 7.9] they have no
non-trivial affine embeddings, hence have to be closed inY. Finally, to show
that the [LΘ,LΘ]-orbits on X
L
Θ are spherical without continuous group of
automorphisms, we use the hypothesis that X is strongly factorizable –
hence XLΘ is factorizable under the LΘ-action. Recall that the connected
LΘ-automorphism group of X
L
Θ is induced by the action of Z(LΘ); hence,
factorizability means that H∩[LΘ,LΘ] is spherical in [LΘ,LΘ] and coincides
with the connected component of its normalizer there. 
15.3.2. Remark. A knowledge of the combinatorial data describing X
allows to read off the precise cone of characters which vanish on the com-
plement of X˚PΘ. Indeed, the above proof shows that these are precisely
the characters which vanish in the complement of the open orbit of the toric
LabΘ,X-variety:
X  [LΘ,LΘ]UΘ = speck[X]
[LΘ,LΘ]UΘ = spec k[X (X)+ ∩ X (LΘ)].
Hence, the monoid of characters which extend to the complement is the set
of those elements of X (X)+ which are characters of LΘ, and the characters
that vanish on the complement are those in the “interior” of the monoid.
Let us see what this lemma implies. Again, if we fix opposite parabolics
PΘ,P
−
Θ, we can regard X
L
Θ as a subvariety of both XΘ and X
h
Θ. Fix a point
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x0 ∈ XLΘ in order to define a quotient map:
XLΘ → LabΘ,X , (15.23)
and use it to consider characters of LabΘ,X as functions on X
L
Θ. If M :
C∞c (X
L
Θ) → σ is a morphism of LΘ-representations and ω is a character
of LabΘ,X , we get a morphism:
ω−1M : ω−1 ⊗ C∞c (XLΘ)→ ω−1σ
simply by twisting by ω. Explicitly, if f ∈ ω−1 ⊗ C∞c (XLΘ) we have:
ω−1M(f) =M(ωf) ∈ ω−1σ,
where the underlying vector spaces of C∞c (X
L
Θ) and ω
−1⊗C∞c (XLΘ), as well
as those of σ and ω−1σ := ω−1 ⊗ σ have been identified.
The statement of the following corollary will make use of the concept of
“extension of a morphism by a convergent series”, by which we mean the
following: Let Y ⊂ Y be smooth varieties with an action of a group L, with
Y open, and letM : C∞c (Y )→ σ be a morphism to a smooth representation
σ. We say that it “extends by a convergent series” to C∞c (Y ) if for every
Φ ∈ C∞c (Y ) and v ∈ σ˜ (the smooth dual of σ) the inner product
〈
Φ, M˜(v)
〉
(where M˜ is the adjoint of M) converges absolutely, defining a morphism:
C∞c (Y )→ ˜˜σ. (In the corollary, σ is admissible so ˜˜σ = σ.) Here we think of
M˜(v) as a smooth measure on Y , hence one could equivalently write Φ as
a convergent sum
∑
iΦi with Φi ∈ C∞c (Y ) and require that
∑
i
〈
Φi, M˜ (v)
〉
converges, hence the language.
15.3.3. Corollary. Let F be a class of functions as on p. 212. Let M :
C∞c (X
L
Θ)→ σ be a morphism to an admissible LΘ-representation. Then:
(1) If F consists of functions on XΘ, for ℜ(ω) in a translate of an
open cone as in the previous lemma, the morphism ω−1M can be
extended by a convergent series to functions of the form: f |XLΘ ,
f ∈ F .
(2) If F consists of either functions on X or on XΘ, the analogous
statement holds for the Radon transform RΘ of F : the morphism
ω−1M ⊗ δΘ : ω−1⊗C∞c (XLΘ, δΘ)→ σ′ can be extended by a conver-
gent series to functions of the form: RΘf |XLΘ .
(3) In the case of XΘ, if M : C
∞
c (X
L
Θ) → σ is a morphism to an
irreducible unitary representation of LΘ and TΘ : IΘ−(ω
−1σ) →
IΘ(ω
−1σ)′ is the standard intertwining operator, then TΘ is defined
by a convergent integral and the following diagram commutes:
F RΘ−−−−→ C∞(XhΘ, δΘ)
IΘ−(ω
−1M)
y yIΘ(ω−1M)
IΘ−(ω
−1σ)
TΘ−−−−→ IΘ(ω−1σ)′
(15.24)
216
Here ω−1M denotes the twist of M defined above, and IΘ(ω
−1M),
IΘ−(ω
−1M) are the maps obtained by functoriality of induction.
(The right vertical arrow is defined on the image of F by the pre-
vious statement, not on the whole space C∞(XhΘ, δΘ).)
In the arguments that follow, we will implicitly use the following easy
fact: If Y is a homogeneous variety for a group H, and the set Y of its
k-points is equipped with an H-eigenmeasure dy, if Y is an embedding of Y
and if P is a regular function on Y which vanishes on Y rY, then for any
moderate-growth function f on Y whose support has compact closure in Y¯ ,
the function |Pn|f is in L1(Y, dy) for sufficiently large n. The reason is that
the eigenmeasure itself is of moderate growth, i.e. in a neighborhood of a
point of Y¯ , choosing local coordinates for the etale topology, the measure
can be written as h(x)dx, where dx is the usual Lebesgue measure in these
coordinates and h is a function of moderate growth. Replacing Y by a
blowup Y˜, so that f and h are bounded, locally in a (compact, without loss
of generality) neighborhood Ui around any point y ∈ Y˜ r Y by a rational
function Fi defined on Ui ∩ Y as in the definition of “moderate growth”
(§15.3), we get that the integral of |Pn|f on Ui is bounded by:∫
|PnFi|(x)dx, (15.25)
and for large enough n the function PnFi has no poles (and hence is bounded)
on Ui.
Proof of the corollary. The first two statements follow from the
fact that the support of the functions f ∈ F is contained in a compact
subset of an affine embedding of X or XΘ, and that they are uniformly of
moderate growth. (Indeed, their asymptotics in every direction are governed
by exponents, by the theory of asymptotics that we have developed and the
fact that the Jacquet functor preserves admissibility.)
More precisely, let χ be an algebraic character of LabΘ,X as in Lemma
15.3.1, considered as a function on X˚PΘ or X˚ΘPΘ by fixing a base point
and extending by zero to X. The given morphism M : C∞c (X
L
Θ) → σ has
an adjoint M˜ : σ˜ → C∞(XLΘ) and, because σ is admissible, the functions in
its image are also of uniformly moderate growth on XLΘ. Notice that X
L
Θ is
closed in X˚ · PΘ. Let f1 be in the image of M˜ , and let f2 ∈ F .
For the first claim, applying the remark before the proof to Y = XLΘ
and Y =its closure in the given (from the properties of F) affine embedding
XΘ of XΘ, we get that the product:
|χn|f1f2
is an integrable function on XLΘ for n≫ 0. This proves the first claim.
Similarly, for the second claim, if f2 ∈ F , v1 ∈ σ˜ and ω = |χ|n, the
pairing: 〈
ω−1M ⊗ δΘ ◦RΘ(f2), v1
〉
(15.26)
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can be written as the integral over XLΘ ⊂ XhΘ of RΘ|χ|nf1 against an element
f1 ∈ C∞(XLΘ, δ−1Θ ) of moderate growth or, equivalently (using the definition
of Radon transform), as the integral of f2 over X˚PΘ (or X˚ΘPΘ) of f2 against
a function of moderate growth on X˚PΘ (or X˚ΘPΘ). The same argument
now shows that this is convergent for n≫ 0.
For the third statement, let us first verify that TΘ is absolutely conver-
gent. This is the case for ℜ(ω) in a translate of the dominant cone inside of
X (LΘ) ⊗ R. We need to show that X (LabΘ,X) intersects the interior of that
cone nontrivially.
The interior of the dominant cone of χ ∈ X (LΘ) consists of R+-multiples
of precisely those algebraic characters χ for which the function
fχ : u
−lu ∈ U−Θ × LΘ ×UΘ 7→ χ(l)
extends to a regular function on G that vanishes on the complement of the
“open cell” U−ΘLΘUΘ. (Without the vanishing condition, we do not get
strictly dominant.)
But elements of X (LΘ,X) which belong to T have that property: We
have seen that (considering ω can be regarded as a function on the open
PΘ orbit on XΘ) that ω extends to a regular function on XΘ. Now if we
consider the orbit map:
G ∋ g 7→ x · g ∈ XΘ →≃ XLΘ ×P−Θ G,
where x ∈ XΘ is a point mapping to the chosen point x0 of XLΘ, the function
ω on XΘ pulls back to the function fω on G. So fω extends to a function
on G, and so ω is dominant. But even better: because the preimage of
the open orbit in XΘ is the open cell U
−
ΘLΘUΘ, and so fω vanishes on the
complement of that open cell, and so ω is strictly dominant. This concludes
the proof that TΘ is absolutely convergent.
The rest of the third statement will be formal after we unwind its mean-
ing; it is simply the fact that the standard intertwining operator is given (in
the appropriate context) by a Radon transform.
Indeed, we have:
IΘ(ω
−1M) ◦RΘ(f)(1) = ω−1M
(
RΘf |XLΘ
)
=M
(
ω RΘf |XLΘ
)
=
=M
(
ω lim
n
RUnf |XLΘ
)
.
Here Un denotes a sequence of compact subgroups exhausting UΘ, and RUn
denotes the partial Radon transform: RUnf(x) =
∫
Un
f(x · u)du. For x in
any compact subset of XLΘ, this limit eventually stabilizes because unipotent
orbits in affine varieties are closed, and f has compact support in some affine
embedding.
Next, we can interchange M and the limit here. To check that, we must
give a bound on M(ω (RUn −RU∞f)) in absolute value that goes to zero
with n. But this follows by examining the reasoning by which we verified
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the convergence in the first place: As in (15.26) we must bound the integral
of (RUn −RU∞f) |XLΘ ·ω against a function of moderate growth on X
L
Θ, and
this bound should go to zero with n. As we noted above, the quantity
(RUn −RU∞f) |XLΘ ·ω vanishes on any fixed compact subset of X
L
Θ for large
enough n. Now, RUnf is bounded in absolute value by RU∞ |f |; and the rest
follows just as in (15.26), using again the discussion around (15.25).
Thus, interchanging M and the limit, we get
IΘ(ω
−1M) ◦RΘ(f)(1) = lim
n
M
(
ω RUnf |XLΘ
)
=
= lim
n
∫
Un
M
(
ω · (u · f)|XLΘ
)
du = lim
n
TUn ◦ IΘ−(ω−1M)(f) (1),
where TUn is the analogous partial version of TΘ. Since we verified that TΘ
is absolutely convergent, the last integral equals
TΘ ◦ IΘ−(ω−1M)(f)(1).

15.3.4. Remark. The reader will notice from the proofs of Lemma 15.3.1
and Corollary 15.3.3 that the subcone of X (LabΘ,X) ⊗ R of the corollary de-
pends only on the toric variety Y  [LΘ,LΘ]UΘ, where Y is the affine
G-variety containing the support of elements of the class F .
In particular, for the cases F = C∞c (X) and F = C∞c (XΘ), where Y
can be taken to be the affine closure of X, resp. XΘ, the same cone T will
work. Indeed, there is an affine embedding of XΘ whose coordinate ring
is, as a G-module, isomorphic to k[X] (§2.5), and then the corresponding
categorical quotients by [LΘ,LΘ]UΘ will coincide.
We will write ω ≫ 0 for a character ω as in the Corollary, when F =
C∞c (X) or C
∞
c (XΘ).
Definition. For ω ≫ 0, we define the extension of (15.15) to a map:
HomLΘ(C
∞
c (X
L
Θ), ω
−1σ) →֒ HomG(C∞(XhΘ, δΘ)X , IΘ(ω−1σ)′), (15.27)
by inducing from the extension of a morphism ω−1M to RΘf |XLΘ as guar-
anteed by Corollary 15.3.3.
It is this extension which enabled us to define the coinvariant space
C∞c (X
h
Θ, δΘ)X,ω−1σ for ω ≫ 0. The extension to almost every ω will follow
from Proposition 15.3.6.
15.3.5. Corollary. For σ in a dense, Zariski open subset of a twisting
class:
i. the induced representation IΘ−(σ) is irreducible;
ii. TΘ is an isomorphism;
Proof. It is enough to show that conditions (i) and (ii) are verified
at a single point, because the twisting class is an irreducible variety and
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if conditions (i) or (ii) hold at a point of such a variety, they hold at a
Zariski-open set.71
We have already seen that the natural map
X (LΘ,X)⊗ R→ X (LΘ)⊗ R
carries the cone T of Corollary 15.3.3 into the strongly dominant cone (see
p. 217). But it is well-known [Cas, Theorem 6.6.1] that, if one twists σ by
a sufficiently dominant character, the induced representation is irreducible
and the intertwining operator is an isomorphism.

15.3.6. Proposition. Let F = C∞c (X) or C∞c (XΘ), and let M be an
element of HomLΘ(C
∞
c (X
L
Θ), σ). The composition of:
F RΘ−−→ C∞(XhΘ, δΘ)
IΘ(ω
−1M)−−−−−−−→ IΘ(ω−1σ)′, (15.28)
(the second arrow being defined only on the image of the first), which con-
verges for ω ≫ 0 by Corollary 15.3.3, extends to a rational family of mor-
phisms for all ω.
For F = C∞c (X) this composition is just the unnormalized Eisenstein
integrals of the literature (or rather, their adjoints). We also note that, in
the case of X symmetric, this Proposition proven by Blanc and Delorme
[BD08] (see also discussion of their paper in §15.5.5).
Proof. We will refer to X in our notation, but the argument for XΘ is
verbatim the same.
Let us choose a measure on UΘ in order to identify IΘ(ω
−1σ)′ with
IΘ(ω
−1σ). For any v∗ ∈ σ˜ the composition of these arrows with “restriction
to the coset PΘ1” and “pairing with v
∗”:72
F → IΘ(ω−1σ)→ ω−1σ 〈•,v
∗〉−−−→ C
is given formally by an integral
f 7→
∫
X
f · Fωdx
(resp. such an integral on XΘ), and that the function Fω is the product of
a fixed, locally constant, UΘ-invariant function F on X˚PΘ (namely, M
∗v∗,
via the map X˚PΘ → XLΘ), and the character ω.
Consider the quotient: X→ XUΘ, which induces an affine embedding
of XLΘ. Let Y → X  UΘ be a proper surjective morphism, where Y
71Indeed, irreducibility amounts to asking that certain elements of a Hecke algebra,
with respect to an open compact J , generate the endomorphisms of J-fixed vectors; and if
an algebraic family of matrices has full rank at a point, it has full rank at a Zariski-open
set. Similarly for (ii): once the representation is irreducible, the map TΘ is an isomorphism
if and only if it is nonzero, which can be checked on a single J-fixed vector.
72Again, we are implicitly identifying the underlying vector spaces of all representa-
tions in the family ω−1σ (as ω varies), and hence v∗ lives in the dual of all of them.
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is a smooth toroidal embedding of XLΘ. Such an embedding and morphism
always exist; indeed, if C(XUΘ) is the cone of the affine embeddingXUΘ
of XLΘ (we point to [Kno91, page 8] for the definition of this cone), then
Y will be described by a fan whose support is C(X  UΘ) ∩ V (where V
denotes the cone of invariant valuations of XLΘ, cf. Section 2). By [Kno91]
we have a morphism Y → X/UΘ, which is proper by loc.cit. Theorem 4.2
and surjective by loc.cit. Lemma 3.2.
In particular, we know from the Local Structure Theorem 2.3.4 that the
complement of XLΘ in Y is a union of divisors intersecting transversely. Let
Z be the closure of the image of the map:
X˚PΘ → X×Y
(natural inclusion times projection to XLΘ). It comes with morphisms: Z→
X and Z→ Y, the former surjective and proper. (In fact, Z is contained in
X×X/UPΘY, and the latter has a proper map to X). Applying resolution of
singularities, we may replace Z by a nonsingular variety Z equipped with a
proper birational morphism Z→ Z. In particular the induced map Z→ X
is proper also.
We notice that a proper morphism of algebraic varieties over k induces a
proper map of the corresponding topological spaces of k-points, see [Con12,
Proposition 4.4]. That means that the pull-back of f is a locally constant,
compactly supported function on Z.
Hence it is enough to show that the integral of the pull-back of Fωdx
over a compact open neighborhood in Z is rational in ω. Here, we make
sense of the “pullback of dx” because dx is the measure obtained as the
absolute value of a volume form, which can be pulled back to Z. As for Fω,
we extend it first of all by zero off X˚PΘ and then pull back. Note that,
fixing ω0, we have, by definition,
Fω = Fω0 ·
∏
|fi|si(ω),
where the fi are rational functions on Z and the exponents si(ω) vary linearly
with ω. This is a matter of the definitions: the fi are obtained by pulling
back the coordinate functions on Gtm under the maps
X˚PΘ/UΘ → XLΘ → XLΘ/[LΘ,LΘ] = LabΘ,X ≃ Gtm.
For a normal k-variety V with a distinguished divisor D, we have de-
fined before Corollary 5.1.8 the notion of a function on V being “D-finite.”
By that Corollary 5.1.8, F is a D-finite function on Y , where D is the com-
plement of XLΘ, and therefore (see discussion prior to quoted Corollary) its
pull-back to Z is also so (with respect to the complement of X˚PΘ).
We may now apply the following consequence of Igusa theory ([Igu00],
see in particular Theorem 8.2.1 and the proof that follows; that reference
deals with a special case of a single fi, but for a discussion of the modification
necessary for many fi one can proceed in the fashion of [Den84, p. 5])
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Consider the integral
I(ω) :=
∫
V0
F · |Ω| ·
∏
i
|fi|si(ω),
where:
- V0 is an open compact subset of V :
- F is a D-finite function;
- Ω an algebraic volume form, with polar divisor in D;
- fi rational functions with polar divisor in D;
- The exponents si(ω) vary linearly in ω.
If I(ω) converges for a open set of the parameters in the
Hausdorff topology, then it is rational in ω.
This establishes the proposition. 
15.4. Normalized Eisenstein integrals and smooth asymptotics.
15.4.1. Definition of Eisenstein integrals. We now define our normalized
version of Eisenstein integrals. Recall that for σ an irreducible unitarizable
representation of LΘ, we have a diagram
C∞c (XΘ) C
∞(XhΘ, δΘ)X
R←−−−− C∞c (X)y y
C∞c (XΘ)σ
RT−1Θ←−−−− C∞(XhΘ, δΘ)X,σ
(15.29)
Since RT−1Θ and C
∞(XhΘ, δΘ)X,σ make sense only for generic σ in a twisting
class, we implicitly assume that we are referring to such σ.
Note that the Radon transform maps C∞c (XΘ) into C
∞(XhΘ, δΘ), but we
do not know, a priori, that the image is contained in C∞(XhΘ, δΘ)X . This is
why we omit an arrow at the upper left. (It can be shown that the image is
indeed in this space.)
We denote by
RΘ,σ : C
∞
c (X)→ C∞(XhΘ, δΘ)X,σ, E∗Θ,σ : C∞c (X)→ C∞c (XΘ)σ,
the morphisms obtained by following the arrows in the above diagram. We
refer to E∗Θ,σ as the adjoint normalized Eisenstein integral. (The adjoints
of unnormalized Eisenstein integrals, already encountered in (15.28), are
essentially the operators above without the last arrow representing RT−1Θ .)
The established language in the harmonic analysis of real symmetric spaces
would suggest calling it (normalized) Fourier transform, but we prefer to
reserve the term “Fourier transform” for additive groups. Now E∗Θ,σ is de-
fined a priori in a Zariski-dense subset of each twisting class; let us note that
this automatically means that it is defined in a full measure subset of the
unitary axis of the twisting class.
The normalized Eisenstein integral is the adjoint map:
EΘ,σ : C
∞(XΘ)
σ˜ → C∞(X), (15.30)
222
where C∞(XΘ)
σ˜ denotes the dual of C∞c (XΘ)σ, considered as a subspace of
C∞(XΘ).
Note that our notion of Eisenstein integral involves in a crucial way
the “intermediary” of XhΘ between X and XΘ. From our point of view,
this is closely related to the appearance of factors related to the action of
intertwining operators in the Plancherel formula.
The main theorem of this subsection is the following: The Plancherel
formula for XΘ gives rise, for every f ∈ L2(XΘ)∞, to a C∞(XΘ)-valued
measure fσν(σ) on L̂Θ, by the Plancherel formula:
〈f,Φ〉L2(XΘ) =
∫
L̂Θ
∫
XΘ
fσ(x)Φ(x)dxν(σ) (15.31)
(for all Φ ∈ C∞c (XΘ)).
For almost every σ, the function fσ belongs to C∞(XΘ)
σ . If f ∈
C∞c (XΘ), this measure has a natural “translation” to any translate of L̂Θ
(see the discussion following Lemma 15.4.5), and we have:
〈f,Φ〉L2(XΘ) =
∫
ω−1L̂Θ
∫
XΘ
fσ(x)Φ(x)dxν(ωσ) (15.32)
for every character ω of LabΘ,X .
15.4.2. Theorem. For any ω ≫ 0, if f ∈ C∞c (XΘ) admits the decom-
position (15.32) then:
eΘf(x) =
∫
ω−1L̂Θ
EΘ,σf
σ˜(x)ν(ωσ). (15.33)
Recall that in our notation EΘ,σ : C
∞(XΘ)
σ˜ → C∞(X); if σ ∈ ω−1L̂Θ
then σ˜ ∈ ωL̂Θ. We proceed with the proof of the theorem in several steps,
including the explanation of (15.32).
15.4.3. Moderate growth.
Proposition. The image of e∗Θ : C
∞
c (X) → C∞(XΘ) is a space F of
functions satisfying the assumptions of §15.3; namely, for any open compact
subgroup J the J-invariants are of uniformly moderate growth, and their
support has compact closure in an affine embedding of XΘ.
Proof. The statement on the support is Proposition 5.4.5. For the
moderate growth, we may partition XΘ into the union of subsets NΩ
belonging to J-good neighborhoods of Ω-infinity, for all Ω ⊂ Θ, so that
NΩ is compact modulo AX,Ω. It is then the case that the functions e
∗
ΘΦ,
Φ ∈ C∞c (X)J , are of uniformly moderate growth if and only if the same is
true for the functions e∗ΩΦ|NΩ , Ω ⊂ Θ. Indeed, it is easy to see that “mod-
erate growth” is compatible with our exponential map, i.e. the exponential
map of §4.3 between neighborhoods of Ω-infinity of XΘ/J and XΩ/J car-
ries functions of uniformly moderate growth in a neighborhood of a point of
Ω-infinity to functions of uniformly moderate growth.
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Thus, assuming that uniformly moderate growth has been proven for all
Ω ( Θ, it now suffices to prove that the restriction of e∗ΩΦ, Φ ∈ C∞c (X)J on
AX,Θ-orbits is of moderate growth.
Thus, it suffices to show the following: given x ∈ XΘ and an open
compact J ⊂ G there is a finite number of regular functions ωi of AX,Θ such
that for all Φ ∈ C∞c (X)J we have:
|e∗ΘΦ(a · x)| ≪
∑
i
|ωi(a)|.
Indeed, the pairs (Ui, Fi = ωi), where Ui are the open-closed subsets Ui =
{a ∈ AX,Θ||ωi(a)| ≥ |ωj(a)| for all j} provide a cover of AX,Θ as in the
definition of “moderate growth”, showing that the pull-back of e∗ΘΦ to AX,Θ
under the action map is of moderate growth.
Using a Plancherel decomposition:
‖ • ‖2 =
∫
Gˆ
Hπµ(π)
for L2(X), we get:
e∗ΘΦ(a·x) = Vol(axJ)−1 〈Φ, eΘ1a·xJ〉L2(X) = Vol(axJ)−1
∫
Gˆ
Hπ(Φ, eΘ1a·xJ)µ(π).
The sesquilinear forms:
C∞c (X)⊗ C∞c (XΘ) ∋ Φ⊗ f¯ 7→ Hπ(Φ, eΘf) ∈ C (15.34)
are AX,Θ-finite with respect to the action of AX,Θ on the second variable;
this is because they factor through the π-coinvariants, which are of finite
length (by finiteness of multiplicity, i.e. Theorem 5.1.5).
Now recall (Corollary 11.6.2) that for almost every π there exists an
Ω ⊂ ∆X such that π is a relative discrete series for XΩ, and the conclusion
of Proposition 9.4.8 is satisfied: the absolute value of the exponents of any
π → C∞(X) belong to a finite set of homomorphisms: AX,Θ → R×+. By an
analog of Lemma 10.2.5, this implies that there is a finite subset Λ ⊂ AX,Θ
and a finite set of characters ωi of AX,Θ such that:
|Hπ(Φ, eΘ1a·xJ)| ≤
(∑
λ∈Λ
|Hπ(Φ, eΘ1λ·xJ)|
)
·
∑
i
|ωi(a)|
for all a ∈ AX,Θ; thus:
|e∗ΘΦ(a · x)| ≤
(∑
λ∈Λ
|e∗ΘΦ(λ · x)|
)
·
∑
i
|ωi(a)|.

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15.4.4. Plancherel decomposition of moderate growth functions with bounded
support. Fix a parabolic in the class P−Θ , hence a subspace X
L
Θ of XΘ, and
compatible measures so that:∫
XΘ
f(x)dx =
∫
P−Θ \G
∫
XLΘ
(g · f)|XLΘf(x)dxdg.
Also fix a point on XLΘ in order to consider characters of L
ab
Θ,X as functions
on XLΘ, as before.
Let us fix a Plancherel decomposition for XLΘ:∫
XLΘ
f1(x)f2(x)dx =
∫
L̂Θ
H ′σ(f1, f2)ν(σ)
for XLΘ; we have written the inner product as a bilinear pairing, so the forms
Hσ are bilinear pairings of the spaces of coinvariants:
H ′σ : C
∞
c (X
L
Θ)σ ⊗C∞c (XLΘ)σ˜ → C.
We can “twist” the forms Hσ to forms:
H ′ωσ : C
∞
c (X
L
Θ)ωσ ⊗ C∞c (XLΘ)ω−1σ˜ → C,
for characters ω of LabΘ,X which are not necessarily unitary, simply by setting:
H ′ωσ(f1, f2) = Hσ(ω
−1f1, ωf2).
This definition is consistent (for unitary ω) if and only if the Plancherel
measure ν chosen is L̂abΘ,X-invariant (which we can assume).
The Plancherel formula for L2(XΘ) will involve the forms “induced”
from the H ′σ: ∫
XΘ
f1(x)f2(x)dx =
∫
L̂Θ
Hσ(f1, f2)ν(σ),
Hσ(f1, f2) =
∫
P−Θ \G
H ′σ(g · f1|XLΘ , g · f2|XLΘ)dg.
15.4.5. Lemma. Let F be a class of functions on XΘ as before, then for
ω ≫ 0, f1 ∈ F and f2 ∈ C∞c (XΘ) we have a “Plancherel” decomposition of
the inner product: ∫
XΘ
f1 · f2 =
∫
ω−1L̂Θ
Hσ(f1, f2)ν(ωσ), (15.35)
for ω ≫ 0. Notice that the image of f1 in C∞c (XΘ)σ makes sense for ω ≫ 0
by Corollary 15.3.3, thus the right hand side is well-defined.
Proof. We compute:∫
XΘ
f1 · f2 =
∫
P−Θ \G
∫
XLΘ
(g · f1)(x)(g · f2)(x)dxdg =
=
∫
P−Θ \G
∫
XLΘ
ω(x)(g · f1)(x)ω−1(x)(g · f2)(x)dxdg.
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For ω ≫ 0 both factors of the integrand are in L2(XLΘ), so applying the
Plancherel decomposition we get:∫
P−Θ \G
∫
L̂Θ
H ′σ(ω · (g · f1), ω−1 · (g · f2))ν(σ)dg =
=
∫
L̂Θ
∫
P−Θ \G
H ′σ(ω · (g · f1), ω−1 · (g · f2))dgν(σ) =
=
∫
ω−1L̂Θ
Hσ(f1, f2)ν(ωσ).

An alternative way to state that is: Recall that C∞(XΘ)
σ is the dual of
C∞c (XΘ)σ˜, considered as a subspace of C
∞(XΘ). The Plancherel formula for
XΘ gives rise, for every f ∈ C∞c (XΘ), to a C∞(XΘ)-valued measure fσν(σ)
on L̂Θ, defined by (15.31). For almost every σ, the function f
σ belongs to
C∞(XΘ)
σ. The above discussion shows that the definition of this measure
can be extended to translates of L̂Θ by characters of L
ab
Θ,X : simply replace
(15.31) by the analogous expression coming from (15.35) (valid for any ω,
if we take f1 and f2 to be compactly supported).
Then the above result amounts to saying that the expression (15.32)
is valid for f ∈ F , as long as ω ≫ 0. For such ω, and σ ∈ ω−1L̂Θ, the
map: F → C∞c (XΘ)σ (or, equivalently, to C∞(XΘ)σ) is defined by the
“convergent series” extension of morphisms of Corollary 15.3.3.
15.4.6. Proof of Theorem 15.4.2. Let Φ ∈ C∞c (X). By Propositions
5.4.5 and 15.4.3 we may apply Lemma 15.4.5 to the function e∗ΘΦ; if f ∈
C∞c (XΘ), we then get:〈
Φ, eΘf
〉
L2(X)
=
〈
e∗ΘΦ, f¯
〉
L2(XΘ)
=
∫
ω−1L̂Θ
Hσ(e
∗
ΘΦ, f)ν(ωσ).
By the third statement of Corollary 15.3.3 and the definition of the
normalized Eisenstein integrals, the image of e∗ΘΦ in C
∞
c (XΘ)σ is equal to
the adjoint normalized Eisenstein integral E∗Θ,σΦ. Therefore:〈
Φ, eΘf
〉
L2(X)
=
∫
ω−1L̂Θ
Hσ(E
∗
Θ,σΦ, f)ν(ωσ) =
=
∫
ω−1L̂Θ
∫
XΘ
(E∗Θ,σΦ)(x)f
σ˜(x)dxν(ωσ)
(by the definition of f σ˜ in (15.31))
=
∫
ω−1L̂Θ
∫
X
Φ(x)(EΘ,σf
σ˜)(x)dxν(ωσ) =
=
∫
X
Φ(x)
∫
ω−1L̂Θ
(EΘ,σf
σ˜)(x)ν(ωσ)dx.
This proves Theorem 15.4.2. 
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15.5. The canonical quotient and the small Mackey restriction.
We will now discuss certain technical prerequisites for the explicit decom-
position of unitary asymptotics (i.e. the Bernstein maps). The basic issue
here is the absence of a diagram analogous to (15.2); for this reason, Eisen-
stein integrals do not appear explicitly a priori, and their relevance has to
be established via their properties – more precisely, their asymptotics, and
the notion of “small Mackey restriction” that we are about to define.
15.5.1. The canonical quotient of an induced representation. If τ is a
smooth admissible representation of LΘ, and the intertwining operator TΘ :
IGΘ−τ → IGΘ (τ)′ is regular at τ , we can obtain a certain canonical quotient of
the (normalized) Jacquet module of the (normalized) induced representation
IGΘ−τ as the composition:
IGΘ−(τ)Θ
TΘ−−→ IGΘ (τ)′Θ → τ ′
where τ ′ denotes a representation that is isomorphic to τ once a measure on
UΘ is fixed. We call this “the canonical quotient,” even though it is defined
only when the intertwining operator is regular.
Note that there is a canonical inclusion τ ′ →֒ IGΘ−(τ)Θ (by considering
those elements of IGΘ−(τ) which are supported on the open PΘ-orbit), and
when composed with the canonical quotient this gives the identity, i.e. the
composite
τ ′ →֒ IGΘ−(τ)Θ → τ ′ (15.36)
is the identity.
In the case of C∞c (XΘ)σ (abstractly isomorphic to an induced admis-
sible representation; see (15.13)) we denote the corresponding quotient by
C∞c (XΘ)σ[σ]:
(C∞c (XΘ)σ)Θ → C∞c (XΘ)σ[σ]. (15.37)
Again, it is defined only for the set of σ for which the intertwining operator
IΘ−(σ) → IΘ(σ)′ is an isomorphism; but we have seen in Corollary 15.3.5
that this includes νdisc-almost every σ. We have a canonical isomorphism:
C∞c (XΘ)σ[σ] =
(
HomLΘ(C
∞
c (X
L
Θ), σ)
)∗ ⊗ σ′. (15.38)
Later we shall use the following property of the canonical quotient. To
state it, note that the action of Z(LΘ) on the flag variety P−Θ \G induces an
action of Z(LΘ) by equivalences on the functor IΘ− . In this way, we obtain
an action of Z(LΘ) on IΘ−(τ). Therefore, the Jacquet module IΘ−(τ)Θ has
a Z(LΘ)× LΘ-action.
Consider the morphism
IΘ−(τ)Θ → τ ′. (15.39)
15.5.2. Lemma. For generic τ , the antidiagonal copy Z(LΘ) →֒ Z(LΘ)×
LΘ acts trivially on the quotient τ
′ of (15.39) in other words: the Z(LΘ)-
action on IΘ−(τ)Θ commutes with the Z(LΘ) →֒ LΘ-action on τ ′.
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Proof. This is just a consequence of the fact that (15.36) is the iden-
tity, with its first arrow being Z(LΘ)-equivariant and the second being LΘ-
equivariant. 
15.5.3. The small Mackey restriction. Fix a parabolic in the class PΘ,
and recall (5.19) that for a representation π of G, “Mackey restriction” is
the natural morphism:
HomG(C
∞
c (X), π)→ HomLΘ(C∞c (XLΘ)′, πΘ)
obtained by applying the Jacquet functor and identifying C∞c (X
L
Θ)
′ with a
subspace of the Jacquet module of C∞c (X) as in (15.12).
We will use the term “small Mackey restriction” in the following sit-
uation: Suppose that π is endowed with an isomorphism to an induced
representation IΘ−(τ) and the intertwining operator TΘ : IΘ−(τ) → IΘ(τ)′
is an isomorphism. In that case, composition with the canonical quotient
gives:
Mac : HomG(C
∞
c (X), π)→ HomLΘ(C∞c (XLΘ)′, τ ′) = HomLΘ(C∞c (XLΘ), τ).
(15.40)
and this morphism will be, by definition, the “small Mackey restriction.”
We have proved that for almost all τ in a given twisting class (§15.2.3)
the intertwining map IΘ−(τ) → IΘ(τ)′ is an isomorphism (see Corollary
15.3.5) and, therefore, the notion of “small Mackey restriction” makes sense
for π = IΘ−(τ) at least for τ generic in a twisting class.
In particular, given an irreducible representation σ of LΘ, and any mor-
phism (not necessarily the canonical one):
M : C∞c (XΘ)→ π := C∞c (XΘ)σ,
and taking into account that the right-hand side has the structure of an in-
duced representation with canonical quotient τ ′ = C∞c (XΘ)σ[σ] (see (15.37))
the small Mackey restriction of M is a morphism:
Mac(M) : C∞c (X
L
Θ)
′ → C∞c (XΘ)σ[σ]. (15.41)
This enjoys the following property:
15.5.4. Lemma. For any G-morphism:
M : C∞c (XΘ)→ C∞c (XΘ)σ ,
the small Mackey restriction (15.41) is AX,Θ-invariant.
Proof. In fact, we claim that the AX,Θ-action on source and target of
(15.41) coincides with the restriction of the LΘ-action to the center Z(LΘ),
by means of the surjection Z(LΘ) ։ AX,Θ. That will prove the lemma,
because (15.41) is certainly LΘ-equivariant.
For the source, this is easy to see from the definitions.
For the target, this is Lemma 15.5.2. 
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15.5.5. The work of Blanc and Delorme. We now translate a very use-
ful result of Blanc and Delorme [BD08] in the symmetric case, into our
language.
They prove that, if X is a symmetric variety, the small Mackey restric-
tion:
HomG(C
∞
c (X), IΘ−(σ))→ HomLΘ(C∞c (XLΘ), σ) (15.42)
is injective, generically for σ within a twisting class.
The main theorem of Delorme and Blanc actually concerns the composite
Hom(C∞c (X), IΘ(σ))→ HomLΘ(C∞c (X)Θ, IΘ(σ)Θ)→ Hom(C∞c (XLΘ)′, σ).
It asserts that the composite map is an isomorphism. In fact, their paper
analyzes this in terms of distributions on the flag variety invariant by a point
stabilizer on X, but this is easily translated to the stated claim using the
isomorphism: HomG(C
∞
c (X), π) ≃ HomG(π˜, C∞(X)) for admissible repre-
sentations π. One passes to (15.42) by applying the intertwining operator.
15.6. Unitary asymptotics (Bernstein maps). Our main theorem
for unitary asymptotics is the following; its formulation uses the C∞(XΘ)-
valued measure fσν(σ) on L̂Θ, attached to f ∈ L2(XΘ)∞ as in (15.31). This
was also used in the explicit description of smooth asymptotics, Theorem
15.4.2, except that there we were restricting ourselves to f ∈ C∞c (XΘ), and
here we will not need to translate off the unitary spectrum. We confine
ourselves to describing the restriction of ιΘ to L
2(XΘ)disc, since the space
L2(X) is built out of the images of those spaces; so, νdisc will denote the
“discrete” part of a Plancherel measure for L2(XLΘ). Restricting to discrete
spectra will simplify somehow the proof of Theorem 15.6.3 in §15.6.4.
15.6.1. Theorem. Assume that for νdisc-almost all σ the small Mackey
restriction map (15.40):
HomG(C
∞
c (X), IΘ−(σ))→ HomLΘ(C∞c (XLΘ), σ)
is injective (cf. §15.5.5 for its validity for symmetric varieties).
Then for a function f ∈ L2(XΘ)∞disc with pointwise Plancherel decompo-
sition:
f(x) =
∫
L̂Θ
fσ(x)νdisc(σ) (15.43)
(where fσ ∈ C∞(XΘ)σ), its image under the Bernstein morphism is given
by:
ιΘf(x) =
∫
L̂Θ
EΘ,σf
σ(x)ν(σ). (15.44)
The decomposition (15.43) is analogous to (11.10), where the space
C∞(XΘ)
σ now denotes the dual of the space of σ-coinvariants C∞c (XΘ)σ.
Thus, the normalized Eisenstein integral EΘ,σ (the dual of E
∗
Θ,σ) maps
C∞(XΘ)
σ into C∞(X).
In combination with the scattering theorem 7.3.1, this implies the fol-
lowing explicit Plancherel decomposition; recall that under Theorem 7.3.1,
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L2(X) is a direct sum of the spaces L2(X)Θ, where Θ ranges over associate
classes of subsets of ∆X (that is, conjugacy classes of Levi subgroups of
GˇX).
15.6.2. Theorem. Under the assumptions of Theorem 15.6.1, the norm
on L2(X)Θ admits a decomposition:
‖Φ‖2Θ =
1
|WX(Θ,Θ)|
∫
L̂Θ
‖E∗Θ,σΦ‖2σνdisc(σ). (15.45)
The measure and norms here are the discrete part of the Plancherel decom-
position (15.3) for L2(XΘ).
The real content of Theorem 15.6.1 is an unconditional statement about
the “Mackey restrictions” of the morphisms that decompose the Bernstein
map ιΘ (the morphisms ι
∗
Θ,σ : C
∞
c (X)→Hσ from (15.6)). Notice that Hσ is
canonically an induced representation from a unitary representation of LΘ
(since L2(XΘ) = IΘ−L
2(XLΘ)). Therefore, its “canonical quotient”:
H∞σ ։ H∞σ [σ]
is well-defined, cf. §15.5.1.
Moreover, since Hσ is a completion of the σ-coinvariants C∞c (XΘ)σ, we
have a commuting diagram of canonical quotients:
C∞c (XΘ)σ

// C∞c (XΘ)[σ]
compl

H∞σ // H∞σ [σ].
(15.46)
The label “compl” denotes “completion”.
For the maps ι∗Θ,σ and E
∗
Θ,σ we have the notion of “small Mackey re-
striction”, with images, respectively, in C∞c (XΘ)[σ] and H∞σ [σ]. Our (un-
conditional) assertion is that these two maps coincide after completion:
15.6.3. Theorem. The small Mackey restrictions of both ι∗Θ,σ and E
∗
Θ,σ
coincide (for νdisc-almost every σ) after composing the latter with the map
“compl” of (15.46).
As a prelude to the proof, let us actually compute this small Mackey
restriction for E∗Θ,σ: Recalling that the canonical quotient of C
∞
c (XΘ)σ is
identified with: (
HomLΘ(C
∞
c (X
L
Θ), σ)
)∗ ⊗ σ′
(cf. (15.38)), the small Mackey restriction of E∗Θ,σ is the natural projection:
C∞c (X
L
Θ)→
(
HomLΘ(C
∞
c (X
L
Θ), σ)
)∗ ⊗ σ. (15.47)
This is just obtained by tracing the definitions. An equivalent formula-
tion is the following: The composite of the maps defining the small Mackey
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restriction of E∗Θ,σ:
C∞c (X
L
Θ)
′ −−−−→ C∞c (XΘ)Θ −−−−→ (C∞c (XΘ)σ)Θ −−−−→ C∞c (XΘ)σ[σ],
(15.48)
(we recall that the first arrow is the canonical embedding defining Mackey
restriction, the second is induced by E∗Θ,σ, and the third is the canonical
quotient) coincides with the natural projection; this comes down to (15.36).
15.6.4. Proofs. Our goal here is to prove Theorem 15.6.3, from which
Theorem 15.6.1 follows by a formal argument (which we omit).
Thus, the statement of Theorem 15.6.3 is that the compositions of the
following arrows coincide:
C∞c (X
L
Θ)
′ ∼−→ C∞c (X˚PΘ)Θ →֒ C∞c (X)Θ
ι∗Θ,σ
⇒
compl◦E∗Θ,σ
(H∞σ )Θ →H∞σ [σ].
(15.49)
Recall that the index “Θ” denotes Jacquet module with respect to PΘ. Here,
the maps we have denoted ι∗Θ,σ and E
∗
Θ,σ are more precisely the Jacquet
functors applied to these maps.
These morphisms are, a priori, just LΘ-equivariant. However, Lemma
15.5.4 implies that their composition is also AX,Θ-equivariant. In what
follows, we denote by 〈 , 〉σ the hermitian inner product on Hσ.
15.6.5. Lemma. Consider the bilinear form on C∞c (XΘ) given by the
formula:
(f1, f2) 7→ 〈f1, ι∗ΘeΘf2〉σ . (15.50)
It carries a finite73 diagonal action of AX,Θ; the AX,Θ-invariant part
74 of
this pairing is equal (for νdisc-almost all σ) to the pairing:
(f1, f2) 7→ 〈f1, f2〉σ . (15.51)
Here is an equivalent phrasing: the quotient map:
C∞c (XΘ)→ C∞c (XΘ)σ →H∞σ
coincides with the AX,Θ-invariant part of
C∞c (XΘ) ∋ Φ 7→ the image of ι∗ΘeΘΦ in Hσ.
Proof. Write τ = IΘ−(σ). Recall that τ is irreducible for almost every
σ. Let Π be the natural projection C∞c (XΘ)τ → C∞c (XΘ)σ – indeed the
latter space is τ -isotypical by construction, and therefore a quotient of the
former.
Let f1, f2 ∈ C∞c (XΘ).
〈f1, ι∗ΘeΘf2〉σ = 〈f1, ι∗ΘιΘf2〉σ + 〈f1, ι∗Θ(eΘ − ιΘ)f2〉σ
= 〈f1, (ι∗ΘιΘf2)disc〉σ + 〈f1, ι∗Θ(eΘ − ιΘ)f2〉σ . (15.52)
73Indeed, in both arguments, it factors through the quotient C∞c (XΘ)I
Θ−
σ.
74i.e., the AX,Θ-equivariant projection to the generalized eigenspace with eigenvalue
1 which, a posteriori, is AX,Θ-invariant for almost all σ
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since 〈 , 〉σ is a Plancherel Hermitian form for the discrete spectrum of XΘ.
Let us examine the second term. Fix a Plancherel formula for L2(X):
L2(X) =
∫
Gˆ
Hπµ(π)
and the corresponding Plancherel formula for XΘ according to Theorem
11.3.1:
L2(XΘ) =
∫
Gˆ
HΘπ µ(π).
Then, by the uniqueness of Plancherel decomposition, 〈 , 〉σ factors (for
νdisc-almost every σ) through a norm on HΘτ . Consequently, we may re-
express this second term as a linear function of(
image of f1 in HΘτ
)⊗ ( image of ι∗Θ(eΘ − ιΘ)f2 in HΘτ ) . (15.53)
Now, in (15.53), the action of AX,Θ on the first argument here is through
unitary exponents (being a unitary action on a Hilbert space).
On the other hand, the map
f2 7→ image of ι∗Θ(eΘ − ιΘ)f2 ∈ HΘτ
is given (for almost all τ) by the composite ι∗Θ,τ ◦ (eΘ,τ − ιΘ,τ ) where we
regard eΘ,τ and ιΘ,τ as mappings C
∞
c (XΘ)τ → Hτ and we regard ι∗Θ,τ as a
mapping Hτ →HΘτ . By (11.22), for every a ∈ A+X,Θ we have
‖(eΘ,τ − ιΘ,τ )(an · f2)‖Hτ → 0,
for f2 ∈ C∞c (XΘ)J . Since ι∗Θ,τ is bounded, we have a similar property
for ι∗Θ,τ (eΘ,τ − ιΘ,τ )(an · f2): it converges to zero inside HΘτ . That shows
the action of AX,Θ on the second argument must be through non-unitary
exponents.
We have now established that the AX,Θ-invariant part of the second term
of (15.52) is zero.
Consider the first term of (15.52). We may decompose according to
Proposition 13.3.1
(ι∗ΘιΘf2)disc =
∑
i
Si(f2)disc,
where the morphisms Si are equivariant with respect to isogenies Ti : AX,Θ →
AX,Θ, cf. Proposition 13.3.1. Note that, by the footnote on page 185, one
could replace (ι∗ΘιΘf2)disc by ι
∗
Θ,discιΘ,discf2,disc and therefore we only need
the statement for the discrete spectrum.
Therefore:
〈f1, ι∗ΘιΘf2〉σ =
∑
i
〈f1, Si(f2)disc〉σ .
Now Sid is equal to the identity. Although that certainly follows from The-
orem 7.3.1 when generic injectivity is known, this does not require generic
injectivity; it is a direct consequence of Proposition 11.7.1, using a decom-
position as in the start of §14.6.
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Therefore, the AX,Θ-invariant summand of this pairing is equal to:
〈f1, (f2)disc〉σ = 〈f1, f2〉σ .

15.6.6. Corollary. Given a choice of pararabolic in the class PΘ the
two PΘ-equivariant maps: C
∞
c (X
L
Θ)
′ → C∞c (XΘ)σ[σ] obtained from follow-
ing diagram are identical, for almost all irreducible representations σ of LΘ
within a fixed twisting class:
C∞c (X)Θ
ι∗Θ,σ
&&▲▲
▲▲
▲▲
▲▲
▲▲
C∞c (X
L
Θ)
′ // C∞c (XΘ)Θ
eΘ
OO
// (H∞σ )Θ // H∞σ [σ].
(15.54)
Here the arrows on the horizontal row are as follows: the first arrow is the
canonical embedding defining Mackey restriction, the second arrow is induced
by passing to σ-coinvariants and completing, and the third is the canonical
quotient.
Again, in the above diagram, the arrows denoted eΘ and ι
∗
Θ,σ are more
precisely the Jacquet functors applied to those morphisms; we do not denote
this explicitly for typographical reasons.
Proof. We will use Lemma 15.5.4.
It follows from Lemma 15.6.5 that the quotient map: C∞c (XΘ) → H∞σ
is simply the AX,Θ-equivariant part of the map ι
∗
Θ,σ ◦ eΘ. In other words,
the “upper” and “lower” composite
C∞c (XΘ)Θ → (H∞σ )Θ
both have the same AX,Θ-invariant part.
But Lemma 15.5.4 implies that the composite map from C∞c (X
L
Θ)
′ (ei-
ther “lower” or “upper”) to H∞σ [σ] is AX,Θ-invariant.
Therefore the difference of the two maps in (15.54) is, on the one hand,
AX,Θ-invariant; on the other hand, its AX,Θ-invariant part is zero. Therefore
this difference is zero, i.e., the two maps of (15.54) coincide. 
Finally, we recall by Proposition 5.4.3 that the Mackey embeddings:
C∞c (X
L
Θ)
′ →֒ C∞c (XΘ)Θ, C∞c (XLΘ)′ →֒ C∞c (X)Θ commute with the map eΘ.
Hence, altogether we get a diagram of Jacquet modules:
C∞c (X
L
Θ)
′ //
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆
C∞c (X)Θ
ι∗Θ,σ
&&▲▲
▲▲
▲▲
▲▲
▲▲
C∞c (XΘ)Θ
eΘ
OO
// (H∞σ )Θ // H∞σ [σ],
(15.55)
where the composed morphisms: C∞c (X
L
Θ)
′ → H∞σ [σ] agree. The “lower”
map is the Mackey restriction of E∗Θ composed with completion, by the
15. EXPLICIT PLANCHEREL FORMULA 233
discussion of (15.48); the upper map is the Mackey restriction of ι∗Θ,σ; their
agreement is the assertion of Theorem 15.6.3.
15.7. The group case. The case when X = H, a (split) connected
reductive group under the action of G = H ×H, is a multiplicity-free (and
symmetric) example, therefore Theorem 15.6.1 holds. The more familiar
form of the Plancherel formula in this case is obtained by relating normalized
Eisenstein integrals to the duals of matrix coefficients:
Let L be a Levi subgroup of H; the corresponding boundary degenera-
tion XΘ is isomorphic to L\(U\H×U−\L), where P = LU and P− = LU−
are two opposite parabolics with Levi L.
Let τ be an irreducible representation of L, and σ := τ⊗ τ˜ , a representa-
tion of LΘ = L×L. The matrix coefficient map is Mτ : σ⊗ δ−
1
2
PΘ
→ C∞(L),
(where PΘ = P
− × P ), and by applying the induction functor we get a
G-morphism:
IP×P−(σ)
IΘ−Mτ−−−−−→ C∞(XΘ). (15.56)
The image lies in what was previously denoted by C∞(XΘ)
σ. Finally, we
may apply the normalized Eisenstein integral EΘ,σ˜ to this to get a map into
C∞(X):
IP×P−(σ)
EΘ,σ˜◦Mτ−−−−−−→ C∞(H). (15.57)
On the other hand, we may choose an invariant measure on the suitable
line bundle over P\G in order to identify the representation ρ = IP (τ˜) with
the dual of IP (τ), and then we have a matrix coefficient map
Mρ : IP (τ)⊗ IP (τ˜)→ C∞(H). (15.58)
The question is what is the relationship between (15.57) and (15.58).
In order to formulate the answer, let T2 denote the standard intertwining
operator in the second factor (similarly, T1 will denote the corresponding
operator in the first factor):
IP×P (σ)→ IP×P−(σ).
To define it, we use the measure on U− which corresponds to the chosen
measure on P\G, i.e. such that if f ∈ IndGP (δP ) then:∫
P\G
f(g)dg =
∫
U−
f(u)du.
15.7.1. Lemma. The map (15.57) is the composition of (15.58) with T−12 .
Proof. We add to the picture a third map,
IP−×P (σ)
IΘMτ−−−−→ C∞(XhΘ), (15.59)
arising as well from induction of matrix coefficients. Note that the space
C∞(XhΘ) is dual to C
∞
c (X
h
Θ, δΘ), non-canonically. Everything is very explicit
here, and isomorphisms can be chosen compatibly, so we will not worry about
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distinguishing IΘ(σ) from IΘ(σ)
′, C∞(XhΘ) from the dual of C
∞
c (X
h
Θ, δΘ),
etc, leaving the details to the reader.
Following the definitions, and using the fact that the adjoint of a stan-
dard intertwining operator T : IP (τ) → IP−(τ)′ is again T , this time as a
map IP−(τ˜ )→ IP (τ˜ )′, one can see that the following diagram commutes:
C∞(H) IP (τ)⊗ IP (τ˜)
Mρoo
C∞(XhΘ)
σ
R∗Θ,σ
OO
IP−×P (τ ⊗ τ˜)
IΘMτoo
T1
OO
C∞(XΘ)
σ
EΘ,σ˜
;;
T−1Θ
OO
IP×P−(τ ⊗ τ˜).
IΘ−Mτoo
T−1Θ
OO
(15.60)
Composing T1 with T
−1
Θ we get T
−1
2 , which implies the claim of the
lemma. 
The compatibility of measures on X = H and XΘ can be expressed
as follows: one chooses measures on U−, L and U such that d(u−)dldu, as
a measure on the open Bruhat cell U−LU , is equal to the measure on H.
Then one defines a measure on XΘ = L× P×P−(H ×H) by considering the
measures on U−, U as measures on P\G,P−\G, respectively, and integrating
the measure on L over P\G×P−\G. Given the Plancherel formula for L2(L)
(with respect to this measure):
‖f‖2 =
∫
Lˆ
‖M∗τ f‖2τν(τ), (15.61)
we get a Plancherel formula for XΘ:
‖f‖2 =
∫
Lˆ
‖f‖′2τ ν(τ), (15.62)
where the norms ‖f‖′2 are obtained from the dual of the induced matrix
coefficient IΘ−Mτ (the last horizontal arrow of diagram (15.60)) and the
unitary structure on IP×P−(τ˜ ⊗ τ) obtained from the unitary structure on
τ and the given measures on U−, U .
For those fixed measures, let c(τ) denote the constant which makes the
following diagram commute:
IHP−(τ)⊗ IHP−(τ˜)
T⊗T−−−−→ IHP (τ)⊗ IHP (τ˜)
C
y yC
C
·c(τ)−−−−→ C.
(15.63)
Then from Theorem 15.6.2 we deduce the Plancherel formula for the
group up to discrete Plancherel measures:
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15.7.2. Theorem. There is a direct sum decomposition: L2(H) ≃ ⊕L/∼L2(H)L,
where the sum is taken over conjugacy classes of Levi subgroups, and a
Plancherel decomposition for L2(H)L:
‖Φ‖2 =
∫
Lˆdisc/W (L,L)
‖Φ‖2IP (τ)c(τ)−1νdisc(τ).
Here the measure νdisc is the above Plancherel measure for L
2(L)disc, and
the norm ‖Φ‖IP (τ) is the Hilbert-Schmidt norm of Φdg acting by convolution
on IP (τ), for any parabolic P with Levi subgroup L.
Notice that this Hilbert-Schmidt norm is precisely the norm obtained
by the adjoint of Mρ (first horizontal arrow of the diagram (15.60) and the
unitary structure for IP (τ˜ )⊗ IP (τ).

Part 4
Conjectures
16. The local X-distinguished spectrum
Let K be a number field. In principle, the discussion of this section
should be valid for global function fields, but since we will appeal to results
of the rest of this paper, which used theorems on the structure of spheri-
cal varieties that have been proven only in characteristic zero, we restrict
ourselves to number fields. We adopt the following notation: for an alge-
braic group G over K, we denote by [G] the adelic quotient G(K)\G(AK).
We keep assuming that G is split over the global or the local field, unless
otherwise stated.
16.1. Recollection of the Arthur conjectures[Art89]. To each lo-
cal field k (resp. global field K) one associates a locally compact group Lk
(resp. LK) (the “Langlands group”), together with morphisms that fit into
the following diagram:
LKv −−−−→ WKv −−−−→ R>0y y y
LK −−−−→ WK −−−−→ R>0
(16.1)
where W denotes the Weil group. If k is nonarchimedean, the image of the
map Lk → R>0 takes values in qZk , where qk is the cardinality of the residue
field of k. There is as yet no fully satisfactory definition of LK in the case
of a number field; we use it primarily for motivational purposes.
For a summary of these these conjectural L-groups we refer to [Art02].
In particular, in the case of a local field, Lk can be taken to be the Weil
group of k in the archimedean case, and its product with SU2 in the nonar-
chimedean case.
Functoriality implies the following property of LK :
Frobenius elements are dense. (16.2)
By this we mean the following: Given any morphism ϕ : LK → GLm(C), the
associated morphism LKv → LK → GLm(C) factors through qZv for almost
all places v; the image of a generator is a Frobenius at v, and these are
necessarily Zariski dense in image(ϕ).
(1) A local, resp. global Arthur parameter is a homomorphism ψ : Lk ×
SL2(C)→ Gˇ, resp. ψ : LK×SL2(C)→ Gˇ, so that the restriction to
Lk (LK) has bounded image and the restriction to SL2 is algebraic.
Let us call the restriction of the Arthur parameter to SL2(C) the
type or SL2-type of the Arthur parameter.
Given an Arthur parameter, its composition with the morphism
Lk → Lk×SL2(C): w 7→
(
w ×
(
|w| 12 0
0 |w|− 12
))
defines a Lang-
lands parameter, which we shall refer to as the associated Langlands
parameter.
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(2) Conjecturally, to each Gˇ-conjugacy class of local Arthur parame-
ters [ψ] we may “naturally” associate a finite set of unitary repre-
sentations of G(k), the Arthur packet of ψ. These representations
should all have the same infinitesimal character (using the notation
of [Vog93a, §8]: in the nonarchimedean case two representations
π, π′ are said to have the same infinitesimal character if and only
if the restrictions of their Langlands parameters to the Weil group
coincide) and contain the L-packet of the associated Langlands pa-
rameter. They behave as expected with respect to parabolic in-
duction: if the parameter ψ has image in a Levi Mˇ of the dual
group, the associated packet consists of the irreducible summands
of (unitarily) parabolically induced representations from the cor-
responding packet of M (where M is a Levi subgroup of G whose
conjugacy class corresponds to the conjugacy class of Mˇ) [Art89,
p.44]. Notice that local Arthur packets are not, in general, mutually
disjoint.
(3) Over a local non-archimedean field k fix a hyperspecial maximal
compact subgroup G0 ⊂ G, if such exists. By the theory of princi-
pal series and the Satake transform, different isomorphism classes
of G0-unramified (for short: “unramified”) representations have
different infinitesimal characters. Therefore, every Arthur packet
contains at most one unramified representation.
In the reverse direction, suppose that ψ1, ψ2 are Arthur param-
eters whose associated packets contain the same unramified repre-
sentation. Then ψ1|SL2 and ψ2|SL2 are conjugate:
In fact, set αi to be the restriction of ψi to Gm ⊂ SL2. We
may suppose that αi(Gm) ⊂ A∗. It suffices to check that the deriv-
ative dα1 is conjugate to dα2. The assertion about “infinitesimal
character” in A-packets shows that there exists bounded elements
gi ∈ Gˇ (i.e. elements spanning relatively compact subgroups) so
that g1α1(q
1/2) is conjugate to g2α2(q
1/2).
Let W be the Weyl group of A∗ ⊂ Gˇ , and a∗ := X (A∗)∗ ⊗ R.
There is a natural projection eig : Gˇ → a∗/W : it is the unique
conjugacy-invariant continuous assignment that coincides with the
natural projection A∗
H→ a∗ → a∗/W , where H is the “logarithm
map” characterized by
|α(t)| = e〈α,H(t)〉, α ∈ X (A∗), t ∈ A∗.
Note also that if g1, s are semisimple commuting elements and g
Z
1
is relatively compact, then eig(g1s) = eig(s); this follows from
the equality H(g) = H(g
n)
n for elements of A
∗. We conclude that
eig(α1(q
1/2)) = eig(α2(q
1/2)), whence the conclusion.
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(4) To every Gˇ-conjugacy class of global Arthur parameters [ψ] one
should be able to associate a subspace A[ψ] of the space of auto-
morphic forms, such that
L2(G(K)\G(AK)) =
∫
A[ψ]µ(ψ),
where the measure class of the above direct integral is the natural
measure class75 on the set of conjugacy classes of Arthur parame-
ters.
We note that Arthur did not phrase the conjectures in terms
of the subspaces A[ψ]; however, other formulations e.g. [GG05]
phrase the global conjecture in such a fashion, and the work of
V. Lafforgue (see [Lafb, §2.2], which summarizes results proved in
[Lafa]) gives further evidence for it over a global function field.
By means of Langlands’ work on the spectral decomposition,
this conjecture is equivalent to a description of the discrete spec-
trum (modulo center): Fix a unitary central idele class character
Ω and consider the set of conjugacy classes of Arthur parameters
which correspond to this idele class character and, moreover, their
image does not lie in any proper Levi subgroup of Gˇ. Then we
should have:
L2(G(K)Z(AK)\G(AK),Ω)disc = ⊕L2[ψ] (16.3)
where L2[ψ] = A[ψ], with [ψ] ranging over these classes. (For sim-
plicity we will drop the brackets from [ψ] from now on.)
The spaces A[ψ] have the following properties: each irreducible
subquotient π ⊂ A[ψ] factors as a restricted tensor product ⊗′vπv,
and πv belongs to the local Arthur packet associated to the pullback
ψv of ψ to LKv . For almost all v, πv is the unramified representation
corresponding to the associated Langlands parameter of ψv.
Of course, the above is by no means a description of all the properties
that the Arthur packets are expected to have; just those which we will use
in this paper.
16.2. The conjecture on the local spectrum (weak form). Let
us recall that, to every quasi-affine spherical variety without roots of type N,
we have associated a distinguished class of morphisms f : GˇX × SL(2)→ Gˇ;
the restriction f |SL(2) is a principal Levi for Lˇ(X), and f(GˇX) is in the
conjugacy class of the Gaitsgory-Nadler dual group GˇX,GN .
75An Arthur parameter ψ can be twisted by parameters into the centralizer of its
image. Those form a locally compact abelian group, and the natural measure class on the
orbit of ψ is the class of Haar measure.
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Definition. An X-distinguished Arthur parameter is a commutative
diagram of the form:
GˇX × SL2
$$■
■■
■■
■■
■■
■
Lk × SL2
φ⊗Id
88qqqqqqqqqqq
// Gˇ,
(16.4)
where φ is a tempered (i.e. bounded on Lk) Langlands parameter into GˇX
and the right slanted arrow is the “canonical”76 one.
16.2.1. Remark. Notice that an “X-distinguished Arthur parameter” is
not really an Arthur parameter into Gˇ, but rather such a parameter together
with a lift of it to GˇX × SL2. However, given an Arthur parameter into Gˇ
we will say that it is X-distinguished if it admits such a lift, and we will
also call its Arthur packet X-distinguished.
IfX has roots of typeN , we may, for the purposes of the weak conjecture,
replace GˇX in the above definition by the Gaitsgory-Nadler group GˇX,GN ;
however, this is not appropriate for the more refined Conjecture 16.5.1.
The group GˇX acts by conjugacy on the set of X-distinguished Arthur
parameters, and, as happens with Langlands parameters, there is a natu-
ral class of measures on the set of GˇX -conjugacy classes of X-distinguished
Arthur parameters. Thus, we may for instance talk about “X-discrete pa-
rameters”, meaning those diagrams (16.4) for which they image of φ does
not lie in a proper Levi subgroup of GˇX .
16.2.2. Conjecture (Local Conjecture – weak form). Let k be a local
field. There is a direct integral decomposition:
L2(X(k)) =
∫
[ψ]
Hψµ(ψ), (16.5)
where:
• [ψ] varies over GˇX -conjugacy classes of X-distinguished Arthur pa-
rameters;
• µ is in the natural class of measures for X-distinguished Arthur
parameters modulo conjugacy;
• Hψ is isomorphic to a (possibly empty) direct sum of irreducible rep-
resentations belonging to the Arthur packet associated to the image
of ψ in Gˇ.
This conjecture states only necessary conditions for a representation to
belong weakly to L2(X(k)) (namely, it has to belong to the Fell closure of
X-distinguished Arthur packets), and it also postulates that the X-discrete
spectrum belongs to Arthur packets with X-discrete parameter. It may be,
76Recall from Theorem 2.2.3 that it is canonical up to Aˇ∗-conjugacy.
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though, that the Hilbert space corresponding to such a parameter is zero;
the refined Conjecture 16.5.1 will address that issue.
As far as we know, this conjecture was not anticipated elsewhere, e.g. in
the (fairly extensive) study of the spectrum of symmetric varieties. The con-
jecture above gives (another) sense in which the Arthur packets are natural
in representation theory.
Remarks. (1) A corollary of the conjecture is this: the support of
the discrete spectrum L2disc(X(k)) is contained in Arthur packets
associated to discrete series parameters Lk → GˇX . More colloqui-
ally, if GX is a split k-group with dual group GˇX , there should be
a “lifting” from the discrete spectrum L2disc(X(k)) to the discrete
series of GX(k).
We have, however, no understanding of which portion of the
relatively discrete spectrum is in fact relatively supercuspidal, i.e.
has compactly supported image in C∞(X).
(2) Another subtle issue is which elements of the Arthur packet for ψ
actually show up in Hψ above; the conjecture as written gives no
information on this. For a start of a discussion of this point, see
§16.5.
(3) It is essential that the conjecture was formulated with Arthur pack-
ets, rather than the associated L-packets. It is possible, for in-
stance, for the Arthur type to be nontrivial but yet L2(X(k)) con-
tains weakly a tempered representation; an example is given by G
of type G2 acting on the level set of an invariant quadratic form in
its standard (7-dimensional) representation.
(4) The conjecture predicts that L2(X) is tempered when GˇX = Gˇ.
Although we do not have a general proof, Theorem 6.2.1 proves
this in many cases.
(5) Suppose that (G,X) is symmetric over k = R. Let a be a “maxi-
mally σ-split torus” and let l be its centralizer, the Lie algebra of
the Levi subgroup associated to X. It is known by the work of
Flested-Jensen and Matsuki, Oshima that any discrete series for
L2(X) is the cohomological induction from l of a one-dimensional
representation (see [Vog88] for a summary of these results.)
The results of Adams and Johnson [AJ87] likely could be used
to give evidence that these indeed belong to Arthur packets as
predicted by the conjecture, but we have not verified the details.
(6) Gan and Gomez have shown that the Howe duality correspondence
can be used to exhibit establish the conjecture for certain pairs
(G,X) ([GG14]).
(7) Conjecture 16.2.2 addresses the unitary spectrum; what of other
X-distinguished representations? In other words, what if we want
to decompose C∞(X) rather than L2(X)? This is a more subtle
issue; the trivial representation is always X-distinguished locally
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and globally, but does not belong to the Arthur parameter for an
X-distinguished Arthur parameter (except, of course, when X =a
point).
16.3. A global to local argument. In this section, we admit the
Arthur conjectures as formulated in §16.1, and establish some evidence –
Theorem 16.3.1 below – for our Conjecture 16.2.2 , using a local-global
argument.
We continue to denote by K a global field, with ring of adeles AK .
We will only discuss here the case where GˇX is a subgroup of Gˇ, i.e.
GˇX = GˇX,GN , so an X-distinguished Arthur parameter is indeed an Arthur
parameter into Gˇ:
ψ : L(k or K) × SL2 → Gˇ
factoring through GˇX × SL2 in the specified way.
Call such a local Arthur parameter ψ weakly X-distinguished if:
(1) ψ|SL2 is conjugate to the SL2-type of X;
(2) The semisimple part of every ψ(g), g ∈ Lk × SL2, is conjugate to
an element in the image of GˇX × SL2.
In general this is strictly weaker than X-distinguished, but in some in-
stances is equivalent to it. A typical example is: G = GL2n acting on
X = {alternating 2-forms.} In this case, GˇX = GˇX,GN is the centralizer of
the SL2-type of X, and so requirement (1) above already guarantees that
any weakly distinguished parameter is X-distinguished.
Let Ĝ(Kv)X−wkdist be the set of unitary representations of G(Kv) that
belong to a weakly X-distinguished Arthur packet.
The following theorem will require some local input from [Sak13]: It was
proven in [Sak13, Theorem 9.0.1] that, under certain combinatorial assump-
tions on the spherical variety X, its unramified L2-spectrum is supported
on, what turns out to be, the set of X-distinguished unramified Arthur pa-
rameters. This is a result of explicit computation, and we do not know
a conceptual proof or reasoning for it that does not invoke the Langlands
dual. Similar results have been obtained in other (including non-split) cases
by Hironaka, Offen and others, e.g. [Hir99, Off04].
If we invoke Langlands duality, though, it is easy to see on the L-group
side why this is so. The case GˇX ⊂ Gˇ that we are considering is particu-
larly straightforward, because for the image of an X-distinguished Arthur
parameter into Gˇ to be unramified, the parameter itself had to be unram-
ified in the first place. But an unramified parameter Lk → GˇX has image
in a Cartan subgroup, hence unramified representations can only appear in
the most continuous part of the spectrum.
Theorem 9.0.1 in loc.cit. shows that, under assumptions on X, the
Plancherel measure for L2(X(k))KG where k is a non-archimedean place
and KG is a hyperspecial maximal compact subgroup of G(k), is supported
on the set of unramified representations which are subquotients of IP (X)(χ),
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the normalized-induced representation obtained from a (unitary) character
χ ∈ AˇX of P (X). The conditions include that X is homogeneous affine (that
is, X = H\G with H reductive) or Whittaker-induced from a homogeneous
affine variety (in the sense of our §18.3). There are also certain combinatorial
conditions to be checked, which are probably satisfied automatically under
the previous conditions; a table of some varieties satisfying those appears at
the end of loc. cit.
In terms of Arthur parameters, this theorem states that there is a
Plancherel decomposition the unramified spectrum of X(k) in terms of rep-
resenations with X-distinguished unramified Arthur parameter. Notice that
by property (3), §16.1 of Arthur packets, this is the only Arthur parameter
that these representations admit.
16.3.1. Theorem. Assume the Arthur conjectures (as formulated in
§16.1). Suppose that:
(i) the set of points in X(K) with anisotropic stabilizers is dense in
X(Kw);
(ii) XKv satisfies the conditions of [Sak13, Theorem 9.0.1] (see discus-
sion before Theorem) for almost all places v.
Then the support of L2(X(Kw)) is contained in the closure of Ĝ(Kw)X−wkdist
in the Fell topology.
Note that assumption (i) is trivially satisfied if G is anisotropic (for this
theorem we don’t need to assume that G itself is split); as we will see in
the course of proof, it could also be replaced by either of the following two
assumptions:
- there exists a place w for which there is a X-distinguished super-
cuspidal representation;
- the convolution of the invariant measure on [Gx0 ] ⊂ [G] (where
x0 ∈ X(K)) with a compactly supported measure on G(AK) is
given by an L2-density on [G].
The proof is inspired by the Burger-Sarnak principle as well as work
of Clozel. It is based on a globalization result that is perhaps of indepen-
dent interest (although it is very closely related to other results, it has a
slightly different range of applicability, since it is based on the use of the
Fell topology).
Let us denote by Z the center of G. An automorphic discrete series
is an irreducible unitary representation π of G(AK) together with a non-
zero morphism ν : π → L2(G(K)Z(AK)\G(AK),Ω) (where Ω is the central
character of π, an idele class character). Let x0 ∈ X(K). An automorphic
discrete series (π, ν) is (X, x0)-distinguished if the functional
f 7→
∫
[Gx0 ]
ν(f)
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is non-zero on the subspace of smooth vectors of π.77 The restriction to
smooth vectors is an important technical point: The elements of π are L2-
functions on the automorphic space; but smooth vectors are given by genuine
functions, and are defined on measure zero subsets such as [Gx0 ].
If S is any finite set of places of K, we write KS for
∏
v∈S Kv and K
S
for the restricted direct product (with respect to integers)
∏′
v/∈SKv.
16.3.2. Theorem. Suppose that, for some x0 ∈ X(K), Gx0 is anisotropic;
write X
(0)
S for x0 ·G(KS) ⊂ X(KS). Suppose that σ is an irreducible repre-
sentation of G(KS) which belongs to the support of Plancherel measure for
L2(X
(0)
S ). Then there exist a sequence of (X, x0)-distinguished automorphic
representations πi whose restrictions πi,S to G(KS) converge, in the Fell
topology, to σ.
We now prove that Theorem 16.3.2 =⇒ Theorem 16.3.1, and return to
the proof of Theorem 16.3.2 in §16.4.
The key point of the argument is due to L. Clozel ([Clo04]) and lies
in the beautiful idea of considering two places simultaneously. Indeed, let
S = {v,w} comprise two places, so that v is a “good place” for (G,X),
i.e. a place where [Sak13, Theorem 9.0.1] holds. That theorem computes
precisely the decomposition of the unramified part of L2(X(Kv)).
Now let σw be an arbitrary unitary representation that occurs weakly
in L2(X(Kw)). Let σv be an unramified representation occuring weakly in
L2(X(Kv)). Then σS := σv⊗σw occurs weakly in L2(X(KS)). By Theorem
16.3.2, there exists a sequence of X-distinguished automorphic forms πj
whose local constituent at v,w approach σv, σw respectively, in the Fell
topology. Choose an Arthur parameter ψj with the property that the global
packet Aψj contains a representation isomorphic to πj.
Fix now ψ = ψj . Let Q be the Zariski-closure of the image of ψ|LK .
The map
ψ : LK → LK × SL2 −→ Gˇ (16.6)
visibly factors through(
ψ,
( | · |1/2 0
0 | · |−1/2
))
: LK −→ Gˇ (16.7)
where we regard the target Gm as the torus in SL2.
By property (3), §16.1 of Arthur packets, together with the theorem of
[Sak13] that computes the unramified Plancherel measure, the SL2-type of
ψj (for large enough j) is the same as the SL2-type ι : SL2 → Gˇ associated
to the spherical variety (viz. the principal SL2 for LˇX).
77For this definition we need, of course, the integrals to converge. Ignoring analytic
difficulties, we could also describe the X-distinguished spectrum as follows: There is a
canonical intertwiner: C∞c (X(AK)) → C
∞(G(K)\G(AK)) (summation over X(K)). It
seems natural to define globally distinguished as “the image of the adjoint morphism.”
However, this leads to difficulties when not all point stabilizers on X are anisotropic.
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Here, we have used a strengthening of (3) on page 239, given a sequence
of unramified representations σj of G belonging to Arthur packets with a
given SL2-type ι1, and another unramified representation σ∞ which is a limit
point for the Fell topology of the σj , then any Arthur packet containing σ∞
also has SL2-type ι. Indeed, it follows (see e.g. [Tad88, Theorem 2.2]) the
Satake parameters of σj approach that of σ∞, and then we argue as on page
239, where now equality is replaced by “almost equality,” which is enough
for our purposes because the set of possibilities for “eig(αi(q
1/2))” (as in the
last line of the argument on page 239 is discrete.
Let Frs denote the image, under (16.7), of a Frobenius element at the
unramified place s. The Frs, when we vary the place s, are Zariski-dense in
Q×Gm. Indeed, by assumption (16.2), their Zariski closure gives a subgroup
Q′ ⊂ Q × Gm projecting onto Q; if Q′ 6= Q × Gm, then there is an integer
m ≥ 1 and a character χ : Q→ Gm so that Q′ = {(q, x) : xm = χ(q)}. But
this cannot be: if we write (qs, xs) for the image of Frs in Q(C) × Gm(C),
then qZs is precompact whereas x
Z
s is not.
On the other hand, the aforementioned theorem of [Sak13] shows more
precisely that the image of every Frs inside Gˇ, under (16.6), is conjugate to
an element of f(GˇX × SL2). (Here, f : GˇX × SL2 → Gˇ is the distinguished
morphism associated to X.)
Therefore, a Zariski-dense set of elements in the image Q∗ of Q × Gm
inside Gˇ are conjugate to elements of f(GˇX × SL2).
We have just seen that any conjugacy-invariant function on Gˇ, zero on
f(GˇX × SL2), must be identically zero on Q∗. Since conjugacy-invariant
algebraic functions separate semisimple conjugacy classes, we conclude that
every semisimple element in Q∗ is conjugate to f(GˇX × SL2). The claimed
assertion follows. 
16.4. Proof of Theorem 16.3.2. The theorem follows immediately
from:
Let Ω ⊂ GS = G(KS) be compact and f ∈ Cc(X(0)S ).
Then y 7→ 〈yf, f〉, for y ∈ Ω, is a convex combination of
diagonal matrix coefficients of (X, x0)-distinguished auto-
morphic representations.
Indeed, the quoted statement means that L2(X
(0)
S ), considered as a GS-
representation, is “weakly contained” in a direct sum
⊕
πi of the various
(X, x0)-distinguished automorphic representations. According to [Dix77,
Proposition 8.6.8] – see also Theorem 3.4.4, loc. cit. for the definition of
weak containment – this means that the support of Plancherel measure for
L2(X
(0)
S ) is contained in the support of Plancherel measure for
⊕
πi, in
particular, in the closure of the set of restrictions πi|GS .
Proof. We write the proof in the S-arithmetic language, rather than
adelically. Fix a function f ∈ Cc(X(0)S ).
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Let HS be the point stabilizer of x0 ∈ X(0)S in GS , so that HS = H(KS).
Choose a congruence subgroup Γ of G(KS) = GS and U a compact subset
of GS so that, with ΓH := H(K) ∩ Γ, we have:
(i) U = U−1 and Ω ⊂ U ;
(ii) x0U contains the support of gf for any g ∈ Ω;
(iii) ΓH · U ⊃ HS
(iv) U4 ·HS ∩ Γ = ΓH , where we write U2 = U · U,U3 = U · U · U and
so on.
This can be done: First of all choose Γ and choose U satisfying (i) –
(iii). Now we may shrink Γ, leaving ΓH unchanged, so that (iv) is satisfied,
by passing from Γ to a subgroup of the form π−1N πNΓH , where πN is the
“reduction modulo N” map, for a suitable large ideal N .
Now fix g ∈ Ω and set
F (g) :=
∑
γ∈ΓH\Γ
f(x0γg),
a compactly supported function on Γ\GS . (Indeed, its support is contained
in Γ\ΓU2).
We are going to show that
〈yf, f〉
X
(S)
0
= c〈yF, F 〉Γ\GS , (y ∈ Ω). (16.8)
where the positive constant c depends only on normalization of measure.
This will conclude the proof:
If π is an irreducible GS -subrepresentation of functions on Γ\GS (we do
not require square integrability!) and there exists v ∈ π such that
〈F, v〉Γ\GS 6= 0,
then π is distinguished, because
∫
Γ\GS
F (g)v(g)dg =
∫
ΓH\GS
f(x0g)v(g)dg =
∫
h∈ΓH\HS
∫
g∈HS\GS
f(x0g)v(hg)dg,
so some translate vg has nonvanishing period over
∫
ΓH\HS
. In particular,
the expression 〈gF, F 〉 is in fact – after spectrally expanding F – a convex
combination of diagonal matrix coefficients of (X, x0)-distinguished repre-
sentations, as required.
Thus indeed (16.8) will conclude the proof.
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We compute, by unfolding, that
〈yF, F 〉L2(Γ\GS) =
∫
g∈Γ\GS
yF (g)
∑
γ∈ΓH\Γ
f(x0γg)dg
=
∫
g∈ΓH\GS
yF (g)f(x0g)dg
=
∫
ΓH\GS
dg f(x0gy)f(x0g) +
∫
ΓH\GS
dg
∑
γ∈ΓH\Γ−{1}
f(x0γgy)f(x0g)
(16.9)
We claim that the final term is zero: If not, there exists γ ∈ Γ−ΓH and
g ∈ GS such that f(x0γgy) and f2(x0g) are both nonzero. In particular, by
(ii)
γgy ∈ HSU and g ∈ HSU.
Adjusting γ on the left by ΓH and using (iii), we may suppose that γgy ∈ U2.
Therefore,
γ = (γgy) · y−1 · g−1 ∈ U4HS,
a contradiction to (iv).

16.4.1. Remark. This has the following corollary:
If σ is automorphically isolated as well as in the support of
L2(X
(0)
S ), it is the local constituent of an (X, x0)-distinguished
global representation.
Here, we say that a unitary irreducible representation σ of G(KS) is au-
tomorphically isolated if there do not exist a sequence σi of unitary G(KS)-
representations, each of which occurs as the local constitutent of an auto-
morphic representation, which converge to σ in the Fell topology.
Results of a similar nature are well-known; see e.g. [PSP08] when the
σ are supercuspidal. The condition noted above (automorphically isolated)
is very slightly weaker. For instance, every discrete series for GLn is auto-
morphically isolated, and it seems likely that discrete series representations
are always automorphically isolated (although we do not know how to prove
it – it would be interesting to verify that this is a consequence of Arthur’s
conjectures, or to verify it for the other classical groups).
16.5. Pure inner forms. We now formulate a refined version of the
prior Local Conjecture 16.2.2.
For the purposes of the present subsection we assume:
(1) The spherical variety X has no roots of type N ; in particular, its
dual group GˇX is defined.
(2) The center of G acts faithfully on X. (If this is not the case, one
should replace G by its quotient by the kernel of the action of
Z(G).)
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By a “pure inner form” of G we understand an isomorphism class α of
left G-torsors. We call an isomorphism class α of left G-torsors, with the
property that X ×G T(k) 6= ∅ for T in the class α, a “pure inner form” of
X. We denote by Gα the automorphism group of a torsor in the class α,
and we denote by Gα its k points. We give further discussion and examples
(see Examples 16.5.5–16.5.7) after we formulate the conjecture.
Let us recall that Vogan [Vog93b] has proposed a version of Arthur’s
conjectures whereby the Arthur packet should be considerd, in fact, as a
collection of representations of varying pure inner forms of G. In particular
each element of the Arthur packet defines a representation of the group∏
β G
β, where β ranges over pure inner forms of G, and the representation
is understood to be nontrivial on only one direct factor.
16.5.1. Conjecture (Local Conjecture – strong form). There is a direct
integral decomposition:
⊕α L2(Xα) =
∫
[ψ]
Hψµ(ψ), (16.10)
where
• α parametrizes pure inner forms of X;
• we regard both sides as representations of the product:∏
β
Gβ (16.11)
of all pure inner forms of G – the right-hand side as discussed
above, and the left-hand side by means of the evident map from
pure inner forms of X to pure inner forms of G;
• [ψ] varies over GˇX -conjugacy classes of X-distinguished Arthur pa-
rameters;
• µ is in the natural class of measures for X-distinguished Arthur
parameters modulo conjugacy;
• Hψ is isomorphic to a multiplicity-free direct sum of irreducible
representations belonging to the (Vogan) Arthur packet associated
to the class [ψ];
• for µ-almost all ψ, the spaces Hψ are non-zero.
Note that, when multiple inner forms of X correspond to the same in-
ner form of G, the same irreducible representations of this inner form may
appear multiple times on both sides of (16.10); this doesn’t contradict the
multiplicity-freeness requirement, since we consider elements of the Vogan-
Arthur packet as representations of (16.11) (where the isomorphic inner
forms can appear as distinct factors).
In comparison to the weak version 16.2.2, the present form states that
the condition on Arthur parameters to be X-distinguished is also sufficient
for the A-packet to be distinguished, as long as we take pure inner forms
into consideration.
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We have also postulated that the spaces Hψ should be multiplicity-free.
In the case of GLn, where A-packets are singletons, this means that the
multiplicity of a given representation on ⊕αL2(Xα), at least generically in
the sense of Plancherel measure, is given by the number of lifts of its Arthur
parameter to an X-distinguished Arthur parameter. For example, the mul-
tiplicity statement is true for the most continuous spectrum of X under the
assumptions of the Scattering Theorem 7.3.1: indeed, the spectrum of the
most degenerate boundary degeneration X∅ is a multiplicity-free direct inte-
gral over Arthur parameters with “Langlands part” into the maximal torus
A∗X of GˇX , and the corresponding “most continuous spectrum” L
2(X)∅ is a
multiplicity-free direct integral over WX-conjugacy classes of such parame-
ters. However, we should point out that there is not enough evidence about
whether the multiplicity statement is correctly formulated for ramified rep-
resentations in the case of nontrivial Arthur-SL2.
In the remainder of this section, we examine more carefully the notion
of pure inner form of X:
Consider the quotient stack: [X × X/G] (we understand the diagonal
action of G without putting brackets). We denote by [X × X/G](k) the
set of isomorphism classes of k-objects of the stack. By abuse of language,
we will be calling them “k-points”. They consist of isomorphism classes of
diagrams:
T→ X×X,
where T is a (right) G-torsor and the map is G-equivariant. Two such
diagrams are isomorphic if there is an isomorphism of torsors which makes
the composite commute.
In what follows we will denote isomorphism classes ofG-torsors by small
Greek exponents (they correspond bijectively to elements of H1(k,G)), and
the exponent will appear on the opposite side from which G acts. For
instance, αT denotes a right G-torsor “in the class α”; by composing with
the inverse map we get a left G-torsor which will is denoted Tα. The G-
automorphism group of a torsor is an inner form G; for the torsors αT and
Tα, this form will be denoted by Gα and will act on the left, resp. on the
right. Notice the canonical Gα×Gα-equivariant isomorphism: αT×GTα ≃
Gα (here, unlike the rest of the paper, the left multiplication of Gα on itself
is defined as a left action).
Given a G-variety V and a left G-torsor Tα, we denote by Vα the Gα-
variety: V ×G Tα. The following is easy to see by applying the ×GTα
operation:
16.5.2. Lemma. The set of isomorphism classes of G-morphisms: αT→
V is in natural bijection with the set of Gα(k)-orbits on Vα(k). In par-
ticular, the existence of such a morphism is equivalent to the statement:
Vα(k) 6= ∅.
To apply this to V = X×X, where X is our spherical G-variety and G
acts diagonally on V, we notice that Vα = Xα ×Xα. Indeed, if V carries
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an action of a larger group G˜ ⊃ G and Fα := G˜ ×G Tα, a G˜-torsor, then
obviouslyV×GTα = V×G˜Fα; in our case, G˜ := G×G and Fα = Tα×Tα,
so we get:
16.5.3. Lemma. The set of isomorphism classes of G-morphisms: αT→
X×X is in natural bijection with the set of Gα(k)-orbits on Xα(k)×Xα(k).
In particular, the existence of such a map is equivalent to the statement:
Xα(k) 6= ∅.
16.5.4. Corollary. We have:
[X×X/G](k) = ⊔αXα(k)×Xα(k)/Gα(k), (16.12)
where α runs over all pure inner forms of X.
16.5.5. Example. If X = H\G, the pure inner forms of X correspond
to G-torsors obtained by reduction of H-torsors, i.e. to the image of the
map: H1(k,H)→ H1(k,G).
In fact, we have an isomorphism of stacks: X×X/G ≃H\G/H and H
has a fixed point on H\G, one gets from Lemma 16.5.2:
[X×X/G](k) = ⊔β∈H1(k,H)(Hβ\Gβ)(k)/Hβ(k). (16.13)
Here, similarly, we denote by Hβ the automorphism group of an H-torsor
βS in the class of β and by Gβ the isomorphism class of its reduction to a
G-torsor βT (i.e. βT = βS ×H G); the action of Hβ on βS gives rise to a
natural injection: Hβ →֒ Gβ.
16.5.6. Example. The pure inner forms of X = a point coincide with
the isomorphism classes of G-torsors, despite the fact that all varieties Xα
are isomorphic.
16.5.7. Example. Let V ⊂ W be two non-degenerate quadratic spaces
of codimension one in each other and let X = H\G = SO(V )\(SO(V ) ×
SO(W )).
Isomorphism classes of SO(V )-torsors correspond canonically to isomor-
phism classes of quadratic spaces of the same dimension and discriminant
as V , and similarly for SO(W )-torsors. The reduction of a SO(V )-torsor to
an SO(W )-torsor corresponds to the operation V α 7→ V α ⊕ k (orthogonal
direct sum), where V α is a quadratic space corresponding to the given tor-
sor. Pure inner forms of X correspond to isomorphism classes of quadratic
spaces V α ⊂ Wα, where V α has the same dimension and discriminant as
V and Wα ≃ V α ⊕ k. This is the setting of the Gross–Prasad conjec-
tures [GP92]; these conjectures have been now largely established through
the work of Waldspurger and (for the unitary analogue) Beuzart–Plessis
([Wal12b, Wal12c, Wal12a, BPar, BP]).
16.5.8. Remark. Suppose that X = H\G, and that H = M ⋉ U is
the Levi decomposition of H. Let Λ : U → Ga be a homomorphism which
is fixed by M. Extend it to a homomorphism Λ : H → Ga by making it
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trivial on M. We are interested in defining “pure inner forms” for the space
L2(X,Lψ), where ψ : k → C× is a character and Lψ is the complex line
bundle defined by ψ ◦ Λ.
Since unipotent groups in characteristic zero have trivial Galois cohomol-
ogy, all pure inner forms of X correspond to M-torsors. Let c : Gal(k¯/k)→
M(k¯) be a cocycle; by inner automorphisms, it defines an inner twist Hα of
H. Since the action of M preserves the morphism Λ : U → Ga (where M
acts trivially on Ga), the “inner twist” of Λ by c is defined over k, that is,
we have a morphism Λα : Hα → Ga.
With this convention, then, the Conjecture also applies to “Whittaker-
type” induction.
17. Speculation on a global period formula
Throughout this section we adopt the following notation: For K a global
field – which we understand as fixed – and G any algebraic group over K,
we denote by [G] the adelic quotient G(K)\G(AK).
In this section we wish to discuss a potential generalization of the work
of Ichino–Ikeda [II10] to all spherical varieties. Our central conjecture,
speaking somewhat imprecisely, gives a link between the local Plancherel
formula and global periods.
We assume that X is homogeneous affine, i.e. the stabilizers of points on
X are reductive; the discussion is also valid for “parabolically-induced” or
“Whittaker-induced” varieties of this form. For a discussion of the general
non-affine case, cf. [Sak12]; our conjectures naturally extend to this more
general case, but because of the speculative nature of this case we will ignore
it in our formulations and only appeal to a special case in Theorem 18.4.1.
We will consider automorphic representations that embed weakly in
L2([G]), hence: abstract irreducible unitary representations π ≃ ⊗′vπv of
G(AK) which admit a tempered embedding:
smooth subspace of π →֒ C∞([G]),
i.e. the image is in L2+ε for every ε > 0. The embedding will not be part
of the data, but it will be assumed to be unitary whenever the image is
discrete modulo center. The normalization of embeddings corresponding to
the continuous spectrum will be discussed in §17.5.
For the automorphic representations π that we will encounter, we make
the following multiplicity-one assumption:
For all places v of K, we have dimHomG(Kv)(πv, C
∞(X(Kv))) ≤ 1.
Strictly we should write π∞v above, instead of πv – which is by definition
unitary. We will allow ourselves this imprecision at some points below.
As the work of Jacquet [Jac01] shows (see also [FLO12]), the multiplicity-
one assumption is too restrictive – one could have Euler products even with-
out it; however, we will contend ourselves to provide some conjectures in this
more restrictive setting.
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17.1. Tamagawa measure. We use throughout Tamagawa measures
for [G], G(AK) and, more generally, the adelic and local points of smooth
homogeneous varieties.
To define Tamagawa measure we proceed as follows: Let µ be the mea-
sure on AK that assigns mass 1 to the quotient AK/K, and fix a factorization
µ = µv, where µv is a measure on Kv. Fix a K-rational top differential form
ω. Then (using the choice of µv) we obtain a volume form |ω|v on G(Kv).
For v a finite place, set cv to be the |ωv|-mass of G(ov) and take cv = 1
otherwise. For all but finitely many places, cv is the value of a certain local
L-factor, and we can interpret the (non-convergent, in general) Euler prod-
uct C =
∏
v cv accordingly. If G has trivial k-character group, then C 6= 0
and we define the Tamagawa measure:
C−1 ·
(∏
v
cv|ωv|
)
.
(If G has a nontrivial character group, one usually regularizes the sit-
uation by multiplying or dividing by the appropriate power of the (corre-
spondingly partial) Dedekind zeta function. We will discuss in §17.5 how
our conjecture is independent of such a choice.)
We fix factorizations of the Tamagawa measures, e.g. if dx denotes the
invariant Tamagawa measure on X(AK), we fix an Euler product: dx =∏
v dxv, where dxv is a measure on X(Kv) and dxv(X(ov)) = 1 for almost
all v.
17.2. Factorization and the Ichino–Ikeda conjecture. Pick x0 ∈
X(K); let H be the stabilizer of x0. We assume throughout that the con-
nected component of the center of G acts faithfully on X.
Let ν : π = ⊗πv →֒ C∞([G]) be an automorphic representation, together
with an embedding. By multiplicity one, the global “period” Hermitian form
PAut : ϕ −→
∣∣∣∣∣
∫
[H]
ν(ϕ)
∣∣∣∣∣
2
(17.1)
factorizes as a product of localH(Kv)-biinvariant Hermitian forms Pv on the
representations πv. Of course, this period integral is not always convergent,
and has to be suitably regularized. In the discussion that follows we
assume such a regularization.
Basic question. Is it possible to give a purely local expression for Pv?
Let us make this more precise by formulating the answer given by Ichino–
Ikeda [II10], based on the results of Waldspurger [Wal85] and others. First,
assume that X is “strongly tempered”, and let PPlanchv be the “canonical
hermitian form” discussed in §6.2:
PPlanchv (u1, u2) =
∫
H(Kv)
〈πv(h)u1, u2〉dh. (17.2)
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The case under consideration in [II10] is G = SOV × SOV⊕Ga , where
V is a nondegenerate quadratic space, and H =the diagonal copy of SOV
in G. If π is a tempered and cuspidal automorphic representation of G (in
this case there is a unique, up to scalar, embedding of π in C∞([G])), and
we fix a unitary such embedding, then by the Arthur conjectures it should
be attached to a “global Arthur parameter” φ (cf. §16.1) whose centralizer
in the connected dual group Gˇ is a finite 2-group Sφ, and which is trivial on
the “Arthur SL2” – i.e., it is a global Langlands parameter. In that case,
Ichino and Ikeda conjecture:
PAut = 1|Sφ|
′∏
v
PPlanchv , (17.3)
This Euler product is not absolutely convergent, and the symbol
∏′
denotes that it should be understood “in the sense of L-functions”: more
precisely, it is computed in [II10] that for local unramified data the local
factors are equal to a certain quotient of special values of L-functions, and
the meaning of
∏′ is that one should replace almost all Euler factors by
the corresponding quotient of special values of the (analytically continued)
partial L-functions.
The conjecture has been verified for n ≤ 3, and special cases in higher
rank. There is also evidence that exactly the same conjecture applies to
the Whittaker period, with the regularized Plancherel hermitian forms that
we defined in §6.3; in the case of G = GLn the validity of the conjecture
for the Whittaker case is known to experts, and we will recall the argu-
ment in Section 18; Lapid and Mao have recently proven it for automorphic
representations of the double metaplectic cover of Sp2n [LM]. As we will
see, by our interpretation of “unfolding” (§9.5) the conjecture also holds
whenever we can “unfold” the period integral to a known case, such as
in the case of the Rankin-Selberg integral on GLn×GLn+1 (i.e. the space
GLn \GLn×GLn+1).
In the general case, the form (17.2) does not converge, nor can it be
regularized by the methods of §6.3. A typical example where it diverges
is the Sp2n-period inside GL2n, which has been studied by Jacquet–Rallis
[JR92] and Offen [Off06]. However, by Proposition 6.2.1, the Hermitian
form PPlanchv is intrinsically characterized – at least off a set of Plancherel
measure zero – by its role in a Plancherel formula for L2(X(Kv)). This
suggests a reformulation of the definition of PPlanchv which has the possibility
of working even when (17.2) is divergent.
17.3. Local prerequisites for the conjecture. We keep assuming
multiplicity one at all places, a corollary of which is that GˇX ⊂ Gˇ. We feel
free to assume the validity of all conjectures in this paper forX, in particular
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Conjecture 16.2.2 on the local L2-spectrum of X. Hence,
L2(X(Kv)) =
∫
{φ}/∼
Hφµ(φ) (17.4)
is a decomposition of L2(X(Kv)) in terms of GˇX-conjugacy classes of X-
distinguished Arthur parameters, where the measure µ belongs to the nat-
ural class of measures on Arthur parameters. The spaces Hφ here may be
zero.
We would like to fix a Plancherel measure in this class, in order to fix the
associated norms on Hφ. The idea is to “fix the natural Plancherel measure
for GX(Kv)”, where GX is the split group with dual group GˇX . This is
slightly problematic, in the sense that the Plancherel measure for GX(Kv)
is, according to the conjectures of Hiraga–Ichino–Ikeda [HII08], not quite
a measure on the set of (tempered) Arthur parameters into GˇX , but also
depends on the representation in the corresponding packet. However, for
the purposes of the present discussion, where we formulate our conjecture
up to Q×, this will not matter.
More precisely, it is expected that there is a measure µv on the set
of local, tempered Arthur parameters (i.e. bounded Langlands parameters)
into GˇX modulo conjugacy, such that L
2(GX(Kv)) admits a direct inte-
gral decomposition analogous to (17.4), where for every unitary, tempered
representation τ the Plancherel norm on the space spanned by its matrix
coefficient is a multiple of the canonical (Hilbert-Schmidt) norm by an in-
teger (which can be bounded independently of the representation). In fact,
there is a minimal such choice in the Q× class of µv, in the sense that with
that choice for some representations in the packet (those, conjecturally, cor-
responding to characters of the component group of the centralizer of the
parameter) we will not need to multiply by an integer. Of course, this mea-
sure depends on the choice of a measure on GX(Kv), but again we may
choose Tamagawa measures globally to eliminate the dependence on local
choices in the conjecture that follows. A good choice of local Tamagawa
measures is described in [Gro97], and for this choice there is a very precise
conjecture on Plancherel measures in [HII08]. For discrete series:
µPlanchv (τ) =
〈1, π〉
|S♮φ|
· |γ(0, τ,Ad, ψ)| (17.5)
hence in that case we would take the measure for the corresponding Lang-
lands parameter φ to be:
µv(φ) =
1
|S♮φ|
· |γ(0, τ,Ad, ψ)|.
We refer the reader to [HII08, p. 287] for the notation and normalization.
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By the obvious bijection between (local) X-distinguished Arthur pa-
rameters into Gˇ and tempered Langlands parameters into GˇX we can con-
sider this measure as a measure on the set of GˇX -conjugacy classes of X-
distinguished Arthur parameters. To this choice of measure corresponds, for
almost every τ ∈ L2(X(Kv)), a generalized character:
θPlanchv : C
∞
c (X(Kv)×X(Kv))→ τ ⊗ τ¯ → C (17.6)
or dually (and composing with evaluation at the chosen point x0) a hermitian
form:
PPlanchv : τ ⊗ τ¯ → C∞(X(Kv)×X(Kv))
ev(x0,x0)−−−−−→ C. (17.7)
Although this is, a priori, not well defined at any specific τ which is not in the
discrete spectrum of X(Kv), it is expected to be rational in τ ; this follows
from Theorem 15.6.1 under the assumptions of that theorem. Therefore,
PPlanchv is uniquely defined wherever it is regular.
Question: Is it true that PPlanchv is regular on the set of X-tempered
representations?
From now on we will assume this to be so, or we will assume the local
components of our global representations to be on the regular set. The
last local piece of input that we need to discuss is the value of PPlanchv on
normalized unramified data.
Let v be a non-archimedean place of K, unramified over Q. Assume
that G and X carry an integral model at v with x0 ∈ X(ov) and such
thatX(Kv) satisfies the “generalized Cartan decomposition” [Sak13, Axiom
2.4.1] with respect to the hyperspecial maximal compact subgroup G(ov) –
this is the case at almost every place under the multiplicity-one assumption.
Let π be an irreducible, unramified (with respect to G(ov)) representation
in L2(X(Kv)), which is isomorphic to the unramified subquotient of the
representation IGP (X)(χ). Then, up to a combinatorial condition which is easy
to check and which is expected to hold for all affine homogeneous spherical
varieties (s. the statement of [Sak13, Theorem 7.2.1] – from now on we
assume this condition to hold for our spherical variety), the value
of PPlanchv (u⊗ u¯) where u ∈ πG(ov) with ‖u‖ = 1 follows from the Plancherel
formula of [Sak13, Theorem 9.0.1]. More precisely, it is the quotient LX
of L-values attached to the spherical variety X in loc.cit., divided by the
“Plancherel measure for GX”. Hence,
78 in the notation of [Sak13, Definition
7.2.3] (in particular: using exponential notation eγˇ instead of γˇ for characters
of tori), but adding the index v:
L♯X,v(π) := PPlanchv (u⊗ u¯) = (17.8)
=
c2v
Q
P (X)
v
·
∏
γˇ∈ΦˇX
(1− q−1v eγˇ)∏
θˇ∈Θ(1− σθˇq
−rθˇ
v eθˇ)
(χ).
78See the table at the end of [Sak13] for some examples.
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We recall that Q
P (X)
v = [G(ov) : P(X)
−(ov)P(X)(ov)], where P(X)
− is
a parabolic opposite to P(X). It is also equal to:
QP (X)v =
∏
αˇ∈uP (X)
1− q−1v eαˇ
1− eαˇ (δ
1
2 ) (17.9)
(the product over all roots in the unipotent radical of the parabolic dual to
P(X)). For affine varieties the constant cv is:∏
θˇ>0(1− σθˇq
−rθˇ
v eθˇ)∏
γˇ>0(1− eγˇ)
(δ
1
2
P (X)) (17.10)
but for a variety which is “Whittaker-induced” from a homogeneous affine
spherical variety X′ of a Levi subgroup, the constant cv is the same as for
X′. For example, for the Whittaker model itself we have cv = 1.
We define Q
P (X)
v (s) by replacing δ
1
2 by δ
1
2
+s in (17.9), cv(s) by replacing
δ
1
2
P (X) by δ
1
2
+s
P (X) in (17.10) and:
L♯X,v(π, s) :=
cv(s)
2
Q
P (X)
v (s)
·
∏
γˇ∈ΦˇX
(1− q−1−sv eγˇ)∏
θˇ∈Θ(1− σθˇq
−rθˇ−s
v eθˇ)
(χ). (17.11)
17.3.1. Remark. The purpose of introducing the parameter s is to make
sense of the Euler product of the L♯X,v’s as the analytic continuation of a
quotient of L-functions. (We understand the existence of such an analytic
continuation as part of the conjecture.) If the pertinent (global) L-functions
turn out to have zeroes or poles when s = 0 the way we have chosen the
s-parameter plays an important role; for instance, changing some occurences
of s by 2s could introduce a power of 2 as an extra factor. (Of course, this
wouldn’t matter at present, since we are only formulating conjectures up to
Q×.) It appears by [II10] that the definitions we have given here are the
correct ones.
We explain how to deduce (17.8) from [Sak13]: By definition, PPlanchv (u⊗
u¯) is the quotient of “Plancherel measure for X(Kv)” by “Plancherel mea-
sure for GX(Kv)”, where by “Plancherel measure” we mean, as in loc.cit.
the Plancherel measure corresponding to Hecke eigenfunctions normalized
to have value 1 at x0. Notice that since we are using Tamagawa mea-
sures, the formulas that follow will differ from those of loc.cit. by a factor of
(1−q−1)− rkX , though this factor actually doesn’t play a role since it is can-
celled upon division. By Theorem 9.0.1 of loc.cit. the unramified Plancherel
measure for X(Kv), considered as a measure on A
∗
X/WX , is:
1
Q
P (X)
v,G (1− q−1)rkX
LX,v(χ)dχ
where we write Q
P (X)
v,G to emphasize that this factor is defined with the group
G in mind. On the contrary, for GX(Kv) the corresponding factor will be
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defined with respect to the group GX ×GX , and hence we will denote it by(
Q
P (X)
v,GX
)2
. Hence, the unramified Plancherel measure for GX(Kv) is:
1(
Q
P (X)
v,GX
)2
(1− q−1)rkX
LGX ,v(χ)dχ
which is equal to: ∏
γˇ∈ΦˇX
1− eγˇ
1− q−1v eγˇ
(χ).
By the definition of LX,v in 7.2.3 of loc.cit., the claim of (17.8) follows.
17.4. Global conjecture. Let A[ψ] be the subspace of the space of
automorphic forms corresponding to an X-distinguished Arthur parameter.
The notion of X-distinguished, here, is the same as locally: the restriction of
the parameter to the hypothetical Langlands group is bounded and factors
through GˇX , while the SL2-type is the X-distinguished SL2-type. Hence,
this is the analog of the “tempered” hypothesis in the Ichino–Ikeda conjec-
ture (although it does not imply that the automorphic representations are
tempered; rather they are “tempered relative to X.”)
One can speculate about extending all that follows to the general case
along the lines of [II10], but we have no reason to get into that here. The
space A[ψ] is a unitary space; for the discrete-modulo-center space we fix
norms by integrating over [G/Z] (where Z denotes the center) against Tam-
agawa measure, and we will explain how to fix norms on the continuous
spectrum in §17.5, after we give a rough statement of the conjecture.
The following should be viewed more as a working hypothesis, rather
than a solid conjecture. We feel more confident about it in the case where
there is at most one X-distinguished representation in each local A-packet,
which should be the case if and only if the relative trace formula for H\G/H
is stable. A good conjecture, including an understanding of the unspecified
rational constants, should be the result of a theory of endoscopy for the
relative trace formula.
To formulate it, let A′[ψ] denote a subspace of A[ψ] with the properties:
• A′[ψ] contains with multiplicity one all irreducible automorphic rep-
resentations which occur in A[ψ];
• the restriction of the hermitian form PAut to the orthogonal com-
plement of A′[ψ] is zero.
Such a subspace exists by the assumption that X is multiplicity-free. It
is not unique, as we may arbitrarily choose its component inside isotypic
subspaces of A[ψ] where PAut is identically zero. However, such a choice
allows us to formulate the conjecture uniformly.
17.4.1. Conjecture (Period conjecture). Let ψ denote an X-distinguished
global Arthur parameter. For each irreducible ν : π = ⊗vπv →֒ A′[ψ] there is
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a rational number q such that:
PAut∣∣
ν(π)
= q ·
′∏
v
PPlanchv . (17.12)
Here PPlanchv are the H(Kv)-biinvariant forms on πv “normalized according
to GX(Kv)-Plancherel measure”, as explained in §17.3, and conventions
for the interpretation of the Euler product and Tamagawa measures will be
explained in the next subsection.
17.5. How to understand the Euler product. Again, the Euler
product (17.12) should be understood in the sense of L-functions; namely,
for every u = ⊗uv ∈ π = ⊗′πv there will be a large enough set T of places
(including the archimedean ones and the places of ramification of K over Q)
such that:
• there is (and we fix) a smooth integral model for G and X outside
of T , with x0 ∈ X(oT ) (where oT denotes the ring of T -integers);
• the formula of [Sak13, Theorem 7.2.1] for eigenvectors of the spher-
ical Hecke algebra H(G(Kv),G(ov)) on X(Kv) holds for v /∈ T .
• uv ∈ πG(ov)v for v /∈ T .
Then for v /∈ T we have:
PPlanchv (uv) = L
♯
X,v(π).
The equality (17.12) should be thought of as a formal equality, whose
real meaning is:∣∣∣∣∣
∫
[H]
ν(u)(h)|ω|(h)
∣∣∣∣∣
2
= qL
♯ (T )
X (π) ·
∏
v∈T
PPlanchv (uv) (17.13)
where L
(T )
X (π) is the value at s = 0 of the analytic continuation of the
quotient of partial L-functions (outside of T ) whose Euler factors are (17.11).
Again, we emphasize that the existence of such an analytic continuation
should be considered as part of the conjecture.
Here on the left hand side we have explicitly integrated against a ra-
tional differential form in order to make the point that one may have to
divide the whole expression by some zeta factors to make the two sides fi-
nite. Tamagawa measures are, by definition, defined by taking the absolute
value of invariant, rational, volume forms, times local “convergence factors”
which are cancelled, globally, by multiplying by a special value of a par-
tial L-function. However, if a group H has nontrivial k-character group,
then the corresponding partial L-function has a pole at the desired point
of evaluation. This is usually resolved by multiplying, instead, by the lead-
ing coefficient of its Laurent expansion, which leads to a non-canonical but
quite standard choice. In that case, we expect that L
♯ (T )
X (π) will also have a
pole of at most the same order, and should be replaced by its leading term.
Equivalently, one should treat both sides of the above equation as formal
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Euler products and “cancel” the same power of the (partial) Dedekind zeta
function of k from both.
17.5.1. Example. Let G = PGL2, H = A ⊂ G a split torus. This
example is the original “Hecke integral,” which was reinterpreted adelically
in the work of [JL70] of Jacquet and Langlands.
Then A(ov) = 1− q−1v at almost every place, and therefore the “formal”
measure of a set S =
∏
v Sv with Sv = A(ov) outside of a finite set of places
T is:
|ω|(S) = 1
ζ
(T )
K (1)
∏
v∈T
|ω|v(Sv),
which is zero. Therefore, the period integral should be computed with re-
spect to the measure:
ζ
(T )
K (1)|ω|(S) :=
∏
v∈T
|ω|v(Sv).
(Notice that it is not standard to multiply by a partial ζ-function, but in
fact the conjecture is independent of how exactly one chooses to normalize
the Tamagawa measure!)
On the right hand side, correspondingly, we have, outside of a finite set
of places:
L♯X,v(π) =
(1− q−1v )2
1− q−2v
∏
αˇ∈ΦˇG
1− q−1v eαˇ
(1− q−
1
2
v e
αˇ
2 )2
(χv) =
1− q−1v
1− q−2v
· (Lv(πv,
1
2))
2
Lv(πv,Ad, 1)
.
Notice that the same globally problematic factor of 1ζK,v(1) appears on the
right hand side, as well!
Therefore, for a cuspidal representation π = ⊗′πv the conjecture says
that the period integral with respect to the measure ζ
(T )
K (1)|ω|(S) is equal,
up to a rational factor, to:
ζ
(T )
K (2)
(L(T )(π, 12 ))
2
L(T )(π,Ad, 1)
·
∏
v∈T
PPlanchv .
Of course, this is known to hold, with the implicity rational factor equal to
1. We will explain the meaning of the period integral on other parts of the
spectrum below.
17.5.2. Remark. It is not necessary that there exists a meaningful, finite
regularization of the period integral for every representation. For example,
in the case of A ⊂ PGL2 and π = 1, the trivial representation, it is reason-
able to think of the “correct” value of the period integral (with respect to a
non-zero finite measure, such as ζ
(T )
K (1)|ω|(S)) as being “infinity”. This is
reflected on the right hand side, as well: indeed, for the trivial representation
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the partial L-factors on the right hand side are:
(ζ
(T )
K (1))
2
ζ
(T )
K (2)
,
which is infinite.
Finally, we explain how to make sense of the conjecture for the contin-
uous spectrum. Recall that we are assuming an appropriate regularization
of period integrals, so we will only explain how to choose a norm on the
spaces of unitary Eisenstein series. The idea here is that the Eisenstein
series morphism:
EP : IndG(AK)P(AK) (δ
1
2
Pσ)→ C∞([G]),
where σ is a discrete automorphic representation for the pertinent Levi sub-
group L, should be an isometry. However, on P\G we have again the issue
of making sense, globally, of Tamagawa measures. More precisely, let ω be a
K-rational invariant volume form on P\G valued in the line bundle defined
by d−1P . Then, locally (having fixed good integral models outside of a finite
set of places T , and taking v /∈ T such that σv is unramified), we consider
the induced square-norm:∫
P\G(Kv)
‖φ0v(g)‖2|ω|v(g) (17.14)
where the unramified vector φ0v is defined by choosing u ∈ σL(ov)v with
‖u‖ = 1 and setting φ0v(pk) = δ
1
2
Pσ(p)u (p ∈ P(Kv), k ∈ G(ov)). Then one
computes that this integral, using measures coming from integral, residually
non-vanishing volume forms, is equal to:
QPv = [G(ov) : P
−(ov)P(ov)] =
∏
αˇ∈uP
1− q−1v eαˇ
1− eαˇ (δ
1
2 ).
The Euler product of the QPv ’s, understood as the quotient of special
values of zeta functions, is “infinite”. Therefore, for the conjecture to make
sense we need to redefine the norm (17.14) of the “standard vector” φ0v to
be equal to 1 outside of a finite set T of places and, correspondingly, divide
the Euler factors on the right hand side, for v /∈ T , by QPv ; that is:
PAut(EP (
∏
v/∈T
φ0v ·
∏
v∈T
φv)) =
′∏
v/∈T
L♯X,v(πv)
QPv
·
∏
v∈T
PPlanchv (uv),
where the partial Euler product on the right is now expected to make sense
as a quotient of L-values.
17.5.3. Remark. If P is not a self-associate parabolic, then the variety
Y = UP \G is (spherical and) multiplicity-free for the group L×G, and the
requirement that the Eisenstein morphism EP be an isometry is equivalent
to the validity of our conjecture for the variety Y (i.e. for the constant term
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of the Eisenstein series. If P is self-associate then Y is not multiplicity-
free, and our conjecture holds, tautologically, for the “first summand” of
the constant term of the Eisenstein series.
17.6. Everywhere discrete or unramified. Because of the meager
state of knowledge about the Arthur conjectures in general, it is useful to
discuss a specific case which can be formulated without reference to them.
For any representation of G(AK) and a large enough collection of places
T , write πT for the vectors that are unramified outside T . Here by “large
enough” we mean, as before:
• T includes the archimedean places;
• K is unramified over Q outside of T ;
• there is (and we fix) a smooth integral model for G and X outside
of T , with x0 ∈ X(oT );
• the formula of [Sak13, Theorem 7.2.1] for eigenvectors of the spher-
ical Hecke algebra H(G(Kv),G(ov)) on X(Kv) holds for v /∈ T .
“Unramified”, of course, means “fixed by G(ov)”. Following standard no-
tation, we denote KT =
∏
v∈T Kv, and L
(T ) a partial L-function outside of
T .
The conjecture that follows is stated with the help of a modification L♭X
of L♯X , which will be defined afterwards:
17.6.1. Conjecture (X-variant). Endow X(KT ) with the invariant
measure µT such that µ
T · µT =Tamagawa measure, where µT is the in-
variant measure on
∏
v/∈T X(Kv) such that µ
T
(∏
v/∈T X(ov)
)
= 1.
If π ∈ L2([G]) is irreducible and lT : πT →֒ L2(X(KT )) is an isometric
embedding (i.e. πT is an X-discrete series), then for φ ∈ πT :∣∣∣∣∣
∫
[H]
φ
∣∣∣∣∣
2
∈ Q× · L♭ (T )X (π) · |lT (φ)(x0)|2.
This does not follow in an entirely routine way from Conjecture 17.4.1,
because | evx0 ◦lT |2 differs from
∏
v∈T PPlanchv by a factor which takes into
account the normalization of Plancherel measures. According to the con-
jectural formula (17.5), the Plancherel measure used to define PPlanchv for
v ∈ T is, up to a rational number, equal to an adjoint γ-factor for the group
GX . Since we do not want to use any functoriality assumptions in order
to formulate the conjecture at this point, we will substitute the product of
these γ-factors at places v ∈ T by the inverse of the corresponding partial
gamma factor away from T , since we expect the product of these gamma
factors over all places to be equal to 1. We also have to take into account
that the measure for v /∈ T is normalized, here, to give mass one to X(ov),
while “local Tamagawa measure” gives mass:
Q
P (X)
v · (1− q−1)rkX
cv
(17.15)
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to X(ov) [Sak13, Theorem 9.0.3].
Therefore, formally the local unramified factor for L♭X,v is:
L♭X,v(π) :=
Q
P (X)
v · (1− q−1)rkX
cv
· L♯X,v(π) · γGˇX (π,Ad, 0), (17.16)
where γGˇX denotes the adjoint gamma factor for the unramified represen-
tation π regarded as a semisimple conjugacy class in GˇX . However, the
latter is zero (since it has a numerator has the factor (1− qs)rkX evaluated
at zero). But again, we are only interested in making sense of L♭X,v glob-
ally (i.e. making sense of the partial quotient of L-functions L
♭ (T )
X ), and
the corresponding partial γ-factor γ
(T )
GˇX
(π,Ad, 0) should be finite and non-
zero, since the factors for v ∈ T are all assumed to correspond to discrete
parameters. Hence, we define:
L♭X,v(π, s) := cv(s) ·
(1− q−sv )rkAX
∏
γˇ∈ΦˇX
(1− q−sv eγˇ)∏
θˇ∈Θ(1− σθˇq
−rθˇ−s
v eθˇ)
(χ), (17.17)
and let L
♭ (T )
X (π) denote the value, at s = 0, of the (conjectural) meromorphic
continuation of:
L
♭ (T )
X (π, s) =
∏
v/∈T
L♭X,v(πv, s) (17.18)
where, again, if we have to modify the left-hand-side of the conjecture to
make sense of the global Tamagawa measure, then we also have to modify
L
♭ (T )
X by the appropriate factors.
18. Examples
We finally outline some examples where the period conjectures of the
prior section can be verified. We do not make any claim to originality:
many of the results are known to experts. The material of §18.1 is related to
regularization of Eisenstein periods, a topic which has been developed in the
works [JLR99, LR01, LR03]. The results about the Whittaker period are
established already in the paper [LM15] of Lapid and Mao, and the results of
Theorem 18.4.1 concern periods whose Euler factorization is already known.
Thus, our main concern has been to show that the local factors are equal
to the “Plancherel” factors predicted by the Period Conjecture 17.4.1, thus
illustrating the compatibility of known methods with the framework of this
paper. In particular – see §18.4 – the formulation of “unfolding” as an
isometry between local L2-spaces arises naturally in the evaluation of the
global period.
We will use
∫ ∗
to denote a regularized integral. This notation will often
be omitted for integral expressions which depend meromorphically on a pa-
rameter in some region of convergence and are meromorphically continued
to other values of the parameter; those will generally be denoted by
∫
.
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An expression of the form lims→0 I(s), where I(s) is an expression which
literally makes sense only for ℜs ≫ 0, means the value at s = 0 of the
meromorphic continuation of I(s), if it exists.
For normalizations of Tamagawa measure, etc. we refer to §17.1.
18.1. Principal Eisenstein periods. LetX = H\G be a multiplicity-
free spherical variety, and let us assume, for simplicity, that P(X) = B.
Assume that B and H have been chosen so that BH is open in G; the
multiplicity-free assumption, together with the assumption that P(X) = B,
implies that H ∩ B is a torus and that there is a unique open B(kv)-orbit
on X(kv), for every completion v; moreover, that X(kv) is a unique G(kv)-
orbit, cf. [Sak08]. We will assume, as we have done throughout, that the
connected component of the center of G acts faithfully on X.
Let π = I(χ) = I
G(AK)
B(AK)
(χ) be a unitary principal series representation
with X-distinguished parameter, i.e. the idele class character χ corresponds
by class field theory to a homomorphism with bounded image: WK → A∗X
(whereWK denotes the Weil group of K). For the purpose of regularization,
however, we should at first drop the requirement of “bounded image”, i.e.
the assumption that χ is unitary, and consider all idele class characters χ
of B which are trivial on (B ∩ H)(AK). We would like to compute the
(regularized) period integral of EB(u), for every u ∈ π, where EB denotes,
as before, the Eisenstein series morphism.
Consider the operator:
∆χ : I(χ) ∋ u 7→ Φ(Hg) =
∫
(H∩B)\H(AK )
u(hg)dh ∈ C∞(X(AK)) (18.1)
which was called “unnormalized Eisenstein integral” in section 15; we take
our measures to be given by volume forms with the understanding, as was
explained in §17.5, that if they have to be modified by convergence factors
to make sense of them, then the same modification will be applied to the
results. The operator ∆χ converges absolutely when χ
−1 ≫ 0 in the notation
introduced after Corollary 15.3.3.
It is reasonable to postulate that for almost all unitary χ the correct
normalization of the integral: ∫
[H]
EB(h)dh
is obtained as the analytic continuation (assuming it exists) of the eval-
uation at H · 1 of the operator ∆χ. This is easier to justify in the case
that H∩B is trivial, where the period integral of a pseudo-Eisenstein series
Φ =
∫ EB(uχ)dχ (where uχ ∈ I(χ) and the integral is taken over a suit-
able translate of the set of unitary idele class characters) over [H] has an
expression whose main term is:∫
∆χ(uχ)(1)dχ,
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integrated over the same set, cf. [Sak13, Section 10]. In the general case
the analogous expression for
∫
[H]Φ is over a smaller set of characters (cor-
responding to X-distinguished Arthur parameters), so the period integral
should not give a function on the space of Eisenstein series, but a distribu-
tion (or, rather, a generalized function). Thus, the value of the period in this
case should be thought to be “infinity”; this is indeed the case with ∆X , if it
is globally defined by invariant volume forms (or volume forms modified by
the appropriate local factors for the measure on [H] to make sense, as men-
tioned before): the volume of (H∩B)\H(AK) is infinite. Thus, in this case
our calculations should be seen as formal manipulations – both the period
and the result will be “infinite” but “with the same order of ζ(1) appearing”.
One could dwell on the issue of how to make a rigorous statement out of
this (how to describe the period as a generalized function on the space of
χ’s, for example), but we will not get into that now (again, cf. the literature
on regularized Eisenstein periods, in particular [JLR99, LR01, LR03]).
Let us therefore explain how this matches the Period Conjecture 17.4.1.
We fix a completion kv , and start denoting by regular font the points of
various varieties over kv. Instead of the local factor ∆χv of the operator ∆χ,
we might consider the adjoint:
C∞c (X) ∋ Φv 7→ ∆∗χv(Φ)(g) =
∫
B∩H\B
Φv(Hbg)χvδ
− 1
2 (b)db ∈ IGB (χ−1v )
in order to show that the corresponding Hermitian form:
‖Φv‖2χv := ‖∆∗χv(Φv)‖2,
where the norm on the right hand side is that on IGB−(χ
−1
v ), is the form
PPlanchv predicted by the Period Conjecture 17.4.1; we will recall what this
means. In fact, this will not quite be the case: what we will show is that
there are local factors γv (depending on χv) with the properties:
(1) γv‖∆∗χv(Φv)‖2 = PPlanchv (Φv);
(2) for almost all v, γv can be identified with a quotient of local L-
values, and:
′∏
v
γv = 1.
The product here is taken over all places, and understood as in
§17.5, i.e. as a partial L-value times a finite number of factors.
We drop the index v from χ and Φ from now on.
Recall that both the norm on IGB−(χ
−1) and the form PPlanchv depend
on k-rational volume forms used to define measures on X,B\G and GX
(the split group with dual GˇX); we will see that these volume forms can be
chosen compatibly.
First of all, fix a k-rational G-eigen-volume form ω on X that will be
used to define measures on the points X(kv) over each completion. For
simplicity, let us actually assume that the form is G-invariant. We recall
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from Proposition 4.2.1 that this induces an invariant volume form on each
boundary degeneration XΘ, and the latter was used to fix a measure on the
points XΘ(kv). Clearly, the volume form on XΘ provided by Proposition
4.2.1 is k-rational if ω is so.
Recall that X∅ is the “most degenerate” boundary degeneration of X.
We will recall the explicit Plancherel Theorem 15.6.2 for the most continuous
part L2(X)∅ of the spectrum (where X = X(kv) for some completion), in a
formulation that is suitable for our present purposes. The variety X∅ here
is isomorphic to: TU−\G, where U− is the maximal unipotent subgroup of
G (taken opposite to the chosen Borel B) and T is the subtorus of A such
that A/T = AX . We fix such an isomorphism over k. We have a Plancherel
decomposition for L2(X∅):
L2(X∅) =
∫
ÂX
Hχν(χ),
where ν(χ) is in the class of Haar measure. The precise measure ν and the
square of the norm on Hχ are not canonical, of course, but their product is.
There is an action of the little Weyl group WX on the unitary dual ÂX ,
and in this (multiplicity-free) case it identifies almost every point of the (set-
theoretic) quotient ÂX/WX with a subset of the unitary dual Ĝ of G. At
the same time, it is identified with a subset of the unitary dual of GX , the
(kv-points of the) split group with dual GˇX . Hence we have maps, defined
off a set of measure zero:
ÂX/WX 99K Ĝ,
ÂX/WX 99K ĜX .
Let us fix a measurable subset S of ÂX where these maps are injective;
hence, we may identify S as a subset of Ĝ. Theorem 15.6.2 states that the
corresponding part of the Plancherel formula for L2(X) is given by:
• normalized adjoint Eisenstein integrals: E∗∅,χ : C∞c (X)→Hχ;
• the restriction of the measure ν(χ) to S.
It is particularly easy in this case to describe the normalized adjoint
Eisenstein integrals E∗∅,χ: by identification of X˚/U with X˚∅/U over k (2.5),
choosing corresponding k-points on each of them we may identify a character
of AX as a function on X/U or X∅/U . The following diagram, then, where
the integrals are obtained by analytic continuation and by restriction of
the fixed measures on X and X∅ obtained from the aforementioned volume
forms, should commute, cf. (15.2):
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C∞c (X)
E∗
∅,χ &&▼▼
▼▼
▼▼
▼▼
▼▼
∫
X˚
χ−1δ−
1
2
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
❯❯
C∞c (X∅)χ // I(χ)
C∞c (X∅)
88qqqqqqqqqq
∫
X˚∅
χ−1δ−
1
2
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
Recall that C∞c (X∅)χ denotes simply the quotient through which the
lower arrow factors, which in this (multiplicity-free) case coincides with the
space of smooth vectors of Hχ, for almost all χ. Notice that the top arrow
is the morphism ∆∗χ−1 that we encountered above.
Finally, we may fix k-rational identifications: X∅ = TU
−\G, X˚∅ =
AX × U, hence AX\X∅ = B−\G. We fix a corresponding factorization
of the volume form on X˚∅ into a product of invariant volume forms on
AX ,U, inducing Haar measures da, du on the kv-points of these spaces, as
well as a δ−1-valued measure on the quotient AX\X, and let dχ denote the
corresponding dual measure on ÂX . Then we can also identify:
H∞χ ≃ IGB−(χ)
where the quotient C∞c (X)→ IGB−(χ) is given by the integral:
Φ 7→
∫
AX
Φ(a•)χ−1δ− 12da
with norm on IGB−(χ) obtained from the aforementioned measure on AX\X =
B−\G:
‖u‖2 =
∫
B−\G
|u2(g)|dg.
The Plancherel measure corresponding to this norm is the Haar measure
dχ dual to da. This is not yet the Plancherel measure that we need to use
by the Period Conjecture 17.4.1, but now the adjoint normalized Eisenstein
morphism can be identified with the composition of the maps:
E∗∅,χ : C
∞
c (X)
∆∗χ // IGB (χ)
T∅ // IGB−(χ) ,
where both arrows (the second represents the “standard” intertwining oper-
ator) are defined using global volume forms, and so is the norm on IGB−(χ).
Thus, we have shown that for the application of the explicit Plancherel the-
orem 15.6.2 we can use fixed volume forms defined over k.
If the hermitian forms Φ 7→ ‖E∗∅,χ(Φ)‖2IG
B−
(χ)
correspond to Haar Plancherel
measure dχ on the set S, then the forms Φ 7→ ‖∆∗χ(Φ)‖2IGB (χ) correspond to
Plancherel measure:
c(χ)−1dχ,
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where c(χ) was defined in (15.63). We emphasize once more that everthing
here is defined by measures obtained from globally defined, k-rational vol-
ume forms.
We will now compare this measure with the Plancherel measure that
corresponds to the Plancherel forms PPlanchv of Conjecture 17.4.1. We will see
that the quotient of the two is given by scalars γv with the aforementioned
properties. Already, we notice that the scalars c(χ) (let us write cv(χv)
now to distinguish global from local) have the properties stated for the
factors γv: their “global Euler product” is trivial for unitary idele class
characters χ. We put quotation marks here because there is no convergent
Euler product, not even in a certain region for χ; instead, all but finitely
many factors can be interpreted as quotients of (abelian, here) L-factors, and
we replace the infinite product by the corresponding values of L-functions.
The statement of triviality of the global c(χ) is the statement that for unitary
idele class characters, the intertwining operator T∅ is an isometry, as long
as global volume forms are used to define them and the norms on principal
series. Thus, for the purpose of factorizing the global H-period on principal
Eisenstein series, there is no difference whether we use the normalized or the
unnormalized Eisenstein integrals E∅,χ resp. ∆χ – or whether we use local
Plancherel measures dχv or cv(χv)dχv .
The Plancherel measure that corresponds to the Plancherel forms PPlanchv
of Conjecture 17.4.1 is the restriction to S ⊂ ĜX of standard Plancherel
measure for GX . This standard Plancherel measure is the one corresponding
to a Haar measure obtained by a global invariant volume form on GX . Let
us see how this Plancherel measure compares to the measure dχ that we
discussed before; again, we fix a completion kv and drop the index v when
not necessary. Also, recall that the definition of dχ arises from a fixed
invariant volume form on AX .
The volume form on GX induces, again, an invariant volume form on
GX,∅ (the most degenerate boundary degeneration of GX). To describe the
most continuous part of the Plancherel formula of GX , one could use again
normalized Eisenstein integrals and the measure dχ on ÂX (everything with
volume forms defined over k, just by replacing X in the above discussion
by GX), or matrix coefficients and the measure cGX (χ)
−1dχ, cf. Theorem
15.7.2. (We introduced the index GX here, in order to distinguish from the
factor c(χ) above: while the c(χ) are defined by the diagram (15.63) for the
group G, cGX (χ) is defined by the same diagram for the group GX .)
The important point here is the observation made on p. 233, that in
order to define the intertwining operator used to define cGX (χ) one needs
to use the measure on N− (there: U−) which corresponds to the chosen
measure on P\G. In particular, if we use a global, k-rational volume form
to define local norms on the principal series, the measure on N− is also
defined by a global, k-rational volume form. Hence, again, the constants
cGX (χ) are globally trivial.
18. EXAMPLES 269
To summarize:
• the hermitian forms Φv 7→ ‖∆∗χv(Φv)‖2IGB (χv) correspond to Plancherel
measure c(χv)
−1dχv;
• the hermitian forms PPlanchv correspond to Plancherel measure cGX (χv)−1dχv.
Thus:
γv‖∆∗χv(Φv)‖2IGB (χv) = P
Planch
v (Φv)
with:
γv =
cGX (χv)
c(χv)
,
which are globally trivial, in the above sense.
This shows that the analytic continuation of the integral (18.1) (evalu-
ated at g = 1) satisfies the Period Conjecture 17.4.1.
18.2. Parabolic periods. The computation of period integrals in the
examples that follow is based on the “trick” of representing the constant
function on [H] as the residue of an Eisenstein series on [H], thus effectively
replacing the H-period integral by a period integral over a parabolic sub-
group of H. Therefore, we develop here the basic result that we will use.
(We do not actually prove any instances of the conjecture in the current
subsection; but this basic result will be applied in §18.3 and §18.4 to prove
instances of it).
Let H be a semisimple group and P a parabolic subgroup
of H; let ∆P be the set of simple roots of H belonging to
the unipotent radical of P. For any automorphic function
φ or rapid decay79 on [H], we have:
∫
[H]
φ(h)dh =
∏
α∈∆P
〈δP , α∨〉 lim
s→0
∫
[P] φ(p)δ
s
P (p)
∏
v ζv(1)
#∆P dvp
ζ(1 + s)#∆P
. (18.2)
where the local measures dvp are the measures defined by
a right-invariant differential form on P. Note that the
abelianization of P has rank equal to #∆P , and hence
the Euler product of measures
∏
ζv(1)
#∆P dvp converges
to a nonzero right-invariant measure on P(AK). As usual,
δP denotes the modular character of P . The pairing 〈 , 〉
is the canonical linear pairing between the vector spaces
spanned by roots and coroots; for example, 〈δP , αˇ〉 = n
when P is the parabolic of type GLn−1×Gm in GLn and
α is the unique simple root in its unipotent radical. Note
79This can be relaxed, of course
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that the integral
∫
[P] φ(p)δ
s(p) is absolutely convergent for
s > 0 if φ is of rapid decay80.
We will denote the right-hand side of (18.2) by
∫ ∗
[P], the “regularized integral
over P,” so that the formula asserts simply that∫
[H]
φ(h)dh =
∫ ∗
[P]
φ(p). (18.3)
We will actually prove the statement in a somewhat more intrinsic formu-
lation; in particular, in place of ζ(1+ s), we will use a general meromorphic
function of the same general type to regularize.
Let c(s) be any meromorphic function of s which has a pole at s = 0
of order #∆P , and for ℜs ≫ 0 admits an Euler product decomposition:∏
v cv(s), with cv(0) ∈ C× and the property that the Euler product of mea-
sures:
d′p :=
∏
v
cv(0)dpv (18.4)
(where dpv is the measure obtained from aK-rational right invariant volume
form on P) is convergent.
Then the measure:
d′g :=
∏
v
cv(0)
−1dgv (18.5)
on P\H(AK), valued in the line bundle defined by δ−1P (so that the compo-
sition of the two is Tamagawa measure on H(AK)), will also converge.
There is another invariant integral we can define on sections of this line
bundle, i.e. on the (unnormalized) induced space Ind
H(AK )
P(AK )
(δ1P ): Given a
section f0, we extend it to a continuous section fs ∈ IndH(AK )P(AK ) (δ
1+s
P ) and form
lims→0 c(s)
−1
∫
U−(AK)
fs(u)du where du is Tamagawa measure on U
−(AK),
and U− is the unipotent radical of a K-rational parabolic opposite to P.
Let C be the scalar quotient of the functionals that we just defined:
C =
f0 7→
∫
P\G(AK )
f0(g)
∏
v cv(0)
−1dgv
f0 7→ lims→0 c(s)−1
∫
U−(AK)
fs(u)du
,
where fs ∈ IndH(AK)P(AK) (δ
1+s
P ) (unnormalized induction) is any continuous sec-
tion that specializes to f0, U
− is the unipotent radical of a K-rational
parabolic opposite to P and du is Tamagawa measure on U−(AK).
80 Indeed, choose any linear algebraic representation of H on a K-vector space V ,
and let v0 ∈ V ; then the definition of rapid decays shows that |ϕ(h)| ≤ ‖hv0‖
−N
A
. for any
“adelic norm” on V . But it is possible to such a vector v0 that is a P-eigencharacter,
and moreover the eigencharacter may be any dominant character of P; that is to say,
|ϕ(p)| ≪N ‖χ(p)‖
−N
A
for any dominant character χ. That is to say, ϕ decays in all
directions when |χ| > 1 for some dominant character χ; and if |χ| ≤ 1 for all dominant
characters, then in particular |δP | ≤ 1.
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18.2.1. Proposition.∫
[H]
φ(h)dh = lim
s→0
C · c(s)−1 ·
∫
[P]
φ(p)δs(p)
∏
v
cv(0)dpv ,
where the integrals are with respect to Tamagawa measure, and the right-
hand integral is regularized as in the prior section.
If we take, for example, cv(s) = ζv(1 + s)
#∆P , then one may evaluate
C =
∏
α∈Φ〈δP , α∨〉, thus obtaining (18.2).
Proof. Let fs ∈ IndH(AK )P(AK ) (δ
1+s
P ) be any continuous section; then lims→0 c(s)
−1EP (fs)
is a constant function on [H], where EP denotes the Eisenstein series inter-
twiner whose value at the identity is given by
∑
P(K)\G(K). Moreover, taking
constant term along U− and taking residue as s→ 0, we deduce
lim
s→0
EP (fs)(g)∫
U−(AK)
fs(ug)du
= 1
for any g, and therefore:∫
[H]
φ(h)dh =
lims→0 c(s)
−1
∫
[H] φEP (fs)
lims→0 c(s)−1
∫
U−(AK)
fs(ug)du
. (18.6)
The numerator is equal to:
lim
s→0
c(s)−1
∫
P(K)\H(AK )
φfs =
∫
P\H(AK )
f0(g)
(
lim
s→0
c(s)−1
∫
[P]
φ(pg)δsP (p)d
′p
)
d′g.
Here we have denoted by d′p, d′g the modified measures defined as in the
statement of the proposition. Now, as we just saw, this defines a functional
in fs which is in fact invariant under H(AK)-translation; that shows that
the inner expression lims→0 c(s)
−1
∫
[P] φ(pg)δ
s
P (p) is in fact constant as a
function of g ∈ H(AK).
Therefore the numerator of (18.6) equals∫
P\H(AK )
f0(g)d
′g · lim
s→0
c(s)−1
∫
[P]
φ(p)δsP (p)d
′p
and the claim follows. 
18.3. The Whittaker case for GLn. We denote by Pn the mirabolic
subgroup of G = GLn, i.e. the stabilizer of a vector under the standard
representation. We now repeat the argument of Jacquet [Jac01] to precisely
compute the absolute value of the Whittaker period; this result has appeared
already in [LM15], although the regularization of local periods has a slightly
different definition there. Notice that the constant q is nontrivial here, as
opposed to [LM15], because we are computing the norms of cusp forms as
integrals over [PGLn], as opposed to GLn(AK)1.
18.3.1. Theorem. Conjecture 17.4.1 is true for the Whittaker period of
cuspidal representations of GLn, with the constant q equal to n
−1.
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Notice that the local Plancherel formula for the Whittaker model was
established in Theorem 6.3.4, thus the forms PPlanchv of Conjecture 17.4.1
are given by the regularized integrals of matrix coefficients of Corollary
6.3.3. This, of course, assumes that the local components of the cuspidal
representation are tempered, as we have assumed the Arthur conjectures for
the formulation of the Period Conjecture, but even without assuming this
the following proof can give some Euler factorization by “meromorphically
continuing” these local factors to the nontempered spectrum.
Proof. For simplicity, we choose a factorization of Tamagawa measure
for AK (which, we recall, is define so that the measure of AK/K is 1) into
self-dual measures on Kv with respect to the characters ψv.
By Proposition 18.2.1, we have:∫
[PGLn]
|φ(g)|2dg =
∫ ∗
[Pn]
|φ(p)|2dp,
where by a slight abuse of notation, we will also denote by Pn the image of
the mirabolic inside PGLn; this image is a parabolic subgroup.
For any nonzero invariant measure d′p on [Pn] and any s with ℜs ≫ 0
the integral: ∫
[Pn]
|φ(p)|2δsPn(p)d′p
“unfolds” to the Whittaker model, i.e. is equal to:∫
U\Pn(AK)
|Wφ(p)|2δsPn(p)d′p,
where Wφ(g) =
∫
[U] φ(u)ψ
−1(u)du. This unfolding process is a sequence of
inverse Fourier transforms, and is compatible with the Tamagawa (hence
self-dual with respect to the given characters) measures that we are using
on the adelic points of additive groups.
Hence: ∫
[PGLn]
|φ|2 =
∫ ∗
U\Pn(AK)
|Wφ(p)|2dp, (18.7)
where the regularization should be understood exactly as in (18.3), but with
integrals over [Pn] replaced by integrals over U\Pn(AK).
Now we will write the right-hand side as an Euler product. Fix local
measures dp′v = ζv(1)dpv , so that their Euler product is convergent, and
factorize Wφ =
∏
vWφv . The local factors:∫
U\Pn(Kv)
|Wφv(pv)|2 δsP (pv)ζv(1)dpv
are, by Rankin-Selberg theory, almost everywhere equal to ζv(1 + s) times
a factor whose Euler product is analytic at s = 0.
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Therefore, by (18.2):∫ ∗
U\Pn(AK )
|Wφ(p)|2dp = n · lim
s→0
∏
v
∫
U\Pn(Kv)
|Wφv |2(pv)δsP (pv)dpv.
Notice that there is no factor ζv(0) in front of the measure on the right hand
side.
We will now see that the local Euler factor:∫
U\Pn(Kv)
|Wφv(pv)|2 dpv, (18.8)
is as predicted by Conjecture 17.4.1, that is: the “adjoint” of the regularized
form: ∫ ∗
U(Kv)
〈πv(u)φv , φv〉ψ−1(u)du (18.9)
that we constructed in §6.3.81 More precisely, we would like to show that if
φv ∈ πv and φv 7→ Wφv(1) is a Whittaker functional with the property that
‖φv‖2 is given by (18.8), then |Wφv(1)|2 is given by (18.9).
We show this first for the case of GL2, which is simpler. By the definition
of
∫ ∗
as a Fourier transform, we have for every vector φv ∈ πv:
〈φv, φv〉 =
∫
U\Pn(Kv)
∫ ∗
U(Kv)
〈π(u)φv , φv〉ψ(pup−1)duδPn(p)dp.
Here the inner integral is regularized, and the outer integral is in fact abso-
lutely convergent.
To see this, recall that our measures are always supposed to be given by
invariant differential forms, defined globally; notice that in the case of GL2
we have U\Pn(Kv) ≃ K×v , and the measure δPn(p)dp can be thought of as
additive measure onKv, restricted toK
×
v . Moreover, it is easy to see that the
restriction of the matrix coefficient toU(Kv) is L
2 – in particular, its Fourier
transform is a function and does not include any distribution supported at
0 ∈ Kv. Hence, the above equation is just duality for the Fourier transform,
using the self-duality of the chosen factorization of measures.
This can be re-written as:∫
U\Pn(Kv)
∫ ∗
U(Kv)
〈π(u)π(p)φv , π(p)φv〉ψ(u)dudp.
If the image of φv⊗ φ¯v under the morphism: πv⊗πv → C∞(U\G(Kv), ψ)⊗
C∞(U\G(Kv), ψ−1) defined by the regularized integral of the matrix coef-
ficient is denoted by W (g)⊗W (g) then the last integral can be written:∫
U\Pn(Kv)
|W (p)|2dp,
and we have finished the proof for G = GL2.
81Literally speaking, the regularization constructed there made use of the fact that
we were working over a nonarchimedean field – see after Corollary 6.3.3; but it is simple
to extend it to the archimedean case.
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The general case will be proven by an inductive application of the above
argument. To state it, let Ui denote the unipotent radical of the parabolic
corresponding to the first i nodes of the Dynkin diagram (hence, with Levi
GLi×Gn−im ), and let P˜i be the preimage, in that parabolic, of the mirabolic
subgroup of GLi under the natural quotient map. In particular, U1 = U =
P˜1 and P˜n = Pn. Denote by N the commutator subgroup of U, and by Ni
its intersection with Ui; in particular, N1 = N2 = N.
Denote by f(g) the tempered matrix coefficient 〈π(g)φv(g), φv(g)〉. We
start denoting Kv-points of algebraic groups by regular font, as we have
done in previous sections. As in Proposition 6.3.1, one can show that f
is integrable over N ; indeed, that Proposition established integrability over
the kernel H0 of a generic character, but one has:∫
H0
f(h)dh =
∫
H0/N
∫
N
f(hn)dndh,
which means that the inner integral is finite for almost all h; but it is also
locally constant in h, which shows that it is finite for every h. The same
argument shows that f is integrable over Ni for every i; the function f(g) =∫
Ni
f(nig)dni will be denoted by fNi (typically considered as a function on
g ∈ Ui or Ui−1).
Similarly, consider the integral of |W |2 over U\Pn, where W is a Whit-
taker function for a tempered representation. The asymptotics of Whittaker
functions make it easy to see that the integral is absolutely convergent. But
this integral can be written as a consecutive application of integrals:∫
U\Pn
|W |2 =
∫
P˜n−1\Pn
∫
P˜n−2\P˜n−1
· · ·
∫
U\P˜2
|W |2,
and by the same argument all of the integrals are absolutely convergent.
18.3.2. Lemma. The restriction of f to Ui is in L
1+ε, for every i and
every ε > 0.
Proof. We will use the Cartan and Iwasawa decompositions, with K =
GLn(ov).
Recall that f(k1ak2)≪ δ− 12 (a) when k1, k2 ∈ K and a ∈ A+ ⊂ A, i.e. is
B-anti-dominant.
For an element g ∈ G write it in terms of the Cartan and Iwasawa
decompositions with respect to the opposite Borel B− = AU−:
g = k1ac(g)k2, g = u
−ai(g)k,
with ac(g) ∈ A+/A0, u− ∈ U−, ai(g) ∈ A/A0, whereA0 denotes the maximal
compact subgroup of A.
It is known that log ai(g)− log ac(g) (the same log maps as in (5.22)) is
in the cone spanned by positive coroots. In particular, δ(ai)(g) ≤ δ(ac)(g).
Hence:
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∫
Ui
|f(u)|1+εdu≪
∫
Ui
δ−
1+ε
2 (ac(u))du ≤
≤
∫
Ui
δ−
1+ε
2 (ai(u))du.
The last integral represents the value on the spherical vector for the
standard intertwining operator:
IB−(δ
− ε
2 )→ IB′(δ−
ε
2 ),
where B′ is the Borel subgroup obtained from B− by inverting the opposites
of the roots in the Lie algebra ui. This intertwining operator is known to
converge absolutely for ε > 0. 
Recall that:
|W (1)|2 =
∫ ∗
U
〈πv(u)φv , φv〉ψ−1(u)du
was defined as the value at ψ of Fourier transform of fN , the latter considered
as a function on U/N :
|W (1)|2 = f̂N (ψ).
To be precise, it was defined in terms of Fourier transform on U/H0 (where
H0 denotes the kernel of ψ), but since the Fourier transform of fN is locally
constant on the nondegenerate locus, its value on ψ coincides with the one
previously defined. More generally, we will make use of the following:
18.3.3. Lemma. Let V ⊂ W be two vector spaces and f a function on
W which is integrable over preimages of compact subsets of W/V , and such
that its product with Lebesgue measure is a tempered distribution (in the
archimedean case). Then:
fˆ |V ⊥ = f̂V , (18.10)
where:
• fV (w) =
∫
V f(w + v)dv, considered as a function on W/V ;• measures have been chosen compatibly on V,W and W/V for defin-
ing Fourier transform between (tempered generalized) functions and
for the definition of fV ;
• the meaning of “restriction” of Fourier transform to V ⊥ ⊂ W ∗ is
the following: Let W = V ⊕ V ′ be a decomposition, and consider
an approximation of the delta measure at the identity on (V ′)⊥ by
Schwartz measures µn on (V
′)⊥. Then, by definition:
fˆ |V ⊥ = limn
(
µn ⋆ fˆ |V ⊥
)∣∣∣
V ⊥
as tempered generalized functions, provided that this limit is in-
dependent of choices (i.e. the independence is part of the above
assertion).
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The proof of this fact is easy and left to the reader.
Going back to the notation that we introduced above, denote by Vi the
quotient of Ui by Ui+1. As in the case ofGL2, the integral of |W |2 over U\P˜2
can be identified with the integral of f̂N over the subset ψ + V
∗
1 ⊂ (̂U/N) –
indeed, by Lemma 18.3.2, f̂N is a locally integrable function, so again the
integral over an open dense subset of ψ + V ∗1 , which is represented by the
U\P˜2 integration, is the same as the integral over the whole set.
Applying Lemma 18.3.3 to the function f̂N with V replaced by V
∗
1 ,
the function
(
f̂N
)∣∣∣
V ∗1
, which is locally constant around ψ, is the Fourier
transform of the restriction of fN to U2/N . (Notice that this restriction is
smooth under translation by elements of U , which proves that f̂N is indeed
integrable over preimages of compact subsets of (U2/N)
∗, as required by the
Lemma.)
Now we repeat the same step, this time over the vector space U2/N3
on which the group P˜3 (and, in fact, its normalizer – a parabolic subgroup)
acts. The orbit under this parabolic of the restriction of a nondegenerate
character of U is open in (U2/N3); this shows that the Fourier transform
of f̂N3 is locally constant around nondegenerate elements of the subspace
(U2/N)
∗, and by applying Lemma 18.3.3 we see:
f̂N3(ψ) = f̂N (ψ)
for such characters ψ. Now, the integral of f̂N3(ψ) over the action of P˜2\P˜3
can be identified with its integral over ψ+characters of U2/U3 so we get, as
before, the Fourier transform of the restriction of fN3 to U3.
Thus, inductively, in the end we see that
∫
U\Pn
|W (p)|2dp = f(1) =
〈φv, φv〉. This completes the proof of the theorem.

18.4. Compatibility of the conjecture with unfolding. Our local
interpretation of the “unfolding” process as an isometry between different
L2-spaces (Theorem 9.5.9) allows us to prove Conjecture 17.4.1 when one
period integral “unfolds” to another, e.g.:
18.4.1. Theorem. Conjecture 17.4.1 is true for cuspidal representations,
with the given value of q, for the following spherical varieties:
• SLdiagn \GLn×GLn+1 under the action of Gm × GLn×GLn+1
(q−1 = n · (n+ 1));
• Pdiagn \GLn×GLn (the classical Rankin-Selberg integral, q−1 =
n2);
• SLn×Pn\GL2n under the action of Gm × GL2n where Gm =
GLabn (the Rankin-Selberg integral of Bump-Friedberg [BF90], q
−1 =
2n).
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As before, Pn denotes the mirabolic subgroup. We should clarify the
meaning of the conjecture when the stabilizer H of a point on X is not re-
ductive, at least in the cases above. Notice that the above examples actually
correspond to periods against characters of spherical subgroups, but with
the character expressed as a character of the group; for instance, in the first
case the automorphic representation is of the form π = χ⊗ π1 ⊗ π2, where
χ denotes an idele class character of Gm = GL
ab
n , and the period of an
element of π over [H] is the same as the [GLn]
diag-period of an element of
π1 ⊗ π2 against the character χ.
Since X is always quasi-affine, we will say that a character χ of G(AK)
which is trivial on H(AK) is “sufficiently X-positive” if it is of the form:
ω = χ · |c|s,
where χ is unitary, c is an algebraic character vanishing on X
aff rX (where
X
aff
denotes the affine closure) and ℜ(s) is sufficiently large. The same
notion will be applied to characters of G(Kv), of course.
We will also apply this notion to central characters of G(AK), provided
they are of the form (a unitary character) × (a sufficiently X-positive char-
acter of G(AK)).
Now, for a unitary cuspidal representation π of G the integral over [H]
is not in general convergent; the reason is, of course, that its elements are
not rapidly decaying, but only rapidly decaying modulo the center, and [H]
does not have finite volume. By the way, ifH is not reductive then [H] is not
necessarily closed in [G], which is another way to see the lack of convergence.
However, it is easy to show that the [H]-period is convergent on elements
of π ⊗ ω, where ω is any sufficiently X-positive idele class character of G.
Thus, given a cusp form φ with unitary central character we can interpret:∫
[H]
φ(h)dh = lim
s→0
∫
[H]
φ · ωs(h)dh,
where ω is a sufficiently X-positive idele class character and the limit de-
notes, as before, the value at s = 0 of the meromorphic continuation of the
given expression. The ability to continue meromorphically, of course, comes
in question, but in the cases above it is not an issue as the above period
integrals can be interpreted as inner products against Eisenstein series; we
leave the details to the reader.
Finally, we should remind that since the invariant measure on [H] defined
by a right-invariant volume form dh is not well-defined (does not correspond
to a convergent Euler product) whenHab has nonzero split rank, one should
heed the conventions of §17.5 in order to make sense of the conjecture: both
the local measures and the local Euler factors on the right hand side of
(17.12) should be multiplied by the same local factors so that the Euler
products become convergent.
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Proof. Fix an invariant volume form dh onH and let d′hv = ζv(1)
rkHabdhv
so that the Euler product of measures converges. In the first two examples
above rkHab = 1, while in the third rkHab = 2. We let d′h =
∏
v d
′hv , a
measure on H(AK) and [H].
Fix a unitary cuspidal representation π ofG(AK), identified with a space
of functions on [G], and let φ ∈ π. In all of these cases the period integral
of cusp forms “unfolds” to the Whittaker model, i.e.:∫
[H]
φ · ωs(h)d′h =
∫
U∩H\H(AK )
∫
[U]
φ · ωs(nh)ψ−1(n)dud′h
for sufficiently X-positive idele class characters ωs of G.
As in the previous proof, choose a morphism φv 7→ Wv into the Whit-
taker space of πv in such a way that:
|Wv(1)|2 =
∫ ∗
U(Kv)
〈πv(u)φv , φv〉ψ−1(u)du. (18.11)
Since the conjecture holds for the Whittaker model, Theorem 18.3.1, we can
write: ∣∣∣∣∣
∫
[H]
φ · ωs(h)d′h
∣∣∣∣∣
2
= q
∣∣∣∣∣
∫
U∩H\H(AK )
∏
v
Wv · ωsv(h)d′h
∣∣∣∣∣
2
,
where q is as stated in the theorem.
Now we can take analytic continuation of both sides to s = 0; this is
compatible with the Period Conjecture, where Euler products where inter-
preted by means of analytic continuation.
Thus, it remains to verify that the local factors:
φv 7→ lim
s→0
∣∣∣∣∣
∫
U∩H\H
Wv · ωs(h)d′hv
∣∣∣∣∣
2
(18.12)
(where we started again denoting by U,H etc. the Kv-points of the corre-
sponding groups) are equal to ζv(1)
2rkHab (because we modified the mea-
sures) times the “Plancherel” hermitian forms PPlanchv of (17.12). Equiva-
lently, that the same local factors with measures dhv are equal to PPlanchv .
In other words, we need to verify that if Φ ∈ C∞c (X) and we consider
the adjoints of the maps (18.12) as morphisms:
Iπv : C
∞
c (X)→ πv
then we have a Plancherel formula:
‖Φ‖2L2(X) =
∫
Ĝ(Kv)
‖Iπv(Φ)‖2µGv(πv), (18.13)
where µGv is Plancherel measure on Ĝ(Kv). Here we remind that all mea-
sures (including the measure on G(Kv) and hence the Plancherel measure
on Ĝ(Kv)) are chosen by global volume forms, which we factorize at will.
For any choice of local measures on G and U (and, compatibly, on U\G),
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the Plancherel formula of Theorem 6.3.4 holds for the Whittaker model –
i.e. the analog of (18.13) when L2(X) is replaced by L2 of the Whittaker
model and ‖Iπv‖2 is replaced by the adjoint of the map φv 7→Wv.
Now recall our local interpretation of “unfolding” in §9.5 as an isometry:
Unf : L2(X)→ L2(U\G,ψ). (18.14)
This isometry, restricted to C∞c (X), was given by a series of Fourier trans-
forms over subgroups of U . We claim that we can factorize global Tamagawa
measures to obtain local measures on G,U,H etc. (and compatibly on the
corresponding homogeneous spaces) so that this series of Fourier transforms
does indeed give rise to an isometry (18.14) when these measures are used.
Let us use the notation preceding Theorem 9.5.9, according to which a
step of the unfolding process consists in applying Fourier transform between
sections of suitable complex line bundles along the fibers of the maps: F →
Y and V ∗ → Y . We remind that F is the total space of an affine bundle
over a variety Y and V∗ is the total space of its dual vector bundle; all
of F, V∗ and Y carry compatible, homogeneous (or almost homogeneous,
for V∗) actions of our group G. In our example at the beginning of the
unfolding process we have F ≃ X, while at the end of the unfolding process
we have V∗ ≃ a partial compactification of U\G. (And, more generally, by
“folding back” after each step we may assume that at every step we have
a homogeneous space F for G and a “Whittaker-type” space V∗ where G
acts with an open orbit V∗+.)
Theorem 9.5.9 holds, locally, for measures on F, V ∗ which can be written
as the composition of dual Haar measures on the fibers of F → Y and
V ∗ → Y with a G-eigenmeasure on Y valued in a suitable line bundle. If we
take Haar measures coming from invariant differential forms on the fibers,
over a fixed k-point, of the map: F(AK)→ Y(AK) and V∗(AK)→ Y(AK)
then these measures are dual to each other by global additive duality. Notice
that the measure on Y obtained from suitable eigenforms over K is infinite
for the adelic points of Y; as a result, the resulting measure on F(AK) does
not make sense, although the measure on V∗+(AK) does.
We return to the proof of (18.13). Since the unfolding map (18.14) is
an isometry, we have ‖Φ‖2L2(X) = ‖Φ‖L2(U\G,ψ). It is easy to see that the
inverse of the unfolding map preserves compact support:
Unf−1 : C∞c (U\G,ψ) → C∞c (X)
(in the nonarchimedean case; in the arhimedean the image will lie in the
Schwartz space). Let U denote the image; for Φ lying in the image the
decomposition (18.13) holds.
To show the validity for all Φ ∈ C∞c (X) there are several ways to pro-
ceed, none of which is very pleasant: One needs to describe the correct
morphisms: C∞c (X) → πv which restrict to the morphisms Iπv on U and
appear in the Plancherel formula. First, one can appeal to a multiplicity-one
statement for µGv -almost all representations, whenever it is available, or try
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to prove it by analyzing the precise image of C∞c (X) under the unfolding
map. Secondly, one can try to show that the image of C∞c (X) under Unf is
in the Harish-Chandra Schwartz space C (U\G,ψ) of the Whittaker model,
and hence the morphisms Iπv are the correct ones as the continuous exten-
sion of the Plancherel norms from C∞c (U\G,ψ) to C (U\G,ψ) (with respect
to the topology of the latter; in particular: the integral (18.12) is convergent
for s = 0). We will appeal to a more direct but less informative argument,
proving directly:
18.4.2. Lemma. The integral (18.12) is convergent for s = 0, uniformly
in terms of the asymptotics of the Whittaker function.
In particular, we may approximate an element of C∞c (X) in the L
2-norm
by elements of U , and then the integrands on the right hand side of (18.13)
converge uniformly, proving the validity of the formula.
The lemma itself is an easy application of the Iwasawa decomposition,
the asymptotics of Whittaker functions, and straightforward volume compu-
tations, and is left to the reader. This completes the proof of the theorem.

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Appendix A. Prime rank one spherical varieties
A.1. Goals. In this appendix, we compute the dual group and the com-
muting (Arthur) SL2 for every affine spherical variety of rank one, proving
Propositions 3.5.1 and 3.6.1.
As in the text, we use the following terminology: for a morphism f :
SL2 → Gˇ, we shall call the restriction f |Gm (or to the Lie algebra gm) the
weight of f .
Let us recall that the notion of a normalized spherical root is defined in
3.1: It is a character ofAX that is either a root or a sum of two superstrongly
orthogonal roots; it is denoted below by γ. In particular, for each spherical
variety of rank one we have well-defined maps:
Gm
γ−→ A∗X → A∗.
Recall also that A∗X,GN is, by definition, the image of A
∗
X in A
∗. Moreover,
the sum 2ρL(X) of positive roots of the Levi L(X) defines another map
2ρL(X) : Gm → A∗.
We shall check two assertions for rank one spherical varieties, which we
term “existence” and “uniqueness.”
Existence: For each spherical variety X of rank one and normalized
spherical root γ, there exists a morphism:
fX × fA : SL2× SL2 −→ Gˇ (A.1)
such that the weight of fX is γ, and fA is principal into Lˇ(X) with
weight equal to 2ρL(X).
To describe the uniqueness assertion, recall that Gaitsgory and
Nadler have associated to every affine spherical variety a group
GˇX,GN , which we suppose to satisfy axioms (GN1) – (GN5) from
§3.3. In the case of rank one it is necessarily the image of a
morphism: fGN :
(
A∗X,GN
)WX × SL2 → Gˇ which is the identity
on
(
A∗X,GN
)WX
and has weight positively proportional to γ (by
(GN2)). We will show:
Uniqueness: Assuming (GN1) – (GN5), the restriction of fGN to
SL2 has weight γ.
A.2. Lie algebra versions. Note that both the “Existence” and “Unique-
ness” assertions can be checked at the level of Lie algebras, namely:
Existence – Lie: For each spherical variety X of rank one and nor-
malized spherical root γ, there exists a morphism:
fX × fA : sl2 × sl2 −→ gˇ (A.2)
such that the weight of fX is γ, and fA is principal into lˇ(X) (with
weight equal to 2ρL(X)).
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Uniqueness – Lie: Let X be an affine spherical variety of rank one,
and let fGN :
(
a∗X,GN
)wγ × sl2 → gˇ be the Gaitsgory-Nadler mor-
phism having image equal to gˇX,GN and weight positively propor-
tional to γ (which is possible by (GN2)). Assuming (GN1)–(GN5),
it actually has weight equal to γ.
A.3. Reductions for the existence statement. We first make sev-
eral reductions:
A.3.1. X is homogeneous. The existence statement depends only on the
data γ, Lˇ(X), and hence only on the open G-orbit (which may not be
affine).
A.3.2. Parabolic induction. Suppose that P is a parabolic subgroup of
G, with Levi quotient L, and X1 is a spherical variety for L. Suppose
moreover that X is isomorphic to X1 ×P− G.
The Levi Lˇ(X), as well as the normalized spherical root, coincide for X
andX1 (more precisely: they are related by means of the canonical inclusion
Lˇ→ Gˇ) therefore the existence statement is reduced to the case where X is
not parabolically induced.
A.3.3. Group surjection. Let g1 be a (Lie algebra) direct summand of g
such that the corresponding normal, connected subgroup G1 acts trivially
on X. The normalized spherical root is independent of whether we consider
X as a G-variety or as a G/G1-variety, and lˇ(X) = lˇ
′(X)⊕ gˇ1, where lˇ′(X)
is the analog of lˇ(X) when X is considered as a G/G1-variety. (Here gˇ1
does not quite make sense as a subalgebra of gˇ, but its sum with the center
does.) It is clear that the existence statement is equivalent whether we are
talking about lˇ(X) or lˇ′(X), which reduces the problem to the case where
the action is infinitesimally faithful.
A.3.4. Quotient by the connected component of the center. Let X be
the quotient of X by Z(X). The spherical roots of X and X coincide, as
do the associated Levi subgroups. Therefore, the existence statement is
reduced to the case that Z(X) is trivial. In this case, X admits a wonderful
compactification.
A.3.5. Passage to a simply connected cover. By the previous two reduc-
tions, G is semisimple. Notice that the existence statement for Lie algebras
does not depend on whether we consider X as a spherical variety for G or
Gsc, the simply connected cover ofG. Therefore, altogether, we are reduced
to the case of a pair (G,X) such that:
• G is semisimple simply connected;
• X is homogeneous, not parabolically induced (in any nontrivial
way) and with Z(X);
• there is no direct factor of G acting trivially.
In particular, since X has rank one, its isotropy groups are prime in the
sense of [Was96, Definition 2.3], and its wonderful embedding is included
in [Was96, Table 1].
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A.3.6. Quotient by a finite automorphism group. The normalized spher-
ical root and the associated Levi subgroup do not change if we divide X
by a finite group of G-automorphisms. Therefore, it is enough to prove the
existence statement for a class of representatives for the varieties of Table 1
of [Was96] modulo the operation of taking quotients by finite subgroups of
the automorphism group. We present here a table of such representatives:
X = H\G L(X) γ Root type.
1. GLn \SLn+1 [2, n− 1]
∑n
1 αi T
2. SL2 \SL22 ∅ α1 + α′1 G
3. Sp4 \SL4 {1,3} α1 + 2α2 + α3. G
4. Spin2n\Spin2n+1 [2, n]
∑n
i=1 αi T
5. Spin2n−1\Spin2n (n ≥ 3) [2, n] 2
∑n−2
1 αi + αn−1 + αn G
6. Spin7\Spin8 {1, 3} α1 + 2α2 + α3 G
7. SLn×Gm ⋉ ∧2Gna\ [2, n]
∑n
i=1 αi T
Spin2n+1
8. G2\Spin7 [1, 2] α1 + 2α2 + 3α3 G
9. SL2× Sp2n−2 \ {1} ∪ [3, n] α1 + αn+ T
Sp2n (n ≥ 2) 2
∑n−1
2 αi
10. Spin9\F4 [1, 3] α1 + 2α2 + 3α3 + 2α4 T
11. SL3 \G2 {2} 2α1 + α2 T
12 . Gm × SL2⋉(Ga ⊕G2a)\ ∅ α1 + α2 T
G2
Notational conventions: Simple roots are labelled according to Bourbaki.
We parameterize L(X) by using the standard numbering of simple roots and
giving the set of simple roots of Gˇ (= simple cooots of G) contained in it:
the notation [a, b] is taken to mean the set of all integers i with a ≤ i ≤ b.
(Recall that, in the quasi-affine case, these are exactly the same as those
simple coroots which are orthogonal to γ).
A routine verification shows that the (Existence) assertion holds for all
the varieties in the above list. We refer to §A.5 for further discussion of this
and the following result:
A.3.7. Lemma. In cases (2)− (11), as well as case (1) with n odd, there
is a unique morphism SL2 → Gˇ which commutes with 2ρL(X) and has weight
proportional to γ.
A.4. Reductions for the uniqueness statement. In the case of the
uniqueness statement, we should like to repeat the same reductions; but we
face the problem that, a priori, the Gaitsgory-Nadler dual group depends
on the choice of affine embedding.
Thus, for example, in the case when X+ (the open G-orbit) is paraboli-
cally induced, we may not immediately replace X by a spherical variety for
the Levi – (GN4) only gives us some information about the image of the
dual group (namely, that it lies in the corresponding Levi subgroup).
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We know, by the prior discussion, that to any rank one variety X we
may find:
• a parabolic subgroup P−, with Levi quotient L;
• a spherical L-variety X1, such that the action of L on X factors
through some quotient L′ whose derived group is simple (since this
is, by inspection, the case of all wonderful varieties of rank one);
• write: L′′ = the simply connected cover of the adjoint group of L′,
then the variety X1/Z(X1), as a variety under L′′, appears in
the prior table (up to the operation of taking a finite quotient,
cf. §A.3.6.);
in such a way that such that the open orbit on X is isomorphic toX1×P−G.
In this way, we regard X as belonging to one of twelve “types” indexed by
the table above.
Using notation as in §A.3.2, by (GN4) the dual group of X is contained
in Lˇ, the dual Levi corresponding to the class opposite to P−. In fact, again
by (GN4), gˇX,GN lives in the dual Lie algebra of l
′ (which is canonically a
subalgebra of lˇ).
We call a spherical variety (G,X) of rank one good if there exists data
as above and a unique morphism f : sl2 → lˇ′ with weight proportional to γ
that commutes both with the image of 2ρL(X) and (a
∗
X)
WX .
The uniqueness statement is evidently valid for any good (G,X) (be-
cause of the existence statement, which is already proven in the prior sec-
tion.) That the uniqueness statement holds for any X of rank one follows
from the two Lemmas that follow:
A.4.1. Lemma. Any affine spherical variety of rank one, except possibly
type (1) for n even are good.
Proof. Note the following sufficient criterion for (G,X) to be good: for
(G′,X′) the corresponding entry in the table of types: there exists a unique
morphism sl2 → Gˇ′ commuting with 2ρL(X′). In particular, in all cases but
(12), the assertion follows from Lemma A.3.7.
For case (12): Since X is affine, its homogeneous part X1 ×P− G must
be quasi-affine. This forces X1 to be quasi-affine, also.
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Now we claim that a∗X , considered inside lˇ, actually projects to a full
Cartan subalgebra of lˇ′′; the result follows easily from there. This is equiva-
lent to saying that if a1 ⊂ aL′ is the Lie algebra of the stabilizer of a generic
point of X1 in the Borel of L
′ modulo its unipotent radical (and aL′ denotes
the universal Cartan algebra of L′), then a1 ∩ [l′, l′] is trivial.
Notice that in this case X1 is, up to finite quotient, the quotient of L
′
(whose derived group is G2) by T ·SL2 ·(Ga⊕G2a), where T is a torus in L′
commuting with SL2 ·(Ga ⊕G2a). From this it is easy to see that a1 ∩ [l′, l′]
is the Lie algebra of T ∩ [L′,L′], which is at most equal to Gm. But it is
82This follows from the fact that an orbit of a linear algebraic group on an affine
variety is quasi-affine.
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easy to see that Gm · SL2 ·(Ga ⊕G2a)\G2 is not quasiaffine, which implies
what we want. 
Finally, if X is of type (1) we show in §A.6:
A.4.2. Lemma. Suppose X of type (1). Then, with the above notation,
there is a good L-spherical variety Y1, in fact a torus bundle over X1, and
an affine spherical embedding Y of Y+ := Y1×P−G such that k[X] = k[Y]T
(where T is the torus of automorphisms of that bundle).
Then the uniqueness statement follows, in this final case, from (GN5).
A.5. Further discussion of the existence result. We now give a
few details, or at least a table of some useful data, related to Lemma A.3.7
and the prior existence assertion.
We describe, in the case where G is a classical group, the representation
of sl2×sl2 arising as the composite of fX×fA with the classical representation
of gˇ. We denote the n-dimensional irreducible representation of SL2 by ρn.
1. ρ2 ⊗ ρ1 ⊕ ρ1 ⊗ ρn−1.
2. ρA is trivial and ρGN is the diagonal morphism sl2 → sl22.
3. ρ2 ⊗ ρ2.
4. ρ1 ⊗ ρ2n−2 ⊕ ρ2 ⊗ ρ1.
5. ρ1 ⊗ ρ2n−3 ⊕ ρ3 ⊗ ρ1.
6. Related to case 5 via triality of spin8.
7. Identical to (4).
8. ρ2 ⊗ ρ3.
9. ρ1 ⊗ ρ2n−3 ⊕ ρ2 ⊗ ρ2.
10. In a suitable system of coordinates, we have α1 = e1 − e2, α2 =
e2−e3, α3 = e3, α4 = −e1−e2−e3−e42 . (The roots consist of all vectors
of norm 1 or 2 in Z4 ∪ (Z4 + 12(1, 1, 1, 1)).)
The normalized spherical root is γ = −e4, and ρL(X) = e3 +
3e2 + 5e1.
Now lˇ(X) is the Levi subalgebra of fˇ4 = f4 obtained by deleting
the left-most vertex of the Dynkin diagram. The centralizer s of
2ρL(X), considered as a cocharacter into lˇ(X), has semisimple rank
1. This shows that (F4,Spin9\F4) is good in the sense previously
discussed. But also [s, s] commutes with lˇ(X).
Taking the principal sl2 inside lˇ(X) gives a morphism
sl2 × sl2 → [s, s] × lˇ(X)→ f4,
which verifies uniqueness.
11. γ corresponds to a short coroot of gˇ, and the SL2× SL2 is that
associated to the orthogonal pair (long root, short root).
12. Again γ is a short coroot.
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A.6. Proof of Lemma A.4.2. We recall the situation:
X is an affine spherical G-variety whose open orbit is isomorphic to
X+ ≃ X1×P−G, where X1 is a torus bundle over GLn \SLn+1 (or a finite
quotient thereof). By (GN4), the image of sl2 under the map (a
∗
X)
WX×sl2 →
gˇ is contained in a well-defined direct summand of a Levi subalgebra lˇ of gˇ
which is isomorphic to pgln+1. The weight of such a morphism satisfying
axioms (GN1) and (GN2) is not uniquely defined by the requirement that
it commutes with (a∗X )
WX if and only if n is even and one of the following
equivalent conditions hold:
• (a∗X)WX has trivial image under the projection to the summand:
lˇ→ pgln;
• the stabilizer of a point in X1 under the action of SLn+1 contains
GLn;
• the valuations induced (on k(X)(B)) by the two colors (=B-stable
divisors) contained in X1 ·B are equal.
Lemma. In the above setting, there is a torus bundle Y1 → X1 which
does not satisfy the equivalent conditions above, and an affine spherical em-
bedding Y of Y+ := Y1 ×P− G such that k[X] = k[Y]T (where T is the
torus of automorphisms of that bundle).
Proof. There are clearly many possible choices forY1. Choosing any of
them, we can describe the isomorphism class of a simple spherical embedding
Y of Y+ := Y1 ×P− G by a pair (C(Y),F(Y)), where F(Y) is the set of
colors of Y+ which contain the closed G-orbit in their closure and C(Y) is
the cone in Hom(X (Y),Q) generated by the valuations induced by all B-
invariant (including the G-invariant) divisors in Y containing the closed G-
orbit [Kno91, Theorem 3.1]. The embedding is affine if there is a hyperplane
containing C(X) and strictly separating VX∪C(X) from the set of valuations
induced by colors not in F(X) [Kno91, Theorem 6.7].
Since there is a bijection between colors of X and colors of Y, we may
choose for F(Y) the preimage of F(X). Moreover, for any extremal ray of
C(X) which does not contain the image of a color (and hence is generated
by an element of VX), we can choose a non-zero element of VY in its preim-
age, and hence obtain a cone C(Y) generated by those and the images of
elements in F(Y). The cone is strictly convex, since C(Y) was, and the
pair (C(Y),F(Y)) satisfies the criterion for affinity, since the corresponding
pair for X does. Thus, we have an affine spherical variety Y, and the map
Y+ → X+ extends to: Y → X [Kno91, Theorem 4.1].
If we decompose k[Y] into highest weight spaces, the weights that will
appear are precisely the elements of X (Y) which are ≥ 0 on C(Y) and the
valuations induced by colors. Those which restrict to the trivial character
for T are precisely the elements of X (X) which are ≥ 0 on C(X) and the
valuations induced by colors, hence: k[X] = k[Y]T. This proves the claim.

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