Drug-drug interaction (DDI) is an unexpected change in a drug's effect on the human body when the drug and a second drug are co-prescribed and taken together. As many DDIs are frequently reported in biomedical literature, it is important to mine DDI information from literature to keep DDI knowledge up to date. One of the SemEval challenges in the year 2011 and 2013 was designed to tackle the task where the best system achieved an F1 score of 0.80. In this paper, we propose to utilize dependency embeddings and Abstract Meaning Representation (AMR) embeddings as features for extracting DDIs. Our contribution is two-fold. First, we employed dependency embeddings, previously shown effective for sentence classification, for DDI extraction. The dependency embeddings incorporated structural syntactic contexts into the embeddings, which were not present in the conventional word embeddings. Second, we proposed a novel syntactic embedding approach using AMR. AMR aims to abstract away from syntactic idiosyncrasies and attempts to capture only the core meaning of a sentence, which could potentially improve DDI extraction from sentences. Two classifiers (Support Vector Machine and Random Forest) taking these embedding features as input were evaluated on the DDIExtraction 2013 challenge corpus. The experimental results show the effectiveness of dependency and AMR embeddings in the DDI extraction task. * Corresponding author.
INTRODUCTION
According to a recent study, medical error has become the third most common cause of death in the United States [27] . A literature review estimated a range of 210,000-400,000 deaths a year was associated with medical errors among hospital patients [17] . Medication error is one of the primary medical errors due to drug-drug interactions (DDIs) [12, 24, 34] . DDI is an unexpected change in a drug's effect on the human body when the drug and a second drug are co-prescribed and taken together. As a matter of fact, many such errors are preventable adverse drug events (ADEs) [30] . In one study at six hospitals, 75% of ADEs were preventable [16] . As a result, detecting DDIs has been crucial in health safety, which may dramatically reduce drug-related harms.
As noted by the Institute of Medicine, a lack of drug knowledge is one of the most frequent proximal causes of medication errors [10] . To enrich the drug knowledge, a number of drug databases, such as DrugBank 1 [21] , DailyMed 2 , Stockley's Drug Interactions [3] , National Drug File 3 , and WebMD 4 , have been initiated. However, there still exists a large amount of hidden DDI information in the vastness of the textual biomedical literature. As the volume of the published literature grows rapidly and greatly, it is challenging and time-consuming to extract DDIs manually. Therefore, automatically extracting DDI information from literature remains an important research topic.
To accelerate the research on automatic DDI extraction, the shared task challenges for DDI extraction were organized in 2011 (DDIExtraction 2011) [37] and 2013 (DDIExtraction 2013) [36] . Many participating systems utilized identical classification models, like Support Vector machines (SVMs) [9, 33, 39] . However, the performance of these systems is highly dependent on feature engineering, and a variety of features has been adopted in each of these systems.
Recently, deep learning has been widely utilized as a feature representation method since it can transform the raw data (such as the pixel values of an image or words in a textual document) into a high level representation or feature vector [22] . Word embeddings are one of the most successful cases in deep learning that can capture high level semantic properties of words. However, the standard word embeddings ignore syntax information. Dependency embeddings have been proposed. For example, Levy and Goldberg [23] proposed dependency-based embeddings (dependency embeddings) that incorporate structural syntactic contexts into the embeddings. A study by Komninos et al. [20] shows that these structural information contributes positively to sentence classifiers. However, dependency embeddings have not been utilized in DDI extraction to the best of our knowledge.
Unlike a dependency-based representation of a sentence, Abstract Meaning Representation (AMR) is a semantic formalism that expresses the logical meanings of English sentences in the form of a directed, acyclic graph [2] . AMR aims to abstract away from syntactic idiosyncrasies and attempts to capture only the core meaning of a sentence. Thus, embeddings based on AMR could encode more information from the sentence, such as semantic roles, named entities, and co-reference information, which is important for DDI extraction. However, we cannot find any study of encoding AMR into embeddings.
In this paper, we utilize dependency and AMR embeddings as features for DDI extraction. We evaluate these embeddings on DDIExtraction 2013 challenge corpus with two different classification methods: SVM and Random Forest. We compare the performance of using different embeddings in a baseline method. The experimental results show that both dependency and AMR embeddings are effective in extracting DDIs. The best performance was obtained by using word, dependency and AMR embeddings.
The paper is organized as follows. In the next section, we briefly introduce the related work of used features for DDI extraction in the literature. In Section 3, we describe the proposed methods for DDI extraction. Experiments and results are reported in Section 4, followed by discussion and conclusion in Sections 5 and 6, respectively.
RELATED WORK
Since many drug interactions are frequently reported in biomedical literature, Segura et al. [36, 37] organized the DDI extraction challenge tasks in 2011 and 2013 to stimulate research in developing automatic information extraction tools for DDI extraction from literature. The datasets for DDIExtraction 2011 were composed of sentences describing DDIs from the DrugBank database and another dataset including MedLine abstracts was added to DDIExtraction 2013. In the datasets, drug entities and DDIs were annotated at the sentence level and each sentence could contain two or more drugs. There are two subtasks considered, one is to extract DDI drug pairs and the second is to classify the pairs to different DDI types. In this paper, we focused on the first task and utilized the datasets of DDIExtraction 2013.
The top systems in DDIExtraction 2013 utilized diverse features for their classifiers. The system with the highest F1 score (0.80) was proposed by the FBK-irst team [9] . They used shallow linguistic and contextual features to train a binary SVM classifier. The shallow linguistic features include features generated from shallow linguistic processing, such as tokenization, sentence splitting, Part-of-Speech (PoS) tagging and lemmatization [14] . The contextual features are a set of heterogeneous features related to the context of drug entities. The second best system proposed by Rocktaschel et al. [35] investigated the usage of domain-specific features based on handcrafted rules and domain-dependent dictionaries. Bokharaeian and Diaz [7] utilized 49 features, including lexical, morphosyntactic, conjunction, verbs, negation and parse tree features, in their SVM and achieved an F1 score of 0.66. Similarly, Bobic et al. [6] also used lexical features, dependency-based features and semantic features. Björne et al. [5] used The Turku Event Extraction System (TEES), an open source relation extraction system leveraging dependency features, and achieved an F1 score of 0.60. However, the features used in these systems require extensive human efforts to engineer and extract and are usually specific to the datasets.
Representation learning methods, inspired by deep neural network models, transform discrete symbols into representations (usually dense vectors) at higher and abstract level. Word embedding is a word representation that captures semantic and syntactic similarities between words. It has been widely utilized for a variety of tasks, such as sentence classification [42] , relation classification [41] , and sentiment analysis [38] , since the introduction of word2vec software. For DDI extraction from biomedical literature, word embeddings have also drawn researchers' attention recently. Liu et al. [26] deployed word embeddings in a convolutional neural network (CNN) for the DDI classification task (F1 score=0.70). Zhao et al. [43] utilized word embeddings in a syntax convolutional neural network (SCNN) by changing the input of word2vec to the word sequences on the shortest path in the predicate argument sentence structure to extract DDIs (F1 score=0.78). Both systems achieved promising performance. In addition to word embeddings, dependency embeddings exhibit more functional similarity than word embeddings [23] and outperform standard word embeddings for sentence classification tasks [20] . However, dependency embeddings have not been employed for DDI extraction, to the best of our knowledge.
Linguistically, AMR is similar to the dependency structure of a sentence where both describe relations between a head and a child [40] . On the other hand, AMR generally represents function words as relations or omits them if they have no contribution to the sentence. It utilizes multi-layer linguistic analyses including PropBank frames, non-core semantic roles, coreference, named entity annotation, modality, and negation to represent the semantic structure of a sentence and abstracts away its syntax form [15] . The nodes in AMR are entities instead of words, and the edge types are much more fine-grained. Therefore, compared to the conventional dependency parsing, AMR captures deeper and more semantic meaning [25] . However, AMR parse graphs have not been utilized in training embeddings for classification tasks in the literature. Our hypothesis is that AMR-based embeddings might be more informative for DDI extraction than dependency embeddings as AMR could capture syntactic, semantic and abstractive information.
METHODS
In this section, we first elaborate the embedding methods, including word embeddings, dependency embeddings, and AMR embeddings, and then briefly introduce the classifiers utilized for DDI extraction, including SVM, and Random Forest.
Embedding Methods

Word Embeddings.
We utilized skipgram model [28, 29] , a popular method of learning word embeddings by predicting context words occurring in a window around a target word. Suppose that given a target word w t and its context word h, the goal of skipgram model is to maximize the log-likelihood on the training data, i.e., J = log P (h|w t ).
(1) P (h|w t ) is the conditional probability in the neural probabilistic language model [4] , which is usually defined as:
where V represents the vocabulary list, score (w t ,h) the compatibility score between w t and h and σ
a softmax function that normalizes a K-dimensional real vector into a K-dimensional real vector with summation of all elements equaling to 1. Accordingly, the log-likelihood can be written as:
In order to avoid expensive computation of softmax for the whole vocabulary, negative sampling is commonly adopted in the learning algorithm. Then the objective function becomes:
where D is the observed data, D ′ the unobserved data, θ the embeddings, Q θ (D = 1|w t ,h) is the probability of w t and h being observed and Q θ (D = 0|w t ,h) is the probability not being observed. Since the objective function is concave, the embeddings can be learned by setting the derivative of the objective function to 0 with respect to θ , i.e., ∂ ∂θ J ′ = 0, and using stochastic gradient descent on the training data batches.
As shown by previous studies [18, 33] , the neighboring words (i.e., contexts) of target drug entities capture repetitive expression patterns for classifying DDIs. Since the DDI is defined for a pair of drugs in a sentence, we created a feature vector x w for each drug entity pair by using its associated word context embeddings, i.e.,
where θ e1 c denotes the embeddings for the context word c of drug entity e1, θ e2 c is the embeddings for the context word c of drug entity e2, C and C ′ are the number of context words for drug entities e1 and e2, respectively, and ⊕ is the concatenation operator. The reason of selecting the concatenation operator is that Komninos and Manandhar [20] verified its superiority over the linear combination of embeddings.
Dependency Embeddings.
Unlike the conventional skipgram embedding model in which the context h of a target word w t is the words surrounding it in a window, the dependency skipgram model [20, 23] considers w t 's syntactic context (denoted as h d ) in the dependency graph. Figure 1 illustrates an example showing the word contexts and dependency contexts for the sentence "Acarbose might have a potential side effect when it is given with metformin. " As we can see, the dependency contexts include discrete symbols representing syntactically connected words and the dependency relations in a dependency parse graph. For example, nsubj_inv_have is a dependency context for target word "acarbose", where "inv" denotes the reverse relation. Here we only consider the dependency contexts within distance one in the graph. Algorithm 1 shows the steps for generating the dependency contextscontexts for a target word.
Training the dependency skipgram model is similar to training the conventional skipgram except that embeddings (θ d ) are optimized to predict the target word's dependency contexts, i.e., arg max
The dependency feature vector x d for a pair of drug entities can be written as:
where θ e1 t denotes the dependency embeddings for drug entity e1's dependency context t, and T and T ′ are the number of dependency contexts for drug entities e1 and e2, respectively.
AMR Embeddings.
Since AMR provides a whole-sentence semantic representation [25] , it could capture long-range dependencies among constituent words in a sentence. As shown in Figure  1 , the AMR graph for the example sentence is an abstractive representation of the semantic meaning in the sentence. The key word "effect" reflecting the DDI between "acarbose" and "metformin" is an AMR context for "acarbose" (i.e., "ARG1_inv_effect") whereas Figure 1 : An example of word contexts, dependency contexts, and AMR contexts for a sentence with drug-drug interactions.
Algorithm 1 Generation of dependency contexts.
Require: dependency dep(head, child) 1: for target word i in a sentence do
2:
for word i's child do 3: add dep_child to word i's dependency contexts 4: end for
5:
for word i's head do 6: add dep_inv_head to word i's dependency contexts 7: end for 8: return dependency contexts for word i. 9: end for neither word contexts nor dependency contexts capture this information.
In our framework, we first parse DDI sentences into AMR graphs, generate the AMR contexts for each target word, and then input the target word and the corresponding AMR contexts into the skigram model. In the first step, we use JAMR [13] , a statistical semantic parser trained on AMR bank, for AMR parsing. Similar to many other statistical parsing methods, JAMR also significantly depends on the training data [31] . Considering that many drug names are rarely appeared in the AMR bank and that the contexts of drug entities are crucial for detecting drug-drug relation instead of drug entities themselves, we replace "drug" with "medication", drug entities with "drug" and run the AMR parsing algorithm. Then, after AMR parsing we restore the drug entities and "drug". By doing so, we could parse the drug entities correctly without losing any drug information. Figure 2 shows the procedure of generating AMR contexts for the example sentence.
After obtaining the AMR contexts, we utilize the dependency skipgram model to learn the AMR embeddings and define AMR embeddings feature vector x a for a pair of drug entities as:
where θ e1 m denotes the AMR embeddings for the AMR context m of drug entity e1, and M and M ′ are the number of AMR contexts for drug entities e1 and e2, respectively.
Classification Methods
As mentioned in Section 2, we focus on the DDI extraction for each drug-drug pair. For a given drug pair, we use binary classifiers to detect whether the drug pair has interactions (positive) or not (negative). In this section, we elaborate two classifiers used for this DDI extraction task: SVM and Random Forest.
Support Vector Machines.
Given the embedding feature vector x i of the ith drug entity pair in the training data, we train a linear SVM for detecting DDIs in the testing data. We denote y i = 1 if the interaction of drug entity pair is positive and y i = −1 otherwise. Then the cost function can be written as
For the drug pair in the testing data with embedding feature vector x, the prediction of DDI is defined by the decision function: 
Random Forest.
Random Forest is an ensemble of classification trees, where each tree contributes with a single vote for the assignment of the most frequent class to the input data [8] .
Compared to other classifiers, Random Forest usually has high classification accuracy and ability to model complex interactions among input variables. In training, Random Forest creates multiple trees by bootstrap aggregating from the original training data on each drug pair, and splits each node by searching across a randomly selected subset of the input variables. For classification of the unseen embedding feature vectorx, the prediction of DDI is made by averaging the predictions from all the individual regression trees onx:ỹ
where B is the number of trees and f b is a trained decision tree at bth step.
EXPERIMENTS
The proposed methods were evaluated on the DDI corpus provided by the DDIExtraction 2013 challenge. The corpus contains 142 MedLine abstracts on the subject of DDIs, and 572 documents from the DrugBank database. There are a total of 6976 sentences with annotated drug entities and DDIs. The corpus was randomly split by the organizer into training dataset (77%) and testing dataset (23%). 17.2% of all possible drug pairs are positive pairs, while the rest are negatives. In our problem setting, we assume that all drug entities are provided. Our goal is to detect whether a given drug pair in a sentence has interactions or not. We trained the embeddings on the entire corpus. Using labels in the training dataset and embedding features, we trained the classifiers with 10-fold cross-validation and then evaluated the methods on the testing dataset. The features used in the baseline method include words and word bigrams with binary values indicating their presence or absence in a sentence, cosine similarity between centroid vector of each class and the instance, negation (three features indicating negation before the first main drug, between two main drugs, and after the two main drugs), and mutual information. Detailed information about these features can be found in [33] and [32] .
Let the baseline feature vector for a drug entity pair be x 0 . For the same drug entity pair, we calculate word embeddings x w , dependency embeddings x d , and AMR embeddings x a according to Equations 5, 7 and 8, respectively. We compare the results using Baseline (i.e., x 0 ), Baseline + WordEmbeddings (i.e., x 0 ⊕ x w ), Baseline + DepEmbeddings (i.e., x 0 ⊕ x d ), Baseline + AMREmbeddings (i.e., x 0 ⊕ x a ), Baseline + WordEmbeddings + DepEmbeddings (i.e., x 0 ⊕ x w ⊕ x d ), Baseline + WordEmbeddings + DepEmbeddings + AMREmbeddings (i.e., x 0 ⊕ x w ⊕ x d ⊕ x a ). A DDI is considered to be correctly detected only if the system is able to assign the correct prediction label (positive vs. negative) to the candidate drug entity pair. The evaluation is drug-drug relation oriented and based on the micro-average F1 score of both classes.
Appropriate preprocessing could enhance the final performance. Since numbers (digits) occurred frequently in the corpus, we replaced all the digits with "7". Then all tokens were converted to lowercase. For AMR parsing, an additional preprocessing step is the replacement of drug entities with "drug", as shown in Figure 2 , due to the fact that many drug names are not in the AMR vocabulary. Note that we used a special symbol to replace "drug" if it appears in the original text before this additional preprocessing and restored "drug" after AMR parsing.
Stanford CoreNLP 5 tools were employed to obtain dependencies and JAMR 6 was used for AMR parsing. We utilized the modified word2vec implementation [20] to generate the dependency and AMR embeddings. The negative-sampling parameter was set to 15, and the dimension of embeddings was set to 100. The machine learning library Scikit-learn 7 0.18.1 was used for the binary label classification of positive and negative DDI pairs. For SVM, we tried a series of C values, and utilized the optimal value C=0.10. For Random Forest, the number of estimators was tuned and set at the optimal value of 40. The F1 scores of methods are listed in Table 1 . As shown in the table, the best performance measures are achieved by Random Forest utilizing baseline and three embedding features together with an F1 score of 0.86 for DrugBank, 0.72 for MedLine, and 0.84 overall. We observe that adding any of three embedding features improves the baseline performance. For DrugBank, Baseline + DepEmbeddings is comparative with Baseline + WordEmbeddings and superior to Baseline + AMREmbeddings when Random Forest classifier is used. For MedLine, Baseline + DepEmbeddings performs the best when only one embedding feature is considered. Though the results of Baseline + AMREmbeddings are similar to those of Baseline + WordEmbeddings and inferior to those of Baseline + DepEmbeddings, adding AMR embeddings always improves the performance when Random Forest classifier is used. It means that AMR embeddings contain alternative useful information for DDI extraction. Compared with the state-of-the-art systems, including the best existing system (FBK-irst [9] ) and CNN-based system (SCNN [43] ), the proposed method shows better performance.
DISCUSSION
Our experiment shows that dependency and AMR embeddings provide valuable information for DDI extraction thus the performance improves when they are added to the baseline. This result indicates that dependency and AMR embeddings should be utilized in conjunction with the word embeddings to obtain the best performance. This is consistent with previous study [20] , where syntactic contexts were combined with word contexts for sentence classification.
The results using AMR embeddings alone are not promising as we expected. This might be due to that the pre-trained model we used for JAMR -LDC2014T12 [19] -does not contain sufficient medical terms and documents. Figure 3 shows an example that was misclassified by AMR embeddings. In the sentence "Consequently, the combination of methotrexate with acitretin is also contraindicated.", the word "contraindicated" plays an important role in determining the interaction between "methotrexate" and "acitretin". Since the pre-trained model for AMR parsing does not contain this term, this information could not be captured by AME embeddings. Other misclassified cases are due to the limitations of AMR. For example, AMR does not deeply capture noun-noun or noun-adjective relations [1] .
"Consequently, the combination of methotrexate with acitretin is also contraindicated." A limitation associated with both dependency and AMR embeddings is that only contexts within distance one in the dependency or AMR graph are considered. Increasing the distance might include more information in the embeddings but Algorithm 1 should be refined to avoid adding redundant contexts. In addition, another option is to add the nodes at the same level to incorporate more significant words for detecting DDIs. In Figure 1 , "effect" would be added if such strategy was taken. However, this strategy will also add redundant contexts. For example, "when", "it" and "may" will also be considered as contexts for the example in Figure 1 . Thus, more sophisticated methods are needed to study what are the best contexts in the graph for learning dependency and AMR embeddings.
We observe that Random Forest performs better than SVM except the DrugBank dataset. The reason is that Random Forest could provide a more complex model when dimensionality is less than the sample size. The study conducted by Delgado et al. tested 179 classifiers and found that Random Forest was the best family of classifiers [11] . Our experiments verified this result.
We notice that the proposed methods failed for the sentences that contain multiple drug pairs. The sentence "Before taking this medication, tell your doctor if you are taking a tricyclic antidepressant such as amitriptyline (Elavil), amoxapine (Asendin), doxepin (Sinequan), nortriptyline (Pamelor), imipramine (Tofranil), clomipramine (Anafranil), protriptyline (Vivactil), or desipramine (Norpramin). " contains 16 drugs and 136 drug pairs. The reason that the dependency embeddings failed to detect these negative DDIs might be that each drug pair was connected by conjunct relation in the dependency graph. Another misclassified example is "Single dose pharmacokinetic studies demonstrated that the metabolism of rivastigmine is not significantly affected by concurrent administration of digoxin, warfarin, diazepam, or fluoxetine. ", which consists of 4 drugs and 10 drug pairs. The proposed methods failed to identify the negated interaction between "rivastigmine" and any of "warfarin", "diazepam", and "fluoxetine".
CONCLUSION AND FUTURE WORK
In this paper, we proposed dependency embeddings and novel AMR embeddings for detecting DDIs from biomedical literature. We evaluated the proposed methods on DDIExtraction-2013 corpus with two different classification methods. The experiments shows the effectiveness of dependency embeddings and AMR embeddings. The best performance was obtained by using word, dependency and AMR embeddings in the baseline.
In the future work, we would like to utilize more comprehensive classifiers, such as Convolutional Neural Network (CNN) and Long Short Term Memory network (LSTM), for detecting DDIs. Since the dimension of embeddings might impact the classification, we also want to investigate what the best dimension is for the DDI extraction task. Moreover, extending the proposed methods to detect undiscovered DDIs from a large number of biomedical articles is subject to a future study.
