Abstract. We pose the conjecture that the number of facets f d−1 (P ) of a k-neighborly d-polytope P cannot be less than the number of its vertices f 0 (P ) for k ≥ 2. We prove that the statement of the conjecture is true in two cases: 1) when d ≤ 2k + 2⌊k/2⌋, and 2) when f 0 (P ) ≤ d + 1 + k 2 . For the case f 0 (P ) = d + 3, we have found the tight lower bound
Let P be a d-polytope, i.e., a d-dimensional convex polytope. An i-dimensional face of P is called i-face, 0-faces are vertices, 1-faces are edges, (d − 1)-faces are facets, and (d − 2)-faces are ridges. Let f i (P ) be the number of i-faces of P , 0 ≤ i ≤ d − 1. The problem of estimating f i (P ) (where P belongs to some class of polytopes) in terms of f 0 (P ) is well known. For the class of simplicial polytopes, the problem is known as the upper bound and the lower bound theorems (see [6] for details). In particular [1] , (1) f d−1 (P ) ≥ (d − 1)(f 0 (P ) − d) + 2 for a simplicial d-polytope P .
In 1990, G. Blind and R. Blind [2] solved the upper bound problem for the class of polytopes without a triangle 2-face. We raise the question for the class of 2-neighborly polytopes. A d-polytope P is called k-neighborly if each subset of k vertices forms the vertex set of some face of P . Since every d-polytope is 1-neighborly, we will consider kneighborly polytopes only for nontrivial cases k ≥ 2. For d < 2k, there is only one combinatorial type of k-neighborly d-polytope. It is a d-simplex [6] . The same is true for f 0 (P ) = d + 1. Therefore, we suppose d ≥ 2k and f 0 (P ) > d + 1.
A ⌊d/2⌋-neighborly polytope is called neighborly. In particular, every neighborly d-polytope is 2-neighborly for d ≥ 4. The family of neighborly polytopes are investigated very intensively (see, e.g., [6] ). For d = 2k, they have the maximum number of facets over all d-polytopes with n vertices [10] : (2) f d−1 (P neighborly ) = n n − k n − k k .
There exists a widespread feeling that k-neighborly polytopes are very common among convex polytopes [6, 4, 5] . Moreover, they appear as faces (with superpolynomial number of vertices) of combinatorial polytopes associated with NP-complete problems [7, 8] .
As a reference point for further investigations we pose the following conjecture.
Conjecture 1. The number of facets f d−1 (P ) of a k-neighborly d-polytope P cannot be less than the number of its vertices f 0 (P ) for k ≥ 2.
In the section 1, we consider examples of 2-neighborly d-polytopes with f d−1 (P ) − f 0 (P ) < f 0 (P )(f 0 (P ) − d − 1) 0.4d .
From (1), it follows that the conjecture is true if P is a simplicial polytope. The case d = 2k is covered by (2) . In the section 2, we prove the statement of the conjecture for the cases d ≤ 2k + 2⌊k/2⌋. In the section 3, the inequality f d−1 (P ) ≥ d + k 2 + 1 is proved for a k-neighborly d-polytope P with f 0 (P ) ≥ d + 2. In the last section, we give the proof of the following theorem. Theorem 1. Let P be a k-neighborly d-polytope with f 0 (P ) = d+3 and let ∆ 3 (k) = min
2-neighborly polytopes with "small" number of facets
It is natural to try to construct examples of a 2-neighborly d-polytopes with as small as possible difference between facets and vertices. Here we consider two operations on polytopes. By these operations, we can construct new 2-neighborly polytopes without increasing the difference f d−1 (P ) − f 0 (P ).
From (2), we see that a 2-neighborly 4-polytope P with n vertices has exactly n(n − 3)/2 facets. Thus
By constructing a pyramid with the basis P , we get a 2-neighborly 5-polytope Q with f 0 (Q) = f 0 (P ) + 1 and f 4 (Q) = f 3 (P ) + 1. Repeating this procedure, we can construct an example of a 2-neighborly d-polytope Q with
The other good operation is a join of two polytopes [4] :
where P is a d-polytope and [4] . Moreover, if P and P ′ are k-neighborly, then P * P ′ is also k-neighborly. Let P 0 be a 2-neighborly 4-polytope with n vertices, n ≥ 5. Hence P 1 = P 0 * P 0 is 2-neighborly 9-polytope with 2n vertices and n(n − 3) facets. Let us define P m recursively:
Therefore,
This difference has a bit better assymptotic than (3). 2
Small dimensions
In this section we use the well known fact that all (2k − 1)-faces of a k-neighborly polytope are simplexes [6, Sec. 7.1].
Lemma 2.
If all i-faces of a d-polytope P are simplexes and
Proof. Let us count incidences between j-faces and (j − 1)-faces of P , 0 < j ≤ i. Note that every (j − 1)-face of a d-polytope is incident with at least (d − j + 1) j-faces [6] . Hence,
where F j (P ) is the set of all j-faces of P , f j−1 (y) is the number of (j − 1)-faces of y. Since j-faces are simplexes,
Suppose that i > m. Hence, substituting j ∈ {m − 1, m + 1} in (4), we obtain
Combining this with (5), we have
By repeating this procedure, it is easy to get
The case d = 2m − 1, m ∈ N, are proved by analogy.
Proof. First let us suppose that
Recall that every i-face of a k-neighborly d-polytope P is a simplex for i < 2k [6, Sec. 7.1]. Using Lemma 2, we get
Note also that for a k-neighborly d-polytope P we can use the implication
Combining (6) and (7), we obtain
Now let us suppose that k = 2m, m ∈ N, and d = 3k. Until the end of the proof we use the shorthand f i := f i (P ).
From Euler's equation [6] 
Using Lemma 2, we have
That is
Note that
Thus,
Now we prove that
i+1 . Note that every (i − 1)-face is incident with no more, than (f 0 − i) i-faces. (Because every such i-face has at least one unique vertex that does not belong to other such i-faces.) Note also that every i-face has at least i + 1
By duality, (10) is transformed to
which is true for any d-polytope, d ≥ k. In particular, it is true for a k-neighborly d-polytope P . Combining this with (8) and (9), we obtain
Simplicial polytopes and polytopes with small number of vertices
The tight lower bound for the number of facets of a simplicial k-neighborly dpolytope can be found by using g-theorem.
Let
The matrix M d has nonnegative entries and the left (⌊d/2⌋ + 1) × (⌊d/2⌋ + 1)-submatrix is upper triangular with ones on the main diagonal. The g-theorem states that the f -vector
) is an M -sequence (see, e.g., [11] ).
with n vertices and n ≥ d + 2, then
In particular,
Proof. From the equality f = gM d , we can evaluate the first k + 1 entries of g:
We suppose that k ≤ d/2 and n ≥ d + 2. By using induction on j, we prove
Obviously, g 0 = 1 and g 1 = n − d − 1. Suppose that the equality (12) is true for
Recall one of the formulation of Vandermonde's convolution:
. By g-theorem,
Since g is an M -sequence, we may assume g i = 0 for i > k. Hence,
Now it is not difficult to prove the following theorem.
Theorem 7.
If P is a k-neighborly d-polytope that is not a simplex, then
Proof. The proof is by induction over d. For d = 2k, the validity of (13) immediately follows from (2) . Suppose that (13) is true for d = m, m ≥ 2k. Let P be a k-neighborly (m + 1)-polytope. If P is simplicial, then the inequality (13) follows from Corollary 5. Now suppose that P has a nonsimplicial facet Q. Hence Q is a k-neighborly m-polytope with f 0 (Q) ≥ m+2 and the inequality (13) holds for it, by the induction hypothesis. Therefore,
4. The case f 0 (P ) = dim(P ) + 3
In this section we consider only d-polytopes with exactly d + 3 vertices. For proving Theorem 1, we use reduced Gale diagrams.
Reduced Gale diagrams.
A reduced Gale diagram of a polytope P consists of points in R 2 , placed at the center O and the vertices of a regular 2n-gon (of radius 1), n ≥ 2. For the sake of convinience, we enumerate the vertices of the 2n- , and reduce the number of diameters. The standard operations do not affect the k-neighborliness and the number of cofacets. So, in the following we will not take properties P2 and P3 into account.
Note also that changing of the value of the label m(O) does not affect the properties P2, P3, P4, and N, and does not change the difference f d−1 (P ) − f 0 (P ) of the appropriate polytope P . Thus, without loss of generality, we assume m(O) = 0.
We will say that a k-neighborly reduced Gale diagram is extremal if the difference between the number of cofacets and the sum of labels is minimal among all k-neighborly reduced Gale diagrams. In other words, the difference is equal to ∆ 3 (k) in Theorem 1.
Turn here to examples.
. Fig. 1a shows such a diagram for k = 2. The number of vertices of an appropriate k-neighborly polytope is equal to 4(k + 1), the number of facets equals 2(k + 1) 2 , and the difference is 2(k 2 − 1).
Example 2. Let n = k + 2 and all the labels are equal to 1 (see fig. 1b ). Hence, the number of vertices equals 2k + 4, the number of facets equals 2 k+2 3 + k + 2, and the difference is (k + 2)(k 2 + k − 3)/3. Note that the difference is less than in the example 1 for k ≤ 3. between facets and vertices is (2k + 3)(k + 4)(k − 1)/6 and it is greater than in the previous examples for every k ≥ 2. Hence this diagram is not extremal.
Remark 9. From Corollary 6, it follows that
in the example 1. Therefore, an extremal k-neighborly diagram must be nonsimplicial.
A k-neighborly reduced Gale diagram is called minimal if reducing (decreasing) any of the labels m i violates the condition N. It is easy to prove that the minimum for the difference between the number of cofacets and the sum of labels is attained on a minimal diaram. Thus, below we consider only minimal diagrams.
Let us note that m i ≤ k + 1, i ∈ [2n], for a minimal k-neighborly reduced Gale diagram. In the case n = 2, the only minimal k-neighborly reduced Gale diagram has labels m i = k + 1, i ∈ [2n] (see example 1). Therefore, after this operation, the total number of cofacets will be reduced at least by
The displace operation reduces the sum Proof. Suppose to the contrary that some extremal k-neighborly Gale diagram D has consecutive incomplete diameters. From Remark 9, we know that D has at least one complete diameter. Hence there are three diameters {m i , m i+n }, {m i+1 , m i+1+n }, {m i+2 , m i+2+n } such that one of the two conditions is satisfied (see fig. 3 ):
(1) The first diameter is complete and the last two are incomplete.
(2) The last diameter is complete and the first two are incomplete. We examine only the first case. The second case is examined by analogy. By the condition N,
Since m i+1 = 0 and m i+n > 0, we get
From Lemma11 (see also fig. 2 ), it follows that the displace operation
reduces the total number of facets by at least k. Moreover, the new Gale diagram will be k-neighborly. Therefore, the source diagram D is not extremal. 
Proof. From Lemma 13, it follows that the inequality (14) holds for every i ∈ [2n] and
By Proposition 14, we get m i ≤ k + 5 − n for even n and m i ≤ k + 4 − n for odd n. This implies that n ≤ k + 3 for odd k. Now suppose that k is even. Hence n ≤ k + 4. Note also that m i ≤ 1 for every i ∈ [2n] and n ∈ {k + 3, k + 4}. By Lemma 13, we get m i = 1 in this case. Thus, by removing 1 or 2 diameters, we can transform such a diagram to one in the example 2. Therefore, n ≤ k + 2 for an extremal Gale diagram if k is even.
Proposition 16. For k ∈ {2, 3}, ∆ 3 (k) = (k + 2)(k 2 + k − 3)/3 and the best difference is attained in the example 2. For k ∈ {4, 5, 6}, ∆ 3 (k) = 2(k 2 − 1) and the best difference is attained in the example 1.
Proof. The property N, Theorem 10, Lemma 13, and Proposition 15 impose strong restrictions. For small values of k, this allows us to find ∆ 3 (k) by using a computer program. For k ≤ 6 it takes 1 minute. 11 The case k ≥ 6. The goal of this subsection is to prove ∆ 3 (k) = 2(k 2 − 1) for k ≥ 6. From Theorem 10, we know that the sum of labels of an extremal k-neighborly Gale diagram D is not greater than 4(k + 1). Thus, it is sufficient to show that the number of cofacets f = f (D) cannot be less than
(On the other hand, this value is attained in the example 1.) We partition the task into three cases: 
Proof. The general case is shown in the fig. 5a . By assumption, m 6 = m 8 = 0. For convenience, we use the notation
First note that m 7 = p, since the diagram is extremal and k-neighborly. Some of the other labels may equal zero and the number of diameters may be less than 4. By the property N,
Let us count the number of cofacets: 
Lemma 18. Let D be an extremal k-neighborly Gale diagram. If there is an open semicircle with exactly two positive labels and the value of one of them is equal to
Proof. By Lemma 13, the sum of two consecutive labels cannot be less than 2. Consequently, the neighbors of the label with value 1 must have positive values. Therefore, the number of diameters of the diagram cannot be greater than 4. The general case is shown in the fig. 5b . By assumption, m 8 = 0.
Here, we do not need to consider the cases that was analyzed in Lemma 17. Hence
(the corresponding points are painted in fig. 5b ). By Lemma 13,
Let p = k + 1. By the property N,
Let us count the number of cofacets:
In particular, by using (19), (23), we obtain
Further proof is reduced to an analysis of all possible cases regarding the values of labels m 4 and m 2 . In all cases, we get f ≥ 2p 2 for p ≥ 5. 
m 2 ≥ 3. By using (24), (17), (20), (22), (23), we obtain
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x n−1 x n y 1 y 2 y 3 y n−1 y n Figure 6 . The induction step
Lemma 19. Proof. The proof is by induction over k. The case k = 5 is covered by Proposition 16. Suppose that the statement of lemma is true for k = t, t ≥ 5. Let us consider an extremal (t + 1)-neighborly Gale diagram D with labels {m 0 , . . . , m 2n−1 }. By Remark 9, the diagram has at least one complete diameter {m j * , m n+j * }. Reduce m j * and m n+j * by 1. Obviously, the new diagram D ′ is at least t-neighborly. For the labels of D ′ we will use the following notations (see fig. 6 ):
Observe that
By the induction hypothesis,
Hence it is sufficient to prove that f (D) − f (D ′ ) ≥ 4(t + 1) + 2.
By assumption, the source diagram D satisfies the conditions of Proposition 14 with q = 2. Thus m i ≤ t + 2 − 2, ∀i ∈ [2n], and (26)
x j ≤ t, y j ≤ t, ∀j ∈ [n].
Let us count the difference between f (D) and f (D ′ ). We start from the cofacets with exactly two points. The diagram D has exactly x 1 + y 1 + 1 such cofacets that 14 do not present in D ′ . When reducing m j * and m n+j * , there are also lost triangular cofacets of the following types:
1) {j * , r, s}, where r ∈ [j * + 2, j * + n − 1] and s ∈ [j * + n + 1, r + n − 1]. 2) {j * + n, r, s}, where r ∈ [j * + 1, j * + n − 2] and s ∈ [r + n + 1, j * + 2n − 1].
In total, we get 
