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Abstract
Projective structures have successfully been used for the construction of measures in the
framework of loop quantum gravity. In the present paper, we establish such structures for the
configuration space R⊔RBohr, recently introduced in the context of homogeneous isotropic loop
quantum cosmology. In contrast to the traditional space RBohr, the first one is canonically em-
bedded into the quantum configuration space of the full theory. In particular, for the embedding
of states into a corresponding symmetric sector of loop quantum gravity, this is advantageous.
However, in contrast to the traditional space, there is no Haar measure on R ⊔RBohr defining
a canonical kinematical L2-Hilbert space on which operators can be represented. The intro-
duced projective structures allow to construct a family of natural measures on R⊔RBohr whose
corresponding L2-Hilbert spaces we finally investigate.
1 Introduction
In the framework of loop quantum gravity (LQG), measures are usually constructed by means of
projective structures on the quantum configuration space of interest. For instance, the Ashtekar-
Lewandowski measure arises in this way [4], and the same is true for the Haar measure on the Bohr
compactification RBohr of R. [16] This has been used as quantum configuration space for homoge-
neous isotropic loop quantum cosmology (LQC); a symmetry reduced version of LQG designed to
describe the early universe near the Big Bang. [1] Unfortunately, there is no continuous embedding
of RBohr into the quantum configuration space of LQG which additionally extends the embedding
of the respective reduced classical configuration space. [7] This property, however, is crucial for the
embedding approach for states formulated in [5].
Now, non-embeddability arises from the fact that, in contrast to the full theory, the cosmological
quantum configuration space has been defined by means of linear curves instead of all the embedded
analytic ones. [7] Thus, to overcome this problem, in [10] the embedded analytic curves were used
to define the reduced quantum space as well; now being given by R = R⊔RBohr. In particular, the
embedding approach from [5] here can be applied once a reasonable measure has been fixed. Now,
since no Haar measure exists on R, [12] such measures have to be constructed by hand.
In the present paper, we attack this issue by means of projective structures on R which we then
use to motivate the family of normalized Radon measures
µρ,t(A) = t · ρ(λ)(A ∩R) + (1− t) · µBohr(A ∩RBohr) ∀ A ∈B(R) (1)
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for 0 ≤ t ≤ 1 and ρ(λ) the push forward of the Lebesgue measure λ on (0, 1) by some homeomorphism
ρ : (0, 1) → R. For this, we first reformulate the definition of a projective limit in a way more
practicable for defining measures on compact Hausdorff spaces, such as, e.g., R. Then, we motivate
a certain family of projective structures which will provide us with the measures (1). As we will see,
these measures give rise to only two different Hilbert space structures on R. More precisely, up to
canonical isomorphisms, we will have the following three cases:
L2 (R, λ) , L2 (R, λ)⊕ L2 (RBohr, µBohr) , L2 (RBohr, µBohr) ,
whereby L2 (R, λ) ⊕ L2 (RBohr, µBohr) and L2 (RBohr, µBohr) are isometrically isomorphic, just by
dimensional arguments. Anyhow, since L2 (R, λ) is separable and L2 (RBohr, µBohr) is not so, there
cannot exist any isometric isomorphism between these two spaces.
This paper is organized as follows:
⊲ In Section 2, we fix the notations and provide a characterisation of projective limits convenient
for defining measures. In Section 3, we briefly review some facts on invariant homomorphisms [12]
that we will need in the main part of this paper.
⊲ In Section 4, we first discuss some elementary properties of the space R. In particular, we prove
a uniqueness result concerning the assumptions made in [9] to the inner product on C0(R) ⊕
CAP(R).
Then, we investigate how to write R as projective limit, in order to construct reasonable Radon
measures thereon. Here, we discuss several possibilities, finally leading to the projective structures
presented in the third part of Section 4. Basically, there we will use the fact that for each nowhere
vanishing1 f ∈ C0(R) the functions {f} ⊔ {χl}l∈R with χl : x 7→ eilx generate the C∗-algebra
C0(R) ⊕ CAP(R). Then, each such f which is in addition injective will give rise to a projective
structure similar to that one introduced in [16] for the space RBohr. In the last part, we finally
use these structures to construct a family of normalized Radon measures on R which we then
show to define two different non-isomorphic L2-Hilbert spaces on R.
2 Preliminaries
We start this section by fixing the notations. Then, we give a short introduction into projective
structures on compact Hausdorff spaces and consistent families of normalized Radon measures.
2.1 Notations
A curve γ in a manifold M is a continuous map γ : I → M for I ⊆ R an interval, i.e., of the form
[a, b], [a, b), (a, b] or (a, b) for a < b. Then, the curve γ is said to be of class Ck iff M is a Ck-manifold
and iff there is a Ck-curve γ′ : (a′, b′) → M with I ⊆ (a′, b′) and γ′|I = γ. By a path, we will
understand a curve which is C∞ or analytic (Cω) and defined on some closed interval.
Let (P, π,M,S) be a principal fibre bundle with total space P , base manifold M , projection
map π : P → M and structure group S. If ω is a smooth connection on P , γ : [a, b] → M a path
and p ∈ π−1(γ(a)), then γωp : [a, b]→ P denotes the horizontal lift of γ w.r.t. ω in the point p. The
isomorphism
Pωγ : π−1(γ(a))→ π−1(γ(b)), p 7→ γωp (b)
is called parallel transport along γ w.r.t. ω. In particular, here isomorphism means that Pωγ (p · s) =
Pωγ (p) · s holds for all p ∈ Fπ(p) and all s ∈ S. Finally, A will denote the set of smooth connections
on P .
1Here C0(R) denotes the set of continuous functions on R that vanish at infinity.
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For an abelian unital C∗-algebra A, we denote by Spec(A) the set of non-zero multiplicative,
C-valued functionals on A, equipped with usual Gelfand-topology. The Gelfand transform â ∈
C(Spec(A)) of a ∈ A is given by â : Spec(A)→ C, ψ 7→ ψ(a).
Finally, we declare the following
Convention 2.1
Let X be some set. Then,
⊲ By B(X) we will denote the set of bounded functions on X.
⊲ For A ⊆ B(X) a C∗-subalgebra and v : Y → X some map, we let v∗A denote the C∗-subalgebra
of B(Y ) generated by the functions v∗f for f ∈ A.
⊲ For A ⊆ B(X) a C∗-algebra, we let XA denote the set of all x ∈ X for which
ιX : X → Hom(A,C)
x 7→ [f 7→ f(x)]
is non-zero, i.e., XA = {x ∈ X |∃f ∈ A : f(x) 6= 0}. This means that x ∈ XA iff ιX(x) ∈ Spec(A),
and it is not hard to see that ιX(XA) is dense in Spec(A). [14], [10], [12].
⊲ Motivated by this denseness property, the spectrum of A is denoted by X in the following.
⊲ If X is a locally compact Hausdorff space, then C0(X) denotes the set of continuous functions
on X that vanish at infinity.
⊲ By CAP(R), we will denote the almost periodic functions on R. This is the C
∗-subalgebra of
B(R) generated by the set R̂ of continuous characters χl : R → T, x 7→ eilx. Here, and in the
following, T denotes the unit circle (1-Torus) {z ∈ C | |z| = 1}.
⊲ We define the Bohr compactification RBohr of R to be given by Spec(CAP(R)).
Let D denotes the set of all ∗-homomorphisms ψ : R̂ → T. Then, it follows from Subsection 1.8
in [15] that the restriction map r : RBohr → D, ψ 7→ ψ|
R̂
is bijective.2 In particular, this means
that, in order to define an element of RBohr, it suffices to determine its values on R̂.
Then, µBohr will denote the Haar measure on RBohr that corresponds to the continuous abelian
group structure
ψ + ψ′ := r−1
(
r(ψ) · r(ψ′)) − ψ := r−1(r(ψ)) e := r−1(1)
for ψ,ψ′ ∈ RBohr. Here, (ζ · ζ ′)(x) := ζ(x) · ζ ′(x), ζ(x) := ζ(x) and 1(x) := 1 for all x ∈ R and
ζ, ζ ′ ∈ D. ♦
Finally, if G is a group, X a set and ϕ : G×X → X a left action, we define
Stabϕ(x) := {g ∈ G | ϕ(g, x) = x}
as well as ϕg : X → X, x 7→ ϕ(g, x). If G is a Lie group and g ∈ G, then
αg : G→ G, h 7→ g · h · g−1
denotes the conjugation by g and Adg : g→ g its differential deαg at e ∈ G.
2See, e.g., Lemma 3.8 in [13].
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2.2 Projective Structures and Radon measures
Definition 2.2
Let {Xα}α∈I be a family of compact Hausdorff spaces for (I,≤) a directed set.3 A compact Hausdorff
space X is called projective limit of {Xα}α∈I iff
1) For each α ∈ I, there is a continuous surjective map πα : X → Xα.
2) For α1, α2 ∈ I with α1 ≤ α2, there is a continuous map πα2α1 : Xα2 → Xα1 for which πα2α1 ◦πα2 =
πα1 holds.
It follows that each of these maps is surjective and that πα2α1 ◦πα3α2 = πα3α1 holds if α1 ≤ α2 ≤ α3
for α1, α2, α3 ∈ I.
3) If x, y ∈ X with x 6= y, there is some α ∈ I with πα(x) 6= πα(y).
It is proven in Lemma B.1 that the above definition of a projective limit is equivalent to the usual
definition [4] as a subset
X̂ =
{
xˆ ∈∏α∈I Xα ∣∣ πα2α1 (xα2) = xα1 ∀ α1 ≤ α2} ⊆∏α∈I Xα
of the Tychonoff product
∏
α∈I Xα. In particular, each two projective limits of a fixed family of
compact Hausdorff spaces are homeomorphic if the same transition maps are used.
Anyhow, as it provides us with more flexibility, in the following we will use Definition 2.2 instead
of the Cartesian product version.
Definition 2.3 (Borel, Radon Measures)
Let Y be a Hausdorff space and B(Y ) the Borel σ-algebra of Y .
⊲ A Borel measure µ on Y is a locally finite4 measure µ : B(Y )→ [0,∞]. It is said to be normalized
if ‖µ‖ := µ(Y ) = 1 holds.
⊲ A Borel measure µ on Y is called inner regular iff for each A ∈B(Y ) we have
µ(A) = sup{µ(K) : K is compact and K ⊆ A}.
⊲ A Radon measure µ is an inner regular Borel measure. It is called finite iff µ(Y ) < ∞ holds.
Recall that each finite Radon measure is outer regular (hence regular), i.e., for each A ∈ B(Y )
we have
µ(A) = inf{µ(U) : U is open and A ⊆ U}.
⊲ Assume that we are in the situation of Definition 2.2, and that {µα}α∈I is a family of Radon
measures µα : B(Xα)→ [0,∞]. Then, {µα}α∈I is called consistent iff µα1 equals the push forward
measure πα2α1 (µ2) whenever α1 ≤ α2 holds for α1, α2 ∈ I.
Lemma 2.4
Let X and {Xα}α∈I be as in Definition 2.2. Then, the normalized Radon measures on X are in
bijection with the consistent families of normalized Radon measures on {Xα}α∈I .
Proof: See Lemma B.2. 
3This means that ≤ is a reflexive and transitive relation on I , and that for each two α, α′ ∈ I we find some α′′ ∈ I
such that α, α′ ≤ α′′ holds.
4This means that for each y ∈ Y we find U ⊆ Y open with y ∈ U and µ(U) <∞.
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3 Quantum Configuration Spaces in LQG
In this section, we will give a short introduction into invariant generalized connections and homo-
morphisms of paths. For simplicity, here we restrict to the case of trivial principal fibre bundles;
the general results can be found in [12]. In the last part of this section, we will discuss the case of
homogeneous isotropic loop quantum gravity.
3.1 Generalized Connections and Invariance
Let P = M × S be a trivial principal fibre bundle with base manifold M and compact structure
group S. Moreover, let P be a fixed set of paths in M .
For γ ∈ P with dom[γ] = [a, b], we define
hγ : A→ S, ω 7→
(
pr2 ◦ Pωγ
)
(γ(a), e) (2)
and denote by G the ∗-algebra generated by all functions of the form f ◦ hγ with f ∈ C(S) and
γ ∈ P. Due to compactness of S, we have G ⊆ B(A), so that we can define the C∗-algebra of
cylindrical functions C to be closure of G in B(A). The spectrum of C is denoted by A, and its
elements are called generalized connections in the following.
Let (G,Θ) be a Lie group of automorphisms of P , i.e., a Lie group G together with a smooth
left action Θ: G × P → P with Θ(g, p · s) = Θ(g, p) · s for all p ∈ P , g ∈ G and s ∈ S. Then, Θ
gives rise to the following two further left actions:
⊲ ϑ : G×M →M , (g,m) 7→ π(Θ(g, pm)) for pm ∈ Fm arbitrarily chosen,
⊲ φ : G×A → A, (g, ω) 7→ Θ∗g−1ω.
The set of invariant connections is defined by
Ainv := {ω ∈ A | Stabφ(ω) = G}
whereby, for later convenience, we will assume Ainv to be given by the image of some injective map
v : R →֒ A.
Now, if P is invariant in the sense that γ′(t) := ϑ(g, γ(t)) is in P for all γ ∈ P and all g ∈ G, by
Corollary 3.8 in [12] φ can be uniquely extended to an action on A. More precisely, there exists a
unique left action Φ: G×A → A (namely Φ: (g, ω) 7→ ω ◦ φ∗g), such that
⊲ Φg is continuous for all g ∈ G,
⊲ ιA ◦ φg = Φg ◦ ιA, i.e., the following diagram commutes for each g ∈ G:
A Φg // A
A
ιA
OO
φg
// A
ιA
OO
Here, ιA denotes the map from Convention 2.1.
In analogy to Ainv, one can now define the set of invariant generalized connections by
Ainv := {ω ∈ A | StabΦ(ω) = G}.
The space Ainv is compact and [12]
Spec(v∗C) ∼= Ainv := ιA(Ainv) ⊆ Ainv
holds. Here, the first homeomorphism is just given by
v : Spec(v∗C)→ Ainv ⊆ A, ψ 7→ [f 7→ ψ(f ◦ v)]. (3)
5
Spec(v∗C)
v
∼=
// Ainv ⊆ Ainv ⊆ A
R v //
ιR
OO
Ainv
ιA
OO
⊆ A.
Then,5 distributional states, i.e., elements L of the algebraic (topological) dual of C(Spec(v∗C)) can
be embedded into the algebraic (topological) dual of C(A) by [5]
L 7→ [f̂ 7→ L( f̂ ◦ v )] ∀ f̂ ∈ C(A). (4)
In fact, f̂ is the Gelfand transform of some f ∈ C, hence f̂ ◦ v = f̂ ◦ v ∈ C(Spec(v∗C)). Thus, (4) is
well defined and injective by definition of v∗C.
3.2 Homomorphisms of Paths
Let P = R3 × SU(2) and P denote the set of the linear or embedded analytic6 curves in R3. Recall
that two paths γ1, γ2 ∈ P are said to be (holonomically) equivalent (write γ1 ∼A γ2) iff Pωγ1 = Pωγ2
holds for all ω ∈ A.
Now, let P ∋ γ : [a, b]→M . Then,
⊲ The inverse curve of γ is defined by γ−1 : [a, b] ∋ t 7→ γ(b+ a− t).
⊲ A decomposition of γ is a family of curves {γi}0≤i≤k−1 such that γ|[τi,τi+1] = γi for 0 ≤ i ≤ k− 1
and real numbers a = τ0 < . . . < τk = b.
Obviously, P (chosen as above) is stable under inversion and decomposition of its elements; and we
define the set Hom(P,SU(2)) of Homomorphisms of paths as follows:7
An element ǫ ∈ Hom(P,SU(2)) is a map ǫ : P → SU(2) with
⊲ ǫ(γ−1) = ǫ(γ)−1 and ǫ(γ) = ǫ(γk−1) · . . . · ǫ(γ0) for each decomposition {γi}0≤i≤k−1 of γ ∈ P,
⊲ ǫ(γ) = ǫ(γ′) if γ ∼A γ′ for γ, γ′ ∈ P.
In particular, for each ω ∈ A the map γ 7→ hγ(w), cf. (2), is such a homomorphism.
Now, due to denseness of ιA(A) in A, for each ω ∈ A we find some net {ωα}α∈I ⊆ A with
{ιA(ωα)}α∈I → ω, and it follows (cf. Appendix B in [12]) that the map
κ : A → Hom(P,SU(2))
ω 7→
[
γ 7→ lim
α
hγ(ωα)
] (5)
is a well-defined bijection. Moreover, we have
κ(ω)(γ) =
(
ω
(
[hγ ]ij
))
ij
∈ SU(2) ∀ ω ∈ A, (6)
where for 1 ≤ i, j ≤ 2 and s ∈ SU(2) by [s]ij we mean the respective matrix entry. Finally, if (G,Θ)
is a Lie group of automorphisms of P , we define the corresponding set of invariant homomorphisms
by Hominv(P,SU(2)) := κ(Ainv).
5If a normalized Radon measure on Spec(v∗C) has been fixed, the corresponding L2-Hilbert space H is canonically
embedded via j : ψ 7→ 〈ψ, ·〉 into the algebraic (topological) dual of C(Spec(v∗C)). In fact, by regularity of finite
Radon measures, C(Spec(v∗C)) is dense in H so that injectivity of j is clear because then j(ψ) = 0 already implies
that 〈ψ,ψ〉 = 0. Moreover, finiteness of ‖j(ψ)‖op, i.e., continuity of j(ψ) is immediate from the Cauchy-Schwarz
inequality.
6A curve γ : [a, b]→M is said to be embedded analytic iff there is an analytic embedding γ′ : (a′, b′)→ R3 such that
[a, b] ⊆ (a′, b′) and γ = γ′|[a,b]. Here, an embedding means an immersion which is a homeomorphism onto its image
(equipped with the relative topology).
7This definition differs from the usual one [3] in the point that we require ǫ to be compatible w.r.t. decompositions
of paths and not w.r.t. their concatenations. This helps to avoid unnecessary technicalities as it allows to restrict to
embedded analytic curves instead of considering all the piecewise ones.
6
3.3 Homogeneous Isotropic Loop Quantum Cosmology
Let P = R3 × SU(2) and G := R3 ⋊̺ SU(2) with ̺ : SU(2) → SO(3) the universal covering map
given by
̺(σ) = z−1 ◦ Adσ ◦ z.
Here, z : R3 → su(2) denotes the linear map with z(~ei) = τi for i = 1, 2, 3 whereby {~e1, ~e2, ~e3} means
the standard basis in R3 and
τ1 :=
(
0 −i
−i 0
)
τ2 :=
(
0 −1
1 0
)
τ3 :=
(−i 0
0 i
)
.
Now, let Θ: G × P → P be given by Θ(g, p) := g ·̺ p. Then, the corresponding set of invariant
connections is parametrized by R, via v : R→ Ainv ⊆ A
v(c)(x,s)(~vx, ~ss) := cAds−1 [z(~vx)] + s
−1~ss for (~vx, ~ss) ∈ T(x,s)P.
Let Cl and Cω denote the C
∗-algebras of cylindrical functions that correspond to the sets of linear
and embedded analytic curves, respectively. Then,
v∗Cl
[1]
= CAP(R) and v
∗Cω
[10]
= C0(R)⊕ CAP(R), 8
giving rise to the spectra9
Spec(v∗Cl) = RBohr and Spec(v
∗Cω)
[10]∼= R ⊔RBohr =: R,
respectively. Originally, Spec(v∗Cl) = RBohr has been used as cosmological quantum configuration
space. This space, however, here cannot be compatibly embedded into the quantum configuration
space A := Spec(Cω) of the full theory [7], i.e., there is no embedding v : RBohr → A which makes
the following diagram commutative:
RBohr
v // A
R
v //
ιR
OO
A.
ιA
OO
This is exactly because v∗Cl 6= v∗Cω holds, cf. Theorem 2.20 in [10], so that (3) is not well defined
in this case. In particular, the embedding approach [5] for states, we have discussed in the end of
Subsection 3.1, cannot be applied. For this reason, in [10] the space Spec(v∗Cω) was introduced.
Indeed, here (3) exists and is even uniquely determined by its extension property.
Now, it follows [12] that for ǫ ∈ Hom(P,SU(2)) we have ǫ ∈ Hominv(P,SU(2)) iff
ǫ(v + σ(γ)) = (ασ ◦ ǫ)(γ) ∀ (v, σ) ∈ R3 ⋊̺ SU(2), ∀ γ ∈ P. (7)
This has the following consequences for the quantum-reduced spaces Ainv that correspond to the
two choices of sets of curves P we have discussed so far: [12]
curves Ainv Ainv
linear RBohr homeomorphic to RBohr
embedded analytic R ⊔RBohr larger than R ⊔RBohr
8Let A denote the set of all continuous, bounded function on R which can be written as a sum f0+fAP for f0 ∈ C0(R)
and fAP ∈ CAP(R). Then, Corollary B.2 in Version 2 of [10] shows that A is a C
∗-algebra and that A = C0(R) ⊕
CAP(R) holds. Here, ⊕ means the direct sum of vector spaces not of C
∗-algebras.
9The topology on R will be specified in Subsection 4.1.
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Moreover, if
⊲ T~n := {exp(t · z(~n)) | t ∈ R} denote the maximal torus in SU(2) which corresponds to ~n ∈ R3,
⊲ γ ∈ P is equivalent to a linear curve of the form [0, l] ∋ t 7→ x+ t · ~n,
then for each ǫ ∈ Hominv(P,SU(2)) we have ǫ(γ) ∈ T~n. In particular, Ainv and Ainv are both of
measure zero w.r.t. the Ashtekar-Lewandowski measure µAL (see, e.g., Appendix C) on A because
for πγ : Ainv → SU(2), ω 7→ κ(ω)(γ), we have
µAL(Ainv) ≤ µAL
(
π−1γ (T~n)
)
= µ1 (T~n) = 0 (8)
for µ1 the Haar measure on SU(2).
4 R as a Projective Limit
In the first part of this section, we will discuss the elementary properties of the cosmological quantum
configuration space R. [10] Then, we will motivate certain projective structures on R which we use
to fix a family of natural Radon measures on this space. Finally, we will investigate the L2-Hilbert
spaces these measures define.
So, in what follows, let P denote the set of embedded analytic curves in R3. Moreover, let
P = R3 × SU(2) and G = R3 ⋊̺ SU(2) the Lie group with action Θ: G × P → P , (g, p) 7→ g ·̺ p
defined in Subsection 3.3.
4.1 Topological Aspects
As already mentioned in Subsection 3.3, using the set of embedded analytic curves to define the
configuration space of homogeneous isotropic LQC leads to the spectrum of the C∗-algebra v∗Cω =
C0(R)⊕CAP(R). [10] Now, if we equip R := R⊔RBohr with the topology generated by the sets of
the following types [10]
Type 1: V ⊔ ∅ with open V ⊆ R
Type 2: Kc ⊔ RBohr with compact K ⊆ R
Type 3: f−1(U) ⊔ f̂−1(U) with open U ⊆ C and f ∈ CAP(R),
Proposition 3.4 in [10] states that Spec(v∗Cω) ∼= R ⊔RBohr via the homeomorphism
ξ : R ⊔RBohr → Spec(v∗Cω)
defined by
ξ(x) :=
{
f 7→ f(x) if x ∈ R
f0 ⊕ fAP 7→ x(fAP) if x ∈ RBohr
(9)
for f0 ∈ C0(R) and fAP ∈ CAP(R). It is straightforward to see that the subspace topologies of R
and RBohr w.r.t. the above topology coincide with their usual ones, and obviously we have
ξ(x) = ι
R
(x) ∀x ∈ R. (10)
Now, to fix a reasonable measure on R which provides a kinematical Hilbert space on which the
dynamics of the reduced theory can be defined, we have the following possibilities:
1) Mimicking the space RBohr, we can try to define a group structure on R continuous w.r.t. the
above topology. This would provide us with a natural Haar measure on R, but is impossible as
no such group structure exists. [12]
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2) Since R is canonically embedded into the quantum configuration space A, it is measurable w.r.t.
the Ashtekar-Lewandowski measure µAL on A. However, due to (8), restricting µAL to R only
gives the zero-measure.
3) We can construct a projective structure on R in order to fix reasonable finite Radon measure
thereon. This seems to be the most canonical approach as both the Ashtekar-Lewandowski
measure on A and the Haar measure on RBohr [16] arise in this way.
So, we will follow up the third approach by making use of the following straightforward result
from [12] (see also Conclusions in [10]) characterizing the finite Radon measures on R.
Lemma 4.1
1) We have B
(
R
)
= B(R) ⊔B(RBohr).
2) If µ is a finite Radon measure on B
(
R
)
, then µ|B(R) and µ|B(RBohr) are finite Radon mea-
sures as well. Conversely, if µ
R
and µB are finite Radon measures on B(R) and B(RBohr),
respectively, then µ
R
⊕ µB defined by
(µ
R
⊕ µB)(A) := µR(A ∩B(R)) + µB(A ∩B(RBohr)) for A ∈ B
(
R
)
(11)
is a finite Radon measure on B
(
R
)
.
Proof: 1) The right hand side is a σ-algebra and contains the σ-algebra on the left hand side
because U∩R ∈ B(R) as well as U∩RBohr ∈B(RBohr) for U ⊆ R open. Now,B(R) ⊆ B
(
R
)
because if U ⊆ R is open, it is open in R as well. Finally, B(RBohr) ⊆ B
(
R
)
because if
A ⊆ RBohr is closed, it is compact, hence compact (closed) in R.
2) It is clear that, under the given assumptions, the restrictions and the sum are finite Borel
measures. Since compactness in some subspace topology is the same as compactness in the
inducing one, inner regularity of the restriction measures is clear; that of the sum follows by
a simple ǫ/2-argument. 
By the above lemma, each normalized Radon measure on R can be written as t µ1 ⊕ (1− t) µ2 for
t ∈ [0, 1] and normalized10 Radon measures µ1 and µ2 on R and RBohr, respectively. Thus, in the
following the crucial point will be to fix the measures µ1, µ2 and the parameter t.
Remark 4.2 (Borel Measures)
1) If, in the situation of Lemma 4.1, µ
R
and µB are Borel measures and µR is finite, the sum
µ
R
⊕µB is still a Borel measure. Thus, by the same arguments as in the above proof, a Radon
measure if µ
R
and µB are so.
In fact, since µ
R
is finite, for x ∈ R ⊆ R the open set R is a neighbourhood of x in R with
(µ
R
⊕µB)(R) <∞. Similarly, since µB is locally finite, for x ∈ RBohr ⊆ R we find some open
neighbourhood V of x in RBohr:
V = f̂−11 (U1) ∩ . . . ∩ f̂−1k (Uk) with f1, . . ., fk ∈ CAP(R) and U1, . . ., Uk ⊆ R open
with µB(V ) < ∞. Thus, since R ⊔ V is open in R and µR is finite, (µR ⊕ µB)(R ⊔ V ) < ∞
holds as well.
2) If µ is a Borel (Radon) measure but not finite, the restrictions µ|B(R) and µ|B(RBohr) are still
Borel (Radon) measures because µ is locally finite and the topology on R induces the usual
topologies on R and RBohr, respectively.
10Of course, if t = 0 or t = 1, it doesn’t matter which normalized Radon measure we choose on R orRBohr, respectively.
Thus, in these cases we also allow µ1 = 0 and µ2 = 0, respectively.
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Combining the two parts of the above remark, we see that each (finite) Borel measures on R is
(exactly) of the form µ
R
⊕ µB for (finite) Borel measures µR and µB on R and RBohr, respectively.
This provides us with the following statement (see also Updates in [10]) concerning the assumptions
made in [9] on the inner product on (the image under the Gelfand transform of) C0(R)⊕CAP(R).
Lemma 4.3
Let µ = µ
R
⊕ µB be a Borel measure on R with
⊲
〈
f̂0, f̂AP
〉
ξ(µ)
= 0 ∀ f0 ∈ C0(R), ∀ fAP ∈ CAP(R)
⊲
〈
f̂AP, ĝAP
〉
ξ(µ)
=
〈
f̂AP, ĝAP
〉
µBohr
∀ fAP, gAP ∈ CAP(R),
whereby on the right hand side of the second point the Gelfand transforms have to be understood as
elements of C(RBohr). Then,
⊲ µ
R
= 0
⊲ µB is inner regular =⇒ µB = µBohr.
In particular, 0
R
⊕ µBohr is the only Radon measure on R which fulfils the above conditions.
Proof: For fAP = 1, the first condition reads
0 =
∫
ξ(R)
f̂0 dξ(µ) =
∫
R
f̂0 ◦ ξ dµ =
∫
R
f̂0 ◦ ξ dµR +
∫
RBohr
f̂0 ◦ ξ dµB (9)=
∫
R
f0 dµR
for all f0 ∈ C0(R). Since µR(R) = limn µR([−n, n]), and since for each n ∈ N>0 we find a positive
function in C0(R) which is identically 1 on [−n, n], we conclude that µR = 0 holds.
Then, evaluating the second condition for gAP = 1, we obtain∫
RBohr
f̂AP ◦ ξ dµB =
∫
RBohr
f̂AP dµBohr ∀ fAP ∈ CAP(R).
Since by (9) the left hand side equals the integral of f̂AP (understood as an element of C(RBohr))
over RBohr w.r.t. µB, Riesz-Markov shows that µB = µBohr holds. As it is easily checked that the
measure 0
R
⊕ µBohr fulfils the above conditions, the claim follows. 
4.2 Motivation of the Construction
In this subsection, we will investigate whether the projections maps used for the definition of the
Ashtekar-Lewandowski measure on A are appropriate for defining a reasonable measure on R as
well. This will lead us to the constructions of Subsection 4.3.
So, we start with the same maps πα being also used in Appendix C to define the Ashtekar-
Lewandowski measure µAL on A. More precisely, we consider the projection maps
πα : R→ SU(2)|α|
x 7→ (∆(x)(γ1), . . .,∆(x)(γ|α|))
(12)
for α = (γ1, . . ., γk) ∈ Γ :=
⊔∞
n=1 Pn, |α| := k and ∆ := κ ◦ v ◦ ξ : R→ Hominv(P,SU(2))
∆: R
ξ
∼=
// Spec(v∗Cω)
v
∼=
// Ainv ⊆ Ainv κ∼= // Hominv(P,SU(2))
R
v //
ι
R
OO
Ainv
ιA
OO
⊆ A.
(13)
As in Appendix C, we now have to choose a subset Γ0 of Γ which can be turned into a directed set.
Here, we have to take the following issues into account:
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⊲ Γ0 has to be large enough to guarantee that an element x ∈ R is completely determined by the
values πγ(x) for γ ∈ Γ0.
⊲ Since the elements ofR correspond to invariant homomorphisms, for each x ∈ R the values πγ1(x)
and πγ2(x) are related via (7) if the curves γ1 and γ2 only differ by an euclidean transformation.
In particular, in view of defining measures on the images of the maps π(γ1,γ2), this will give
further restrictions to the set Γ0. Indeed, for γ1, γ2 linear and related as above, this image is
given by some 1-dimensional submanifold. In contrast to that, if γ1 and γ2 are not related, it will
be homeomorphic to T2, see also discussions below.
⊲ For each α ∈ Γ0 we have to find some reasonable measure µα on im[πα] ⊆ SU(2)|α|. Here, it can
be seen from (8) that we cannot stick to the Haar measures on SU(2)|α| if we want to obtain
something that is different from the zero measure on R.
Concerning the first point, we recall that the C∗-algebras v∗Cω and v
∗Clc coincide [10], i.e., that
R
∼= Spec(v∗Clc) holds. Here, Clc denotes the C∗-algebra of cylindrical functions that corresponds
to the set of curves Plc := Pl ⊔ Pc for Pl and Pc defined as follows:
⊲ Pl denotes the set of linear curves of the form x+γ~v,l for x,~v ∈ R3 with ‖~v‖ = 1 and γ~v,l : [0, l]→
R, t 7→ t · ~v.
⊲ Pc denotes the set of circular curves of the form
γx,m~n,~r : [0, 2πm]→ R3
t 7→ x+ cos(t) · ~r + sin(t) · ~n× ~r
for ~n,~r, x ∈ R3 with ‖~n‖ = 1 and 0 < m < 1.
Thus, by (6) and the definition (3) of v, it suffices to consider the curves in Plc in order to satisfy
condition 3) from Definition 2.2. Moreover, due to invariance (7), it suffices to consider the set Pred
of all linear and circular curves of the form
γl := γ~e1,l and γm,r := γ
0,m
~e3,r~e1
.
Thus, in a first step, we end up with the set
Γ0 := {(γ1, . . ., γk) | k ∈ N>0, γ1, . . ., γk ∈ Pred}.
Now, for each x ∈ R we have πγl(x) ∈ T~e1 . This follows from the invariance condition (7) or directly
from the fact that for each x ∈ R and l ∈ R we find some x0 ∈ R with ξ(x)(χl) = χl(x0):
πγl(x) = ξ(x) (Re(χl)) · 1− ξ(x) (Im(χl)) · z (~e1)
= cos(x0 · l) · 1− sin(x0 · l) · z (~e1)
= exp(x0 · l · z(~e1)).
(14)
Indeed, the first equality follows from (6) and (see e.g. Subsection 4.3 in [12])(
hγl ◦ v
)
(c) = pr2 ◦ Pv(c)γl (0,1) = cos(cl) · 1− sin(cl) · z (~v) . (15)
Since im[πγl ] = T~e1 is a Lie subgroup of SU(2) isomorphic to the circle T, it is natural to choose
µα to be the Haar measure on T
k
~e1
∼= Tk if α is of the form (γl1 , . . ., γlk). Moreover, in order to
guarantee that µα(im[πα]) 6= 0 holds, we might only allow indices (γl1 , . . ., γlk) for which l1, . . ., lk
are Z-independent. In fact, in this case it follows from Kronecker’s theorem (cf. Theorem 4.13 in [6])
that πα(R) is dense in T
k
~e1
, hence Tk~e1 = im[πα] = πα
(
R
) by compactness of R and denseness of R
in R.11 On the level of linear curves, this is the same as to consider the directed set12
I := {(l1, . . ., lk) ∈ Rk | k ∈ N>0, l1, . . ., lk are Z-independent}, (16)
11Alternatively, one can effort Lemma 4.7.4.
12Define (l1, . . ., lk) ≤Z
(
l′1, . . ., l
′
k′
)
⇐⇒ li ∈ span
Z
(
l′1, . . ., l
′
k′
)
for all 1 ≤ i ≤ k. Then, (I,≤
Z
) is directed because R
is a Q vector space and l1, . . ., lk ∈ R are Z-independent iff they are Q-independent.
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the projection maps πL : R→ T|L|, x 7→ (ξ(x)(χl1), . . ., ξ(x)(χlk)) for L = (l1, . . ., lk) ∈ I, |L| := k,
and to take the Haar measure µ|L| on the k-torus T
k. Then, if we restrict to RBohr ⊆ R and define
the transition maps πL
′
L : T
|L′| → T|L| by
πL
′
L (s1, . . ., sk′) :=
(
k′∏
i=1
si
ni1 , . . .,
k′∏
i=1
si
nik
)
if lj =
k′∑
i=1
nij · l′i
with nij ∈ Z for 1 ≤ j ≤ k, 1 ≤ i ≤ k′, we obtain a projective structure and a consistent family
{µ|L|}L∈I of normalized Radon measures that reproduce the Haar measure on RBohr, cf. Section 4
in [16].
However, we also have to take circular curves into account, and the first step towards this is to
investigate the image of the maps πγm,r . For this, recall that (see, e.g., Subsection 4.3 in [12])
pr2 ◦ Pv(c)γx,m
~n,~r
(~r, e) = exp
(
τ
2 · z(~n)
) · ασ(A(τ, c)) (17)
for σ ∈ SU(2) with σ(~e3) = ~n as well as
A(τ, c) :=
(
cos(βcτ) +
i
2βc
sin(βcτ)
cr
βc
sin(βcτ)
− crβc sin(βcτ) cos(βcτ)− i2βc sin(βcτ)
)
=exp(− τ2 · [2rc · τ2 + τ3]).
(18)
Here, βc :=
√
c2r2 + 14 and ασ denotes the conjugation by σ in SU(2). For the second equality in
(18) recall that
exp (t · z(~n)) = cos(t) · 1+ sin(t) · z(~n) ∀ ~n ∈ R3, ∀t ∈ R. (19)
The next lemma describes the images of the maps πδ for δ ∈ Pc.
Lemma 4.4
Let δ = γx,τ~n,~r ∈ Pc be fixed and d := exp
(
τ
2 · z(~n)
)
. Then,
1) πδ(R) is of measure zero w.r.t. the Haar measure on SU(2).
2) There is no proper Lie subgroup H ( SU(2) which contains πδ(R).
3) The maps πδ, {πγl}l∈R>0 separate the points in R.
4) We have πδ(R) = πδ(R) ∪ d · Tδ˙(0)︸ ︷︷ ︸
πδ(RBohr)
with πδ(R) ∩ d · Tδ˙(0) = {±d}.
5) Let an :=
sign(n)
r
√
n2π2
τ2
− 14 for n ∈ Z 6=0 and
A0 := (a−1, a1) An := (an, an+1) for n ≥ 1 An := (an−1, an) for n ≤ −1.
Then, πγτ,r |An is injective for all n ∈ Z,
πγτ,r(an) = d iff |n| is even π′τ,r(an) = −d iff |n| is odd
and πγτ,r
(
Am
) ∩ πγτ,r(An) = ∅ for all m,n ∈ Z with m 6= n. For increasing |n|, the sets
Bn := [a2n, a2(n+1)] for n ≥ 1 Bn := [a2(n−1), a2n] for n ≤ −1
merge to Tδ˙(0) in the following sense. For each ǫ > 0, we find nǫ ∈ N≥1 such that for |n| ≥ nǫ
we have
∀ s ∈ Bn : ∃ s′ ∈ Tδ˙(0) : ‖s − s′‖op ≤ ǫ.
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Proof: See Appendix A. 
The first and the second part of the above lemma already show that it is hard to equip im[πγτ,r ]
with a reasonable measure. In addition to that, it is difficult to define a reasonable ordering, i.e.,
a directed set labelling the projection spaces. Indeed, the first thing one might try, is to define
γτ,r ≤ γl or γl ≤ γτ,r. But, then one has to define reasonable transition maps between im[πγτ,r ] and
im[πγl ], i.e., maps
T1 : im[πγτ,r ]→ im[πγl ] or T2 : im[πγl ]→ im[πγτ,r ]
with T1 ◦ πγτ,r = πγl or T2 ◦ πγl = πγτ,r , respectively.
This, however, is difficult, and even impossible if τr = l holds:
⊲ Let 0, 2πl ∈ R ⊆ R, i.e., 0 = ξ−1(ιR(0)) and 2πl = ξ−1
(
ι
R
(
2π
l
))
, cf. (10). Then
πγl(0) = πγl(ιR(0))
(14)
= 1 = πγl
(
2π
l
)
but πγτ,r(0)
(17)
= 1 6= πγτ,r
(
2π
l
)
.
Here, the inequality on the right hand side is because by Lemma 4.4.4 we have that πγτ,r(x) =
πγτ,r(y) for x 6= y enforces πγτ,r(x) = ± exp( τ2 · τ3). Thus, there cannot exist a transition map
T2 : im[πγl ]→ im[πγτ,r ], as then
πγτ,r(0) = (T2 ◦ πγl)(0) = (T2 ◦ πγl)
(
2π
l
)
= πγτ,r
(
2π
l
)
would hold.
⊲ We have πγτ,r(a2n) = d for all n ∈ Z 6=0, so that for a transition map T1 : im[πγτ,r ] → im[πl] we
would have
T1(d) =
(
T1 ◦ πγτ,r
)
(a2n) = πγl(a2n) ∀ n ∈ Z 6=0.
Then, for ǫ > 0 we find nǫ ∈ N≥0 such that13 la2n − la2(n+1) ∈ Bǫ(2π)\{2π} for all n ≥ nǫ.
But, πl(a2n) = πl(a2(n+1)) implies la2(n+1) − la2n = kn2π for some kn ∈ Z, so that we get a
contradiction if we choose ǫ < 2π.
Now, in order to satisfy Condition 3) from Definition 2.2, by Lemma 4.4.3 it suffices to take one
fixed circular curve γτ,r into account. So, we can circumvent the above transition map problem by
sticking to the directed set I from (16). More precisely, we can incorporate the map πγτ,r into each
of the projection maps as follows:
⊲ For I ∋ L = (l1, . . ., lk) we can define
π′L : R→ SU(2)k+1
x 7→ (πγl1 (x), . . ., πγlk (x), πγτ,r(x)).
But then im[π′L] crucially depends on the Z-independence of l1, . . ., lk, rτ as, e.g., we have
πL(RBohr) = T
k
~e1
× T~e2 in the Z-independent case as well as πL(RBohr) ∼= T if l1, . . ., lk, rτ
are multiples of the same real number. For this, observe that we cannot restrict to independent
tuples without adapting ≤. This is because for (l′, rτ), (l′′, rτ) independent and (l1, . . ., lk) ∈ I
an upper bound of L′ := l′, L′′ := l′′, the tuple (l1, . . ., lk, rτ) does not need to be independent as
well. In fact, for l′ = l− rτ this cannot be true for any such L. All this makes it difficult to find
transition maps and suitable consistent families of normalized Radon measures on these spaces.
13It is clear that limn[la2n − 2πn] = 0, and that limn[la2n− la2(n+1)] = 2π. Hence, we have to show that we find n0 ∈
N≥1 such that la2n− la2(n+1) 6= 2π for all n ≥ n0. Now, la2n− la2(n+1) = 2nπ
[√
1− τ
2
4(2n+2)2π2
−
√
1− τ
2
4(2n)2π2
]
+
2π
√
1− τ
2
4(2n+2)2π2
, where the first summand is negative and tends to zero for n→∞. Since the second summand
is smaller than 2π, the whole expression is smaller than 2π for n suitable large.
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⊲ Basically, Lemma 4.4.3 is due to the fact that the C0(R)-part of the function a : R ∋ c 7→
(πγτ,r(c))11 vanishes nowhere. Now, we can try to find some analytic curve γ such that for one of
the entries (πγ(·))ij , 1 ≤ i, j ≤ 2, the CAP(R)-part is zero and the C0(R)-part vanishes nowhere
and is injective. Then, Condition 3) from Definition 2.2 would hold for the projection maps
π˜L : R→ im[πγ ] ⊔ Tk~e1
π˜L(x) :=
{
πγ(x) if x ∈ R
πL(x) if x ∈ RBohr,
(20)
and we could define the transition maps and measures (once the Borel σ-algebra is shown to split
up) on im[πγ ] and T
k
~e1
separately. However, even if such a curve γ exists, it is not to be expected
that it is easier to find reasonable measures on im[πγ ] than on im[πγτ,r ].
In the next subsection, we will follow the philosophy of the second approach. More precisely, we
will use distinguished generators of C0(R) ⊕ CAP(R) in order to define projective structures on
R in a much more direct way. This will allow us to circumvent the image problem we have for
the projection maps πγτ,r and πγ discussed above. Thus, the crucial part will not be the definition
of the projective structure on R but to determine the respective consistent families of normalized
Radon measures. Here, the main difficulties will arise from determining the Borel σ-algebras of the
projection spaces.
4.3 Projective Structures on R
In this subsection, we will construct projective structures on R by means of generators of C0(R)⊕
CAP(R) which are of the form {f} ⊔ {χl}l∈R with f0 ∈ C0(R) nowhere vanishing and injective, see
Lemma 4.5.1. In fact, due to injectivity, f is a homeomorphism (Lemma 4.5.2) so that the projection
maps (20) can directly be translated to the niveau of the generators {f} ⊔ {χl}l∈R. This will be
done in the definition following
Lemma 4.5
Let f ∈ C0(R) vanish nowhere.
1) The functions {f}⊔{χl}l∈R generate a dense ∗-subalgebra of C0(R)⊕CAP(R). If f is injective,
it generates a dense ∗-subalgebra of C0(R).
2) If f is injective, it is a homeomorphism.
Proof: 1) Since f(x) 6= 0 for all x ∈ R, the ∗-algebra generated by {f · χl}l∈R ⊆ C0(R)
separates the points in R and vanishes nowhere. Consequently, it is dense in C0(R) by the
complex Stone-Weierstrass theorem for locally compact Hausdorff spaces. Since CAP(R) is
generated by the functions {χl}l∈R, the first claim follows. If f is in injective, the ∗-algebra
generated by f is dense in C0(R) because f separates the points in R and vanishes nowhere.
2) Let R⊔ {∞} denote the one point compactification of R. Then, f : R⊔ {∞} → C defined by
f(∞) := 0 and f |
R
:= f is continuous and injective, hence a homeomorphism onto its image
im[f ] ⊔ {0}. Thus, f−1 = f−1|im[f ] is continuous as well. 
The next definition basically adapts (and collects) some of the notations we have already introduced
in the previous subsection.
Definition 4.6
Assume that f ∈ C0(R) is injective and f(x) 6= 0 for all x ∈ R.
1) Let I denote the set of all finite tuples L = (l1, . . ., lk) consisting of Z-independent real numbers
l1, . . ., lk, and let |L| denote the length k of the tuple L.
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2) For L,L′ ∈ I define L ≤
Z
L′ iff li ∈ span
Z
(l′1, . . ., l
′
k′) for all 1 ≤ i ≤ k.
3) For L ∈ I and k := |L| define πL : R→ im[f ] ⊔ T|L| =: XL by
πL(x) :=
{
f(x) if x ∈ R
(x(χl1), . . ., x(χlk)) if x ∈ RBohr,
(21)
and equip XL with the final topology w.r.t. this map.
4) For L,L′ ∈ I with L ≤
Z
L′ define πL
′
L : XL′ → XL by πL
′
L (y) := y for y ∈ im[f ] as well as
πL
′
L (s1, . . ., sk′) :=
(
k′∏
i=1
si
ni1 , . . .,
k′∏
i=1
si
nij
)
if lj =
k′∑
i=1
nijl
′
i (22)
with nij ∈ Z for 1 ≤ j ≤ k = |L|, 1 ≤ i ≤ k′ = |L′| and (s1, . . ., sk′) ∈ T|L
′|.
We now show that R is indeed a projective limit of {XL}L∈I . Moreover, we determine the Borel
σ-algebras of the spaces XL. This will lead to an analogous decomposition of finite Radon measures
on the XL as we have for the space R. Here, the crucial point will be to show that the subspace
topologies of im[f ] and T|L| w.r.t. the final topology on XL are just their canonical ones. For this,
we will need the following definitions and facts:
⊲ Let Tf and TL denote the standard topologies on im[f ] and T|L|, respectively, i.e., the subspace
topology on im[f ] inherited from R and product topology on T|L|.
⊲ For L ∈ I let π̂L : RBohr → T|L| denote the restriction of πL to RBohr.
⊲ Analogously, let π̂L
′
L : T
|L′| → T|L| denote the restriction of πL′L to T|L| if L,L′ ∈ I with L ≤Z L′.
⊲ For q ∈ Q6=0 define χl,q := χl/q.
⊲ Since each L ∈ I consists of Q-independent reals, we find (and fix) a subset L⊥ ⊆ R such that
L := L ⊔ L⊥ is a Q-base of R. It is clear that, together with the constant function 1 = χ0, the
functions {χl,n}(l,n)∈L×N>0 generate a dense ∗-subalgebra of CAP(R).
⊲ For p ∈ N≥1 and A ⊆ T define pˆ : T→ T, s 7→ sp and let
p
√
A := {s ∈ T | sp ∈ A} as well as Ap := {sp | s ∈ A}.
If O ⊆ T is open, then Op and p√O = pˆ−1(O) are open as well. This is because pˆ is open (inverse
function theorem) and continuous.
⊲ For A ⊆ T and m ∈ Z\{0}, we define
Asign(m) :=
{
A if m > 0
{z | z ∈ A} if m < 0.
The next lemma highlights the relevant properties of the maps π̂L.
Lemma 4.7
Let L = (l1, . . ., lk) ∈ I.
1) Let ψ ∈ RBohr, qi ∈ Q and si ∈ T for 1 ≤ i ≤ k. Then, we find ψ′ ∈ RBohr with
ψ′(χli,qi) = si ∀ 1 ≤ i ≤ k and ψ′(χl) = ψ(χl) ∀ l ∈ spanQ(L⊥).
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2) Let l ∈ R, mi ∈ Z\{0} and Oi ⊆ T open for 1 ≤ i ≤ n. Then, for m := |m1 · · · · ·mn| and
pi := | mmi | we have
n⋂
i=1
χ̂−1l,mi(Oi) =
n⋂
i=1
χ̂−1l,m
([
pi
√
Oi
]sign(mi))
= χ̂−1l,m (O) . (23)
for the open subset O =
[
p1
√
O1
]sign(m1) ∩ . . . ∩ [ pn√On ]sign(mn) ⊆ T.
3) Let Ai, Bj ⊆ T1 for 1 ≤ i ≤ k, 1 ≤ j ≤ q, with B1, . . ., Bq 6= ∅. Moreover, let h1, . . ., hq ∈ R
such that l1, . . ., lk, h1, . . ., hq are Z-independent. For m1, . . .,mk, n1, . . ., nq ∈ Z\{0} let
W := χ̂−1l1,m1(A1) ∩ . . . ∩ χ̂−1lk,mk(Ak)︸ ︷︷ ︸
U
∩ χ̂−1h1,n1(B1) ∩ . . . ∩ χ̂−1hq,nq(Bq)︸ ︷︷ ︸
U ′
. (24)
Then, π̂L(W ) = A
m1
1 × . . .×Amkk holds.
4) The map π̂L is surjective, continuous and open.
Proof: 1) We choose {xα}α∈I ⊆ R such that χqα·lα(xα) = sα holds for all α ∈ I, and define
ζ(χq·lα) := χq·lα(xα) if α ∈ I as well as ζ(χq·l) := ψ(χq·l) if l ∈ L⊥
for all q ∈ Q. Then, for l ∈ R arbitrary, we have a unique representation of the form
l =
∑k
i=1 qi lαi +
∑k′
j=1 q
′
j l
′
j
with l′j ∈ L⊥ and qi, q′j ∈ Q for 1 ≤ i ≤ k, 1 ≤ j ≤ k′. Here, we define
ζ(χl) :=
∏k
i=1 ζ
(
χqi·lαi
) ·∏qj=1 ζ(χq′j ·l′j) as well as ζ(1) := 1.
It is easy to see that ζ ′ : R̂ → T is a well-defined homomorphism which, due to the last part
of Convention 2.1, gives rise to a well-defined element ψ′ ∈ RBohr. By construction, ψ′ has the
desired properties.
2) Obviously, O is open, and since the second equality in (23) is clear, it suffices to show that
χ̂−1l,m(A) = χ̂
−1
l,p·|m|
([
p
√
A
]sign(m))
holds for A ⊆ T, l ∈ R, p ∈ N≥1 and m ∈ Z\{0}. For the inclusion ⊇, we let
ψ ∈ χ̂−1l,p·|m|
([
p
√
A
]sign(m))
.
Then,
ψ(χl,p·|m|) ∈
[
p
√
A
]sign(m)
=⇒ ψ(χl,m) =
[
ψ(χl,p·|m|)
p
]sign(m) ∈ A.
For the converse inclusion, let ψ ∈ χ̂−1l,m(A). Then,[
ψ(χl,p·|m|)
p
]sign(m)
= ψ(χl,m) ∈ A =⇒ ψ(χl,p·|m|) ∈
[
p
√
A
]sign(m)
.
3) We proceed in two steps:
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⊲ We show that π̂L(W ) = π̂L(U) holds. For this, it suffices to verify π̂L(U) ⊆ π̂L(W ) because
the converse inclusion is clear from W ⊆ U . So, for ψ ∈ U we have to show that π̂L(ψ) ∈
π̂L(W ). Since Bj 6= ∅, we find zj ∈ Bj for all 1 ≤ j ≤ q. By 1), we find ψ′ ∈ RBohr with
ψ′(χli,mi) = ψ(χli,mi) ∈ Ai for all 1 ≤ i ≤ k and ψ′(χhj ,nj) = zj ∈ Bj for all 1 ≤ j ≤ q.
This shows ψ′ ∈ U ∩ U ′ =W , hence π̂L(ψ′) ∈ π̂L(W ). Thus,
π̂L(ψ) = (ψ(χl1,m1), . . ., ψ(χlk ,mk)) =
(
ψ′(χl1,m1), . . ., ψ
′(χlk,mk)
)
= π̂L(ψ
′) ∈ π̂L(W ).
⊲ We show that π̂L(U) = A
m1
1 ×. . .×Amkk holds. For this, it suffices to verify the inclusion ⊇ as
the opposite inclusion is clear from the definitions. For this, let si ∈ Amii for 1 ≤ i ≤ k and
zi ∈ Ai with zmii = si. Then, 1) provides us with some ψ′ ∈ RBohr with ψ′(χli,mi) = zi ∈ Ai
for 1 ≤ i ≤ k. Thus, ψ′ ∈ U and ψ′(χli) = zmii = si ∈ Amii for all 1 ≤ i ≤ k.
4) Continuity of π̂L is clear from
π̂−1L (A1, . . ., Ak) = χ̂
−1
l1
(A1) ∩ . . . ∩ χ̂−1lk (Ak) ∀ A1, . . .Ak ⊆ T,
and surjectivity is clear from Part 3) if we choose A1, . . ., Ak = T.
For openness observe that the ∗-algebra generated by 1 and {χl,m}(l,m)∈L×Z\{0} is dense in
CAP(R) as it equals the
∗-algebra generated by all characters χl. Thus, the subsets of the
form χ−1l,m(O) with O ⊆ T open and (l,m) ∈ L × Z\{0} provide a subbasis for the topology
of RBohr.
14 Consequently, a base of this topology is given by all finite intersections of such
subsets. Then, Part 2) shows that, in order to obtain a base for the topology ofRBohr, it suffices
to consider intersections of the form (24) with A1, . . ., Ak, B1, . . ., Bq open in T. In fact, since
χ̂−1l,m(T) = RBohr, we can assume that each l1, . . ., lk occurs in each of these intersections. Thus,
since Amii is open if Ai is open, Part 3) shows that π̂L is an open map. 
The next lemma collects the crucial properties of the final topology of the spaces XL. In addition
to that, the Borel σ-algebras of these spaces are determined.
Lemma 4.8
1) The subspace topologies of im[f ] and T|L| w.r.t. the final topology TF on XL are given by Tf
and TL, respectively. For a subset U ⊆ im[f ] we have U ∈ Tf iff U is open in XL.
2) XL is a compact Hausdorff space.
3) We have B (XL) = B(im[f ]) ⊔B
(
T|L|
)
and
(a) If µ is a finite Radon measure on B(XL), then µ|B(im[f ]) and µ|B(T|L|) are finite Radon
measures as well.
(b) If µf : B(im[f ])→ [0,∞) and µT : B
(
T|L|
)
→ [0,∞) are finite Radon measures, then
(µf ⊕ µT)(A) := µf (A ∩ im[f ]) + µT
(
A ∩ T|L|
) ∀ A ∈B(XL)
is a finite Radon measure on B
(
XL
)
.
Proof: 1) We first collect the following facts:
(a) The topology on R induces the standard topologies on R and RBohr.
(b) U ∈ TF iff π−1L (U) is open in R.
(c) W ⊆ R is open in R iff W is open in R.
14This is because the Gelfand topology on RBohr equals the initial topology w.r.t. the Gelfand transforms of the
elements of each subset of CAP(R) which generates a dense ∗-algebra of CAP(R). Consequently, the Gelfand topology
on RBohr equals the initial topology w.r.t. the functions 1 and χl,m for (l,m) ∈ L×Z\{0}. Since the preimage of a
subset of C under 1̂ is either empty or RBohr, the statement follows.
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(d) If B ⊆ RBohr is open, then there is U ⊆ im[f ] such that f−1(U) ⊔B is open in R.15
(e) f : R→ im[f ] is a homeomorphism.
(f) π̂L : RBohr → T|L| is continuous and open.
We show the statements concerning the subspace topologies:
im[f ]: Let U ⊆ im[f ]. Then:
U is open w.r.t. the topology inherited from XL
⇐⇒ ∃ V ⊆ T|L| such that U ⊔ V is open in XL
⇐⇒ ∃ V ⊆ T|L| such that π−1L (U ⊔ V ) is open in R (b)
⇐⇒ ∃ V ⊆ T|L| such that f−1(U) ⊔ π̂−1L (V ) is open in R
⇐⇒ f−1(U) is open in R (c)
⇐⇒ U ∈ Tf (e)
T|L|: Let V ⊆ T|L|. Then:
V is open w.r.t. the topology inherited from XL
⇐⇒ ∃ U ⊆ im[f ] such that U ⊔ V is open in XL
⇐⇒ ∃ U ⊆ im[f ] such that π−1L (U ⊔ V ) is open in R (b)
⇐⇒ ∃ U ⊆ im[f ] such that f−1(U) ⊔ π̂−1L (V ) is open in R
⇐⇒ π̂−1L (V ) is open in RBohr (a),(d)
⇐⇒ V ∈ TL (f)
Finally, observe that im[f ] is open in XL because π
−1
L (im[f ]) = R is open in R. Thus, U ⊆
im[f ] is open in XL iff U is open w.r.t. the subspace topology on im[f ] inherited from XL.
Since this topology equals Tf , the claim follows.
2) The spaces XL are compact by compactness of R and continuity of πL. For the Hausdorff
property observe that TF contains the sets
Type 1’: f(V ) ⊔ ∅ with open V ⊆ R,
Type 2’: f(Kc) ⊔ T|L| with compact K ⊆ R,
Type 3’: f
(
χ−1li (O)
) ⊔ pr−1i (O) with O ⊆ T open, 1 ≤ i ≤ k.
for pri : T
k → T, (s1, . . ., sk) 7→ si the canonical projection map. In fact, as one easily verifies,
the preimage of a set of Type m’ is a subset of R of Type m, cf. Subsection 4.1.
Then, by injectivity of f , the elements of im[f ] are separated by sets of Type 1’. More-
over, if x ∈ im[f ] and (s1, . . ., sk) ∈ Tk, we can choose a relatively compact neighbour-
hood W of f−1(x) in R, and define U := f(W ) as well as V := f
(
W
c
)
⊔ T|L|. Finally, if
(s1, . . ., sk), (s
′
1, . . ., s
′
k) ∈ Tk are different elements, then si 6= s′i for some 1 ≤ i ≤ k. Then, for
open neighbourhoods O,O′ ⊆ T of si and s′i, respectively, with O ∩O′ = ∅, we have[
f
(
χ−1li (O)
) ⊔ pr−1i (O)] ∩ [f(χ−1li (O′)) ⊔ pr−1i (O′)] = ∅
by injectivity of f .
15By (e), this is equivalent to show that we find an open subset W ⊆ R such that W ⊔ B is open in R. But, this is
clear if B = χ̂−1l (O) for some open subset O ⊆ T and l ∈ R (see Type 3 sets defined in Subsection 4.1). Now, since
the sets of the form χ̂−1l (O) provide a subbasis for the topology on RBohr, the claim follows.
18
3) We repeat the arguments from the proof of Lemma 4.1:
If U ⊆ XL is open, then U ∩ im[f ] ∈ Tf and U ∩ T|L| ∈ TL by Part 1). This shows U ∈
B(im[f ]) ⊔B
(
T|L|
)
, i.e., B (XL) ⊆ B(im[f ]) ⊔B
(
T|L|
)
as the right hand side is a σ-algebra.
For the converse inclusion, recall that U ∈ Tf iff U ⊆ im[f ] is open in XL again by Part 1).
Thus, B(im[f ]) ⊆ B(XL). Finally, if A ⊆ T|L| is closed, then A is compact w.r.t. TL. This
means that A is compact w.r.t. the subspace topology inherited from XL, implying that A
is compact as a subset of XL. Then A is closed by the Hausdorff property of XL, so that
A ∈ B (XL), hence B
(
T|L|
)
⊆ B (XL).
(a) The measures µ|B(im[f ]) and µ|B(T|L|) are well defined and finite. Their inner regulari-
ties follow from the fact that subsets of im[f ] and T|L| are compact w.r.t. Tf and TL,
respectively, iff they are so w.r.t. the topology on XL, just by Part 1).
(b) Obviously, µf ⊕ µT is a finite Borel measure, and its inner regularity follows by a simple
ǫ/2-argument from inner regularities of µf and µT. 
Combining the Lemmata 4.7 and 4.8, we obtain
Proposition 4.9
1) R is a projective limit of {XL}L∈I .
2) A family {µL}L∈I of measures µL on XL is a consistent family of normalized Radon measures
w.r.t. {XL}L∈I iff the following holds:
(a) There is t ∈ [0, 1], such that for each L ∈ I we have
µL = t µf ⊕ (1− t) µT,L
for µf and µT,L normalized
16 Radon measure on im[f ] and T|L|, respectively.
(b) For all L,L′ ∈ I with L ≤
Z
L′, we have π̂L
′
L (µT,L′) = µT,L.
Proof: 1) The spaces XL are compact and Hausdorff by Lemma 4.8.2. Moreover, each πL is
surjective by Lemma 4.7 and surjectivity of f .4. If L,L′ ∈ I with L ≤
Z
L′, continuity of πL
′
L is
clear from πL
′
L ◦ πL′ = πL, which, in turn, is immediate from multiplicativity of the functions
χl. Finally, Condition 3) from Definition 2.2 follows from injectivity of f and the fact that the
functions {χl}l∈R generate CAP(R).
2) Let {µL}L∈I be a consistent family of normalized Radon measures w.r.t. {XL}L∈I . Then,
Lemma 4.8.3 shows that for each L ∈ I we have
µL = µ˜f,L ⊕ µ˜T,L
for µ˜f,L and µ˜T,L finite Radon measures on im[f ] and T
|L|, respectively. Moreover, consistency
enforces µ˜f,L = µ˜f,L′ for all L,L
′ ∈ I. In fact, by Lemma 2.4 there is a unique normalized
Radon measure µ on R with µL = πL(µ) for all L ∈ I. Consequently, for each A ∈ B(im[f ])
and all L ∈ I we have
µ˜f,L(A) = µL(A) = πL(µ)(A) = µ
(
f−1(A)
)
=: µ˜f (A).
By the same arguments, (b) follows from the consistencies of the measures {µL}L∈I . Finally,
if t := µ˜f (im[f ]) ∈ (0, 1), then (a) holds for µf := 1t µ˜f and µT,L := 11−t µ˜T,L for L ∈ I. If
t = 0, we let µT,L := µ˜T,L for all L ∈ I and if t = 1, we define µf := µ˜f .
16If t equals 0 or 1, we allow µf = 0 or µT,L = 0, respectively.
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For the converse implication, let {µL}L∈I be a family of measures µL on XL such that (a) and
(b) hold. Then, Lemma 4.8.3 shows that each µL is a finite Radon measure, and obviously we
have µL(XL) = 1. Finally, from (b), for A ∈ B(XL) we obtain
πL
′
L (µL′)(A) = µL′
((
πL
′
L
)−1
(A)
)
= t µf
((
πL
′
L
)−1
(A) ∩ im[f ]
)
+ (1− t) µT,L′
((
πL
′
L
)−1
(A) ∩ T|L′|
)
= t µf (A ∩ im[f ]) + (1− t) µT,L′
((
π̂L
′
L
)−1 (
A ∩ T|L|))
= t µf (A ∩ im[f ]) + (1− t) π̂L′L (µT,L′)
(
A ∩ T|L|
)
= t µf (A ∩ im[f ]) + (1− t) µT,L
(
A ∩ T|L|
)
= µL(A). 
4.4 Radon Measures on R
In this final subsection, we will use the results of the previous part in order to fix normalized Radon
measures on R. Due to Proposition 4.9, this can be done as follows:
1 Determine a family of normalized Radon measures {µT,L}L∈I on T|L| that fulfil condition (b).
2 Fix an injective and nowhere vanishing element f ∈ C0(R) with suitable image, together with a
normalized Radon measure µf on im[f ].
3 Adjust t ∈ [0, 1].
Step 1
We choose µT,L to be the Haar measure µ|L| on T
|L| because
⊲ This is canonical from the mathematical point of view and in analogy to the case RBohr [16],
where this choice results in the Haar measure on this space, cf. Subsection 4.2.
⊲ These measures will suggest a natural choice of f and µf in Step 2.
Lemma 4.10
Let µf : B(im[f ])→ [0, 1] be a normalized Radon measure and t ∈ [0, 1]. For each L ∈ I let
µL := t µf ⊕ (1− t) µ|L|.
Then, {µL}L∈I is a consistent family of normalized Radon measures, and the corresponding nor-
malized Radon measure on R is given by
µ := t f−1(µf ) ⊕ (1− t) µBohr. (25)
Proof: Let L ∈ I, A ∈B(XL) and µ be defined by (25). Then,
πL(µ)(A) = t f
−1(µf )
(
f−1(A ∩ im[f ]))+ (1− t) µBohr(π̂−1L (A ∩ T|L|))
= t µf (A ∩ im[f ]) + (1− t) π̂L(µBohr)
(
A ∩T|L|
)
.
Thus, if we know that π̂L(µBohr) = µ|L| holds for all L ∈ I, the claim follows. In fact, then consistency
of {µL}L∈I is automatically fulfilled because µ is a well-defined normalized Radon measure on R.
Now, in order to show π̂L(µBohr) = µ|L|, it suffices to show the translation invariance of the
normalized Radon measure π̂L(µBohr). For this, let τ ∈ T|L|. Then, by surjectivity of π̂L we find
ψ ∈ RBohr with π̂L(ψ) = τ . Since π̂L is a homomorphism w.r.t. the group structure on RBohr, for
A ⊆ T|L| we have
π̂L
(
ψ + π̂−1L (A)
)
= π̂L(ψ) · π̂L
(
π̂−1L (A)
)
= τ · A.
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Then, applying π̂−1L to both sides gives ψ + π̂
−1
L (A) ⊆ π̂−1L (τ · A). For the opposite inclusion, let
ψ′ ∈ π̂−1L (τ · A). Then, ψ′ − ψ ∈ π̂−1L (A) because π̂L(ψ′ − ψ) = τ−1 · π̂L(ψ′) ∈ A. Consequently,
ψ′ ∈ ψ + π̂−1L (A), hence π̂−1L (τ ·A) ⊆ ψ + π̂−1L (A). Thus, ψ + π̂−1L (A) = π̂−1L (τ ·A) so that
π̂L(µBohr)(τ ·A) = µBohr
(
π̂−1L (τ ·A)
)
= µBohr
(
ψ + π̂−1L (A)
)
= µBohr
(
π̂−1L (A)
)
= π̂L(µBohr)(A)
for all A ∈B
(
T|L|
)
shows that π̂L(µBohr) is translation invariant. 
Step 2
If f, f ′ ∈ C0(R) both are injective and vanish nowhere, the respective projective structures from
Definition 4.6 are equivalent in the sense that the corresponding spaces XL,X
′
L are homeomorphic
via the structure preserving maps ΩL : XL → X ′L defined by
ΩL|T|L| := idT|L| and ΩL|im[f ] := f ′ ◦ f−1.
Moreover, if µf is a normalized Radon measure on im[f ], then µf ′ :=
(
f ′ ◦ f−1)(µf ) is a normalized
Radon measure on im[f ′], and it is clear from (25) that the corresponding Radon measures µ, µ′ on
R from Lemma 4.10 coincide.
All this makes sense because in contrast to CAP(R), where we have the canonical generators
{χl}l∈R, there is no distinguished (nowhere vanishing, injective) generator f in C0(R). But, this
also means that, in order to fix some measure on R, we can restrict to functions f with a reasonable
image; such as the “shifted” unitcircle Ts := 1 + T\{−1} ⊆ C. In fact, here the analogy to T|L|
suggests to take the Haar measure µ1 on T. Thus, in the sequel, we will restrict to
F := {f ∈ C0(R) | im[f ] = Ts}
whereby for each f ∈ F we define µf := µs : B
(
Ts
)→ [0, 1]. Here,
µs(A) := µ1(A− 1) = +1(µ1) ∀A ∈ B
(
Ts
)
with +1 : T\{−1} ∋ z 7→ z + 1 ∈ Ts. It follows that{
f−1(µf )
∣∣ f ∈ F} = {ρ(λ) ∣∣ ρ ∈ H} (26)
for H the set of homeomorphisms ρ : (0, 1) → R, λ the Lebesgue measure on R, and ρ(λ) the push
forward of λ|B((0,1)) by ρ.
Proof of (26): We consider the function h : (0, 1] ∋ t 7→ ei 2π[t−1/2] ∈ T. Then, µ1 = h(λ)|B(T),
and for f ∈ F we have f−1(µf ) = ρ(λ) for H ∋ ρ := f−1 ◦ +1 ◦ h|(0,1). Conversely, if ρ ∈ H, then
ρ(λ) = f−1(µs) for F ∋ f := +1 ◦ h ◦ ρ−1. 
So, if we restrict to projective structures arising from elements f ∈ F, Lemma 4.10 and (26) select
the normalized Radon measures
µρ,t = t ρ(λ) ⊕ (1− t) µBohr
for ρ : (0, 1) → R a homeomorphism and t ∈ [0, 1].
Step 3
To adjust the parameter t ∈ [0, 1], we take a look at the L2-Hilbert space Hρ,t that correspond to
µρ,t.
Lemma 4.11
For A ∈ B(R), let χA denote the corresponding characteristic function.
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1) If ρ1, ρ2 : (0, 1) → R are homeomorphisms and t1, t2 ∈ (0, 1), then
ϕ : L2
(
R, µρ1,t1
)→ L2 (R, µρ2,t2)
ψ 7→
√
t1
t2
(χ
R
· ψ) ◦ (ρ1 ◦ ρ−12 )+
√
(1− t1)
(1− t2) χRBohr · ψ
is an isometric isomorphism. The same is true for
ϕ : Hρ1,1 →Hρ2,1, ψ 7→ (χR · ψ) ◦
(
ρ1 ◦ ρ−12
)
,
ϕ : Hρ1,0 →Hρ2,0, ψ 7→ ψ.
2) If t = 1, then Hρ,1 ∼= L2 (R, ρ(λ)) ∼= L2 (R, λ) for each ρ ∈ H, whereby ∼= means canonically
isometrically isomorphic.
Proof: 1) This is immediate from the general transformation formula.
2) The first isomorphism is because µρ,0(RBohr) = 0. Then, by the first part, it suffices to specify
the second isomorphism for the case that ρ is a diffeomorphism. But, in this case we have
ρ(λ) = 1|ρ˙| λ, so that for
ϕ : L2 (R, ρ(λ))→ L2 (R, λ) , ψ 7→ 1√
|ρ˙|
ψ
we have
〈ϕ(ψ1), ϕ(ψ2)〉λ =
∫
R
ψ1ψ2
1
|ρ˙| dλ =
∫
R
ψ1ψ2 dρ(λ) = 〈ψ1, ψ2〉ρ(λ). 
So, if ρ0 ∈ H and t0 ∈ (0, 1) are fixed, Lemma 4.11 shows that up to canonical isometrical isomor-
phisms the parameters ρ and t give rise to the following three Hilbert spaces:
1) Hρ,1 ∼= L2 (R, λ) ∼= L2 (R, ρ(λ)) for all ρ ∈ H, (Lemma 4.11.2)
2) Hρ,t ∼= L2
(
R
, µρ0,t0
)
for all ρ ∈ H, t ∈ (0, 1), (Lemma 4.11.1)
3) Hρ,0 ∼= L2 (RBohr, µBohr) for all ρ ∈ H. (R is of measure zero)
Here, the Hilbert spaces in 2) and 3) are isometrically isomorphic because their Hilbert space
dimensions coincide. In contrast to that, the spaces in 1) and 3) cannot be isometrically isomorphic
because L2 (R, λ) is separable and L2 (RBohr, µBohr) is not so.
5 Conclusions
⊲ In the first part of this paper, we have reformulated the definition of a projective limit of a
compact Hausdorff space in order to make it more convenient for defining normalized Radon
measures thereon. This, we have applied to the cosmological quantum configuration space R ⊔
RBohr for which, using Haar measures on tori, we have motivated the measures µρ,t = t ρ(λ) ⊕
(1− t) µBohr. Up to canonical isometric isomorphisms, these give rise to the Hilbert spaces
L2 (R, λ) L2
(
R
, µρ,t
)
L2 (RBohr, µBohr)
for t ∈ (0, 1) and ρ : (0, 1) → R fixed. Although the last two Hilbert spaces are isometrically
isomorphic, there might exist interesting representations of the reduced holonomy-flux alge-
bra on L2
(
R
, µρ,t
)
which are not unitarily equivalent to the standard representation [1] on
L2 (RBohr, µBohr).
⊲ In Subsection 4.1, we have shown that the only Radon measure on R which fulfils the two
conditions in [9] is given by 0
R
⊕ µBohr. So, it should be investigated, whether the introduced
projective structures can be used to single out this measure by certain invariance properties as
well. This would provide an analogue to the uniqueness result for homogeneous LQC proven
in [2].
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Appendix
A Proof of the Lemma in Subsection 4.2
Proof of Lemma 4.4: Let σ ∈ SU(2) with ̺(σ)(~e3) = ~n.
2) It suffices to show the claim for R ⊆ R. Now, if c ∈ R ⊆ R, then
(v ◦ ξ )(c) (10)= (v ◦ ι
R
)(c)
(13)
= (ιA ◦ v)(c), (27)
hence
πδ(c)
(12)
= ∆(c)(δ) = (κ ◦ v ◦ ξ)(c)(δ) (27)= (κ ◦ ιA ◦ v)(c)(δ)
(5)
= hδ ((ιA ◦ v)(c)) (2)=
(
pr2 ◦ Pv(c)δ
)
(x,1)
(17)
= exp
(
τ
2 · ~n
) · ασ(A(τ, c)). (28)
Thus, πδ|R is continuous and πδ(R) ⊆ SU(2) is connected.
Now, each proper Lie subalgebra of su(2) is of dimension 1 and, since SU(2) is connected,
the same is true for the proper Lie subgroups of SU(2). Let H ⊆ SU(2) be such a proper
Lie subgroup with πδ(R) ⊆ H. Then, h = span
R
(~s ) for some ~s ∈ su(2), and T~s is the
unique connected Lie subgroup of H with Lie algebra h, i.e., the component of 1 in H. But
1 = πδ(0R) ∈ πδ(R) ∩ H, hence πδ(R) ⊆ T~s by connectedness of πδ(R). Thus, each two
elements of πδ(R) have to commute, which is impossible by the second line in (18).
4) If x ∈ RBohr ⊆ R, then
πδ(x) = κ ((v ◦ ξ) (x)) (δ) (6)=
(
(v ◦ ξ) (x)([hγ(·)]ij))ij
= d · ασ
ξ(x)(c 7→ cos(βcτ) + i2βc sin(βcτ)) ξ(x)(c 7→ crβc sin(βcτ))
ξ(x)
(
c 7→ − crβc sin(βcτ)
)
ξ(x)
(
c 7→ cos(βcτ)− i2βc sin(βcτ)
)
= d · ασ
((
ξ(x) (c 7→ cos(crτ)) ξ(x) (c 7→ sin(crτ))
ξ(x) (c 7→ − sin(crτ)) ξ(x) (c 7→ cos(crτ))
))
= d · ασ
((
x
(
c 7→ exp(−crτ · τ2)ij
))
ij
)
∈ d · ασ(T~e2) = d · Tδ˙(0).
Here, the third step follows from(6), (17), (18), and multiplicativity and linearity of ξ(x). The
fourth step is because the (unique) decompositions of the matrix entries
a : c 7→ cos(βcτ) + i2βc sin(βcτ) and b : c 7→ crβc sin(βcτ)
in (18) into direct sums of the form C0(R)⊕ CAP(R) are given by
a(c) =
(
cos(βcτ) +
i
2βc
sin(βcτ)− cos(crτ)
)
+ cos(crτ) (29)
b(c) =
(
cr
βc
sin(βcτ)− sin(crτ)
)
+ sin(crτ). (30)
23
Finally, the last step is due to (19); and that πδ(x) is contained in d · Tδ˙(0) follows from
closedness of T~e2 and that we find a net {cα}α∈I ⊆ R such that for each 1 ≤ i, j ≤ 2 we have
x
(
c 7→ exp (crτ · τ2)ij) = limα exp (cαrτ · τ2)ij .
Since each constant net represents an element of RBohr as well, we see that πδ|RBohr : RBohr →
d · Tδ˙(0) is surjective.
For the intersection statement, let x = 0 and ~n = ~e3. Then, it is clear from (18) and (19) that
s ∈ πδ(R) ∩ d · Tδ˙(0) iff sin(βcτ) = 0, hence cos(βcτ) = ±1, i.e., s = ±d.
Finally, combining invariance (7) of ∆(x) with bijectivity of ασ and
exp
(
τ
2 · z(~n)
)
= α(σ)
(
exp
(
τ
2 · z(~e1)
))
,
we see that πδ(R) ∩ d · Tδ˙(0) = {−d, d} holds iff it holds for ~n = ~e3 and x = 0.
1) By 4), we have µ1(πδ(R)) = µ1(πδ(R)) + µ1
(
Tδ˙(0)
)
for µ1 the Haar measure on SU(2). Now,
the derivatives of the functions (29) and (30) are given by
a˙(c) = − cr2τβc sin(βcτ) + icr
2
2β2c
[
cos(βcτ)τ − 1βc sin(βcτ)
]
b˙(c) = rβc sin(βcτ)− c
2r3
β3c
sin(βcτ) +
c2r3τ
β2c
cos(βcτ),
so that we have b˙(0) = 2r sin
(
τ
2
) 6= 0 because 0 < τ < 2π and a˙(c) 6= 0 if c 6= 0. Consequently,
πδ(R) can be decomposed into countably many 1-dimensional embedded submanifolds, each
of measure zero w.r.t. the Haar measure on SU(2). Thus, µ1(πδ(R)) = 0, and obviously we
have µ1
(
Tδ˙(0)
)
= 0 as well.
3) By invariance (7) of ∆(x) and bijectivity of ασ for σ ∈ SU(2), it suffices to consider the case
where δ = γτ,r holds. Then, for x ∈ R, we have x ∈ RBohr iff
(πδ(x))11 − e−
i
2
τ · (πγτr(x))11 = 0. (31)
In fact, for δ as above, we have d = exp( τ2 · τ3), so that we can choose σ = 1. Then, we see
from the first equation in the proof of 4)that
(πδ(x))11 = e
− i
2
τ · ξ(x)(a),
and by the same arguments it follows from (15) that
(πγτr(x))11 = ξ(x)(cos(c · rτ)) (32)
holds. Thus, by (29), (31) equals ξ(x) applied to the C0(R)-part a0 of e
− i
2
τ · a, which gives
zero if x ∈ RBohr ⊆ R, and something non-zero if x ∈ R ⊆ R because a0 vanishes nowhere.
Now, by (32), each x ∈ RBohr ⊆ R is uniquely determined by the values {(πγl(x))11}l∈R>0 ,
and the same is true for x ∈ R as the functions {χl}l∈R>0 separate the points in R.
5) Again, it suffices to show the claim for δ = γτ,r.
For this, let x 6= y with πγτ,r(x) = πγτ,r(y). If x = −y, a closer look at the entry (πγτ,r)12 (the
function b) shows that sin(βxτ) = 0 = sin(βyτ) holds, hence x = an and y = a−n for some
n ∈ Z6=0. If |x| 6= |y|, then βx 6= βy, so that a closer look at the entry (πτ,r)11 (function a)
shows17 that either τβx, τβy ∈ {2πn | n ∈ N≥1} or τβx, τβy ∈ {(2n − 1)π | n ∈ N≥1} holds.
Thus, x = an and y = am for some m,n ∈ Z6=0, from which the first part follows. The merging
property is immediate from the formulas (29) and (30). 
17Consider the graph of the curve R≥0 ∋ β 7→ cos(βτ )~e1 +
1
2β
sin(βτ )~e2 ∈ R
2. Then, compare its self intersection
points with the zeroes of the function b : c 7→ cr
βc
sin(βcτ ).
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B Projective Limits
In this section, we will adapt the standard facts on projective structures to our definitions from
Subsection 2.2.
Lemma B.1
Let X be a projective limit of {Xα}α∈I w.r.t. the maps πα : X → Xα for α ∈ I and πα2α1 : Xα2 → Xα1
for α1, α2 ∈ I with α2 ≥ α1. Then, X is homeomorphic to
X̂ :=
{
xˆ ∈
∏
α∈I
Xα
∣∣∣∣∣ πα2α1 (xα2) = xα1 ∀ α2 ≥ α1
}
(33)
equipped with the subspace topology inherited from the Tychonoff topology on
∏
α∈I Xα.
Proof: The map η : X → X̂, x 7→ {πα(x)}α∈I is well defined by Definition 2.2.2. Moreover, η is
continuous as it is so as a map from X to
∏
α∈I Xα. This is because prα ◦ η = πα is continuous
for all projection maps prα :
∏
α∈I Xα → Xα just by assumption, see Definition 2.2.1. Thus, η is a
homeomorphism if it is bijective because X is compact and X̂ is Hausdorff. Now, injectivity of η
is immediate from Definition 2.2.3. For surjectivity, assume that {xα}α∈I = xˆ ∈ X̂ with xˆ /∈ im[η],
i.e.,
⋂
α∈I π
−1
α (xα) = η
−1(xˆ) = ∅. By continuity of πα the sets π−1α (xα) ⊆ X are closed, hence
compact by compactness of X. Consequently, there are finitely many α1, . . ., αk ∈ I such that
π−1α1 (xα1) ∩ . . . ∩ π−1αk (xαk) = ∅. By directedness of I we find some α ∈ I with αj ≤ α for all
1 ≤ j ≤ k, hence
{xαj} =
(
πααj ◦ πα
) (
π−1α (xα)
)
= παj
(
π−1α (xα)
)
for all 1 ≤ j ≤ k (34)
because π−1α (xα) is non-empty (πα is surjective) and π
α
αj (xα) = xαj for all 1 ≤ j ≤ k. Applying
π−1αj to both sides of (34) gives π
−1
αj (xαj ) ⊇ π−1α (xα) for all 1 ≤ j ≤ k, which contradicts that
π−1α1 (xα1) ∩ . . . ∩ π−1αk (xαk) = ∅ holds. 
Lemma B.2
Let X and {Xα}α∈I be as in Definition 2.2. Then, the normalized Radon measures on X are in
bijection with the consistent families of normalized Radon measures on {Xα}α∈I .
Proof: For µ a normalized Radon measure on X, it is straightforward to see that {πα(µ)}α∈I is
a consistent family of normalized Radon measures on {Xα}α∈I . For the converse statement, define
Cyl(X) :=
⋃
α∈I π
∗
α(C(Xα)) ⊆ C(X). Then, Cyl(X) is closed under involution, separates the points
in X, and vanishes nowhere. Moreover, Cyl(X) is closed under addition because
f ◦ πα1 + g ◦ πα2 =
(
f ◦ πα3α1
) ◦ πα3 + (g ◦ πα3α2) ◦ πα3 ∈ Cyl(X), (35)
where α1, α2, α3 ∈ I with α1, α2 ≤ α3. It follows in the same way that Cyl(X) is closed under mul-
tiplication. By the Stone-Weierstrass theorem, Cyl(X) is a dense ∗-subalgebra of C(X). Moreover,
the map
I : Cyl(X)→ C, f ◦ πα 7→
∫
Xα
f dµα
is well defined, linear, and continuous w.r.t. the uniform norm on C(X). In fact, if f ◦πα1 = g ◦πα2 ,
then (
f ◦ πα3α1
) ◦ πα3 = (g ◦ πα3α2) ◦ πα3 if α1, α2 ≤ α3.
Hence, f ◦ πα3α1 = g ◦ πα3α2 by surjectivity of πα3 so that the transformation formula yields
I(f ◦ πα1) =
∫
Xα1
f dµα1 =
∫
Xα3
f ◦ πα3α1 dµα3
=
∫
Xα3
g ◦ πα3α2 dµα3 =
∫
Xα2
g dµα2 = I(g ◦ πα2).
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This shows well-definedness of I. Linearity is clear from (35), and continuity follows from surjectivity
of πα by
|I(f ◦ πα) | ≤ ‖f‖∞ = ‖f ◦ πα‖∞.
Since I is linear and continuous, it extends to a continuous linear functional on C(X) which, by
the Riesz-Markov theorem (see, e.g., 2.5 Satz in [8, Chap.VIII, §2]), defines a finite Radon measure
µ on B(X). Then, µ(X) = I(1) = 1 and for each f ∈ C(Xα) we have∫
Xα
f d(π∗αµ) =
∫
X
(f ◦ πα) dµ = I(f ◦ πα) =
∫
Xα
f dµα,
hence π∗αµ = µα again by the Riesz-Markov theorem. Finally, if µ
′ is a further finite Radon measure
with π∗αµ
′ = µα for all α ∈ I, then I ′ : C(X) → C, f 7→
∫
X f dµ
′ is continuous and we have
I|Cyl(X) = I ′|Cyl(X) by the transformation formula. Thus, I = I ′ by denseness of Cyl(X) in C(X),
hence µ = µ′. 
C The Ashtekar-Lewandowski Measure
In this subsection, we will reformulate the results from [4] in terms of the Definitions 2.2 and 2.3.
For this, let P = R3 × SU(2), P the set of embedded analytic curves in R3 and Γ := ⊔∞n=1Pn. To
simplify the notations, we will write S instead of SU(2) in the sequel.
⊲ A refinement of (γ1, . . ., γk) ∈ Γ is an element (δ1, . . ., δn) ∈ Γ such that for each γj we find a
decomposition {(γj)i}1≤i≤kj such that each restriction (γj)i is equivalent to one of the curves δr
or δ−1r for some 1 ≤ r ≤ n.
⊲ An element (δ1, . . ., δn) ∈ Γ is said to be independent iff for each collection {s1, . . ., sn} ⊆ S there
is some ω ∈ A with hω(δi) = si for all 1 ≤ i ≤ n.
⊲ Let Γ0 ⊆ Γ be the set of finite tuples (γ1, . . ., γk) ∈ Γ with
im[γi] ∩ im[γj ] ⊆ {γi(ai), γi(bi), γj(aj), γj(bj)} for 1 ≤ i 6= j ≤ k
where dom[γi] = [ai, bi].
⊲ For (γ1, . . ., γk), (γ
′
1, . . ., γ
′
l) ∈ Γ0 write (γ1, . . ., γk) ≤ (γ′1, . . ., γ′l) iff each γi admits a decomposition
{(γi)j}1≤j≤si such that each restriction (γj)i is equivalent to one of the paths γ′1, . . ., γ′l or its
inverse.
Each (γ1, . . ., γk) ∈ Γ0 is independent18 and (Γ0,≤) is directed. In fact, if (γ1, . . ., γk), (γ′1, . . ., γ′l)
∈ Γ0, the proof of Lemma D.1.3 in [13] shows that for (γ1, . . ., γk, γ′1, . . ., γ′l) ∈ Γ we find a refinement
(δ1, . . ., δn) ∈ Γ, such that im[δi] ∩ im[δj ] is finite for all 1 ≤ i 6= j ≤ n. Thus, splitting (δ1, . . ., δn)
at the respective intersection points gives the desired upper bound in Γ0.
Definition C.1
1) For α = (γ1, . . ., γk) ∈ Γ0, |α| := k we define the map πα : A → Xα := S|α| by
πα(ω) := (κ(ω)(γ1), . . ., κ(ω)(γk)) .
This map is surjective by independence of (γ1, . . ., γk) ∈ Γ0 and because A is embedded into
A.
2) Let α = (γ1, . . ., γk) ≤ (γ′1, . . ., γ′k′) = α′ and {(γi)j}1≤j≤li the corresponding decomposition of
γi for 1 ≤ i ≤ k. Then,
(γi)
pij
j ∼A γ′mij
18Cf. Section 3 in [3] or Proposition A.1 in [11].
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for pij ∈ {1,−1} and 1 ≤ mij ≤ k′ uniquely determined by independence of (γ′1, . . ., γ′k′).
We define πα
′
α : Xα′ → Xα by
πα
′
α (x1, . . ., xk′) :=
(
l1∏
j=1
(
xm1j
)p1j , . . ., lk∏
j=1
(
xmkj
)pkj ) (36)
which is obviously continuous. Observe that (36) cannot not depend on the decompositions
{(γi)j}1≤j≤li because πα′ is surjective and πα
′
α ◦ πα′ = πα holds.
Lemma C.2
1) A is a projective limit of {Xα}α∈Γ0 w.r.t. the maps πα for α ∈ Γ0 and πα
′
α for α,α
′ ∈ Γ0 with
α ≤ α′.
2) Let µk denote the Haar measure on S
k for k ∈ N≥1 and µα := µ|α| for α ∈ Γ0. Then, {µα}α∈Γ0
is a consistent family of normalized Radon measures w.r.t. {Xα}α∈Γ0 .
Proof: 1) For continuity of the maps πα it suffices to consider the case where α = γ ∈ P holds.
But, then continuity is clear from (6) because [hγ ]ij ∈ C and ω ∈ Spec(C). For the separation
property 3) from Definition 2.2 observe that the Gelfand transforms of the functions [hγ ]ij
separate the points in A as they generate the continuous functions on A. Thus, the claim is
clear from (6) as well.
2) We have to show that πα
′
α (µα′) = µα holds if α ≤ α′. By Riesz-Markov, for this it suffices to
verify
∫
Xα
f dµα =
∫
Xα
f dπα
′
α (µα′) for all f ∈ C(Xα). Now,
B(Xα′) =
⊗
1≤i≤k′=|α′|
B(S)
because S is second countable so that, since S, Sk
′−1 are σ-finite, for g ∈ C(Xα′), x =
(x1, . . ., xk′) ∈ Sk′ and 1 ≤ i ≤ k′ Fubini’s formula gives∫
Xα′
g dµα′ =
∫
Sk′−1
(∫
S
g(x) dµ1(xi)
)
dµk′−1(xi) (37)
for Sk
′−1 ∋ xi := (x1, . . ., xi−1, xi+1, . . ., xk′). Hence, for f ∈ C(Xα) we have∫
Xα
f dπα
′
α (µα′) =
∫
Xα′
(
f ◦ πα′α
)
dµα′
=
∫
Sk′−1
(∫
S
(
f ◦ πα′α
)
(x) dµ1(xi)
)
dµk′−1(xi).
By the definition of Γ0, each of the variables x1, . . ., xk′ occurs in exactly one of the products
on the right hand side of (36). Consequently, the components
[
πα
′
α
]
i
of πα
′
α mutually depend
on different variables xi =
(
xmi,1 , . . ., xmi,n(i)
)
.
Then, by the left-, right- and inversion invariance of µ1, for x ∈ Sk′ we have∫
S
(
f ◦ πα′α
)
(x) dµ1(xmk,1) =
∫
S
f
([
πα
′
α
]
1
(x1), . . .,
[
πα
′
α
]
k−1
(xk−1),
[
πα
′
α
]
k
(xk)
)
dµ1(xmk,1)
=
∫
S
f
([
πα
′
α
]
1
(x1), . . .,
[
πα
′
α
]
k−1
(xk−1), xmk,1
)
dµ1(xmk,1).
Thus, applying the same argument, inductively we obtain∫
Xα
f dπα
′
α (µα′) =
∫
Sk′
f(xm1,1 , . . ., xmk,1) dµα′(x) =
∫
Xα
f dµα,
whereby the last step follows inductively from (37) and µ1(S) = 1. 
27
Definition C.3
The normalized Radon measure µAL on A that corresponds to the consistent family of normalized
Radon measures {µα}α∈Γ0 from Lemma C.2.2 is called Ashtekar-Lewandowski measure on A.
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