Abstract-An iterative procedure is presented which permits the determination of a rational transfer function in the Laplace transform variable s which is optimal with respect to given input and output time-functions.
determination
of a rational transfer function in the Laplace transform variable s which is optimal with respect to given input and output time-functions.
The optimal system of a particular order is defined as the one whose output when subjected to the known input function is nearest in the time integral square sense to the desired output function. The method is thus applicable to a number of problems involving the minimization of an integral square error. To illustrate the technique, a set of optimal lumped-parameter delay lines is synthesized and their characteristics investigated; the behavior and convergence of the iteration in these problems is also studied.
A comparison of other iterative methods applicable to the same problems leads to the conclusion that the proposed procedure has real advantages in computational simplicity and speed of convergence.
T IME-DOMAIN approximation can be regarded as the problem of finding a network of given complexity which, when subjected to a particular input, will produce (at least approximately) a desired output as a function of time. If it is assumed that any rational function of given order can be synthesized as the transfer function of a network, the problem is reduced to finding the coeflicients of a ratio of polynomials in the transform variable, s, which best fits the required input-output relation. It is in this sense identical to the problem of identifying an unknown linear system from a sample of its input and output functions.
Among the computational procedures proposed for linear system identification, Kalman's [l] method for finding the coefficients of a rational z-transform function by linear regression is among the easiest to use. However, as a method for time-domain synthesis it has two disadvantages: it results in a sampled-data model which must then be approximated by a rational function of s; and it minimizes an artificial error criterion which does not correspond directly to any measurable error. It has been shown [2] that the second objection can be eliminated by using an iterative procedure, with the Kalman estimate as first iteration; if the iteration converges, as it does in many practical cases, the resulting transfer function minimizes the mean square error between desired and actual model output. It is the purpose of this paper to show that similar iterative procedures can be applied directly to continuous system identification and to give examples of their effectiveness in time-domain approximation.
Let the system input be x(t) and the desired output function y(l), both defined for t > 0 [z(t) may be an ideal impulse, in which case y(t) is the desired network impulse response]. If v(t) is the actual response of the network to z(t), a natural error criterion is
The transfer function of the network to be synthesized has the form (In most problems a, is omitted because it is known that the network impulse response should not contain an impulse at t = 0; it is also possible to assume a numerator order different from that of the denominator, but this alternative will be ignored to simplify the notation.) Then if X(s) is the Laplace transform of s(t), etc.,
and
Now aJ -= aai 2 T s e(t) se(t) 0 xdt (5) aJ 2 T s ae(t> -= dbi 0 e(t) x dt I 1 Division of numerator and denominator by sm avoids the necessity for differentiation in the first iteration; it is equivalent to assuming that the initial denominator is sn, and has no effect on subsequent iterations. ab, e(t)p,,(t) dt = 0 i=l 7 . ..n 0 where pai, phi may be regarded as the output from a set of filters described by (4) .
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Unfortunately, (7) is a highly nonlinear set of equations in the coefficients ai and bi, and no method of direct solution is apparent. Since (7) defines a method for determining the gradient of J in coefficient space, one straightforward computational method is based on a descent to the minimum. For any initial set of a's and b's, e(t), p.i(t), and phi(t) can be obtained by simulating the filtering operations of (3) and (4) on either a digital or analog computer. The gradient can then be computed from (7) and indicates in which direction each coefficient must be altered to reduce J. A suitable small increment is then added to each coefficient, the resulting e, p's, and gradient computed and the process repeated until the gradient is approximately zero. A variety of more sophisticated programming methods for finding the minimum given a gradient computation procedure is also available [3] .
These methods have been tested on similar problems in sampled-data systems and have been found effective. Usually, however, a very large number of iterations is required for convergence, and the procedure is particularly unwieldy when a large number of coefficients (e.g., more than ten) is to be computed; because the other iterative methods seem to work so well for time-domain synthesis, gradient techniques were not tried in this case. (11) where the prime denotes the transpose, Q is a 2n X 2n matrix and c is a vector of order 2n.
Then the values of the 2n a's and b's which minimize the integral square error J, can be obtained directly from
Since all of the signals composing q(t) and &-,(t) can be obtained from the given z(t) and y(t) by means of the filtering defined by (9), Q and c can be computed either by analog or digital simulation from the previously estimated denominator Dim,(s).
The difference between the true error e(t) and the linear error cl(t) is shown graphically in Fig. 1 . If Do(s) is assumed to be unity, e1 is simply the true error filtered by a device having D,(s) as its transfer function. Therefore, in the first iteration e1 is analogous to the Kalman error used in sampled-data system identification [l] , [2] .
The iteration can thus be started either with a fist estimate of D obtained from some other source, or with the equivalent of a Kalman estimate. The computation of y is repeated; if at some stage in the iteration Di(s) z Di-l(s) then cl(t) z e(t) and J, cz J. Such convergence cannot be guaranteed, but experimental evidence indicates that the procedure does converge in many practical problems, and does produce a significant reduction in true integral square error compared with the Kalman equivalent or various nonoptimal approximation techniques.' MODE 
ITERATION
When the Mode 1 iteration converges, J, = J but grad J, # grad J. Since it is the gradient that enters into the condition for a minimum, it might be expected that a procedure converging to grad J = 0 would reduce the error still further.
Let a new signal variable phi(t) be defined by its transform
Then an approximation to (5) can be written aJ s
and since the right-hand side of (14) is linear in ai, bi, it can be set equal to zero and solved for the coefficients. The computation is similar to that of Mode 1. If a signal vector p(t) is defined by P(i) = the gradient of J with respect to y becomes approximately 2 A similarly motivated iteration, proposed by Loeb [ll] for fitting a ratio of polynomials to a known function in the Chebyshev sense, has been found strongly convergent in such problems [12] . 
It should be noted that this mode cannot be started from an initial estimate of G(s) which is either zero or unity. In the first case p&i = 0, and in the second p,i = fi.;; in either case 0 will be singular. At least one estimate must be made by a different method before Mode 2 can be used. As might be expected, the convergence of Mode 2 is more variable than that of Mode 1, but when it converges, it attains the true minimum.
Because Mode 1 uses the desired output y(t) as a substitute for the output v(t) from the optimal N/D [compare (9b) and (13)], it seems reasonable that in the early stages of iteration when v(t) is far from optimal, Mode 1 should give a better approximation to the true error surface, and therefore converge more rapidly. On the other hand, once the solution is in the neighborhood of the optimal point, the actual v is the best approximation to the optimal v and Mode 2 converges more rapidly. This general expectation has been borne out by experience in every case considered.
EFFECT OF NONZERO INITIAL CONDITIONS
In the foregoing analysis the energy stored in the network at t = 0 was assumed to be zero. However, nonzero initial energy can be included in the problem, and the optimum values of various initial conditions computed simultaneously with the system parameters. This generalization is most conveniently made by adding a term to (3) to represent the output due to arbitrary 
SIMULATION RESULTS
The two iterative techniques were applied to the probIem of approximating the unit step response of a Iumpedparameter transfer function to that of an ideal delay line. The delay time was one second, and the error squared was integrated from t = 0 to t = 6 seconds to form the quality criterion (the result approximates that which would be obtained over a semi-infinite interval, since the error is very small beyond t = 4)., A summary of the error criterion values resulting from various approximations is given in Table I . The initial parameter values from which the iterations were started were either 1) all zeros, in which case the first iteration yields the Kalmanequivalent estimate, or 2) coefficients obtained from the maximally flat approximation to a time delay [4] , [5] taken from reference [5] . A commonly applied figure of merit, the delay-to-risetime ratio, is also given for the final set of parameters in each run (risetime is defined as the interval during which the response is between 5 percent and 95 percent of its final value). As a standard for comparison, this ratio for the eighth-order maximally flat all-pole network is approximately 1.2.3
The step responses of the optimal third-, fifth-, and eighth-order networks from Mode 2 are shown in Figs. 2,3 , and 4. In Fig. 5 the response of the fifth-order Mode 1 network is shown for comparison. Comparison of Figs. 3 and 5 demonstrates the fact that although the reduction in error by the use of Mode 2 is only about 4 percent, the resulting step response is clearly superior. 4 Reduction of integral square error by the iteration process is illustrated in Fig. 6 . The errors shown for iteration 0 are those of the maximally flat approximation (off-scale in second-and third-order cases). The slightly erratic behavior for N = 7 was found to be caused by too large a step size in the numerical integration routine. Note, however, that Mode 1 exhibits a relative minimum at the second or third iteration in nearly every case; such behavior seems to be typical of this procedure. Figure 7 shows the manner in which the poles of the eighth-order network are shifted. from their initial values to their final locations by the iterative procedures. Changes after the fourth iteration in Mode 1 (solid arrows) are too small to be shown effectively on this scale; it is clear that the requirement that el % e is fulfilled after very few iterations. (The initial poles shown are the result of one iteration started from the maximally flat approximation.) The dashed arrows show the effect of two iterations in Mode 2, starting from the final Mode 1 poles. Step response of third-order system (Mode 2). Step response of eighth-order system (Mode 2). Fig. 5 .
Step response of suboptimal fifth-order system (Mode 1). 
COMPARISON OF ITERATIVE METHODS since
The method of steepest descent and other gradient techniques may be called first-order methods. They use only the first partial derivatives of the error criterion to determine the direction to be followed in parameter space; the step length along this line is determined either arbitrarily or by repeated gradient computation. Since for the problems considered here the gradient can always be obtained by filtering plus correlation, each iteration is relatively simple. However, the number of iterations is usually large, and it is at least intuitively obvious that the inclusion of additional information about the error surface should reduce the number of steps required.
It can be seen [e.g., by differentiating (13) ] that the second term of (19) can also be computed by a filtering and correlation process, so that the Newton method could be used directly. However, 4n2 filtering operations would be required and each iteration made more complex. This approach has not been tried but might prove useful in certain cases. The (Newton's) matrix equation to be solved for y then becomes
The standard second-order technique is Newton's method, which requires both a gradient vector and a matrix of second partial derivatives at a point to construct the approximate quadratic surface defined by the threeterm Taylor series. Since the equations for the optimum parameters are linear when the surface is quadratic, they can be solved by matrix inversion. A new quadratic surface is then constructed at this minimum and the process repeated.
where the expression in square brackets is the matrix whose components are defined by (19).
For the problems considered in this paper, the necessary second-derivative matrix is A simplified iterative method can be devised by simply omitting the second term of (19). Since this term would be zero if e were a linear function of y (the error surface were quadratic), the procedure is identical to Newton's in this case. It has been called the Gauss-Newton method and explored by a number of authors [6] , [7] . Its principal attraction lies in the fact that it is a second-order method reauirinp: onlv the gradient vector p(t); it can thus be [9] is an iterative procedure based on gradient computation alone; if it is used with noisy measurements to find the set of parameters which minimizes a mean square error between observation and prediction (as suggested in [9] ) the resulting equations can be written in the form of (19) and (20) with the second term of (19) omitted. Unfortunately, computational simplicity is obtained at the expense of convergence in many problems. Reference [7] gives a necessary and sufficient condition for the existence of any region of convergence at all, and also gives examples requiring another iterative method to bring the solution within a convergent region.
Laguerre coefficients [lo] and will be discussed under more general conditions in a later report. The advantage of such an approach is the confining of all integration to a single step (in [lo] this step is the one in which the Laguerre coefficients are determined), while the iterative procedures necessary to obtain a rational transfer function involve only difference equations.
The methods presented in this paper, both Modes 1 and 2, are also second-order methods in that they define a quadratic error surface at each successive solution. However, the surface is obtained, not from the Taylor series for the true surface, but by defining a new error, E, [see (S) ]. This procedure has two advantages as compared to the other second-order methods: 1) it is computationally simpler than any other except the GaussNewton methods; 2) for problems in which the minimum value of the error criterion is zero, E, = E and the first iteration (Kalman equivalent) gives the exact solution.
(These no-noise problems include most of those usually cited in discussions of identification; all of the illustrative examples of [7] and [9] belong to this class.)
When zero error is impossible, general statements about convergence are difficult to verify. Mode 1 has proved convergent for arbitrary starting points in all of the problems discussed here and in many others, and it has always been possible to find a region in which Mode 2 is convergent by the use of Mode 1 or a mixed mode in which $ is gradually replaced by 17.
Although these methods do not appear applicable in their present form to the most general problem for which the Newton or gradient methods are suited, they can be directly applied to many problems besides time-domain synthesis, including the fitting to measured data of nonlinear differential equations in which the unknown parameters appear linearly. Other fields in which additional work is needed are prediction and spectrum identification, for which the Kalman-equivalent problem is singular; it seems possible that alternate computation of N and D separately will permit the application of iteration to these problems.
One objection to all of these methods is the inefficiency of the digital computer in the integration of differential equations; because each iteration involves filtering and correlation, the computation time is much longer than is needed for sampled-data problems 121. (The eighthorder delay synthesis required nearly two minutes per iteration on the IBM 7094.) One way of eliminating this difficulty is the transformation of the continuous problem to another space where the same coefficients appear as the solution to a sampled-data problem. This procedure has been used in synthesizing a delay line by means of CONCLUSION A method has been proposed which is applicable to the general problem of optimal time-domain synthesis, defined as the determination-of the rational transfer function of given order whose output when subjected to a known input function best approximates, in an integral square sense, a given desired time function. Since the problem of linear system identification from operating records may be posed in similar fashion, the technique is applicable to both.
As an illustration of the practicality of the iterative approach, lumped delay lines of orders from second through eighth have been synthesized; they are optimal (have minimum integral square error) for step inputs. Effective convergence in such problems appears to occur within three to five iterations. The method appears to have advantages over other iterative procedures for this class of problems, requiring fewer iterations for convergence and simpler computations for each iteration. The proposed technique is easily programmed for the digital computer, but requires longer computing times than the analogous sampled-data identification problem.
