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Automated Facial Coding: Validation of Basic Emotions and FACS AUs in FaceReader
Manual facial coding -though precise -is a labor-intensive task. Due to recent advance, automated facial coding (AFC) is becoming more reliable and ubiquitous (Valstar, Mehu, Jiang, Pantic & Scherer, 2012) . Software for AFC either directly FACS-codes facial movements or categorizes them into emotions or cognitive states. The FACS manual is a +700-page guide describing procedures for the manual, objective codification of facial behavior (Ekman & Friesen, 1978; Ekman, Friesen & Hager, 2002) . The AFC software, along with other tools such as electrodermal response registration (for a review see Lajante, Droulers, Dondaine, & Amarantini, 2012) ; heart rate registration (e.g. Micu & Plummer, 2010) ; EEG (e.g. Cook, Warren, Pajot, Schairer & Leuchter, 2011) or eye-tracking (e.g. Ramsøy, Friis-Olivarius, Jacobsen, Jensen & Skov, 2012) is an accessible alternative for many researchers in consumer neuroscience.
The focus of this paper is to show the performance of FaceReader (Noldus, 2014) in the last tenant of validity and reliability of AFC software: recognition studies (e.g. Russell, 1994; Nelson and Russell, 2013) . Analogous to human recognition studies, we provide one aggregated number that can be quoted in further research with FaceReader as an objective accuracy score (see in Method for definition). Every researcher using FaceReader invariably asks the questions -"how well does the software measure what it is supposed to measure?" In the current paper, we put forward the answer in the results sections.
FaceReader
FaceReader (Noldus, 2014) is the first commercially available AFC software still in existence. The software first finds a person's face, and then creates a 3D Active Appearance Model (AAM) (Cootes & Taylor, 2004 ) of a face. In the last stage, the AAM is used to compute scores of probability and intensity of facial expressions on a continuous scale from 0 to 1. For an algorithmic description of FaceReader, see van Kuilenburg, Wiering and den Uyl (2005) .
FaceReader classifies people's emotions into discrete categories of basic emotions (Ekman, Sorenson, & Friesen, 1969; Ekman & Cordano, 2011) . In previous research, accuracy (i.e. matching scores) of 89% (den Uyl & van Kuilenburg, 2005; van Kuilenburg, et al., 2005) was reported. In a standard FaceReader experiment, the facial data is gathered through an external remote webcam or one embedded into an existing eyetracker (e.g. Tobii or SMI). In addition, FaceReader Online can be integrated with Qualtrics and crowdsourcing platforms while analyzing facial data in a secure cloud, using people's own webcams 1 . The algorithms used in FaceReader Online are always up to date with the latest available version of FaceReader.
In the past few years, there has been an increase in academic research with FaceReader.
FaceReader has proven useful in variety of contexts, such as emotion science (Chentsova-Dutton & Tsai, 2010), educational research (e.g. Terzis, Moridis & Economides, 2012; Chiu, Chou, Wu & Liaw, 2014) consumer behavior (e.g. Garcia-Burgos & Zamora, 2013; de Wijk, He, Mensink, Verhoeven & de Graaf, 2014; Danner, Sidorkina, Joechl & Duerrschmid, 2014) , userexperience (e.g. Goldberg, 2014) and in marketing research (e.g. Lewinski, Fransen & Tan, 2014) .
In previous research (van Kuilenburg, et al., 2005) , matching scores were reported for FaceReader but the training and test dataset came from the same database, possibly inflating the recognition scores. The method used for testing the performance, leave-one-out cross-validation, was determined to be the best choice in 2005, as the authors had only a single database of annotated facial expressions at their disposal. In the current paper, we did not have this limitation anymore, as we had two annotated databases (ADFES and WSEFEP) available for testing that were not included in the FaceReader 6.0 training dataset. In addition, previous versions of
FaceReader had older versions (1.0) of algorithms and did not contain FACS classifiers. 
Validity and Reliability of AFC
We believe that there are some common misconceptions as to how to validate AFC software. We argue that the validity and reliability of AFC is based on (a) principles of computer algorithms, (b) psychological theories and (c) recognition studies. In this paper, we provide explicit evidence for the last point but we briefly explain the first two for the sake of clarity.
Computer algorithms code facial expressions according to a set of fixed rules that are invariably applied to each expression. The algorithms always follow this specific coding protocol, do not have personal biases (e.g. about gender, culture or age) and do not get tired. It is very unlikely that human coders will ever be able to reach the level of objectivity of AFC. The artificial intelligence that stands behind AFC simply does not have human free will and the unconstrained possibilities of making subjective choices. Consider that, as an example, that running AFC software twice on the same dataset will always give the same results.
Furthermore, as is the case with FaceReader, AFC is based on psychological theories and therefore the algorithms build upon preexisting knowledge. The FaceReader software estimates human affective states using methods determined by theories that are supported by thousands of scholarly articles, and does not aim to make theoretical interpretations of its own. Prominently, FaceReader is based on more than 40 years of research on basic emotions, starting with the seminal paper by Ekman et al. (1969) .
Design and Procedure
In this paper, across Validation 1 and 2, we validated FaceReader (Noldus, 2014) FaceReader contains four different face models that are used to find the best fit for the face that is going to be analysed. These models are: (a) "General," the default face model; (b) "Children," a model for children between the ages of 3 and 10; (c) "East Asian," a model for East
Asian faces, e.g. Japanese or Chinese; (d) "Elderly," a model for participants ages 60 and older.
We set FaceReader to "General." The description in the FaceReader software itself states that "this model should work reasonably well under most circumstances for most people." We did not use any type (a priori or continuous) of participant calibration settings. For more information see the FaceReader reference manual, p. 53-54.
Validation 1 -Basic Emotions

Method
We calculated matching scores (accuracy) (see Ekman, et al., 1969; Russell, 1994) for recognition of prototypical facial expressions (Ekman, Friesen & Hager, 2002) of basic emotions (Ekman, et al., 1969; Ekman & Cordano, 2011) . For basic emotion recognition, we adapted the definition of matching score for human recognition from Nelson and Russell (2013) , specifically "the percentage of observers who selected the predicted label" (p. 9). In the case of AFC software, observers become n = 1, i.e. the software itself, therefore we defined the matching score for the AFC software as percentage of images that were recognized with the predicted label.
Results
Accuracy for basic emotions. FaceReader recognized 88% of the target emotional labels in the 207 unique images in the Warsaw Set of Emotional Facial Expression Pictures (WSEFEP) (Olszanowski, et al., 2008) and 89% in the 154 unique images in the Amsterdam Dynamic Facial Expression Set (ADFES) (van der Schalk, et al., 2011) . FaceReader failed to detect a face in 0.95% and 3.77% of the images, respectively.
How specific emotions performed. FaceReader achieved a best recognition score (96%) of happiness for both ADFES and WSEFEP data sets. FaceReader performed the worst in correctly recognizing anger, with an overall average accuracy of 76%. The software classified neutral faces as neutral in 94% of cases. For general accuracy organized by basic emotions, see Table 1 . For the confusion matrix for Table 1 , which shows the number of false and true positives and negatives, see Table 2 .
On average, FaceReader recognized female (89%) emotional faces better than male (86%). See Table 3 for an overview of the performance by gender. FaceReader best recognized the emotions of people of Dutch (91%), less so of Caucasian (88%) and worst for those of Turkish-Moroccan (86%) origin, see Table 4 .
Across both datasets, FaceReader correctly recognized 89% of expressions on average, whereas human participants only recognized 85%. We manually computed the average human accuracy for WSEFEP from the original dataset made available by Olszanowski et al. (2008) and we took the original raw (%) values from Table 2 from Study 1 by van der Schalk et al. (2011) .
See Table 5 for a detailed overview. Note. Number = number of images of specific emotion in the dataset; Matched = number of images of specific emotion in the dataset that FaceReader classified properly. See Table 2 for confusion matrix. Note. T-M = Turkish-Moroccan; Number = number of images of specific emotion in the dataset; Matched = number of images of specific emotion in the dataset that FaceReader properly classified. We also computed the matching score (accuracy) for the Karolinska Directed Emotional Faces (KDEF) dataset (Lundqvist, Flykt, & Öhman, 1998) better by 3%. However, it must be highlighted that FaceReader 1.0 was specifically trained to deal well with KDEF dataset while FaceReader 6.0 now has much more robust and well-trained classifiers that perform just as well, if not better, on a much more diverse and thus generalizable set of images.
Validation 2 -FACS AUs
Method
Human inter-coder reliability. We needed first to assess the reliability of the manual human coding of the two datasets. Therefore, we calculated the agreement between the two FACS coders using the Agreement Index, as described by Ekman et al. (2002) 
in the FACS
Manual who based his formula on Wexler (1972) . This index is computed for every annotated image according to the following formula:
(Number of AUs that both coders agree upon) * 2 --------------------------------------------------------------
The total number of AUs scored by the two coders For example, if an image was coded as 1+2+5+6+12 by one coder and as 5+6+12 by the other, the agreement index would be: 3 * 2 / 8 = 0.75. Note that the intensity of the Action Unit (AU) classification is ignored for the calculation of the agreement index, with the focus on whether the AU is active or not.
FaceReader FACS agreement index. In the results section of Validation 2, we used the same
Agreement Index to demonstrate performance of FaceReader FACS. Therefore, we will compare the score of a pair of certified human coders and FaceReader FACS automated coding. It is an overall measure of accuracy in FACS coding.
Evaluation metrics. In order to evaluate the FaceReader performance for specific AUs, we provide metrics of presence; recall; precision; F1 and 2AFC. Those metrics are usually reported in AFC research when studying FACS performance, and we provide a brief description for the terms used in the results section in Tables 5 and 7 for the sake of clarity. An AU is the action unit number from the FACS manual (Ekman, Friesen & Hager, 2002) . For a description (a name) of each of the Action Units (AUs), see Table 8 . Present is the number of times an AU was coded in the dataset. Recall denotes the ratio of annotated AUs that were detected by FaceReader. Table 6 and Table 7 for a detailed overview. We provide the final two databases, including FACS AUs manual annotation, for the WSEFEP and ADFES in Supplementary Material.
How specific AUs performed. To evaluate and compare the quality of individual AU classifiers based on validation in our test, we decided to discriminate between AU classifiers based on the F1 measure. The F1 measure is a suitable metric for this purpose because it combines the important recall and precision measures, and displays the largest differences between the AU classifiers. See Tables 6 and 7 for the F1 measure and all other FACS evaluation metrics. Note. For a description (a name) of each of the Action Units (AUs) see Table 8 . Note. For a description (a name) of each of the Action Units (AUs) see Table 8 . Note. The names of AUs are provided after FACS manual (Ekman, Friesen & Hager, 2002) , p. 526. ADFES. Based on the F1 measure the best classifiers -those that might be already be good enough to pass the FACS test -are AUs 1, 2, 4, 5, 6, 9, ). The classifiers that performed reasonably well are AUs 12, 14, . The AUs that performed less well are AUs 7, 10, 20, Table 2 ) and for WSEFEP it is 82% (Olszanowski et al., 2008, original dataset) , as shown in Table 5 . As described earlier, FaceReader recognized 88% of the target emotional labels in WSEFEP and 89% in ADFES, for an 89% weighted average.
WSEFEP. Based on the
Such results for humans do not come as a surprise, as in the meta-analysis of recognition studies of facial expressions in humans, Russell (1994) and Nelson and Russell (2013) never reported accuracy higher than 90% and often as low as 60-80%. Therefore, FaceReader accuracy in detecting basic emotions is the same as participants' judgments of the two tested databases and within the score ranges reported in the literature of human emotion perception. human coders and other AFC systems (for a review see Valstar, et al., 2012) .
Basic emotions vs. FACS
As suggested by one of the reviewers, FaceReader seems to perform better in recognizing basic emotions than FACS Action Units. FaceReader performs as well as humans in emotion recognition, but not in Action Unit recognition. We can think of at least three reasons why this might be the case. The first and most compelling argument comes from simple probability calculation. While the FaceReader's FACS module has to correctly classify a facial expression into a combination of 17 possible categories (defined as AUs), the basic emotion module has to classify an expression into only one of six possible discrete categories (defined as basic emotions). A higher number of possible classification categories means higher error rates. The second reason is that FACS is an expert coding system while basic emotion coding is more of a naive coding system. Most humans can recognize basic emotions (Ekman, et al., 1969) but recognizing action units requires extensive and specialized training. In other words, applying FACS is a far more complex task than basic emotion coding. The third reason is that automated facial coding of basic emotions has been possible since (den Uyl & van Kuilenburg, 2005 van Kuilenburg, et al., 2005) while the capability to do FACS coding was added to FaceReader in 2012. The emotion coding algorithms have had more time to mature and undergo further refinement.
Limitations
We recognize the possibility that the average FaceReader FACS index of agreement of 0.69 may be inflated due to frontal, close-up, posed photographs of superior quality, not normally found in datasets of spontaneous (and more ecologically valid) facial expressions. Importantly, the same argument is not plausible for the FaceReader basic emotions accuracy score because humans perform identically on the same, posed material and they did not reach a 100% recognition score either.
Conclusions
In general, we believe that FaceReader has proven to be a reliable indicator of facial expressions of basic emotions in the past decade and has the potential to become similarly robust with FACS coding. For version 6.0 of FaceReader, researchers may report a general 88% basic emotion accuracy score and use values from Table 1 for specific emotions. For FACS accuracy, the FaceReader index of agreement is 0.69 and performance on specific AUs can be quoted from Table 6 and 7.
Further, FaceReader categorization of basic emotions is reliable and does not need human correction. However, the beta FACS module could be used for semi-automated coding, as in
GeFACT (With & Delplanque, 2013) , where a human FACS certified coder corrects the 
