Abstract. In 1902, P. Stäckel proved the existence of a transcendental function f (z), analytic in a neighbourhood of the origin, and with the property that both f (z) and its inverse function assume, in this neighbourhood, algebraic values at all algebraic points. Based on this result, in 1976, K. Mahler raised the question of the existence of such functions which are analytic in C. Recently, the authors answered positively this question. In this paper, we prove a much stronger version of this result by considering other subsets of C.
Introduction
A transcendental function is a function f (x) such that the only complex polynomial satisfying P (x, f (x)) = 0 for all x in its domain, is the null polynomial. For instance, the trigonometric functions, the exponential function, and their inverses.
The study of the arithmetic behavior of transcendental functions at complex points has attracted the attention of many mathematicians for decades. The first result concerning this subject goes back to 1884, when Lindemann proved that the transcendental function e z assumes transcendental values at all nonzero algebraic point. In 1886, Strauss tried to prove that an analytic transcendental function cannot assume rational values at all rational points in its domain. However, in 1886, Weierstrass supplied him with a counter-example and also stated that there are transcendental entire functions which assume algebraic values at all algebraic points. This assertion was proved in 1895 by Stäckel [3] who established a much more general result: for each countable subset X ⊆ C and each dense subset Y ⊆ C, there exists a transcendental entire function f such that f (X) ⊆ Y . In another construction, Stäckel [4] produced a transcendental function f (z), analytic in a neighbourhood of the origin, and with the property that both f (z) and its inverse function assume, in this neighbourhood, algebraic values at all algebraic points. Based on this result, in 1976, Mahler [1, p. 53] suggested the following question Question 1. Does there exist a transcendental entire function
with rational coefficients a n and such that the image and the preimage of Q under f are subsets of Q?
We refer the reader to [1, 5] (and references therein) for more about this subject. In a recent work, the authors [2] answered positively this question by proving the existence of uncountable many of these functions.
In this paper, we prove a result which generalizes the main theorem of [2] . More precisely, we have Theorem 1. Let X and Y be countable, dense and closed for complex conjugation subsets of C. Suppose that either both X ∩ R and Y ∩ R are dense in R or both intersections are the empty set and that if 0 ∈ X, then Y ∩ Q = ∅. Then, there are uncountably many transcendental entire functions
with rational coefficients a n and such that
Let us describe in a few words the difficulty of this problem when compared with the authors' proof for the original Mahler's question. First, in [2] it was strongly used that the desired function f is a limit of polynomials f n with real algebraic coefficients. In particular, in each step, f n (A) and f −1 n (A) are finite subsets of Q, for every finite subset A ⊆ Q. This holds, clearly, because Q is an algebraically closed field. In the proof of the theorem in this work, the sets X and Y do not need to have this property (algebraic closeness) and so in each step we need to "force" these desired requirements. For that, we use the implicit function theorem and the inverse function theorem. Remark 1. We point out that Mahler, in his book, said that the Question 1 was "unknown whether there exists an entire function of this kind where the coefficients may be arbitrary complex numbers". In fact, in this case, we can make the hypothesis of Theorem 1 weaker. More precisely, after an easy adaptation of the proof of this theorem, we can prove that: Let X and Y be countable and dense subsets of C. Then, there are uncountably many transcendental entire functions f such that
Moreover, assuming that Y ∩ Q[i] = 0 in the case when 0 ∈ X, we may request that all coefficients in the Taylor representations of such functions f belong to Q[i].
The proof
In order to simplify our presentation, we use the familiar notation [a, b] = {a, a + 1, . . . , b}, for integers a < b.
In order to avoid unnecessary repetitions, we shall consider here only the case in which X ∩ R and Y ∩ R are dense in R. Suppose, without loss of generality, that 0 ∈ X and that r ∈ Y ∩ Q. Let {α 1 , α 2 , α 3 , . . .} be an enumeration of X such that for any n ≥ 1, the numbers α 3n−1 , α 3n / ∈ R with α 3n = α 3n−1 and α 3n+1 ∈ R. Also, let {β 1 , β 2 , β 3 , . . .} be an enumeration of Y such that for any n ≥ 1, the numbers β 3n−1 , β 3n / ∈ R with β 3n = β 3n−1 and β 3n+1 ∈ R (take α 1 = 0 and β 1 = r). Now, let us construct our desired function inductively.
Define f 1 (z) = z + r, then f 1 (α 1 ) = r ∈ Y and f −1 1 (β 1 ) = 0 ∈ X. Now, we want to construct a sequence of polynomials f 2 (z), f 3 (z), . . . recursively of the form
Here L(P ) denotes the length of the polynomial P (the sum of the absolute values of its coefficients).
The polynomials h n have the form
n,j (z) (here s n ≤ s n := 3 + (3n + 1) max{deg f n , n + 1 + deg P n } is a natural number which will be chosen later), whereδ j,0 is 1 if j = 0 and 0 otherwise andP n,j are monic polynomials with real coefficients. The requested function will have the form f (z) = lim m→∞ f m (x), where, for each m ≥ 1, f m+1 (z) = r + z + 1≤n≤m sn j=0 (ǫ n,j + δ n,j z)z n+2−δj,0 P n,j (z), where P n,j (z) = P n (z)P n,j (z). Thus we have
(ǫ n,j + δ n,j z)z n+2−δj,0 P n,j (z).
We will have, for 0 ≤ j < s n , P n (x)|P n,j (x)|P n,j+1 (x)|P n+1 (x). In each step, we shall choose 0 < max{|ǫ n,j |, |δ n,j |} < ν n,j :=
deg Pn,j , we have that for all z belonging to the open ball B(0, R)
Thus f is an entire function, since the series n≥2 sn j=0 (ǫ n,j +δ n,j z)z n+2−δj,0 P n,j (z) converges uniformly in any of these balls.
Suppose that we have a function f n satisfying (i)-(viii). Now, let us construct f n+1 with the desired properties.
Let B n = B(0, r n ). We will define f n,0 (z) as
for some choice of a (small) real number ǫ n,0 (so, in this case, we take P n,0 (z) = P n (z)). We are assuming, by induction hypothesis, that f −1 n ({β 1 , . . . , β 3n−2 }) does not intersect ∂B n , and that, for every τ ∈ f −1 n ({β 1 , . . . , β 3n−2 }) ∩ B n , we have τ ∈ X and f ′ n (τ ) = 0 -it follows that τ is a double zero of P n . We will choose ǫ n,0 ∈ R such that 0 < ǫ n,0 < min
It follows, by Rouché's theorem, that the number of zeros (counted with multiplicity) of f n (z) − β i and f n,0 (z) − β i belonging to B n are equal. Since every zero of f n (z) − β i in B n is a zero of f n,0 (z) − β i and every zero of f n (z) − β i in B n is simple, we have that f
. We will show that, except for a finite set of values of ǫ n,0 , for any w ∈ C with f n,0 (w) ∈ {β 1 , . . . , β 3n+1 } we have f ′ n,0 (w) = 0. If w is a root of P n (z), then f ′ n,0 (w) = f ′ n (w) = 0. Then, w is a simple root of f n (z)−β i . Otherwise, P n (w) = 0. We have f n,0 (z) = f n (z) + ǫ n,0 g(z), where g(z) = z n+1 P n (z). If f ′ n,0 (w) = 0, we should have f n (w) + ǫ n,0 g(w) = β i and f
, and thus h i (w) + ǫ n,0 g(w) = 0 and h
. Since h i (w) + ǫ n,0 g(w) = 0, we have
This implies that ǫ n,0 is a singular value of ψ i (w), and the set of singular values of a rational function is finite, which concludes the argument.
In fact, there is an interval I n,0 = (0, ǫ 0 ) of possible values for ǫ n,0 for which the above properties hold. Since P n,0 (0) = 0, then we can choose ǫ n,0 ∈ I n,0 such that the coefficient of z n+1 in f n,0 (z) is a nonzero rational (since this coefficient is equal to the coefficient of z n+1 in f n (z), which is a real number, added by ǫ n,0 P n (0) ∈ R). Since in all further perturbations we will add multiples of z n+2 , a n+1 will be equal to this coefficient, and thus is a nonzero rational number.
Let r n+1 be a real number with n + 1 < r n+1 < n + 2 and such that the intersection f −1 n,0 ({β 1 , . . . , β 3n+1 }) ∩ ∂B(0, r n+1 ) is the empty set. For simplicity, we write B n+1 = B(0, r n+1 ). Let f −1 n,0 ({β 1 , . . . , β 3n+1 }) = {τ 1 , τ 2 , . . . , τ mn }. Notice that each element of {β 1 , . . . , β 3n+1 } has at least one (indeed deg f n,0 ) pre-images in {τ 1 , τ 2 , . . . , τ mn }. For j ∈ [1, m n ], fix a small ball B(τ j , η j ) which does not intersect ∂B n+1 in such a way that the balls B(τ j , η j ) are disjoint. The number s n of further steps in the construction of f n+1 will be the number of complex conjugation classes in ({α 3n−1 , α 3n , α 3n+1 } ∪ {τ 1 , τ 2 , . . . , τ mn }) \ (X n ∪X n ). The following s n perturbations f n,j (with j ∈ [1, s n ]) of f n,0 will be taken so close to f n,0 that, by Rouché's theorem as before, for each j ≤ s n , the number of zeros (counted with multiplicity) of f n,0 (z) − β i and f n,j (z) − β i in the balls B n+1 , B n and B(τ j , η j ), j ≤ m n are equal, for all i ∈ [1, 3n + 1] (in order to guarantee that we will assume that the absolute values of the coefficients ǫ n,j , δ n,j are very small -we will then say that ǫ n,i , δ n,i are admissible). Notice that in the balls B(τ j , η j ), j ≤ m n these numbers are equal to one, since τ j is a simple zero of f n,0 (z) − β i for some i ∈ [1, 3n + 1]. We will take f n+1 = f n,sn , and so the number of zeros (counted with multiplicity) of f n,0 (z) − β i and f n+1 (z) − β i in the balls B n+1 , B n and B(τ j , η j ), j ≤ m n will be equal, for all i ∈ [1, 3n + 1]. In particular,
and, for j ∈ [1, m n ], f n+1 has only one zero in B(τ j , η j ), which is simple. Now, we define f n,1 (z) by
(so P n,1 (z) is also equal to P n (z)). Note that f ′ n,1 (y) = 0, for all y ∈ {α 1 , . . . , α 3n−2 }∪ f −1 n ({β 1 , . . . , β 3n+1 }). Let I n,1 be the interval of the admissible ǫ n,1 's. If α 3n+1 ∈ R is a root of P n (z), then f n,1 (α 3n+1 ) = f n (α 3n+1 ) ∈ Y (by the definition of the roots of P n (z) in (ii)). Hence, in this case, we are done. So, suppose that α 3n+1 is not a zero of P n,1 (z). Then, by density of Y ∩ R, there exists an ǫ n,1 ∈ I n,1 such that
. By applying a similar argument as before, there is an interval of possible choices of ǫ n,2 , δ n,2 which are admissible. If P n,2 (α 3n−1 ) = 0, then as before we obtain f n,2 (α 3n−1 ) ∈ Y . So, let us suppose that P n,2 (α 3n−1 ) = 0. Since α 3n−1 ∈ R, then 1, α 3n−1 are R-linearly independent and thus for ǫ n,2 , δ n,2 varying in I n,2 , then ǫ n,2 + δ n,2 α 3n−1 covers a paralelogram in R 2 (in particular, with nonempty interior). Thus, since Y is dense in C, for a suitable choice of ǫ n,2 and δ n,2 belonging to I n,2 , we have that
Let us define f n,3 (z) by
. Set g n,3 (z) = z n+2 P n,3 (z). Since we are supposing that α 3n−i is not a root of P n,1 (z), for i ∈ [−1, 1], then g ′ n,3 (α 3n−i ) = 0 and so unless of three exceptions, we can choose ǫ n,3 admissible in I n,3 such that f ′ n,3 (α 3n−i ) = 0, for i ∈ [−1, 1]. Let J be the set of indices j ∈ [1, m n ] such that Im(τ j ) ≥ 0 and τ j does not belong to {α 3n−1 , α 3n , α 3n+1 } ∪ X n ∪X n ∪ {0}. Let J = {j 1 , j 2 , . . . , j sn−3 }. For each i ∈ [1, s n − 3], we will do a perturbation as below. Let z i be the only element of f −1 n,2+i ({β 1 , . . . , β 3n+1 }) in B(τ ji , η ji ). In the i-th step we will guarantee that the element of f −1 n,3+i ({β 1 , . . . , β 3n+1 }) in B(τ ji , η ji ) will belong to X, and in the further steps the image of these element by the maps f n,2+j will remain unchanged.
Suppose that z 1 ∈ R (the real case can be done in a similar and easier way, as we will see in the next case). Define f n,4 (z) by f n,4 (z) = f n,3 (z) + (ǫ n,4 + δ n,4 z)z n+2 P n,4 (z), where P n,4 (z) = P n,1 (z)(z − α 3n−1 ) 2 (z − α 3n ) 2 (z − α 3n+1 ) 2 . To simplify, we write ǫ := ǫ n,4 , δ := δ n,4 and F (ǫ, δ, z) = f n,4 (z). Since ∂F ∂z (0, 0, z 1 ) = f ′ n,3 (z 1 ) = 0, then the implicit function theorem ensures the existence of an implicit function G(ǫ, δ, z), defined in a neighbourhood of (0, 0, z 1 ), such that F (ǫ, δ, G(ǫ, δ, w)) = w, where z 1 = G(0, 0, w) (with w ∈ {β 1 , . . . , β 3n+1 }). We want to show the existence of ǫ and δ admissible such that G(ǫ, δ, w) ∈ X. By using the chain rule to derive G at (0, 0, w) implicitly in the relation F (ǫ, δ, G(ǫ, δ, w)) = w, we obtain z n+2 1 P n,4 (z 1 ) + f 
