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Re´sume´ – Nous cherchons a` de´tecter des objets mobiles dans des se´quences d’images couleur acquises avec une came´ra mobile.
Ce proble`me est essentiel pour de nombreuses applications. Afin de retrouver plus efficacement les frontie`res de mouvement,
nous exploitons une partition spatiale tre`s fine de l’image issue d’une segmentation markovienne sur un crite`re de couleur. Nous
introduisons une mode´lisation sur un graphe de re´gions dans un contexte markovien. Nous formulons ce proble`me de de´tection
des objets mobiles comme l’e´tiquetage de ce graphe en re´gions conformes et non-conformes au mouvement dominant. Nous avons
valide´ notre approche sur des exemples de se´quences re´elles.
Abstract – We aim at detecting moving objects in color image sequences acquired with a mobile camera. This issue is of key
importance in many application fields. To recover accurately and efficiently motion boundaries, we make use of a fine spatial
image partition delivered by a first MRF-based color segmentation stage. We introduce a region-level graph modeling embedded
in a Markovian framework both to achieve this color-based spatial segmentation and to detect moving objects in the scene viewed
by a mobile camera. This is stated as the labeling of this graph into regions conforming or not to the dominant image motion.
The method is validated on real image sequences.
1 Introduction
L’extraction des objets mobiles dans des se´quences
d’images constitue une taˆche fondamentale d’un grand
nombre d’applications : navigation d’un robot, suivi de
cibles, surveillance vide´o, indexation vide´o,... Ge´ne´rale-
ment, ces dernie`res ne requie`rent pas une segmentation
comple`te de l’image au sens du mouvement mais unique-
ment l’extraction des entite´s pertinentes. La de´tection des
e´le´ments en mouvement dans la sce`ne observe´e reste une
taˆche difficile si la came´ra est elle-meˆme mobile.
La plupart des me´thodes propose´es pour la de´tection
du mouvement reposent sur des techniques de classifica-
tion au niveau des pixels exploitant une mesure locale lie´e
au mouvement apparent dans l’images telle que la DFD
(Displaced Frame Difference) ou la vitesse normale. La
phase de classification en zones statiques et mobiles des
pixels de l’image s’appuie sur des proce´dures de seuillage,
[6, 7, 11], ou des approches baye´siennes, [9, 12, 14]. De
plus, certaines approches proce`dent ite´rativement au ni-
veau des pixels puis au niveau des re´gions, [14]. L’extrac-
tion d’une partition spatiale initiale de l’image a aussi e´te´
largement exploite´e pour la segmentation au sens du mou-
vement dans des se´quences d’images que ce soit a` partir
de crite`res de mouvement, [15], ou d’informations d’in-
tensite´, de texture et de couleur, [1, 4, 13]. Ces dernie`res
offrent une meilleure pre´cision quant a` la localisation des
frontie`res de mouvement, qui correspondent ge´ne´ralement
aussi a` des frontie`res au sens de l’intensite´, de la texture
ou de la couleur. A partir de cette segmentation initiale,
un mode`le parame´trique 2d de mouvement est associe´ a`
chaque re´gion spatiale, et la phase de segmentation au
sens du mouvement consiste a` re´aliser une fusion de re´-
gions. Elle peut exploiter des techniques de classification
dans l’espace des parame`tres de mouvement, [13], ou des
approches baye´siennes telles que l’utilisation du crite`re
MDL, [15], ou des techniques markoviennes d’e´tiquetage
contextuel sur un graphe de re´gions, [4]. L’une des limi-
tations de ces approches re´side dans le fait qu’elles ne
peuvent exploiter des partitions spatiales tre`s fines afin
de garantir la pertinence de l’estimation de mode`les de
mouvement parame´triques. Elles risquent donc de perdre
certaines frontie`res de mouvement.
Dans cet article, nous de´crivons une approche se plac¸ant
au niveau re´gion visant a` directement de´tecter les objets
mobiles dans la sce`ne a` partir d’une se´quence d’images
couleur acquises par une came´ra mobile. Pour cela, de
manie`re similaire a` [4], nous exploitons une partition pre´-
liminaire de l’image au sens de la couleur. Cependant,
nous n’associons pas de mode`les de mouvement parame´-
triques a` chaque re´gion spatiale. Nous estimons unique-
ment une repre´sentation du mouvement global dominant
dans l’image, et inte´grons des informations de mouvement
locales pour juger de la pertinence dans chaque re´gion spa-
tiale du mouvement dominant estime´.
Nous proce´dons en trois e´tapes. Tout d’abord, nous es-
timons un mode`le affine 2d global repre´sentant le mouve-
ment dominant. Puis, un graphe, dont les noeuds corres-
pondent aux re´gions spatiales, est de´duit d’une segmenta-
tion de l’image au sens de la couleur. Dans un troisie`me
temps, nous introduisons un mode`le markovien pour re´a-
liser un e´tiquetage des noeuds du graphe en deux classes
exprimant le fait qu’une re´gion est conforme ou non au
mouvement dominant. Si ce dernier correspond au mou-
vement induit par la came´ra, ce qui est ge´ne´ralement le
cas, les re´gions de´clare´es non-conformes contiennent les
objets mobiles dans la sce`ne. Nous avons porte´ une at-
tention particulie`re a` la mode´lisation de ce proble`me par
une fonction d’e´nergie exploitant d’une part des mesures
locales de mouvement approprie´es et incorporant d’autre
part une information contextuelle au niveau des re´gions.
De plus, cette approche permet d’utiliser une segmenta-
tion spatiale tre`s fine conduisant a` une localisation pre´cise
des frontie`res des objets mobiles dans l’image.
Cet article est organise´ de la manie`re suivante. En sec-
tion 2, la mode´lisation markovienne envisage´e pour re´ali-
ser un e´tiquetage statistique sur un graphe de re´gions sera
de´taille´e. Nous de´crirons ensuite les diffe´rents modules de
notre me´thode de de´tection de mouvement dans la sec-
tion 3. Enfin, la section 4 pre´sente des re´sultats sur des
se´quences re´elles et nous concluons en section 5.
2 E´tiquetage statistique de graphe
de re´gions
Nous supposons disposer d’une premie`re partition spa-
tiale de l’image a` traiter. Nous cherchons a` fusionner cer-
taines re´gions sur des crite`res de couleur ou de mouve-
ment. Dans cette optique, nous conside´rons une approche
par e´tiquetage statistique du graphe d’adjacence G de´fini
par l’ensemble N des re´gions spatiales et l’ensemble A des
arcs reliant deux re´gions connecte´es dans la partition spa-
tiale, [4, 14]. L’approche baye´sienne envisage´e repose sur la
de´finition d’un mode`le markovien sur ce graphe de re´gions,
chaque site N e´tant un noeud du graphe. De plus, nous
de´duisons de l’ensemble des arcs A un syste`me de voisi-
nage de cliques binaires. En exploitant un crite`re du MAP
et l’e´quivalence entre champs markoviens et gibbsiens, [5],
la phase de fusion de re´gions se rame`ne a` de´terminer la
configuration d’e´tiquetage eˆ qui ve´rifie :
eˆ = arg min
e
U(e, o) (1)
ou` U(e, o) = Ua(e, o) + U b(e) avec o repre´sentant l’en-
semble des observations conside´re´es aux noeuds du graphe,
Ua l’e´nergie d’attache aux donne´es et U b le terme de re´-
gularisation. Ces deux fonctions d’e´nergie se de´composent
en somme de potentiels locaux :
Ua(e, o) =
∑
N∈N
V a(eN , oN )
U b(e) =
∑
(N1,N2)∈A
V b(eN1 , eN2)
(2)
Le potentiel de re´gularisation V b tend a` favoriser des e´ti-
quettes identiques pour deux re´gions voisines, et prend
aussi en compte le ((degre´)) d’adjacence a` travers le calcul
de deux attributs ge´ome´triques :
V b(eN1 , eN2) = −β ·
αN1N2
αN1N2 +DN1N2
· δ(eN1 − eN2) (3)
ou` β est une constante, αN1N2 la longueur de la frontie`re
commune aux re´gionsN1 et N2, et DN1N2 la distance entre
les centres de gravite´ des deux re´gions.
Dans la suite, nous exploiterons cette approche pour
re´aliser une fusion de re´gions au sens de la couleur (sous-
section 3.2) et la de´tection des re´gions mobiles ou plus pre´-
cise´ment non-conformes au mouvement dominant (sous-
section 3.3).
3 De´tection d’objets mobiles
3.1 Estimation du mouvement
La premie`re e´tape de la me´thode de de´tection de mou-
vement que nous avons de´veloppe´e, consiste a` estimer le
mouvement global dominant, repre´sente´ par un mode`le
affine 2d, entre deux images. Le vecteur vitesse −→wΘ(s) en
un point s issu du mouvement affine parame´tre´ par Θ est
donne´ par : −→wΘ(s) = (a1 +a2x+a3y, a4+a5x+a6y)T , avec
s = (x, y) et Θ = [a1 a2 a3 a4 a5 a6]T . L’estimation du
mode`le est re´alise´e par une me´thode robuste incre´mentale
et multire´solution, de´crite dans [8]. Elle consiste a` poser
le proble`me de minimisation suivant :
Θ̂ = arg min
Θ
∑
s
ρ (DFD(s,Θ)) (4)
ou` DFD(s,Θ) = It+1(s + −→wΘ(s)) − It(s), It est la fonc-
tion intensite´ dans l’image a` l’instant t et ρ() la fonction
“biweight” de Tukey. L’estimateur robuste permet de ne
pas eˆtre sensible aux mouvements secondaires dus aux ob-
jets mobiles dans la sce`ne. La solution ite´rative re´sulte de
line´arisations successives de l’expression DFD(s,Θ) asso-
cie´ a` l’estime´ courant de Θ et revient a` suivre un sche´ma
des moindres-carre´s ponde´re´s ite´re´s a` chaque e´tape.
3.2 Segmentation couleur
L’information de couleur permet de localiser pre´cise´-
ment les frontie`res des objets dans des sce`nes re´elles, [1, 4].
Afin d’extraire une partition initiale de l’image au sens de
la couleur, nous exploitons une approche markovienne as-
socie´e a` une mode´lisation gaussienne de la distribution
de couleur sur chaque re´gion. De plus, afin de re´duire le
nombre de re´gions de couleur, nous conside´rons a` la fois
une re´gularisation au niveau des pixels et une e´tape de
fusion de re´gions.
La proce´dure envisage´e au niveau des pixels consiste a`
ite´rativement estimer le mode`le gaussien associe´ a` chaque
label en utilisant les moments empiriques, puis a` affiner
les frontie`res de chaque re´gion par une relaxation marko-
vienne. Pour cela, nous conside´rons un ensemble de mo-
de`les gaussiens, et nous exploitons une mode´lisation mar-
kovienne du champ d’e´tiquettes e, correspondant aux nu-
me´ros des re´gions de couleur homoge`ne, sur la grille des
pixels de l’image. Nous utilisons un crite`re du MAP, et
nous de´finissons des potentiels locaux va et vb relatifs
aux termes d’attache aux donne´es et de re´gularisation. En
chaque site, l’observation est fournie par la composante
couleur c exprime´e dans l’espace de´crit dans [10]. Elle est
donne´e par c = (c1, c2, c2), ou` c1 = r − v, c2 = 2b− r − g
et c3 = r + g + b avec (r, g, b) de´signant les composantes
(rouge,vert,bleu). Le potentiel d’attache aux donne´es va
en un site s est alors de´fini par l’expression :
va(es, cs) = ηs(Mes ,Σes) (5)
ou` (Mes ,Σes) est le mode`le gaussien associe´ au label es
avec ηs(Mes ,Σes) = (c(s)−Mes)t Σ−1es (c(s)−Mes). Par
ailleurs, le terme vb favorise l’homoge´ne´ite´ spatiale :
vb(er, es) = µ(1− δ(er − es)) (6)
ou` µ est une constante positive et (er, es) forme une clique
pour le syste`me de voisinage du second-ordre.
Dans une deuxie`me e´tape, l’approche pre´sente´e en sec-
tion 2 est exploite´e pour regrouper les re´gions qui pre´-
sentent des similarite´s en termes de couleur. Ainsi, le po-
tentiel d’attache aux donne´es V acoul quantifie la capacite´
d’un mode`le gaussien, associe´ a` un label λ, a` de´crire la
distribution de couleur relative a` un noeud du graphe N .
Au noeud N , nous comparons les mode`les relatifs a` l’en-
semble des e´tiquettes des noeuds voisins. Ensuite, apre`s
affectation du meilleur label λˆ, le mode`le associe´ a` λˆ est
mis a` jour. Par ailleurs, nous introduisons une information
supple´mentaire dans le terme de re´gularisation (e´quation
3), en le ponde´rant par un coefficient lie´ au contraste de
couleur sur la frontie`re des deux re´gions conside´re´es.
La proce´dure de segmentation au sens de la couleur
est applique´e dans un cadre multi-e´chelle. Nous commen-
c¸ons par assigner une e´tiquette diffe´rente a` chaque bloc
de l’e´chelle la plus grossie`re de la pyramide. Ensuite, nous
ite´rons a` chaque e´chelle de plus en plus fine les proce´dures
de re´gularisation au niveau pixel et de regroupement de
re´gions. Dans les deux cas, la minimisation de la fonction
d’e´nergie markovienne est re´alise´e par un algorithme du
type ICM modifie´, [2]. Comme aucun a priori n’est fixe´ sur
le nombre de re´gions, cet algorithme est non supervise´, ce
qui permet d’appre´hender une large gamme de situations.
De plus, afin d’extraire l’ensemble des frontie`res de mou-
vement qui sont suppose´es correspondre a` des contours de
couleur, nous conside´rons des segmentations spatiales tre`s
fines (typiquement, jusqu’a` de 50 pixels par re´gion).
3.3 De´tection du mouvement
La de´tection du mouvement consiste a` re´aliser un e´ti-
quetage binaire de la partition obtenue au sens de la cou-
leur en terme de re´gions conformes ou non au mode`le de
mouvement dominant estime´ Θ̂. Pour ce faire, nous ex-
ploitons la proce´dure d’e´tiquetage statistique de´crite en
section 2. Le potentiel d’attache aux donne´es V amvt vise a`
e´valuer la pertinence locale du mode`le de mouvement do-
minant estime´ Θ̂. L’observation oN au niveau d’une re´gion
RN est un ensemble (²s)s∈RN de mesures locales lie´es au
mouvement, calcule´es en chaque point s de la re´gion RN .
Cette quantite´ est aussi utilise´e dans des approches pour
la de´tection du mouvement se situant au niveau pixel,
[7, 9]. Dans notre e´tude, nous mettons en outre a` profit
l’information de couleur. Nous conside´rons donc un vec-
teur d’observations au niveau pixel ²s = (²is) :
²is =
∑
p∈W(s) |DFDi(s, Θ̂)| · ‖∇Ii(p)‖
max
(
G2m,
∑
p∈W(s) ‖∇Ii(p)‖2
) (7)
ou` i fait re´fe´rence a` la composante couleur ci et W(s)
une feneˆtre 3 × 3 autour de s et la constante Gm tra-
duit le niveau de bruit dans l’image. Dans [9], des bornes
d’interpre´tation, lis et L
i
s, de la quantite´ ²
i
s, vis a` vis du
mouvement re´siduel apre`s compensation du mouvement
dominant sont de´duites de la distribution des gradients
spatiaux de l’intensite´ pour la composante couleur ci telles
que : si ²s < l
i
s(∆) alors ‖−→w (s)−−→wbΘ(s)‖ < ∆
si ²s > Lis(∆) alors ‖−→w (s)−−→wbΘ(s)‖ > ∆
(8)
ou` ∆ de´signe l’amplitude minimale du mouvement re´si-
duel que l’on cherche a` de´tecter et −→w (s) le mouvement
re´el (inconnu) au site s. En exploitant ces bornes, le po-
tentiel V amvt pour une re´gionRN correspondant a` un noeud
N du graphe s’exprime comme suit :
V amvt(conf) =
∑
s∈RN
maxi
[
A(²is, lis(∆))
]
|RN |
V amvt(nconf) =
∑
s∈RN
maxi
[
1−A(²is, Lis(∆))
]
|RN |
(9)
ou` α est une constante, conf et nconf correspondent res-
pectivement aux e´tiquettes ((conforme)) et ((non-conforme))
et la fonction A repre´sente une version continue d’un e´che-
lon unite´.
Le nombre de noeuds dans le graphe e´tant petit (com-
pare´ a` la taille d’une image), nous exploitons une proce´-
dure de minimisation de type HCF, [2]. La carte initiale de
de´tection est obtenue par la minimisation de la fonction
d’e´nergie re´duite au seul terme d’attache aux donne´es.
4 Re´sultats
Les expe´rimentations ont e´te´ mene´es avec les valeurs
suivantes des parame`tres introduits : µ = 0.045, βcoul =
0.1 pour la segmentation au sens de la couleur ;Gm = 15.0,
βmvt = 100.0 et ∆ = 1.0 pour l’e´tiquetage du mouvement
sur le graphe de re´gions. Le facteur ∆ (pouvoir de discrimi-
nation dans la de´tection du mouvement) est typiquement
une valeur de´finie par l’utilisateur et a de fac¸on claire une
incidence sur le nombre de re´gions de´tecte´es comme non-
conformes au mouvement dominant. E´tant donne´ sa signi-
fication physique tre`s claire, il est facile de le fixer suivant
les re´sultats que l’on souhaite obtenir, ce qui confe`re une
flexibilite´ inte´ressante a` notre me´thode.
Dans un premier exemple, montre´ en Fig.1(a−b), la ca-
me´ra effectue un mouvement vers le haut et vers la droite,
la voiture s’avanc¸ant vers la droite. La me´thode de de´tec-
tion exploitant couleur et mouvement permet d’extraire
des frontie`res de mouvement assez pre´cises en de´pit de la
pre´sence d’effets d’illumination. Le second exemple, pre´-
sente´ a` la Fig.1(c−d), est une sce`ne dynamique complexe :
la came´ra suit un joueur de tennis. Cette sce`ne comporte
des mouvements non rigides qui sont des situations diffi-
ciles a` appre´hender. A` nouveau, la segmentation initiale
au sens de la couleur permet de localiser efficacement les
a c
b d
Fig. 1: Re´sultats d’extraction d’objets mobiles pour les se´-
quences “Ajax” (a-b), “Stefan” (c-d) : frontie`res spatiales au
sens de la couleur (a-c), contours des objets mobiles de´tecte´s
(b-d). La se´quence “Ajax” a e´te´ fournie par l’INA (Institut
National de l’Audiovisuel, De´partement Innovation).
frontie`res de mouvement du corps et le sche´ma de de´tec-
tion du mouvement s’ave`re fiable et pre´cis.
Le temps de calcul de la phase de segmentation spatiale
est de l’ordre de la minute pour des images de taille 512×
512, alors que l’e´tape de de´tection du mouvement pro-
prement dite ne´cessite quelques secondes pour un graphe
associe´ a` une centaine de re´gions (sur une station de type
Sun Creator 360MHZ).
5 Conclusion
Nous avons de´crit une me´thode de de´tection des objets
mobiles dans des se´quences d’images couleur acquises avec
une came´ra mobile. Nous re´alisons un e´tiquetage contex-
tuel du graphe d’adjacence de re´gions, issues d’une parti-
tion de l’image sur un crite`re de couleur, en terme de zones
conformes ou non au mouvement dominant dans l’image,
repre´sente´ par un mode`le de mouvement 2d parame´trique.
Comme le montrent les re´sultats obtenus, la localisation
des frontie`res de mouvement se trouve eˆtre particulie`re-
ment ame´liore´e par la prise en compte du crite`re spatial
de couleur. De plus, notre approche au niveau re´gion consi-
de`re une information contextuelle de plus haut niveau que
pour les me´thodes raisonnant au niveau des pixels, et per-
met donc de se rapprocher de la notion d’“objet”.
Nos prochains travaux viseront tout d’abord a` exploiter
notre me´thode de de´tection du mouvement pour suivre
des objets mobiles dans une sce`ne. D’autre part, cette ap-
proche pourra aussi eˆtre combine´e aux travaux pre´sente´s
dans [3] afin de s’affranchir des effets de perspective en
pre´sence de fortes variations de profondeur dans la sce`ne.
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