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ABSTRACT
Intensity mapping is a promising technique for surveying the large scale structure of our Universe from
z = 0 to z ∼ 150, using the brightness temperature field of spectral lines to directly observe previously
unexplored portions of out cosmic timeline. Examples of targeted lines include the 21 cm hyperfine
transition of neutral hydrogen, rotational lines of carbon monoxide, and fine structure lines of singly
ionized carbon. Recent efforts have focused on detections of the power spectrum of spatial fluctuations,
but have been hindered by systematics such as foreground contamination. This has motivated the
decomposition of data into Fourier modes perpendicular and parallel to the line-of-sight, which has
been shown to be a particularly powerful way to diagnose systematics. However, such a method is
well-defined only in the limit of a narrow-field, flat-sky approximation. This limits the sensitivity
of intensity mapping experiments, as it means that wide surveys must be separately analyzed as a
patchwork of smaller fields. In this paper, we develop a framework for analyzing intensity mapping
data in a spherical Fourier-Bessel basis, which incorporates curved sky effects without difficulty. We
use our framework to generalize a number of techniques in intensity mapping data analysis from the
flat sky to the curved sky. These include visibility-based estimators for the power spectrum, treatments
of interloper lines, and the “foreground wedge” signature of spectrally smooth foregrounds.
1. INTRODUCTION
In recent years, intensity mapping has been hailed
as a promising method for conducting cosmological sur-
veys of unprecedented volume. In an intensity mapping
survey, the brightness temperature of an optically thin
spectral line is mapped over a three-dimensional vol-
ume, with radial distance information provided by the
observed frequency (and thus redshift) of the line. By
observing brightness temperature fluctuations on cos-
mologically relevant scales (without resolving individ-
ual sources responsible for the emission or absorption),
intensity mapping provides a relatively cheap way to
survey our Universe. In addition, with an appropriate
choice of spectral line and a suitably designed instru-
ment, the volume accessible to an intensity mapping sur-
vey is enormous. This allows measurements to be made
over a large number of independent cosmological modes,
providing highly precise constraints on both astrophys-
ical and cosmological models. For example, intensity
mapping experiments tracing the 21 cm hyperfine tran-
sition of hydrogen can easily access ∼ 109 independent
modes, which is much greater than the ∼ 106 accessi-
ble to the Cosmic Microwave Background, in principle
unlocking a far greater portion of the available infor-
mation in our observable Universe (Loeb & Zaldarriaga
acliu@berkeley.edu
†Hubble Fellow
2004; Mao et al. 2008; Tegmark & Zaldarriaga 2009; Ma
& Scott 2016; Scott et al. 2016).
A large number of intensity mapping experiments are
in operation, and more have been proposed. Post-
reionization neutral hydrogen 21 cm intensity mapping
is being conducted by the Canadian Hydrogen Inten-
sity Mapping Experiment (Bandura et al. 2014), the
Green Bank Telescope (Masui et al. 2013), Tianlai tele-
scope (Chen 2012), Baryon Acoustic Oscillations from
Integrated Neutral Gas Observations project (Battye
et al. 2013), Hydrogen Intensity and Real-time Anal-
ysis eXperiment (Newburgh et al. 2016), and BAORa-
dio (Ansari et al. 2012). These experiments use neu-
tral hydrogen as a tracer of the large scale density field,
with a primary scientific goal of constraining dark en-
ergy via measurements of the baryon acoustic oscillation
feature from 0 < z < 4 (Wyithe et al. 2008; Chang et al.
2008; Pober et al. 2013b). At z ∼ 2 to 3.5, data from
the Sloan Digital Sky Survey have been used for Ly α
intensity mapping (Croft et al. 2016). Other experi-
ments such as the CO Power Spectrum Survey (Keating
et al. 2015, 2016) and the CO Mapping Array Pathfinder
(Li et al. 2016) use CO as a tracer of molecular gas in
the epoch of galaxy formation at roughly z ∼ 2 to 3.
Using [CII] instead is the Spectroscopic Terahertz Air-
borne Receiver for Far-InfraRed Exploration (operating
at 0.5 < z < 1.5; Uzgil et al. 2014), and the Tomo-
graphic Ionized carbon Mapping Experiment (operat-
ing at 5 < z < 9; Crites et al. 2014). The highest
redshift bins of the latter encroach upon the Epoch of
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Reionization (EoR), when the first galaxies systemati-
cally reionized the hydrogen content of the intergalactic
medium. Extending into the EoR, intensity mapping
efforts are mainly focused around the 21 cm line. The
Donald C. Backer Precision Array for Probing the Epoch
of Reionzation array (PAPER; Parsons et al. 2010), the
Low Frequency Array (van Haarlem et al. 2013), the
Murchison Widefield Array (Bowman et al. 2013; Tin-
gay et al. 2013), the Giant Metrewave Radio Telescope
(Paciga et al. 2013), the Long Wavelength Array (M. W.
Eastwood et al., in prep.), 21 Centimeter Array (Huang
et al. 2016; Zheng et al. 2016), and the Hydrogen Epoch
of Reionization Array (DeBoer et al. 2016) are radio in-
terferometers that aim to use the 21 cm line to probe the
density, ionization state, and temperature of hydrogen
in the range 6 < z < 13 and beyond. The future Square
Kilometre Array (Mellema et al. 2015) will provide yet
more collecting area for 21 cm intensity mapping to com-
plement the aforementioned experiments. With such a
large suite of instruments covering an expansive range
in redshift, tremendous opportunities exist for under-
standing the formation of the first stars and galaxies
via direct measurements of the IGM during all the rel-
evant epochs (Hogan & Rees 1979; Scott & Rees 1990;
Madau et al. 1997; Tozzi et al. 2000), as well as funda-
mental cosmological parameters (McQuinn et al. 2006;
Mao et al. 2008; Visbal et al. 2009; Clesse et al. 2012; Liu
et al. 2016) and exotic phenomena such as dark matter
annihilations (Valde´s et al. 2013; Evoli et al. 2014).
Despite its promise, intensity mapping is challenging,
and to date the only positive detections have been tenta-
tive detections of Ly α at z ∼ 2 to 3.5 (Croft et al. 2016)
and CO from z ∼ 2.3 to 3.3 (Keating et al. 2016), as well
as detections of HI at z ∼ 0.8 via cross-correlation with
optical galaxies (Chang et al. 2010; Masui et al. 2013).
To realize the full potential of intensity mapping, it is
necessary to overcome a large number of systematics. A
prime example would be radiation from foreground as-
trophysical sources, which are particularly troublesome
for HI intensity mapping. Especially at high redshifts,
foregrounds add contaminant emission to the measure-
ment that are orders of magnitude brighter than the
cosmological signal (Di Matteo et al. 2002; Santos et al.
2005; Wang et al. 2006; de Oliveira-Costa et al. 2008;
Sims et al. 2016). Low frequency measurements (for
instance, those targeting the 21 cm EoR signal), are
mainly contaminated by broadband foregrounds such
as Galactic synchrotron emission or extragalactic point
sources (whether they are bright and resolved or are part
of a dim and unresolved continuum). These foregrounds
are typically less dominant at the higher frequencies and
are thus easier (though still challening) to handle for
CO or [CII] intensity mapping experiments. However,
such experiments must also contend with the problem
of interloper lines, where two spectral lines of different
rest wavelengths may redshift into the same observation
band, leading to confusion as to which spectral line has
been observed.
In addition to astrophysical foregrounds, instrumen-
tal systematics must be well-controlled for a success-
ful measurement of the cosmological signal. Among
others, these systematics include beam-forming errors
(Neben et al. 2016a), radio frequency interference (Of-
fringa et al. 2013, 2015; Huang et al. 2016), polariza-
tion leakage (Geil et al. 2011; Moore et al. 2013; Shaw
et al. 2015; Sutinjo et al. 2015; Asad et al. 2015; Moore
et al. 2015; Kohn et al. 2016), calibration errors (New-
burgh et al. 2014; Trott & Wayth 2016; Barry et al. 2016;
Patil et al. 2016), and instrumental reflections (Neben
et al. 2016b; Ewall-Wice et al. 2016b; Thyagarajan et al.
2016).
In this paper, we focus specifically on measurements
of the power spectrum P (k) of spatial fluctuations
in brightness temperature, where roughly speaking,
the temperature field is Fourier transformed and then
squared. In diagnosing the aforementioned systemat-
ics as they pertain to spatial fluctuation experiments,
it is helpful to decompose the fluctuations into modes
that separate purely angular fluctuations from purely ra-
dial fluctuations from those that are a mixture of both.
In recent years, for example, simulations and measured
upper limits of the 21 cm power spectrum have often
been expressed as cylindrically binned power spectra.
To form cylindrically binned power spectra, one be-
gins with unbinned power spectra P (k), where k is the
three-dimensional wavevector of spatial Fourier modes.
If the field of view is narrow, there exists a particu-
lar direction that can be identified as the line-of-sight
(or radial) direction. One of the three components of
k can then be chosen to lie along this direction and
labeled k‖ as a reminder that it is parallel to the line-
of-sight. The remaining two components—which we ar-
bitrarily designate kx and ky in this paper—describe
transverse (i.e., angular fluctuations), and have a mag-
nitude k⊥ ≡
√
k2x + k
2
y. Binning P (k) along contours
of constant k⊥ gives P (k⊥, k‖), the cylindrically binned
power spectrum.
Expressing the power spectrum as a function of k⊥
and k‖ is a powerful diagnostic exercise because inten-
sity mapping surveys probe line-of-sight fluctuations in
a fundamentally different way than the way they probe
angular fluctuations. Systematics are therefore usually
anisotropic and have distinct signatures on the k⊥-k‖
plane (Morales & Hewitt 2004). For example, cable re-
flections and bandpass calibration errors tend to appear
as features parallel to the k‖ axis (Dillon et al. 2015;
Ewall-Wice et al. 2016a; Jacobs et al. 2016). Thus, the
cylindrically binned power spectrum is a useful inter-
mediate quantity to compute before one performs a fi-
nal binning along constant k ≡
√
k2⊥ + k
2
‖ to give an
isotropic power spectrum P (k).
The diagnostic capability of P (k⊥, k‖) is particularly
apparent when considering foregrounds. Assuming that
they are spectrally smooth, foregrounds preferentially
contaminate low k‖ modes, since k‖ is the Fourier con-
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jugate to line-of-sight distance, which is probed by the
frequency spectrum in intensity mapping experiments.
The situation is more complicated for the (large) subset
of intensity mapping measurements that are performed
on interferometers. Interferometers are inherently chro-
matic in nature, causing intrinsically smooth spectrum
foregrounds to acquire spectral structure, which results
in leakage to higher k‖ modes. Even this leakage, how-
ever, has been shown in recent years to have a pre-
dictable “wedge” signature on the k⊥-k‖ plane, limiting
the contaminated region to a triangular-shaped region at
high k⊥ and low k‖ (Datta et al. 2010; Vedantham et al.
2012; Morales et al. 2012; Parsons et al. 2012b; Trott
et al. 2012; Thyagarajan et al. 2013; Pober et al. 2013a;
Dillon et al. 2014; Hazelton et al. 2013; Thyagarajan
et al. 2015b,a; Liu et al. 2014a,b; Chapman et al. 2016;
Pober et al. 2016; Seo & Hirata 2016; Jensen et al. 2016;
Kohn et al. 2016). In fact, the foreground wedge is con-
sidered sufficiently robust that some instruments have
been designed around it (Pober et al. 2014; DeBoer et al.
2016; Dillon & Parsons 2016; Neben et al. 2016b; Ewall-
Wice et al. 2016b; Thyagarajan et al. 2016), implicitly
pursuing a strategy of foreground avoidance where the
power spectrum can be measured in relatively uncon-
taminated Fourier modes outside the wedge. This miti-
gates the need for extremely detailed models of the fore-
grounds, providing a conservative path towards early
detections of the power spectrum.
Despite its utility, the k⊥-k‖ power spectrum is lim-
ited in that it is ultimately a quantity that is only well-
defined in the flat-sky, narrow field-of-view limit, where
a single line-of-sight direction can be unambiguously de-
fined. For surveys with wide fields of view, different
portions of the survey have different lines of sight that
point in different directions with respect to a cosmo-
logical reference frame. Note that this is a separate
problem from that of wide-field imaging: even if one’s
imaging software does not make any flat-sky approxi-
mations (so that the resulting images of emission within
the survey volume are undistorted by any wide-field ef-
fects), the act of forming a power spectrum on a k⊥-
k‖ invokes a narrow-field approximation. If one insists
on forming P (k⊥, k‖) as a diagnostic, the simplest way
to do so is to split up the survey into multiple small
patches that are individually small enough to warrant
a narrow-field assumption. A separate power spectrum
can then be formed from each patch by squaring the
Fourier mode amplitudes, and the resulting collection of
power spectra can then be averaged together. While cor-
rect, such a “square-then-average” procedure results in
lower signal-to-noise than a hypothetical “average-then-
square” procedure whereby a single power spectrum is
formed out of the entire survey. The latter allows the
spatial modes of a survey to be averaged together coher-
ently, which allows instrumental noise to be averaged
down very quickly. Roughly speaking, if N patches
of sky are averaged in a coherent fashion to constrain
a particular spatial mode, the noise on the measured
mode amplitude averages down as 1/
√
N . Squaring this
amplitude to form a power spectrum then results in a
quicker 1/N scaling of noise. In contrast, a “square-
then-average” method combines N independent pieces
of information after squaring, and thus the power spec-
trum noise scales more slowly1 as 1/
√
N . The result is a
less sensitive statistic, whether for the diagnosis of sys-
tematics or for a cosmological measurement. To be fair,
one could recover the lost sensitivity by also computing
all cross-correlations between a series of small overlap-
ping patches. However, the necessary geometric adjust-
ments for such high precision mosaicking will likely be
computationally wasteful, and it quickly becomes prefer-
able to adopt an approach that incorporates the curved
sky from the beginning.
In this paper, we rectify the shortcomings of the k⊥-k‖
plane by introducing an alternative that is well-defined
in the wide-field limit. Rather than expanding sky emis-
sion in a basis of rectilinear Fourier modes, we propose
a spherical Fourier-Bessel basis. In this basis, the sky
brightness temperature T (r) of a survey (where r is the
comoving position) is expressed in terms of T `m(k), de-
fined as2
T `m(k) ≡
√
2
pi
∫
dΩdr r2j`(kr)Y
∗
`m(rˆ)T (r), (1)
where k is the total wavenumber, ` and m are the
spherical harmonic indices, Y`m denotes the correspond-
ing spherical harmonic, r ≡ |r| is the radial distance,
rˆ ≡ r/r is the angular direction unit vector3, and j` is
the `th order spherical Bessel function of the first kind.
The quantity P (k⊥, k‖) is replaced by the analogous
quantity S`(k), the spherical harmonic power spectrum,
which roughly takes the form
S`(k) ∝ 1
2`+ 1
∑`
m=−`
|T `m(k)|2, (2)
where the sum over m is analogous to the binning of
kx and ky into k⊥, and a more rigorous definition (with
constants of proportionality) will be defined in Section
3. Instead of the k⊥-k‖ plane, power spectrum mea-
surements are now expressed on an `-k plane. Now, we
will show in Section 3 that in the limit of a translation-
ally invariant cosmological field, S`(k) reduces to P (k).
1 In Parsons et al. (2016) it was shown that in specialized situ-
ations it is possible to pre-filter visibility data from an interferom-
eter to recover some of the loss of sensitivity from a square-then-
average approach. However, such an approach does not recover
large scale angular modes from a wide field of view.
2 It is an unfortunate coincidence that the spherical harmonic
indices are typically denoted by ` and m in the cosmological liter-
ature, while in radio astronomy they are reserved for the direction
cosines from zenith in the east-west and north-south directions, re-
spectively. In this paper, ` and m will always represent spherical
harmonic indices, and never direction cosines.
3 In this paper, we use hats for two different purposes. When
placed above a vector (e.g., with rˆ), the hat indicates that the
vector is a unit vector. When placed above a scalar (e.g., with P̂ ),
the hat indicates an estimator of the hatless quantity.
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Therefore, just as P (k⊥, k‖) can be averaged along con-
tours of constant k to form P (k) once systematic effects
are under control, the same can be done for S`(k) to
form P (k) by averaging over all values of ` for a partic-
ular k.
Spherical Fourier-Bessel methods have been explored
in the past within the galaxy survey literature (Binney
& Quinn 1991; Lahav et al. 1994; Fisher et al. 1994,
1995; Heavens & Taylor 1995; Zaroubi et al. 1995; Castro
et al. 2005; Leistedt et al. 2012; Rassat & Refregier 2012;
Shapiro et al. 2012; Pratten & Munshi 2013; Yoo & Des-
jacques 2013). In this paper, we build upon these meth-
ods and present a framework for implementing them
in an analysis of intensity mapping data. We empha-
size the way in which intensity mapping surveys have
unique geometric properties, and how these properties
affect spherical Fourier-Bessel methods. For instance,
we pay special attention to the fact that particularly for
the highest redshift observations, intensity mapping ex-
periments probe survey volumes that are radially com-
pressed but angularly expansive (as illustrated in Fig-
ure 1). In harmonic space, this expectation is reversed,
and there is excellent spatial resolution along the line-
of-sight (since high spectral resolution is relatively easy
to achieve), but poor angular resolution. In addition to
addressing these geometric peculiarities, we also show
how interferometric data can be analyzed with spheri-
cal Fourier-Bessel methods. Importantly, we find that
the foregrounds again appear as a wedge in interfero-
metric measurements of S`(k), which suggests that the
`-k plane is at least as powerful a diagnostic tool as the
k⊥-k‖ plane, particularly given the signal-to-noise ad-
vantages discussed above.4
The rest of this paper is organized as follows. In Sec-
tion 2 we establish notational conventions for this paper.
Section 3 introduces spherical Fourier-Bessel methods
for power spectrum estimation, with the complication
of finite surveys (in both the angular and spectral direc-
tions) the subject of Section 4. In Section 5 we compute
the signature of smooth spectrum foregrounds on the `-
k plane. Interloper lines are explored in Section 6. A
framework for interferometric power spectrum estima-
tion using spherical Fourier-Bessel methods (which in-
cludes a derivation of the foreground wedge) is presented
in Section 7. To build intuition, we develop a parallel
series of flat-sky, narrow field-of-view expressions in a se-
ries of Appendices. Our conclusions are summarized in
Section 8. Because of the large number of mathematical
quantities defined in this paper, we provide a glossary of
important symbols for the reader’s convenience in Table
1.
4 This does not, of course, preclude the examination of system-
atics in other spaces. For example, though cable reflections may
have well-defined signatures on the k⊥-k‖ or `-k planes, they are
an example of a systematic that can (and should) also be diag-
nosed in spaces appropriate for raw data coming off an instrument.
r0
rsurvey
Figure 1. A typical geometry for an intensity mapping sur-
vey. The observer is located in the middle, and the thin
pink ring denotes the survey’s coverage. Particularly at high
redshifts (such as those relevant to Epoch of Reionization
21 cm measurements), the cosmological scalings of Section 2
typically result in surveys where the median comoving ra-
dial distance r0 is much larger than the total radial extent
∆rsurvey, i.e., thin-shell surveys. Additionally, most intensity
mapping surveys have much higher spectral/radial resolution
than they do angular resolution.
2. NOTATIONAL PRELIMINARIES
Suppose an intensity mapping survey has surveyed the
brightness temperature field T (rˆ, ν) of a particular spec-
tral line as a function of angle (specified here in terms of
unit vector rˆ) and frequency ν. Such a quantity repre-
sents a three-dimensional survey of our Universe, since
different frequencies of a spectral line map to different
redshifts, and thus different radial distances from the
observer. Explicitly, the comoving radial distance r is
given by
r(ν) =
c
H0
∫ z(ν)
0
dz′
E(z′)
, (3)
where c is the speed of light, H0 is the present day Hub-
ble parameter, with
1 + z ≡ νrest
ν
and E(z) ≡
√
ΩΛ + Ωm(1 + z)3, (4)
where νrest is the rest frequency of the spectral line, z is
the redshift, ΩΛ is the normalized dark energy density,
and Ωm is the normalized matter density. There is thus
a one-to-one mapping between frequency and comoving
radial distance, and as shorthand throughout this paper,
we will adopt the notation rν ≡ r(ν). Similarly, we will
often use the symbol νr to denote frequency, with the
subscript reminding us that the observed frequency is a
function of the radial distance. Given a radial distance,
transverse distances may also be computed given rˆ (or
angle on the sky) using simple geometry.
If one’s survey occurs over a narrow radial range, the
distance-frequency relation is often replaced by a lin-
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Table 1. Glossary of important mathematical quantities. The “context” column gives equation references, typically either their
defining equation or their first appearance in the text.
Quantity Meaning/Definition Context
r Comoving position Section 1
rˆ Angular direction unit vector Section 1
r⊥ Comoving transverse distance Eq. (7)
r(ν) or rν Comoving radial distance Eq. (3)
s(r) Incorrect radial distance assumed for true radial distance r due to interloper lines Eq. (6)
ν(r) or νr Observed frequency of radio emission Section 2
α Linearized conversion factor between frequency and radial comoving distance Eq. (6)
θ Sky image angle Eq. (7)
k Wavevector of rectilinear spatial Fourier modes Section 1
k⊥ Magnitude of wavevector components perpendicular to line of sight Section 1
k‖ Magnitude of wavevector components parallel to line of sight Section 1
k Total wavenumber/wavevector magnitude of rectilinear spatial Fourier modes Section 1
φ(r) Survey volume selection function Section 4
φ(r) Radial survey profile or survey volume selection function assuming full-sky covarage Section 4
Φ(r) Radial survey profile centered on radial midpoint of survey Section 5.2
T (r) or T (rˆ, ν) Sky temperature in configuration space Eq. (1)
T `m(k) Sky temperature in spherical Fourier-Bessel space Eq. (1)
T
meas
`m (k) Estimated sky temperature in spherical Fourier-Bessel space for finite-volume surveys Eq. (26)
T˜ (k) Sky temperature in rectilinear Fourier space Eq. (13)
κ(ν) Frequency spectrum of foreground contaminants Eq. (22)
q`(k) Frequency spectrum of foreground contaminants in radial spherical Bessel basis Eq. (22)
a`m(ν) Sky temperature in frequency/spherical harmonic space Eq. (8)
Y`m Spherical harmonic function Section 3
ψ`m(k; rˆ, ν) Spherical Fourier-Bessel basis function in configuration space Eq. (11)
j`(kr) `th order spherical Bessel function of the first kind Section 3
C` Angular power spectrum Section 3.2
P (k) Brightness temperature power spectrum Section 1
P (k⊥, k‖) Brightness temperature power spectrum, assuming cylindrical symmetry Section 1
P (k) Brightness temperature power spectrum, assuming isotropy Eq. (13)
S`(k) Spherical harmonic power spectrum Eq. (31)
b Interferometer baseline vector Section 7
τ Interferometric time delay Eq. (51)
V (b, ν) Interferometric visibility Eq. (49a)
V˜ (b, τ) Interferometric visibility in delay space Eq. (51)
A(rˆ, ν) Primary beam of receiving elements of interferometer Eq. (49a)
B(rˆ, ν) Rescaled primary beam Eq. (50)
B2(θ) Squared primary beam profile, averaged azimuthally about a baseline vector Eq. (67)
γ(ν) Delay transform tapering function Eq. (51)
f`m(b, ν) Response of baseline b at frequency ν to unit perturbation of spherical harmonic mode Y`m Eq. (53)
g`m(b, τ) Response of baseline b at delay τ to unit perturbation of spherical harmonic mode Y`m Eq. (56)
W`(k;b, τ) Spherical harmonic power spectrum window function for a single baseline delay-based Eq. (58)
power spectrum estimate
Θ(ν) Re-centered frequency profile of the foregrounds as seen in the data, with finite bandwidth Section 7.4
and tapering effects
D(r) Survey volume selection function including primary beam, bandwidth, and data analysis Appendix B
tapering effects
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earized approximation where
r − rref ≈ −α(ν − νref), (5)
with rref and νref being a reference comoving radial dis-
tance and a reference frequency, respectively, with values
constrained by Eq. (3), and
α ≡ 1
νrest
c
H0
(1 + zref)
2
E(zref)
, (6)
where 1 + zref = νrest/νref. In this paper, the symbols
νr and rν will always refer to the exact nonlinear rela-
tions, and any invocations of the linearized approxima-
tions will be written out explicitly using Eq. (5). When
using the linearized approximation for the radial dis-
tance, we will often (though not always) also make the
small angle approximation for converting between the
angle θ and the transverse comoving position r⊥ from
some reference direction, where
r⊥ = rθ. (7)
Given the well-defined prescriptions for converting be-
tween instrument-centric parameters (such as frequency
ν and direction on the sky rˆ) and cosmology-centric ones
(such as r and r⊥), we will often use both sets of pa-
rameters to describe the same quantities. For example,
we will sometimes write the brightness temperature field
as T (rˆ, ν), whereas other times we will write the same
quantity as T (r), where r is the comoving position. We
will additionally find it useful to exhibit similar flexi-
bility in our notation even for quantities that are not
cosmological in nature, such as the primary beam of a
radio telescope.
3. SPHERICAL FOURIER-BESSEL FORMALISM
In this section we introduce the mathematical frame-
work for describing the sky in terms of the spherical
harmonic power spectrum. Our treatment here is essen-
tially identical to that of Yoo & Desjacques (2013), al-
beit with different Fourier-Bessel transform conventions.
No claims of originality are made in this section (except
perhaps for Section 3.2), and the formalism is included
only for completeness. We will, however, occasionally
provide previews of how various parts of the framework
are particularly helpful for intensity mapping and inter-
ferometry.
In the spherical Fourier-Bessel basis, angular fluctua-
tions are expressed by expanding the temperature field
T (rˆ, ν) in spherical harmonics, such that
a`m(ν) ≡
∫
dΩY ∗`m(rˆ)T (rˆ, ν). (8)
To capture modes along the line-of-sight, we perform a
Fourier-Bessel transform along the frequency direction,
yielding
T `m(k) ≡
√
2
pi
∫ ∞
0
dr r2j`(kr)a`m(νr), (9)
with these last two expressions of course combining to
give Eq. (1). The temperature field of the sky may
therefore be thought of as being a linear combination of
a set of basis functions ψ`m(k; rˆ, ν) that are indexed by
(k, `,m), so that
T (rˆ, ν) =
∑
`m
∫
dk ψ`m(k; rˆ, ν)T `m(k), (10)
where
ψ`m(k; rˆ, ν) ≡ k2
√
2
pi
j`(krν)Y`m(rˆ). (11)
Eqs. (8) and (9) are the forward transforms into the har-
monic basis, while Eqs. (10) and (11) define the inverse
transforms back into configuration space. This can be
verified by substituting Eq. (9) into Eq. (10), and us-
ing orthonormality of spherical harmonics, as well as the
analogous identity for spherical Bessel functions, given
by ∫
dr r2j`(kr)j`(k
′r) =
pi
2kk′
δD(k − k′), (12)
where δD is the Dirac delta function. Note that our con-
vention for the radial transform differs from that of most
works in the literature. From Eqs. (9) and (11), one
sees that our convention is symmetric in the following
sense. Whether one is switching from r-space to k-space
or vice versa, the prescription is always to multiply by√
2/pij`(kr) and the square of the coordinate (i.e., r
2 or
k2) of the original space before integrating over it. This
makes our forward and backward transforms aestheti-
cally and conveniently symmetric. Most previous works
(e.g., Leistedt et al. 2012; Rassat & Refregier 2012; Yoo
& Desjacques 2013), in contrast, opt for an asymmetric
convention: an extra factor of k is included in the for-
ward transform from r to k, and correspondingly there
is one fewer factor of k in the backwards transform.
3.1. Translationally invariant fields in the spherical
Fourier-Bessel formalism
In some sense, the decision to expand fluctuation
modes along the line of sight in terms of spherical Bessel
functions rather than some other set of basis functions
is arbitrary. However, we will now show that spherical
Bessel functions are a particularly good choice for de-
scribing temperature fields that are statistically trans-
lation invariant. Translation-invariant fields admit a
representation in terms of their power spectrum P (k),
which we define implicitly via the equation5
〈T˜ (k)T˜ ∗(k′)〉 = (2pi)3δD(k− k′)P (k), (13)
where the angled brackets 〈· · · 〉 signify an ensemble av-
erage over random realizations of the cosmological tem-
perature field T (r), whose Fourier transform T˜ (k) we
5 We implicitly assume throughout this paper that we are deal-
ing only with temperature fluctuations. In other words, we assume
that that the mean sky temperature has already been subtracted
off (or simply does not enter the measurement itself, as is the case
with most interferometric measurements).
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define by the convention
T˜ (k) =
∫
d3r e−ik·rT (r) (14)
with the inverse transform given by
T (r) =
∫
d3k
(2pi)3
eik·rT˜ (k). (15)
Unless otherwise stated, this Fourier convention for the
temperature field will be the one used for all Fourier
transforms in this paper. Ideally, our spherical Fourier-
Bessel description should be directly relatable to P (k),
for it would be pointless if an estimation of the power
spectrum required first returning to position space. We
will now show that this requirement is met by our
T `m(k) modes.
To relate T `m(k) to P (k), we combine Eqs. (8), (9),
and (15) to obtain
T `m(k) =
√
2
pi
∫
d3k′
(2pi)3
T˜ (k′)
∫
d3r j`(kr)Y
∗
`m(rˆ)e
ik′·r.
(16)
To simplify this, we expand eik
′·r in spherical harmonics
using the identity
eik·r = 4pi
∑
`m
i`j`(kr)Y
∗
`m(kˆ)Y`m(rˆ), (17)
which leads to
T `m(k) =
i`
(2pi)
3
2
∫
d3k′
kk′
Y ∗`m(kˆ
′)δD(k − k′)T˜ (k′). (18)
This provides a link between the temperature field as
expressed in our (k, `,m) basis, and the same field in
the rectilinear Fourier basis. Taking a cue from Eq.
(13), where the power spectrum is closely related to
the two-point correlation between different rectilinear
Fourier modes, we may form a two-point correlator be-
tween different modes in our spherical Fourier-Bessel ba-
sis, giving
〈T `m(k)T ∗`′m′(k′)〉 =
i`(−i)`′
(2pi)3
∫
d3k1
kk1
d3k2
k′k2
×Y ∗`m(kˆ1)Y`′m′(kˆ2)〈T˜ (k1)T˜ (k2)∗〉
×δD(k − k1)δD(k′ − k2)
=
δD(k − k′)
k2
δ``′δmm′P (k), (19)
where the last equality follows from Eq. (13) and some
algebraic simplifications. From this, we see that form-
ing the power spectrum from T `m(k) modes is remark-
ably similar to forming it from the rectilinear Fourier
modes. Comparing Eqs. (13) and (19), we see that if
(roughly speaking) one can form P (k) by squaring T˜ (k)
and normalizing appropriately, one can equally well form
P (k) by squaring T `m(k) and normalizing (albeit with a
different—and k dependent—normalization that we will
derive more explicitly in Section 4).
To understand why the squaring of T `m(k) produces
such a similar result to squaring T˜ (k) (with both giving
a result proportional to the power spectrum), notice that
Eq. (18) can be simplified to give
T `m(k) =
i`
(2pi)
3
2
∫
dΩkY
∗
`m(kˆ)T˜ (k)
∣∣∣∣
|k|=k
, (20)
where T˜ (k) is restricted to the shell where |k| = k.
In this form, one sees that an alternate way to under-
stand our spherical harmonic Bessel modes is to view
them as a spherical harmonic decomposition of T˜ (k) in
Fourier space. In other words, going from the rectilin-
ear Fourier modes to spherical harmonic Bessel modes
is simply a change of basis—to spherical harmonics—
in angular Fourier coordinates. Now, suppose one were
to form an estimate of P (k) in by squaring T˜ (k) and
then averaging over a shell of constant |k| = k. Par-
seval’s theorem ensures that such a squaring and aver-
aging operation is basis-independent. Thus, it does not
matter whether the Fourier amplitudes on the shell of
constant |k| = k are expressed in a spherical harmonic
basis. Squaring and averaging T `m(k) must therefore
also yield the power spectrum, up to some k-dependent
conversion factors to account for the radius of shells in
Fourier space. Note that Eq. (19) also cements the inter-
pretation (suggested by our notation) that the quantity
k of our Fourier-Bessel basis is the total magnitude of
the wavevector k, rather than some wavenumber that
only pertains to radial fluctuations.
3.2. Rotationally invariant fields in the spherical
Fourier-Bessel formalism
While the cosmological temperature field is expected
to possess translationally invariant statistics, contam-
inants in an intensity mapping survey (such as fore-
ground emission) will in general not possess such sym-
metry. This difference in symmetry will result in dif-
ferent signatures on the `-k plane that can in principle
be used to separate contaminants from the cosmological
signal.
To elucidate the contrast in these signatures, suppose
we discard the assumption (from previous derivations)
of translationally invariant statistics. In general, the
two-point correlator will cease to exhibit the diagonal
form given by Eq. (19). As a concrete example of this,
consider a random temperature field that is statistically
isotropic but not homogeneous. In the radial direction,
suppose this field has some fixed (non-random and an-
gular position-independent) radial dependence. Such a
field would be an appropriate description for a (hypo-
thetical) population of unresolved point sources. Under
these assumptions, Eq. (9) reduces to
T `m(k) = a`mq`(k), (21)
where
q`(k) ≡
√
2
pi
∫ ∞
0
drr2j`(kr)κ(νr), (22)
8 Liu et al.
with κ(νr) specifying the spectral (and therefore radial)
dependence of our hypothetical sky as it appears in our
data. The two-point correlator then becomes
〈T `m(k)T ∗`′m′(k′)〉 = C`q`(k)q`(k′)δ``′δmm′ , (23)
where statistical rotation invariance of the field allows
us to invoke relation 〈a`ma∗`′m′〉 ≡ C`δ``′δmm′ , with C`
signifying the angular power spectrum.
Our example illustrates the way in which the two-
point correlator ceases to be diagonal in k and k′ once
translation invariance is broken. In general, if the sky
exhibits rotational invariance (in the statistical sense),
the correlator takes the form
〈T `m(k)T ∗`′m′(k′)〉 ≡M`(k, k′)δ``′δmm′ , (24)
for some function M`(k, k
′). In the limit that
the sky is statistically homogeneous in addition to
isotropic, M`(k, k
′) becomes `-independent and reduces
to P (k)δD(k − k′)/k2, as demonstrated in Eq. (19).
If one is simply squaring T `m(k) measurements to esti-
mate the power spectrum but there are non-statistically
homogeneous contaminants in the data, one obtains
〈|T `m(k)|2〉 ≡M`(k)δ``′δmm′ , (25)
where M`(k) is a function of both ` and k rather than
just k alone.
We thus see that the spherical Fourier-Bessel formu-
lation fulfills the goals we laid out near the beginning of
this section. In particular, the foreground contaminants
appear differently on the `-k plane than the cosmological
signal does, owing to the translation-invariant statistics
of the latter. This generalizes the symmetry arguments
for foreground mitigation laid out in Morales & Hewitt
(2004) in a way that is well-defined for wide fields of
view. We note, however, that as the formalism currently
stands, M`(k) and P (k) are not directly comparable; in-
deed, they have different units. This arises because the
two quantities scale differently with volume. For a ran-
dom cosmological field described by P (k), the magni-
tude of T `m(k) scales as
√
V , where V is the volume of
a survey. On the other hand, contaminants may not be
describable as random fields. In the case of foregrounds,
for example, the signal is smooth and coherent along the
radial/frequency direction. As a result, T `m(k) scales
more quickly than
√
V . Indeed, the difference between
these scalings was proposed as a method for distinguish-
ing between foreground contamination and cosmological
signal in Cho et al. (2012). To derive a quantity for de-
scribing survey contaminants on the `-k that is directly
comparable to P (k) it is necessary to specify a survey
volume. In the following sections, we will depart from
the idealized treatment considered in this section, where
we imagined having access to a perfectly sampled field
over an infinite volume.
4. ESTIMATING THE POWER SPECTRUM FROM
FINITE-VOLUME SURVEYS
In this section, we consider the effects of the neces-
sarily finite extent of any real survey. Finite selection
effects were considered in Rassat & Refregier (2012) and
Leistedt et al. (2012), and here we provide a comple-
mentary treatment that is not only tailored for intensity
mapping, but also provides explicit expressions for the
power spectrum on the `-k plane.
Suppose the extent of our survey is given by a func-
tion φ(r), such that φ(r) is zero everywhere beyond the
boundaries of the survey. A survey with uniform sen-
sitivity can then be modeled by setting φ(r) = 1 in-
side the survey. In what follows, however, we do not
make this assumption, and we allow for spatially vary-
ing sensitivity within the survey. This permits the treat-
ment of angular masks as well as radial selection func-
tions. In general, the temperature field that is ana-
lyzed is φ(r)T (r) rather than T (r). A result, the mea-
sured spherical Fourier-Bessel modes T
meas
`m (k) are not
described by Eq. (18), but instead are given by
T
meas
`m (k) =
i`
(2pi)
3
2
∫
d3k′
kk′
d3k′′
(2pi)3
Y ∗`m(kˆ
′)δD(k − k′)
×φ˜(k′ − k′′)T˜ (k′′), (26)
where we have invoked the convolution theorem to write
our expression in terms of φ˜, the Fourier transform of φ.
Despite this revised expression, one might still expect
the power spectrum to be closely related to T
meas
`m (k).
Squaring and taking the ensemble average gives
〈|Tmeas`m (k)|2〉 =
1
(2pi)3
∫
d3ka
kka
d3kb
kkb
d3kc
(2pi)3
Y ∗`m(kˆa)Y`m(kˆb)
×P (kc)φ˜(ka − kc)φ˜∗(kb − kc)δD(k − ka)δD(k − kb), (27)
where we have again used the definition of the power
spectrum from Eq. (13) to simplify the ensemble aver-
age of the two factors of T˜ . Now, if the survey volume is
reasonably large, φ(r) will tend to be a relatively broad
function, and thus the two copies of φ˜ will be sharply
peaked about ka ≈ kb ≈ kc. These then work in con-
junction with the two Dirac delta functions to require
k ≈ kc. With all these conditions, the only part of the
integrand that contributes substantially to the integral
is the part where P (kc) ≈ P (k), allowing the power
spectrum to be factored out of the integral (assuming
it is a reasonably smooth function). Doing so and sub-
sequently re-expressing φ˜ in terms of φ, our expression
simplifies to
〈|Tmeas`m (k)|2〉 ≈
P (k)
(2pi)3
∫
d3rφ2(r)
×
∣∣∣∣∣
∫
d3ka
kka
Y ∗`m(kˆa)e
−ika·rδD(k − ka)
∣∣∣∣∣
2
= P (k)
2
pi
∫
d3rφ2(r)j2` (kr)
∣∣Y`m(rˆ)∣∣2, (28)
where in the last equality we performed the integral over
ka by inserting Eq. (17) and invoking the orthonor-
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mality of spherical harmonics. The final result is a di-
rect proportionality between the ensemble average of hy-
pothetical noiseless measurements |Tmeas`m (k)|2 and the
power spectrum. Heuristically, this equation implies
that the power spectrum can be estimated using any
(k, `,m) mode simply by taking |Tmeas`m (k)|2 and divid-
ing out by everything on the right hand side6 after P (k).
A subsequent averaging of such estimates obtained from
modes with the same k but different ` and m increases
the signal-to-noise.
A similar proportionality exists within the framework
of rectilinear Fourier modes for relating the squares of
the measured Fourier amplitudes T˜meas(k) and P (k)
(which we derive in Appendix A to facilitate the compar-
ative discussion that follows). With rectilinear modes,
〈|T˜meas(k)|2〉 is also proportional to P (k), with the con-
stant of proportionality also given by an integral that
has units of volume. However, there exists a crucial dif-
ference between the volume integral seen here and the
one for the rectilinear framework in Appendix A. With
the rectilinear case, the volume factor is independent of
the orientation of k (i.e., kˆ), so that Fourier modes of
all orientations are equally sensitive to the power spec-
trum. It follows that an optimal estimate of the power
spectrum can be obtained by an average of |T˜meas(k)|2
over spheres of constant |k| = k with uniform weighting,
as we show in Appendix A.
In contrast, the volume integral in Eq. (28) is a func-
tion of ` and m. For a particular (k, `,m) mode, the
value of ` determines how much the total wavenumber k
is comprised of angular fluctuations (as opposed to ra-
dial fluctuations), while the value of m determines the
orientation of the angular fluctuations. Putting these
facts together, it follows that with T
meas
`m (k) modes, the
sensitivity to the power spectrum does depend strongly
to a mode’s orientation. As an example, suppose the sur-
vey’s sensitivity φ(r) is localized in small region around
some radius r0 away from the observer (illustrated in
Figure 1), as is typical for many high-redshift intensity
mapping surveys. Now consider (as an extreme case),
modes where ` kr0. For such modes, the Bessel func-
tion in Eq. (28) can be approximated by a power series
as
j`(kr) ≈ (kr)
`
(2`+ 1)!!
. (29)
The integral on the right hand side of Eq. (28) thus
becomes extremely suppressed by a [(2` + 1)!!]2 depen-
dence, giving a small proportionality constant between
|Tmeas`m (k)|2 and P (k) for high `. Thus, high `modes that
satisfy ` kr0 are not high signal-to-noise probes of the
power spectrum. To understand this, consider instead
the modes with k ∼ `/r0. Such modes are essentially
6 Note that even though this was derived assuming that P (k)
is smooth (which does not necessarily hold when substantial fore-
ground contaminants are involved; Liu et al. 2014b), the resulting
normalization is still the correct one to use.
constant in the radial direction, and describe fluctua-
tions that are almost entirely in the angular direction.
Temporarily invoking the language of the flat-sky ap-
proximation for the sake of intuition, we may say that
in this regime, the total wavenumber k is dominated by
k⊥. Increasing ` beyond this to get back to the case
where `  kr0, we have situation that approximately
corresponds to having k⊥ > k. Such a scenario would
be a mathematical impossibility in the flat-sky approxi-
mation, and formally the amplitude of the signal would
go to zero. In our curved-sky treatment, however, we
see that the cut-off for high `, while dramatic, is not
precisely zero. This is due to projection effects, which
cause any given ` mode to sample a spread of k modes,
in principle allowing arbitrarily high ` modes to have
some (tiny) response to Fourier modes with very low k
values.
With such a strong dependence in power spectrum
sensitivity to the values of ` and m, different modes
should be weighted differently when averaged together.
In principle, this weighting should depend on both ` and
m. For simplicity, we will assume that different m values
are averaged together with uniform weights. This is a
reasonable approximation for wide-field surveys, which
is of course the regime that is being targeted in this pa-
per. Indeed, for an all-sky survey, one can show that the
integral in Eq. (28) becomes independent of m, imply-
ing equal sensitivity to all m modes and thus no reason
to favor one specific mode over another. Performing the
uniform average over Eq. (28) and invoking Unso¨ld’s
theorem then gives
∑`
m=−`〈|T
meas
`m (k)|2〉
2`+ 1
≈ P (k)
2pi2
∫
d3rφ2(r)j2` (kr). (30)
From this, it follows that given a set of modes with some
particular k and ` values, an estimator of the power
spectrum can be formed by computing
S`(k) ≡ 2pi2
[∫
d3rφ2(r)j2` (kr)
]−1 ∑
m |T
meas
`m (k)|2
2`+ 1
,
(31)
which we dub the spherical harmonic power spectrum.
This is the quantity that we were seeking in Section 3.2,
a curved sky analog to the cylindrical power spectrum
P (k⊥, k‖). If T
meas
`m (k) consists of contaminants to one’s
measurement, S`(k) would essentially be the “power
spectrum of contaminants”, even though such a quantity
is in principle not well-defined as the contaminants are
typically not statistically translation-invariant. How-
ever, S`(k) and P (k) can be directly compared since
the two quantities have the same units, and in the limit
of translation invariance, the ensemble average of S`(k)
reduces to P (k), by construction. We thus have a well-
defined quantity that can be considered “the power spec-
trum of the signal on the `-k plane”, regardless of the
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relative ratios of cosmological signal and contaminants.7
Once S`(k) has been computed for all ` values acces-
sible to an experiment, different ` modes can be aver-
aged together form a final estimate P̂ (k) of the power
spectrum P (k). Unlike with the average over m, un-
even weights for the ` average are crucial since differ-
ent ` modes can have very different sensitivities to the
power spectrum, as our earlier example illustrated. The
optimal weights w` for different ` values will in gen-
eral depend on the details of one’s survey instrument.
As a simple toy example, suppose an instrument has
equal noise in all T `m(k) modes (which is an impossi-
bility in practice, since all instruments have finite angu-
lar resolution). An optimal signal-to-noise weighting of
|Tmeas`m (k)|2 then reduces to a weighting by the strength
of the signal, since the noise is constant. This is given
by the integral in Eq. (30), which quantifies the extent
to which the power spectrum is amplified (or depressed)
in each |Tmeas`m (k)|2 mode. Forming a minimum variance
estimator then requires a variance (i.e., squared) weight-
ing by this factor, giving an estimator P̂ (k) of the power
spectrum that takes the form
P̂ (k) ≡
∑
`
w`S`(k), (32)
where
w` ≡
[∫
d3rφ2(r)j2` (kr)
]2∑
`′
[∫
d3r′φ2(r′)j2`′(kr′)
]2 . (33)
5. FOREGROUND SIGNATURES IN THE
SPHERICAL HARMONIC POWER SPECTRUM
Having established S`(k) as a potential tool for sepa-
rating contaminants from cosmological signal in a power
spectrum measurement, we now specialize and consider
the particular case of astrophysical foreground contami-
nation. Our goal is to derive the signature of foreground
contamination in S`(k), and to show that S`(k) is indeed
a useful diagnostic for separating foregrounds from the
cosmological signal. We will find that S`(k) performs
this role for wide-field, curved-sky power spectrum anal-
yses just as well as P (k⊥, k‖) did for narrow fields of
view. By this, we mean that in both cases the fore-
grounds are localized to predictable regions in the `-k
or k⊥-k‖ plane, enabling foregrounds to be mitigated by
a few simple cuts to data.
When performing an intensity mapping survey with a
7 As expected from Section 3.2, the definition of S`(k) depends
on the survey geometry φ(r). This dependence cancels out for
the cosmological signal, but not for contaminants. Thus, while
two different surveys should give identical results for the cosmo-
logical power spectrum P (k), the contaminant (e.g., foreground)
contributions to the power are not directly comparable, and two
surveys with identical contaminating influences but different sky
coverage may measure different total power spectra. Note that
this argument is due purely to the differences in scaling with sur-
vey volume discussed in Section 3.2. It thus applies equally well
to both P (k⊥, k‖) and S`(k), and is not simply a peculiarity of
the latter.
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Figure 2. Example spherical Bessel functions j`(kr), arbi-
trarily normalized for ease of comparison. The grey band
indicates the comoving radial extent of a 21 cm intensity
mapping survey operating from 145 MHz to 155 MHz (cor-
responding to a central redshift of 8.5, or a central radial
distance of r0 ≈ 6290h−1Mpc). The spherical Bessel func-
tions enter in the radial transform from position space to
the spherical Fourier-Bessel basis, and are integrated over
the grey band with an r2 weighting. Basis functions that
describe fluctuations that are predominantly in the angular
directions have ` ∼ kr0 behave as power laws over the ra-
dial profile of the survey (red curve), and essentially average
over the line-of-sight direction. Those whose fluctuations are
oriented mainly in the radial direction have ` . kr0 behave
like slowly modulated sinusoids (blue curve), and effectively
take a Fourier transform along the line of sight. Modes with
` > kr0 (black curve) have very little response.
spectral line, the cosmological component of the signal is
expected to fluctuate rapidly as a function of frequency,
since different frequencies probe different portions of our
Universe. Foregrounds, on the other hand, are expected
to be spectrally smooth (Di Matteo et al. 2002; Oh &
Mack 2003; de Oliveira-Costa et al. 2008; Jelic´ et al.
2008; Liu & Tegmark 2012). In principle, this allows
foregrounds to be separated from the cosmological sig-
nal, for instance by fitting out a smooth spectral com-
ponent (Wang et al. 2006; Liu et al. 2009b; Bowman
et al. 2009; Liu et al. 2009a). To take an even simpler
approach, one expects spectrally smooth foregrounds to
appear only at low k‖, since k‖ is the Fourier dual to
line-of-sight distance, which is probed by the frequency
spectrum. This is illustrated in the top left panel of Fig-
ure 3, where we compute the P (k⊥, k‖) signature of flat
spectrum foregrounds for an intensity mapping survey
with a radial profile given by
φ(r) = cos
[
pi
(
r − r0
rmax − rmin
)]
, (34)
within the comoving radial range of rmin ≈
6230h−1Mpc to rmax ≈ 6350h−1Mpc and zero out-
side this range. This is representative of a 21 cm inten-
sity mapping survey with a 10 MHz bandwidth centered
around a frequency of 150 MHz (corresponding roughly
to z ∼ 8.5). The precise form of the profile is arbi-
trary, and is only for illustrative purposes in this pa-
per. In the angular direction we assume all-sky coverage.
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The foregrounds are assumed to have intrinsically flat
(frequency-independent) spectra. One sees that their
contribution to the power spectrum decreases in am-
plitude rapidly towards higher k‖, suggesting that fore-
grounds can be mostly avoided by simply looking away
from the lowest k‖. Note that we have arbitrarily nor-
malized the power to emphasize the morphology (rather
than the absolute level) on the k⊥-k‖ plane.
We now generalize the signature of foregrounds from
the narrow-field to the curved sky using the spherical
harmonic power spectrum. The foregrounds are again
assumed to be independent of frequency, giving rise to a
set of frequency-independent spherical harmonic coeffi-
cients afg`m. The resulting (k, `,m) modes are then given
by
T
fg
`m(k) = a
fg
`m
√
2
pi
∫ ∞
0
dr r2j`(kr)φ(r), (35)
which is simply Eq. (9) but with the limitation of a sur-
vey volume φ and a flat spectrum assumption. Note that
in this section, we will assume that the survey covers the
entire angular extent of the sky (as depicted in Figure
1), so that we have φ(r) rather than φ(r). In an anal-
ysis of real data this assumption may be inappropriate,
but here we invoke it for the purposes of mathemati-
cal clarity. Inserting this expression into Eq. (31) gives
the spherical harmonic power spectrum of flat-spectrum
foregrounds
Sfg` (k) = 4piC
fg
`
[∫∞
0
dr r2j`(kr)φ(r)
]2∫∞
0
dr r2j2` (kr)φ
2(r)
, (36)
where Cfg` is the angular power spectrum of the fore-
grounds. For a given survey geometry and foreground
model, one can evaluate this expression numerically to
derive the signature of foregrounds as manifested in the
spherical harmonic power spectrum. Before doing so,
however, it is helpful to evaluate Sfg` (k) analytically in
various limiting regimes on the `-k plane to gain intu-
ition for how the spherical harmonic power spectrum
behaves. To identify these regimes (which demonstrate
qualitatively different behavior), consider Fig. 2, which
shows j`(kr) for various choices of ` and k. Not all parts
of these curves are relevant to the integrals in Eq. (36),
since the radial extent of the survey φ(r) (indicated by
the grey band) picks out only regions where r ≈ r0 to
integrate over. Roughly speaking, there are two limit-
ing regimes of interest. The first is where ` ∼ kr0. In
this regime, the Bessel functions behave like power laws
that rise to a peak. The other regime is where ` . kr0.
There, the Bessel functions are highly oscillatory, and
the radial transform of Eq. (35) is closely related to a
Fourier transform along the line of sight. In principle,
there exist modes with ` > kr0 exist, but as we argued
in Section 4, these modes have very low signal-to-noise,
and we will not consider this regime further.
5.1. Mostly angular modes: ` ∼ kr0
As discussed previously, the condition that ` ∼ kr0
is synonymous with the statement that fluctuations are
almost entirely in the angular direction. In this regime,
the spherical Fourier-Bessel functions are not highly os-
cillatory, and are instead reasonably smooth. They are
thus relatively broad compared to φ(r). To a good ap-
proximation, then, r2j`(kr) and r
2j2` (kr) may be fac-
tored out of the integrals in Eq. (36), evaluating them
at r = r0. What remains is
Sfg` (k)
∣∣∣∣∣
`&kr0
≈4piCfg` r20
[∫∞
0
dr φ(r)
]2∫∞
0
dr φ2(r)
∼4piCfg` r20∆rsurvey, (37)
where the final approximation is exact only for a sur-
vey that has a tophat profile in the radial direction, but
still likely to be correct up to a factor of order unity
otherwise. One sees that the k dependence of Sfg` (k)
drops out, and the measurement is essentially of the an-
gular power spectrum of foregrounds because the radial
Bessel transform effectively just averages all the radial
fluctuations of the survey together.
5.2. Mostly radial modes: ` kr0
At low ` values, most of the spatial variations in one’s
basis functions are along the line-of-sight. We enter this
low ` regime when `  kr0, in which case the Bessel
functions may be approximated as
j`(kr) ≈ 1
kr
sin
(
kr − pi`
2
)
. (38)
In this limit, the integral in the numerator of Eq. (36)
becomes∫ ∞
0
dr r2j`(kr)φ(r) =
1
k
∫ ∞
0
dr r sin
(
kr − pi`
2
)
φ(r)
= − 1
k2
∂
∂α
{
Re
[∫ ∞
0
dr e−iαkr+ipi`/2φ(r)
]}
α=1
, (39)
where the “α = 1” label signifies that α is to be set to
unity after the partial derivative is taken. To proceed,
we expand the definition of φ(r) to include the (unphys-
ical) region of r < 0, declaring φ(r) to be zero when
r < 0. This allows us to extend the integral to −∞,
which enables us to interpret it as a Fourier transform.
Further defining Φ(r − r0) ≡ φ(r) to be a re-centered
version of the radial profile of the survey for our conve-
nience, we have∫ ∞
0
dr r2j`(kr)φ(r)
=
1
k
[
r0 sin
(
kr0 − pi`
2
)
Φ˜(k)− cos
(
kr0 − pi`
2
)
Φ˜′(k)
]
, (40)
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Figure 3. Smooth spectrum foreground signatures, plotted as P̂ fg(k⊥, k‖) on the k⊥-k‖ (left column) for the flat-sky treatment,
and as Sfg` (k) on the `-k plane (right column). The top row shows the inherent foreground signature (which is roughly what
is seen by a non-interferometric instrument), while the bottom row shows the signature seen by an interferometer. One sees
that the chromatic response of an interferometer causes foregrounds to leak upwards on the k⊥-k‖ and `-k planes, but that this
leakage is confined to a foreground wedge region. Thin dotted lines show the theoretically expected extent of the foreground
wedge, the boundary of which is given by Eq. (C20) for the flat sky and Eq. (70) for the curved sky. The thick black line on
the curved-sky plots demarcate the ` = kr0 boundary, below which there is very little power to be measured. The flat sky plots
have been normalized to their values at (k⊥, k‖) ∼ (0.04hMpc−1, 0.05hMpc−1) and the curved sky plots have been normalized
to their values at (`, k) ∼ (230, 0.05hMpc−1).
where the Φ˜′ ≡ ∂Φ˜/∂k. Using similar manipulations,
the denominator of Eq. (36) can be shown to be∫ ∞
0
dr r2j2` (kr)φ
2(r)
=
1
2k2
[∫ ∞
−∞
drΦ2(r)− cos (2kr0 − pi`) Φ˜ ? Φ˜(2k)
]
, (41)
where ? denotes a convolution. To simplify matters, we
may ignore the second term in this expression because
it is small compared to the first. To see this, note that
the first term can be written as Φ˜2(0). The relative size
of the two terms is therefore determined by the relative
magnitudes of Φ˜2(0) and Φ˜ ? Φ˜(2k). Now, Φ˜(k) is a
function that is reasonably sharply peaked about k = 0,
with a characteristic width given by ∼ 1/∆rsurvey. We
expect Φ˜2 to be slightly broader; a back-of-the-envelope
estimate would suggest that Φ˜2 is roughly a factor of√
2 broader than Φ˜. Continuing with our approximate
line of reasoning, one would then expect Φ˜ ? Φ˜(2k) to
be approximately the same size as Φ˜(
√
2k), which is
likely to be small because typical k values are of order
∼ 1/∆rsurvey or larger, placing one beyond the charac-
teristic width of Φ˜, where the amplitude is much sup-
pressed compared to the k = 0 point. We thus conclude
that the second term of Eq. (41) may be neglected.
Putting everything together, we obtain
Sfg` (k) ≈
8piCfg`∫∞
−∞drΦ
2(r)
[
r20 sin
2
(
kr0 − pi`
2
)
Φ˜2(k)
−r0 sin (2kr0 − pi`) Φ˜(k)Φ˜′(k)
+ cos2
(
kr0 − pi`
2
)
Φ˜′2(k)
]
. (42)
This result can be further simplified by considering the
length scales involved. Recall that that the key approxi-
mation of this subsection is that the spatial fluctuations
are mostly along the radial direction. For a survey with
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radial resolution ∆rres (determined by an instrument’s
spectral resolution), a natural choice for a bin size in
k would be ∼ 2pi/∆rres. Since the value of k is mul-
tiplied by r0 inside the oscillatory terms of Eq. (42),
and r0  ∆rres, it follows that one goes through many
cycles of the sinusoids within each bin in k in any prac-
tical measurement. The middle term of Eq. (42) thus
averages to zero, while the squared sinusoids average to
1/2. We thus have
Sfg` (k) ≈ 4pi
Cfg`∫∞
−∞drΦ
2(r)
[
r20Φ˜
2(k) + Φ˜′2(k)
]
(43)
Now, the two terms seen here that comprise Sfg` (k) are
not of equal importance. Dimensional analysis suggests
that the derivative of Φ is of order Φ′ ∼ Φ/∆rsurvey,
while the derivative of its Fourier transform Φ˜ is of or-
der Φ˜′ ∼ Φ˜∆rsurvey, a fact that can be verified by testing
various functional forms for Φ. The first term in our ex-
pression for Sfg` (k) is thus larger than the second term by
a factor of (r0/∆rsurvey)
2, which greatly exceeds unity
for high-redshift measurements. These simplifications
yield the final expression
Sfg` (k)
∣∣∣∣∣
`.kr0
≈ 4piCfg`
r20Φ˜
2(k)∫∞
−∞drΦ
2(r)
. (44)
This result is essentially identical to its flat-sky counter-
part on the k⊥-k‖ plane. There, the foregrounds were
seen to be confined mostly to low k‖ values, with the
characteristic width of the fall-off towards higher k‖ of
∼ 1/∆rsurvey, as expected from the Fourier transform of
data that spans a length of ∆rsurvey. Here, in the regime
where our modes are dominated by radial fluctuations,
we have k taking the place of k‖. But the behavior is
the same, since Φ˜(k) falls off as ∼ 1/∆rsurvey.
5.3. Numerical Results
Summarizing the last two results, it is pleasing to note
that the even though Eqs. (37) and (44) were derived
as different limiting cases, the latter converges to the
former when k → 0. This suggests a rather smooth
transition between the two regimes and a simple sig-
nature of foregrounds as a function of ` and k: at low
k, the foregrounds are a strong contaminant, but their
influence quickly falls off towards higher k.
We confirm this behavior in the top right panel of Fig-
ure 3 by plotting a numerically computed Sfg` (k). The
survey parameters are assumed to be the same as in
Section 5. There is a qualitative similarity between the
flat-sky plot of P (k⊥, k‖) in the top left panel, and the
curved-sky plot of S`(k) in the top right. This suggests
that the latter will be just as successful as the former in
localizing foregrounds in their respective planes. Quan-
titatively, one sees a sharp drop-off towards higher k (or
k‖), with some ringing due to our cosine radial profile.
Admittedly, the drop-off is not quite as steep as one
might hope, given that the foregrounds can easily be
six to nine orders of magnitude brighter than the cos-
mological in power spectrum units (Santos et al. 2005;
Jelic´ et al. 2008; Bernardi et al. 2009, 2010). However,
a large number of tools can be employed to further sup-
press foregrounds at high k (or k‖). For example, fore-
grounds can be filtered or directly subtracted, whether
via the construction of foreground models or through
blind methods (Wang et al. 2006; Gleser et al. 2008;
Liu et al. 2009b; Bowman et al. 2009; Liu et al. 2009a;
Harker et al. 2009; Petrovic & Oh 2011; Paciga et al.
2011; Parsons et al. 2012b; Liu & Tegmark 2012; Chap-
man et al. 2012, 2013; Wolz et al. 2014; Shaw et al. 2014,
2015; Wolz et al. 2015). Leakage of foregrounds from
low k to high k can be mitigated by imposing tapering
functions to apodize the radial profile φ(r) (Thyagarajan
et al. 2013). This would, for instance, reduce the Fourier
space ringing from the cosine form of Eq. (34), which
causes the horizontal stripes that are visually obvious
in the top row of Figure 3. Finally, statistical methods
can be employed to selectively downweight foreground
contaminated modes, whether prior to the squaring of
temperature data in power spectrum estimation (Liu &
Tegmark 2011; Liu et al. 2014a; Trott et al. 2016) or
after (Dillon et al. 2014; Liu et al. 2014b). Our goal
here was only to show that S`(k) is just as viable a fore-
ground diagnostic for the curved sky as P (k⊥, k‖) is for
the flat sky, and Figure 3 shows that this is indeed the
case.
6. INTERLOPER LINES IN THE SPHERICAL
HARMONIC POWER SPECTRUM
Aside from broadband foregrounds that are spectrally
smooth, some intensity mapping surveys must also deal
with the problem of interloper lines, where emission from
two different spectral lines that are sourced at differ-
ent radial distances may nonetheless redshift into the
same observing band. More concretely, an interloper
line with a rest frequency of ν′rest emitted at redshift
z′ will appear at the same observed frequency as an-
other line (say, the one targeted by an intensity map-
ping survey) with rest frequency νrest at redshift z if
(1 + z′)/ν′rest = (1 + z)/νrest. The interloper line thus
acts as an additional foreground contaminant. For 21 cm
intensity mapping this is typically not a problem, sim-
ply because there lack plausible spectral line candidates
with appropriate rest frequencies. In contrast, [CII] and
CO lines are both candidates for intensity mapping sur-
veys, and can easily be confused with one another.
Since interloper lines may themselves trace cosmic
structure (albeit at different redshifts), they are not
spectrally smooth foreground contaminants, and thus
cannot be mitigated by the methods described in the rest
of this paper. To deal with this, a variety of techniques
have been proposed in the literature, including source
masking (Silva et al. 2015; Yue et al. 2015; Breysse et al.
2015), cross-correlation with external datasets (Visbal &
Loeb 2010; Gong et al. 2012, 2014), comparison to com-
panion lines (Kogut et al. 2015), and the exploitation
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of angular fluctuations to reconstruct three-dimensional
source distributions (de Putter et al. 2014). Recently,
Cheng et al. (2016) and Lidz & Taylor (2016) proposed
a method for separating interloper lines by invoking the
statistical isotropy of the cosmological signal. The key
observation is that the rest frequency of a line enters
the frequency-radial distance mapping of Eq. (3) in a
different way than it does in the angle-transverse dis-
tance conversion of Eq. (7). If emission from an inter-
loper line is mistaken as the targeted line in a survey,
it will be mapped to incorrect cosmological coordinates.
As a result, the emission will no longer be statistically
isotropic, in contrast to emission from the targeted line,
which will have been mapped correctly and thus will
be statistically isotropic. In terms of the power spec-
trum, emission from the targeted line will appear in the
cylindrical power spectrum P (k⊥, k‖) as a function of
k ≡ (k2⊥+k2‖)1/2 only, while interloper emission will have
a non-trivial dependence on k⊥ and k‖. This difference
in k⊥-k‖ signature provides a way to identify interloper
emission.
In this section, we build on the work of Cheng et al.
(2016) and Lidz & Taylor (2016), generalizing their flat-
sky treatment to the curved sky using the spherical har-
monic power spectrum. Our goal will be to show that
just as P (k⊥, k‖) is no longer just a function of k if
the incorrect rest frequency νinc is assumed, S`(k) will
similarly develop a dependence on ` under those circum-
stances. To begin, we note that Eq. (8) is always exact,
since it only relies on angular information, which does
not require knowledge of the rest frequency of the spec-
tral line. The assumption of an incorrect rest frequency
enters only in Eq. (9), when one must map frequen-
cies to radial distances. Suppose some emission origi-
nates from a comoving location r = rrˆ. If the incor-
rect frequency-radial distance relation is used due to a
mistaken assumption about the rest frequency of the
emission, this emission will be mapped to a location
r ≡ s(r)rˆ instead, where s is the incorrect radial dis-
tance, which is a function of the correct distance r. As a
result, Eq. (9) becomes T
inc
`m(k), the incorrectly mapped
version of T `m(k), and take the form
T
inc
`m(k) ≡
√
2
pi
∫
d3rj`(kr)Y
∗
`m(rˆ)T [s(r)rˆ]φ[s(r)rˆ],
(45)
where we have included the finite volume of our survey
via the function φ, just as we did in the previous section.
Writing the Tφ term in terms of their Fourier transforms
and repeating steps analogous to the ones used between
Eqs. (16) and (18), we obtain
T
inc
`m(k) = i
`4
√
2pi
∫
d3k′
(2pi)3
d3k′′
(2pi)3
Y`m(kˆ
′)φ˜(k′ − k′′)
×T˜ (k′′)
∫
drr2j`(kr)j`[k
′s(r)]. (46)
To relate this to the power spectrum, we square this
expression, take the ensemble average, and average over
m values. Performing manipulations similar to those
that led to Eq. (30) results in∑`
m=−`〈|T
meas
`m (k)|2〉
2`+ 1
≈ P (k) 2
pi4
∫
d3rφ2(r)
×
(∫
dr′r′2dk′k′2j`(k′r)j`(kr′)j`[k′s(r′)]
)2
, (47)
where k is some wavenumber that is not necessarily
equal to k. In other words, with an incorrect map-
ping of radial distances, we should not necessarily ex-
pect 〈|Tmeas`m (k)|2〉 to probe a distribution of power that
is sharply peaked around k. Any bias in the probed
wavenumber, however, is irrelevant for our present pur-
poses, which is simply to show that an ` dependence
is acquired in our (no longer isotropic) estimate of the
power spectrum. Performing the k′ integral using Eq.
(12) (but with r and k swapping roles) and inserting the
result into Eq. (31), one obtains
Sinc` (k) = P (k)
[∫
d3rφ2(r)j2` (kr)
]−1
×
∫
d3r
φ2(r)
s′[s−1(r)]
(
s−1(r)
r
)2
j2` [ks
−1(r)] (48)
for the estimated spherical harmonic power spectrum
under the assumption of a mistaken rest frequency.
Here, s′ ≡ ∂s/∂r (i.e., the derivative of the incorrectly
mapped radial distance with respect to the true radial
distance) and s−1 denotes an inverse mapping, not a
reciprocal. Notice that if the rest frequency is correct
(i.e., one is dealing with emission from the targeted line
rather than the interloper line), then s is the identity
function, s′ is unity, and the two integrals cancel to leave
a result that is `-independent. In general, however, the
result will be `-dependent. We thus conclude that just
as anisotropies in P (k⊥, k‖) can be used to detect inter-
loper lines within the flat-sky approximation, S`(k) can
be used in the same way for a full curved-sky treatment.
7. SPHERICAL HARMONIC POWER SPECTRUM
MEASUREMENTS WITH INTERFEROMETERS
In previous sections, we have focused on understand-
ing the intrinsic spherical harmonic power spectrum
S`(k) without the inclusion of any instrumental effects
other than a selection function to account for survey
geometry. For some intensity mapping efforts, the ex-
clusion of these effects will not result in major differ-
ences in S`(k). For instance, at higher frequencies (say,
those relevant to [CII] intensity mapping) it is common
to perform intensity mapping with traditional single dish
telescopes and spectrometers. With such systems, the
equations derived so far in this paper are a reasonable
approximation for what one might see in real data, per-
haps with the addition of a high noise component at
high ` and k to reflect finite angular and spectral res-
olution. In contrast, at low frequencies it is common
to perform intensity mapping using radio interferome-
ters. In this section, we will show that with data from
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interferometers, S`(k) behaves qualitatively differently
from what we have considered so far. Despite these dif-
ferences, once the data (and any accompanying metrics
for describing their statistical properties) are reduced to
modes in the spherical Fourier-Bessel basis, it is irrele-
vant whether they were collecting using single dish tele-
scopes or interferometers. The spherical Fourier-Bessel
basis and the spherical harmonic power spectrum S`(k)
may thus be a useful meeting point for cross-correlations
between the 21 cm and CO/[CII] lines (e.g., as proposed
in Lidz et al. 2011).
Interferometers are frequently used for intensity map-
ping measurements because they are essentially Fourier-
space instruments, with each baseline of an interferome-
ter directly sampling a fringe pattern that approximates
one of the spatial Fourier modes of interest. They are
therefore a relatively inexpensive way to perform high-
sensitivity measurements of the power spectrum. How-
ever, the picture of an interferometer as a Fourier-space
instrument is precisely correct only in the limit that
the sky is flat. This assumption is typically invoked
in derivations of estimators for connecting interferomet-
ric measurements to power spectra (Hobson et al. 1995;
White et al. 1999; Padin et al. 2001; Halverson et al.
2002; Hobson & Maisinger 2002; Myers et al. 2003; Par-
sons et al. 2012a, 2014). It is, however, explicitly vio-
lated by the wide-field nature of many instruments built
for intensity mapping. In this section, we will address
this shortcoming, using the spherical Fourier-Bessel for-
malism to relate interferometric data to the cosmological
power spectrum in a way that fully respects curved sky
effects.
For the purposes of three-dimensional intensity map-
ping experiments, interferometers come with the added
complication of being inherently chromatic instruments.
Consider, for example, the visibility measured by a sin-
gle baseline of an interferometric array:
V (b, ν) =
∫
dΩφ(rν)A(rˆ, ν)I(rˆ, ν)e
−i2piνb·rˆ/c (49a)
≡
∫
dΩφ(rν)B(rˆ, ν)T (rˆ, ν)e
−i2piνb·rˆ/c (49b)
≈
∫
d2r⊥
r2ν
φ(rν)B(rˆ, ν)T (rˆ, ν)e
−i2piνb·r⊥/crν , (49c)
where in the last line we invoked the narrow-field, flat-
sky approximation, allowing a “line-of-sight” direction
to be unambiguously identified and a position vector
r⊥ transverse to this direction to be defined. In the
penultimate line we used the Rayleigh-Jeans Law to con-
vert from intensity to brightness temperature, defining
a modified primary beam
B(rˆ, ν) ≡ 2kB
c2
ν2A(rˆ, ν). (50)
One sees that in the flat-sky limit, the complex expo-
nential takes the form of exp (−ik⊥ · r⊥), and thus the
baseline probes a spatial mode perpendicular to the line
of sight with wavevector k⊥ = 2piνb/crν . The key fea-
ture to note here is that this spatial scale is dependent
on ν. Interferometers are therefore inherently chromatic
in the sense that the Fourier mode probed by a partic-
ular baseline depends on frequency, particularly if the
baseline is long. This complicates the power spectrum
measurement, for in order to access Fourier modes along
the line of sight (characterized by wavenumber k‖), it is
necessary to perform a Fourier transform along the fre-
quency axis. At least for data from a single baseline, the
chromaticity means that k⊥ is not held constant during
the line of sight Fourier transform. This causes cou-
plings between k‖ and k⊥ modes, and is responsible for
the wedge feature that has been discussed extensively in
the previous literature. The wedge arises when the chro-
maticity of an interferometer imprints this chromaticity
on observed foregrounds. Being spectrally smooth, the
foregrounds should in principle be localized to low k‖
modes (as we saw in the top panels of Figure 3), but
in practice the imprinted chromaticity causes them to
appear at higher k‖ modes in a wedge-like signature.
The wedge is both a problem and an opportunity.
The wedge is a problem because it increases (compared
to a theoretically ideal situation with no instrument
chromaticity) the number of Fourier modes that are
foreground-dominated and thus unavailable for a mea-
surement of the cosmological signal. These unavailable
modes are often the ones that are highest in signal-to-
noise, resulting in a significant reduction in sensitivity
(Pober et al. 2014; Chapman et al. 2016). However, the
wedge is also an opportunity because it can be shown
(in a reasonably general manner) that it is limited in ex-
tent, i.e., the foreground contamination does not extend
beyond the confines of the wedge shape. Observations
can therefore be targeted at modes that are outside the
wedge, and instruments may be designed conservatively
to optimize such observations (Parsons et al. 2012a). In-
deed, this is the general principle behind the design of
HERA (DeBoer et al. 2016).
That smooth spectrum foregrounds have a well-
defined signature in the form of the wedge is one of the
reasons that recent works have espoused the P (k⊥, k‖)
power spectrum as a useful diagnostic for data analysis.
In order for our proposed statistic S`(k) to be useful
in the same way, it is necessary to show that the chro-
matic influence of an interferometer also gives a well-
defined and well-localized signature `-k space. We will
do so in the following subsections once we have estab-
lished the connection between curved sky power spectra
and interferometeric data, finding that foregrounds are
again localized to a wedge. We will focus on single-
baselines analyses of the data, as this provides a conser-
vative estimate for the extent of the foreground wedge
in S`(k). Multi-baseline information can be used to alle-
viate wedge effects, because one can essentially combine
data from different frequencies and different baselines
that have the same ratio νb/rν , alleviating the chro-
matic effects that caused the wedge in the first place.
There thus exist methods for reducing the extent of the
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wedge, and our single-baseline treatment should be con-
sidered a worst-case scenario.
7.1. Delay spectrum power spectrum estimation
To estimate the power spectrum from a single base-
line, one begins by forming the delay spectrum of the
baseline’s visibility. This is accomplished by Fourier
transforming the visibility along the frequency axis to
obtain
V˜ (b, τ) ≡
∫
dν γ(ν)ei2piντV (b, ν), (51)
where γ(ν) is an optional tapering function chosen by
the data analyst. Given that V approximates the sky
brightness Fourier transformed in the axes perpendicu-
lar to the line of sight, V˜ serves as an approximation for
the T˜ (k). The delay spectrum can then be squared and
normalized to yield an estimator for the power spectrum
P (k).
As we discussed above, a single baseline probes dif-
ferent k⊥ scales at different frequencies. Power spectra
estimated using delay spectra are therefore often con-
sidered mere approximations to “true” power spectra.
However, an estimator formed from the delay spectrum
represents a perfectly valid estimator, so long as error
statistics are included in the final results. The quoted
error statistics on a power spectrum estimate P̂ (k∗) at
some spatial scale k∗ should include not only the error
bars on the value of P̂ itself, but also window functions
for describing the (sometimes broad) distribution of k
values that contribute to a power estimate that is cen-
tered on k = k∗. Because single-baseline estimators have
a chromatic scale-dependence, their resulting window
functions will be wider than what might be in princi-
ple achievable using a well-controlled multi-baseline ap-
proach. In general, however, the latter will still give win-
dows of non-zero width (due to a combination of finite-
volume and analysis pipeline effects), and in that sense
a delay spectrum power spectrum with well-documented
error statistics is not any more of an approximation than
any other method.8
In the following subsections we establish the frame-
work for single-baseline analyses of the power spectrum
in the curved sky. Section 7.2 computes the window
functions associated with delay spectrum power spec-
trum estimation. Section 7.3 provides a rigorous deriva-
tion of power spectrum normalization, using our spheri-
cal harmonic formalism to incorporate curved sky treat-
ments that have so far been neglected in the literature.
8 The term “window function” is unfortunately rather overused.
In various parts of the literature, it has been used to refer to what
we have called the tapering function γ in this paper, and in other
parts of the literature it has been used to describe what we have
called the survey profile φ. In this paper, a window function will
always refer to the function that describes the linear combination
of true power spectrum probed by one’s statistical estimator of
the power spectrum. A mathematically precise definition for the
window functions of our particular estimator will be provided in
Eqs. (57) and (58).
Section 7.4 then demonstrates how the foreground wedge
signature seen in P (k⊥, k‖) spectra is preserved in S`(k).
7.2. Window functions of a delay-based power
spectrum estimate
As mentioned above, one estimates the power spec-
trum from a single baseline by first forming the delay
spectrum V˜ , followed by a subsequent squaring of the
result. Computing the window functions of such an esti-
mate requires relating our measurements to a theoretical
power spectrum. To do so, we take the definition of a
single baseline’s visibility from Eq. (49b) and expand
the temperature field in spherical harmonics, giving
V (b, ν) =
∑
`m
φ(rν)a`m(ν)f`m(b, ν), (52)
where we have defined
f`m(b, ν) ≡
∫
dΩB(rˆ, ν)Y`m(rˆ)e
−i2piνb·rˆ/c. (53)
as the response of a baseline b to an excitation of the
spherical harmonic with indices ` and m. The detailed
properties of this response function have previously been
explored in the literature (Shaw et al. 2014; Zheng et al.
2014; Shaw et al. 2015; Zhang et al. 2016a,b). Here,
we relate this response function to a delay spectrum ap-
proach. To proceed, we use Eq. (9) (or rather, the in-
verse of the transformation it describes) to express a`m
in terms of its spherical Fourier-Bessel expansion, giving
V (b, ν) =
√
2
pi
∑
`m
∫
dk k2j`(krν)T `m(k)f`m(b, ν)φ(rν).
(54)
Forming the delay spectrum V˜ from this then yields
V˜ (b, τ) =
√
2
pi
∑
`m
∫
dk k2g`m(k;b, τ)T `m(k), (55)
where
g`m(k;b, τ) ≡
∫
dνei2piντ j`(krν)f`m(b, ν)φ(rν)γ(ν).
(56)
Now suppose the measured sky consists only of the
cosmological signal. The T `m(k) modes are then directly
related to the power spectrum via Eq. (19), and the
ensemble average of the square of the delay spectrum
reduces to
〈|V˜ (b, τ)|2〉 = 2
pi
∑
`m`′m′
∫
dkdk′k2k′2〈T `m(k)T ∗`′m′(k′)〉
× g`m(k;b, τ)g∗`′m′(k′;b, τ)
=
∑
`
∫
dkW unnorm` (k;b, τ)P (k), (57)
where
W unnorm` (k;b, τ) ≡
2k2
pi
∑
m
|g`m(k;b, τ)|2 (58)
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Figure 4. Example window functions on the `-k plane, given
by Eq. (58). Each set of contours describes the linear com-
bination of modes on the `-k plane sampled by a power spec-
trum estimator formed by a particular baseline-delay com-
bination. From bottom to top, the three rows correspond
to the windows for estimators with delay τ = 273 ns, 703 ns,
and 1133 ns. From left to right, each column corresponds to
windows for estimators with baseline lengths from 10 m to
190 m in 10 m increments. To allow everything to be easily
visualized on a common color scale, each window function
is normalized to peak at unity. The boundary ` = kr0 is
demarcated by the bold red line. Parts of the plane below
this line are difficult to access, and all window functions are
seen to taper off towards the line.
are the (unnormalized) window functions. For given val-
ues of b and τ , Eq. (57) shows that the window function
describes the linear combination of modes on the `-k
plane that are probed by the quantity 〈|V˜ (b, τ)|2〉. If
|V˜ (b, τ)|2 is to be a good estimator of the power spec-
trum, the window function for each (b, τ) pair should
satisfy two conditions. First, each window function
should be reasonably sharply peaked around some lo-
cation on the `-k, giving a precise measurement of the
power spectrum on some scale rather than a broad com-
bination of scales. Second, the window functions for
different values of (b, τ) should be centered on different
locations on the `-k plane. In other words, the ideal col-
lection of window functions should divide the `-k plane
into a set of mutually exclusive and collectively exhaus-
tive cells (Tegmark et al. 1998).
In Figure 4 we show example `-k plane window func-
tions for various choices of (b, τ), computed using the
same survey parameters as in Section 5.3. All the win-
dow functions tend to taper off towards the line ` = kr0,
consistent with our previous argument that regions be-
low this line are difficult to probe with any substantial
signal-to-noise. We find that to a good approximation,
the peaks of the window functions are located at
k ≈ 2pi
√(
τ
α0
)2
+
(
bν0
cr0
)2
; ` ≈ 2pibν0
c
, (59)
where α0 is the radial distance-frequency conversion
from Eq. (6) evaluated with the reference frequency
set to ν0, the frequency at the middle of our obser-
vational band. These expressions are what one would
write down assuming a flat-sky mapping between in-
terferometer parameters (b, τ) and spatial fluctuation
wavenumbers ` and k. Given this, it is unsurprising
that the accuracy of these approximations goes down
at low `, where curved sky effects are expected to be
the most important. Nonetheless, the accuracy is rea-
sonable throughout: we find that the ` location of the
peaks predicted by Eq. (59) to be good to ∼ 10% at
` ∼ 30, improving to 5% by ` ∼ 50 and with further
improvements as ` increases. Nowhere in the `-k range
bracketed by the window functions shown in Figure 4 do
we find the errors to be larger than 10%. Our prediction
for the k location of the peaks is better yet, with the er-
rors never exceeding ∼ 5%, and more typically at the
sub-percent level. In any case, our approximations are
meant for illustration purposes only. In a practical esti-
mation of power spectra, one should compute the exact
window functions (as we have done here by numerical
means), and these window functions should accompany
any power spectrum results that are presented.
For |V˜ (b, τ)|2 to serve as a useful estimator of the
power spectrum, its window functions must not only be
centered on different parts of the `-k plane for differ-
ent values of b and τ (as we have just shown). The
windows must also be relatively compact, and we see
in Figure 4 that this is indeed the case. A key feature,
however, is that the window functions become elongated
in the k direction as one moves to higher `. This effect is
exactly analogous to the k‖ elongation of window func-
tions at high k⊥ in the flat-sky case examined in Liu
et al. (2014a), and is due to the fact that the higher `
(or k⊥) are probed by longer baselines, which (as we dis-
cussed in Section 7) exhibit a more chromatic response.
The elongation seen here is our first hint of the fore-
ground wedge, since an extended window function in k
(or k‖) will pick up more foreground contamination from
the lower portions of the `-k, where foregrounds intrinsi-
cally reside. This causes foregrounds to leak “upwards”
on the plane, with the extent of the leakage tracking
the increasingly exaggerated elongation towards higher
` (or k⊥), thus resulting in a wedge-like feature. We will
derive the `-k plane foreground wedge more rigorously
in Section 7.4. For now, it suffices to say that since the
window functions seen in Figure 4 are reasonably com-
pact, we have successfully demonstrated that |V˜ (b, τ)|2
is just as potent an estimator of the power spectrum in
our full curved-sky formalism as it is in the flat-sky.
7.3. Normalizing a delay-based power spectrum
estimate
In the previous subsection, we showed that the
|V˜ (b, τ)|2 is a suitable estimator for the cosmological
power spectrum. However, it is not yet properly nor-
malized. Here, we derive the normalization factor that
|V˜ (b, τ)|2 must be divided by to obtain an unbiased es-
timate of the power spectrum.
From Eq. (57), we see that 〈|V˜ (b, τ)|2〉 measures
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a weighted sum/integral of the power spectrum. For
our estimator to be properly normalized, the weighted
sum/integral ought to be a weighted average instead.
We can accomplish this by dividing 〈|V˜ (b, τ)|2〉 by the
sum/integral of W unnorm` (k;b, τ), which serves as a nor-
malization factor. This normalization can be consider-
ably simplified:∑
`m
∫
dkW unnorm` (k;b, τ)
=
2
pi
∑
`m
∫
dk k2|g`m(k;b, τ)|2
=
2
pi
∫
dνdν′ei2pi(ν−ν
′)τ
∫
dkk2j`(krν)j`(krν′)
φ(rν)φ(rν′)γ(ν)γ(ν
′)
∑
`m
f`m(b, ν)f
∗
`m(b, ν
′)
=
∫
dν
rν
dν′
rν′
ei2pi(ν−ν
′)τδD(rν − rν′)
φ(rν)φ(rν′)γ(ν)γ(ν
′)
∑
`m
f`m(b, ν)f
∗
`m(b, ν
′), (60)
where in the last line we invoked the orthnormality
of spherical bessel functions with different arguments.
Continuing, we have∫
dν
rν
dν′
rν′
ei2pi(ν−ν
′)τ δ
D(ν − ν′)
αν
φ(rν)φ(rν′)γ(ν)γ(ν
′)
∑
`m
f`m(b, ν)f
∗
`m(b, ν
′)
=
∫
dν
r2ναν
φ2(rν)γ
2(ν)
∑
`m
|f`m(b, ν)|2
=
∫
dΩdν
B2(rˆ, ν)φ2(rν)γ
2(ν)
r2ναν
, (61)
where in the last equality we used Eq. (53) in conjunc-
tion with the fact that
∑
`m Y`m(rˆ)Y
∗
`m(rˆ
′) = δD(rˆ, rˆ′).
Putting everything together, a properly normalized es-
timator P̂ (k) of the power spectrum is given by
P̂ (k) =
(
c2
2kB
)2 |V˜ (b, τ)|2∫
dΩdνν4A2(rˆ, ν)φ2(rν)γ2(ν)/r2ναν
,
(62)
where it is understood that the copy of k on the left hand
side is tied to the values of b and τ on the right hand side
via Eq. (59). Remarkably, this result is almost identi-
cal to the estimator previously derived in the literature
with many more assumptions (chiefly the flat-sky ap-
proximation), reproduced in Appendix B for complete-
ness. Comparing Eqs. (62) and (B11), one sees that the
flat-sky approximation has only a minor effect on the
result. The two expressions differ only in that with the
curved sky case, rν and αν appear inside a radial integral
and are evaluated using their full nonlinear expressions,
whereas in the flat-sky case, they appear outside the
integral and are evaluated at the middle of the radial
profile of our survey. Numerically, we find that for the
PAPER primary beam, the difference between the Eqs.
(62) and (B11) is ∼ 0.1%. This rigorously justifies the
previous use of flat-sky normalization factors in delay-
spectrum-based estimates of the power spectrum (Pober
et al. 2013a; Parsons et al. 2014; Ali et al. 2015; Jacobs
et al. 2015), regardless of whether an instrument’s beam
is narrow.
7.4. The foreground wedge in the spherical
Fourier-Bessel formalism
In Section 7.2, we saw that our power spectrum win-
dow functions became elongated at high `, providing our
first hints of the foreground wedge. However, these hints
were not derived in an entirely rigorous fashion, since
Section 7.2 and Section 7.3 both assumed that the sky
temperature is comprised entirely of the cosmological
signal. For the purposes of deriving a power spectrum
normalization, this is the correct assumption to make.
On the other hand, this is insufficient for a derivation of
the foreground wedge, since we saw from Section 3.2 that
foregrounds have different statistical properties than the
cosmological signal.
When the sky consists of more than just the cosmolog-
ical signal, Eq. (57) becomes more complicated because
the two-point correlator of T `m(k) is no longer propor-
tional to the cosmological power spectrum. Instead,
foregrounds form an additive contribution to T `m(k),
and—since they are uncorrelated with the cosmological
signal—an additive contribution to the two-point cor-
relator. As a simple example, consider the foreground
model discussed in Section 3.2, where the foregrounds
possess (statistical) rotation invariance but not trans-
lation invariance along the radial/frequency direction.
With these foregrounds, Eq. (57) becomes
〈|V˜ (b, τ)|2〉 =
∑
`
∫
dkW unnorm` (k;b, τ)P (k)
+
2
pi
∑
`m
C`
∣∣∣∣∣
∫
dk k2q`(k)g`m(k;b, τ)
∣∣∣∣∣
2
, (63)
where q`(k) is the radial spherical Fourier-Bessel trans-
form of the foreground spectrum, as defined by Eq. (22).
Inserting explicit expressions for the q` and g`m results
in considerable simplifications to the integral in the sec-
ond term of our expression:∫
dk k2q`(k)g`m(k;b, τ)
=
√
2
pi
∫
dνdr′ei2piντr′2f`m(b, ν)φ(rν)γ(ν)κ(νr′)
×
∫
dk k2j`(kr
′)j`(krν)
=
√
pi
2
∫
dν ei2piντf`m(b, ν)φ(rν)γ(ν)κ(ν), (64)
where in the second equality we used the orthogonality
of spherical Bessel functions from Eq. (12). Inserting
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f`m from Eq. (53) then gives√
pi
2
∫
dΩB(rˆ)Y`m(rˆ)
∫
dν ei2piν(τ−b·rˆ/c)φ(rν)γ(ν)κ(ν),
(65)
where in this section we are assuming that B(rˆ) is ap-
proximately frequency independent in order to highlight
the interferometric phenomenology of the foreground
wedge. Now, define for notational convenience the quan-
tity Θ(ν − ν0) ≡ φ(rν)γ(νr)κ(νr) as a re-centered fre-
quency profile of the foregrounds as seen in the data
(i.e., including the finite bandwidth φ of the instrument
and the tapering function γ imposed by the data ana-
lyst). The foreground contribution to 〈|V˜ (b, τ)|2〉 then
becomes
〈|V˜ (b, τ)|2〉
∣∣∣
fg
=
∑
`m
C`
∣∣∣∣∣
∫
dΩB(rˆ)Y`me
i2piν0(τ−b·rˆ/c)
×Θ˜
[
2pi
(
τ − b · rˆ
c
)] ∣∣∣∣∣
2
. (66)
To prevent any obscuration of our understanding of the
foreground wedge in the spherical Fourier-Bessel formal-
ism, we assume at this point that C` is a constant. As an
extreme example of why this is necessary, consider the
case where C` is zero everywhere except for one partic-
ular value of `. Clearly, the signature of foregrounds on
the `-k would then be dominated by the rather peculiar
form for C`, rather than the chromatic interferometric
effects we wish to examine here. Setting C` to a con-
stant, our expression reduces to
〈|V˜ (b, τ)|2〉
∣∣∣
fg
∝
∫
dΩB2(rˆ)
∣∣∣∣∣Θ˜
[
2pi
(
τ − b · rˆ
c
)] ∣∣∣∣∣
2
=
c
b
∫ 2pi(τ+b/c)
2pi(τ−b/c)
dsB2
[
arcsin
(cτ
b
− sc
2pib
)]
|Θ˜(s)|2,(67)
where we performed the polar integral by aligning our
polar axis along the direction of the baseline. We then
defined B2 to be the beam squared profile averaged az-
imuthally about the baseline axis. However, in the final
form of the expression we assumed that the profile has a
hemispherical reflection symmetry about the plane per-
pendicular to the baseline axis, and used this to express
B2 in a more conventional coordinate system where the
polar axis is pointed at zenith.
Eq. (67) contains all the details of the foreground
wedge. To make this clear, consider the long baseline
limit, which we know from Eq. (59) maps to the high
` portion of the power spectrum. In this regime, B2
is a very broad function of s compared to Θ˜, which is
compactly localized around s ≈ 0 (since Θ is a centered
spectral profile) for spectrally smooth foregrounds that
are surveyed by an instrument with broad frequency
coverage. We may thus factor B2 out of the integral,
evaluating it at s = 0 to give
〈|V˜ (b, τ)|2〉
∣∣∣
fg
∝∼
c
b
B2
[
arcsin
(cτ
b
)] ∫ 2pi(τ+b/c)
2pi(τ−b/c)
ds|Θ˜(s)|2.
(68)
There are two key features to this equation. The first is
that 〈|V˜ (b, τ)|2〉 is zero if τ is not within ±b/c of zero,
because Θ˜ is peaked around zero. This means that there
will be no foreground emission beyond τ > b/c. Insert-
ing Eq. (59) into this condition implies that foreground
on the `-k plane will be restricted to
k < `
(
1
α20ν
2
0
+
1
r20
) 1
2
, (69)
or in terms cosmological quantities,
k < `
H0
c
[
E2(z)
(1 + z)2
+
(∫ z
0
dz′
E(z′)
)−2] 12
. (70)
We therefore have a wedge signature (beyond which
there is minimal foreground contamination) similar to
what is seen on the k⊥-k‖ plane. This is seen in the
bottom right panel of Figure 3, where we numerically
evaluate Eq. (66) for a flat intrinsic angular power spec-
trum for the foregrounds, with survey parameters kept
the same as they were in previous sections.
The other key feature Eq. (68) is the way in which
foreground power drops off as one approaches the edge
of the wedge. For regions of the `-k plane that satisfy
Eq. (70) (i.e., “inside/below the wedge”), the integral
in Eq. (68) evaluates to a constant factor, leaving a
spherical harmonic power spectrum signature Ŝfg` (k) of
the form9
Ŝfg` (k)∝〈|V˜ (b, τ)|2〉
∣∣∣
fg
∝∼
1
`
B2
[
arcsin
(
α0ν0
√
k2
`2
− 1
r20
)]
. (71)
Ignoring the 1/` prefactor (which only weakly tilts the
power profile), this expression shows that for regions
within the wedge on the k-` plane, contours of constant
power take the form of straight lines where k ∝ `. As k
increases, these contours decrease in power with a profile
determined by the square of the beam, averaged along
the direction perpendicular to the baseline.
Eq. (71) does not hold for short baselines (i.e., at
low `) because the approximations that led to Eq. (68)
no longer apply. In such a regime, the profile becomes
9 Note that while our results for the boundary of the wedge
and its profile are qualitatively robust, minor differences can arise
depending on the precise form of the power spectrum estimator
that is employed. Consider, for example, the estimator used in Liu
et al. (2014a) where visibility data was convolved onto a Fourier-
space grid using the primary beam as a gridding kernel. There,
the profile of the wedge was shown to be primary beam convolved
with itself, rather than the primary beam squared as we have it
here for our estimator.
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proportional to |Θ˜(α0k)|2, leading to the horizontally
oriented power patterns seen at low ` in Figure 3. This
contrast in behavior between low and high ` regions is
familiar from the k⊥-k‖ plane: at low ` or low k⊥, the
leakage of flat-spectrum foregrounds towards the upper
portions of the plane is driven by the radial extent of the
survey, while at high ` or high k⊥ the leakage is driven
by the baseline chromaticity that causes the wedge. In
intermediate regimes, Eq. (67) is similar in form to a
convolution. In fact, it would be precisely a convolution
were it not for the arcsin and the some constant factors
needed for unit conversions. This convolution-like op-
eration enacts a smooth transition in behavior between
the low- and high-` regimes.
Fundamentally, the wedge signature arises because
the chromaticity of an interferometer causes spectrally
smooth foregrounds from low k or k‖ (as seen in the top
row of Figure 3) to leak to higher k and k‖. In other
words, power is smeared out along the k or k‖ axes.
Though its most dominant effect is to cause the fore-
ground wedge, this smearing affects all modes on the
k⊥-k‖ and `-k planes, particularly at high k⊥ and high
` where chromatic effects are more prominent. This can
be seen by examining Figure 4, where the window func-
tions for the cosmological signal are seen to vertically
broaden at high `, regardless of location along the k axis.
(In principle, Figure 4 only applies to signals that pos-
sess translation-invariant statistics, but the effects are
qualitatively the same). The broadening with increas-
ing ` can be seen by comparing the non-interferometric
(top row) and interferometric (bottom row) results in
Figure 3. As discussed in Section 5.3, the cosine radial
profile given by Eq. (34) causes ringing in Fourier space
that gives horizontal stripes that are visually obvious
in the non-interferometric case. For the interferomet-
ric case, the ringing is still present, but the peaks are
smeared out, especially at high `. This reinforces what
was found in Liu et al. (2014a), where it was argued
that chromatic interferometric effects do not only cause
the wedge, but also reduce the independence of different
Fourier modes.
In summary, we have seen in this section that the
spherical power spectrum provides the same foreground
diagnostic capabilities on the `-k plane as the rectlinear
power spectrum did on the k⊥-k‖ plane. In the spherical
Fourier-Bessel formalism, the foregrounds continue to be
confined to a wedge. This is good news for analysts of
wide-field intensity mapping data from interferometers,
for it suggests that one’s intuition for the k⊥-k‖ plane
can be easily transferred to the `-k plane.
8. CONCLUSIONS
In this paper, we have established a framework for an-
alyzing intensity mapping data using spherical Fourier-
Bessel techniques. Such techniques easily incorporate
the wide-field nature of many intensity mapping surveys,
obviating the need to split up one’s field into several
approximately flat fields during analysis. This builds
sensitivity for science measurements as well as diagnos-
tic tests, and additionally provides access to the largest
angular scales on the sky.
Adapting spherical Fourier-Bessel techniques from
galaxy surveys requires one to pay special attention to
the unique properties of intensity mapping. For exam-
ple, we saw in Figure 1 that intensity mapping surveys
(particularly those that operate at high redshifts) tend
to be compressed in the radial direction and have very
fine radial resolution compared to angular resolution.
Intensity mapping experiments must also contend with
extremely bright foregrounds that overwhelm the cosmo-
logical signals of interest. A successful spherical Fourier-
Bessel analysis framework must demonstrate that it is
able to deal with such systematics at least as well as
traditional rectilinear Fourier techniques can.
This paper demonstrates that spherical Fourier-Bessel
modes are indeed a suitable basis for intensity mapping
analyses. Focusing on power spectrum measurements,
in Section 4 we proposed that the cylindrically binned
power spectrum P (k⊥, k‖) be replaced by the spherical
harmonic power spectrum S`(k). The quantity S`(k)
is conveniently defined so that a weighted average of it
over different ` values yields the spherically binned cos-
mological power spectrum P (k). At the same time, by
splitting up the measured power spectrum into a func-
tion of ` and k, angular fluctuations are separated from
arbitrarily oriented spatial fluctuations. This separation
of fluctuations into angular and non-angular modes pro-
vides a powerful diagnostic for systematics. This has
historically been the motivation for viewing the power
spectrum as a function of k⊥ and k‖, and S`(k) preserves
this crucial property of P (k⊥, k‖). Of course, this is not
to say that the data should not also be examined in
bases like (b, τ) that are more closely related to the ac-
tual instrument’s measurement (Vedantham et al. 2012;
Parsons et al. 2012b). Doing so is particularly valuable
prior to the squaring of the data to form power spectra,
and both approaches can and should be used.
Chief amongst the systematics that may be discern-
ingly diagnosed on the k⊥-k‖ plane are astrophysical
foregrounds. Foregrounds are expected to have local-
ized signatures in P (k⊥, k‖), facilitating their removal.
We have shown in this paper that the same is true for
S`(k). For non-interferometric intensity mapping sur-
veys, we have shown that the spectrally smooth nature
of foregrounds results in their being sequestered at low
k, and that interloper lines can be detected using S`(k)
just as easily as they can be using P (k⊥, k‖). For in-
terferometric surveys, foregrounds tend to limited to a
wedge-like feature on the k⊥-k‖ plane. Foregrounds are
limited to a similar wedge on the `-k plane. This sug-
gests that S`(k) is just as capable a diagnostic quan-
tity as P (k⊥, k‖) for intensity mapping surveys, while
simultaneously discarding unwarranted flat-sky approx-
imations seen in previous papers. Another attractive
property of our spherical Fourier-Bessel formulation is
that many of the relevant formulae derived in this pa-
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per (such as the equation delineating the boundary of
the foreground wedge) are very similar to their flat-sky
counterparts. Intuition for the behavior of P (k⊥, k‖)
that has been built up in the prior literature is thus
almost entirely transferrable to S`(k).
Our framework may be generalized in several ways in
future work. For instance, we have thus far neglected to
describe redshift space distortions, although the spher-
ical formalism that we espouse here should be partic-
ularly well-suited for the purpose (C. J. Schmit et al.,
in prep.). A crucial area of investigation will be to de-
termine whether cosmological redshift space distortions
interfere with the signature of interloper lines. Another
area of future development would be the incorporation
of light-cone effects, since it has been shown that cos-
mological evolution cannot be neglected over the survey
volume of a typical intensity mapping survey (Barkana
& Loeb 2006; Datta et al. 2012, 2014; La Plante et al.
2014; Zawada et al. 2014; Ghara et al. 2015). For now,
however, this paper points to the promise of spherical
Fourier-Bessel techniques for rigorous data analysis, pro-
viding yet another powerful diagnostic tool in the con-
tinuing progress of intensity mapping towards surveying
an unprecedentedly large volume of our observable Uni-
verse.
The authors gratefully acknowledge delightful and
helpful discussions with James Aguirre, Michael East-
wood, Aaron Ewall-Wice, Daniel Jacobs, Gregg Halli-
nan, Bryna Hazelton, Jacqueline Hewitt, Saul Kohn,
Miguel Morales, Jonathan Pober, Jonathan Pritchard,
Claude Schmit, Richard Shaw, and Nithya Thyagara-
jan. This research was completed as part of the Uni-
versity of California Cosmic Dawn Initiative. AL and
ARP acknowledge support from the University of Cal-
ifornia Office of the President Multicampus Research
Programs and Initiatives through award MR-15-328388,
as well as from NSF CAREER award No. 1352519,
NSF AST grant No.1129258, and NSF AST grant No.
1440343. AL acknowledges support for this work by
NASA through Hubble Fellowship grant #HST-HF2-
51363.001-A awarded by the Space Telescope Science
Institute, which is operated by the Association of Uni-
versities for Research in Astronomy, Inc., for NASA, un-
der contract NAS5-26555. This research used resources
of the National Energy Research Scientific Computing
Center, a DOE Office of Science User Facility supported
by the Office of Science of the U.S. Department of En-
ergy under Contract No. DE-AC02-05CH11231.
APPENDIX
A. ESTIMATING THE POWER SPECTRUM FROM
RECTILINEAR FOURIER MODES
In this Appendix, we derive a relation between mea-
sured rectilinear Fourier amplitudes of the sky T˜meas(k)
and the power spectrum, analogous to Eq. (28) for
the spherical Fourier-Bessel modes. The derivation pre-
sented here is a standard one, and is only included to
serve as an analogy to Eq. (28).
For a survey specified by the function φ(r)—so that
the measured temperature field is φ(r)T (r) rather than
just T (r)—the measured Fourier amplitudes T˜meas(k)
are related to the true Fourier amplitudes T˜ (k) by the
convolution theorem, which gives
T˜meas(k) =
∫
d3k′
(2pi)3
T˜ (k′)φ˜(k− k′). (A1)
Squaring and ensemble averaging the result gives
〈|T˜meas(k)|2〉 =
∫
d3k′
(2pi)3
∣∣φ˜(k− k′)∣∣2P (k′), (A2)
where we used Eq. (13) to relate the ensemble average
of the true Fourier amplitudes to the power spectrum.
Assuming |φ˜|2 is sharply peaked, P (k′) can be approxi-
mately factored out of the integral and evaluated at k.
Changing integration variables from k′ to k−k′ for the
remaining integral and invoking Parseval’s theorem then
yields
〈|T˜meas(k)|2〉 = P (k)
∫
d3rφ2(r). (A3)
This suggests that a power spectrum estimator P̂ (k) can
be constructed by computing
P̂ (k) =
∑
|k|=k |T˜meas(k)|2
Nk
∫
d3rφ2(r)
, (A4)
where Nk is the number of independent Fourier modes
in the shell where |k| = k. The rest of the normalization
factor that comprises the denominator (i.e., the integral)
is independent of k and is a sensitivity-weighted volume
factor. For a survey with uniform sensitivity, for ex-
ample, φ(r) = 1 everywhere inside the survey and the
integral is exactly the volume of the survey. Because
this integral is independent of k, it follows that the ori-
entation of a Fourier mode (i.e., kˆ) has no bearing on its
sensitivity to the power spectrum, and all orientations
are equally sensitive.
B. DELAY SPECTRUM NORMALIZATION IN THE
NARROW-FIELD FLAT-SKY LIMIT
For orientation, we now briefly review how visibility-
based estimators of the power spectrum are usually de-
rived. Again, the derivation that follows is not new to
this paper, but we include it to provide a pedagogical
comparison to Section 7.3, as well as to place a special
emphasis on the approximations involved.
Our first approximation will be the flat-sky, narrow-
field approximation. This makes Eq. (49c) the appro-
priate expression to use for our interferometric visibil-
ity. Next, we assume that the interferometric fringe in
this visibility is frequency-independent, so that the fac-
tor of ν in the complex exponential term may be re-
placed by ν0, the median frequency of one’s observing
volume. This is equivalent to the approximation that
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one has very short baselines (since the baseline vector b
is multiplied by ν), or alternatively, that most spectral
structure comes from either the primary beam or the
sky temperature. Correspondingly, we also replace all
copies of rν with r0 to yield
10
V (b, ν) =
1
r20
∫
d2r⊥φ(r)B(r⊥, ν)T (r⊥, ν)e−i2piν0b·r⊥/cr0 .
(B5)
To access Fourier modes along the line-of-sight, we per-
form the delay transform defined by Eq. (51). Con-
verting again to cosmological coordinates and defining
k⊥ ≡ 2piν0
r0c
b; k‖ ≡ 2piτ
α
, (B6)
along with k ≡ (k⊥, k‖), one obtains
V˜ (b, τ) =
ei2piν0τ−ik‖r0
r20α0
∫
d3rD(r)T (r) exp (−ik · r)
=
ei2piν0τ−ik‖r0
r20α0
∫
d3k′
(2pi)3
T˜ (k′)D˜(k− k′), (B7)
where γ is the tapering functions used in Eq. (51),
α0 is the distance-frequency conversion from Eq. (6)
evaluated at the redshift corresponding to the central
frequency of the survey, and we have defined D(r) ≡
B(r)φ(r)γ(νr‖), with D˜ denoting its Fourier transform.
While survey geometry and tapering factors such as φ
and γ have not typically been included in literature
derivations such as those in Parsons et al. (2012a) and
Parsons et al. (2014), they are crucial in practical anal-
yses of the data (e.g., in Ali et al. 2015), and thus we
include them here.
As suggested in Section 7.1, we may relate the delay-
transformed visibility to the power spectrum by squar-
ing V˜ (b, τ) and taking an ensemble average over real-
izations of the random temperature field. This gives
〈|V˜ (b, τ)|2〉=
(
1
r20α0
)2 ∫
d3k′
(2pi)3
d3k′′
(2pi)3
D˜(k− k′)D˜∗(k− k′′)〈T˜ (k′)T˜ ∗(k′′)〉
=
(
1
r20α0
)2 ∫
d3k′
(2pi)3
P (k′)|D˜(k− k′)|2,(B8)
where in the last equality we invoked the definition of
the power spectrum, i.e., Eq. (13). At this point, we
may make the approximation that the power spectrum
is a relatively broad function, while |D˜(k−k′)|2 is fairly
sharply peaked at k = k′. This allows P (k) to be fac-
tored out of the integral, and by invoking Parseval’s the-
10 In principle, converting ν0 to a radial distance does not
yield r0 because the distance-frequency relation is nonlinear. In
practice, the radially compressed geometry of a typical intensity
mapping survey (see Figure 1) means that linearized distance-
frequency relations such as Eq. (5) are excellent approximations.
We are thus justified in making the assumption that ν0 and r0
roughly refer to the same radial distance.
orem on what remains, we obtain
〈|V˜ (b, τ)|2〉 ≈
(
1
r20α0
)2
P (k)
∫
d3rD2(r). (B9)
A sensible estimator P̂ (k) for the power spectrum would
thus be
P̂ (k) = r40α
2
[∫
d3rD2(r)
]−1
|V˜ (b, τ)|2
=
αr20∫
d2θdνB2(θ, ν)γ(ν)φ(rν)
|V˜ (b, τ)|2. (B10)
Now, even though this expression was derived using the
flat-sky approximation, it has been applied to wide-field
instruments in the past. The flat-sky approximation is
crudely undone by promoting d2θ back to dΩ, giving
P̂ (k) =
(
c2
2kB
)2
r20α|V˜ (b, τ)|2∫
dνdΩ ν4A2(rˆ, ν)γ(ν)φ(rν)
, (B11)
where we have reinserted Eq. (50). It is implicitly as-
sumed that the value of k on the left hand side of this
equation is related to b and τ by Eq. (B6).
C. THE FOREGROUND WEDGE IN THE
NARROW-FIELD LIMIT
In this Appendix, we work in the narrow-field limit
and derive an analytic form for the signature of fore-
grounds in a power spectrum expressed in terms of recti-
linear k⊥-k‖ Fourier modes (i.e., the “foreground wedge”
on the k⊥-k‖ plane). Our starting point will be Eq.
(49c), but written in terms of angles on the sky and as-
suming a frequency-independent modified primary beam
B(θ):
V (b, ν) =
∫
d2θφ(rν)B(θ)T (θ, ν)e
−i2piνb·θ/c. (C12)
The delay-transformed visibility then takes the form
V˜ (b, τ) =
∫
dνd2θγ(ν)φ(rν)B(θ)T (θ, ν)e
i2piν(τ−b·θ/c).
(C13)
In principle, our sky temperature T (θ, ν) should in-
clude contributions from both the cosmological signal
and the foregrounds. However, if we assume that fore-
grounds and the cosmological signal are uncorrelated (as
we did in Section 7.4), we may derive the foreground
wedge without including the cosmological signal. We
thus assume in this Appendix that T (θ, ν) consists solely
of foregrounds, taking the form
T (θ, ν) = T fg⊥ (θ)κ(ν), (C14)
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and thus our delay-transformed visibility becomes
V˜ (b, τ) =
∫
d2θB(θ)T fg⊥ (θ)e
i2piν0(τ−b·θ/c)
×Θ˜
[
2pi
(
τ − b · θ
c
)]
=
∫
d2`
(2pi)2
T˜ fg⊥ (`)
∫
d2θB(θ)ei`·θei2piν0(τ−b·θ/c)
×Θ˜
[
2pi
(
τ − b · θ
c
)]
, (C15)
where T˜ fg⊥ (`) ≡
∫
d2θei`·θT fg⊥ (θ) is the Fourier transform
of T fg⊥ , which we assume (as we did in Sections 3.2 and
7.4) is a field with rotationally invariant statistics. This
means that
〈T˜ fg⊥ (`)T˜ fg⊥ (`)∗〉 = (2pi)2δD(`− `′)Cfg` , (C16)
where we have suggestively chosen the symbol Cfg` on the
right hand side because in the flat-sky limit, Cfg` can be
shown to converge to the angular power spectrum (Hu
2000).
Following Section 7.4, we form our estimator of the
power spectrum by squaring the absolute magnitude of
the delay-transformed visibility to obtain
〈|V˜ (b, τ)|2〉 =
∫
d2`
(2pi)2
Cfg`
∣∣∣∣∣
∫
d2θei(`−2piν0b/c)·θ
×B(θ)Θ˜
[
2pi
(
τ − b · θ
c
)] ∣∣∣∣∣
2
. (C17)
Again, we may consider the special case where Cfg` is
a constant in order to elucidate the effects of the fore-
ground wedge. This yields
〈|V˜ (b, τ)|2〉∝
∫
d2θB2(θ)
∣∣∣∣∣Θ˜
[
2pi
(
τ − b · θ
c
)] ∣∣∣∣∣
2
= 2pi
∫
dθB2(θ)Θ˜
[
2pi
(
τ − bθ
c
)] ∣∣∣∣∣
2
=
c
b
∫
dsB2
(cτ
b
− sc
2pib
)
|Θ˜(s)|2
≈ c
b
B2
(cτ
b
)∫
ds|Θ˜(s)|2 (C18)
where B2(θ) ≡ (1/2pi) ∫ dθ′B2(θ, θ′), and in the last line
we assumed we were in the long baseline (or the high k⊥)
regime where the foreground wedge is relevant. This
allowed B2 to be factored out of the integral.
Recalling that 〈|V˜ (b, τ)|2 serves as a good estima-
tor for the power spectrum at Fourier coordinates given
by Eq. (B6), the foreground contamination P̂ fg of our
power spectrum estimate is thus given by
P̂ fg(k⊥, k‖) ∝ 1
k⊥
B2
(
α0ν0k‖
r0k⊥
)
. (C19)
Contours of constant foreground power are therefore
along lines where k‖ ∝ k⊥, and if B2 is zero (or neg-
ligible) beyond some characteristic angle θc away from
its peak, foreground emission will be confined to
k‖ < k⊥
H0r0E(z)θc
c(1 + z)
, (C20)
where we have written α0 in terms of cosmological pa-
rameters. Since k = (k2⊥+k
2
‖)
1/2, we may also write this
in terms of k and k⊥. This gives
k < k⊥r0
H0
c
[
θ2cE
2(z)
(1 + z)2
+
(∫ z
0
dz′
E(z′)
)−2] 12
. (C21)
Recalling that ` ≈ k⊥r0 in the flat-sky approximation,
this is essentially the same as the full curved-sky expres-
sion, Eq. (70). The only slight difference is that in the
flat-sky approximation, the angular coordinates are rec-
tilinear and formally go from −∞ to +∞, necessitating
some arbitrary cut-off angle θc for the primary beam. In
the curved sky treatment, a cutoff is naturally imposed
by the horizon.
REFERENCES
Ali, Z. S., et al. 2015, ApJ, 809, 61
Ansari, R., Campagne, J.-E., Colom, P., Magneville, C., Martin,
J.-M., Moniez, M., Rich, J., & Ye`che, C. 2012, Comptes
Rendus Physique, 13, 46
Asad, K. M. B., et al. 2015, MNRAS, 451, 3709
Bandura, K., et al. 2014, in Proc. SPIE, Vol. 9145,
Ground-based and Airborne Telescopes V, 914522
Barkana, R., & Loeb, A. 2006, MNRAS, 372, L43
Barry, N., Hazelton, B., Sullivan, I., Morales, M. F., & Pober,
J. C. 2016, MNRAS, 461, 3135
Battye, R. A., Browne, I. W. A., Dickinson, C., Heron, G.,
Maffei, B., & Pourtsidou, A. 2013, MNRAS, 434, 1239
Bernardi, G., et al. 2009, A&A, 500, 965
—. 2010, A&A, 522, A67
Binney, J., & Quinn, T. 1991, MNRAS, 249, 678
Bowman, J. D., Morales, M. F., & Hewitt, J. N. 2009, ApJ, 695,
183
Bowman, J. D., et al. 2013, PASA, 30, 31
Breysse, P. C., Kovetz, E. D., & Kamionkowski, M. 2015,
MNRAS, 452, 3408
24 Liu et al.
Castro, P. G., Heavens, A. F., & Kitching, T. D. 2005, PhRvD,
72, 023516
Chang, T.-C., Pen, U.-L., Bandura, K., & Peterson, J. B. 2010,
Nature, 466, 463
Chang, T.-C., Pen, U.-L., Peterson, J. B., & McDonald, P. 2008,
Physical Review Letters, 100, 091303
Chapman, E., Zaroubi, S., Abdalla, F. B., Dulwich, F., Jelic´, V.,
& Mort, B. 2016, MNRAS, 458, 2928
Chapman, E., et al. 2012, MNRAS, 423, 2518
—. 2013, MNRAS, 429, 165
Chen, X. 2012, International Journal of Modern Physics
Conference Series, 12, 256
Cheng, Y.-T., Chang, T.-C., Bock, J., Bradford, C. M., &
Cooray, A. 2016, ArXiv e-prints: 1604.07833
Cho, J., Lazarian, A., & Timbie, P. T. 2012, ApJ, 749, 164
Clesse, S., Lopez-Honorez, L., Ringeval, C., Tashiro, H., &
Tytgat, M. H. G. 2012, PhRvD, 86, 123506
Crites, A. T., et al. 2014, in Proc. SPIE, Vol. 9153, Millimeter,
Submillimeter, and Far-Infrared Detectors and
Instrumentation for Astronomy VII, 91531W
Croft, R. A. C., et al. 2016, MNRAS, 457, 3541
Datta, A., Bowman, J. D., & Carilli, C. L. 2010, ApJ, 724, 526
Datta, K. K., Jensen, H., Majumdar, S., Mellema, G., Iliev, I. T.,
Mao, Y., Shapiro, P. R., & Ahn, K. 2014, MNRAS, 442, 1491
Datta, K. K., Mellema, G., Mao, Y., Iliev, I. T., Shapiro, P. R.,
& Ahn, K. 2012, MNRAS, 424, 1877
de Oliveira-Costa, A., Tegmark, M., Gaensler, B. M., Jonas, J.,
Landecker, T. L., & Reich, P. 2008, MNRAS, 388, 247
de Putter, R., Holder, G. P., Chang, T.-C., & Dore, O. 2014,
ArXiv e-prints: 1403.3727
DeBoer, D. R., et al. 2016, ArXiv e-prints: 1606.07473
Di Matteo, T., Perna, R., Abel, T., & Rees, M. J. 2002, ApJ,
564, 576
Dillon, J. S., & Parsons, A. R. 2016, ApJ, 826, 181
Dillon, J. S., et al. 2014, Phys. Rev. D, 89, 023002
Dillon, J. S., et al. 2015, PhRvD, 91, 123011
Evoli, C., Mesinger, A., & Ferrara, A. 2014, JCAP, 11, 24
Ewall-Wice, A., et al. 2016a, MNRAS, 460, 4320
—. 2016b, ArXiv e-prints: 1602.06277
Fisher, K. B., Lahav, O., Hoffman, Y., Lynden-Bell, D., &
Zaroubi, S. 1995, MNRAS, 272, 885
Fisher, K. B., Scharf, C. A., & Lahav, O. 1994, MNRAS, 266, 219
Geil, P. M., Gaensler, B. M., & Wyithe, J. S. B. 2011, MNRAS,
418, 516
Ghara, R., Datta, K. K., & Choudhury, T. R. 2015, MNRAS,
453, 3143
Gleser, L., Nusser, A., & Benson, A. J. 2008, MNRAS, 391, 383
Gong, Y., Cooray, A., Silva, M., Santos, M. G., Bock, J.,
Bradford, C. M., & Zemcov, M. 2012, ApJ, 745, 49
Gong, Y., Silva, M., Cooray, A., & Santos, M. G. 2014, ApJ,
785, 72
Halverson, N. W., et al. 2002, ApJ, 568, 38
Harker, G., et al. 2009, MNRAS, 397, 1138
Hazelton, B. J., Morales, M. F., & Sullivan, I. S. 2013, ApJ, 770,
156
Heavens, A. F., & Taylor, A. N. 1995, MNRAS, 275, 483
Hobson, M. P., Lasenby, A. N., & Jones, M. 1995, MNRAS, 275,
863
Hobson, M. P., & Maisinger, K. 2002, MNRAS, 334, 569
Hogan, C. J., & Rees, M. J. 1979, MNRAS, 188, 791
Hu, W. 2000, PhRvD, 62, 043007
Huang, Y., Wu, X.-P., Zheng, Q., Gu, J.-H., & Xu, H. 2016,
Research in Astronomy and Astrophysics, 16, 016
Jacobs, D. C., et al. 2015, ApJ, 801, 51
Jacobs, D. C., et al. 2016, ApJ, 825, 114
Jelic´, V., et al. 2008, MNRAS, 389, 1319
Jensen, H., Majumdar, S., Mellema, G., Lidz, A., Iliev, I. T., &
Dixon, K. L. 2016, MNRAS, 456, 66
Keating, G. K., Marrone, D. P., Bower, G. C., Leitch, E.,
Carlstrom, J. E., & DeBoer, D. R. 2016, ArXiv e-prints:
1605.03971
Keating, G. K., et al. 2015, ApJ, 814, 140
Kogut, A., Dwek, E., & Moseley, S. H. 2015, ApJ, 806, 234
Kohn, S. A., et al. 2016, ApJ, 823, 88
La Plante, P., Battaglia, N., Natarajan, A., Peterson, J. B.,
Trac, H., Cen, R., & Loeb, A. 2014, ApJ, 789, 31
Lahav, O., Fisher, K. B., Hoffman, Y., Scharf, C. A., & Zaroubi,
S. 1994, ApJL, 423, L93
Leistedt, B., Rassat, A., Re´fre´gier, A., & Starck, J.-L. 2012,
A&A, 540, A60
Li, T. Y., Wechsler, R. H., Devaraj, K., & Church, S. E. 2016,
ApJ, 817, 169
Lidz, A., Furlanetto, S. R., Oh, S. P., Aguirre, J., Chang, T.-C.,
Dore´, O., & Pritchard, J. R. 2011, ApJ, 741, 70
Lidz, A., & Taylor, J. 2016, ApJ, 825, 143
Liu, A., Parsons, A. R., & Trott, C. M. 2014a, PhRvD, 90,
023018
—. 2014b, PhRvD, 90, 023019
Liu, A., Pritchard, J. R., Allison, R., Parsons, A. R., Seljak, U.,
& Sherwin, B. D. 2016, PhRvD, 93, 043013
Liu, A., & Tegmark, M. 2011, PhRvD, 83, 103006
—. 2012, MNRAS, 419, 3491
Liu, A., Tegmark, M., Bowman, J., Hewitt, J., & Zaldarriaga, M.
2009a, MNRAS, 398, 401
Liu, A., Tegmark, M., & Zaldarriaga, M. 2009b, MNRAS, 394,
1575
Loeb, A., & Zaldarriaga, M. 2004, Physical Review Letters, 92,
211301
Ma, Y.-Z., & Scott, D. 2016, PhRvD, 93, 083510
Madau, P., Meiksin, A., & Rees, M. J. 1997, ApJ, 475, 429
Mao, Y., Tegmark, M., McQuinn, M., Zaldarriaga, M., & Zahn,
O. 2008, PhRvD, 78, 023529
Masui, K. W., et al. 2013, ApJL, 763, L20
McQuinn, M., Zahn, O., Zaldarriaga, M., Hernquist, L., &
Furlanetto, S. R. 2006, ApJ, 653, 815
Mellema, G., Koopmans, L., Shukla, H., Datta, K. K., Mesinger,
A., & Majumdar, S. 2015, Advancing Astrophysics with the
Square Kilometre Array (AASKA14), 10
Moore, D., et al. 2015, ArXiv e-prints: 1502.05072
Moore, D. F., Aguirre, J. E., Parsons, A. R., Jacobs, D. C., &
Pober, J. C. 2013, ApJ, 769, 154
Morales, M. F., Hazelton, B., Sullivan, I., & Beardsley, A. 2012,
ApJ, 752, 137
Morales, M. F., & Hewitt, J. 2004, ApJ, 615, 7
Myers, S. T., et al. 2003, ApJ, 591, 575
Neben, A. R., et al. 2016a, ApJ, 820, 44
—. 2016b, ArXiv e-prints: 1602.03887
Newburgh, L. B., et al. 2014, in Proc. SPIE, Vol. 9145,
Ground-based and Airborne Telescopes V, 91454V
Newburgh, L. B., et al. 2016, ArXiv e-prints: 1607.02059
Offringa, A. R., et al. 2013, MNRAS, 435, 584
—. 2015, PASA, 32, e008
Oh, S. P., & Mack, K. J. 2003, MNRAS, 346, 871
Paciga, G., et al. 2011, MNRAS, 413, 1174
—. 2013, MNRAS
Padin, S., et al. 2001, ApJL, 549, L1
Parsons, A., Pober, J., McQuinn, M., Jacobs, D., & Aguirre, J.
2012a, ApJ, 753, 81
Parsons, A. R., Liu, A., Ali, Z. S., & Cheng, C. 2016, ApJ, 820,
51
Parsons, A. R., Pober, J. C., Aguirre, J. E., Carilli, C. L.,
Jacobs, D. C., & Moore, D. F. 2012b, ApJ, 756, 165
Parsons, A. R., et al. 2010, AJ, 139, 1468
Spherical Fourier-Bessel Intensity Mapping Analysis 25
—. 2014, ApJ, 788, 106
Patil, A. H., et al. 2016, ArXiv e-prints: 1605.07619
Petrovic, N., & Oh, S. P. 2011, MNRAS, 413, 2103
Pober, J. C., et al. 2013a, ApJL, 768, L36
—. 2013b, AJ, 145, 65
—. 2014, ApJ, 782, 66
—. 2016, ApJ, 819, 8
Pratten, G., & Munshi, D. 2013, MNRAS, 436, 3792
Rassat, A., & Refregier, A. 2012, A&A, 540, A115
Santos, M. G., Cooray, A., & Knox, L. 2005, ApJ, 625, 575
Scott, D., Contreras, D., Narimani, A., & Ma, Y.-Z. 2016, JCAP,
6, 046
Scott, D., & Rees, M. J. 1990, MNRAS, 247, 510
Seo, H.-J., & Hirata, C. M. 2016, MNRAS, 456, 3142
Shapiro, C., Crittenden, R. G., & Percival, W. J. 2012, MNRAS,
422, 2341
Shaw, J. R., Sigurdson, K., Pen, U.-L., Stebbins, A., & Sitwell,
M. 2014, ApJ, 781, 57
Shaw, J. R., Sigurdson, K., Sitwell, M., Stebbins, A., & Pen,
U.-L. 2015, PhRvD, 91, 083514
Silva, M., Santos, M. G., Cooray, A., & Gong, Y. 2015, ApJ,
806, 209
Sims, P. H., Lentati, L., Alexander, P., & Carilli, C. L. 2016,
ArXiv e-prints: 1607.07628
Sutinjo, A., O’Sullivan, J., Lenc, E., Wayth, R. B., Padhi, S.,
Hall, P., & Tingay, S. J. 2015, Radio Science, 50, 52
Tegmark, M., Hamilton, A. J. S., Strauss, M. A., Vogeley, M. S.,
& Szalay, A. S. 1998, ApJ, 499, 555
Tegmark, M., & Zaldarriaga, M. 2009, PhRvD, 79, 083530
Thyagarajan, N., Parsons, A. R., DeBoer, D. R., Bowman, J. D.,
Ewall-Wice, A. M., Neben, A. R., & Patra, N. 2016, ApJ, 825,
9
Thyagarajan, N., et al. 2013, ApJ, 776, 6
—. 2015a, ApJL, 807, L28
—. 2015b, ApJ, 804, 14
Tingay, S. J., et al. 2013, PASA, 30, 7
Tozzi, P., Madau, P., Meiksin, A., & Rees, M. J. 2000, ApJ, 528,
597
Trott, C. M., & Wayth, R. B. 2016, PASA, 33, e019
Trott, C. M., Wayth, R. B., & Tingay, S. J. 2012, ApJ, 757, 101
Trott, C. M., et al. 2016, ApJ, 818, 139
Uzgil, B. D., Aguirre, J. E., Bradford, C. M., & Lidz, A. 2014,
ApJ, 793, 116
Valde´s, M., Evoli, C., Mesinger, A., Ferrara, A., & Yoshida, N.
2013, MNRAS, 429, 1705
van Haarlem, M. P., et al. 2013, A&A, 556, A2
Vedantham, H., Udaya Shankar, N., & Subrahmanyan, R. 2012,
ApJ, 745, 176
Visbal, E., & Loeb, A. 2010, JCAP, 11, 016
Visbal, E., Loeb, A., & Wyithe, S. 2009, JCAP, 10, 30
Wang, X., Tegmark, M., Santos, M. G., & Knox, L. 2006, ApJ,
650, 529
White, M., Carlstrom, J. E., Dragovan, M., & Holzapfel, W. L.
1999, ApJ, 514, 12
Wolz, L., Abdalla, F. B., Blake, C., Shaw, J. R., Chapman, E., &
Rawlings, S. 2014, MNRAS, 441, 3271
Wolz, L., et al. 2015, ArXiv e-prints: 1510.05453
Wyithe, J. S. B., Loeb, A., & Geil, P. M. 2008, MNRAS, 383,
1195
Yoo, J., & Desjacques, V. 2013, PhRvD, 88, 023502
Yue, B., Ferrara, A., Pallottini, A., Gallerani, S., & Vallini, L.
2015, MNRAS, 450, 3829
Zaroubi, S., Hoffman, Y., Fisher, K. B., & Lahav, O. 1995, ApJ,
449, 446
Zawada, K., Semelin, B., Vonlanthen, P., Baek, S., & Revaz, Y.
2014, MNRAS, 439, 1615
Zhang, J., Ansari, R., Chen, X., Campagne, J.-E., Magneville,
C., & Wu, F. 2016a, MNRAS, 461, 1950
Zhang, J., Zuo, S., Ansari, R., Chen, X., Li, Y., Wu, F.,
Campagne, J.-E., & Magneville, C. 2016b, ArXiv e-prints:
1606.03830
Zheng, H., et al. 2014, MNRAS, 445, 1084
Zheng, Q., Wu, X.-P., Johnston-Hollitt, M., Gu, J.-H., & Xu, H.
2016, ArXiv e-prints: 1602.06624
