Abstract-
I. INTRODUCTION
An image is composed of a finite number of elements, each of which has a particular location and value. These elements are referred to as picture or image elements, or widely known as pixels playing vital role in human visual perception. Imaging machines and systems operate on images and the associated pixels that are beyond human observation. The processing of digital images by a digital computer employing mathematical tools is defined as digital image processing. This mechanism is utilized either to process images for human or machine interpretation. The images are enriched in quality for suitability with human visual perception. This subsumes restoration of blurred images, improving the contrast of images or changing the intensity levels of the pixels for wide range of applications such as satellite imagery and biological sciences. On the other hand, enhancement and extraction of features is performed on images in a suitable manner for machine or computer interpretation and processing. This incorporates imaging techniques for industrial machine inspection, fingerprint identification, iris detection and face recognition in security applications [1] . Face Recognition is the process of identification of people in images or videos by comparing the features using various algorithms and computer vision techniques. The algorithms extract essential facial features and compare them to a database to locate the best match and generate the face recognition rate [2] - [4] . This model functions as the quintessential component in the field of biometrics for authentications, visual surveillance and criminal detection systems [5] . The algorithms are operated to their level best when the images are pre-processed and devoid from unwanted noise. Elimination of noise and frequencies is performed using various filters and transforms. Appropriate combination of the transforms and filters result in an improved and suitable image for further computations [6] , [7] . The present paper addresses an innovative methodology for pre-processing and an exclusive approach for feature extraction by Slope-form Triangular Discrete Cosine Transform (STDCT) with Binary Particle Swarm Optimization (BPSO) based search algorithm for enhanced face recognition using standard databases [8] - [13] . The uniqueness in the simulation and mathematical analysis of the methodology is appreciated for the suitability and functionality in the current applications. The invention of new systems, designs, procedures and algorithms have continually advanced the progression and application of face recognition systems, creating unprecedented potential, opportunities, researches and evolution of digital image processing [14] - [16] .
II. PRIMARY DESIGN CONCEPTS
The block diagram of the trivial Face Recognition (FR) system is shown in Fig. 1 . The sample images from Color Facial Recognition Technology (FERET) database are taken in a certain ratio for the training and testing stages. The face images are preprocessed to remove unwanted noise. These images are applied to Discrete Wavelet Transform (DWT) and STDCT for feature extraction. The extracted features are carefully selected by the particles using BPSO algorithm and compares with the Previous Best (PB) feature subset of itself and other particles to generate a Global Best (GB) feature subset. The generated feature subset is processed by the Euclidean Classifier on acquiring features from the face gallery to output recognition rate measuring the similarity between test and train images. The sequence of operations of the FR system is elucidated below:
A. Sequential Pre-Processing Techniques
The sequences of pre-processing techniques are represented in Fig. 2 , with sample images from FERET database. The sixstep successions are as follows:
1) RGB to Gray: Conversion of a colour image to grayscale is computed using Y = 0.2989 R + 0.5870 G + 0.1140 B (1) The R, G, B represents the Red, Green and Blue intensity levels respectively and Y denotes the computed gray intensity value. The conversion denotes a single intensity value for each pixel representing red, green, blue and secondary colours.
2) Image Resizing:
Reducing the dimension by a factor of 0.25 or ¼ of the image is done to advance the operations performed on the image. This outputs an image with dimensions suitable for further computations.
3) Laplacian of Gaussion Blur: Detection or highlighting of edges and attenuation of high frequency components using a low pass filter to reduce the effects of noise are performed by the Laplacian and Gaussian Blur respectively.
4) Gamma Intensity Correction:
The power law or gamma correction transformation is given by S = cr γ (2) Where c and γ are positive constants and S is the power law output. This is computed to enhance features and control the overall brightness of the image.
5) Salt and Pepper Noise Detection:
Form of noise seen presenting itself as sparsely occurring white and black pixels.
6) Median Filter and Weiner Filter:
Effective salt and pepper noise reduction is attained using the median filter which operates by computing the median of the pixel values on the subimage window. The Weiner filter or minimum mean square error filtering is an optimal trade off between inverse filtering and noise smoothing. It removes the additive noise and inverts the blurring simultaneously. 
B. Feature Extraction Methods
The mechanism of extracting the feature matrix from the preprocessed images is carried out using STDCT and Discrete Wavelet transform (DWT). This method is adopted as the DWT takes a fewer wavelet basis functions to represent discontinuities and incoherence when compared to sine or cosine functions. The approximate image obtained from the DWT is processed by the STDCT for improved feature extraction with minimal necessary features.
1) Discrete Wavelet Transformation (DWT):
The two dimensional transformation maps the samples of a continuous function to a sequence of co-efficients. It decomposes the input image of N×N dimension, where N = 2 k (k 0) into subimages as shown in Fig. 3 . The subsamples include Level 0 and Level 1 wavelet coefficients where each level is ¼ th (ceil value) of the previous approximate image. The low pass filter and high pass filter function (0 n 2 k -1), are applied in the vertical and horizontal direction employing Haar mother wavelet, to obtain ca, ch, cv, cd namely the approximate, horizontal, vertical and diagonal compressed details respectively. Lv, Lh, Hv and Hh represents the low pass filter in vertical and horizontal direction followed by high pass filter in vertical and horizontal directions respectively. 
2) Discrete Cosine Transformation (DCT):
This transform is based on the energy compaction property. The information or features tends to be concentrated in low frequency components of the transform or at corner of the spectrum. The transformation from spatial domain to frequency domain is realized using cosine functions. The two dimensional DCT is represented by (3) The DCT function translates the input image into spectral bands with less computational intricacy. Analyzing the bands, efficient DCT coefficients are further extracted in the form of right triangle to eliminate redundant and ineffectual features.
C. Feature Selection Algorithm
Feature selection algorithm reduces the number of selected features, by removing extraneous features to improve face recognition rate. The selection is employed to extract the best feature subset from the original set, by the particles in the population using Binary Particle Swarm Optimization (BPSO) algorithm. The flow diagram of the BPSO algorithm is depicted in Fig. 4 . Two global best particles or Fitness Function (FF) in the swarm are shared among the particles, where fitness function denotes the effectiveness of the feature subset in preserving maximum precision in representing the original feature set. The cognitive factor (c1), social factor (c2), Size of swarm (N = 30) and inertia weight (w = 0.6) are the initialized parameters. The c1 and c2 are updated with Golden ratio of values 0.618 and 1.618 respectively, augmenting the operation of the algorithm for successful selection of essential features and improving the face recognition rate. The velocity (v) and position (x) vectors are identified as population terms updated as a function of the initialized parameters. The number of iterations is denoted by k, with maximum value of 100 iterations (max). The Previous Best (PB) and Global Best (GB) values of the FF are iteratively updated to generate the best feature subset. Binary bit value one (1) represents feature is selected and bit value zero (0) represents the feature is not selected. 
D. Euclidean Classifier
Euclidean Distance Classifier is implemented to measure the similarity between the reference images from the face gallery and test images. It is given by the distance between two points denoted by
Where, E.D is the Euclidean Distance, ri and ti stand for reference or train features and test features. The smallest distance (d) or difference between ri and ti is considered to calculate or generate the face recognition rate (frr). The inverse proportionality between d and frr, i.e; (5) This indicates that frr increases for lower values of d.
III. INNOVATIVE SIMULATION IMAGING PROCESS

Slope-form Triangular Discrete Cosine Transform (STDCT)
DCT is a one of the most dominant and significant tool for feature extraction from the images. It produces high face recognition rate with less execution complexity. It rejects the redundant features and extracts the vital features by converting the image from spatial to frequency domain using sinusoidal functions. The features are rearranged in the array of DCT called the spectrum which represents the features using color bands. Entire image can be characterized by a few DCT coefficients, positioned at the corner of the spectrum as shown in the MATLAB simulation diagrams, The STDCT is implemented using the two-point slope formula to vary P and B and thus changing S of the hypotenuse represented by (6) The MATLAB simulations and results are computed by defining the equation of the hypotenuse is given by (7) The number of features extracted representing the area of the right triangle is defined by (8) This pioneer methodology prevail other systems and mechanisms for feature extraction with a reduction of selected features up to 99% by extracting features using geometrical right triangle instead of a square matrix from the STDCT spectrum. 
IV. EXPERIMENTAL RESULTS
The STDCT is executed using MATLAB Simulink R2014a on a PC with an Intel Core i3 of 2.10 GHz processor with 4 GB RAM, for different P and B coupled with the proposed pre-processing steps for the ratio between Training (Tr) and Testing (Te) images equal to 8:12, 4:6 and 8:12 for FERET, ORL and JAFFE databases respectively with a maximum of 25 iterations. It is observed on evaluation that by choosing multiple iterations reliability in recognition rate increases proportionally.
A. Color FERET Database
The database consists of colour images collected in a semicontrolled environment with different poses. Images of some subjects are taken with two year gap. The dimension of the images is 384×256 pixels resized to 96×64 pixels. There are 35 subjects with 20 images per subject, totalling to 700 facial images. On execution with the database images, the best Average Recognition Rate (Avg. RR) of 72.08% is observed for P and B equal to 10 and 11 pixels respectively with 39 extracted features, corresponding to 0.64% of the square feature matrix in the STDCT spectrum, as shown in Table . The Peak Recognition Rate (Peak RR) is noted as 76.19%.
B. ORL Database
The database consists of images taken at different times, varying the lighting, facial expression and facial details. All the images were taken against a dark homogeneous he MATLA h b f f his indic background with subjects in an upright, frontal position. The dimension of the images is 92×112 pixels resized to 23×28 pixels. It consists of 40 subjects with 10 images per subject, totalling to 400 facial images. On execution with the database images, the best Avg. RR of 91.86% is reflected for P and B equal to 12 and 10 pixels respectively with 39 extracted features, conforming to 6.05% of the square feature matrix in the STDCT spectrum, as shown in Table  . The Peak RR is recorded as 95.83%.
C. JAFFE Database
The database consists of Gray scale images with seven different emotional facial expressions. The dimension of the images is 256×256 pixels resized to 64×64 pixels. It consists of 10 subjects with 20 images per subject, totalling to 200 facial images. On execution with the database images, the best Avg. RR of 98.66% is obtained for P and B equal to 15 and 16 pixels respectively with 76 extracted features, equivalent to 1.86% of the square feature matrix in the STDCT spectrum, as shown in Table . The Peak RR is found as 100%. The best Avg. RR is observed for P and B equal to 10 and 11, 12 and 10, 15 and 16 for FERET, ORL and JAFFE databases respectively. This P and B lengths are entitled as the Optimum P and B (OPB). The number of features extracted are reduced drastically, with 99.36%, 93.95% and 98.14% for FERET, ORL and Jaffe databases in order.
V. EVALUATION TECHNIQUES
The research is further protracted to execute the experiment for different Tr:Te. This is performed using the proposed pre-processing techniques and STDCT feature extraction employing OPB lengths for the triangle. The results obtained are plotted in Fig. 6, 7 and 8 for FERET, ORL and JAFFE databases correspondingly. 
A. Post Analysis
B. Relative Inferences
The correlation of the figures demonstrates the following:
The Trt for ORL and JAFFE are approximately 76% lesser than the Trt for FERET database. This is due to more pose variations of the face images in the FERET database.
Remarkable and exceptional recognition rates are achieved with JAFFE on comparison with FERET or ORL databases.
The execution with ORL database extracts least number of features using STDCT. VI. CONCLUSION The distinctive techniques of the pre-processing unit together with an innovative mathematical model for triangular feature extraction using STDCT and BPSO algorithm for feature selection has induced novelty in the face recognition system. Execution with FERET, ORL and JAFFE databases validates and enhances reliability of the techniques as the method probes solutions for face images with varying illuminations and expressions. Present research studies will further direct to assess the system for facial recognition with novel improvements in face detection algorithms by incorporating Viola-Jones technique. Feature extraction advancements using Local Binary Pattern along with BPSO is precisely estimated to function satisfactorily for expression detection. In addition, image enhancement through Contrast modelling, Density slicing, Frequency filtering and Band rationing is widely applicable to humancomputer interactions during analysis of Remote Sensing Satellite-data.
