We present a variational formulation of electrodynamics using de Rham even and odd differential forms. Our formulation relies on a variational principle more complete than the Hamilton principle and thus leads to field equations with external sources and permits the derivation of the constitutive relations. We interpret a domain in space-time as an odd de Rham 4-current. This permits a treatment of different types of boundary problems in an unified way. In particular we obtain a smooth transition to the infinitesimal version by using a current with a one point support.
Introduction
A general framework for variational formulations of physical theories was presented in [1] . Applications to statics and dynamics of mechanical systems appear in [2, 3] . In this paper we present a variational formulation of electrodynamics based on that framework. Our work is related to the general formulation of linear field theories in a symplectic framework contained in [4] and to the earlier formulations of electrodynamics contained in [5, 6] .
We are presenting a variational formulation of electrodynamics in an intrinsic, frame independent fashion in the affine Minkowski space-time using de Rham odd and even differential forms ( [7, 8, 9] ) which permit the rigorous formulations of electrodynamics and the description of the transformation properties of electromagnetic fields relative to reflections (see [5, 6] ). Relying on a variational principle more complete than the Hamilton principle our formulation leads to field equations with external sources. This variational principle also permits the derivation of the constitutive relations which are usually postulated separately since the variations normally considered are not general enough to derive them from the variational principle.
We interpret a domain in space-time as an odd de Rham 4-current. This permits a treatment of different types of boundary problems in an unified way. As an example we obtain a smooth transition to the infinitesimal version by using a current with a one point support. De Rham currents are essentially objects dual to differential forms.
The present paper is organized in the following way. In the first part we provide the geometric structures needed for the rigorous formulation of electrodynamics. Part of this material is based on [5] and is reported here for the sake of completeness. We introduce odd and even multicovectors and multivectors and the Weyl isomorphism. We introduce the Cartan calculus for odd and even differential forms and their integration theory. Finally, odd and even de Rham currents are briefly introduced.
The second part contains the main results. We start with the construction of a suitable space of fields for electrodynamics (not a differential manifold) and a construction of tangent and cotangent vectors. A convenient representation of these objects is introduced. The definition of the space of fields is inspired by a similar construction suited for the statics of continuous media which is contained in the final section of [1] . In Section 15 we formulate a variational principle for electrodynamics similar to the virtual action principle of analytical mechanics with external forces and boundary terms and derive the field equations which include the constitutive relations in addition to Maxwell's equations. The boundary problem in a finite domain is treated in Section 16. Section 17 contains the Lagrangian formulation of electrodynamics. The Legendre transformation and the Hamiltonian formulation of electrodynamics in Section 18 conclude the paper.
A. Preliminaries
Orientations of vector spaces.
Let V be a vector space of dimension m = 0. We denote by F(V ) the space of linear isomorphisms from V to R m called frames. There is a natural group action
of the general linear group GL(m, R) in F(V ) and the space F(V ) is a homogeneous space with respect to this action. The sets GL + (m, R) = {ρ ∈ GL(m, R); det(ρ) > 0} (2) and GL − (m, R) = {ρ ∈ GL(m, R); det(ρ) < 0} (3) are the two connected components of the group GL(m, R). The set GL + (m, R) is the component of the unit element. It is a normal subgroup.
The set of orientations O(V ) = F(V ) GL + (m, R)
has two elements. This set is a homogeneous space for the quotient group H(m, R) = GL(m, R) GL + (m, R).
The sets E = GL + (m, R) and P = GL − (m, R) are the elements of the quotient group. The structure of the group H(m, R) is simple. It is the group of permutations of the two elements of O(V ).
There is an ordered base (e 1 , e 2 , . . . , e m ) of V associated with each frame ξ in the following way. If
then v = e κ v κ .
Orientation of subspaces.
Let W ⊂ V be a subspace of a vector space V . 
is the same as the orientation constructed from P o and P o ′ . We have introduced inner orientation of subspaces of dimension different from zero and outer orientation of subspaces of codimension different from zero. Integration theory of differential forms requires the possibility of assigning inner orientations to the subspace W = {0} ⊂ V and outer orientations to the subspace W = V . Two possible orientations are assigned to the subspace W = {0} ⊂ V one of which is distinguished. The distinguished orientation is denoted by (+) and the other orientation is denoted by (−). In agreement with the conventions established for orientation the outer orientations of the subspace W = {0} ⊂ V are the orientations of V . An outer orientation of W = {0} can be specified in terms of an inner orientation and an orientation of V . If the inner orientation is (+) and the orientation of V is o, then o is the outer orientation of W . The orientation P o is the outer orientation derived from (−) and o. The subspace W = V has a distinguished outer orientation defined as an orientation of V W .
Multicovectors.
Odd and even multicovectors are already known (see for example [8] ). In the current section we will present an alternative description accompanied with a list of of known properties left without proof.
A q -covector in a vector space V is a mapping
This mapping is q -linear and totally antisymmetric in its vector arguments. A q -covector a is said to be even, if
It is said to be odd, if
The vector space of even q -covectors will be denoted by ∧ q e V * and the space of odd q -covectors will be denoted by ∧ q o V * . We will use the symbol ∧ q p V * to denote either of the spaces in constructions valid for both parities. The index p with the two possible values e and o will be used on other occasions.
The exterior product of a q -covector a with a q ′ -covector a ′ is the (q+q
If both multicovectors a and a ′ are even or both are odd, the product a ∧ a ′ is even. In other cases the product is odd.
The exterior product is commutative in the graded sense. If a is a q -covector and a ′ is a q ′ -covector, then
The exterior product is associative. The relation
holds for any three multicovectors a, a ′ and a ′′ . Spaces ∧ 0 e V * and ∧ 0 o V * are of dimension 1. Let a be a q -covector. If vectors {v 1 , v 2 , . . . , v q } are dependent, then a(v 1 , v 2 , . . . , v q , o) = 0. It follows that if q > m, then a = 0 is the only q -covector. Hence, ∧ q p V * = {0} if q > m. Let {e κ } κ=1,... ,m be a base of V and let {e κ } κ=1,... ,m be the dual base. Each element e κ defines an even covector e
We choose an orientation o of V and introduce 0-covectors e e and e o defined by e e (o) = 1 and e e (P o) = 1.
and e o (o) = 1 and e o (P o) = −1.
Each q -covector a has a representation as the combination 
The covectors e p form bases of the spaces ∧ 
has uniquely determined coefficients a κ1κ2...κq with κ 1 < κ 2 < . . . < κ q . The coefficients in the linear combinations (18) are unique due to antisymmetry.
Multivectors.
In the current section we will present an alternative description of odd and even multivectors with a list of known properties left without proof.
We denote by K(× q V × O(V )) the vector space of formal linear combinations of sequences
In the space K(× q V × O(V )) we introduce subspaces
Subsequently we define quotient spaces
Elements of spaces ∧ q e V and ∧ q o V are called even q -vectors and odd q -vectors respectively. We will denote by
the equivalence class of the combination
in ∧ q p V . A multivector is said to be simple if it is represented by a single element of the space 
and a is a q -covector of the same parity as w, then
is the evaluation of a on w. We have constructed pairings
The exterior product of multivectors
and
is the multivector
Note that we are using the same orientation o in all representatives. This is always possible because if λ(v 1 , . . . , v q , o) represents an element of ∧ The parity of the exterior product is odd if the parity of one of the factors is odd. It is even otherwise. The exterior product is commutative in the graded sense. If w is a q -vector and w ′ is a q ′ -vector, then
holds for any three multivectors w, w ′ and w ′′ . The left interior multiplications are the operations
defined for′ by
The parity pp ′ which appears in this definition is constructed by assigning the numerical values +1 and −1 to e and p respectively. The parity of the multivector w ′ must match the parity of the multicovector w a.
The right interior multiplications are the operations
The parity of the multicovector a ′ in this definition must match the parity of the multivector w a. Let {e κ } κ=1,... ,m be a base of V and let o be an orientation of V . Each q -vector w has a representation as the combination 
The dimension of the spaces
The sets {e 
of independent multivectors form bases of these spaces.
5.
The metric volume in a metric vector space. Let g: V → V * be a metric tensor of signature (m−r, r) in a vector space V of dimension m. We define an odd m-covector |g| :
by the formula 
Let g: V → V * be a metric tensor in a vector space V . The mappings
are characterized by the equality
for simple even q-vectors. The inverse mappings
for simple even q-covectors. 
Note that in the definition of the sum the representatives (w 1 , e) and (w 2 , e) of the elements being added have been chosen to have the same component e ∈ ∧ m o V * . This is always possible since the space ∧ m o V * is one-dimensional.
Proposition 1. The linear mapping
is an isomorphism.
Proof: If We q (w ⊗ e) = 0, then either e = 0 hence, w ⊗ e = 0 or e = 0. In the latter case we have 
It follows that We q is bijective.
The mapping We q is called the Weyl isomorphism.
We will show now that the values of any bilinear mapping
can be expressed using the exterior product. The following three technical lemmas will be used. Proof: It is enough to prove the claim for a simple q-vector.
In the third line of this sequence of equalities we used the well known identity
where v is a vector and a 1 , . . . , a q are covectors. In the fourth line we applied repeatedly this identity and we noted that when ν 1 < . . . < ν q each missing covector e (νi−i) sgn(ν 1 , . . . , ν q ) where the symbol sgn(ν 1 , . . . , ν q ) denotes the sign of the permutation (ν 1 , . . . , ν q ).
Proof: It is enough to prove the claim for e = e o ∧ e 1 e ∧ . . . ∧ e m e . By the Lemma 1 we get 
The right-hand side of (64) reduces to ν1<...<νq
since ν q+1 < . . . < ν m and (ν q+1 , . . . , ν m ) is the complementary (m − q)-tuple of (ν 1 , . . . , ν q ). Finally we note that moving each ν i (for i = 1, . . . , q) to the ν i -th place in (64) requires ν i − i transpositions, since ν 1 < . . . < ν q . Then each of the remaining ν i , i.e. those with i = q + 1, . . . , m, will necessarily be at the ν i -th place. Hence we obtain a ∧ We q (w ⊗ e) = 
We denote by Hom(∧ 
is used.
for each a ∈ ∧ q e V * .
Proof: Let i q (l) = w l ⊗ e with w l ∈ ∧ q e V . Using Lemma 2 we obtain
We will show now that l(a) = a, w l e. Indeed if we denote by u ∈ ∧ m o V the dual basis of e then we have l(a) = l(a), u e and
We can now finally show that a useful expression can be obtained for the values of any bilinear mapping
We associate with b the linear mappings
and 
Proof: Applying Lemma 3 to l = b(a, ·) we get
In the same way, applying Lemma 3 to l = b(·, a ′ ) we get
7. Differential forms on affine spaces. Let M be an affine space modelled on a vector space V . A differential q-form on an affine M is a differentiable function
depending on a point, q vectors and an orientation. It is q-linear and totally antisymmetric in its vector arguments. A differential form A is said to be even, if
We note that a zero-form on M is a differentiable function
The vector space of even differential q-forms will be denoted by Φ q e (M ) and space of odd differential q-forms will be denoted by Φ q o (M ). The symbol Φ q p (M ) will be used to denote either of the two spaces when the distinction is of no importance.
The exterior product of a q-form A with a q
where S(q+q ′ ) denotes the group of permutations of the set {1, . . . , q+q ′ } of integers. If both forms A and A ′ are even or both are odd, the product A ∧ A ′ is even. In other cases the product is odd. The exterior product is commutative in the graded sense. If A is a q-form and A ′ is a q ′ -form, then
holds for any three forms A, A ′ and A ′′ . The exterior differential of a q-form A is the (q+1)-form
The parity of the differential dA is the same as the parity of the original form A. The well known property that the exterior differential operator d is a differential, in the sense that ddA = 0 for each form A, can be proved by an elementary but rather lengthy calculation . If A is a q-form and A ′ is a q ′ -form, then
A q-form A can be interpreted as a q-covector field
The relation between the form A and the q-covector field A is expressed by
The exterior product and the exterior differential are extended to this alternative interpretation of forms. The left and right interior multiplications of even and odd multivector fields with even and odd multicovector fields are defined point by point in an obvious manner.
Integration of forms, chains.
Let M be an affine space modelled on a vector space V . A cell of dimension q or a q -cell in M is a pair (χ, o), where χ is a differentiable mapping
and o is an orientation of V . For q = 0, R 0 is the vector space {0} with a single element 0. Hence a zero-cell in M is a pair of a point x ∈ M and an orientation of V . The integral of a q -form A on a cell (χ, o) is the Riemann integral (s 1 , . . . , s q ), D 1 χ(s 1 , . . . , s q ), . . . , D q χ(s 1 , . . . , s q 
The integral of a 0 -form f on a zero-cell (x, o) is the value (x,o) f = f (x, o). For each q we introduce the space K(X q (M )) of formal linear combinations of q -cells. The formal linear combinations turn into real linear combinations if cells are identified with elements of K(X q (M )). Integration of forms is extended to linear combinations by linearity. The integral of a form A on a combination
is the combination
Elements of the quotient spaces Ξ
are called even chains or odd chains of dimension q. We extend the sequence of even and odd chains to negative dimension q by defining the spaces Ξ p q (M ) = {0} for each q < 0. A chain is said to be simple if it has a single cell as one of its representatives. Integrals of q -forms on q -chains are well defined. The integral of a q -form A on the class C of C ∈ K(X q (M )) is the integral of A on C.
The boundary operator ∂ assigns to a chain C ∈ Ξ p q (M ) its boundary ∂C ∈ Ξ p q−1 (M ). The boundary of a simple chain represented by a q -cell (χ, o) is the chain represented by the combination
where the (q−1) -cells (χ (i,1) , o) and (χ (i,0) , o) are defined by
The cells introduced in (96) and (97) represent the faces of the simple chain. The construction of the boundary is extended to generic chains by linearity. The boundary of a boundary is the zero chain. The proof of this property is elementary but quite lengthy and is omitted.
We will be using Stokes theorem which states that the relation
holds for a chain C ∈ Ξ p q (M ) and a form A ∈ Φ q−1 p (M ). This means that the boundary operator is dual to the exterior differential.
Currents.
An even or odd de Rham current of dimension q on a manifold M is a linear function
We will use the symbol
to denote the value c(A). The spaces of forms are given certain topologies and the continuity of the function is required. Chains will be treated as currents. They form a dense subspace in the space of currents. We will consider only very simple examples of currents other than chains. Topological considerations are of little importance for these examples. The boundary of a current is defined by assuming that Stokes theorem holds for currents. Thus if c is a current of dimension q, then the boundary of c is the mapping
In addition to chains the odd de Rham current most frequently used is the Dirac current wδ(x) of dimension m derived from an odd m -vector w and a point x ∈ M . If A is an odd m -form, then
B. Electrodynamics
The space of fields.
Let M be the affine Minkowski space-time of special relativity with the 4-dimensional model space V and the non degenerate metric tensor g : V → V * of signature (1, 3). The space of odd 4-currents with compact supports in M will be denoted by CM . Differential forms will always be presented as covector fields.
We consider the set X(Φ 1 e (M ); CM ) of pairs (A, c), where c is an odd current of dimension 4 in M with a compact support Sup(c) and A is a local even 1 -form
defined in an open set U ⊂ M containing the support of c. The 1 -form A will represent the electromagnetic potential. A mapping
is said to be quadratic if for each x ∈ M there exists a symmetric bilinear mapping
such that the mappings κ x = κ(x, ·, ·) and δ 2 κ x satisfy the equality
for each (a, f ) ∈ ∧ 1 e V * × ∧ 2 e V * . We are using the standard definition of quadratic mappings in terms of polarizations. The polarization of the mapping κ x is the mapping δ 2 κ x and the equation (106) is the standard relation between a quadratic mapping and its polarization. We will use the set of quadratic mappings (104) to introduce an equivalence relation in the set X(Φ 1 e (M ); CM ). Pairs (A, c) and
for each quadratic mapping κ:
The symbol x is used to indicate the identity mapping of M and also a point of M .
If µ is an arbitrary odd 4-form on M and κ is set to be the mapping
then the equivalence condition (107) reduces to
and implies that c ′ = c. Equivalence classes of elements of X(Φ 1 e (M ); CM ) will be called fields. Our fields are similar to those used by Freed in [10] . The space of fields will be denoted by Q(Φ 1 e (M ); CM ) or simply Q. The equivalence class of (A, c) will be denoted by q(A, c) or simply q. There is a natural projection
from the space of fields to the space CM of currents in M which is similar to a vector fibration. Each fibre ε −1 (c) of the projection ε is a vector space which will be denoted by the symbol Q(Φ 1 e (M ); c) or Q c .
Functions, vertical tangent vectors and covectors in the space of fields.
With each quadratic mapping κ:
o V * we associate the function
Functions constructed in this way will be considered differentiable. The space of such functions will be denoted by K(Φ 
where q = q(A, c) and δq = q(δA, c) and A: U → ∧ 
There is no obvious choice of the bundle dual to VQ. We will use the fibre derivatives of functions k ∈ K(Φ 1 e (M ); CM ) as models of covectors. The derivative Dk of a function k: Q → R is defined for each current c separately. It is evaluated on a pair of vectors q = q(A, c) ∈ Q c and δq = q(δA, c) ∈ Q c . The result is the expression Dk (q(A, c), q(δA, c) 
where F = dA and δF = dδA. The symbol dk(q(A, c)) will be used to denote the covector characterized by the pairing dk (q (A, c)) , q(δA, c) = Dk (q(A, c), q(δA, c))
with vectors δq = q(δA, c) ∈ Q c . So we need to calculate the expression
for each x ∈ U . We define for each x ∈ U the bilinear mappings
obtaining the equality
for each (a, f ) ∈ ∧ 1 e V * × ∧ 2 e V * . The equality (120) in terms of the bilinear mappings (117), (118), and (119) will be useful to calculate the expression (116).
We have the following lemmas.
o V * is a quadratic mapping and λ x , µ x , ν x are the mappings defined above, then
We have the equality
where
The claim follows from the equality (122) by noting that
Lemma 5. If V 1 , V 2 , W are vector spaces and
Proof: From the definition of the derivative it follows that
In view of Lemmas 4 and 5 the integrand in right hand side of the equality (114) reduces to
or
since λ x and ν x are symmetric. By using the Proposition 2 contained in Section 6, this expression reduces to
where the linear mappings λ x and λ x are obtained from the bilinear mapping λ x as prescribed in Section 6, i.e.,
for each x ∈ U . The mappings µ x , µ x are obtained from µ x , and ν x , ν x are obtained from ν x in the same way. We define from λ x , λ x the mappings
The mappings µ, µ, ν, ν are defined respectively from µ x , µ x , ν x , ν x in the same way. By using the equalities (117) and (133) which hold for each x ∈ U we obtain the equality
We have also used the graded commutativity of the exterior product. Hence,
Since F = dA and δF = dδA, this equality can be converted to the form
We note that the first integral contains the exterior product of δA and an odd 3-form, while the second integral contains the exterior differential of the product of δA and an odd 2-form. The obtained expression suggests the representation of covectors as equivalence classes of elements of the sets X(Φ
o V * and a current c with support contained in U . The odd 2-form G will be interpreted as the electromagnetic induction, while the odd 3-form J will be interpreted as the current. A covector p is an equivalence class p(G, J, c) of
Elements (G, J, c) and
for each (δA, c) ∈ Q c . The vector space Π c of covectors associated with the current c will be used as the dual space of the space Q c thought of as the space of vertical tangent vectors with the pairing p, δq c = c
where δq = q(δA, c) ∈ Q c and p = p(G, J, c) ∈ Π c . The space of all covectors is the union
There is a natural projection
from the space of fields to the space CM of currents in M . The phase space is the space
The symbol P h c will denote the set Q c × Π c ⊂ P h.
A virtual action principle for electrodynamics.
In this section a variational principle for electrodynamics similar to the virtual action principle of analytical mechanics (see [3] ) will be formulated.
The action is the differentiable function
derived from the quadratic Lagrangian density
We are denoting by |g| the odd 4-covector described in Section 5 of Part A. Later we will use the same symbol to denote the constant 4-covector field constructed from it.
The 1-form A is called the potential, the 2-form F = dA is called the electromagnetic field.
We note that the Lagrangian is a quadratic mapping which depends only on its second argument f and thus λ = µ = 0 and ν does not depend on x in the formula (120).
A phase ph = (q (A, c) , p(G, J, c)) satisfies the virtual action principle if the equality dW (q), δq − p, δq c = 0 (149) holds for each virtual displacement δq = q(δA, c) ∈ Q c . For each current c the dynamics associated with the current c is the set D c ⊂ P h c of phases which satisfy the virtual action principle. The dynamics is the subset
of the phase space P h. A phase space trajectory is a triple of local differential forms
The dynamics of a system can also be represented as a set D D D D of phase space trajectories (A, G, J) such that for each current c with support included in U the phase ph = (q (A, c) ,
The equation (149) is too abstract to be used directly. A more concrete expression is given in the following proposition. , c) , p(G, J, c)) satisfies the virtual action principle if and only if the equality
is satisfied for each virtual displacement q(δA, c).
Proof: By applying the formula (140) to the action W we obtain that its variation is
since λ = µ = 0. Moreover
from which it follows after some calculation that
for each f ∈ ∧ 2 e V * . Hence,
and the variation of the action reduces to
Recalling that, on the other hand The inverse implication will be proved in the next section.
The constitutive relation (160) produced by our variational principle corresponds to the momentumvelocity relation of analytical mechanics. and the constitutive relation
with F = dA. Conversely if the Euler-Lagrange equation and the constitutive relation are satisfied, then, again by substitution, we obtain that the Maxwell's equations (161) are satisfied.
The Dynamics in a compact domain.
Let the current c consist in integrating an odd 4-form on a compact domain K ⊂ M with smooth boundary ∂K. Field configurations, tangent vectors and covectors are equivalence classes of equivalence relations based on the expressions
It follows that a field q = q(A, K) is represented by the restriction
of the potential A to the the domain K. A tangent vector δq = q(δA, K) is represented by the restriction (δA)|K:
of the variation δA to the domain K. A covector p = p(G, J, K) is represented by the pair of the restriction
of the electromagnetic induction G to the boundary ∂K of the domain K and the restriction
of the current J to the interior
• K of the domain K. A phase is a pair (q, p) of a field q = q(A, K) and a covector p = p(G, J, K). The action is
The virtual action principle is the equality
and the dynamics in the domain K is the set D K ⊂ P h of phases satisfying the virtual action principle.
, defined in a compact domain K, belongs to the dynamics D K if and only if the Euler-Lagrange equation
and the constitutive relation
are satisfied.
On the other hand
Thus the virtual action principle assumes the form
By using variations with (δA)|∂K = 0 we derive the Euler-Lagrange equation
Assuming that this equation is satisfied and using arbitrary variations, the constitutive relation
follows.
The following Proposition completes the proof of the Theorem 4. 
and the boundary relation
are satisfied for each compact domain K ⊂ U . It follows that equations (179) and (180) are satisfied in every x ∈ U .
The Lagrangian formulation of electrodynamics.
The Lagrangian formulation of dynamics is the infinitesimal limit of the formulation in a compact domain with the domain shrinking to a point. A formal method which greatly simplifies the passage to the infinitesimal limit is to replace the compact domain -which is used exclusively as domain of integration -with the current c = δ(x)w, where δ(x) is the Dirac delta function in x ∈ M and w ∈ ∧ 4 o V is an odd 4-vector, with w = 0. The construction of infinitesimal fields, tangent vectors and covectors is based on the expressions
Since w = 0 and ∧ 4 o V is one-dimensional, it follows from the first expression that a field q = q(A, c) is represented by the pair
of an even 1-covector A(x) and an even 2-covector F (x). The second expression reduces to
since dδA(x) = δF (x).
It follows that a tangent vector δq = q(δA, c) is represented by the pair
and a covector p = p(G, J, c) is represented by the pair
The pairing
assumes the form
We have constructed the space of infinitesimal fields 
The infinitesimal action is
The infinitesimal dynamics is the set
It is easy to verify that the infinitesimal dynamics D δ admits also the following more explicit expression
The infinitesimal dynamics D δ is characterized by the following Proposition. 
Proof: If q = q(A, δ(x)w)), p = p(G, J, δ(x)w), and δq = q(δA, δ(x)w), with w = 0, then the variation of the action (157), which can also be expressed in the form
reduces to dW (q),
Thus the virtual action principle
has the explicit form
Therefore if ph satisfies the equations (195) and (196), then (200) is satisfied and ph ∈ D δ . Conversely, if ph ∈ D δ , then it satisfies the virtual action principle, which implies In a preceding section we showed that the dynamics of phase space trajectories can also be characterized by the Maxwell's equations and the constitutive relation. This fact can now be proved directly.
Indeed, if a phase space trajectory (A, G, J) belongs to the dynamics D D D D and x is a point in the domain of definition of the trajectory, then the virtual action principle is satisfied for every infinitesimal current δ(x)w. Thus the Maxwell's equations and the constitutive relation are satisfied in x, thanks to the previous proposition. It follows that they are satisfied in the whole domain of definition of the trajectory.
To prove the inverse implication, we observe that the virtual action principle (152) can also be expressed in the form 
Thus we obtain the expression
Cr(E, pr P ) = (a, g, λ) ∈ ∧ 
of the projection pr P . The Hamiltonian density is the mapping
defined by the formula
for each (a, g) ∈ ∧ We show that the energy density can be used to generate the infinitesimal dynamics D δ . We consider the set D E = (a, f, g, r) ∈ P h δ ; ∃ λ∈∧ 2 e V * ∀ (δa,δg,δλ)∈∧ 1 e V * ×∧ 2 o V * ×∧ 2 e V * DE(a, g, λ, δa, δg, δλ) = 1 4πc (r ∧ δa − f ∧ δg) .
This set is obtained by projecting the set D E = (a, f, g, r, λ) ∈ P h δ × ∧ (r ∧ δa + g ∧ δf ) .
It projects onto the infinitesimal dynamics D δ = (a, f, g, r) ∈ P h δ ; ∀ (δa,δf )∈∧ 1 e V * ×∧ 2 e V * DL(a, f, δa, δf ) = − 1 4πc (r ∧ δa + g ∧ δf ) .
Hence, D E = D δ . It is clear from the definition of the set D E that this set is included in the set (a, f, g, r, λ) ∈ P h δ × ∧ 2 e V * ; (a, g, λ) ∈ Cr(E, pr P ) .
The use of the mapping σ results in D E = (a, f, g, r, λ) ∈ P h δ × ∧ 
The Hamiltonian description of the dynamics D δ = (a, f, g, r) ∈ P h δ ; ∀ (δa,δg)∈∧ 1 e V * ×∧ 2 o V * DH(a, g, δa, δg) = 1 4πc (r ∧ δa − f ∧ δg) = (a, f, g, r) ∈ P h δ ; ∧ 2 e g |g −1 | g = f , r = 0 .
is obtained by projecting onto the phase space P h δ . 
