Abstract -The paper addresses a new approach for investigating and evaluating the basic properties of distributive laminar mixing in two-dimensional creeping flows by analysing a periodic Stokes flow in an annular wedge cavity. Flow is induced by the repetitive motion of the curved top and bottom walls, with prescribed velocities. An analytical solution for the velocity field in the cavity is presented, along with the algorithm for line tracking, which conserves the topological properties of any closed contour. A technique for finding all periodic points in the flow, and quantitative measures for the estimation of the mixing quality at any instant, are derived and applied to the flow in the wedge cavity. © 1999 Éditions scientifiques et médicales Elsevier SAS Stokes flow / distributive laminar mixing / annular wedge cavity
Introduction
The purpose of this article is to examine the properties of distributive laminar mixing of highly viscous fluids by considering a two-dimensional Stokes flow in an annular wedge cavity. The flow is induced by a motion of the top and bottom curved walls with prescribed velocities, periodic in time, and can serve as a prototype for the flow between two neighbouring paddles of a periodically rotating turbine. Study of the mixing in the wedge cavity is special compared to other geometries because the annular wedge is the typical cross-section of a single screw extruder or a mixing element in any rotary device, which is always more realistic than, for example, a rectangular cavity. Analysis of the annular wedge cavity is a further step towards more realistic mixing configurations. We present the analytical solution for the velocity field in the cavity, the algorithm for line tracking of any contour enclosing some dyed region, the technique for finding the periodic points in the flow, and the quantitative measures for the estimation of the quality of mixing.
There is proposed a unique contour tracking algorithm that conserves both area and topological properties (connectedness and non-selfintersection) of any dyed blob and this provides an opportunity to calculate the length of blob's interface even under chaotic process. This cannot be done by the traditional technique of representing the blob's boundary as a collection of a great number of uniformly distributed material particles. The algorithm gives a new insight into properties of two-dimensional mixing under chaotic advection-the knowledge of the exact position of the whole blob inside the wedge cavity was exploited for the first time in modified statistical measures for quantifying the mixing quality and for gaining proper understanding of what is usually qualitatively estimated as a 'good' or a 'bad' mixture.
Mixing operations, as used in e.g. polymer, chemical and food processing, have been the subject of considerable study and research for several decades-see, for instance, review articles by Irving and Saxton [1] , square density does decrease to a minimum. In order to sharpen this distinction, the Ehrenfests [26] introduced the terms 'fine-grained density' and 'coarse-grained density' for these two conceptions.
The traditional approach, based upon the presentation of the dyed blob as a collection of N points uniformly distributed over the area S b of the blob, can provide a reasonable treatment of mixing with excellent correspondence with the experiments, even in complex domains (Jana et al. [27] ). For long time evolutions, however, this approach provides only a qualitative general picture of mixing (see Liu et al. [28] for several examples). Fine details, especially the question whether an 'empty' space surrounded by a cluster of points really means the absence of the component to be mixed, remain unclear. Basically, the uniformly distributed multipoint approach can not provide a valid description of blob stretching and folding, if the thickness of filaments becomes less than (S b /N) 1/2 , or if the length of the contour line becomes more than 2(NS b ) 1/2 . Besides, being distributed uniformly at the initial moment, the points tend to spread out nonuniformly and, sometimes, collect into dense clusters. Any 'box-counting' calculations based upon the preservation of a Lebesgue measure of the set of N points (with an 'area' S b /N associated with each point), can provide only qualitative estimates for quality of mixing.
The problem of mechanical mixing, which we deal with in this paper, differs essentially from the mathematical mixing systems. We restrict our consideration to finite times and are mainly interested in how to organize steady or periodic flows and where to put the blob (or blobs) in order to achieve the best result in that finite time. Figure 1 demonstrates flow patterns for a two-dimensional steady motion in an annular wedge cavity while moving either the bottom or top wall. Obviously, they are not the examples of good mixing-the mixing domain (light-green colour) is limited here by closed steady streamlines and does not spread over the whole cavity. Figure 2 shows three typical pictures of a mixture in the annular wedge cavity after ten periods of periodic motion of the bottom and top walls, with the same total wall displacement as for the steady motion. Comparison of figures 1 and 2 shows that, despite of the same 'energy-input', the results of mixing are completely different.
Our analysis of distributive mixing is based upon a conservation of topological properties (connectedness and orientation) of the Lagrangian interface line between components deformed by an Eulerian velocity field. The key idea of our approach is the use of a non-uniform distribution of points at the initial contour to represent this interface, such that (i) the distance between neighbouring points remains between some chosen values (that is, points are added when the distance becomes too long and points are removed when it becomes too short) and (ii) the angle between any neighbouring straight lines is greater than some prescribed value (to describe folding of the line). The principal advantage of this approach for line tracking is that area preservation of the blob enclosed by the contour is guaranteed, even after complicated stretching and folding. Knowing the position of the contour line, we can construct an Eulerian description of the deformation process, giving an opportunity to quantify mixing at any moment of time.
When the motion of the walls is periodic in time, the Stokes flow velocity field inside the cavity is also periodic. The study of particle motions in a periodically driven velocity field can be reduced to the study of a discrete time system by means of Poincaré mapping-series of positions of points taken stroboscopically at each period. This reduces the analysis of dynamical systems to problems that could be stated more simply, yet retain their essential ingredients. Fixed points of such a mapping correspond to the closed periodic trajectories of the particle under consideration that are closed after one, two, or more full periods. Therefore, it is important to find the positions of these periodic points in the flow and to discover whether they are numerous or relatively few. Given some spatial symmetry of the velocity field in the cavity we apply, similar to Meleshko and Peters [29] , the symmetry arguments. They were first suggested by de Vogelaere [30] and developed by Franjione et al. [31] and Franjione and Ottino [32] . Apart from the position, each periodic point must also be classified (as elliptic, parabolic or hyperbolic) by using linearized mapping in its immediate vicinity. Knowledge about the location and type of periodic points allows us to determine optimal mixing regimes, and yields opportunities to identify coherent structures in the mixing patterns (Meleshko et al. [33] ).
We will adopt Gibbs' approach and use the 'coarse-grained density' of the distribution as a basic measure for the three criteria of the mixed state: the mean square density (Welander [34] ), the entropy (Gibbs [25] ) and the intensity of segregation (Danckwerts [35] ). All three criteria show the dynamics of mixing in their own scales and may be used descriptively but never causatively, which was explained by Ben-Naim [36] . By using these criteria we can for a given volume element size (the 'grain') estimate the time necessary for the mixed state to be uniform within some specified range. The larger the element size, the faster this desired mixed state is reached. The three criteria are not independent, and they are statistical measures of the first order (Tucker [37] ). For a more complete description of a mixture, we will also use the scale of segregation (Danckwerts [35] ) which is a statistical measure of the second order. It represents an average of the size of the clumps of the mixed component.
The paper is organized as follows: The problem of mixing in the annular wedge cavity is stated in Section 2, combined with an analytical expression for the velocity field in the cavity as well as numerical algorithms for contour line tracking, searching for and classifying periodic points and the main definitions of measures for the quality of mixing. In Section 3 the results of numerical studies of mixing with various protocols of wall movement are given and discussed. Finally, some conclusions are outlined in Section 4.
Theory and methods

Problem statement
We consider a two-dimensional creeping flow of incompressible viscous fluid in an annular wedge cavity, a r b, |θ| θ 0 (figure 3), caused by tangential periodically time-dependent velocities V bot and V top at the curved bottom and top boundaries r = a and r = b, respectively. The side walls, a r b, |θ| = θ 0 are fixed. We restrict our consideration to the discontinuous mixing protocol when, during each half of the period T /2, the bottom or top wall rotates over an angle clockwise and counterclockwise, respectively: The radial u r and azimuthal u θ components of velocity can be expressed by means of the stream function as
For the Stokes flow approximation the stream function satisfies the biharmonic equation
(∇ 2 stands for the Laplace operator) with the boundary conditions
Therefore, we have the classical biharmonic problem for the stream function with prescribed values of the function and its outward normal derivative at the boundary. The system of ordinary differential equations
with the initial conditions r = r in , θ = θ in at t = 0 describes the motion of a passively advected individual (Lagrangian) particle which occupies the position (r, θ) at time t in the known Eulerian velocity field. System (5) can be written in a Hamiltonian form. Besides the obvious transformation to the rectangular coordinates x = r sin θ, y = r cos θ , by which system (5) can be written in a traditional appearance
it can be directly transformed into
with r 2 and θ being conjugate variables.
Within time intervals (kT , kT + T /2), (kT + T /2, kT + T ) (k = 0, 1, 2, . . .), when the stream function does not explicitly depend on time, system (5) is integrable and there exists the first integral (r, θ) = constant. Consequently, particle (r in , θ in ) moves along a steady streamline during the first half-period (0, T /2). At the instant t = T /2 the topology of streamlines is instantaneously changed, and the particle moves along a new streamline during the second half-period (T /2, T ), and so on. The spatial position of the particle is continuous, but its velocity experiences a discontinuity at each moment t k = kT /2.
The problem of mixing of a certain amount of dyed matter (the blob) which does not affect the velocity field in the cavity, consists in tracking the positions of particles initially occupying the contour of the blob, say, the circle of radius R with the centre at (r c , θ c ). We assume that the flow provides only a continuous transformation of the initially simply connected blob. Therefore, the deformed contour of the blob gives the whole picture of the mixing.
The question of how to track this closed contour in the periodically changing velocity field represents a separate numerical problem. The obvious solution of using a collection of initially equidistantly spaced points can cause problems after several periods. Therefore, an important part of our mixing analysis consists in the development of an effective numerical algorithm for contour tracking.
The problem of finding periodic points in the flow can be transformed into the problem of the twodimensional search for the roots of some nonlinear equations. It is well known (Press et al. [38, p. 372] ) that there are no good, general methods for finding the roots of nonlinear sets of algebraic equations. Here, the situation is even more complicated as the mapping of a point after each period is defined by a system of differential equations, and not an algebraic system. A two-dimensional search strategy for periodic points can take too much computing time. Consequently, we need to develop some numerical algorithm to find all such points, or at least those of lower order.
Finally, we need some quantitative measures for characterizing the quality of mixing in order to compare the results of various mixing protocols and those from varying the initial positions of the blob.
Methods used
In this section, the determination of the velocity field will be dealt with in Section 2.2.1. Accordingly, the problem of contour line tracking will be addressed in Section 2.2.2. Next, the periodic points are identified in Section 2.2.3. Finally, the definition of different mixing measures will be treated in Section 2.2.4.
The Eulerian velocity field in the cavity
To find the velocity field in the cavity, we apply the method of superposition to the boundary problem (3)−(4). The essence of that approach is provided by Krasnopolskaya et al. [39] and here we present only the main results.
The stream function in the wedge cavity can be written as 
with
,
and
The following notations
were introduced. The functions P + (ρ, θ) and P − (ρ, θ) can be transformed (see Appendix) into the fast convergent series. The sets of coefficients x m , y m , and z n are defined from the two fully regular infinite systems of linear algebraical equations, that can be effectively solved by simple reduction method. The knowledge of the asymptotic behaviour
12 is the root with the lowest positive real part of the equation
Because of the asymptotic behaviour (12), the infinite sums in (8) (along with their term by term first derivatives in r and θ ) converge rapidly in the whole domain including the boundary. Therefore, it is sufficient to leave only a few first terms in these series (usually, up to five) when performing numerical calculations. Also, the first derivatives of the functions S(a/r, θ) and S(r/b, θ) provide a finite contribution to the velocity field at the boundary that can be calculated by taking the limits.
It is worth noting that the terms with R b , R t , F b and F t in expression (8) correspond locally to the Goodier [40] and Taylor [41] solution for Stokes flow in a quarter plane with a discontinuous tangential velocity applied along one side (see Batchelor [42, p. 224] ). Such a local representation of the stream function near the corner points as well as the amplitude of the Moffatt [43] corner eddies is presented in Krasnopolskaya et al. [39] .
Thus, the components of the velocity field can be calculated as the corresponding first derivatives of the stream function (8) in the form of rapidly converging series in the whole domain including the boundary. The numerical calculations of the velocity are fast and accurate.
Contour line tracking
Any algorithm of contour line tracking comes down to the tracking of points distributed along the initial blob boundary and, after this point tracking, connecting neighbouring points. Being obviously easy for the initial boundary, the general problem of how to connect these points by a smooth curve, without intersections in order to get the boundary at any instant, provides some difficulties. Because of nonuniform stretching and folding of the line, two neighbouring points may appear far away from each other at some future time. The obvious way to overcome this problem is to increase the number of points. In order to avoid much computational effort, this should not be done uniformly-but only at those parts of the initial line where considerable stretching or folding occurs. The essence of our algorithm is clear: (5) for each point and trace the positions of all these points up to the moment t 1 = t. (ii) Calculate the distance l n between points of numbers n and n + 1. If it appears that some distance l k becomes larger than some initially prescribed value l dis (usually, l dis = 0.02a), insert an additional point on the initial contour in the middle between points k and k + 1, solve the system (6) for that one point, and renumber correspondingly the initial and final arrays of points. After completing this operation we have N d N 0 points with distances between each of two neighbors less than l dis . Connect these points by straight lines and form a N d -polygon. (iii) Take in any turn three points m − 1, m, m + 1 (m = 2, 3, . . . , N d + 1) and find the angle γ m at the vertex m (computationally, it is preferable to calculate only the cosine of this angle from known distances between these points). If angle γ m appears to be smaller than some prescribed value γ (usually, γ = 120 • ), insert additional points at the initial contour line between points m − 1, m, m + 1 in such a way that, finally, the distances between all 'old' and 'new' points do not exceed the value l cur (usually, l cur = 0.005a) or the angles in the polygon are larger than γ .
Thus, starting at t 0 = 0 with N 0 points uniformly distributed along the blob boundary, at the instant t 1 = t we have N 1 points (with N 1 N 0 ) that can be connected by straight lines to form a N 1 -polygon. This polygon represents the deformed boundary at the moment t 1 and has the properties that distance between any two adjoint vertexes is smaller than l dis (or, sometimes, l cur ) and that the angle at any vertex is not less than γ . It is important that this polygon has a direct correspondence to the nonuniform distribution of N 1 points on the initial line. The next step is now obvious: proceeding to the instant t 2 = 2 t we move firstly the N 1 -vertex polygon and then apply the same algorithm again.
The proposed algorithm has the main advantage that all final points have their starting positions on the original contour. This aspect is usually lost when spline techniques are used to smooth the line and redistribute the points.
Numerical integration of system (6) within the time interval t was performed using two numerical ordinary differential equation integrators. The first of these is the standard explicit fourth-order Runge-Kutta method (Press et al. [38, Ch. 16] ) with constant time step 0.005T . The second is a Runge-Kutta-Fehlberg scheme with adaptive stepsize (Hairer et al. [44] ).
An additional and important check of the proposed algorithm is the accuracy of fulfilling the area conservation condition. The area inclosed by the deformed curve was calculated via the Stokes theorem as a line integral, using the trapezoidal rule. The relative error was less than 0.1% for cases tested.
Periodic points and invariant manifolds
The proposed algorithm of search for periodic points reduces the two-dimensional search over the whole cavity to a one-dimensional search procedure of specific values r * along the central line θ = 0.
Consider a point (r T /4 , 0) which at instant t = T /4 is located on the line of symmetry θ = 0. Because of the symmetry of protocol (1) in time, it is obvious that at instant t = 0 and t = T /2 this point occupies the positions (r 1 , −θ 1 ) and (r 1 , θ 1 ), respectively. Now, if at instant t = 3T /4 this point is again on the line of symmetry θ = 0 with coordinates (r 3T /4 , 0), then at the instants t = T /2 and t = T its positions are (r 1 , θ 1 ) and (r 1 , −θ 1 ), respectively. Therefore, the point (r 1 -take at t = T /4 any point (r T /4 , 0) on the symmetry line, integrate the advection system (5) up to t = 3T /4, and check whether the point (r 3T /4 , θ 3T /4 ) is located on the symmetry line. Thus, if r * is the root of equation
(here and in what follows, the indexes in circular brackets show the interval within which system (5) is integrated and the arguments represent the initial conditions for that system), then the point (r 1 , −θ 1 ) with
is a periodic point of period 1.
Geometrically, this periodic point is located at the intersection of two steady streamlines bot (r, θ) = C bot and top (r, θ) = C top , corresponding to the motion of the bottom and top wall, respectively. Only along these two paths can the periodic point return to its original position.
The type of a periodic point (elliptic or hyperbolic) can be classified analytically, by looking for the eigenvalues λ 1 and λ 2 of the Jacobian matrix M of the linearized mapping at this point. The elements of the Jacobian matrix M are calculated numerically by solving system (6) written in rectangular coordinates for the four initial conditions
are the rectangular coordinates of the periodic point) and for small ε (usually, ε = 0.005a)
The condition that the determinant of matrix M must be equal to unity is used to check the accuracy of calculations. If λ 1 and λ 2 are complex conjugates, the periodic point is elliptic. If λ 1 and λ 2 = 1/λ 1 are real, the periodic point is hyperbolic. Also the situation λ 1 = λ 2 = ±1 can exist, but this corresponds to the degenerated case of a parabolic periodic point: any small change in the mixing protocol (i.e. the value of ) leads to a periodic point of the elliptic or hyperbolic type. For a hyperbolic periodic point there exist two invariant curves named the stable and unstable manifolds. These manifolds can be constructed by surrounding a periodic hyperbolic point by a small circle of radius 0.001a and then using the above-mentioned algorithm of contour line tracking under forward and backward mixing protocol (1) . The backward mapping can be obtained by changing in (1) to − and starting with the movement of the top wall.
For finding periodic points of higher periods the following algorithms can be developed: 
Every periodic point of period n has n − 1 satellites, corresponding to their positions at instants T , 2T , . . . , (n − 1)T . Therefore, the scenarios do not always supply new periodic points-only some satellites of others. In any case, these algorithms provide an effective search procedure of periodic points in the annular wedge cavity.
Evaluation of mixture quality
In this subsection we present a methodology for the evaluation of the quality of distributive mixing based on the statistical quantities, such as coarse-grained values of density, entropy, scale of segregation and intensity of segregation.
By dividing the cavity area S into N δ square boxes of a side size δ with an area S δ = δ 2 each, the cavity area can be written as S = N δ S δ . The conservation of coloured material area enclosed by the contour line permits us to introduce a probability function for the dyed material distribution inside a box with number n as proportional to value of area S b /S δ ) 2 and averaging it over the area of the cavity, we get the inequality:
because D n 1 and can not be 1 in the whole cavity (unless the colour matter occupies the whole cavity). Therefore, such a quantity as the statistical square density D 2 will decrease in time as the dyed material is spread over an increasing number of boxes. In terms of statistical mechanics, D n is the 'coarse-grained density', which is different from the 'fine-grained density' f d of the infinitesimal, super-differential elements dS f , which are always assumed to be small compared to the width of the area of the coloured matter. Moreover, dS f is always so small that it either is located inside the coloured matter, and f d equals one, or it is outside the coloured matter, and f d equals zero. There is a difference in procedure for evaluation of statistical values too. The 'course-grained' averaging means summing over the cavity area (the so-called 'box counting') and dividing the sum by the box number N δ , but for the 'fine-grained' averaging we must apply an integration procedure, as lim dS f → 0.
It was shown by Gibbs [25, Ch. 12] will go to zero. The rate of decrease of these values is not only time dependent but also depends on the box sizes.
It is also possible to use the analogy of entropy, −D n log D n , instead of D 2 n as a statistical measure. If the dyed material occupies a box completely or is absent, −D n log D n equals to zero. The entropy measure changes only in those boxes, where 0 < D n < 1. Moreover, for 0 < D n < 1, the value − log D n is always positive, so the more boxes the dyed material covers the bigger is − N δ n=1 D n log D n . As a result, for a good mixing process, the entropy of the mixture
will grow in time to its maximum
The entropy measure is not independent of the square density measure, and both of them are first-order statistics measures (one element of area at a time). Danckwerts [35] has defined two properties that are useful in evaluating the quality of mixing: the scale of segregation L C and the intensity of segregation I C . The scale of segregation is a measure of a size of clumps in a mixture, while the intensity of segregation refers to the variance in composition. For the intensity of segregation he introduced the formula
where C is the local concentration, which is in Gibbs's and Welander's definitions equal to the fine-grained density f d . It is easy to verify that for distributive mixing the fine-grained density
, and in that case I C always equals one. Consequently, for mixing without diffusion and chemical reaction, the intensity of segregation I C is not decreasing, but equals the constant, initial value.
Therefore, we suggest a modification of the intensity of segregation, by making the mean square density (16) dimensionless by dividing by
For good mixing (D − D ) 2 tends to zero, which means that I also tends to zero.
Our definition of I is different from a similar mixing measure I O used by Ottino [7] who defined this quantity as the square root of the mean square density divided by D 2 ,
When mixing is studied by analysis of the distribution of N unconnected points and the coarse grain modification I in (20) is used, an additional assumption is needed. This assumption says that to every single point corresponds a small, undeformed by mixing, area S b /N .
The scale of segregation L C was defined by Danckwerts [35] by means of the correlation function
which shows how the concentration fluctuations C − C at points 1 and 2, separated by the vector η = ηe, differ from each other. The normalized correlation function is called the correlation coefficient
It is obvious that ρ(0) = 1. When η exceeds a certain value, the relationship between the concentrations in points may become random and K C (η) drops to zero. If a mixture consists of clumps, the value of η at which K C (η) (22) is equal to zero (say, η = ξ ) is approximately the average size of the clumps in the direction e. More precisely, the average radius of clump in the direction of e is
The mixing patterns which we are going to discuss do not consist of a random distribution of clumps, but of layered structures (see figure 2) . However, the coarse grain representations of these patterns may look like clumps. If we cover area boxes for which the density D n is larger than D with black, the boxes where D n equals to D with grey, and boxes where 0 D n < D with white, then such representation can be considered as white and black clumps with grey clumps that serve as transitional ones. Moreover, with the coarse-grained correlation function defined as
(where D (1) and D (2) correspond to coarse-grained density in the boxes 1 and 2 separated by vector η), the short term regularity, which gives important information about the mixture pattern, can be examined. Short term regularity means that, on average, in two boxes at any distance η < ξ the fluctuations D n − D have the same sign (i.e. the same colour) and thus K > 0. For η = ξ the fluctuations become uncorrelated and therefore K = 0. Thus, the distance η = ξ in the direction e is related to the size of average clump in this direction, and the value
gives the average radius of the clump. Complementary to intensity of segregation I , the scale of segregation L can be used as a measure of clump sizes of the coarse-grained description of mixing patterns. The dynamics of such scales should reflect the changes of sizes of unmixed regions, where D n is always larger than D .
In conclusion, in this section we have shown that, with the solution of the velocity field in an annular wedge cavity, the contour line tracking and periodic point search algorithm, and the described mixing measures, we are able to analyse the mixing flow in the cavity in its full details. Also the importance of using the first and the second order mixing measures was elucidated. All of this will be demonstrated in the next section.
Results and discussion
The results presented here correspond to the wedge cavity with θ 0 = π/4 and b/a = 2. To compare the efficiency of different mixing processes we need to measure the supplied energy. We suppose that the periodic protocols as well as the stationary mixing processes have the same angular velocities 2 /T . Then, a total displacement accomplished by moving walls can serve as a measure of an amount of work done in moving the walls (i.e. the 'input energy'). For the periodic protocols (1), this value is (a + b) for one period, and is the total angle of rotation during the whole process.
The steady streamline patterns (figure 4) for bottom or top wall movement both reveal closed lines around elliptical stagnation points with polar coordinates (1.31, 0) and (1.64, 0) , respectively, in the middle of the cavity and the Moffatt eddies near quiet corners. These patterns help us to elucidate the process of steady mixing, presented in figure 1 .
In the example given in figure 1(a) , the blob centre is at the stagnation point corresponding to figure 4(a) . In figure 1(b) the mixing pattern produced by the motion of only the bottom wall was drawn. The same 'input energy' as during ten periods of the discontinuous protocol with H = 4 was used. The light-green coloured area shows where mixing occurs. The mixing pattern created by the top wall motion (again for the same 'input energy') is presented in figure 1(c) . This pattern is more uniformly distributed over the cavity area because the mixing domain is larger. This mixing domain is drawn between the boundary streamlines corresponding to trajectories of the uppermost and lowest points of the initial circular contour of the red blob.
Returning to the periodic flows, figure 5 shows a bifurcation diagram of the dependence on H of the root r * in (13), for periodic points of period 1. For H < 4.86 there exists only one period-1 periodic point. It changes The locations of all periodic points up to period 6 are presented in figure 6 , apart from those of period 3 and period 5, since they are practically situated at the boundary of the cavity. The periodic points shown are (mainly) of the hyperbolic type which may lead to the conclusion that such a protocol provides good mixing. It is also worth noting that the traditional method of Poincaré mapping with filtering 2, 4 and 6 can hardly reveal even elliptical points of period 2, period 4 and period 6, respectively, because of small sizes of corresponding elliptical islands.
The advantages of the contour line tracking algorithm are seen clearly from figure 7 , with an initial circular contour of radius R = 0.2a with its centre at the hyperbolic point of period 1. In figure 7 (a) the initial position of the blob contour line is represented by 25 points. In figure 7 (b) the interfacial contour line after twelve periods is constructed with about 5 × 10 4 points. The values for the tracking parameters (see Section 2.2.2) used were l dis = 0.03a and l cur = 0.015a. It is important to stress that, due to the very strong, nonuniform, exponential stretching, about 40% of the length of the initial contour line (dashed lines in figures 7(a) and 7(b)) corresponds to only 0.2% of the final length. The solid part of the initial contour line is stretched about 10 3 times.
Because of the exponential divergence of neighbouring points, the approach, based upon the representation of the blob contour as an initially uniformly distributed collection of points, can only provide a qualitative picture of mixing and does not conserve its topological properties. Figure 7(c) shows the positions of 5 × 10 4 points initially distributed uniformly along the circle, after twelve periods. If these points are connected ( figure 7(d) ) the picture looks completely different from the one presented in figure 7(b) . The length of the contour line in figure 7 (d) (if one can call this the 'length') is only about 4% smaller than the length of the curve in figure 7(b but the enclosed area of the dyed material is six times larger. The traditional algorithm needs almost 5 × 10 7 points in order to obtain the interfacial contour line with the same accuracy in length and area as in figure 7(b) . The accurate Lagrangian description of the contour line provides the opportunity to construct an Eulerian representation of the mixture. Figure 8(a) shows the mixed state with the positions of the initially circular blob (yellow area) after six periods (red) and after twelve periods (blue). There are two main components of the coherent structure in the mixed state: one component formed by the thin filaments with their striation decreasing in time, and the other one by the small 'rubbery' region, representing the unmixed part of the blob. What creates this structure? First of all, the invariant unstable manifold corresponding to the hyperbolic point of period 1 which is located in the centre of the original yellow blob (indicated by a black square in the middle in figure 8(b) ). This manifold, part of which is presented in the figure 9(a) , serves as a skeleton which forms the first main coherent structures of the deforming blob. The origin of the 'rubbery' coherent structure can be explained in terms of the existence of the elliptic periodic points of period 2, period 4 and period 6, respectively, which are shown as white boxes in figure 8(b) . In the upper part of the yellow circular blob figure 8(b) , a small black box indicates the position of the hyperbolic fixed point of period 6, and therefore, the region nearby this point will be destroyed completely in the course of time. The resulting deformation after twelve periods of small circular domains surrounding these higher order periodic points are shown in figure 9(b) . The small circular blob surrounding the hyperbolic point transforms after twelve periods into a thin line, while the three circular blobs surrounding the elliptic points only slightly deform.
Next, the application of the statistical measures for the evaluation of the mixed state quality is discussed. Inside every square box deviations from the mean value of a uniform mixture of the square density, intensity and entropy are presented in figure 10 for the particular blob deformation shown as the blue pattern in figure 8(a) . figure 8(a) . The three curves in each figure correspond to three different box sizes: 1-δ = 0.1a; 2-δ = 0.05a; 3-δ = 0.025a. Figure 10 clearly demonstrates that, although the mixing pattern is not clumpy, the coarse grain representations of this pattern look clumpy. The dynamics in time of the three criteria based on the coarse-grained density D n are shown in figure 11 for different box sizes. The mixing protocol and the initial position of the blob are the same as in figure 8(a) . The mixing process is characterized by the decrease in square density D 2 / D 2 ( figure 11(a) ) and in the intensity of segregation I ( figure 11(b) ) and by an increase in entropy e/e 0 ( figure 11(c) ). From figures 11(a) and 11 (b) it follows that intensity and square density give the same dynamics but in different scales. We prefer to use the intensity because it always lies in the same range (0, 1). Using this criterion it is possible to compare mixing processes for different values of the ratio S b /S and to compare different mixtures with the same ratio S b /S. For instance, it is easy to answer the question of after how much mixing time the intensity of segregation will have some given value for different box sizes (which basically represents the problem of scaling in mixing processes), just by drawing a horizontal line I = constant. If we state that a mixture is uniform (enough) (for a given box size) when I is less then some minimum value I min , we know how long we have to continue the mixing for other box-sizes, i.e. differently sized mixers.
If a number that increases with mixing time is preferred, either the entropy ( figure 11(c) ) or the quality Q, defined as the reciprocal of the intensity I (see figure 11(d) ) can be used. It is worth noting that for the same box size, the same quality (or intensity) of mixing can be repeatedly reached. Thus, the quality Q of a mixture can decrease for some time during the mixing process after which it starts to increase again.
In figure 12 results of deformation of a circular yellow blob are presented for different initial locations of the blob. In figure 12 (a) the blob is centred around an elliptic point of period 2 and covers three hyperbolic points of period 6 and one hyperbolic period 4 point. For this case the stretching is the largest while the distribution of the deformed blob is poorest, with the quality Q = 4.7. In figure 12 (b) the blob is centred around a hyperbolic point of period 2. Stretching is nearly the same as in the previous case, the quality Q = 5.9 (since the distribution is better). Finally, figure 12(c) shows the deformed blob that was initially centred around a hyperbolic period-1 point. There the stretching is the poorest (only half of the two previous cases) but the distribution looks the best. This is reflected in the quality, Q = 6.1. Therefore, values of stretching do not correlate with the values of the quality Q.
The intensity of segregation I was calculated for the case of the largest stretching ( figure 12(a) ) using a set of N points uniformly distributed inside the initial blob area. We already mentioned in Section 1 that there exists no criterion which evaluates the precision of approximation when based on preservation of the number of points N , i.e. preservation of a Lebesgue measure. The calculations with N = 10 4 gave, for the mixed pattern like the one in figure 12(a) , an error of 35% in the values of intensity of segregation if compared with results from contour tracking. Thus, for mixing with large stretching, calculations with any number of points N sooner or later loose their precision. The approach with contour line tracking does not show this problem because of the preservation of the initial area. Comparison of coarse-grained representations of the intensity of segregation determined by the contour line tracking algorithm and by calculations with uniform distributed points N = 10 4 as well as the patterns themselves are shown in figure 13 . For clarity only a part of the cavity ( figure 12(a) ) is shown: the blob is coloured red while its boundary is indicated with a black contour. It is obvious from these pictures that in the area where the contour line tracking gives a large number of thin filaments (on the right side of the area), which means not much dyed fluid at all, the uniform points approach shows a large amount of points due to large number of the filaments and, consequently, a much higher coarse-grained density (compare figures 13(b) and 13(d)) .
Next, let us compare the quality of mixing for different mixing protocols: for stationary motion of the bottom or top walls (figures 1(b) and 1(c) , respectively), for periodic motions with H = 2 ( figure 2(a) ) and H = 4 ( figure 2(b) ). For all considered cases the total amount of input energy is the same (W = 148). Therefore, for the protocol with H = 2 the number of periods is twice as much as for the protocol with H = 4. Stationary mixing when the blob is initially located at the stagnation (elliptic) point ( figure 1(b) ) and periodic mixing with H = 2 and with initial location of the blob at the periodic elliptic point ( figure 2(a) ) provide approximately equal values of the corresponding measures independently of the box size. On the other hand, the stationary mixing with moving the top wall ( figure 1(c) ) provides in the largest size box (δ = 0.1a) the same values of measures as periodic mixing with H = 4 with the largest stretching shown in figure 12(a) . In the smallest scale δ = 0.025a this stationary mixing is poorer than any of periodic mixing with H = 4 (figure 12) but is still better than periodic mixing with H = 2 ( figure 2(a) ). point of period 1 (see mixing pattern in figure 2(a) ). The chaotic mixing of the blob located at the hyperbolic period-1 point with H = 4 (curves 1) is the best. The data presented in figure 14 show that final values of measures for regular periodic mixing (curves 4) and for stationary mixing (curves 3) are reached already at a half of the input energy for the chaotic (curves 1) and other stationary mixing (curves 2). This means that periodic mixing is not always better than the stationary one-the specific location of the initial blob (nearby hyperbolic points) is of crucial importance. Therefore, optimization of mixing for a given energy input must be based not only upon the comparisons of the protocols themselves but upon consideration of the initial positions of the blobs. Moreover, among various hyperbolic periodic points, the point for which the unstable manifold covers more uniformly the whole cavity should be preferred as a blob's centre (compare figures 12(a) and 12(c)). Besides, the initial splitting of the blob into several smaller blobs (if possible) can provide the best mixing under the same protocol and energy input (see figure 2(c) ). It is worth noting that all four measures give the same qualitative conclusions. Therefore, any of these criterion can be used for estimating the mixing quality. For dispersive laminar mixing the intensity I is generally accepted (see Brodkey [5] ) and it is logical to use Q to judge the related energy, as both are increasing quantities. An important issue is connected with the time reversibility of all measures. There are two questions in this issue. One concerns the reversibility of individual points, representing the contour line after some time T R , to their initial positions at time 2T R . The second question is connected with the conservation of the blob area and, therefore, reversibility of all measures. Calculations with 30000 points 'uniformly' distributed along the initial contour line presented in figure 7(a) have shown the accurate reversibility after ten periods. In spite of the accurate calculations of the individual point positions already after the two first periods, the blob area was not conserved, the relative error after the nine periods was, for example, 70% (meaning that 70% of the original blob area has been 'lost'). The calculations based on our algorithm with 'nonuniform' distribution of points conserved the blob area for twelve periods of forward and twelve periods of backward motions (a check on area conservation showed that even after 12 periods of forward motion less than 1% of the dyed material was lost, see discussion of figure 7 ). In this case the computations of all coarse grained measures based on the value of the blob area are reliable. Nevertheless, for such computations not all points come back to their initial positions. After the reverse process some of the points are located along pieces of the unstable manifold for the backward motion (which coincides with the stable manifold for the forward motion). The contribution of these spurious lines to the blob area equals zero. Thus, we can conclude that computation of the measures shows a complete reversibility in spite of irreversibility of some individual points. Now, we address the second-order measures of mixing quality, since these measures indicate the relative size of unmixed 'rubbery' domains. Criteria like those could be, practically, more relevant than those of the firstorder statistics dealt with so far. In figure 15 (a) the dynamics of the scales of segregation in two directions x and y are shown for the same mixing process as was used for calculations of the first-order statistics (figure 11) for the same three box sizes. Initially, the scales in the x-direction (solid lines) and y-direction (dashed lines) are almost equal and give the approximate value of the radius of the initial blob (R = 0.2a). For the box counting with δ = 0.1a (curve 1 in figure 15(a) ) the error of the value of R is about 9%, in counting with δ = 0.05a (curve 2 in figure 15(a) ) as well as in counting with δ = 0.025a (curve 3 in figure 15(a) ) it is slightly larger. In the course of time, due to the anisotropy of the patterns (see figures 2(b), 7(b), 8(a), 12(c) ), the dimensionless scale of segregation in x-direction L x = L(x)/a and in the y-direction L y = L(y)/a diverges. Nevertheless, both have a tendency to decrease, but not uniformly in time. In figure 15(b) the dependence of the averaged scale L = (L x + L y )/2 on time is presented for the three box sizes. After the two first periods of mixing, the curves can be approximated by exponential functions of the form c i + c 0 e −ct/T . These functions are drawn in figure 15(b) as dashed lines 4, 5 and 6, respectively. Using those approximations we can roughly estimate after how many periods the averaged scale of segregation L will be smaller than some given value. For example, for the counting with δ = 0.05a, L becomes less than δ/2 (the unmixed 'rubbery' domain is smaller than the area of the box) after approximately 35 periods. Thus, the existence and change of the unmixed 'rubbery' domains in the mixture pattern can be determined from the behaviour of the scales of segregation. For one unmixed zone, like the initial situation with one circular blob, scales (26) directly give the size of the blob. For the well-mixed patterns of high quality, the non-zero values indicate the existence of unmixed domains that decline very slowly (or even stabilize, when the zone does not diminish in size at all) despite continuing mixing.
The dynamics in time of the first-order statistical measurements (square density, intensity of segregation, entropy and quality) are different from the dynamics of the scale of segregation. The first ones reflect the distribution of filaments over the mixing domain, while the latter show the behaviour of the unmixed domains of the coherent structure. They also change in opposite ways when changing the box size: the smaller the box size, the worse is the mixing according to the first measures and the better according to the scale measures, which decrease with decreasing of the sizes. Therefore, it is necessary to use both measures to judge how well or badly materials are mixed.
Conclusions
We briefly summarize the main results of this study.
1. The analytical method of superposition for defining the velocity field and the numerical algorithm for two-dimensional contour line tracking that conserves topological properties of any blob furnish a solid basis for obtaining distributive mixing patterns for the Stokes flow in an annular wedge cavity. 2. An effective algorithm of one-dimensional searching of periodic points in this type of flow is described.
Coherent structures related to hyperbolic and elliptic periodic points in distributive mixing patterns are classified. The structure of unstable manifolds of hyperbolic periodic points plays a crucial role in distributive mixing. 3. Based upon the area-preservation property of a closed fluid contour the modified quantities of intensity of segregation and scale of segregation for evaluation of the quality of distributive mixing are developed. 4. At least two independent measures are necessary for estimation of mixing quality, one answering the question how well the deformed blob is distributed over the whole cavity area (e.g. the intensity of segregation or, analogously: square density, entropy or quality) and the second-how large are the nonmixed areas ('rubbery' islands) relative to predeformed characteristics (e.g. the scale of segregation). 5. All quantitative measures: square density, entropy, quality and intensity and scale of segregation-reveal nonmonotonic behaviour in time while approaching their limits for uniform mixtures. 6. A large amount of (exponential) stretching does not always correspond to the best quality of the mixture.
In particular, a steady mixing protocol with low stretching of contour lines can sometimes even create a better mixture than a periodic protocol with the same amount of supplied 'energy' if a blob is initially located around some specific hyperbolic point of a higher order. 7. To optimise mixing for the given periodic protocol supposes proper choosing of the initial location of the blob in the cavity. Such a choice should be performed by knowing positions and types of periodic points, structure of unstable manifolds corresponding to hyperbolic periodic points (the first main element of mixing coherent structures) and size of 'rubbery' islands corresponding to elliptic periodic points (the second element of mixing coherent structures).
We suggest that the exposition of the underlying assumptions and general methods for the prototype flow in the annular wedge cavity is sufficient to give an insight into what can happen in more complicated cases. This is the topic of the current investigations in our laboratory.
Appendix: Expressions for sums
The equalities 
In spite of their complicated expressions, the terms in series (27) and their first partial derivatives decay exponentially with ν. Only a few first terms (usually, ν 5) with obvious limits for the term with ν = 1 at the boundary are enough to provide an excellent accuracy of calculations of the velocity field in the whole cavity.
