Abstract|When using smoothing splines, a feature of the data, for example, a sharp turn, which we would like to retain is sometimes lost. If a smoothing spline with less than the usual order of continuity at the data points is tted then we may retain this feature but at the cost of not smoothing out the parts of the data we want smoothed. The approach presented can retain a feature of the data while smoothing out the rest of the data by selectively reducing the continuity at some of the data points or the degree of the piecewise polynomial being tted in some of the intervals. This approach is a development of the generalisation of the stochastic formulation of smoothing splines given in 1].
INTRODUCTION
This paper carries further the work reported in 1]. Instead of the continuity properties being the same across all knot points and degree of the piecewise polynomial being the same in all intervals (for example, tting a piecewise cubic polynomial with one continuous derivative across the knot points instead of the usual two continuous derivatives), we will extend the approach to accommodate di erent continuity properties at di erent knot points and the degree of the piecewise polynomial being tted being di erent in some intervals. Suppose t 1 < t 2 < < t n and that we have the data pairs (t 1 ; y 1 ); : : : ; (t n ; y n ). The observations y 1 ; : : : ; y n at points t 1 ; : : : ; t n are assumed to be expressible as y i = h > i x i + i ; (1) where the i are normally distributed with zero mean and variance 2 , h i 2 < p is given and x i 2 < p is unknown. It can be shown that smoothing splines are related to the solution of the following stochastic di erential equation dx(t) dt = Mx + p d! dt ; where !(t) is a Wiener process (see, for example, 2]) independent of the i , i = 1; : : : ; n, satisfying, for some given positive semide nite V k+1 : < p ! < p , E n (! i (t + ) ? ! i (t)) (! j (t + ) ? ! j (t)) > o = V k+1 (i; j) ; for t k < t t k+1 ; The quantity u i+1 also has zero mean and is normally distributed. The state space formulations (1) and (2) facilitates the use of recursive algorithms to solve for x(tjn). This consists of a forward pass of the Kalman lter followed by a backward pass of the xed-interval, discrete-time smoother initialised with the nal estimates of the forward lter before using the interpolation smoother to evaluate x(tjn) for t i?1 < t t i , the curve being tted in the i th interval is f(t) = h > i x(tjn). The smoothing parameter may be found by using generalised cross validation 
SMOOTHNESS PROPERTIES
For reference, the forward pass of the Kalman lter applied to (1) and (2) 
T(t; s)V i T(t; s) > ds:
The only possible points of discontinuity are at the data points. It can be shown that x(tjn) is continuous at the data points; that is, D Unless we want a discontinuous curve, clearly the desirable way to break the higher order continuity at some of the data points is by choosing V i 6 = V i+1 . We will assume that h i = h for i = 1; : : : ; n.
The smoothness of x(tjn) and its dependence on V i will be explored. The quantity of interest is D (1) I explicitly in the Kalman lter ensures that all predicted and ltered covariances are nonsingular. Square root implementations of the Kalman lter must use a covariance lter and not an information lter. This is because some of the state transition equation covariance matrices will be singular if we choose to break the degree of the polynomial curve being tted for some of the intervals.
EXAMPLE
The eleven point data set given by Data Set 6 in 5] is a typical example of a data set for which a shape preserving method is required. Shape preserving methods are required for data for which the underlying function has steep gradients. A cubic smoothing spline is tted to this data. As well, a competitor to the tension spline given in 6, Figure 5 ] is produced by having a piecewise linear t in the 5 th {8 th intervals with no continuous derivatives across the data (knot) points and a piecewise cubic polynomial in the other intervals with two continuous derivatives across the data (knot) points not adjacent to the linear ts. This is achieved by using p = 2; h = e 1 , setting V i = e 1 e > 1 for i = 6; 7; 8; 9 and V i = e 2 where method 1 is the competitor to the tension spline, method 2 is the cubic smoothing spline, and method 3 is the piecewise cubic polynomial with its continuity broken at 4 data points. The competitor to the tension spline produced the best t. Visually inspecting the data and deciding to break the degree of the polynomial tted in the intervals for which the gradient of the underlying curve appeared to be close to zero has de nitely been worthwhile, and unlike 6], this was managed without recourse to tting exponentials. Breaking the continuity of a cubic piecewise polynomial at some of the data points did produce a better t than the cubic smoothing spline but was not as good a t as breaking the degree of the polynomial tted in some of the intervals.
The method is no more di cult to program in a numerically stable manner than the procedure set out in 1].
