Positive definite functions of finitary isometry groups over fields of odd characteristic  by Leinen, Felix & Puglisi, Orazio
Journal of Pure and Applied Algebra 208 (2007) 1003–1021
www.elsevier.com/locate/jpaa
Positive definite functions of finitary isometry groups over fields of
odd characteristic
Felix Leinena,∗, Orazio Puglisib
a Institut fu¨r Mathematik, Johannes Gutenberg-Universita¨t, D-55099 Mainz, Germany
bDipartimento di Matematica “U.Dini”, Universita` di Firenze, Viale Morgagni 67A, I-50134 Firenze, Italy
Received 1 February 2006; received in revised form 5 April 2006
Available online 23 June 2006
Communicated by S. Donkin
Abstract
This paper is part of a programme to describe the lattice of all two-sided ideals in complex group algebras of simple locally
finite groups. Here we determine the extremal normalized positive definite functions for finitary groups of isometries, defined over
fields of odd characteristic.
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1. Introduction
During the last decade considerable progress was made in determining the lattice of all (two-sided) ideals in
complex group algebras CG of infinite simple locally finite groups G. It is known (see [10]) that – amongst these
– only the complex group algebras of groups of 1-type and of non-linear finitary linear groups admit non-trivial
ideals, where non-trivial means non-zero, proper, and distinct from the augmentation ideal. The present paper is
concerned with the situation for non-linear finitary linear groups. Recall that a group is said to be finitary linear, if
it acts faithfully on a vector space in such a way, that the fixed-point space of every element of the group has finite
codimension in the vector space. The countable simple non-linear finitary linear groups are
(1) the alternating group Alt(N), and
(2) the stable analogues of the classical finite simple groups over a locally finite field F, namely SL◦(F), Sp◦(F),
SU◦(F) and Ω◦(F).
A finitary classical group shall be the finitary analogue of a finite classical group with natural action on an infinite-
dimensional vector space. Only for finite fields F, complex group algebras of finitary classical groups admit non-
trivial ideals (see [10]). The ideal lattice in C(Alt(N)) and in C(SL◦(F)) is known to be a descending chain of length
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ω + 1 [17,7]. In C(SL◦(F)), the k-th ideal below the augmentation ideal is the annihilator of the permutation module
arising from the action of G = SL◦(F) on the set of all subspaces of codimension k in the natural FG-module.
The existence of non-trivial ideals in complex group algebras of finitary classical groups of isometries implies the
existence of confined subgroups in these groups [8]. Therefore, we determined their confined subgroups and found,
that they are related to the normalizers of subspaces of finite codimension in the natural module [10]. This led to the
conjecture that also for finitary classical isometry groups G, the ideals in CG should correspond with the isometry
types of subspaces of finite codimension in FG.
A further piece to the puzzle is contributed by normalized positive definite class functions (pdf s), that is, C-linear
class functions f :CG −→ C such that
f (1) = 1 and f (x?x) ≥ 0 for all x ∈ CG;
here, ? denotes the involutory anti-automorphism of CG given by(∑
g∈G
cgg
)?
=
∑
g∈G
cgg
−1 for all cg ∈ C and all g ∈ G.
Pdfs can be considered as a generalization of complex characters to infinite groups. Every pdf f gives rise to the ideal
I f = {x ∈ CG | f (x?x) = 0} in CG (see [18, Section 5]).
Already in 1964, E. Thoma [16] determined the pdfs of Alt(N), while in 1976, his student H.-L. Skudlarek [12]
classified the pdfs of GL◦(F) and SL◦(F). For SL◦(F), there is in fact a 1–1-correspondence between the extremal
pdfs and the ideals in the complex group algebra (extremal pdfs can be considered as generalized irreducible
characters).
In the present paper we shall give a complete description of the extremal pdfs for finitary classical isometry groups,
defined over fields F of odd characteristic and size > 3. Our above-mentioned conjecture, in conjunction with the
classification of confined subgroups and the complete picture for SL◦(F), originally led us to conjecture, that every
extremal pdf of a stable classical isometry group G is simply the restriction to CG of an extremal pdf of SL◦(F). We
shall show, that this is only true for orthogonal groups. In the other two cases, the Weil characters for finite classical
groups asymptotically lead to further pdfs, and the corresponding ideals are not even contained in the augmentation
ideal.
For infinite locally finite fields F of odd characteristic, every extremal pdf of any finitary isometry group
over F is trivial (Theorem 7.1). For finite fields F of odd characteristic, the classification of extremal pdfs
is given in Theorems 4.2, 5.3 and 6.3. Here, every non-trivial extremal pdf is an iterated product of natural
resp. Weil pdfs.
Slightly more generally, we always treat subgroups H of full finitary isometry groups G satisfying H ≥ G ′. Only
the groups defined over the field with three elements are excluded, because certain parts of the literature cited do not
include this case — it seems to require extensive additional computations. In the last section, we also prove that, for
every fixed k, the annihilators of the CH -modules arising from the permutation actions on the sets of all k-tuples, of
all k-dimensional subspaces of fixed isometry type, of all subspaces of codimension k, and on the coset space of any
confined subgroup related to such subspaces, all coincide.
For the proof of the classification of extremal pdfs we proceed along the following lines. An application of the work
of Skudlarek [12] yields, that every extremal pdf of our group H is multiplicative with respect to elements of additive
degrees (Proposition 2.7). By results of E.W. Ellers, J. Malzan [2,3] and of F. Bu¨nger, F. Knu¨ppel, K. Nielsen [1,
9], most elements in H can be written as a shortest possible product of reflections resp. transvections from a single
conjugacy class. These two ingredients allow it to give very strict necessary conditions for the shape of extremal pdfs.
At this stage, there remain at most twice many potential pdfs as we obtain from forming iterated products of the
natural resp. Weil pdfs. In order to remove the remaining candidates, we study the ideals which would correspond
to them. A contradiction can be produced from analyzing in how far they would have non-zero intersection with the
group algebras of the finite subgroups of our group.
Throughout we shall use standard group theoretic notation as in [11]. In particular, x y = y−1x y, [x, y] = x−1x y ,
and xG = {x y | y ∈ G} for any group G.
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2. Multiplicativity of extremal pdfs
In this section we shall prove, that pdfs of finitary classical isometry groups over finite fields multiplicative with
respect to elements of additive degrees. In [12], H.-L. Skudlarek has shown this for the stable special linear group. We
shall make use of his treatment and shall try to adapt his arguments to our situation.
So letG be a full finitary isometry group over the finite field F, and let V denote the natural FG-module. We say that
two finitary transformations g, h of V have disjoint supports, if V contains a direct sum U ⊕W of finite-dimensional
subspaces U and W such that [V, g] = [U, g] ≤ U and [V, h] = [W, h] ≤ W . Throughout, we consider a subgroup
H ≥ G ′ of G as a G-group via conjugation (i. e., as a G-operator group in the sense of [11, p. 28]). Differently from
the situation for finite groups, the G-conjugacy classes in H coincide with the ordinary H -conjugacy classes in H ;
this may be seen as follows: For any x, y ∈ G there exists a G-conjugate z = g−1y−1g of y such that x and z have
disjoint supports; but then, x y = x [g,y]. Consequently, every pdf of H is constant on G-conjugacy classes in H .
The set R of all finite-dimensional non-degenerate subspaces of V becomes a directed set via inclusion. We now
check that certain hypotheses (Voraussetzungen) made in Skudlarek’s article are satisfied in our particular situation
too.
Hyp 2.1. Whenever U1,U2 ∈ R satisfy U1 ≤ U2, then CG(U⊥1 ) ≤ CG(U⊥2 ), and CH (U⊥1 ) is a CG(U⊥1 )-group.
This is well-known.
Hyp 2.2. For every U ∈ R, the CG(U⊥)-conjugacy classes in CH (U⊥) are finite.
This is a consequence of the finiteness of CH (U⊥).
Hyp 2.3. Any two G-conjugates in CH (U⊥) (U ∈ R) are already conjugate by an element from CG(U⊥).
Proof. Consider a, b ∈ CH (U⊥) such that ag = b for some g ∈ G. Clearly, an isometry ϕ: [V, a] −→ [V, b],
satisfying (va)ϕ = (vϕ)b for all v ∈ [V, a], is given by vϕ = vg for all v ∈ [V, a]. Note that [V, a] = [U, a] and
[V, b] = [U, b]. Moreover, CV (a) = [V, a]⊥ by [10, Lemma 5.5], whence C[U,a](a) = rad [U, a]. The same holds
with b in place of a. Therefore, dimF(CU (a) + [U, a]) = dimF(CU (b) + [U, b]), and there exist totally isotropic
complements W to CU (a) + [U, a] in U and W ′ to CU (b) + [U, b] in U . For every w ∈ W there is a unique
w′ ∈ W ′ such that [w, a]ϕ = [w′, b], and in this situation, w′−wg ∈ CV (b) = [V, b]⊥. Extend ϕ to an isomorphism
ϕ: [U, a]⊕W −→ [U, b]⊕W ′ viawϕ = w′ for allw ∈ W . Then (va)ϕ = (vϕ)b for all v ∈ [U, a]⊕W . Moreover, if
(·, ·) denotes the underlying form, then ([u, a]ϕ,wϕ) = ([ug, b], w′) = ([ug, b], wg) = ([u, a]g, wg) = ([u, a], w)
for all u ∈ U , w ∈ W , whence ϕ: [U, a] ⊕ W −→ [U, b] ⊕ W ′ is an isometry. The subspaces [U, a] ⊕ W and
[U, b] ⊕ W ′ of U are non-degenerate and of equal dimension. Furthermore, their orthogonal complements in U are
contained in CU (a) resp. in CU (b). We conclude that ϕ extends to an isometry ϕ:U −→ U satisfying (ua)ϕ = (uϕ)b
for all u ∈ U . Since CG(U⊥) acts on U as its full isometry group, we obtain x ∈ CG(U⊥) such that ax = b. 
Hyp 2.4. The CG(U⊥)-conjugacy classes in CH (U⊥) (U ∈ R) contain the CH (U⊥)-conjugacy classes in CH (U⊥).
This is a triviality.
Hyp 2.5. The products of elements from two G-conjugacy classes in H are contained in the union of finitely many
G-conjugacy classes of H .
Proof. For any g, h ∈ H and x, y ∈ G, consider the product gxhy . Choose U ∈ R of dimension 2 · (deg g + deg h).
By [10, Lemma 4.2], there exists some z ∈ G such that (gxhy)z ∈ CG(U⊥). Therefore, gxhy is contained in one of
the finitely many G-conjugacy classes of H which have a representative in CH (U⊥). 
Hyp 2.6 (Remaining Hypothesis of [12, Lemma 4]). For every g ∈ G there exists a homomorphism φg:G −→ CG(g)
which leaves the G-conjugacy classes invariant.
Proof. We simply choose U ∈ R such that g ∈ CG(U⊥) and let φg be an isomorphism from G onto CG(U ) (which
exists, because V is isometric to U⊥). 
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On the basis of the above hypotheses, [12, Lemma 4] now ensures that the extremal pdfs of H are precisely those pdfs
f which satisfy the identity
f (g) · f (h) = f (g · φg(h)) for all g, h ∈ H,
and that the set of all extremal pdfs of H is multiplicative.
Proposition 2.7. Let G ′ ≤ H ≤ G where G is any finitary full isometry group over a finite field of odd characteristic.
The extremal pdfs of H are precisely those pdfs f which satisfy the identity
f (g) · f (h) = f (gh) for all g, h ∈ H with deg gh = deg g + deg h.
Here, the degree deg g of an element g is defined as deg g = dim [V, g] = rk (g − 1). In the following, we shall
denote the above property of a pdf by multiplicativity with respect to elements of additive degrees.
Proof of Proposition 2.7. We continue the above treatment using the above notation. If a pdf f of H is multiplicative
with respect to elements of additive degrees, then
f (g · φg(h)) = f (g) · f (φg(h)) = f (g) · f (h) for all g, h ∈ H.
In the converse direction, consider an extremal pdf f of H and elements g, h ∈ H with deg gh = deg g + deg h.
Choose U ∈ R such that CH (U⊥) contains g and h. We may assume without loss that dimU is sufficiently large.
From Lemma 2.8 below, there exist positive constants Cg and Dg such that
Cg · q(dimW )·(deg g) ≤
∣∣∣gG ∩ CH (W⊥)∣∣∣ ≤ Dg · q(dimW )·(deg g)
for all U ≤ W ∈ R. Corresponding constants Cgh and Dh exist for gh resp. h. We conclude that∣∣{(x, y)|x ∈ gG ∩ C(W⊥), y ∈ hG ∩ C(W⊥), xy ∈ (gh)G ∩ C(W⊥)}∣∣∣∣gG ∩ C(W⊥)∣∣ · ∣∣hG ∩ C(W⊥)∣∣
≥
∣∣(gh)G ∩ C(W⊥)∣∣∣∣gG ∩ C(W⊥)∣∣ · ∣∣hG ∩ C(W⊥)∣∣ ≥ CghDg · Dh · q(dimW )·(deg gh−deg g−deg h) = CghDg · Dh > 0.
The desired result now follows from identity (?) on p. 216 of [12], and from [12, Lemmata 2 and 3]. 
It remains to provide the asymptotic estimate for the size of conjugacy classes in finite isometry groups.
Lemma 2.8. Let Gn be the full group of all isometries of a non-degenerate form on the n-dimensional vector space V
over the finite field F with q elements (q odd). Let x be any element in Gn . Then, for sufficiently large n, the conjugacy
class xGn has size ∼ qn·deg x .
Proof. It is well-known that
logq |Gn| =
n2
2
+ cn + o(n)
for some constant c, which depends on the underlying form only, and that logq |GL(n, q)| = n2 + o(n).
Let R denote the radical of the subspace U = [V, x] of V . Let d = dimU = deg x and r = dim R. The centralizer
CGn (x) leaves U invariant, hence also U
⊥ and R. Moreover, CGn (V/U ) = CGn (U⊥) and CGn (V/U⊥) = CGn (U )
(cf. [10, Lemma 7.1]). We conclude that
CGn (x) ⊆

GL(r, q) ?12 ?13 ?14
0 Gd−r 0 ?24
0 0 Gn−d−r ?34
0 0 0 GL(r, q)

with respect to the flag R ≤ U ≤ U +U⊥ ≤ V .
It is clear that all potential block diagonal matrices of the above form and with trivial entry in the left upper and
right lower block occur in Gn . Assume for a moment that the entry ?34 of any matrix in Gn with the above block
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triangular form determines ?13. Assume further, that all possibilities for ?34 are realized in suitable unitriangular
matrices from Gn . Then, for n  d , we can bound logq |CGn (x)| as follows:
logq |CGn (x)| ≤ logq |Gn−d−r | + logq |Gd−r | + 2 · logq |GL(r, q)| + r (n − d − r)+ 2 r (d − r)+ r2
= 1
2
(n − d − r)2 + c (n − d − r)+ r n + o(n)
= n
2
2
− d n + c n + o(n) = logq |Gn| − d n + o(n).
We note that the entries from GL(r, q) and the entries from positions ?12, ?14, ?24 do not at all influence the above
inequality.
On the other hand,
x =

1 ? 0 ?
0 ? 0 ?
0 0 1 0
0 0 0 1

commutes with every isometry of the form
1 0 ?13 ?14
0 1 0 0
0 0 A ?34
0 0 0 1
 .
Therefore,
logq |CGn (x)| ≥ logq |Gn−d−r | + r (n − d − r)
= 1
2
(n − d − r)2 + c (n − d − r)+ r n + o(n) = logq |Gn| − d n + o(n).
Altogether we conclude that logq |CGn (x)| = logq |Gn| − dn + o(n), whence
logq |xGn | = logq |Gn : CGn (x)| = dn + o(n),
as desired.
It remains to show that ?34 determines ?13, and that all possibilities for ?34 are realized. To this end it suffices to
consider matrices of the form1 X Z0 1 Y
0 0 1

with respect to the flag R ≤ U⊥ ≤ V , that is, we may assume without loss that R = U . Such matrices are
characterized by the condition 1 0 0X t 1 0
Z t Y t 1
 0 0 10 J 0
±1 0 0
1 X Z0 1 Y
0 0 1
 =
 0 0 10 J 0
±1 0 0

where J denotes the block matrix
(
0 1
±1 0
)
and where X t denotes the adjoint of X . This condition is equivalent to
Y t J ± X = 0 and Z t ± Z + Y t JY = 0.
In particular, ±X = −Y t J is completely determined by Y , and it remains to show that every matrix Y is possible
here.
Since
(
Y t JY
)t = ±Y t JY , we see that Y t JY is (skew-)selfadjoint (no matter how we choose Y ). Hence it suffices
to show that every (skew-)selfadjoint matrix can be written in the form Z t ± Z . But since q is odd, this can be done
easily with a triangular matrix Z : For every diagonal entry a of Y t JY we put a2 into the corresponding diagonal
position of Z . 
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We now clarify the relationship between extremal pdfs of H and of G.
Proposition 2.9. Let G be a finitary full isometry group over a finite field of odd characteristic, and suppose that
G ′ ≤ H ≤ G. Then, E(H) = E(G)|H , and every extremal pdf of H is the restriction of precisely |G : H | extremal
pdfs from G, which differ from each other by multiplication with the inflation of some element from Hom(G/H,C×).
Proof. Since the G-conjugacy classes in H coincide with the H -conjugacy classes in H , [15, Lemmata 14 and 16]
ensure that E(H) = E(G)|H .
Consider some f ∈ E(H) and some f ? ∈ E(G) satisfying f ?|H = f . Let ϕ1, . . . , ϕm denote the distinct linear
characters of G which restrict to the trivial pdf 1 on H . These linear characters form a group isomorphic to G/H via
pointwise multiplication, and their sum is the inflation of the regular character 0 of G/H . Therefore, f ?ϕi ∈ E(G)
for every i , and
1
|G : H |
|G:H |∑
i=1
f ?ϕi = f ? ·
(
1
|G : H |
|G:H |∑
i=1
ϕi
)
= f̂
where f̂ is the trivial extension of f to G, defined via f (g) = 0 for all g ∈ G r H . This shows that every
f ? ∈ E(G), which extends f , occurs as an extremal constituent of f̂ , and that there are precisely |G : H | such
extremal constituents. 
3. Local behaviour of ideals
As in Section 2, consider a stable full isometry group G over the finite field Fq . For every z ∈ C, we define the
C-linear function
fz : CG −→ C via fz(g) = zdeg g for all g ∈ G.
The natural FG-module V is the union of the ascending chain (Un)n∈N of non-degenerate subspaces. Consider the
subgroups Gn = CG(U⊥n ) (n ∈ N) of G. For every k ∈ N, the function fq−k is a pdf of G because it is the restriction
to CG of the corresponding pdf of the stable general linear group over Fq containing G naturally [12, Korollar 3].
The pdf fq−k of G gives rise to an ideal Ik in CG. We want to consider Jn,k = CGn ∩ Ik as the annihilator of
a suitable FGn-module. The permutation action of Gn on the set Un extends naturally to U kn and gives rise to the
permutation module CU kn ' (CUn)⊗k . The normalized character χn associated with the permutation module CUn is
easily computed. For every g ∈ Gn we clearly have χn(g) = 1/qdeg g , so that χn = fq−1 |Gn . And so the normalized
character associated with the representation of Gn on CU kn is fq−k |Gn . In particular, the ideal Jn,k is the annihilator in
CGn of the module CU kn .
Although the decomposition of CU kn into indecomposable submodules is not straightforward, we can easily find
some submodules. For any Gn-orbit O in U kn , the C-subspace MO of CU kn generated by O is Gn-invariant and
has dimension |O| = ∣∣Gn : StabGn (ω)∣∣ for any ω ∈ O. If ω = (w1, . . . , wk) and Wω = 〈w1, . . . , wk〉, then
StabGn (ω) = CGn (Wω), and we see that
dimC(MO) = |Gn|∣∣NGn (Wω)∣∣
∣∣NGn (Wω)∣∣∣∣CGn (Wω)∣∣ .
The factors in this formula have a geometric meaning: |Gn| /
∣∣NGn (Wω)∣∣ is the number of subspaces of Un isometric
to Wω, while
∣∣NGn (Wω)∣∣ / ∣∣CGn (Wω)∣∣ is the size of the full group of isometries of Wω. Let us study these numbers.
Lemma 3.1. Let U be a n-dimensional Fq -vector space, which is endowed with a non-degenerate bilinear form. Let
W be a k-dimensional subspace of U, with t-dimensional radical R = rad(U ). Suppose further that k < n/2 in the
case when the full isometry group of U is of type O−.
(a) The number m(W ) of subspaces of U isometric to W satisfies
logq m(W ) =
(
k(n − k + t)− 3t2/2
)
+ O(t).
F. Leinen, O. Puglisi / Journal of Pure and Applied Algebra 208 (2007) 1003–1021 1009
(b) The full group H of isometries of W satisfies
logq |H | =
(
k2 + t2
)
/2+ O(k − t).
Proof. (a) Consider a t-dimensional totally isotropic subspace T of U . The bilinear form induces a non-degenerate
form on T⊥/T . And if L is a subspace of T⊥ such that L/T is non-degenerate of dimension k− t , then L is isometric
to W . Conversely, every subspace isometric to W can be obtained in this way. Hence m(W ) is the product of the
number of t-dimensional totally isotropic subspaces of W and the number of non-degenerate (k − t)-dimensional
subspaces of W⊥/rad(W ). Bounds for these numbers are given in [4, Section 2]: We obtain
aq(k−t)(n−k)+t (n−t)−ψ(t) ≤ m(U ) ≤ b q(k−t)(n−k)+t (n−t)−ψ(t)
for certain constants a, b depending only on q , and for a quadratic polynomial ψ in t whose leading coefficient is 1/2.
(b) With respect to the flag 0 ≤ R ≤ W we have
H =
(
GLFq (R) ∗
0 I(W/R)
)
.
where I(W/R) denotes the full isometry group of W/R. The order of GLFq (R) is a polynomial in q of degree t
2,
while we can get q t (k−t) different entries in the right upper corner. The order of I(W/R) is a polynomial in q with
leading exponent (k − t)2/2+ O(k − t). Therefore,
logq |H | = t2 + t (k − t)+ (k − t)2/2+ O(k − t) =
(
k2 + t2
)
/2+ O(k − t). 
We are now in the position to ensure that the ideal Jn,k in CGn is non-trivial up to a certain value of k.
Proposition 3.2. Let G be a stable full isometry group with a natural approximating sequence Gn (n ∈ N) as above.
Let c ∈ N be fixed. Then Jn,k 6= 0 for all sufficiently large n > 4c and all k ≤ n/4+ c.
Proof. At the expense of enumerating with a proper subset of N, we may assume without loss that the natural
Gn-module Un is n-dimensional. Consider a Gn-orbit O in U kn . Let W be the subspace of Un generated by the
entries of a tuple ω ∈ O. Let κ = dim W . Lemma 3.1 yields
logq dimC MO =
(
κ(n − κ + t)− 3t2/2
)
+
(
κ2 + t2
)
/2+ O(κ)
= κ(n + t)− κ2/2− t2 + O(κ).
Clearly, 0 ≤ t ≤ κ ≤ k ≤ n/4 + c. Under these circumstances, the function fn(κ, t) = κ(n + t) − κ2/2 − t2 is
bounded above by 7n2/32 + O(n). Since O is Gn-isomorphic to the coset space Ω(W ) = {CGn (W ) ·x | x ∈ Gn},
the number of pairwise non-isomorphic submodules MO of CU kn is at most the number of pairwise non-isometric
subspaces of Un of dimension ≤ n/4+ c. In particular,
Jn,k = annCGn (CU kn ) =
⋂
W∈T
annCGn (CΩ(W ))
where T denotes a set of representatives of the isometry classes of subspaces of Un with dimension ≤ n/4+ c. Since
CGn/annCGn (CΩ(W )) embeds into EndC(MO), we have
dimC CGn/annCGn (CΩ(W )) ≤ (dimC MO)2 .
The size of T is bounded by a polynomial function in n, so that logq |T | = O(n). Hence
logq dim(CGn/Jn,k) ≤ 7n2/16+ O(n) < logq |Gn|
for all sufficiently large n. It follows that Jn,k 6= 0. 
Proposition 3.2 will be our key tool for showing that certain potential extremal pdfs of stable isometry groups do
not exist.
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4. Orthogonal groups
Unless stated otherwise, G will always denote the stable orthogonal group G = Ω◦(Fq) over the finite field Fq
with q elements (q > 3 odd) in this section. Let (·, ·) denote the orthogonal form on the natural G-module V . The
group G is contained in the group Ĝ = O◦(Fq) of all orthogonal endomorphisms of V . An element s ∈ Ĝ is said to
be a symmetry if there exists a non-degenerate one-dimensional subspace 〈w〉 in V such that
s(v) = v − 2 (v,w)
(w,w)
w for every v ∈ V .
The symmetries form two conjugacy classes in Ĝ, depending on the value of their spinorial norm [9, p. 401]. We
define fz :CĜ −→ C as in Section 3.
Theorem 4.1. Let f be an extremal pdf of G = Ω◦(Fq) and suppose that f 6= 0. Then f = fz for some
z ∈ {q−k/2 | k ∈ N0}.
Proof. By Proposition 2.9, every extremal pdf of G is the restriction to G of some f ∈ E(Ĝ). Consider a
decomposition of the natural FG-module V into a direct sum of two totally isotropic subspaces U and W . Choose
bases {ui | i ∈ N} of U and {wi | i ∈ N} of W such that {ui , wi } is a hyperbolic pair for each i . With respect to these
bases, a degree-duplicating embedding σ : H = SL◦(Fq) −→ Ĝ is given via
Xσ =
(
X 0
0 (X t )−1
)
for all X ∈ H ;
here X t denotes the transpose of the matrix X . Since H is perfect, its image Hσ is in fact contained in G.
The restriction of f to Hσ is an extremal pdf of Hσ , because the extremal pdfs of G are multiplicative with
respect to elements of additive degrees, and because every pdf of Hσ with this kind of multiplicativity is extremal.
Therefore, [12, Korollar 3] ensures that either f |Hσ = 0 or that there exists some k ∈ N0 such that
f (hσ) = 1/qk deg h for every h ∈ H.
Let s denote a symmetry in the kernel of the spinorial norm, and let z = f (s). Consider some h ∈ H such that
dim [V, hσ ]/C[V,hσ ](hσ) ≥ 2. From [9, Corollary 2], the element hσ is a product of 2 · deg h conjugates of s. It
follows that z = 0 or z = ±q−k/2. By [9, Corollary 3], every element g ∈ G is a product of deg g or of 2 + deg g
symmetries. As every symmetry has determinant −1, this shows that every element in G has even degree, and so we
may always choose z non-negative. [9, Corollary 3] ensures, that
f (g) = zdeg g for all g ∈ G satisfying dim[V, g]/C[V,g](g) ≥ 2.
For every x ∈ G with [V, x] 6⊆ CV (x) there exists a conjugate y of x such that x and y have disjoint supports. For
g = xy we obtain from the above
f (x)2 = f (g) = zdeg g = z2 deg x .
This shows that f (x) = zdeg x for every x ∈ G with [V, x] 6⊆ CV (x).
If z 6= 0, then the above argument can also be applied to any two elements x and y of disjoint supports where
dim [V, x]/C[V,x](x) ≥ 2. In this way we conclude that f = fz .
Suppose finally, that z = 0. Consider some x ∈ G with [V, x] ⊆ CV (x). In view of the above it only remains to
show that f (x) = 0 too. However, CV (x) = [V, x]⊥, whenceU = [V, x] is totally isotropic. Let W be a complement
to U⊥ in V . Then U ⊕ W is a finite-dimensional non-degenerate subspace of V , which supplements CV (x). With
respect to a basis, which respects the flag 0 ≤ U ≤ U ⊕ W , we have x =
(
1 A
0 1
)
, and x−1 is conjugate in G to
y =
(
1 0
−A 1
)
. The product yx =
(
1 A
−A 1− A2
)
has degree deg yx = 2 · deg x . Moreover, [V, yx] = U ⊕ W is non-
degenerate and hence not contained in CV (yx). It follows that | f (x)|2 = f (y) · f (x) = f (yx) = 0, as desired. 
Theorem 4.2. Let G be a finitary simple orthogonal group, defined over the finite field Fq(q > 3 odd). Then
E(G) = { fq−k | k ∈ N0} ∪ {0}.
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Proof. By local finiteness, for any countable subsets X of G and Y of the natural G-module V , there exists a countably
dimensional non-degenerate subspace U of V such that Y ⊆ U , and such that X is contained the stable simple
orthogonal subgroup of G which acts naturally on U . Since our extremal pdfs are multiplicative with respect to
elements of additive degrees, it suffices to prove the desired result for these stable subgroups of G. Therefore, we only
consider stable G in the following.
At the beginning of Section 3 it was shown that every fq−k is a pdf of Ĝ. Because fq−k is multiplicative with respect
to elements of additive degrees, Proposition 2.7 ensures that fq−k is an extremal pdf of Ĝ. Now Proposition 2.9 ensures
that fq−k restricts to an extremal pdf of G.
Conversely, by Theorem 4.1, every non-zero pdf of G = Ω◦(Fq) is of the form ϕk = fq−k/2 for some k ∈ N0.
Since G is contained in GL◦(Fq), it is clear that ϕk is a pdf of G for every even k.
Assume by way of contradiction that there exists an odd integer c such that ϕc is a pdf of G. Then ϕc+k = ϕcϕk
is a pdf of G too for every even k, so that ϕk is a pdf of G for every k ∈ Λ = 2N ∪ {k ∈ N | k ≥ c}. Let Gn
(n ∈ N) be a natural approximating sequence of finite orthogonal subgroups of G. As in Section 3, let Jn,k denote the
intersection of CGn with the ideal Ik in CG which is related to the pdf ϕk . For all k and n, the scalar product of class
functions 〈ϕk |Gn | 1Gn 〉 is positive. Therefore, 1Gn occurs as a constituent in the expansion of ϕk |Gn as a convex sum
of irreducible characters of Gn . It follows, that every constituent of ϕk |Gn is a constituent of ϕk+2|Gn = (ϕkϕ2)|Gn ,
and that every constituent of ϕk |Gn is a constituent of ϕk+c|Gn = (ϕkϕc)|Gn . And so, Ik+2 ⊆ Ik and Ik+c ⊆ Ik for all
k ∈ Λ.
Consider the index set Λn = {k ∈ Λ | k ≤ n/4 + (c − 1)/2}. Note that |Λn| = n/2 + 1 whenever 4 | n. From
Proposition 3.2 there exists some n such that Jn,m 6= 0 for m = n/4 + c. Without loss we may assume that n is a
multiple of 8. Then Jn,m ⊆ Jn,k for all k ∈ Λn . Pick an element 0 6= x ∈ Jn,m . By [18, Corollary 5.11] we have
ϕk(hx) = 0 for every h ∈ Gn and all k ∈ Λn .
Write x =∑g∈Gn λgg. The above equations then become
0 =
∑
g∈Gn
λhg · ϕk(g) =
n∑
d=0
µd(h) ·
(
1/
√
qk
)d
with µd(h) =
∑
g∈Gn
deg g=d
λhg
for every h ∈ Gn and all k ∈ Λn .
Since every element in G has even degree, µd(h) = 0 for all odd d. Hence
0 =
n/2∑
d=0
µ2d(h)
(
1/qk
)d
for every h ∈ Gn and all k ∈ Λn .
For every fixed h, the above system of n/2+1 linear equations with “unknowns” µd(h) has Vandermonde matrix and
hence just the trivial solution. But then λh = µ0(h) = 0 for every h ∈ Gn , a contradiction. 
It is now clear from Section 3, that those ideals in the complex group algebra of a finitary simple orthogonal group
(defined over Fq ), which are related to extremal pdfs, form a descending chain. Are there any further proper ideals?
Corollary 4.3. Let Ĝ be a full finitary orthogonal group, defined over the finite field Fq(q > 3 odd). Then
E(Ĝ) = {ϕ · fq−k | k ∈ N0, ϕ ∈ Hom(Ĝ,C×)} ∪ {0}.
Proof. By the arguments used at the beginning of Section 3, each of the maps fq−k is a pdf of Ĝ. The assertion now
follows from Proposition 2.9 and Theorem 4.2. 
5. Unitary groups
Unless stated otherwise, G will always denote the stable special unitary group SU◦(Fq2) over the finite field Fq2
with q2 elements (q > 3 odd) in this section. Let (·, ·) denote the unitary form on the natural G-module V . Clearly G
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is a subgroup of index 2 in the group Ĝ of all unitary endomorphisms of V with determinant ±1. An element s ∈ Ĝ
is said to be a symmetry if there exists a non-degenerate one-dimensional subspace 〈w〉 in V such that
s(v) = v − 2 (v,w)
(w,w)
w for every v ∈ V .
The symmetries form a single conjugacy class in Ĝ, which generates Ĝ [1, Theorem 2.3]. We define fz :CĜ −→ C
as in Section 3.
Theorem 5.1. Every extremal pdf of the group G = SU◦(Fq2) has the form fz for some z ∈
{±q−k | k ∈ N0}.
Proof. By Proposition 2.9, every extremal pdf of G is the restriction to G of some f ∈ E(Ĝ). According to [1], there
exist three types of non-trivial elements g ∈ Ĝ, which play a specific role and are called long elements:
(H) g acts on [V, g] via multiplication by a scalar 6= ±1;
(T) g is a product of transvections with pairwise disjoint supports;
(N) g acts on [V, g] as the product of a transvection and the element −id.
We shall call all other elements in Ĝ short.
Let z denote the value of f at symmetries. Suppose first, that z 6= 0. If an element g ∈ G is short of even degree,
then [1, Theorem 2.3] ensures straight away that f (g) = zdeg g . If an element g ∈ G is long of even degree, then we
can multiply it with a short element h of even degree and such that g an h have disjoint supports. The product is a
short element of even degree, whence
f (g) · f (h) = f (gh) = zdeg gh = zdeg gzdeg h = zdeg g f (h).
We conclude that f (g) = zdeg g for all elements g of even degree.
With respect to a decomposition of the natural G-module into a direct sum of two totally isotropic subspaces, a
degree-duplicating embedding σ : H = GL◦(Fq2) −→ G is given via
Xσ =
(
X 0
0 (X t )−1
)
for all X ∈ H ;
here X t denotes the matrix, which is obtained from X by transposition and subsequent application of the involutory
field automorphism to each entry. The restriction of f to Hσ is an extremal pdf of Hσ , because the extremal pdfs
of G are multiplicative with respect to elements of additive degrees, and because every pdf of Hσ with this kind of
multiplicativity is extremal. Therefore, [12, Korollar 3] ensures that either f |Hσ = 0 or that there exist some k ∈ N0
and a character τ of F×
q2
such that
f (hσ) = (det(h))τ/q2k deg h for every h ∈ H.
Consideration of X = −id of degree 1 shows that z2 = ±1/q2k and z = ω/qk for some fourth root of unity ω.
However, every symmetry s is self-inverse, and so z = f (s) = f (s−1) = f (s) = z. Hence z = ±1/qk .
Suppose next, that g ∈ G is any element of odd degree. Choose a symmetry s such that the supports of s and g are
disjoint. Then gs has even degree, and
f (g) f (s) = f (gs) = zdeg gs = zdeg g f (s).
We conclude that f = fz .
It remains to treat the case when z = 0. In this case, it follows as above, that f maps short elements of even degree
to 0. For every short element g of odd degree, we can choose a conjugate g˜ of g−1 such that g and g˜ have disjoint
supports; the product gg˜ is a short element of even degree, whence
| f (g)|2 = f (g) f (g˜) = f (gg˜) = 0 and f (g) = 0.
The same reasoning applies to long elements of type (H) and of type (N). It remains to show that f vanishes on
transvections. Clearly, Hσ contains short elements, so that f |Hσ = 0. Therefore it suffices to show that the inverse of
any transvection g ∈ G has a conjugate g˜ such that g and g˜ have disjoint supports, and such that gg˜ ∈ Hσ .
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So let g be a unitary transvection. Then there exist an isotropic vector x ∈ V and some α ∈ Fq2 such that α = −α
and
vx = v + (v, x) · α · x for all v ∈ V (see [13, p. 118]).
Choose β ∈ Fq2 such that 2αβ = −1. Consider two mutually orthogonal hyperbolic pairs {ui , wi } (i = 1, 2) in V .
Two other mutually orthogonal hyperbolic pairs {xi , yi } (i=1, 2) are then formed by x1 = u1+βw2, y1 = u2+βw1,
and x2 = u1 − βw2, y1 = u2 − βw1. Define t1, t2 ∈ G via
vt1 = v + (v, x1) · α · x1 and vt2 = v − (v, x2) · α · x2 for all v ∈ V .
Note that t1 and t2 are conjugates of g and g−1 (resp.). Straightforward calculations yield, that [yi , ti ] = xi for
i = 1, 2, whence t1 and t2 have disjoint supports. The product h = t1t2 fixes 〈u1, w2〉 and satisfies [u2, h] = u1
and [w1, h] = w2. This shows that h is conjugate in G to the image under the embedding σ of the transvection(
1 1
0 1
)
∈ H . 
Theorem 5.2. For every k ∈ N, the group G = SU◦(Fq2) admits the extremal pdf f(−q)−k .
Proof. Let Ĝn(n ∈ N) be a canonical approximating sequence of Ĝ = U◦(Fq2) consisting of finite unitary groups
Ĝn = U(n, q2). From [5, Theorem 4.9.2], the (reducible) Weil representation of Ĝn has the normalized character
f−q−1 . Therefore f−q−1 exists as direct limit of these Weil representations and is extremal by multiplicativity with
respect to elements of additive degrees. The same holds for its restriction to G (Proposition 2.9). The other desired
pdfs are the powers of f−q−1 . 
We shall call f−q−1 the Weil pdf of SU◦(Fq2).
Theorem 5.3. Let G be a finitary simple unitary group, defined over the finite field Fq2(q > 3 odd). Then
E(G) = { f(−q)−k | k ∈ N0} ∪ {0}.
Proof. By local finiteness, for any countable subsets X of G and Y of the natural G-module V , there exists a countably
dimensional non-degenerate subspaceU of V such that Y ⊆ U , and such that X is contained the stable simple unitary
subgroup of G which acts naturally on U . Since our extremal pdfs are multiplicative with respect to elements of
additive degrees, it suffices to prove the desired result for these stable subgroups of G. Therefore, we only consider
stable G in the following.
For all k ∈ N0, let ϕ±k = f±q−k . Assume by way of contradiction that there exists some positive c such that ϕ−c
and ϕc are pdfs of G = SU◦(Fq2). Then multiplication by the Weil pdf ϕ−1 shows that ϕ−k and ϕk are pdfs of G for
every k ≥ c. In particular, we may assume without loss that c is odd. We let I±k denote the ideal in CG which is
related to ϕ±k .
Consider a natural approximating sequence in G of finite unitary groups Gn of rank n. For every n, the scalar
products of class functions 〈ϕ2|Gn | 1Gn 〉 and 〈ϕc|Gn | 1Gn 〉 are positive. Therefore, 1Gn occurs as a constituent in the
expansion of ϕ2|Gn resp. of ϕc|Gn as a convex sum of irreducible characters of Gn . It follows, that every constituent
of ϕ±k |Gn is a constituent of ϕ±(k+2)|Gn = (ϕ±kϕ2)|Gn and of ϕ±(k+c)|Gn = (ϕ±kϕc)|Gn . Hence, I±(n/2+2c) ⊆ I±k
for all those n, which are divisible by 4, and for c ≤ k ≤ n/2 + c. Since the underlying field has size q2, the ideal
Jn,n/2+2c = In/2+2c ∩ Gn in Gn is non-zero for sufficiently large n, by Proposition 3.2.
The above also shows, that I−(n/2+3c) ≤ I−(n/2+2c). The restriction of ϕ−(n/2+3c) = ϕ−1ϕn/2+3c−1 to Gn arises
from the representation of Gn on Wn ⊗ CU n/4+(3c−1)/2n , where Wn denotes the Weil module for Gn , and where Un
denotes the natural Gn-module as in Section 3. Still using the notation introduced in Section 3, it follows as in the
proof of Proposition 3.2 that
logq dimC Wn ⊗ MO = n + logq dimC MO ≤ 7n2/32+ O(n)
for any Gn-orbit O in Un/4+(3c−1)/2n , whence the ideal Jn,−(n/2+3c) = annCGn (Wn ⊗ CU n/4+(3c−1)/2n ) satisfies
logq dim(CGn/Jn,−(n/2+3c)) ≤ 7n2/32+ O(n) < logq |Gn|
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for all sufficiently large n. It follows, that the intersection In/2+2c ∩ I−(n/2+2c) is non-zero, because its codimension
in CGn is smaller than |Gn|.
Consider the index set Λn = {k ∈ N | c ≤ k ≤ n/2 + c}. Note that |Λn| = n/2 + 1 whenever 4 | n. Let n
be a multiple of 8 such that In/2+2c ∩ I−(n/2+2c) 6= 0, and pick a non-zero element x from this intersection. By [18,
Corollary 5.11] we have
ϕ±k(hx) = 0 for every h ∈ Gn and all k ∈ Λn .
Write x =∑g∈Gn λgg. The above equations then become
0 =
∑
g∈Gn
λhg · ϕ±k(g) =
n∑
d=0
µd(h) ·
(
±1/qk
)d
with µd(h) =
∑
g∈Gn
deg g=d
λhg
for every h ∈ Gn and all k ∈ Λn .
For every fixed h, the above system of n + 2 linear equations with “unknowns” µd(h) has Vandermonde matrix and
hence just the trivial solution. But then λh = µ0(h) = 0 for every h ∈ Gn , a contradiction. 
The ideal lattice in the group algebra CG of any finitary special unitary group G (defined over Fq2 ) is much more
interesting than that in the group algebra of a finitary simple orthogonal group. Apart from the descending chain of
ideals corresponding to the powers of the natural pdf fq−2 there is a second descending chain of ideals corresponding
to the odd powers of the Weil pdf f−q−1 . Are there any ideals in one of the two chains, which are contained in
ideals from the other chain? And can every proper ideal in CG be obtained from these ideals by forming products,
intersections and sums repeatedly? At least, it is clear that, in the notation of the proof of Theorem 5.3, the intersection
of Gn with the ideal I−k(k odd) corresponding to an odd power of the Weil representation is the annihilator of the
tensor product Wn ⊗ CU (k−1)/2n .
Corollary 5.4. Let Ĝ be a full finitary unitary group, defined over the finite field Fq2 (q > 3 odd). Then
E(Ĝ) = {ϕ · f(−q)−k | k ∈ N0, ϕ ∈ Hom(Ĝ,C×)} ∪ {0}.
Proof. By the argument used in the proof of Theorem 5.2, each of the maps f(−q)−k is a pdf of Ĝ. The assertion now
follows from Proposition 2.9 and Theorem 5.3. 
6. Symplectic groups
Unless stated otherwise, G will always denote the stable symplectic group G = Sp◦(Fq) over the finite field Fq
with q elements (q > 3 odd) in this section. Throughout, we let
δ = (−1)(q−1)/2 =
{
1 if q ≡ 1(mod 4),
−1 if q ≡ 3(mod 4),
We define fz : CG −→ C as in Section 3 and introduce the function ε:G −→ {±1} via
ε(g) = 1 ⇐⇒ the 1-invariant ρ1(g) of g is a square.
Cf. [2, Theorem 3 ff.] for the precise definition of the λ-invariant ρλ(g). The group G contains two conjugacy classes
of transvections. Moreover it is well-known, that every element g ∈ G of order 6= 2 is a product of deg g transvections
(cf. [9, (4’) on p. 401]). In this situation, the 1-invariant of g is a square if and only if every decomposition of g into a
product of deg g transvections contains an even number of λ-transvections for non-squares λ.
Theorem 6.1. Let f be an extremal pdf of G = Sp◦(Fq) and suppose that f 6= 0. Then
f = ε · fz for some z ∈
{
±
√
δq−k
∣∣∣∣ k ∈ N0} or f = fz for some z ∈ {± √q−k ∣∣∣∣ k ∈ N0} .
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Proof. (1) Choose transvections s and t such that their 1-invariants satisfy ρ1(s) = 1 6= ρ1(t). With respect to a
decomposition of the natural G-module V into a direct sum of two totally isotropic subspaces, a degree-duplicating
embedding σ : H = GL◦(Fq) −→ G is given via
Xσ =
(
X 0
0 (X t )−1
)
for all X ∈ H ;
here X t denotes the transpose of the matrix X . Note that deg hσ = 2 deg h for every h ∈ H . The restriction of
f to Hσ is an extremal pdf of Hσ , because the extremal pdfs of both groups are precisely those pdfs, which are
multiplicative with respect to elements of additive degrees (Proposition 2.7 and [12, Behauptung 1]). Therefore, [12,
Korollar 3] ensures that either f |Hσ = 0 or that there exist some k ∈ N0 and a character τ of F×q such that
f (hσ) = (det(h))τ/qk deg h for every h ∈ H.
In the second case, the image pi = yσ ∈ G of the element y = (−1) ∈ H of degree 1 clearly satisfies
f (pi) = (−1)τ/qk .
(2) We shall now calculate the λ-invariant ρλ(xσ) of the image xσ ∈ G of the element x =
(
0 1
1 0
)
∈ H of degree 2.
To this end, we use the λ-transvections
Cλ =

1 0 0 0
0 1 0 0
−λ 0 1 0
0 0 0 1
 and Dλ =

1 0 0 0
0 1 0 λ
0 0 1 0
0 0 0 1

in G; here the matrices are written with respect to a decomposition of the natural Sp(4, q)-module into a direct sum of
totally isotropic subspaces as above — and with respect to a canonical embedding of Sp(4, q) into G. Straightforward
computation shows that
CλDλ(xσ) =

0 1 0 0
1 0 λ 0
0 −λ 0 1
0 0 1 0

is a matrix of rank 4, so that ρλ(xσ) = det(CλDλ(xσ) − E) = λ2. The element xσ is not λ-exceptional by [3,
Theorem 3.1]. Hence [3, Theorem 3.5] ensures, that xσ is a product of two λ-transvections, for any λ ∈ F×. Therefore,
Proposition 2.7 yields, that
either f (s) = f (t) = 0 = f (pi)
or f (s)2 = f (t)2 = f (xσ) = f (pi) = ±1/qk for some k ∈ N0.
The case, when f (s) = f (t) = 0 leads immediately to the trivial pdf f = 0, because every involution in G is a
product of conjugates of pi with pairwise disjoint supports, and because every non-involution of degree d is a product
of d transvections. We may therefore assume in the following, that f does not vanish on transvections. Let z = f (s)
and ∆ = f (s)/ f (t).
(3) Next, let us calculate the λ-invariant ρλ(rσ) of the image rσ ∈ G of the 1-transvection r =
(
1 1
0 1
)
∈ H in the
same fashion as above. Again,
CλDλ(rσ) =

1 1 0 0
0 1 −λ λ
−λ −λ 1 0
0 0 −1 1

is a matrix of rank 4, so that ρλ(rσ) = det(CλDλR − E) = −λ2. Note that −1 is a square in Fq if and only
if q ≡ 1(mod 4). So, in both cases, the element rσ is a product of a 1-transvection and a (−1)-transvection [9,
Proposition 2]. Therefore Proposition 2.7 yields, that
f (t)2 = f (s)2 = f (rσ) = 1/qk when q ≡ 1(mod 4), while
f (s) f (t) = f (rσ) = 1/qk when q ≡ 3(mod 4).
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Comparison with the formula in (2) gives
either ∆ = 1 and f (s) = f (t) = ±1/
√
qk, or ∆ = −1 and f (s) = − f (t) = ±1/
√
δqk .
(4) By the same argument as for f (s) = f (t) = 0, the case when ∆ = 1 immediately leads to f = fz . Suppose
now, that ∆ = −1. Consider some g ∈ G r 1. If the 1-invariant of g is a square, then we can multiply g with a
conjugate of xσ whose support is disjoint from that of g. The 1-invariant of the product is still a square, and the
product is not 1-exceptional by [3, Theorem 3.1]. Therefore [3, Theorem 3.5] yields that g is a product of deg g
1-transvections, so that f (g) = zdeg g by multiplicativity of f with respect to elements of additive degrees.
Suppose then, that the 1-invariant of g is not a square. In this case we multiply g with three conjugates t1, t2, t3
of t such that the supports of the elements t1, t2, t3, g are pairwise disjoint. The product is not 1-exceptional and its
1-invariant is a square. Therefore,
z3 · zdeg g = zdeg(t1t2t3g) = f (t1t2t3g) = f (t)3 f (g) = ∆ · z3 · f (g),
and f (g) = ∆ · zdeg g . Altogether we conclude that f = ε · fz . 
As in the unitary case, some of the potential pdfs suggested by Theorem 6.1 arise from direct limits of normalized
Weil characters of the finite classical subgroups of G. They are then also extremal, because they are multiplicative
with respect to elements of additive degrees.
Theorem 6.2. For every k ∈ N, the group G = Sp◦(Fq) admits the extremal pdfs εk · fz where z = ±
(√
δq
)−k .
Proof. (1) By [14, Section 2], the canonical finite symplectic subgroup Gn = Sp(2n, q) of G has Weil characters ξn
and ηn with the following properties:
• branching rules:
ξn+1|Gn =
1
2
((q + 1) ξn + (q − 1)ηn) and ηn+1|Gn =
1
2
((q − 1)ξn + (q + 1)ηn) ;
• specific values:
ξn(1) = (qn + 1)/2 and ηn(1) = (qn − 1)/2;
ξ1(s) =
(√
δq + 1
)
/2 and η1(s) =
(√
δq − 1
)
/2 for 1-transvections s;
ξ1(hλ) = λ(q−1)/2 ∈ {±1} and η1(hλ) = 0 for hλ =
(
λ 0
0 λ−1
)
6= h−1,
ξ1(h−1) = q + 12 (−1)
(q−1)/2 and η1(hλ) = 1− q2 (−1)
(q−1)/2.
For each n, let fn = (ξn + ηn)/qn . Straightforward calculations show that fn+1|Gn = fn for all n. Moreover,
f1(1) = 1 and f1(s) = 1/√δq and f1(hλ) = λ(q−1)/2/q. In particular, f = ⋃n∈N fn is a pdf. In order to ensure,
that the pdf f is extremal, we show that it coincides with the direct limit of the normalized irreducible characters
ξn = ξn/ξn(1).
To this end we establish the formula
(ξn − fn)|Gm =
qm + 1
qn + 1
(
ξm − fm
)
for all n ≥ m.
Since the difference of two normalized characters is bounded, it is then clear that, for any fixed m, the restriction of f
to Gm coincides with the direct limit of the restrictions ξn|Gm . The formula can be proved by induction on n, using
fn = 1qn (ξn + ηn) =
qn + 1
2qn
ξn +
qn − 1
2qn
ηn,
so that
(ξn+1 − fn+1)|Gm =
(
1− q
n+1 + 1
2qn+1
)
ξn+1|Gm −
qn+1 − 1
2qn+1
ηn+1|Gm
= q
n+1 − 1
2qn+1
(
ξn+1 − ηn+1
) |Gn |Gm
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= q
n+1 − 1
4qn+1
[(
(q + 1) q
n + 1
qn+1 + 1 − (q − 1)
qn + 1
qn+1 − 1
)
ξn|Gm
+
(
(q − 1) q
n − 1
qn+1 + 1 − (q + 1)
qn − 1
qn+1 − 1
)
ηn|Gm
]
= q
n+1 − 1
4qn+1
2q(q2n − 1)
q2n+2 − 1
(
ξn − ηn
) |Gm = 12qn q2n − 1qn+1 + 1 2qnqn − 1 (ξn − fn) |Gm
= q
n + 1
qn+1 + 1
qm + 1
qn + 1
(
ξm − fm
) = qm + 1
qn + 1
(
ξm − fm
)
in each step. It follows that f is the pointwise limit of the normalized characters ξn , and also of the normalized
characters ηn .
Assume now, that f has the convex decomposition f = λg + (1 − λ)h for certain pdfs g and h of G and some
λ ∈ [0, 1]. Because the restriction fn of f to the subgroup Gn is a convex combination of ξn and ηn , the same holds
for gn = g|Gn . Thus, there exist coeffieients αn ∈ [0, 1] such that
gn = αnξn + (1− αn)ηn = fn + αn(ξn − fn)+ (1− αn)(ηn − fn)
for each n ∈ N.
We conclude that
g(x) = limn→∞ gn(x) = limn→∞ fn(x) = f (x) for every x ∈ G.
whence, g = f = h.
And so, f has no proper convex decomposition.
Finally, in view of the above specific values of f , we conclude that f = ε · fz with z = 1/√δq.
(2) By [14, Section 2], the finite subgroup Gn of G also has Weil characters ξ∗n and η∗n , whose properties differ
from the above used properties of ξn and ηn only to the extent, that ξ∗n (s) = 1− ξn(s) and η∗n(s) = −ηn(s)− 1. The
same arguments as above applied to these Weil characters furnish the existence of the extremal pdfs f = ε · fz with
z = −1/√δq .
(3) Taking products of the above pdfs, we obtain all the required extremal pdfs. 
Theorem 6.3. Let G be a finitary simple symplectic group, defined over the finite field Fq(q > 3 odd). Then
E(G) =
{
εk · fz | z = ±
(√
δq
)−k
for some k ∈ N
}
∪ {0, 1}.
Proof. By local finiteness, for any countable subsets X of G and Y of the natural G-module V , there exists a countably
dimensional non-degenerate subspace U of V such that Y ⊆ U , and such that X is contained in the stable simple
symplectic subgroup of G which acts naturally on U . Since our extremal pdfs are multiplicative with respect to
elements of additive degrees, it suffices to prove the desired result for these stable subgroups of G. Therefore, we only
consider stable G in the following.
Consider the group H = SU◦(Fq2). Let (·, ·) denote the unitary form on the natural H -module V . We consider V
as a vector space over the field Fq and endow it with the symplectic form [·, ·] given via
[v,w] = c · ((v,w)− (w, v)) for all v,w ∈ V,
where c denotes a fixed element of order 2(q − 1) in Fq2 . This point of view provides us with a degree-duplicating
embedding σ : H −→ G = Sp◦(Fq). Consider some 0 6= f ∈ E(G). From multiplicativity with respect to elements
of additive degrees, the restriction f |Hσ is an extremal pdf of Hσ . By Theorem 5.3, either f |Hσ = 0, or there exists
some k ∈ N0 such that
f (hσ) = (−1/q)k deg h for every h ∈ H.
In view of Theorem 6.1 we conclude that either f = ε · fz with z = ±
√
δq−k , or f = fz with z = ±
√
q−k . Here,
some peculiarity must be noticed. Namely, the element c is a non-square in Fq2 if and only if q ≡ 1(mod 4). In this
situation, multiplication by c in the definition of the symplectic form [·, ·] gives rise to an identification of c ·Fq with
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Fq , which exchanges squares and non-squares, so that the two classes of transvections in G interchange their roles.
As a consequence, the function f = ε · fz actually takes the value
f (hσ) = (−δ) ε(hσ) fz(hσ) at every h ∈ H.
Suppose first that k is odd. With respect to an orthonormal basis, the diagonal matrix with entries −1, µ,−µ−1,
where µ ∈ Fq2 r Fq has norm 1, is an element h of odd degree in H . Therefore, if k is odd, then only the possibility
f = ε · fz survives. Assume by way of contradiction that the possibility f = ε · fz occurs for some even k. Then, the
product of f with the existing Weil pdf ε · f√
δq−1 is of the form which was just excluded for the odd k+1. Altogether
we see, that only the pdfs furnished in Theorem 6.2 exist. 
Our results show that the ideal lattice of the complex group algebra of a finitary symplectic group G (defined over
Fq ) is even harder to understand than that of a finitary special unitary group. In principle, we are left with four
descending chains of ideals whose interaction is an unsettled question. Here it should be noted, that at least the
branching rules of the Weil characters of finite symplectic groups are well-understood (see proof of Theorem 6.2). In
particular, the restrictions of the twoWeil pdfs to the canonical finite symplectic subgroups of G have pairwise distinct
constituents, which are also non-trivial. Therefore, the corresponding ideals in CG are distinct and not contained in
the augmentation ideal.
7. Isometry groups over infinite fields
The following classification of extremal pdfs of isometry groups over infinite locally finite fields is in line with
the corresponding results of Skudlarek [12] concerning GL◦(Fp) and SL◦(Fp). It also matches with the fact, that
the complex group ring of any finitary isometry group over an infinite field does not contain any non-trivial ideal [6,
Theorem B], [8, Theorem 1.1], [10, Theorem 4.5].
Theorem 7.1. Let G be a finitary full isometry group over the infinite locally finite field F of odd characteristic, and
suppose that G ′ ≤ H ≤ G. Then E(H) = Hom(H,C×).
Proof. Consider an extremal pdf f 6= 0 of H . From [12, Lemma 5], the restriction of f to any stable subgroup of H ,
of the same type as H and defined over the infinite field F, is an extremal pdf of the stable subgroup. Therefore we
may assume without loss, that G is stable.
The field F is the union of an ascending chain of finite subfields Fn (n ∈ N). Let Gn = G ∩ GL◦(Fn) and
Hn = H∩Gn . ClearlyGn is the finitary full isometry group over Fn , of the same type asG. Moreover,G ′n ≤ Hn ≤ Gn
and G =⋃n∈N Gn .
Now the restriction of f to Hn is a convex combination of (possibly infinitely many) extremal pdfs of Hn . By
Proposition 2.9, every extremal pdf of Hn restricts to an extremal pdf of the finitary classical group G ′n . And by
Theorems 4.2, 5.3 and 6.3, every extremal pdf of G ′n restricts to a certain extremal pdf of G ′n−1. Since the finite fields
Fn form a properly ascending chain, this latter branching rule has the effect, that the expansion of f |Gn as a convex
combination of extremal pdfs of Gn cannot involve any non-trivial pdf. It follows that f |G ′ is a convex combination
of the trivial pdfs 0 and 1.
Now Proposition 2.9 yields, that f |Hn is a convex combination of the trivial pdf 0 and elements fromHom(Hn,C×).
Since Hom(H,C×) is finite, it follows that f itself is a convex combination of 0 and elements from Hom(H,C×).
Because f is extremal, we conclude that f ∈ Hom(H,C×). 
8. Permutation representations
In this section we shall study relationships between pdfs and certain permutation representations of finitary
isometry groups. The corresponding results for finitary general linear groups have been proved in [7]. Throughout, G
will denote the full finitary isometry group of an infinite-dimensional Fq -vector space V (q odd) with non-degenerate
orthogonal, unitary, or symplectic form (·, ·), and H will be a subgroup of G containing G ′.
Lemma 8.1. Let F be a finite subgroup of G. For every k-dimensional subspace U of V there exists a totally isotropic
k-dimensional subspace W in V such that CF (U ) = CF (W ).
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Proof. There exists a direct orthogonal decomposition U = R ⊥ U1 ⊥ . . . ⊥ Un ⊥ A where R = radU , where each
Ui is a hyperbolic plane, and where A is anisotropic of dimension d ≤ 2 (see [13, p. 138] in the orthogonal case).
SinceU⊥ has finite codimension in V , the spaceU⊥ ∩CV (F) contains a direct orthogonal sum H = H1 ⊥ . . . ⊥ Hn
of hyperbolic planes Hi . Pick hyperbolic pairs {ui , vi } in Ui and {si , ti } in Hi . Let {a1, . . . , ad} denote an orthogonal
basis in A. Choose x1, . . . , xd ∈ U⊥ ∩ CV (F) ∩ H⊥ such that (xi , x j ) = 0 for all i 6= j and (xi , xi ) = −(ai , ai ) for
all i . The latter is possible in the orthogonal case, because the quadratic form Q: V −→ Fq , given by Q(x) = 12 (x, x),
is surjective. And in the unitary case, −1 is always a square in Fq . It follows that the vector wi = ai + xi is isotropic.
Let yi = ui + si and zi = vi − ti . Now the subspace W generated by A ∪ {w1, . . . , wd , y1, . . . , y`, z1, . . . , z`} has
the desired properties. 
If H acts on a set Ω , then the CH -module CΩ gives rise to an inductive system, which we denote by IndSysCH (CΩ)
(see [18] for the notion inductive system).
Proposition 8.2. Consider two k-tuples γ and δ, whose entries form a set of Fq -independent vectors from V . For
any finite subgroup F of H, every F-orbit in Γ = γ H is similar to every F-orbit in ∆ = δH. In particular,
IndSysCH (CΓ ) = IndSysCH (C∆).
Proof. Let γ = (u1, . . . , uk) and δ = (w1, . . . , wk). Consider F-orbits γ hF in Γ and δgF in ∆ (with suitable
g, h ∈ H ). LetU = 〈u1, . . . , uk〉 andW = 〈w1, . . . , wk〉. From Lemma 8.1 there exist totally isotropic k-dimensional
subspaces S and T in V such that CF (Uh) = CF (S) and CF (Wg) = CF (T ). Let {s1, . . . , sk} be a basis of S and
{t1, . . . , tk} be a basis of T . Since S and T are totally isotropic, there exists x ∈ G with (s1, . . . , sk)x = (t1, . . . , tk).
The latter condition remains untouched when replacing x by [y, x] where y is so chosen that y−1x−1y does not move
any of the si . Therefore we may assume that x ∈ G ′ ≤ H . The conditions on centralizers ensure, that the F-sets γ hF
and δgF are similar. In particular, CΓ and C∆ involve the same isomorphism types of irreducible CF-modules, for
each finite subgroup F of H . 
Proposition 8.3. Consider a finite-dimensional subspace U = 〈u1, . . . , uk〉 in V . Let Ω = {Ug | g ∈ H} and
∆ = (u1, . . . , uk)H. Then IndSysCH (CΩ) = IndSysCH (C∆).
Proof. A surjective G-map∆ −→ Ω is given via (u1, . . . , uk)g 7−→ 〈u1g, . . . , ukg〉. It extends to a surjective linear
CG-map C∆ −→ CΩ . Consider a finite subgroup F of G and an F-orbit Γ = UgF in Ω . Since U⊥ ∩ CV (F) has
finite codimension in V , we can choose Fq -independent vectors c1, . . . , ck from CV (F) ∩ (Ug)⊥ which generate a
totally isotropic subspace, and which satisfy Ug ∩ 〈c1, . . . , ck〉 = 0. Let wi = uig + ci . Then {w1, . . . , wk} is an
Fq -independent set. The subspaceW = 〈w1, . . . , wk〉 is isometric toUg, whenceW ∈ Ω and δ = (w1, . . . , wk) ∈ ∆.
Here we again use the observation, that G ′ acts transitively on Ω and on ∆ (see proof of Proposition 8.2).
Consider some h ∈ NF (W ). For every i , the vector uigh + ci = wih is a linear combination of the vectors
w1, . . . , wk . By choice of the ci , this enforces that uigh = uig andwih = wi . We conclude that NF (W ) = CF (W ) =
Fδ . Therefore the F-orbits Γ = WF and δF are similar. We now invoke [7, Lemma 4.9] to get the claim. 
Theorem 8.4. Let G be the full finitary isometry group of an infinite-dimensional Fq -vector space V (q odd) with
non-degenerate orthogonal, unitary, or symplectic form. Suppose that G ′ ≤ H ≤ G. For any fixed k ∈ N, let Ik
denote the annihilator annCG(CV k) of the permutation module spanned by the k-tuples with entries in V . Then the
following hold for any k-dimensional subspace U in V with basis {u1, . . . , uk}.
(1) Ik ∩ CH =⋂g∈H (NH (U )g − 1)CH = annCH (CΩ) where Ω = {Ug | g ∈ H}.
(2) Ik ∩ CH =⋂g∈H (CH (U )g − 1)CH = annCH (C∆) where ∆ = (u1, . . . , uk)H.
Proof. Clearly, Ik ≤ I j for all j ≤ k. Therefore, the assertion is an immediate consequence of Proposition 8.3. 
As detailed in Section 3, the ideal Ik corresponds to the extremal pdf fq−k of G.
There are other types of natural sets on which H acts. Namely, for any subspace W of finite codimension k in V ,
the set Ω = {Wg | g ∈ H} is an H -set. If W⊥⊥ = W , then the map
σ : Ω −→ ∆ = {W⊥g | g ∈ H}, σ : T 7−→ T⊥
is an H -bijection, so that annCH (CΩ) = annCH (C∆) = Ik in this case. We shall prove now, that this happens in
general. However, since there exist subspaces W in V satisfying W < W⊥⊥, the above argument cannot be used in
general.
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Theorem 8.5. Let Ω = {Wg | g ∈ H}, where W is a subspace of codimension k in V . Then
Ik ∩ CH = annCH (CΩ) =
⋂
g∈H
(NH (W )
g − 1)CH.
Proof. Let ∆ = {S ≤ V | dim S = k}. Consider a finite subgroup F in H and an element T ∈ Ω . There exists a
non-degenerate finite-dimensional subspace U in V such that
[V, F] ≤ U, V = T +U, and T = CT (F)+ (U ∩ T ).
These conditions ensure that
NF (T ) = NF (U ∩ T ) = NF ((T ∩U )⊥) = NF ((T ∩U )⊥ ∩U ).
Note that S = (T ∩ U )⊥ ∩ U is k-dimensional, because it is the orthogonal subspace to T ∩ U in U . Altogether,
we conclude that the F-orbit of S in ∆ is similar to the F-orbit of T in Ω . In view of Theorem 8.2 this means that
IndSysCH (CΩ) ⊆ IndSysCH (C(SG)) = IndSysCH (C∆), whence Ik ∩ CH ≤ annCH (CΩ).
It remains to prove the reverse inclusion. Consider again a finite subgroup F in H . There is only a finite number
of pairwise non-isomorphic transitive F-sets. Therefore we can choose a subspace U in V in such a way that
Σ = {M ≤ U | dimM ≤ k} contains a copy of every transitive F-subset of Θ = {N ≤ V | dim N ≤ k}.
This choice ensures that annCF (CΣ ) = annCF (CΘ) = Ik ∩ CF . The F-map
ρ: Ω −→ Σ , ρ: T 7−→ (T ∩U )⊥ ∩U
is surjective. Hence annCF (CΩ) ≤ annCF (CΣ ) = Ik ∩ CF . As this holds for every finite subgroup F of H , we
conclude that annCH (CΩ) ≤ Ik . 
It was shown in [10] that, for any confined subgroup X in G ′, there exists a unique minimal X -invariant subspaceW of
finite codimension in V , and X has finite index in NG ′(W ); moreover, CG ′(V/W ) ≤ X when the form is symplectic
or unitary, while X ∩CG ′(V/W ) has index at most 2 in CG ′(V/W ) when the form is orthogonal [10, Proposition 7.6].
Proposition 8.6. Let W be a subspace of finite codimension k in V , and fix vectors v1, . . . , vk ∈ V , which are
Fq -independent modulo W. Then
Ik ∩ CH = annCH (CΩ) =
⋂
g∈H
(CH (V/W )
g − 1)CH
for Ω = (W + v1, . . . ,W + vk) H.
Proof. Because CH (V/W ) ≤ NH (W ), it follows immediately from Theorem 8.5 that
annCH (CΩ) =
⋂
g∈H
(CH (V/W )
g − 1)CH ≤
⋂
g∈H
(NH (W )
g − 1)CH = Ik ∩ CH.
Conversely, let ∆ = {(u1, . . . , uk) ∈ V k | dim 〈u1, . . . , uk〉 = k}. Consider a finite subgroup F in H and an element
ω = (T + x1, . . . , T + xk) ∈ Ω . Then there exists a non-degenerate finite-dimensional subspace U in V such that
[V, F] ≤ U and V = T +U . These conditions ensure that V/T = U + T/T ∼= U/U ∩ T and
CF (V/T ) = CF (U/U ∩ T ) = CF ((U ∩ T )⊥ ∩U ).
Let {u1, . . . , uk} denote a basis of the k-dimensional subspace (U ∩ T )⊥ ∩ U . It follows from the above that the
F-orbit ωF in Ω is similar to the F-orbit of (u1, . . . , uk)F in∆. This works for every finite subgroup F of H . Hence
IndSysCH (CΩ) ⊆ IndSysCH (C∆) and Ik ∩ CH = annCH (C∆) ≤ annCH (CΩ). 
Lemma 8.7. If X is a confined subgroup of G ′, then there exists a subspace W of finite codimension in V , such that
CG ′(V/W ) ≤ X ≤ NG ′(W ).
Proof. From [10], there is a minimal X -invariant subspace W of finite codimension in V . Moreover, by [10,
Proposition 7.6], it just remains to consider the case when the underlying form (·, ·) is orthogonal and to show that
the centralizer C = CG ′(V/W ) does not contain a subgroup of index 2. Now C ≤ CG ′(W⊥)by [10, Proposition 7.2].
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Thus, with respect to a basis of V which respects the flag 0 ≤ W⊥ ≤ W +W⊥ ≤ V , any c ∈ C becomes a matrix of
the form
c =
1 ? ?0 Ac ?
0 0 1
 =
1 0 00 Ac 0
0 0 1
1 ? ?0 1 ?
0 0 1
 = ac · hc
Here, Ac is an isometry in the full finitary orthogonal group FO(U ) whereU is a fixed non-degenerate complement to
W⊥ inW +W⊥. Therefore ac and then also hc are isometries in FO(V ). However, the elements hc (c ∈ C) generate a
unipotent subgroup of FO(V ). This unipotent subgroup is a 2′-subgroup of FSO(V ), while H has index 2 in FSO(V ).
We conclude, that every hc and then also every ac lies in H . In particular, ac has determinant 1 and spinorial norm 1.
Clearly, Ac ∈ FSO(U ). Moreover, by [13], p. 163, the spinorial norm of ac is the discriminant of the Wall form
induced by (·, ·) on [V, ac]. Since [V, ac] = [W + W⊥, ac], the Wall form induced by (·, ·) on [V, ac] gives rise to
the Wall form induced by (·, ·) on [U, Ac]. Therefore, ac and Ac have the same spinorial norm, namely 1. It follows
that the elements ac (c ∈ C) form a simple group S isomorphic to FΩ(U ), and that C is the semi-direct product of a
unipotent normal subgroup with S. In particular, C cannot have a subgroup of index 2. 
We can now elucidate how confined subgroups are related to ideals.
Theorem 8.8. Let H be the classical simple finitary isometry group of an infinite-dimensional Fq -vector space V
(q odd) with non-degenerate orthogonal, unitary, or symplectic form. For every confined subgroup X of H there
exists some k ∈ N such that
Ik ∩ CH = annCH (CΩ) =
⋂
h∈H
(Xh − 1)CH with Ω = {Xh | h ∈ H}.
Here, k is the codimension of the minimal X-invariant subspace W of finite codimension in the natural H-module.
Proof. It follows from Lemma 8.7 and Theorem 8.5, 8.6 that
Ik ∩ CH =
⋂
h∈H
(CH (V/W )
h − 1)CH ≤
⋂
h∈H
(Xh − 1)CH
= annCH (CΩ) ≤
⋂
h∈H
(NH (W )
h − 1)CH = Ik ∩ CH. 
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