The All-Pairs Min-Cut problem (aka All-Pairs Max-Flow) asks to compute a minimum s-t cut (or just its value) for all pairs of vertices s, t. We study this problem in directed graphs with unit edge/vertex capacities (corresponding to edge/vertex connectivity). Our focus is on the k-bounded case, where the algorithm has to find all pairs with min-cut value less than k, and report only those. The most basic case k = 1 is the Transitive Closure (TC) problem, which can be solved in graphs with n vertices and m edges in time O(mn) combinatorially, and in time O(n ω ) where ω < 2.38 is the matrix-multiplication exponent. These time bounds are conjectured to be optimal.
• A randomized algorithm for vertex capacities that runs in time O((nk) ω ). This is only a factor k ω away from the TC bound, and nearly matches it for all k = n o(1) .
• Two deterministic algorithms for edge capacities (which is more general) that work in DAGs and further reports a minimum cut for each pair. The first algorithm is combinatorial (does not involve matrix multiplication) and runs in time O(2 O(k 2 ) · mn). The second algorithm can be faster on dense DAGs and runs in time O((k log n) 4 k +o(k) ·n ω ). Previously, Georgiadis et al. [ICALP 2017 ], could match the TC bound (up to n o(1) factors) only when k = 2, and now our two algorithms match it for all k = o( √ log n) and k = o(log log n).
• The first super-cubic lower bound of n ω−1−o(1) k 2 time under the 4-Clique conjecture, which holds even in the simplest case of DAGs with unit vertex capacities. It improves on the previous (SETH-based) lower bounds even in the unbounded setting k = n. For combinatorial algorithms, our reduction implies an n 2−o(1) k 2 conditional lower bound. Thus, we identify new settings where the complexity of the problem is (conditionally) higher than that of TC.
Our three sets of results are obtained via different techniques. The first one adapts the network coding method of Cheung, Lau, and Leung [SICOMP 2013 ] to vertex-capacitated digraphs.
this value is less than k, all in time O((n + (|S| + |T |)k) ω + |S||T |k ω ). We overview these results in Section 3.1, with full details in Section 5.
Three weaknesses of this algorithm and the ones by Cheung et al. [CLL13] are that they do not return the actual cuts, they are randomized, and they are not combinatorial. Our next set of algorithmic results deals with these issues. More specifically, we present two deterministic algorithms for DAGs with unit edge (or vertex) capacities that compute, for every s, t ∈ V , an actual minimum s-t cut if its value is less than k. The first algorithm is combinatorial (i.e., it does not involve matrix multiplication) and runs in time O(2 O(k 2 ) · mn). The second algorithm can be faster on dense DAGs and runs in time O((k log n) 4 k +o(k) · n ω ). These algorithms extend the results of Georgiadis et al. [GGI + 17] , which matched the running time of Transitive Closure up to n o(1) factors, from just k = 2 to any k = o( √ log n) (in the first case) and k = o(log log n) (in the second case). We give an overview of these algorithms in Section 3.2, and the formal results are Theorems 7.3 and 7.9.
New Lower Bounds. Finally, we present conditional lower bounds for our problem, the kbounded version of All-Pairs Min-Cut. As a result, we identify new settings where the problem is harder than Transitive Closure, and provide the first evidence that the problem cannot be solved in cubic time. Technically, the main novelty here is a reduction from the 4-Clique problem. It implies lower bounds that apply to the basic setting of DAGs with unit vertex capacities, and therefore immediately apply also to more general settings, such as edge capacities, capacitated inputs, and general digraphs, and they in fact improve over previous lower bounds [AWY18, KT18] in all these settings. 6 We prove the following theorem in Section 4. Theorem 1.1. If for some fixed ε > 0 and any k ∈ [n 1/2 , n], the k-bounded version of All-Pairs Min-Cut can be solved on DAGs with unit vertex capacities in time O((n ω−1 k 2 ) 1−ε ), then 4-Clique can be solved in time O(n ω+1−δ ) for some δ = δ(ε) > 0.
Moreover, if for some fixed ε > 0 and any k ∈ [n 1/2 , n] that version of All-Pairs Min-Cut can be solved combinatorially in time O((n 2 k 2 ) 1−ε ), then 4-Clique can be solved combinatorially in time O(n 4−δ ) for some δ = δ(ε) > 0.
To appreciate the new bounds, consider first the case k = n, which is equivalent to not restricting k. The previous lower bound, under SETH, is n 3−o(1) and ours is larger by a factor of n ω−2 . For combinatorial algorithms, our lower bound is n 4−o(1) , which is essentially the largest possible lower bound one can prove without a major breakthrough in fine-grained complexity. This is because the naive algorithm for All-Pairs Min-Cuts is to invoke an algorithm for Max-Flow O(n 2 ) times, hence a lower bound larger than Ω(n 4 ) for our problem would imply the first non-trivial lower bound for minimum s-t cut. The latter is perhaps the biggest open question in fine-grained complexity, and in fact many experts believe that near-linear time algorithms for minimum s-t cut do exist, and can even be considered "combinatorial" in the sense that they do not involve the infamous inefficiencies of fast matrix multiplication. If such algorithms for minimum s-t cut do exist, then our lower bound is tight.
Our lower bound shows that as k exceeds n 1/2−o(1) , the time complexity of k-bounded of All-Pairs Min-Cut exceeds that of Transitive Closure by polynomial factors. The lower bound is super-cubic whenever k ≥ n 2−ω/2+ε . 
Preliminaries
We start with some terminology and well-known results on graphs and cuts. Next we will briefly introduce the main algebraic tools that will be used throughout the paper. We note that although we are interested in solving the k-bounded All-Pairs Min-Cut problem, where we wish to find the all-pairs min-cuts of size at most k − 1, for the sake of using simpler notation we compute the min-cuts of size at most k (instead of less than k) solving this way the (k + 1)-bounded All-Pairs Min-Cut problem.
Directed graphs. The input of our problem consists of an integer k ≥ 1 and a directed graph, digraph for short, G = (V, A) with n := |V | vertices and m := |A| arcs. Every arc a = (u, v) ∈ A consists of a tail u ∈ V and a head v ∈ V . By G[S], we denote the subgraph of G induced by the set of vertices S, formally G[S] = (S, A ∩ (S × S)). By N + (v), we denote the out-neighborhood of v consisting of all the heads of the arcs leaving v. We denote by outdeg(v) the number of outgoing arcs from v. All our results extend to multi-digraphs, where each pair of vertices can be connected with multiple (parallel ) arcs. For parallel arcs, we always refer to each arc individually, as if each arc had a unique identifier. So whenever we refer to a set of arcs, we refer to the set of their unique identifiers, i.e., without collapsing parallel arcs, like in a multi-set.
Flows and cuts. We follow the notation used by Ford and Fulkerson [FF62] . Let G = (V, A) be a digraph, where each arc a has a nonnegative capacity c(a). For a pair of vertices s and t, an s-t flow of G is a function f on A such that 0 ≤ f (a) ≤ c(a), and for every vertex v = s, t the incoming flow is equal to outgoing flow, i.e., (u,v 
If G has vertex capacities as well, then f must also satisfy (u,v)∈A f (u, v) ≤ c(v) for every v = s, t, where c(v) is the capacity of v. The value of the flow is defined as |f | = (s,v)∈A f (s, v). We denote the existence of a path from s to t by s t and by s t the lack of such a path. Any set M ⊆ A is an s-t-cut if s t in G \ M . M is a minimal s-t-cut if no proper subset of M is s-t-cut. For an s-t-cut M , we say that its source side is S M = {x | s x in G \ M } and its target side is T M = {x | x t in G \ M }. We also refer to the source side and the target side as s-reachable and t-reaching, respectively. An s-t k-cut is a minimal cut of size k. A set M of s-t cuts of size at most k is called a set of s-t ≤ k-cuts. We can define vertex cuts analogously. Figure 1: A digraph with three s-t-cuts M 1 , M 2 , M 3 . While M 1 and M 2 are minimal, M 3 is not. Hence, the source side and target side differ only for M 3 . This illustrates that the earlier and later orders might not be symmetric for non-minimal cuts. We have M 3 < M 2 yet M 2 ≯ M 3 (and also
Figure 2: A digraph with several s-t cuts. Bold arcs represent parallel arcs which are too expensive to cut. M 1 is the earliest s-t min-cut and M 3 is the latest s-t min-cut. M 2 is later than M 1 , but M 2 is not s-t-latest, as M 4 is later and not larger than M 2 .
Order of cuts. An s-t cut M is later (respectively earlier ) than an s-t cut M if and only if T M ⊆ T M (resp. S M ⊆ S M ), and we denote it M ≥ M (resp. M ≤ M ). Note that those relations are not necessarily complementary if the cuts are not minimal (see Figure 1 for an example). We make these inequalities strict (i.e., '>' or '<') whenever the inclusions are proper. We compare a cut M and an arc a by defining a > M whenever both endpoints of a are in T M . Additionally, a ≥ M includes the case where a ∈ M . Definitions of the relations '≤' and '<' follow by symmetry. We refer to Figure 2 for illustrations. This partial order of cuts also allows us to define cuts that are extremal with respect to all other s-t cuts in the following sense:
Definition 2.1 (s-t-latest cuts [Mar06] ). An s-t cut is s-t-latest (resp. s-t-earliest) if and only if there is no later (resp. earlier) s-t cut of smaller or equal size.
Informally speaking, a cut is s-t-latest if we would have to cut through more arcs whenever we would like to cut off fewer vertices. This naturally extends the definition of an s-t-latest min-cut as used by Ford and Fulkerson [FF62, Section 5] . The notion of latest cuts has first been introduced by Marx [Mar06] (under the name of important cuts) in the context of fixed-parameter tractable algorithms for multi(way) cut problems. Since we need both earliest and latest cuts, we do not refer to latest cuts as important cuts. Additionally, we use the term s-t-extremal cuts to refer to the union of s-t-earliest and s-t-latest cuts.
We will now briefly recap the framework of Cheung et al.
[CLL13] as we will modify them later for our purposes.
Overview of Our Algorithmic Approach

Randomized Algorithms on General Graphs
In the framework of [CLL13] edges are encoded as vectors, so that the vector of each edge e = (u, v) is a randomized linear combination of the vectors correspond to edges incoming to u, the source of e. One can compute all these vectors for the whole graph, simultaneously, using some matrix manipulations. The bottleneck is that one has to invert a certain m × m matrix with an entry for Figure 3: A digraph where each arc appears in at least one s-v or one v-t min-cut. The numbers on the arcs denote the number of parallel arcs. Note that neither of the two s-t min-cuts of size 9 (marked in yellow) are contained within the union of any two s-v or v-t min-cuts. Thus, finding all those min-cuts and trying to combine them in pairs in a divide-and-conquer-style approach is not sufficient to find an s-t min-cut.
each pair of edges. Just reading the matrix that is output by the inversion requires Ω(m 2 ) time, since most entries in the inverted matrix are expected to be nonzero even if the graph is sparse.
To overcome this barrier, while using the same framework, we define the encoding vectors on the nodes rather than the edges. We show that this is sufficient for the vertex-capacitated setting. Then, instead of inverting a large matrix, we need to compute the rank of certain submatrices which becomes the new bottleneck. When k is small enough, this turns out to lead to a significant speed up compared to the running time in [CLL13] .
Deterministic Algorithms with Witnesses on DAGs
Here we deal with the problem of computing certificates for the k-bounded All-Pairs Min-Cut problem. Our contribution here is twofold. We first prove some properties of the structure of the s-t-latest k-cuts and of the s-t-latest ≤k-cuts, which might be of independent interest. This gives us some crucial insights on the structure of the cuts, and allows us to develop an algorithmic framework which is used to solve the k-bounded All-Pairs Min-Cut problem. As a second contribution, we exploit our new algorithmic framework in two different ways, leading to two new algorithms which run in O(mn 1+o(1) ) time for k = o( √ log n) and in O(n ω+o(1) ) time for k = o(log log n). Let G = (V, A) be a DAG. Consider some arbitrary pair of vertices s and t, and any s-t-cut M . For every intermediate vertex v, M must be either a s-v-cut, or a v-t-cut. The knowledge of all s-v and all v-t min-cuts does not allow us to convey enough information for computing an s-t min-cut of size at most k quickly, as illustrated in Figure 3 . However, we are able to compute an s-t min-cut by processing all the s-v-earliest cuts and all the v-t-latest cuts, of size at most k. We build our approach around this insight. We note that the characterization that we develop is particularly useful, as it has been shown that the number of all earliest/latest u-v ≤k-cuts can be upper bounded by 2 O(k) , independently of the size of the graph.
For a more precise formulation on how to recover a min-cut (or extremal ≤k-cuts) from cuts to and from intermediate vertices, consider the following. Let A 1 , A 2 be an arc split, that is a partition of the arc set A with the property that any path in G consists of a (possibly empty) sequence of arcs from A 1 followed by a (possibly empty) sequence of arcs from A 2 (see Definition 6.6). Assume that for each vertex v we know all the s-v-earliest ≤k-cuts in G 1 = (V, A 1 ) and all the v-t-latest ≤k-cuts in G 2 = (V, A 2 ). We show that a set of arcs M that contains as a subset one s-v-earliest ≤k-cut in G 1 , or one v-t-latest ≤k-cut in G 2 for every v, is a s-t-cut. Moreover, we show that all the s-t-cuts of arcs with the above property include all the s-t-latest ≤k-cuts. Hence, in order to identify all s-t-latest ≤k cuts, it is sufficient to identify all sets M with that property. We next describe how we use these structural properties to compute all s-t-extremal ≤k-cuts.
We formulate the following combinatorial problem over families of sets, which is independent of graphs and cuts, that we can use to compute all s-t-extremal ≤k-cuts. The input to our problem is c families of sets F 1 , F 2 , . . . , F c , where each family F i consists of at most K sets, and each set F ∈ F i contains at most k elements from a universe U . The goal is to compute all minimal subsets F * ⊂ U, |F * | ≤ k, for which there exists a set F ∈ F i such that F ⊆ F * , for all 1 ≤ i ≤ c. We refer to this problem as Witness Superset. To create an instance (s, t, A 1 , A 2 ) of the Witness Superset problem, we set c = |V | and F v to be all s-v-earliest ≤k-cuts in G 1 and all v-t-latest ≤k-cuts in G 2 . Informally speaking, the solution to the instance (s, t, A 1 , A 2 ) of the Witness Superset problem picks all sets of arcs that cover at least one earliest or one latest cut for every vertex. In a post-processing step, we filter the solution to the Witness Superset problem on the instance (s, t, A 1 , A 2 ) in order to extract all the s-t-latest ≤k-cuts. We follow an analogous process to compute all the s-t-earliest ≤k-cuts.
Algorithmic framework. We next define a common algorithmic framework for solving the k-bounded All-Pairs Min-Cut problem, as follows. We pick a partition of the vertices V 1 , V 2 , such that there is no arc in V 2 × V 1 . Such a partition can be trivially computed from a topological order of the input DAG. Let A 1 , A 2 , A 1,2 be the sets of arcs in
• First, we recursively solve the problem in
The recursion returns without doing any work whenever the graph is a singleton vertex.
• Second, for each pair of vertices (s, t), such that s ∈ V 1 has an outgoing arc from A 1,2 and t ∈ V 2 , we solve the instance (s, t, A 1,2 , A 2 ) of Witness Superset. Notice that the only non-empty earliest cuts in (V, A 1,2 ) for the pair (x, y) are the arcs (x, y) ∈ A 1,2 .
• Finally, for each pair of vertices (s, t), such that s ∈ V 1 , t ∈ V 2 , we solve the instance (s, t, A 1 , A 1,2 ∪ A 2 ) of Witness Superset.
The Witness Superset problem can be solved naively as follows. Let F v be the set of all s-v-earliest ≤k-cuts and all v-t-latest ≤k-cuts. Assume we have F v 1 , F v 2 , . . . , F vc , for all vertices v 1 , v 2 , . . . , v c that are both reachable from s in (V, A 1,2 ) and that reach t in (V, A 2 ). Each of these sets contains 2 O(k) cuts. We can identify all sets M of arcs that contain at least one cut from each
This yields an algorithm with super-polynomial running time. However, we speed up this naive procedure by applying some judicious pruning, achieving a better running time of O(c · 2 O(k 2 ) · poly(k)), which is polynomial for k = o( √ log n). In the following, we sketch the two algorithms that we develop for solving efficiently the k-bounded All-Pairs Min-Cut problem.
Iterative division. For the first algorithm, we process the vertices in reverse topological order. When processing a vertex v, we define V 1 = {v} and V 2 to be the set of vertices that appear after v in the topological order. Notice that V 1 has a trivial structure, and we already know all s-t-latest ≤k-cuts in G[V 2 ]. In this case, we present an algorithm for solving the instance (v, t, A 1,2 , A 2 ) of the Witness Superset problem in time O(2 O(k 2 ) · c · poly(k)), where c = |A 1,2 | is the number of arcs leaving v. We invoke this algorithm for each v-w pair such that w ∈ V 2 . For k = o( √ log n) this gives an algorithm that runs in time O(outdeg(v) · n 1+o(1) ) for processing v, and O(mn 1+o(1) ) in total.
Recursive division. For the second algorithm, we recursively partition the set of vertices evenly into sets V 1 and V 2 at each level of the recursion. We first recursively solve the problem
. Second, we solve the instances (s, t, A 1,2 , A 2 ) and (s, t, A 1 , A 1,2 ∪ A 2 ) of Witness Superset for all pairs of vertices from V 1 × V 2 . Notice that the number of vertices that are both reachable from s in (V, A 1 ) and reach t in (V, A 1,2 ∪ A 2 ) can be as high as O(n). This implies that even constructing all Θ(n 2 ) instances of the Witness Superset problem, for all s, t, takes Ω(n 3 ) time. To overcome this barrier, we take advantage of the power of fast matrix multiplications by applying it into suitably defined matrices of binary codes (codewords). At a very high-level, this approach was used by Fischer and Meyer [FM71] in their O(n ω ) time algorithm for transitive closure in DAGs -there the binary codes where of size 1 indicating whether there exists an arc between two vertices.
Algebraic framework. In order to use coordinate-wise boolean matrix multiplication with the entries of the matrices being codewords we first encode all s-t-earliest and all s-t-latest ≤k-cuts using binary codes. The bitwise boolean multiplication of such matrices with binary codes in its entries allows a serial combination of both s-v cuts and v-t cuts based on AND operations, and thus allows us to construct a solution based on the OR operation of pairwise AND operations. We show that superimposed codes are suitable in our case, i.e., binary codes where sets are represented as bitwise-OR of codewords of objects, and small sets are guaranteed to be encoded uniquely. Superimposed codes provide a unique representation for sets of k elements from a universe of size poly(n) with codewords of length poly(k log n). In this setting, the union of sets translates naturally to bitwise-OR of their codewords.
Tensor product of codes. To achieve our bounds, we compose several identical superimposed codes into a new binary code, so that encoding set families with it enables us to solve the corresponding instances of Witness Superset. Our composition has the cost of an exponential increase in the length of the code. Let F = F 1 , . . . , F c be the set family that we wish to encode, and let S 1 , . . . , S c be their superimposed codes in the form of vectors. We construct a c-dimensional
In other words, the resulting code is the tensor product of all superimposed codes. This construction creates enough redundancy so that enough information on the structure of the set families is preserved. Furthermore, we can extract the encoded information from the bitwise-OR of several codewords. The resulting code is of length O((k log n) O(K) ), where K is the upperbound on the allowed number of sets in each encoded set family. In our case K ≈ 4 k , which results to only a logarithmic dependency on n at the price of a doubly-exponential dependency on k, thus making the problem tractable for small values of k.
From slices to Witness Superset. Finally, we show how the Witness Superset can be solved using tensor product of superimposed codes. Consider the notion of cutting the code of dimension K with an axis-parallel hyperplane of dimension K − 1. We call this resulting shorter codeword a slice of the original codeword. A slice of a tensor product is a tensor product of one dimension less, or an empty set, and a slice of a bitwise-OR of tensor products is as well a bitwise-OR of tensor products (of one dimension less). Thus, taking a slice of the bitwise-OR of the encoding of families of sets is equivalent to removing a particular set from some families and to dropping some other families completely and then encoding these remaining, reduced families. Thus, we can design a non-deterministic algorithm, which at each step of the recursion picks k slices, one slice for each element of the solution we want to output, and then recurses on the bitwise-OR of those slices, reducing the dimension by one in the process. This is always possible, since each element that belongs to a particular solution of Witness Superset satisfies one of the following: it either has a witnessing slice and thus it is preserved in the solution to the recursive call; or it is dense enough in the input so that it is a member of each solution and we can detect this situation from scanning the diagonal of the input codeword. This described nondeterministic approach is then made deterministic by simply considering every possible choice of k slices at each of the K steps of the recursion. This does not increase substantially the complexity of the decoding procedure, since
4 Reducing 4-Clique to All-Pairs Min-Cut
In this section we prove Theorem 1.1 by showing new reductions from the 4-Clique problem to k-bounded All-Pairs Min-Cut with unit vertex capacities. These reductions yield conditional lower bounds that are much higher than previous ones, which are based on SETH, in addition to always producing DAGs. Throughout this section, we will often use the term nodes for vertices.
Definition 4.1 (The 4-Clique Problem). Given a 4-partite graph G, where
This problem is equivalent to the standard formulation of 4-Clique (without the restriction to 4-partite graphs). The currently known running times are O(n ω+1 ) using matrix multiplication [EG04] , and O(n 4 / polylog n) combinatorially [Yu18] . The k-Clique Conjecture [ABW15] hypothesizes that current clique algorithms are optimal. Usually when the k-Clique Conjecture is used, it is enough to assume that the current algorithms are optimal for every k that is a multiple of 3, where the known running times are O(n ωk/3 ) [NP85] and O(n k / polylog n) combinatorially [Vas09] , see e.g. [ABBK17, ABW15, BW17, Cha15, LWW18]. However, we will need the stronger assumption that one cannot improve the current algorithms for k = 4 by any polynomial factor. This stronger form was previously used by Bringmann, Grønlund, and Larsen [BGL17] .
Reduction to the Unbounded Case
We start with a reduction to the unbounded case (equivalent to k = n), that is, we reduce to AllPairs Min-Cut with unit node capacities (abbreviated APMVC, for All-Pairs Minimum Vertex-Cut). Later (in Section 4.1) we will enhance the construction in order to bound k.
Lemma 4.2. Suppose APMVC on n-node DAGs with unit node capacities can be solved in time T (n). Then 4-Clique on n-node graphs can be solved in time O(T (n) + M M (n, n)), where M M (n, n) is the time to multiply two matrices from {0, 1} n×n .
To illustrate the usage of this lemma, observe that an O(n 3.99 )-time combinatorial algorithm for APMVC would imply a combinatorial algorithm with similar running time for 4-Clique.
Proof. Given a 4-partite graph G as input for the 4-Clique problem, the graph H is constructed as follows. The node set of H is the same as G, and we abuse notation and refer also to V (H) as if it is partitioned into A,B,C, and D. Thinking of A as the set of sources and D as the set of sinks, the proof will focus on the number of node-disjoint paths from nodes a ∈ A to nodes d ∈ D. The edges of H are defined in a more special way, see also Figure 4 for illustration.
• (A to B) For every a ∈ A, b ∈ B such that {a, b} ∈ E(G), add to E(H) a directed edge (a, b).
• (B to C) For every b ∈ B, c ∈ C such that {b, c} ∈ E(G), add to E(H) a directed edge (b, c). The definition of the edges of H will continue shortly. So far, edges in H correspond to edges in G, and there is a (directed) path a → b → c → d if and only if the three (undirected) edges {a, b}, {b, c}, {c, d} exist in G. In the rest of the construction, our goal is to make this 3-hop path contribute to the final a → d flow if and only if (a, b, c, d) is a 4-clique in G (i.e., all six edges exist, not only those three). Towards this end, additional edges are introduced, that make this 3-hop path useless in case {a, c} or {b, d} are not also edges in G. This allows "checking" for five of the six edges in the clique, rather than just three. The sixth edge is easy to "check".
• (A to C) For every a ∈ A, c ∈ C such that {a, c} / ∈ E(G), add to E(H) a directed edge (a, c).
This completes the construction of H. Note that these additional edges imply that there is a path a → b → d in H iff {a, b} ∈ E(G) and {b, d} / ∈ E(G), and similarly, there is a path a → c → d in H iff {a, c} / ∈ E(G) and {c, d} ∈ E(G). Let us introduce notations to capture these paths. For nodes a ∈ A, d ∈ D denote:
We now argue that if an APMVC algorithm is run on H, enough information is received to be able to solve 4-Clique on G by spending only an additional post-processing stage of O(n 3 ) time.
Claim 4.3. Let a ∈ A, d ∈ D be nodes with {a, d} ∈ E(G). If the edge {a, d} does not participate in a 4-clique in G, then the node connectivity from a to
and otherwise N C(a, d) is strictly larger.
Proof of Claim 4.3. We start by observing that all paths from a to d in H have either two or three hops.
Assume now that there is a 4-clique (a, b * , c * , d) in G, and let us exhibit a set P of node-disjoint paths from a to d of size
For all nodes c ∈ C a,d , add to P the 2-hop path a → c → d. So far, all these paths are clearly node-disjoint. Then, add the 3-hop path a → b * → c * → d to P . This path is node-disjoint from the rest because b * / ∈ B a,d (because {b * , d} ∈ E(G)) and c * / ∈ C a,d (because {a, c * } ∈ E(G)).
Next, assume that no nodes b ∈ B, c ∈ C complete a 4-clique with a, d. Then for every set P of node-disjoint paths from a to d, there is a set P of 2-hop node-disjoint paths from a to d that has the same size. To see this, let a → b → c → d be some 3-hop path in P . Since (a, b, c, d) is not a 4-clique in G and {a, d}, {a, b}, {b, c}, {c, d} are edges in G, we conclude that either {a, c} / ∈ E(G) or {b, d} / ∈ E(G). If {a, c} / ∈ E(G) then a → c is an edge in H and the 3-hop path can be replaced with the 2-hop path a → c → d (by skipping b) and one is remained with a set of node-disjoint paths of the same size. Similarly, if {b, d} / ∈ E(G) then b → d is an edge in H and the 3-hop path can be replaced with the 2-hop path a → b → d. This can be done for all 3-hop paths and result in P . Finally, note that the number of 2-hop paths from a to d is exactly |B a,d | + |C a,d |, and this completes the proof of Claim 4.3.
Computing the estimates. To complete the reduction, observe that the values |B a,d |+|C a,d | can be computed for all pairs a ∈ A, d ∈ D using two matrix multiplications. To compute the |B a,d | values, multiply the two matrices M, M which have entries from {0, 1}, with
After having these estimates and computing APMVC on H, it can be decided whether G contains a 4-clique in O(n 2 ) time as follows. Go through all edges {a, d} ∈ E(G) ∩ A × D and decide whether the edge participates in a 4-clique by comparing 
Reduction to the k-Bounded Case
Next, we exploit a certain versatility of the reduction and adapt it to ask only about min-cut values (aka node connectivities) that are smaller than k. In other words, we will reduce to the k-bounded version of All-Pairs Min-Cut with unit node capacities (abbreviated kAPMVC, for k-bounded AllPairs Minimum Vertex-Cut). Our lower bound improves on the Ω(n ω ) conjectured lower bound for Transitive Closure as long as k = ω(n 1/2 ).
Lemma 4.4. Suppose kAPMVC on n-node DAGs with unit node capacities can be solved in time T (n, k). Then 4-Clique on n-node graphs can be solved in time O(
, where M M (n, n) is the time to multiply two matrices from {0, 1} n×n .
Proof of Lemma 4.4. Given a 4-partite graph G as in the definition of the 4-Clique problem, O(n 2 /k 2 ) graphs H are constructed in a way that is similar to the previous reduction, and an algorithm for kAPMVC is called on each of these graphs. Assume w.l.o.g. that k divides n and partition the sets A, D arbitrarily to sets A 1 , . . . , A n/k and D 1 , . . . , D n/k of size k each. For each pair of integers i, j ∈ [n/k], generate one graph H ij by restricting the attention to the nodes of G in A i , B, C, D j and looking for a 4-clique only there.
Let us fix a pair i, j ∈ [n/k] and describe the construction of H ij . To simplify the description, let us omit the subscripts i, j, referring to this graph as H, and think of G as having four parts A, B, C, D, where A and D are in fact A i , D j and are therefore smaller: |A| = |D| = k and |B| = |C| = n.
The nodes in H are partitioned into four sets A , B, C, D , where the sets B, C are the same as in G. For the nodes in A, D in G, multiple copies are created in H. For all integers x ∈ [n/k] and node a ∈ A in G, add a node a x to A in H. Similarly, for all x ∈ [n/k] and node d ∈ D, add a node a x to A . Note that H contains O(n) nodes.
To define the edges, partition the nodes in B and C arbitrarily to sets B 1 , . . . , B n/k and C 1 , . . . , C n/k of size k. Now, the edges are defined in a similar way to the previous proof, except each a x is connected only to nodes in B x , and each d y is connected only to nodes in C y . More formally:
• (A to B) For every a x ∈ A , b ∈ B x such that {a, b} ∈ E(G), add to E(H) a directed edge (a x , b).
• (B to C) For every b ∈ B, c ∈ C such that {b, c} ∈ E(G), add to E(H) a directed edge (b, c).
• (A to C) For every a x ∈ A , c ∈ C such that {a, c} / ∈ E(G), add to E(H) a directed edge (a x , c).
This completes the construction of H. The arguments for correctness follow the same lines as in the previous proof. For nodes a x ∈ A , d y ∈ D denote: Proof of Claim 4.5. The proof is very similar to the one in the previous reduction. We start by observing that all paths from a x to d y in H can have either two or three hops. For the first direction, assuming that there is a 4-clique (a, b * , c * , d) in G with b * ∈ B x , c * ∈ C y , we show a set P of node-disjoint paths from a x to d y of size |B ax,dy | + |C ax,dy | + 1. For all nodes b ∈ B ax,dy , add the 2-hop path a x → b → d y to P . For all nodes c ∈ C ax,dy , add the 2-hop path a x → c → d y to P . So far, all these paths are clearly node-disjoint. Then, add the 3-hop path a x → b * → c * → d y to P . This path is node-disjoint from the rest because b * / ∈ B ax,dy (because {b * , d} ∈ E(G)) and c * / ∈ C ax,dy (because {a, c * } ∈ E(G)). For the second direction, assume that there do not exist nodes b ∈ B x , c ∈ C y that complete a 4-clique with a, d. In this case, for every set P of node-disjoint paths from a x to d y , there is a set P of 2-hop node-disjoint paths from a x to d y that has the same size. To see this, let a x → b → c → d y be some 3-hop path in P . Since (a, b, c, d) is not a 4-clique in G and {a, d}, {a, b}, {b, c}, {c, d} are edges in G, it follows that either {a, c} / ∈ E(G) or {b, d} / ∈ E(G). If {a, c} / ∈ E(G) then a x → c is an edge in H and the 3-hop path can be replaced with the 2-hop path a x → c → d y (by skipping b) and one is remained with a set of node-disjoint paths of the same size. Similarly, if {b, d} / ∈ E(G) then b → d y is an edge in H and the 3-hop path can be replaced with the 2-hop path a x → b → d y . This can be done for all 3-hop paths and result in P . Finally, note that the number of 2-hop paths from a x to d y is exactly |B ax,dy | + |C ax,dy |, and this completes the proof of Claim 4.5.
This claim implies that in order to determine whether a pair a ∈ A, d ∈ D participate in a 4-clique in G is it is enough to check whether x,y∈[n/k] N C(a x , d y ) is equal to x,y∈[n/k] |B ax,dy | + |C ax,dy |. Note that the latter is equal to |B a,d | + |C a,d | according to the notation in the previous reduction: 
Computing the estimates
To complete the reduction, observe that the values |B a,d | + |C a,d | can be computed for all pairs a ∈ A, d ∈ D (for all sub-instances i, j) using two matrix products, just like in the previous reduction. After having these estimates and computing APMVC on H, it can be decided whether G contains a 4-clique in O(k 2 · n/k) time, for each sub-instance i, j, as follows. Go through all edges {a, d} ∈ E(G) ∩ A i × D j and check whether the edge participates in a 4-clique by comparing this value |B a,d | + |C a,d | to the node connectivities x,y∈[n/k] N C(a x , d y ) in H. By the above claim, one can find an edge {a, d} with x,y∈[n/k] N C(a x , d y ) > |B a,d | + |C a,d | ifand only if there is a 4-clique in G.
The total running time is O(
, for some ε > 0. The bound for combinatorial algorithms is achieved similarly.
Randomized Algorithms for General Digraphs
In this section we develop faster randomized algorithms for the following problems. Given a digraph G = (V, E) with unit vertex capacities, two subsets S, T ⊆ V and parameter k > 0, find all s ∈ S, t ∈ T for which the minimum s-t cut value is less than k and report their min-cut value. This problem is called kSTMVC, and if S = T = V , it is called kAPMVC. This is done by showing that the framework of Cheung et al. [CLL13] can be applied faster to unit vertex-capacitated graphs. Before providing our new algorithmic results (in Theorem 5.2 and Corollary 5.3), we first give some background on network coding (see [CLL13] for a more comprehensive treatment).
The Network-Coding Approach. Network coding is a novel method for transmitting information in a network. As shown in a fundamental result [ACLY00] , if the edge connectivity from the source s to each sink t i is ≥ k, then k units of information can be shipped to all sinks simultaneously by performing encoding and decoding at the vertices. This can be seen as a max-information-flow min-cut theorem for multicasting, for which an elegant algebraic framework has been developed for constructing efficient network coding schemes [LYC03, KM03] . These techniques were used in [CLL13] to compute edge connectivities, and below we briefly recap their method and notation. Given a vertex s from which we need to compute the maximum flow to all other vertices in G, define the following matrices over a field F.
• F d×m is a matrix whose m columns are d-dimensional global encoding vectors of the edges,
• K m×m is a matrix whose entry (e 1 , e 2 ) corresponds to the local encoding coefficient k e 1 ,e 2 which is set to a random value from the field |F| = O(m c ) if e 1 's head is e 2 's tail, and to zero otherwise.
• H d×m is a matrix whose columns are ( − → e 1 , . . . , The global encoding vectors F are defined such that F = F K + H, and then by simple manipulations the equation F = H(I − K) −1 is achieved (so multiplying by H simply picks rows of (I − K) −1 that correspond to the edges outgoing of s). The algorithm utilizes this by first computing (I − K) −1 in time O(m ω ), and then for every source s and sink t computing the rank of the submatrix corresponding to rows δ out (s) and columns δ in (t) in time O(m 2 n ω−2 ), and the overall time is O(m ω ) since m ≥ n. Notice that even if we only care about the maximum flow between given sets of sources and targets S, T , the bottleneck is that the matrix (I − K) has m 2 entries, potentially most are non-zeroes, which must be read to compute (I − K) −1 .
Our Algorithmic Results. Proof. We consider global encoding vectors in the vertices rather than in the edges in the natural way, namely, the coefficients are non-zero for every pair of adjacent vertices (rather than adjacent edges), and for a source s and a sink t we compute the rank of the submatrix of (I − K) −1 whose rows correspond to the vertices N out (s) and columns correspond to N in (t). The running time is dominated by inverting the matrix (I − K) n×n and computing the rank of the relevant submatrices, that is O(n ω + s∈S t∈T deg G (s) deg G (t) ω−1 ), as required. Notice that by considering vertices rather than edges, the bottleneck moves from computing (I − K) −1 to computing the rank of the relevant submatrices.
To prove the correctness, we argue that Theorem 2.1 from [CLL13] holds also here (adjusted to node-capacities). Part 1 in their proof clearly holds also here, so we focus on the second part, which in [CLL13] shows that the edge connectivity from s to t, denoted λ s,t , is equal to the rank of the matrix M s,t of size deg G (s)×deg G (t) comprising of the global encoding vectors on the edges incoming to t as its columns. Here, we denote the vertex connectivity from s to t by κ s,t , and the corresponding matrix M vertices s,t , and we show that their proof can be adjusted to show rank(M vertices s,t ) = κ s,t , as required. First, rank(M vertices s,t ) ≤ κ s,t as instead of considering an edge-cut (S, T ) and claiming that the global encoding vector on each incoming edge of t is a linear combination of the global encoding vectors of the edges in (S, T ), we consider a node-cut (S vertices , C vertices , T vertices ), and similarly claim that the global encoding vectors on each vertex with an edge to t is a linear combination of the global encoding vectors in C vertices , and the rest of the proof follows. For the second part, we argue that rank(M vertices s,t ) ≥ κ s,t . The main proof idea from [CLL13] that the rank does not increase if we restrict our attention to a subgraph holds here too, only that we use vertex disjoint paths as the subgraph to establish the rank. Proof. In order to use Lemma 5.1 to prove Theorem 5.2, we need to decrease the degree of sources S and sinks T . Thus, for every source s we add a layer of k vertices L s and connect s to all the vertices in L s which in turn are connected by a complete directed bipartite graph to the set of vertices N out (s), directed away from L s . Similarly, for every sink t ∈ T we add a layer of k vertices L t and connect to t all the vertices in L t , which in turn are connected by a complete directed bipartite graph from the set of vertices N in (t), directed away from N in (t). Note that all flows of size ≤ k − 1 are preserved, and flows of size ≥ k become k. This incurs an additive term (|S| + |T |)k in the dimension of the matrix inverted, and altogether we achieve a running time of O((n + (|S| + |T |)k) ω + |S||T |k ω ), as required.
As an immediate corollary we have the following.
Corollary 5.3. kAPMVC can be solved in randomized time O((nk) ω ).
Structure of Cuts
In this section, we study the dependence of the latest s-t cuts on the s-v cuts and the v-t cuts, for all vertices v / ∈ {s, t}. None of the results contained in this section rely on the input graph G being acyclic.
First, we present some basic relations between flow and extremal s-t min-cuts. To avoid repetitions below, we state some results only for latest cuts. However, all of them naturally extend to earliest cuts.
Lemma 6.1 (Latest s-t min-cut [FF62, Theorem 5.5]).
For any directed graph G = (V, A), any maximum s-t flow f defines the same set of t-reaching vertices T s,t and thus defines an s-t cut M = A ∩ (T s,t × T s,t ), with T s,t = {x ∈ V | ∃ x-t path in residual graph of G under flow f }. For any s-t min-cut M , we have M ≤ M .
Maximum flows are not necessarily unique, but Lemma 6.1 shows that the t-reaching cut M is.
Corollary 6.2. For any digraph G and vertices s and t, the latest s-t min-cut is unique.
Next,we introduce some notation for sets of extremal cuts and their transitive order. Then, building on the uniqueness of the latest min-cut (Corollary 6.2), we constructively define an operation which we call arc replacement in an s-t-latest cut. We refer to Figures 5 and 6 for illustrations.
Transitive reduction. By F s,t we denote the set of s-t-latest cuts, by F k s,t the set of st-latest k-cuts. Sets of earliest cuts are denoted by E s,t and E k s,t respectively. We also denote F ≤k
Since '>', the partial order on cuts, is a transitive relation, we can consider its transitive reduction. We say that M ∈ F s,t is immediately later than M ∈ F s,t , if M > M and there is no M ∈ F s,t such that M > M > M . Definition 6.3 (Arc replacement). Given M ∈ F s,t and a = (u, v) ∈ M , let G = (V , A ) be a copy of G, where all vertices in S M ∪ {v} are contracted to vertex s. We call the unique latest s-t min-cut M * in G the arc replacement of M and a in G (or say that it does not exist if s and t got contracted into the same vertex in G whenever v = t).
Note that the arcs A in G correspond to a subset of the arcs A in G as we think of the contraction as a relabeling of some of the endpoints without changing any identifiers. We note that a similar operation with respect to latest min-cuts was used by Baswana, Choudhary, and Roditty [BCR16] , but in a different way. Given a digraph G and two vertices s, t, Baswana et al. [BCR16] use an operation to compute a set A t of incoming arcs to t with the following property: Let G be the subgraph of G where the only arcs entering t are the arcs in A t . Then, there exist k arc-disjoint paths from s to t in G iff there exist k arc-disjoint paths from s to t in G . Here, we use the arc replacement operation to relate all s-t-latest cuts, as we next show.
Lemma 6.4. For any s-t-latest cuts M and M , if M is immediately later than M then M is the arc replacement of M and arc a, where a can be any arc in M \ M .
Proof. For a given s-t-latest cut M , take any arc a * ∈ M \ M and build the corresponding arc replacement graph G . Let M * be the latest s-t min-cut in G (which is unique by Corollary 6.2).
As we have a ≥ M for all a ∈ A , we get M > M in G. Also, M * ∈ F s,t (all cuts later than M * have the same cardinality in G and in G and hence cannot be smaller). The cut M has size |M | in G as all arcs a ∈ M satisfy a ≥ M (as M ≥ M ) and a = a * and thus are not contracted in G . By minimality of M * , we get |M * | ≤ |M |. For the sake of reaching a contradiction, let us assume that M * = M . M * and M can not be comparable: M > M * would contradict M being immediately later than M , and M * > M would contradict M being in F s,t . We now define two auxiliary cuts (see illustration):
these two arc sets really correspond to minimal s-t-cuts. We have
However, this contradicts M ∈ F s,t as M + would both be later and not larger than M .
Note that the reverse direction does not hold: Some arc replacements result in cuts that are not immediately later, as illustrated by M in Figure 5 (right). The following lemma extends the uniqueness of min-cuts (Lemma 6.2) to bounding the number of s-t-latest cuts in general. s-t-latest k-cuts, and at most 4 k s-t-latest ≤k-cuts.
Note that the bound of C k−1 is tight: consider a full binary tree with arcs directed away from the root s, and an extra vertex t with incoming arcs from every leaf of the tree. If the tree is large enough, any s-t k-cut is latest and corresponds to binary subtree with k leaves. We refer to Figure 7 (right) for an example. Definition 6.6 (Arc split [GGI + 17]). For G = (V, A), let A 1 , A 2 be a partition of its arc set A, A = A 1 ∪ A 2 . We say that a partition is an arc split if there is no triplet of vertices x, y, z in G such that (x, y) ∈ A 2 and (y, z) ∈ A 1 .
Informally speaking, under such a split, any path in G from a vertex u to a vertex v consists of a sequence of arcs from A 1 followed by a sequence of arcs from A 2 (as a special case, any of those sequences can be empty). In acyclic graph arc split is easily obtained from a topological order, e.g. by partitioning V into prefix of order V 1 and suffix V 2 , and assigning
Property 6.7 (Split-covering sets). We say that a set M ⊆ A is split-covering with respect to arc split A 1 , A 2 and vertices s,t iff for any v ∈ V , there exists M v ⊆ M such that at least one of the following conditions holds
• s = v = t and v is either unreachable from s in (V, A 1 ) or v does not reach t in (V, A 2 ).
• M v is an s-v-earliest cut in (V, A 1 ), .10. C is any cut that is not later than any cut in F s,t . For any s-t-latest cut M without Property 6.9, we can find a subset M i , that is a y i -t cut and that can be replaced by some later y i -t cut M * i . This gives us a later s-t cut M of equal or smaller size, contradicting M being s-t latest.
• M v is a v-t-latest cut in (V, A 2 ).
Theorem 6.8. Fix an arbitrary arc split A 1 , A 2 and vertices s,t. Any split-covering set (w.r.t. A 1 , A 2 and s,t) is an s-t-cut in G. Moreover, there exists an s-t min-cut that is split-covering (w.r.t. A 1 , A 2 and s,t).
Proof. To argue that any set M that is split-covering is an s-t-cut in G, consider any s-t path P in G. We only consider vertices v that are both reachable from s in (V, A 1 ) (or v = s) and reach t in (V, A 2 ) (or v = t). Let v be the last vertex in P that is reached using arcs in A 1 (v = s if P has no edges from A 1 ). Now the set M v ⊆ M is either an s-v-earliest cut (which implies s = v) and then M v intersects P before v or M v is a v-t-latest cut (which implies v = t) and then M v intersects P after v.
To see that there is an s-t min-cut that is split-covering, take any s-t min-cut M . Intuitively speaking, we now argue that we can incrementally push its arcs in A 1 towards s and its arcs in A 2 towards t until all its sub-cuts M v become earliest/latest. Throughout these changes M is always an s-t cut and never increases in size. We refer to Figure 8 (left) for an illustration.
For any v ∈ V , we define M 1 v as a minimum subset of M such that M 1 v is an s-v cut in (V, A 1 ) and M 2 v as a minimum subset of M such that M 2 v is a v-t cut in (V, A 2 ). Note that while only one of the two sets might exist, at least one does, otherwise M would not be an s-t cut. Assume w.l.o.g.
v which satisfies |M | ≤ |M |. We claim that M is still an s-t min-cut in G. For the sake of reaching a contradiction, assume otherwise. Any s-t path P that avoids M must use an arc a in M 1 v . Let P denote the prefix of P from s to a. As a ∈ A 1 , we have P ⊆ A 1 . By definition of M 1 v , there is a path Q from a to v in A 1 (otherwise a would not need to be in M 1 v ). As M 1 v ≤ M 1 v , we can pick Q such that it avoids M 1 v . Thus concatenating P and Q gives an s-v path in A 1 \ M 1 v , a contradiction. Hence, M is also an s-t cut and as |M | ≤ |M | it is also an s-t min-cut. Applying this argument repeatedly for all v without an earliest/latest M v , will end with an s-t min-cut that satisfies Property 6.7 after finitely many repetitions.
Property 6.9 (Late-covering sets). Let C = { (x 1 , y 1 ) , . . . , (x j , y j )} be any s-t cut such that M ≥ C for all M ∈ F s,t . We say that a set M ⊆ A is late-covering w.r.t. C if for each 1 ≤ i ≤ j, at least one of the following conditions holds
In order to show that there always exists a set C satisfying Property 6.9 consider the set C = {(s, v) : v reaches t in G} which is an s-t cut where for each s-t latest cut M it holds M ≥ C.
Theorem 6.10. Fix s-t cut C as in Property 6.9. Any late-covering set w.r.t. C is an s-t-cut. Every s-t-latest cut is late covering w.r.t. C.
Proof. To argue that any late-covering set M is an s-t-cut, consider any s-t path P in G. As C is an s-t cut, P must use some arc (x i , y i ) in C. Since M is late-covering, either (x i , y i ) or some y i -t cut is part of M , hence M intersects P either at (x i , y i ) or in some later arc. Therefore, P is not in G \ M , and since P was arbitrary, M is an s-t-cut in G.
To see that any s-t-latest cut is late-covering, assume, for the sake of reaching a contradiction, that M is an s-t-latest cut that is not late-covering. As M = C (C is trivially late-covering) and M is s-t-latest, we have C < M . Hence S M ⊇ S C and so x i ∈ S M for all i. For any (x i , y i ) / ∈ M , M must contain some y i -t cut M i (to ensure that M is an s-t cut). As M is not late-covering, there exists i such that M i can not be chosen to be y i -t-latest. So for this M i , there is another
is an s-t cut that is later and not larger than M , which contradicts M being s-t-latest. Clearly, |M | ≤ |M | as |M * i | ≤ |M i |. We first argue that M is an s-t cut. Take any s-t path P that avoids M . P must use an arc a in M i . Let P denote the suffix of P from a to t.
It remains to argue that M is later than M , so T M ⊂ T M . Let us first argue that T M ⊆ T M by considering any v ∈ T M \ T M and reach a contradiction. Any v-t path P in G \ M must contain an arc a ∈ M (as v / ∈ T M ) and we have a ∈ M i \ M * i (as M i \ M * i is where M and M differ). Let P be the suffix of P from a to t and let Q be any y i -a path in G \ M * i (exists as a ∈ M i and M * i > M i ). The concatenation of Q and P would form a y i -t path in G \ M * i , a contradication.
Corollary 6.11. In Theorem 6.8, if s-t min-cuts are of size at most k, then there is an s-t mincut that is split-covering in a way that every M v is either s-v-earliest ≤k-cut or v-t-latest ≤k-cut. In Theorem 6.10, every s-t-latest ≤ k-cut is late covering in a way that every M i is a y i -t-latest ≤ k-cut.
Deterministic Algorithms with Witnesses for DAGs
We now develop a first algorithm for computing small cuts, which considers the vertices of the DAG one by one. A first step is to consider a problem highlighted in Theorem 6.8, namely how to pick a set of arcs that covers at least one earliest or one latest cut for every vertex. We formalize this problem, independently of graphs and cuts, as follows: SingleFamilyWitness(i + 1, S)
14 SingleFamilyWitness(1, ∅)
Problem 7.1 (Witness Superset). Given a collection of c set families F 1 , F 2 , . . . , F c , where each F i is of size at most K, and each member of F i is a subset of size at most k of some universe U , find all sets W ⊆ U such that:
A naive solution to the Witness Superset problem is to iterate through all K c possible unions of sets, one from each F i . However, using pruning as soon as the [size] constraint is violated, we can achieve a linear dependency on c while keeping the exponential dependency on k. Proof. Whenever the function SingleFamilyWitness is called on input i, we can inductively argue that the candidate set S is guaranteed to cover a set in each of the first i − 1 families. For the i-th family F i , SingleFamilyWitness adds new elements to S only if necessary. If S already covers some F ∈ F i , S remains unchanged. Otherwise, we try all F ∈ F whose addition to S do not break the [size] constraint separately by adding them to S and evaluating recursively.
The correctness of Algorithm 1 follows from the fact that this search skips only over those of the K c possible solutions that are either larger than k or are not minimal, so those violating conditions To analyze the running time, we analyze the shape of the call tree T of SingleFamilyWitness. Any root-to-leaf path in T has length c but only visits at most k branching nodes, as each branching node increases the size of S by at least one. Also, each branching node has out-degree at most K. Hence T is a tree of depth c with at most K k leaves, which establishes our output size and implies |T | ≤ K k · c. The amount of work required to manipulate S in each step is in O(poly(k)). Note that the final check before outputting S can be done in O(K · c · poly(k)) by just checking condition [cover] of the Witness Superset problem for S \ {s} for every s ∈ S explicitly. Combining |T | · O(c · poly(k)) with K k · O(K · c · poly(k)) gives our running time. Proof. We perform dynamic programming by repeatedly combining families of latest cuts while iterating through the vertices in a reverse topological order of G. Let this order be denoted by v n , v n−1 , . . . , v 1 . When processing vertex v i in this order, we compute all small cuts originating from v i , so all v i -v j -latest ≤k-cuts for all i ≤ j. Note that for any i > j all v i -v j cuts are trivial since G is a DAG. To find the non-trivial cuts, consider G = (V , A ) , the subgraph of G induced by vertices V = {v i , v i+1 , . . . , v n }. Since G is a DAG, cuts between those vertices are preserved in G . Consider the arc split of G with A 1 being all arcs leaving v i and A 2 = A \ A 1 .
For every j such that i < j ≤ n, we build an instance I i,j of the set families cover the Witness Superset problem to find all v i -v j -latest ≤k-cuts. We set c equal to the out-degree of v i and let N + (v i ) = {v i 1 , . . . , v ic } denote all the heads of the arcs leaving v i . Then, for every x such that 1 ≤ x ≤ c, the set family F x is composed of all the cuts in F ≤k v ix ,v j and the singleton {(v i , v ix )}. Note that {(v i , v ix )} is the only earliest v i -v ix cut in (V , A 1 ) . Furthermore, for all other vertices v ∈ V \ N + (v i ), the empty set is the only earliest v i -v cut in (V , A 1 ). Since all arcs leaving v i are in A 1 , the empty set is the only v i -t-latest cut in (V , A 2 ). Hence the families F 1 , F 2 , . . . , F c contain all earliest cuts in (V , A 1 ) and all latest cuts in (V , A 2 ) for all of V . Therefore, we can apply Theorem 6.8 and any solution to I i,j corresponds to a v i -v j -cut with Property 6.7.
As
is the earliest possible v i -v j cut, we can apply Theorem 6.10 and Corollary 6.11 as well, using C = (S A 1 , S A 1 ). Notice that by Theorem 6.10 every v i -v j -latest cut is late covering w.r.t. C, and as the solution to the Witness Superset problem finds all late covering cuts we know that all v i -v j -latest ≤k-cuts appear among the solutions to I i,j .
Since all solutions to I i,j are guaranteed to be minimal, all non-minimal v i -v j -cuts with properties 6.7 and/or 6.9 get filtered out and only the minimal v i -v j cuts remain. But some of the v i -v j cuts among the solutions to I i,j might not be v i -v j -latest.
To enumerate the solutions to I i,j we call Algorithm 1, which takes O(2 O(k 2 ) · c) time, by Lemma 7.2 and the K ∈ 2 O(k) bound on the number of latest ≤k-cuts from Lemma 6.5. This time bound, summed over all source vertices and all target vertices gives the claimed total runtime O(2 O(k 2 ) · mn).
To complete the proof, we need to argue that we can filter the solutions to I i,j resulting only in the v i -v j -latest cuts, without additionally changing the time complexity. Let M be the output of Algorithm 1, so all the v i -v j cuts satisfy Property 6.9. We show inductively that we can compute the later-relation for the cuts within F ≤k v i ,v j ⊆ M while doing the filtering. We explicitly compute the relative order for all the v i -v j cuts in M. That is, we test all pairs M, M ∈ M, for the following relation:
(1)
For this order to be well-defined, we need the later-relation M x ≥ M x to be defined for all the sets within F x . This is not immediate since F x also contains the singleton set {(v i , v ix )} which might not disconnect v i from v j . To fix this, we just define that {(v i , v ix )} shall be considered earlier than all cuts M ∈ F ≤k v ix ,v j . This suffices to extend the order to all of F x as we already know the relative order for all pairs of v ix -v j -latest ≤k-cuts, by the inductive assumption.
To argue about the correctness of the equivalence in (1), observe that for every x, and M x , M x ∈ F x , M x ≥ M x holds if and only if every path from v i to v j using (v i , v ix ) as its first arc intersects M x no later than intersecting M x . Thus, this partial later-order on F x properly extends to the partial later-order that we want on (minimal) cuts, and to filter M it is enough to keep those M ∈ M such that for no M ∈ M there is M > M and |M | ≤ |M |. Notice how the encoding is unique for any set of size at most 2. For instance, the code C({1, 2}) shown is uniquely decodable to {1, 2}. This is not true for larger sets however, e.g. C({1, 2, 3}) = C({2, 3, 5}). (right) The second tensor power C ×2 of the code C illustrated as a two dimensional matrix and applied once to the two singleton sets {1} and {2}, and once to the set {1, 2} in both dimensions.
The total amount of work for the filtering for a single pair of i, j is thus quadratic in |M| = 2 O(k 2 ) , the number of cuts in M, linear in c, the number of set families F x , and quadratic in 2 O(k) , the size of each set family. As poly(2 O(k 2 ) ) · c · poly(2 O(k) ) = 2 O(k 2 ) · c, where c is the outdegree of v i , we get the claimed bound on the runtime. Corollary 7.4. All latest cuts of size at most k = o( √ log n ) for all pairs of vertices of a DAG can be found in O(mn 1+o(1) ) total time.
Coding for the Witness Superset Problem
Binary codes. A binary code C of length q on a universe of size u is a function [u] → 2 [q] . Note that we employ set formalism to describe codes, i.e., each element of the universe is mapped to a subset of the code set. This is equivalent to mapping to binary codes of length q, used for instance in implementations. Correspondingly, we talk about the bitwise-OR operation on codewords, which is equivalent under the set formalism to taking the union of two characteristic sets.
Tensor products and powers. Given two binary codes C 1 , C 2 , we define the tensor product
of the two codes C 1 and C 2 as the function (C 1 ⊗ C 2 )(w 1 , w 2 ) = C 1 (w 1 ) × C 2 (w 2 ). 7 The tensor product resembles the construction of concatenated codes: instead of the outer code C 1 (w 1 ), each '1' in C 1 (w 1 ) is replaced with C 2 (w 2 ), and each '0' with a sequence of '0' of appropriate length. We call the replacement of each entry of C 1 (w 1 ) (that is, by C 2 (w 2 ) or by '0's) a column of the codeword (C 1 ⊗ C 2 )(w 1 , w 2 ).
We define the p-th tensor power
p of a code C as the tensor product of p copies of C:
which is equivalent to taking the tensor product after applying the code to each argument:
Superimposed codes. To apply the code to a subset X of [u], we write C(X) = x∈X C(x). A binary code C is called d-superimposed [Moo48] , if the union of at most d codewords is uniquely decodable, or equivalently ∀ X:|X|≤d ∀ y ∈X C(y) ⊆ C(X).
We refer to Figure 9 for an illustration. A standard deterministic construction based on Reed-Solomon error correction codes (cf. [RS60] ) gives d-superimposed codes of length d log 2 u (cf. Kautz and Singleton [KS64] ). This construction is very close to the information-theoretic lowerbound of Ω(d log d u). By decoding a superimposed code, we understand computing X = C −1 (Y ), if |X| ≤ d, or deciding that there is no such X.
When considering decoding time, Indyk et al. [INR10] gave the first (randomized) construction of superimposed codes decodable in time O(poly(d log u)) that is close to the lower-bound on length of codes, while Ngo et al. [NPR11] provided a derandomized construction. However, for our purposes any superimposed code of length and decoding time O(poly(d log u)) is sufficient, thus we use the following folklore result (c.f. "bit tester" matrix [GSTV07] ).
Theorem 7.5. Let C slow be an arbitrary d-superimposed code of length O(poly(d log u)) (for example by the Kautz-Singleton construction), and let C 1 be a 1-superimposed code decodable in O(log u) time and space (for example the code adding a parity bit after every bit of the input's binary representation). Then C fast = C slow ⊗ C 1 is a d-superimposed code decodable in O(poly(d log u)) time and space.
Proof. C fast being d-superimposed follows from it having non-zero column only in the positions corresponding to non-zero bits of C slow . Since C slow is d-superimposed, for any X such that |X| ≤ d, for all elements x of X, there exists a coordinate that is in the encoding of X only because of x, i.e., there is exists i such that i ∈ C slow (x) and i ∈ C slow (X \ {x}). Thus, given any S ⊆ [q slow ] × [q 1 ] to be decoded by C fast , it is enough to first find the set I of all i such that i-th column of S is a proper code-word of C 1 , and test if C slow (I) × C 1 (I) = S.
One can see superimposed codes as a short encoding of sets, that are decodable up to a certain size, and preserve set union under set codeword bitwise-OR. Now we develop codes that allow for encoding of set families, with the goal of decoding solutions to Witness Superset from results of the bitwise-OR of encoded inputs.
More specifically, assume C is a k-superimposed code (on a universe of size u), and consider the code C ⊗K . If F = {F 1 , F 2 , . . . , F K } is a set family of K sets of at most k elements from [u], then by slightly bending the notation there is
(the order of sets F 1 , . . . , F K is chosen arbitrarily). If |F| < K then we append several copies of, i.e., F 1 in the encoding. Moreover, we need to guarantee that F = ∅. The intuition behind this construction is to assign a separate dimension for each set of the set family. This creates enough redundancy so that the code has some desired properties under bitwise-OR. Simpler codes, for example concatenating instead of taking a tensor product, do not have those properties.
Taking slices. We define taking slices of smaller dimension from multidimensional sets, by fixing one (or more) coordinates to specific values, that is taking a subset of the original set that has fixed coordinates equal to the desired ones, and then eliminating those coordinates from the tuples. For example, for a set {(0, 1, 2), (2, 2, 0), (3, 1, 2)} setting its second coordinate to 1 results in the slice {(0, 2), (3, 2)}. This is a simple operation that reduces the level of redundancy in the code: observe that a slice of C ⊗K (F) is just an encoding C ⊗K (F ) for some F ⊂ F and K < K.
Solving Witness Superset. We now develop Algorithm 2, which takes an encoded input S of an instance of Witness Superset and solves it by recursively taking unions S of at most k different slices of S. This way, each recursive call reduces the dimension by one from C ⊗K to C ⊗K−1 . Correctness follows from formalizing the following property: for each solution W , we are sure that (at least) one recursive call considers a slice-union S for which each element x ∈ W is either easily observed already in S or we are sure that x is still necessary within S . We refer to Figure 10 for an illustration. Figure 10: Illustration of Algorithm 2 solving an instance of Witness Superset, namely the set families F 1 = {{2}, {1, 5}}, F 2 = {{1, 3}, {4}} and F 3 = {{4}, {2, 4}}, so we have u = 5, c = 3, K = 2 and k = 2. We use the same superimposed code C of length t = 5 as in Figure 9 to form the input S. S is the bitwise-OR encoding of the set families, namely S = (C(F 1,1 ) × C(F 1,2 )) ∪ (C(F 2,1 ) × C(F 2,2 )) ∪ (C(F 3,1 ) × C(F 3,2 )). The only solution to this instance is W = {2, 4}. As shown by Lemma 7.7, we have S ∩ ([q] \ C(W )) 2 = ∅, i.e., all gray boxes are free from colored dots. Note that both cases of the argument in Theorem 7.6 apply here. To see that the first case applies for x = 4, note that F 3 is 4-W -critical, and that we have F 3,1 ⊆ W and F 3,2 ⊆ W . Thus, C(4) = {2, 4} ⊆ P . The set P corresponds to the diagonal of the matrix S. In this specific example, we even have C(W ) ⊆ P because P = {r | (r, r) ∈ S} = {2, 3, 4} contains element 3 as well since (3, 3) ∈ C(F 1 ) ⊆ S. For the second case, the two slices s 2 and s 4 are shown as dotted lines. For x = 2, F 1 is x-W -critical and F 1,2 ⊆ W . Hence, we can still observe 2 within slice s 2 . Analogously for x = 4, F 2 is x-W -critical and F 2,1 ⊆ W and thus s 4 still enforces that W \ {4} is not a solution.
In the recursion for S = s 2 ∪ s 4 , we get S = C(W ), which corresponds to the base case of the induction. in time O((Kk log u) O(K·k) ), assuming all set families F i are over the universe [u] , and C is of size O(poly(K log u)) and has a fast decoding procedure (i.e., the construction from Theorem 7.5).
Proof. Let q = O(poly(k log u)) be the length of codewords in C. Denote S ⊆ [q] K as the input to be decoded, and denote the (to us unknown) sets from the set families of the input as: F i = {F i,1 , F i,2 , . . . , F i,K }. First, we show that there is a characterization of solutions in the language of tensor products. Proof. We start with the definition of [cover] (1) and the fact that C properly represents set containment for sets of size at most k (2):
W satisfies [cover]
(1) ⇔ ∀i ∃j:
⇔ ∀i ∃j: C(F i,j ) ⊆ C(W ). We now exploit that the codes C(F i ) are tensor products to get the following equivalence
Taking the union (6) and applying the definition of S (7) concludes the proof. Now, consider any set W that we output. Obviously |W | ≤ k, and applying Lemma 7.7 to the checks on lines (18) and (20) Next, we reason that any solution W to the Witness Superset problem is generated by the collapse function, by induction on K. If K = 1, then S is the bitwise-OR (union) of the encoded sets, and since collapse outputs S, the condition is trivially satisfied.
For the inductive step, we first observe that any (K − 1)-dimensional slice s i of S is the bitwise-OR of C ⊗K−1 encoded set families, and thus so is S .
Consider any slice s of S by fixing a single dimension to a value α ∈ C(W ). Then, similar to the arguments in Lemma 7.7, we have s ∩ ([q] \ C(W )) K−1 = ∅. Additionally, observe that P ⊆ C(W ) as otherwise ([q] \ C(W )) K would intersect S. Now, fix any x ∈ W . Since W is inclusion minimal, there is at least one family F i that requires x to be in W , which we call x-W -critical.
Property 7.8 (critical family). F i is x-W -critical, iff for all j, if F i,j ⊆ W then x ∈ F i,j .
We now consider two, not necessarily disjoint cases based on all those families in F 1 , F 2 , . . . , F c that are x-W -critical (see Figure 10 for an illustration):
• There is a x-W -critical family F i such that for all j, F i,j ⊆ W . By Property 7.8 we have for all j, x ∈ F i,j , and thus (C(x)) K ⊆ C(F i ) ⊆ S and hence C(x) ⊆ P .
• There is at least one x-W -critical family F i , such that for at least one value of j we have F i,j ⊆ W . Hence F i \ {F i,j } is also x-W -critical. Now consider the slice s x of S by fixing its j -th dimension to some arbitrarily chosen α ∈ C(F i,j ) \ C(W ). Since slice s x is a hyperplane going through C ⊗K (F i ), s x contains C(F i \ {F i,j }), and hence W \ {x} is not a solution for s x , but W is.
Thus, we reach the conclusion that for any x ∈ W , there either exists a slice s x of S that requires x in at least one of its minimal solutions, and has W as a solution, or x is encoded in P . Let W * = {x ∈ W | s x exists}. Thus, there is S = x∈W * s x such that S has a minimal solution W and such that C(W ) ∪ P = C(W ). Since Algorithm 2 exhaustively searches all combinations of at most k slices deterministically, S is used in at least one of the recursive calls of collapse.
To bound the running time, observe that the number of slices on a single level of the recursion is K · t, thus the branching factor of collapse is upper-bounded by (Kt) k , with recursion depth K. All codes are of size q ∈ O(t K ), and computing C and C −1 takes time poly(t). All in all this leads to the claimed time O((Kk log u) O(Kk) ).
