A method is presented for calculating the wave function and energy of Rydberg excited states of molecules. A good estimate of the Rydberg state orbital is obtained using ground state density functional theory including Perdew-Zunger self-interaction correction and an optimized effective potential. The total energy of the excited molecule is obtained using the Delta Self-Consistent Field method where an electron is removed from the highest occupied orbital and placed in the Rydberg orbital. Results are presented for the first few Rydberg states of NH 3 , H 2 O, H 2 CO, C 2 H 4 , and N(CH 3 ) 3 . The mean absolute error in the energy of the 33 molecular Rydberg states presented here is 0.18 eV. The orbitals are represented on a real space grid, avoiding the dependence on diffuse atomic basis sets. As in standard density functional theory calculations, the computational effort scales as NM 2 where N is the number of orbitals and M is the number of grid points included in the calculation. Due to the slow scaling of the computational effort with system size and the high level of parallelism in the real space grid approach, the method presented here makes it possible to estimate Rydberg electron binding energy in large molecules.
I. INTRODUCTION
Molecular Rydberg states, i.e., highly excited electronic states of molecules where one electron is promoted to a hydrogen-like orbital, are profoundly important for theoretical and practical reasons. 1 Conceptually, they can be thought of as a positively charged molecular core that is surrounded by an electron in a hydrogen-like electronic state, typically with principal quantum number n ≥ 3. The interactions of the loosely bound electron with the electronic, vibrational, and rotational states of the ion core can be quite complex. But when considering only the electron binding energy, i.e., the energy difference between the molecule in the Rydbergexcited state and the corresponding ion state (with the same quantum numbers in the other degrees of freedom), then many of these complexities cause negligible energy changes. Experimentally, it has been found that even in large molecules the electron binding energy of a Rydberg state is a well-defined quantity that, in spectra of modest resolution, is independent of vibrational and/or rotational excitation. 2 Even so, the binding energy has proven to be quite sensitive to the molecular structure. 3 This has led to the recent development of spectroscopic tools that use Rydberg states for the identification of molecular structures and possibly of molecules. [4] [5] [6] [7] [8] [9] [10] For many practical applications, the determination of molecular structures remains an important challenge. Examples include situations when samples are extremely dilute or where rapid throughput is of the essence. There is thus a need for additional structure determination methods such as one relying on Rydberg states. We draw attention to a parallel but much more developed spectroscopic method, nuclear magnetic resonance (NMR), which also uses the spectroscopic determination of energy differences between molecular quantum states to determine molecular structures. While fundamentally, energy differences are measured, chemists have learned to associate these energy differences with molecular structure, turning NMR spectroscopy into a powerful tool for molecular structure determination. Although there are only relatively few spectral lines, the information content is so decisive that even complicated structures of proteins can now be elucidated. It stands to reason that an analogous approach to molecular structure determination could be based on the measurement of binding energy of electrons in Rydberg states.
Experiments have already shown that the electron binding energy is remarkably sensitive to the molecular structure. But to date, the method has been applied in a comparative, rather than an absolute fashion, by identifying, but not determining, molecular structures. Consequently, the technique presently provides a fingerprint of a molecular structure and is referred to as Rydberg Fingerprint Spectroscopy (RFS). The method has proven particularly useful in a photoionization scheme when implemented in a time-resolved way, because the kinetics and dynamics of even complex molecular reactions can be followed in real time.
To advance the method from a fingerprint to a structure determination tool, a technique to invert the spectra or otherwise derive the structure from the measured data is required. The aim of the work reported here is to develop a fast method for computing the energy of Rydberg states of large molecules. Rydberg states of molecules have been successfully modeled with high level wave function methods such as CASPT2, but as these methods scale poorly with system size they are only suitable for small molecules. Density functional theory (DFT) 11, 12 has become a powerful tool for describing the ground state electronic structure of atoms, molecules, and solids 13 and with time dependent DFT (TDDFT) it is even possible to calculate the properties of excited electronic states. Rydberg states of molecules have a very large spatial spread compared to the ground state density, which makes their simulation particularly problematic with traditional DFT. The effective potential of an electron, described by a DFT functional of the local density approximation (LDA) or generalized gradient approximation (GGA) type, goes to zero much too quickly due to self-interaction error. While this is frequently not a problem for calculating ground state energy, it means it is impossible to describe Rydberg orbitals with traditional DFT, as the effective potential is far too positive in their region of space.
In the present work, we use ground state DFT with the Perdew-Zunger self-interaction correction (SIC) to calculate Rydberg orbitals of the molecules NH 3 , H 2 O, H 2 CO, C 2 H 4 , and N(CH 3 ) 3 . The SIC gives the correct long range behavior of the potential and as a result the virtual orbitals in the calculations give good estimates of the Rydberg orbitals of the molecules. The Rydberg excitation energy, or the binding energy of Rydberg electrons, is then calculated by placing an electron in the virtual Rydberg orbitals by means of the Delta Self-Consistent Field 29 ( SCF) method.
II. SELF-INTERACTION CORRECTION
In Kohn-Sham (KS) DFT the ground state of a molecule, with an electron density ρ(r), is found by solving the eigenvalue problem
where v ext is the external potential of the nuclei, v H is the Hartree potential, accounting for the Coulomb interaction of the charge density with itself, and v xc is the exchangecorrelation (XC) potential. The occupied KS orbitals {ψ i } must span the ground state density:
and are introduced as a means to estimate of the kinetic energy. Orbitals are also useful for the approximation of singleparticle properties, and as discussed above, we would like to use the KS orbitals to estimate the binding energy of electrons in a molecule. The usefulness of the orbital concept for describing single particles is very sensitive to the quality of the exchange-correlation potential, v xc . The electron-electron interaction energy is a sum of the Hartree energy
and the exchange-correlation energy, E xc , commonly given by an explicit, local density functional such as the LDA 12 or GGA. [14] [15] [16] These are explicit functionals of the total density and depend only on local information about the value, and possibly the gradient, of the total density. Explicit density functionals allow fast computation of the ground state energy of molecules to a good approximation. However, the Hartree energy of Eq. (3) not only contains the interaction of each electron with all the others, it also contains the electron's interaction with itself. This self-Hartree-interaction is only partly canceled in local, explicit density functionals, leaving a spurious self-interaction error.
The self-interaction in DFT gives rise to several problems, such as the delocalization of charge, the underestimation of energy barriers and the overestimation of bond energy. [17] [18] [19] Another manifestation of the electron selfinteraction is the incorrect asymptotic behavior of the XC potential, which makes the description of Rydberg states particularly difficult. At large distances from the atom the correct Kohn-Sham potential has the form
whereas the potential of the explicit, local density functionals goes to zero much faster, as shown in Fig. 1 . For example, the LDA potential decays exponentially. The shallow potential of the LDA and GGA functionals leads to an underestimation of the binding energy of electrons, particularly in excited orbitals. The diffuse and extended orbitals characteristic of Rydberg excitations are typically not found to correspond to bound states at this level of approximation. Various approaches have been taken to correct the longrange behavior of the XC potential in DFT in order to better describe Rydberg states. The most commonly used hybrid functionals, like B3LYP, use fractional Hartree-Fock (HF) exchange, so although they may remove some self-interaction problems they do not have the correct asymptotic potential. The Minnesota functional M06-HF is a hybrid functional designed to describe both ground and excited states using full HF exchange and fitting parameters optimized against extensive data. 20 Hybrid functionals with the correct long-range potential have also been designed using the long-range correction (LC) scheme, which uses full HF exchange to account for long-range orbital-orbital interactions, dividing the electron repulsion operator into short-range and long-range parts. 21 As both of these approaches require the calculation of exact exchange, they scale less favorably than DFT with system size, but they greatly improve the accuracy of TDDFT calculations of Rydberg states.
A simpler, more efficient approach, is to simply give the XC potential the correct behavior in the region important for Rydberg states. The asymptotic correction (AC) to the Kohn-Sham equations gives the required −1/r behavior to the potential beyond a certain distance from the atoms, but retains the conventional DFT form in energetically important regions. [22] [23] [24] The idea is that the potential is reasonably well represented by conventional DFT functionals in the region of high electron density, close to the atoms, so the AC is only applied to the potential in the outer region. The shiftand-splice AC of Casida and Salahub 23 shifts the potential in the high-density region down by a constant, to account for the derivative discontinuity in the exact functional, making the orbital energy of the highest occupied molecular orbital (HOMO) roughly equal to the negative ionization potential of the molecule, and splices the DFT potential to a potential with the correct −1/r asymptotic behavior for large r. The very similar AC of Tozer and Handy 22 does not change the form of the potential in the high-density region but shifts the large r potential up to match the DFT potential. The AC can give quite good estimates, for example, Tozer and Handy calculated the excitation energy of CO, N 2 , H 2 CO, and C 2 H 4 with mean absolute errors of 0.4, 0.43, 0.24, and 0.05 eV, respectively, for Rydberg excited states. 22 So without actually tackling the cause of the problem, the AC estimates the Rydberg excitation energy by covering up the symptoms of an inaccurate functional.
In this paper, we investigate whether the removal of orbital self-interaction makes DFT capable of describing Rydberg excited states, using the Perdew-Zunger 25 SIC. The derivative discontinuity in the XC potential, as well as the correct long-range form, are obtained when the SIC is applied, making the functional ideal for calculations of Rydberg states. The SIC has previously been used with an optimized effective potential to calculate the energy of the lowest unoccupied molecular orbital (LUMO) for small molecules, 26 but to the authors' knowledge it has not been used to study Rydberg states. An orbital-by-orbital correction is made to the XC energy
We use a simplified notation here neglecting spin. The orbital densities, ρ i = |ψ i | 2 , correspond to the occupied orbitals and E 0 [ρ] is an explicit, local density functional, such as the LDA or GGA. The correction can in principle be applied to any such exchange-correlation functional, but one should bear in mind that for many-electron systems it is just an approximation. The magnitude of the many-electron self-interaction error is in general not given by the sum of the individual terms of Eq. (5) . 27 Recent studies of the SIC have found that the accuracy of the correction is dependent on the type of functional it is applied to, that it can greatly improve DFT estimates of the total energy of atoms, 18 and that a scaled down version of it can give good estimates of atomization energies of molecules. 19 Furthermore, SIC gives orbital energies that are good estimates of electron binding energy, 18 with the HOMO energy giving a good estimate of the ionization potential.
The effective potential for the trimethylamine molecule (TMA) is illustrated in Fig. 1 , calculated with LDA with and without SIC. It is clear that the effective potential of the LDA goes to zero much too quickly, whereas applying the SIC gives an effective potential with the correct −1/r asymptotic form. The computational cost for the SIC functional scales with system size like traditional DFT, and the functional does not introduce any empirical parameters.
The purpose of the present study is to extend and test the accuracy of the SIC for calculations of Rydberg excited states of molecules. We demonstrate that DFT with the PerdewZunger self-interaction correction, applied within the KriegerLi-Iafrate 28 (KLI) approximation of the optimized effective potential (OEP), can give good estimates of excited Rydberg orbitals. The total energy of the excited molecule is then obtained in a SCF 29 GGA calculation, where the excited electron is placed in a fixed Rydberg state orbital. We present test calculations using this approach and compare with measurements and high level quantum chemistry calculations of the excitation energy or binding energy of the excited electron. The results show that this approach gives quite good accuracy and can be applied to large molecules. The method can, therefore, be helpful in analyzing and interpreting experimental data on Rydberg states of large molecules and can serve as a helpful tool in the analysis of RFS data.
III. METHODOLOGY
The electron density can be spanned by any set of orthonormal orbitals {ϕ j (r)} such that ρ(r) = N j |ϕ j (r)| 2 , and any of these sets will result in the same total energy in calculations using LDA or GGA functionals. When SIC is applied, however, the energy depends not only on the total electron density, but also on individual orbital densities. This implies that there exists a specific set of orbitals that minimizes the total energy and the energy is no longer invariant under unitary transformations of the orbitals.
It is convenient to carry out the calculation using two sets of orbitals: the canonical Kohn-Sham orbitals {ψ i } that are eigenfunctions of the Kohn-Sham Hamiltonian and solutions to Eq. (1), and the energy optimal orbitals {ϕ j }, which minimize the orbital density dependent total energy, Eq. (5). 34 The two basis sets are related by a unitary transformation W
An orbital density dependent (ODD) energy functional has orbital specific potentials v j (r), whose action is only defined on the corresponding occupied orbital, ϕ j (r), with orbital density ρ j (r) = |ϕ j (r)| 2 . For the SIC functional, the orbital density dependent part of the Hamiltonian is given by the ODD potential
The calculation can be brought back to the computationally well-developed realm of Kohn-Sham DFT by using an OEP. This gives a local multiplicative potential that captures the effect of the SIC functional on all states, including virtual states. Otherwise, the SIC would only affect the occupied states. Here, we use the KLI 28 approximation to the OEP and iteratively find the XC potential given by
where the Hermitian SIC potential matrix isV
Using the KLI potential, the orbitals can be obtained from
where the SIC HamiltonianĤ This is done by iteratively solving Eq. (11), as in a regular DFT calculation, and in every step of the self-consistent calculation the transformation W is estimated. For a given set of KS orbitals {ψ i }, the estimated W will give the energyoptimal orbitals {ϕ j } and the ODD potentials v i through Eqs. (6) and (7) . The error in the energy optimal orbitals, and therefore in W, is given by the antihermitian SIC potential matrix, κ
which is minimized with respect to the unitary transformation W in each step of the KS iterative process. When κ ≈ 0 the energy optimal orbitals {ϕ j } and the ODD potentials v SIC j , have been found to the chosen level of accuracy, and the KLI potential (10) can be calculated and used in the Kohn-Sham Eq. (11). When self-consistency is reached κ = 0 and the Kohn-Sham equations have been solved. The eigenvalues ε i turn out to give a rough approximation of the electron binding energy, and the virtual KS orbitals, {ψ i } where i > N, can be used to estimate the excited states of the molecule.
DFT is a ground state theory and to calculate the energy of the Rydberg excited state, the linear-expansion SCF method 29 is used with the Perdew-Burke-Ernzerhof (PBE) functional. 31 Having calculated the virtual orbitals of the molecule with the SIC functional, a Rydberg-type orbital, ψ Ryd (r), is selected and an electron is removed from the HOMO and placed in this orbital. The ground state density of Eq. (2) is replaced by the density
where the Rydberg orbital is approximated by the excited orbital ψ ex
which is a linear combination of empty KS orbitals in a calculation with M orbitals. The SCF calculation gives the total energy of the excited state of the system and the excitation energy can then be calculated by subtracting the ground state energy. Sometimes one is interested in the binding energy of the excited electron, since this is what is measured in RFS, and in this case the ground state energy of the cation is subtracted, rather than the energy of the neutral molecule.
A. Implementation
The calculations were carried out with the GPAW software, 32, 33 extended to include self-consistent SIC calculations. 34, 35 The Rydberg orbitals were approximated using the LDA functional 36 and SIC. Here, one can choose the spin multiplicity and in several cases it has been found to give better results to calculate the orbitals for the triplet state of the molecule, rather than the singlet, so the calculations presented here are performed for triplet state molecules. This is a particularly good approach when a molecule has no low lying valence excitations, and the LUMO is a Rydberg orbital, as for H 2 O, NH 3 , and TMA.
A uniform grid with a mesh size of ∼0.15 Å was used to represent the valence electrons, with a cubic simulation cell of side length 20 Å for all molecules except TMA, where the side length was 25 Å. The core electrons were kept frozen, and to represent the core region of each atom two methods were used. In the SIC calculations, Hartwigsen-GoedeckerHutter (HGH) pseudopotentials 37 were used. The SCF calculations were performed with the projector augmented wave (PAW) 38 method. The PAW was not used in the first step because PAW projectors have not yet been developed for the SIC functional. All calculations were performed using the experimental geometry of the molecules. 39 One advantage of using a real space grid is avoiding the need to develop special basis functions to represent the Rydberg orbital. If a Gaussian basis set were used, highly diffuse Gaussians would need to be included and a choice made where to center the diffuse basis functions. In the real space grid, no special treatment is needed for the Rydberg orbital since each point in space is equally well represented. To accurately represent the Rydberg state as a linear combination of empty KS states in the SCF calculation, as in Eq. (14), around 40 orbitals were used.
Since the SIC does not increase the scaling of the computational effort with the size of the system, the method can be applied to large molecules and even clusters of molecules. 40 The computational effort scales as DFT calculations with the parent functional, as NM 2 for grid-based implementations of GGA, where N is the number of orbitals and M is the number of grid points. Similar scaling with system size would be obtained with basis set approaches. For example, the computational time for the SIC calculation on 16 Opteron cores (two quad core nodes, 2.8 GHz clock speed) was 6000 s for NH 3 (the box was 20 Å long on each side, a total of 132 3 grid points included, and 36 orbitals), while the calculation took 34 000 s for TMA (the box was 25 Å long on each side, a total of 168 3 grid points included and 54 orbitals). The scaling of the computer time is 5.7, close to the ratio of NM 2 which is 54 × 168 6 /36 × 132 6 = 6.4 for these two calculations. A comparison of various levels of theory for estimating the binding energy of the Rydberg electron is given in Table I . As mentioned earlier, explicit local DFT functionals will give a poor approximation of the binding energy, and Table I shows the improvement with the inclusion of SIC. An even better estimate is provided with the SCF calculations, based on Rydberg orbitals calculated with SIC.
IV. RESULTS
Tables II-VI show the calculated excitation energy compared with experimental results. In the case of TMA the binding energy of the excited electron is shown, as this has been measured experimentally. Where the experimental data are available, comparison is made to both singlet and triplet state energy. For all molecules, except TMA, the results are also Figure 2 shows the three 3p Rydberg orbitals for H 2 O. These are simply unoccupied eigenstates of the SIC Hamiltonian. The 3p x and 3p y have a regular p-orbital shape, while the 3p z which lies in the direction of the dipole moment is quite a bit distorted.
The method presented was also applied to TMA, a larger molecule which has been studied recently by photoionization spectroscopy. 5 The calculated and measured values of the Rydberg electron binding energy are compared in Table IV and some of the calculated Rydberg state orbitals are shown in Fig. 3 .
The method was also applied to two molecules with π * valence excitations lying below the Rydberg states: H 2 CO and C 2 H 4 . The method presented here is based on ground state DFT and is not expected to be able to account for the complexities of valence excitations. For example in C 2 H 4 , the π * singlet valence excitation is strongly mixed with the Rydberg 3dπ state, which has the same symmetry, and this greatly increases the excitation energy. This mixing of excited states is not accounted for in the method presented here. A large error is found for this particular state, but the results are quite good for the other states, see Table VI . The Rydberg states of C 2 H 4 are very well described by the method, with a maximum error of 0.25 eV. Our focus here is on Rydberg states, and for these two molecules the agreement with experiment is again rather good. The errors are slightly larger for H 2 CO, where the excitation energy is systematically underestimated, but the spacing between the Rydberg levels is in good agreement with experiment.
V. DISCUSSION
The two step procedure presented here for calculating the excitation energy or Rydberg electron binding energy of molecules using DFT and SIC has been found to give good results for several molecules, with a mean absolute error of 0.18 eV for the 33 Rydberg states calculated. This is the type of error one can expect from a DFT/GGA calculation. The average absolute error in the energy difference between adjacent While the agreement is quite good between the calculated values and experimental values, there are several ways in which further improvements could be made. One is the treatment of the atomic core regions. The frozen core and projectors for the PAW were developed for calculations using traditional density functionals such as PBE. New PAW projectors should be developed in order to describe the inner electrons and the core region when SIC is applied. Then, PAW could be used also in the first step of the two step procedures presented here, the calculation of the Rydberg orbital.
Also, the KLI method is an approximation to the OEP and the implementation of full OEP could increase the accuracy. The OEP is important for getting the SIC to apply to the virtual orbitals. The SIC procedure of Perdew and Zunger directly affects the occupied orbitals but only indirectly and insignificantly affects the virtual orbitals.
Another item is the SCF calculation which was carried out here using regular DFT without SIC. While the SIC is mainly essential for obtaining a meaningful Rydberg orbital, the final estimate of the total energy in the SCF calculation could also be affected by the self-interaction correction and for consistency the SCF calculation should also be carried out with SIC. This could explain the systematic discrepancy in the excitation energy calculated for H 2 CO since it involves a comparison between the energy of an oxygen double bond and a single bond in the excited state. The PBE functional is known to overestimate the bond energy in the O 2 molecule by nearly 1 eV. 17 Furthermore, consistency between the two steps would result in virtual orbitals in the SCF step that better represent Rydberg orbitals. Our preliminary estimates indicate that the inclusion of SIC in the SCF step would significantly affect the estimated excitation energy of H 2 CO.
As was shown recently, the atomization energy of molecules is not always improved by adding the selfinteraction correction. In the case of the PBE functional, it has been found that scaling the self-interaction correction by a half gives a significant improvement over normal PBE, while adding the full correction usually gives an overcorrection. 17, 19 The full correction is of course necessary for the correct long-range effective potential, so this underscores the importance of developing a new XC functional to go with the selfinteraction free evaluation of the Hartree energy. With an improved self-interaction corrected functional, it will be possible to extend the method presented here to reach self-consistency between the two steps in the calculation, the estimate of the Rydberg orbital and the evaluation of the total energy of the system in the Rydberg state.
