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Abstract
In the area of geological sciences, there exist several experimental techniques used to advance in the understanding of the Earth. We implement a joint inversion least-squares (LSQ)
algorithm to characterize one dimensional Earth’s structure by using seismic shear wave velocities as a model parameter. We use two geophysical datasets sensitive to shear velocities,
namely Receiver Function and Surface Wave dispersion velocity observations, with a choice of
an optimization method: Truncated Singular Value Decomposition (TSVD) or Primal-Dual
Interior-Point (PDIP). The TSVD and the PDIP methods solve a regularized unconstrained
and a constrained minimization problem, respectively. Both techniques include bounds into the
model parameter with a different methodology. An improvement in the final model is expected
not only for using more than one single dataset, i.e. each dataset is chosen to identify different properties with greater resolution, but also because our constrained optimization approach
provides us with direct control over the model space. We conduct a numerical experimentation
with five synthetic crustal velocity models, and conclude that the PDIP method provides a
more robust approximated model in terms of satisfying geophysical constraints, accuracy, and
efficiency with respect to the TSVD approach. Our future goals include extending this work for
Earth’s velocity models by using real geophysical data, and possibly higher dimensional spaces
including the use of parallel computing. Also we plan to further investigate if the addition of
explicit smooth constraints, and other data sets like gravity and magnetic data may improve
the resolution of the final model.
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Chapter 1
Introduction
One of the major sources of real world inverse problems arises in the area of geophysical
applications. The search of meaningful geophysical models, such as velocity profiles and gravity
fields, requires efficient and robust computational science tools. Motivated by the current
and novel computational optimization techniques for solving inverse problems [El Bakry et
al., 1996, Nocedal et al., 2006], and the advantages of integrating multiple datasets [Julia et
al., 2000, 2005, Maceira and Ammon, 2009], we address a key problem in geophysics: data
combination of multiple information sources in order to determine physical properties of the
Earth. The objective of this work is to implement a new approach based on constrained
optimization methods to improve a joint inversion algorithm that is applied to two geophysical
datasets, i.e. teleseismic P-wave receiver functions and surface wave dispersion velocities, for
finding a mutually consistent estimate of one dimensional (1D) Earth structure. To this end,
we characterize the Earth as a layered structure by using seismic shear velocities as a model
parameter. In this work, we focus on a one dimensional problem, in order to stablish that our
approach is competitive with respect to traditional strategies for solving the inverse problem.
Joint inversion in geophysics designates the simultaneous optimization of several objective
functions, such as the `2 -misfit functions described in Chapter 2, to find a model that explains
all data sets at once. This technique is expected to be successful if the following conditions
hold [Julia et al., 2000]:
1. Each dataset provides information of the same medium (consistency).
2. The combination of data sets increases the resolution of the inverted model (complementarity).
To guarantee consistency when using joint inversion we must sample the same portion of the
1

Earth. The discussion about complementarity between the data sets considered in this work
is given in subsection 1.2, based on previous work by Julia et al., 2000, Moorkamp et al., 2010.
The success of this type of inversions, assuming that the above conditions hold, relies on the
fact that the complementarity between the data sets imposes better physical constraints that
increase the resolution of the final model. However, this approach remains a challenge since
many difficulties arise for highly nonlinear misfit functions and large-dimensional model spaces.
Some of these difficulties are identifying the appropriate weighting and the level of influence
of each dataset over the final inverted model, the presence of (spurious) solutions that are
inconsistent geophysically, and addressing the inherent ill-conditioning of the inverse problem,
which necessitates an appropriate choice of regularization and smoothing constraints. Our goal
in this work is to tackle the last two issues. We provide numerical evidence using synthetic cases
to show that our constrained optimization approach to perform the inversion is more accurate,
robust, and flexible compared to the standard truncated singular value decomposition (TSVD)
method. To this end, we have developed an optimization strategy that incorporates physical
bounds as a explicit constraint over the model parameters, with the computational power of
interior-point methods to solve the constrained inverse problem. Looking at the literature
related to this topic, we can find some work with interior point methods for single inversions
[Yaoguo Li, and D.W. Oldenburg, 2003], but we do not know of any joint inversion with
primal-dual interior-point methods.

1.1

Background

The simultaneous inversion of multiple data sets is not a new concept by itself. There are
different approaches that can be considered as joint inversion of independent data sets:
• Cooperative inversion [Lines et al., 1988, Yaoguo Li, and D.W. Oldenburg, 2000], can
be considered as a sequential inversion in which the results obtained for one dataset are
used as input for the next inversion with another dataset.
• Weighted schemes involving different data sets at once; for instance seismic travel times
and gravity data [Lees and Vandecar, 1991], resistivity and magnetotelluric data [Op2

penhaimer and Herkenoff, 1975], receiver function and surface wave dispersion [Julia
et al., 2000], and receiver functions, surface wave dispersion, and magnetotelluric data
[Moorkamp et al., 2010].
One of the biggest challenges in joint inversion is the appropriate choice of weights for
the datasets involved in the inversion. This is not an issue in sequential inversions where the
single inversion results of one dataset provide the input or starting model for the next single
data inversion. Other difficulties include the effective complementarity property between the
selected datasets, and how to handle the inherent ill-conditioning of the inverse problem. We
address this last issue in particular, and also give some insights about how our approach is
more reliable and flexible when handling the weights.
Let us recall that the goal of the optimization in the joint inversion technique is to overcome
one major difficulty in the geosciences: to integrate multiple data sets that have different
sensitivities and resolutions. The direct control we obtain over our model parameters by
including explicit bounds provides us with the ability to avoid spurious solutions, since we
reduce considerably the risks of overestimating or underestimating the model parameters, even
in the absence of regularization.
In this work we test the performance of a particular joint inversion algorithm with five
different Earth velocity crustal models. We use a FORTRAN 77 algorithm developed by J.
Julia et al, that uses computer programs in seismology [R. B. Herrmann, 2002] and some other
FORTRAN 77 subroutines to perform the truncated singular value decomposition (TSVD) as
a method for regularization [P. C. Hansen, 1987] for the standard unconstrained formulation
of the inverse problem. The availability of the Seismic Analysis Code (SAC) library is required
to perform the numerical experimentation as described in Chapter 3. We couple the joint
inversion algorithm with a primal-dual interior-point method implementation in C to solve the
constrained formulation of the inverse problem.
This work is organized as follows: In Section 1.2 we give an overview of the data sets
used for the inversion. We show the data sets’ sensitivity to the model parameter, i.e. shear
wave velocities, in order to explain why they are considered as complimentary. In Chapter 2
we describe the formulations of the inverse problem, and the methods we use to solve them.
3

In Chapter 3 we present the algorithms implemented in this work, and the numerical results
obtained for each synthetic model. Finally, in Chapter 4 we present some conclusions based
on the discussion of the numerical results, and future work.

1.2

Data Sets

There are two types of seismic waves that travel through the Earth: the body waves and the
surface waves. Both types of waves give us different sensitivities and information about the
Earth structure, since they are sampling the interior and surface of the medium with different
velocities and directions. The information collected from the body waves travels deeper into the
Earth and translates into teleseismic P -wave receiver functions. In order to obtain information
about the Earth surface, surface waves are analyzed, in our case, by means of surface waves
dispersion.
On one hand we have receiver functions, which resolve discontinuities (impedance contrasts)
in seismic velocities, and provide good measurement of crustal thickness, without providing a
good average of shear wave velocity. On the other hand, we have surface (Love and Rayleigh)
waves whose energy is concentrated near the Earth’s surface, and provide good average of
absolute shear wave velocity, without a good shear-wave velocity contrasts in layered structures.
Therefore these two data sets can be considered as complimentary and consistent, as long as
we sample the same medium. Hence, we expect a mutually consistent estimate of the Earth’s
structure. Since both data sets are sensitive to shear wave velocity structure [Julia et al.,
2000], we can assume a forward operator F depending nonlinearly on our model parameter
x ∈ Rn , that represents the different shear velocities of a halfspace with n horizontal layers
(a standard way of modeling Earth’s structure). In the next subsections we explain in more
detail the nonlinear relationship with respect to shear wave velocities of this operator and the
techniques used to compute each synthetic dataset.

4

1.2.1

Receiver Function

The teleseismic receiver function is used to determine the Earth’s response near a recording
station to the incoming teleseismic primary P wave. There are different techniques to compute receiver functions, for instance the spectral water level deconvolution technique [C. A.
Langston, 1979], and the time domain iterative deconvolution technique [J. P. Ligorria and C.
J. Ammon, 1999], which is the one used for this work. The resulting receiver function is a time
series that can be viewed as a linear combination of delta functions, in which major negative
(or positive) spike amplitudes correspond to a decrease (or increase) in seismic velocity, respectively (Figure 1.1). Because P waves can convert to S waves or secondary waves, then P s
is a P wave converted to an S wave upon surface reflection [S. Stein and M. Wysession, 2006],
therefore the time separation between phase conversion P s, and P can be used to estimate
crustal thickness h given the average crustal velocities [L. Zhu and H. Kanamori, 2000],

h= q
where p =

1
vp

tPs
1
vs2

− p2 −

q

1
vp2

,
− p2

is the ray parameter or horizontal slowness of the incident wave, and (vp , vs )

are compressional and shear velocities respectively. One problem of this estimation is the tradeoff between the thickness and crustal velocities. However, since tPs represents the differential
travel time of the secondary wave, S, with respect to the P wave in the crust, the dependence
of h on vp is not as strong as on our model parameter x = vs , (or more precisely, on the ratio
vp /vs ). On the other hand, crustal thickness estimated only from the delay time of the Moho,
i.e. the boundary between the Earth’s crust and the mantle, P s converted phase trades off
strongly with the vp /vs ratio. Therefore since the average velocity cannot be resolved clearly,
we need information from the surface waves to better constrain the shear velocities.
The main idea behind the computation of receiver functions is described briefly here. We
can think of the Earth response given somehow by a seismogram u(t), as the output resulting
from sending a source signal through a set of linear systems. Each linear system has the purpose
of representing how a source signal is modified by the Earth’s structure and an instrument. In
order to construct the receiver function we introduce the convolution operator. In the simplest

5

Figure 1.1: (Left) Waveform of a Receiver Function. The halfspace h represents
usually the Moho. (Right) The Moho converted phase P s and the
multiples P pP s, P pSs, and P sP s are labeled, and their ray paths.
With the exception of the first arrival, lowercase letters denote upgoing
travelpaths, uppercase letters denote downgoing travel paths [S. Stein
and M. Wysession, 2006].

case, the seismogram u = u(t) can be written as a convolution, denoted by ?, of three basic
signals:
u(t) = s(t) ? g(t) ? i(t),
where s is the source time signal (e.g., an earthquake), g is the elastic structure operator that
models the effects of Earth’s structure along the seismic waves propagation path from the
source to the receiver, and i is the instrument’s impulse response (Figure 1.2).

Figure 1.2: Example of P wave arrival waveform as a combination of the effect
of the source time function, attenuation and the instrument response.
(Chung and Kanamori. Phys. Earth Planet. Inter., 23, 134-59, 1980.)

A common method to obtain the source time function is by using a Green’s function, which
describes the signal that would arrive at the seismometer if the source time function were

6

a delta function. Hence the source time function (s) is found by deconvolving the Green’s
function and the seismometer from the seismogram u:
s(t) = u(t) ? [g(t) ? i(t)]−1 ,
S(ω) =

(Time domain)

U (ω)
. (Frequency domain)
G(ω)I(ω)

Thus, receiver functions are calculated in the frequency domain by deconvolving the vertical
component, uz , of a teleseismic P wave record in a seismogram from its radial component, ur :
R(ω) =

Uz (ω)
S(ω)Gz (ω)I(ω)
Gz (ω)
=
=
,
Ur (ω)
S(ω)Gr (ω)I(ω)
Gr (ω)

where the subindexes z and r stands for the vertical and radial components, respectively. By
R∞
1
using an inverse Fourier transform operator F −1 (ω) = 2π
F(ω)eiωt dω, where ω is the
−∞
angular frequency, the receiver function r is calculated as r(t) = F −1 [R(ω)]. In this function,
the deconvolved traces can be interpreted as a scaled version of the radial component. Each
spike in the receiver function, Figure 1.1, is related to a different ray reverberating throughout
the layers beneath a station.
In regards of what is called data corrections and/or data enhancement we mention one
method used to improve estimates coming from the seismological data collected by the stations. This method is called stacking (Figure 1.3) and basically consists in taking multiple
measurements and averaging them, by adding the amplitudes of the receiver funtions at the
predicted arrival times of the different phases by different crustal thicknesses, h, and vp /vs
ratios. For example when stacking receiver functions from different distances and directions,
the improvements consist mainly in the suppression of the effects of lateral structural variation,
and the obtention of an average crustal velocity model.

1.2.2

Surface Wave Dispersion

In general seismograms are dominated by the surface waves, whose energy is concentrated near
the Earth’s surface, given that they have greater amplitude and higher frequencies than the
body waves. For surface waves the dipersion phenomena is associated to the effect that waves
with different wavelenghts travel at different phase speeds [S. Stein and M. Wysession, 2006].
7

Figure 1.3: Stacking of RFs as a function of the ray parameter p. The Moho converted phase P s and the multiples P pP s, P pSs, and P sP s are labeled,
and their ray paths are illustrated at the top [L. Zhu and H. Kanamori,
2000].

The fact that surface wave velocities vary depending on the depth range sampled by each
period makes the surface wave dispersion valuable for studying Earth’s structure. There are
two types of surface waves: Love waves and Rayleigh waves. Love waves dispersion depends
on the shear velocity, and Rayleigh waves dispersion depends on both compressional and shear
velocities. Rayleigh waves are simple to measure for dispersion, while Love waves need an extra
processing step. The dispersion curves for surface waves are extracted from station records
of three component seismograms for different frequencies and distances, by using reduction
algorithms that rely on spectral analysis techniques. The important fact here is that,based on
Rayleigh’s principle, surface wave velocities are more sensitive to S wave velocity, although
they are also theoretically sensitive to P wave velocity and density. The Rayleigh’s principle
states that the phase velocity perturbation, denoted by

8

∂c
,
c

can be viewed as a function of

(Kα , Kβ , Kρ ), the sensitivity coefficients for P wave velocity, S wave velocity and density,
respectively, i.e.
∂c(T )
=
c(T )


Z 
∂α(z)
∂β(z)
∂ρ(z)
Kα (T, z)
+ Kβ (T, z)
+ Kρ (T, z)
dz,
α(z)
β(z)
ρ(z)

where T is the period and z is the depth. By investigating sensitivity function variation in
depth, the relative contribution of each property to dispersion can be shown. This subject is
beyond the scope of our work, thus we just mention here that such analysis allows geophysicists
to show that the relative contribution of P wave velocity, and density to dispersion is smaller
than the one for S wave velocity [Julia et al., 2000]. This is, surface wave dispersion is
much more sensitive with respect to S wave velocity, and therefore we have established the
dependence of this data set on shear wave velocity.
In Figure 1.4 we show a synthetic crustal model used to create three receiver functions,

s
corresponding to different ray parameters, i.e. p = 0.03, 0.05 and 0.07 km
, and the surface
wave dispersion curves corresponding to group and phase dispersion curves, for both Rayleigh
and Love waves. Now that we have described the data sets compromised in the inversion,
we show in Chapter 2 the standard unconstrained formulation, and our constrained approach
for solving the inverse problem. Next, in Chapter 3 we present some preliminary results that
validate our approach as a succesful and promising alternative to solve the problem of interest
in this work. Finally, in Chapter 4 we provide some conclusions based on the preliminar
numerical results and give the expected contribution of developing further the ideas presented
here.

9

Figure 1.4: (a) S wave synthetic velocity model (rift) [C. Bassin, G. Laske, and G.
Masters, 2000]. (b) Receiver functions for three different ray parameters
p, and (c) surface wave dispersion curves (Love and Rayleigh) computed
for the velocity model on the left.
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Chapter 2
Methodology
In order to characterize the Earth’s structure, we estimate the distribution of physical properties that affect seismic waves propagation like seismic shear wave velocities. We can compute
other properties like density, compressional velocity, and layer thickness by using some empirical relationships or physical laws. Then to study the joint inversion problem we use the
following forward and inverse formulations.
Forward problem : From a given experiment that provides us with some layered shear
velocity distribution x = vs , we can evaluate a nonlinear operator F at the given velocity x to
predict the Earth’s response and then estimate its structure, i.e. F relates the data and the
model space:

F (x) = (F1 (x), ..., Fm (x)) ∈ Rm , x = (x1 , ..., xn ) ∈ Rn

(m  n)

(2.1)

where m is the number of measurements or observations, and n is the number of plane
layers with fixed thickness. This is, if we know the velocity model in advance we can predict
the Earth’s response due to that velocity model.
Inverse problem : Given an observed data vector, y ∈ Rm , we want to find the unknown
model, x, such that F (x) approximates y as much as possible, i.e.

min kF (x) − yk2 = min
x

x

m
X

(Fi (x) − yi )2

(2.2)

i=1

Our goal is then to compare two different methodologies to solve the inverse problem associated to Earth’s structure characterization by using seismic shear velocities as the model
parameter x. The inverse problem is generally posed as an unconstrained weighted nonlinear
least squares (LSQ) problem (2.2), where the objective is to match simultaneously the teleseis-

11

mic receiver functions (RF) and surface wave dispersion velocities (SW) described in Section
1.2. That is,
1
1
λ
min kF SW (x) − y SW k2 + kF RF (x) − y RF k2 + ||Lx||2 ,
x 2
2
2

(2.3)

where the first two terms are nonlinear misfit functionals between the nonlinear forward
operators (F RF , F SW ), and (y RF , y SW ) corresponding to the RF and SW observations, respectively. The last term is a regularization with an a priori smoothness parameter λ, and a discrete
derivative operator matrix L included to avoid sharp velocity changes in adjacent layers, or to
smooth velocity variations. For receiver functions, F RF represents the numerical computation
of synthetic waveforms. In the case of surface waves, F SW represents the numerical evaluation
of dispersion velocities.
For simplicity, let us introduce the following notation:


F (x) = W 

F SW (x)
F

RF

(x)





 ∈ Rm , y = W 

y SW
y

RF


 ∈ Rm ,

where
r
W = diag(wi ), wi =

η
, i = 1, ..., p, wi =
σi2 p

s

1−η
, i = p + 1, ..., q, (m = p + q),
σi2 q

with W a weighted diagonal matrix used to equalize the contribution of each dataset with
respect to physical units and number of data points, η ∈ [0, 1] is an influence parameter that
measures the reliability of each dataset used for the inversion, σi2 is the approximate standard
deviation of each point, and p and q are the number of RF and SW observations.
We rewrite (2.3) as follows:
λ
minkF (x) − yk2 + ||Lx||2 ,
x
2

(2.4)

where the first term is an augmented nonlinear misfit functional between the forward operator, F , and the observed data sets, y, and the second term is the regularization. The addition
of a priori information into the regularization term is a well-known technique to improve the
12

condition of the inverse problem [Tikhonov et al., 1977], also known as a LSQ method with
damping. However the choice of the best value for the parameter λ is still an open question
in the area of discrete inverse problems. Some references about different techniques used to
properly select this parameter can be found in P. C. Hansen, 1987, and C. Vogel, 2002. On the
other hand, in some cases, the single use of the parameter λ is not enough to obtain reliable
solutions. Therefore the need for a stronger regularization may arise. The following choices
of discrete derivative operator matrices Lk , k = 0, 1, 2, where L0 = In is the identity matrix,
allow us to introduce such type of regularization [P. C. Hansen, 2010], and whose purpose is
to constrain further the velocities in adjacent layers.




L1 = 


−1

1
...




...
−1 1



 ∈ R(n−1)×n ,




L2 = 


1 −2 1
... ...
1


...
−2 1



 ∈ R(n−2)×n .


The influence parameter (η) can be used to test the compatibility of the data sets compromised in the inversion [Julia et al, 2000], but in our case is used to perform single inversion,
this is, run the algorithm in absence of one dataset. For instance if η = 0 we use surface waves
dispersion velocities only.

2.1

Unconstrained Joint Inversion Formulation

The inverse problem is usually posed in the unconstrained form (2.4). However, due to the
highly nonlinear behavior of the operator F , the numerical complexity associated to the computation of higher order derivatives is a major difficulty. Hence, we solve (2.4) as a linearized
LSQ by using a first order Taylor approximation of the operator F around some suitable model,
xk :
F (x) ≈ F (xk ) + F 0 (xk )∆xk = F (xk ) + F 0 (xk )(x − xk ),
where F 0 (xk ) is the matrix with the partial derivatives of F . Therefore, we rewrite problem
(2.4) as
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1
λ
min ||F 0 (xk )x + r(xk )||2 + ||Lx||2 ,
x 2
2

(2.5)

where r(xk ) = F (xk ) − y − F 0 (xk )xk . Even if Fx0 k is not full column rank, by adding
the regularization term we know that there is a unique least squares solution that solves the
symmetric positive definite linear system:


F 0 (xk )T F 0 (xk ) + λLT L x = −F 0T (xk )r(xk ),
|
{z
}

(2.6)

H

which are called the normal equations. From the well known algorithms to solve these equations
we use the Truncated Singular Value Decomposition (TSVD) of the system matrix H, which is
also a method for regularization [P. C. Hansen, 1987]. The expression obtained using a TSVD
is:
x=−


τ  T
X
u r(xk )
i

σi

i=1

vi ,

where U T ΣV = U T diag(σ1 , ..., στ , ...)V is the SVD factorization of the system matrix H, with
singular values σi , and U ∈ Rm×m and V ∈ Rn×n are orthogonal matrices. Here τ is the
numerical rank of the matrix that leads us to a truncated regularized solution, whenever a
good choice of τ improves the condition of the inverse problem, i.e. the ratio

σ1
στ

is moderate.

However, this approach is computationally intense for large-scale systems, and also requires
extra computation for both the regularization parameter, λ, and the truncation factor, τ . The
parameter λ is usually chosen by representing the tradeoff between resolution and stability,
and then selecting the value of the parameter that shows an optimal balance. The threshold
τ is generally selected after all singular values have been computed to exclude those closer to
the machine precision.

2.2

Constrained Joint Inversion Formulation

We propose a constrained formulation strategy to solve (2.5) by controlling directly some
physical bound constraints over the model parameter in the inverse problem:
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min
x

1
kF 0 (xk )x
2

+ r(xk )k2

(2.7)

s. t. g(x) ≥ 0,
where


g(x) = 

x − cmin
cmax − x


 ∈ R2n ,

allows us to add physical bounds (cmin , cmax ) into the velocities. Let us describe the PrimalDual Interior-Point method used to solve problem (2.7). First we rewrite our problem in a
standard form as follows:

min
x

1
kF 0 (xk )x
2

+ r(xk )k2

g(x) − s = 0

s. t.

(2.8)

s ≥ 0,
where s ∈ R2n
+ is a slack variable. Then we define the Lagrangian function associated to
problem (2.8) as:
1
`(x, z, s, w) = ||F 0 (xk )x + r(xk )||2 − (g(x) − s)T z − sT w,
2

(2.9)

with the Lagrangian multipliers z, w ∈ R2n , (z, w) ≥ 0. For a given perturbation parameter
µ > 0, the perturbed Karush-Kuhn-Tucker (KKT) or necessary conditions are given by:




F̂ (x, z, s, w) = 




0

T

0

T

F (xk ) (F (xk )x + r(xk )) − ∇g (x)z
g(x) − s
z−w
SW e − µe





 = 0,




(2.10)

where F̂ : Rn+2n+2n −→ Rn+2n+2n , S = diag(s1 , ..., s2n ), W = diag(w1 , ..., w2n ) and e =
(1, ..., 1) ∈ R2n . It is easy to see that z = w, hence the perturbed KKT system (2.10) is
rewritten as
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0

0

T

T

F (xk ) (F (xk )x + r(xk )) − ∇g (x)z



F̂ (x, z, s, w) = 





 = 0,


g(x) − s
SZe − µe

(2.11)

thus the Jacobian associated to (2.11) is then computed as


x





F 0 (xk )T F 0 (xk ) −∇g T (x)

  
  
F̂  z  = 
  
s
0

0n×m

∇g(x)

0m×m

−Im×m

0m×n

S

Z




,


and the Newton direction is obtained by solving






0

T

0

T

F (xk ) F (xk ) −∇g (x)

0n×m

∇g(x)

0m×m

−Im×m

0m×n

S

Z







∆x
∇ `(x, z, s)


 x



  ∆z  = −  g(x) − s



∆s
SZe − µe




.


(2.12)

The methodology used to solve (2.12) is known as a path-following strategy, defined in
Argaez et al. 2002, as: For a µ > 0 and working from the interior, (g(x), z, s) > 0, we apply
a linesearch Newton’s method to the perturbed KKT conditions (2.11), where an optimal
solution is reached when the perturbation parameter, µ, goes to zero.
System (2.12) can be reduced further by eliminating the third block of equations as follows.
From the last block of equations in (2.12) we have

S∆z + Z∆s = −SZe + µe,
therefore
Z∆s = −SZe + µe − S∆z
∆s = −s + µZ −1 e − Z −1 S∆z,
and then
−∆s

z
}|
{
∇g T (x)∆x − ∆s = ∇g T (x)∆x + s − µZ −1 e + Z −1 S∆z = −∇g T (x)x + s
∇g T (x)∆x + Z −1 S∆z = µZ −1 e − g(x),
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which allow us to write the reduced linear system

 


∆x
∇x `(x, z, s)
−F 0 (xk )T F 0 (xk ) ∇g T (x)

=
.

−1
−1
∆z
Z µe − g(x)
∇g(x)
Z S

(2.13)

The new system of equations (2.13) has some advantages over system (2.12), where the Jacobian matrix is non-symmetric and usually highly indefinite. First, the coefficient matrix in
system (2.13) is symmetric, therefore we can exploit its structure by using a Newton-Krylov
method, i.e. implementing the conjugate gradient (CG) algorithm. Also, since we impose better constraints over the parameter x, this allows us to have direct control over the condition
number of the system matrix. Second its size is reduced considerably, although it is still bigger
in size than the normal equations we need to solve for the TSVD method.
In the next chapter we show the joint inversion algorithm, and the primal-dual interior-point
method used for solving the constrained formulation of the inverse problem. We present and
compare the numerical results obtained for each method, i.e. TSVD and PDIP, implemented
for five different synthetic crustal velocity models.
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Chapter 3
Numerical Experimentation
In order to illustrate how receiver functions and surface wave dispersion velocities complement
each other, we present in Figure 3.1 the inversion results for the data sets created from the rift
velocity model in Section 1.2. In each case a single inversion, i.e. an inversion involving only
one data set (η = 0, and η = 1), is performed to show the resolution that each dataset can
provide us for a particular target velocity model, and to expose non-uniqueness of the inverted
model depending on the information input to the algorithm. In Figure 3.1 we see how the joint
inversion of both data sets gives a better approximation to the target model as expected. The
single inversion of receiver functions (left top) identifies the velocity interfaces, while single
inversion of surface waves (left bottom) gives information on the average velocities at different
depths. The joint inversion of these two data sets combines all this information and provides a
better approximation of the target model. However there is not a unique solution, each method
gives a different approximation to the target model.
The joint inversion algorithm is implemented for five different Earth’s crust synthetic models. The algorithm was written in FORTRAN 77 and it is coupled with a C code that performs
the primal-dual interior-point method, based on the work of M. Argaez and R. Tapia, 2002.
The inversion problems (2.5) and (2.7) are solved by using the TSVD and PDIP method re
spectively, when inverting for the shear wave velocity vs = x km
as the model parameter.
s
For both data sets P wave velocity can be inferred by assuming a constant value of the ratio
 

vp
vp
as,
v
=
vs = vvps x, and the density ρ cmg 3 is estimated from the resulting vp velocity
p
vs
vs
through some empirical relation, for instance ρ = 0.32vp + 0.77. The data sets compromised
in the inversion are synthetically created by using standard algorithms (Computer programs
in seismology [R. B. Hermann, 2002], based on the crustal models obtained from CRUST 2.0
[G. Laske et al., 2000].
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Figure 3.1: Left top: Single inversion of RF, left bottom: Single inversion of SW
and Right: Joint inversion of RF and SW.

3.1

Algorithms

Now we describe the general joint inversion framework presented in Algorithm 1. We start
with an initial guess of the velocity model, x0 , that usually is based on previous geophysical
research. In our case, since we know our synthetic target model, x∗ , we have the freedom to
select any appropriate model, which is often possible in a real case. We use the first synthetic
model (archean) as the initial guess for the next two models, and a two half space model for
the archean and the last two models. Once we compute the observations vectors y SW and y RF ,
we start to iterate by evaluating the forward problem as described in Section 2 for the different
approximations, and by solving the inverse problem either by using the truncated SVD method
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for the unconstrained formulation (2.5) or the PDIP method for the constrained formulation
(2.7). Once the selected method returns the updated model xk , we check for convergence by
using the residual error, i.e. ||F (xk ) − y|| ≤  , and we restart the iteration until it converges
or reaches a maximum number of iterations. In our case six iterations is enough to get a good
approximation (as usual in this type of inversion methods that use an optimization framework).
Algorithm 1 Joint Inversion
1: Given an initial velocity model (vs )0 = x0 , RF observations y RF , SW dispersion velocity
observations y SW , and a max. number of iterations l.
2:

for k = 0, 1, 2... until l do

3:

Evaluate F (xk ), F 0 (xk ) and compute b = F (xk ) − y − F 0 (xk )xk .

4:

Solve (2.5) or (2.7) by using either TSVD or PDIP method.

5:

if ||F (xk ) − y|| ≤  then

6:

break

7:

end if

8:

Go to Step 2.

9:

end for
The truncated SVD algorithm is a well known method for regularization, and can be found

in the literature. Thus we refer the reader to G. H. Golub and C.F. Van Loan, 1983, and
P. C. Hansen 1987, for a detailed explanation. On the other hand, the constrained optimization problem formulation given in (2.7) and our approach to solve it is not well known in
the geophysical community, thus we aim to give a concise explanation about the primal-dual
interior-point method provided in Algorithm 2.
To solve problem (2.7) we need to define first the Lagrangian function `(x, z, s) as in
(2.9), then for a given perturbation parameter, µ, we compute the perturbed KKT (necessary)
conditions as in equation (2.11). At this point we use the path-following strategy as defined in
Section 2.2. It is important to realize that system (2.13) is obtained after a reduction in the
original linear system matrix in (2.12), which is non-symmetric and usually highly indefinite.
The reduced system is symmetric with its size reduced considerably, and more likely to be
better conditioned. Once the Newton step is computed from (2.13), it is corrected with a
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step lenght factor, α̂, to guarantee that the inequalities are strictly positive. This task is
accomplished by using the following formula:
(
)
−1
−1
α̂ = min
,
,
∆x
min{ g(x)
, −1} min{ ∆z
, −1}
z

γ = 0.9995.

In order to monitor progress to an optimal solution we use a linesearch strategy that requires
a merit function M . The role of this function is to determine a step length α ∈ (0, α̃] that
provides sufficient decrease of the objective function, while satisfying the inequality constraints.
This is possible whenever the Newton direction is a descent direction for the merit function M
at the current interior point vk = (xk , zk ) . We address this issue by implementing the Armijo
condition as shown in Nocedal et al., 2006, where the step length, α, is chosen such that:

M (vk + α∆vk ) ≤ M (vk ) + 10−4 α∇M (vk )T ∆vk ,
where ∆vk = (∆xk , ∆zk ). In the simplest case we can select the objective function as the
merit function M , however we choose the modified augmented Lagrangian function introduced
by M. Argaez and R. Tapia, 2002 as a merit function due to its robustness:

M (x, z, s; θ) = `(x, z, s) + θφ(x, z),
where θ is a nonnegative penalty parameter, and the second term is the penalty function
to the complementarity condition,
T

φ(x, z) = g(x) z − µ

2n
X

log(GZe). (G = diag(g(x))

i=1

It can be shown that the Newton direction is a descent direction for the penalty function,
therefore we can find a θ, such that the Newton direction is a descent direction for the merit
function, this is

M (vk )T ∆vk < 0.
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Algorithm 2 Primal-Dual Interior-Point method
1: Consider an initial interior point x0 , i.e. (g(x0 ), z0 ) > 0.
2:

for k = 0, 1, 2, . . . until || (∇x `(x, z, s), Z −1 µe − g(x)) || ≤  do
sT
k zk
.
2n

3:

Choose the parameter µk =

4:

(Newton step) Solve the linear system (2.13) for ∆vk = (∆xk , ∆zk ), and set ∆sk .

5:

(Force positivity) Choose α̃k ∈ (0, 1] such that

(g(xk+1 ), zk+1 ) = (g(xk ), zk ) + α̃k (∆xk , ∆zk ) > 0.
(Sufficient decrease) Find α ∈ (0, α̃k ] such that

6:

M (vk + α∆vk ) ≤ M (vk ) + 10−4 α∇M (vk )T ∆vk .
(Update) vk+1 = vk + α∆vk .

7:
8:

end for

3.2

Numerical Results: Synthetic Tests

For each synthetic velocity model we compute two different dispersion curves, either Rayleigh
or Love, for phase and group velocities. For each curve we sample 35 periods from 10 to
70 seconds. Simultaneously, we compute receiver functions for three different ray parameters
p = 0.03, 0.05, and 0.07, with 2048 data points each. For each 1D velocity model tested,
Figures 3.2 - 3.6 show on the left the relative error with respect to the true model

||xk −x∗ ||
,
||x∗ ||

the residual error between the predictions and the observations ||F (xk ) − y||, and the average
shear velocity (the black line is the true model average). The average shear velocity is just a
measure of how close to the true average velocity the approximated models are, this to check for
spurious solutions. On the right we show the target, initial and estimated models given by each
method, TSVD in blue, and PDIP in green. We show the best velocity model approximation
for both methods with all models. Each model is divided in layers of 1 km thickness, i.e. a 80
km model has 80 layers. When using the PDIP method the upper and lower bounds over the
model x are defined as a = 3.4 (km/s) and b = 4.8 (km/s), respectively, for all the models but
the last one where the lower bound a is set to be 2.8 (km/s).
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Figure 3.2: Here we see that the relative and residual errors are about the same
level at each iteration. The average is better approximated for TSVD,
probably because the deeper layers are not well resolved for PDIP.

Figure 3.3: The relative and residual errors are similar at the last iteration for both
methods, but PDIP does better (we actually have our best approximation at the 3rd iteration).
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Figure 3.4: Notice that the relative error is smaller for PDIP, while the residual
error is about the same. The average velocity is better for TSVD.

Figure 3.5: The relative error and the residual error is about the same for both
methods. The average is better resolved for PDIP until the 4th iteration, where the smaller relative error is reached.
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Figure 3.6: The relative error is quite unstable for TSVD while PDIP best is attained at the third iteration. However the residual error is better for
TSVD until the last iteration.
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Chapter 4
Conclusions and Future Work
We implement a joint inversion algorithm [Julia et al., 2000] that can use a truncated SVD
(TSVD), or a primal-dual interior-point (PDIP) method for solving the unconstrained and
the constrained formulation of the inverse problem (2.2), respectively. We compare these two
methodologies by running the joint inversion algorithm for five synthetic velocity models. As
expected, the geophysical information provided by receiver function and surface waves dispersion data complement each other (see Figure 3.1), and in consequence there is a significant
improvement in the final approximation to the true model. In addition, based on the numerical
results in Figures 3.2 - 3.6, we show that our approach for solving the inverse problem with
PDIP method outperforms or is as good as the traditional unconstrained regularized inversion
that uses TSVD. Furthermore it is important to realize that in this work the PDIP method
does not make use of a regularization term, instead we add physical bounds over the model
parameter to reduce the model space, i.e. avoiding spurious solutions. Moreover the reduced
linear system (2.13) for PDIP is not as ill-conditioned as the one associated to the traditional
unconstrained formulation. We think that this is an improvement in the joint inversion algorithm. The absence of a regularization term implies savings in computational costs when
searching for the best regularization parameter λ and truncation factor τ , as it is required for
the TSVD method. However, as we increase the number of data points or data sets involved in
the inversion we may increment the risks of having an ill-conditioned linear system (2.13). To
overcome this possible issue we expect that, since we know how to compute the perturbation
parameter µ, we drive the model parameter far from the physical boundaries were the PDIP
method become instable. Finally, it is important to realize that the computational complexity
in terms of floating point operations (flops) for TSVD is O(m2 n) while for PDIP is O(mn2 ) for
each Newton step. Therefore, since m  n, this is a major drawback for the TSVD method
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if we increase the size of the problem, i.e. much bigger data sets or higher dimensional Earth
models, as we expose in Section 4.1.1.

4.1

Future Work

In the next subsections we present the research goals in which we plan to work.

4.1.1

Parallel Joint Inversion of Geophysical Data for the Rio Grande
Rift Region (RGR)

We expect to implement our joint inversion algorithm for real geophysical data obtained from
the Incorporated Research Institutions for Seismology (IRIS) Data Managment Center web
site, for the Rio Grande Rift region (Figure 4.2) by using the PDIP method as solver. The
first stage of our research is dedicated to improve the capabilities of the algorithm for the
1D case, i.e. to test robustness with a broader set of initial models, and to incorporate an
efficient Krylov type solver of the Newton’s system. For the synthetic cases presented in this
work PDIP has shown to be succesful to solve the inverse problem with no dependence on the
regularization parameters λ and τ , in the sense that our constrained formulation eliminates
the regularization term in the objective function and relies in the explicit bound constraints to
avoid the ill-posedness of the inverse problem. In case that the data is insufficient to overcome
the ill-posedness of the inverse problem we expect to introduce some regularization as explained
next in Section 4.1.2.
In this work we show the capabilities of our approach to solve efficiently and accurately the
constrained optimization formulation of the inverse problem, when using observation measurements collected for different data sets. Thus, we can think of this data as being collected in a
single station (small triangles in Figure 4.2) to produce a 1D velocity model for its surrounding
area. One idea we may explore is to integrate data from hundreds of stations deployed over
the RGR region, in order to produce a 3D velocity model of that region. In Figure 4.2 we
appreciate the vp /vs ratio at each station as a single value, i.e. we consider a single crust layer
with the same velocity at each point. With our approach, we are able to produce a velocity
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model that varies with respect to depth at each station, thus we plan to combine some how
this information to create a 3D model of velocity structure and/or crustal thickness (Figure
4.1). The key questions we want to address here is how do we produce this model combining
all the information, and how do we properly weigh the contribution of each station to our final
model approximation.

Figure 4.1: In this plot we consider four different 1D velocity models that are associated to four different stations (triangles). We want to combine this
information to produce a 3D velocity model. (Plots courtesy of R.
Romero)

At this point, the increased information comes on the cost of a bigger size problem and
more computational effort, e.g. the joint inversion for a single station takes about 20 minutes
to converge, thus the more stations we use the bigger the calculation time. Therefore to deal
with this situation, we propose the use of parallel and concurrent programming techniques
to handle the amount of new data efficiently. The starting point of this study should be to
consider the RGR region as being divided in a certain grid based on the distribution of the
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stations deployed over it. Once we have established such division, we can start our algorithm
with an inital guess, based on previous geological studies, for each station in parallel since at
this point all the information is independent. Based on the 1D velocity models created for each
station, we can proceed to combine the information to produce our 3D velocity model. To test
this idea, we should first use a small portion of the RGR region, i.e by using only one and later
on a few stations over an area with a well-known geology, and then compare our numerical
results with the a priori geological knowledge. Thus it is clear why the implementation of an
iterative Newton-Krylov type solver, as the conjugate gradient (CG) algorithm, for solving the
linear system associated to our constrained formulation is desirable to speed up our algorithm
and to deal with a larger size of the inverse problem.

Figure 4.2: Contour plot of the vvps structure of the RGR using EARS, USArray,
and RISTRA data sets. (Plots courtesy of L. Thompson)
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4.1.2

Dynamic Smoothing Constraints

Another idea we want to explore is the addition of explicit smooth constraints for greater
stability of our approach. We expect that the inclusion of this information directly into the
inverse problem would further stabilize our joint inversion formulation. As we know when
using real data there might be insufficient information to have a well-posed inverse problem.
The addition of this constraints should have a regularization effect that helps to mitigate the
ill-posedness of the problem. To this end we present one reformulation of the inverse problem:
min
x

1
kF 0 (xk )x
2

+ r(xk )k2

s.t. g(x) ≥ 0,
where




g(x) = 


x − cmin
cmax − x
nγ − 21 kLxk2




,


(4.1)

here γ ∈ (0, cmax − cmin ], and n is the number of layers. This formulation allows us not
only to add the physical bounds cmin and cmax , but also to produce smooth variations for
velocities in adjacent layers. It is important to realize that this is the same purpose of the
(Tikhonov) regularization term in the unconstrained formulation [P. C. Hansen, 2010]. The
key in formulation (4.1) is the fact that γ ≤ (cmax − cmin ), hence as we go from one iteration
to the next one, we can drive the parameter γ to be more restrictive since we are approaching
our target velocity model. Furthermore, if a priori knowledge is consider we may vary this
parameter with respect to depth and then, at different depths, we can allow greater or smaller
smooth velocity transitions between adjacent layers. The selection of the matrix L for this
formulation can be a key aspect to better constrain our model; traditionally is standard to
use some discrete derivative operators, as the ones defined in Chapter 2. However we want to
explore other alternatives that incorporates a combination of two discrete operators to enforce
different regularization at different depths, or to include certain assumptions about boundary
conditions, i.e. about the behavior of the model outside its domain. In the case of the operators
L1 and L2 the later is simply done by extending their diagonals. Another smoothing constraints
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that we plan to study corresponds to the `1 -norm, i.e. ||Lx||1 , that allows steep gradients and
therefore is able to produce piecewise smooth models, which is a desirable characteristic for the
model solutions of our problem. However, the `1 -norm is not differentiable everywhere with
respect to x, thus we need to come up with some relaxation in order to use it in the framework
of our PDIP algorithm.

4.1.3

Inclusion of New Data Sets

We want to include other data sets that have shown to be compatible, i.e. magnetic and gravity
data [Maceira and Ammon, 2009, M. Moorkamp et al. 2010, 2011], to better constrain our
inversion model. To this end we need to integrate new forward operators and partial derivative
matrices into our algorithm in order to have more than three datasets into our joint inversion
framework. The implementation of this technique for more than two datasets is not common,
and it promises to greatly improve the resolution of the final model.
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