Launched in December 2014 atop a Delta IV Heavy from the Kennedy Space Center, the Orion vehicle's Exploration Flight Test-1 (EFT-1) successfully completed the objective to stress the system by placing the un-crewed vehicle on a high-energy parabolic trajectory replicating conditions similar to those that would be experienced when returning from an asteroid or a lunar mission. Unique challenges associated with designing the navigation system for EFT-1 are presented with an emphasis on how redundancy and robustness influenced the architecture. Two Inertial Measurement Units (IMUs), one GPS receiver and three barometric altimeters (BALTs) comprise the navigation sensor suite. The sensor data is multiplexed using conventional integration techniques and the state estimate is refined by the GPS pseudorange and deltarange measurements in an Extended Kalman Filter (EKF) that employs UDU factorization.
G
Gravity gradiant The Orion vehicle, designed to take men back to the Moon and beyond, successfully completed its first flight test, EFT-1 (Exploration Flight Test-1), on December 5th, 2014. The main objective of the test was to demonstrate the capability to re-enter into the Earth's atmosphere and safely splash-down into the Pacific Ocean. This un-crewed mission completed two orbits around Earth, the second of which was highly elliptical with an apogee altitude of approximately 5908 km, higher than any vehicle designed for humans has been since the Apollo program. The trajectory was designed in order to test a high-energy re-entry similar to those crews will undergo during lunar missions. The mission overview is shown in Figure 1 .
Fig. 1 EFT-1 Mission Profile
The first of the two orbits starts with the conclusion of the first upper stage burn (SECO1);
towards the end of the first orbit, the upper stage ignites again to raise the apogee, the conclusion of this second upper stage burn (SECO2) places Orion on its final highly elliptical orbit. Following apogee the Orion capsule separates from the upper stage, from this moment on Orion is responsible for its own onboard Guidance, Navigation, and Control (GN&C) to safely take the vehicle to splashdown in the Pacific Ocean; although the absolute navigation system was active during the entire flight.
The objective of this paper is to document the performance of the absolute navigation system during EFT-1, which relies on the classic extended Kalman filter (EKF) [1] . A prior version of this work introduced the navigation design [2] , while pre-flight simulation performance was shown in Ref. [3] . The UDU factorization as introduced by Bierman is employed in the filter design [4] , and measurements are included as scalars employing the Carlson [5] and Agee-Turner [6] Rank-One updates. The possibility of considering only some of the filter's states (rather than estimating all of them [7] ) is included in the design [8] , and a method to eliminate low-elevation satellites is used that does not rely on a fixed masking angle.
This paper focuses on the performance of the EFT-1 absolute navigation system after lift-off and while incorporating GPS measurements. One of the EFT-1 mission goals was to test the new GPS receiver's clock stability, clock filter state restarts, and high altitude GPS processing.
This paper is organized as follows. First, the overall absolute navigation architecture is introduced, followed by the design of the 40 Hz propagator and the 1 Hz EKF. The introduction of the design is followed by the presentation of the actual flight data, and finally some conclusions are drawn.
II. Absolute Navigation Architecture
Two Orion Inertial Measurement Units (OIMUs), a GPS receiver (GPSR) and three barometric altimeters (BALTs) comprise the Orion sensor suite. The OIMUs provide integrated accelerometer and gyro data at high rate. The inertial state is propagated at 40 Hz and is updated by GPSR pseudorange (PR) and deltarange (DR) measurements at 1 Hz. The attitude of the vehicle is initialized by gyro-compassing, is updated with integrated velocity (IV) measurements while on the pad, and is updated with GPSR measurements, when available during flight.
The BALTs measurements are not incorporated into the navigation filter, but they are used as backups by the Navigation Fault Detection, Isolation, and Recovery algorithm (FDIR). In the event the GPSR fails or if the filtered solution has diverged, the FDIR logic autonomously selects the BALT output as the primary source of altitude. The logic accomplishes this by comparing the EKF covariance in the radial direction with a parameterized threshold value. FDIR also checks the filter's performance by monitoring the measurements' acceptances and rejections. Prior to launch the filter is initialized with the Coarse Align attitude and an inertial position derived from the current time and the coordinates of the pad. This pre-launch navigation phase is called Fine Align and the only measurement active in this mode is Integrated Velocity (IV), which is a pseudo-measurement consisting of a zero change of Earth-referenced position over a 1 second interval. GPSR measurements are not available during fine align. The main purpose of fine align is to better estimate the attitude.
The ascent phase is divided in two parts, the first when GPSR measurements are not enabled (Ascent Without GPS), and the second when they are (Ascent With GPS). The only difference between Fine Align and Ascent Without GPS is that the IV measurement processing is inhibited in the latter. The maximum number of processable GPS measurements is set to 12, which is a large enough number to obtain good performance while keeping the throughput reasonably low. The GPSR provides an estimate of the PR variance together with the measurement. The EKF uses this variance estimate together with a PR variance floor parameter which limits the minimum value of PR measurement variance used in incorporating the measurement into the filter.
Underweighting is applied when the estimated measurement has an uncertainty greater than 100 ft.
GPSR measurements are processed throughout the orbit phase and during entry when available.
A GPS blackout was expected and experienced during entry. In order to process latent GPS mea- Figure 2 . 
III. Filtered Navigator Design
The Filtered Navigator is a flight software CSU running at 40 Hz responsible for providing users with high rate inertial position, velocity, and attitude. The 1 Hz EKF also utilizes the propagated position, velocity, and attitude from FiltNav, but also need the IMU's accumulated ∆v and ∆θ measurements (both compensated and non-compensated) in order to compute the dynamics partials and the state transition matrix, which is needed by the EKF to propagate forward in time the estimation error covariance matrix.
A. IMU Measurements Accumulation
Accumulated IMU measurements and the attitude quaternion are buffered by FiltNav at 4 Hz in order to back propagate the EKF state and process latent measurements. The gyro measurement in the IMU case frame is given by
where T c b is the matrix that transforms Orion body coordinates into IMU case coordiantes. The compensated gyro measurement is obtained using the 1 Hz estimates of the gyro biasb g , scale factor errorsŝ g , and non-orthogonalityγ g , all three of these vectors are coordinatized in the IMU case frame. Define matrix Γ g , asΓ
where I 3 is the 3 × 3 identity matrix. The accumulated raw and compensated gyro measurements are initialized at zero and computed by FiltNav as
with the understanding that the following two epochs are the same: t k,0 = t k−1,N , where N is the last of the 200 Hz samples (either the fourth, fifth, or sixth). Notice that by adding quantities in different frames (the case frame rotates between one measurement to the next) an approximation is made. This approximation is deemed acceptable because these quantities are solely used in the calculation of partials of the dynamics and the covariance matrix, which is a linearized and approximated quantity in any case. This ∆θ buffers are not in the actual propagation of any state.
The raw accelerometer measurement is defined as the measurement in the IMU case frame
The compensated accelerometer measurement is obtained using the 1 Hz estimates of the accelerometer biasb a , scale factorsŝ a , and non-orthogonality/misalignmentξ a , all three these vectors are coordinatized in the IMU case frame. Define matrixΞ a , aŝ
The compensated accelerometer measurement in the inertial frame ∆v
The accumulated raw and compensated accelerometer measurements are initialized at zero and computed by FiltNav as
Only the accumulated raw measurement contains the approximation of adding quantities in slightly different frames (the case frame rotates between measurements), once again this approximation is deemed acceptable because these quantities are solely used in the calculation of the covariance matrix. The compensated accumulated accelerometer measurement, on the other hand, is used to propagate the state; however no approximation is made since the accumulation occurs in the inertial frame.
In order to reduce computations, gravity is only evaluated once a second and the 40 Hz inbetween values needed by FiltNav are calculated with a first order Taylor series truncation. FiltNav receives the gravity gradient G(r * ) and the quantity g(r * ) − G(r * ) r * from the EKF, where g is the gravity vector and r * is the vehicle's inertial position and the center of the Taylor series. These two quantities are used rather than g(r * ), G(r * ), and r * because it reduces overall computations (g(r * ) − G(r * ) r * is calculated only once per second instead of once per 40 Hz call) and because it reduces the amount of data exchanged between rate groups (r * is not passed from the EKF to FiltNav, only the delta state update is). All these quantities are calculated at the EKF calling time, hence they are nominally one second old when received by FiltNav and they are used to propagate position and velocity until they are almost two seconds old. The gravity at any location r is obtained truncating after the first-order in r as
This is the equation associated with the propagation of the state (position and velocity) and the covariance (of the position and velocity). This above approximation is found to be more than sufficient and the higher-order terms in the Taylor series are found to be smaller than the errors due to the truncation of the gravity field.
Define t 0 as the beginning of the time propagation step, and a 1 as
where a s (t 0 ) is the compensated sensed acceleration from the IMU, i.e. the accelerometer sculled measurement compensated with the known EKF estimates of the IMU errors and coordinatized in the inertial frame. Define a 2 as
FiltNav propagates position and velocity at 200 Hz using the following equations at each step
Finally, the attitude with respect to the inertial frame is propagated forward in time using the compensated gyro measurement. The IMU case-to-inertial attitude quaternion at time t k,j is denoted as q c→i (t k,j ), the quaternion is simply propagated with the quaternion multiplication
where ∆q c (t k,j+1 ) is the change in attitude from the current IMU case frame to the prior IMU frame, which is simply the opposite of the latest gyro measurement expressed as a quaternion. Notice that the gyro measurement is sample internally by the sensor at a very high rate and compensated for coning errors, therefore this propagation scheme is very accurate. The propagated Orion body attitude q i→b (t k,j+1 ) is simply obtained from the fixed IMU case to Orion body transformation
where the superscript " * " indicates the quaternion conjugate. Notice that the mounting error of the IMU with respect to the Orion body is unknown, therefore q b→i contains that additional error.
B. State Propagation
When FiltNav receives new EKF data, it updates its estimates of the IMU errors used for measurement compensation, resets the 4 Hz buffers, and updates its position, velocity, and quaternion states with the information from the filter. The EKF provides a state update (or delta state ∆X) which is one major cycle (nominally one second) in the past. Following standard linearization techniques, the delta state is propagated forward by the state transition matrix that FiltNav needs to calculate. The change in state X at time t k is obtained from a change in state at time t k−1 as
the nonlinear state dynamics isẊ = F(X, t), its Jacobian is
and the State Transition Matrix (STM) evolves aṡ
Since FiltNav operates at a fairly high rate, a first order approximation of the STM was used since sufficiently accurate to represent the dynamics, hence (the low rate EKF uses a higher order approximation)
hence the need to multiply the Jacobian matrix A and the state transition matrix Φ, this multiplication is done taking advantage of the known form of the two matrices.
The IMU error states are modeled as first-order Gauss Markov states, which are denoted as B,
so that the state-space is
where x is the 6 × 1 vector containing inertial position and velocity, the three dimensional multiplicative attitude error [15] 
is coordinated in the inertial frame rather than the Orion body frame for reasons that will be soon clear. Matrix A(t k ) is partitioned as follows
Since the elements of B are modeled as independent first-order Gauss-Markov processes,
is diagonal. Dropping all time dependencies for simplicity, the state transition matrix, Φ, can be partitioned, likewise, as
and it follows that
in the inertial frame is that produces A φφ = 0, which results in a state transition matrix with the following form
The gyro errors are updated directly and assumed constant during the one second FiltNav propagation in between major cycles, hence computation of Φ BB and the entire rows of the state transition matrix associated with it are not needed, since only position, velocity and attitude are updated.
The attitude update in FiltNav is given by
It is noticed that the attitude update at time t k is dominated by φ In summary, FiltNav receives an inertial attitude update already parameterized as a delta quaternion
and it updates its current estimate of attitude using the quaternion composition rulê
while position and velocity are simply updated aŝ
where Φ xX (t k , t k−1 ) is defined in Eq. (22).
IV. Extended Kalman Filter Design
The Extended Kalman Filter is a 1 Hz CSU responsible for incorporating the measurements into the filtered navigator solution.
The state vector components are divided in dynamic-states, X and parameter-states, B parameter-states and they differ from the other 11 states in that they are modeled as independent first-order Markov processes, therefore their time evolution is known analytically and does not necessitate numerical integration. In addition, their state transition matrix is also known analytically and it is very sparse, making their covariance matrix propagation extremely numerically efficient. The EKF's covariance is factorized using the UDU formulation, which has been successfully used in aerospace engineering applications for several decades. Orion utilizes the UDU factorization since it is very numerically stable. The UDU formulation factors the covariance matrix (which is symmetric) as
where U is a 35 × 35 Upper triangular matrix which has 1's on the diagonal and D is an 35 × 35
Diagonal matrix.
A. The Propagation Phase
The time propagation of position, velocity, and attitude was previously discussed and occurs in FiltNav. Accelerometer editing (or thresholding [9] ) is included in the EKF design but it was disabled. Accelerometer editing consists in using the accelerometer measurement to propagate the state only when it exceeds a predetermined threshold. The threshold is determined from the accelerometer's specification, the idea is not to include the measurement when most of what is measured is just sensor error. When the measurement is below the threshold, the EKF is capable of performing its own propagation independent of FiltNav. As a cost-saving measure, the inclusion of the low-g mode was eliminated from the EFT-1 IMU design, therefore the IMU provided a coarse measurement during the orbital phase originally intended only for the highly dynamic atmospheric phases. During EFT-1, Orion was attached to the upper stage for most of the orbital flight, venting from the large upper stage engine was significant and below the threshold, producing large accumulated position and velocity errors. Therefore the accelerometer threshold was set to zero and all accelerometer measurements were included in the state propagation.
The efficiency and robustness of the UDU formulation have been harnessed in the time-update of the covariance matrix. To propagate the covariance the State Transition Matrix is calculated. Integrating the STM and computing the propagated covariance with the discrete propagation formula is usually more computationally efficient than integrating the covariance Riccati equation directly, since the STM usually has a known sparse structure and can be often approximated with a truncated matrix exponential. This offers particular advantages in the case of the Orion Absolute Navigation
Filters since the majority of the states are independent first-order Gauss-Markov states and their state transition matrix is expressed analytically. Additionally, the STM for the GPS clock states is also known analytically. The UDU covariance propagation relies on a very efficient "rank one update" algorithm derived by Agee and Turner [6] .
Process noise is used to tune the filter. For the Orion Absolute Navigation Filter, the process noise enters the covariance update via the dynamic states and the parameter states. For the position and velocity, the process noise enters via the velocity state; the process noise represents the uncertainty in the dynamics, chiefly caused by mis-modeled (or unmodeled) accelerations. Since the accelerometers only measure non-inertial forces, gravity is modeled via a high-order gravity model. For the Orion Absolute Navigation filter, Earth's gravity is modeled by an 8 × 8 gravity field; higher-order spherical harmonics are neglected and hence are captured by the velocity process noise. Additionally, since the attitude rate states are not part of the filter, the attitude process noise enters via the gyro angle random walk. The IMU states are modeled as first-order Gauss-Markov processes and carry with them corresponding process noise parameters which are used in the tuning of the filter. Since the IMU errors were expected to be quite constant during the 4.5 hour flight, the time constant of these parameters was chosen as 4 hours, and the process noise was chosen such that the steady-state value of the Markov processes was equal to the vendor's specification.
B. The Measurement Update
As is routinely done, measurements are processed one-at-a-time. The performance of an EKF is dependent on the order in which one processes measurements [16] . The Orion EKF design obviates this fact by calculating all the measurement Jacobians at once with the a priori estimate and simply calculating a delta state update and only applying it to update the state once all the measurements at a given time are processed. The state update is accumulated in the quantity ∆X and it can be shown that this approach is mathematically equivalent to an extended Kalman Filter that employs a vector update to process all new measurements at once.
Evaluating the performance of GPSR was one of the EFT-1 objectives, and the EKF was purposefully tuned to be conservative in processing PR and DR measurements. The measurement standard deviations for PR and DR used in the filter are 60 ft and 3 ft, respectively, which are large enough numbers that the inclusion of satellite specific bias states was not necessary. The PR 60 ft value is actually a lower limit, a GPSR outputted value is used instead when this value exceeds 60 ft. The GPSR estimate of the measurement uncertainty contains the estimate of all errors (including atmospheric delays) except receiver clock errors. However, since atmospheric delays become significant for low-elevation satellites making the measurement error very strongly autocorrelated, these low-elevation satellites' measurements were not included in the filter. Because of the large range of altitudes at which GPSR operates during this flight, it is not possible to use a constant masking angle to exclude low-elevation satellites. Fig. 3 shows the approach used to mask low-elevation satellites. The elevation angle θ is calculated from the Orion position vector R 1 and the line-of-sight vector from Orion to the GPS Satellite R 2 as
The point of closest approach (P CA) is given by
the satellite is masked when P CA is below a user-defined threshold and cos θ is positive, this second condition protects against masking good signals when the Orion position is the point of closest approach (θ > π/2), (see right-hand side of Fig. 3 ). to be equal to the current filter epoch time, t k . To state it another way, the measurements do not come in at the current time. Thus, a situations arises where the filter has propagated its state and covariance to time t = t k from time t = t k−1 , and is subsequently given a measurement to be filtered (denoted by subscript m) that corresponds to the time t = t m , where
If ∆t = t m − t k is not insignificant, the time difference between the measurement and the filter state and covariance will need to be accounted for during filtering in order to accurately process the measurement. This can be done in much the same way a batch filter operates (see pages [196] [197] of Tapley [10] ). If the measurement at time t = t m is denoted as y m , the filter state at that time is given byx m ≡x(t m ), and the measurement model is denoted as h (x m , t m ), then one can expand the measurement model to first-order about the nominal filter state to get
where δx m = x m −x m and H m is defined as
The perturbed state at time t m , x m can be written in terms of the state at time t k via state propagation as follows
where ν m is process noise, so the measurement is computed as Upon taking the conditional expectation of the measurement equation and rearranging, the scalar residual m of the measurement is given by
The measurement partials that are used in the update, which map the measurement at time t m to the state at time t = t k , are given by
From the above discussion, it is evident that the quantities needed to update the state at time t = t k with a measurement from time t = t m are the nominal state back-propagated to the measurement time,x m , and the state transition matrix relating the two times, Φ(t m , t k ). Given these values, h (x m , t m ) and H m can be calculated and used to update state and covariance.
The nominal state at the measurement time is calculated by back-propagating the filter state from time t k to time t m at 4 Hz using buffered IMU data from FiltNav. The same 4Hz buffers are used to back propagate the transition matrix. The same propagation algorithms used in forward propagation are utilized for the back-propagation, with the exception that the smaller time step allows for a first-order approximation of the matrix exponential used to update the state transition matrix. Notice that the first order approximation did break under the parachutes due to very high rotational dynamics, to mitigate this fact, measurement processing was inhibited in EFT-1 during high dynamics phases.
Measurement Underweighting Measurement underweighting has long been standard practice in human-rated on-board navigation since Apollo [11] . This is used in lieu of a second-order measurement update which is used in the so-called second-order EKF, which is more computationally expensive. Underweighting is needed when accurate measurements (such as GPS) are introduced at a time when the a priori covariance (particularly of the position and velocity states) matrix is large.
In the case of GPS measurements, the update to the position and velocity states would result in the covariance matrix associated with these states 'clamping' down too fast, resulting in an unrealistically small uncertainty compared to the actual covariance matrix. This undesired behavior can result in rejection of subsequent valid measurements. The underweighting factor decreases the rate at which the covariance decreases, essentially approximating the second-order terms of the Taylor series which are not explicitly included in the EKF. Underweighting is typically implemented during the Kalman Gain calculation by
However, the implementation is complicated when using the UDU formulation described earlier in this paper. The Orion team has implemented a simple new formulation to allow this. It is observed that the effect of underweighting can also be described as simply an additional measurement noise.
In the Orion EKF, the underweighting correction is simply added to the measurement noise prior to the UDU update.
Thus, the result of applying underweighting adds robustness to cases where relatively accurate measurement updates are processed in the presence of large navigation errors and large uncertainties.
EFT-1 employed a coefficient of 0.2 on both PR and DR, and underweighting was applied when
, 000 ft 2 for any given measurement.
Measurement Editing
The Kalman filter state update is the linear combination of two components, the prior estimateX
The measurement residual is the difference between the actual measurement y and the value of the measurement as predicted by the filter, h(x − ). The larger the residual, the larger the discrepancy between the actual measurement and the filter's prediction of it, and as a consequence the larger the measurement update. The residual is scaled by the Kalman gain K, which for a scalar measurement is given by
where W is the residual variance. When the measurements are linear W corresponds exactly to the variance of the residual. From Eq. (41), it follows that the larger the uncertainty of the prior state (P), the larger the update, conversely, the larger the uncertainty of the residual W , the smaller the update.
Knowledge of the residual and its expected variance by the filter allows monitoring of their con- Any state except position, velocity, and clock errors can be considered rather than estimated in the Orion EKF. In order to describe how consider states are incorporated the state-vector X k is partitioned into the n s "estimated states", s, and the n p "consider" parameters, p. It is important to distinguish the "consider parameters" in this section from the "parameter state" in the filter design.
A consider parameter is simply an element of the EKF state that is propagated only. It is not updated with the measurement; its effect is only considered. As previously explained, a parameter state is simply a state modeled as a first-order Markov process. Every dynamic state or parameter state is allowed to be considered with the exception of position and velocity. Hence for the purpose of this discussion, the state vector (including both dynamic states and parameter states) is partitioned as:
subscripts k indicating the time step are omitted for the rest of this section for ease of notation, the estimation error covariance matrix can be similarly partitioned
where K opt is the optimal Kalman gain computed for the full state, X. Therefore, choosing K s such that K s = K s,opt and K p arbitrary, the a posteriori covariance matrix is [8] 
This equation is valid for any value of K p . Notice that there is no K p in the off-diagonal blocks (correlation terms) of the covariance matrix. Therefore, what is remarkable about this equation is that once the optimal K s is chosen, the correlation between s and p is independent of the choice of
In its essence, the consider parameters are not updated; therefore, the Kalman gain associated with the consider parameters, p, is zero, i.e. K p = 0 1. When using the Schmidt-Kalman filter, the a priori and a posteriori covariance of the parameters (P pp ) are the same.
2. The a posteriori covariance matrix of the states and the correlation between the states and the parameters are the same regardless of whether one uses the Schmidt-Kalman filter or the optimal Kalman update Therefore, the consider covariance, P + con is
Of course, the "full" optimal covariance matrix update is
The UDU formulation, while numerically stable and tight, is quite inflexible to making any changes in the framework. The measurement update, expressed in terms of the consider covariance [8] , is
where S is an n x × n x matrix (defining n x = n s + n p , where n x is the total number of states, n p is the number of consider states, and n s is the number of "non-consider" states) defined as
Since scalar measurements are processed, W = 1/α is a scalar and K opt is an n x ×1 vector. Therefore SK opt is an n x × 1 vector. Therefore, solving for the consider covariance,
Eq. (46) has the same form as the original rank-one update i.e. P + = P − + caa T hence the Agee-Turner rank one update is used.
Therefore, the procedure is as follows: first perform a complete rank-one measurement update with the optimal Kalman Gain (K opt ) with the Carlson rank-one update on the full covariance matrix. Second, perform another rank-one update with a = SK opt and c = W , according to the Agee-Turner rank-one update. While this capability exists in the Orion navigation flight software, it was not used in EFT-1.
V. Absolute Navigation Performance
This section shows the onboard navigation telemetry data from the EFT-1 flight. At various points during the flight Orion was tracked from ground stations, and the solution was evaluated by mission control to verify the performance of the onboard navigation system. All these checks compared very favorably to the onboard solution, demonstrating good performance. The ground navigation measurements were combined with all the GPS measurements into a Kalman smoother to obtain a Best Estimated Trajectory (BET) of EFT-1 [12] . The overall performance of the onboard navigation solution compared to the BET is shown in Ref. [13] . In order to confirm that the filter re-converged properly after measurement outages, the best indicator are the residuals shown in Figure 6 for both pseudorange and delta range, the residuals of all measurements processed are shown together, the bottom sub-plot shows the total number of pseudorange measurements available. After each outage, the residuals start significantly larger and then re-converge to the smaller values. GPSR performed very well during the flight [14] , and proved to be very reliable tracking satellites all the way through apogee. After the outage due to CMsep, the residuals jump to 400 ft, almost entirely a combination of the receiver clock bias error and the position estimation error. Figure 7 shows the covariance of the clock bias and drift states. Figure 8 shows the pseudorange and delta range measurement residuals scaled by the filter's predicted standard deviation. It can be seen that the predictions are conservative compared to the actual residuals, as the PR residuals go outside 1 σ predictions only once after blackout and they almost always are below 0.5 σ, and the rejection threshold is 5 σ. The DR residuals are tuned even more conservatively, as they always stay below 0.3 σ. This feature was expected and the performance was as intended. This design choice is due to the desire to test the new GPS receiver with the mission. The GPSR estimate of the pseudorange uncertainty was used unless a value below 60 ft was output. The receiver produced conservative estimates of the errors that included errors due to atmospheric delay. Figures 10 and 11 shows pseudorange and delta range accept/reject counters, they show no rejected measurements for the entire flight. This fact is due to the excellent performance of the GPSR and because the filter was tuned conservatively with its measurement noise. Each line represents the number of accepted measurement for each of the 32 GPS satellites. No delta range measurement was processed after parachute deployment, the reason is the filter was tuned to process delta range only after 30 successful pseudorange measurements from the same satellite were processed. During this high dynamic phase of flight, the consecutive number of processed pseudorange measurements never reached 30.
VI. Conclusions
This paper documents the design of the Orion Exploration Flight Test 1 absolute navigation system and presents its performance during the flight. One of the flight objectives was to test the entry system, which includes the onboard navigation using global positioning system (GPS) and inertial measurement units (IMUs). Characteristics of the design were introduced, including the concept of navigation channel that allows for transient-less recovery from an IMU failure, a low-elevation GPS satellite masking scheme, inclusion of underweighting and consider states in the upper triangular-diagonal covariance factorization framework, and the interactions between two navigation rate groups. Data from the flight are shown to validate the design choices, and these data illustrate a flight in which the absolute navigation system performed as expected and produced a good state to guidance and control. One of the flight objectives was to test a new GPS receiver, the GPS measurement were therefore purposefully de-weighted in the filtered solution. No issues were detected in the GPS receiver performance, which in fact tracked more than three satellites all the way through apogee, beyond what was expected. No measurement rejections occurred in the filter due to a combination of good receiver performance and conservative tuning of this measurement.
