voltage-gated sodium channels; computer modeling; patch clamp; neuron; Markov model THE VOLTAGE-GATED SODIUM CHANNEL (VGSC) Na v 1.7, which is preferentially expressed in nociceptors, was recently linked to human pain disorders (Yang et al. 2004; reviewed in Dib-Hajj et al. 2010; Lampert et al. 2010) . Point mutations in Na v 1.7 underlie the chronic pain syndrome inherited erythromelalgia (IEM) that leads to excruciating burning pain in patients' limbs (Lampert et al. 2010) . IEM mutations produce a hyperpolarizing shift in the voltage dependence of Nav1.7 activation, inducing the channel to open at lower potentials. This may explain the increase in excitability observed in dorsal root ganglia (DRG) neurons transfected with Na v 1.7 carrying IEM mutations (Cummins et al. 2009; Han et al. 2009; Harty et al. 2006; Rush et al. 2006) .
VGSCs are composed of four domains, each containing six transmembrane segments (S1 to S6). Because the crystal structure of Na v 1.7 is unknown, we have no exact information on the channel's three-dimensional architecture. Therefore, it has been challenging to explicitly determine the correlation between the IEM mutations and their effect on the channel's conformational states or gating dynamics.
Because voltage-gated potassium channels are assumed to share most of their three-dimensional structure with VGSCs, data from their published three-dimensional structures, such as the Streptomyces lividans potassium channel (KcsA), were previously used as a template for homology modeling of transmembrane regions of VGSCs (Doyle et al. 1998; Jiang et al. 2002; Uysal et al. 2009 ). This provided new insight into the docking sites of channel blockers, ion selectivity, pore gating, and the coupling of voltage-sensor domains to channel opening (Cestele et al. 2006; Lampert et al. 2008; Lipkind and Fozzard 2008; O'Reilly et al. 2006; Scheib et al. 2006; Tikhonov and Zhorov 2005) .
Homology modeling of Na v 1.7 combined with mutagenesis experiments revealed that F1449 mutation in erythromelalgia most probably contributes to the channel's activation gate hyperexcitability. The F1449V mutation decreases the stability of the channel's closed state, apparently by disrupting a hydrophobic interaction at the intracellular edge of the channel pore (Lampert et al. 2008) . Fluorescence resonance energy transfer (FRET) experiments on Na v 1.4 suggested that the four domains of VGSCs free the permeation pathway in a sequence, starting with the S6 of DIII, followed by those of DII, DI, and finally the S6 of DIV (Chanda et al. 2004; Chanda and Bezanilla 2002) . The F1449V mutation is located at the cytosolic end of S6 of DIII and may therefore interfere with the first opening step of Na v 1.7 (Lampert et al. 2008) . Thus understanding the gating mechanism of Na v 1.7 would be expected to benefit from detailed kinetic modeling of the WT and mutant channels.
The dominant paradigm for modeling voltage-gated ion channel kinetics over the past 60 years is based on the seminal experiments of Hodgkin and Huxley (Hodgkin et al. 1952 ). However, a more detailed picture of the mechanisms underlying membrane excitation has emerged over the years, emphasizing several disagreements with the Hodgkin-Huxley model. Nevertheless, the Hodgkin-Huxley model still dominates in many simulations of neuronal physiology, mostly due to its ease of use and conceptualization, as well as the relatively small number of free parameters needing estimation to quantify channel behavior. Most models proposed to replace the Hodgkin-Huxley model still use the same kinetic formalism and, like the classical Hodgkin-Huxley paradigm, are satisfactory in explaining only certain aspects of channel behavior while failing in others. For example, the classical Hodgkin-Huxley paradigm does not consider interactions between varying kinetic states, particularly interactions between activation and inactivation (Armstrong and Bezanilla 1977; Goldman and Schauf 1972) , and only one inactivated state is available.
Markov models, although much used in recent decades, are usually not as intuitive as the Hodgkin-Huxley model and are commonly more complicated (Clancy and Kass 2004; Patlak 1991) . Some Markov models still make the same assumptions as the Hodgkin-Huxley model, allowing for a small number of identical transition rates from one state to the next or simple multiplications thereof. (Armstrong 2006; Baranauskas and Martina 2006; Milescu et al. 2008) . Although most Markov models may provide a good representation of the phenotypes of channel behavior, they usually do not provide any further information on the possible conformations of the channel protein (Armstrong 2006; Chanda et al. 2004; Chanda and Bezanilla 2002) . This is particularly the case in models assuming transitions that fit the phenotype but necessitate moving through states that cannot be occupied; e.g., some model formalisms necessitate transitions from their inactivated states to their initial closed state via their open state assuming, therefore, that under all stimuli in order for the channel to return to its initial closed state, it must reopen (Menon et al. 2009 ). Although some VGSCs express a resurgent current (Bean 2005; Raman and Bean 1997) , it does not manifest under all conditions and all channels. As a result of their construct, although these models can produce good fits to recorded data, they may lead to artifactual results under more physiological stimulations and distort the predictions of in silico neuronal models.
Kinetic modeling describes channel gating without examining exact structural changes at the protein level. Fitting the parameters of a proposed Markov model to recorded current traces may illuminate state occupancy and the propensity of the channel to move between these states. Different model formalisms may provide for a better fit for the target data; these models may also be differentiated by their ability to predict current behavior under protocols that were not used as target data for fitting. In the case of a known mutation, such as the F1449V erythromelalgia mutation, inclusion of the number of states, the transition rates, and changes induced by the mutation may provide useful information about the likely conformational changes underlying the kinetic gating processes of the channel.
Based on the available information on VGSC structure, especially on Na v 1.7, our aim was to find a kinetic model that describes the general changes in channel conformation and expresses the differences between the WT and F1449V Na v 1.7 channels. VGSCs at rest need to traverse several nonconductive states until they reach a conformation that allows sodium ions to flow through the pore. Our aim with this study was to find the simplest kinetic model to describe currents through Na v 1.7. The elementary states of such a model must include at least one inactivated state. The model must also be sufficiently flexible to describe the currents through Na v 1.7 carrying the single point mutation F1449V. We chose this mutation because it occurs naturally and causes a human disease.
We designed 12 different Markov models and focused on their potential physiological relevance, such as their ability to produce action potentials when introduced into a simulated neuron. We sought a possible representation of conformational states related to probable structural changes occurring during channel gating. Multiple sets of recordings from WT and the F1449V mutation type were used to fit various models of the channels' kinetics to produce a model that is possibly relevant to the known structural changes and kinetic differences between the WT and mutated channels and to shed light on both previously suggested and less studied kinetic interactions of the pore.
MATERIALS AND METHODS
Electrophysiology. Electrophysiological methods have been described in detail (Lampert et al. 2008) . Recordings used to generate the models were obtained from human embryonic kidney (HEK-293) cells transiently transfected with the TTX-resistant version of human Na v 1.7 (NS; neo-short, containing neonatal exon 5 and short loop 1) and its single-point mutant, F1449V. The pipette solution contained (in mM) 140 CsF, 10 NaCl, 1 EGTA, and 10 HEPES at 302 mosmol/kgH 2 O (pH 7.4, adjusted with CsOH), and the extracellular bath contained (in mM) 140 NaCl, 3 KCl, 10 glucose, 10 HEPES, 1 MgCl 2 , 1 CaCl 2 , and 0.0003 TTX at 310 mosmol/kgH 2 O (pH 7.4, adjusted with NaOH). TTX was added to the bath solution to block all endogenous VGSCs that might be present in HEK-293 cells (Cummins et al. 1993 ) and thereby permitted study of Na v 1.7R in isolation. All currents were acquired using Pulse software (HEKA Electronics, Lambrecht/Pfalz, Germany), filtered at 10 kHz, and sampled at a rate of 100 kHz, unless stated otherwise. All recordings were conducted at room temperature (ϳ21°C). The pipette potential was adjusted to zero before seal formation, and the voltages were not corrected for liquid junction potential. Capacity transients were canceled, and series resistance was compensated at 10 s by 65-95%. Leakage current was subtracted digitally online using hyperpolarizing potentials applied after the test pulse (P/4 procedure).
Activation and steady-state fast inactivation traces were obtained with the protocol shown in Fig. 2A . Four and three different patch recordings from wild-type (WT) and F1449V, respectively, were used for computer modeling. The best fit model parameters were averaged between the sets of recordings per WT or F1449V and were used to describe the chosen model. The sampling rate for fast inactivation traces was set to 50 kHz. The rate of deactivation was measured using a short (0.5 ms) depolarizing pulse to Ϫ20 mV, followed by a 50-ms repolarizing pulse to potentials ranging from Ϫ100 to Ϫ40 mV (see Fig. 2C for protocol). Deactivation recordings were sampled at 100 kHz and filtered at 30 kHz.
Simulation environment. We used a genetic algorithm (GA) (Gurkiewicz and Korngreen 2007) . The models and stochastic search algorithm were programmed using NEURON 7.1. Simulations were run on a Linux cluster with 168 central processing units sharing the same network file system (NFS). One of the machines functioned as a master, submitting and managing the jobs using the ParallelContext class of NEURON over an MPICH2 ring spanning the other computers. Ion channel models were implemented using the NMODL extension of NEURON. Results were analyzed using custom procedures written in IgorPro 6.02A (Wavemetrics, Lake Oswego, OR).
Genetic algorithm. A GA is a search algorithm based on the mechanisms of Darwinian evolution. It uses random mutation, crossover, and selection operators to breed better models or solutions (individuals) from an originally random starting population (Mitchell 1996) . In this study, we started each search with a random population 30 times larger than the number of free parameters in the fitted model, as previously described (Gurkiewicz and Korngreen 2007) . Each individual in the population described a parameter set, and the model was evaluated for each of them. A search space was defined for each parameter; this avoided parameter combinations causing instability in the set of differential equations while covering most of the physiological range expected for the parameters. Thus, for rate constants (a), the range was set from 10 Ϫ6 to 100 s Ϫ1 ; for voltage dependence parameters (z), from 10 Ϫ6 to 100 mV Ϫ1 , and for conductance, from 1 to 20 pS/m 2 . After initial estimation by the algorithm, maximal conductance values were fixed prior to final modeling. Limitations inherent in NEURON prevented the automatic constraining of the optimal model. Therefore, the designing and calculation of microscopic reversibility within each model were done by hand, whereas the GA constrained the rate constants for each individually designed model.
The population was sorted according to the value of the cost function of each individual (Eq. 1), and a new generation was created using selection, crossover, and mutation as operators. Selection used a tournament in which two pairs of individuals were randomly selected and the individual with the better score from each pair was transferred to the next generation. This procedure was repeated N/2 times (where N is the size of the population) until the new population was full. The one exception to this selection process (and later to the crossover and mutation operators) was the best individual, which was transferred unchanged to the next generation to prevent genetic drift.
Each pair selected for transfer to the new population was subjected to a one-point crossover operator with a probability of 0.5. After the new population was created, each parameter value in the new population was subjected to mutation with a probability of 0.01. This allowed the creation of double and even triple mutations in the same individual, albeit at low frequency, thus increasing variability in the new population. As previously described (Gurkiewicz and Korngreen 2007) , two types of mutation operators were used. The first was a substitution of the parameter value with a random value drawn from a flat random number distribution that spanned the entire search space of the parameter. The second mutation operator was a relative operator that changed the value of a parameter relative to its current value using a random number drawn from a Gaussian distribution centered on the current value of the parameter with a relative variance of 5%.
Ideally, the termination criterion should be that some cost function reaches a value of zero. In practice this is not possible due to the biological noise surrounding the target data. Instead, the algorithm was run for 10,000 generations with run times ranging between 23 and 43 h for models containing 16 -30 parameters. After the GA run was stopped, the data were run through a hill-climbing Principle Axis algorithm (PrAxis) (Press 2002) , which is part of the NEURON simulation environment. The combined convergence of the GA and PrAxis was used to estimate the ability of each model to reproduce the data.
The cost function calculated root mean distance between the target and the test ionic current:
where T is the target data set, t is the test dataset, N is the total number of points in each ionic current trace, and M is the number of voltage-clamp sweeps simulated in the model. To rank the ability of various models to fit the data, we used the log error ratio (LER):
where A and B are the sum of squared errors for fitting the data to models A and B, respectively (Horn 1987) . Equation 2 applies in theory to models containing a similar number of parameters. Differences in the number of parameters can be corrected for by using the asymptotic information criterion AIC ϭ 2(NP A Ϫ NP B )/n (Akaike 1974) , where NP A and NP B are the number of free parameters in each model and n is the number of data points. In this study a large data set with ϳ30,000 data points was used for fitting. Therefore, the AIC correction was small and not applied in the calculations. LER values are reported, taking NaG.3e as a reference (Table 1) . The LER was used to assess and compare the ability of each model to predict the behavior of the channels under various stimuli. The model was used to simulate protocols not used during the fit. The model prediction was compared with data recorded using the same protocols from the patches corresponding to those used to fit the data. The values were then evaluated for each stimulus and LER was calculated.
Models that showed low LERs for both target ( Ͻ 1e4) and prediction ( Ͻ 5e4) protocols were further evaluated by simulations of current-clamp protocols (Dib-Hajj et al. 2005 ) aimed at evoking action potentials. Models that did not fit both these criteria are not shown or discussed.
Channel models. The models used to generate simulated currents are described in Fig. 1 . All models were designed as Markov chain models with a varying number of closed and inactivated states and one open state. To maintain the physiological relevance of these channel models, direct transitions between closed and inactivated states were allowed for in all models. g Na was the channel's conductance, whereas g Na was the maximal conductance. Rate constants were defined as
where g Na was defined in pS/m 2 and i Ͻ j. As previously mentioned, the g Na were evaluated by the algorithm for each protocol during the fit and then fixed during final modeling to decrease the number of free parameters, as previously described (Keren et al. 2009 ). This was done to circumvent errors arising from phenomena such as channel rundown that sometimes occur during voltage-clamp recordings when the number of viable channels decreases throughout the recording process, resulting in a smaller maximum conductance. They were then manually adjusted when the models were incorporated into the prediction protocols. Further manual adjustment was done when microscopic reversibility was implemented in each model (Colquhoun et al. 2004) .
For current stimulations, each channel model was incorporated into a single-compartment cylindrical neuron with length and diameter of 20 m and a passive conductance of 0.334 pS/m 2 . For action potential simulations, several potassium conductances were tested (Gurkiewicz and Korngreen 2007; Korngreen and Sakmann 2000) . Little difference was found between the performance of the constrained Na v 1.7 models with each potassium conductance. Therefore, for the simulations shown, the potassium conductance from Mainen et al. (1995) was added to this neuron. The maximal conductance values for both sodium and potassium were modified throughout the simulation from 20 to 10,000 pS/m 2 in an attempt to find the best combination that would produce an action potential. The final values for potassium conductance were K rev ϩ ϭ Ϫ90 mV and G K ϩ ϭ 2,000 pS/m 2 . Current injections from 30 to 1,500 pA were tested on the neuron model when attempting to create action potentials.
RESULTS
We designed 12 different Markov models (Fig. 1) , of which the most basic model tested (designated NaG.1, Fig. 1 Results from an electrophysiological study of the erythromelalgia mutation F1449V suggest that this mutation eases the opening of the pore by allowing the pore-occluding S6 segments to move more easily out of the permeation pathway (Lampert et al. 2008) . At least two to three of the four available S6 segments must move out of the permeation pathway before ions can flow through the sodium channel (Armstrong 2006; Chanda et al. 2004; Chanda and Bezanilla 2002) . Since the occupancy or the transition between these states seems to be the major difference between WT and the F1449V mutation, the two-closed states model was extended to a three-closed states design (designated NaG.1e, Fig. 1 ). This allowed more precise monitoring of differences in closed-state occupancy.
NaG.1 and NaG.1e were incorporated into a single-compartment neuron (see MATERIALS AND METHODS) containing reversal potentials for the sodium conductances estimated from the experimental data. A main feature of VGSCs is their extremely fast activation followed within milliseconds by fast inactivation. NaG.1 and NaG.1e were fitted to whole cell voltageclamp recordings of activation and fast inactivation data from HEK cells transiently expressing Na v 1.7 WT or F1449V (black traces in Fig. 2, A and B; see insets for protocols). Both models expressed a reasonable fit to each data set, as can be seen from the good alignment of the fit with the original patch-clamp data in Fig. 2, A and B (red trace, shown for WT configuration), and the relatively low LER value (a measure for relative fit quality, Table 1 ).
When fitting our models, we did not use recordings designed for the determination of deactivation of sodium currents. Therefore, we could use this voltage protocol as a test for the quality of our models. The blue traces in Fig. 2C show the currents produced by NaG.1e in WT configuration, overlaying the black deactivation recordings from the same WT patch used for fitting the model. Neither NaG.1 nor NaG.1e produced an acceptable level of prediction for the deactivation currents, as can be seen from their poor LER value in Table 1 . Fig. 2 . Fits of NaG.1e to Na v 1.7 WT data and predictions from the model. A: the activation traces represent inward currents (black) recorded from a human embryonic kidney (HEK) cell expressing Nav1.7 WT in response to a 10-s prepulse to Ϫ120 mV, followed by a 40-ms pulse to voltages between Ϫ100 and ϩ60 mV at 5-mV increments. The algorithm fit, using the same stimulation protocol (inset), is shown in red. B: fast inactivation traces (black) were recorded in response to a 500-ms prepulse to voltages between Ϫ130 and Ϫ10 mV at 10-mV increments, followed by a 40-ms pulse to Ϫ10 mV. The algorithm fit, using the same stimulation protocol (inset), is shown in red. C: deactivation currents (black) were recorded in response to a 10-s prepulse to Ϫ120 mV, followed by a 500-s pulse to Ϫ20 mV, and ending with a 50-ms pulse to voltages between Ϫ100 and Ϫ30 mV at 5-mV increments (see protocol, inset). The model prediction is shown in blue. Part of the data used for fit and prediction is omitted for clarity. D: failed attempts to generate action potentials with NaG.1e. The singlecompartment neuron was stimulated by a 40-ms current pulse of 150 pA, producing subthreshold behavior. A similar 1,500-pA current pulse also failed to produce an action potential.
A good kinetic model should be able to reproduce known characteristics of the channel it is simulating, including expected changes of action potential firing in cells expressing this channel. NaG.1 and NaG.1e were separately incorporated into the single-compartment neuron containing an additional potassium conductance and then tested for their ability to produce action potentials. A 40-ms square current pulse of 150 pA was applied to both the WT and F1449V model configuration of NaG.1 and NaG.1e. Neither model produced action potentials with full overshoot (Fig. 2D for WT configuration) .
Because NaG.1 and NaG.1e proved unsatisfactory and because Na v 1.7 is known to show both fast and slow inactivation distinguishable by their time constants for onset and recovery (Hille 2001) , we expanded the models by adding one or more inactivated state. All 10 new models were fitted on whole cell patch-clamp data from WT and F1449V as for NaG.1 and NaG.1e, and the results were tested by simulating deactivation traces. NaG.3e (highlighted in Fig. 1 ) revealed the best results (Table 1) , shown in Fig. 3 as red fitting traces and blue prediction traces.
The F1449V mutation induces known biophysical gating changes in DRG neurons and HEK cells (Dib-Hajj et al. 2005) . We tested the ability of the new models to reproduce the current-voltage relations of the target data. Again, NaG.3e Fig. 3 . Fits of NaG.3e to Na v 1.7 WT and F1449V data and predictions from the models. A and B: the activation traces (black) for WT (A) and F1449V configurations (B) were recorded in response to a 10-s prepulse to Ϫ120 mV, followed by a 40-ms pulse to voltages between Ϫ100 and ϩ60 mV at 5-mV increments. The algorithm fit, using the same stimulation protocol, is shown in red. C and D: fast inactivation traces (black) for WT (C) and F1449V configurations (D) were recorded in response to a 500-ms prepulse to voltages between Ϫ130 and Ϫ10 mV at 10-mV increments, followed by a 40-ms pulse to Ϫ10 mV. The algorithm fit, using the same stimulation protocol, is shown in red. E and F: the deactivation currents (black) for WT (E) and F1449V configurations (F) were recorded in response to a 10-ms prepulse to Ϫ120 mV, followed by a 500-s pulse to Ϫ20 mV, and ending with a 50-ms pulse to voltages between Ϫ100 and Ϫ30 mV at 5-mV increments. The model prediction is shown in blue. Part of the data used for fit and prediction is omitted for clarity.
produced the best results. Figure 4A shows the averaged relative conductance of the NaG.3e model channels plotted versus the membrane potential. The activation half-voltage for the WT configuration of NaG.3e was Ϫ20.7 Ϯ 0.1 mV, and that of the F1449V configuration was Ϫ26.0 Ϯ 0.1 mV (slope factor was 7.6 Ϯ 0.1 and 6.9 Ϯ 0.1, respectively). These values correspond with the averaged values of the data used for simulation, where the WT activation half-voltage was Ϫ20.9 Ϯ 2.6 mV and that of the F1449V was Ϫ26.9 Ϯ 1.0 mV (slope factor was 7.4 Ϯ 0.4 and 6.6 Ϯ 0.7, respectively). The 5.3-mV shift in half-maximal activation corresponded well with the target data, which showed a 6-mV shift (Lampert et al. 2008) .
Current rise time for NaG.3e in WT and F1449V configuration was evaluated by analyzing the time-to-peak durations of the model from onset of a voltage pulse to the current peak at the activation potentials tested (Fig. 4B ). Similar to activation, the difference in time to peak between WT and F1449V were comparable to previously described patch-clamp results (Lampert et al. 2008) : the rise time for WT at Ϫ10 mV was about 120 s slower than for the F1449V configuration (430 Ϯ 20 s for WT and 310 Ϯ 30 s for F1449V, corresponding to the averaged target data values of 406 Ϯ 91 and 303 Ϯ 50 s, respectively).
Simulating fast inactivation behavior with NaG.3e (Fig. 4C ) resulted in average half-maximal voltage of Ϫ71.5 Ϯ 0.2 mV for the F1449V configuration, a value that is more depolarized than for the WT configuration (Ϫ76.9 Ϯ 0.1 mV); the slope factor was 5.7 Ϯ 0.2 and 6.0 Ϯ 0.1, respectively. Patch-clamp studies also revealed a shift of steady-state fast inactivation to more depolarized potentials (Dib-Hajj et al. 2005) , underscoring the closeness of fit for NaG.3e. Table 2 summarizes the kinetic differences between the WT and F1449V models. Again, these averaged values correspond with the averaged half-maximal voltage target data values of Ϫ78.4 Ϯ 3.7 mV for WT and Ϫ74.0 Ϯ 2.1 mV for F1449V; the slope factors were 5.8 Ϯ 0.1 and 5.7 Ϯ 0.3, respectively. Figure 4D uses shading to code the differences in transition rate between the F1449V and the WT configuration of NaG.3e at a test potential of Ϫ74 mV, which is the approximate average of the half-maximal voltages of inactivation. Transitions marked with light gray arrows indicate that the transitions of the F1449V configuration of NaG.3e were at least three times faster than those in the WT configuration, whereas the Fig. 4 . Kinetic differences between the WT and F1449V configuration of NaG.3e. A: voltage dependence of activation for the Na v 1.7 WT and the F1449V configurations of NaG.3e. Conductance curves were deduced from current-voltage traces, normalized, and fitted with a sigmoid function g ϭ base ϩ max/[1 ϩ exp(V 1/2 Ϫ V m /z)], where g is conductance, V 1/2 is activation half-voltage, V m is membrane potential, and z is a voltage dependence parameter. The target data for the fits in A-C is as shown and described in Fig.  3 and in Lampert et al. (2008) . The error bars show standard deviation. B: voltage dependence of time to peak is shown for step depolarizations from a holding potential of Ϫ120 mV to the indicated voltages. C: voltage dependence of steady-state inactivation. Conductance curves were fitted with a sigmoid function. D: shaded arrows are used to code representation of transition rate (k) differences between the WT and F1449V configurations of NaG.3e at Ϫ74 mV. Light gray arrows represent 3ϫ faster transitions in model kinetics in F1449V than WT; dark gray arrows represent 3ϫ slower transitions in F1449V than WT; and black arrows represent transitions that did not show a significant difference in speed in the 2 models. Table 2 summarizes the kinetic differences between the WT and F1449V models. transitions marked with dark gray arrows indicate a decrease of the same order or more; black arrows represent transitions that did not show a significant change. It is apparent that the F1449V model transitions from the closed to open state much faster than the WT model. Furthermore, at these hyperpolarized voltages, the F1449V model is more inclined to transition to the inactivated states. In addition, although the transition rates between I 1 and I 2 are slower for the F1449V model than those for the WT model, the ratio between the transition rates from I 1 to I 2 and back is more than five times favorable toward I 2 in the F1449V model than in the WT model. The constrained parameters of both WT and F1449V model configurations are listed in Table 3 .
Several of the suggested channel models, such as NaG.1e and NaG.3e, appeared to fit the WT and F1449V data well as shown by their LER values in Table 1 . We attempted to discern whether the differences in parameters between the two models are statistically significant. However, standard statistical tests could not be used, because they assume a specific distribution of parameters, and the distribution of each one of the parameters in our models is unknown and will remain so even if the sampling pool is increased by an order of magnitude. We therefore applied a rank sorting test (RST), with the values for each parameter from all patches sorted according to their size. Parameters for which values that belonged to the same model (WT or F1449V) remained grouped after sorting were given the value ϩ, whereas others were designated Ϫ. The RST values appear next to each parameter in Table 3 .
Because the basic kinetics of NaG.3e correlate well with the previously reported electrophysiological properties of the WT and mutated channels, we next simulated neuron firing behavior by incorporating NaG.3e into the single-compartment neuron containing a potassium conductance (Mainen et al. 1995) . Using either the WT or F1449V configuration of NaG.3e, square depolarizing current pulses of 80 -500 ms generated between 1 and 12 action potentials (Fig. 5) depending on the configuration.
Action potentials were produced using the WT configuration of NaG.3e in the single-compartment neuron with a 130-pA current pulse ( Fig. 5A ; amplitude 94.3 mV, half-width 0.75 ms). Conversely, in the F1449V configuration of NaG.3e, current pulses as low as 60 pA produced action potentials with an amplitude of 115.0 mV and half-width of 0.695 ms (Fig.  5B) . These phenotypes are similar to the observations in DRG neurons, a cell type where Na v 1.7 is expressed in vivo, after transfection with WT or F1449V channels (Dib-Hajj et al. 2005) , where equivalent current injection of 60 pA induced action potentials in F1449V while producing only subthreshold membrane excitation in DRG neurons expressing WT Na v 1.7 (see Fig. 6 , A and B, in Dib-Hajj et al. 2005) .
We observed a difference in voltage threshold for action potential generation in NaG.3e between WT (Ϫ47.0 mV) and F1449V (Ϫ54.5 mV), which was not detected in transfected DRG neurons (Dib-Hajj et al. 2005 ). This 7.5-mV difference in action potential threshold between WT and F1449V in our simulation and the difference between the thresholds shown and that which is commonly found in DRG neurons (ϳϪ22 mV) were most likely due to the simplicity of the singlecompartment neuron, which used only two active conductances. DRG neurons express many more active conductances that contribute to and control action potential initiation, including a conductance for Na v 1.8, which produces large parts of the inward current underlying the depolarizing upstroke of the action potential (Blair and Bean 2002; Renganathan et al. 2001) .
The ability of the modeled cells to produce repetitive firing was tested by injecting a 500-ms square current pulse of 150 pA, similar to that used by Dib-Hajj et al. (2005) . With the WT configuration of NaG.3e, the current injection produced only a single action potential (Fig. 5C ). In contrast, with NaG.3e in the F1449V configuration, the same current injection yielded an action potential train lasting the duration of the stimulus (Fig. 5D) , similar to the previously reported experimental results (Dib-Hajj et al. 2005) .
The NaG.3e model appeared well suited for describing and predicting traces of voltage-clamp recordings for activation, fast inactivation, and deactivation and can also predict firing behavior. We therefore analyzed its characteristics in detail to possibly explain parts of the observed gating behaviors on a structural level or even to predict intraprotein interactions.
The transition rates between states and the occupation probabilities of the model's states were calculated for each of the protocols used in the fitting process. Figure 6 describes the occupancies of the six states of NaG.3e during an activating pulse to Ϫ10 mV as a function of time. The transition from the first to the second closed state (C 1 to C 2 ) is 60 s faster in the F1449V than in the WT configuration. This can be seen in the higher and earlier peak of C 2 occupancy and faster decline in C 1 occupancy in F1449V than in WT (Fig. 6, A and B) . The maximal probability of occupancy of the second closed state C 2 in the WT configuration with this stimulus was 35.7%, whereas that of the F1449V model was 52.6%. The kinetics to and from C 2 are faster for the F1449V configuration, and its relative occupancy of C 3 is much shorter. NaG.3e in the F1449V configuration transitions to the open state significantly faster than in the WT configuration, suggesting that the F1449V mutation destabilizes the closed state of Na v 1.7. The sum of all transition rates to and from C 2 in the F1449V configuration is almost seven times greater than that of C 2 in the WT configuration, whereas the total transitions out of C 3 in mutated channel model are almost three times faster than the equivalent ones in the WT configuration. Thus the F1449V mutation appears to shift the occupancy of the closed states closer to the open state, making it easier for the pore to open.
The second inactivated state I 2 has a slower on and off rate than I 1 . The occupancy of I 2 during a pulse to Ϫ10 mV increased considerably more for the F1449V configuration than for WT, rising to a final 6.9% after 4 ms compared with Ͻ1% for the WT configuration. At the end of a 500-ms pulse to Ϫ75 mV, which was used to induce inactivation, NaG.3e in the WT configuration showed stronger occupancy of the inactivated states, involving both I 1 and I 2 (Fig. 6C) . The F1449V configuration, on the other hand, seemed to strongly prefer the slower inactivated state I 2 , leaving I 1 with very little occupancy (Fig.  6D) . These findings correlate well with the previous observation that, contraintuitively, some erythromelalgia mutations show an increased steady-state slow inactivation (Lampert et al. 2010 ).
DISCUSSION
The model presented in this article assumes three closed states, an open state and two inactivated states. The three closed states correspond to the m 3 Hodgkin-Huxley formalism, previously suggested Markov models (Armstrong and Hille 1998; Gonoi and Hille 1987; Hille 2001) , and FRET experiments (Chanda et al. 2004; Chanda and Bezanilla 2002) , with the latter suggesting that only three major protein conformations are required for ion permeation to occur. The two inactivated states were also previously described (Armstrong et al. 1973; Bezanilla and Armstrong 1974; Cummins et al. 1998; Rudy 1978) . These similarities suggest that the model, more than simply representing the data, may provide insight into the major physiological changes occurring in the channel protein in response to controlled experimental stimuli. That is, transitions expressed in the model may refer to actual conformation changes and intraprotein interactions. The shape of the model and the transition rates derived from it suggest that, unlike most Markov models, the relationship between the transition rates was not based on simple multiplications of the same rate function but rather are independent of each other (Huth et al. 2008) .
Although the simple NaG.1 and NaG.1e models provided relatively good fits to the target data, they failed to reproduce Fig. 5 . Action potentials generated by NaG.3e in WT and F1449V configuration in a single-compartment neuron. The passive conductance of the single compartment was set to 5 pS/m 2 and a reversal potential of Ϫ70 mV. A voltage-dependent potassium channel model (Mainen et al. 1995) with maximal conductance of 2,000 pS/m 2 and a reversal potential of Ϫ90 mV was incorporated into the membrane. The voltage-dependent sodium channel model was then incorporated with a reversal potential of ϩ72 mV, and the maximal sodium conductance of the membrane was set at 561 pS/m 2 . A: subthreshold responses and action potentials generated in response to 80-ms square current pulses varying in amplitude from 50 to 155 pA using the WT parameters for NaG.3e. B: subthreshold responses and action potentials generated in response to 80-ms square current pulses varying in amplitude from 50 to 65 pA using the F1449V parameters for NaG.3e. C: an action potential generated in response to a 500-ms square current pulse of 150 pA using the WT channel model of NaG.3e. D: a train of action potentials generated in response to a 500-ms square current pulse of 150 pA using the F1449V channel model of NaG.3e.
observed physiological behavior. This may be because mathematically both models may represent special cases of the chosen NaG.3e model. Given a wider parameter search space, they may be able to reproduce the same behavior as the more complicated NaG.3e. Conversely, this explanation may also hold for the NaG.7e model not producing better fits and predictions than NaG.3e despite NaG.3e being a special case of NaG.7e.
Although this approach may be correct mathematically, such models will most probably fail to be physiologically relevant. Their configuration describes at best only one type of inactivation and probably combines both slow and fast inactivation into one inactivation state. Loss of more complex interactions may likely lead to rate functions beyond those that can be expected from the simple intraprotein physiological interactions.
A common assumption is that a point mutation leads to changes in one or at most two transitions in a given model (Tao et al. 2010) . However, our model suggests that the F1449V mutation has a more complex effect on channel behavior as almost all of the model transition rates changed from the WT to the F1449V model. Although this one finding does not imply that all point mutations have such an effect, it suggests that the F1449V mutation affects major intraprotein interactions. This may relate to the location of F1449V mutation, which lies at the cytoplasmic end of the S6 segment of DIII. A cytosolic loop, which functions as the fast-inactivation gate of sodium channels, connects this S6 segment with the S1 of DIV, carrying the inactivation peptide motif IMFT (Catterall 2000) . However, these types of interactions can be assessed only when a clear crystal structure of Na v 1.7 is available.
A comparison of the RST results to the change in rate constants, as it appears in Fig. 4D , shows that for all but one of the instances where a significant change was found between the WT and F1449V models transitions, either both parameters remained grouped or the voltage-dependent parameters alone were grouped. The parameters equivalent to the transitions that showed no change either both received a negative value or the preexponent alone was ungrouped. These results suggest that the differences in transition rates between WT and F1449V are mostly conserved and significant. Moreover, the importance of the voltage-dependent parameters in defining the differences between the activation transition rates could also reaffirm the notion that the F1449V mutation destabilizes the electrical integrity of the channel pore (Lampert et al. 2008) .
It is interesting to note that our model structure resembles the gating models suggested with maximum likelihood by Vandenberg and Bezanilla (1991) based on single-channel recordings of a voltage-gated sodium channel in squid giant axon. The main differences between their model and the one Fig. 6 . Probabilities of state occupancy of the NaG.3e model. State occupancies of the NaG.3e model are coded by color: C 1 (black), C 2 (yellow), C 3 (blue), O (green), I 1 (red), and I 2 (purple). The inset in A shows the Markov model formalism with each state labeled in the appropriate color. A and B: results gained with the activation protocol at Ϫ10 mV for NaG.3e in WT (A) and F1449V configurations (B). For clarity, only the first 4 ms of the stimulus are shown. C and D: results for the inactivation protocol for NaG.3e with WT (C) and F1449V parameters (D) after a voltage prepulse to Ϫ75 mV, followed by a pulse to Ϫ10 mV. For clarity, only the last 3 ms of the prepulse and the first 5 ms of the following stimulus are shown.
presented currently are the equal rate functions between two of the closed states, the number of inactivated states and their interactions with the closed states. Nevertheless, the models suggested by Vandenberg and Bezanilla (1991) are subhypotheses of NaG.3e. In the squid giant axon, sodium channel slow inactivation did not seem to be relevant (Vandenberg and Bezanilla 1991) , whereas Na v 1.7 does express two distinct inactivation kinetics, explaining the need for a more elaborate representation of states in NaG.3e.
So far, few sodium channel models have tried to describe both a mutation and WT, and of those that did, many concentrated on drug binding, which clearly creates another state. The few models that included sodium channels with mutations were either using Hodgkin-Huxley models (Faber and Rudy 2000; Petitprez et al. 2008; Sheets et al. 2007; Thomas et al. 2010; Thomas et al. 2007) , and therefore do not consider states, or a Markov model of Na v 1.5, used to describe Brugada syndrome mutations (Ruan et al. 2010; Vecchietti et al. 2007) , which was also able to represent WT and mutant channels with one scheme. The latter publications did not, however, test for several model schemes but used a previously published complex scheme with its rate constants (Clancy and Rudy 2002; ten Tusscher and Panfilov 2006) whose main purpose was to produce a model that then could be used for action potential simulations of a whole heart muscle cell. In the case presented in this article, the aim was identifying a suitable model scheme for Na v 1.7, as well as for its F1449V mutation, to associate the underlying channel gating changes with compatible Markov states. The fact that we could use one scheme for both WT and mutant underscores the conclusion that the mutation did not induce an additional state but most probably simply modified the transition rates. The experimental approach used by Ruan et al. (2010) was different and therefore did not allow for such conclusions.
Our model suggests that the more depolarized inactivation half-voltage in the mutated channel is caused by the greater occupancy of the second inactivated state. Because the second inactivated state may be a manifestation of the channel's slow inactivation at these potentials, the F1449V slow inactivation state may interact with the channel closed state. The second inactivated state of F1449V expresses kinetics more than two orders of magnitude slower than the first inactivated state. Also, during hyperpolarization the first closed state is more occupied in the mutated channel model. These conditions make the F1449V channel less readily available for activation than the WT under these conditions, corresponding to the experimentally observed more depolarized fast-inactivation halfvoltage of F1449V (Dib-Hajj et al. 2005) .
Conclusion. We have scanned multiple Markov models to arrive at a model that is more complex than the common Hodgkin-Huxley model while less complex than most hidden Markov models derived from single-channel analysis. The relative simplicity of NaG.3e makes it more readily usable for in silico experiments, whereas its relative complexity may provide more clues and directions for further investigation into putative protein behavior than the basic Hodgkin-Huxley paradigm. Because of these advantages, NaG.3e may provide an important basis for future investigations into channel behavior in situ and into network behavior related to erythromelalgia and other excitability disorders involving Na v 1.7.
