Recently, several studies taking into account the ability for a gene to be absent or to have some copies in genomes have been proposed, as the examplar distance [11, 6] or the gene matching computation between two genomes [10, 3] . In this paper, we study the time complexity of the conserved interval distance computation considering duplicated genes using both those two strategies.
Introduction
In comparative genomics, gene order study in a set of organisms has been intensively led essentially in phylogenetic research field [5, 2, 4] . Most of the methods associated to gene order study are based on a distance computation. This distance has to reflect the number of genetic operations needed to transform a source genome into a target genome. For this purpose, a set of distances and associated methods have been developed in the past decade. Among others, we can mention three intensively studied distances: edit [9, 12] , breakpoint [3] , and conserved interval [1] distances.
From an algorithmic point, distances can roughly be defined as follows: given a set F of gene families, two genomes G and H, represented as sequences of signed elements (genes) from F, and a set of evolutionary operations that operate on segments of genes (like reversals, transpositions, insertions, duplications, deletions for example), the distance between G and H is the minimum number of operations needed to transform G into H.
Until recently, the assumption that in a genome there is no copy of a gene was a requirement of most of the methods associated to gene order study. This restriction reduces the problem to the comparison of signed permutations [8] . It is known that this assumption is very restrictive and is only justified in small virus genomes, therefore one needs to consider genomes containing duplicated genes.
In [11] , Sankoff has proposed a method to select, from the set of copies of a gene, the common ancestor gene such that the distance between the reduced genomes is minimized. In [6] , Bryant proved that the corresponding problem, so called exemplar string, was NP-complete for two distances: the signed reversals and the breakpoint distances. Marron et al. have proposed in [12] methods relying on a matching between genes of two genomes. Provided with a matching between genes of the two genomes, one can, by a rewriting of the genomes according to the matching, create genomes without duplicated genes and solve the reduced problem.
In this paper, we investigate the complexity of both the use of exemplar strategy and of matchings to compute the conserved interval distance between genomes containing duplicated genes. First we prove that the use of both strategies unfortunately induces NP-completeness. To overstep NP-hardness of problems, many techniques have been developed: heuristic, parameterized complexity and approximation algorithm. For biological problems those alternative techniques have been intensively used, since in most cases specific properties of the problem are not taken into account in the NP-hardness proof.
This paper is organized as follows. After presenting some preliminaries in Section 2, we show in Section 3 that both the use of exemplar strategy and of matchings to compute the conserved interval distance between genomes containing duplicated genes induces NP-completeness. Then in Section 4, we present a heuristic approach based on the Longest Common Substring which have been implemented and tested over a set of 20 bacteria.
Preliminaries
Genomes, gene families and gene. Following terminology introduced in [11] , a genome G is a sequence of elements of an alphabet F (referred as the set of gene families) such that each element is provided with a sign (+ or −). Each occurrence of a gene family from F in G is called a gene. Given a genome G = g 1 g 2 . . . g n , we say that gene g i precedes gene g i+1 . For two genomes G and H and a gene family f , the number of occurrences of f in G and H is called the cardinality of family f . A gene family f is said to be trivial if f has cardinality exactly 1 or 2. Otherwise, f is said to be non-trivial. A gene belonging to a trivial (resp. non-trivial) family is said to be trivial (resp. non-trivial). A segment (i.e. a substring) of G that contains only non-trivial genes is called a non-trivial segment. We say that two genomes G and H are balanced if, for any gene family f , there are as many occurrences of f in G as in H.
Conserved interval, conserved interval distance. Following terminology introduced in [1] , given a set of n genomes G and two genes a, b ∈ F, an interval [a, b] is a conserved interval of G if (1) either a precedes b, or -b precedes -a in each genome of G and (2) the set of unsigned genes (i.e. not considering signs) appearing between genes a and b is the same for all genomes of G. For example, given two genomes Given two set of genomes G and H, the conserved interval distance between G and H is defined by d (G, H) 
is the number of conserved intervals in G (resp. H and G H). For example, let G = {G 1 , G 2 } and H = {H 1 , H 2 } be two sets of genomes where G 1 and G 2 are as above and
We obtain d(G, H) = 7 + 3 − 4 = 6. In the rest of the paper, for readability, we denote the conserved interval distance between two singleton sets d({G}, {H}) by d(G, H).
Gene matching. Let G = g 1 g 2 . . . g n and H = h 1 h 2 . . . h m be two genomes on F. A gene matching M between G and H is a maximal matching between genes of G and H such that, for every pair (g i , h j ) ∈ M, g i and h j belong to the same family. By maximal matching, we mean that for any gene family f , it is forbidden to have at the same time an occurrence of f in G and one in H that do not belong to M. It follows from the maximality condition of matchings that in any matching M between balanced genomes G and H, every gene of G is matched to a gene of H and conversely. Given a matching M and a segment 
Hardness results
In this section, we first prove that, even if there is no non-trivial segment containing more than one gene, Exemplar Conserved Interval Distance (ECID) problem (formalized hereafter) is NP-complete. Then, we prove that, even with just one non-trivial gene family, the problem of finding a Minimum Conserved Interval Matching (MCIM) is NP-complete. This last result is based on a polynomial time reduction which is inspired from the one presented in [3] which proves that a connected problem, Minimum Breakpoint Matching, is NPcomplete. Theorem 1. Exemplar Conserved Interval Distance problem is NPcomplete even when all non trivial segments are composed of only one duplicated gene.
To prove the correctness of Theorem 1, we provide a polynomial time reduction from the NP-complete problem Minimum Set Cover [7] . Following terminology introduced in [7] , we recall that given a collection C of subsets of a finite set E, a cover for E is a subset C ′ ⊆ C such that every element of E belongs to at least one member of C ′ . For the sake of clarity, we now state formally the two decision problems we consider: ECID and Minimum Set Cover. Given two genomes G and H, and a positive integer k, ECID problem asks whether it is possible to find two exemplar genomes G ′ and H ′ of resp. G and H such that
Given a collection C of subsets of a finite set E and a positive integer k ′ , Minimum Set Cover problem asks whether C contains a cover
Hereafter, we consider, w.l.o.g., that in each C i ∈ C, any e j ∈ C i is also in C j with 1 ≤ i, j ≤ m and i = j. In fact, by definition, if an element is covered by only one subset then this subset must be part of C ′ . In the following, we will prove that, even if G does not contain more than one occurrence of each duplicated gene, ECID problem is NP-complete. Given an integer k ′ , two exemplar genomes G ′ and [1] ). Therefore, ECID problem is in NP. The remainder of the section is devoted to proving that it is also NP-hard. For this purpose, we reduce Minimum Set Cover problem to ECID problem. Let C = {C 1 , C 2 . . . C m } be a collection of m subsets of a finite set E = {e 1 , e 2 . . . e n } of n elements.
In the rest of this section, we consider that F ⊆ N but any genome is built with elements of F provided with signs (i.e. R). In other words, genes 3 and −3 are of the same family. Let us detail the construction of the two genomes G and H. Let y = |E| + 2 if |E| is even, y = |E| + 1 otherwise. Let z i = (y + 2).(i − 1) for any 1 ≤ i ≤ m + 1. From (C, E), we construct two genomes G and H as described below (an illustration is given in Figure 1 ):
We now detail the substrings that compose G 1 and H 1 :
-for 1 ≤ i ≤ m, we construct the sequences of genes α i = z i and
Note that G 1 and H 1 are two exemplar genomes. Genome G is, thus, a copy of G 1 . We now turn to transform H 1 into a non-exemplar genome H: for 1 ≤ i ≤ m and 1 ≤ j ≤ |E|, if e j ∈ C i then gene γ j is inserted between the j th and the j+1 th genes of θ i . We denote by ECID-construction any construction of this type. An illustration of an ECID-construction is given in Figure 1 . Intuitively, θ i is a shuffle of β i with some inserted γ j s (i.e. no conserved adjacencies) for 1 ≤ i ≤ m. Clearly, our construction can be carried out in polynomial time. Moreover, the result of such a construction is indeed an instance of ECID problem. We now turn to proving that our construction is a polynomial time reduc
Lemma 2. Let I = (C, E, k ′ ) be an instance of the problem Minimum Set Cover with a collection C = {C 1 , C 2 . . . C m } of m subsets of a finite set E = {e 1 , e 2 . . . e n }, and I ′ = (G, H, k) an instance of ECID problem obtained by an ECID-construction from I. C contains a cover C ′ of E of size less than or equal to
Proof. (⇒) Suppose C contains a cover C ′ of E of size less than or equal to k ′ . Let f : e i → {C 1 , C 2 , . . . C m } be the function which, given an element of E, returns the index of the subset covering this element in C ′ . Let I ′ = (G, H, k) be the instance obtained from an ECID-construction of I. We look for an exemplar genome
We define H ′ as follows: for each e j ∈ E, delete γ j of θ p for all p ∈ {1, 2, .., m}/{f (e j )}.
By construction, E denotes the set of duplicated gene families and by construction the only duplicated genes in H are the γ i s. Therefore, H ′ is exemplar since one deletes all occurrences but one of γ i with 1 ≤ i ≤ |E|. Remains us to prove that d(G, H ′ ) ≤ k. By definition, for each C j ∈ C ′ and each e i ∈ C j , f (e i ) = p with p = j and γ i of θ j has been deleted. Since all the γ i s of θ j in H ′ have been deleted, there is a conserved interval [α j , z j +y +1] between G and H ′ . Globally, there are at least m−k ′ such subsets. Therefore, there are at least m−k
since the number of conserved intervals between a genome G and itself is ⊓ ⊔ Given Theorem 1, one can ask if instead of deleting the duplicated genes, one can compute the interval distance taking into account duplicated genes [3, 12] . For this purpose, we propose the MCIM problem: finding a minimum conserved interval matching between two genomes. Unfortunately, as we will show hereafter, this problem is also NP-complete.
Theorem 2. Minimum Conserved Interval Matching problem is NPcomplete.
To prove the correctness of Theorem 2, we provide a polynomial time reduction from the NP-complete problem Minimum Bin Packing [7] . For the sake of clarity, we now state formally the two decision problems we consider: MCIM and Minimum Bin Packing. Given two genomes G and H, and an integer k, MCIM problem asks whether it is possible to find a matching between G and H such that d(G, H) ≤ k. Given a finite set U = {u 1 , u 2 , . . . , u n }, a size s(u) ∈ Z + for each u ∈ U and two positive integers k ′ and C, Minimum Bin Packing problem asks whether there is a partition of U into k ′ disjoint sets
It is easily seen that MCIM is in NP since given an integer k and a set of matchings between two genomes we can polynomially compute the number of conserved intervals between G and H and thus check if the distance is less than or equal to k (see [1] ). The remainder of the section is devoted to proving that MCIM is also NP-hard even when there is only one non trivial family in F, which implies Theorem 2. For this, we reduce Minimum Bin Packing problem to MCIM problem. Let N = k ′ .C − n i=1 s(u i ). Let us first detail the construction of genomes G and H from a Minimum Bin Packing instance (U, k ′ , C). The gene families are F = {α, β, x, A 1 , A 2 . . . , A n+N , B 1 , B 2 , . . . , B k ′ +1 }. On the whole, there are k ′ + N + n + 4 families of genes, and x is the unique non-trivial family. For 1 ≤ i ≤ n (resp. n + 1 ≤ i ≤ n + N ), we denote by u ′ i a sequence of s(u i ) consecutive genes x (resp. one gene x).
j represents a sequence of C consecutive genes x. G and H are defined as follows:
An illustration of such a construction, that can obviously be achieved in polynomial time, is given in Figure 2 In the next three lemmas, that establish that MCIM is NP-complete, we consider an instance (U, k ′ , C) of Minimum Bin Packing and the corresponding instance (G, H, k) of MCIM according to the above construction.
Lemma 3. Given a matching M, a non trivial segment of size p perfectly matched in M induces more conserved intervals ( i.e.
) than a non-trivial segment of size k not-perfectly matched. . . , u6} with s(u1) = s(u5) = 5, s(u2) = s(u6) = 4, s(u3) = 3 and s(u4) = 2 and the gene to gene matching corresponding to the following partition of U : U1 = {u1, u3}, U2 = {u2, u6} and U3 = {u4, u5}
Therefore, such a matching induces a partition P of the set of sequences {u
′ , P corresponds to an answer to the corresponding Minimum Bin Packing instance.
(⇒) Suppose we have a partition P of U into disjoint sets U 1 , U 2 , . . . , U k ′ each of cardinality at most C. We compute a gene matching M between G and H as follows: (1) each trivial gene in G is matched with its corresponding gene in H and (2) In this section, we present a heuristic approach to solve MCIM problem that performs well on real data. This approach uses the following intuition: long segments of genes that match, up to a complete reversal, in two genomes are likely to belong to a Minimum Conserved Interval Matching. Remark that given two trivial genomes this intuition gives the optimal solution. Unfortunately, this is not always the case when considering non trivial genomes. Even so, this approach works very well on real genomes. In the rest of this section, we consider two genomes G and H build with elements of F ⊆ N and provided with signs. Our approach to solve MCIM problem is based on the following loop:
1. Identify a longest common segment s of genes between G and H (by common segment, we mean a segment appearing, up to a complete reversal, both in G and H); While a common segment of unmarked genes exists, the algorithm performs the loop described above on the modified genomes. In the following, we will refer to the modified versions of the genomes G and H as G ′ and H ′ . Once the algorithm exits of the loop, any unmarked gene g u of G ′ and H ′ is deleted since, by definition, g u is not common (i.e. there are more genes g u in one of the genomes). This first step of the algorithm leads to the computation of two exemplar genomes G ′ and H ′ of resp. G and H. Clearly, this step gives the gene to gene matching of G and H in a compressed version: the corresponding matching M is obtain by perfectly matching the segments of genes corresponding to each compressed gene of G as illustrated in Figure 3 .
In a second step, the algorithm computes the interval distance induced by M. By Lemma 3, each compressed gene g c of G ′ induces 
We implemented our approach using a suffix tree. Indeed, longest common segments between G and H can be found in linear time by browsing a suffix tree built on G, H and the reversed of H. To test our algorithm and get an estimate of its performance in practice, we applied our heuristic approach to a set of 20 bacteria from NCBI.
Data and programs used and mentioned in this article can be found at http://www.sciences.univ-nantes.fr/info/perso/permanents/blin/Cocoon05/ Interesting characteristics of this set are given on the web page. We implemented the brute force algorithm which consists in computing all possible matchings and we compared the obtained results. In average, the gap between the optimal solution opt and the solution given by our algorithm is less than 0, 12% of opt. We noticed that more than 2 3 of the bacteria have duplicated genes with, for most of them, duplicated families of cardinality 2. The effectiveness of our algorithm relies on the fact that the number of duplicated genes are not significant compared to the size of the genomes. Moreover, since our algorithm gives the optimal solution for trivial genomes, duplicated genes have a very little impact on the results.
Conclusion
The assumption of uniqueness of each gene in a genome has been a requirement of traditional methods in comparative genomics but is only justified in small virus genomes, since in general, there are more than one copy of a gene in a genome. In this paper, we investigate the time complexity of the conserved interval distance computation considering duplicated genes. We proved that both use of exemplar and matching methods leads to NP-completeness. We are doing thorough experimental testing which will determine how well our algorithm does in practice under different regimes of duplication, but our preliminary results are extremely encouraging.
Note that, since the Brute Force Algorithm is in O(k k.l n) with k being the maximal cardinality of any non-trivial gene family, l being the number of nontrivial families and n being the size of the genomes, MCIM problem is in FPT for parameter k and l. In order to be usable in many reconstruction algorithms, it would be of interest to determine if the problem is in FPT for other parameters.
