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Abstract
The expected number of real zeros of a random algebraic polynomial a0 + a1x + a2x
2 +
a3x
3 + ....+ an−1xn−1 depends on the types of random coefficients, with large n. In all works,
the coefficients are either independent or dependent but varience of coefficients ai is one. In
these cases the exepected number of real zeros is found out to be asymptotic to 2
π
logn. In this
article, we have considered the negatively correlated dependent random coefficients {ai}n−1i=0
with varience σ2i, for σ > 1 and coefficient of correlation ρij = −ρ|i−j|, where 0 < ρ < 13 . The
expected number of real zeros is found to be 2
πσ
logn, which is depended on σ.
Subject Classification-: Primary 60H99; Secondary 65H99.
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1 Introduction
Study on expected number of real zeros of algebric polynomial with random coefficient started
with Kac in 1940’s. He considered random polynomials
Pn(x) =
n−1∑
i=0
aix
i, (1.1)
where {ai}n−1i=0 a sequence of random coefficients. Denote Nn(a, b) to be the number of real zeros
in the interval (a, b). In the beginning work of Kac [8], the coefficients {ai}n−1i=0 were considered
to be independent normally distributed with large n. He found out that the expected number
of real zeros Nn(−∞,∞) is 2π logn. Ibragimov and Maslova [7] showed that this asymptotic
value remains unchanged for most of the distributions. In particular when the coefficients
belong to domain of attraction of normal law, then also it has the same asymptotic value.
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But if the mean of the coefficients is nonzero constant then this asymptotic value reduces to
half. It is observed in some cases in [5] that the expected number of real zeros ENn(−∞,∞)
increases to
√
n, when the coefficients are nonidentical i.e. var(ai) =
(
n
j
)
. On the other hand
this expected number of real zero increases to n√
3
for the random trigonometric polynomial
a0+a1cosx+a2cos2x+a3cos3x+ ....+an−1cos(n− 1)x. This work was developed by Dunnage
[2].
In comparision to independent case, there is few works related to dependent case. One of
the reason is that the analysis for dependent case is complicated. The work for this case was
developed by Sambandham [12, 16, 13] for algebraic polynomials and Renganathan, Samband-
ham [14] for trigonometric polynomials. Sambandham in his beginning work, considered two
cases of random coefficients which are positively dependent. In first case he showed that if the
correlation ρij = ρ, (a constant) where 0 < ρ < 1, then the expected number of real zero is
asymptotically equal to half of ENn(−∞,∞). For second case he considered the correlation co-
efficient ρij = ρ
|i−j|, for 0 < ρ < 12 , and showed that this asymptotic value remain unchanged.
Their is less study on algebric polynomials with negatively correlated coefficients. Newman [9]
developed investigation when the coefficients are negatively correlated. This work is motivated
work of Farahmand and Nezakati [4]. They have also considered algebric polynomials with ran-
dom coefficients with mean zero, variance one, negetively correlated and obtained the expected
number of real zeros is 2
π
logn. In this article we obtained real zeros of algebric polynomials
with random coefficients {ai}n−1i=0 in (1.1) to be sequence of dependent random variables with
mean zero, variance (ai) = σ
2i, where σ > 1 is any constant independent of n, and correlation
between any two coefficient ρij is −ρ|i−j|, for 0 < ρ < 1/3.
2 Preliminary Analysis
To find expected number of real zeros we use the concept based on Kac[8] and Rice[11] results.
The Kac-Rice formula to calculate the expected number of real zeros as
ENn(a, b) =
1
π
∫ b
a
∆
A2
dx, (2.1)
where
A2 = var(Pn(x)), B
2 = var(P
′
n(x))
C = cov(Pn(x)P
′
n(x)), ∆
2 = A2B2 − C2. (2.2)
In order to use the Kac-Rice formula to find ENn(−∞,∞), it is observed that changing x
to 1
x
and x to −x leaves the distribution of the coefficients of Pn(x) in (1.1) invariant. Hence,
the expected number of real zeros in the interval (−1, 1) is asymptotically equal as in (−∞,−1)
and (1,∞). Therefore, it suffices to give the result for ENn(−1, 1) only.
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3 Main result
In the following theorem the expected number of real zeros of algebric polynomial (1.1) where
random coefficients ai are nonidentical and negatively correlated is estimated.
Theorem 3.1 If the random variable ai, {i = 0, 1, ...., n − 1} of the polynomial Pn(x) are
assumed to be dependent with mean zero, var(ai) = σ
2i and correlation coefficient ρij = −ρ|i−j|,
then for all sufficiently large n, the expected number of real zeros of Pn(x) is
ENn(−∞,∞) ∼ 2
(πσ)
logn.
Proof. From the assumptions of theorem for the distributions of the coefficients of Pn(x),
from (2.2) we can obtain
A2 =
n−1∑
i=0
x2iσ2i −
n−1∑
i=0
n−1∑
j=0
j 6=i
ρ|i−j|xi+jσi+j , (3.1)
B2 =
n−1∑
i=0
i2x2i−2σ2i −
n−1∑
i=0
n−1∑
j=0
j 6=i
ijρ|i−j|xi+j−2σi+j , (3.2)
C =
n−1∑
i=0
ix2i−1σ2i −
n−1∑
i=0
n−1∑
j=0
j 6=i
iρ|i−j|xi+jσi+j . (3.3)
As the values of A2, B2 and C are obtained in [4] by the method of Sambandham [12], following
we obtain the values of the above identities as
A2 =
1− x2nσ2n
1− x2σ2 −
ρ(ρxσ − (ρxσ)n)
(ρ− xσ)(1− ρxσ) +
ρ((xσ)2 − (xσ)2n)
(ρ− xσ)(1 − x2σ2)
− ρxσ(1− (xσ)
2n−2)
(1− ρxσ)(1 − x2σ2) +
ρ2xnσn(ρn−1 − (xσ)n−1)
(ρ− xσ)(1− ρxσ) , (3.4)
B2 =
σ2(1 + x2σ2)(1− x2nσ2n)− n2x2n−2σ2n(1− x2σ2)2 − 2nx2nσ2n+2(1− x2σ2)
(1− x2σ2)3
−ρ[ρσ
2 − nρnxn−1σn+1 + (n− 1)ρn+1xnσn+2]
(ρ− xσ)2(1− ρxσ)2 +
ρ[xσ3 − nx2n−1σ2n+1 + (n− 1)x2n+1σ2n+3]
(ρ− xσ)2(1− x2σ2)2
+
ρσ2[(1 − x2σ2)(1− n2x2n−2σ2n...) + 2xσ(xσ − x2n+1σ2n+3 + ...)]
(ρ− xσ)(1− x2σ2)2
3
−ρ[xσ
3 − x2n−1σ2n+1 + (n− 1)x2n−1σ2n+1 − (n− 1)x2n−3σ2n+1]
(1− ρxσ)2(1− x2σ2)2
−ρxσ
3[(1− x2σ2)(1− nx2n−2σ2n...) + 2xσ(xσ − x2n−1σ2n+1...)]
(1− ρxσ)(1 − x2σ2)3
+
[(1 − ρxσ)(nρ2xn−1σn+1) + ρ3xnσn+2][ρn−1σ2 + (n− 2)xn−1σn+1 − (n− 1)ρxn−2]
(1− ρxσ)2(ρ− xσ)2 , (3.5)
C =
xσ2 − x2n+1σ2n+2 − nx2n−1σ2n + nx2n+1σ2n+2
(1− x2σ2)2
−ρ(ρσ − nρ
nxn−1σn + (n− 1)ρn+1xnσn+1)
(ρ− xσ)(1− ρxσ)2
+
ρ[xσ2 − x2n+1σ2n+2 − nx2n−1σ2n + nx2n+1σ2n+2]
(ρ− xσ)(1− x2σ2)2
−ρxσ[xσ
2 − x2n−1σ2n + (n− 1)x2n−1σ2n − (n− 1)x2n−3σ2n−2]
(1− ρxσ)(1 − x2σ2)2
+
ρ2xnσn+1[ρn−1 − xn−1σn−1 + (n− 1)xn−1σn−1 − (n− 1)ρxn−2σn−2]
(1− ρxσ)(ρ− xσ)2 . (3.6)
Consider
ǫ = n−a, where a = 1− loglogn
10
logn
and 0 < a < 1. (3.7)
Let us first assume x ∈ (0, 1) and divide this interval into two subintervals (0, 1−ǫ
σ
) and
(1−ǫ
σ
, 1).
For 0 ≤ x ≤ 1−ǫ
σ
, and all sufficiently large n, it can be show that
xnσn ≤ n−10.
From the above values in (3.4)-(3.6), we can derive
A2 =
(1− 3ρxσ)[1 +O(n20)]
(1− x2σ2)(1− ρxσ) , (3.8)
B2 =
[(1 + x2σ2)(1− ρxσ){2ρσ2(1 + x2σ2)− xσ3(1 + 3ρ2)} − ρσ2(1− x2σ2)2(1 + ρxσ)][1 +O(n−18)]
(1− x2σ2)(1− ρxσ)2(ρ− xσ)2 ,
(3.9)
C =
(xσ2 + 3ρ2x3σ4 − 3ρx2σ3 − ρσ)[1 +O(n−9)]
(1− ρxσ)2(1− x2σ2)2 . (3.10)
From (2.2) and then using (3.4)-(3.6) we can see that
∆
A2
=
√
A2B2 − C2
A2
∼
√
K(ρ, x, σ)
(ρ− xσ)(1− x2σ2)2 =
√
|K(ρ, x, σ)|
|(ρ− xσ)|(1− x2σ2)2 , (3.11)
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where
K(ρ, x, σ) =
(1 + x2σ2)(1− ρxσ){2ρσ2(1 + x2σ2)− xσ2(1 + 3ρ2)} − ρσ2(1− x2σ2)2(1 + ρxσ)
(1− ρxσ)(1− 3ρxσ)
− (ρ− xσ)(xσ
2 − 3ρx2σ3 + 3ρ2x3σ4 − ρσ)
(1− ρxσ)2(1− 3ρxσ)2 . (3.12)
For evaluating ∆
A2
and K(ρ, x, σ), different method are used in the neighbourhood of x = ρ
σ
and out side this neighbourhood. We obtain ENn in the intervals [0,
ρ
σ
− 1
nσ
], [ ρ
σ
− 1
nσ
, ρ
σ
+
1
nσ
], [ ρ
σ
+ 1
nσ
, 12σ ], [
1
2σ ,
1−η
σ
], [1−η
σ
, 1−ǫ
σ
], [1−ǫ
σ
, 1] where
η = exp{−(logn) 13 }. (3.13)
When 0 ≤ x ≤ ρ
σ
− 1
nσ
, from (3.11) and (3.12), K(ρ, x, σ) is bounded and (1 − x2σ2) is
bounded away from zero. Therefore,
∆
A2
<
M0
(ρ− xσ) 12
,
where M0 is an absolute constant. All M
′s in the following are also absolute constants. From
(2.1), and for all sufficiently large n, we have
ENn
(
0,
ρ
σ
− 1
nσ
)
= O(1). (3.14)
Now, assume that ρ
σ
− 1
nσ
≤ x ≤ ρ
σ
+ 1
nσ
. From (2.2), (3.2) and (3.8) we have
∆
A2
<
{
B2
A2
}2
<
{ ∑n−1
i=0 i
2x2i−2σ2i
{(1− 3ρxσ)/[(1 − ρxσ)(1 − x2σ2)]}{1 +O(n−20)}
} 1
2
< n
(
1− ρxσ
1− 3ρxσ
) 1
2
.
However,
(
1−ρxσ
1−3ρxσ
) 1
2
is bounded. Therefore from (2.1) we obtain
ENn
(
ρ
σ
− 1
nσ
,
ρ
σ
+
1
nσ
)
= O(1). (3.15)
When ρ
σ
+ 1
nσ
≤ x ≤ 12σ , we find that K(ρ, x, σ) and (1 − x2σ2) are both bounded away
from zero and
∆
A2
<
M1
(xσ − ρ) 12
.
Therefore, from (2.1),
ENn
(
ρ
σ
+
1
nσ
,
1
2σ
)
=
M1
π
∫ 1
2σ
ρ
σ
+ 1
nσ
dx
(xσ − ρ) 12
= O(1). (3.16)
5
When 12σ ≤ x ≤ 1−ησ , we obtain K(ρ,x,σ)(ρ−xσ) is bounded. Then
∆
A2
<
M2
(1− x2σ2) ,
and hence from (2.1)
ENn
(
1
2σ
,
1− η
σ
)
=
M2
π
∫ 1−η
σ
1
2σ
dx
(1− x2σ2) = O(logn)
1
3 . (3.17)
Now, let 1−η
σ
≤ x ≤ 1−ǫ
σ
. From (3.11) we get
∆
A2
<
K1(ρ, x, σ)
(1− x2σ2) , (3.18)
where K1(ρ, x, σ) =
√
K(ρ,x,σ)
(ρ−xσ) . In this interval, it can be show that
K∗1 (ρ, η, ǫ, σ) ≤ K1(ρ, η, ǫ, σ) ≤ K∗∗1 (ρ, η, ǫ, σ), (3.19)
where K∗∗1 (ρ, η, ǫ, σ) and K
∗
1 (ρ, η, ǫ, σ) are K1(ρ, x, σ) when x is substituated by
1−ǫ
σ
and 1−η
σ
respectively. Therefore from (2.1), (3.7), (3.13) and (3.18) we get,
aK∗∗1 (ρ, η, ǫ, σ)
2πσ
logn+O(logn)
1
3 ≤ ENn
(
1− η
σ
,
1− ǫ
σ
)
≤ aK
∗
1 (ρ, η, ǫ, σ)
2πσ
logn+O(logn)
1
3 ,
since a→ 1, K∗∗1 (ρ, η, ǫ, σ)→ 1, K∗1 (ρ, η, ǫ, σ) → 1 as n→∞. Now, we obtain
ENn
(
1− η
σ
,
1− ǫ
σ
)
=
1
2πσ
logn+O(logn)
1
3
. (3.20)
Finally, letting 1−ǫ
σ
≤ x ≤ 1, from (3.4)-(3.6), we have
(1− 3ρxσ)(1 − x2nσ2n)
(1− ρxσ)(1 − x2σ2) +O(ρ
n) < A2 ≤
n−1∑
i=0
x2iσ2i,
and
B2 ≤
n−1∑
i=0
i2x2i−2σ2i.
Now,
n−1∑
i=0
n−1∑
j=0,j 6=i
ρ|i−j|ixi+j−1σi+j
=
2nρx2n−1σ2n
(ρ− xσ)(1 − x2σ2) +
[ρx2σ3(ρ− xσ)− ρxσ2(1− ρxσ)](1 − x2nσ2n)
(ρ− xσ)(1− x2σ2)2(1− ρxσ)
+
[ρ2σ(ρ− xσ) + ρx2nσ2n+1(1 − ρxσ)]
(1− ρxσ)2(ρ− xσ)2 +O(ρ
n). (3.21)
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where 2nρx
2n−1σ2n
(ρ−xσ)(1−x2σ2) < 0. Then,
n−1∑
i=0
n−1∑
j=0,j 6=i
ρ|i−j|ixi+j−1σi+j ≤M4 (1− x
2nσ2n)
(1− x2σ2)2 .
By using the similar method to Farahmand [3, p. 32], we see that for large n
∆
A2
≤M5
√
n
1− xσ . (3.22)
Hence,
ENn
(
1− ǫ
σ
, 1
)
= O(logn)
1
2 . (3.23)
Therefore, from (3.14)-(3.23), we have
ENn(0, 1) =
1
2πσ
logn+O(logn)
1
3 . (3.24)
Now, when x ∈ [−1, 0], the same result occur in the interval. For all sufficiently large n, when
−1+ǫ
σ
≤ x ≤ 0 and −1+η
σ
≤ x ≤ 0, ∆
A2
is similar to (3.11) and we have
ENn
(−1 + η
σ
, 0
)
= O(logn)
1
3 . (3.25)
Again, when −1+ǫ
σ
≤ x ≤ −1+η
σ
, simialr to (3.20), we get
ENn
(−1 + ǫ
σ
,
−1 + η
σ
)
=
1
2πσ
logn+O(logn)
1
3 . (3.26)
Now, for −1 ≤ x ≤ −1+ǫ
σ
, the var(
∑n−1
i=0 ai|x|iσ2i) ≥ 0. Hence
|
n−1∑
i=0
n−1∑
j=0
ρ|i−j|xi+jσi+j | ≤
n−1∑
i=0
x2iσ2i,
and from (3.1), we get
A2 ≤ 2
n−1∑
i=0
x2iσ2i. (3.27)
Similarly by (3.27), we have
B2 ≤ 2
n−1∑
i=0
i2x2i−2σ2i.
This gives that
∆2 < 4[(
n−1∑
i=0
x2iσ2i)(
n−1∑
i=0
i2x2i−2σ2i)− (
n−1∑
i=0
ix2i−1σ2i)2]
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+ 3(
n−1∑
i=0
ix2i−1σ2i)2 + 2(
n−1∑
i=0
ix2i−1σ2i)(
n−1∑
i=0
n−1∑
j=0
ρ|i−j|ixi+j−1σi+j). (3.28)
Also, for x belonging to this interval, we have
n−1∑
i=0
n−1∑
j=0
ρ|i−j|xi+jσi+j =
2ρ2x(σ − x2nσ2n)− 2ρx2(σ2 − x2n−2σ2n−2)
(1− x2σ2)(ρ− xσ)(1− ρxσ) +O(ρ
n) < 0.
From (3.1), we obtain
A2 >
n−1∑
i=0
x2iσ2i.
Using similar way of (3.22), from (3.28), we can show that
∆
A2
≤M6
√
n
1 + xσ
,
and therefore
ENn
(
−1, −1 + ǫ
σ
)
= O(logn)
1
2 . (3.29)
Hence, from (3.25), (3.26) and (3.29), we get
ENn(−1, 0) = 1
2πσ
logn +O(logn)
1
2 . (3.30)
Hence finally, from (3.24) and (3.30), we get
ENn(−∞,∞) = 2
πσ
logn +O(logn)
1
2 ,
which completes proof of the theorem.
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