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Essential spectrum of local
multi-trace boundary integral operators
X. Claeys∗,†
Abstract
Considering pure transmission scattering problems in piecewise constant media, we
derive an exact analytic formula for the spectrum of the corresponding local multi-trace
boundary integral operators in the case where the geometrical configuration does not
involve any junction point and all wave numbers equal. We deduce from this the essential
spectrum in the case where wave numbers vary. Numerical evidences of these theoretical
results are also presented.
Introduction
Many applications involve the simulation of wave propagation phenomena in media with
piecewise constant material characteristics that can be modeled by elliptic partial differential
equations with piecewise constant coefficients. In such situations, the computational domain is
naturally partitioned into sub-domains corresponding to the values of material characteristics.
As regards numerical approaches to be used to tackle wave propagation problems, although
one may opt for finite elements or similar volume methods, boundary integral equation meth-
ods provide accurate alternatives that are less prone to such undesirable effects as numerical
dispersion. Admittedly, the discretization of boundary integral equations leads to dense ill
conditioned matrices which raises numerical challenges and requires careful implementation,
but many progresses achieved in the past decade (efficient preconditioners, fast multipole
methods, adapted quadrature techniques) now place boundary integral equation techniques
as a serious numerical alternative for high performance computations.
In the context of parallel computing, it becomes desirable to embed integral equation
methods into a domain decomposition paradigm. The Boundary Element Tearing and In-
terconnecting method (BETI) was developed in this spirit, more than a decade ago, as an
integral equation counterpart of the FETI method, see [9, 16, 17, 20, 26]. An alternative
approach dubbed Multi-Trace formalism, leading to different solvers, was introduced a few
years ago [21, 22, 13, 14, 2, 3, 4, 5], providing other boundary integral formulations adapted
to multi-domain geometrical configurations. Multi-trace boundary integral formulations seem
well adapted to block preconditioners for domain decomposition but still very little is known
about associated iterative global solvers. To our knowledge, the only contributions in this
direction are [14, 8].
A precise knowledge of the spectral structure of the equation under consideration is most
of the time a key ingredient for devising efficient domain decomposition strategies. The main
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purpose of the present contribution is thus to provide results concerning the spectrum of local
multi-trace operators. Presently, we introduce a partition of the space into subdomains, and
consider a pure transmission scalar wave propagation problem where a constant coefficient
Helmholtz equation is imposed in each subdomain, and transmission conditions (matching of
Dirichlet and Neumann traces) are written at interfaces. Here, only wave numbers vary from
one subdomain to another, and it is assumed that the interfaces do not contain any junction
i.e. point where three subdomains or more abut. The problem we consider is similar to the one
examined in [14]. The essential difference is that, here, inhomogeneities of the propagation
medium come into play through wave numbers which only induces compact contributions
in the integral operators whereas, in [14], the inhomogeneities appear in the principal part
of the partial differential operator, which induces non-compact perturbations of the integral
operators.
For the above mentioned problem, we describe the spectrum of local multi-trace operators
through an explicit formula only valid with constant material parameters, which nevertheless
yields the location of the accumulation points of the spectrum in the more general case of
piecewise varying effective wave numbers. In addition, we provide a proof of the well posedness
of the local multi-trace formulations in the case of non-trivial relaxation parameters.
The rest of this article is organized as follows. In the first section we describe the scattering
problem and the geometrical configurations under consideration. In Section 2 and 3 we
introduce notations related to traces and integral operators, and recall well established results
of classical potential theory. In Section 4 we recall the derivation of (relaxed) local multi-trace
formulations as presented in [14], and prove uniqueness of the solutions to this formulation
for general values of the relaxation parameter. Section 5 presents detailed calculus achieved
in the case of two particular elementary geometrical configurations. Section 6 is dedicated
to the study of the spectrum of the local multi-trace operator, and Section 7 will present
numerical results confirming the theory.
1 Setting of the problem
In this section, we will mainly introduce notations, and write the problem under consideration,
starting from a precise description of the geometrical configurations we wish to examine.
First of all, we consider a partition Rd := ∪nj=0Ωj where the Ωj’s are Lipschitz domains,
where Rd = R,R2 or R3. We assume that each Ωj is bounded except Ω0. Changing the
numbering of sub-domains if necessary, we may assume without loss of generality that each
Ωj is connected. We shall refer to the boundary of each sub-domain by Γj := ∂Ωj, and also
set Γj,k := Γj ∩ Γk = ∂Ωj ∩ ∂Ωk to refer to interfaces. The union of all interfaces will be
denoted
Σ :=
n∪
j=0
Γj = ∪
0≤j<k≤n
Γj,k .
This set will be referred to as the skeleton of the partition. We make a further strong geometric
hypothesis, assuming that the sub-domain partition under consideration does not involve any
junction point, so that each Γj,k is a closed Lipschitz manifold without boundary,
∂Γj,k = ∅ ∀j, k = 0 . . . n. (1)
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Sobolev spaces We need to introduce a few usual notations related to standard Sobolev
spaces. If ω ⊂ Rd is any Lipschitz domain, we set H1(ω) := {v ∈ L2(ω), ∇v ∈ L2(ω)} equipped
with the norm ‖v‖2H1(ω) := ‖v‖2L2(ω) + ‖∇v‖2L2(ω), and H1(∆, ω) := {v ∈ H1(ω), ∆v ∈ L2(ω)}
equipped with ‖v‖2H1(∆,ω) := ‖v‖2H1(ω) + ‖∆v‖2L2(ω). In addition, if H(ω) refers to any of
the above mentioned spaces, then Hloc(ω) will refer to the space of functions v such that
ψv ∈ H(ω) for any ψ ∈ C∞comp(Rd) := {ϕ ∈ C∞(Rd), supp(ϕ) bounded}.
For any Lipschitz open set ω ⊂ Rd, we shall refer to the space of Dirichlet traces
H1/2(∂ω) := {v|∂ω, v ∈ H1(ω)} equipped with the norm ‖v‖H1/2(∂ω) := min{‖u‖H1(ω), u|∂ω =
v}. The space of Neumann traces H−1/2(∂ω) will be defined as the dual to H1/2(∂ω) equipped
with the corresponding canonical dual norm ‖p‖H−1/2(∂ω) := supv∈H1/2(∂ω)\{0} |〈p, v〉∂ω |/‖v‖H1/2(∂ω).
Here v 7→ 〈p, v〉∂ω := p(v) simply refers to the action of p on v, so that (p, v) 7→ 〈p, v〉∂ω is
a bilinear (not sesquilinear) form. As regards duality pairings on trace spaces, we shall also
equivalently write 〈v, p〉∂ω := 〈p, v〉∂ω and
´
∂ω pvdσ := 〈p, v〉∂ω .
Transmission problem Let nj refer to the normal vector to Γj = ∂Ωj directed toward the
exterior of Ωj, and set ∂njv := nj ·∇v|Γj for v ∈ H1loc(∆,Ωj). We will consider a very standard
wave scattering problem (so-called transmission problem), imposing Hemholtz equation in
each sub-domain, as well as transmission conditions across interfaces: find u ∈ H1loc(Rd) such
that 

−∆u− κ2ju = 0 in Ωj ∀j = 0 . . . n,
u− uinc is κ0-outgoing in Ω0,
u|Γj − u|Γk = 0,
∂nju|Γj + ∂nku|Γk = 0 on Γj,k = Γj ∩ Γk, ∀j, k = 0 . . . n.
(2)
In the equation above uinc ∈ H1loc(Rd) is a known source term of the problem satisfying
−∆uinc − κ20uinc = 0 in Rd. In addition, we assume that κj > 0 for all j = 0 . . . n. Problem
(2) is known to admit a unique solution, see [23] for example. The outgoing condition in (2)
refers to Sommerfeld’s radiation condition, see [18]. A function v ∈ H1loc(∆,Ω0) will be said
κ-outgoing radiating if limr→∞
´
∂Br
|∂rv− ıκv|2dσ = 0 where Br refers to the ball of radius r
and center 0, and ∂r is the partial derivative with respect to the radial variable r = |x|.
Trace operators As this problem involves transmission conditions, and since we are inter-
ested in boundary integral formulations of it, we need to introduce suitable trace operators.
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According to [25, Thm. 2.6.8 and Thm 2.7.7], every sub-domain Ωj gives rise to continuous
boundary trace operators γj
d
: H1loc(Ωj) → H1/2(∂Ωj) and γjn : H1loc(∆,Ωj) → H−1/2(∂Ωj)
(so-called Dirichlet and Neumann traces) uniquely defined by
γjd(ϕ) := ϕ|∂Ωj and γjn(ϕ) := nj · ∇ϕ|∂Ωj ∀ϕ ∈ C∞(Ωj).
In the definition above nj refers to the vector field normal to ∂Ωj pointing toward the exterior
of Ωj. We will also need a notation to refer to an operator gathering both traces in a single
array
γj(v) := (γjd(v), γ
j
n(v)) ∀v ∈ H1loc(∆,Ωj).
We shall also refer to γjd,c, γ
j
n,c defined in the same manner as γ
j
d, γ
j
n with traces taken from
the exterior of Ωj. In addition, we set γ
j
c (v) := (γ
j
d,c(v), γ
j
n,c(v)) ∀v ∈ H1loc(∆,Rd \ Ωj). We
will refer to mean values and jumps to these trace operators, setting
{γj(u)} := 1
2
(
γj(u) + γjc (u)
)
and [γj(u)] := γj(u)− γjc(u).
2 Trace spaces
We want to recast Problem (2) into variational boundary integral equations set in trace spaces
adapted to the present multi-sub-domain context. The most simple space we can introduce
consists in the multi-trace space [3, Sect. 2.1] i.e. the cartesian product of local traces:
H(Σ) := H(Γ0)× · · · ×H(Γn)
where H(Γj) := H
+ 1
2 (Γj)×H− 12 (Γj) .
(3)
We endow each H(Γj) with the norm ‖(v, q)‖H(Γj) := (‖v‖2H1/2(Γj) + ‖q‖
2
H−1/2(Γj)
)1/2, and
equip H(Σ) with the norm naturally associated with the Cartesian product
‖u‖
H(Σ) :=
( ‖u0‖2H(Γ0) + · · ·+ ‖un‖2H(Γn) ) 12
for u = (u0, . . . , un) ∈ H(Σ)‡. In the sequel we shall repeatedly refer to the continuous operator
γ : Πnj=0H
1
loc(∆,Ωj) → H(Σ) defined by γ(u) := (γ0(u), . . . , γn(u)), where Πnj=0H1loc(∆,Ωj)
should be understood as the set of u ∈ L2loc(Rd) such that u|Ωj ∈ H1loc(∆,Ωj) for all j. We
also need a bilinear duality pairing for H(Γj) and H(Σ); writing 〈 , 〉Γj for the duality pairing
between H1/2(Γj) and H
−1/2(Γj), we opt for the skew-symmetric bilinear form
Ju, vK := n∑
j=0
[uj, vj ]Γj where
[( uj
pj
)
,
(
vj
qj
)]
Γj
:= 〈uj , qj〉Γj − 〈vj , pj〉Γj .
(4)
‡Functions in Dirichlet trace spaces like H1/2(∂Ωj) will be denoted by u, v, w, whereas we use p, q, r for
Neumann traces. Small fraktur font symbols u, v, w are reserved for Cauchy traces, with an integer subscript
indicating restriction to a sub-domain boundary.
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Next, as in [3, Sect. 2.2], [5, Sect. 3.1], we introduce the so-called single-trace space that
consists in collections of traces complying with transmission conditions. This space can be
defined by
X(Σ) := closH(Σ){ γ(u) = (γj(u))nj=0 | u ∈ C∞(Rd) } (5)
where the symbol closH(Σ) refers to the closure with respect to the norm on H(Σ). By
construction, this is a closed subspace of H(Σ). Note also that a function u ∈ H1loc(∆,Ω0)×
· · ·×H1loc(∆,Ωn) satisfies the transmission conditions of (2), if and only if γ(u) = (γj(u))nj=0 ∈
X(Σ). In particular, if u ∈ H1loc(∆,Rd) then γ(u) = (γj(u))nj=0 ∈ X(Σ). In the sequel, we
will use this space to enforce transmission conditions. The single-trace space admits a simple
weak characterization, see [3, Prop.2.1].
Lemma 2.1.
For any u ∈ H(Σ) we have u ∈ X(Σ) ⇐⇒ Ju, vK = 0 ∀v ∈ X(Σ).
3 Summary of potential theory
In this paragraph, we shall remind the reader of well established results concerning the inte-
gral representation of solutions to homogeneous Helmholtz equation in Lipschitz domains. A
detailed proof of the statements contained in the present paragraph can be found for example
in [25, Chap.3].
Let Gκ(x) refer to the κ-outgoing Green’s kernel associated to the Helmholtz operator −∆−κ2.
For example Gκ(x) = exp(iκ|x|)/(4pi|x|) in R3. For each sub-domain Ωj, any (v, q) ∈ H(Γj)
and any x ∈ Rd \ Γj , define the potential operator
Gjκ(v, q)(x) :=
ˆ
Γj
q(y)Gκ(x− y) + v(y)nj(y) · (∇Gκ)(x− y)dσ(y) . (6)
The operator Gjκ maps continuously H(Γj) into H
1
loc(∆,Ωj)×H1loc(∆,Rd \Ωj), see [25, Thm
3.1.16]. In particular Gjκ can be applied to a pair of traces of the form v = γj(v). This
potential operator can be used to write a representation formula for solution to homogeneous
Helmholtz equations, see [25, Thm 3.1.6].
Proposition 3.1.
Let u ∈ H1loc(Ωj) satisfy ∆u + κ2ju = 0 in Ωj. Assume in addition that u is κ0-outgoing if
j = 0. We have the representation formula
Gjκj(γ
j(u))(x) =
{
u(x) for x ∈ Ωj
0 for x ∈ Rd \Ωj .
(7)
Similarly, if v ∈ H1loc(Rd\Ωj) satisfies ∆v+κ2jv = 0 in Rd\Ωj , and is κj-outgoing radiating in
the case j 6= 0, then we have Gjκj (γjc (v))(x) = −v(x) for x ∈ Rd \Ωj , and Gjκj(γjc (v))(x) = 0
for x ∈ Ωj.
The potential operator (6) also satisfies a remarkable identity, known as jump formula, de-
scribing the behavior of Gjκj(v)(x) as x crosses Γj, namely
[γj ] ·Gjκj (v) = v ∀v ∈ H(Γj) (8)
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which also writes [γj ] ·Gjκj = Id. We refer the reader to [25, Thm.3.3.1] (the jump formulas
are more commonly written in the form of four equations in the literature). Proposition 3.1
shows that, if u is solution to a homogeneous Helmholtz equation in Ωj (and is κ0-outgoing
if j = 0) then γj · Gjκj (γj(u)) = γj(u). This actually turns out to be a characterization of
traces of solutions to homogeneous Helmholtz equation.
Proposition 3.2.
Define Cinκ (Ωj) := {γj(u) | u ∈ H1loc(Ωj) , ∆u + κ2u = 0 in Ωj, u is κ-outgoing if j = 0 }.
Then γj · Gjκ : H(Γj) → H(Γj) is a continuous projector, called Caldero´n projector interior
to Ωj, whose range coincides with C
in
κ (Ωj) i.e. for any v ∈ H(Γj)
γj ·Gjκ(v) = v ⇐⇒ v ∈ Cinκ (Ωj) .
Similarly, defining Coutκ (Ωj) := {γjc (u) | u ∈ H1loc(Rd \ Ωj), ∆u + κ2u = 0 in Rd \ Ωj , u is
κ-outgoing if j 6= 0 }, we have γj ·Gjκ(v) = 0 if and only if v ∈ Coutκ (Ωj).
For a detailed proof, see [25, Prop.3.6.2]. We shall repeatedly use this characterization as
a convenient way to express wave equations in the sub-domains Ωj . We also set C
α(Σ) :=
C
α
κ0(Ω0) × · · · × Cακn(Ωn) for α = in, out. The notations just introduced allow a condensed
reformulation of the well-posedness of (2), see [3, Prop.6.1] for a detailed discussion and proof.
Lemma 3.1.
X(Σ)⊕ Cin(Σ) = H(Σ).
To handle Caldero´n projectors in a multi-sub-domain context, it is more comfortable to
introduce global operators, so as to reduce notations. First we introduce the continuous
operator A : H(Σ)→ H(Σ) defined by
JA(u), vK :=∑nj=0 [Aj(uj), vj]Γj
with Aj := 2 {γj} ·Gjκj .
(9)
For all u = (uj)
n
j=0, v = (vj)
n
j=0 ∈ H(Σ). Observe that (Id ± A)/2 are projectors, according
to Proposition 3.2, with ker(A− Id) = range(A + Id) = Cin(Σ) and ker(A + Id) = range(A−
Id) = Cout(Σ). With this notation, a direct consequence of Proposition 3.2 is that (Aj)2 =
(2{γj} ·Gjκ)2 = Id. This is summarized in the next lemma.
Lemma 3.2.
(A)2 = Id.
Remark 3.1. In the case of two sub-domains Rd = Ω0 ∪Ω1 and one interface Σ = Γ0 = Γ1,
with κ = κ0 = κ1, there is a remarkable identity relating A
0 to A1. Indeed, in this situation,
the only difference in the definition of G0κ and G
1
κ comes from n0 = −n1. In particular,
denoting
Q :=
[
1 0
0 −1
]
we have G0κ(u) = −G1κ(Q · u) ∀u ∈ H1/2(Γ0) × H−1/2(Γ0). Note that {γ1} = Q · {γ0}, so
multiplying the previous equality by {γ1} yields Q · A0 = −A1 ·Q. 
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Lemma 3.2 above shows directly that A is invertible. It also satisfies a generalized Garding
inequality. The next result is proved for example in [23, §4].
Proposition 3.3.
Define Θ : H(Σ) → H(Σ) by Θ(u) := (Q(u0), Q(u1), . . . , Q(un)) for all u = (u0, u1, . . . , un),
where Q(u, p) := (u,−p) for any (u, p) ∈ H1/2(Γj) × H−1/2(Γj) and any j. There exists a
compact operator K : H(Σ)→ H(Σ) and a constant C > 0 such that
ℜe{−JAu,Θ(u)K+ JKu, uK } ≥ C ‖u‖2
H(Σ) ∀u ∈ H(Σ).
4 Local multi-trace formulation
In this section we would like to recall the derivation of the local multi-trace formulation in-
troduced in [14], and provide detailed analysis for it. In this formulation, the wave equations
are taken into account through a caracterization of Cauchy data by means of Calderon’s pro-
jectors, while transmission conditions come into play by means of a transmission operator
whose action consists in exchanging the unknowns associated to both sides of the same in-
terfaces. For the general case considered in [14], this transmission operator is multiplied by
a relaxation parameter α. In [13] the authors study the same local multi-trace formulation
as in [14] focusing on the particular case where α = 1. Only an analysis for this particular
case α = 1 has been provided so far. In addition, we should underline our hypothesis (1)
that discards any junction point in the sub-domain partition, while [13, 14] also considered
geometrical configurations with junction points.
A key ingredient of local multi-trace theory is an operator yielding a characterization of
transmission conditions of (2). Considering u = (uk, pk)
n
k=0 and v = (vj , qj)
n
j=0, we define the
transmission operator Π : H(Σ)→ H(Σ) by
v = Π(u) ⇐⇒
{
vj = +uk
qj = − pk
on Γj,k ∀j, k = 0 . . . n, j 6= k. (10)
Clearly, for any function u ∈ H1loc(∆,Rd) we have γ(u) := (γj(u))nj=0 ∈ H(Σ) with γ(u) =
Π(γ(u)). Conversely, considering any function u ∈ L2loc(Rd) such that u|Ωj ∈ H1loc(∆,Ωj) for
all j = 0 . . . n, then γ(u) ∈ H(Σ) is well defined, and if γ(u) = Π(γ(u)) then u ∈ H1loc(∆,Rd).
Routine calculus shows the following remarkable identities
Π2 = Id , Π(v) = Π(v) and JΠ(u), vK = JΠ(v), uK ∀u, v ∈ H(Σ). (11)
As is readily checked, the operator Π maps continuously H(Σ) onto H(Σ) under Assumption
(1) that each Γj,k is a Lipschitz manifold without boundary. Elementary arguments on trace
spaces show that, for any u ∈ H(Σ), we have u ∈ X(Σ) ⇐⇒ u = Π(u). Since Π2 = Id, this
can be simply rewritten in the following manner.
Lemma 4.1.
range(Π + Id) = X(Σ).
Now let u = (uj)
n
j=0 with uj := γ
j(u) j = 0 . . . n refer to the traces of the unique solution u to
Problem (2). Also set uinc := (γ
0(uinc), 0, . . . , 0). As a direct application of Proposition 3.2,
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the homogeneous wave equation satisfied by u in each sub-domain can be reformulated by
means of Caldero´n projectors: on the one hand (−∆−κ2j )u = 0 in Ωj ⇐⇒ (Aj−Id)γj(u) = 0
j = 1 . . . n and, on the other hand, (−∆− κ20)(u− uinc) = 0 in Ω0 and u− uinc is κ0-outgoing
⇐⇒ (A0 − Id)(γ0(u) − γ0(uinc)) = 0. Using the notations introduced above this rewrites
(Aj − Id)uj = 0 for j = 1 . . . n and (A0 − Id)(u0 − γ0(uinc)) = 0. Finally this can be put in
the more condensed form
(A− Id)(u− uinc) = 0.
Choose any relaxation parameter α ∈ C \ {0} and add α (Id − Π)u = 0 to this equation,
which is consistent since u = γ(u) must satisfy the transmission conditions of (2). Denoting
f := (A− Id)uinc, what precedes implies{
u ∈ H(Σ) and
J (A−Πα)u, v K = Jf, vK ∀v ∈ H(Σ),
where Πα := (1− α)Id + αΠ.
(12)
Observe that the operator of the formulation above can also be rewritten in the form of a
convex combination A− Πα = (1 − α)(A − Id) + α(A − Π). In [14], the primary motivation
for considering such a relaxation parameter (and not just α = 1) was based on the idea
that it may play a role analogue to the (possibly operator valued) impedance coefficients in
Optimized Schwarz Methods (see e.g [7, 10, 11]), so that a clever choice of this parameter
would lead to an improvement in the convergence of iterative solvers.
Existence and uniqueness of the solution to this formulation has already been established
only in the case α = 1, see [13, Thm.9 and Thm.11]. For all other values of α, well-posedness
of this formulation has been an open problem so far, as mentioned in [14, Rem.2]. Here we
consider a variant of the problem of [14] where heterogeneities appear in the wave number
instead of appearing in the coefficient associated to the principal part of the PDE, and we
prove uniqueness of the solution to (12) for any α ∈ C \ {0}.
Proposition 4.1.
Ker(A−Πα) = {0} ∀α ∈ C \ {0}.
Proof:
Take u = (uj)
n
j=0 satisfying (A− Id)u+α(Id−Π)u = 0. Thus we have w := α(Π− Id)u =
(A−Id)u ∈ range(A−Id)∩range(Π−Id). Denote wj the component of w associated to ∂Ωj so
that w = (w0, · · · ,wn), and set ψj(x) := Gjκj (wj)(x). We have (A + Id)w = (A2 − Id)u = 0,
which can be rewritten γj · Gjκj (wj) = γj(ψj) = 0 for all j = 0 . . . n. Since we also have, by
construction, −∆ψj−κ2jψj = 0 in Ωj, we conclude that ψj = 0 in Ωj, and wj = [γj ]·Gjκj (wj) =
[γj(ψj)] = −γjc (ψj). If we can prove that ψj = 0 in Rd \ Ωj for each j, this will show that
w = 0.
Now observe that, since w ∈ range(Π − Id) we have Π(w) + w = 0 i.e. Π(w) = −w.
As a consequence the functions ψj satisfy an homogeneous problem with “anti-transmission
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conditions” 

−∆ψj − κ2jψj = 0 in Rd \ Ωj ∀j = 0 . . . n ,
ψj is κj-outgoing for j 6= 0
γj
d,c(ψj) + γ
k
d,c(ψk) = 0 and
γjn,c(ψj)− γkn,c(ψk) = 0 on Γj ∩ Γk ∀j, k.
(13)
Since Π2 = Id and Π(w) = −w, we have 2w = w−Π(w), and w+Π(w) = 0. From this and
(11), we obtain 2Jw,wK = Jw−Π(w),wK = −Jw+Π(w),wK = 0. This can be rewritten
n∑
j=0
ℑm
{ ˆ
Γj
γjd,c(ψj)γ
j
n,c(ψj)dσ
}
= 0. (14)
Take r > 0 sufficiently large to guarantee that Rd \Ω0 ⊂ Br where Br ⊂ Rd refers to the ball
centered at 0 with radius r. Since −∆ψj − κ2jψj = 0 in Rd \Ωj , applying Green’s formula in
each Br \ Ωj yields
ˆ
∂Br
ψj∂rψjdσ =
ˆ
Br\Ωj
|∇ψj |2 − κ2j |ψj |2dx+
ˆ
∂Ωj
γj
d,c(ψj)γ
j
n,c(ψj)dσ,
0 =
ˆ
Br\Ω0
|∇ψ0|2 − κ20|ψ0|2dx+
ˆ
∂Ω0
γ0
d,c(ψ0)γ
0
n,c(ψ0)dσ.
In these equations, “∂r” refers to the radial derivative. Take the imaginary part of the
identities above, and sum over j = 0 . . . n, taking account of (14). This leads to
n∑
j=1
ℑm
{ ˆ
∂Br
ψj∂rψjdσ
}
= ℑm
{ n∑
j=0
ˆ
∂Ωj
γj
d,c(ψj)γ
j
n,c(ψj)dσ
}
=
1
2ı
Jw,wK = 0,
where ı refers to the imaginary unit. By construction, the functions ψj are κj-outgoing
radiating, so that 0 = limr→∞
´
∂Br
|∂rψj − ıκjψj |2dσ = 0. As a consequence, we finally
obtain
n∑
j=1
1
κj
ˆ
∂Br
|∂rψj |2 + κ2j |ψj |2dσ
=
n∑
j=1
1
κj
ˆ
∂Br
|∂rψj − iκjψj |2dσ + 2
n∑
j=1
ℑm
{ ˆ
∂Br
ψj∂rψjdσ
}
,
=
n∑
j=1
1
κj
ˆ
∂Br
|∂rψj − iκjψj |2dσ −→
r→∞
0.
This shows in particular that limr→∞
´
∂Br
|ψj |2dσ = 0 for all j = 1 . . . n. As a consequence we
can apply Rellich’s lemma, see [6, Lemma 3.11], which implies that ψj = 0 in the unbounded
connected component of each Rd \ Ωj.
Let us show that ψj also vanishes in bounded connected components of R
d \ Ωj. Take
an arbitrary j, and let O be a bounded connected component of Rd \ Ωj . We have ∂O =
∂Ωj ∩ ∂Ωk = Γj,k for some k = 0 . . . n, k 6= j. Let O′ be the unbounded connected component
of Rd \Ωk. Then we have Ωj ⊂ O′, and ∂O′ = ∂O = ∂Ωj ∩ ∂Ωk. Since ψk = 0 in O′, we have
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γjd,c(ψj)|Γj,k = −γkd,c(ψk) = 0 and γjn,c(ψj)|Γj,k = γkn,c(ψk) = 0, according to the transmission
conditions of (13). Finally we have −∆ψj − κ2jψj = 0 in O with γjc(ψj) = 0 on ∂O. We
conclude by unique continuation principle (see [18, §.4.3]) that ψj = 0 in O. We have just
proved that
ψj = 0 in R
d \ Ωj ∀j = 0 . . . n.
Finally we have, on the one hand, w = (A− Id)u = 0, so u = (A + Id)u/2 ∈ range(A + Id) =
C
in(Σ), and on the other hand w = α(Π−Id)u = 0, so u = (Π+Id)u/2 ∈ range(Π+Id) = X(Σ).
So we conclude that u ∈ Cin(Σ) ∩ X(Σ) = {0} according to Lemma 3.1. 
It should be underlined that Proposition 4.1 holds for Problem (12) that differs from the
problem of [14] as, here, inhomogeneities come into play through a variation in wave numbers,
instead of coming into play via coefficients associated to the principal part of the PDE. Because
perturbing the principal part of the PDE induces non-compact contributions in the integral
operators, the problem in [14] appears more delicate, and it is not clear wether the techniques
used here may be recycled for dealing with the open problem raised in [14].
5 Examples
Before going further into the analysis of the local multi-trace formulation (12), we dedicate
this section to deriving and studying it in ultra simplified situations where all calculations can
be conducted quasi-explicitly. Here we will systematically consider the case where all wave
numbers are equal
κ0 = κ1 = · · · = κn. (15)
This assumption will allow substantial simplifications. Another purpose of the present section
is to determine the spectrum of the multi-trace operator in these simplified situations.
5.1 Two domain configuration
We start by considering the case where the space is partitioned in two domains only. This
simple case was already considered in [13, §3.1], but here we are going to formulate additional
comments. In this case Σ = Γ0 = Γ1 = Γ0,1. We want to represent the operator (1 − α)(A−
Id) + α(A −Π) : H(Γ0,1)×H(Γ0,1)→ H(Γ0,1)×H(Γ0,1) in a matrix form. First of all, note
that the operator Π admits the following expression,
Π (
[
v0
v1
]
) =
[
0 Q
Q 0
]
·
[
v0
v1
]
with Q :=
[
1 0
0 −1
]
. (16)
Hence, denoting u = (u0, u1), we have
(A− αΠ)u =
[
A0 −αQ
−αQ A1
]
·
[
u0
u1
]
.
To determine the spectrum of the (relaxed) multi-trace operator (1−α)(A− Id)+α(A−Π),
it suffices to determine the spectrum of A − αΠ. If we compute the square of this operator,
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we obtain (A−αΠ)2 = A2+α2Π2−α(ΠA+AΠ) = (1+α2)Id−α(ΠA+AΠ). Taking account
of (15) and Remark 3.1, we have QA0 = −A1Q. Thus an explicit calculus yields[
A0 0
0 A1
]
·
[
0 Q
Q 0
]
=
[
0 A0Q
A1Q 0
]
=
[
0 −QA1
−QA0 0
]
= −
[
0 Q
Q 0
]
·
[
A0 0
0 A1
]
.
From this we conclude that ΠA+AΠ = 0, which finally yields (A−αΠ)2 = (1+α2) Id. This
expression, together with the spectral mapping theorem (see [24, Thm.10.28] for example),
provides an explicit characterization of the spectrum in the case where all wave-numbers are
equal§
S(A−Πα) ⊂ {−1 + α+
√
1 + α2,−1 + α−
√
1 + α2}.
5.2 Three domain configuration
Now we consider a partition in three domains Rd = Ω0 ∪Ω1 ∪Ω2 with ∂Ω0 ∩ ∂Ω2 = ∅. This
situation is pictured below.
Ω2
Ω1
Ω0
Γ1,0
Γ1,2
As the definition of the transmission operator is given by a formula written on each interface,
let us decompose the traces on each sub-domain according to interfaces. Considering the
decomposition Γ1 = Γ1,0 ∪ Γ1,2, any trace v ∈ H(Γ1) induces an element R10(v) ∈ H(Γ1,0)
defined by R10(v) = v|Γ1,0 . We may define R12(v) ∈ H(Γ1,2) similarly. This establishes a
natural isomorphism (R10,R
1
2) : H(Γ1)→ H(Γ1,0) ×H(Γ1,2). The adjoints of those maps are
extension operators i.e. (R1j)
∗(v) = v · 1Γ1,j ∈ H(Γ1) for any v ∈ H(Γ1,j). With these maps,
the operator A1 induces a 2× 2 matrix denoted [A1] with integral operator entries
[A1] =

 A10,0 A10,2
A12,0 A
1
2,2

 with A1j,k := R1j ·A1 · (R1k)∗.
Plugging this decomposition into the definition of the operator A yields a 4 × 4 matrix of
integral operators acting on tuples (u0, u1,0, u1,2, u2) ∈ H(Γ0) ×H(Γ1,0) ×H(Γ1,2) ×H(Γ2),
§In the remaining of this article, the square root of complex numbers shall be defined by
√
ρ exp(iθ) =√
ρ exp(iθ/2) for θ ∈ (−pi, pi].
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and given by the following formula
(A− αΠ)u =


A0 −αQ 0 0
−αQ A10,0 A10,2 0
0 A12,0 A
1
2,2 −αQ
0 0 −αQ A2

 ·


u0
u1,0
u1,2
u2

 .
As in the previous paragraph, let us compute the spectrum of the local multi-trace operator
(1 − α)(A − Id) + α(A −Π). Here again, it suffices to determine the spectrum of (A − αΠ).
Once again we have (A − αΠ)2 = A2 + α2Π2 − α(ΠA + AΠ) = (1 + α2) Id − α(ΠA + AΠ).
Besides, taking account of (15), a direct and thorough calculus shows that Q ·A0j,j ·Q = −Aj .
So if we compute explicitly the expression of ΠA + AΠ taking account of this identity, we
obtain
ΠA+ AΠ =


0 0 QA10,2 0
0 0 0 A10,2Q
A12,0Q 0 0 0
0 QA12,0 0 0

 .
This time we have ΠA+AΠ 6= 0. Let us compute the square of this operator. Since Q2 = Id,
we obtain
(ΠA +AΠ)2 =


QA10,2A
1
2,0Q 0 0 0
0 A10,2A
1
2,0 0 0
0 0 A12,0A
1
0,2 0
0 0 0 QA12,0A
1
0,2Q

 .
Now let us have a closer look at each of the operators A10,2A
1
2,0 and A
1
2,0A
1
0,2. Observe that
−A1j,k = 2Q · γj · Gkκ1 · Q for j 6= k. According to the second equality in (7), we have
γ0 ·G2κ1 · γ2 ·G0κ1 = 0. As a consequence, we obtain
A10,2A
1
2,0 = 4
(
Q · γ0 ·G2κ1 ·Q
) · (Q · γ2 ·G0κ1 ·Q)
= 4Q · (γ0 ·G2κ1 · γ2 ·G0κ1) ·Q = 0.
We show in a similar manner that A12,0A
1
0,2 = 0. To conclude we have (ΠA + AΠ)
2 = 0.
Such a nilpotent operator has a non-empty spectrum (see [24, Thm.10.13]) that is reduced to
{0} according to the spectral mapping theorem [24, Thm.10.28], which implies of course that
S(ΠA+AΠ) = {0}. Finally we obtain the following spectrum, like in the previous paragraph,
S(A−Πα) ⊂
{ − 1 + α+√1 + α2,−1 + α−√1 + α2 }.
6 Spectrum of the operator in a general configuration
For both examples of the previous two paragraphs, the spectrum of the local multi-trace
operator only consisted in the two eigenvalues −1 + α ±√1 + α2 in the case where all wave
numbers equal. Besides, during the calculations above, the geometry of the interfaces never
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came into play. In the present section we will show that these are actually general results
that hold for any number of sub-domain arranged arbitrarily, provided the geometry does not
involve any junction point.
To investigate this question in the general case, we need to introduce further notations.
Recall that each boundary can be decomposed in the following manner Γj = ∪k 6=jΓj,k. We
will decompose traces accordingly. For a given pair j, k with j 6= k we define
Rjk : H(Γj)→ H(Γj,k),
Rjk(v) := v|Γj,k .
To reformulate the above definition fully explicitly, for v = (v, q) ∈ H(Γj,k) = H1/2(Γj,k) ×
H−1/2(Γj,k) and u = (u, p) ∈ H(Γj) = H1/2(Γj) × H−1/2(Γj), we have v = Rjk(u) if and only
if u|Γj,k = v and p|Γj,k = q. The adjoint of these restriction operators are given by
(Rjk)
∗ : H(Γj,k)→ H(Γj),
(Rjk)
∗(v) :=
{
v on Γj,k,
0 on Γj \ Γj,k.
Decomposing traces with the embedding/restriction operators that we have just defined, each
Aj : H(Γj) → H(Γj) induces a matrix of integral operators denoted [Aj ] with maximal size
(n− 1)× (n− 1) given by
[Aj ] :=


Aj0,0 · · · Aj0,n
...
...
Ajn,0 · · · Ajn,n

 Ajk,m := Rjk ·Aj · (Rjm)∗. (17)
In the notation above, it should be understood that the rows and the columns associated to
indices k such that Γj,k = ∂Ωj ∩ ∂Ωk = ∅ must be omitted. The row/column associated to
k = j is to be omitted as well. For each sub-domain Ωj, we will need to consider the set of
indices
Ij := { k | k 6= j, ∂Ωj ∩ ∂Ωk 6= ∅}.
Hence the matrix in (17) is square with card(Ij) rows. If we plug the definition of the
restriction/embedding operators Rjk into the definition (9) of the operator A
j and the potential
operator (6), we obtain an explicit formula for Ajk,m in the case where k 6= m namely,
+
r
Ajk,m
( u
p
)
,
( v
q
) z
Γj,k
=
+
ˆ
Γj,k
ˆ
Γj,m
Gκj (x− y)p(y)q(x) dσ(y)dσ(x)
−
ˆ
Γj,k
ˆ
Γj,m
(∇2Gκj)(x− y) · (nj(x),nj(y)) u(y)v(x) dσ(y)dσ(x)
+
ˆ
Γj,k
ˆ
Γj,m
(∇Gκj )(x− y) ·
[
q(x)u(y)nj(y)− p(y)v(x)nj(x)
]
dσ(y)dσ(x).
(18)
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for any (u, p) ∈ H(Γj,m) and (v, q) ∈ H(Γj,k). In this expression, (∇2Gκj)(x − y) refers to
the Hessian matrix of the Green kernel at x−y. The important conclusion to be drawn from
Expression (18) is that the operators Ajk,m are compact for k 6= m as it only involves smooth
kernels. Apart from this compactness result though, no other particular use shall be made
of Expression (18). The following lemma yields several remarkable identities satisfied by the
elements of the decomposition (17).
Lemma 6.1.
For any j = 0 . . . n, and any k, l,m ∈ Ij with k 6= m and k 6= l we have
i) (Ajk,k)
2 = Id,
ii) Q · Ajk,k = −Akj,j ·Q if κj = κk,
iii) Ajl,k ·Ajk,m = 0.
Proof:
Pick an arbitrary j = 0 . . . n that will be fixed until the end of the proof. Take an
arbitrary k,m ∈ Ij with k 6= m. Let O ⊂ Rd be the maximal open set satisfying ∂O = Γj,m
and Ωj ∩ O = ∅. Take an arbitrary v ∈ H(Γj,m), and denote v˜ := (Rjm)∗v. Observe that
Gjκj (v˜) ∈ H2loc(Rd \ O). Since Γj,k ∩ Γj,m = ∅, this implies in particular that Gjκj (v˜) does not
admit any jump across Γj,k. As a consequence, we have
Ajk,m(v) = 2R
j
k · γj ·Gjκj (v˜) = 2Rjk · γjc ·Gjκj (v˜).
Now observe that, if w ∈ Coutκ (Ωj), then (Rjk)∗Rjk(w) ∈ Coutκ (Ωj) for any k ∈ Ij. Taking
w = γjc · Gjκj (v˜), we see that w˜ = (Rjk)∗Ajk,m(v) ∈ Coutκj (Ωj). According to the integral
representation Theorem 3.1, this implies Gjκj (w˜)(x) = 0 for x ∈ Ωj. In particular we have
2Rjl γ
jGjκj (w˜) = A
j
l,k ·Ajk,m(v) = 0.
This establishes iii). Now we know that (Aj)2 = Id. This implies that, for any k ∈ Ij, we
have
∑
m∈Ij
Ajk,m ·Ajm,k = Id. But according to iii), all the terms of this sum vanish, except
for k = m which establishes i).
To prove ii), observe that Q ·Rjk · {γj} = Rkj · {γk}. On the other hand, the explicit expression
of potential operators given by (6) shows that Gjκj · (Rjk)∗ = −Gkκk · (Rkj )∗ ·Q in the case where
κj = κk. Combining these two identities we obtain Q · Ajk,k = 2Q · Rjk · {γj} · Gjκj · (Rjk)∗ =
−2Rkj · {γk} ·Gkκk · (Rkj )∗ ·Q = −Akj,j ·Q.

Next we need to introduce an operator involving only the diagonal blocks of the matrix
representing A in the decomposition (17), without any term coupling different interfaces.
Define D : H(Σ)→ H(Σ) by the explicit formula
JD(u), vK := n∑
j=0
∑
k∈Ij
J Ajk,k(uj,k), vj,k KΓj,k ∀u, v ∈ H(Σ),
where uj,k := R
j
k(uj), vj,k := R
j
k(vj).
(19)
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Lemma 6.2.
We have (D)2 = Id. Moreover, if all wave numbers equal i.e. κ0 = κ1 = · · · = κn, we have
Π · D+D ·Π = 0.
Proof:
According to Lemma 6.1, we already know that (Ajk,k)
2 = Id. Pick an arbitrary pair
of traces u, v ∈ H(Σ), and set uj,k := Rjk(uj) and vj,k := Rjk(vj) for all j, and all k ∈ Ij.
Applying Formula (19) twice yields
JD2(u), vK := n∑
j=0
∑
k∈Ij
J(Ajk,k)2uj,k, vj,kKΓj,k
=
n∑
j=0
∑
k∈Ij
Juj,k, vj,kKΓj,k =
n∑
j=0
Juj, vjKΓj = Ju, vK.
which establishes that D2 = Id. To establish the second statement, let us first point out that
the definition (10) of the operator Π can be rewritten JΠ(u), vK =∑nj=0∑k∈IjJQ(uk,j), vj,kKΓj,k .
Combining this with the definition of the operator D, and using Property ii) of Lemma 6.1,
we obtain
JΠ · D(u), vK := n∑
j=0
∑
k∈Ij
JQAkj,juk,j, vj,kKΓj,k
:=
n∑
j=0
∑
k∈Ij
−JAjk,kQ(uk,j), vj,kKΓj,k = −JD ·Π(u), vK.

Lemma 6.3.
The operator T := A−D is compact and satisfies T2 = 0.
Proof:
The operator T only involves terms Ajk,m with k 6= m. Since Γj,k ∩ Γj,m = ∅, these
operators defined by (18) only involve smooth kernels. So each Ajk,m, k 6= m is compact, and
T is compact itself. Let us compute explicitly the expression of T2. Pick arbitrary u, v ∈ H(Σ),
and set uj,k := R
j
k(uj) and vj,k := R
j
k(vj) for all j, and all k ∈ Ij. We have
JT(u), vK := n∑
j=0
∑
k,m∈Ij
k 6=m
JAjk,m(uj,m), vj,kKΓj,k ,
JT2(u), vK := n∑
j=0
∑
k,l,m∈Ij
k 6=l,l 6=m
JAjk,lAjl,m(uj,m), vj,kKΓj,k .
To conclude it remains to apply property iii) of Lemma 6.1. Since, for each term Ajk,lA
j
l,m we
have k 6= l and m 6= l, the whole sum vanishes, and we have JT2(u), vK = 0. 
Note that it is a direct consequence of the above lemma and Proposition 3.3 that D also
15
satisfies a Garding inequality. In addition, since Π2 = Id, a recurrence argument combined
with the previous lemma readily leads to the following corollary. Note that, remarkably, this
result holds without any assumption on the wave numbers.
Corollary 6.1.
We have (ΠT + TΠ)k = (ΠT)k + (TΠ)k, ∀k ≥ 1.
Now let us formulate a few elementary and useful remarks concerning the geometrical ar-
rangement of the interfaces. Let Υ = {0, 1, . . . , n}, and say that two indices j, k are adjacent
if ∂Ωj ∩ ∂Ωk 6= ∅. This adjacency relation endow Υ with a graph structure. We order the
elements of Υ, writing j ≺ k if Ωj is included in a bounded connected component of Rd \Ωk.
This induces an tree struture on Υ. In particular Υ is a tree and does not admit any (simple
cycle), see for example [1, Chap.16]. And it does not admit chain with a length larger than
n. The picture below provides an example of such a tree structure.
Ω1
Ω2
Ω3Ω4
Ω0
0
2
1 3
4
Proposition 6.1.
In the case where all wave numbers equal κ0 = κ1 = · · · = κn, we have (ΠT + TΠ)n =(ΠT)n =
(TΠ)n = 0 where n is the number of sub-domains.
Proof:
According to Corollary 6.1, we have (ΠT)n = (TΠ)n = 0 ⇒ (ΠT + TΠ)n = 0, and
moreover (TΠ)n = Π(ΠT)nΠ, so we only need to prove (ΠT)n = 0. We start by simply
writing down the explicit expression of the operator (ΠT)n. For any u, v ∈ H(Σ), setting
uj,k := R
j
k(uj) and vj,k := R
j
k(vj), we have
JΠT(u), vK := n∑
i0=0
∑
i1∈Ii0
∑
i2∈Ii1
i2 6=i0
JQAi1i0,i2(ui1,i2), vi0,i1KΓi0,i1 ,
J(ΠT)2(u), vK := n∑
i0=0
∑
i1∈Ii0
∑
i2∈Ii1
i2 6=i0
∑
i3∈Ii2
i3 6=i1
JQAi1i0,i2QAi2i1,i3(ui2,i3), vi0,i1KΓi0,i1 .
In the expression above we have i2 6= i0 and i3 6= i1 due to the very definition of the operator
T. Applying recursively the formulas derived above for ΠT finally leads to the following
explicit expression for (ΠT)n,
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J(ΠT)n(u), vK :=
n∑
i0=0
∑
i1∈Ii0
∑
i2∈Ii1
i2 6=i0
∑
i3∈Ii2
i3 6=i1
∑
i4∈Ii3
i3 6=i2
· · · · · ·
∑
in+1∈Iin
in+1 6=in−1
JQAi1i0,i2QAi2i1,i3 · · ·QAinin−1,in+1(uin,in+1), vi0,i1KΓi0,i1 .
(20)
The sum in the expression above is taken over all the sequence of indices i0, i1, . . . , in+1
satisfying the constraints ik ∈ Iik−1 (which implies in particular that ik 6= ik−1) and ik+1 6=
ik−1 for all k = 1 . . . n. Each ik is the index of the sub-domain Ωik , and Ωik+1 is adjacent
to Ωik since ik+1 ∈ Iik , hence those sequences i0, i1, . . . , in+1 are actually chains of length
exactly n + 1 of the tree Υ. But since Υ only admits n elements and is a tree, it does not
contain any such chain. This implies that the summation in (20) is taken over an empty set.
Hence J(ΠT)n(u), vK = 0, and since u, v were chosen arbitrarily, this finally implies (ΠT)n = 0.

The spectrum of the local multi-trace operator can now easily be deduced from what precedes,
in the case where all wave numbers equal. Note that the next result states equality and not
just inclusion.
Theorem 6.1.
Assume that all wave numbers are equal i.e. κ0 = κ1 = · · · = κn. Let Sp(A−αΠ) refer to the
point spectrum of A− αΠ i.e. the set of its eigenvalues. Then the spectrum of this operator
coincides with the point spectrum, and it is given by
S(A− αΠ) = Sp(A− αΠ) = {+
√
1 + α2,−
√
1 + α2}.
Proof:
The result is clear if α = 0 since (Id + A)/2 is a projector, so for the remaining of this
proof, we will assume that α 6= 0. According to (11), we have Π2 = Id. In addition Lemma
3.2 asserts A2 = Id, and Lemma 6.2 provides DΠ + ΠD = 0. Taking the square of A − αΠ,
and using the previously mentioned identities yields
(A− αΠ)2 = A2 + α2Π2 − α(TΠ + ΠT)− α(DΠ + ΠD)
= (1 + α2)Id− α(TΠ +ΠT)
Then it is a direct consequence of Corollary 6.1 and Proposition 6.1 that the operator TΠ+ΠT
is nilpotent. Hence according to [24, Thm.10.13] and the spectral mapping theorem [24,
Thm.10.28], we have S(TΠ+ΠT) = {0}. This also shows thatS((A−αΠ)2) = {1+α2}, hence
applying once again the spectral mapping theorem, we finally conclude that S(A − αΠ) ⊂
{+√1 + α2,−√1 + α2}.
Denote for a moment f(λ) := λ2. Then clearly Sp(TΠ + ΠT) = {0} since TΠ + ΠT is
nilpotent. Moreover, according to the “point spectrum counterpart” of the spectral mapping
theorem [24, Thm.10.33], we have f(Sp(A − αΠ)) = Sp(f(A − αΠ)) = {1 + α2}. Hence we
conclude also that Sp(A− αΠ) ⊂ {+
√
1 + α2,−√1 + α2}. If we can prove that the previous
inclusion is actually an equality, then the proof will be finished. It suffices to show that, if
λ ∈ Sp(A− αΠ), then we also have −λ ∈ Sp(A− αΠ).
Take an eigenvector u ∈ H(Σ) \ {0} of A − αΠ associated to the eigenvalue λ. Since A2 =
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Π2 = Id, we have A(AΠ − ΠA) = −(AΠ − ΠA)A and Π(AΠ − ΠA) = −(AΠ − ΠA)Π. As
a consequence (A − αΠ)(AΠ − ΠA)u = −(AΠ − ΠA)(A − αΠ)u = −λ(AΠ − ΠA)u. Hence,
−λ is an eigenvalue of A − αΠ if λ is, provided that (AΠ − ΠA)u 6= 0. Observe that, since
(A−αΠ)u = λu and A2 = Π2 = Id, we have ΠAu = αu+λΠu and AΠu = (1/α)u− (λ/α)Au.
Summing these two identities yields
(ΠA−AΠ)u = (α− 1/α)u + λ
α
(A + αΠ)u.
If we can prove that 0 is not an eigenvalue of (α − 1/α)Id + λα(A + αΠ), this will show
that (ΠA − AΠ)u 6= 0. From the first part of the proof, we know that the spectrum of
A+αΠ is included in {+√1 + α2,−√1 + α2}. Besides λ equals +√1 + α2 or −√1 + α2. As
a consequence the spectrum of (α− 1/α)Id + λα (A + αΠ) only contains the values
α− 1
α
± λ
α
√
1 + α2 =
α2 − 1± (1 + α2)
α
= 2α or − 2/α.
Since α ∈ C \ {0}, we have 2α 6= 0 and 2/α 6= 0. As a consequence the spectrum of
(α− 1/α)Id + λα(A + αΠ) does not contain 0 so (ΠA−AΠ)u 6= 0 necessarily. 
The previous theorem can be reformulated as follows.
Corollary 6.2.
Assume that all wave numbers are equal κ0 = κ1 = · · · = κn. Then for any pair of complex
numbers α, β ∈ C the operator A+ αΠ+ βId is invertible if and only if β2 − α2 6= 1.
Theorem 6.1 also leads directly to explicit expression for the spectrum of the local multi-trace
operator. Thanks to Fredholm theory, this implies a well-posedness result.
Corollary 6.3.
For any α ∈ C \ {0}, the operator Lα := (1− α)(A− Id) + α(A−Π) is invertible. Moreover,
in the case where all wave numbers are equal κ0 = κ1 = · · · = κn, its spectrum equals its point
spectrum and S(Lα) = Sp(Lα) = {−1 + α−
√
1 + α2,−1 + α+√1 + α2}.
Proof:
Assume that the wave numbers κ0, κ1, . . . , κn are arbitrary elements of (0,+∞), and
consider any α ∈ C \ {0}. Let A⋆ refer to the operator defined in the same manner as A but
with wave numbers all equal to κ⋆ = ı. Then the operator A−A⋆ : H(Σ)→ H(Σ) is compact as
it only involves integral operators with regular kernels, see [25, Lemma 3.9.8]. Then Theorem
6.1 shows that (1−α)(A⋆−Id)+α(A⋆−Π) is invertible, since its eigenvalues −1+α±
√
1 + α2
differ from 0 as α 6= 0. Hence (1 − α)(A − Id) + α(A − Π) is a compact perturbation of an
isomorphism. According to Fredholm-Riesz-Schauder theory (see [19, Chap.2] for example),
this operator is invertible if and only if it is one-to-one. Since it is injective according to
Proposition 4.1, we finally conclude that (1−α)(A− Id) +α(A−Π) is an isomorphism. The
second statement above concerning the spectrum is a trivial consequence of Theorem 6.1. 
In the case where wave numbers take arbitrary values the spectrum is not reduced to −1+α±√
1 + α2 anymore. However a difference of wave numbers only induces compact perturbation
of integral operators so that, in the general case, this result still indicates the location of
accumulation points of the spectrum. In other words, we have determined the essential
spectrum for the more general case where wave numbers differ from one subdomain to another,
which is summarized in the corollary below.
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Corollary 6.4.
For any α ∈ C\{0}, set Lα := (1−α)(A−Id)+α(A−Π). Then any element λ ∈ S(Lα)\{−1+
α +
√
1 + α2,−1 + α −√1 + α2} is an isolated eigenvalue with dim( ker(Lα − λId) ) < +∞.
Moreover the two values −1+α±√1 + α2 are the only possible accumulation points of S(Lα).
Proof:
Denote µ±α := −1+α±
√
1 + α2, and set L(λ) := Lα−λId. Then λ 7→ L(λ) is an analytic
operator pencil, and it is Fredholm valued for λ 6= µ±α . Indeed take any λ ∈ C \ {µ+α , µ−α },
and define the operator L′α in the same manner as Lα except that all wave numbers are taken
equal to κ0. The operator L
′(λ) := L′α − λId is invertible according to Corollary 6.3, and
L
′(λ) − L(λ) is compact. As a consequence, L(λ) is a compact perturbation of an invertible
operator, so it is Fredholm with index 0 and admits finite dimensional kernel.
Further, since Lα is a bounded operator, L(λ) is invertible for λ > ‖Lα‖, where ‖ ‖ refers
here to the norm naturally associated to continuous operators mapping H(Σ) into itself. As a
consequence, we can apply Fredholm analytic theorem (see Appendix A in [15]) which shows
that L(λ) is invertible in C\{µ+α , µ−α } except for a countable set of isolated values. Moreover,
we have just seen that all these values can only lie in the disc of center 0 and radius ‖Lα‖. 
7 Numerical evidences
In this section, we present a series of numerical results confirming the conclusions presented
previously. We consider 2-D scattering problems of the form (2) involving three domains. As
regards discretization, we consider a uniform paneling Σh ≃ Σ which induces a mesh for each
of the sub-domains Γhj ≃ Γj, Γhj ⊂ Σh. The discrete spaces Hh(Σ) are constructed on these
meshes by means of P1-Lagrange shape functions for both Dirichlet and Neumann traces
Hh(Σ) = { (uhj , phj )j=0,1,2 such that
∀j = 0, 1, 2, for all panel e ⊂ Γhj , uhj |e, phj |e ∈ P1(e) }.
(21)
Denote Bh the matrix associated to the Galerkin discretization of the local multi-trace for-
mulation (12) by means of the discrete space (21), and let us denote Mh the matrix obtained
by Galerkin discretization of the bilinear form (u, v) 7→ Ju, vK. We shall focus our attention
on the spectrum of the matrix (Mh)
−1Bh that may be considered as an approximation of the
continuous operator associated to Formulation (12).
Ω0
Ω1
Ω2
Figure 1: First geometrical configuration
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For the analysis presented in the previous section, the local multi-trace operator associated
to the case where all wave-numbers equal has plaied a pivotal role. This operator is only
required for theoretical purpose though, and is not needed for computations (unless the case
of all wave numbers equal is specifically under study. . . ). Since such an operator simply
solves the problem (2) in the case where κ0 = · · · = κn, it models a scattering problem with
no actual scatterer, since no heterogeneity of the propagation medium comes into play. This
is why the solution to (12) can be computed explicitely when all wave numbers equal: this
solution is given by u = (γ0(uinc), γ
1(uinc), . . . , γ
n(uinc)).
All computations have been achieved on a laptop equipped with a 2-core Intel i7-3520M
processor at 2.9GHz with 4 GB of RAM. Meshes have been generated using Gmsh [12] (see
also the website http://geuz.org/gmsh/). For computation of eigenvalues we relied on the
Arpack++ library (see http://www.ime.unicamp.br/~chico/arpack++/).
Figure 1 represents a first geometrical configuration. The boundary of Ω0 is a unit square
centered at 0, and the boundary of Ω2 is a circle of radius 0.5 centered at 0. Figure 2 represents
the spectrum of (Mh)
−1Bh for a mesh width h = 0.05 and κ0 = κ1 = κ2 = 1.
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-2 -1.5 -1 -0.5  0  0.5  1  1.5  2
-0.00015
-0.0001
-5e-05
 0
 5e-05
 0.0001
 0.00015
 1.41  1.415  1.42  1.425  1.43  1.435
Figure 2: Two clusters of eigenvalues in the case of no contrast of wave numbers (left) and a
zoom on the cluster of positive eigenvalues (right). We took α = 1 and κ0 = κ1 = κ2 = 1.
The spectrum clearly takes the form of two clusters centered at the values ±√2 = −1 +
α ± √1 + α2 for α = 1. Figure 3 shows the spectrum of the same matrix, with the same
geometrical configuration, but with α = 0.5 and α = −0.25. The formula −1 + α±√1 + α2
yields the values 0.61803 and −1.6180 for α = 0.5 (up to 5 digits), and −0.21922 and −2.2808
for α = −0.25, which is consistent with our theory.
Next, in Figure 4, we consider the case α = 1, but wave numbers differ taking the values
κ0 = 1, κ1 = 5 and κ2 = 2. The mesh width remains h = 0.05. Although the eigenvalues are
not clustered anymore, they are more densely grouped around ±√2 suggesting that these are
the only two accumulation points of the spectrum of the continuous operator.
For the next series of figures, we consider the same scattering problem, but in a different
geometrical configuration. The new configuration is depicted in the picture below: there are
two square scatterer separated by a thin gap of width δ. In the theory we have presented, we
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-2.5 -2.28 -2 -1.5 -1 -0.5 -0.22 0.5 1 1.5
Figure 3: Spectrum of the local multi-trace operator with κ0 = κ1 = κ2 = 1 and α = 0.5
(left) or α = −0.25 (right).
needed to assume that there is no junction point i.e. points where at least three sub-domains
abut. We wish to test the robustness, with respect to this assumption, of the theoretical
formulas obtained.
-1
-0.5
 0
 0.5
 1
-2 -1  0  1  2
Figure 4: Spectrum of the local multi-trace operator in the case κ0 = 1, κ1 = 5 and κ2 = 2
with α = 1.
δ
Ω1 Ω2 Ω0
(1,−0.5)
(1,+0.5)(−1,+0.5)
(−1,−0.5)
In Figure 5, we consider κ0 = κ1 = κ2 and α = 1. For a fixed strictly positive value of δ > 0,
the eigenvalues are clustered around ±√2. Each of the figures below represent a zoom at the
cluster centered at +
√
2 for various values of δ.
The cluster is more and more scattered as the gap closes, suggesting that the assumption that
there is no junction point is mandatory, in spite of quadrature rules being less reliable as δ is
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close to 0. In the last picture below, we examine the case where the gap is closed i.e. δ = 0,
which corresponds to the presence of a junction point in the geometry.
Unfortunately, geometrical configurations involving junction points are not covered by the
theory of the present article. However the result of Figure 6 suggests that, although the
eigenvalues are not anymore closely clustered around the values −1 + α ± √1 + α2, these
two theoretical points remain accumulation points of the spectrum of the local multi-trace
operator.
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(a) (b) (c)
Figure 5: Spectrum of the local multi-trace operator for κ0 = κ1 = κ2 = 1, α = 1 and three
different values of gap: δ = 0.1 (left) δ = 0.01 (center) and δ = 0.001 (right).
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Ω1 Ω2
Ω0
Figure 6: Spectrum of the local multi-trace operator (left) for κ0 = κ1 = κ2 = 1, α = 1 in
the presence of junction points in the geometry (right).
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