Performing look back studies to evaluate the economic and technical impacts of filed management decisions, is not a common occurrence in our industry. Even when such studies are performed, the results are hardly ever published for evaluation and scrutiny by the larger community of industry professionals. This paper presents such a study in the case of a mature giant oil field in the Middle East.
This prolific mature asset that includes more than 160 production wells has been the subject of peripheral water injection for many years to maintain pressure and help displace oil toward the production wells. Production was restricted to 1,500 bbls of fluid per day per well to avoid excessive water production as well as pulling oil from an over produced overlaying prolific reservoir. In 2005 a reservoir management study was commissioned to evaluate the impact of rate relaxation in this asset. The objective was to explore the likelihood of increasing oil production from the asset while minimizing the possibility of increasing the water cut.
The study was performed using the existing, history matched reservoir simulation model. To maximize the utility of the numerical model an AI-Based proxy model called Surrogate Reservoir Model (SRM) was developed and used for the study. Upon completion of the study (during the second quarter of 2005) the SRM ranked all the wells based on the probability of success 1 , once the rate relaxation program is implemented. In January 2006, management issued permission for the rates in 20 wells to be relaxed.
Using actual field data, this paper reports and evaluates the results and the consequences of the field management decisions, more than five years after their implementation. The approach and methodology used in this project will help reservoir and production managers, engineers and modelers make the most of the tools that are at their disposal to make more informed field management decisions. This paper demonstrates that using the right tools and strategies, skepticism about reservoir simulation models can be addressed effectively and can result in highly successful practices.
RESERVOIR SIMULATION & MODELING
Today, numerical reservoir simulation and modeling is the industry standard for comprehensive field studies. Decades of research and development by a large number of engineers and scientists has brought this technology to where it is today. Starting in the late 1960s and early 1970s, advances in the broader fields of technology, such as invention of fast computational machines and development (and adaptation) of algorithms to take maximum advantage of these new computational power resulted in a paradigm shift in reservoir studies from analytical solutions and analog models to more mathematically robust computational models. This new computational paradigm was able to overcome the mathematical limitations imposed by analytical solutions and was much more realistic than the simple analog models such as CRMs 2 . Complex non-linear partial differential equations that governs fluid flow in the porous media were solved numerically at speeds that were unthinkable just a few years before (Aziz 1979) . Age of numerical reservoir simulation and modeling had started. Just like any other new technology, numerical simulation had to go through its growing pain struggling against those that failed to understand the change or felt threatened by it. Despite the difficulties, as is the character of any paradigm shift, numerical reservoir simulation and modeling prevailed. Today, the potential of this technology to solve complex full field problems is hardly contested. It is now a widely accepted technology among engineers and scientists in the oil and gas industry.
There are well-documented short comings with numerical reservoir simulation and modeling that are controlled and addressed when the study is in the hand of experienced reservoir engineers and modelers. Nevertheless, skepticism on the results provided by numerical reservoir simulation and modeling still persists, especially by management teams. Such expressed concerns about numerical simulation models are usually addressed when professionals from different disciplines are involved and cooperate in the full field study.
Companies dedicate large amounts of resources to reservoir simulation and modeling. On one hand the resources are used to secure licenses to commercial simulators or build and maintain in-house simulators and to train engineers and geoscientists in the art and science of numerical reservoir modeling, while on the other hand, even larger amounts of resources are devoted to data collection, performing analyses (core analyses, well tests, etc.) that would be used in the building of geological models that are the foundation of the flow models. Yet another important (and expensive) phase of numerical reservoir simulation is history matching. A process that may take months or years (depending on the size of the field) to complete. Usually the final result of a successful modeling campaign that takes several years (for a complex full field model) is a history matched, full field reservoir simulation model. So, what is the Return on Investment (ROI) in the conclusion of a reservoir modeling campaign? ROI in the cases of reservoir simulation and modeling may be calculated in more than one way. We propose two potential approaches, knowing well that many more can be considered. In one scenario, the amount of money spent on all the items mentioned above that directly contributes to the development and history matching of a reservoir simulation model can be calculated and compared with the number of simulation runs that are made during the life of the model. In a simplified version of this algorithm performed on a simulation model in an NOC, we concluded that a single simulation run (the model being examined here includes about 1 MM grid block and includes 167 horizontal wells and takes 10 hours to run on a cluster of 12 CPUs) costs about $3,000.
Using a different approach one may calculate the financial impacts of the decisions made based on the results of such reservoir simulation model and come up with a completely different picture of the ROI of the model. It should be noted that unfortunately, such exercises are hardly ever practiced in our industry. Not only calculating reservoir simulation and modeling's ROI is not a common practice, we hardly see published studies that bother to look back and see how good the decisions were and measure their economic impact on the company's bottom-line. Sometimes there are good reasons why such practices are not exercised, but we will not get into that discussion here.
This article presents exactly such a study, using actual data from the field, upon implementation of decisions made based on the results generated using a numerical reservoir simulation model 3 .
Under-Utilization of Numerical Simulation MODELS
We start with a two-part claim and then try to prove the claim throughout the manuscript. The claims are that (a) numerical reservoir simulation models are currently under-utilized 4 and (b) the technology covered in this article (SRM) provides the means to substantially increase their utilization. In other words, numerical reservoir simulation models can offer much more than they are currently being used for. But how do we substantiate this claim. We must mention that one of the motivations behind writing this article is to substantiate this two-part claim and hopefully by the end of this article, when all the facts are presented, there will remain little doubt about its substantiation. It is a fact that when a numerical reservoir simulation model takes 10s of hours for a single run (even on most advanced parallel computing architectures), not much can be expected from it. Any serious full field study requires large number of simulation runs to either search a very large solution space or to quantify uncertainties that are inherent in the geological model.
To address this issue scientists and engineers, in petroleum and other industries, have invented clever techniques to reduce the computational footprint of the numerical reservoir simulation models. This usually happens in one of the two forms. Either speed up the calculations, or calculate less. To speed up the calculations some operators have adopted fast computing techniques, parallelization of the algorithms, or simply brute force, bundling a large number of CPUs. In other word, they have chosen to decrease the time required for a simulation run by turning the wheel faster and faster. This sometimes works, but up to a point, 3 Although the numerical reservoir simulation and modeling is directly responsible for the quality of the results presented here, it would have been unthinkable to perform the number simulation runs required to generate such results without the use of a new technology that is reviewed here, namely Surrogate Reservoir Models (SRM). 4 Of course we understand and concede that not all numerical reservoir simulation models are created equal and there are models built by individuals that have little utility to begin with. However, here we are targeting models built and history matched by professionals that adhere to the highest standards in the industry using state of the art tools and techniques in reservoir simulation and modeling. before they hit the brick wall of reality that there are only so much that they can do to push the envelope on physical speed. Furthermore, as you introduce more computing power to your armament, the possibility of faster models make the modelers build models with higher resolution and therefore the models start getting larger and larger. So much that the final outcome remains the same. A race that has been tried before in other industries with predictable outcomes.
In the realm of reducing the amount of required calculations, multiple approaches have been invented. One is the use of statistics on the response of the reservoir simulation models in order to have a quicker version of the models, represented by a set of response surfaces that attempt to fill in the gap between reservoir simulation runs. Use of statistics in summarizing the responses of a sophisticated, multi-physics model results in well-known problems the least of which may be the issues such as "correlation vs. causation" or the limitations posed by the use of pre-defined functional forms (overwhelmingly polynomials) to summarize the responses and a lack of adherence to the principles of the system theory. Use of Principal Component Analysis (and it many flavors such as Proper Orthogonal Decomposition or PDO) falls in this category of proxy models.
The alternative solution has been to reduce the order of the model so it would take less time to provide an answer. The reduction of the order of the model may take place by reducing the resolution of the model in time and space (coarser grids & larger timesteps) or by reducing the physics to some fundamentally more simplified relationships. One great argument against the approaches that incorporate reduction in the model order is that it defeats the initial purposes behind developing a numerical reservoir simulation models, i.e. minimum approximation of the problem being solved.
In the potential solutions that were numerated above, one thing remains constant. Above solutions are using the same general paradigm (computational mathematics) to address the problem that was caused by using this paradigm in first place. No wonder it looks like we are going on and on in a circle. In order to snap out of this circle, we need to shift our paradigm. In other word, if the paradigm in building the numerical reservoir simulation model is to understand the physics, develop governing mathematical equations for the underlying physics and then using numerical and computational techniques to solve the mathematical equations, then may be these same steps (approach) should not be used in solving the problem that they have caused, i.e. large computational footprint.
A PARADIGM SHIFT IN CONSTRUCTING AND SOLVING MODELS
"Originally, there was just experimental science, and then there was theoretical science, with Kepler's Laws, Newton's Laws of Motion, Maxwell's equations, and so on. Then, for many problems, the theoretical models grew too complicated to solve analytically, and people had to start simulating. These simulations have carried us through much of the last half of the last millennium. At this point, these simulations are generating a whole lot of data, along with a huge increase in data from the experimental sciences. People now do not actually look through telescopes. Instead, they are "looking" through large-scale, complex instruments which relay data to datacenters, and only then do they look at the information on their computers. The world of science has changed, and there is no question about this. The new model is for the data to be captured by instruments or generated by simulations before being processed by software and for the resulting information or knowledge to be stored in computers. The techniques and technologies for such data-intensive science are so different that it is worth distinguishing dataintensive science from computational science as a new, fourth paradigm for scientific exploration" (Bell, 2009) . These were excerpts from a presentation by Jim Gray 5 at the National Research Council where he described his vision of fourth paradigm of scientific research (Hey, et. al. 2009 ).
Emergence of data science as a discipline and "data scientists" was elaborate by National Science Foundation in a report in 2005 (NSF 2005) . Upstream oil and gas industry has not been and is still not a data-centric industry. This is clearly emphasized in the reservoir engineering and reservoir modeling, as in these disciplines our main focus is physics and mathematics and data is only referred to (and is accessed) when it is required to serve the needs of the physical model that has been constructed. On the other hand, since reservoir management involves making crucial decisions on how to move forward with the development, production, and recovery from a reservoir, it would benefit from facts (rather than perceptions). These facts can and should be referred to as they present themselves in the form of data that is measured in the field.
In reservoir modeling, we have developed the governing equations and then solve them numerically using a computer. All this is embedded in the numerical simulators that we use to model our fields. In this approach the foundation and the ground truth that is treated as a set of facts and is not subject to modification and tuning is our "current understanding" of the physics of the fluid flow in the specific reservoir that is being modeled. When reality (field measurements) does not match our perception of reality, to arrive at a match, we modify the interpretations in our geological model and sometimes (sadly) even dismiss the measurements made on rock properties. In other words, in our current approach to reservoir simulation and modeling we bring data to our computation and our formulation. Data is there to serve our understanding of reality. The paradigm shift that is being advocated here, does not start from our (today's) understanding of the physics or the mathematical equations that have been constructed based on such understanding, rather it starts from data. In this new paradigm, we use data as the building blocks of the model. In other words, we bring computation to data, in order to build a reservoir model. As one may note, this is a complete paradigm shift from what is being done today, therefore, it is understandable when some engineers find it hard to digest.
While advocating a data-centric approach to reservoir modeling as a complement (or an alternative -based on the realities on the ground) to numerical reservoir simulation and modeling, one important distinction need to be emphasized here. It has been noted that some good intentioned individuals have misunderstood this notion of data-driven reservoir modeling and have gotten too excited in its implementation such that they have completely forgotten a major and important principle. Oil and gas industry by nature is a physics-based industry. It has a long and solid past full of brilliant individuals that have made significant contribution to our understanding of how hydrocarbon reservoirs behave. Therefore, any data-driven reservoir modeling attempt must take full advantage of this vast resource (physics of fluid flow behavior) of knowledge. In other word, a purely statistical and AI-based approach to data-driven modeling without understanding the essence of the physics that is behind the process and incorporating it into the model will, at best, be regarded as an intellectual exercise that will have little chance of success or acceptance in the industry, at large. It must be understood that this (data-driven reservoir modeling) is not (and I repeat, is not) a statistical approach. The importance of domain expertise in such endeavors cannot be over emphasized.
It needs to be mentioned here that unlike social networking, retail, or even pharmaceutical industry, all modeling activities in the upstream oil and gas industry has strong foundation in physics and engineering. In other words, there are sound engineering principles that need to be observed, followed and respected while modeling almost any processes related to the upstream oil and gas, including reservoir engineering. When it comes to data-driven modeling, this turns out to be a curse and a blessing, all at the same time.
It is a curse since there are no precedence for building models based on data. There are well understood physics and one need to follow them in order to build deterministic models, at least that is what the conventional wisdom suggest. Therefore, one better have a good reason (and a thick skin) to charter into the unknown and "non-engineering" territory of data-driven modeling. The amount of resistance from engineers that may feel threatened or are uncomfortable to let their formal education be "toyed" with can be quite overwhelming.
The blessing is that since there are a set of known physics, then they can play a validation role to measure whether the datadriven models are up to par or not. In other words, do data-driven models honor the known physics? This could actually be a strong proving point (validation) for the skeptics 6 , since one can demonstrate that it is possible to arrive at the same conclusions and demonstrate the model behavior that honors all the known physics of a given process.
One last item also needs to be addressed here. Recent literature (some of them SPE papers that I will not mention publicly, but will be happy to provide the SPE paper numbers, privately) include attempts by individuals with limited (if any) understanding of the art and science of data-driven analytics. In their attempt to use AI in reservoir simulation and modeling to build proxy models of numerical reservoir simulation models they have grossly misused the technology. Some of these papers are good examples of how this technology should not be used. To put it mildly, when AI is used as just another statistical curve fitting tool, one cannot expect more.
SURROGATE RESERVOIR MODELS -SRM
Surrogate Reservoir Models (SRM) are developed to address the under-utilization of numerical simulation models. As it was discussed above, the under-utilization of numerical simulation models has its roots in the long computational time. Numerical simulation models are most useful and accurate when they do minimum approximation of the problem (the reservoir). This results in large geological models with millions of grid blocks which in turn causes large computational footprint. SRM replicates the capabilities of the numerical simulation models with high accuracy at very high speeds. The small computational footprint of SRM makes it possible to fully investigate the capabilities of the numerical simulation models.
To the untrained eyes, SRM may resemble traditional proxy models that are common in the numerical modeling circles. However, in this manuscript we provide a definition of SRM and discuss the reasons behind our argument that SRM is fundamentally different from the traditional proxy models, and if some still insist to call them proxy models, then at least, the differences between this new generation of proxy models (Surrogate Models) with the traditional ones will be made clear. Traditional proxy models can be divided into two classes (a) the statistics-based proxy models, and (b) the reduced order or reduces physics proxy models.
The statistics-based proxy models are characterized mainly with the fact that they deal with the responses that are generated from the numerical simulation model. That is why they have been dubbed "Response Surfaces". Response surface proxy models require a large number of simulation runs (usually in hundreds, if not thousands) in order to be useful 7 . They suffer from the well-known problems that are associated with statistics, especially when it is applied to problems with well-defined physics behind it. One of these well-known problems is the issue of "correlation vs. causality". In other words, simply because two variable correlate, it does not mean that one is the cause of the other. An example that has been documented to demonstrate this point refers to the decline of the murder rate in the United States between the years 2008 and 2014 that demonstrate almost a perfect correlation with the decline of market share of Microsoft's Internet Explorer within the same time period. Although there is a perfect correlation between the two, it is highly doubtful that one has caused the other.
The other well-known problem with all statistics-based approaches is that they imposes a pre-defined functional form (mostly polynomial) to the data that is being analyzed or modeled. Of course, one can test a large number of pre-defined functional forms (such as linear, polynomial, exponential, etc.) to finally find the best match, but what if the data representing the nature of a given complex problem does not lend itself to a pre-determined functional form and it changes behavior multiple times? Response surfaces are not known to be able to create well-defined and robust input-output relationship between the variables that are crucial in a numerical simulation model and the model's responses.
Recently, some new statistics-based proxy models have surfaced that use Principal Component Analysis (PCA) as their core technology. Some recently published work have selected to use different flavors of the Principal Component Analysis such as Proper Orthogonal Decomposition (PDO) and Polynomial Chaos Expansion (PCE) in order to develop proxies of the numerical reservoir models (Cardoso 2010 -Chen 2013 -Klie 2013 -He 2014 . In the opinion of the authors 8 these new techniques will ultimately converge to the type of response surfaces that have been around for decades. In our opinion, this is due to the fact that they are being developed within the same computational paradigm, and therefore, it is unlikely for them to provide major breakthrough in this arena. Furthermore, most of these techniques have only been applied to academic problems with very small number of wells. The real challenge will surface as they attempt to demonstrate the capabilities of these techniques when they are used to build proxies for full field industry-based numerical models with hundreds of wells and millions of grid blocks, similar to the numerical reservoir model that is the subject of this article.
The second class of proxy models that are quite popular are Reduced Order Models (ROM). Engineers and scientists have invented many clever ways of reducing the order of the numerical simulation models in order to overcome the long computational overhead. But of course, as long as one is operating within the realm of a given paradigm, no gain in computational time is without paying a price. The price that is paid by the ROM is accuracy of the models. There are two main ways to reduce the order of a model. One way is to reduce the resolution (both in time and in space, but mostly in space). In this approach the geological model is grossly up-scaled so much that in some cases the solution for each well approaches the analytical solution with all its short comings. Workflows have been developed to increase the static resolution (resolution in space) from a very coarse set of grids in steps in order to find the best middle ground (Williams 2004 ).
Another way of developing ROM concentrates on the physics of the problem rather than the space and time resolution of the numerical solution. In this second approach physics of the model is reduced in order to circumvent the computational time. Many of the most recent examples of such ROM approaches have been applied to numerical modeling of production from shale (Wilson 2012). For example instead of naturally fracture medium (dual porosity) that increases the computational overhead extensively, some have opted to use single porosity models that is adjusted to act like a dual porosity system. Similar approaches have been adopted for dual permeability models. In these approaches physical proxies are used to substitute the current understanding of the detail physics. The final result of ROM approaches is that a different problem is being solved, and not the one that originally was the intent of the numerical simulation model. Surrogate Reservoir Model (SRM) takes a completely different approach to building proxy models. In this approach the model is not reduced (neither the physics nor the space-time resolution) like ROM and pre-defined functional forms are not used like response surfaces. SRM is trained (using machine learning) to learn and accurately mimic the behavior of a comprehensive numerical reservoir simulation model. Using SRM physics and resolution in time and space of the original simulation model is preserved since the data that is extracted from the numerical simulation model is used to train the SRM. Since SRM conforms to the system theory it has an Input-System-Output topology and therefore is not a statistical best-fit of the simulator responses. Using the characteristics of the geological and the flow model as well as the operational constraints that are used in the numerical simulator as input and coupling them with the corresponding simulator output, a comprehensive spatio-temporal dataset is generated that includes details of fluid flow that the SRM needs to learn, for a given field.
The assimilated spatio-temporal dataset is used to train and calibrate the SRM. SRM is then validated using blind simulation runs and then used for reservoir management and planning purposes. The final results that is the conclusion of the SRM can always be taken back to the numerical simulator for a final run to make sure that the SRM is realistically and accurately reproducing the numerical simulation result. The abovementioned steps were implemented during the development and validation of the SRM that is presented in this study. Following is a proposed definition for SRM.
was developed using data from a total of 12 simulation runs. 8 We investigated, and practiced extensively with, PCA before concluding that we need to move on to another set of techniques that resulted in developing SRM.
Definition: Surrogate Reservoir Model (SRM) is an ensemble of multiple machine learning technologies that are trained to learn and then accurately mimic the intricacies and nuances of the physics of fluid flow in a given hydrocarbon reservoir using (input and output) data generated from the numerical simulation model. The trained and completed SRM has a small computational footprint, such that thousands of SRM runs can be made in seconds or minutes. This allows examination of a massive number of scenarios in a short period of time, therefore making it practical to exhaustively search large solution spaces for optimal or near optimal solutions, or to perform Monte Carlo simulations to quantify uncertainties associated with geological models that forms the foundation of the numerical flow models. Now that we have provided some technical background on Surrogate Reservoir Models and their differences with conventional proxy models, the stage is set to present the case study. As the title of this article indicates, this is a reservoir management lookback study. The operator attempts to review (look-back) the impact of a study that was commissioned and completed in 2005 in order to assess the results and compile lessons learned. A practice that is rarely performed (or at least rarely published when it has been performed) in our industry, and may be for good reasons.
PRODUCTION MANAGEMENT DECISION ANALYSIS USING SRM
In 2005 ADCO's 9 management decide to embark on a new journey and test drive a completely new and non-traditional reservoir management technology. This was indeed a bold move. This technology was applied to a mature field with 167 production wells (Figure 1 ). There was a notion on the table by some of the shareholders that wells in this asset have the capacity to produce oil at higher rates than are currently being allowed. The restrictions imposed on all wells included 1,500 barrels of liquid per day per well, not exceeding 250,000 barrels of oil per day for the entire asset. Large amounts of water injection along with highly complex geology (this is a naturally fractured carbonate reservoir) indicated an omni-presence of the threat of high water cut for each wells. This include losing the wells and bypassing oil banks due to water fingering when wells are pulled at high ∆P.
Figure 1. Structural map of the reservoir including a large number of wells. Image extracted from the ful field numerical simulation model.
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Convincing the management to lift some of the rate restrictions (open the choke on some wells and allow higher oil productions) was not an easy task since the danger of high water cut (loosing wells and leaving bypassed oil behind) was quite imminent. Furthermore, there was no indications of which wells should be subjected to a potential rate relaxation program since reservoir simulation runs would provide results based on imposed production constraints and would not be able to examine all possible scenarios in a practical time span. This would get even more complicated when uncertainties associated with the geological model would be considered. The history matched numerical reservoir simulation model for this asset includes more than one million grid blocks and has a runtime of about 10 hours when implemented on a cluster of 12 parallel CPUs. The project team decided that in order to be able to make reliable reservoir management decisions, all possible combinations of changes in operational constraints (different choke sizes for a large number of combination of wells) must be examined while the uncertainties associated with the geological model is quantified. Such exercise required a massive number of simulation runs (more than a million). Knowing that systems developed based on machine learning have very small computational footprint and can be run almost instantaneously, the idea of using machine learning to build a replica of the numerical simulation model was proposed. At first it sounded like an impossible undertaking, but eventually such a model was generated and the resultant proxy model was called Surrogate Reservoir Model (SRM). Details of how the SRM was developed and tested for accuracy and then used for uncertainty quantification was covered in multiple papers (Mohaghegh, 2006a (Mohaghegh, , 2006b (Mohaghegh, , 2006c . As was mentioned in those papers, upon the completion of the SRM runs and analysis of the results, wells in the asset were ranked based on the probability of success (high incremental oil production and low water cut) in a potential rate relaxation program. The wells that ranked highest would have a higher probability of success and the wells that were ranked low were not recommended as a candidate for rate relaxation. Furthermore, the ranked wells were divided into five clusters as shown in Figure  2 . Wells with highest to lowest probability of success were classified in Clusters 1 through 5. Success was defined as high incremental oil production along with minimum increase in water production. Wells in Clusters 1, 2, and 3 were labeled as "Definitely a Candidate", "Candidate", and "May be a Candidate", respectively. Furthermore, it was mentioned that wells in Clusters 4 and 5 have the tendency of producing large amounts of water such that they should not be considered as candidates for rate relaxation (wells in Clusters 4 and 5 were labeled as "Not a Candidate" and "Definitely Not a Candidate"). Figure 3 shows the relative location of the wells of different clusters in the field.
Using the SRM we were able to make thousands of runs in seconds replicating the numerical simulation model's behavior. For example as part of the results that went into the analyses, plots of cumulative oil production and water cut as a function of time and change in the cap rate (choke size) was made for all the wells. Figure 4 and Figure 5 show two examples of such plots (please note that these are not response surfaces, but direct output of the SRM). In these figures cumulative oil production is shown on the left 3D plot and water cut is the 3D plot on the right of each figure. Figure 4 shows the result for the well that was ranked #1 as a candidate for rate relaxation (belonging to Cluster 1). It was predicted that this well has the capacity to produce at cap rates up to 4,500 bbls/day without any danger of high water cut. On the other hand Figure 5 shows the well that was ranked number 75 (belonging to Cluster 4). The figure shows that although this well has the capability of producing large volumes of oil, it has the tendency of having water cuts as high as 75%, and therefore should not be considered as a candidate for rate relaxation. Given the fact that a large number of SRM runs could be made in only a few seconds, performing Monte Carlo simulation to quantify uncertainties associated with the geological model becomes a practical undertaking. Figure 6 display such an example. In this figure results of Monte Carlo simulation performed on the well that was ranked #2 (belonging to Cluster 1) is shown. All reservoir characteristics for this well (formation thickness, porosity, permeability, etc.) were assigned ranges of values in the form of triangular distribution instead of single values that were in the history matched numerical simulation model.
Figure 6. Monte Carlo Simulation results for Cum. Oil Production and Water Cut for the well ranked #2 by SRM analysis.
In the example well shown in Figure 6 the time was set to 5 years and the cap rate was fixed at 3000 bbl/day. The SRM was executed for 1000 times and the results (cum. oil production and water cut at the end of 5 th year) were plotted in the form of probability distribution function. These calculations and generation of the figure shown in Figure 6 took about 6 seconds. This figure shows that cumulative oil production for this well has values of 1 million, 2 million and 4.5 million barrels for P90, P50 and P10, respectively. Furthermore, P90, P50 and P10 values for the water cut are 1, 3, and 20% respectively. It is clear to see why this well was selected as a candidate for rate relaxation. Please note that results shown in Figure 6 represents only one out of a large number of production scenarios that were examined.
Upon completion of this study and presentation of the results to the management, they decided to allow the commencement of a rate relaxation program in this asset. From January 2006 through February 2007 a collection of 20 wells were approved by the management for the rate relaxation program (7 wells in January 2006, 3 wells in November/December 2006 and 10 wells in February 2007) to see the impact of producing more oil on water production. This program would allow higher amounts of oil production from the asset while the well count were being kept constant 10 . List of the wells and their association with the classifications made by the SRM analysis (in 2005) are shown in Figure 7 while the locations of all wells that were selected to participate in the rate relaxation program are shown in Figure 8 .
It is interesting to note that (a) the wells being tested for rate relaxation are geographically spread throughout the field. This way the reservoir management could sample the impact of well location (based on the structure of the reservoir) on water production, and (b) by spreading the candidate wells throughout the field a distribution of wells among all the five clusters were achieved. In other words, all predictions made by SRM were being tested.
THE LOOK-BACK STUDY, REVIEWING THE IMPACT OF THE SRM
In mid-2010, after three to four years of production from the wells that were the subject of the rate relaxation program, the management decided to perform a look-back study in order to assess the impact of the decisions made in 2006 and 2007. In this look-back study field measurements of oil and water production (from 2006 through 2010) is compared with the predictions made by the SRM study in 2005. As mentioned above, since wells from all five clusters were the subject of the rate relaxation program, this look-back study would comprehensively substantiate the value of SRM, based on its prediction, versus actual field measurements.
A summary of oil production and water cut for each of the 20 wells and their associated clusters is presented in Figure 9 . This figure includes three bar charts in a column that share the same x-axis. The common x-axis in all the charts identifies the wells and the cluster they belong to. For example the first four are identified as 1a, 1b, 1c, and 1d. This simply means that each of the first four bars in this figure (all three charts) reflects the corresponding values for the four wells in Cluster 1, and so forth.
In this figure, the top bar chart shows the maximum water cut for each of these wells prior to the rate relaxation program. The y-axis of this chart is between 0 and 14% water cut. Please note that all the 20 wells that were selected to participate in the rate relaxation program have very low water cut. There are two items of interest in this top chart. First item is that almost all of the 20 wells have low water cut prior to the program. This shows that the management made sure to select wells that are least susceptible to cutting water when they were selecting the wells for the rate relaxation program.
The second item is that among the selected wells, three wells have the highest water cut prior to the rate relaxation. These are well #1b (belonging to Cluster 1) with more than 13% water cut prior to the rate relaxation program, wells #2b (belonging to Cluster 2) with more than 9% water cut prior to the rate relaxation program, and well #3a (belonging to Cluster 3) with more than 6% water cut prior to the rate relaxation program.
Interestingly, these three wells were among the wells recommended by SRM as rate relaxation candidates. They were predicted by SRM analyses to be high performers after the rate relaxation is implemented (which looks and sounds pretty counterintuitive). In other words, the wells that on the surface looked to be the worst (in terms of water cut) were predicted to be among the best performers by the SRM analysis.
On the other hand, all the eight wells belonging to Cluster 4 and Cluster 5 (that were predicted by the SRM to perform poorly as far as water cut is concerned and therefore were NOT recommended as candidate for rate relaxation) have water cut values between less than 1% to less than 3%. Therefore, water cut prior to the rate relaxation program seem to go against the predictions made by the SRM. The bar chart in the middle (Figure 9) shows the maximum water cut achieved by each of the wells after the rate relaxation program (until the date of the look-back study in mid-2010). The y-axis of this chart is between 0 and 55% water cut. This chart shows that well #1b that started at more than 13% water cut, ends up having a water cut of less than 4% after the rate relaxation. The decrease in water cut simply indicates that the increase in oil production was much more than the increase in water production since the commencement of the rate relaxation program, therefore reducing the water cut
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. Similar results are achieves for well #2b (more than 9% water cut before the rate relaxation program reduces to less than 3% after the program).
On the other hand, wells in Cluster 4 and Cluster 5 behave very differently from wells in Clusters 1, 2, and 3. Wells in Clusters 4 and 5 that started the rate relaxation program with an average water cut of below 3%, show water cuts in excess of 30% and in some cases as high as more than 50%, only in the three to four years of production since the rate relaxation program started. The trend of water cut increase in these wells promises even higher water cuts as the production with relaxed rates are continued. These two bar charts clearly demonstrate that as far as the water cut is concerned predictions made by the SRM have proven to be quite accurate.
It was always obvious that once the rate relaxation program is initiated, more oil can be produced from every single well in this asset. This actually was a point that were made by the management in many occasions. The management always indicated that there was no doubt that all the wells in this asset are capable of producing more oil (a fact that is clearly demonstrated by the bottom bar chart in Figure 9 ), but the catch always was about the water production. The key was to identify the wells that would not be jeopardized by high water cut. Figure 14 , and Figure 15 ) are examples of wells that were identified as not being candidates for the rate relaxation program and therefore not recommended by the SRM study.
In these figures the x-axis is time (date), the y-axis on the left is cumulative production in barrels and the y-axis on the right is water cut in percentages. The black dots (continuously increasing) show the field measurements of cumulative oil production while the green dots show the field measurements of cumulative water production. The shades of blue are the water cut. Commencement of rate relaxation program is indicated by a red downward arrow. A gray dash-line arrow shows the extrapolation (projection) of the cumulative oil production if the well would not have been subjected to rate relaxation and would have continued in its previous path of production.
Therefore the difference in cumulative oil production at the end of the actual and the projected cumulative oil production may be considered as the incremental oil production attributed to the rate relaxation program. For example, in Figure 10 (that is the Well #1C -This well was ranked #3 in the list of candidates by the SRM) the projected cumulative oil production is about 3.1 million barrels while the post rate relaxation cumulative oil production is about 4.1 million barrels. This means that only from this one well in Cluster 1, one million barrels of incremental oil was produced (in the few months since the start of the program) with no impact on the water cut. Figure 11 shows another Cluster 1 well that was ranked #11 by the SRM analysis. This well has produced extra 1.5 million barrels of oil with no water cut increase. Figure 12 shows a Cluster 2 well that was ranked #18 by the SRM analysis. This well has produced extra 1.6 million barrels of oil with no water cut increase. Figure 13 shows a Cluster 4 well that was ranked #71 by the SRM analysis. This well has produced extra 0.6 MM barrels of oil while the water cut increased from 2% to 35% (a 33% increase in water cut or about 18 Mbbls of oil per water cut percentage) during the rate relaxation period. Figure 14 shows a Cluster 5 well that was ranked #95 by the SRM analysis. This well has produced extra 1.2 MM barrels of oil while the water cut increased from less than 1% to about 30% (a 29% increase in water cut or about 133 Mbbls of oil per water cut percentage) during the rate relaxation period. Finally, Figure 15 shows another Cluster 5 well that was ranked #92 by the SRM analysis. This well has produced extra 0.7 MM barrels of oil while the water cut increased from less than 1% to more than 50% during the rate relaxation period (a 49% increase in water cut or about 14 Mbbls of oil per water cut percentage). Figure 16 shows that at an average price of $75/bbl, the 8 wells in Clusters 4 and 5 (not recommended by the SRM analysis as candidate wells) have resulted in approximately $533 million revenue, while many of them produced so much water that may had to be shut-in 12 . On the other hand, the 12 wells in the first three Clusters (that were identified as candidates for rate relaxation by SRM) have generated close to $1.3 billion in revenue with negligible water cut increase such that none of these wells are in danger of being shut-in.
CONCLUDING REMARKS
Following are the conclusions that may be drawn from this look-back study. We will enumerate and briefly discuss them each.
1. Value of numerical simulation models: Numerical reservoir simulation models, when developed and history matched by expert modelers, reservoir engineers and geo-scientists using good quality data, have the potential of producing results and predictions with high degree of accuracy. The results presented in this paper are a good testimony to this fact. All the predictions presented in this study (and ended up being highly accurate) were eventually resulted from the numerical simulation model, developed for this asset.
The decisions made based on the results generated by the numerical simulation model resulted in 2 billion dollars of incremental revenue in less than 5 years (and that is only from 20 wells -about 48 wells were identified as potential candidates for rate relaxation). If this is not a success story, we are not sure what is. It must be noted that the results of this study that was completed in mid-2005 was entirely based on the outputs from the numerical simulation model.
Value added by Surrogate Reservoir Models (SRM):
Performing the type of analyses and making the type of recommendations that were presented during this study required hundreds of thousands (even millions) of simulation runs. This could not have been done by any other presently practicing technology that are based on reduced physics or pure statistics. These techniques would have sacrificed the accuracy of the numerical simulation model such that generating similar results would have been doubtful. Reasons for this statement is supported by the discussions presented in the body of this article. SRM is the only technology that does not summarize the numerical model but mimics its behavior, entirely and conclusively. As such, it preserves all the qualities that had gone into developing such a complex and thorough model.
Although the quality of the results were directly the work of the numerical simulation model, it was the SRM that allowed an exhaustive search of the solution space integrated with quantification of uncertainties inherent in the geological model. Based on these qualities, SRM was able to provide the management with tools to make solid decisions that have stood the test of time and actual field responses.
3. Return on Modeling Investment: SRM has substantially increased the modeling ROI for this asset by providing the platform upon which very large number of simulation runs can be made and analyses of the results can be performed.
Results of such exercise is valuable information that can support critical decision making.
Substantiation and validation of the accuracy of SRMs:
It is understandable that SRM may be regarded as a tool that is too good to be true 13 . Nevertheless, nothing speaks louder than results that are substantiated in the field. Predictions that are made based on the SRM come to show the value of this tool. In more than one occasion, those that were superficially introduced to SRM requested that SRM be tested on very simple (toy -academic) problems, like other technologies so that they can see for themselves how it is developed and how it works. When it was explained to them that due to nature of this technology, it thrives on reservoir heterogeneity and complexity of the operations. Therefore, simple exercises that are usually a way to explain other technologies such as ROMs and Response Surfaces will not work for SRM, they have gone on to conclude that claims made about the power of SRM cannot be substantiated.
The paradigm shift that was explained in the body of this article, may be a good way to explain this difference. It mainly has to do with the fact that learning, albeit, machine learning (which is the basis for SRM) is the resultant of change and diversity and not much can be learned from academic problems that are characterized by homogeneity and simplicity.
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