We formulate a model for multi-class object detection in a multi-camera environment. From our knowledge, this is the first time that this problem is addressed taken into account different object classes simultaneously. Given several images of the scene taken from different angles, our system estimates the ground plane location of the objects from the output of several object detectors applied at each viewpoint. We cast the problem as an energy minimization modeled with a Conditional Random Field (CRF). Instead of predicting the presence of an object at each image location independently, we simultaneously predict the labeling of the entire scene. Our CRF is able to take into account occlusions between objects and contextual constraints among them. We propose an effective iterative strategy that renders tractable the underlying optimization problem, and learn the parameters of the model with the max-margin paradigm. We evaluate the performance of our model on several challenging multi-camera pedestrian detection datasets namely PETS 2009 [5] and EPFL terrace sequence [9] . We also introduce a new dataset in which multiple classes of objects appear simultaneously in the scene. It is here where we show that our method effectively handles occlusions in the multi-class case.
Introduction
Many state-of-the-art object detection schemes [21, 3, 7] rely on sliding a window across the image and, for each location, running a classifier to decide whether or not an object of interest is present within it. This usually yields multiple responses around every single true positive and a post-processing, often in the form of non-maxima suppression, is often required. Furthermore, these schemes rarely work well in the presence of occlusions, which are frequent in crowded scenes.
One way around this problem is to connect detections across time and to use temporal consistency for disambigua- * Both authors contributed equally. Work mainly done at EPFL. tion purposes [15, 17, 16, 18, 22, 1] . Another is to use multiple synchronized cameras, which is useful when images can only be acquired at a too low rate for temporal consistency to be sufficient, and when the scene becomes so crowded that single-camera solution are no longer effective [19] .
In this paper, we investigate the latter approach, which has received surprisingly little attention in the Computer Vision literature. Given binary background/foreground masks computed in views from multiple registered cameras, [9] showed that a generative model could be used to compute probabilities of presence of people at various locations while handling occlusions in a principled way. That approach, however, could only work in cases where a background subtraction algorithm could be expected to work well, which limits its applicability. It was later extended to replace the background subtraction algorithm by the output of a classifier [2] , but this required modelling the responses of the classifier depending on the set up of the scene and the occlusions, and is usually computationally unaffordable.
We introduce a framework based on Conditional Random Fields (CRF) [14] . Given the classification score returned by the object detectors in each location, such as those depicted by Figure 1 , we introduce a CRF to evaluate the labeling of the discretized ground plane indicating the presence of the objects. To handle an occlusion map for each view, we define in our CRF a different set of nodes per view, and a potential that models the occlusions. Using a consistency potential among views, the CRF encourages reaching an agreement of the occupancy and occlusion maps. Our model simultaneously predicts the presence of objects in all locations of the scene in a principled manner. We introduce an iterative algorithm that makes the underlying optimization problem feasible, and we learn the model using the max-margin paradigm.
We test our approach on datasets available on-line, namely the PETS09 [5] and EPFL terrace sequence [9] . Since these multi-view benchmark datasets do not deal with multiple object-classes, and are amenable to background subtraction because they do not incorporate strong lighting changes, we also created a more challenging dataset to test our method when this is not the case. We will show that we Figure 1 . Example of the multi-camera setup from the dataset introduced in this paper. In the first row, we show the images acquired with the 6 different cameras. We also show the responses of the classifiers for the different object classes (pedestrians, cars and buses). This is the input of our algorithm. We estimate a labeling for each view in order to handle different view-dependent occlusion maps. The final result correspond to the labeling at the top view which has been obtained enforcing consistency among views.
achieve good results in all of them.
Model
In this section we introduce our formulation for the multi-camera object detection. This formulation aims at estimating the presence of objects given the responses of windows-based object detectors computed on several viewpoints of the scene. We consider that all target objects lie on the ground plane, and the calibration of all cameras is known. The ground plane has been discretized in a predefined set of cells. Each cell location has a single bounding box associated for each view and object class. For instance, in Figure 2 we indicate in red the bounding boxes associated to the cell location marked with a big white dot on the ground plane. We select such bounding boxes by taking the ones with maximum detection score from the set of possible bounding boxes of the cell (in blue). We do so for each cell in the ground plane. Thus, we predefine the bounding boxes by selecting them with the detection score, which is in contrast to previous methods that impose hard constraints on the shape of the object, e.g. [9] considers that persons occupy bounding boxes of fixed size.
Our goal is to indicate the center of the objects in the ground plane given the detection scores such as in Figure 1 . It is known that a main point to effectively perform the multi-camera detection task is the modeling of the occlusions between objects. To model such occlusions, we label the ground plane indicating that there is either the center of an object or not, and also the occluded locations. We model the probability density function of how likely is a certain labeling of the ground plane with a Conditional Random Field (CRF) [14] . Let G = (V, E) be the graph that represents our CRF, where V is used for indexing the nodes that correspond to random variables, and E is the set of undirected edges representing compatibility relationships between random variables. We use X to denote the set of random variables, and x a possible state or instantiation of X.
A clique is a subgraph in which every node is connected to all other nodes in the subgraph. Let C be the set of cliques of the CRF that are not a subset on any other clique, which are also known as maximal cliques. Then, the energy function of the CRF is E(x) = c∈C ϕ c (x c , O), where ϕ c is the potential function of the maximal clique c ∈ C, and O some observations or measurements. From now on, we omit the dependency of the potentials on O for notation simplicity. Finally, let x * be the state that minimizes the energy function, x * = arg min x E(x).
Each random variable takes a discrete value from a set of labels L. We have a label for each kind of object (L object = {l 1 , . . . , l m }), and also a label to indicate that the location is empty (l ∅ ) or that it is occluded (l occ ). Recall that the occlusions generated between objects are dependent on the viewpoint, and therefore, there is a different occlusion map for each view. In our approach, we use a different set of Figure 2 . We represent objects with its location on the ground plane (denoted with a white dot) and a bounding box for each view (in red). For each location there are several candidate bounding boxes (denoted in blue). We select the bounding box with highest score in each view. random variables for each view which enables us labeling the occlusions depending on the viewpoint. Each random variable might be indexed using two indices, one for the set of views P and another for the set of ground plane locations Q, which gives rise to V = P × Q. For a view v ∈ P, we denote as x In our approach, we consider all N views with a camera associated and also the top view, yielding a set of views as P = {v top , v 1 , v 2 , . . . , v N }. Although we never have a camera in the top view, our main goal can be translated as estimating the most probable labeling of the ground plane seen from the top view. Thus, we jointly infer the most likely labeling of all random variables at all different views, but the output of the algorithm is the labeling at the top view.
The energy function E(x) is defined as the sum of the unary, neighboring, occlusion and consistency potentials:
where K v i are all locations in the view that can occlude the location i ∈ Q, and w n , w o , w c weight the potentials. In Figure 3 we show the graph representation of our model, indicating the notation used in this paper. The unary term φ v i encodes the detection scores for each location and view. The neighboring term ψ determines the pairwise relationship between neighboring nodes in N v i . It represents a penalization for the labeling of two connected nodes and it is able to enforce that the center of certain objects are usually not close to each other. The occlusion term Λ is a high-order potential that determines the cost of labeling a node as occluded. Finally, the consistency potential ϑ expresses the dependency relationship between labels of the nodes that represent the same ground plane location in different views: It enforces an agreement of the labeling among views. All parameters in the energy function are learned following the max-margin paradigm as explained in Section 4. In the following we explain in detail the potentials of the energy function E(x). The unary term φ v i is based on the scores obtained from the object detector independently computed at every location and view, referred as s x v i . Since in the top view we do not have a camera, it becomes
where w Its purpose is to introduce the avoidance strategy between object centers. The neighboring N v i of location i is defined taking the locations that are closer than a certain distance. We penalize when there is more than an object in the neighboring, i.e. for a j ∈ N v i :
where T[·] is the indicator function, and L object the set of object labels (i.e. L \ {l ∅ , l occ }).
The occlusion term Λ is a high-order potential that determines the cost of labeling as occluded a certain random variable, excluding the ones associated to the top view. Recall that K v i are all locations in view v ∈ P that can occlude the location i ∈ Q. We consider that this is the case when the occluding bounding box is in front and overlaps more than a certain threshold. This threshold depends on the performance of the object detector on detecting partially occluded objects.
The occlusion potential encourages labeling a location as occluded when there is a labeled object in at least one location in K v i . Thus, the occlusion term becomes
where ⊕ the exclusive or operator (XOR). Analyzing Eq. (4) we see that the maximum taken over all locations in K v i returns 1 when there is at least one object occluding the cell, and the XOR returns 1 when the cell is not labeled accordingly. Note that it is a high-order potential because it jointly takes into account the labeling of all locations in the view that potentially can produce an occlusion. In the sequel we introduce an approximation of this high-order potential that enables us to effectively infer a labeling of the ground plane. The consistency potential ϑ enforces coherence between views. Roughly, it encourages assigning the same labeling in the top view to all other views unless there is an occlusion. It is composed by the sum of two terms, a pairwise and a high-order potential respectively:
The first term, ϑ P , is the sum of pairwise potentials between a random variable in the top view x vtop i and the corresponding random variable in another view x v i . It becomes
We use T[
] to penalize assigning different labels to the random variables, and hence, we encourage a consensus among views through the top view. T[x v i = l occ ] returns 0 in case of occlusion and cancels any possible penalization. This is because when x v i is labeled as occluded it shall not be taken into account for the consensus. The second term, ϑ H , is a high-order potential that determines the cost of labelling as occluded a random variable in the top view, which we only consider possible when the same location for all views is also occluded. It becomes
The minimum taken over all views returns 1 when all random variables are labelled as occlusion, and the XOR returns 1 when the top node is not labelled accordingly.
The capacity of our model of handling occlusions stems from using high-order potentials, Λ and ϑ H . These highorder potentials, though being necessary, yield to intractable inference in practice due to the number of random variables involved. In the next section, we introduce an iterative inference algorithm able to effectively obtain a solution.
Inference
Minimizing the energy function E(x) is in general NPhard. Algorithms like Believe Propagation (BP) [13] or tree-reweighted message passing (TRW) [12] can effectively approximate a solution in practise when the energy uses potentials that involves few variables, and the cardinality of the label set does not explode exponentially. Since our energy has high-order potentials, recall Λ and ϑ H , typical inference methods are unable to be applied successfully.
To overcome this problem, we propose an iterative algorithm (see Algorithm 1). At each iteration it finds a partial solution x t by inferring from an approximated energy function, referred asẼ(x, {C 
Λ(x
which reduces the high-order terms to unary, and hence, enables us to minimize the approximated energy function using, for instance, BP. The constants {C } are updated at each iteration using the previous partial solution x t−1 , and become
Initialize(x t ) repeat
Algorithm 1: Iterative algorithm used for inference. At each iteration we compute C v i from the partial solution x t , which enables us to approximate the high-order potentials and compute a new partial solution with Belief Propagation.
In this way, at each iteration we update the constants {C }, and then infer a new partial solution x t . The algorithm proceeds iteratively until the energy does not decrease. In experiments section we show that our algorithm performs well in practice, and provides a good approximation of the solution.
Learning
We formulate the learning of the parameters of our CRF using the max-margin framework [20] . Recall that the CRF energy function is expressed in terms of all cliques c∈C ϕ c (x c ). To formulate the learning requires expressing the potentials as ϕ c (x c ) = w T ϕ c (x c ). Thus, the energy function can be written as w T Ψ(x), where w are the parameters to learn, and Ψ(x) = c∈C ϕ c (x c ). The parameters in our CRF are the weighting of the object classification scores w xi , and w n , w o , w c of Eq. (1) .
To learn the model w, we take several labeled images as training (we add a superindex k in our notation to index the images) and we formulate the following learning problem:
where x k gt is the ground truth labeling for image k and ∆ the loss function that compares the ground truth with a labeling hypothesis x. The loss function for one image is
,gt ], which adds 1 for each mislabeling with the ground truth in the top view. The minimization problem in Eq. (12) introduces a constraint for every possible wrong labeling and image, which is usually intractable. However, we can use the cutting plane algorithm to approximate a solution [10] . It iteratively builds a small subset of constraints, which turn the optimization problem tractable. At each iteration we find the most violated constraint for each image, and then they are included in the set of constraints. As in [4] , we find the most violated constraint inferring from the energy function adding in the unary potential the cost of the loss function.
Experiments
We evaluate our method on two different kinds of scenarios. First, we use a multi-view detection setup with pedestrians as the only object class to detect. We use online available datasets that include images of the same scene taken from different points of view, namely PETS09 [5] and EPFL terrace sequence [9] . To evaluate our approach when detecting more than one object class, we introduce a new dataset which is also multi-view but it includes multiple object classes (pedestrians, cars and buses) that can appear in the same image.
Datasets Multi-camera pedestrian detection
For this task, we use several public available datasets which are for multi-view people detection using several calibrated cameras: PETS09 [5] and EPFL terrace sequence [9] . In all sequences we use the ground truth provided by [9] .
The PETS09 S2/L1 dataset 1 is a sequence of 1 minute and 54 seconds at 7fps that uses 7 cameras covering an area of approximately 100m x 30m. It used four DV cameras placed at about 2 meters above the ground, and three video surveillance cameras located between 3 to 5 meters high, and significantly far from the scene. It was filmed on a corner of a road and about 10 people can appear at the same time. We evaluate it every 5 frames from a total of 795.
The EPFL terrace sequence 2 consist of 5010 synchronized frames acquired with 4 DV cameras covering an area of 7m x 10m. It is an outdoor scene in which up to 9 people can appear. We evaluate it every 25 frames.
Notice that in these datasets the only object class that appears are pedestrians, and most previous approaches used background subtraction for the multi-view detection [15, 17, 16, 9] . To emphasize the strengths of our method, we introduce a new dataset that includes more than one object class.
Multi-camera multi-object detection
We introduce a new benchmark for multi-camera multiobject detection. To our knowledge, this is the first benchmark that addresses this problem. Our dataset consists of 23 minutes and 57 seconds of synchronized frames taken at 25fps from 6 different calibrated DV cameras. One camera was placed about 2m high of the ground, two others where Figure 4 . Frame taken from the 6 views of the dataset introduced in this paper. The ground plane is discretized in cells which center is indicated with a white point, and the target objects are surrounded by red bounding boxes for cars, green bounding boxes for buses and blue bounding boxes for people. located on a first floor high, and the rest on a second floor to cover an area of 22m x 22m. The sequence was recorded at the EPFL university campus where there was a road with a bus stop, parking slots for cars and a pedestrian crossing. Afterwards, the most challenging 242 images from each view where selected. These frames contain different real situations where pedestrians, cars and buses appear and can cause high occlusions among them. Most of the taken images are uncorrelated on time, though there are some clusters of small sequences of images with time consistency. A total number of 1297 persons, 3553 cars and 56 buses were manually annotated with a bounding box around them. Although we aim at detecting buses, we do not evaluate them since the number of examples is too low. However, buses usually occlude big regions of the scene, and thus, it is important to include their detections. We divide the dataset in two splits for training and testing purposes (79 training images taken at different time steps than testing). In Figure 4 we show examples of the images of our dataset (available at http://cvlab.epfl.ch/data/multiclass/ ).
Implementation Object detectors
For object detection we use Felzenszwalb et al. detector [8] , which is based on mixture of deformable part models. We use the models provided by the authors, which the pedestrian's model is trained using INRIA Pedestrian dataset [3] , and the cars and buses are trained using the training images of PASCAL VOC 2009 dataset [6] .
For testing, we run each detector in all images and project all bounding boxes into the ground plane. We associate to each location of the ground plane the bounding box whose bottom center is closer to a certain distance and has the highest detection score among all possible, see Figure 2.
Inference
We use Algorithm 1 to approximately infer a solution. In all our experiments the iterative algorithm converged in less than 4 iterations. We use Belief Propagation (BP) [13] to infer the partial solutions of each iteration.
Learning
The parameters used in EPFL terrace sequence and PETS09 are obtained using one sequence for training and the other for testing in both cases. For the muti-object sequence we used the 79 training images. Parameters are learned using the max-margin paradigm as explained in Section 4.
The distance that determine the neighboring nodes N v i is set testing several distances and keeping the one that gives better performance for each dataset. To build the sets K v i we consider that a bounding box occludes another one when it is in front and it overlaps more than 0.7 of the area. . MODA and MODP of EPFL terrace sequence [9] and PETS09 dataset of POM [9] comparing all baselines and related methods.
Note that results of methods independently evaluated at each view (Det. one view and Ours one view) are only comparable between them, and not with methods that estimate the 2D location on the ground plane.
Results
We use several methods as baselines for multi-view detection to compare our method:
• Averaging the detector of all views (referred as Det.
average): It consists of computing the average of the detection scores of all views, and performing a nonmaximum suppression on the 2D ground plane.
• CRF only using the top view (Ours top view): We average the detector of all views, and we apply our model only on this generated top view. It does not include the occlusion maps.
• POM with Background/Foreground Maps (BG-FG POM) 3 : [9] is considered state-of-the-art on multicamera pedestrian detection. However, we can only evaluate this method in the sequences with only one object class.
• POM with Detection (Det. + POM ): In order to evaluate [9] when not using background subtraction, we generate the background/foreground binary masks with the output of detector after non-maxima supresion (NMS) in the image.
• Detectors independently evaluated at each view (Det. one view and Ours one view): We also compare the detector after NMS, and the CRF only using one single view as input. This problem is arguably different from locating the objects on the 2D ground plane, and hence, results are not comparable to multi-view detection methods.
For evaluation we use the standard metrics Multiple Object Detection Accuracy (MODA) and Multiple Object Detection Precision (MODP) following the protocol by [11] .
3 code available at http://cvlab.epfl.ch/software/pom Terrace sequence. In Figures 5a and 5b MODA and MODP curves of the EPFL terrace sequence are depicted. Detection average baseline obtains a bad performance because averaging and taking the maximums on the ground plane fails especially when there are occlusions, or the detector for one of the view is unsuccessful. Our method obtain similar results as [9] when using background/foreground maps and better than using the simplified version of our model named Ours top view.
We observe that methods that evaluate the views independently obtain a different performance than taking into account all the views at the same time. This is mainly because these methods do not solve the same problem and are not comparable. Searching for the 2D location on the ground plane is a more challenging problem than looking for the bounding box on the image, because on the later it does not penalize not being consistent among views. For this reason, we plot the curves that take into account the views independently in dashes to emphasize that the methods evaluate different problems.
PETS09 S2/L1. We show MODA and MODP results on PETS09 dataset in Figure 5c and 5d respectively. In this sequence we observe the same behavior as in the EPFL terrace sequence. However, since in this sequence the monocular detector is less successful than in the terrace sequence, the method of [9] using background subtraction gets better performance because the background/foreground mask are more accurate. Compared to [9] using the output of the detector and NMS we perform better.
Multi-camera multi-object dataset. Results are shown in Figure 6 . Our method substantially improves the baselines. We believe that this is because our method effectively handles occlusions. However, since in the dataset it appears objects at very different scales and viewpoints, and there are strong occlusions, the performance of the detector is relatively low compared to the other sequences. All previous methods are not suitable for this dataset because they are designed for one object class, or use background subtraction or tracking. 
Conclusions
We proposed a novel approach to address the multiobject detection problem in a multi-camera environment. We use detection scores for each object, both to detect different object types and to be invariant to background changes. We model the system with a CRF that takes into account occlusions among objects within the same view, and consistency of the decision among different views. When background subtraction can be used, we obtain results that are similar to those of state-of-the-art methods. Furthermore, when it cannot be, we still get good results whereas these earlier methods become inapplicable. For future work we plan to incorporate into the system improved detectors that can handle partly occluded objects robustly.
