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〔論文審査の要旨〕 
  本論文では，p次元ベクトル 1( ,.., )y py y とq次元ベクトル 1( ,.., )x qx x の間の相関を
調べる手法である正準相関分析 (Canonical Corelation Analysis: CCA) において， 1,..,qx xの
内の有効でない変数である冗長な変数を取り除く，つまり有効な変数を選ぶ変数選択問題
を取り扱っている．そのような変数選択問題において最も広くもちいられている手法とし
て，Akaike (1973) により提案された赤池情報量規準 (Akaike’s Information Criterion: AIC) 
に代表される情報量規準の最小化により最適な変数を選ぶ，情報量規準最小化法がある．
Fujikoshi (1985) により，CCA における変数選択問題は，xとyを並べた( )q p次元ベク
トル (,)z xy の分散共分散行列の構造選択問題に帰着することが報告された．特に，zの
確率分布として正規分布を仮定すれば，zからのn個の独立標本ベクトル 1,..,z znの標本共
分散行列Sに 1n をかけた統計量がウィッシャート分布に従うことから，CCA における
情報量規準として，ウィッシャート分布の確率密度関数に基づくSのカルバックライブラ
ー情報量にモデルの複雑さに対する罰則項を加えた統計量がもちいられる．そのような規
準量を  Log-Likelihood-Based Information Criterion (LLBIC) と呼ぶ．LLBICの族は，AIC, バ
イアス補正 AIC (AICc; Fujikoshi, 1985), Bayesian Information Criterion (BIC; Schwarz, 1978), 
Consistent AIC (CAIC; Bozdogan, 1987), Hannan-Quinn Information Criterion (HQC; Hanna & 
Quinn, 1979) などを含む広いものである．情報量規準最小化法による変数選択において重
要な特性の一つに，一致性，つまり真の変数が変数選択法により最適な変数として選ばれ
る確率が漸近的に1になるという特性が挙げられる．Nishi et al. (1988) により，標本数nを
とする大標本漸近理論において，AIC, AICcを用いた変数選択法は一致性を持たず，BIC, 
CAIC, HQC を用いた変数選択法は一致性を持つことが報告された．しかしながら，近年の
コンピュータの発達により，蓄積・解析できるデータ数は増え， pが大きい，いわゆる高
次元データの解析が必要となってきた．高次元データに対して大標本漸近理論を適用する
と漸近近似が悪くなるため，高次元データには標本数だけでなく次元数pもとする高次
元大標本漸近理論により統計量の分布を評価した方がよいことが知られている．
0/ [0,1) pn c となる条件の下での高次元大標本漸近理論の枠組みでは，Yanagihara et al. 
(2014) により AIC，AICc をもちいた変数選択法が一致性を持つことがあり，逆に BIC, 
CAIC, HQC をもちいた変数選択法は一致性を持たないことがあることが示された．以上の
結果はzの真の分布に正規分布を仮定して得られたものであるが，真の分布が正規分布で
あるかどうかは誰にもわからない．そこで真の分布に対する正規性の仮定を外した下での
一致性の議論が重要となる．多変量線形回帰 (Multivariate Linear Regression: MLR) モデル
における変数選択において，Yanagihara (2013) で高次元大標本漸近理論の枠組みで一致性
の評価を行っている．本論文では Yanagihara (2013) で行っている証明のアイデアを CCA 
における変数選択問題に適用し，CCA での変数選択において，真の分布に対する正規性の
仮定を外した下で LLBIC をもちいた変数選択法が一致性を持つための罰則項の十分条件
を得ている．  
以上のように，本論文では，情報量規準が一致性を持つためのLLBICの罰則項に関する
十分条件を導出しているが，高次元大標本漸近理論の枠組みでの一致性に関する研究は最
先端の研究であり，参考となる先行研究もあまりない状況で結果を得ることができたこと
は，評価に値する点である．また，従来の高次元大標本漸近理論の枠組みでの一致性の研
究では，観測値ベクトルが従う真の分布に正規性を仮定することで，ウィッシャート分布
に従う確率変数行列の行列式の収束問題に帰着させ，その収束問題をウィッシャート分布
の特性により解決することにより一致性の評価を行っている．ところが，観測値ベクトル
の真の分布に正規性を仮定しないときには，先のウィッシャート分布に従う確率変数行列
の特性を使用することができず，問題は一気に難しくなる．本論文では，Yanagihara (2013) 
の手法を応用しているが，MLR モデルではxを非確率変数とし取り扱っていることに対
し，CCA では確率変数として取り扱われるため，Yanagihara (2013) の手法を拡張する必要
があった．その拡張に本論文の独創性がある．  
以上のことから，審査の結果，本論文の著者は博士(理学)の学位を授与される十分な資
格があるものと認める． 
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