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Let M = (mij) be a nonnegative irreducible n × n matrix with
diagonal entries 0. The largest eigenvalue of M is called the
spectral radius of the matrix M , denoted by ρ(M). In this paper, we
give two sharp upper bounds of the spectral radius of matrix M . As
corollaries, we give two sharp upper bounds of the distance matrix
of a graph.
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1. Introduction
Let G be a ﬁnite connected simple and undirected graph. In particular, denote by V (G) =
{v1, . . . , vn} the vertex set of G . Let G be a simple undirected graph with vertices {v1, . . . , vn}, of
degrees d1  d2  · · ·  dn = δ, respectively. If vertex vi is adjacent to v j , we write as vi ∼ v j . Let
A = (aij)n×n be the (0,1)-adjacency matrix of G , and let  be the diagonal matrix diag(d1,d2, . . . ,dn).
Let D(G) = (dij) be the distance matrix of a graph G , where dij = dG (vi, v j) is the length (i.e. the
number of edges) of the shortest path from vi to v j 1000. Let d = diam(G) = max{d(vi, v j) | vi, v j ∈
V (G)} denote the diameter of a graph G . Di =∑nj=1 dij (i = 1,2, . . . ,n) is called the distance degree
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is called the distance spectral radius of the graph G , denoted by ρ(D(G)).
Deﬁnition 1.1. (See [1].) Let G be a connected graph and D be the distance matrix. Let the distance
degree sequence be {D1, D2, . . . , Dn}. Then the second distance degree of vi , denoted by Ti is given
by Ti =∑nj=1 dij D j .
Deﬁnition 1.2. (See [1].) Let G be a connected graph with distance degree sequence {D1, D2, . . . , Dn}
and the second distance degree sequence {T1, T2, . . . , Tn}. Then the average distance degree is
Di = TiDi .
Up to now, the distance spectral radius of graphs has been studied by many authors. In [2], Lin
and Shu showed that
ρ(G)max
i = j
√
DiD j. (1)
In fact, the inequality (1) can immediately follow from the general Ostrowski–Bruer theorem on
eigenvalues localization in terms of the ovals of Cassini [3, Theorem 6.4.7].
The join G1∇G2 of the disjoint graphs G1 and G2 is the graph obtained from G1 ∪ G2 by joining
each vertex of G1 to each vertex of G2.
A reformulation of inequalities from the theory of nonnegative matrices [5, Chapter 2] yields the
following lemma.
Lemma 1.3. If M is a nonnegative irreducible n × n matrix with the largest eigenvalue ρ(M) and row sums
s1, s2, . . . , sn, then
min
1in
{si} ρ(M) max
1in
{si}.
Moreover, one of the equalities holds if and only if the row sums of A are all equal.
In 2004, Shu and Wu [4] showed the following result.
Theorem 1.4. Let G be a simple connected graph, d1  d2  · · · dn. Then
ρ(G) di − 1+
√
(di + 1)2 + 4(i − 1)(d1 − di)
2
,
where 1 i  n. Moreover, if i = 1 the equality holds if and only if G is a regular graph. If 2 i  n the equality
holds if and only if G is either a regular graph or a bidegreed graph in which d1 = d2 = · · · = di−1 = n− 1 and
di = · · · = dn = δ.
Here, we use some notations as deﬁned in [6]. Let
−→
G be a simple digraph with n vertices and m
arcs, let d+v denote the out degree of vertex v and + denote the maximum out degree of
−→
G . Let
V = {v1, v2, . . . , vn} be the vertex set of −→G , B = (bij) be the adjacency matrix of −→G , where bij = 1 is if
vi v j ∈ E(−→G), bij = 1 otherwise.
Let H0 be the special simple digraph with n vertices, its adjacency matrix A = (aij) satisﬁes:
(a) alj = 1, 1 l, j  i − 1, l = j, for some i, where 1 i  n;
(b) akj = 1, 1 j  i − 1, i  k n;
(c) s1 = · · · = si−1 = p;
(d) si = · · · = sn = q < p. Where si is the row sum of the matrix A, obviously, we have p > q i − 1.
In 2004, Fang and Shu [7] showed the following result as a sharp upper bound on the spectral
radius of a digraph.
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G be a simple digraph with out degree sequence
d+1  · · · d+i−1 > d+i  · · · d+n (1 i  n).
Let + = d+1 , ′ + = d+i . Then
ρ(G) 
′ + − 1+√(′ + + 1)2 + 4(i − 1)(+ − ′ +)
2
,
the equality holds if and only if
−→
G ∼= H0 .
In 2013, Liu and Weng [8] improved Theorem 1.4 and showed the following result.
Theorem 1.6. Let G be a simple connected graph, d1  d2  · · · dn. Then
ρ(G)
di − 1+
√
(di + 1)2 + 4∑i−1l=1(dl − di)
2
,
where 1 i  n. Moreover, if i = 1 the equality holds if and only if G is a regular graph. If 2 i  n the equality
holds if and only if G is either a regular graph or a bidegreed graph in which d1 = d2 = · · · = di−1 = n− 1 and
di = · · · = dn = δ.
In this research, almost literally repeated by the proofs of Theorem 1.4 and Theorem 1.6, we proved
the following two theorems (Theorems 1.7 and 1.9), and as corollaries, we give two sharp upper
bounds of the distance spectral radius of a graph.
Theorem 1.7. Let M = (mij) be a nonnegative irreducible n × n matrix with diagonal entries 0, ρ(M) be the
largest eigenvalue of M and row sums s1, s2, . . . , sn with s1  s2  · · ·  sn, and let a = max1i, jn{mij},
then
ρ(M) si − a +
√
(si + a)2 + 4a(i − 1)(s1 − si)
2
, (2)
where 1 i  n. Moreover, if i = 1 the equality holds if and only if the row sums of M are all equal. If 2 i  n
the equality holds if and only if s1 = s2 = · · · = si−1 > si = · · · = sn and mlj = a for 1 l n and 1 j = l
i − 1.
Corollary 1.8. Let G be a simple connected graph with n vertices and sum rows s1  s2  · · ·  sn, d be the
diameter of G, then
ρ
(
D(G)
)
 si − d +
√
(si + d)2 + 4d(i − 1)(s1 − si)
2
, (3)
where 1 i  n. Moreover, the equality holds if and only if G is a distance regular graph.
Theorem 1.9. Let M = (mij) be a nonnegative irreducible n × n matrix with diagonal entries 0, ρ(M) be the
largest eigenvalue of M and row sums s1, s2, . . . , sn with s1  s2  · · ·  sn, and let a = max1i, jn{mij}
then
ρ(M)
si − d +
√
(si + d)2 + 4d∑i−1l=1(sl − si)
2
, (4)
where 1 i  n. Moreover, if i = 1 the equality holds if and only if the row sums of M are all equal. If 2 i  n
the equality holds if and only if s1 = s2 = · · · = si−1 > si = · · · = sn and mlj = a for 1 l n and 1 j = l
i − 1.
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diameter of G, then
ρ
(
D(G)
)

si − d +
√
(si + d)2 + 4d∑i−1l=1(sl − si)
2
, (5)
where 1 i  n. Moreover, the equality holds if and only if G is a distance regular graph.
2. Proof of Theorem 1.7
Proof. When i = 1 or si = s1, it is clearly that the inequality (2) is true and the equality holds if and
only if the row sums of M are all equal.
Now, we suppose s1 > si . Clearly, 2 i  n.
The matrix M can be written as(
M11 M12
M21 M22
)
,
where M11 is an (i − 1) × (i − 1) matrix and M11 is (n − i + 1) × (n − i + 1) matrix. Let
U =
(
xIi−1 0
0 In−i+1
)
, U−1 =
( 1
x Ii−1 0
0 In−i+1
)
,
where x > 1, Ii−1 is an (i − 1) × (i − 1) identity matrix, and In−i+1 is an (n − i + 1) × (n − i + 1)
identity matrix. Then
M∗ = U−1MU =
(
M11
1
x M12
xM21 M22
)
.
Obviously, M and M∗ are similar matrices, they have the same characteristic roots. So, ρ(M) = ρ(M∗).
Now, we consider the row sums s∗1, s∗2, . . . , s∗n of matrix M∗ .
s∗l =
i−1∑
j=1
mlj + 1x
n∑
j=i
mlj = 1x
n∑
j=1
mlj +
(
1− 1
x
) i−1∑
j=1
mlj
= 1
x
sl +
(
1− 1
x
) i−1∑
j=1
mlj
 1
x
s1 +
(
1− 1
x
)
(i − 2)a (6)
where 1 l i − 1, and
s∗k = x
i−1∑
j=1
mkj +
n∑
j=i
mkj =
n∑
j=1
mkj + (x− 1)
i−1∑
j=1
mkj
= sk + (x− 1)
i−1∑
j=1
mkj
 si + (x− 1)(i − 1)a (7)
where i  k n.
Obviously,
max
{
s∗1, s∗2, . . . , s∗n
}
max
{
1
x
s1 +
(
1− 1
x
)
(i − 2)a, si + (x− 1)(i − 1)a
}
.
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1
x
s1 +
(
1− 1
x
)
(i − 2)a = si + (x− 1)(i − 1)a,
solving the equality, we get
x = 2ai − 3a − si +
√
(si + a)2 + 4a(i − 1)(s1 − si)
2a(i − 1) .
We can easily ﬁnd that x > 1 since i  2 and s1 > si . So,
ρ(M) si + (x− 1)(i − 1)a = si − a +
√
(si + a)2 + 4a(i − 1)(s1 − si)
2
.
For equality to hold in (2), all inequalities in (6) and (7) must be equalities. In particular, from (6)
we get that sl = s1 when 1 l  i − 1 and mlj = a when 1 l  i − 1, 1 j  i − 1. From (7) we get
sk = si when i  k  n and mkj = a when i  k  n, j  i − 1. This means that the row sums of M
satisfy s1 = s2 = · · · = si−1 > si = si+1 = · · · = sn and mij = a for 1 i  n, 1 j  i − 1.
Conversely, if the matrix M satisﬁes s1 = s2 = · · · = si−1 > si = si+1 = · · · = sn and mij = a for
1 i  n, 1 j  i − 1, then (6) and (7) are all equalities, thus we have
ρ(M) = ρ(M∗)= 1
x
s1 +
(
1− 1
x
)
(i − 2)a = si + (x− 1)(i − 1)a
= si − a +
√
(si + a)2 + 4a(i − 1)(s1 − si)
2
.
We complete the proof. 
Remark 2.1. Let G be a simple connected graph with n vertices, m edges and degree sequence: d1 
d2  · · ·  dn , A be the adjacency matrix of G . Since G is without loops and multiple edges, its
adjacency matrix aii = 0, aij = a ji = 0 or 1, where i, j = 1,2, . . . ,n. Hence a = max1i, jn{aij} = 1,
and
∑i−1
j=1 alj  i − 2 where 1 l i − 1 and
∑i−1
j=1 akj  i − 1 where 1 k n, then in (6) we have
s∗l 
1
x
d1 +
(
1− 1
x
)
(i − 2) (1 l i − 1)
and in (7) we have
s∗k  di + (x− 1)(i − 1) (i − 1 k n).
Then we obtain Theorem 1.4.
Remark 2.2. Let G be a simple digraph with n vertices, m arcs and out degree sequence: d+1  d
+
2 · · ·  d+n , B be the adjacency matrix of G . Since G is without loops and multiple arcs, its adjacency
matrix bii = 0, bij = 0 or 1, where i, j = 1,2, . . . ,n. Hence a = max1i, jn{bij} = 1, and ∑i−1j=1 blj 
i − 2 where 1 l i − 1 and ∑i−1j=1 bkj  i − 1 where 1 k n, then in (6) we have
s∗l 
1
x
+ +
(
1− 1
x
)
(i − 2) (1 l i − 1)
and in (7) we have
s∗k ′ + + (x− 1)(i − 1) (i − 1 k n).
Then we obtain Theorem 1.5.
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sums s1  s2  · · ·  sn . Since G is without loops and multiple edges, in the distance matrix D(G),
dii = 0, dij = d ji  d for all 1  i, j  n and i = j (where d is the diameter of G). Hence ∑i−1j=1 dlj 
(i − 2)d where 1 l  i − 1 and ∑i−1j=1 dkj  (i − 1)d where i  k n. As x > 1 and s1  s2  · · · sn ,
then in (6) we have
s∗l =
1
x
si +
(
1− 1
x
) i−1∑
j=1
dij = 1
x
s1 +
(
1− 1
x
)
(i − 2)d (1 l i − 1)
and in (7) we have
s∗k = sk + (x− 1)
i−1∑
j=1
dkj  si + (x− 1)(i − 1)d (i − 1 k n).
We obtain Corollary 1.8.
3. Proof of Theorem 1.9
Proof. Let U = diag(x1, x2, . . . , xi−1,1,1, . . . ,1) be a diagonal matrix of size n × n and xl  1 for 1
l i − 1. Then U−1 = diag(x−11 , x−12 , . . . , x−1i−1,1,1, . . . ,1).
Let M∗ = U−1MU . Notice that M and M∗ have the same eigenvalues.
Let r1, r2, . . . , rn be the row sums of M∗ . Then for 1 l i − 1 we have
rl =
i−1∑
k=1
xk
xl
mlk +
n∑
k=i
1
xl
mlk = 1xl
n∑
k=1
mlk + 1xl
i−1∑
k=1
(xk − 1)mlk
 1
xl
sl + axl
(
i−1∑
k=1, k =l
xk − (i − 2)
)
, (8)
and for i  j  n we have
r j =
i−1∑
k=1
xkm jk +
n∑
k=i
m jk =
n∑
k=1
mjk +
i−1∑
k=1
(xk − 1)mjk
= s j +
i−1∑
k=1
(xk − 1)mjk
 si + a
(
i−1∑
k=1
xk − (i − 1)
)
. (9)
For 1 l i − 1, let
xl = 1+ sl − si
φi + 1  1, (10)
where φi = si−a+
√
(si+a)2+4a
∑i−1
l=1 (sl−si)
2 . Then for 1 l i − 1 we have
rl 
1
xl
sl + axl
(
i−1∑
k=1, k =l
xk − (i − 2)
)
= φi,
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r j  si + a
(
i−1∑
k=1
xk − (i − 1)
)
= φi .
Hence by Lemma 1.3,
ρ(M) = ρ(M∗) max
1in
{ri} φi .
The ﬁrst part of Theorem 1.9 follows.
The suﬃcient condition of φi = ρ(M) follows from the fact that
φi 
si − a +
√
(si + a)2 + 4a(i − 1)(s1 − si)
2
,
and applying the second part in Theorem 1.7.
To prove the necessary condition of φi = ρ(M). Suppose φi = ρ(M). Then the equalities in both
(8) and (9) hold. If s1 = si , then s1 = φ1 = φi = ρ(M), and the row sums of M are all equal. Suppose
2  t  i such that st−1 > st = si . Then xl > 1 for 1  l  t − 1 by (10). For each 1  l  i − 1, the
equality in (8) implies that mlk = a for 1  k  t − 1, k = l. For each i  j  n, the equality in (9)
implies that mjk = a for 1 k t − 1 and s j = si . Hence a(n− 1) = s1 = s2 = · · · = si−1 > si = · · · = sn ,
and mlj = a for 1 l n and 1 j = l i − 1. We complete the proof. 
Remark 3.1. Let G be a simple connected graph with n vertices, m edges and degree sequence: d1 
d2  · · ·  dn , A be the adjacency matrix of G . Since G is without loops and multiple edges, its
adjacency matrix aii = 0, aij = a ji = 0 or 1, where i, j = 1,2, . . . ,n. Hence a = max1i, jn{aij} = 1,
and
∑i−1
j=1 alj  i − 2 where 1 l i − 1 and
∑i−1
j=1 akj  i − 1 where 1 k n, then in (8) we have
rl 
1
xl
dl + 1xl
(
i−1∑
k=1, k =l
xk − (i − 2)
)
(1 l i − 1)
and in (9) we have
r j  di +
(
i−1∑
k=1
xk − (i − 1)
)
(i − 1 k n).
For 1 l i − 1, let
xl = 1+ dl − di
φi + 1  1,
where φi = di−1+
√
(di+1)2+4
∑i−1
l=1 (dl−di)
2 . Then we obtain Theorem 1.6.
Remark 3.2. Obviously, the result in Corollary 1.10 improves Corollary 1.8 since the upper bound in (3)
is exactly an upper bound in (5). The upper bounds in (5) and (1) are not comparable. For example,
for graph C4∇K2, we have s1 = s2 = s3 = s4 = 6> s5 = s6 = 5; if we take i = 5, then the upper bound
in inequality (5) of ρ(D(C4∇K2)) is 6 worse than 5.8 which is obtained from the inequality (1).
But for the graph P4, we have s1 = s2 = 6 > s3 = s4 = 4; if we take i = 3, then the upper bound in
inequality (5) of ρ(D(P4)) is 5.4244 better than 5.5 which is obtained from the inequality (1).
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