that how one answers this question has important implications for our views of learning, the regulation of behavior, and the recovery of function after injury.
low-level behavioral components are rigidly wired and executed. According to this view, neural systems within the spinal cord are fixed after development and retain little capacity to adapt to new environmental relations; the latter, it is assumed, is the province of higher-level systems within the brain.
How we answer these questions will inform our science and has implications for the treatment of spinal cord injury. For example, consider the issue of spanning a spinal injury with a neural bridge built from implanted cells. Researchers developing these procedures hope that neurons will develop and innervate surviving neural tissue above (rostral) and below (caudal) the injury and thereby restore sensory/motor function. The difficulty of this task depends, in part, on the degree to which spinal cord architecture is fixed after development. If it is a rigid system, reestablishing appropriate function will require duplicating the previously existing pattern of neural innervation-a huge technological barrier to effective treatment. If instead the spinal cord has, or retains, the capacity to adapt to new environmental relations, there is greater hope that the appropriate patterns of neural innervation can be shaped through training.
Forms of Learning
Views of spinal cord plasticity have evolved slowly over the past century. Sherrington (1947) recognized that spinal reflexes can adapt (habituate) as a function of stimulus exposure and that some surprisingly complex behavioral patterns (e.g., scratching) could be elicited by stimulating a lower limb after communication with the brain was interrupted by means of a spinal transection (often referred to as a spinal or spinalized preparation). It is also well established that noxious stimulation (stimulation capable of inducing tissue damage) can sensitize spinal neurons, an effect that has been intensely studied because it is thought to contribute to some forms of neuropathic pain (Ji & Woolf, 2001; Willis, 2001a Willis, , 2001b . Within the learning literature, habituation and sensitization are characterized as forms of single-stimulus learning. These forms of learning are observed across many neural systems, including simple invertebrates, and it is well accepted that spinal systems can support this type of learning (R. F. Thompson, 2001) .
What has proved much more controversial is whether spinal neurons can support more sophisticated forms of learning that go beyond tallying the additive (sensitization) or subtractive (habituation) consequences of stimulus exposure. For example, the defining feature of Pavlovian conditioning is that the system is sensitive to the relationship between two stimulus events (S1 and S2). In the classic studies of Pavlov, a dog demonstrated that it encoded the relation between a tone (S1) and food (S2) by exhibiting an increase in salivation during the tone. Obviously, spinal neurons lack the neural input to encode the relation between tone and food. But what if we pair cutaneous stimuli that engage spinal neurons and that elicit an observable response? According to Pavlov, such an experiment was destined to fail because sensitivity to S1-S2 relations depended on cortical neurons. Subsequent arguments centered on whether the cortex (or forebrain) was needed, not whether the brain was required (that was assumed). A number of authors challenged this perspective with data suggesting that the isolated spinal cord could show a form of Pavlovian conditioning (reviewed in Patterson, 2001 ), but these findings were dismissed on the grounds that the modification involved a change within a preexisting reflex. True learning, it was argued, required the acquisition of a new response pattern. Starting in the early 1970s, these tenets began to weaken as researchers recognized that many interesting forms of Pavlovian conditioning involve the modification of a preexisting response, and Thompson, Patterson, and others addressed some of the methodological problems that had plagued earlier studies (L. A. Fitzgerald & Thompson, 1967; Patterson, Cegavske, & Thompson, 1973) . Subsequent studies by Beggs, Durkovic, Grau, Joynes, Steinmetz, and their colleagues have strengthened this foundation, demonstrating that spinally mediated Pavlovian conditioning can exhibit a range of complex phenomena, uncovering some key features of the underlying mechanism, and linking the learning to a form of N-methyl-D-aspartate (NMDA)-mediated plasticity (Beggs, Steinmetz, Romano, & Patterson, 1983; Beggs, Steinmetz, & Patterson, 1985; Durkovic, 1986 Durkovic, , 2001 Durkovic & Prokowich, 1998; Illich, Salinas, & Grau, 1994; Joynes & Grau, 1996) . Today, controversies concern the mechanisms that underlie this learning, not whether it can occur in the absence of a brain.
An alternative form of learning depends on the relationship between a response and an outcome. The response can be simple or complex, and the outcome (also known as the reinforcer) can involve the onset or offset of either an aversive event (e.g., shock) or an appetitive event (e.g., food). Following in the tradition of Thorndike and Hull (Hilgard & Marquis, 1940) , we will refer to this form of learning as "instrumental conditioning." Given the evidence that spinal neurons are sensitive to the relationship between two stimulus events (a Pavlovian relation), we set out to examine whether spinal neurons are also sensitive to responseoutcome (R-O) relations. We were intrigued by this issue, in part, because there were relatively few studies on the topic and those that had been done (reviewed in Buerger & Chopin, 1976) were regularly dismissed on methodological grounds (Church, 1964 (Church, , 1989 Church & Lerner, 1976) . We also pursued this topic because R-O learning seems especially relevant to the restoration of function after spinal cord injury.
Aims
In this article, we review studies on instrumental learning within the spinal cord. Our focus is on (a) whether spinal neurons are sensitive to R-O relations, (b) what is known regarding the underlying neurobiological mechanisms, and (c) the implications of this work for the recovery of function after spinal cord injury. Other recent reviews focus on the methodological criteria for demonstrating learning (Grau & Joynes, 2001a) , clinical applications Grau & Joynes, 2001b) , and the implications of this work for the study of learning (Grau, 2002; , 2005a , 2005b .
SPINAL CORD ANATOMY
In subsequent sections, we assume that the reader is familiar with some basic features of spinal cord anatomy. Thus, we begin with an overview of essential structures and terms. Those with a good working knowledge of spinal cord anatomy may wish to skip ahead to the next section.
Overall Structure
The human spine extends from the base of the brain to the pelvic girdle and is composed of four components: (a) a bony-ligamented covering, (b) an inner region of neural tissue (the spinal cord proper), (c) a set of nerve fibers (cauda equina) that extend from the lower spinal cord, and (d) the spinal vasculature. The bony covering of the spine is composed of segments called vertebrae that are connected (ligamented) by fibrous tissue that allows some flexibility. The range of motion is limited to prevent damage to the underlying neural tissue. Anatomists have grouped the segments of the spinal cord into four sections: cervical, thoracic, lumbar, and sacral (see Figure 1A ). The cervical spinal cord lies just caudal to the brain and is composed of 7 vertebrae, labeled C1 to C7. Likewise, the 12 vertebrae of the thoracic region are labeled T1 to T12. Below this lie the 5 vertebrae of the lumbar (L1-L5) and sacral (S1-S5) spinal cord. Last is the coccygeal segment (Coc1). Other vertebrates, such as the rat, have additional Coc vertebrae that extend caudally and form the tail.
The neural tissue of the spinal cord lies within the vertebrae, and its segments are labeled in a similar fashion. Each segment is associated with a pair of sensory and motor nerves that relay signals between the periphery and the central nervous system. Neurons carrying sensory information enter the spinal cord on the dorsal (toward the back) side, whereas motor neurons exit from the ventral (toward the belly) side. In general, the nerve fibers associated with a spinal neural segment enter and exit on the caudal (toward the tail) side of the corresponding vertebrae. However, this rule breaks down in the cervical region because the first set of nerves (from the C1 spinal cord segment) lie on the rostral (toward the nose) side of the C1 vertebrae whereas nerves from C2 travel on the caudal side. This pattern continues to the last cervical vertebrae (C7), where the nerve fibers from C8 enter and exit between the C7 and T1 vertebrae. Thus, for the cervical region, there are eight nerves but only seven vertebrae. For other regions of the spinal cord, the numbers of nerves and vertebrae are equal, and the fibers enter and exit on the caudal side of the corresponding vertebrae.
Another source of anatomical confusion stems from differences across species. For example, compared to humans, rats have additional vertebrae in the thoracic (T13) and lumbar region (L6) and lack sacral vertebrae S5 and S6. Finally, it is important to recognize that as a vertebrate develops, the bony covering of the spinal column grows faster than the underlying neural tissue does. This difference in the rate of growth is accommodated by a lengthening of the sensory/motor fibers (see Figure 1 ). For a mature human, the most caudal portion of the spinal cord (Coc1) often lies in the region of the L1 vertebra. This shift in neural tissue poses some problems for scientists because the vertebrae landmarks change with development. As a result, a transection (surgical cut) made at the T12 vertebra will affect different regions of spinal cord tissue depending on the subject's maturity; as the subject reaches adulthood, the neuroanatomical locus of the transection will shift caudally. A further complexity stems from individual differences in the rate of development and size, which introduces some variability in the correspondence between vertebrae and tissue when age, species, and strain are held constant.
Central Gray and White Matter
A cross section of the spinal cord tissue (see Figure 1B ) reveals a butterfly-shaped region known as the central gray. It contains cell bodies, dendrites, interneurons, and glia. The central gray aids the brain by locally organizing motor behavior and regulating sensory signals. Because additional processing capacity is needed to integrate and coordinate signals associated with the hands and legs, there are additional neurons within the associated regions of the central gray, producing the cervical and lumbar enlargements ( Figure 1A ). As illustrated in Figure 1C , neurons within the ventral horn of the central gray are organized along two axes, one correlated with the distal (e.g., fingertips) to proximal (e.g., shoulder) dimension and the other tied to limb flexion versus extension (Martin, 1996) . An organizational principle observed within the white matter emerges as the tissue approaches the brain-the addition of axons produces a columnar organization that varies along a caudal (legs) to rostral (arms and neck) pole.
The central gray is organized into layers known as laminae (see Figure 2B and Table 1 ). Laminae I to IV lie within the dorsal horn and receive sensory input associated with exteroceptive (cutaneous) stimuli (Kirshblum, Campagnolo, & DeLisa, 2002) . Laminae V and VI are primarily concerned with proprioceptive sensations that signal limb position and movement. Lamina VII acts as a relay between the midbrain and cerebellum, and neurons within lamina VIII modulate motor activity. Lamina IX lies within the ventral horn and represents the main motor area. Axons from this region exit the ventral root and innervate muscle fibers. The last layer, lamina X, surrounds the central canal and contains neuroglia.
The central gray is surrounded by the white matter, which is composed of axons and the glia (oligodendrocytes) that form the myelin sheath. Distinct regions of the white matter subserve particular functions ( Figure 2A ; Table 1 , top). For example, neurons within the dorsal region relay somatic sensory information (touch and limb position) to the lower brain. Axons in the lateral region course in both directions, with ascending neurons relaying signals about pain and thermal sensations and descending neurons playing a role in regulating skilled movements, afferent sensory activity, and posture.
Approaches to Studying Spinal Cord Function
A variety of surgical procedures are used to study spinal cord function (Figure 3 ). The starting point in most studies is a laminectomy, which involves a surgical incision along the back (dorsal surface) followed by the removal 194 BEHAVIORAL AND COGNITIVE NEUROSCIENCE REVIEWS Grau and Joynes (2001b) and Martin (1996) . Martin (1996) . b. Adapted from Kirshblum, Campagnolo, and DeLisa (2002) . of a circumscribed region of the bony covering, exposing the underlying neural tissue. In experiments that require complete disruption of communication to and from the brain, the tissue is then surgically cut ( Figure 3A ). This procedure is often referred to as a spinalization. In general, transections are performed in the thoracic region, producing a paraplegia in which subjects retain the use of their forelimbs. In some cases, the surgical cut may be limited to half the spinal cord tissue, a procedure known as a hemisection ( Figure 3B ). Here, the disruption in function is limited to one side of the body.
Researchers explore the role of particular neural pathways using more circumscribed cuts. For example, researchers have investigated the role of descending tracts involved in pain (nociceptive) modulation by bilaterally cutting the dorsolateral edges of the spinal cord ( Figure 3C ; e.g., Crown, Grau, & Meagher, 2004) . Another common procedure involves selectively cutting particular nerve roots, a procedure known as a rhizotomy ( Figure 3D ).
An advantage of the transection procedures is that they have clear-cut effects. If a behavioral capacity elicited by stimuli applied below a transection remains after the spinal cord is completely cut, we know that communication with the brain is not necessary; neural tissue below the transection is sufficient. Similarly, if a brain-dependent effect is eliminated by a surgical cut that disrupts only selected pathways, we have a good indication that those pathways play an essential role. The disadvantage of these procedures is that they produce an artificial state that would seldom exist in nature. In the wild, an injury that eliminated communication between the lumbar-sacral region and the brain would lead to death, either because the creature was preyed on or because of secondary complications. Indeed, before World War II, the life expectancy of humans with a spinal transection (e.g., from a gunshot or shrapnel) was on the order of weeks (Hulsebosch, 2002) . It is only in the past 50 years that we have learned how to maintain injured patients, and this has increased the potential clinical relevance of studies examining spinal cord function after transection.
The most common type of spinal injury in humans does not involve cutting spinal tissue but instead a rapid deformation that produces a kind of neural bruise. To study this type of injury, researchers perform a laminectomy and position the exposed tissue under a device that delivers a calibrated force. One widely used device (the NYU/MASCIS impactor) accomplishes this using a rod that is allowed to fall a fixed distance. By varying the height that the rod is dropped, researchers can emulate different levels of spinal cord injury. Other injury procedures include limiting the blood flow to a region of the spinal cord (ischemia) and irradiating the spinal cord with an argon laser following intravenous injection of erythrosin D (Hao, Yu, Xu, & Wiesenfeld-Hallin, 1996) . The advantage of these procedures is that they emulate a range of clinically relevant neural injuries. The graded effects observed help researches discover how treatment regimes can take advantage of surviving fibers to promote recovery. The disadvantage is that the surgical outcomes are often variable and the consequences of injury are not well localized, forming cone-shaped regions of injury that extend rostrally and caudally ( Figure 3F) .
The above procedures are often combined with pharmacological manipulations designed to affect particular spinal systems. In cases in which agents cross the bloodbrain barrier, systemic drug treatment can be used. However, with these procedures, questions can arise as to whether a treatment effect reflects a peripheral action. In addition, systemic drug treatments designed to target a contused region of the cord may not effectively enter the injured region because of the associated disruption in blood flow. Two procedures are used to overcome these limitations. One involves the direct application of a drug into the spinal cord. In some cases, this can be achieved by microinjecting the drug into the epidural space of the cauda equina, a procedure that is commonly referred to as an epidural. The drug then diffuses through the cerebrospinal fluid to affect other regions of the spinal cord. In animal subjects, a more common method involves the local application of a drug using a cannula that is inserted under the outer covering of the spinal cord (the dura mater) and threaded along the dorsal surface of the cord so that the tip is positioned over the region of interest (an intrathecal injection). Finally, drug treatments may be locally applied using stereotaxic techniques in which the tip of a small microsyringe is lowered into the spinal tissue ( Figure 3E ). Although difficult, this allows researchers to apply a drug within a limited region of the spinal cord (e.g., the ventral central gray). The procedure may also prove useful in cases in which drug diffusion is impeded by an injury-induced swelling (edema) that disrupts blood flow to the injury site.
Animal Welfare
In our laboratory, we study learning within the lumbar region of the spinal cord. To disrupt communication with the brain, rats are generally transected caudal to the T2 vertebrae. This produces a paraplegia wherein the subject can move about using its front paws but is paralyzed below the waist. As some have noted (T. Schallert, personal communication, March 26, 2003) , rats are front-wheel-drive creatures. Thus, a rat with intact forelimb function can move about in its home cage, eat, and drink with little difficulty. Paralyzed subjects do, of course, require special attention. Because animal subjects have difficulty regulating temperature soon after surgery, they are maintained overnight in a warm environment. Paraplegics also lose control of bladder function and, as a result, must have their bladders manually emptied (expressed) at regular intervals.
An intact rat given a treatment that we presume induces discomfort will exhibit recuperative behaviors directed toward the source of pain (Bolles & Fanselow, 1980; Wall, 1979) . For example, if an irritant is injected into one paw, the rat will orient toward the paw and lick it. Subjects that have undergone a spinal transection do not orient toward the site of injury and exhibit no signs of distress. Although a newly paralyzed human would orient toward the affected limbs, we have never observed this in our rodent subjects; behaviorally, they show no signs that they are aware that their lower limbs are paralyzed. Moreover, because the transection interrupts pain transmission, subjects do not consciously perceive any pain from nociceptive stimuli applied to the lower limbs or tail.
EVIDENCE FOR INSTRUMENTAL LEARNING
In the sections that follow, we first describe evidence that spinal neurons are sensitive to R-O relations. We address this issue by detailing some criteria for learning, our apparatus and methods, and how we have sought evidence that spinal neurons meet the essential criteria. Subsequent sections then discuss what is known about the underlying neurobiological mechanisms and the implications of this work for the recovery of function after spinal cord injury.
Criteria for Instrumental Learning
Before we begin, we need to agree on our goal. What evidence is required to demonstrate instrumental learning? As noted earlier, researchers have used the term instrumental learning to describe situations in which a change in behavior depends on an R-O relation. Given this, we first need evidence that instituting an R-O relation affects performance (Criterion 1, Table 2 ). One way this could be accomplished is by administering an aversive stimulus whenever the organism performs a particular response. For example, Konorski (1948) demonstrated that dogs could learn to keep one hind leg up (flexed) if a shock was applied whenever the leg was extended. In this case, leg position represents the response, and shock is the outcome (reinforcer). It is not surprising that intact animals readily learn to keep their leg up in this situation, effectively minimizing net shock exposure. What surprises many is that neurons within the spinal cord can learn to do this after communication with the brain has been eliminated.
In general, instrumental learning occurs most rapidly when the outcome elicits a behavior that is congruent with the target response (Timberlake & Lucas, 1989) . Thus, training a subject to maintain a particular leg in a flexed position is easier when shock is applied to the same leg and elicits a flexion response. For example, the extended paw might contact an electrode plate that delivers an aversive electric current strong enough to engage pain (nociceptive) fibers that elicit a withdrawal response. In this situation, a rat would learn to keep the shocked leg up very quickly. But is this learning? Perhaps a mechanical system, which does not encode the R-O relation, would show a similar change in behavior. Indeed, one could argue that our eliciting stimulus simply generates a reflexive response that might grow over time because a peripheral component Grau et al. / SPINAL LEARNING 197 Minimum criteria (instrumental) Instituting a relationship between the response and an outcome produces a change in behavior (performance). The effect is neurally mediated. The modification outlasts (extends beyond) the environmental contingencies used to induce it. The behavioral modification depends on the temporal relationship between the response and the outcome. Advanced criteria (operant)
The nature of the behavioral change is not constrained (e.g., either an increase or decrease in the response can be established). The nature of the reinforcer is not constrained (a variety of outcomes can be used to produce the behavioral effect).
SOURCE: Adapted from Grau, Barstow, and Joynes (1998) . The apparatus used to study instrumental learning. Leg position is monitored using a contact electrode that touches the underlying salt solution, completing a circuit that is monitored by a computer. Applying leg shock elicits a flexion response that lifts the tip of the contact electrode out of the solution, breaking the electrical circuit. (B) How our response measures are related to the position of the contact electrode tip. When the computer detects a solution contact, a shock is applied that elicits a flexion. The computer detects the break in the circuit and records the duration of solution contact and increments the response counter. The leg then drifts back to the resting position, causing the contact electrode to again touch the solution, which brings about another shock. Every 60 s, mean flexion (response) duration is computed for the current time bin by dividing time out of the solution (60 -time in solution) by flexion number + 1. (C) A simulation of performance for a reactive system that is incapable of instrumental learning. The leg position of the master rat determines when shock is applied, and the yoked rat receives a shock at the same time.
For both subjects, we assumed some random variation in the rate at which the leg falls after a flexion is elicited. This yields some variation in flexion duration. Because the system is insensitive to the R-O relation, the master rat does not exhibit an increase in flexion duration. The reactive model nonetheless produces a master-yoke difference in net solution contact because yoked rats occasionally fall faster and remain in contact with the solution until the next shock is applied. (D) An instrumental account anticipates that master and yoked rats will exhibit a comparable number of responses (shock-elicited flexions) but that only the master group will show an increase in flexion duration over time. SOURCE: Adapted from Grau, Barstow, and Joynes (1998) .
(e.g., the muscles) becomes stronger (an exercise effect).
Researchers have attempted to address this concern by including a yoked control. Each animal in the yoked group is coupled to an animal being instrumentally trained (the master subject). Whenever the master rat receives a shock, so too does its yoked partner. If shock per se is sufficient to generate our behavioral effects, then yoked rats should exhibit comparable performance. As Church (1964 Church ( , 1989 has pointed out, a yoked control does not solve all our problems. The difficulty is that imposing an R-O relation can generate master-yoke differences in the absence of any learning about the R-O relation (see Figure 4 ). For example, let us assume that there is some variability in the rate at which the shocked leg falls. Given this factor alone, we would expect the yoked animal's leg to reach the response criterion (leg down) first roughly half the time ( Figure  4C ). The yoked animal's leg would remain in this position until the master animal's leg falls and both subjects receive shock. If our measure of learning is how long the subject's leg remains down, a mechanical system that is incapable of encoding the R-O relation (also known as a reactive model) would generate a master-yoke difference. We have addressed this issue in three ways. First, instead of measuring the time the leg is down, we measure flexion duration (how long the subject keeps its leg up after a flexion is elicited; Figure 4B ). Whereas both Church's reactive model and instrumental learning can generate a master-yoke difference in solution contact, only the instrumental account anticipates that controllable stimulation will lead to an increase in flexion (response) duration ( Figure 4D ). Second, we followed Church's recommendation and experimentally manipulated the R-O relation to verify that the R-O relation matters (Criterion 4). Finally, we sought evidence that the consequences of training are evident when subjects are tested under common conditions. The aim is to show that training has a lasting effect that extends beyond the period when performance is driven by the training contingency (Criterion 3).
Even if all of the above criteria have been met, there is a lingering issue that must be addressed. We have set out to study an example of neural plasticity. This does not mean that we necessarily exclude a role for other cell types. Indeed, there is evidence that glia contribute to some forms of spinal plasticity (Watkins & Maier, 2002) . While recognizing this potential contribution, we assume that neurons play an essential role (Criterion 2) and that key neural components lie within the central nervous system (i.e., within the spinal cord).
Apparatus and Methodological Issues
The apparatus we used to study instrumental learning within the spinal cord is illustrated in Figure 4A .
Rats are loosely restrained in Plexiglas tubes with both hind legs hanging freely. Leg position is monitored by taping a contact electrode to the plantar surface of the paw. The contact electrode is electrically insulated from the subject and is connected to a computer input. A dish of water with salt (added to allow electrical current to flow through the solution) and a drop of soap (added to reduce surface tension) is positioned under the rat. The solution is grounded so that whenever the contact electrode touches the solution, it completes a circuit that is monitored by a computer. Shock is applied through electrodes inserted over the tibialis anterior muscle, and shock intensity is adjusted to elicit a vigorous flexion response that moves the contact electrode upward, as illustrated in Figure 4B . Notice that stimulation does not move the entire leg upward but instead decreases the angle at the ankle joint.
Because setting subjects up can move the leg out of its resting position, a few brief shocks are applied prior to adjusting the solution level. Normally, we add sufficient solution to submerge the electrode tip by 4 mm. In studies in which a more difficult response criterion is needed, additional solution may be added. Although we have considered alternative methods for monitoring leg position, we have found that the traditional procedure is often the simplest and most reliable. Using this setup, response-contingent shock can be applied by administering leg shock whenever the contact electrode touches the underlying salt solution. If this were done while the spinal cord was intact, subjects would learn within a few seconds to keep the shocked leg up, effectively minimizing net shock exposure. As we will see below, spinal neurons isolated from the brain also maintain an increase in flexion duration, but this learning takes minutes rather than seconds to develop.
We are not the first to use these methods to study instrumental learning within the spinal cord (see Buerger & Chopin, 1976) . Moreover, our results are largely consistent with the conclusions of earlier researchers. Given this, why did we begin by replicating and refining the methods used in earlier studies? We chose this course because some troubling methodological issues had led others to dismiss, and ignore, prior work. One set of problems stemmed from confusion regarding the criteria for instrumental learning and what could be concluded based on the master-yoke paradigm. In many cases, it appeared that the results reported could be accounted for in terms of a reactive model ( Figure 4C ) and did not demand an assumption of instrumental learning. These difficulties were compounded by the approach used, which followed norms common within some areas of physiology but questioned within the field of animal learning. Issues cited included small samples (few subjects per condition), limited statistical analyses, tuning parameters in a nonstandard fashion across subjects, and a lack of controls normally included within a complete factorial design. We adopted a course designed to avoid these perceived shortcomings, using complete factorial designs, reasonable (and equivalent) group ns, standardized training parameters, and rigorous statistical analyses. Our hope was that this, in combination with a detailed analysis of the essential criteria for learning, would allow us to accurately describe the capacities and limits of instrumental learning within the spinal cord and discount the criticisms that plagued earlier studies.
A final methodological issue that deserves attention concerns the maintenance of subjects after surgery. Normally, to minimize the time subjects are maintained in a paraplegic state, subjects are trained and tested 24 to 48 hr after surgery. Subjects are kept in a warm environment to prevent hypothermia, and special steps are taken to ensure that both the water sipper tube and food can be easily accessed. Even with these steps, subjects may become dehydrated and require additional fluid, provided by an intraperitoneal injection of saline. In addition, bladders must be expressed at regular intervals. Because a distended bladder can provide a source of tonic nociceptive input that sensitizes spinal cord neurons (de Groat et al., 1990) , care is taken to make sure that bladders are fully expressed 30 min prior to testing. A final variable that seems important concerns leg position during the recovery period. Some rats will sleep in a prone position with their hind legs extended caudally, parallel to the tail. If this position is maintained overnight, the legs will hang downward in an unnatural position when the rat is placed in the test apparatus, making it difficult to assess a flexion response. We avoid this problem by maintaining the hind legs in a natural flexed position during recovery using a band of adhesive tape.
Evidence That Instituting an R-O Relation Affects Performance
Using the apparatus illustrated in Figure 4A , Barstow and Joynes examined whether spinal cord neurons could support instrumental learning (Grau, Barstow, & Joynes, 1998) . Subjects were spinally transected at the second thoracic vertebra (T2) and tested 24 hr later. On the basis of past work, we adopted a 30-min training regimen, during which master rats received responsecontingent shock to one hind leg whenever the leg was extended (allowing the contact electrode to touch the underlying saline solution). To assess the change in performance over time, we broke the training session up into thirty 1-min time bins and, using a computer program, recorded time in solution, response number, and response duration ( Figure 4B ). We focused on response duration because an instrumental account anticipates that master rats will exhibit an increase in flexion duration as a function of training ( Figure 4D ). A reactive model predicts that master rats will exhibit less time contacting the solution than yoked rats will but shorter flexion durations (the opposite of the instrumental account). Response number is regularly assessed to ensure that a failure to learn is not due to a failure to perform the target response.
We were bothered that earlier researchers had not standardized the response parameters prior to training. We addressed this issue by measuring flexion force using a strain gauge connected to the rat's foot (just behind the plantar protuberance) with a monofilament line. After verifying that an intense shock produced a flexion of at least 0.8 N, shock intensity was adjusted so that it elicited a flexion force of 0.2, 0.4, 0.6, or 0.8 N. In each force condition, rats were randomly assigned to the master, yoke, or unshocked conditions. We found that 200 BEHAVIORAL AND COGNITIVE NEUROSCIENCE REVIEWS Figure  6A ). Yoked rats responded at a similar rate ( Figure 5F , 5G) during the first 5 min of training but did not exhibit an increase in flexion duration. Rats that had shock intensity set to a value that elicited a weak flexion response (0.2 N) did not learn and stopped responding (habituated) after 10 min of training ( Figure 5D , 5H). Rats trained with a strong force value (0.8 N) performed like mechanical robots ( Figure 5A , 5E). Master rats in this condition responded throughout the 30-min period of training but never exhibited an increase in flexion duration. At the end of training, we reassessed the shock intensity required to elicit the pretraining force value ( Figure 6B ). All shocked rats exhibited a decrease in flexion vigor (habituation) that was well predicted by the amount of shock exposure. Interestingly, this variable was not affected by instrumental control. Subsequent studies have found similar results (e.g., Joynes, Janjua, & Grau, 2004) , leading us to conclude that this habituation-like effect accrues on the shocked limb as a simple function of shock exposure.
The performance of subjects trained with the intermediate force values (0.4-0.6 N) provides our first indication that our training procedure produces a behavioral change indicative of instrumental learning. The fact that subjects trained with a weak shock failed to learn can be easily accounted for. On one hand, the eliciting stimulus might have been insufficient to engage the essential afferent fiber types. Cutaneous afferent stimulation can engage both myelinated (A-beta and A-delta) and unmyelinated (C) fibers. The latter are relatively slow fibers that have been linked to the "burning sensation" that often accompanies tissue damage. A-fibers are rapidly conducting and subserve a number of distinct functions (e.g., touch, position, fast pain; Martin, 1996) . For present purposes, what is critical is that the fiber type engaged varies as a function of stimulus intensity. When shock intensity is set to a value that elicits a weak flexion force (0.2 N), it may be subthreshold for engaging the fiber type that supports learning. Even if the stimulus were marginally sufficient at the start of training, habituation could undermine its effectiveness and lead to its becoming subthreshold within a few minutes.
What seems a greater mystery is why subjects trained with an intense force fail to learn. Such nonmonotonic functions are common in the instrumental literature and are often accounted for by the development of an antagonistic process that disrupts learning (Campbell & Masterson, 1969; Yerkes & Dodson, 1908) . For example, an intense stimulus might have a more diffuse effect and engage additional muscle groups that interfere Theoretical Functions Describing the Underlying Processes. NOTE: (A) Mean (± SE) performance collapsed across time for subjects trained after flexion force was set to one of four values, between 0.2 and 0.8 N. (B) Subjects exhibited an increase in shock thresholds after training, and this effect of shock treatment was not affected by the variable of instrumental control. (C) Theoretical functions that describe the relationship between shock intensity (mA) during training, instrumental reinforcement, and the development of the behavioral deficit. It is assumed that the benefits of reinforcement reach an asymptote while the deficit continues to grow. As a result, the adverse consequences of shock treatment outweigh the benefits of instrumental reinforcement at high shock intensities, undermining the capacity for learning. SOURCES: Adapted from Grau et al. (1998) and with the performance of the target response over time. An alternative account builds on a phenomenon that will be described in detail below. What we will see is that intermittent stimulation engages an antagonistic process that interferes with instrumental learning. If the benefits of learning are bounded (reach an asymptote) but the decremental process is unbounded, increasing stimulation beyond a certain value will cause learning to deteriorate ( Figure 6C ). This might occur because learning depends on a fiber type (e.g., A-delta) that has a lower threshold than the fiber type that underlies the destructive process (e.g., C-fiber).
Evidence That Prior Training Has an Effect That Extends Beyond Initial Training
A mechanical system can produce a master-yoke difference during training because the distinct contingencies effectively drive performance to different end points. To demonstrate that the contingencies have distinct operational consequences-that the system has learned-requires evidence that the training regimens differentially affect learning and performance when subjects are tested under common conditions. We addressed this issue by testing the rats trained with intermediate force values (0.4-0.6 N) with response-contingent shock ( Figure 7 ). Because we were concerned that prior shock exposure could cause some change in either shock reactivity or resting position, we reequated flexion force and the response criterion (solution depth). Notice that because master rats have learned to maintain a flexion response, these subjects may require the addition of solution, effectively raising the response criterion. As a result, if there is a bias inherent within this procedure, it is one that makes the task more difficult for the master group. Nonetheless, they learned faster than the unshocked group that had never been trained ( Figure 7) .
The most surprising outcome concerned the yoked group that had previously received uncontrollable stimulation. These subjects never exhibited an increase in flexion duration. This failure to learn was not due to a failure to perform or a lack of exposure to the R-O relation. Indeed, animals in the yoked group responded at the highest rate; they repeatedly experienced the R-O relation ( Figure 7B ), but this relation never induced an increase in flexion duration ( Figure 7A ). It appears that the prior training with noncontingent shock induced a deficit that disrupted learning.
A subsequent set of experiments has examined the generality of the learning deficit. Subjects were trained as described above and then tested with response-contingent shock applied to the same (ipsilateral) or opposite (contralateral) leg. Again, we took care to equate flexion force prior to testing and found that stronger shocks were needed to elicit a 0.6-N flexion in previously shocked rats (master and yoked). This habituation-like effect was specific to the shocked leg ( Figure 8A ). As before, unshocked rats exhibited an increase in flexion duration over the course of training ( Figure 8B , 8C). Master rats learned a bit faster, but this effect was limited to the first couple minutes of testing. Most important, yoked rats failed to learn, and this was true whether they were tested on the ipsilateral or contralateral leg. As before, the failure to learn did not reflect an inability to perform a flexion response or a lack of exposure to the R-O relation; rats in the yoked group responded at the highest rate and repeatedly experienced the R-O relation ( Figure 8D , 8E).
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BEHAVIORAL AND COGNITIVE NEUROSCIENCE REVIEWS NOTE: (A) Prior shock treatment produces an increase in shock thresholds that is limited to the pretreated (ipsilateral) leg. Exposure to uncontrollable stimulation (yoked) impairs learning independent of whether subjects are tested on the pretreated (B, ipsilateral) or opposite (C, contralateral) leg. SOURCE: Adapted from Joynes, Ferguson, Crown, Patton, and Grau (2003) .
All the experiments described above used a leg shock that elicited a flexion response. Is this essential to the induction of the deficit, or would shock applied to other regions below the transection also produce a deficit even though the stimulus elicits little or no motor activity? We examined this issue by applying uncontrollable shock through surface electrodes taped to the rat's tail . Shock was generated using a program that emulated the shock regimen produced by a typical master rat (80-ms shocks presented an average of 2 s apart). We found that 1.5-mA shocks produced little movement but induced a robust learning deficit ( Figure 9A ). Just 6 min of intermittent shock produced a learning deficit ( Figure 9B ), and this effect lasted 48 hr ( Figure 9C ). These observations suggest that the development of the deficit does not depend on the elicitation of a flexion response. Instead, it appears that the deficit reflects an unconditioned response that passively develops as a function of shock exposure.
We also examined how the induction of the deficit varies as a function of the interval between shocks. On one hand, decreasing the interval between shocks (massed presentation) can enhance some forms of nonassociative habituation (e.g., Joynes & Grau, 1996) . On the other hand, many learning phenomena become stronger as the interval between trials is increased (spaced presentation; Gibbon & Balsam, 1981; Miller & Matzel, 1989) .
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BEHAVIORAL AND COGNITIVE NEUROSCIENCE REVIEWS NOTE: Mean (±SE) performance, collapsed across 30 min of testing, in subjects that had previously received uncontrollable (intermittent) shock. Increasing the intensity (A) or duration (B) of intermittent tail shock increases the magnitude of the learning deficit. Six minutes of uncontrollable shock produces a deficit that lasts 2 days, and more prolonged shock (30 min) has an effect that lasts at least 96 hr (C). When the total number of shocks is held approximately constant, the most robust deficit is observed with an intermediate (2-s) interstimulus interval (D). SOURCE: Adapted from .
Finally, it was possible that a nonmonotonic relation would be observed, an outcome consistent with studies of windup (the increase in neural excitability observed when pain [C] fibers are repetitively stimulated; Herrero, Laird, & Lopez-Garcia, 2000; Mendell, 1966) . Windup is most evident with intermediate (0.5-3.0 Hz) frequencies and fails to develop when stimuli are spaced too far apart. As discussed above, we knew that 6 min of intermittent shock presented on a variable interval of 2 s (0.5 Hz) produced a robust deficit. On this schedule, rats received approximately 180 shocks. When this same number of shocks was presented over a period of 1,800 s (0.1 Hz), subjects did not exhibit a learning deficit when tested with response-contingent shock ( Figure 9D ). Similarly, when the interval between shocks was decreased from 2 to 0.4 s (2.5 Hz), a weaker deficit was observed.
This nonmonotonic function closely resembles the relation observed in studies of windup.
Evidence That Manipulating the R-O Relation Affects Learning
From the material reviewed above, we can conclude that instituting an R-O relation induces a change in performance (Criterion 1; Table 2) and that this learning has a lasting effect that is evident when subjects are tested under common conditions with response-contingent shock (Criterion 3). But to bolster our claim of instrumental learning, converging evidence is needed. The advantage of the master-yoke paradigm is that it equates net shock exposure. A disadvantage is that it is the master subjects, not the experimenter, that determine when the
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Figure 10: Relative Contribution of Shock Onset Versus Offset to Learning. NOTE: (A) Delaying both shock onset and offset by 100 ms or more disrupts instrumental learning. (B) Delaying onset by 100 ms prevents learning, whereas an equal delay in offset has no effect. SOURCE: Adapted from Grau et al. (1998) .
yoked rat receives shock. The implicit assumption is that both the vigor of the shock-elicited flexion and the fall rate vary across subjects and, as a result, a paired yoked rat will not experience a regular relation between the response and reinforcer. But what feature of the outcome, shock onset or offset, serves as the reinforcer? Because the master rat determines when shock is turned on and off, we cannot determine which relation is critical. As suggested by Church (1964) , to obtain additional evidence that the R-O relation matters, and to establish which component is critical, the experimenter (rather than the master rat) must control when the outcome occurs. Once this is done, we can evaluate the importance of the R-O relation by systematically manipulating variables known to impact learning. Of the many variables that affect learning, the most central is temporal contiguity. Though not always sufficient for learning, most would agree that it is essential. Given this, an instrumental account would anticipate that reducing R-O contiguity, by inserting a temporal gap, should undermine learning. We addressed this issue by delaying both the onset and offset of shock (Grau et al., 1998) . As can be seen in Figure 10A , inserting a delay of just 100 ms eliminated learning. Moreover, this manipulation had a lasting effect that was evident when subjects were tested under common conditions with zero delay. Rats that had previously learned quickly reached asympotic performance, whereas rats that had received delayed shock (100-200 ms) failed to learn when the delay was removed (Grau et al., 1998) . Again, it seems that shock exposure in the absence of learning has a lasting disruptive effect. Moreover, inspection of response number ( Figure 10B ) shows that this failure emerged even though subjects continued to respond during testing: They repeatedly experienced the R-O relation, but this did not produce an increase in flexion duration.
The fact that a delay disrupts learning provides further evidence that the increase in flexion duration reflects a form of instrumental learning. However, it is not clear from the above experiment whether it is the onset or offset of shock that is critical. We addressed this issue by independently manipulating shock onset and offset. Delaying the offset of shock did not interfere with learning, but delaying shock onset by just 100 ms eliminated learning ( Figure 10B ). It appears that the effective reinforcer is shock onset, not shock offset. A similar conclusion was reached by Abramson and Feinman (1987) in their analysis of instrumental learning of eye extension in the green crab.
At a behavioral level, instrumental learning that is reinforced by the onset of an aversive stimulus is characterized as a form of punishment, whereas learning reinforced by the offset of an aversive stimulus is referred to as escape learning. At a more mechanistic level, the observations suggest that the simplest forms of instrumental learning may depend on the onset of a biologically significant stimulus for reinforcement. To derive reinforcement from the offset of such stimuli may require more sophisticated neural mechanisms, and in vertebrates, this may require a brain.
Empirically, it is clear that delaying shock onset has a disruptive effect, but why should a 100 ms delay matter? Answering this question will require additional empirical studies. We can, though, sketch out some of the possibilities. From the above material, we can infer that the critical outcome is tied to shock onset. However, it is less clear what constitutes the relevant response. One possibility is that the key response is tied to neural activity associated with making a shock-elicited flexion response. Yet if that were the complete story, then it is unclear why delaying shock onset should matter. The problem is that rats in the delayed condition received shock contiguous with performing the flexion response-on this dimension alone, there was little difference between the 0-and 100-ms delay conditions. This suggests that another variable is critical-one that is sensitive to leg position at the time of shock onset.
Why should leg position matter? Have we simply tuned our apparatus so that immediate shock occurs within a critical window, whereas delayed shock occurs after the leg has fallen outside of a range that supports learning (Timberlake, 1999) ? Although our learning paradigm has been tuned to take advantage of some innate behavioral tendencies, the difference in leg angle associated with a 100-ms delay is far less than the difference in leg angle observed across subjects at the start of testing. Moreover, if the leg falls at a constant rate, delaying shock onset by 100 ms would be functionally equivalent to training subjects using a lower response criterion, a condition we regularly find supports good learning. Again, it would appear that some important details still need to be specified.
What factors might prove important? If we assume that optimal learning occurs when there is good contiguity between the neural activity associated with a particular leg position and shock onset, we can derive two explanations to account for the effect of delaying shock onset. Both accounts assume that learning depends on contiguity between a particular leg position (or change in position) and shock onset, the key response and outcome, respectively. The accounts differ in how they address the failure to learn with delayed shock. One account makes the additional assumption that the leg continues to fall at a regular rate. If so, shock onset would be coincident with an inappropriate response-a response that would maintain the contact electrode at a lower position and in contact with the salt solution. After the shock-elicited flexion is generated, the leg would return to the entrained position, which would bring the contact electrode back into contact with the salt solution and initiate another delayed shock. The subject would be caught in an inescapable loop, receiving an endless train of shocks. As we saw above, shock exposure per se appears to hurt learning and performance by causing both habituation and engaging a destructive process that interferes with learning. The latter would explain why subjects subsequently fail to learn when tested under common conditions (and no delay; see Grau et al., 1998) . The alternative account assumes that there is some random variability in the response over time. Under the 0-ms delay, there is good contiguity between the response and the outcome. Introducing a delay in shock onset ruins this relation and (by assumption) introduces variability between leg position and shock. From this view, rats given delayed shock and yoked subjects fail to learn for the same reason: Both conditions undermine the relation between the neural events that signal the response and the outcome (for evidence that an R-O relation helps tune reflex modules during development, see Schouenborg, 2004) .
Evidence That Spinal Neurons Play an Essential Role
Thus far, we have provided evidence that instituting an R-O relation affects performance (Criterion 1, Table 1) , that training has a lasting effect that can be observed when subjects are later tested under common conditions (Criterion 4), and that the behavioral modification depends on the temporal relation between the response and the outcome (Criterion 3). We have not, however, provided any evidence that the learning depends on neurons within the spinal cord (Criterion 2). This is not a trivial issue. Response-contingent shock could produce a peripheral sensitization that increases flexion duration. Conversely, uncontrollable stimulation might undermine performance because it produces motor fatigue.
We sought evidence that instrumental learning depends on spinal neurons in three ways. First, we cut the sciatic nerve near (1 cm from) the dorsal root . The sciatic nerve is the primary source of innervation for the region NOTE: Cutting the sciatic nerve, or administering intrathecal lidocaine, eliminates instrumental learning (A, B) but does not eliminate the capacity to perform a flexion response (D, E). Prior training with controllable shock enables learning when subjects are tested on the contralateral leg using a more difficult response criterion (C). SOURCE: Adapted from .
where leg shock is applied. When communication to neurons within the spinal cord was interrupted in this fashion, subjects trained with response-contingent shock did not exhibit an increase in flexion duration ( Figure 11A ). In a second experiment, we depressed neural activity within the spinal cord by microinjecting the Na + channel blocker lidocaine. Disrupting spinal cord function in this way blocked learning ( Figure 11B ). Because our shock stimulus directly drives the motor response, we did not expect these manipulations to block responding. Indeed, subjects that failed to learn responded more ( Figure 11D, 11E ), but this mechanical effect was not accompanied by an increase in flexion duration (our index of learning).
The third piece of evidence for spinal mediation stems from an experiment examining whether training with contingent shock has a beneficial effect that generally enables learning . If it does, spinally transected rats that receive instrumental training should be able to acquire the target response when the response criterion is increased. We evaluated this by training rats using our usual training criterion (a contact electrode depth of 4 mm) and then testing subjects on either the same (ipsilateral) or opposite (contralateral) leg using a higher response criterion. The response criterion was raised by adding enough solution to submerge the contact electrode an additional 4 mm (8 mm total). Raising the criterion to this level made the task so difficult that naïve (untrained) rats failed to learn ( Figure 11C ). However, rats that had previously received instrumental training were able to acquire the response under these more difficult conditions, and this was true independent of whether they were tested on the ipsilateral or contralateral leg. It appears that instrumental training has a beneficial effect that fosters learning/performance. Furthermore, the fact that this effect was observed on both legs suggests that it depends on a common system-presumably tissue within the spinal cord.
In some regards, it may seem surprising that training with contingent shock fostered performance on both legs to the same extent ( Figure 11C ), for we expected training would also have a limb-specific effect that would favor the pretrained leg. One interpretation of this outcome is that the most robust consequence of instrumental training is a general effect that enables learning independent of the locus of stimulation. However, recall that shock exposure per se induces a habituation-like effect that undermines performance on the ipsilateral leg. Normally, we attempt to control for this effect by reequating flexion force at the time of testing. However, we could not take this step in the present experiment because it would have disrupted limb position. Consequently, any limb-specific benefit of instrumental training may have been countered by a residual shock-induced habituation.
A parallel set of experiments was performed to examine whether the deficit observed after uncontrollable stimulation depends on spinal neurons (Joynes, Ferguson, Crown, Patton, & Grau, 2003) . One piece of supporting evidence has already been presented. In discussing the lasting nature of the learning deficit, we pointed out that uncontrollable stimulation to one hind leg disrupts learning when subjects are tested on the contralateral leg (Figure 8) . Indeed, even intermittent tail shock has a long-term disruptive effect (Figure 9 ). Again, this observation suggests that the deficit is not due to a limb-specific decrement in stimulus processing or motor reactivity. Instead, uncontrollable stimulation appears to engage a process that generally undermines spinally mediated learning and, by implication, involves spinal neurons.
To further discount a peripheral interpretation of our results, we also examined the effect of cutting the sciatic nerve and giving intrathecal lidocaine. Spinally transected rats had the sciatic nerve to one leg cut or underwent a sham operation. Uncontrollable stimulation was applied to the operated leg, and subjects were tested on the contralateral leg. Shock produced a robust deficit in the sham-operated rats but not in rats that had the sciatic nerve cut prior to stimulation ( Figure 12A, 12B) . Similarly, pretreatment with intrathecal lidocaine prior to uncontrollable tail shock blocked the induction of the deficit when subjects were tested 24 hr later with response-contingent leg shock ( Figure  12D ). Importantly, a control group showed that lidocaine had no effect if given 2 hr after initial shock treatment ( Figure 12C) ; for lidocaine to be effective, neural activity had to be depressed during the period when uncontrollable shock was applied.
Limits of Learning
We have provided evidence that spinal neurons can support a simple form of instrumental learning and some indication of their functional limits. Importantly, steps were taken to address concerns raised regarding earlier studies (Church, 1964; Church & Lerner, 1976) . These steps included the standardization of key variables (contact electrode depth, flexion force, and session duration), the use of complete factorial designs with healthy ns, and rigorous statistical analyses. We combined these experimental features with a specification of the criteria for learning and experimental paradigms designed to show that training has a lasting effect when subjects are tested under common conditions (Rescorla, 1988) . Our behavioral studies were supplemented with physiological manipulations designed to show that learning depends on spinal neurons Joynes et al., 2003) . Together, the results suggest that this region of the nervous system can support a simple form of instrumental learning.
We observed that the shock stimulus used to drive behavior had multiple effects. One involved the direct production of a flexion response, an effect that was not eliminated by either intrathecal lidocaine or cutting the sciatic nerve (Figure 11 ). When spinal function was disrupted, subjects performed in a mechanical fashion, exhibiting a high rate of responding but no increase in flexion duration as a function of training. Rats also performed in a robotic fashion when tested with intense shocks (Figure 5 ) or after they received uncontrollable stimulation ( Figure 7 ). Shock exposure per se also produced a limb-specific decrement in response vigor. Although it is tempting to suggest that this habituation contributed to the decrement observed after uncontrollable stimulation, three observations suggest that it plays little role. First, both controllable and uncontrollable stimulation produce similar levels of habituation ( Figure  6B) . Second, the effect wanes within 24 hr , but the deficit lasts up to 48 hr ( Figure 9 ). Finally, this habituation effect is specific to the previously shocked leg, whereas the deficit can be observed on the contralateral leg (Figure 8 ). These observations suggest that shock-elicited habituation, at most, dampens performance when subjects are tested on the ipsilateral leg.
Our analysis of how training affects initial flexion vigor also has implications for our understanding of the mechanisms that underlie learning in controllably shocked rats. In no case did we observe that controllable shock produced an increase in flexion vigor (the strength of the upward response elicited by shock). Rather, training produced a decrease in flexion force. If training does not strengthen the force of the upward movement, the increase in flexion duration must emerge because the leg falls at a slower rate. Training with response-contingent shock appears to induce an increase in the capacity to maintain a flexion responsean increase in flexion duration.
Our findings allow some specification of the relevant reinforcer. In the paradigm used, an increase in flexion duration could potentially be reinforced by either the onset or offset of shock. We found that delaying shock offset had no effect but that delaying shock onset eliminated learning ( Figure 10 ). This suggests that the behavioral change does not reflect a form of escape learning (also see Abramson & Feinman, 1987) and that it is a misnomer to characterize response-contingent shock in this paradigm as "escapable." Instead, the key stimulus feature (the outcome) seems tied to shock onset. This implies, in turn, that the critical response (the response) is either the leg angle, or the direction/speed of leg movement, at the time shock begins. The consequence of this R-O relation appears to be the establishment of a new resting point, an enhancement of the flexion response that maintains the contact electrode above the solution.
Our evidence for instrumental learning was obtained by monitoring flexion duration as a function of training. We found that flexion duration increased over the course of training, generally asymptoting within the first 10 min. A question that sometimes arises is whether this training has an observable effect on the position of the contralateral leg, producing either a compensatory extension or an upward movement that mirrors the behavioral change observed on the trained leg. Neither effect has been observed. Indeed, little or no movement is generally observed in the untrained leg.
It is clear, however, that training has an effect that extends beyond the treated limb. Rats trained with controllable shock were able to acquire the instrumental response when they were trained with a higher criterion, one that was so difficult that untrained rats failed to learn, and this effect was observed independent of whether subjects were tested on the trained or contralateral leg ( Figure 11C ). This suggests that instrumental training generally enables learning. Conversely, the adverse consequences of uncontrollable stimulation extended to the contralateral leg ( Figure 8 ) and intermittent shock applied to the tail induced a learning deficit that appeared just as robust (Figure 9 ). The latter two observations suggest that uncontrollable stimulation causes a change within the spinal cord that effectively disables learning.
It is not clear from these observations whether the disabling and enabling effects represent distinct processes or variation in a common process. One possibility is that the enabling effect is an essential ingredient to instrumental learning. If so, then any manipulation that ruined this process would undermine the capacity for learning. Alternatively, each effect may be mediated by distinct mechanisms, with the capacity for learning determined by their relative balance. These alternative views lead to different expectations regarding the underlying neurobiological mechanisms. If a common process is affected, both the enabling and disabling effects should be influenced by a common set of neurobiological manipulations. If each effect depends on a distinct set of mechanisms, we should find that some manipulations affect only one process. We will return to this issue in the next section.
Relation to Operant Learning
The reader has likely noticed that we routinely refer to our learning situation as involving a form of "instrumental" learning and have avoided the term operant conditioning. This choice of terminology stems from some historical considerations and acknowledges a degree of caution. The term instrumental learning grew out of work done in the reflexive tradition of Thorndike, Konorski, and Hull (Hilgard & Marquis, 1940) . Indeed, in drawing the distinction between Pavlovian (Type I) and instrumental (Type II) conditioning, Konorski relied on an example of learning in which an elicited leg movement was modified by an R-O relation and posited that the consequences of this learning could be described by the strengthening of an underlying reflex (Konorski & Miller, 1937) . Criteria 1 to 4 (Table 2) are designed to specify the essential conditions for demonstrating this type of learning, and our evidence suggests that our example of spinal learning meets these criteria.
Skinner (1938), too, recognized that some examples of behavior seemed distinct from Pavlovian conditioning, which he classified with other examples of elicited (respondent) behavior. According to Skinner, it is mistake to characterize a rat's pressing a bar (the response) for food (the outcome) in terms of the strengthening of a particular reflex (e.g., S bar -R press ). Instead, he was struck by the flexibility of animal behavior and argued that the rat could operate on its environment in a variety of ways for a range of reinforcers. In the language of learning theory, neither the response nor the outcome was biologically constrained. If correct, this analysis suggests that two additional criteria are needed to demonstrate operant learning: Neither the behavioral change nor the reinforcer is highly constrained (Criteria 5 and 6 in Table 2 , bottom). From this perspective, operant conditioning represents a complex form of instrumental learning. This suggests that some instances of learning may meet the criteria for instrumental learning (Criteria 1-4) but fail the additional criteria suggested for operant learning (Criteria 5 and 6).
These semantic issues are especially important in the present case because there is no evidence that spinal mechanisms can meet the criteria of operant learning. Criterion 5 is not satisfied because the trained response is dictated by the outcome, and Criterion 6 is not met because the range of potential reinforcers seems limited (constrained to forms of nociceptive stimulation). Some have attempted to address the former issue by demonstrating that alternative responses (extension vs. flexion) can be modified (Sherman, Hoehler, & Buerger, 1982) . However, in these studies, different outcomes were used to entrain alternative responses. To meet Criterion 5, evidence is needed that either an extension or a flexion can be entrained using the same outcome (e.g., identical shock stimuli applied at the same locus) but different R-O relations. There is no evidence that spinal neurons can meet this criterion. In vertebrates, such learning may require a brain.
Because the terms operant and instrumental are sometimes used as if they were synonymous, the distinctions outlined above have led to some controversy (e.g., Staddon, 2005) . This strikes us as odd because most, we believe, would agree with a key feature of the distinction: That some (a) elicited behaviors can be modified by (b) imposing an R-O relation. The first part (elicited behavior) is the defining attribute of respondent behavior, whereas the second part (imposing an R-O relation) is the defining feature of instrumental learning. The implication is that some respondent behaviors are sensitive to instrumental relations. This claim makes sense only if the terms instrumental and operant have somewhat different meanings. Indeed, we have suggested elsewhere that the classification of a behavior as an operant may depend more on its lack of biological constraints than on its sensitivity to an R-O relation; respondent behavior is highly constrained, whereas operant behavior is (relatively) less constrained (Grau & Joynes, 2005b) .
These differences are nicely illustrated by a paradigm used by Wolpaw and his colleagues to study traininginduced changes in a spinal stretch reflex (Wolpaw, 1997; Wolpaw & Carp, 1990) . Using an appetitive reinforcer (e.g., fruit juice or food pellet), both rats and monkeys can be trained to exhibit either an increase or decrease in the electrical analog of the stretch reflex (the H-reflex). Because the same reinforcer can be used to train alternative responses, it would appear that this paradigm involves an instance of operant behavior. Furthermore, because an appetitive reinforcer is used, brain mechanisms must play an essential role in the derivation of the R-O relation and must orchestrate the modification of the stretch reflex. But what is especially interesting is that after extensive training, the behavioral modification survives a spinal transection (Wolpaw & Lee, 1989) . Under these conditions, the operant memory is stored within the spinal cord.
A key difference between this paradigm and our spinal preparation involves the mechanisms that underlie the process of learning; for us, these processes must reside entirely within the spinal cord, whereas in Wolpaw's paradigm, they depend, in part, on the brain. Involving the brain expands the range of response alternatives and moves the behavioral change studied by Wolpaw into the category of operant behavior. No such flexibility is evident when spinal neurons are isolated from the brain; under these conditions, learning seems respondent in nature.
The fact that learning in our spinal paradigm seems respondent in character raises the possibility that learning in this situation may depend on mechanisms analogous to those involved in other examples of elicited behavior. Indeed, our results would appear amendable to a Pavlovian analysis (also see Konorski, 1948) . It is well established that proprioceptive feedback provides information about leg angle and the direction/rate of change in limb position. Given this, a vector describing the current leg angle and/or change in position could function as a sort of conditioned stimulus (CS). The unconditioned stimulus (US) would be shock onset, which unconditionally elicits an upward movement of the leg. The key assumption is that pairing the CS with the US causes the CS to acquire some capacity to maintain the withdrawal response.
At a physiological level, leg position is signaled by myelinated A-beta fibers. Strong nociceptive stimuli engage A-delta and C-fibers that elicit the withdrawal response. Our claim is that pairing A-beta fiber activity with the onset of the nociceptive stimulus could endow these fibers with the capacity to elicit a similar response. Recent evidence suggests that nociceptive stimulation can induce this type of change, engaging a phenotypic switch that allows A-fibers to engage neurons that receive C-fiber input (Neumann, Doubell, Leslie, & Woolf, 1996) . This mechanism allows A-beta fibers to activate nociceptive systems within the spinal cord, which would modify the signal sent to the brain (possibly contributing to the enhancement of perceived pain in some neuropathic conditions) and engage motor behavior (e.g., withdrawal) normally elicited by C-fiber stimulation. Such a mechanism could underlie both the acquisition of instrumental learning and some examples of Pavlovian conditioning (see below). If this analysis is correct, we should be able to emulate the circumstances that generate instrumental learning by pairing an experimenter-induced CS (e.g., either a particular limb position or movement toward that position) with a noxious US. An additional implication of this Pavlovian account is that it assumes a nominally neutral cue (limb position), with no obvious tendency to elicit a withdrawal response, acquires the capacity to drive the response. Under these conditions, the learning would appear to meet one of the defining attributes of associative learning (Grau & Joynes, 2005a) . Finally, the account suggests that phenomena that influence Pavlovian conditioning should affect both instrumental learning and the induction of the phenotypic switch.
Relation to Stepping
Our demonstration of instrumental learning in spinally transected animals seems closely related to recent demonstrations of plasticity within the locomotor system Edgerton, Tillakartne, Bigbee, de Leon, & Roy, 2004; Hodgson, Roy, de Leon, Dobkin, & Edgerton, 1994) . Grillner, Edgerton, Rossignol, and their colleagues have shown that a central pattern generator can support stepping in spinally transected animals (Barbeau, Ladouceur, Norman, Pepin, & Leroux, 1999; Edgerton, Roy, Hodgson, Gregor, & de Guzman, 1991; Grillner, 1973; Rossignol, 1996) . In these studies, the animal is suspended over a treadmill and, with practice, reacquires the capacity to step at varying speeds, a treatment that is now being used to encourage recovery of locomotor function in humans (Wernig, Muller, Nanassy, & Cagol, 1995; Wernig, Nanassy, & Müller, 2001) . What is especially interesting is that if the animal encounters an obstacle (a bar) as it swings a leg forward, the spinal cord learns to produce a greater flexion response that reduces contact with the obstacle. Just as response-contingent shock causes an increase in flexion duration, the nociceptive input provided from the paw's contacting the obstacle causes enhanced flexion during the swing phase.
Summary
Our aim in this section was to provide evidence that neurons within the spinal cord are sensitive to R-O relations and thereby meet the basic criteria for instrumental learning. We provided evidence that spinal systems can support this type of learning, and we have begun to unpack some of the functional limits of this learning. In the process, we have established a model system that can be used to explore the underlying physiological mechanisms, the topic of the next section. We have also encountered some surprising results. We began this line of research assuming that the yoked condition would serve as a type of no-learning control. Given this, we did not expect that these subjects would differ from the untreated (unshocked) rats at the time of testing. Yet we found that removing the R-O relation did more than eliminate learning: It had a lasting effect that disrupted learning, a behavioral analog to the phenomenon of learned helplessness (Maier & Seligman, 1976) . These observations suggest that the functional relations associated with learned helplessness have considerable generality and may represent an inherent feature of systems sensitive to R-O relations. Moreover, as we will see below, the links to learned helplessness have suggested some novel predictions and, in a surprising number of cases, parallel results have been obtained. This suggests that our paradigm provides a model of both instrumental learning and components of the learned helplessness phenomenon. Of course, just as our model of instrumental learning does not capture the full range of operant behavior, so too it will surely fail to exhibit some features of learned helplessness found in intact animals, for there are many aspects of this phenomenon that rely on brain function (Amat et al., 2005; Maier & Watkins, 1998) . Our argument is simply that spinal systems provide a solid platform from which to evaluate some basic features of the phenomena that could help us understand how it operates in more sophisticated neural systems. Here, and with instrumental learning, we gain a tractable model system in which all aspects of the phenomena, from the derivation of the R-O relation to the modification of the motor output, occur within a circumscribed region of the nervous system.
NEUROBIOLOGICAL MECHANISMS
We now turn our attention to the neurobiological mechanisms that underlie instrumental learning and 
cm). (B)
A single transection at, or above, L4 has little effect on learning, whereas a more caudal cut (L6-S1) disrupts learning. (C) Subject that received an L4 transection and a second cut at S3 or below (Co1) learned, whereas a dual transection at L4-S2 disrupted learning. SOURCE: Adapted from G. T. Liu et al. (2005) . the adverse consequences of uncontrollable stimulation. Others have shown that neurochemical systems implicated in learning and memory within the brain contribute to alterations in pain processing in the spinal cord (Ji, Kohno, Moore, & Woolf, 2003; Willis, 2001a) . Our work shows that these mechanisms also contribute to spinally mediated learning and memory.
Localization of the Essential Neural Circuit
Using histochemical markers, neurochemical lesions, and selective knife cuts, we attempted to isolate the neural segments required for learning in our instrumental paradigm (G. T. Liu et al., 2005) . Our first experiment used the fluorescent tracer DiI, which was microinjected into the tibialis muscle at the site where shock is normally applied. This tracer relies on lateral lipophilic diffusion, which marks cell membranes both anterogradely and retrogradely (Vercelli, Repici, Garbossa, & Grimaldi, 2000) . We allowed the DiI to diffuse for 10 days and then removed the lumbar-sacral region of the spinal cord. Histological analyses revealed DiI-labeled dorsal root axons throughout the lumbar-sacral cord, with some axons entering the dorsal horn from the dorsal roots. Motor neurons were labeled in the L4 to L5 region.
We then examined the impact of applying the Na + channel blocker lidocaine over a limited region of the spinal cord. Lidocaine was applied intrathecally at a slow rate prior to and during instrumental training. We first established that with this injection procedure, the drug diffused approximately 0.8 to 0.9 cm caudally and 0.1 to 0.2 cm rostrally. Given a spread of 1.2 cm, we selected four cannula lengths (3.8, 5.0, 6.2, and 7.4 cm) that positioned the tip at T10 to T11 (3.8 cm), L3 to L4 (5.0 cm), S2 (6.2 cm), and the first coccygeal (Coc1; 7.4 cm). As shown in Figure 13A , lidocaine disrupted learning when it was applied at L3 to L4 (the 5.0-cm cannula length). Given the caudal spread of the drug, intrathecal lidocaine at this level would primarily affect neurons in the L3-S2 cord. Lidocaine applied rostrally (3.8 cm) or caudally (6.2-7.4 cm) was much less effective. Finally, we assessed the impact of selective knife cuts. Different groups were transected at progressively lower regions of the spinal cord: at L1/L2, L3, L4/L5, and L6/S1. We reasoned that a cut rostral to the essential circuit would have no effect and that performing a transection at the site of learning would have a disruptive effect. Of course, if a single cut were made caudal to the essential circuit, sensory/motor pathways to the brain would be preserved and subjects would exhibit brain-mediated behaviors (e.g., vocalization) during the stimulation. This was never observed. Instead, a simpler pattern emerged in which cuts at, or above, L4/L5 preserved learning whereas a more caudal cut (at L6/S1) had a disruptive effect ( Figure 13B ). We then used a dual transection procedure, cutting the cord at L4 and varying the site at which a more caudal transection was performed ( Figure 13C ). We found that if the second transection was made at S3 or lower, subjects acquired the instrumental response. If the second transection was made at S2, they failed to learn. Taken together, our results imply that the essential neural circuit lies between L4 and S3.
Mechanisms Involved in Nociceptive Plasticity
Subsequent studies examined the neurochemical mechanisms that underlie spinal learning. Progress in this domain has been fueled by recent discoveries within the pain literature, in which it has been shown that many of the mechanisms involved in hippocampal plasticity contribute to neuronal alterations within the spinal cord 214 BEHAVIORAL AND COGNITIVE NEUROSCIENCE REVIEWS Figure 14 : Neurochemical Events Involved in the Induction of Central Sensitization. NOTE: Nociceptive afferent neurons release glutamate (Glu), substance P (SubstP), and brain-derived neurotrophic factor (BDNF). Glutamate binds to the N-methyl-D-aspartate (NMDA), AMPA, and mGlu receptors on the postsynaptic membrane. Substance P binds to the neurokinin 1 (NK1) receptor, and BDNF binds to the tyrosine kinase receptor (TrkB). An influx of Ca ++ is a major trigger for the activation of cyclic adenosine monophosphate (cAMP)-dependent protein kinase (PKA), Ca ++ /phospholipid-dependent protein kinase C (PKC), and Ca ++ /calmodulin-dependent protein kinase II (CaMKII). These kinases act in conjunction with the tyrosine kinase Src, phosphorylate NMDA, and AMPA receptors, to enhance reactivity. Postsynaptic function is also enhanced by the insertion of additional AMPA receptors and extracellular signal-related kinase (ERK), which phosphorylates the Kv4.2 K + channel. With prolonged stimulation, ERK is translocated to the nucleus, where it activates the transcription factor cAMP response element-binding protein, which initiates gene expression. In addition, intracellular signals are modulated by inflammatory factors, such as prostaglandin E2 (PGE 2 ), which affects PKA activity through the prostaglandin E2 receptor. SOURCE: Adapted from Ji, Kohno, Moore, and Woolf (2003) . (Ji et al., 2003; Woolf & Statler, 2000) . In both cases, the NMDA receptor (NMDAR) is a central player. The NMDAR functions as a gated channel, which is normally blocked by Mg ++ . The traditional view hinges on glutamate activation of the AMPA receptor (AMPAR), allowing Na + to flow into the cell and initiate a strong depolarization. This removes the Mg ++ block from the NMDAR, which allows Ca ++ to flow into the cell. This in turn starts a variety of intracellular processes that can alter synaptic efficacy by affecting the activation (phosphorylation) and trafficking of AMPARs (Figure 14) . In addition, both AMPAR and NMDAR functions are modulated by other processes that effectively regulate both the potential for synaptic modification and synaptic excitability. Broadly speaking, electrophysiologists subdivide the processes involved into two broad categories depending on whether stimulation brings about an enhancement (long-term potentiation [LTP]) or reduction (long-term depression [LTD]) in neural excitability (Malenka & Bear, 2004) . Another key distinction involves short-term changes that are mediated by preexisting proteins and long-term modifications that require the synthesis of new protein products. In general, many hold that enduring neural modifications depend on protein synthesis (Davis & Squire, 1984; Ressler, Paschall, Zhou, & Davis, 2002) .
In the 1960s, Mendell (1966) discovered that repetitive low-frequency stimulation of C-fibers causes a progressive increase in the action potential output from dorsal horn neurons. This phenomenon depends on the cumulative effect of slow synaptic potentials that summate and bring about the removal of the NMDAR Mg ++ block (Dickenson, 1990; Herrero et al., 2000 ; S. W. N. Thompson, King, & Woolf, 1990 ). This increases glutamate sensitivity and thereby causes a progressive increase in neural excitability. This phenomenon is mediated by an alteration within the underlying chain of neurons (a homosynaptic modification) and is specific to the pathway stimulated. High-frequency C-fiber stimulation induces a homosynaptic long-term potentiation. Lower intensities/frequencies, which favor the activation of myelinated A-delta fibers, can produce LTD (Sandkuhler, 2000; Sandkuhler, Chen, Cheng, & Randic, 1997) . Researchers have suggested that LTP and LTD alter the flow of pain signals within the spinal cord, with LTP linked to an enhancement (hyperalgesia) and LTD tied to a diminution (hypoalgesia) in pain (Klein, Magerl, Hopf, Sandkuhler, & Treede, 2004) .
Subsequent research has shown that NMDA-mediated changes in spinal cord function can be induced by naturalistic stimuli, such as injury or inflammation (Coderre, 1993; Dickenson, 1996; Willis, Sluka, Rees, & Westlund, 1996; Woolf, 1983 Woolf, , 1984 . In general, these types of stimulation induce a hyperalgesia (enhanced nociceptive reactivity) within the affected dermatome, an effect that most assume is tied to the activation of C-fibers and an NMDAR-dependent enhancement of neural excitability within the spinal cord (central sensitization). In addition, injury and/or inflammation often have a more widespread effect that enhances reactivity to mechanical stimuli applied outside of the area of injury/inflammation (Willis, 2001a (Willis, , 2001b . Mechanical stimulation usually engages A-beta fibers that, under normal circumstances, do not elicit painlike behavior (vocalization or withdrawal). However, after injury or inflammation, neurochemical events within the spinal cord engage processes that allow A-beta fibers to engage neural pathways typically tied to pain processing (the phenotypic switch described above). This modification depends on NMDAR-mediated plasticity and can affect behavioral reactivity to stimuli applied to remote sites. Indeed, inflammation induced on one hind paw can affect reactivity to stimuli applied to the contralateral paw, a phenomenon known as mirror-image pain (Wieseler-Frank, Maier, & Watkins, 2004) . Such diffuse changes in neural excitability may be mediated, in part, by cellular processes involving the surrounding glia (Watkins & Maier, 2002) .
As noted earlier, modifications in fiber function could contribute to learning. What is known is that an intense (C-fiber-mediated) input induces intraspinal modifications within other (A-fiber-mediated) pathways, a modification that endows the latter with the capacity to elicit a C-fiber-like response. This could occur because the A-fiber gains the capacity to express a neurotransmitter (substance P) normally associated with pain processing or because the functional connection between the two pathways is enhanced. The latter could reflect either an enhancement in the postsynaptic response (e.g., a form of LTP), an enhancement in excitatory input (e.g., heterosynapatic facilitation), or an indirect effect mediated by the loss of a tonic inhibitory influence (Ji et al., 2003) . Whatever the mechanism, the process bears an interesting resemblance to Pavlovian conditioning, with the A-fiber activity functioning as a kind of CS that is linked to the unconditioned response normally elicited by the C-fiber input (the US). If applied in a systematic fashion, we would expected paired activity to engage a stronger (conditioned) neural response. Durkovic and Prokowich (1998) have collected data consistent with this analysis and shown that Pavlovian conditioning within the spinal cord depends on the NMDAR. An interesting implication of this analysis is that manipulations known to influence Pavlovian conditioned responses (e.g., extinction) should affect the allodynia associated with inflammation and injury. Further research is needed to explore this possibility.
For many years, researchers have questioned whether spinal neurons can support learning, with most taking a skeptical stance. Decades of behavioral data chipped away at this skepticism, but doubts still lingered. With the discovery that spinal neurons can support LTP and NMDARmediated plasticity, there has been a tremendous shift in perspective. Suddenly, behavioral data once viewed with skepticism are owned as obvious behavioral correlates of spinal LTP. Although we are pleased to find that our behavioral data now have more widespread acceptance, it is worth remembering that the data have not changed. Evidence for spinal learning was just as well founded prior to evidence of spinal LTP.
For those interested in the neurobiology of learning and memory in vertebrates, the spinal cord represents an attractive model system. Beyond the relative simplicity of the underlying neural anatomy, the study of spinal plasticity allows a linkage to behavior and process that is often difficult to achieve with a complex structure such as the hippocampus. A localized injury, for example, engages C-fiber activity that alters behavioral reactivity to stimuli applied within the same dermatome. These changes can be connected to particular neurochemical modifications (NMDAR-mediated plasticity) and are readily linked to both a behavioral output (enhanced withdrawal) and a psychological process (enhanced pain), with the latter having clear clinical implications (contributing to the development of neuropathic pain; Ji et al., 2003; Ji & Woolf, 2001; Willis, 2001a Willis, , 2001b .
Instrumental Learning Is Mediated by NMDAR
Given the evidence that spinal neurons can support LTP and that this form of NMDAR-mediated plasticity contributes to spinal conditioning (Durkovic & Prokowich, 1998) , examined whether administration of an NMDA antagonist affects the acquisition of an instrumental response in spinal rats. Subjects received an intrathecal injection of the NMDAR antagonist 2-amino-5-phosphonovalerate (AP5; also known as APV) and 10 min later were tested with responsecontingent shock. We found that AP5 disrupted learning in a dose-dependent fashion ( Figure 15A ). Importantly, drug treatment did not disrupt the capacity to exhibit a flexion response. Indeed, AP5-treated rats that failed to learn exhibited the highest rate of responding. A similar outcome was observed when subjects were pretreated with another NMDAR antagonist, MK-801 (Ferguson, Crown, & Grau, 2006) .
Within the hippocampal literature, researchers typically envision the NMDAR as allowing a modification of the AMPAR, with the latter effectively encoding lasting changes in neural excitability. Under such conditions, an NMDAR antagonist should affect the induction of LTP but not its maintenance. Within the hippocampus, this relation appears to hold (Staubli, Thibault, DiLorenzo, & Lynch, 1989) . However, within the spinal cord, researchers have found that administration of an NMDAR antagonist can disrupt the maintenance as well as the induction of long-term changes in neural excitability (Ma & Woolf, 1995) . This difference in function may arise because NMDAR-mediated slow synaptic potential contributes to net depolarization or because presynaptic NMDARs gate transmitter release (H. Liu et al., 1994 ; S. W. N. Thompson et al., 1990) . Independent of the mode of operation, the observation suggests that administration of an NMDAR antagonist could affect the performance of an instrumental response after it has been acquired. evaluated this possibility by training spinal rats with response-contingent shock. After the instrumental response was acquired (after 26 min of training), AP5 (or its vehicle) was slowly administered through an intrathecal cannula without disturbing the subjects. Training continued uninterrupted for another 30 min. They found ( Figure 15B ) that AP5 disrupted the performance of the instrumental response. Thus, within our spinal preparation, NMDAR-mediated plasticity contributes to both the acquisition and maintenance of the instrumental response.
As illustrated in Figure 14 , a variety of intracellular processes contribute to NMDAR-mediated plasticity. One 216 BEHAVIORAL AND COGNITIVE NEUROSCIENCE REVIEWS key intermediary is calmodulin-dependent protein kinase II (CaMKII), which contributes to the modification of the AMPAR and the maintenance of long-term synaptic modifications. In collaboration with Drs. Edgerton and Gomez-Pinilla, we have examined whether training with controllable (master) or uncontrollable (yoked) shock affects CaMKII . Using realtime reverse transcriptase polymerase chain reaction to assay mRNA, they showed that controllable, but not uncontrollable, shock enhances CaMKII mRNA synthesis.
Recent data suggest that neural plasticity is regulated by the neurotrophin brain-derived neurotrophic factor (BDNF; Lu, 2003; Yamada & Nabeshima, 2003 . Furthermore, BDNF is known to promote locomotor function and recovery after spinal injury (Giehl, Schutte, Mestres, & Yan, 1998; Jakemen, Wei, Guan, & Stokes, 1998; Kishino, Ishige, Tatsuno, Nakayama, & Noguchi, 1997) . For these reasons, in collaboration with Gomez-Pinilla, we assayed BDNF mRNA expression after subjects received controllable or uncontrollable shock . We found that controllable, but not uncontrollable, shock increased BDNF mRNA synthesis. Given this observation, we examined whether a manipulation that disrupts BDNF function would affect instrumental learning (Huie, Gomez-Pinilla, Ying, Edgerton, & Grau, 2005) . Recognizing that the synthesis of new protein would take time to affect neural function, we tested the effect of the BDNF inhibitor TrkB-IgG on both instrumental learning and the enabling effect observed when subjects are tested on the contralateral leg with responsecontingent shock ( Figure 11C ). TrkB-IgG is a specific immunoadhesin chimera that mimics the BDNF receptor (TrkB) and selectively binds BDNF molecules (Vaynman, Ying, & Gomez-Pinilla, 2004) . Casually speaking, it acts like a BDNF sponge that soaks up any free BDNF molecules, effectively down-regulating BDNF function. TrkB-IgG was adhered to fluorescent beads and microinjected ( Figure 3E ) into the L4 region of the spinal cord at the time of transection. A control group received beads without TrkB-IgG. The next day, half the subjects in each condition were trained with response-contingent shock for 30 min. This was followed by 30 min of testing on the contralateral leg with a higher response criterion. Focusing on the first few minutes of training (Minutes 1-3; Figure 16A ), it is clear that TrkB-IgG treatment had no effect. After subjects reached asymptote, it appears that TrkB-IgG-treated rats performed slightly worse than the vehicle controls did, but statistical analyses suggested that this difference was due to chance. When subjects were tested on the contralateral leg with a higher response criterion ( Figure 16B ), pretrained vehicle-treated rats acquired the instrumental response, whereas untrained rats did not. This replicates our earlier demonstration of positive transfer after instrumental training (Figure 11 ). TrkB-IgG eliminated this positive transfer effect. Importantly, TrkB-IgG treatment did not alter the capacity to exhibit our target response. Indeed, here (and in all subsequent experiments), subjects that failed to learn generally exhibited a higher rate of responding. As a consequence, they repeatedly experience the R-O relation, but this relation does not produce an increase in flexion duration.
A potential difficulty in assessing the impact of TrkBIgG treatment stems from the differences observed during initial training. Though not statistically significant, it is possible that TrkB-IgG undermined positive transfer because it hindered initial learning. To address this possibility, we performed an additional analysis on the pretrained rats, entering mean response duration during training as a covariate. We found that TrkB-IgG had a significant effect on positive transfer that was independent of its effect on training performance . These findings suggest that instrumental training enables BDNF synthesis and release and that this process fosters instrumental behavior.
Our analysis of the neurobiology of spinal learning is in an early stage, having just localized the neural vertebrae that support learning and some links to key intracellular processes (NMDAR, CaMKII, BDNF). Ongoing studies are examining the role of other neurotransmitters, the activation and trafficking of AMPA and NMDA receptors, and the intracellular signal pathways. Our hope is to isolate modifications that are uniquely tied to each of our behavioral effects (instrumental learning, the enabling of plasticity observed after training with controllable shock, and the disabling of plasticity after training with uncontrollable shock). With these data in hand, we can use modern immunohistochemical techniques and in situ hybridization to localize the neural lamina that mediate these behavioral effects.
Opioids, Antinociception, and the Behavioral Deficit
We have shown that just 6 min of intense (1.5 mA) intermittent tail shock induces physiological changes within the spinal cord that inhibit subsequent learning ( Figure 9 ). We hypothesized that this loss of learning may be related to the activation of antinociceptive systems that inhibit afferent pain signals and behavioral reactivity. If these processes are linked, they should emerge at roughly the same shock intensity. In intact rats, relatively mild tail shock (e.g., 0.4 mA) can elicit signs of pain (vocalization, withdrawal) and an antinociception that inhibits tail withdrawal from radiant heat (the tail-flick test; Meagher et al., 2001 ). However, in spinally transected rats, antinociception is not observed until shock intensity is dramatically increased (e.g., 1.5 mA or greater; Meagher, Chen, Salinas, & Grau, 1993) . Given this, we examined the shock intensity needed to induce a learning deficit in spinalized rats ( Figure 9A ). We found that the learning deficit emerged at an intensity of 1.5 mA .
We also knew from prior studies that the antinociception observed after 1.5-mA tail shocks can be blocked by pretreatment with the opioid antagonist 218 BEHAVIORAL AND COGNITIVE NEUROSCIENCE REVIEWS Figure 17 : Role of Opioid Peptides in the Expression of the Behavioral Deficit. NOTE: (A) In subjects that were tested immediately after intermittent shock (shocked) or nothing (unshocked), intrathecal naltrexone eliminated the learning deficit. (B) Subjects received initial shock treatment (training) 20 hr before they were tested with response-contingent shock. Prior to training, subjects were given saline (S) or naltrexone (N). The next day, saline or naltrexone was administered prior to testing. The letters below each unshocked/shocked pair indicate the Day 1 to Day 2 drug treatment. When naltrexone was administered prior to testing (S-N and N-N) , it eliminated the learning deficit. Administration of naltrexone prior to training alone (N-S) had no effect. (C) Administration of the kappa antagonist nor-BNI blocked the deficit. Pretreatment with either a delta (naltrin) or mu (CTOP) antagonist had no effect. SOURCE: Adapted from naltrexone (Meagher et al., 1993) . Again, we reasoned that if the learning deficit were due to a shock-induced antinociception, it too should be attenuated by naltrexone. Spinalized rats received either a dose of naltrexone (14 mg/kg) known to block spinally mediated antinociception or saline. Fifteen minutes later, subjects received 30 min of controllable shock (master), uncontrollable shock (yoked), or nothing (unshocked), followed by testing with response-contingent shock. As usual, the unshocked controls exhibited an increase in flexion duration across the 30 min of testing . Subjects that previously received controllable shock rapidly acquired the instrumental response, and the vehicle-treated yoked rats failed to learn. Most important, pretreatment with naltrexone blocked the learning deficit observed in yoked rats. To establish that the critical opioid site was within the spinal cord, we evaluated whether intrathecal naltrexone would block the deficit in a dose-dependent fashion. Subjects received a 1 µl intrathecal injection containing nothing (0.0 µg), 3.5 to 14 µg of naltrexone followed by 6 min of intermittent leg shock, or nothing. They were then tested on the contralateral leg. Naltrexone at doses of 7.0 µg or greater eliminated the deficit ( Figure 17A ).
In the above experiments, naltrexone was administered prior to uncontrollable shock, and subjects were tested immediately after shock treatment. Under these conditions, the drug could attenuate the deficit by blocking either the induction of the deficit during initial shock exposure or the expression of the deficit at the time of testing. To evaluate when the drug was effective, we separated the induction and test phases by 20 hr. Subjects received intrathecal saline or naltrexone (7 µg/µl) followed by 6 min of uncontrollable leg shock or nothing. The next day, after the drug had cleared the system, half the subjects in each condition received intrathecal naltrexone, whereas the remaining subjects received saline. Rats were then tested on the contralateral leg with response-contingent shock. We found that administering naltrexone prior to initial shock exposure had no effect on the induction of the learning deficit, whereas naltrexone given prior to testing restored learning ( Figure 17B ). This suggests that naltrexone blocks the expression, not the induction, of the learning deficit.
Although naltrexone has a higher affinity for the mu opioid receptor, it can also bind to the delta and kappa opioid receptors (Millan, 1986) . Given this, compared the impact of equal molar concentrations of selective mu (CTOP), delta (naltrindole), and kappa (nor-BNI) opioid antagonists. Subjects received 6 min of uncontrollable shock or nothing, followed by intrathecal administration of an opioid antagonist or the vehicle. Subjects were then tested on the contralateral leg with response-contingent shock. The mean performance is illustrated in Figure 17C . The unshocked controls in all drug conditions acquired the instrumental response, yielding a long average response duration. Vehicle-treated shocked rats failed to learn. So, too, did shocked rats pretreated with the mu (CTOP) or delta (Naltrin) antagonist. Only the kappa opioid antagonist nor-BNI attenuated the deficit.
Our results suggest that the expression of the learning deficit is mediated by the release of an endogenous opioid that acts on the kappa receptor. If this is true, then intrathecal administration of a kappa opioid should inhibit learning. Washburn and Grau (2003) examined this issue by testing the impact of a mu, delta, kappa-1, or kappa-2 opioid agonist. Subjects received equal molar concentrations and were tested with response-contingent shock. The researchers found that only the kappa-2 agonist disrupted instrumental learning. Interestingly, the drug was effective only if given prior to training; intrathecal administration of the kappa-2 agonist after the instrumental response was acquired had no effect on performance. This suggests that a kappa-2 opioid modulates the acquisition, but not the maintenance, of the instrumental response. The fact that a kappa-2 opioid is implicated is of particular interest because other studies have shown that kappa-2 opioids inhibit NMDAR-mediated plasticity and the induction of LTP (Caudle, Chavkin, & Dubner, 1994; Ho, Mannes, Dubner, & Caudle, 1997) .
So far, our studies have suggested a link between the induction of antinociception and the learning deficit. We recognized, however, that very different shock schedules have been used to induce these effects. Using very brief (80-ms) shocks that occurred an average of 2 s apart, Crown found that 72 s of stimulation (roughly 36 shocks) had no effect and that 360 s of stimulation (approximately 180 shocks) induced a learning deficit ( Figure 9B ). In contrast, just a few shocks (1-3) are typically used to induce antinociception, but these shocks are of much longer in duration (e.g., 2 to 25 s of continuous stimulation; Meagher et al., 1993) . Recognizing that these temporal parameters could be important, we compared the impact of intermittent and continuous shock treatment on instrumental learning . One group received the usual 6 min of intermittent tail shock that is known to induce a robust deficit, and another served as the unshocked controls. Another group had the temporal gap between shocks removed and received continuous shock for a period (15 s) that was approximately equal to the net duration of 180 shocks of 80-ms duration. The last group had the temporal gap between shocks filled and received continuous tail shock for 6 min. Subjects were tested the next day with response-contingent shock. We found that intermittent shock induced a learning deficit, whereas a single continuous shock did not (Figure 18A,  18B) . What is most remarkable is that 6 min of continuous shock had no effect on learning. Clearly, the induction of the learning deficit does not depend on net shock exposure; in the absence of multiple shock onsets, shock treatment has no effect on learning. Interestingly, a similar outcome was previously reported in studies of learned helplessness in intact rats (Maier, Sherman, Lewis, Terman, & Liebeskind, 1983) , in which it was suggested that learning that an event is independent of behavior requires multiple exposures.
The fact that a long continuous shock had no effect on instrumental learning took us by surprise. Perhaps the relationship between shock exposure and antinociception was more complex than we had supposed, or maybe we had underestimated the importance of using multiple shocks to induce antinociception in our earlier studies (Meagher et al., 1993) . For these reasons, we compared the impact of intermittent and continuous shock treatment on nociceptive reactivity using the tail-flick test . We found that 15 to 360 s of continuous tail shock induced a strong antinociception ( Figure 18E ). Intermittent shock schedules (360-1,800 s) that produce a robust learning deficit had no effect on tail-withdrawal latencies. What is especially remarkable is that subjects in the 1,800-s intermittent shock condition received approximately 72 s of tail shock, roughly 5 times more than subjects in the 15-s continuous shock condition did. Yet only continuous shock treatment induced antinociception. It appears that qualitatively distinct rules govern the activation of spinal antinociceptive mechanisms and the induction of the learning deficit.
The fact that the deficit and antinociception emerge at similar shock intensities and that both are opioid mediated Meagher et al., 1993) , encouraged us to see the phenomena as reflecting a unitary process. But our comparisons of continuous versus intermittent shock on both learning and nociceptive thresholds suggest otherwise. Continuous shock induces antinociception but not a learning deficit. Conversely, intermittent shock produced a robust deficit but had no effect on tail-flick latencies. Given these dissociations, we examined the interaction between these two phenomena, motivated by the hypothesis that they may interact in an opponent fashion. Researchers have suggested that long continuous shocks, such as those used to produce transcutaneous electrical nerve stimulation, inhibit nociceptive reactivity, in part by inhibiting the afferent nociceptive signals (Sluka & Walsh, 2003) . Given this, if the induction of the learning deficit depends on afferent nociceptive activity, then engaging antinociceptive mechanisms should have a protective effect that reduces the adverse consequences of intermittent nociceptive stimulation. This leads to a counterintuitive prediction: concurrent treatment with a long, continuous tail shock should block the adverse effect of intermittent leg shock. tested this by exposing rats to 6 min of intermittent leg shock or nothing. Half the subjects in each condition received a concurrent, continuous tail shock. Subjects were then tested with 30 min of response-contingent shock applied to the contralateral leg. As usual, unshocked rats acquired the instrumental response, and exposure to intermittent shock alone disrupted this learning. Again, continuous shock alone had no effect on learning, but when combined with intermittent shock, it blocked the induction of the learning deficit ( Figure 18C, 18D) . Clearly, spinal antinociception and the learning deficit depend on distinct mechanisms. Rather than interacting in an additive fashion, continuous
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Figure 19: Evidence That Uncontrollable Shock and Inflammation Have Similar Behavioral Effects. NOTE: (A) Exposure to intermittent leg shock enhanced reactivity to tactile stimulation on both the ipsilateral and contralateral leg. (B) A manipulation known to induce inflammation (microinjection of carrageenan into one hind paw) disrupted instrumental learning for up to 6 hr. This time course parallels that reported for allodynia on the contralateral limb after intraplantar carrageenan (Estebe et al., 2004; Rivat et al., 2002) . SOURCE: Adapted from Ferguson, Crown, and Grau (2006) . shock treatment undermines the adverse consequences of intermittent shock. Conversely, Puga and Grau (2006) recently showed that pretreatment with intermittent shock inhibits the induction of antinociception by continuous shock. Together, these observations suggest that the mechanisms that underlie antinociception and the learning deficit are linked by a form of mutual inhibition.
The opponent relation between antinociception and the learning deficit led us to wonder whether intermittent shock might have a distinct effect on reactivity to other types of cutaneous stimuli. Considerable evidence exists that neural injury and/or inflammation engages intraspinal mechanisms that enhance reactivity to mechanical stimulation (allodynia; Coderre, 2001; Ji & Woolf, 2001; Willis, 2001a) . Interestingly, manipulations that induce allodynia often have little, or no, effect on thermal pain thresholds (Ali, Meyer, & Campbell, 1996) . Given these observations, Ferguson et al. (2006) assessed mechanical thresholds to von Frey stimuli applied to the plantar surface of the paw in rats that had previously received 6 min of intermittent leg shock or nothing. They found that intermittent shock lowered mechanical thresholds ( Figure 19A ). This shock-induced allodynia was also observed on the contralateral leg.
On the basis of these observations, we wondered whether other treatments that induce allodynia would affect instrumental learning. It is well established that a variety of irritants (e.g., carrageenan, Freunds, formalin) cause a profound allodynia when microinjected into the hind paw of a rat (Coderre, 2001; Ji & Woolf, 2001; Willis, 2001a) . This allodynia is thought to reflect the sensitization of nociceptive neurons within the spinal cord (central sensitization). To evaluate whether the induction of this effect affects learning, Ferguson et al. (2006) microinjected a small amount (50 µl) of 2% carrageenan into the ventral surface of one hind paw. This treatment produces an allodynia that peaks within 3 to 6 hr and wanes after 24 hr (Estebe et al., 2004; Rivat et al., 2002) . To examine the time course of the treatment effect on instrumental learning, subjects were tested with response-contingent shock applied to the contralateral leg 0, 3, 6, 12, or 24 hr after treatment. Vehicle-treated rats acquired the instrumental response and, consequently, had relatively long mean response durations ( Figure 19B ). Carrageenan inflammation disrupted this learning when subjects were tested 3 to 6 hr after treatment but not at earlier or later time points. More recently, we found that other chemical irritants (e.g., capsaicin) have an effect that parallels the consequences of intermittent shock treatment, inhibiting learning for up to 24 hr (Hook, Huie, & Grau, 2005) . Peripheral damage early in development, which produces a lasting hypersensitivity (M. Fitzgerald, 2005) , (a GABA-A antagonist) given before uncontrollable tail shock (shocked) or nothing (unshocked) reduced the learning deficit observed when subjects were tested 30 min later with response-contingent leg shock. (B) When the deficit was induced on Day 1 and subjects were tested with response-contingent tail shock on Day 2, bicuculline administered prior to the induction, or test phase, blocked the deficit. (C) Pretreatment with the GABA-A agonist muscimol prior to testing with response-contingent shock disrupted instrumental learning in a dose-dependent fashion. i.t. = intrathecal; Veh = vehicle; SAL = saline; BIC = bicuculline. SOURCE: Adapted from Ferguson, Washburn, Crown, and Grau (2003) . also produces a long-term disruption in instrumental learning (Young, Baumbauer, Elliot, & Joynes, in press ).
The fact that capsaicin treatment affects learning is of particular interest because this treatment is known to induce central sensitization by engaging C-fibers and the release of a neurotransmitter (substance P) implicated in pain signaling (Willis, 2001a) . If the induction of the learning deficit is related to C-fiber activity and the release of substance P, then pretreatment with a drug that blocks the neurokinin-1 (NK1) substance P receptor should have a protective effect that reduces the adverse effect of intermittent shock. Baumbauer, Hoy, Young, and Joynes (2005) evaluated this possibility using the NK1 antagonist L-703,606. They found that intrathecal application of the drug did not affect the acquisition of the instrumental response. However, administration of L-703,606 prior to uncontrollable shock blocked the induction of the learning deficit in a dose-dependent fashion. Conversely, intrathecal application of a substance P analog effectively substituted for shock treatment and produced a learning deficit.
Taken together, these results imply that the learning deficit depends on C-fiber activity, the release of substance P, and the induction of central sensitization. We further showed that the expression of the deficit is linked to a ligand that acts at the kappa opioid receptor. Interestingly, the allodynia observed after inflammation is also blocked by pretreatment with a kappa opioid antagonist. Yet it is clear that some important details are still missing, for the induction of antinociception also appears to depend on C-fiber activity and kappa opioids. The implication is that neural activity in afferent nociceptive pathways may have different effects on spinal cord function depending on the pattern of neural impulses and/or whether other afferent neurons (e.g., myelinated Abeta/A-delta fibers) are engaged. Indeed, the fact that the consequences of intermittent stimulation are modulated by instrumental control, which is presumably tied to myelinated fibers that signal and/or control leg position, suggests that the deficit does not accrue as a simple function of shock exposure alone. Instead, its development seems tied to events coupled to shock onset, which, within the intervals employed, presumably drives afferent neural activity in a way that resembles the consequences of inflammation, producing a form of central sensitization.
To strengthen the link to central sensitization, we have begun to test whether pharmacological manipulations known to influence the development and/or expression of central sensitization have a parallel effect on the deficit observed after uncontrollable shock. One set of experiments focused on the role of gamma-aminobutyric acid (GABA)ergic systems (Ferguson, Washburn, Crown, & Grau, 2003) . Inflammation is known to increase GABA immunoreactivity within spinal laminae I to III, and inflammation-induced allodynia is attenuated by the GABA-A antagonist bicuculline (Castro-Lopez, Tavares, Tolle, & Coimbra, 1994; Sluka, Willis, & Westlund, 1993 . In addition, GABA is known to modulate locomotor circuits within the spinal cord, and its activity is affected by step training (e.g., Bertrand & Cazalets, 1999; . Given these observations, we examined the effect of intrathecal bicuculline on the induction and expression of the learning deficit. Subjects received from 0.003 to 0.3 µg of bicuculline (intrathecally) or its vehicle, followed by uncontrollable tail shock or nothing. Thirty minutes later, we tested subjects with response-contingent shock. Unshocked rats acquired the instrumental response, and this learning was disrupted by shock treatment in the vehicle controls ( Figure 20A ). Bicuculline attenuated the learning deficit observed in shocked rats in a dose-dependent fashion.
Because bicuculline was administered prior to shock treatment and subjects were tested soon after, drug treatment could have affected either the induction or the expression of the learning deficit. To examine these alternatives, we separated the induction and test phase by 24 hr. Prior to initial shock treatment, or an equal period of restraint, subjects received intrathecal bicuculline or the vehicle. The next day, half the subjects in each condition received intrathecal bicuculline, whereas the remaining subjects received saline. Subjects were then tested with response-contingent shock. As usual, the unshocked controls acquired the instrumental task ( Figure 20B ). Vehicle-treated shocked rats failed to learn. This learning deficit was eliminated when bicuculline was administered before training or testing, suggesting that GABA plays an essential role in both the induction and the expression of the learning deficit. It could be argued, however, that bicuculline given before shock treatment did not affect the induction of the deficit but instead had a residual effect that influenced the expression of the deficit when subjects were tested 24 hr later. Although this seemed unlikely, we performed a follow-up experiment in which shocked rats received bicuculline or saline either before or 2 hr after shock treatment. Subjects were then tested the next day. We found that bicuculline prior to shock treatment blocked the deficit and that administering the drug 2 hr after shock treatment had no effect. This suggests that bicuculline had a long-term effect because it blocked the induction of the learning deficit.
We also examined the effect of GABA-A agonist muscimol. When administered intrathecally prior to testing, muscimol produced a dose-dependent disruption in learning ( Figure 20C ). However, this effect was observed only if muscimol was given immediately before testing; muscimol had no effect when it was administered 24 hr before testing .
Given that GABA tends to inhibit neural excitability, it is not surprising that a GABA-A agonist inhibits instrumental learning. The fact that bicuculline eliminates the expression of the behavioral deficit suggests that uncontrollable shock enhances the GABA-mediated inhibitory tone and thereby inhibits instrumental learning. What is more difficult to understand is why bicuculline prior to shock treatment has a protective effect. At an empirical level, there was reason to expect this outcome, for prior work suggests that bicuculline attenuates the allodynia induced by inflammation (Sluka et al., 1993 (Sluka et al., , 1994 . If the learning deficit is linked to the development of allodynia and central sensitization, it too should be attenuated by bicuculline treatment. But why? Metaphorically, it is as if GABA-A activity functions as a sort of physiological switch (see Figure 11 in Ferguson et al., 2003) . It is assumed here that under normal conditions, tonic GABA activity (perhaps enhanced during shock exposure) is necessary for the development of the learning deficit. As a result, blocking GABA activity at the time of initial shock exposure prevents the induction of the deficit. Paradoxically, GABA also appears to be essential to the expression of the deficit, and as a result, blocking GABA activity at the time of testing restores the capacity for learning. Taken together, it is clear that GABA-A activity is antagonistic to learning but essential to the induction and maintenance of the learning deficit. One interpretation of these findings is that GABA activity during uncontrollable stimulation engages cellular processes that bring about a long-term alteration that enhances the GABA-mediated inhibition of instrumental learning and thereby produces the learning deficit.
In a subsequent section, we discuss how instrumental training engages a process that prevents the adverse effect of uncontrollable stimulation. It is tempting to speculate that this protective effect is due to an inhibition of GABA activity. Indeed, imposing an R-O relation may allow (and enable) learning, in part by effectively turning the GABA-A switch off. This hypothesis is consistent with data that suggest that GABA activity normally inhibits the development of associative LTP (physiologically enabling this form of neural plasticity requires a blockade of GABA-A mediated inhibition; Kanter & Haberly, 1993) .
Earlier we suggested that the learning deficit might reflect a general diminution of neural excitability within the spinal cord, potentially related to the inhibition of nociceptive processing. Our results suggest a very different perspective: that the deficit may be linked to central sensitization and the enhancement in neural excitability. As discussed earlier, central sensitization is thought to depend on a form of NMDAR-mediated plasticity, for the long-term consequences of inflammation and injury can be attenuated by pretreatment with an NMDAR antagonist (Willis, 2001a; Woolf & Thompson, 1991) . Given this, Ferguson et al. (2006) examined whether the NMDAR antagonist MK-801 blocks the induction of the learning deficit. Subjects received an intrathecal injection of MK-801 or its vehicle, followed by 6 min of intermittent tail shock. Because we had already established that instrumental learning was blocked by an NMDAR antagonist , we waited 24 hr for the drug to clear the system. When subjects were then tested with responsecontingent shock, we found that both the vehicle-and MK-801-pretreated unshocked controls acquired the instrumental response, verifying that there was no residual effect of drug treatment ( Figure 21A ). Vehicle-treated shocked rats failed to learn. This learning deficit was blocked in a dose-dependent fashion by MK-801.
On the assumption that central sensitization reflects a diffuse enhancement of neural excitability within the spinal cord, we suggested that uncontrollable shock treatment may block subsequent learning because it diffusely saturates neural plasticity . The idea is that some plastic potential must remain to induce a selective alteration within the neural network. If network activity has been diffusely pushed to its maximal sustainable level, it may be impossible to induce a selective modification in a specific response pathway. This appears to be true in the hippocampus, where researchers have shown that prolonged intense input can saturate neural plasticity and block the induction of LTP (Moser & Moser, 1999) . In a similar fashion, the intense afferent signals that give rise to central sensitization may saturate spinal cord plasticity and block instrumental learning.
This new view envisions the learning deficit as an active cellular process that brings about a lasting change in behavioral potential. If the induction of the deficit reflects an active NMDAR-mediated cellular process, we would expect uncontrollable stimulation to engage downstream signals, such as PKC. PKC is also implicated by studies demonstrating that the NK1 and mGlu receptors play an essential role in the induction of the deficit (Baumbauer et al., 2005; because both receptors affect PKC activity (Figure 14 ). Yet another reason to suspect PKC involvement stems from the hypothesized link to central sensitization, which is known to engage PKC (Fang, Wu, Lin, & Willis, 2003; Willis, 2002) . Given these observations, Bolding et al. (2006) used an enzyme-linked immunosorbent assay to assess PKC activity (phosphorylation). They found that uncontrollable shock produced an increase in PKC activity that peaked an hour after shock treatment ( Figure  21B ). They also showed that pretreatment with a PKC inhibitor blocked the induction of the learning deficit.
Our hypothesis is that uncontrollable stimulation reflects an active cellular process that produces a longterm change in neural excitability. As discussed earlier, just 6 min of uncontrollable shock can inhibit instrumental learning for up to 48 hr. Such lasting alterations typically depend on the synthesis of new proteins (Davis & Squire, 1984; Ressler et al., 2002) . Given this, Patton, Hook, Ferguson, Crown, and Grau (2004) examined whether pretreatment with a protein synthesis inhibitor (cycloheximide) would block the long-term consequences of uncontrollable stimulation. Rats received an intrathecal injection of cycloheximide or its vehicle, followed by 6 min of Grau et al. / SPINAL LEARNING 225 Figure 22: Evidence Protein Synthesis Contributes to the Induction and Retention of the Behavioral Deficit. NOTE: (A) Subjects received the protein synthesis inhibitor cycloheximide, or saline, prior to intermittent tail shock (shocked) or nothing (unshocked) and were tested with response-contingent leg shock 24 hr later. Pretreatment with cycloheximide blocked the learning deficit. (B) Cycloheximide given immediately after intermittent tail shock also attenuated the learning deficit. SOURCE: Adapted from Patton, Hook, Crown, Ferguson, and Grau (2004). uncontrollable tail shock or nothing (unshocked). The next day, subjects were tested with responsecontingent leg shock. As usual, the unshocked controls acquired the instrumental response, and this learning was blocked in the vehicle-treated shocked subjects ( Figure 22A ). Subjects that received cycloheximide prior to uncontrollable stimulation did not exhibit this learning deficit.
Protein synthesis occurs over an extended time frame that should extend well beyond the period (6 min) of uncontrollable stimulation. Given this, an injection of cycloheximide immediately after shock treatment should also disrupt its long-term consequences. We tested this by administering cycloheximide, or its vehicle, immediately after 6 min of uncontrollable tail shock ). When subjects were tested the next day, only the vehicletreated rats exhibited a learning deficit ( Figure 22B ). This suggests that an active cellular process, which involves protein synthesis, continues after the period of stimulation and is essential to producing the alteration that underlies the long-term inhibition of learning. NOTE: Subjects received controllable shock (A, master), uncontrollable shock (B, yoked), or nothing (C, unshocked) followed by intermittent tail shock (shocked) or nothing (unshocked). Yoked rats and subjects given intermittent tail shock alone failed to learn (B, C). Pretreatment with controllable shock blocked the learning deficit (A). (D) Subjects that had received intermittent tail shock (shocked) or nothing (unshocked) were given the opiate antagonist naltrexone followed by training with controllable shock (master), uncontrollable shock (yoked), or nothing (unshocked). Only master rats exhibited an increase in flexion duration during this training episode. (E) Subjects were tested drug free the next day with controllable shock. Uncontrollably shocked rats that received an intervening session of controllable shock (shocked → master) exhibited superior performance relative to the groups that only received uncontrollable shock (shocked → unshocked and shocked → yoked). SOURCE: Adapted from Crown and Grau (2001) .
Immunization and Therapy
We have shown that intermittent shock engages a mechanism that undermines subsequent learning and that the development of this learning deficit can be blocked by instituting an R-O relation. The latter suggests that an instrumental relation engages a protective process that counters the adverse effect of intermittent noxious stimulation. Is the benefit of instrumental training limited to the training period or does it have a lasting protective effect? Crown and Grau (2001) addressed this issue by training spinalized rats with controllable shock (master) for 30 min. Another group (yoked) received an equal amount of shock independent of limb position, and a third served as the unshocked controls. As usual, only master rats exhibited an increase in flexion duration over the course of training. Half the subjects in each condition were then given 6 min of uncontrollable tail shock. Finally, subjects were tested under common conditions with response-contingent shock applied to the contralateral leg ( Figure 23A-23C) . Subjects that had never received shock (unshocked → unshocked) exhibited an increase in flexion duration over the 30 min of testing. Subjects that only received uncontrollable shock in Phase I and/or Phase II failed to learn. Prior training with controllable shock (master) blocked the induction of this learning deficit.
Next, we examined whether instrumental training could help restore the capacity for learning after the deficit was induced (Crown & Grau, 2001 ). On the face of it, this would seem impossible because prior exposure to uncontrollable stimulation should prevent instrumental learning. We circumvented this problem by combining the training with a pharmacological manipulation, administration of the opioid antagonist naltrexone. NOTE: Subjects received uncontrollable shock (shocked) or nothing (unshocked) prior to (A) or after (B, C) a spinal transection and were tested with response-contingent leg shock. Rats given uncontrollable shock after a transection exhibited a learning deficit, whereas rats given shock before transection did not. (D) Uncontrollable tail shock induced a learning deficit in DLF-lesioned rats that were subsequently transected and tested with response-contingent leg shock. (E) Pretreatment with serotonin prior to uncontrollable shock reduced the learning deficit observed when subjects were tested 24 hr later with response-contingent leg shock. (F) Intact rats were given the 5HT-1A antagonist WAY 100635 intrathecally prior to intermittent shock. They were then transected and tested the next day with response-contingent leg shock. Pretreatment with WAY 100635 reinstated the learning deficit. Both panels E and F depict mean (±SE) performance collapsed across the 30 min of testing. SOURCE: Adapted from Crown and Grau (2005) .
Recall that naltrexone blocks the expression of the deficit and thereby allows instrumental learning. The full design involved inducing a learning deficit with uncontrollable tail shock in three groups of spinalized rats. A fourth group served as the unshocked controls. Next, all of the subjects received an intrathecal injection of naltrexone. Shocked groups then received 30 min of training with controllable shock (master), uncontrollable shock (yoked), or nothing (unshocked; Figure 23D ). The fourth group remained unshocked. Subjects were tested 24 hr later, after the drug had cleared the system, with response-contingent shock applied to either the previously trained or opposite leg. In both cases, we obtained identical results, and hence, we collapsed the data across test leg. Rats that had remained unshocked in both phases rapidly learned, whereas those that received uncontrollable shock alone (shocked → unshocked, shocked → yoked) failed to learn ( Figure 23E ). Training with controllable shock (shocked → master) helped restore the capacity for learning.
These findings suggest that training with controllable shock can have a beneficial effect that helps protect spinal neurons and, in conjunction with a pharmacological treatment, provides a form of behavioral therapy that can restore the capacity to learn. Similar results were previously reported in the learned helplessness literature (Seligman, Maier, & Geer, 1968; Seligman, Rosellini, & Kozak, 1975) , a parallel that reinforces the notion that the principles of helplessness theory summarize rules that may be applicable to any system capable of instrumental learning (Eisenstein & Carlson, 1997 ).
Brain-Mediated Protection of Spinal Circuitry
All the experiments described above were performed in spinally transected rats. This preparation is preferred for elucidating the functional limits of spinal cord circuits, uncontaminated by the guiding influence of the brain. The preparation is also of interest because it emulates severe spinal cord injuries (e.g., from gunshot wounds). However, whether from a surgical cut or a severe wound, transecting the cord creates an unnatural state that disrupts descending pathways that function to modulate and guide spinal cord circuits. Removing this descending input could enable neural plasticity by eliminating a source of tonic inhibition. Supporting this, others have shown that descending pathways normally inhibit the development of spinally mediated LTP (Gjerstad, Tjolsen, & Hole, 2001; Sandkuhler & Liu, 1998) . This descending inhibition presumably serves an adaptive function, allowing the brain to strictly regulate when spinal mechanisms are modified and limiting overexcitation. The latter could lead to central sensitization, neuropathic pain, and the initiation of destructive cellular processes (Eaton, Santiago, Dancausse, & Whitemore, 1997; Hains, Everhart, Fullwood, & Hulsebosch, 2002; Horiuchi, Ogata, Morino, Takeba, & Yamamoto, 2003) .
Given these considerations, Crown and Grau (2005) hypothesized that descending pathways may have a protective effect that blocks the spinal consequences of uncontrollable shock in intact rats. To examine this possibility, intact rats were exposed to nothing (unshocked) or the minimum amount of tail shock known to induce a spinally mediated learning deficit . Two sets of control conditions were included, both of which were treated after spinal transection. For one set of controls, we equated the interval between surgery and testing. For the other, we equated the interval between shock exposure and testing. In all cases, the unshocked controls acquired the instrumental response. Subjects that received intermittent tail shock after a spinal transection failed to learn ( Figure 24B, 24C ). This learning deficit was not observed in subjects that received shock prior to transection ( Figure 24A ). This suggests that brain-dependent pathways normally inhibit the development of the learning deficit.
We knew from prior work that noradrenergic and serotonergic fibers that descend through the dorsolateral funiculus (DLF) can inhibit nociceptive neurons within the spinal cord (Gjerstad et al., 1996; Yaksh & Wilson, 1979) . Supporting this, lesioning the DLF can block environmentally induced antinociception without affecting supraspinally mediated responses to nociceptive stimuli Watkins et al., 1984) . These observations led Crown et al. (2004) to examine whether the brain-mediated protection of spinal circuits depended on fibers within the DLF. Half the subjects received bilateral lesions of the DLF at T2, whereas the remaining subjects underwent a sham surgery. The next day, subjects experienced intermittent tail shock or nothing and, 2 hours later, underwent a spinal transection at T8. Subjects were tested the next day with response-contingent leg shock. As usual, the unshocked controls acquired the instrumental response ( Figure 24D ). Sham-operated shocked rats also learned, whereas DLF-lesioned shocked rats exhibited a learning deficit. Evidently, the brain-dependent protection of spinal circuits depends on neural pathways that traverse through the DLF.
If these descending pathways protect spinal cord circuits through the release of serotonin (5HT), then intrathecal administration of a serotonin agonist should have a protective effect in transected rats. Crown and Grau (2005) examined this possibility by testing the impact of intrathecal serotonin and three agonists that are selective for distinct 5HT receptors: 8-0H-DPAT (5HT 1A), DOI (5HT 2), and quipazine (5HT 2/3). Spinally transected rats received drug treatment 10 min before intermittent shock or nothing (unshocked). Subjects were tested the next day with response-contingent leg shock. We found that intrathecal administration of serotonin ( Figure 24E ) or 8-0H-DPAT blocked the induction of the learning deficit, whereas DOI and quipazine had no effect. Crown and Grau also examined the potential role of noradrenergic systems by testing the impact of the clonidine, a noradrenergic agonist known to enhance locomotor function in spinalized subjects (Barbeau & Rossignol, 1987) . Clonidine had a protective effect. However, because clonidine exhibits some crossreactivity with the 5HT-1A receptor, it was possible that its protective effect was mediated by this receptor. Supporting this, Crown and Grau showed that the 5HT-1A antagonist WAY-100635 eliminated clonidine's protective effect, which again implicates this 5HT receptor.
If the brain-mediated protection of spinal cord systems depends on serotonin and the 5HT-1A receptor, then intrathecal administration of the 5HT-1A antagonist WAY-100635 should block this effect in intact rats and thereby make the spinal cord susceptible to the disruptive effect of uncontrollable stimulation. Crown and Grau (2005) examined this possibility by implanting an intrathecal cannula without transecting the cord. The next day, rats received WAY-100635 or its vehicle, followed by intermittent tail shock or nothing (unshocked). Two hours later, they were transected at T2. Subjects were tested the next day with response-contingent leg shock. As usual, the unshocked controls acquired the instrumental response ( Figure 24F ). So too did the vehicle-treated shocked rats, replicating the brain-dependent protection of spinal circuits. Shocked rats pretreated with WAY 100635 exhibited a learning deficit, suggesting that the protective effect depends on the release of 5HT and the 5HT-1A receptor.
If brain-dependent circuits normally exert a protective effect, factors that disrupt brain function could place the spinal cord in a vulnerable state. One instance where this could occur is during surgical anesthesia. Washburn, Patton, Ferguson, and Grau (2004) examined this possibility using the anesthetic pentobarbital. Because Washburn was concerned that drug treatment could directly affect spinal function and alter the induction of the learning deficit, she first assessed whether pentobarbital treatment affects the learning deficit in spinal rats. A day after subjects received a spinal transection, half the subjects were given saline or a dose of pentobarbital (50 mg/kg, intraperitoneally) that produces a strong anesthesia. After the drug took effect, subjects received intermittent tail shock or nothing. The next day, rats were tested with response-contingent leg shock. As always, the unshocked controls acquired the instrumental response. Most important, both vehicle-and pentobarbital-treated shocked rats failed to learn.
Having confirmed that an anesthetic dose of pentobarbital has no effect on the induction of the deficit in transected animals, we evaluated the effect of drug treatment in intact rats. Subjects received saline or pentobarbital and, 15 min later, intermittent tail shock or nothing. The next day, subjects received a spinal transection and, 24 hr later, were tested with responsecontingent leg shock. As before, shock did not have a long-term effect on spinal function in intact awake rats. However, shock did induce a learning deficit in anesthetized rats, suggesting that surgical anesthesia places the spinal cord in a vulnerable state. Further study is needed to establish the circumstances under which this effect arises and how it can be prevented, for spinal memories established during surgeries could have unanticipated consequences (e.g., contribute to the development of neuropathic pain).
Summary
Over the past 5 years, we have isolated the neural region that supports instrumental learning and related this effect to a form of NMDAR-mediated plasticity. Controllable stimulation was shown to induce BDNF mRNA expression, and this effect was tied to the enabling of instrumental learning. Further work is needed to determine whether BDNF contributes to other beneficial consequences of instrumental training, such as the protection of spinal circuits from the adverse consequences of uncontrollable stimulation.
Studies examining the neurobiological mechanisms that contribute to the learning deficit have uncovered some surprises. Although it seemed natural to suppose that the inhibition of learning was related to the inhibition of nociceptive signals (antinociception), the opposite relation appears to hold: The induction of antinociception has a protective effect, whereas intermittent stimulation induces an enhanced mechanical reactivity (allodynia) that seems related to a form of central sensitization. Neurochemical manipulations known to influence central sensitization, such as pretreatment with an NMDA or GABA antagonist, had a protective effect that blocked the induction of the deficit. The expression of the deficit also involved GABA and a ligand that acts at the kappa opioid receptor. We showed that the brain normally inhibits the induction of the deficit by means of descending 5HT fibers and that manipulations that disrupt brain function (e.g., anesthesia) predispose spinal mechanisms to the adverse consequences of uncontrollable stimulation.
Over the next 5 years, we hope to further detail the neurochemical mechanisms that underlie learning and the learning deficit, how these systems interact, the fiber types that mediate each effect, the spinal lamina involved, and the neural pathways that protect and enable learning. Our hope is that these studies will reveal additional ways to protect spinal cord neurons after injury as well as behavioral/physiological manipulations that promote rehabilitation.
CONCLUSIONS: IMPLICATIONS FOR RECOVERY AFTER INJURY
The studies described above used a transection model to examine how spinal cord neurons function when surgically isolated from the brain. Although some injuries in humans can sever the spinal cord tissue, most injuries involve a deformation of the spinal cord tissue, a contusion injury that initiates a series of cellular events that cause the loss of tissue within the central gray, the destruction of axons tracts, and the demyelination of surviving axon fibers. Nociceptive stimulation could interact with this type of injury in at least three ways. First, the disruption in white matter could disrupt descending tracts that normally exert a protective effect that inhibits the adverse effects of nociceptive stimulation. Second, nociceptive input could interact with destructive cellular processes engaged by the contusion injury and enhance cell loss. And third, if signals to the brain are not blocked, uncontrollable stimulation could engage brain systems involved in helplessness, providing a form of additional stress that can interfere with the healing process (O'Conner et al., 2003) .
Uncontrolled nociceptive input is clinically important because many spinal cord injuries are accompanied by tissue damage. Of particular concern are cases in which extensive damage provides a source of uncontrollable nociceptive stimulation below the injury. Because the injury can effectively block afferent signals to the brain, especially soon after injury, the patient may feel no pain. In the absence of pain complaints, physicians will not take steps to reduce the nociceptive input. Left unchecked, this overexcitation could engage destructive processes that undermine long-term recovery (Faden, Lemke, Simon, & Noble, 1988; Hulsebosch, 2002; Nachemson & Bennett, 1993; Yezierski, Liu, Ruenes, Kajander, & Brewer, 1998) .
Uncontrollable Stimulation Impairs Recovery
These observations led us to hypothesize that uncontrollable stimulation soon after a contusion injury could impair recovery. To examine this possibility, we removed the vertebrae dorsal and medial to T10-T11, exposing the underlying spinal cord tissue . A moderate injury was produced by allowing a 10-g impactor to drop onto the exposed cord from a height of 12.5 mm. This level of injury produces a nearly complete paralysis that lasts about 3 days, followed by a slow period of recovery that asymptotes within 2 to 3 weeks. By 4 to 6 weeks, subjects have typically recovered weight-supported stepping but lack forelimb-hindlimb coordination.
We chose to present stimulation between 1 and 2 days after injury, while the acute effects of injury were 230 BEHAVIORAL AND COGNITIVE NEUROSCIENCE REVIEWS Uncontrollable stimulation was given 1, 4, or 14 days after injury. Delaying shock treatment reduced its adverse effect on recovery. (C) Rats received training with controllable shock (master), uncontrollable shock (yoked), or nothing (unshocked) 24 and 48 hr after injury. Only uncontrollable shock disrupted recovery. In all panels, locomotor recovery was assessed using a modified version of the scale developed by Basso, Beattie, and Bresnahan (1995) . The modification improves the metric properties of the scale and increases statistical power. SOURCE: Adapted from Grau et al. (2004). maximal. During this period, neural communication on both ascending and descending pathways is severely disrupted. We hypothesized that the latter would block the brain-mediated protection of spinal tissue and place the cord in a vulnerable state. To evaluate the consequences of stimulation, subjects received intermittent tail shock for 0, 360, or 1,800 s 1 day after surgery. A fourth group (3,600 s) received two 1,800-s sessions of intermittent shock 24 and 48 hr after surgery. Behavioral recovery was then monitored over the next 6 weeks using a scale of locomotor function developed by Basso, Beattie and Bresnahan (1995) and refined by Ferguson, Hook, Garcia, et al. (2004) . The unshocked controls exhibited a typical pattern of recovery ( Figure 25A ). Exposure to uncontrollable shock produced an immediate dip in locomotor performance. After this, shocked rats never recovered to the same level as the unshocked controls; although most unshocked rats recovered weight-supported stepping, shocked rats continued to drag their hindlimbs with little evidence of sweeping (a precursor to stepping).
Although increasing the duration of shock exposure had a graded effect on some measures of recovery (see below), there were no differences in locomotor performance: The deficit observed after 6 min of stimulation was as robust as that observed after 60 min.
Much of the long-term damage associated with a contusion injury results from the secondary effects (e.g., apoptosis) that develop within a few hours of injury and slowly wane over the next few weeks (Crowe, Bresnahan, Shuman, Masters, & Beattie, 1997) . If uncontrollable stimulation impairs recovery because it exacerbates secondary damage, stimulation should have its greatest effect soon after injury. To evaluate this possibility, we applied the minimum amount of stimulation (6 min of intermittent tail shock) shown to impair recovery 1, 4, or 14 days after injury. A control group remained unshocked. Again, uncontrollable stimulation a day after injury produced an immediate dip in locomotor scores and hurt recovery relative to the unshocked controls ( Figure 25B ). When shock treatment was delayed, it had less impact on locomotor and Tissue Damage After Spinal Cord Injury. NOTE: Mean (±SE) performance of rats that received either uncontrollable shock (shocked) or nothing (unshocked) a day after injury (from the experiments described in Figure 25A -25C). Shock treatment undermined terminal locomotor performance as measured by mean performance (A) and the percentage of subjects capable of weight-supported stepping (B). Shock treatment delayed the recovery of bladder function (C), reduced weight gain (D), and was associated with a greater incidence of spasticity (E) and mortality (F). Brain-dependent measures of sensory function (vocalization) were disrupted by shock treatment (G, H). Shock treatment led to greater loss of white (I) and gray (J) matter at the site of injury. SOURCE: Adapted from Grau et al. (2004). recovery. This finding is of interest for two reasons. One is that it suggests that uncontrollable stimulation has its most harmful effects during the acute phase of secondary injury. The corollary to this is that uncontrollable stimulation may have less effect when applied long after injury. Some caution is warranted, however, because this conclusion could depend on partial recovery of descending serotonergic circuits. With more severe injuries, these circuits may not recover, and as a result, spinal neurons could remain vulnerable to stimulation long after injury. A second reason that this finding is of interest is that it speaks to the contribution of afferent pain signals. Although impeded soon after injury, these signals could engage brain mechanisms/ states that influence long-term recovery. For example, intermittent shock is known to induce a state of helplessness that can diminish activity and undermine active coping (Maier & Seligman, 1976) . If helplessness alone were responsible for producing the long-term changes in behavior, we would expect that this effect would become more robust as the sensory signal recovers. Yet the opposite was observed: As brain-mediated reactivity to stimulation recovered, its adverse consequences diminished. Clearly, the consequences of stimulation do not simply reflect a pain-induced state of helplessness alone. If this or another brain-dependent process is engaged by the afferent signal and plays an essential role, these mechanisms must interact with processes within the spinal cord that exhibit a temporal gradient after injury.
Our last experiment ) examined whether the consequences of stimulation are modulated by instrumental control. Subjects again received a moderate contusion injury. A third of the subjects (master) then received 2 days of instrumental training using response-contingent leg shock. Another third (yoked) received the same amount of shock independent of leg position. The final third served as the unshocked controls. We found that rats that received uncontrollable stimulation exhibited poor recovery. Master rats that received the same amount of shock but were able to control its delivery exhibited normal recovery ( Figure 25C ). This observation is important for two reasons. First, it demonstrates that the variable of instrumental control modulates the consequences of nociceptive stimulation. Second, it helps to discount an alternative interpretation of our results: that the shockinduced deficit occurs because shock treatment elicits motor activity. In the present study, master rats exhibited the most activity during training as these subjects had to perform a response to minimize shock exposure. Yet master rats showed normal recovery.
Collapsed across the three experiments, we found that shocked rats exhibited other signs of poor recovery, including delayed recovery of bladder function, increased limb rigidity (spasticity), reduced weight gain, and higher levels of mortality (likely related to renal failure; Figure 26 ). When vocalization to stimuli applied below the injury was assessed (as a measure of sensory recovery), we found that shocked rats exhibited higher vocalization thresholds. Histological analyses showed that shocked rats had a greater loss of white and gray matter and increased damage caudal to the injury.
Although the variable of instrumental control helped preserve sensory and motor function, it did not block all adverse effects of shock treatment. In particular, master and yoked rats showed comparable levels of mortality, weight loss, delayed recovery of bladder function, and spasticity. These physiological responses appear to represent unconditioned effects of shock treatment that are insensitive to the benefits of instrumental control.
We have used shock treatment as a model of nociceptive stimulation as it allows good control over the stimulation parameters, its behavioral/physiological effects have been well characterized, and it does not produce long-term tissue damage. Nonetheless, we recognize that evidence is needed that ecologically relevant stimuli that induce uncontrollable nociceptive activity (e.g., inflammation) also affect recovery. But even in the absence of these data, our findings have important clinical implications as electrical stimulation is routinely used after injury to engage motor activity and bladder function. Indeed, our spinal paradigm can be considered a model of functional electrical stimulation (FES), demonstrating the potential role of spinal neurons and their contribution to the long-term benefits of training with FES (Creasey et al., 2004; . At the same time, our work also suggests some important cautions as stimulation applied in a manner that is not well synchronized with the motor output could have unintended adverse effects. Further study is needed to detail when and how FES benefits recovery, the contribution of spinal circuits, and whether shock stimulation per se may have unconditioned consequences that are not regulated by the variable of instrumental control.
Summary
Our study of spinal mechanisms was originally motivated by demonstrations of antinociception in the absence of a brain (Meagher et al., 1993; Watkins, Cobelli, & Mayer, 1982) . We had assumed that these systems were governed by the simplest rules, reflecting a form of unconditioned behavior that might exhibit habituation or sensitization but not Pavlovian or instrumental conditioning (Grau, 1987) . Over the past 20 years, our view of spinal function has shifted dramatically. The table summarizes what is known about instrumental learning (acquisition, maintenance, and the enabling effect), the learning deficit (induction, retention, and expression), and other spinally mediated phenomena (spinal long-term potentiation [LTP] , central sensitization, hindlimb stepping on a treadmill, and recovery after a spinal contusion injury). In most cases, the leftmost column refers to a treatment, either behavioral (e.g., instrumental training), physiological (e.g., dorsolateral funiculus [DLF] lesions), or pharmacological (e.g., impact of an N-methyl-D-aspartate [NMDA] antagonist). The symbols indicate how the manipulation (generally) affects each phenomenon. In a few instances (the shaded boxes), we indicate how a spinally mediated phenomena (e.g., learning [acquisition]) affects a behavioral (e.g., mechanical thresholds) or physiological (e.g., brain-derived neurotrophic factor [BDNF] mRNA expression) outcome. In both cases, treatments that enhance or attenuate an effect are indicated with up and down arrows, respectively. A null sign is used to indicate that a treatment has no effect. A dash is used to indicate cases in which a treatment affects an initial process (e.g., acquisition or induction), and it is assumed that subsequent processes (e.g., maintenance and/or enabling; retention and/or expression) are affected in a similar fashion. Cases in which inconsistent outcomes have been obtained, or further research is needed, are indicated with a question mark. The reference column lists the lead author and year for representative articles examining the manipulation/outcome listed on that row. GABA = gamma-aminobutyric acid; NK-1 = neurokinin 1; PKC = protein kinase C; CaMKII = calmodulin-dependent protein kinase II.
Nociceptive systems within the spinal cord are sensitive to Pavlovian relations and exhibit a range of behavioral phenomena, including latent inhibition and overshadowing (Illich et al., 1994) . The studies reviewed here provide evidence for instrumental learning and a loss of plasticity that resembles learned helplessness. Our conclusion is that the capacity for learning is not localized to particular regions of the central nervous system. Rather, we see learning as a distributed process, with components organized within a lattice hierarchy that organizes and regulates behavior (Gallistel, 1980) . As we have suggested elsewhere, spinal mechanisms seem biologically tuned to foster adaptation to particular environmental puzzles (Grau & Joynes, 2005a , 2005b . From this perspective, Pavlovian conditioning seems tightly coupled to systems designed to regulate nociceptive processing, whereas instrumental learning may be an adaptive component of the central pattern generator and stepping Grau, Salinas, Illich, & Meagher, 1990) . Although all learning seems prepared to some extent, brain-mediated learning often has a flexibility that spinal systems lack, bringing an increased capacity to span temporal and spatial relations that helps the organism adapt to environmental situations for which it is relatively unprepared.
We have suggested that detailing the relation of alternative learning systems will require knowledge of both their functional capacities and the underlying neurobiological mechanisms, an approach we have referred to as neurofunctionalism (Grau & Joynes, 2005b) . The hope is that distinct functional capacities will map onto particular biological solutions in a systematic way, allowing a convergence of mechanism that will foster description at multiple levels of analysis, from behavior to neurobiological mechanism.
Traditionally, the study of spinal plasticity has borrowed heavily from analyses of brain function, which have provided both a rubric of behavioral principles and an outline of potential cellular mechanisms. The relative simplicity of spinal architecture and the development of new neurobiological techniques allow researchers to detail how particular behavioral modifications are linked to cellular mechanisms (summarized in Figure 27 ), laying a foundation that may soon begin to inform studies of brain function.
At the same time, a better understanding of spinal cord plasticity will have practical implications that should foster the development of new procedures to treat spinal cord injury. The process of rehabilitation is, in the end, an issue of learning-of shaping new behavioral responses to foster recovery. Moreover, it is clear that we will soon have the technical knowledge needed to foster growth of a neural bridge to span an injury. But as noted in the introduction, the more difficult task may involve encouraging the proper pattern of reconnectivity. At best, inappropriate connections could lead to little functional gain. At worst, maladaptive sensory connections could lead to the development of neuropathic pain. To circumvent these problems, procedures are needed to encourage appropriate connectivity. Coupling neurobiological treatments with rehabilitative strategies that involve instrumental learning may provide the template needed to select adaptive patterns of neural innervation and, in this way, may be an essential ingredient to effective rehabilitation.
