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ON THE RAYLEIGH-TAYLOR INSTABILITY IN PRESENCE OF A
BACKGROUND SHEAR
ROMAN SHVYDKOY
Abstract. In this note we revisit the classical subject of the Rayleigh-Taylor instability in
presence of an incompressible background shear flow. We derive a formula for the essential
spectral radius of the evolution group generated by the linearization near the steady state
and reveal that the velocity variations neutralize shortwave instabilities. The formula is a
direct generalization of the result of H. J. Hwang and Y. Guo in the hydrostatic case [6].
Furthermore, we construct a class of steady states which posses unstable discrete spectrum
with neutral essential spectrum. The technique involves the WKB analysis of the evolu-
tion equation and contains novel compactness criterion for pseudo-differential operators on
unbounded domains.
1. Introduction
This note revisits the classical subject of Rayleigh-Taylor instability – when an inhomoge-
neous fluid is subjected to the gravitation force ~g and if heavier fluid occurs on top of lighter
fluid it naturally tries to overturn, [1, 13]. The dynamics is described by a system of Euler
equation (we assume the fluid is ideal) given by
ρ(ut + u · ∇u) +∇p = ρ~g
ρt + u · ∇ρ = 0
∇ · u = 0.
(1)
Here ~g = 〈0,−g〉, and g is the gravitational acceleration. We assume the fluid is confined to
the strip Ω = T× R, and is periodic in the first coordinate x1.
A stratified smooth density ρ0(x2) and zero velocity u0 = 0 define a hydrostatic equilibrium
with pressure gradient balancing out the gravitation force: ∇p0 = ρ0~g. Assuming that
ρ0(±∞) = ρ±, 0 < ρ− < ρ+ <∞ the fluid turns into an unstable state. Rigorous analysis of
the eigenvalue problem for the linearized system around such steady state (and in fact more
generally in presence of a compressible shear u0 = 〈0, U(x2)〉) was performed by Lafitte et al
[7, 5, 2, 8] exploiting the variational nature of the resulting system. The work of Hwang and
Guo [6] gives a complete spectral analysis of the hydrostatic case showing that the maximal
exponential growth rate Λ of the C0-semigroup is given by
(2) Λ2 = sup
v∈L2(Ω)
∫
gρ′0v
2dx∫
ρ0v2dx
= sup
x:ρ′0(x)>0
√
gρ′0(x)
ρ0(x)
.
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Moreover Λ is a limit point of a sequence of exact eigenvalues λk → Λ, making Λ a point
of the essential spectrum. The work [6] extends further to prove the nonlinear instability
of hydrostatic states in Hs for s ≥ 3, and Lafitte extends these results in [8] to include
quasi-isobaric density profiles which allow for ρ− = 0.
In this present work we study linear instability for more general steady states which include
background parallel shear u0 = 〈U(x2), 0〉. The linearization around (u0, ρ0) takes form
vt + u0 · ∇v + v · ∇u0 +
1
ρ0
∇q =
~g
ρ0
r
rt + u0 · ∇r + v · ∇ρ0 = 0
∇ · v = 0.
(3)
This system does not seem to retain variational formulation and thus its spectral analysis
becomes quite different from the hydrostatic case. At present it is not known whether linearly
unstable states are also non-linearly unstable. The difficulty in proving such a statement
for conservative systems lies in the presence of continuous, or essential, spectrum. Even for
the homogeneous 2D Euler equation this Lyapunov-type theorem is an outstanding open
problem despite recent strong efforts by Lin and Zeng [11, 10, 9], Friedlander et al [4, 22].
In search for the eigenmodes in classical formulation
v = ∇⊥(φ(y)eikx)eλt
r = r(y)eikxeλt,
(4)
where φ and r are complex unknown functions, and λ ∈ C is a sought after eigenvalue, we
obtain the full Rayleigh-type system
k2ρ0φ− (ρ0φ
′)′ +
(ρ0U
′)′
U − c
φ = −
gρ′0
(U − c)2
φ
(U − c)r + φρ′0 = 0,
(5)
where c = iλ
k
. The related well-studied counterpart of (5) is obtained by performing Boussi-
nesq approximation in which ρ0 is assumed to vary little compared to ρ
′
0. Thus, the density
on the left hand side of (5) is replaced with an averaged constant density ρ¯0. The resulting
system, called the Taylor-Goldstein equation, is more amenable to analysis. The unstable
modes were constructed by Friedlander using the method of continued fractions, [3].
In this work we study the full system (3) and prove two results. Let Gt denote the evolution
operator at time t generated by (3). Note that {Gt}t∈R defines a strongly continuous C0-
group on any Sobolev space Hm, m ∈ R. First we prove that the essential spectral radius of
Gt on any H
m is given by the formula
(6) ress(Gt, H
m) = etµ,
where the exponent µ is given by
(7) µ = sup
x:U ′(x)=0,ρ′0(x)>0
√
gρ′0(x)
ρ0(x)
,
where µ = 0 if the set over which the supremum is taken is empty. This formula generalizes
the result of Hwang and Guo [6] to non-hydrostatic case. It also demonstrates a surprising
stabilization effect of the background shear: if the shear is not uniform U ′ 6= 0 at the unstable
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points ρ′0 > 0, then the essential spectrum is neutral making instability purely large scale,
i.e. coming from the discrete part of the spectrum.
Second, we construct a class of steady states (U, ρ0) for which µ = 0, yet the Rayleigh
system (5) has a non-trivial solution with unstable spectrum, Theorem 3.7. The argument
goes by perturbation from an unstable hydrostatic state (0, ρ0) along an arbitrary shear U
with U ′ 6= 0. This provides a wide range of examples of steady states with neutral essential
spectrum yet non-trivial unstable point spectrum. The constructed states are posed to be
non-linearly unstable or even have local invariant manifolds, since the obstacles coming from
presence of shortwave instabilities are removed, see Lin and Zeng [11] for the case of the
homogeneous Euler equations. We will leave these questions for future research.
At the core of our analysis is the geometric optics approach that has been successful in
describing shortwave instabilities in a variety of fluid models, most recently see [19, 17, 18]
and literature therein. Formula (6) is an analogue of Vishik’s result [21] for the spectral radius
on the incompressible Euler system and of author’s general result [18] for advective systems
on periodic domains. The major difficulty presented by this particular situation consists of
lack of compactness of the underlying fluid domain R × T, which necessitates many of the
extra technical argumentations to be made in description of the microlocal structure of the
group Gt. Following the strategy developed in prior works we seek to show that the group
operator Gt is given, up to a compact perturbation, by a pseudo-differential operator Op[Bt]
with symbol Bt(x, ξ) generated by a bicharacteristic-amplitude system obtained from (3) by
reading off the leading order term in the WKB ansatz
V (x, t) = b(x, t)eiS(x,t)/ε +O(ε), V = (v, r).
To justify this statement we will devote first half of this article to extend the classical pseudo-
differential calculus into the settings of mixed domains Ω = Td×Rn−d with specific purpose
to derive new compactness criteria for PDOs on such domains suitable for our settings. The
main result formulated in Theorem 2.5 may be of independent interest. Our criterion states
that if the symbol a(x, y, ξ) is of negative order in frequency ξ (necessary condition) and
decays at spacial infinity x, y → ∞ on any near-diagonal region |x − y| < R, then Op[a] is
compact on Ω, see classical texts [16, 20] for discussion on local compactness.
2. Pseudo-differential calculus on mixed domains
In this section we review some facts about pseudo-differential operators (PDO for short)
on mixed periodic-open space domains Ω = Td × Rn−d, where 1 ≤ d < n, where Td denotes
the torus with 2π periods. Let dy denote the Haar measure on Ω (product of the usual
Lebesgue on Rn−d and normalized Lebesgue on Td), and let dξ be the corresponding Haar
measure on the dual group Ω∗ = Zd × Rn−d (i.e. Lebesgue on Rn−d and counting on Zd).
Our first goal is to make sense of the expression
(8) Au(x) =
∫
Ω∗
∫
Ω
a(x, y, ξ)ei(x−y)·ξu(y) dy dξ.
In the open-space dimensions we can apply the classical local theory. The PDOs on purely
periodic domains can still be defined classically as on a compact manifold. However, it is
more desirable to use of the explicitly global structure of the operator as defined by (8).
Symbolic calculus of PDOs on the torus along has been developed previously in [15, 14].
As will be seen later, such results are insufficient for establishing effective boundedness and
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compactness criteria suitable to our application. We therefore will spend some effort to
revisit the basic analysis of the operators given by (8).
2.1. Class of amplitudes and the kernel of A. An amplitude a = a(x, y, ξ) ∈ C∞(Ω ×
Ω× Rn) is said to belong to class Sm1,0,0(Ω), or S
m(Ω) for short, if
∀|α|, |β|, |γ| ≤ n+ 1, sup
x,y,ξ
(1 + |ξ|)|γ|−m|∂αx ∂
β
y ∂
γ
ξ a(x, y, ξ)| = Cα,β,γ(a) <∞.
Note that we require a to be defined for all ξ ∈ Rn and not just on Ω∗. To define a PDO (8)
we first make sense of the oscillatory sum-integral
(9) K(x, y) =
∫
Ω∗
a(x, y, ξ)ei(x−y)·ξ dξ
classically as a distribution on the Schwartz class S(Ω× Ω) given by
(10) K(x, y) =
∫
Ω∗
(1 + |ξ|2)−Na(x, y, ξ)(1−∆x)Nei(x−y)·ξ dξ.
for any N > n/2. More explicitly, for a test function φ ∈ S(Ω× Ω), we have
〈K, φ〉 =
∫
Ω∗×Ω×Ω
(1 + |ξ|2)−N
∑
|α+β|≤2N
cα,βe
i(x−y)·ξ∂βxa(x, y, ξ)∂
α
xφ(x, y) dξ dx dy,
with a suitable choice of constants cα,β. Thus,
(11) K(x, y) =
∫
Ω∗
(1 + |ξ|2)−N
∑
|α+β|≤2N
∂αx [cα,β∂
β
xa(x, y, ξ)e
i(x−y)·ξ] dξ.
We can then define the PDO by
(12) Au(x) =
∫
Ω
K(x, y)u(y)dy
interpreting integral distributionally. Amplitudes that we encounter will be of type Sm(Ω)
for m ≤ 0. In this case one can obtain detailed pointwise estimates on the kernel K off the
diagonal x = y. It is known that for m = 0, K is of Calderon-Zygmund type. For m < 0,
with a view towards developing compactness criteria we will need to know exactly how those
bounds depend on the amplitude. The usual way of approaching this is to integrate by parts
with respect to ξ. As this operation is prohibited in the discrete dimensions of Ω∗, we first
relate K to the classical kernel over Rn:
KRn(x, y) =
∫
Rn
a(x, y, ξ)ei(x−y)·ξdξ.
Let FN denote the d-dimensional Fejer kernel, so that FN →
∑
q∈Zd δq. We have
K(x, y) = lim
N→∞
∫
Rn
a(x, y, ξ)FN(ξ1, . . . , ξd)e
i(x−y)·ξ dξ.
Unraveling the formula for FN we obtain
K(x, y) = lim
N→∞
1
N
N∑
M=1
∑
q∈Zd,|qi|≤M
∫
Rn
a(x, y, ξ)ei(x−y+2piq)·ξ dξ.
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We readily obtain two representations:
K(x, y) = lim
N→∞
1
N
N∑
M=1
∑
q∈Zd,|qi|≤M
KRn(x, y1 + 2πq1, . . . , yd + 2πqd, yd+1, . . . , yn)
= lim
N→∞
1
N
N∑
M=1
∑
q∈Zd,|qi|≤M
KRn(x1 + 2πq1, . . . , xd + 2πqd, xd+1, . . . , xn, y).
(13)
Thus, K is the Cesa`ro periodization of the open space kernelKRn only in periodic dimensions.
Lemma 2.1. Suppose a ∈ S−m(Ω), with m ≥ 0. Then K ∈ C∞({x 6= y}) and the following
pointwise bounds hold
|K(x, y)| ≤
C1C(x, y)
|x− y|n−m
n
n+1
, |x− y| < 1(14)
|K(x, y)| ≤
C2C(x, y)
|x− y|n+1
, |x− y| > 1,(15)
where C(x, y) = supξ∈Rn,|α|≤n+1(1 + |ξ|)
|α|+m|∂αξ a(x, y, ξ)| and C1,C2 > 0 are some absolute
constants.
Proof. In view of (13), the lemma will follow from the corresponding estimates on KRn . Let
us fix an R > 1 and the integer p = n − m + 1. Let χ(ξ) be a standard cut-off function
supported on the ball |ξ| < 2, and let χR(ξ) = χ(ξ/R). To prove (14) we write
KRn(x, y) =
∫
Rn
χR(ξ)a(x, y, ξ)e
i(x−y)·ξdξ +
∫
Rn
(1− χR(ξ))a(x, y, ξ)e
i(x−y)·ξdξ.
The first integral in simply bounded by Rn supξ |a(x, y, ξ)| ≤ R
nC(x, y). To estimate the
second, let j be such that |xj − yj| ≥
1√
n
|x− y|. We have∫
Rn
(1− χR(ξ))a(x, y, ξ)e
i(x−y)·ξdξ =
i−p
(xj − yj)p
∫
Rn
(1− χR(ξ))a(x, y, ξ)∂
p
ξj
ei(x−y)·ξdξ
=
i−p
(xj − yj)p
∫
Rn
(1− χR(ξ))a(x, y, ξ)∂
p
ξj
ei(x−y)·ξdξ
=
(−i)−p
(xj − yj)p
∫
Rn
∂pξj ((1− χR(ξ))a(x, y, ξ))e
i(x−y)·ξdξ.
We have the bound
|∂pξj((1− χR(ξ))a(x, y, ξ))| ≤ IR<|ξ|<2R
p−1∑
l=0
1
Rp−l
C(x, y)
(1 + |ξ|)l+m
+ I|ξ|≥R
C(x, y)
(1 + |ξ|)p+m
. I|ξ|≥R
C(x, y)
(1 + |ξ|)p+m
.
Thus,
(16)
∣∣∣∣∫
Rn
(1− χR(ξ))a(x, y, ξ)e
i(x−y)·ξdξ
∣∣∣∣ . C(x, y)R|x− y|p ,
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and we obtain
|KRn(x, y)| . C(x, y)
(
Rn +
1
R|x− y|n+1−m
)
.
The minimum over R is attained at R = |x− y|−1+
m
n+1 , and the bound (14) readily follows.
The bound (15) is obtained simply integrating by parts:
|KRn(x, y)| .
1
|x− y|n+1
∫
Rn
|∂n+1ξj a(x, y, ξ)|dξ ≤
C2C(x, y)
|x− y|n+1
.

Remark 2.2. Working with fractional derivatives one can reach a better bound
|K(x, y)| ≤
CεC(x, y)
|x− y|n−
mn
n+ε
, |x− y| < 1
for any ε > 0. It is more consistent with homogeneity of the amplitude. Furthermore,
incorporating higher order derivatives in C(x, y), one can show arbitrarily fast algebraic
decay for |x− y| > 1. We omit the details because bounds (14), (15) are sufficient for all our
purposes.
2.2. Boundedness and compactness. The boundedness of A as an operator from L2(Ω)
to L2(Ω) in the classical case is well-understood and just as easily extends to the mixed case
under question ( although most texts on PDOs treat either local L2-boundedness or cases
of left, right, or Weyl-quantized form of A). We will however revisit this issue again with
the purpose to obtain a localization result for truncated operator (see (17)). This is needed
later to determine the norm of A in the Calkin algebra.
Lemma 2.3. If a ∈ S0, then A extends to a bounded operator from L2(Ω) to L2(Ω). More-
over, suppose a = a(x, ξ) is 0-homogeneous in ξ for |ξ| > 1. Let aR = (1 − χR(ξ))a(x, ξ).
Then we have
(17) lim sup
R→∞
‖Op[aR]‖ ≤ C sup
x∈Ω,ξ∈Ω∗
|a(x, ξ)|,
for some absolute C > 0.
Proof. Let us partition Ω = ∪∞j=1Ωj into disjoint boxes of side length 2π, e.g. stacking with
boxes Td. Let 1 =
∑
j φj(y) be a partition of unity subordinate to the cover with sets
2Ωj . We can choose φj having uniformly bounded any number of derivatives. Let us split
A = A′ + A′′, where A′ has amplitude a′ = a(x, y, ξ)
∑
i,j:2Ωi∩2Ωj 6=∅ φi(x)φj(y), and A
′′ has
a′′ = a(x, y, ξ)
∑
i,j:2Ωi∩2Ωj=∅ φi(x)φj(y). The kernel of A
′′ is thus supported off the diagonal,
and hence in view of (15) enjoys a convolution-type globally integrable majorant. Clearly
A′′ is bounded. Moreover, using (16) with p = n + 1 for a′′ shows that ‖Op[(1 − χR)a′′‖ ≤
O(1/R)→ 0, as R→∞.
As to A′ we observe that a′ is properly supported in the band |x−y| < 2. Thus, suppA′u ⊂
supp u + B2, where Br is the ball of radius r. By the finite intersection consideration, we
have
(18) ‖A′u‖2L2 .
∑
i,j:2Ωi∩2Ωj 6=∅
‖φiA(uφj)‖
2
L2 .
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The amplitudes φi(x)a(x, y, ξ)φj(y) are supported on (2Ωj +B2)× 2Ωj ×R
n with uniformly
bounded derivatives in (x, y). Thus, we have
(19) |φ̂iaφj
x,y
(η1, η2, ξ)| .
Cn+1,n+1,0(a)
(1 + |η1|)n+1(1 + |η2|)n+1
,
for all η1, η2, ξ ∈ Ω
∗. Consider u ∈ C∞0 (Ω). By Plancherel,
‖φiA(uφj)‖
2
L2 =
=
∫
Ω∗
∣∣∣∣∫
Ω∗×Ω∗
φ̂iaφj(ξ − η1, ξ − η2, ξ) û|2Ωj(η2) dη2 dξ
∣∣∣∣2 dη1
. Cn+1,n+1,0(a)
∫
Ω∗
∣∣∣∣∫
Ω∗
1
(1 + |ξ − η1|)n+1
∫
Ω∗
1
(1 + |ξ − η2|)n+1
|û|2Ωj(η2)| dη2 dξ
∣∣∣∣2 dη1
= Cn+1,n+1,0(a)‖h ⋆ h ⋆ û|2Ωj‖
2
L2 ,
(20)
where h(ξ) = 1
(1+|ξ|)n+1 , an integrable kernel. By Young,
(21) ‖φiA(uφj)‖
2
L2 . Cn+1,n+1,0(a)‖û|2Ωj‖
2
L2.
Summing up over i, j (where for each j there are only finite number of i), we obtain ‖Au‖L2 .
Cn+1,n+1,0(a)‖u‖L2.
To show (17), since we already know that ‖Op[(1 − χR)a
′′‖ → 0, we can focus on the
kernel (1 − χR(ξ))a
′(x, ξ), or in view of (18) only on (1 − χR(ξ))φi(x)a(x, ξ)φj(y), for i, j
such that 2Ωi ∩ 2Ωj 6= ∅.
First, we truncate a on the Fourier side in x. Let ψ ∈ C∞0 (B1) be nonnegative with φ(0) =
1 and let ψL(ξ) = ψ(ξ/L). Then ϕL = ψˇL is a standard mollifier on Ω. Consider aL(x, ξ) =
(ϕL ⋆ a(·, ξ))(x). Then, by regularity Cn+1,n+1,0(a − aL) → 0 as L → ∞. Consequently,
in view of (21), ‖Op[(1 − χR)φi(a − aL)φj]‖ → 0 uniformly in R. We thus can focus on
Op[(1 − χR)φiaLφj] only. Let us fix another scale δ > 0. Again by regularity of the symbol
aL in ξ we know that
(22) sup
x∈Ω
|∂αx (aL(x, ξ1)− aL(x, ξ2))| ≤ Cδ, for all ξ1, ξ2 ∈ S with |ξ1 − ξ2| < δ.
We will now discritize aL is ξ as follows. First, the unit sphere of R
n can be partitioned
into a finite number of tiles T1, . . . , TM , M = M(n, δ), of diameter less than δ, so that any
boundary point is shared by at most 2n−1 of the tiles. This can be achieved by slicing the
cube [−1, 1]n with the hyperplanes
{(x1, . . . , xn) : xi = δk, k = −1/δ, . . . , 1/δ}.
to produce a family of tiles on the surface of the cube with the required intersection property.
Then the radial projection onto the sphere yields with desired tiling. Let us fix a tag point
ξm ∈ Tm in each tile. Let us now consider the symbol
aL,δ(x, ξ) =
M∑
m=1
aL(x, ξm)I{ξ/|ξ|∈Tm}.
In view of (22), Cn+1,n+1,0(aL − aL,δ) . δ, implying similar bound on the operators by (21)
uniformly . So, we reduce the problem to showing that for any fixed L > 0 and δ,
(23) lim sup
R→∞
‖(1− χR)φiaL,δφj]‖ ≤ c sup
x∈Ω,ξ∈Ω∗
|a(x, ξ)|.
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So, let us fix u ∈ L2(2Ωj). We can incorporate φj into u, since ‖φju‖ ≤ ‖u‖. We have
Op[(1− χR)φiaL,δ]u(x) = φi(x)
∫
Ω∗
aL,δ(x, ξ)(1− χR(ξ))uˆ(ξ)e
ix·ξdξ
= φi(x)
M∑
m=1
aL(x, ξm)
∫
ξ/|ξ|∈Tm
(1− χR(ξ))uˆ(ξ)e
ix·ξdξ.
(24)
Denote
um(x) =
∫
ξ/|ξ|∈Tm
(1− χR(ξ))uˆ(ξ)e
ix·ξdξ.
We know that the Fourier supports of um are disjoint and lie in the region |ξ| > R/2. In
particular, ‖
∑
m um‖
2
2 =
∑
m ‖um‖
2
2 ≤ ‖u‖
2
2. Recall that the Fourier supports of aL(x, ξm)
belong to the fixed ball BL. Thus, the sets
supp( ̂aL(·, ξm) ⋆ ûm) ⊂ supp( ̂aL(·, ξm)) + supp(ûm) ⊂ BL + supp(ûm)
have the 2n−1-fold intersection property in m, when R is sufficiently large. So, by Plancherel,
‖Op[(1− χR)φiaL,δ]u‖
2
2 ≤ ‖
∑
m
aL(·, ξm)um‖
2
2 ≤ cn
∑
m
‖aL(·, ξm)um‖
2
2
≤ cn‖aL(·, ξm)‖
2
∞
∑
m
‖um‖
2
2 ≤ cn‖a‖
2
∞‖u‖
2
2.
(25)
This finishes the proof. 
Compactness of PDOs on a non-compact domain such as mixed open space we consider
is a subtle issue. This due to the fact that simply a decay of a(x, y, ξ) as ξ → ∞ is not
enough as it is in compact settings, see [16, 20]. To regain compactness under this condition
one has to insist on decay in spacial variables as well. We will be concerned only with the
case a ∈ Sm, m < 0. So, A is an integral operator with integrable kernel K. Let us first
state a general compactness condition for such operators. So, let us consider somewhat more
general integral operator
(26) Au(x) =
∫
Y
K(x, y)u(y)dy, x ∈ X,
where X, Y ⊂ Rn. If IY = supy∈Y
∫
X
|K(x, y)|dx and IY = supx∈X
∫
Y
|K(x, y)|dy are finite,
then by interpolation A : L2(Y )→ L2(X) is bounded, and
(27) ‖A‖L2(Y )→L2(X) ≤
√
IXIY .
Lemma 2.4. Suppose IX , IY <∞ and the following conditions hold
(decay at infinity):
(28) lim
R→∞
sup
|y|>R
∫
X
|K(x, y)|dx · sup
x∈X
∫
|y|>R
|K(x, y)|dy = 0,
and
(29) lim
R→∞
sup
|x|>R
∫
Y
|K(x, y)|dy · sup
y∈Y
∫
|x|>R
|K(x, y)|dx = 0.
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(smoothness): For any R > 0,
(30) lim
|z|→0
sup
|x|<R
∫
|y|<R
|K(x, y + z)−K(x, y)|dy = 0,
or
(31) lim
|z|→0
sup
|y|<R
∫
|x|<R
|K(x+ z, y)−K(x, y)|dy = 0.
Then A : L2(Y )→ L2(X) is compact.
Proof. Let X ′ ⊂ X and Y ′ ⊂ Y be two arbitrary bounded subdomains, and A′ : L2(Y ′) →
L2(X ′) be the restriction/projection of A. Let us show that A′ is compact. Let ϕε is a
standard supported on B1. Suppose that (30) holds for R large enough to engulf X
′, Y ′.
Consider the y-mollified kernel Kε(x, ·) = ϕε ⋆ K(x, ·), and A
′
ε the integral operator with
kernel Kε. Since Kε is bounded, Kε ∈ L
2(X ′ × Y ′), and hence A′ε is a compact Hilbert-
Schmidt operator. On the other hand,
‖A′ε − A
′‖2L2(Y ′)→L2(X′) ≤ 2IY sup
|x|<R,|z|<ε
∫
|y|<R
|K(x, y + z)−K(x, y)|dy→ 0,
as ε → 0. If the second smoothness condition (31) holds, we apply the same argument to
the dual operator (A′)∗ : L2(X ′)→ L2(Y ′), and compactness follows by duality.
Now with ε > 0 fixed, we choose R≫ 1 so that the expressions in (28) and (29) are smaller
than ε. Then in view of (27), the norms of A as an operator L2(|y| > R, y ∈ Y ) → L2(X)
and L2(Y ) → L2(|x| > R, x ∈ X) are less than ε. Yet A : L2(|y| < R, y ∈ Y ) → L2(|x| <
R, x ∈ X) is compact by the above. This finishes the proof. 
As a consequence of Lemma 2.1 and Lemma 2.4 we obtain the following result.
Theorem 2.5. Let a ∈ Sm(Ω) with m < 0 and A be the PDO on Ω given by (8). Suppose
that for all R > 0,
(32) lim
x,y→∞,|x−y|<R
sup
ξ∈Rn,|α|≤n+1
(1 + |ξ|)|α|+m|∂αξ a(x, y, ξ)| = 0.
Then A : L2(Ω)→ L2(Ω) is compact.
Proof. Recall that the kernel K of A satisfies the pointwise estimates of Lemma 2.1, i.e.
K(x, y) . C(x, y)F (x− y), where F ∈ L1(Ω) is independent of a. It remains to verify that
our condition (32) implies the hypotheses of Lemma 2.4. Let us fix R large. Then∫
Ω
|K(x, y)|dx .
∫
|x−y|<R
C(x, y)F (x− y)dx+ sup
x,y
C(x, y)
∫
|x−y|>R
F (x− y)dx.
In view of (32) in the limit as y →∞, the right hand side does not exceed 1
R
supx,y C(x, y),
which can be made arbitrarily small. Also, supx∈Ω
∫
|y|>R |K(x, y)|dy is of course bounded.
So, (28) holds, and (29) is proved similarly. Finally, conditions (30), (31) readily follow from
the local smoothness K ∈ C∞(x 6= y) and near diagonal integrability condition (14). 
This finishes our general discussion of PDOs on mixed domains.
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3. Spectrum of the linearization
The governing equations of a non-homogeneous ideal fluid are given by (1). We assume
the fluid is confined to the strip Ω = T × R, and is periodic in the first coordinate x1. Let
u0 = 〈U(x2), 0〉, ρ0 = ρ0(x2) be fixed. We assume
(33) U, ρ0 ∈ C
3(R), and U ′, U ′′, ρ′0, ρ
′′
0 → 0 as |x2| → ∞,
and
(34) ρ0 > 0, lim
x2→±∞
ρ0(x2) = ρ± > 0.
The pair (u0, ρ0) is a steady state solution to (1) with the hydrostatic pressure given by
∇p0 = −gρ0. The linearization around the steady state is given by (3). We assume that the
perturbation (v, r) is periodic in x1 direction, and has zero mean,
(35)
∫
T
v(x1, x2) dx1 =
∫
T
r(x1, x2) dx1 = 0,
for all x2 ∈ R. So, the Fourier support of perturbation belongs to Ω
∗
0 = {(ξ1, ξ2) : ξ1 ∈
Z\{0}, ξ2 ∈ R}, which remains away from the origin. Notice that this condition is preserved
by the system (3). In what follows, we will encounter amplitudes a(x, y, ξ) depending on
the vertical spacial coordinate only a = a(x2, y2, ξ), and are globally m-homogeneous in ξ.
The latter fact makes such an amplitude singular at the origin, but in view of the mean-zero
condition (35) the PDO (8) takes form
(36) Au(x) =
∫
Ω∗0
∫
Ω
a(x2, y2, ξ)e
i(x−y)·ξu(y)dydξ,
which restricts to the region |ξ| ≥ 1 in the outer integral. This allows us to replace the
amplitude with (1 − χ(ξ))a(x2, y2, ξ) without changing the action of the operator making
the new amplitude locally smooth and of proper class Sm. We assume from now on that
such modification has been made every time we consider an operator (36) without altering
notation for the amplitude.
Since a depends on the vertical coordinate, and integration in ξ2 is continuous, one can
integrate by parts and find that the new amplitude
(37) a(x, x, ξ) +
∫ 1
0
∂ξ2∂y2a(x, sx+ (1− s)y, ξ)ds = a0(x, ξ) + r(x, y, ξ).
defines the same operator.
3.1. Recovery of the pressure. Since vt + u0 · ∇v − v · ∇u0 is divergence-free, taking
divergence of the momentum equation, we obtain
(38) 2 div(v · ∇u0) + div(ρ
−1
0 ∇q) = div(~gρ
−1
0 r).
Since the form
∫
Ω
ρ−10 ∇q1 · ∇q2 dx is coercive on H
1(Ω) subject to the horizontal mean zero
condition, by the Riesz representation theorem, we have a well-defined linear bounded map
Q(v, r) = ∇q from L2 ×L2 to L2. We now in a position to track down the principal symbol
of this map with compactness control on the remainder operators. We have
2ρ0 div(v · ∇u0) + ∆q − ρ
−1
0 ∇ρ0 · ∇q = −g∂2r + gρ
−1
0 ρ
′
0r.
So,
∇q = −2∇∆−1ρ0 div(v · ∇u0) +∇∆−1ρ−10 ∇ρ0 · ∇q − g∇∆
−1∂2r + g∇∆−1ρ−10 ρ
′
0r
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Now, ∇∆−1ρ−10 ∇ρ0 · ∇q is a composition of Q and a PDO with the amplitude a(x, y, ξ) =
ξ
|ξ|2
∇ρ0(y)
ρ0(y)
. It clearly satisfies the hypothesis of our Lemma 2.4. So, this term contributes a
compact operator. For the same reason the map r → g∇∆−1ρ−10 ρ
′
0r is compact too. We
have
∇q = −2∇∆−1ρ0 div(v · ∇u0)− g∇∆−1∂2r +B1(v, r),
where B1 : L
2(Ω) × L2(Ω) → L2(Ω) is compact. Next, ∇∆−1ρ0 = ρ0∇∆−1 + B2, where
according to (37) B2 has amplitude a2(x, y, ξ) = ∂ξ2(ξ|ξ|
−2)
∫ 1
0
ρ′0(sx + (1 − s)y)ds. So, we
have
B2(div(v · ∇u0))(x) =
∫
Ω∗0
∫
Ω
a2(x, y, ξ)e
i(x−y)·ξ divy(v · ∇u0)(y)dydξ
= −
∫
Ω∗0
∫
Ω
∇ya2(x, y, ξ)∂u0(y)v(y)e
i(x−y)·ξdydξ
+
∫
Ω∗0
∫
Ω
a2(x, y, ξ)ξ · ∂u0(y)v(y)e
i(x−y)·ξdydξ.
(39)
Under the assumption (33) the two amplitudes ∇ya2(x, y, ξ)∂u0(y) and a2(x, y, ξ)ξ · ∂u0(y)
clearly satisfy Lemma 2.4. We thus obtain
ρ−10 ∇q = −2∇∆
−1 div(v · ∇u0)− gρ−10 ∇∆
−1∂2r +B3(v, r),
where B3 is compact. Finally we left-quantize the first PDO by replacing its amplitude
−2|ξ|−2ξ ⊗ ξ∂u0(y) with (according to (37))
−2|ξ|−2ξ ⊗ ξ∂u0(x)− 2∂ξ2(|ξ|
−2ξ ⊗ ξ)
∫ 1
0
∂u′0(sx+ (1− s)y)ds.
The latter is a symbol of class S−1 decaying as x and y go to +∞ or −∞ simultaneously,
which is sufficient for Lemma 2.4. It thus contributes a compact term. Putting all these
together we can rewrite our original system (3) in the advective form
(40) Vt + u0 · ∇V = A0(V ) +B(V ),
where V =
(
v
r
)
is the state variable, B is compact, and A0 is left-quantized PDO with a
matrix symbol given by
a0(x, ξ) =
[
−∂u0(x) + 2
ξ⊗ξ
|ξ|2 ∂u0(x)
g
ρ0(x)
ξ1ξ⊥
|ξ|2
∇ρ0(x) 0
]
: C3 → C3,
where ξ⊥ = 〈ξ2,−ξ1〉. The system is subject to constraints
(41) div v = 0,
∫
T
V (x1, x2)dx1 = 0.
3.2. Microlocal structure of the semigroup. Let Gt : L
2
div(Ω) → L
2
div(Ω) be the semi-
group (in fact group) generated by the system (40). Here L2div(Ω) stands for the space of
L2-integrable fields V satisfying (41). Let C denote the Calkin algebra over L2div(Ω), i.e.
the space of bounded operators over L2div(Ω) modulo compact, endowed with the natural
factor-norm. By definition, ress(Gt, L
2
div(Ω)) is the spectral radius of Gt as an element of the
C∗-algebra C. By the classical Nussbaum Theorem, [12], ress coincides with the radius of the
Browder spectrum as well as the Fredholm spectral radius.
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Similar to the periodic case considered in [18] we seek to describe the PDO structure of
Gt up to a compact operator. As in [18] one expects that the essential dynamics of (3) is
governed by the finite dimensional dynamical system given by
(42)

xt = u0(x)
ξt = −∂u
⊤
0 (x)ξ
bt = a0(x, ξ)b.
To recall, (42) represents the leading order dynamics written in Lagrangian coordinates of
the evolution of the WKB ansatz
V (x, t) = b(x, t)eiS(x,t)/ε +O(ε),
where ξ = ∇xS and (b1, b2) · ξ = 0. The first two equations of (42) determine the flow on the
cotangent bundle of Ω, i.e. T ∗Ω = Ω×R2. With our stratification case, the flow is explicitly
given by
(43) χt(x1, x2; ξ1, ξ2) = (U(x2)t+ x1, x2; ξ1,−U
′(x2)ξ1t+ ξ2).
The b-equation is the non-autonomous system of the flow χt:
(44) bt = a0(χt(x0, ξ0))b.
Notice that the orthogonality condition (b1, b2) · ξ = 0 is preserved. So, the system (42)
generates a cocycle (fundamental solution) Bt(x, ξ) over the flow χt acting on the fiber bundle
F over Ω× (R2\{0}) with fibers given by F (x, ξ) = F (ξ) = {b ∈ C3 : (b1, b2) · ξ = 0}. Note
that F is smooth. It will significantly simplify the arguments to view Bt as a restriction to F
of a “free” cocycle, also denoted Bt, obtained by considering the ODE (44) with unrestricted
initial condition b0 ∈ C
3. This way, Bt(x, ξ) can be viewed as a (x, ξ)-dependent 3 × 3
matrix, for which we can make sense of partial derivatives without resorting to covariant
differentiation. Now, it follows directly from the form of the symbol a0 and the classical
ODE theory that {Bt(x, ξ)}t≥0,x∈Ω,ξ 6=0 is smooth, 0-homogeneous in ξ, depends spacialy only
on x2 coordinate, and remains uniformly smooth on any finite time interval, i.e. for all α, β,
supt<T,x∈Ω,ξ∈S ‖∂
α
x ∂
β
ξBt(x, ξ)‖ <∞. In particular, it defines a matrix symbol of class S
0(Ω).
We need to establish stabilization at infinity to conclude that the symbol ∂ξ∂x2Bt(x, ξ) defines
a compact operator. It will be a consequence of Theorem 2.5 and the following.
Lemma 3.1. For every β and T , one has
(45) lim
x2→±∞
sup
0<t<T,ξ∈S
‖∂βξ ∂x2Bt(x, ξ)‖ = 0.
Proof. Let us assume first β = 0, and differentiate the b-equation in x2:
(46) ∂t∂x2Bt(x, ξ) = ∂x2(a0(χt(x, ξ)))Bt(x, ξ) + a0(χt(x, ξ))∂x2Bt(x, ξ).
Since, clearly ∂x2B0(x, ξ) = ∂x2Id = 0, by Duhamel principle we obtain
(47) ∂x2Bt(x, ξ) =
∫ t
0
Bt−s(χs(x, ξ))∂x2(a0(χs(x, ξ)))Bs(x, ξ)ds.
Since by uniqueness inft<T,ξ∈S |ξ(t)| > 0, a routine computation shows that
sup
s<T,ξ∈S
|∂x2(a0(χs(x, ξ)))| . |ρ
′
0(x2)|+ |ρ
′′
0(x2)|+ |U
′(x2)|+ |U ′′(x2)| → 0.
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This establishes Lemma 3.1 for β = 0. The case |β| > 0 goes by induction, differentiating
(47) and using the fact that for any β, sups<T,ξ∈S |∂
β
ξ ∂x2(a0(χs(x, ξ)))| is controlled by the
same |ρ′0(x2)|+ |ρ
′′
0(x2)|+ |U
′(x2)|+ |U ′′(x2)|.

Let π(ξ) : C3 → F (ξ) be the orthogonal projection. Note that π ∈ S0. Let Π = Op[π] :
L2(Ω)→ L2div(Ω) also be the orthogonal projection. Here as before L
2(Ω) denotes the space
with zero mean condition in horizontal direction. Let ϕt : Ω→ Ω be the integral flow of u0,
i.e. ϕt(x1, x2) = (U(x2)t + x1, x2).
Lemma 3.2. For each t the action of the semigroup Gt is given by
(48) Gtu = Π[(Op[Bt]u) ◦ ϕ−t] +Ktu,
where Kt is a compact operator on L
2
div(Ω), and
Op[Bt]u(x) =
∫
Ω∗0
Bt(x, ξ)uˆ(ξ)e
iξ·xdξ.
Let us make some preliminary observations. First, the system with eliminated pressure
(40) defines a semigroup on the whole space L2(Ω) too. Indeed, the advection u0 · ∇ is
clearly a generator while the rest is a bounded operator given by a combination of explicit
PDOs and an implicit operation Q(v, r) = ∇q which solves (38) boundedly even if the input
v is not divergence-free. This semigroup, also denoted Gt with a little abuse, leaves L
2
div(Ω)
invariant and of course the restriction restores the original semigroup (see discussions in []).
If we prove the formula
(49) Gtu = (Op[Bt]u) ◦ ϕ−t +Ktu,
on the entire space L2(Ω), where Gt and Bt are the extentions, then by restricting it and
projecting it to L2div(Ω) will give the required (48).
Second, we will need the composition and change of variables formulas recast in our mixed
domain settings with compactness check on remainders. Let a(x2, ξ) ∈ S
0 be a matrix symbol
that depends only on x2. Then we have
(50) Op[a] ◦Op[Bt] = Op[a ◦Bt] + comp.
(Note that the usual proper support assumption is not necessary here as we are not seeking
full asymptotic expantion of the composition symbol, and the composition makes sense as
both operators are bounded on L2). Indeed, according to (37) another amplitude of Op[Bt]
is given by Bt(y, ξ) −
∫ 1
0
∂ξ2∂y2Bt(sx2 + (1 − s)y2, ξ)ds. It follows from Lemma 3.1 and
Lemma 2.4 that Op[Bt(x, ξ)] differs from Op[Bt(y, ξ)] by a compact operator. On the other
hand,
Op[a(x, ξ)] ◦Op[Bt(y, ξ)]u(x) =
∫
Ω∗
∫
Ω
a(x, ξ)Bt(y, ξ)u(y)e
i(x−y)·ξdydξ.
But then again by (37), the amplitude a(x, ξ)Bt(y, ξ) can be replaced with
a(x, ξ)Bt(x, ξ) +
∫ 1
0
∂ξ2(a(x2, ξ)∂y2Bt(sx2 + (1− s)y2, ξ))ds.
The symbol under the integral again gives a compact operator and (50) is proved. And
finally, the change of variable formula:
(51) (Op[a ◦ χt]u) ◦ ϕ−t = Op[a](u ◦ ϕ−t) + comp.
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Indeed, making routine change of variables on the right hand side we obtain
(Op[a ◦ χt]u)ϕ−t = Op[a˜](u ◦ ϕ−t),
where
a˜(x, y, ξ) = a
(
x, ∂⊤ϕ−t(x)
(∫ 1
0
∂⊤ϕ−t(sy + (1− s)x)ds
)−1
ξ
)
,
or more explicitely,
a˜(x, y, ξ) = a
(
x2, ξ1, tξ1
(∫ 1
0
U ′(sy2 + (1− s)x2)ds− U ′(x2)
)
+ ξ2
)
.
In view of (37) we can replace this amplitude with
a(x, ξ) +
∫ 1
0
∫ 1
0
∂2ξ2a
(
x2, ξ1, tξ1
(∫ 1
0
U ′(s(τx2 + (1− τ)y2) + (1− s)x2)ds− U ′(x2)
)
+ ξ2
)
tsξ1U
′′(s(τx2 + (1− τ)y2) + (1− s)x2)dsdτ.
The latter identifies a symbol in class S−1 that satisfies Lemma 2.4. This proves (51).
Proof of (49) and hence Lemma 3.2. Let v0 be in the domain the generator of (40). Let
u(t, x) = (Op[Bt]v0)(ϕ−t(x)). Then u(t, ϕt(x)) satisfies
(ut + u0 · ∇u)(t, ϕt(x)) = Op[(a0 ◦ χt)Bt]v0(x),
as follows from (44). So, in view of (50) and (51),
ut + u0 · ∇u = (Op[(a0 ◦ χt)Bt]v0) ◦ ϕ−t
= (Op[a0 ◦ χt] ◦Op[Bt]v0) ◦ ϕ−t + compt(v0)
= Op[a0]((Op[Bt]v0) ◦ ϕ−t) + compt(v0)
= Op[a0]u+ compt(v0).
(52)
We see that u satisfies the same equation as Gtv0 up to a compact perturbation. By
Duhamel’s principle, this implies (49). 
Before we proceed, let us discuss asymptotic behavior of Bt at infinity. Let us notice that
as x2 → ±∞, the principal symbol a0 converges to
[
0 gρ−1
±∞
ξ1ξ⊥|ξ|−2
0 0
]
, whose cocycle is explicit.
So, let us fix a monotone positive function ρ¯ so that limx2→±∞ ρ¯(x2) = ρ±∞ and ρ¯
′, ρ¯′′ → 0
at infinity. Let us consider the new symbol
a¯(x, ξ) =
[
0 g
ρ¯(x2)
ξ1ξ⊥
|ξ|2
0 0
]
.
It generates the cocycle
B¯t(x, ξ) =
[
Id g
ρ¯(x2)
ξ1ξ⊥
|ξ|2 t
0 Id
]
over the stationary phase flow (x, ξ)→ χt(x, ξ).
Lemma 3.3. We have for all α
(53) lim
x2→±∞
sup
ξ∈S
‖∂αξ (Bt(x, ξ)− B¯t(x, ξ))‖ = 0.
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Proof. We have
∂t(Bt − B¯t) = a0(χt(x, ξ))(Bt − B¯t) + (a0(χt(x, ξ))− a¯(x, ξ))B¯t.
Since B0 − B¯0 = 0, by Duhamel,
(54) Bt − B¯t =
∫ t
0
Bt−s(χs(x, ξ))(a0(χs(x, ξ))− a¯(x, ξ))B¯s(x, ξ)ds.
We have
a0(χs(x, ξ))− a¯(x, ξ) = a0(x2, ∂ϕ
−⊤
s (x)ξ)− a¯(x2, ξ),
and ∂ϕ−⊤s (x) → Id as x2 → ±∞ uniformly on 0 ≤ s ≤ t. On the other hand ∂
α
ξ a0(x, ξ) →
∂αξ a¯(x, ξ) uniformly in ξ ∈ S. Thus,
∂αξ (a0(x2, ∂ϕ
−⊤
s (x)ξ)− a¯(x2, ξ)) = ∂
α
ξ a0(x2, ∂ϕ
−⊤
s (x)ξ)(∂ϕ
−⊤
s (x))
α − ∂αξ a¯(x2, ξ)→ 0
uniformly as desired. Applying ∂αξ to (54) we obtain (53). 
Lemma 3.4. For each t we have
(55) sup
x∈Ω,ξ∈S
‖Bt(x, ξ)‖F (ξ)→F (ξ) ≤ ‖Gt‖C ≤ C sup
x∈Ω,ξ∈S
‖Bt(x, ξ)‖F (ξ)→F (ξ),
where C > 0 is an absolute constant.
Proof. The bound from below is relatively easy to show. Let us first observe that in view of
(50) and (51),
Gtu = (Op[π ◦ χt] Op[Bt]u) ◦ ϕ−t + comp = (Op[Bt]u) ◦ ϕ−t + comp.
(In the latter the operators are to be understood as L2div(Ω)→ L
2(Ω), but the sum is valued in
L2div(Ω)). So, let ε > 0 be arbitrary, and let x0 ∈ Ω, ξ0 ∈ S, b0 ∈ F (ξ0), |b0| = 1 be such that
|Bt(x0, ξ0)b0| > M − ε, M = supx∈Ω,ξ∈S ‖Bt(x, ξ)‖F (ξ)→F (ξ). Let U0 be an open neighborhood
of x0 in which |Bt(x, ξ0)b0| > M − ε for all x ∈ U0. Let us fix h ∈ L
2(Ω) ∩ C∞0 (U0) with
‖h‖2 = 1, and consider sequence uδ = Π(b0h(x)e
iξ0·x/δ). By the classical localization principle
(note that h is compactly supported, see [16]) we have uδ = b0h(x)e
iξ0·x/δ +O(δ), as δ → 0,
and certainly uδ → 0 weakly in L
2. Again, by localization and compactness of remainders,
Gtuδ(x) = Bt(ϕ−t(x), ξ0)b0h(ϕ−t(x))eiξ0·ϕ−t(x)/δ + o(1).
So, ‖Gtuδ‖L2 ≥ infx∈U0 |Bt(x, ξ0)b0|−o(1) > M −ε−o(1). This establishes the lower bound.
Now, let us fix a large R > 0, and consider a smooth rescaled cut-off function φR(ξ) =
φ(ξ/R). By Lemma 2.3 the norm of Op[(1− φR)Bt] for large R enjoys the necessary bound.
On the other hand, by Lemma 3.3, Op[φRBt] = Op[φRB¯t] up to a compact operator. Yet,
‖Op[φRB¯t]‖C ≤ ‖Op[φRB¯t]‖L2→L2 ≤ C
(
1 +
g
min{ρ∞, ρ−∞}
)
,
where in the latter inequality we used explicit form of the symbol B¯t and monotonicity of ρ¯.
Clearly, 1 + g
min{ρ∞,ρ−∞} ≤M . So, this term is also under control. 
Let us denote by µ the classical Lyapunov-Oseledets exponent of the b-cocycle
(56) µ = lim
t→∞
1
t
log sup
x∈Ω,ξ∈S
‖Bt(x, ξ)‖F (ξ)→F (ξ).
As a consequence of Lemma 3.4 and the general results of the spectral theory we obtain the
desired result.
16 ROMAN SHVYDKOY
Theorem 3.5. The essential spectral radius of the semigroup operator at each t is given by
(57) ress(Gt, L
2
div(Ω)) = e
tµ.
We briefly discuss an extension of Theorem 3.5 to the case of Sobolev spaces. Let us fix
a smoothness parameter m ∈ R, not necessarily an integer, and consider the corresponding
Sobolev space
(58) Hmdiv = {u ∈ H
m : uˆ(ξ) ∈ F (ξ), for all ξ ∈ Ω∗0}.
The equation (40) generates a group {Gmt }t∈R on H
m
div as well. We follow the argument of
[18, Section 3.5] to reduce the Sobolev case back to L2div(Ω). We consider the isomorphism
Im = |∇|
m : Hmdiv → L
2
div(Ω). Let Lm denote the generator of the group {G
m
t }t∈R on
Hmdiv. Consider a new generator L0 = ImLmI
−1
m on L
2
div(Ω). Clearly, if G
0
t = e
tL0 , then
G0t = ImG
m
t I
−1
m , and so the spectrum of G
0
t on L
2
div(Ω) is equal to the spectrum of G
m
t on
Hmdiv. The technique developed above allows to apply the classical composition formula for
symbols, giving the operator L the same advective structure as the original PDE (40) with
its principal symbol given by
am(x, ξ) = a0(x, ξ)−m(∂u
⊤
0 (x)ξ, ξ)|ξ|
−2 Id .
The corresponding b-cocycle Bm is given by
(59) Bmt (x, ξ) =
∣∣∂ϕ−⊤t (x)ξ∣∣mBt(x, ξ),
where Bt(x, ξ) is the original cocycle. The analysis above therefore applies to the semigroup
with leading order PDO given by the new cocycle Bmt as its symbol, and hence we conclude
the formula for Gmt :
(60) ress(Gt, H
m
div) = e
tµm .
where
(61) µm = lim
t→∞
1
t
log sup
x∈Ω,ξ∈S
‖Bmt (x, ξ)‖F (ξ)→F (ξ).
However, the flow ϕt is linear, and hence, it contributes no term of non-trivial exponential
type. This readily implies that µm = µ for all m ∈ R.
Corollary 3.6. The essential spectral radius of the semigroup on Hmdiv is given by
(62) ress(Gt, H
m
div) = e
tµ.
3.3. Formula for µ. Let us now compute the value of µ explicitly. First recall, from the
basic cocycle theory that µ is determined by the local Lyapunov exponents:
µ = sup
x∈Ω,ξ∈S,b0∈F (ξ),|b0|=1
lim
t→∞
1
t
log |Bt(x, ξ)b0|.
So, it suffices to investigate growth of individual solutions to (44). Let us write b = (b1, b2, r).
The system (44) in components reads
(63)

b˙1 = −U
′(x2)b2 + 2U ′(x2)
ξ21
|ξ|2
+
gξ1ξ2
ρ0|ξ|2
r
b˙2 = 2
ξ1ξ2
|ξ|2
U ′(x2)b2 −
gξ21
ρ0|ξ|2
r
r˙ = −b2ρ
′
0(x2).
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Eliminating r from the second equation, we obtain the following ODE for u = b2:
u¨− 4
ξ1ξ2
|ξ|2
U ′(x2)u˙+
[
4(U ′(x2))2 −
gρ′0
ρ0
]
ξ21
|ξ|2
u = 0.
Making the change
(64) v = exp
{
2ξ1U
′(x2)
∫
ξ2
|ξ|2
dt
}
u
we obtain the Sturm-Liouville problem
(65) v¨ + p(t)v = 0,
where
p(t) =
[
4(U ′(x2))2 −
gρ′0
ρ0
]
ξ21
|ξ|2
+ 2ξ1U
′(x2)
(
ξ2
|ξ|2
)
t
− 4
[
ξ1ξ2
|ξ|2
U ′(x2)
]2
.
Suppose that U ′(x2) = 0. Then v = u, ξ is stationary, and we have
u¨−
gρ′0
ρ0
ξ21
|ξ|2
u = 0.
It now depends on the sign of ρ′0(x0). If it is positive, which corresponds to the Rayleigh-
Taylor unstable regime, we obtain exponentially growing solutions with maximum exponent
given by
√
gρ′0
ρ0
. Otherwise we have oscillatory or linear solutions with 0 exponential growth.
Suppose U ′(x2) 6= 0. In the case ξ1 = 0 we again obtain linear solutions. Otherwise, let
us notice that
lim
t→∞
t2p(t) = 2−
gρ′0
ρ0(U ′)2
= p0.
So, comparing solutions of (65) with the classical Euler equation v′′ + p0
t2
v = 0 we conclude
that v has only polynomial growth. Hence, so does u since the exponent in (64) contributes
a polynomial term too. We see that in this case the local Lyapunov exponent vanishes. We
thus arrive at the following formula
(66) µ = max
{
0, sup
x:U ′(x)=0,ρ′0(x)>0
√
gρ′0(x)
ρ0(x)
}
.
Let us make two observations. When ρ′0(x) ≤ 0 at all critical points of the shear U , it is
clear that µ = 0. Thus, variations in the background velocity profile changes the character
of the Rayleigh-Taylor instability from shortwave to possibly longwave. If U ≡ 0, then
µ > 0 whenever there is a point where ρ′0 > 0 and thus Rayleigh-Taylor instability takes
a shortwave nature. However as shown in Guo and Hwang [6], this exponent µ is a limit
from below of a sequence of exact eigenvalues as well, and moreover, µ is the exponential
rate of the semigroup. Thus, there is no spectrum beyond µ in this case. In fact, [6] uses a
variational formula for the exponent:
(67) Λ2 = sup
v∈L2(Ω)
∫
gρ′0v
2dx∫
ρ0v2dx
.
But, relabeling f = ρ0v
2, we see that the above sup becomes
(68) Λ2 = sup
‖f‖
L1(Ω)=1,f≥0
∫
gρ′0
ρ0
fdx = µ2.
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So, the two exponents coincide in the case when U = 0.
3.4. Unstable states with neutral essential spectrum. Let us fix a steady state with
a shear U ′ 6= 0 at any point where ρ′0 > 0, thus making the essential spectrum neutral. Let
us form the classical ansatz
Let us note that (5) is the full linearized system.
Theorem 3.7. Suppose U ′(y) 6= 0 and ρ′0(y) > 0 for all y ∈ R, and let all the assumptions
(33), (34) be satisfied. Then for every k ∈ N there exists an ε0 > 0 such that for every
|ε| < ε0 the state (εU, ρ0) has a solution (c, φ, r) with Im c > 0, and r, φ ∈ H
m(R) for all
m > 0.
Proof. Let us recall that for ε = 0 there exists an unstable solution to (5) for every k > 0 as
shown in [6]. Namely, it results through solving the variational problem, ck = i
λk
k
, where
λ−2k = inf
φ∈H1
∫
ρ0 (k
−2(φ′)2 + φ2) dy∫
gρ′0φ2dy
Let φk be the solution. It is a unique minimizer. Indeed, the corresponding ODE (5) has
explicit Wronskian, W (y)ρ0(y) = W (0)ρ0(0). Thus, if one solution decays to zero the other
one has to grow, thus not in H1. Let us define the operator
Lcφ = −(ρ0φ
′)′ + k2ρ0φ+
gρ′0
c2
φ.
and functional
F (ε, c, w) = −(ρ0(φk + w)
′)′ + k2ρ0(φk + w) + ε
(ρ0U
′)′
εU − c
(φk + w) +
gρ′0
(εU − c)2
(φk + w)
F : R× C+ ×Hm+2 → Hm,
where C+ = {c ∈ C : Im c > 0}. Then F is a C1 map. Note that F (0, c, w) = Lc(φk + w),
and hence F (0, ck, 0) = Lckφk = 0. Taking variational derivatives we obtain
DcF (0, ck, 0)α = −α
1
c3k
gρ′φk
DwF (0, ck, 0)w = Lckw.
(69)
To avoid degeneracy let us restrict the functional F toW = Hm+2⊖[φk]. ThenDc,wF (0, ck, 0) :
W → Hm is an isomorphism. Indeed, first, the range of Lck is one-codimensional in H
m since
Lck is self-adjoint and has a one-dimensional kernel. The element ρ
′
0φk does not belong to
the range, for if it does we would have had equality Lckw = ρ
′
0φk for some w ∈ W . Testing it
with φk and using symmetry of Lck we obtain
∫
ρ′0|φk|
2dy = 0. However, by the assumption
of the Lemma ρ′0 > 0 pointwise, implying φk = 0. Hence, the range of Dc,wF (0, ck, 0) is
Hm. Injectiveness follows similarly. By the Implicit Function Theorem, there exists ε0 > 0
such that for all |ε| < ε0 there exists a unique solution to F (ε, cε, wε) = 0. The higher order
smoothness of wε is trivial from elliptic estimates. The corresponding rε can be restored
from the second equation in (5) using that U − c never vanishes for c ∈ C+. 
With the results of the previous section we see that the theorem provides plenty of examples
of steady states with neutral essential spectrum in L2div(Ω), yet non-trivial unstable discrete
spectrum.
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