This paper provides the analysis of capacity expressions in multi-user and multi-cell systems when the transmitters and receivers have a large number of correlated antennas. Our main contribution mathematically translates into a deterministic equivalent of the Shannon transform of a class of large dimensional random matrices. This class of large matrices is used in this contribution to model (i) multi-antenna multiple access (MAC) and broadcast channels (BC) with transmit and receive channel correlation, (ii) multiple-input multiple-output (MIMO) communications with inter-cell interference and channel correlation both at the base stations and at the receiver. These models extend the classical results on multi-user MIMO capacities in independent and identically distributed (i.i.d.) Gaussian channels to the more realistic Gaussian channels with separable variance profile. On an information theoretical viewpoint, this article provides: in scenario (i), an asymptotic description of the MAC and BC rate regions as a function of the transmit and receive correlation matrices and independently of the random channel realizations; an asymptotic expression of the capacity maximizing covariance matrices in the uplink MAC and downlink BC; a water-filling algorithm which, upon convergence, is proved to converge to the capacity achieving power allocation at the transmitters both in MAC and BC. In scenario (ii), the article provides: an expression of the single-user decoding capacity and minimum mean square error (MMSE) decoding capacity when interference is treated as Gaussian noise with a known variance profile; for single-user decoding, the capacity achieving antenna power allocation policy at the transmitter.
receive antenna arrays at both communication sides. In present wireless mobile networks, the scarcity of available frequency resources has led to a widespread incentive for MIMO communications. Due to space limitations, mobile designers now embed more and more antennas in small devices, which inevitably spawns non-negligible correlation effects on the achievable transmission rates. Since MIMO systems come along with a tremendous increase in signal processing requirements (which naturally imply a large non-linear increase in power consumption), both base station and mobile manufacturers need to accurately assess the exact cost of bit rate increases on finite size devices, prone to experience strong transmit and receive correlation.
Multi-cell and multi-user systems are among the scenarios of main interest to cellular service providers. The scope of the present study (which, we will see, can be extended to a larger set of mobile communications scenarios) lies in the following two wireless communication systems, which the authors consider of most valuable interest, 1) the multiple access channels (MAC) in which a certain quantity K transmitters, hereafter assimilated as the terminal users, intend to transmit information to a unique receiver, hereafter referred to as the base station; and the dual broadcast channels (BC) in which the base station aims at multi-casting information to the K users. While the major scientific breakthroughs in multi-antenna broadcast channels are quite recent, see e.g. [19] , the practical applications are foreseen to arise in a near future with the so-called multi-user MIMO techniques to be used in future Long Term Evolution standards [1] .
2) the single-user decoding and minimum mean square error (MMSE) decoding [8] in multi-cell scenarios. In most current mobile communication system, the network wide planning is composed of multiple overlapping cells, controlled by non-cooperating base stations. In these conditions, the achievable rates for every user in a cell, assuming no intra-cell interference, corresponds to the capacity of the single-user decoding scheme in which interfering signals are treated as Gaussian noise with a known correlation pattern. However, single-user decoders are not linear decoders and are often replaced in practical applications by the cheaper linear MMSE decoders; these decoders maximize the signal-to-interference plus noise (SINR) at the receiver.
The achievable rate region of MIMO MAC and BC channels for generic channels have been known since the successive contributions of Goldsmith [19] , who established an important duality link between MAC rate regions and BC rate regions in vector channels, and Shamai [21] , who demonstrated the MIMO extension of Goldsmith's result. These important contributions provide the general descriptions of the rate regions under no specific underlying channel model. The most notable result in the line of the current study is due to Tulino [2] , which provides an asymptotic capacity expression of point-to-point MIMO systems when the channel random matrix is composed of i.i.d. Gaussian entries. This result naturally extends to multiple users by dividing the MIMO channel matrix into K sub-matrices; this therefore allows one to obtain a description of the MAC and BC rate regions for the uncorrelated Gaussian channels, which in shown in [2] to depend only (i) on the signal to noise ratio (SNR) at the receivers and (ii) on the ratio c = N/n between the number N of transmit antennas at the base station and the number n of receive antennas at all receivers. Tulino also provides an expression of the capacity achieving power allocation policy at the base station. In [22] , Ulukus derives the capacity achieving power allocation policy for a finite number of antennas at all transmit/receive devices in the case of K users whose channels H k , 1 ≤ k ≤ K, are modelled as Kronecker channels, i.e. Gaussian with separable variance profile,
k , where R k , T k are Hermitian nonnegative definite 1 and X k is random with i.i.d. Gaussian entries; however, Ulukus (i) does not provide a theoretical large dimensional expression of the resulting capacity, (ii) makes the strong assumption that all R k matrices are equal. It is in fact rather straightforward to observe that, under the assumption that all all R k share the same eigenspace, the result from [2] is easily extensible. When the R k matrices have no trivial link, the problem is more complex and requires different mathematical tools. Regarding multi-cell networks, to the authors' knowledge, few contributions treat simultaneously the problem of multi-cell interference in more structured channel models than i.i.d. Gaussian channels. In [12] , the authors carry out the performance analysis of TDMA-based networks with inter-cell interference. In [13] , a random matrix approach is used to study large CDMA-based networks with inter-cell interference. In our particular MIMO context, we mention very importantly the work of Moustakas [10] who conjectures an analytic solution the MMSE decoding problem with antenna correlation, using replica methods [11] 2 .
Practical channel models, as recalled earlier, prove more challenging than mere i.i.d. Gaussian channels. Small distances between antennas embedded in the wireless devices as well as solid angles of transmission and reception of signal energy tend to correlate (potentially strongly) the emitted and received signals. A largely spread channel model, which naturally unfolds from the knowledge of a correlation pattern at the transmitter and at the receiver is the so-called Kronecker model, which mathematically translates into random matrices with i.i.d. Gaussian entries with separable correlation profile, as previously recalled. This model is of particular interest when no line of sight component is present in the channel and when a sufficiently large number of scatterers is found in the communication medium. This is the model we will consider in the following. However, note that in the impressive contributions [24] and [25] , Loubaton et al. provide a deterministic equivalent of capacity of a point-to-point MIMO channel [24] and its corresponding capacity achieving input covariance matrix [25] when the channel H is modelled as Ricean, i.e. H = A + X where A is some deterministic matrix, standing for the line-of-sight component, and X is Gaussian with general variance profile (E[|X i j| 2 ] = σ ij ). Both [24] and [25] will be heavily used in the following.
Of particular practical interest is also the theoretical work of Tse [9] on MIMO point-to-point capacity in both uncorrelated and correlated channels, which are validated by ray-tracing simulations.
The main contribution of this paper summarizes into two major mathematical theorems, contributing to the field of random matrix theory, and an important water-filling algorithm enabling to describe the envelop of the MAC and BC rate region. On a purely mathematical viewpoint, we provide a deterministic equivalent of the Stieltjes transform of the sum B N of K Gaussian matrices with separable variance profile R
k are then defined as their unique nonnegative definite square root. 2 we purposely use the term 'conjecture' to underline the fact that replica methods are not (yet) mathematically reliable as they rely on a limit-integral inversion conjecture.
Hermitian, X k i.i.d. Gaussian, plus a deterministic nonnegative Hermitian matrix S,
This result extends the recent results from Taricco [5] and Honig [3] in which, respectively, all R k matrices are equal or share the same eigenspace. The main consequence of letting the R k matrices unconstrained is that no limit (for large N ) eigenvalue distribution of B N is available, even when the R k and T k matrices have a limit eigenvalue distribution. Therefore, classical results from random matrix theory are not usable here. The second major result lies in a deterministic equivalent of the Shannon transform V(σ 2 ) of B N , obtained by integration of the deterministic equivalent of the Stieltjes transform. This result extends [2] to multiple channels with separable variance profile.
The remainder of this paper is structured as follows: in Section II, we provide a quick summary of our results and discuss the extent of their applicability. In Section III, we provide the two main mathematical theorems needed for practical applications in the subsequent sections. The complete proofs of both theorems are provided in the appendix. In Section IV, the rate region of MAC and BC channels and the capacity of single-user decoding and MMSE decoding with inter-cell interference are studied. In this section, we will introduce our third main result:
an iterative water-filling algorithm to describe the boundary of the MAC and BC rate regions. In Section V, we provide simulation results of the previously derived theoretical formulas and discuss the advantages and limitations of the deterministic equivalents. Finally, in Section VI, we give our conclusions.
Notation: In the following, boldface lower-case symbols represent vectors, capital boldface characters denote matrices (I N is the N × N identity matrix). X ij denotes the (i, j) entry of X. The Hermitian transpose is denoted (·) H . The operators tr X, |X| and X represent the trace, determinant and spectral norm of matrix X, respectively.
The symbol E[·] denotes expectation. The notation F Y stands for the empirical distribution of the eigenvalues of the Hermitian matrix Y. The function (x) + equals max(x, 0) for real x.
II. SCOPE AND SUMMARY OF MAIN RESULTS
In this section, we summarize the main results of this paper and explain how they naturally help to study, in the present multi-cell multi-user framework, the effects of channel correlation on the antenna rate efficiency, which we define as the mean achievable rate provided by each transmit/receive antenna.
A. General Model
Consider a set of K wireless entities which purpose is to communicate with another wireless device, either in downlink or in uplink, at the 'best' possible rate performance 3 . For clarity and without generality restriction, consider here the uplink scenario. Denote H k the channel matrix model between the k th transmitter k and the receiver. Then, assuming a large number of scatterers in the medium between both entities and no line-of-sight vision, it is often accurate to consider that H k is modelled as Kronecker,
where, as already mentioned, the N ×N matrix R 1 2 k and the n k ×n k matrix T 1 2 k are respectively the only nonnegative square roots of the Hermitian nonnegative matrices R k and T k , and X k is a realization of a random Gaussian matrix 4 . The matrices T k and R k in this scenario model the correlation present in transmitted signals by user k and received signals at the receiver. It is important to stress out that those correlation patterns emerge both from the one-to-one antenna spacings on the volume limited device and from the solid angles of useful transmitted and received energy. Without this second factor, it would make sense that all R k are equals, which was claimed for instance in [22] . However, this would mean that signals are received isotropically at the receiver, which turns out to be often too strong an assumption to characterize practical communication channels. This being said, the only sensible restriction that one can make on the matrices R k and T k is for their diagonal entries to be less or equal to one, and then for their spectral norms to be less than N and n k respectively. We will see that our results require stronger hypothesis, which limits the scope of their usage to relatively low correlations.
As will be evidenced by the information theoretic applications of Sections IV-A and IV-B, most multi-cell or multi-user capacity performance relies more or less directly on the so-called Stieltjes transform m N (z) of matrices
for some given subset S of {1, . . . , K}.
The Stieltjes transform
Of importance is the Shannon transform, denoted V(x), of B S N , which we define, for x > 0, as
B. Main results
The main results of this work related to random matrix theory come as follows,
• we first present a theorem, namely Theorem 1, which provides a deterministic equivalent of the Stieltjes transform of generalized B S N -like matrices, under the assumption that, with growing N and n k (with non 4 Gaussian matrices often refer to random matrices with i.i.d. Gaussian entries. trivial ratio 0 < c = N/n ≪ N ) the sequences {F T k } n k and {F R k } N are tight. This is, we provide an approximation of m N (z) which does not depend on the realization of the X k matrices. The tight sequence assumption prohibits the degenerated cases of very strong correlation in R k and T k , which exhibit at least one eigenvalue of order of magnitude N 5 .
• we then provide in Theorem 3 a deterministic equivalent
N . For this theorem, the assumptions on the R k and T k matrices are more constraining, since we need to assume here uniformly (with respect to N ) bounded spectral norms.
The major practical interest of Theorems 1 and 3 lies in the possibility to analyze capacity expressions, no longer as stochastic variables depending on the matrices X k but as approximations of deterministic quantities. The study of those quantities are in general simpler than the study of the stochastic expressions, even if the deterministic results are actually solutions of involved implicit equations (see Section III). In particular, remember that our problematic introduced in Section I is to study the trade-off 'capacity gain' versus 'cost' of additional transmit/receive antennas. those of the transmit correlation matrices; we show that this strategy does optimize the deterministic equivalent, though.
III. MATHEMATICAL PRELIMINARIES
In this section, we successively introduce our main random matrix theoretical result, namely Theorem 1, which provides a deterministic equivalent for the Stieltjes transform of matrices B N of the type (1). The underlying assumptions of this theorem are made as large as possible for mathematical completeness. The Shannon transform of B N is then provided in Theorem 3, under tighter assumptions on the correlation matrices R k and T k .
Theorem 1: Let K ∈ N be some positive integer. For some N ∈ N * , let
be an N × N matrix with the following hypothesis for all k ∈ {1, . . . , K},
is N × n k with the X k ij identically distributed complex for all N , i, j, independent for each fixed N , and E|X
k is the N × N Hermitian nonnegative definite square root of the nonnegative definite Hermitian matrix
, the Stieltjes transform of B N . Then, as all N and n k grow large (while K is fixed), with ratio c k
where
and the set of functions {e i (z)}, i ∈ {1, . . . , K}, form the unique solution to the K equations
Moreover, for any ε > 0, the convergence of Equation (10) is uniform over all any region of C bounded by a contour interior to
Proof: The proof of Theorem 1 is deferred to Appendix A.
Looser hypothesis will be used in the applications of Theorem 1 provided in Section IV. We will specifically need the corollary hereafter, Corollary 2: Let K ∈ N be some positive integer. For some N ∈ N * , let
with c k = N/n k .
Also denote, for
. Then, as all N and n k grow large (while K is fixed), with
Proof: The proof of this corollary emerges from the isometric property of Gaussian matrices. Since the X k 's are Gaussian, so are all the X k U's, for U any n k × n k unitary matrix. Therefore, under the Gaussian condition on
H k without compromising the final result. As a consequence, the T k 's can be taken non diagonal nonnegative definite Hermitian. The deterministic equivalent of the Stieltjes transform m N of B N is then extended to a deterministic equivalent of the Shannon transform of B N in the following result, Theorem 3: Let B N be a random Hermitian matrix as defined in Corollary 2, and let x > 0. Then, for large N ,
Proof: The proof of Theorem 3 is provided in Appendix B.
IV. APPLICATIONS
In this section, we provide applications of Theorems 1 and 3 to two studies in the field of wireless communications.
First, in Section IV-A, we derive an expression of the rate region of multi-antenna multiple access and broadcast channels for given correlation matrices at the transmit and receive devices. An iterative power allocation algorithm is then introduced which is proved, upon convergence, to maximize the deterministic equivalent of the rate region corner points. Then, in Section IV-B, we provide an analytical expression of the capacity of the single user and MMSE decoders in wireless MIMO networks with inter-cell interference. For the single user decoder, a derivation of the optimal power allocation for the sum rate maximization is also provided.
A. Rate Region of Broadcast Channels 1) System Model:
Consider a wireless multi-user channel with K ≥ 1 users indexed from 1 to K, controlled by a single base station. User k is equipped with n k antennas while the base station is equipped with N antennas.
We additionally denote c k = N/n k . This situation is depicted in Figure 1 .
Even if we will longly discuss the MAC channel between the K users and the base station, our prior objective is to characterize the BC channel between the base station and the users. For this, we denote
the signal transmitted by the base station, with power constraint tr(P) ≤ P , P > 0; y k ∈ C n k the signal received by user k and n k ∼ CN(0, σ 2 I n k ) the noise vector received by user k 6 . The fading MIMO channel between the base station and user k is denoted H k ∈ C N ×n k . Moreover we assume that H k has a separable variance profile,
i.e. can be decomposed as
6 up to a scaling of the power constraints of the individual users, setting the same noise variance σ 2 on each receive antenna for every user does not restrict the generality and simplifies the theoretical expressions. with R k ∈ C n k ×n k the (Hermitian) correlation matrix at receiver k with respect to the channel
the correlation matrix at the base station for link H k and X k ∈ C n k ×N a random matrix with Gaussian independent entries of variance 1/n k .
With the assumptions above, the downlink communication model unfolds
Denoting equivalently s k the signal transmitted in the dual uplink by user k, such that E[s k s
and n the signal and the noise received by the base station, we have the converse uplink model
In the following, we will derive the BC rate region by means of the MAC-BC duality [19] . We then consider first the achievable MAC rate region.
2) MAC Rate Region:
The (per-receive antenna normalized) rate region C MAC (P 1 , . . . , P K ; H H ) of the MAC channel H H under respective transmit power constraints P 1 , . . . , P K for users 1, . . . , user K respectively and
, is given in [20] , and reads
For any set S ⊂ {1, . . . , K}, thanks to Theorem 3, we have approximately, for N , n k large,
and the e i 's satisfy
and V : (P 1 , . . . , P |S| , δ 1 , . . . , δ |S| , e 1 , . . . , e |S| ) → V (0) (P 1 , . . . , P |S| ). Then we need only prove that, for all k ∈ S,
Remark then that
both being null whenever, for all k, e k = e k (−σ
while the P k 's have not converged do for k ∈ S do Set (δ k , e k ) as solution of (29), (30)
end for end for end while achieved by the iterative water-filling algorithm I. The optimality of the water-filling solution for finite N is proven, e.g. in [22] , for the special case when all R k are equal.
3) BC Rate Region:
The capacity region of the broadcast multi-antenna channel has been recently shown [21] to be achieved by the dirty paper coding (DPC) algorithm. This region C BC (P ; H), for a transmit power constraint P over the compound channel H, is shown by duality arguments to be the set [19] 
which is easily obtained from Equation (23) .
B. Multi-User MIMO 1) Signal Model:
In this section we study the per-antenna rate performance of wireless networks including a multi-antenna transmitter and a multi-antenna receiver, the latter of which is interfered by several multi-antenna transmitters. This scheme is well-suited to multi-cell wireless networks with orthogonal intra-cell and interfering inter-cell transmissions, both in downlink and in uplink. The following scenarios encompass in particular
• multi-cell uplink: consider a K-cell network; the base station of a cell indexed by i ∈ {1, . . . , K} receives data from a terminal user in this cell 7 and is interfered by K − 1 users transmitting on the same physical resource from remote cells indexed by j ∈ {1, . . . , K}, j = i.
• multi-cell downlink: the user being allocated a given time/frequency resource in a cell indexed by i ∈ {1, . . . , K} receives data from its dedicated base-station and is interfered by K −1 base stations in neighboring cells indexed by j ∈ {1, . . . , K}, j = i. This situation is depicted in Figure 2 .
In the following, in order not to confuse both scenarios, only the downlink scheme is considered. However, one must keep in mind that the provided results can easily be adapted to the uplink case. 7 this user is allocated a given time/frequency resource, which is orthogonal to time/frequency resources of the other users in the cell; e.g. the multi-access protocol is OFDMA. Consider a wireless mobile network with K ≥ 1 cells indexed from 1 to K, controlled by non-physically connected base stations. We assume that, on a particular time or frequency resource, each base station serves only one user; therefore the base station and the user of cell j will also be indexed by j. Without loss of generality, we focus our attention on user 1, equipped with N ≫ K antennas and hereafter referred to as the user or the receiver.
Every base station j ∈ {1, . . . , K} is equipped with n j ≫ K antennas. Similarly to previous sections, we denote
the signal and noise vectors received by the user. The fading MIMO channel between base station j and the user is denoted H j ∈ C N ×nj . Moreover, we assume that H j is Gaussian with a separable variance profile, given by Equation (20) .
With the assumptions above, the communication model unfolds
where s 1 is the useful signal (from base station 1) and s j , j ≥ 2, constitute interfering signals.
2) Single User Decoding:
a) Uniform Power Allocation: If the receiving user considers the signals from the K −1 interfering transmitters as Gaussian noise with a known variance pattern 8 , then base station 1 can transmit with arbitrarily low decoding error at a per-receive antenna rate C SU (σ 2 ) given by
Assume that N and the n i , i ∈ {1, . . . , K}, are large compared to K and such that the maximum eigenvalues of R i or T i are bounded away from N . From Corollary 2, we define the functions m i,(0) as the asymptotic Stieltjes transform of
where, for all j ∈ {1, . . . , K}, e i j (z) is solution of the fixed-point equation
From Theorem 3, we then have approximately
b) Power Optimization for Single-User Decoding: In this section we wish to perform power allocation so to maximize the single-user decoding capacity C SU (σ 2 ) along P 1 , the signal variance at the main transmitter. We therefore replace the matrices T j by T 1 2
with [23] , the optimal power allocation strategy in such a model is
for α i defined as
h i is the i th column of H 1 , and H −i is H 1 with column i removed.
1 . Therefore, asymptotically on N , from Lemma 13,
This leads to the power allocation
In particular, if the diagonal entries of T 1 are all equal (as is often the case in practice), then the optimal power allocation policy is the trivial equal power allocation.
3) MMSE Decoding: Achieving C SU requires non-linear processing at the receiver, such as successive MMSE interference cancellation techniques. A suboptimal linear technique, the MMSE decoder, is often used instead. In this model, one does not require the norms of the transmit and receive correlation matrices to be uniformly bounded;
we consider instead here that the sequences {F R k } N and {F T k } n k are tight. Practically speaking, this means that, for large N , n k , we allow the eigenvalues of R k and T k to grow unbounded but at a restricted rate compared to N , e.g. the largest eigenvalue is allowed to grow at a rate log(N ).
The communication model in this case reads
is the MMSE linear filter at the receiver. Each entry of y will be processed individually.
This technique makes it possible to transmit data reliably at any rate inferior to the per-antenna MMSE capacity
where, denoting h j ∈ C nj the j th column of H 1 and R 1 2 1 x j = h j , the SINR γ i expresses as
where Equation (54) comes from a direct application of the matrix inversion lemma. With these notations, x i has i.i.d. complex Gaussian entries with variance T 1ii /n i and the inner matrix of the right-hand side of (55) is independent of x i (since the entries of
are independent of the entries h i ). Applying Lemma 13, for N large,
From Lemma 11, the rank 1 perturbation (−h i h H i ) does not affect asymptotically the trace in (56). Therefore, approximately,
Noting that e 1 1 (z) in Equation (41) corresponds to the normalized trace in Equation (57), we finally have the compact expression for C MMSE ,
In practice, when no specific power allocation strategy is applied and when no exotic transmit correlation is present, T 1ii = P/n k the average power per transmit symbol, and the capacity becomes C MMSE = 1 c1 · log(1 + P/n k · e 1 (−σ 2 )).
V. SIMULATIONS AND RESULTS
In the following, we apply the results obtained in Sections IV-A and IV-B for the broadcast channel rate region and the multi-user MIMO cases respectively. 
A. BC Rate Region
where, in our case, with obvious notations, θ
In Figure 3 , we take a 20 dB value for the SNR and compare the rate region obtained from the convex optimization scheme of Section IV to the equal power allocation strategy. It is noticed that, in spite of the strong correlation exhibiting very low eigenvalues in R 1 and R 2 , very little is gained by our power allocation scheme compared to uniform power allocation. Quite to the contrary, in Figure 4 , we consider a −5 dB SNR, and observe a substantial gain in capacity from the optimal iterative water-filling algorithm of Table I compared to equal power allocation on the transmit antenna array.
In Figure 5 , a comparison is made between the theoretical and simulated rate regions for a 20 dB SNR. The latter is obtained from 1, 000 averaged Monte Carlo simulations for every transmit power pair (P 1 , P 2 ). We observe an almost perfect fit, even for these low N = 8, n 1 = n 2 = 4 numbers of transmit and receive antennas. 
B. Multi-User MIMO
We now apply Equations (42) and (58) to the downlink of a two-cell network. The capacity analyzed here is the per-antenna achievable rate on the link between base station 1 and the user, the latter of which is interfered by base station 2. The relative power of the interfering signal from base station 2 is on average Γ times that of user 1. Both base stations 1 and 2 are equipped with linear arrays of n antennas and the user with a linear array of N antennas. The correlation matrices T i at the transmission and R i at the reception, i ∈ {1, 2}, are also modeled thanks to the generalized Jake's model.
In Figure 6 , we took N = 16, Γ = 0.25 and we consider single-user decoding at the receiver. For every realization of T i , R i , 1000 channel realizations are processed to produce the simulated ergodic capacity and compared to the theoretical capacity (58). Those capacities are then averaged over 100 realizations of T i , R i , varying in the random choice of θ slight difference is observed in the high SNR regime between theory and practice. This was somehow expected, since the large N approximations in Lemmas 13 and 11 especially are very loose for σ 2 close to R − . To cope with this gap, many more antennas must be used. We also observe a significant difference in performance between the optimal single-user and the suboptimal linear MMSE decoders, especially in the high SNR region. Therefore, in wireless networks, when interfering cells are treated as Gaussian correlated noise at the cell-edge, i.e. where the interference is maximum, the MMSE decoder provides tremendous performance loss.
Finally, in Figure 8 , we study the effect of the angle spread of energy transmission and reception. As previously recalled, in most contributions treating antenna correlation, only the distances between the antennas is considered as relevant to the signal correlation. We provide hereafter a classical situation for which angles of departure and arrival are of critical importance to the system rate performance. The situation is similar to that of Figure 6 with n = 8 (N = 16), SNR = 20 dB; the median directional of arrival and departure (for all devices) are taken from π/32 (grazing angle) to π/2 (signal transmitted/received in front), while the angle spread, on the x-axis, varies from π/32 to π/2. First, note importantly that the directions of departure or arrival are significant to the system performance: for instance, with a quite realistic angle spread of π/4, the single-user decoding capacity shows a three-fold increase from grazing to orthogonal angles 9 . We observe that, in all cases, the per-antenna capacity grows with the angle spread, which therefore offers some sort of diversity gain. Also, glazing angles provide significantly less diversity gain than square angles of departure or arrival.
VI. CONCLUSION
In this contribution, we proposed to analyze the per-antenna rate performance of a wide family of multi-antenna communication schemes including multiple cells and/or multiple users, and taking into account the correlation effects due to antenna closeness and directional energy transmission/reception. As an introductory example, we studied the rate region of MAC and BC channels, as well as the uplink and downlink capacity of multi-cell networks with interference. Our main results stem from a novel mathematical deterministic equivalent of the Stieltjes transform and the Shannon transform of a certain type of large random matrices. Based on these new tools, an accurate analysis of the effects of correlation can be directly translated into the performance of the multi-user multi-cell systems. We also provided an iterative water-filling algorithm to achieve the capacity boundary of the MAC and BC rate regions, which proved in simulation to give tremendous capacity gains in the low SNR regime. 9 remember that we assume isotropic energy emission/reception in the top-bottom direction and we consider here a restrictive angle of captured energy in the horizontal plane so that, in reality, one might assume even more staggering results. 
APPENDIX A PROOF OF THEOREM 1
Proof: For ease of read, the proof will be divided into several sections.
We first consider the case K = 1, whose generalization to K ≥ 1 is given in Appendix A-E. Therefore, in the coming sections, we drop the useless indexes.
A. Truncation and centralization
We begin with the truncation and centralization steps which will replace X, R and T by matrices with bounded entries, more suitable for analysis; the difference of the Stieltjes transforms of the original and new B N converging to zero. Since vague convergence of distribution functions is equivalent to the convergence of their Stieltjes transforms, it is sufficient to show the original and new empirical distribution functions of the eigenvalues approach each other almost surely in the space of subprobability measures on R with respect to the topology which yields vague convergence.
Let X ij = X ij 1 {|Xij |< √ N} − E(X ij 1 {|Xij |< √ N } ) and X = X ij . Then, from c), Lemma 7 and a), Lemma 9, it follows exactly as in the initial truncation and centralization steps in [4] and [18] (which provide more details in Median angle π/8
Median angle π/16
Median angle π/32 
a.s.
as N → ∞.
Let now X ij = X ij · 1 {|Xij |<ln N } − E( X ij 1I {|Xij |<ln N } ) and X = 1 √ n X ij . This is the final truncation and centralization step, which will be practically handled the same way as in [4] , which some minor modifications, given presently.
For any Hermitian non-negative definite r × r matrix A, let λ A i denote its i-th smallest eigenvalue of A.
H its spectral decomposition, let for any α > 0
Then for any N × N matrix Q, we get from 1) and 2), Lemma 9,
Therefore, from the assumptions 4) and 6) in Theorem 1, we have for any sequence {α N } with α N → ∞
A metric D on probability measures defined on R, which induces the topology of vague convergence, is introduced in [4] to handle the last truncation step. The matrices studied in [4] are essentially B N with R = I N . Following the steps beginning at (3.4) in [4] , we see in our case that when α N is chosen so that as N → ∞, α N ↑ ∞,
and
We will get
Since E|X 11 | 2 → 1 as N → ∞ we can rescale and replace X with X/ √ E|X 11 | 2 , whose components are bounded by k ln N for some k > 2. Let log N denote logarithm of N with base e 1/k (so that k ln N = log N ).
Therefore, from (65) and (68) we can assume that for each N the X ij are i.i.d., EX 11 = 0, E|X 11 | 2 = 1, and
Later on the proof will require a restricted growth rate on both R and T . We see from (65) that we can also assume
Then we can write
We assume z ∈ C + and let v = ℑ [z] . Define
We therefore see that e N is the Stieltjes transform of a measure on the nonnegative reals with total mass (1/N ) tr R.
It follows that both e N (z) and ze N (z) map C + into C + . This implies that p N (z) and zp N (z) map C + into C + and, as z → ∞, zp N (z) → −(1/n) tr T. Therefore, from Lemma 12, we also have p N the Stieltjes transform of a measure on the nonnegative reals with total mass (1/n) tr T. From (69), it follows that
More generally, from Lemma 12, any function of the form
where τ ≥ 0 and m(z) is the Stieltjes transform of a finite measure on R + , is the Stieltjes transform of a measure on the nonnegative reals with total mass τ . It follows that
We write
Taking inverses and using Lemma 10 we have
Taking traces and dividing by N , we have
Multiplying both sides of the above matrix identity by R, and then taking traces and dividing by N , we find
We then show that, for any k > 0, almost surely
Notice that for each j, y Therefore from (77) we have
For each j, let e (j) = e (j) (z) = (1/N ) tr R(B (j) − zI N ) −1 , and
both being Stieltjes transforms of measures on R + , along with the integrand for each τ .
Using Lemma 10, Equations (69) and (77), we have
Let 
From Lemma 10, Equations (69), (87) and (89), we have
From Lemma 13 we get
All three moments when multiplied by n times any power of log N , are summable. Applying standard arguments using the Borel-Cantelli lemma and Boole's inequality (on 4n events), we conclude that, for any k > 0
Hence Equations (85) and (86). We show now that for any N , N , S, R, R N × N nonnegative definite with T = diag(τ 1 , . . . , τ N ) there exists a unique e with positive imaginary part for which
C. Existence and uniqueness of m
For existence we consider the subsequences {N j }, {n j } with N j = jN , n j = jn, so that c Nj remains c N , form the block diagonal matrices
both jN × jN and
of size jn × jn.
We see that F TN j = F T and the right side of (101) remains unchanged for all N j . Consider a realization where
Consider then a subsequence for which e Nj converges to, say, e. From (77), we see that
so that from the dominated convergence theorem we have
along this subsequence. Therefore e solves (101).
We now show uniqueness. Let e be a solution to (101) and let e 2 = ℑ[e]. Recalling the definition of D we write
Let e be another solution to (101), with e 2 = ℑ[e], and analogously we can write e 2 = e 2 α + vβ. Let D denote D with e replaced by e. Then we have e − e = γ(e − e) where
If R is the zero matrix, then γ = 0, and e = e would follow. For R = 0 we use Cauchy-Schwarz to find (69) and (77),
D. Termination of the proof
Therefore
Let D 0 , D denote D as above with e replaced by, respectively e 0 N and e N . We have
With e 2 = ℑ[e N ] we write as above . Then by Equations (69) and (77) we get
which implies |γ| ≤ 1/2. Otherwise we get from (115) and (122)
Therefore for all N large
as n → ∞. Therefore (111) follows. 
where now
From (69) and (77) we get |γ| ≤ c N |z| 2 v −4 log 2 N . Therefore, from (85) and (111), we get (129).
Returning to the original assumptions on X 11 , T, and R, for each of a countably infinite collection of z with positive imaginary part, possessing a cluster point with positive imaginary part, we have (129). Therefore, by Vitali's convergence theorem, page 168 of [15] , for any ε > 0 we have with probability one m N (z)−m 0 N (z) → 0 uniformly in any region of C bounded by a contour interior to
If S = f (R), meaning the eigenvalues of R are changed via f in the spectral decomposition of R, then we have
E. Extension to K ≥ 1
Suppose now
where K remains fixed, X k is N × n k satisfying 1, the X k 's are independent, R k satisfies 2) and 4), T k is n k × n k satisfying 3) and 4), c k = N/n k satisfies 6), and S satisfies 5). After truncation and centralization we may assume the same condition on the entries of the X k 's, and the spectral norms of the R k 's and the T k 's. Write
, with x k,j denoting the j-th column of X k , and let τ k,j denote the j-th diagonal element of T k . Then we can write
We see e N,k and p k have the same properties as e N and p N . Let
Taking inverses and using Lemma 10, we have
For a fixed k ∈ {1, . . . , K}, we multiply the above matrix identity by R k , take traces and divide by N . Thus we get
In exactly the same way as in the case with K = 1 we find that for any nonnegative ℓ, log ℓ N w m N and the log ℓ w e i 's converge almost surely to zero. By considering block diagonal matrices as before with N , n i 's, S, R i 's and T i 's all fixed we find that there exist e 
Therefore we have e (1 + c j τ e 0 j )(1 + c j τ e 0 j )
Thus with A = (a ij ) where
we have
which means, if e 0 = e 0 , then A has an eigenvalue equal to 1.
Applying Cauchy-Schwarz we have
(156)
Therefore from Lemmas 16 and 17 we get
a contradiction to the statement A has an eigenvalue equal to 1. Consequently we have e = e. 
We have
Let w e = w T . Then we can write 
where A(N ) = (a ij (N )) with
We let e 
Let e N,2 = ℑ e N and w
Then, as above we find that
Using (69) and (77) we see there exists a constant K 1 > 0 for which
for each i, j. Therefore, from (152) we see there existsK > 0 for which
Let x be such that x T is a left eigenvector of C 0 (N ) corresponding to eigenvalue ρ(C 0 (N )), guaranteed by Lemma 18. Then from (166) we have
Using (170) we have
Fix an ℓ > 0 and consider a realization for which log ℓ+3+p N w e N → 0, as N → ∞, where p ≥ 12K − 7. We will show for all N large
For each N we rearrange the entries of e N,2 , v b m + w is greater than, or less than or equal to zero. We can therefore assume
, and so from (169) we have the entries of C 21 (N ) and C 22 (N ) bounded by K 1 (log N ) −p . We may assume for all N large 0 < k 1 < K, since otherwise we would have ρ(C(N )) < 1.
We seek an expression for det(C(N ) − λI N ) in which Lemma (115) can be used. We consider N large enough so that, for |λ| ≥ 1/2, we have (C 22 (N ) − λI N ) −1 existing with entries uniformly bounded. We have
We see then that for λ = ρ(C(N )) real and greater than 1,
must be zero.
Notice that from (169), the entries of C 12 (N )(C 22 (N ) − λI) −1 C 21 (N ) can be made smaller than any negative power of log N for p sufficiently large. Notice also that the diagonal elements of C 11 (N ) are all less than 1. From this, Lemma 19 and (169), we see that ρ(C(N )) ≤ K 1 (log N ) 4 . The determinant in (177) can be written as
Where g(λ) is a sum of products, each containing at least one entry from C 12 (N )(C 22 (N )− λI) −1 C 21 (N ). Again, from (169) we see that for all |λ| ≥ 1/2, g(λ) can be made smaller than any negative power of log N by making p sufficiently large. Choose p so that |g(λ)| < ( K log N ) −4k1 for these λ. It is clear that any p > 8k 1 + 4 will suffice. Let λ 1 , . . . , λ k1 denote the eigenvalues of C 11 . Since ρ(C 11 ) < 1, we see that for |λ| ≥ ( K log N )
Thus with f (λ) = det(C 11 (N ) − λI), a polynomial, and g(λ) being a rational function, we have the conditions of Lemma 20 being met on any rectangle C, with vertical lines going through
Therefore, since f (λ) has no zeros inside C, neither does det(C(N ) − λI). Thus we get (172).
As before we see that
Therefore, from (171), (172), and Lemmas 16 and 17, we have for all N large
For these N we have then I − A(N ) invertible, and so
By (69) and (77) we have the entries of A(N ) bounded by K 1 log 4 N . Notice also, from (182)
When considering the inverse of a square matrix in terms of its adjoint divided by its determinant, we see that the entries of (I − A(N )) −1 are bounded by
Therefore, since p ≥ 12K − 7 (> 8k 1 + 4), (159) follows on this realization, an event which occurs with probability one.
where γ = (γ 1 , . . . , γ K ) T with
From (69) and (77) This completes the proof.
APPENDIX B PROOF OF THEOREM 3
The proof of Theorem 3 consists in showing successively, for x > 0,
−→ 0
where the expectations are taken with respect to the random matrices X k . From 1 and 2, the result naturally unfolds.
First, observe that we can rewrite e i (z) under the symmetric form,
and then for m 
Now, notice that
Since the Shannon transform
Combining the last three lines, we have
which after integration leads to
which is exactly the right-hand side of (19) .
From now on, we will work with the expressions
Part 1) of the proof is very similar to a previous result from Hachem, Theorem 4.1 in [24] . We first write
with F (0) the unique density function of Stieltjes transform m
N . Following [24] pp. 921-923, we first observe that
where Equation (205) is obtained by noticing first that, (C.4) in [24] ,
whose right-hand side further satisfies, in the same way as (C.6) in [24] ,
Since e(z) is a Stieltjes transform, lim y→∞ iy · e(iy) → −1. Therefore the first right-hand side term of Equation (207) satisfies
while the second term tends to zero. This leads directly to (205). Now, for any w > 0, from Theorem 1, 
Observing now that 
which is integrable over [σ 2 , +∞), σ 2 > 0. The dominated convergence theorem therefore ensures 1).
As for Part 2) of the proof, it stems from classical probability theory considerations. For any x > σ 2 , from the low of large numbers,
Let x ∈ Q ∩ [σ 2 , ∞) and consider A x a probability space of realizations of B N of unit measure over which (213) is always satisfied. Then, as a countable intersection of spaces of unit measure, A = x>σ 2 A x is of unit measure.
Over A, for all decimal x > σ 2 , |m N (−x) − Em N (−x)| → 0. By continuity of the Stieltjes transform, this is also true for all real x > σ 2 .
Now, for any realization of B N , we also have
then, using for instance [29] , there exists a probability space B of realizations of B N with unit measure over which The proof stems from the following result, Proposition 6: f (P 1 , . . . , P K ) is a strictly concave matrix in the Hermitian nonnegative definite matrices P 1 , . . . , P K , if and only if, for any couples (P 1a , P 1 b ) , . . . , (P Ka , P K b ) of Hermitian nonnegative definite matrices, the function φ(λ) = f (λP 1a + (1 − λ)P 1 b , . . . , λP Ka + (1 − λ)P K b )
is strictly concave.
Let us use a similar notation as in (28) 
and consider a set (δ k , e k , P 1 , . . . , P |S| ) which satisfies the system of equations (28) 
Mere derivations ofV lead then to
Since e i > 0 on the strictly negative real axis, if any of the R i 's is positive definite, then, for all nonnegative definite couples (P ia , P i b ), such that P ia = P i b ,Ī ′′ < 0. Then, from Proposition 6, the deterministic approximate on the right-hand side of (24) is strictly concave in P 1 , . . . , P |S| if any of the R i matrices is invertible.
APPENDIX D USEFUL LEMMAS
In this section, we gather most of the known or new lemmas which are needed in various places in Proof A.
The statements in the following Lemma are well-known 
2) For rectangular matrices A, B for which AB is defined, rank(AB) ≤ min(rank(A), rank(B))
3) For rectangular A, rank(A) is less than the number of non-zero entries of A.
Lemma 8: (Lemma 2.4 of [4] ) For N × N Hermitian matrices A and B,
From these two lemmas we get the following.
Lemma 9: Let S, A, A, be Hermitian N × N , Q, Q both N × n, and B, B both Hermitian n × n. Then 1)
2) The authors would like to thank Walid Hachem for the precious discussions we shared concerning some key results of this paper.
