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We introduce a scheme for the calculation of band offsets and defect energy levels at
semiconductor-oxide interfaces. Our scheme is based on the use of realistic atomistic models of the
interface structure and of hybrid functionals for the evaluation of the electronic structure. This
scheme is herein applied to the technologically relevant Si–SiO2–HfO2 stack. Calculated band
offsets show a very good agreement with experimental values. In particular, we focus on the energy
levels of the oxygen vacancy defect and the interstitial hydrogen impurity. The defect levels are
aligned with respect to the interface band structure and determined for varying location in the
dielectric stack. The most stable charge states are identified as the Fermi level sweeps through the
silicon band gap. © 2009 American Institute of Physics. DOI: 10.1063/1.3055347
I. INTRODUCTION
The replacement of SiO2 with an oxide of higher dielec-
tric constant high- Ref. 1 has dramatically brought to the
forefront our need for developing a more extended under-
standing of the atomic and electronic properties of typical
defects in the new oxides. First principles modeling ap-
proaches are expected to provide a description of the atomic
configurations of the unknown defects together with a char-
acterization of their electronic energy levels with respect to
the relevant band edges. However, the achievement of this
target still faces several difficulties.2
Two aspects need particular attention. The first concerns
the modeling of the interfacial transition region, which is
generally characterized by a nontrivial connection between
the crystalline semiconductor and the disordered oxide. To
achieve a reliable band alignment at the interface, it is criti-
cal to provide a realistic description of the atomistic structure
in this region.3–5 Indeed, previous density functional studies
on crystalline-crystalline interfaces have revealed a strong
sensitivity of the band offsets on the adopted model of the
interfacial bonding pattern.3,4 Therefore, it is important to
ensure that the transition region is smooth in terms of bond
parameters and coordination.5–9 For the Si–SiO2 interface,
such a choice led to variations of 0.1–0.2 eV in the calcu-
lated band offsets.10,11 Furthermore, it is important to de-
scribe the amorphous nature of the oxide in order to capture
the specific properties of interfacial defects.5,12–14
The second aspect concerns the method for describing
the electronic structure. Density functional calculations of
band offsets describe the electronic and atomic arrangements
at the interface in a self-consistent way.15–19 However, the
most common approximations to the exchange-correlation
energy, i.e., the generalized-gradient approximation and the
local density approximation, lead to significant underestima-
tions of band gaps, thereby impairing the reliability of cal-
culated band offsets and defect levels. Previous theoretical
work shows that band-offset errors for semiconductor-oxide
interfaces can reach several eV.3,8,9,20 Moreover, this discrep-
ancy directly affects the determination of defect levels, mak-
ing comparisons with experiment ambiguous. Therefore, it is
ineluctable to address the band-gap problem going beyond
semilocal approximations to density functional theory.
Many-body perturbation theory in the GW approximation is
the method of choice for calculating band offsets21,22 and
defect levels23,24 but remains computationally demanding
and therefore limited to small-sized systems. For instance,
the study of realistic semiconductor-oxide interfaces in
which the oxide is noncrystalline5,8,9 is severely hindered.
In this work, we address band offsets and defect levels at
semiconductor-oxide interfaces through the use of reliable
interface models and hybrid functionals. These functionals
incorporate a fraction of Hartree–Fock exchange, leading to
a higher accuracy25 and improved band gaps26,27 compared to
semilocal functionals. We focus on the technologically rel-
evant Si–SiO2–HfO2 stack. First, we model the interface
structure accounting for the occurrence of a SiO2 interlayer
and for the amorphous nature of the near-interface oxide and
determine the band alignment at the interface. Then, we con-
sider two kinds of oxide defects, the oxygen vacancy and the
interstitial hydrogen, and align their energy levels to the in-
terface band structure. For these defects, we calculate the
formation energies for varying location across the dielectric
stack and determine the stable charge states as the Fermi
level sweeps through the silicon band gap.
II. METHODS
In the present work, the structural models were gener-
ated and structurally relaxed through the use of the semilocal
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approximation for the exchange-correlation energy proposed
by Perdew, Burke, and Ernzerhof PBE.28 For the electronic
structure, we used the class of hybrid density functionals
which are based on the semilocal PBE approximation and are
obtained by replacing a fraction  of PBE exchange with
Hartree–Fock exchange.29 For each material, we used the
fraction  that reproduced the experimental band gap.
We calculated the band offsets by aligning the band ex-
trema of the bulk interface components through a local ref-
erence level at the interface.30 This procedure relies on the
weak dependence of the offset of the local electrostatic po-
tential across the interface on .5,31 Hence, the band struc-
tures of the individual bulk components are obtained through
the use of optimal ’s, while the choice of  in the interface
calculation is not critical. The band alignment procedure is
schematically illustrated in Fig. 1 and has been found to
yield band offsets in excellent agreement with experimental
values for a series of interface systems.5,31
As far as the defect levels are concerned, a recent inves-
tigation has shown that they are positioned on an energy
scale that is practically unaffected by band-gap
renormalization.32 Hence, hybrid functionals with optimized
 modify the position of the band edges but do not signifi-
cantly affect the relative location of the defect levels in wide
band-gap oxides. The application of this scheme to well-
characterized defects yields excellent agreement with the
experiment.32,33
The results presented here were obtained with a plane-
wave pseudopotential approach. For the computational set-
tings, we refer to Refs. 5, 20, and 34. We used the QUANTUM-
ESPRESSO Ref. 35 and CPMD Ref. 36 packages.
III. STRUCTURAL MODELS
To describe the structural environment in the
Si–SiO2–HfO2 stack, we considered both the bulk and the
interface models Fig. 2. To represent the various stack com-
ponents, we used bulk models of amorphous SiO2 Refs. 37
and 38 and amorphous HfO2xSiO21−x.34,39,40 The bulk
oxide was modeled by monoclinic HfO2 m-HfO2.41 We
generated a model interface between crystalline silicon and
amorphous HfO2 including the SiO2 interlayer through ab
initio molecular dynamics.5 The structural properties of these
models will be discussed in the following.
A. Bulk models
We generated models for HfO2xSiO21−x with x=0,
0.3, 0.5, and 1.34,37–40 The models were generated through
constant volume simulations carried out with densities corre-
sponding to zirconium silicates. We used experimental data
up to x=0.5 and an extrapolation of the linear experimental
trend for amorphous HfO2.42 Hence, the adopted densities
were 2.2, 4.2, 5.8, and 9.1 g /cm3 for x=0, 0.3, 0.5, and 1,
respectively. The initial atomic configurations of our simula-
tions were obtained from preliminary classical molecular dy-
namics runs. The final structures are the result of thermal
quenches from the melt at the ab initio level of theory.
The generated structures are displayed in Fig. 2a. In
our models, only Hf–O and Si–O bonds occurred. We have
characterized the structural evolution from SiO2 to HfO2
through the average atomic coordination numbers calculated
by integrating the pair correlation functions until their first
minima. In amorphous SiO2, silicon and oxygen were found
to be fourfold and twofold coordinated, respectively. Silicon
remains fourfold coordinated in all our silicate models x
=0.3,0.5. The average Si–O bond lengths increase from
1.64 Å at x=0 to 1.66 Å at x=0.5, showing a weak depen-
dence on Hf content. For the hafnium coordination, we ob-
tained 5.1, 5.9, and 6.2 for x=0.3, 0.5, and 1, respectively.
The increase in coordination is accompanied by a small elon-
gation of the average Hf–O bond length: 2.10 Å at x=0.3,
2.13 Å at x=0.5, and 2.14 Å at x=1. The average coordina-
tion of the oxygen atoms increases steadily with Hf content,
giving coordination numbers of 2.0, 2.2, 2.5, and 3.0 for x
=0, 0.3, 0.5, and 1, respectively. We note that with increasing
Hf content, the hafnium and oxygen coordinations approach
those of monoclinic HfO2, which corresponds to the most
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FIG. 1. Color online Schematic presenting the adopted band alignment
scheme. The scheme is based on the choice of  reproducing the experi-
mental band gap of each interface component Refs. 5 and 31.
FIG. 2. Color online a Bulk models of amorphous HfO2xSiO21−x
Refs. 34 and 37–40 and b interface model of the Si–SiO2–HfO2 stack
Ref. 5.
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stable crystalline phase. However, the hafnium and oxygen
coordinations in our model of amorphous HfO2 still remain
below the average crystalline values of 7 and 3.5, respec-
tively.
B. Interface model
At the Si–HfO2 interface, the hafnium oxide is amor-
phous when deposited at low temperatures but transforms to
a polycrystalline form upon the thermal annealing required
for dopant activation.43 The transition is characterized by the
formation of an amorphous interlayer composed of SiO2.43
These experimental aspects have guided the generation of an
atomistic interface model.
We generated a model interface between crystalline sili-
con and amorphous HfO2 including the amorphous SiO2 in-
terlayer through ab initio molecular dynamics.5 To avoid the
description of outer surfaces, we adopted a superlattice ge-
ometry. The attachment of the SiO2 to the Si100 substrate
was based on previous models of the Si–SiO2 interface,
which account for photoemission and ion-scattering
experiments.6,7 We kept 7 Å of SiO2 on either side of a 10
ML thick Si100 substrate. The region between the SiO2
terminations was filled with a HfO2 layer of ~1.2 nm in
accordance with electron counting rules3 and the experimen-
tal density44 of 9 g /cm3. The model consisted of 282 at-
oms. The final structure was generated by evolving the HfO2
structure at a temperature of 3000 K, while initially keeping
the boundary SiO2 layers frozen. At this temperature, diffu-
sive motion was observed in the HfO2 layer on the time scale
of our simulation 8 ps. After the high-temperature treat-
ment, we applied a thermal quench to T=0 K which allowed
the full structural model to relax.
The final model structure is shown in Fig. 2b. The
mass density across the HfO2 layer remained close to the
targeted value of 9 g /cm3 and the electronic density of
states revealed no localized defect states in the band gap,
thereby ensuring a defect free amorphous HfO2 thin film.
The average atomic oxygen concentration is fairly constant
at around 2/3 throughout the oxide stack, while the silicon
and hafnium concentrations interchange at the SiO2–HfO2
interface. As this interface is crossed the oxygen coordina-
tion increases from 2 in the SiO2 to 3 in the HfO2. At the
SiO2–HfO2 interface, the oxygen atoms primarily occur in
twofold-coordinated local arrangements with hafnium and
silicon atoms in their first-neighbor shell. However, other
arrangements are also found such as threefold coordinated
oxygen atoms either with 2 hafnium and 1 silicon or with 1
hafnium and 2 silicon. The average Hf–O bond length in the
model interface is 2.1 Å in good agreement with typical val-
ues for amorphous HfO2. The average hafnium coordination
by oxygen increases from 5.7 in the vicinity of the interface
to 6.2 in the middle of the HfO2 layer. The silicon atoms are
always fourfold coordinated in our model, but their coordi-
nation by oxygen gradually increases across the Si–SiO2 in-
terface.
IV. BAND ALIGNMENTS
Before calculating band offsets, we determined the opti-
mal  that reproduced the band gap of each interface com-
ponent. For silicon, we used =0.11 for which we obtained
the well-characterized band gap of 1.17 eV. In the case of
amorphous SiO2, an  of 0.34 was required to recover the
measured band gap of 8.9 eV. While the experimental band
gap of m-HfO2 is well characterized, the measured band gaps
of the hafnium containing oxides HfO2xSiO21−x show a
significant scatter.34 Density functional calculations reveal
that the conduction band minimum in the latter materials is
determined by hafnium states while the top of the valence
band results from oxygen 2p states.34 Therefore, it is reason-
able to take a constant value of  for the hafnium containing
oxides used in this study x30% rather than to apply a
linear extrapolation scheme between the optimal  for SiO2
and m-HfO2. For m-HfO2, the experimental band gap of 5.8
eV Ref. 45 was recovered with =0.15. Using this  for
crystalline HfSiO4 hafnon yielded a band gap of 7.0 eV in
reasonably good agreement with the experimental estimate
of 6.5–7.0 eV.46 For amorphous HfO2 and HfSiO4, we ob-
tained 5.4 and 5.6 eV, in similar good agreement with the
experimental data.47,48
For the calculation of band offsets, we used local refer-
ence levels determined in the interface model to align the
band extrema of the various stack components.30 The proce-
dure is schematically illustrated in Fig. 1. For silicon, the
band structure was aligned through the electrostatic poten-
tial, while the deep oxygen 2s and hafnium 5s levels were
used for the SiO2 and hafnium containing components, re-
spectively. The resulting band alignment is schematically il-
lustrated in Fig. 3. In particular, we obtained a 4.4 eV va-
lence band offset between silicon and amorphous SiO2 in
accord with the measured value.49,50 For the interface be-
tween silicon and monoclinic HfO2, we obtained a valence
band offset of 2.9 eV, very close to the measured value of 3.0
eV.51,52 This level of agreement provides confidence for the
quantitative determination of defect levels with respect to the
silicon band edges.
V. OXIDE DEFECTS
The generated models were used to study two common
oxide defects: the oxygen vacancy and the hydrogen intersti-
tial. The oxygen vacancy has been the object of extensive
studies in literature41,53,54 because it is suspected to be at the
origin of the Fermi-level pinning in p-type polysilicon gate
stacks.55,56 The hydrogen interstitial is ubiquitous at such in-
terfaces. While it is known to play a beneficial role in passi-
vating dangling bonds at the Si–SiO2 interface, this impurity
may be at the origin of the negative bias temperature
instability57 and the positive charging of the gate oxide.57,58
To develop a deeper understanding of the role of these de-
fects, we address here their stable charge states and their
locations across the dielectric stack.
A. Oxygen vacancy
We examined the relationship between the oxygen va-
cancy and the Fermi-level pinning.5 The oxygen vacancy oc-
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curs in several charge states, but the neutral and the doubly
positive charge states are the most relevant for Fermi levels
falling close to the silicon band edges. Formation energies of
these charge states were calculated in each of the hafnium
containing components of the gate stack. For both charge
states, the calculated formation energy is lower in the amor-
phous components than in monoclinic HfO2. The charge
transition levels 2+/0 for each component are given in the
band diagram of Fig. 3a. For p-type gates, the most stable
oxygen vacancy is found for the doubly positive charge state
in the amorphous HfO2 layer. In consideration of the low
activation energies for vacancy diffusion across monoclinic
HfO2 0.7 eV,59 this result indicates that oxygen vacancies
accumulate in this layer, consistent with the experimental
observations locating charged defects in the vicinity of the
polysilicon gate.60
According to the current understanding of Fermi-level
pinning in these gate stacks, the oxygen vacancy formation is
accompanied by a silicon oxidation reaction.55,56 The va-
cancy generation proceeds as long as this reaction is exother-
mic G0,55,56 thereby fixing the pinning level through
the condition G=0. Our results indicate that oxygen vacan-
cies in monoclinic HfO2 do not lead to Fermi-level pinning.
At variance, the amorphous components show pinning levels
within the silicon band gap, which account for the position of
measured levels.55,56 Hence, our results for both the energet-
ics and the Fermi-level pinning indicate that oxygen vacan-
cies locate in the noncrystalline transition regions of the gate
stack.
B. Hydrogen interstitial
We studied the energetics of various structural configu-
rations and charge states of hydrogen in the Si–SiO2–HfO2
stack.20 Hydrogen is found to be amphoteric with a +/−
charge transition level lying close to the Si conduction band
minimum for all stack components cf. Fig. 3b. In SiO2,
the charge transition level is located just above the silicon
conduction band minimum, whereas it is located in the upper
part of the silicon band gap for the hafnium-containing stack
components. In the positive charge state, the hydrogen inter-
stitial is generally most stable when attached to an oxygen
atom which forms two bonds with the oxide network. The
negatively charged state corresponds to the hydrogen at-
tached to either silicon or a hafnium atom, the latter being
energetically more favorable.
Our results indicate that the proton is the stable charge
state of hydrogen across the Si–SiO2–HfO2 stack for most
Fermi levels in the Si band gap in accord with the previous
results obtained at the PBE level of theory.20 The most stable
configurations are found in two distinct regions: at the
Si–SiO2 interface and toward the HfO2 layer. At the Si–SiO2
interface, the proton induces the formation of deep positive
charge traps consisting of threefold coordinated oxygen
atoms.12 In the hafnium silicates, the most stable states con-
sist of oxygen atoms that are twofold coordinated by
hafnium. For instance, the energy of Hf–OH+–Hf configu-
rations is lower by as much as 1.3 eV with respect to the
energy of mobile protons in SiO2.20 Furthermore, it is note-
worthy that higher proton energies are obtained for oxygen
atoms with higher coordinations, which predominate in bulk
HfO2. Hence, we infer that protons in Si–SiO2–HfO2 stacks
are trapped either at the Si–SiO2 interface or at the edge of
the HfO2 layer. These results are consistent with the
experiment.58
VI. CONCLUSION
It is anticipated that as new materials solutions are
screened in the microelectronic technology, the need for a
theoretical tool for defect identification will prove ineluc-
table. In this work, we demonstrated a comprehensive theo-
retical scheme for determining the band alignment and defect
energy levels at semiconductor-oxide interfaces. The scheme
is based on the use of hybrid density functionals for the
electronic structure and of realistic atomistic models of the
interface and its bulk components.
We here applied the scheme to two oxide defects in the
technologically important Si–SiO2–HfO2 stack: the oxygen
vacancy and the hydrogen interstitial. It is shown that the
scheme reliably reproduces the experimental band alignment
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FIG. 3. Color online Band alignments in the Si–SiO2–HfO2 stack com-
posed of Si, amorphous SiO2, amorphous HfSiO4, amorphous HfO2, and
monoclinic HfO2. Defect levels associated to a the oxygen vacancy and b
the hydrogen interstitial are indicated. The pinning levels pin associated
with the oxygen vacancies are also shown.
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and that it allows one to locate the defect energy levels with
respect to the semiconductor and oxide band edges. The
stable charge states of the defects and their location within
the dielectric stack can thus be studied as the Fermi level
sweeps through the silicon band gap. In particular, our
scheme identifies the oxygen vacancy located in the amor-
phous transition region as a potential candidate for causing
Fermi-level pinning in p-type gates.
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