Abstract Biochemistry has many examples of linear chain polymers, i.e., molecules formed from a sequence of units from a finite set of possibilities; examples include proteins, RNA, single-stranded DNA, and paired DNA. In the field of mass spectrometry, it is useful to consider the idea of weighted alphabets, with a word inheriting weight from its letters. We describe the distribution of the mass of these words in terms of a simple recurrence relation, the general solution to that relation, and a canonical form that explicitly describes both the exponential form of this distribution and its periodic features, thus explaining a wave pattern that has been observed in protein mass databases. Further, we show that a pure exponential term dominates the distribution and that there is exactly one such purely exponential term. Finally, we illustrate the use of this theorem by describing a formula for the integer mass distribution of peptides and we compare our theoretical results with mass distributions of human and yeast peptides.
Introduction
In chemistry and biology there are many examples of linear chain polymers, i.e., molecules formed from a sequence of units from a finite set of possibilities. Examples include peptides/proteins, RNA, single-stranded DNA, and paired DNA. We want to characterize patterns of the masses of such objects, considering an alphabet of building blocks (e.g. amino acids, in the case of peptides and proteins) and an assigned mass function. Because the molecule is linear, the sequence of building blocks can be thought of as a word over the alphabet.
We are particularly interested in the number C(M) of words that have a particular weight M. Ideally we would like to solve this problem for arbitrary masses but, as we shall see, we will restrict most of our analysis to integer masses.
However, we describe a recurrence relation that is applicable to real-valued masses:
where d is the number of objects in our alphabet and m j is the mass of the jth object.
In addition, by rescaling the masses, we can generalize all of our results to the case of rational masses. Next we solve this recurrence relation. The general solution is given by the following theorem: 
and r 0 ≥ r j > 0 for j = 1, . . . , k.
The characteristic polynomial of a recurrence relation will be discussed in the next section. The rest of the paper is devoted to the proof of this theorem and related results, including a generalization for the case where the characteristic polynomial does not have distinct roots.
Our interest in this problem originated from the study of mass distributions of peptide fragment ions [1] obtained using mass spectrometry [2, 3] . In particular, we (and others [4] ) investigated the mass distribution of peptides for both biological and theoretical peptides [5] . This led to the observation that peptide density reaches a local maximum approximately every 14 Da [4, 5] . The results described in this paper explain the source of this pattern, predict that periodic patterns are present for all non-trivial linear chain polymers, and describe the method by which all periodic terms can be enumerated, given a fixed size mass unit (e.g. Daltons).
Finally, we note that computing the general form of the solution involving irrational masses is a very interesting open problem.
Definitions and notations
We define an alphabet A as a finite ordered list of objects {a 1 , . . . , a d }.
Suppose 
Mass recurrence relation
In this section we describe a recurrence relation for the sequence counting function. 
Proof Assuming M > 0, we start with the definition for a sequence counting function and consider the last letter of every sequence:
The last equality only holds for all M > 0 if we define C to be zero for the relevant negative masses that arise. The initial condition related to mass 0 follows from the idea that there is exactly one string of mass zero, namely the null string, φ.
Solving the recurrence relation
We next want to solve the recurrence relation. Note that while the recurrence relation described in the previous theorem is applicable for real-valued (or even vector-valued) masses, from now on we require integer masses. 
for all positive integers M. Let p(x) = a n x n + a n−1 x n−1 + · · · + 
Proof This is a key result in many texts on difference equations and a proof for it can be found in, for example, [6] [7] [8] 
Proof By Proposition 2 (Mass recurrence relation), C satisfies the mass recurrence relation with initial conditions
(where n is the largest mass). Note that these initial conditions together with the mass recurrence relation uniquely determine the function C on all positive integers. The mass recurrence relation is a linear homogeneous difference equation with characteristic polynomial p. Because p has distinct roots, we may apply Theorem 3 (General solution to a linear homogenous difference equation) to obtain the desired conclusion.
Another form of this lemma which handles non-distinct roots can be found in [8] .
Analysis of the solution of the recurrence relation
Now that we have a solution to the recurrence relation, we want to describe the form of the solution in a way that is easy to interpret. In particular, we describe an exponential growth function overlaid with a periodic pattern. A pattern of this sort has been described in [5, 9] . 
Proof Note that the conjugate of every root of p is also a root of p. Let j denote the index such that z j = z j for each j. (This is well-defined because p has distinct roots.) Then, combined with the fact that C(M) is a real number, we have
However, by Lemma 4 (Solving the recurrence relation-distinct roots), we know that the set of λ 1 , . . . , λ d is unique. Therefore, λ j = λ j .
To simplify the statement of the next theorem, we need the following definition: We say that that c j , θ j , and ϕ j satisfy standard conditions for j ∈ J if, for all j ∈ J we have:
The terms c j , θ j , and ϕ j refer to the magnitude, period, and phase of periodic terms, respectively, defined in the theorem below and used in later statements. 
Proof By Proposition 2 (Mass recurrence relation), we know that C satisfies the recurrence relation. Thus, we have changed the problem to one of solving the recurrence relation, which is a linear difference equation. Let n be the order of p and z 1 , . . . , z n be the roots of p. By Lemma 4 (Solving the recurrence relation-distinct roots) there exist complex numbers λ 1 , . . . , λ n , such that C(M) = n j=1 λ j z M j . Note that 0 is not a root since p(0) ≥ 1. Therefore, we may separate the list of roots into four sets: positive roots R + , negative roots R − , complex roots in the upper half-plane R u , and complex roots in the lower half-plane R l . We can now rewrite the expression of C(M) as
Without loss of generality, we assume that the indices of the roots proceed in order from R + , R − , R u , and R l . We will handle each summand separately.
Positive root:
Note that R + has exactly one element by simple application of Descartes' rule of signs. Denote the single term in the corresponding sum as λ 0 z M 0 ; set r 0 = z 0 and c 0 = λ 0 . Thus,
Negative roots:
Define b − as the largest index of an element in R − . Let z j ∈ R − . We set the constants for the jth term as r j = |z j |, c j = |λ j |, θ j = 1 2 , and
If we use this definition for an individual term in the summand we can rewrite the summand as find
Thus, the summand is
Complex roots (upper and lower half-plane):
Define b u as the largest index j of an element in R u . Let z j ∈ R u . Note that, because z j is a root of p and p is a polynomial over real numbers, the conjugate of z j , z j , is also a root of p. Call the index of the conjugate root j ; i.e. z j = z j . Note also that λ j = λ j , by Lemma 5 (Eigenvalues of conjugate pairs are conjugates). Set c j = 2|λ j | and set ϕ j such that λ j = 1 2 c j e iϕ j and −π < ϕ j < π. Also set r j = |z j | = |z j | and set θ j so that z j = r j e i2πθ j and 0 < 2πθ j < π. In other words, 0 < θ j < 1 2 . Now we combine the term j from the first complex sum with the term j from the second sum to get
Thus, the contribution from the complex roots (those that are not real) is
All roots:
Combining the three parts we get
where k = b u .
To complete this proof, we need to verify that all of the constants are in the correct ranges; i.e. that they satisfy the standard conditions. The c j 's ( j > 0) are positive by definition, as are the r j 's. In addition, 0 < θ j ≤ 1 2 and −π < ϕ j ≤ π by definition, for j = 1, 2, . . . , b u . Also, combining the above statements with Lemma 13 (Constant c0 > 0) we know that c 0 > 0.
Proof of maximality
The only difference between Theorem 6 (Explicit description of sequence counting function-simple form), above, and Theorem 1 (General Solution to Sequence Counting Problem) is that the latter also tells us that r 0 ≥ r j for all j ≥ 1. This is the topic of Theorem 14 (Maximality of positive root), found at the end of this section. The rest of this section contains technical lemmas for use in the proof. The intuition of the proof is that if the periodic terms dominate the real term then there must be a point at which the result is negative, which is a contradiction of the fact that the function is a counting function (i.e., must map non-negative integers to non-negative integers).
First, we show that the sum of cosines with rational period over a special set of indices is zero. Note that the last term is the sum of the bth roots of unity. Let ω 1 , . . . , ω b be the bth roots of unity. We want to show that the sum of the bth roots of unity is always zero. Note that these roots are all of the solutions to
Of particular interest, however, is the term of order b − 1: its coefficient is the sum of all of the roots. Since this coefficient is zero, then the sum of the roots is zero. Finally, to prove our lemma, we need only add several terms that add to zero:
cos(2πθm + ϕ)
For simplification in the rest of this section we need to add additional notation. We denote the set of indexes of roots of the characteristic polynomial that have magnitude r, { j|r j = r }, as M r . Also, we denote the periodic contribution of the ith root towards
The following lemma states that the sum of t i (M) repeats a particular negative value infinitely often, provided the M r contains only rational values. (assume that this is reduced form). Let = lcm{b j | j ∈ M r }, the least common multiple of the denominators of the cosine frequencies. First note that, because θ j is an integer and t j (M) = c j cos(2πθ j M + ϕ j ),
Lemma 8 (Functions with rational period repeat negative values) Suppose θ j is rational for every j ∈ M r and f (M) =
In other words, f is periodic with a period that divides . Now, by Lemma 7 (Sum of rational period cosine is zero) we know that, for all integers w and k
In particular, because b j divides , we know that for all j,
If f is identically zero on the integers then we are done. Otherwise, it follows that there exists an integer, w, for which f (w) = −δ < 0. However, f is periodic with a period that divides . Therefore we know that w + , w +2 , . . . is an infinite sequence of integers such that f (w) = −δ < 0.
The following lemma extends the previous one by assuming that the members of M r are all related to each other by a complex constant. ; we will show that g is periodic with period 1.
Lemma 9 (Sum of rationally related cosines of irrational period is negative infinitely often) Define f (M) = j∈M r t j (M), where t j is defined as previously. Suppose f is not identically zero on R and there exists an irrational number s such that for every j ∈ M r , the ratio
Note that b j is an integer by the definition of . Therefore, the term 2π
is an integral multiple of 2π and can be ignored when inside the cosine function. Thus,
In other words, f ( However, because f is not identically zero, neither is g. This fact, combined with a zero integral, means that g must be negative for some w ∈ (0, 1). Define ε = − 1 2 g(w). Being a finite sum of continuous functions, g inherits continuity from the cosines. Therefore, there exists an open interval I containing w such that x ∈ I ⇒ g(x) < −ε, satisfying the second conclusion of the lemma.
The following theorem will allow us to create a form of the previous lemmas without restrictions on the members of M r (see the subsequent lemma). Proof A more general version of this theorem can be found as Theorem 3.13 of [10] , where it is attributed to Hardy and Littlewood [11] .
Recall that that c j , θ j , and ϕ j satisfy standard conditions for j ∈ J if, for all j ∈ J we have:
All of the previous lemmas in this section are used in this lemma. It states that the sum of the t i (M) is less than a particular negative number infinitely often. Proof It is easier to prove this in three steps:
Lemma 11 (Sum is negative infinitely often)
Define f as f (M) = i∈M r c i cos(2πθ i M + ϕ i ). By Lemma 8 (Functions with rational period repeat negative values) f is either zero on the integers or there exists δ > 0 and integers w and such that f (w + k ) = −δ for k = 1, 2, . . . Note that δ/2 and the sequence of integers w + , w + 2 , . . . satisfy the conclusion of the theorem. Case 2 Irrational case: i ∈ M r ⇒ θ i / ∈ Q. We can decompose M r into k equivalence classes, M 1 r , M 2 r , . . . , M k r , of indexes representing frequencies that are linear combinations of each other over the rational numbers. Select a single member from each of the equivalence classes: i j ∈ M j r and define s j = θ i j . We can also decompose the function f to only sum the terms related to the jth equivalence class: f j (M) = i∈M j r t i (M). Without loss of generality, each f j is not identically zero. This allows us to apply Lemma 9 (Sum of rationally related cosines of irrational period is negative infinitely often) to ascertain the existence of positive numbers α 1 , α 2 , . . . , α k , ε 1 , ε 2 , . . . , ε k , and open sub-intervals of [0, 1] I 1 , I 2 
) has period 1 and x ∈ I j ⇒ f j ( also that  1, α 1 , α 2 , . . . , α k are linearly independent over rational numbers. This allows us to apply Theorem 10 (Infinite number of special integers) to state that the collection of integers = n ∈ Z + |nα j mod 1 ∈ I j ; j = 1, 2, . . . , k is infinite. This list of integers is the set we need in order to prove our claim.
To show this, we start with an n ∈ .
By the definition of , our selection of n means that, for each of j = 1, 2, . . ., (nα j mod 1) ∈ I j . However, we defined I j so that g j (x) < −ε j for every x ∈ I j . In particular, this will be true for nα j . If we now define
we have the following inequality:
Recall that this holds for every n ∈ , an infinite set, thus proving this case. Case 3 Mixed case: there exists i, j ∈ M r such that θ i ∈ Q and θ j / ∈ Q. We decompose M r in the same way as in Case 2. However, exactly one of the decompositions includes indices of rational frequencies; call this member of the decomposition M 0 r . We decompose f as well:
From Case 1 we know that there exists δ 0 > 0 and integers w 0 and 0 such that, for every integer n,
Now we remove M 0 r from the set of M r (calling the result M r ) and rescale f :
Because f only contains cosines of irrational period, it satisfies the conditions of Case 2; we conclude that there exists a positive number ε and an infinite set,
Select an n ∈ and define
This completes our proof of Case 3 and, thus, the lemma.
Using the previous lemma we are now able to put exponential bounds on the size of negative contributions of Eq. 2. 
Proof (This lemma is identical to Lemma 11 (Sum is negative infinitely often), except for the exponential term in both the definition of f and the conclusion.)
Recall the notation M r = { j|r j = r }. If all indices j are in M r max then the theorem follows directly from Lemma 11 (Sum is negative infinitely often), after factoring out r max ; we will assume, therefore, that there are additional indices.
Define r − = max j / ∈M rmax {r j } and c − = max j / ∈M rmax {c j } and note that the contribution of all the maximal terms towards f is
(where t i is the parameterized cosine function, as defined previously). By Lemma 11 (Sum is negative infinitely often) we know that there exists a δ > 0 and an infinite sequence of integers,
The following lemma says that the coefficient of the purely exponential term is positive and follows easily from the previous lemma. Proof By Lemma 12 (Sum of non-positive terms is negative infinitely often), we know that there exists an integer M and a real number δ > 0 such that
This implies that
In particular, if c 0 ≤ 0 then C(M ) < 0. Since C is a counting function, this is a contradiction arising from the assumption that c 0 ≤ 0. Thus, c 0 > 0.
The following theorem describes the closed form of a sequence counting function. However, this theorem applies to the "simple form"; i.e. the case where the characteristic polynomial has distinct roots. If it does not have distinct roots then the solution involves the product of polynomials and exponentials in M inside the summation, instead of simply exponentials inside the summation. Proof Assume that this is not the case, that the positive root is not maximal. We will show that this leads to a contradiction, namely that we can find an M such that the counting function C(M) is negative.
Let r max = max j {r j }. The statement that the positive root is not maximal is equivalent to stating that the index of the positive root, 0, is not included in M r max (notation defined at the beginning of this subsection).
Let

Proof of main theorem
Proof of Theorem 1 (General Solution to Sequence Counting Problem) Lemma 4 (Solving the recurrence relation-distinct roots) tells us specifically that C satisfies a recurrence relation. Theorem 6 (Explicit description of sequence counting functionsimple form) gives us most of the relationship but Theorem 14 (Maximality of positive root) shows that the single purely exponential term dominates the rest, completing the proof.
Extension
It is possible to remove the restrictions on the recurrence relation (unique roots of the characteristic polynomial). We extend 
Proof This extension (and how to find the polynomials) can be found in [6] . 
Proof The proof is nearly identical to that of Theorem 6 (Explicit description of sequence counting function-simple form) except that we need to use Theorem 15 This allows us to analyze the mass distribution of all possible (theoretical) peptides with mass distributions of peptides that appear within a given organism (see Fig. 1 ). Next, we determine the characteristic polynomial, In total, there is one purely exponential term (which doubles in size every 24.67 Da) and 93 periodic terms we can consider, each of which gives a different periodicity and dominance in the distribution of masses. However, we found that the first few terms are sufficient to approximate the distribution of peptides, at least when rounding the amino acid masses to the nearest Dalton. In particular, the dominant periodic term has a period of 14.28 Da. Solutions for higher mass accuracy are possible by changing units. More examples and details are available in [5] . We expect that these findings could improve estimates of distributions, thus improving a class of algorithms that score peptide identifications in mass spectrometry [13] [14] [15] , those that require knowledge of the number of possible peptide sequences within a particular mass range.
