Each sequebC1e ot :ail cB.h be regarded as an n-vector with elements :f'rom the Galois .field GF(2).~e kdtiit1dt1 or these vectors may then be defined in the usual lhtWhe1'; the sum o:f' two vectors being obtained by adding the coi'l-tl)s1)c;Mliig elements (mod 2). For example, if n = 6 and ?'l = (110011) and ?'2= (101001) then ?'l + ?'2 = (011010). Clearly the set B n o.f all binary n-place sequences forms a group under vector addition. The weight we?,) of any sequence is defined as the number o:f' unities in the sequence. Thus in the example considered W(?'l) = 4, w(?'2) = ,.
The Hamming distance d(?'1'?'2) between two sequences ?'l and ?'2 is defined as the number of places in which ?'1 and ?'2 do not match (Hamming, 1950) . }At E i be the vector which has unities in those places, where an error occurs in transmitting a symbol of ai-Then E 1 is the noise vector. The output received is the sequence a i + E i , and the number of errors is W(E i ). The code is said to be t-error correcting i:f' a i + 6 i belongs to 8 i whenever W(E i )~t (i = 1,2, ... ,v). It is clear that under these circumstances if there are t or a lesser number of errors in transmitting a letter ai' the received message will be correctly interpreted.
A particularly important class of codes has been studied by Slepian (1956) . For this class v =2 k and the letters o:f' the alphabet An form a subgroup of B n • The null sequence is the unit element of B n " and must also belong to A. We shall suppose without loss of generality that n Q O = (0,0, ... ,0). Slepian ' s decoder may be described as follows: If r = n-k,then the group B can be partitioned into 2 r cosets with respect . n to the subgroup A. The coset containing a particular sequence t3 conn sists of the sequences 00 + 13, Q l + 13, ••• " Qv-l +~.
In the j-th coset we can choose a sequence 13j whose weight does not ex- for the code to be t-error correcting is that if t3 is any n-place binary sequence for which w(13) S t, then (3 is a coset leader. The following lemma is then easy to deduce.
Lemma 1. The necessary and sufficient condition for an (n"k) binary group code to be t-error correcting is that each letter of the alphabet except the null letter has weight 2t + 1 or more.
Proof: Let QO' Ql" ... , a v _ l be the letters of the alphabet. Let 13 be any n-place sequence for which w(t3)~t. Let 
then a t-error correcting (n,k) group code eXists.
The main result of the present paper is the following:
then there eXists a t-error correcting (n, k) binary group code with k 2:~.l -mt.
-
The method of proof is constructive and is illustrated by considering the case n =15, t =3, for which a 3-error correcting (15,5) binary group code is expl1citly obtained.
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As an example of comparison between VarYamov's result and our theorem consider the case n =31. Varlamov's result then shows that a 2-error correctiDg binary group code can be obtained with k = 18, and a 3-error correcting binary group code can be obtained with k = 13 but is 1ncon-clusive for larger values of k. Our method, however l gives an explicit construction for a 2-error correcting binary group code with k = 21, and a 3-error correcting binary group code with k = 16.
'!he following table gives some of the values of n, k and t for which a t-error correcting (n, k) binary group code can be constructed by our method. The transmission rateR =kIn is also given. 2. We shall now prove a theorem which gives a necessary and sufficient condition for the existence of a t-error correcting (n.. k) group code.
-6 -Theorem 1. The necessary and sufficient condition for the eXistence of a t-error correcting (nlk) binary group code is the existence of a matrix A of order mer and rank r = n-k with elements from GF (2) Lema 1 that the sequences of the subgroup generated by the k rows ot c* torm the alphabet of a t-error correcting (n,k) group code.
Proof ot necessity. SUppose there exists a t-error correcting (n,k) binary group code. We can then tind a set of k n-place binary sequences, or n..vectors With elements from GF(2}" which under addition generate the group of sequences which constitute the letters of the alphabet. By
Lemma 1 if a is a sequence of this group w(a)~2t+l. Consider the kxn matrix C* whose row vectors are given by these sequences. If we interchange any two rows or columns of C*" or replace the i ..th row ot C* by the sum of the ioOth and the J-th row (i # J)" the transformed matrix still retains the property that its rows generate under addition a group" each sequence of which has weight 2t+l or more. Bence we can without loss of generality take C* in the canonical form (2.2) where C is of order rxk and~is the unit matrix of order k. By retracing the arguments used in proving the first part of the theorem, we see that the matrix A* of order nxr" given by (2.1), has the property that any two 2t row vectors are independent. This proves that the condition of the theorem is Ditcesaarr.. Corollary 1. The eXistence of a t-error correcting (n,k) binary group code 1Dq)lies the enstance of a t-error correcting (n-c" k-c) binary group code, 0 < c < k.
It in the matrix C* given by (2.2) we delete the last c rows and the last c columns, we get a matrix
of order (k-c) x (n..c), the rows of which generate a group for which each noIll1ull element is of weight 2t+l or more. The rows of Ct generate the alphabet of the required code.
let V r denote the vector space of all r-vectors whose elements belong to GF(2). One may then ask the following question. What is the maximum number of vectors in a set E chosen from V r , such that any 2t distinct vectors from E are independent. This number may be denoted n 2t (r), and the problem of finding the set E may be called the packing problem (of order 2t) for V r • For a given t, n 2t (r) is a monotonically increasing function ofr.
Let k = k t (n) denote the maximum value of k such that at-error correcting (n,k) binary group code for given t and n exists. We can then state the following.
Theorem 2. If n 2t (r)~n > n 2t (r-l), then kt(n) = n -r.
From Theorem 1 there exists a t-error correcting (n 2t (r)" n 2t (r) -r binary group code. Taking c = n 2t (r) -n in Corollary 1" there exists a t-error correcting (n, n-r) group code. But a t-error correcting (n" n-r+l) binary group code cannot eXist" since from Theorem 1 its eXistence would imply that n 2t (r-l)~n. Hence k t (n) = n -r is the maximum value of k for which a t-error correcting (n, k) binary group code exists.
Thus the problem of finding a t-error correcting n-place binary group code, With the maximum transmission rate kIn" is equivalent to determining the smallest r for which there exists a set of n or more distinct vectors of V r " such that any 2t distinct vectors from the set are independent.
.. 0_" s2 + Pl 8 1 + 8 2 P 2 = 0 s, + PI s2 + P 2 sl + 8 3 P, =.0 This is a contradiction.
If t is even, say t =2c, the equation (3.2) becomes
Where qj is the unique square root of 1>2.1 in GF(~), Hence (3.2) cannot have more than c distinct roots, which again is a contradiction, since )Cl:'~, ... , Xl are distinct by hypothesis, Hence the lemma is true whether t is odd or even. t-error correcting (n,k) binary group codes when n is not of the form 2 m .l can be deduced from those obtainable from Theorem 3, by using Corollary 1 of Theorem 1. Stronger results than those which can be obtained in this way will be given in a subsequent communication.
Let
5. The proofs of the theorems in sections 2 and 4 are constructive in the sense that they give an actual procedure for obtaining the required codes. We shall illustrate the procedure to be followed by taking the case m = 4, t = 3. Then n = 15 and the rank R(m,t) turns out to be 10. We thus obtain a 3-error correcting (15, 5) group code. The roots of the equation ..
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.. we have a matrix of order 5xl5 whose rows generate under vector addition (mod 2)" the group of 32 sequences which constitute the letters of the alphabet of the reqUired 3-error correcting (15, 5) binary group alphabet. It is easy to verify that of the 31 nonnu11 sequences 15 have weight 7, 15 have weight 8 and one has weight 15" which checks with
