In this technical note, we investigate information quantities of state-dependent communication channels with corrupted information fed back from the receiver. We derive an information identity which can be interpreted as a law of conservation of information flows.
I. INTRODUCTION
For decades, communication channels with feedback has been attracted much attention from researcher [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] . When feedback is used, the notion of directed information introduced by Massey [10] has been playing an important role. Based on this notion, lots of notable results have been derived for feedback systems [5] , [6] , [7] , [8] , [9] . The directed information from a random sequence x i to a random sequence y i is defined as
I(x i , y i |y i−1 ).
However, the merit of this notion is restricted in the case of noiseless feedback. Namely, when feedback is corrupted by noise, this notion is not as useful as that in noiseless feedback. For example, directed information can be used to characterize capacity of certain communication channels with feedback while it fails for the case of noisy feedback [11] . Therefore, very few work on noisy feedback systems can be found in the literature [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] . Motivated by this aforementioned failure, we wish to understand why the directed information does not apply. where the current channel output e i depends on the current feedback input y i and all the previous feedback inputs and outputs. Here we assume the forward channel outputs are fed back without any encoding. It is worth noting that this work can be easily extended to the case that the forward channel outputs are processed before being fed
back.
In what follows, we derive an information identity which can be used to explain the failure of using directed information to characterize the capacity. This information identity can be interpreted as a law of conservation of information flows.
II. AN INFORMATION IDENTITY ON NOISY FEEDBACK CHANNELS
In this section, we derive an information identity, which can be interpreted as a law of conservation of information flows. First of all, we provide some necessary definitions as follows.
Definition 1:
Given random sequences y n and s n , the entropy of y n causally conditioning on s n is defined as
Furthermore, if we have both conventional conditioning and causal conditioning, the definition is give as follows.
Definition 2:
Given random sequences y n , x n and s n , the entropy of y n conditioning on x n and in the meanwhile causally conditioning on s n is defined as
Based on the aforementioned entropy definition, we next have the causal conditioning mutual information as follows.
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Definition 3: Given random sequences x n , y n and s n , the mutual information between x n and y n causally conditioning on s n is defined as
Furthermore, we have the extended form of mutual information below.
Definition 4: Given random sequences x n , y n , z n and s n , the mutual information between x n and y n with conditioning on z n and causally conditioning on s n is defined as
Finally, we need to define the causal conditioning directed information [23] .
Definition 5: Given random sequences x n , y n and s n , the directed information from x n to y n causal conditioning on s n is defined as
Now we are ready to show our main result. Recall that the channel states are causally known by the transmitter, therefore, the actual information delivered from the transmitter to the receiver is captured by the quantity I(x 0 ; y n ||s n ), where x 0 represents the message index and y n represents the received information by the receiver.
Theorem 1:
In the aforementioned noisy feedback system, it holds that I(x n → y n ||s n ) = I(x 0 ; y n ||s n ) + I(e n−1 ; x 0 |y n ||s n ) + I(e n−1 → y n ||s n )
Proof: First of all,
Because the forward channel is characterized as p(y i |y
Therefore, we have
Next, we decompose the quantity I(x n → y n ||x 0 , s n ) as I(e n−1 ; x 0 |y n ||s n ) + I(e n−1 → y n ||s n ). In what follows, we provide the detailed derivation. Firstly,
We use chain rule on entropy H(e i−1 , y i |e i−2 , y i−1 , s i ) and H(e i−1 , y i |e i−2 , y i−1 , x 0 , s i ), and based on the fact of the feedback channel p(e i |e i−1 , y i ), we have
Based on the fact that the channel inputs x n is determined by x 0 , e i−1 and s i , the derivation continues as
Now it is straightforward to have that
Next, we have a chain rule as I(e n−1 ; x 0 |y n ||s n ) = I(e n−1 , y n ; x 0 ||s n ) − I(y n ; x 0 ||s n )
Putting above together, we have I(x n → y n ||x 0 , s n ) = I(e n−1 ; x 0 |y n ||s n ) + I(e n−1 → y n ||s n ) Therefore, I(x n → y n ||s n ) = I(x 0 ; y n ||s n ) + I(e n−1 ; x 0 |y n ||s n ) + I(e n−1 → y n ||s n ) Theorem 1 can be interpreted as a law of conservation of information flows. It says that the information delivered in the forward channel equals to the sum of two information quantities respectively delivering the message index and the corrupted feedback information. Note that the quantity I(e n−1 ; x 0 |y n ) captures the mutual interference between the delivering of the message and the feedback information. When the forward channel is independent from states, that is, p(y i |y i−1 , x i , s i ) = p(y i |y i−1 , x i ), Theorem 1 can be simplified as I(x n → y n ) = I(x 0 ; y n ) + I(e n−1 ; x 0 |y n ) + I(e n−1 → y n )
III. CONCLUSION
In this technical note, we derive an information identity for state-dependent communication channels with corrupted feedback. Future work will focus on its applications in characterizing the capacity and deriving feedback channel codes.
