We study the structural robustness of scale-free networks against overload failures induced by loads exceeding the node capacity, based on analytical and numerical approaches to the percolation problem in which a fixed number of nodes are removed according to the overload probability. Modeling fluctuating loads by random walkers in a network, we find that the degree dependence of the overload probability drastically changes with respect to the total load. We also elucidate that there exist two types of structural robustness of networks against overload failures. One is measured by the critical total load W c and the other is by the critical node removal fraction f c . Enhancing the scale-free property, networks become fragile in both senses of W c and f c . By contrast, increasing the node tolerance, scale-free networks become robust in the sense of the critical total load, while they come to be fragile in the sense of the critical node removal fraction. Furthermore, we show that these trends are not affected by degree-degree correlations, although assortative mixing makes networks robust in both senses of W c and f c .
I. INTRODUCTION
Networks with complex topologies have been studied extensively to describe a wide range of complex systems [1] [2] [3] [4] [5] [6] [7] . Many real-world complex networks provide functions such as electric power supply by a power grid network, information seeking via the World Wide Web, and the decomposition and synthesis of chemical compounds in a metabolic network. These functionalities are supported by the global connectivity of the network. However, if the network is decomposed into smaller disconnected pieces by failures of nodes or edges, the network function cannot be maintained. Thus the robustness of networks against damage is a significant issue from a practical viewpoint. This problem has been studied mainly in two contexts. One is related to the structural robustness argued in a percolation problem where a fixed number of nodes (or edges) are simultaneously removed [8] [9] [10] [11] [12] [13] [14] and the other is studied in a sense of the dynamical robustness against cascading failures in which the removal of a few nodes triggers the removal of remaining nodes [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] . There have been a number of reports of the percolation problem on complex networks (i.e., structural robustness), particularly on scale-free networks with power-law degree distributions that are ubiquitous in real-world systems [7] . An important finding obtained by these studies is that scale-free networks are fairly robust against random failures, i.e., removing nodes randomly, while they are fragile to the targeted removal of the highest degree nodes [8] [9] [10] [11] . Although degree correlations and/or community structures affect the robustness of networks, these trends are persistent [12] [13] [14] .
Previous works on the structural robustness of scale-free networks have concentrated on percolation transitions caused by random failures and targeted attacks. Random failures represent accidental breakdowns of nodes and targeted ones correspond, for example, to intentional attacks by terrorists. There are, however, many possible causes of node failures in functional networks. One of the most important and common causes is overload failure, i.e., a failure induced by loads exceeding node capacities. For instance, increasing the electrical power demand may induce overload failures of substations in power grid networks. On the Internet, the recent rapid rise in smartphone users increases the total amount of packet traffic, which causes overload failures of servers or routers. These examples show that overload failures are common origin of breakdowns of functional networks. Although overload failures have been studied extensively in the context of dynamical robustness against avalanchelike cascading failures [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] , there is no work on the percolation transition induced by a simultaneous removal of overloaded nodes, which can form a basis of the study of cascading overload failures. Recently, Kishore et al. examined the probability of a node having an overload failure as a function of the degree of the node [30, 31] . Since the load on a node fluctuates temporally in most networks, each event of overload failures is governed by the load fluctuations. They modeled such fluctuations by random walkers on the network and found that small degree nodes are more likely to have overload failures. This approach can be utilized to examine the percolation transition by overload failures.
In this study, we quantitatively analyze the structural robustness of scale-free networks against overload failures by examining the percolation transition induced by removing a fixed number of nodes according to the overload probability. We adopt the random-walk model [30, 31] to describe load fluctuations and calculate analytically the percolation transition point. Our results show that the structural robustness measured by the critical total load W c should be distinguished from that in the sense of the critical node removal fraction f c . We also find that scale-free networks are fragile to overload failures compared to non-scale-free networks in both senses of W c and f c . On the contrary, strengthening the node tolerance, the network becomes robust in the sense of the acceptable total load, while it becomes fragile in the sense of the critical node removal fraction. This paper is organized as follows. In Sec. II, we give the random-walk model to describe fluctuating loads in a network and define the overload failure quantitatively. The original model proposed by Kishore et al. [30] is slightly modified to take into account increases in the total amount of load W from the initial value at the network formation. Using the modified model, we obtain the overload probability as a function of the node degree. In Sec. III, we explain how we calculate the critical point of the percolation transition by removing nodes according to the overload probability, and give our results for scale-free networks. In this analysis, we use the method developed recently by Tanizawa et al. [14] . Finally, concluding remarks are presented in Sec. IV.
II. OVERLOAD PROBABILITY
Many functional networks achieve their functionality by means of some kind of flow such as the electric current in a power grid network and packet transfers on the Internet. The flow from one node (source) to another (sink) often follows the shortest path between two nodes. If we consider particle flow in a network along the shortest paths between many randomly selected node pairs in a unit time, the statistical property of the temporal fluctuation of the number of particles on a node is the same as that of the number of random walkers on the node in the network containing many random walkers [32, 33] . Based on this fact, Kishore et al. have described the uncorrelated load fluctuations by random walkers in a network [30] . Here we adopt this idea to formulate overload failures.
The total number of walkers represents the total load. If the number of walkers w i (t) on node i at time t, which represents the load on node i, exceeds the predetermined node capacity q i , the node i fails because of an overload. Let us assume that a network with N nodes is singly connected and undirected and that a random walker on the node i jumps to any one of its neighboring nodes with an equal probability. The probability P i (t) of finding the walker on node i at time t is then governed by the master equation
where a ij is the adjacency matrix element of the network, which takes the value 1 if i and j are directly connected and 0 otherwise, and k i = j a ij is the degree of the node i. In the steady state, the probability P i does not depend on t and Eq. (1) becomes the eigenequation p i = j (a ij /k j )p j , where p i = lim t→∞ P i (t). This equation can be solved easily and the steady-state probability p i is proportional to the degree k i as shown by [34] 
where M = i k i /2 is the number of edges in the network.
Since p i depends only on the degree of the node i, the steady-state probability can be denoted by p k (= k/2M). Hereafter, we concentrate on the steady-state distribution of random walkers in the network. Considering the uncorrelated character of random walkers, the probability h W 0 k (w) to find w walkers on a degree-k node in the network containing totally W 0 walkers is given by the binomial probability
Thus the mean value and the variance of the number of walkers on the degree-k node are
and
respectively. It is natural to set the capacity q k of the degree-k node as
where m is a real parameter representing the tolerance of nodes against loads. It should be noted that this capacity depends on the total number of walkers W 0 through Eqs. (4) and (5) though W 0 is not written explicitly on the right-hand side of Eq. (6). The overload probability, i.e., the probability that w exceeds q k (W 0 ), is then calculated by summing up the distribution function given by Eq. (3) over w larger than q k (W 0 ).
In the above treatment, we must never overlook the fact that the total load is not temporally constant. The total load W when an overload failure occurs is generally not the same as W 0 at the initial time when the node capacity is assigned. The total load at a later stage is often higher than the initial total load, as in the case of the increasing electrical power demand. Taking this situation into account, we use the distribution function given by Eq. (3) with W instead of W 0 , while the capacity q k is given by W 0 . Therefore, the overload probability F W (k) of the degree-k node is given by
where [x] represents the greatest integer not greater than x. This expression can be simplified as
where I x (a,b) is the regularized incomplete beta function [35] . Kishore et al. [30, 31] have shown that the probability F W (k) at W = W 0 is a decreasing function of k as shown by the thin line at the bottom in Fig. 1 . This result, corresponding to the case where the total load does not change over time, exhibits that small degree nodes are more likely to experience overload failures than hubs. Recalling that a scale-free network is quite robust to random failures or the selective removal of lower degree nodes, it seems that scale-free networks are resilient to overload failures. However, the probability F W (k) changes its profile significantly when W becomes larger than W 0 . The thick lines in Fig. 1 indicate the k dependences of F W (k) for various values of W larger than W 0 . For W = 1.3W 0 , for instance, F W (k) is an increasing function of k, which implies that the node removal by overload failures is similar to the selective removal of higher degree nodes. Thus scale-free networks might be fragile against overload failures when the total load W is much larger than the initial value W 0 . The profile of F W (k) also depends on the value of the node tolerance parameter m (thick gray line in Fig. 1 ). It is therefore necessary to evaluate quantitatively the resilience of scale-free networks to overload failures. 
III. ROBUSTNESS AGAINST OVERLOAD FAILURES
In order to assess the structural robustness of scale-free networks against overload failures, we calculate the critical point of the percolation transition by removing nodes according to the overload probability. To this end, we employ the method developed recently by Tanizawa et al. [14] . This method allows us to treat percolation problems for an arbitrary degree distribution, arbitrary degree-degree correlations, and an arbitrary removal process depending on the degree of nodes if the network has a treelike structure near the percolation transition. The critical total load W c and the critical node removal fraction f c are calculated from the branching matrix defined by
where b k is the remaining fraction of degree-k nodes and P (k |k) is the conditional probability that an arbitrary neighbor of a degree-k node has the degree of k . At criticality, the largest eigenvalue of B k k becomes unity [14, 36] . In the specific case that the network does not possess degree-degree correlations, the conditional probability becomes P (k |k) = k P (k )/ k depending only on k , where P (k) is the degree distribution function and k is the average degree. In this case, the branching matrix B k k = b k k (k − 1)P (k )/ k also depends only on k and has the eigenvalues {λ max ,0,0, . . . ,0}, where
Since the remaining fraction b k is given by 1 − F W (k) in our case, the condition for the transition point of the percolation by overload failures is given by 
Hereafter, we assess the structural robustness of networks from the perspectives of W c and f c . A network is fragile if W c or f c is small. First, we consider generalized random graphs with the degree distribution function presented by
where d and γ are real parameters and C = [
is the normalization constant. The exponent γ is assumed to be greater than 2 to have a finite average degree k . This distribution function is proportional to k −γ for k 1, which means that the generalized random graph has the scale-free property, as shown in Fig. 2 . We can tune the average degree k by controlling the parameter d for any value of γ . The inset of Fig. 2 shows the d dependence of k . Since the generalized random graph has no degree correlations, we can apply Eq. (10) to calculate the transition point of the percolation by overload failures. In order to confirm the validity of our analytical approach, we compare the critical total load W c and the critical node removal fraction f c obtained by Eqs. (10) and (11), respectively, with numerical results. Figure 3 shows that the vanishing points of the numerically calculated order parameter S (the number of nodes included in the giant component divided by the total node number N ) agree quite well with the theoretically predicted values (vertical dashed lines), which confirms the validity of the analytical treatment. Figure 4 shows the critical total load W c rescaled by the initial total load W 0 as a function of the scale-free exponent γ . In this calculation, we truncate the size of the branching matrix B kk to k max × k max , where k max is the maximum degree in a network with a finite but large number of nodes (N = 10 5 ) estimated by N k max P (k) dk = 1/N . In addition, we fix the average degree at k = 10 independently of the value of γ and the node tolerance parameter and the initial total load are set as m = 2 and W 0 = 2M with M = N k /2 = 500 000, respectively. The solid line in Fig. 4 increases with γ , which means that the scale-free property makes a network fragile against overload failures in the sense of W c . The solid line in the inset of Fig. 4 displays the critical node removal fraction f c calculated by Eq. (11). The quantity f c is also an increasing function of γ . This implies that scale-free networks are fragile also in the sense of f c . The reason why f c is an increasing function of γ can be easily understood as follows. Consider a situation where nodes are removed from two scale-free networks G 1 and G 2 with different exponents γ 1 and γ 2 (>γ 1 ) by the same node removal fraction f . Hub nodes in the network G 1 are more preferentially removed than in G 2 because F W (k) is an increasing function of k, as shown by Fig. 1 . Since scale-free networks are fragile to the removal of hub nodes, G 1 has a smaller f c than that for G 2 . In order to explain the γ dependence of W c , let us consider the average degree of the removed nodes k rem = k kF W (k)P (k). From the profiles of F W (k) and P (k), k rem for a fixed W decreases as γ increases. Thus, if we remove nodes from G 1 and G 2 under a fixed W , hub nodes in G 1 are also more preferentially removed than in G 2 as in the case of a fixed f , which makes W c an increasing function of γ .
The dashed and dotted lines in the inset of Fig. 4 show the critical fractions for random failures and targeted attacks (selective removal of the highest degree nodes), respectively, for the same networks. The critical fraction for overload failures behaves similarly to f c for targeted attacks because the overload probability F W (k) is an increasing function of k for W > W 0 . This inset shows that a network is much more fragile against overload failures than against random failures, while it is robust compared to the case of targeted attacks. This is because F W (k) has an intermediate profile between the removal probabilities for random failures and targeted attacks. The removal probability F TA (k) for targeted attacks is given by F TA (k) = θ (k − k c ), where θ (x) is the step function and k c is a fixed degree, while F RF (k) = p for random failures, where p is a constant probability. Therefore, hub nodes are more selectively removed by F TA (k) than by F W (k) and more selectively by F W (k) than by F RF (k). Because of the fragility of scale-free networks to hub removal, f c for overload failures takes an intermediate value between those for random failures and targeted attacks.
It is interesting to clarify how the network resilience to overload failures depends on the node tolerance parameter m. Figure 5 shows the m dependences of W c /W 0 and f c for the scale-free random graphs described by Eq. (12) with γ = 2.5 and 4.5 and the Erdős-Rényi random graph (γ → ∞). The critical total load W c /W 0 is an increasing function of m regardless of the degree of the scale-free property, which implies that the network becomes robust in the sense of W c by increasing m. This is obvious because a network can accept a larger total load if the capacity of each node increases. On the contrary, the fact that the critical node removal fraction f c is a decreasing function of m indicates that the network becomes fragile in the sense of f c when strengthening the node tolerance. To understand the m dependence of f c , let us consider a situation where we remove a fixed fraction of nodes from two networks with the same structure but with different 628W 0 ) , where the total load W for the gray line is tuned so that f becomes the same as that for the black line. These two lines show that the overload probability of the network with the tolerance of m = 4.0 is higher than that of the network with m = 6.0 for low-degree nodes, whereas this relationship is the opposite for high-degree nodes. This implies that hub nodes are more selectively removed in a network with a larger node tolerance. Thus the critical node removal fraction f c decreases as m increases. The opposite behaviors in the m dependences of W c and f c suggest that the network robustness in the sense of W c should be distinguished from that in the sense of f c .
Next we study how the nearest-neighbor degree-degree correlation affects the robustness of scale-free networks against overload failures. As is well known, many social networks exhibit assortative mixing, i.e., high-degree nodes are more likely to be connected to hubs, while technological or biological networks show disassortative mixing [12, 13] . It is therefore important to clarify whether the degree correlation make networks robust or fragile. The degree correlation is described by the conditional probability P (k |k) or the joint probability P (k,k ) = R(k)P (k |k), which is the probability that a randomly selected edge connects a degree-k node to a degree-k node. The function R(k) is defined by
which represents the probability that a randomly selected edge connects to a degree-k node. Since P (k |k) = R(k ) for networks without degree correlations, P (k,k ) for uncorrelated networks can be written as the product of the functions of k and k as P (k,k ) = P 0 (k,k ) ≡ R(k)R(k ). Conversely, we can introduce the degree correlations into a network by using P (k,k ), which cannot be decomposed by R(k) and R(k ). Here we use the joint probability P (k,k ) proposed by Newman [13] , which is given by
where
with an arbitrary distribution function X(k) normalized as k X(k) = 1. The parameter r in Eq. (14) gives the Pearson correlation coefficient defined by
2 , regardless of the choice of X(k). The Pearson correlation coefficient quantifies the strength of the degree-degree correlations of the network. If r > 0, the network exhibits assortative mixing on its degrees, while it exhibits disassortative mixing if r < 0. Although the distribution function X(k) is arbitrary, the permissible range of r determined by the condition 0 P (k,k ) 1 depends on the choice of X(k). In this work, we employ a functional form of X(k) similar to Eq. (12), i.e.,
where α = 8.0 and D = 12.0. The degree distribution P (k) is given by Eq. (12) with γ = 4.5 and d = 15.854, which leads to k = 10.0. Here we choose γ > 4 to have a finite third moment k 3 . The percolation transition point of degree-correlated networks is also calculated by evaluating the largest eigenvalue of the branching matrix B k k defined by Eq. (9) . Since the conditional probability P (k |k) obtained by P (k |k) = P (k,k )/R(k) depends not only on k but also on k when P (k,k ) is presented by Eq. (14), we need to diagonalize the branching matrix B k k numerically. In actual diagonalizations, the matrix size is truncated by k max = 276, which corresponds to the finite number of nodes N = 10 5 . The initial total load W 0 is set as W 0 = 2M (=N k ). Figure 6 shows the r dependences of the critical node removal fraction f c for three values of the node tolerance parameter m. The fact that f c is an increasing function of r implies that scale-free networks with assortative mixing are more robust (in the sense of f c ) against overload failures than those with disassortative mixing. The critical total load W c also increases with increasing r (not shown). Thus the degree correlation operates on two types of robustness (in the senses of W c and f c ) in the same manner. This trend is similar to the case of targeted attacks in scale-free networks [12, 13] . This is because the overload probability F W (k) of a hub is larger than that of a small degree node, like the node removal probability 1 − b k for targeted attacks. 
IV. CONCLUSION
In this study, we have analyzed the structural robustness of scale-free networks against overload failures. Using the idea presented by Kishore et al. [30] , fluctuating loads inducing overload failures are modeled by random walkers in networks. We examined the robustness of degree-correlated and -uncorrelated networks by considering the percolation problem where we remove nodes according to the overload probability F W (k) given by the regularized incomplete beta function. The percolation critical point has been analyzed by employing the method proposed recently by Tanizawa et al. [14] . Investigating uncorrelated scale-free networks, we found that there exist at least two types of network robustness against overload failures. One is measured by the critical total load W c and the other is by the critical node removal fraction f c . Networks become fragile in both senses of W c and f c when enhancing the scale-free nature (i.e., decreasing the scale-free exponent γ ) while keeping the average degree k constant. If we increase the node tolerance parameter m, which determines the node capacity q k , however, scale-free networks become robust in the sense of the critical total load W c , while they become fragile in the sense of f c . Furthermore, our results for degree-correlated scale-free networks demonstrate that positive correlations (assortative mixing) between the degrees of adjacent nodes make networks robust in both senses of W c and f c . This trend observed for overload failures is similar to the case of targeted attacks because the overload probability is an increasing function of k.
In our work, we simultaneously remove nodes from the network with the probability F W (k). This procedure is the same as that used in previous studies of percolation processes by random failures or targeted attacks. In an actual network with overload failures, the failure of a node or an edge in the network often triggers successive failures of other elements, which constitutes a cascade of failures. The problem of cascading failures by overloads has been extensively studied so far [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] . These studies are based on many assumptions regarding the initial load, the load propagation process, the load distribution update method, etc. The random-walk model of overload failures employed in this work is based on observational evidence of load fluctuations [32, 33] and easy to handle analytically. If we describe a cascade of overload failures by the random-walk model, the critical total load and critical node removal fraction leading to the global cascade must be much lower than those given by Eqs. (10) and (11) . The present results provide a basis for the study of a dynamical robustness against cascading overload failures. Thus it would be meaningful to study the problem of cascading overload failures by means of the random-walk model to clarify the resilience of realistic networks to damage and identify effective protection and cascade control strategies.
