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Abstract
In this article, we consider the stability and convergence of the ﬁrst-order
implicit/explicit scheme for the Boussinesq equations. The ﬁnite element spatial
discretization is based on a MINI element for the velocity and pressure, which satisﬁes
the discrete inf-sup condition, and a linear polynomial for the temperature. The
temporal terms are treated by the Euler implicit/explicit scheme, which is implicit for
the linear terms and explicit for the nonlinear terms. The advantage of using the
implicit/explicit scheme is that a linear system with constant coeﬃcient matrix is
obtained, which can save a lot of computational cost. The main novelties of this work
are the stability of numerical solutions under the conditions k1t ≤ 1 and k2t ≤ 1
with two positive constants k1, k2 and the optimal error estimates of numerical
solutions in diﬀerent norms. Finally, some numerical results are provided to verify the
performances of the Euler implicit/explicit scheme.
MSC: 65N15; 65N30; 76D07
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1 Introduction
In this paper, we consider the following Boussinesq equations in R with coupled equa-




ut – νu + (u · ∇)u +∇p = –jθ + f in  × (,T],
divu =  in × (,T],
θt – λνθ + u · ∇θ = g in  × (,T],
u = , θ =  on ∂ × (,T],
u(x, ) = u, θ (x, ) = θ, on  × {},
(.)
where  is a bounded convex polygonal domain, u = (u,u)T is the ﬂuid velocity, p is the
pressure, θ is the temperature, ν >  is the viscosity, λ = Pr–,Pr is the Prandtl number,
j = (, )T is the vector of gravitational acceleration, T >  is the ﬁnal time, and f and g are
the forcing functions.
The Boussinesq equations (.) are an important dissipative nonlinear model in the at-
mospheric dynamics (see []). This system not only contains the velocity and pressure but
also includes the temperature ﬁled, and therefore ﬁnding a numerical solution of problem
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(.) becomes a diﬃcult task. There are numerousworks devoted to the development of ef-
ﬁcient schemes for this model, for example, the standard Galerkin ﬁnite element method
(FEM) [], the projection-based stabilized mixed FEM [], the precondition techniques
[, ], the two-level algorithms [–], and the references therein. In the literature men-
tioned, the suitable stability condition is a key issue for these developed schemes. Gener-
ally speaking, we can adopt the fully implicit, semi-implicit, and implicit/explicit schemes
to treat the nonlinear equations. The fully implicit schemes are unconditionally stable.
However, we have to solve a system of nonlinear equations at each time level. Explicit
schemes are much easier in computation, but they suﬀer from a sever restriction of time
step by the stability requirement. A popular approach is based on an implicit scheme for
the linear terms and a semi-implicit scheme or an explicit scheme for the nonlinear terms.
The semi-implicit scheme for the nonlinear terms results in a linear system with variable
coeﬃcientmatrix of time, and an explicit treatment for the nonlinear term gives a constant
matrix. Many researchers have studied the stability and convergence of these schemes for
the Navier-Stokes equations [–]. The main results are summarized by He in his recent
works [, ].
In this paper, we consider a ﬁrst-order scheme for the Boussinesq equations. In view
of the advantages of the explicit scheme for the nonlinear terms, we adopt the im-
plicit/explicit scheme for the Boussinesq equations (.). Under the conditions kt ≤ 
and kt ≤  with two positive constants k,k, we present some new stabilities and estab-
lish the corresponding convergence for velocity, pressure, and temperature by the Taylor
expansion and other skills. This report can be considered as an extension of the existing
results [, , , ] from the Navier-Stokes equations to the more complex Boussinesq





























 ≤ C(t + h), (.)
where C >  is a constant depending on the parameters f∞,b∞,u, θ,,ν , and λ, but in-
dependent of h and t, where f∞ = supt≥{|f |+ |ft|}, ft = dfdt , g∞ = supt≥{|g|+ |gt|}, gt = dgdt .
Here and thereafter,C denotes a general positive constant, whichmay take diﬀerent values
at diﬀerent places. From (.)-(.) we can see that our results are optimal for both space
length h and time step t.
The outline of this article is as follows. Some basic notation and results for problem (.)
are recalled in Section . Section  is devoted to develop the Euler implicit/explicit scheme.
Stabilities and optimal error estimates are established in Sections  and , respectively.
Finally, a series of numerical results are provided to verify the eﬃciency and eﬀectiveness
of the Euler implicit/explicit scheme.
2 Preliminaries
In this section, we construct a variable formulation for problem (.) and recall some clas-
sical results, which will be frequently used in this paper. To ﬁx the idea, we set
X =H(), W =H(), Y = L(), Z = L(),





ϕ dx = 
}
.
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Throughout this paper, we adopt (·, ·) and ‖ · ‖ to denote the inner product and norm
on L() or L(). The spaces H() and X are equipped with the usual scalar product
and norm ‖∇u‖ = (∇u,∇u). Deﬁne the continuous bilinear forms a(·, ·),d(·, ·), and a(·, ·)
by
a(u, v) = ν(∇u,∇v), d(v,q) = (q,div v), a(θ ,ψ) = λν(∇θ ,∇ψ)
for all u, v ∈ X,q ∈M, and θ ,ψ ∈W .
Next, we introduce the closed subset V of X given by
V =
{
v ∈ X,d(v,q) = ,∀q ∈M} = {v ∈ X,∇ · v =  in }
and denote by H the closed subset of Y (see [, ]) given by
H = {v ∈ Y ,∇ · v = , v · n|∂ = }.
We denote the Stokes operator by A = P, where P is the L-orthogonal projection of Y
onto H or of Z onto W . Assume that  is such that the domain of A is given by (see [,
, , ])
D(A) =H() ∩X or E(A) =H()∩W . (.)
For instance, (.) holds if 
 is of class C or if  is a convex plane polygonal domain.
Moreover, we can deﬁne the trilinear forms for all u, v,w ∈ X and θ ,ψ ∈W as follows:
b(u, v,w) =
(






(u · ∇)v,w) – 
(
(u · ∇)w, v),
b(u, θ ,ψ) =
(






(u · ∇)θ ,ψ) – 
(
(u · ∇)θ ,ψ).
With these notations, for given f ∈ L∞(R+;Y ) with u ∈D(A)∩V and g ∈ L∞(R+;Z) with
θ ∈ E(A), the variational formulation of (.) reads as follows: For all (v,q,ψ) ∈ X ×M ×
W , ﬁnd (u,p, θ ) ∈ X ×M ×W with














(ut , v) + a(u, v) – d(v,p) + b(u,u, v) = (f , v) – (jθ , v),
d(u,q) = ,
(θt ,ψ) + a(θ ,ψ) + b(u, θ ,ψ) = (g,ψ),
u(x, ) = u, θ (x, ) = θ.
(.)
Assuming that f ∈ L(,T ;X ′), g ∈ L(,T ;W ′), and u ∈ V , θ ∈ W , problem (.) has
at least one solution (u,p, θ ) satisfying u ∈ L∞(,T ;)∩L(,T ;V ) and θ ∈ L∞(,T ;)∩
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L(,T ;W ). The uniqueness and regularity of the solution (u,p, θ ) can also be proved by
strengthening the assumptions on the data; see [] for details.
We recall the following discrete Gronwall lemma, which can be found in [, ].






























Following the proofs provided in [, , , ], we can obtain that problem (.) pos-
sesses a unique solution (u,p, θ ) with the following regularity properties.
Theorem . Let f ∈ L∞(R+;Y ), ft ∈ L(,T ;Y ), g ∈ L∞(R+;Z), gt ∈ L(,T ;Z) and u ∈































Introduce the following Poincaré inequalities:
‖v‖ ≤ C‖∇v‖ ∀v ∈ X or W ; ‖∇v‖ ≤ C‖Av‖ ∀v ∈D(A) or H(). (.)
We end this section by recalling someproperties of the trilinear forms b(·, ·, ·) and b(·, ·, ·),
which can be found in [, –, , , , ].
Lemma . The trilinear forms b(·, ·, ·) and b(·, ·, ·) satisfy:
() Under the condition divu = , we have that
b(u, v, v) =  ∀u, v ∈ X; b(u, θ , θ ) =  ∀u ∈ X, θ ∈W .









































‖ψ‖ ∀u ∈D(A), θ ,ψ ∈W .
3 The Euler implicit/explicit scheme for the Boussinesq equations
Let Th be a family of ﬁnite element partitions of  into triangles satisfying the usual com-
patibility conditions [] with h = maxhK , where hK is the diameter of an element K ∈ Th.
We assume that Th is shape regular, that is, there exists a constant σ >  such that hK < σρK
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for all K ∈ Th, where hK and ρh denote the diameter of K and the diameter of the largest
ball that can be inscribed into K , respectively.
The ﬁnite element subspaces of interest in this paper are deﬁned by the so-called MINI
element with the continuous piecewise ﬁnite element subspace for the approximation of
velocity and pressure and the linear polynomial for temperature, respectively:
Xh =
{










ψ ∈W :ψ |K ∈ P(K) ∀K ∈ Th
}
.
Note that λ,λ, and λ are the barycentric coordinates of the reference element.
We deﬁne the subspace Vh of Xh by
Vh =
{
vh ∈ Xh : d(vh,qh) =  ∀qh ∈Mh
}
.
Let Ph : Y → Vh or Z →Wh denote the L-orthogonal projection deﬁned by
(Phω,χh) = (ω,χh) ∀ω ∈ Y or Z,χh ∈ Vh orWh.
We introduce a discrete analogue Ah = –Phh of the Stokes operator A through the
condition (Ahφh,ψh) = (∇φh,∇ψh) for all φh,ψh ∈ XhorWh. The restriction of Ah to Vh
is invertible with the inverse A–h . Since A–h is self-adjoint and positive deﬁnite, we may






, ωh ∈ Vh.
These norms will be assumed to have various properties similar to their continuous coun-
terparts, implicitly imposing conditions on the structure of the spaces Xh,Mh, andWh. In
particular,
‖ωh‖ = ‖∇ωh‖, ‖ωh‖ = ‖Ahωh‖ ∀ωh ∈ Vh orWh.
The discrete Laplace operator Ah is ﬁrst introduced in [] to analyze and obtain the op-
timal estimates for the transient Navier-Stokes equations. Furthermore, from [, ] we
know that there exists a positive constant β >  independent of h such that, for all vh ∈ Xh
and qh ∈Mh,
b(vh,qh)≥ β‖vh‖‖qh‖. (.)
The ﬁnite element discretization applied to problem (.) leads to spatial discrete equa-





(uht , vh) + a(uh, vh) + b(uh,uh, vh) – d(vh,ph) = (f , vh) – (jθh, vh),
b(uh,qh) = ,
(θht ,ψ) + a(θh,ψh) + b(uh, θh,ψ) = (g,ψh).
(.)
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For the stability and convergence of problem (.), we have the following results.
Theorem . (see []) Let f ∈ L∞(R+;Y ), ft ∈ L(,T ;Y ), g ∈ L∞(R+;Z), gt ∈ L(,T ;Z),
u ∈ D(A) ∩ V , θ ∈ E(A) and assume that uh() = u, θh() = θ. By Theorem . problem






















































































































 ≤ Ch, ‖u – uh‖ + ‖θ – θh‖ ≤ Ch.
Let t >  be the time-step, and let tn = nt ( ≤ n ≤ N = [ Tt ]), unh,pnh , and θnh denote
the numerical solutions of uh,ph, and θh at tn, respectively. We consider the Euler im-
plicit/explicit scheme for the Boussinesq equations (.). As we have pointed out in Sec-
tion , the advantage of adopting the Euler implicit/explicit scheme is that a linear system
with constant coeﬃcient matrix is obtained, and then a lot of computational cost can be
saved.









t , v) + ν(∇unh,∇v) + b(un–h ,un–h , v) – (v,∇pnh) = (f (tn), v) – (jθnh , v),






t ,ψ) + λν(∇θnh ,∇ψ) + b(un–h , θn–h ,ψ) = (g(tn),ψ),
(.)
with ≤ n≤N . From (.) we can see that the discrete system (.) is a linear system; for
the existence and uniqueness of unh,pnh , and θnh , we refer to [].




(uh, v) +tν(∇uh,∇v) –t(v,∇ph) =t(f (t), v) –t(jθh , v),
(∇ · uh,q) = ,
(θh ,ψ) +tλν(∇θh ,∇ψ) =t(g(t),ψ).
(.)
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t , where ω is u or θ . Choosing


































From (.)-(.) we can see that scheme (.) is stable.
4 Stability of the numerical solutions
In this section, we establish the stability of the numerical solutions unh,pnh , and θnh in the
Euler implicit/explicit scheme (.) for the Boussinesq equations. The mathematical in-
duction has been used to obtain the desired results; this technique has also been used to
other problems, for example, for the Dirichlet problems with (p,q)-Laplacian [] and the
mixed initial-boundary value problems [].
Theorem . Under the conditions of Theorem . and the stability conditions kt ≤ 













































































 ≤ k = ν–
(
k + f ∞
)









+ (λν)–Ckγ  , (.)
where










 + T(T +t)g

∞ + ( +t)f ∞,




















































































































































k = ν–Ck, k = (λν)–Ck.
Proof We prove this theorem by induction. From (.)-(.) we know that (.)-(.) hold
for n = . Assume that (.)-(.) hold for n = , . . . , J with  ≤ J < N = [ T
t ]. We need to
prove (.)-(.) for n = J + .
First, taking vh = tunh,qh = tpnh , and ψh = tθnh in (.), we obtain
(






































By using of the identities
(a – b, a) = |a| – |b| + |a – b| and (a,b) = |a| + |b| – |a – b|, (.)



















































































































































































































































































































































‖g‖ + t‖g‖, (.)
for all  ≤ n ≤ N . Under the stability conditions kt ≤ ,kt ≤  and the induction






























 ≤ . (.)





































 + γTf∞ + Ttf∞ + Tγγ + Ttγ

 ≤ γ  ,
which is (.) with n = J + .
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Summing (.)-(.) for n from  to J +  and using Lemma ., we ﬁnish the proof of
(.).

























































































































































































































































































































































































































































































Summing (.)-(.) for n from  to J +  and using Lemma ., we ﬁnish the proof of
(.).





































































If ‖Ahunh‖ ≤ ‖Ahun–h ‖ and ‖Ahθnh ‖ ≤ ‖Ahθn–h ‖, then by (.)-(.) we have that (.)-
(.) hold. Otherwise, setting k∗ = sup≤n≤J+ ‖Ahunh‖ and k∗∗ = sup≤n≤J+ ‖Ahθnh ‖ and
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Combining these estimates with (.)-(.), we ﬁnish the proof of (.)-(.) with n =
J + . 
5 Error estimates
This section is devoted to present the optimal error estimates of velocity, pressure, and
temperature in the Euler implicit/explicit scheme (.). In order to simplify the descrip-
tions, we denote
Enu = uh(tn) – unh, Enp = ph(tn) – pnh, Enθ = θh(tn) – θnh ,
where (uh(tn),ph(tn), θh(tn)) and (unh,pnh, θnh ) be the solutions of problems (.) and (.),
respectively. Furthermore, we set Eu = Eθ = .





t – νuh(tn) + (uh(tn) · ∇)uh(tn) +∇ph(tn) = f (tn) – jθh(tn) + Rnu,
∇ · uh(tn) = ,
θh(tn)–θh(tn–)



















t – νEnu + (uh(tn) · ∇)uh(tn) – (un–h · ∇)un–h +∇Enp = Rnu – jEnθ ,




t – λνEnθ + (uh(tn) · ∇)θh(tn) – (un–h · ∇)θn–h = Rnθ .
(.)
Now, we present the error estimates for Enu,Enp , and Enθ in diﬀerent norms. In order to
simplify the expressions, we denote









uh(tn) – un–h = uh(tn) – uh(tn–) + uh(tn–) – un–h = Znu + En–u ,
θh(tn) – θn–h = θh(tn) – θh(tn–) + θh(tn–) – θn–h = Znθ + En–θ .














































































Proof Taking the inner product of (.) with tEnu and tEnθ and using the fact that




‖Enu‖ – ‖En–u ‖ + νt‖∇Enu‖ + tb(En–u ,un–h ,Enu) + tb(Znu,uh(tn–),Enu)
+ tb(uh(tn–),En–u ,Enu) + tb(uh(tn),Znu ,Enu)
≤ t(Rnu,Enu) – t(jEnθ ,Enu),
‖Enθ‖ – ‖En–θ ‖ + λνt‖∇Enθ‖ + tb(En–u , θn–h ,Enθ )
+ tb(Znu , θh(tn–),Enθ ) + tb(uh(tn–),En–θ ,Enθ ) + tb(uh(tn),Znθ ,Enθ )
≤ t(Rnθ ,Enθ ).
(.)



















































































































































































































































































































































































































































































































































































(‖θhtt‖ + ‖θht‖ + ‖uht‖
)
dt. (.)
Summing (.) and (.) from n =  to J +  and using Lemma ., we ﬁnish the proof. 
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Proof Taking the inner product of (.) with –tAhEnu ∈ Vh and –tAhEnθ and using




‖∇Enu‖ – ‖∇En–u ‖ + νt‖AhEnu‖
≤ t(b(En–u ,un–n ,AhEnu) + b(Znu ,uh(tn–),AhEnu) + b(uh(tn–),En–u ,AhEnu)
+ b(uh(tn),Znu ,AhEnu) + (jEnθ ,AhEnu) – (Rnu,AhEnu)),
‖∇Enθ‖ – ‖∇En–θ ‖ + λνt‖AhEnθ‖
≤ t(b(En–u , θn–h ,AhEnθ ) + b(Znu , θh(tn–),AhEnθ ) + b(uh(tn–),En–θ ,AhEnθ )
+ b(uh(tn),Znθ ,AhEnθ ) – (Rnθ ,AhEnθ )).
(.)

























































































































































































































































































































































































































































































































































By Lemma . we complete the proof. 
Now, we present the error estimates for Enp , which show that pnh is ﬁrst-order approxi-
mations to p in the L∞(L) norm. In order to achieve this aim, we provide some estimates
for dtEnu =
Enu–En–u





















































































































































































































































Now, we estimate the right-hand side terms of (.)-(.) separately. For (dtRnu,dtEnu) and
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Substituting (.) into (.) and using Lemma ., we obtain the desired results. 
Remark . In the estimates of trilinear terms, the bounds of ∫ T ‖uhttt‖ dt and∫ T
 ‖θhttt‖ dt are used. We can prove them by diﬀerentiating (.) twice with respect
to time and following the proofs provided in []. As for the bounds of ‖Ahun–ht ‖ and
‖Ahθn–ht ‖, we can obtain them as we have done in Section . Here, we omit these proofs
for simpliﬁcation.
Now, we are in the position of establishing the optimal error estimate for pressure in
L∞(L) norm based on the results presented in Theorems . and . and Lemmas .-..






Proof We rewrite the ﬁrst equation of (.) as follows:



























































































































































































With the results of Theorem . and Lemmas ., ., and ., we complete the proof. 
6 Numerical experiments
In order to gain insights on the established convergence results in Section , in this section,
we present some numerical tests. Our main interest is to verify and compare the perfor-
mances of the Euler implicit/explicit scheme (.) for the Boussinesq equations. In all ex-
periments, the Boussinesq equations are deﬁned on the convex domain  = [, ]× [, ].
The mesh consists of triangular elements that are obtained by dividing  into subsquares
of equal size and then drawing the diagonal in each subsquare. The model parameters
ν and λ are simply set to . We use the MINI element that satisﬁes the discrete inf-sup
condition to approximate the velocity u and pressure p and the linear polynomial to ap-
proximate the temperature θ . The boundary and initial conditions and right-hand side




u = x(x – )y(y – )(y – ) cos(t),
u = –x(x – )(x – )y(y – ) cos(t),
p = (x – )(y – ) cos(t),
θ = x(x – )y(y – )(y – ) cos(t) – x(x – )(x – )y(y – ) cos(t),
where the components of u are denoted by (u,u) for convenience.
First, we compare the errors and CPU time of the standard Galerkin ﬁnite element
method using the backward Euler scheme andNewton iteration to treat the temporal term
and nonlinear term and the Euler implicit/explicit scheme with varying time step t or
mesh length h. From Tables - we can see that two kinds of numerical methods almost
get the same accuracy, but the Euler implicit/explicit scheme takes less CPU time than the
standard Galerkin FEM. In other words, the Euler implicit/explicit scheme is comparable
with the standard Galerkin FEM but cheaper and more eﬃcient.
Next, we focus on examining the orders of convergence for both standard Galerkin FEM
and the Euler implicit/explicit scheme with respect to the time step t or the mesh size h.
Following [], we introduce the following way to examine the orders of convergence with
respect to the time step t or the mesh size h due to the approximation errors O(tγ ) +
O(tμ). For example, assuming that
vth ≈ v(x, tn) +C(x, tn)hμ +C(x, tn)tγ ,
we have
ρv,h,j =









μ –  ,
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Table 1 Numerical results of the standard Galerkin FEM at time T = 1.0 with varying time step












0.1 0.000171956 0.0127757 0.00415879 0.000115897 0.0104146 189.625
0.05 0.000162403 0.0127748 0.00416427 0.000107522 0.0104136 306.596
0.025 0.00015784 0.0127745 0.00416706 0.000103686 0.0104134 476.16
0.0125 0.000155623 0.0127744 0.0041685 0.000101859 0.0104133 965.143
0.00625 0.000154529 0.0127744 0.00416949 0.000100969 0.0104133 1,807.32
Table 2 Numerical results of the Euler implicit/explicit scheme at time T = 1.0 with varying







0.1 0.000172356 0.0127759 0.00425416 0.000134799 0.0104262 190.068
0.05 0.000162794 0.0127749 0.00425975 0.000127682 0.0104252 291.062
0.025 0.000158237 0.0127747 0.00426272 0.000124474 0.0104249 457.629
0.0125 0.000156015 0.0127746 0.00426424 0.000122958 0.0104249 875.082
0.00625 0.000154919 0.0127745 0.00426517 0.000122223 0.0104248 1,665.94
Table 3 Numerical results of the standard Galerkin FEM at time T = 1.0 with varyingmesh size








4 0.0225932 0.24839 0.698555 0.0209496 0.15429 14.898
9 0.0085461 0.116535 0.152122 0.00558951 0.078966 23.744
16 0.00247039 0.054131 0.0461534 0.00147279 0.0410255 46.129
25 0.000621059 0.0259783 0.0136212 0.000377335 0.0207576 208.163
36 0.000155184 0.0127744 0.00416879 0.000101501 0.0104133 1,063.48
Table 4 Numerical results of the Euler implicit/explicit scheme at time T = 1.0 with varying













4 0.0225932 0.24839 0.698555 0.0209496 0.15429 8.439
9 0.00854615 0.116536 0.152154 0.00558949 0.0789666 10.203
16 0.00247067 0.0541318 0.0461762 0.00147402 0.0410279 27.69
25 0.0006214 0.0259784 0.0136427 0.000383256 0.0207631 129.902
36 0.000155559 0.0127745 0.00420583 0.000122663 0.0104249 703.171
ρv,t,j =










γ –  .
Here, v is u,p, or θ , and j is  or . Since ρv,h,j and ρv,t,j approach . or ., the convergent
order will be . or ., respectively.
In Tables -, we present the convergent orders with ﬁxed spacing h =  and vary-
ing time steps t = ., ., ., .. From these results we can see that the Euler
implicit/explicit scheme almost gets the same accuracy with the standard Galerkin ﬁnite
element method and shows optimal convergent orders on t. In Tables -, we study the
convergence orders with ﬁxed time step t = . with varying spacing h = ,, , . Ob-
serve that ρu,h, and ρθ ,h, are close to . and ρu,h,, ρθ ,h, approach ., which suggests
that the orders of convergence are O(h) for the L-norm of u and θ and O(h) for the
H-norm of u and θ in space. For the convergence order of pressure,ρp,h, is close to .,
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Table 5 Convergence orders of the standard Galerkin FEM at time T = 1.0 with ﬁxedmesh
h = 132
t ‖un,t – un,t2 ‖0 ρu,t,0 ‖un,t – un,
t
2 ‖1 ρu,t,1 ‖pn,t – pn,
t
2 ‖0 ρp,t,0
0.1 1.09819e–005 2.06348 7.97307e–005 2.06314 2.09931e–005 2.0025
0.05 5.32202e–006 2.04257 3.86453e–005 2.03837 1.04834e–005 1.64187
0.025 2.60556e–006 2.01799 1.89589e–005 1.91156 6.38507e–006 0.618958
0.0125 1.29116e–006 9.91804e–006 1.03158e–005
t ‖θn,t – θn,t2 ‖0 ρθ ,t,0 ‖θn,t – θn,
t
2 ‖1 ρθ ,t,1
0.1 1.14663e–005 2.06739 8.10132e–005 2.06742
0.05 5.54628e–006 2.03617 3.91857e–005 2.03617
0.025 2.72388e–006 2.01728 1.92448e–005 2.01729
0.0125 1.35028e–006 9.53992e–006
Table 6 Convergence orders of the Euler implicit/explicit scheme at time T = 1.0 with ﬁxed
mesh h = 132
t ‖uE,n,t – uE,n,t2 ‖0 ρu,t,0 ‖uE,n,t – uE,n,
t
2 ‖1 ρu,t,1 ‖pE,n,t – pE,n,
t
2 ‖0 ρp,t,0
0.1 1.09855e–005 2.06806 7.97559e–005 2.06786 2.10207e–005 2.04139
0.05 5.31197e–006 2.03533 3.85693e–005 2.03005 1.02973e–005 1.57437
0.025 2.60989e–006 2.01716 1.89991e–005 1.91612 6.54057e–006 0.654705
0.0125 1.29384e–006 9.91544e–006 9.9901e–006
t ‖θE,n,t – θE,n,t2 ‖0 ρθ ,t,0 ‖θE,n,t – θE,n,
t
2 ‖1 ρθ ,t,1
0.1 1.14669e–005 2.06806 8.10171e–005 2.06809
0.05 5.54475e–006 2.0351 3.91749e–005 2.0351
0.025 2.72457e–006 2.01847 1.92496e–005 2.01848
0.0125 1.34982e–006 9.53665e–006
Table 7 Convergence orders of the standard Galerkin FEM at time T = 1.0 with time step
t = 0.01
1
h ‖un,h – un,
h
2 ‖0 ρu,h,0 ‖un,h – un,
h
2 ‖1 ρu,h,1 ‖pn,h – pn,
h
2 ‖0 ρp,h,0
2 0.0172184 2.65194 0.230412 2.14169 0.63202 4.86123
4 0.00649278 3.37905 0.107585 2.20926 0.130012 3.19887
8 0.00192148 3.98286 0.0486971 2.12864 0.0406432 3.29174
16 0.000482436 0.0228771 0.012347
1
h ‖θn,h – θn,
h
2 ‖0 ρθ ,h,0 ‖θn,h – θn,
h
2 ‖1 ρθ ,h,1
2 0.0166398 3.77383 0.131697 1.96256
4 0.00440926 3.80314 0.0671046 1.91516
8 0.00115937 3.92768 0.0350386 1.99231
16 0.000295181 0.0175869
Table 8 Convergence orders of the Euler implicit/explicit scheme at time T = 1.0 with time
stept = 0.01
1
h ‖uE,n,h – uE,n,
h
2 ‖0 ρu,h,0 ‖uE,n,h – uE,n,
h
2 ‖1 ρu,h,1 ‖pE,n,h – pE,n,
h
2 ‖0 ρp,h,0
2 0.0172184 2.65201 0.230411 2.14169 0.631987 4.86024
4 0.00649258 3.37906 0.107584 2.20925 0.130032 3.19873
8 0.00192142 3.98294 0.0486971 2.12866 0.0406512 3.29108
16 0.000482412 0.0228769 0.0123519
1
h ‖θE,n,h – θE,n,
h
2 ‖0 ρθ ,h,0 ‖θE,n,h – θE,n,
h
2 ‖1 ρθ ,h,1
2 0.01664 3.77398 0.131698 1.96258
4 0.00440914 3.80302 0.0671049 1.91516
8 0.00115938 3.92765 0.0350387 1.99231
16 0.000295184 0.017587
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which shows the superconvergence. From these numerical results we can conclude that
the Euler implicit/explicit scheme not only has a good accuracy, but also saves a lot of
computational cost.
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