INTRODUCTION
The concept of system inverses plays an important role in linear system theory. The reason for this is that the inverse system contains much information about the original system such as tracking ability and stabilizability. Many fundamental control and estimation problems are consequently closely related to system inversion. A few examples are decoupling [2, 4, 6, 8, lo] , model matching [9, 111 and feed forward control. It has also been shown that systems with unstable inverses can be very difficult to control [ 121. For linear time invariant systems with zero initial states, the inversion problem can be treated in a completely algebraic fashion using the transfer function description of the system. The inversion problem then becomes a problem of inverting a matrix of rational functions. This can be done [5] for instance using the invariant factor theorem. An algorithmic approach has recently been described by Wang and Davison [16] .
Silverman [I] and Silverman and Payne [2] h ave developed a quite different inversion theory using state space terminology.
The inverse system is constructed by means of a certain algorithm, called the structure algorithm, avoiding some of the computational difficulties in the transfer function approach. Moreover, some properties of the inverse system can be extracted from this algorithm [2] . Related work has also been done by Sain and Massey [3] . Quite recently, Wonham and Morse [4] gave some necessary and sufficient conditions for left invertibility in terms of a certain invariant subspace. In this paper the concept of minimal system inverse will be introduced as the inverse dynamical system having the lowest possible order. Minimal GUNNAR BENGTSSON system inverses are constructed for systems with arbitrary unknown initial states and zero initial states. Even more interesting is that the order and spectrum of the minimal inverse can be characterized using properties of the original system without first calculating the whole inverse. Unlike Silverman and Payne, we do not hinge our results on the nested properties of a specific algorithm, but rather on a set of geometric concepts introduced by Wonham and Morse [8] .
The spectrum of the minimal inverse is shown to be unique in the sense that all minimal inverses have the same spectrum. This is an interesting fact since it leads to a proper definition of the zeros in the multivariable case. The "zeros" !have a simple and straightforward interpretation in state space terminology.
The paper is organized as follows. The concept of minimal system inverse is defined in Section 2. Some geometric concepts introduced by Wonham and Morse [S] are the basic mathematical tools. These concepts are introduced in Section 2. In Section 3 the problem of minimal system inverses will be solved first for arbitrary unknown initial states and later for zero initial states. The concept of inverse spectrum as a state space equivalence to the concept of zeros is also discussed.
PRELIMINARIES
The notations of [4] are adopted with only smaller modifications. Basic knowledge of linear algebra and linear system theory is assumed, but for completeness some basic concepts and theorems are summarized below. For a more detailed account, the reader is referred to [4, 81.
Algebraic Background
Let .%? be a finite dimensional vector space and A: X-t% a linear map.
If V CS is a linear subspace, then AV = {x E 3" / x = AZ, z E V} is the image of V under A and A-lV = {x E 3 / Ax E V} is the inverse image of V under A. A subspace V C X is said to be A-invariant if AV C F. If Y is A-invariant and V is a basic matrix for V", the restriction of A to V, A 1 V, is defined by AV = VAand A = A I V; cf. [15] . where x(t) E R" is the vector of states, u(t) E Rm is the vector of inputs, and y(t) E Rp is the vector of outputs. A, B, and C are linear time invariant maps (matrices). It will be assumed that there are no redundant inputs or outputs in (2.3) i.e., the matrices B and C have full rank. The system S(A, B, C) is assumed to be completely observable. This is no restriction since the system can be reduced modulus the unobservable subspace. The solution of (2.3) is y(t) = CeA(f-fo)so + f " CeA't-"'Bu(s) ds, " fo which can be regarded as an input-output map parameterized by the initial state x0, i.e., y = qx, ) u) = B*(xo) + e,(u). Remark 1. Only the case of left inverses has been considered, i.e., the problem of finding an operator that with y as input produces u as output. The corresponding right inversion problem, i.e., to find some input u to the system to produce a predefined output y, may be more interesting in some control problems.
Such an input is produced by the right inverse with the desired output as forcing function.
The results of this paper can be extended to the case of right inverses by considering the system i = A=.z + C=v, w = B=x.
It can be shown [3] that, for zero initial state, the original system is right invertible if and only if this system is left invertible. As an illustration, consider the transfer functions G(s) = C(s1~ A)-1 B and G=(S) = BT(sl -AT)-l CT and their left and right inverses. Some care must however be taken in defining the appropriate input and output spaces.
Remark 2. By dynamical order, we here mean the dimension of the state vector.
MINIMAL SYSTEM INVERSES
In this section the properties of minimal system inverses for left invertible systems with arbitrary unknown initial states and zero initial states will be investigated.
In the former case, existence conditions are provided, since such conditions do not seem to be known previously. Naturally, the class of invertible systems is much broader in the latter case, which will also be clear from the invertibility conditions.
Systems with Unknown Initial States
Consider the system S(A, B, C) and assume the initial state is arbitrary and unknown. The inverse shall reproduce the input irrespective of what the initial state is. We can express this in terms of the following conditions on the inverse I § using (2.4): la, = 0, de, = I. where L% denotes the range space of B. Now define a sequence of subspaces Vk , h = 0, I,2 ,..., n, by
Vk C ker(C).
(3.5)
We then have a sequence of subspaces satisfying 0 #~-y;,C~~_,...C~~Cker(C).
Since rY;, is nonzero and ker(C) has dimension at most n -1, it follows that 6 = Vj+r for somej. Then from (3.5)
Afl+l C %+, + g, Yjtl C ker(C).
Thus VM # 0 and (Q} n {R} = 0 by contradiction. However, by the observability assumption, dim((Q}) = n and the columns pi ,qs ,..., qn of Q are a basis for {Q}. Moreover, let wr , w2 ,. . . , w, be a basis for {R). Since {Q} n(R) = 0 from above, the vectors q1 , q2 ,..., qn , wi , w2 ,..., w, are linearly independent. This implies that there is a map N: RP(~+~) -+ R" such that Nqi = ei , where ei is the ith unit vector, and Nwi = 0. Since x0 E qW and (A + BL,) VM C V *I, it follows that x(t) E VM and thus y(t) = 0 for t > t, . The input u1 is not identically zero for all x,, E V", since this would imply that L,VM = 0 and ker(C) T) VM 1 (A + BL) VM = AVM and the observability assumption is contradicted. The same output, however, is produced by x,, = 0 and u2 = 0, and it will be impossible to distinguish between the inputs u1 and ua by observing the output and left invertibility in the sense of (3.1) fails. The last relation holds for all x0 , and a left inverse in the sense of (3.1) exists. The second statement in the theorem is also proven by (3.8) and (3.9).
n Remark 1. The inverse operator 4 = B(pI -A) N(p) is obviously in the required minimal form since w in the representation (2.5) has zero dimension.
The construction of the operator N(p) can be done as outlined in the proof above.
Remark 2. For controllable and observable systems with one input and output, the condition V M = 0 is equivalent to the condition that the transfer function has no zeroes.
Systems with Zero Initial States
For zero initial states, the input-output operators of S(A, B, C) and its controllable and observable subsystem are the same. Therefore, it is no restriction to assume the system is completely controllable and observable. This property is assumed in the sequel. In this case, the inverse shall satisfy &?a = I, which can be compared with (3.1).
If YM is the maximal (A, B)-invariant subspace contained in ker(C), a necessary and sufficient condition for the system to be left invertible in the case of zero initial state is given by [4] (i) VM n g = 0,
(ii) ker(B) = 0, (3.10)
where g denotes the range space of B. The second condition is here satisfied by assumption.
To construct the minimal inverse, it will be convenient to first make the transformation S(A, B, C) ('*') + S(T-l(A + BL) T, T-lB, CT) (3.11) with suitable T and L. This transformation is achieved by a state feedback u = Lx + u0 and a coordinate transformation z = T-lx. Let L, be a map such that (A + BL,) VM C V". From the invertibility condition (3.10), it can be seen that the whole space can be factorized into independent subspaces as R" = 9? 09 @ ^trM, where 5? is any extension space. Introduce
where 2, B, and V,, are basis matrices for 2, B, and V", respectively. Consider now the transformation (3.11) with (TM , LM). Since VM is (A + BL,)-invariant and contained in ker(C), the transformed system must take the form 
Proof.
Let Vi" be the maximal (A,, , B&-invariant contained in ker(C,). By the maximal property of V", it follows that Vi;" = 0.
Consider then the system (3.13). Since the initial state z,, = 0, the inputoutput operator of (3.13) becomes equal to the input-output operator for the subsystem S (A,, , Proof.
Let x1 E V". Since the system S(A, B, C) is completely controllable, there exists an input u0 E U such that x(tJ = xi for some fixed point of time t, > t, . Consider then the input
where L, is given by (3.11). Obviously u E U. For t 2 t, , the solution of S(A, B, C) becomes
Consider now the transformation z = Ti'x with TM as in (3.12). The transformed system is described by (3.13) with u,, = 0 and subject to the initial condition z(tl)T = [O; a&] since x(tl) E V". Thus, for t > t, '4z.J t-tl) u(t) = LM,e %?1; y(t) = 0. However, u is also produced as the output of any left inverse 4 with 3: as input.
Since u(t) = 0 for t 3 t, , we have from (2.5) where (C, A) denotes the observable subsystem of (e, a). It is easy to show that the characteristic polynomial 31(s) of A divides Z(s). Since z2r is an arbi- Proof. Notice first that it follows from Theorem 2 that the dynamical order v,, of any inverse must satisfy v,, > dim(Vhf).
Let u E U be an arbitrary input and define u,, by u,, = u -L,x. Make the transformation (3.10) with (TM, LM). From (3.13),
The input-output operator for this system equals the input-output operator for the subsystem S (A,, , The spectrum of the minimal inverse, i.e., the eigenvalues of the matrix A22 will satisfy some uniqueness conditions:
COROLLARY.
The spectrum of the minimal inverse is unique and is a subset of the spectrum of any other inverse.
Follows directly from Theorems 2 and 3 and the uniqueness of the subspace V".
Remark.
The minimal inverse may be constructed as outlined above. The computational steps involved consist of calculating a maximal (A, B)-invariant VM and an associated map L, , transforming the system by (3.10) calculating the operator N(p) using the sufficiency part of Theorem 1 and Lemma 2.
The Inverse Spectrum
The inverse spectrum, or the zeros in the transfer function case, may now be characterized in simple terms from the system description S(A, C, B). According to Theorem 3 and its corollary, the inverse spectrum for left invertible systems is unique and equals the matrix A,, in (3.13), i.e., the spectrum of the map (A + B&4) I P"M, where VM is the maximal (A, @-invariant subspace contained in ker(C) and L, is such that (A + BL,) VM C V". -trM can be constructed according to the algorithm (2.2). The corresponding result for right invertible systems is obtained via the adjoint system S(AT, CT, BT). Let "cr,M be the maximal (AT, CT)-invariant subspace contained in ker(BT), and let KM be such that (A + KMC)T %'I*" C "y;;". The inverse spectrum in this case is the spectrum of the map (A + KM~)= I-J%".
Remark.
Computationally, the spectrum of (A + BL) 1 VM can be obtained as the eigenvalues of VMt(A + BL,) I/, , where VA, is a basis matrix for Vhf and (.)+ denotes the pseudoinverse [13, 141.
CONCLUSIONS
The problem of minimal system inverses for linear time invariant systems has been formulated and solved for systems with unknown initial states as well as for systems with zero initial states. 
