Zero Energy Bound States in Many--Particle Systems by Gridnev, Dmitry K.
ar
X
iv
:1
11
2.
01
12
v1
  [
ma
th-
ph
]  
1 D
ec
 20
11
Zero Energy Bound States in Many–Particle
Systems
Dmitry K. Gridnev†
FIAS, Ruth-Moufang-Straße 1, D–60438 Frankfurt am Main, Germany
E-mail: gridnev@fias.uni-frankfurt.de
Abstract. It is proved that the eigenvalues in the N–particle system are absorbed
at zero energy threshold, if none of the subsystems has a bound state with E ≤ 0 and
none of the particle pairs has a zero energy resonance. The pair potentials are allowed
to take both signs.
1. Introduction
In [1] it was proved that the 3–body system, which is at the 3–body coupling constant
threshold, has a square integrable state at zero energy if none of the 2–body subsystems
is bound or has a zero energy resonance. The condition on the absence of 2–body zero
energy resonances is essential, that is the 3–body ground state at zero energy can be
at most a resonance and not an L2 state if at least one pair of particles has a zero
energy resonance [1]. One of the restrictions on pair potentials in [1] was their being
non–positive. The aim of the present paper is to generalize the result of [1] to the case
of many particles and get rid of the restriction on the sign of pair potentials. The main
result is expressed in Theorems 1, 2, which state that the eigenvalues in the N–particle
system are absorbed at zero energy threshold, if none of the subsystems has a bound
state with E ≤ 0 and none of the particle pairs has a zero energy resonance. Throughout
the paper we use the following operator notation. A ≥ 0 means that (f, Af) ≥ 0 for all
f ∈ D(A) and A  0 means that there exists f0 ∈ D(A) such that (f0, Af0) < 0.
We consider the N–particle Schro¨dinger operator
H(λ) = H0 + λ
∑
1≤i<j≤N
Vij(ri − rj), (1)
where λ > 0 is a coupling constant, H0 is a kinetic energy operator with the centre of
mass removed, ri ∈ R3 are particle position vectors, the pair potentials are real and
Vij ∈ L2(R3) ∩ L1(R3). The operator H(λ) is self–adjoint on D(H0) ⊂ L2(R3N−3), the
set of relative coordinates in R3N−3 we shall denote as ξ. Throughout the paper we shall
assume that
σess(H(λ)) = [0,∞), (2)
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which, of course, restricts possible values of λ. Here we shall extensively use the
term critical coupling. In the literature one finds several related definitions: critically
bound [2], critical coupling [3], coupling constant threshold in [4, 5], virtual level at
the threshold [6], etc. To avoid possible confusion we list three of the most popular
definitions and indicate the relations between them.
Definition 1. H(λ) is at critical coupling if H(λ) ≥ 0 and H(λ) + ǫ∑i<j Vij  0 for
any ǫ > 0.
In the terminology of [4, 5] Def. 1 implies that H(λ) is at the coupling constant
threshold. The next definition due to scaling arguments is fully equivalent to Def. 1
Definition 2. H(λ) is at critical coupling if H(λ) ≥ 0 and H(λ) − (1 − ǫ)H0  0 for
any 0 < ǫ < 1.
So under the term critical coupling we shall mean any of those. The next definition
can be found, for example, in [6]
Definition 3. H(λ) is said to have a virtual level at zero energy if H(λ) ≥ 0 and
H(λ)− ǫVR  0 for any ǫ > 0, where VR := 1/(1 + |ξ|2).
In the case of N = 2 it is easy to show that all three definitions are equivalent to
the definition of a two–particle zero energy resonance, c.f. [7, 8]. Note, that, in general,
for N ≥ 3 the Defs. 1–2 and Def. 3 are not equivalent. The difference lies in the fact
that the perturbation in Def. 3 does not move the lower bound of the essential spectrum,
since VR is a relatively H0–compact perturbation, contrary to the perturbations in Defs.
1–2, where the lower bound of the essential spectrum can be moved, if some of the
subsystems are at critical coupling.
Proposition 1. A system of N particles is at critical coupling if it has a virtual level
at zero energy.
Proof. Assume by contradiction that the system is not at critical coupling. Then there
must exist ǫ0 > 0 such that H − ǫ0H0 ≥ 0. By the Courant identity [9, 10] there exists
κ > 0 such that H0 − κVR ≥ 0. Hence,
H − ǫ0κVR = H − ǫ0H0 + ǫ0(H0 − κVR) ≥ 0, (3)
which means that the system does not have a virtual level at zero energy.
As already mentioned the converse of Proposition 1 is in general not true. Note,
however, that that if a system has a zero energy bound state then it automatically has
a virtual level at zero energy.
2. Main Result
For the formulation of Theorem 1 we need to impose the following requirement.
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R1 There exists a sequence of coupling constants λn ∈ R+ such that limn→∞ λn =
λcr ∈ R+, and H(λn)ψn = Enψn, where ψn ∈ D(H0), ‖ψn‖ = 1, En < 0,
limn→∞En = 0.
Further in this section we shall prove the following
Theorem 1. Suppose H(λ) defined in (1) for N ≥ 3 satisfies R1, H(λn) and H(λcr)
have no subsystems, which have a bound state with E ≤ 0, and no particle pairs at
critical coupling. Then there exists normalized ψ0 ∈ D(H0) such that H(λcr)ψ0 = 0.
The next statement can be considered as a corollary to Theorem 1.
Theorem 2. Suppose that N ≥ 3 and H(λcr) is at critical coupling. Suppose also that
H(λcr) has no subsystems, which have a bound state with E ≤ 0, and no particle pairs
at critical coupling. Then there exists normalized ψ0 ∈ D(H0) such that H(λcr)ψ0 = 0.
Proof. Let us assume that none of the subsystems is at critical coupling. On one
hand, from the HVZ theorem [11, 10] it follows that there exists ǫ0 > 0 such that
for λn = λcr(1 + ǫ0/n) and n = 1, 2, . . . we have inf σessH(λn) = 0. We also choose ǫ0
small enough to guarantee that H(λn) has no subsystems that are either bound or at
critical coupling. On the other hand, H(λn)  0. Therefore, there are ψn ∈ D(H0) such
thatH(λn)ψn = Enψn, where En < 0, ‖ψn‖ = 1 and En → 0. Now the statement follows
from Theorem 1. It remains to get rid of the assumption that there is no subsystems
at critical coupling. If there would be such then it is always possible to pass to the
corresponding subsystem (call it S), which has no subsystems at critical coupling. In
such case by the above analysis S must have a bound state with E = 0, which is in
contradiction with the theorem conditions.
Following [1] let us introduce the operator Bτ1τ2(z), where 1 ≤ τ1 < τ2 ≤ N . We
construct B12(z), for other particle pairs the construction is analogous.
We use Jacobi coordinates [12] ξ = (x, y1, y2, . . . , yN−2), where x, yi ∈ R3. We set
x = α−1(r2 − r1) and y1 = (
√
2M12/~)[r3 −m1/(m1 +m2)r1 −m2/(m1 +m2)r2], where
α := ~/
√
2µ12, M12 := (m1+m2)m3/(m1+m2+m3) and µik := mimk/(mi+mk) is the
reduced mass. For N = 4 this choice of coordinates is illustrated in Fig. 1 (Left). The
coordinate yi ∈ R3 is proportional to the vector pointing from the centre of mass of the
particles [1, 2, . . . , i + 1] to the particle i + 2, and the scale is set to make the kinetic
energy operator take the form
H0 = −∆x −
∑
i
∆yi . (4)
Let F12 denote the partial Fourier transform in L2(R3N−3) acting as follows
fˆ(x, py) = F12f = 1
(2π)(3N−6)/2
∫
d3N−6y e−ipy· yf(x, y), (5)
where y = (y1, . . . , yN−2), py = (py1 , py2, . . . , pyN−2) ∈ R3N−6. Then B12(z) is defined
through
B12(z) = 1 + z + F−112 t(py)F12, (6)
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where
t(py) =
(√
|py| − 1
)
χ{py| |py|≤1}, (7)
|py| = (
∑
i p
2
yi
)1/2 and χΩ denotes the characteristic function of the set Ω. Let
us transform the coordinates through y˜i =
∑
k Tikyk, where Tik is any orthogonal
(N −2)× (N −2) matrix. It is easy to check that the construction of B12(z) is invariant
with respect to these coordinate transformations. That is
B12(z) = 1 + z + F˜−112 t(p˜y)F˜12, (8)
where F˜12 is defined through
fˆ(x, p˜y) = F˜12f = 1
(2π)(3N−6)/2
∫
d3N−6y˜ e−ip˜y· y˜f(x, y˜). (9)
Similarly, one defines Bτ1τ2(z) for all particle pairs. Bτ1τ2(z) and B
−1
τ1τ2
(z) are analytic
on Re z > 0.
Proof of Theorem 1. By contradiction, let us assume that the zero energy bound state
does not exist. Then by Theorem 1 in [1] ψn totally spreads and ψn
w→ 0 (for the
definition of spreading see [1]). Let τ = 1, 2, . . . , N(N −1)/2 for N ≥ 4 label all particle
pairs and τ1 < τ2 label the particle numbers entering the pair τ . We shall denote
vτ := Vτ1τ2 . It is helpful to split vτ into positive and negative parts vτ = (vτ )+ − (vτ )−,
where (vτ )+ := max[0, vτ ] and (vτ )− := max[0,−vτ ]. On one hand, the Schro¨dinger
equation for ψn reads(
H0 + λnU+ + k
2
n
)
ψn = λn
∑
τ
√
(vτ )−(
√
(vτ )−ψn), (10)
where we set
U+ :=
∑
τ
(vτ )+. (11)
Acting on the last equation with an inverse operator gives
ψn = λn
∑
τ
(
H0 + λnU+ + k
2
n
)−1√
(vτ )−
(√
(vτ )−ψn
)
. (12)
On the other hand, we can rearrange the terms in the Schro¨dinger equation as follows[
H0 + λn(vτ )+ + k
2
n
]
ψn = λn(vτ )−ψn − λn
∑
δ 6=τ
vδψn, (13)
where index δ runs through all particle pairs. This gives us
ψn = λn
[
H0 + λn(vτ )+ + k
2
n
]−1
(vτ )−ψn − λn
∑
δ 6=τ
[
H0 + λn(vτ )+ + k
2
n
]−1
vδψn. (14)
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Using (14) we get the following expression for the last term in brackets in (12)√
(vτ )−ψ(λn) = −λn
∑
δ 6=τ
{
1− λn
√
(vτ )−
[
H0 + λn(vτ )+ + k
2
n
]−1√
(vτ )−
}−1
√
(vτ )−
[
H0 + λn(vτ )+ + k
2
n
]−1
vδψn. (15)
That the inverse of the operator in curly brackets makes sense would be shown in
Lemma 1 below. Substituting (15) into (12) yields the equation
ψn = −λ2n
∑
τ
∑
δ 6=τ
(
H0 + λnU+ + k
2
n
)−1√
(vτ )−
{
1− λn
√
(vτ )−
[
H0 + λn(vτ )+ + k
2
n
]−1
√
(vτ )−
}−1√
(vτ )−
[
H0 + λn(vτ )+ + k
2
n
]−1
vδψn (16)
All operators under the sum except vδ are positivity preserving, see [13, 11, 10]. The
inverse of the operator in curly brackets being positivity preserving can be seen from its
expansion in von Neumann series, see and Lemma 12 in [1] and Lemma 1 of this paper.
Thus we can transform (16) into the following inequality
|ψn| ≤ λ2n
∑
τ
∑
δ 6=τ
(
H0 + λnU+ + k
2
n
)−1√
(vτ )−
{
1− λn
√
(vτ )−
[
H0 + λn(vτ )+ + k
2
n
]−1
√
(vτ )−
}−1√
(vτ )−
[
H0 + λn(vτ )+ + k
2
n
]−1
|vδ||ψn|. (17)
Note that
(
H0+λnU++k
2
n
)−1
and
[
H0+λn(vτ )++k
2
n
]−1
are integral operators, see [13],
and positivity preserving operators, see, for example, [11] (Example 3 from Sec. IX.7 in
vol. 2 and Theorem XIII.44 in vol. 4). By resolvent identities(
H0 + k
2
n
)−1
−
(
H0 + λnU+ + k
2
n
)−1
= λn
(
H0 + λnU+ + k
2
n
)−1
U+
(
H0 + k
2
n
)−1
. (18)(
H0 + k
2
n
)−1
−
(
H0 + λn(vτ )+ + k
2
n
)−1
= λn
(
H0 + λn(vτ )+ + k
2
n
)−1
(vτ )+
(
H0 + k
2
n
)−1
.(19)
the differences on the lhs of (18)–(19) are positivity preserving operators. Therefore, we
can rewrite (17) as
|ψn| ≤ λ2n
∑
τ
∑
δ 6=τ
(
H0 + k
2
n
)−1√
(vτ )−
{
1− λn
√
(vτ )−
[
H0 + λn(vτ )+ + k
2
n
]−1
√
(vτ )−
}−1√
(vτ )−
[
H0 + k
2
n
]−1
|vδ||ψn|. (20)
We use the notation Bτ (z) ≡ Bτ1τ2(z), where Bτ1τ2(z) was defined above. Inserting
into (20) the identity 1 = Bτ (kn)B
−1
τ (kn) and using that [Bτ (kn), H0] = 0 and
[Bτ (kn), (vτ )±] = 0 we obtain
|ψn| ≤ λ2n
∑
τ
∑
δ 6=τ
Aτ (kn)Rτ (kn)Dτ ;δ(kn)
√
|vδ||ψn|, (21)
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Figure 1. Illustration to the choice of Jacobi coordinates for N = 4. Left: y1 points
in the direction from the centre of mass of particles [1,2] to the particle 3 and y2 points
in the direction from the centre of mass of particles [1,2,3] (symbolized by a square)
to the particle 4. Right: y˜2 points in the direction from the centre of mass of particles
[1,2] to the centre of mass of particles [3,4]. The coordinates’ scales are set to make
Eq. (4) hold.
where we defined the operators
Aτ (kn) :=
(
H0 + k
2
n
)−1√
(vτ )−Bτ (kn), (22)
Rτ (kn) :=
{
1− λn
√
(vτ )−
[
H0 + λn(vτ )+ + k
2
n
]−1√
(vτ )−
}−1
, (23)
Dτ ;δ(kn) :=
√
(vτ )−
[
H0 + k
2
n
]−1
B−1τ (kn)
√
|vδ| (τ 6= δ). (24)
Note that H(λcr) satisfies the conditions of Theorem 3 in Appendix. It is easy to see
that (ψn, H(λcr)ψn) → 0, where ψn totally spreads. Hence, by Theorem 3 we have
‖√|vδ|ψn‖ = (ψn, |vδ|ψn)→ 0. Applying Lemmas 1, 2 to the rhs of (21) tells us that it
goes to zero in norm, which is a contradiction, since ‖ψn‖ = 1 by R1.
Lemma 1. The operators Aτ (kn), Rτ (kn) given by (22)–(23) are uniformly norm–
bounded.
Proof. Without loosing generality we can consider the pair τ = (1, 2), where τ1 = 1
and τ2 = 2. The proof that ‖A12(kn)‖ is uniformly bounded follows the same pattern
as the proof of Lemma 6 in [1] and we omit it here. The proof for Rτ (kn) uses the
Birman–Schwinger principle in the form suggested in [14]. Note that for self–adjoint
operators A,B ≥ 0, where A−1 and A−1/2B1/2 are bounded, one has
‖A−1/2BA−1/2‖ = ‖B1/2A−1B1/2‖, (25)
which follows from ‖C†C‖ = ‖CC†‖ for any bounded C, see f. e. [15]. Due to conditions of
Theorem 1 there exists 1 > ω′ > 0 (independent of n) such that (1−ω′)H0+λn(vτ ) ≥ 0,
or, equivalently
H0 + λn(vτ ) ≥ ω′H0. (26)
By standard estimates there must exist γ0 > 0 such that H0 − γ0λn(vτ )− ≥ 0 for all n.
Together with (26) this means that there exists ω > 0 independent of n such that
H0 + λn(vτ )− λnω(vτ)− ≥ 0. (27)
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To use the identity (25) let us set
A := H0 + λn(vτ )+ + k2n, (28)
B := λn(vτ )−. (29)
Because A− (1 + ω)B ≥ 0 for any φ ∈ D(H0) we have
(φ, [A− (1 + ω)B]φ) = (φ˜, {1− (1 + ω)A−1/2BA−1/2}φ˜) ≥ 0, (30)
where φ˜ := A1/2φ. For φ ∈ D(H0) the functions φ˜ span a dense set in L2(R3N−3)
since D(H0) is dense and A−1/2 is bounded. Hence, (1 + ω)A−1/2BA−1/2 ≤ 1 and
‖A−1/2BA−1/2‖ ≤ 1/(1 + ω). By identity (25) we obtain
‖λn
√
(vτ )−
[
H0 + λn(vτ )+ + k
2
n
]−1√
(vτ )−‖ = ‖B1/2A−1B1/2‖ ≤ 1/(1 + ω), (31)
which means that Rτ (kn) in (24) is correctly defined and uniformly norm–bounded.
Lemma 2. The operators Dτ ;δ(kn) given by (24) are uniformly norm–bounded.
Proof. Again it suffices to consider the pair τ = (1, 2), where τ1 = 1 and τ2 = 2. We
split D12;δ(kn) as follows
D12;δ(kn) = D
(1)
12;δ(kn) +D
(2)
12;δ(kn), (32)
D
(1)
12;δ(kn) :=
√
(v12)−
[
H0 + k
2
n
]−1{
B−112 (kn)−
1
kn + 1
}√
|vδ|, (33)
D
(2)
12;δ(kn) := (kn + 1)
−1
√
(v12)−
[
H0 + k
2
n
]−1√
|vδ|. (34)
For the operator in (34) we get (see Eqs. (43)–(44) in [1])∥∥∥D(2)12;δ(kn)∥∥∥ ≤ ∥∥∥√(v12)−[H0 + k2n]−1√(v12)−∥∥∥1/2 ∥∥∥√|vδ|[H0 + k2n]−1√|vδ|∥∥∥1/2, (35)
where both norms in the product are uniformly bounded (this can be easily shown
after making an appropriate Fourier transform). It remains to prove that D
(1)
12;δ(kn) is
uniformly norm–bounded. Let us first consider two cases: (a) δ1 = 2, δ2 = 3 and (b)
δ1 = 3, δ2 = 4. The proof for the case (a) almost repeats the one in Lemma 9 in [1].
Indeed, we need to show that ‖Kn‖ is uniformly bounded, where
Kn = F12D(1)12;23(kn)F−112 . (36)
For convenience we denote pyr := (py2 , py3, . . . , pyN−2) ∈ R3N−9. The integral operator
Kn acts on φ(x, py1, pyr) ∈ L2(R3N−3) as follows
Knφ(x, py1, pyr) =
∫
d3x′ d3p′y1 Kn(x, x
′, py1, p
′
y1
; pyr)φ(x
′, p′y1, pyr), (37)
where the integral kernel has the form [1]
Kn(x, x
′, py1, p
′
y1
; pyr) =
1
27/2π5/2γ3
[
1
kn + 1 + t(py)
− 1
kn + 1
] ∣∣∣(V12)−(αx)∣∣∣1/2
×e
−
√
p2y+k
2
n|x−x
′|
|x− x′| exp
{
i
β
γ
x′ · (py1 − p′y1)
}
̂|V23|1/2((py1 − p′y1)/γ), (38)
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β := −m2~/((m1 +m2)
√
2µ12) and γ := ~/
√
2M12. Using the estimate
‖Kn‖2 ≤ sup
pyr
∫
d3x d3x′ d3py1 d
3p′y1 |Kn(x, x′, py1, p′y1 ; pyr)|2 (39)
we get
‖Kn‖2 ≤ C0 sup
|pyr |≤
√
1−p2y1
∫
|py1 |≤1
d3py1
[
1
kn +
√|py| −
1
kn + 1
]2
1√
p2y + k
2
n
, (40)
where the constant
C0 :=
1
27π5γ6
(∫
d3x (V12)−(αx)
)(∫
d3s
∣∣∣̂|V23|1/2(s/γ)∣∣∣2
)(∫
d3t |t|−2e−2|t|
)
(41)
is finite. Continuing (40)
‖Kn‖2 ≤ C0
∫
|py1 |≤1
d3py1
1
|py1 |2
= 4πC0. (42)
In the case (b) we make the orthogonal transformation of Jacobi coordinates, where
y˜1 = α
′−1(r4 − r3) and α′ := ~/
√
2µ34. Other transformed coordinates we denote as
y˜r := (y˜2, . . . , y˜N−2) ∈ R3N−9. This choice of coordinates for N = 4 is illustrated in
Fig. 1 (Right). We need to prove that ‖Ln‖ is uniformly bounded, where
Ln = F˜12
√
(v12)−
[
H0 + k
2
n
]−1{
B−112 (kn)− 1
}√
|v34|F˜−112 (43)
and F˜12 is defined as in (9). The operator Ln acts on φ(x, p˜y1 , p˜yr) ∈ L2(R3N−3) as
Lnφ(x, p˜y1, p˜yr) =
∫
d3x′ d3p′y1 Ln(x, x
′, p˜y1, p˜
′
y1; p˜yr)φ(x
′, p˜′y1, p˜yr), (44)
where the integral kernel is
Ln(x, x
′, p˜y1, p˜
′
y1
; p˜yr) =
1
27/2π5/2(α′)3
{
1
kn + 1 + t(p˜y)
− 1
kn + 1
} ∣∣∣(V12)−(αx)∣∣∣1/2
×e
−
√
p˜2y+k
2
n|x−x
′|
|x− x′|
̂|V34|1/2((p˜y1 − p˜′y1)/α′). (45)
Now the proof that ‖Ln‖ is uniformly bounded is identical to the one in the case (a) and
so we omit it. The general case ofD
(2)
12;δ follows from (a) and (b) by making an orthogonal
coordinate transformation, which corresponds to the appropriate permutation of the
particle numbers.
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Appendix A. The No-Clustering Theorem
Below we prove the statement, which we call the no–clustering theorem. In the following
χL : R3 → R denotes the function such that χL(r) = 1 if 0 ≤ |r| ≤ L and zero otherwise.
We shall make use of the following Lemma concerning minimizing sequences [16].
Lemma 3 ((Zhislin)). Suppose that H ≥ 0 is given by (1), where λ = 1 and
Vij ∈ L2 + L∞∞. Suppose additionally that there is a normalized minimizing sequence
fn ∈ D(H0) such that (fn, Hfn) → 0. If fn does not totally spread then there exists a
normalized φ0 ∈ D(H0) such that Hφ0 = 0.
Proof. Since fn does not totally spread there must exist a subsequence such that
‖χ{x||x|≤R}fnk‖ > a for some R > 0 and a > 0. We can assume that fnk w→ φ ∈
L2(R3N−3) otherwise we could pass to the weakly converging subsequence, which exists
by the Banach–Alaoglu theorem. Thus for any g ∈ D(H0) we have
(Hg, φ) = lim
k→∞
(Hg, fnk) = lim
k→∞
(H1/2g,H1/2fnk) = 0 (A.1)
because ‖H1/2fnk‖ = (fnk , Hfnk)→ 0 by condition of the lemma. From (A.1) it follows
that φ ∈ D(H0) and Hφ = 0. That ‖φ‖ 6= 0 follows from Lemma 3 in [1]. Setting
φ0 = φ/‖φ‖ we prove the lemma.
Theorem 3. Suppose that H is given by (1), where λ = 1 and Vij ∈ L2+L∞∞, and none
of the subsystems has an eigenstate with an energy less or equal to zero. Let ψn ∈ D(H0)
be a totally spreading sequence such that (ψn, Hψn)→ 0. Then (ψn, F (ri − rj)ψn) → 0
for all particle pairs (i, j) and any given F ∈ L2(R3) + L∞∞(R3).
Proof. Note that ‖H0ψn‖ is uniformly bounded, c. f. Lemma 1 in [1] and ψn w→ 0 because
ψn totally spreads. By Lemma 4 it is enough to prove the statement for F (r) = χL(r)
and all L > 0. For N = 2 the statement becomes trivial. For N ≥ 3 we prove the
theorem by induction assuming that it holds for N − 1 particles. Without loosing
generality it is enough to show that (ψn, χL(r1 − r2)ψn)→ 0 for all L > 0.
We can assume that ψn ∈ C∞0 (R3N−3) otherwise we can pass to an appropriate
sequence using that C∞0 (R3N−3) is dense in D(H0), see [17]. A proof by contradiction.
Lets us assume that
lim sup
n→∞
(ψn, χL(r1 − r2)ψn) = a′ (A.2)
for some L > 0 and a′ > 0.
Let Js ∈ C2(R3N−3) denote the Ruelle–Simon partition of unity, see Definition
3.4 and Proposition 3.5 in [10]. For s = 1, 2, . . . , N one has Js ≥ 0,
∑
s J
2
s = 1 and
Js(λx) = Js(x) for λ ≥ 1 and |x| = 1. Besides there exists C > 0 such that for i 6= s
supp Js ∩ {x||x| > 1} ⊂ {x| |ri − rs| ≥ C|x|}. (A.3)
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By the IMS formula (Theorem 3.2 in [10])
H =
N∑
s=1
JsHsJs +K, (A.4)
where
K :=
∑
s
∑
l 6=s
Vls|Js|2 +
∑
s
|∇Js|2, (A.5)
Hs := H −
∑
l 6=s
Vls. (A.6)
The operator K is relatively H0–compact, see Lemma 7.11 in [18]. Hs is the same
operator as H except that the pair–interactions that involve particle s are switched off.
By (A.2) we get
lim sup
n→∞
∑
s
(ψ(s)n , χL(r1 − r2)ψ(s)n ) = a′, (A.7)
where we define ψ
(s)
n := Jsψn ∈ C∞0 (R3N−3). The operators J1χL(r1− r2) and J2χL(r1−
r2) are relatively H0 compact, hence, ‖χL(r1 − r2)ψ(1)n ‖ → 0 and ‖χL(r1 − r2)ψ(2)n ‖ → 0
by Lemma 2 in [1]. Thus there must exist s0 ≥ 3 such that
lim sup
n→∞
(ψ(s0)n , χL(r1 − r2)ψ(s0)n ) = 2a, (A.8)
where 0 < a ≤ 1/2 is a constant. Let ζ ∈ R3N−6 denote the internal Jacobi coordinates
for the particles {1, 2, . . . s0− 1, s0+1, . . . , N} and y ∈ R3 the coordinate, which points
from the particle s0 to the center of mass of other particles. We choose the scales so
that H0 = −∆ζ −∆y. It is convenient to introduce
H(s0) := −∆ζ + V (ζ),
V (ζ) :=
∑
i<k
Vik −
∑
l 6=s0
Vls0. (A.9)
Clearly,
Hs0 ≥ H(s0) ≥ 0. (A.10)
The operator H(s0) is the Hamiltonian of the particles {1, 2, . . . s0 − 1, s0 + 1, . . . , N}
and can be considered on the domain D(−∆ζ) ⊂ L2(R3N−6) as well. We have ψn w→ 0
because ψn totally spreads. Because K in (A.5) is relatively H0 compact we have
Kψn → 0, see Lemma 2 in [1]. Using (ψn, Hψn) → 0 and Hs ≥ 0 we infer from (A.4)
that (ψ
(s)
n , Hsψ
(s)
n )→ 0 for all s. Hence, by (A.10)
(ψ(s0)n , H
(s0)ψ(s0)n )→ 0. (A.11)
Looking at (A.8) and (A.11) we conclude that there exists a subsequence ψ
(s0)
nk such that
(ψ(s0)nk , χL(r1 − r2)ψ(s0)nk ) ≥ a, (A.12)
(ψ(s0)nk , H
(s0)ψ(s0)nk )→ 0. (A.13)
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From (A.12) it follows that
√
a ≤ ‖ψ(s0)nk ‖ ≤ 1. Thus defining gk := ψ(s0)nk /‖ψ(s0)nk ‖ we
obtain
(gk, χL(r1 − r2)gk) ≥ a (A.14)
εk := (gk, H
(s0)gk)→ 0, (A.15)
where gk ∈ C∞0 (R3N−3) and ‖gk‖ = 1. For f(ζ, y), h(ζ, y) ∈ L2(R3N−3) let us introduce
the notation
(f, h)ζ :=
∫
d3N−6ζ f ∗(ζ, y)h(ζ, y), (A.16)
where (f, h)ζ depends on y ∈ R3.
Now we define the following subsets of R3
Mk :=
{
y
∣∣∣(gk, gk)ζ > 0} ∩ {y∣∣∣(gk, H(s0)gk)ζ < √εk(gk, gk)ζ} , (A.17)
Nk :=
{
y
∣∣∣(gk, χL(r1 − r2)gk)ζ ≥ (a/2)(gk, gk)ζ} . (A.18)
By standard results Mk,Nk are Borel sets. Below we prove that there exists k0 such
that Nk ∩Mk 6= ∅ for k ≥ k0. For any Borel set X ⊂ R3 we define
µk(X) :=
∫
X
d3y (gk, gk)ζ. (A.19)
Because gk is normalized we have µk(R3) = 1. On one hand, using (A.15) and (A.17)
µk(R3/Mk) =
∫
R3/Mk
d3y (gk, gk)ζ ≤ 1√
εk
∫
R3/Mk
d3y (gk, H
(s0)gk)ζ ≤ √εk. (A.20)
Hence,
µk(Mk) ≥ 1−√εk. (A.21)
On the other hand, using that according to (A.14)
∫
d3y (gk, χL(r1− r2)gk)ζ ≥ a we get
µk(Nk) ≥
∫
Nk
d3y(gk, χL(r1 − r2)gk)ζ ≥ a−
∫
R3/Nk
(gk, χL(r1 − r2)gk)ζ
≥ a− a
2
µk(R3/Nk) ≥ a
2
, (A.22)
where we applied (A.18) and µk(Rm/Nk) ≤ 1. Now it is clear that that there exists k0
such that Nk∩Mk 6= ∅ for k ≥ k0. Otherwise, according to (A.21) and (A.22) we would
have
1 = µk(Rm) ≥ µk(Mk) + µk(Nk) ≥ 1 + a
2
−√εk, (A.23)
which is a contradiction since εk → 0. Now we construct the minimizing sequence for
H(s0) (considered now on D(−∆ζ)) taking any yk ∈ Nk ∩Mk for k ≥ k0 and setting
φk(ζ) := gk(yk, ζ)
(∫
d3N−6ζ |gk(yk, ζ)|
)−1/2
. (A.24)
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Due to (A.17)–(A.18) the sequence φk(ζ) ∈ C∞0 (R3N−6) has the following properties:
‖φk‖ = 1, (φk, H(s0)φk)→ 0 and
(φk, χL(r1 − r2)φk) ≥ a/2. (A.25)
By Lemma 3 φk must totally spread because H
(s0) is not allowed to have zero energy
bound states. Since H(s0) is the Hamiltonian of N − 1 particles by the induction
assumption it follows that
(φk, χL(r1 − r2)φk)→ 0, (A.26)
which contradicts (A.25).
Lemma 4. Let fn(x) ∈ D(H0) ⊂ L2(R3N−3) and ‖fn‖ + ‖H0fn‖ ≤ 1. Suppose that
‖χ{x||ri−rj |<q}fn‖ → 0 for some fixed i 6= j and any q > 0. Then (fn, F (ri − rj)fn)→ 0
for any given F ∈ L2(R3) + L∞∞(R3).
Proof. Obviously, it suffices to consider F ∈ L2(R3).
‖|F |1/2fn‖ ≤ (χ{x||ri−rj |<q}fn, |F |fn) + (χ{x||ri−rj |≥q}fn, |F |fn) (A.27)
= (χ{x||ri−rj |<q}fn, |F |fn) + (fn, χ{x||ri−rj |≥q}|F |(H0 + 1)−1(H0 + 1)fn) (A.28)
≤ ‖χ{x||ri−rj |<q}fn‖ ‖|F |fn‖+
∥∥∥χ{x||ri−rj |≥q}|F |(H0 + 1)−1∥∥∥. (A.29)
The first term in (A.29) goes to zero because |F (ri− rj)| is relatively H0 bounded. The
second term is an operator norm, which can be made as small as pleased by setting q
large enough, see Lemma 5 in [1].
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