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Nonequilibrium phenomena are ubiquitous in nature as well as industrial applications. However, their
modeling and simulation faces a strong compromise between physical fidelity and computational
efficiency, with atomistic simulations and continuum descriptions lying towards the two ends of this
spectrum.
In this dissertation, we will first revisit several continuum modeling strategies for the formulation of
nonequilibrium evolution equations, and show by means of an example, inconsistencies that can arise
between the various formalisms. This example will serve as a motivation for developing coarse-graining
strategies that can directly link atomistic and continuum models in the context of reversible and
irreversible evolutions. With regard to reversible phenomena, we will present an upscaling scheme that
provides a new angle to the classical thermodynamic description of the elastodynamics of solids at finite
temperature as the spatio-temporal continuum limit of atomistic Hamiltonian dynamics. This scheme
identifies suitable macroscopic (slow) variables and provides its effective equations of motion via
elimination of the fast degrees of freedom in the limit of infinite time/space scale separation. In addition,
it provides highly intuitive mathematical explanations to various well-known thermodynamic relations. For
purely irreversible processes, a novel coarse-graining strategy is proposed that numerically delivers the
entire continuum evolution equation (and not just parameters therein) from particle fluctuations via an
infinite-dimensional fluctuation-dissipation relation. The methodology is exemplified for a diffusion
process with known analytical solution, where an excellent agreement is obtained for the density
evolution.
The text in this dissertation, particularly Sections 3, 4 and parts of the introduction, closely follows the
papers by the authors Li & Reina (2019), Li et al. (2019).
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ABSTRACT
COARSE-GRAINING OF ATOMISTIC MODELS TO THE CONTINUUM
SCALE WITH APPLICATIONS TO ELASTODYNAMICS AND DIFFUSIVE
PROCESSES
Xiaoguai Li
Celia Reina

Nonequilibrium phenomena are ubiquitous in nature as well as industrial applications. However, their modeling and simulation faces a strong compromise between
physical fidelity and computational efficiency, with atomistic simulations and continuum descriptions lying towards the two ends of this spectrum.
In this dissertation, we will first revisit several continuum modeling strategies for
the formulation of nonequilibrium evolution equations, and show by means of an example, inconsistencies that can arise between the various formalisms. This example
will serve as a motivation for developing coarse-graining strategies that can directly
link atomistic and continuum models in the context of reversible and irreversible evolutions. With regard to reversible phenomena, we will present an upscaling scheme
that provides a new angle to the classical thermodynamic description of the elastodynamics of solids at finite temperature as the spatio-temporal continuum limit of
atomistic Hamiltonian dynamics. This scheme identifies suitable macroscopic (slow)
variables and provides its effective equations of motion via elimination of the fast
degrees of freedom in the limit of infinite time/space scale separation. In addition, it
provides highly intuitive mathematical explanations to various well-known thermodynamic relations. For purely irreversible processes, a novel coarse-graining strategy
is proposed that numerically delivers the entire continuum evolution equation (and
not just parameters therein) from particle fluctuations via an infinite-dimensional
fluctuation-dissipation relation. The methodology is exemplified for a diffusion process with known analytic solution, where an excellent agreement is obtained for the
vi

density evolution.
The text in this dissertation, particularly Sections 3, 4 and parts of the introduction, closely follows the papers by the authors Li & Reina (2019), Li et al. (2019).
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Chapter 1
Introduction
Non-equilibrium processes are ubiquitous in nature and industrial applications, and
include heat transfer during phase transitions, chemical reactions in batteries, microstructure evolution in materials or diffusion processes in biological tissues, to just
name a few. Actually, non-equilibrium phenomena are the rule rather than the exception, and the are of importance to a wide range of disciplines, such as physics,
material science or medicine.
Our understanding of non-equilibrium phenomena is however still at its infancy as
compared to the equilibrium setting, where classical thermodynamics and statistical
mechanics provide a comprehensive link between the Hamiltonian atomistic and continuum description. As a result, there currently exist multiple formalisms to describe
the irreversible macroscopic behavior, many of which have arised in different communities. In physics and chemistry, one should highlight the seminal contributions by
Onsager (Onsager 1931a,b), who obtained the reciprocity relations for the coefficients
that linearly relate forces and fluxes in dissipative processes. In continuum mechanics,
the Coleman-Noll procedure (Coleman & Noll 1964, Truesdell & Noll 1965) was introduced in the 60’s of last century, and continues to be a standard modeling approach
for irreversible phenomena. More recently, the GENERIC formalism (Öttinger &
Grmela 1997, Öttinger 2005, Mielke 2011), or General Equation for Non-Equilibrium
Reversible-Irreversible Coupling, was developed, aiming at identifying the common
structure of potentially coupled reversible and irreversible processes as they emerge
1

from the underlying Hamiltonian atomistic dynamics. In addition, various principles based on maximum entropy production have been developed over the years, in
a wide range of disciplines, e.g. quantum mechanics, solid mechanics, climate, etc.
(Martyushev & Seleznev 2006, Dewar et al. 2014, Reina & Zimmer 2015).
The above continuum formalisms are of course compatible with the second law
of thermodynamics, but they do not necessarily lead to the same equations for a
given process, even in the simple case of linear constitutive relations. An example
of this is the equations governing interface kinetics, where a variety of models have
been proposed with driving forces stemming from the free energy, the entropy or
the Massieu potential. Actually, for this example, even subtle modeling choices,
such as a sharp or diffuse description of the interface, can lead to different evolution
equations under the same formalism, as will be discussed in detail in Section 2. For
more complex problems, as those arising, for instance, in granular media or plasticity,
these formalisms are often insufficient to guide the development of continuum models.
High physical fidelity may of course be obtained via direct atomistic/particle
simulations, though the computational cost associated to these strongly limits the
spatio-temporal domain, making them prohibitively expensive for realistic applications. Many efforts have thus been made to bridge atomistic and continuum scales.
Theoretical efforts go back to the origins of statistical mechanics, e.g. the work by
pioneers like L. Boltzmann (Boltzmann 2012), J. W. Gibbs (Gibbs 2014), P. Hertz
(Hertz 1910b) and Einstein (Einstein 1910), and further developments to describe
non-equilibrium phenomena, e.g. Kubo (1957), Zwanzig (1961). On the numerical side, various multiscale methods have been developed to sequentially or concurrently couple these two scales; see, for instance, (Tadmor & Miller 2011, Chapter
10), (Weinan 2011, Chapter 1) or Curtin & Miller (2003) for reviews on multiscale
methods. Without being comprehensive, examples of multiscale strategies include
the quasicontinuum method (Miller & Tadmor 2002), heterogenous multiscale methods (Weinan et al. 2007), the bridging domain method (Xiao & Belytschko 2004),
the bridging scale decomposition method (Wagner & Liu 2003), or the finite element
combined with atomistic modeling (Kohlhoff et al. 1991). Further bridges between
2

atomistic and continuum theories include the works of Irving & Kirkwood (1950),
Murdoch & Bedeaux (1994), Admal & Tadmor (2011), thermomechanical equivalent continuum (Zhou 2005), or the generalized mathematical homogenization theory
(Chen & Fish 2006). However, the coupling between the different simulation methods is often based on the premise of separation of scales, which is typically assumed
rather than numerically identified, and on a priori defined macroscopic variables. In
addition, most multiscale schemes make a priori assumptions about the structure
of the continuum governing equations, and the homogenization is generally limited
to the spatial domain; see Fish et al. (2007), or Ladeveze & Nouy (2003) for some
exceptions.
In Chapter 3 of this thesis, we revisit the coarse-graining of reversible phenomena
in the context of the elastodynamic behavior of solids at finite temperature. Specifically, we provide a numerical strategy, based on normal mode analysis, that allows to
identify the expected spatio-temporal scale separation, as well as to identify a suitable set of slow and fast generalized degrees of freedom for the upscaling procedure.
Although the atomistic to continuum link is well known for this case, we provide a
different angle to it by combining mathematical results of Bornemann (2006) based
on notions of weak convergence, and statistical mechanics results of Berdichevsky
(1997). This perspective will make certain aspects of the dynamic behavior of solids
at finite temperature quite apparent. This includes the potential structure of the
reversible elastodynamic equations of motion with derivative of the free energy as
the mechanical driving force, the importance of anharmonic interatomic potentials in
the mechanical behavior of materials at finite temperature, or the fact that thermal
energy is finite while atomic vibrations are negligible.
In Chapter 4, we develop a multiscale strategy for purely irreversible processes,
that will be capable of extracting the entire structure of the evolution equation (and
not just parameters) from the underlying particle fluctuations. The strategy is based
on a reformulation of an infinite-dimensional fluctuation-dissipation relation and it enables full pre-calculation of the equation, i.e. it is a sequential strategy. The methodology is exemplified by a diffusion process with known analytical solution, and an
3

excellent agreement is obtained for the density evolution.
Finally, Chapter 5 provides a summary for the obtained results together with some
further discussion.

4

Chapter 2
Sharp versus diffuse models of
non-isothermal interface motion as
derived via the maximum entropy
production principle
In this chapter, we discuss different continuum modeling strategies for the formulation of non-equilibrium evolution equations, in the context of non-isothermal interface
kinetics for binary systems. We further study the resulting equations for a diffuse and
sharp description of the interface, for a given approach, namely, the Maximum Entropy Production. The sharp limit of the diffuse model is also obtained via asymptotic
analyses, and the resulting equations are compared with the sharp model. Interestingly, some discrepancies are observed, which are examined in detail.

2.1

Introduction

Modeling of micro-structure evolution, including compositional and structural inhomogeneities, originates from discrete models, such as the classical Stefan problem,
where the the inhomogeneous domains are separated by sharp interfaces. However,
their simulation with an explicit tracking of the interfaces leads to numerical diffi5

culties. As an alternative approach, phase field models (based on a diffuse interface
description) were developed, where one or more phase field variables are introduced to
implicitly track the interface motion. The idea of diffuse interface modeling goes back
to van der Waals (Rowlinson 1979), Landau and Ginzburg (Ginzburg 1950), Cahn,
Allen and Hilliard (Cahn & Hilliard 1958, Allen & Cahn 1979). It has since then been
developed by many authors (Boettinger et al. 2002, Steinbach 2009, Moelans et al.
2008, Emmerich 2003, Anand 2012), and its connection to the sharp models have been
examined in detail (Caginalp 1989, Fried & Gurtin 1996, Karma & Rappel 1998, Meca
et al. 2013). Thanks to its versatility and relatively easy coupling to other physical
phenomena, phase field modeling has established itself as a standard technique for
mesoscopic science, with applications to solidification (Kobayashi 1993, Boettinger
et al. 2002), fracture (Bourdin et al. 2014, Miehe et al. 2010), dislocation dynamics
(Koslowski et al. 2002), crystal nucleation (Granasy et al. 2007) and growth (Krill Iii
& Chen 2002), or diffusion processes (Cahn et al. 1997, Anand 2012), to name just a
few.
The evolution equations for the phase field variables are however, phenomenological in nature, as it is common to the continuum modeling of many irreversible
phenomena. Often, they are written as a gradient flow, i.e.
∂φ
δF
= −M
∂t
δφ

(2.1)

where φ is a non-conserved phase field variable, M is a mobility coefficient, and F is a
potential driving the evolution. In an intent to have a thermodynamically consistent
formulation (Penrose & Fife 1990, 1993, Wang et al. 1993, Emmerich 2003), F is
typically interpreted as a thermodynamic potential. Most models consider F to be
the total free energy of the system (Fried & Gurtin 1993, 1994, Boettinger et al.
2002, Karma & Rappel 1998, Krill Iii & Chen 2002, Anand 2012, Meca et al. 2013),
whereas some others consider F to be the be the entropy (Penrose & Fife 1990,
Wang et al. 1993) or the Massieu potential (Legendre transform of the entropy with
respect to energy, or equivalently, negative value of the quotient between the free
6

energy and the temperature) (Mielke 2011, Reina & Zimmer 2015). In an equilibrium
configuration, all these perspectives are equivalent, and for instance, it is well known
that (for a constant volume) the maximum of the entropy as a function of the internal
energy coincides with the minimum of the free energy as a function of temperature.
Unfortunately, such equivalence does not extrapolate to the non-equilibrium regime,
even if compatibility with the second law of thermodynamics is ensured, as such law
is only an inequality at the continuum scale, where fluctuations are disregarded.
A precise evolution equation may be singled out by following a specific modeling
approach. A possible strategy is the so-called maximum entropy production principle (MEPP), which considers that the system tends to evolve in the direction of
maximum entropy production, while remaining compatible with constraints such as
conservation of mass or energy. In the context of phase field modeling, this approach
was recently shown (Mielke 2011, Reina & Zimmer 2015) to be consistent with the
General Equation for Non-Equilibrium Reversible-Irreversible Coupling or GENERIC
formalism (Öttinger 2005).
Here, we consider MEPP to guide the independent formulation of both sharp and
diffuse interface models for non-isothermal binary systems, and examine whether, with
this framework, consistency between both models exist in the limit of infinitely thin
interface thickness. For simplicity, we here focus on the system of the type sketched
in Fig. 2.1, consisting of two phases (phases 1 and 2) occupying domains Ω1 and
Ω2 , respectively, and separated by a flat interface Aint , in the absence of mechanical
forces. Even with this simple system and further simplifications, differences are found
between the sharp and diffuse models.
The chapter is organized as follows. In Section 2.2 we obtain the sharp interface
model via MEPP. Next, the diffuse interface model is independently obtained via
MEPP in Section 2.3, and an asymptotic analysis is used to derive the corresponding
equations in the limit of infinitely thin interfaces. The two sharp models are then
compared in detail, and further discussions are given in the conclusion, Section 2.4.
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Figure 2.1: Two phase open system with a sharp flat interface.

2.2

Sharp interface model

In this section, we use the maximum entropy production principle to derive the evolution of the system under the assumption of a sharp interface. To that regard, we first
write the constraints that emerge from the first law of thermodynamics. Conservation
of energy for an arbitrary domain within each phase Ωi requires the existence of an
energy flux qi such that
ėi + ∇ ⋅ qi = 0, with i = 1, 2,

(2.2)

where ei denotes internal energy density and ėi denotes its time derivative. In addition, the total energy of the system, i.e.
ˆ
E=

Ω1

ˆ
e1 dV +

Ω2

ˆ
e2 dV +

eint dA,

(2.3)

Aint

must satisfy a conservation law. Application of Reynolds transport theorem delivers
JeK v + ėint − JqK ⋅ nint = 0,
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(2.4)

where v is the magnitude of the interface velocity, considered positive in the direction
of nint , and J⋅K = ⋅1 − ⋅2 denotes the jump across the interface.

The functional of the maximum entropy production principle, here denoted by D,

may then be written as the sum of the entropy production (entropy rate minus entropy
flux through the boundary of the domain) and terms that account for the various
constraints using the method of Lagrange multipliers. These constraints encompass
the previously derived energy conservation relations, Eqs. (2.2) and (2.4), and the
magnitude of the a priori unknown flux vectors qi and interface velocity v, which are
constrained to guarantee the well-posedness of the problem. The functional D then
reads
ˆ

ˆ
q1 ⋅ n1
q2 ⋅ n2
D = Ṡ +
dA +
dA
T
T
∂Ω1 /Aint
∂Ω2 /Aint
ˆ
ˆ
−
λ1 (ė1 + ∇ ⋅ q1 ) dV −
λ2 (ė2 + ∇ ⋅ q2 ) dV
Ω1
Ω2
ˆ
λint (JeK v + ėint − JqK ⋅ nint ) dA
−
Aint
ˆ
ˆ
ˆ
−
µ1 q1 ⋅ q1 dV −
µ2 q2 ⋅ q2 dV −
νv 2 dA,
Ω1

Ω2

(2.5)

Aint

where the entropy rate Ṡ may be obtained form the total entropy
ˆ
S=

Ω1

ˆ
s1 dV +

Ω2

ˆ
s2 dV +

sint dA,

(2.6)

Aint

via application of Reynolds transport theorem. This results in
ˆ
Ṡ =

Ω1

ˆ
ṡ1 dV +

ˆ

Ω2

ṡ2 dV +

Aint

(ṡint + JsKv) dA.

(2.7)

In addition, the various energy density rates may be related to the corresponding
entropy rates as
ṡi =

ėi
, with i = 1, 2,
T

(2.8)

and
ṡint =
9

ėint
.
T

(2.9)

where the thermodynamic relations at the interface are assumed to be identical to
those of the bulk, as it is often considered (Fried & Gurtin 1996). Inserting Eqs. (2.72.9) into the expression of D, and applying the divergence theorem, one obtains
D[ṡ1 , ṡ2 , ṡint , q1 , q2 , v, λ1 , λ2 , λint ] =
ˆ
qi
[ṡi + ∇ ⋅ ( ) − µi qi ⋅ qi − λi (T ṡi + ∇ ⋅ qi )] dV
∑
T
i={1,2} Ωi
ˆ
JqK ⋅ nint
+
[ṡint + JsK v −
− νv 2
T
Aint
− λint (JeK v + T ṡint − JqK ⋅ nint )] dA.
Variations of D with respect to the various fields yields
δD
= 0 → 1 − T λi = 0,
δ ṡi
δD
= 0 → 1 − Tint λint = 0,
δ ṡint
δD
1
1
= 0 → qi = µ−1
i ∇( ),
δqi
2
T
δD
= 0 → JsK − 2νv − λint JeK = 0,
δv

(2.10)
(2.11)
(2.12)
(2.13)

together with the energy conservation laws, Eqs. (2.2) and (2.4). That is, Fourier’s
law of heat diffusion is recovered in the bulk
ėi = ∇ ⋅ (Ki ∇T ) ,

with Ki =

1 −1
µ
2T 2 i

(2.14)

while the interface velocity is proportional to the free energy jump Jf K = JeK − Tint JsK,
i.e.

v=−

2.3

1 Jf K
.
2ν Tint

(2.15)

Sharp Interface Limit of Diffuse Model

Next, we apply the principle of maximum entropy production to obtain the coupled
thermo-kinetic equations of diffuse interface dynamics. The associated sharp equa10

tions will be obtained using asymptotic analyses, and the resulting equations will be
compared to those of the previous section.

2.3.1

Diffuse interface model

In diffuse modeling approaches, additional variables are used to implicitly track the
position of the interface. For the problem of interest here, a single phase field variable
φ is considered, which will suitably interpolate phases 1 and 2, corresponding to values
φ = −1 and φ = 1, respectively. We will then no longer separate the domain in Ω1
and Ω2 . Rather, a continuous local energy density will be considered of the form
e = e(s, φ, ∇φ), which is assumed to satisfy classical thermodynamic relations, i.e.,
de = T ds +

∂e
∂e
∣
dφ +
∣ d∇φ,
∂φ s,∇φ
∂∇φ s,φ

(2.16)

or equivalently, as a function of the derivatives of the Helmholtz free energy,
de = T ds +

∂f
∂f
∣
dφ +
∣ d∇φ.
∂φ T,∇φ
∂∇φ T,φ

(2.17)

Conservation of energy implies the existence of a flux q such that
ė + ∇ ⋅ q = 0.

(2.18)

Then, the functional D for the maximum entropy production principle reads
ˆ
D[ṡ, q, λ, φ̇] =

ˆ

q ⋅ n 1 ∂f
ṡ dV +
(
+ φ̇
⋅ n) dA
T
T ∂∇φ
Ωˆ
∂Ω
− λ(ė + ∇ ⋅ q) dV
ˆΩ
− (µq ⋅ q − ν φ̇2 dV − η ⋅ φ̇q) dV,

(2.19)

Ω

where ė may be related to ṡ via Eq. (2.17). Here, there are however two contributions
from the entropy flux, one associated to the flux of energy, and a second one associated
to phase changes at the boundary.
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Variations of D with respect to the various fields yields
δD
= 0 → 1 − T λ = 0,
δ ṡ
1
δD
= 0 → ∇ ( ) − 2µq − φ̇η = 0,
δq
T
δD
δFT
=0→−
− 2ν φ̇ − η ⋅ q = 0
δφ
δ φ̇
together with the conservation law Eq. (2.18). Here, FT ∶=
so-called Massieu potential or free entropy, and

δFT
δφ

=

(2.20)
(2.21)
(2.22)
´
Ω

1 ∂f
T ∂φ ∣
T,∇φ

f /T dV is minus the
∂f
− ∇ ⋅ ( T1 ∂∇φ
∣

T,φ

).

Combining the resulting equations one obtains the coupled thermo-kinetic evolution equations
φ̇ = −µ̄

∇T
δFT
+ η̄ ⋅ 2 ,
δφ
T

ė = ∇ ⋅ (K∇T ) − ∇ ⋅ (η̄
where µ̄(T, φ, ∇φ) =

1
T
−1
4ν 2 η M η

+

1
2ν ,

(2.23)
δFT
)
δφ

η̄(T, φ, ∇φ) =

1
−1
2ν M η,

(2.24)
K(T, φ, ∇φ) =

1
−1
T2 M ,

1
η ⊗ η (assume M is not singular).
and M = 2µ − 2ν

We remark that within this MEPP modeling approach, the primary interfacial
driving force is given by the Massieu potential, in accordance, for instance, with the
GENERIC formalism.

2.3.2

Sharp interface limit

In order to find the sharp interface model corresponding to Eqs. (2.23)-(2.24), we
first particularize these equations for a specific form of the free energy density. In
particular, we consider f = f (T, φ, ∇φ) to be of the form
f (T, φ, ∇φ) = f1 (T ) − ∆f (T )q(φ) + B(T )fdw (φ)
+

m2 (T )
(∇φ)2 ,
2

12

(2.25)

where q(φ) is a smooth function that interpolates the free energy between phases 1
and 2, i.e. between f1 (T ) and f2 (T ), and ∆f (T ) is defined as ∆f (T ) = f1 (T )−f2 (T ).
In addition, fdw (φ) is a double-well function with two minima at φ = −1 and φ = 1, and
B(T ) represents a free energy barrier along the phase transition pathway. Finally,
the term m2 (T )/2(∇φ)2 , common to Landau-Ginzburg type functionals (Penrose &
Fife 1990), enforces a finite width of the interface. A possible choice for q(φ) and
fdw (φ) are (Warren & Boettinger 1995)
q(φ) =

1
(φ + 1)3 (3φ2 − 9φ + 8),
16

(2.26)

fdw (φ) = (φ2 − 1)2 ,

(2.27)

which satisfy q(−1) = 0, q(1) = 1, q ′ (0) = q ′ (1) = 0 and q ′ (φ) = fdw (φ)/ (

´1
−1

fdw (φ) dφ).

See (Kim et al. 1999, Karma 2001) for alternative interpolation and double-well functions.
Given the free energy expression of Eq. (2.25), the internal energy can be obtained
as
e(T, φ, ∇φ) =f (T, φ, ∇φ) − T

∂f (T, φ, ∇φ)
∂T

=e1 (T ) − q(φ)∆e(T ) + B e (T )fdw (φ)
+

(me (T ))2
(∇φ)2 ,
2

(2.28)

with
dB(T )
,
dT
dm2 (T )
(me (T ))2 = m2 (T ) − T
,
dT
B e (T ) = B(T ) − T

(2.29)
(2.30)

where e1 (T ) represents the local internal energy of phase 1 and ∆e(T ) = e1 (T )−e2 (T ).
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For these energetic choices, the heat equation, Eq. (2.24), reads
[e′1

′

2
e2 ′ (∇φ)

e′

− q ∆e + B fdw + (m )

2

] Ṫ

′
+ [B e fdw
− ∆e q ′ ] φ̇ + [me2 ∇φ] ⋅ ∇φ̇ = ∇ ⋅ (K∇T )

m2
η̄
η̄
′
+ η̄∇ ⋅ ( ∇φ)] ,
+ ∇ ⋅ [ ∆f q ′ − Bfdw
T
T
T

(2.31)

where the prime symbol denotes derivative with respect to the unique independent
variable. Similarly, the interface evolution equation, Eq. (2.23), can be written as
T
∆f ′
T
m2
′
φ̇ =
q − fdw
+ ∇ ( ) ⋅ ∇φ
µ̄B
B
B
T
m2
η̄ ∇T
+
∆φ +
⋅
.
B
µ̄B T

(2.32)

In both cases, the independent variables of each function has not been explicitly
stated for practical purposes.
2.3.2.1

Scaling

The sharp interface model will be obtained by tending the interface thickness to zero.
In practice though, the interfacial thickness in the diffuse model will be temperature
dependent, and so the limit will be obtained by means of a temperature independent
parameter 0 (interface thickness is of order 0 ), while the temperature dependence
will be retained in the various parameters.
The first step then consists on finding the suitable scaling of the various parameters with 0 . Scaled quantities will be denoted with superscript ∗ , while unscaled
variables will have no superscript associated to them. By definition, bulk quantities
are independent of 0 and are therefore of O(1), so e1 = e∗1 , ∆e = ∆e∗ , ∆f = ∆f ∗ and
K = K∗ . For interfacial quantities, the scaling shall ensure that the total free energy
and internal energy are finite. Consequently,
B(T ) =

B ∗ (T )
,
0

m2 (T ) = 0 m∗2 (T ).
14

(2.33)

Figure 2.2: Example of phase field variable profile. r = x−x0 , where x0 denotes center
of interface region. 0 denotes the order of finite interface thickness.

and
B e (T ) =

B e∗ (T )
,
0

me2 (T ) = 0 me∗2 (T ).

(2.34)

Next, by the invariance relations satisfied by the steady state solution at constant
√
√
∆f
1
m2
B v
temperature, it is implied that µ̄m
v
∼
,
or
equivalently,
µ̄
∼
2
B
B
m2 ∆f , where
v is the interface velocity. We refer to (Reina et al. 2014) for more details. Finite
interface velocities therefore imply µ̄ ∼ 1/0 , and we thus define µ̄∗ as
µ̄ =

µ̄∗
.
0

(2.35)

Finally, η̄ is considered to be of order 1, i.e. η̄ = η̄ ∗ .
With the above scaling, the governing equations (2.31) and (2.32) for the one
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dimensional problem of interest with all scalar fields can be written as
∗′
e∗′
(0 e∗′
(T ) fdw (φ)) Ṫ
1 (T ) − 0 q (φ) ∆e (T ) + B
′
+ (20 (me∗2 (T ))

(∇φ)
) Ṫ
2
2

′
+ (B e∗ (T )fdw
(φ) − 0 ∆e∗ (T )q ′ (φ)) φ̇

+ 20 me∗2 (T ) ∇φ∇φ̇ = 0 ∇ ⋅ (K ∗ ∇T )
B ∗ (T ) ′
∆f ∗ (T ) ′
q (φ) −
fdw (φ))]
T
T
m∗2 (T )
+ ∇ [η̄ ∗ (20 ∇ (
∇φ))] ,
T
+ ∇ [η̄ ∗ (0

(2.36)

and
T
∆f ∗ (T )
′
′
φ̇
=

q
(φ)
− fdw
(φ)
0
µ̄∗ B ∗ (T )
B ∗ (T )
′
T
m∗2 (T )
+ 20 ∗
(
) ∇T ∇φ
B (T )
T
∗2 (T )
m
η̄ ∗
∇T
+ 20 ∗
∆φ + 20 ∗ ∗
.
B (T )
µ̄ B (T ) T

20

To simplify the following derivation, we use the following labels
′

A(T ) ∶= B e∗′ (T ) , C(T ) ∶= (me∗2 (T )) ,
F (T ) ∶= B e∗ (T ), G(T ) ∶= (me∗ (T )) ,
2

∆f ∗ (T )
,
T
B ∗ (T )
N (T, φ, ∇φ) ∶= η̄ ∗ (T, φ, ∇φ)
,
T
′
m∗2 (T )
P (T, φ, ∇φ) ∶= η̄ ∗ (T, φ, ∇φ) (
) ,
T
∗2
m (T )
Q(T, φ, ∇φ) ∶= η̄ ∗ (T, φ, ∇φ)
,
T
m∗2 (T )
T
H(T ) ∶= ∗
, α(T, φ, ∇φ) ∶= ∗
,
B (T )
µ̄ (T, φ, ∇φ)B ∗ (T )
M (T, φ, ∇φ) ∶= η̄ ∗ (T, φ, ∇φ)
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(2.37)

′

∆f ∗ (T )
T
m∗2 (T )
,
D(T
)
∶=
(
) ,
B ∗ (T )
B ∗ (T )
T
η̄ ∗ (T, φ, ∇φ)
,
J(T, φ, ∇φ) ∶= ∗
µ̄ (T, φ, ∇φ)B ∗ (T )T
E(T ) ∶=

(2.38)

where we have considered, that the mobility coefficients depend on temperature, the
phase field variable and its gradient.
With these definitions, Eqs. (2.36) and (2.37) can be rewritten as
∗′
0 (e∗′
1 (T ) − q (φ) ∆e (T )) Ṫ

(∇φ)
) Ṫ
2
2

+ (A(T )fdw (φ) + 20 C(T )

′
(φ) − 0 ∆e∗ (T )q ′ (φ)) φ̇ + 20 G(T )∇φ∇φ̇
+ (F (T )fdw

= 0 ∇ ⋅ (K ∗ ∇T )
′
(φ)]
+ ∇ [0 M (T, φ, ∇φ)q ′ (φ) − N (T, φ, ∇φ)fdw

+ ∇ [20 P (T, φ, ∇φ)∇T ∇φ + 20 Q(T, φ, ∇φ)∆φ] ,

(2.39)

and
′
20 α(T, φ, ∇φ)φ̇ =0 q ′ (φ)E(T ) − fdw
(φ) + 20 D(T )∇T ∇φ

+ 20 H(T )∆φ + 20 J(T, φ, ∇φ)∇T,

(2.40)

respectively. Our goal is to obtain the asymptotic results of the above two equations
for small 0 .
2.3.2.2

Outer Expansion

We first set up the outer expansion for temperature and phase field variable as (Caginalp 1989)
T (x, t, 0 ) = T 0 (x, t) + 0 T 1 (x, t) + ⋯,

(2.41)

φ(x, t, 0 ) = φ0 (x, t) + 0 φ1 (x, t) + ⋯.

(2.42)
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Substituting the above expansions into Eqs. (2.39)-(2.40), we obtain a sequence of
outer problems.

For O(1), we obtain
′
′
(φ0 ) φ̇0 = −∇ [N (T 0 , φ0 , ∇φ0 )fdw
A(T 0 )fdw (φ0 ) Ṫ 0 + F (T 0 )fdw
(φ0 )] ,

(2.43)

and
′
− fdw
(φ0 ) = 0.

(2.44)

These equations are satisfied for all T 0 and Ṫ 0 for
φ0 = −1 or 1,

(2.45)

which implies that phase is uniform outside of the interface region, as expected.

For O(0 ), we obtain
0
0
∗′
0
0
[e∗′
1 (T ) − q (φ ) ∆e (T )] Ṫ
′
(φ0 ) φ1 ] Ṫ 0
+ [A′ (T 0 )T 1 fdw (φ0 ) + A(T 0 )fdw
′
(φ0 ) φ̇0
+ A(T 0 )fdw (φ0 ) Ṫ 1 + F ′ (T 0 )T 1 fdw
′′
′
(φ0 ) φ1 φ̇0 + F (T 0 )fdw
(φ0 ) φ̇1
+ F (T 0 )fdw

− q ′ (φ0 ) ∆e∗ (T 0 ) φ̇0
= ∇ ⋅ [K(T 0 , φ0 , ∇φ0 )∇T 0 ] + ∇ ⋅ [M (T 0 , φ0 , ∇φ0 )q ′ (φ0 )]
′
− ∇ ⋅ [NT (T 0 , φ0 , ∇φ0 )T 1 fdw
(φ0 )]
′
− ∇ ⋅ [Nφ (T 0 , φ0 , ∇φ0 )φ1 fdw
(φ0 )]
′
− ∇ ⋅ [N∇φ (T 0 , φ0 , ∇φ0 )∇φ1 fdw
(φ0 )]
′′
+ ∇ ⋅ [N (T 0 , φ0 , ∇φ0 )fdw
(φ0 )φ1 ] ,
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(2.46)

and
′′
E(T 0 )q ′ (φ0 ) − fdw
(φ0 )φ1 = 0.

(2.47)

′
Considering fdw (φ0 ) = 0, fdw
(φ0 ) = 0, q ′ (φ0 ) = 0 and φ̇0 = 0, we simplify Eq. (2.46)

and Eq. (2.47) as
0
0
∗′
0
0
[e∗′
1 (T ) − q (φ ) ∆e (T )] Ṫ

= ∇ ⋅ [K(T 0 , φ0 , ∇φ0 )∇T 0 ]
′′
− ∇ [N (T 0 , φ0 , ∇φ0 )fdw
(φ0 )φ1 ] ,

(2.48)

φ1 = 0.

(2.49)

and

These two equations lead to Fourier’s law of heat conduction, i.e.
ėi (T 0 ) = ∇ ⋅ (Ki (T 0 )∇T 0 ) , for phase i,

(2.50)

where Ki denotes thermal conductivity for phase i. This equation is fully analogous
to what is considered for the bulk phases in the sharp interface model, c.f. Eq. (2.14).
2.3.2.3

Inner Expansion

For the inner expansion, we perform a change of variables and define z ≡

r
0 ,

where r is

the distance to the interface defined as φ = 0. The inner expansion for the temperature
and phase field variable then read
T (x, t, 0 ) = T̂ (z, t, 0 ) = T̂ 0 (z, t) + 0 T̂ 1 (z, t) + ⋯

(2.51)

φ(x, t, 0 ) = φ̂(z, t, 0 ) = φ̂0 (z, t) + 0 φ̂1 (z, t) + ⋯

(2.52)
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and the coupled equations Eqs. (2.39)-(2.40) may be written as
∗′
0 (e∗′
1 (T̂ ) − q(φ̂)∆e (T̂ )) (T̂z rt + 0 T̂t )

1
+ (A(T̂ )fdw (φ̂) + C(T̂ )φ̂2z ) (T̂z rt + 0 T̂t )
2
′
+ (F (T̂ )fdw
(φ̂) − 0 q ′ (φ̂)∆e∗ (T̂ )) (φ̂z rt + 0 φ̂t )

+ G(T̂ ) (φ̂zz φ̂z rt + 0 φ̂z φ̂tz )
= [K (T̂ , φ̂,

φ̂z
φ̂z
) T̂z ] + [0 M (T̂ , φ̂, ) q ′ (φ̂)]
0
0
z
z

+ [−N (T̂ , φ̂,
+ [Q (T̂ , φ̂,

φ̂z
φ̂z
) + P (T̂ , φ̂, ) T̂z φ̂z ]
0
0
z

φ̂z
) φ̂zz ] ,
0
z

(2.53)

and
α (T̂ , φ̂,

φ̂z
′
(φ̂)
) 0 φ̂z rt + α20 φ̂t = E(T̂ )0 q ′ (φ̂) − fdw
0

+ D(T̂ )T̂z φ̂z + H(T̂ )φ̂zz + 0 J (T̂ , φ̂,

φ̂z
) T̂z .
0

(2.54)

Considering the various orders of 0 , we obtain the following sequence of equations.

For O(1), we obtain
2
1
[A(T̂ 0 )fdw (φ̂0 ) + C(T̂ 0 ) (φ̂0z ) ] T̂z0 rt0
2
′
+ F (T̂ 0 )fdw
(φ̂0 )φ̂0z rt0 + G(T̂ 0 )φ̂0zz φ̂0z rt0
0

φ̂z
= [K (T̂ , φ̂, ) T̂z ]
0
z
+ [−N (T̂ , φ̂,
+ [Q (T̂ , φ̂,

φ̂z ′
φ̂z
) fdw (φ̂0 ) + P (T̂ , φ̂, ) T̂z0 φ̂0z ]
0
0
z

φ̂z 0
) φ̂zz ] ,
0
z

(2.55)
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and
′
0 = −fdw
(φ̂0 ) + D(T̂ 0 )T̂z0 φ̂0z + H(T̂ 0 )φ̂0zz ,

(2.56)

0
and the matching conditions are φ̂0 ∣z→±∞ = ±1 and T̂ 0 ∣z→±∞ = Tint
. An approximate

solution, valid for small velocities, is
¿
⎛
⎞
Á 2
À
φ̂0 = tanh Á
z ,
⎝ H(T̂ 0 ) ⎠

(2.57)

and
0
T̂z0 = 0, T̂ 0 = Tint
.

Note that Q (T̂ , φ̂, φ̂0z ) /N (T̂ , φ̂, φ̂0z ) = H (T̂ ). Consequently,

(2.58)
√

H(T ) has the meaning

of the interface thickness normalized by 0 .
For O(0 ), we first consider Eq. (2.54). Expanding it to the order of 0 and noting
that T̂z0 = 0 from the O(1) results, we obtain
′′
(φ̂0 )φ̂1
− α(T̂ 0 , φ̂0 , φ̂0z )φ̂0z v 0 = E(T̂ 0 )q ′ (φ̂0 ) − fdw

+ D(T̂ 0 )T̂z1 φ̂0z + H(T̂ 0 )φ̂1zz + H ′ (T̂ 0 )T̂ 1 φ̂0zz ,

(2.59)

where v 0 = −rt0 .
′′
We define the operator L as Lφ̂1 ≡ H(T̂ 0 )φ̂1zz −fdw
(φ̂0 )φ̂1 = −αφ̂0z v 0 −E(T̂ 0 )q ′ (φ̂0 )−

D(T̂ 0 )T̂z1 φ̂0z − H ′ (T̂ 0 )T̂ 1 φ̂0zz and note that φ̂0z satisfies Lφ̂0z = 0. Then, the solvability
condition (Caginalp 1989) for Eq. (2.59) reads
ˆ

+∞

−∞

φ̂0z [−αφ̂0z v 0 − E(T̂ 0 )q ′ (φ̂0 ) − D(T̂ 0 )T̂z1 φ̂0z
−H ′ (T̂ 0 )T̂ 1 φ̂0zz ] dz = 0.

Defining σ(T̂ 0 ) ≡

´ +∞
−∞

2

(φ̂0z ) dz =

4
3

√

2
,
H(T̂ 0 )
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and noting that

(2.60)
´ +∞
−∞

q ′ (φ̂0 )φ̂0z dz =

q(φ̂0 ) ∣z→+∞
z→−∞ = 1, the above solvability condition can be rewritten as
H ′ (T̂ 0 )
− αv σ − E(T̂ ) − (D(T̂ ) −
)
2
0

0

ˆ

0

+∞

−∞

2

T̂z1 (φ̂0z ) dz = 0.

(2.61)

Next, we extract the order 0 of Eq. (2.53), noting that T̂z0 = 0 and φ̂0t = 0, and obtain
1
[A(T̂ 0 )fdw (φ̂0 ) + C(T̂ 0 )(φ̂0z )2 ] T̂t0
2
1
+ [A(T̂ 0 )fdw (φ̂0 ) + C(T̂ 0 )(φ̂0z )2 ] T̂z1 rt0
2
′′
′
′
+F (T̂ 0 ) [fdw
(φ̂0 )φ̂1 φ̂0z rt0 + fdw
(φ̂0 )φ̂1z rt0 + fdw
(φ̂0 )φ̂0z rt1 ]
′
+F ′ (T̂ 0 )T̂ 1 fdw
(φ̂0 )φ̂0z rt0 − q ′ (φ̂0 )∆e∗ (T̂ 0 )φ̂0z rt0

+G(T̂ 0 ) (φ̂1zz φ̂0z rt0 + φ̂0zz φ̂1z rt0 + φ̂0zz φ̂0z rt1 )
+G′ (T̂ 0 )T̂ 1 φ̂0zz φ̂0z rt0
1

0

φ̂z
φ̂z
= [K (T̂ , φ̂, ) T̂z ] + [M (T̂ , φ̂, )]
0
0 z
z

1

φ̂z ′
φ̂z
+ [−N (T̂ , φ̂, ) fdw
(φ̂) + P (T̂ , φ̂, ) T̂z φ̂z ]
0
0
z
1

φ̂z
+ [Q (T̂ , φ̂, ) φ̂zz ] .
0
z

(2.62)

With the knowledge of φ̂0 and the matching conditions (Caginalp & Fife 1988)
φ̂1 ∣z→±∞ = 0, φ̂1zz ∣z→±∞ = 0 and T̂z1 ∣z→±∞ = Tx0 , the integral of both sides of Eq. (2.62)
delivers

A(T̂ 0 )H(T̂ 0 ) + C(T̂ 0 ) 0
σ T̂t + ∆e∗ (T̂ 0 ) v 0 ,
2

− Jk(T 0 )Tx0 K =

(2.63)

0
where T̂ 0 = Tint
. We next examine the physical meaning of these equations.

2.3.2.4

Physical Interpretation

Using the O(1) approximation for the interface profile, i.e. φ̂0 , the interface internal
energy and free energy could be computed by
1
eint (T̂ ) =
[
Aint

ˆ

0

Ω

e(T̂ 0 , φ̂0 , ∇φ̂0 ) dV − e1 (T̂ 0 )V1 − e2 (T̂ 0 )V2 ],
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(2.64)

1
fint (T̂ ) =
[
Aint

ˆ

0

Ω

f (T̂ 0 , φ̂0 , ∇φ̂0 ) dV − f1 (T̂ 0 )V1 − f2 (T̂ 0 )V2 ],

(2.65)

where V1 and V2 are the volumes of phase 1 and 2, respectively, computed as if the
interface were to be sharp, and Aint represents, abusing notation, the area of the
interface. After some algebraic manipulations, these expressions read
eint (T̂ 0 ) =

1 e∗ 0
[B (T̂ )H(T̂ 0 ) + (me∗ (T̂ 0 ))2 ] σ(H(T̂ 0 )),
2

fint (T̂ 0 ) = (m∗ (T̂ 0 ))2 σ(H(T̂ 0 )),

(2.66)
(2.67)

where we have purposely differentiated the dependence on temperature from the
parameters directly, and from the interfacial profile, via its normalized thickness
√
H(T̂ 0 ). Additionally, it can be shown that
−

eint (T̂ 0 )
(T̂ 0 )2

=

d(fint (T̂ 0 )/T̂ 0 )
dT̂ 0

,

(2.68)

which we remark that it is true for the hyperbolic tangent profile φ̂0 considered, but
not necessarily so for other profiles.
With these considerations, we may rewrite
ˆ +∞
2
H ′ (T̂ 0 )
(D(T̂ ) −
T̂z1 (φ̂0z ) dz
)
2
−∞
´ +∞
2
eint (T̂ 0 ) −∞ T̂z1 (φ̂0z ) dz
=−
,
´ +∞
2
0 ) dz
B ∗ (T̂ 0 )T̂ 0
(
φ̂
z
−∞
0

´ +∞

where we are further going to label
rewritten as

1 ( 0 )2
−∞ T̂z φ̂z dz
´ +∞
2
( 0)
−∞ φ̂z dz

(2.69)

as ⟨Tx ⟩int . Then, Eq. (2.61) may be

ασB ∗ vint ∆f (Tint ) d(fint (Tint )/Tint )
+
+
⟨Tx ⟩int = 0,
Tint
Tint
dTint

(2.70)

where T̂ 0 and v 0 have been relabeled as Tint and vint . Comparing this equation with
the sharp interface evolution equation given in Eq. (2.15), we note that the limit of
the diffuse model delivers an extra term. That is, in addition to the change of Massiu
potential from the two phases, the change of interfacial Massieu potential, induced
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by a temperature change, provides an additional driving force. This additional term
would of course vanish in the isothermal case.
Next, using the result form the outer expansion Eq. (2.50), Eq. (2.63) can be
rewritten as
−JqK ⋅ nint +

∂eint (H(Tint ), Tint )
Ṫint + ∆e(Tint ) vint = 0,
∂Tint

(2.71)

where the partial derivative in ∂eint (H(Tint ), Tint )/∂Tint is used to indicate that interfacial thickness is considered constant. The resulting expression coincides with that of
the sharp interface model, c.f. Eq. (2.4), as long as the interface thickness is actually
constant with temperature. In such case,

2.4

∂eint (φint ,Tint )
Ṫint
∂Tint

= ėint .

Conclusion

In this chapter, we use the maximum entropy production principle to obtain sharp and
diffuse models for the coupled phenomena of interface motion and heat conduction in
a non-isothermal binary system. Asymptotic analysis is then used to obtain the sharp
limit of the diffuse model, for the specific case of flat interfaces and no mechanical
forces, and the resulting equations are compared to sharp equations directly obtained
via MEPP. Interestingly, differences are found for the evolution equation of both the
temperature and the phase field variable. Specifically, whereas in both models, the
Massieu potential is the primary driving force for the interface kinetics, the diffuse
model accounts for the change of Massieu potential of the interface as the interfacial
temperature changes due to its motion. With regard to the energy balance equation,
the first order term of the interfacial contribution for the diffuse model appears to
be the change of internal energy associated to changes in the material parameters,
whereas the change stemming from a change in the profile via its thickness is not accounted for. In the sharp model, both effects cannot be differentiated as no thickness
or interfacial profile exists in such limit.
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Chapter 3
Simultaneous spatial and temporal
coarse-graining: from atomistic
models to continuum elastodynamics
In this chapter, we focus on coarse-graining of reversible phenomena. As a fundamental example, elastodynamics of solids at finite temperature will be revisited by
a simultaneous spatial and temporal coarse-graining method. This upscaling scheme
provides a new angle to continuum elastodynamics by identifying suitable scale separation and obtaining effective equations of motion of slow degrees of freedom via
eliminating fast degrees of freedom. In addition, it provides highly intuitive mathematical explanations to various well-known thermodynamic relations.

3.1

Introduction

In the present chapter we revisit the reversible continuum elastodynamic description
of solids as the spatio-temporal coarse-graining of the Hamiltonian dynamics for the
atomistic description. The goal is not to obtain any new thermodynamic relation,
as the well-known expressions will be recovered. Rather, the aim is to look at this
classical problem from a new angle that makes the scaling for the mathematical coarsegraining and several of the continuum expressions and relations particularly apparent.
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To that regard, the analyses of elastodynamic behavior of atomistic crystalline beams
using normal mode analysis (NMA) reveal a suitable coordinate system in which to
identify the (coupled) spatial and temporal scale separation, that is, slow and fast
generalized coordinates characterizing the elastic behavior and thermal vibrations,
respectively. The ratio between these two scales defines a single parameter , whose
limit  → 0 corresponds to the simultaneous spatio-temporal coarse-graining to the
macroscopic level. The upscaling is then performed combining results of Bornemann
(2006), which are based on the notions of weak convergence, and statistical mechanics
results of Berdichevsky (1997). This approach leads to limiting equations for the
slow variables of Hamiltonian form, with the entropy as an adiabatic invariant. In
other words, the mechanical driving forces are naturally given by the derivatives of
the energy at constant entropy, or, as most commonly expressed in mechanics, as
derivatives of the free energy at constant temperature. Additionally, the fact that
weak limits and nonlinear functions do not commute provides a simple mathematical
explanations to the temperature dependence of the mechanical properties of materials,
or the fact that thermal energy is finite, while the atomic vibrations responsible for
it are vanishingly small.
The upscaling procedure and its implications on the effective material response
are discussed analytically as well as numerically by means of two examples of a beam
undergoing elastic vibrations at various temperatures. The first example considers
an illustrative mass-spring system, where the atoms’ mass, interatomic distance and
potentials are suitably scaled with , while the length of the beam remains constant;
and the second one explores an iron beam of increasing length and fixed atomistic
description. These examples explore two classical ways of looking at the coarsegraining problem, the first one being more mathematical in nature, while the latter
one could be seen as more physical. In both cases, the slow and fast variables are
identified via NMA, the scaling of all quantities with  is analyzed in detail, and the
coarse-grained description is compared to the behavior obtained via full atomistic
simulations. Interestingly, the obtained slow and fast variables do not necessarily
correspond to the classical notions of strains and temperature and they can lead to
26

surprising results: while in a classical thermo-elastic description the temperature field
may evolve in space and time, a suitable choice of variables can lead to a uniform
temperature field in such basis.
This chapter is organized as follows. We begin in Section 3.2 by discussing the
usual coupling between spatial and temporal scales in solids, and by introducing a
simple two degree of freedom system to demonstrate the key features of its elastodynamic behavior at finite temperatures. This will serve to gain some intuition on the
complexities of the spatio-temporal homogenization procedure as well as to introduce
some mathematical background on weak convergence. The rigorous upscaling of this
simple example is then explained in Section 3.3, following Bornemann (2006), where
important statistical mechanics and thermodynamic notions are naturally obtained,
such as equipartition of energy, adiabatic invariants or the resulting mechanical driving forces. In Section 3.4, the coarse-graining strategy is extended to ergodic systems
with arbitrarily large number of degrees of freedom, using some statistical mechanics results by Berdichevsky (1997), and the connection with the classical continuum
elastodynamic equations is made. The methodology is then exemplified over a simple
mass-spring system in Section 3.5 and a molecular dynamics model of an iron beam
in Section 3.6. Using normal mode analysis, the spatio/temporal scale separation
is identified from the numerical simulations in these two examples, and the coarsegrained response is shown to predict the macroscopic effective behavior. Finally, some
conclusions and outlook are provided in Section 3.7.

3.2

Illustrative example and mathematical
background

The dynamics of material systems exhibit spatial and temporal scales that span multiple orders of magnitude: from 10−13 s and 10−11 m for atomic vibrations to seconds
and centimeters at the macroscopic scale. Actually, both the temporal and spatial
scales are related to each other, as often depicted in multiscale diagrams and mate27

rial’s dispersion relations. To illustrate this known fact, consider the toy model of
Fig. 3.1, where a solid is schematically represented as an ensemble of mass-spring systems. If we denote the atomic distance by  for a system of macroscopic size one1 , we
observe that the following relations shall hold in order to guarantee a finite Young’s
modulus and density in the continuous limit ( → 0)
stress force/area k∆r/2
=
∼
Ô⇒ k ∼ E,
strain
∆r/r0
∆r/
mass
m
Density ρ =
∼ 3 Ô⇒ m ∼ ρ3 .
volume 
Young’s modulus E =

(3.1)
(3.2)

Here, k, m and ∆r are the spring constant, mass value and length change for a single
spring, respectively. The microscopic time scale τ may then be estimated as,
1
Atomistic time scale τ ∼ ∼
w

√

m
∼
k

√

ρ
,
E

(3.3)

and it is proportional to the spatial scaling , as anticipated.
The simultaneous spatio-temporal coarse-graining problem may thus be described
mathematically with the aid of the single small parameter , as the limit  → 0. For
illustrative purposes though, we will first consider a simple two degree of freedom
system, aimed at representing the elastic and thermal vibrations. This simplified
perspective will already provide strong mathematical insights on the elastodynamic
behavior of solids at finite temperature, and it will serve to explain the coarse-graining
procedure in its simplest form (here limited to the temporal scale and the reduction
of the number of degrees of freedom from two to one). The upscaling scheme will
then be generalized to more realistic systems with large number of degrees of freedom,
where the elastic and thermal variables ought to be identified.
1

Equivalently, we could have fixed the interatomic distance and considered a larger and larger
physical domain. In either case, the ratio between the length scales considered provides a small
parameter that may be sent to zero to find the continuum description. These two perspectives will
be depicted in Sections 3.5 and 3.6.
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Illustrative example

We consider here a two degree of freedom system, composed of a slow or macro variable
y (representing the elastic vibration), and a fast or micro variable z (representing
the thermal vibration), where the dependence on  is made explicit. For concreteness,
let us consider the Hamiltonian
1
1
1 ω̃ 2 (y ) 2
1
z ,
H = ẏ2 + ż2 + ω 2 y2 +
2
2
2
2 2

(3.4)

where ω and ω̃ are taken to be positive and of order 1, so that the ratio of frequencies
or time scales is , as discussed in Eq. (3.3). The response of this system for various
values of  is given by Hamilton’s equations, i.e.,
ÿ = −ω 2 y −
z̈ = −

1 dω̃ 2 (y ) z2
,
2 dy 2

ω̃ 2 (y )
z ,
2

(3.5)
(3.6)

and is represented in Fig. 3.2 under initial conditions that are independent of . We
note that a fixed initial velocity for the fast variable is analogous to the consideration
of a finite constant temperature along the sequence, while a zero displacement is
considered for the initial value of z to ensure a finite value of the energy as  → 0.
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Figure 3.2: Temporal evolution of a two degree of freedom system, with Hamiltonian
as in Eq. 3.4, with ω = 1, ω̃(y ) = (1 + y2 ) and initial conditions y (0) = 0, ẏ (0) = 1,
z (0) = 0, and ż (0) = 1. The evolution for the slow variable y in the limit  → 0 is
denoted by the solid line in the left figure with legend  → 0. It strongly differs from
the one that would be obtained by replacing z = 0 (0 is the limit of z as  tends
to zero) in the expression of the Hamiltonian. The latter is marked by z = 0 in the
legend of the left figure.

As could be expected, the fast variable z exhibits an oscillatory motion whose
amplitude and period decrease with decreasing  (i.e., z tends to zero in the limit),
whereas the slow variable y maintains a finite amplitude and frequency along the
sequence. This is consistent with the interpretation of z and y as the vibrational
motion due to temperature and the elastic behavior, respectively, with  denoting
the normalized interatomic distance (indeed, the amplitude of thermal vibrations is
macroscopically negligible). A potentially less apparent result though, is the fact
that the evolution for the slow variable y in the limit  → 0, strongly differs from the
one that would be obtained by replacing z = 0 in the expression of the Hamiltonian
(recall that 0 is the limit of z as  tends to zero). Yet, this apparent anomalous
limiting behavior is responsible for the common temperature dependence of the elastic
behavior. Its mathematical explanation hinges on the notions of weak convergence,
to which we devote some attention in the following section.
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3.2.2

Weak convergence

Under a large separation of time scales (i.e.,  ≪ 1), the evolution of the fast variable
z can be well approximated by considering y constant. With this approximation,
the solution to Eq. (3.6) can be easily found and reads z =  żω̃(0) sin ( ω̃ t), where the
amplitude and period are indeed proportional to  as qualitatively described previously. Turning our attention now to the evolution of the slow variable, cf. Eq. (3.5),
we note that the contribution of z to the dynamics of y is given by the square of
z


=

ż (0)
ω̃

sin ( ω̃ t). We are thus interested here in the limit of

z


2

and ( z ) , as  → 0.

These functions are highly oscillatory as depicted in Fig. 3.2; which makes their convergence to their limiting functions weak rather than strong; this subtlety will play
an essential role in the slow dynamics. In view of its importance, we provide here
some intuition for the meaning of these various notions of convergence and their implications; and we refer the reader to Chapters 1 of Evans (1990) and Cioranescu &
Donato (2000) for their rigorous definitions.
Weak convergence, symbolized with ⇀, may be formally described as convergence
in the sense of averages; and this is best understood for the case of periodic functions,
such as

z


2

or ( z ) . In particular, for periodic sequences of the form f (x) = f (x/),

it can be rigorously shown that the weak limit coincides with the average over a
period, cf. see Theorem 2.6 of Cioranescu & Donato (2000). For the variables of
interest in the two degree of freedom example, we thus have z / ⇀ 0, whereas
(z /) ⇀ (ż (0)/ω̃) /2. This highlights a very important implication of weakly con2

2

verging sequences; namely, in general, lim→0 (f )2 ≠ (lim→0 f ) and similarly for
2

any other nonlinear operation. This contrasts with strongly convergent sequences,
denoted as →, where nonlinear functions and the limit operation commute.
Going back to the example of Fig. 3.2, we thus see that the effect of z on the
dynamics of the slow variable y is non-negligible in the limit. This difference is
precisely the fundamental reason why systems behave differently at finite and zero
temperature, and it is the mathematical explanation underpinning the potentially
surprising behavior of y discussed in the last paragraph of Section 4.4. We recall
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that the variable z represents the vibrational motion associated to temperature, and
thus, the limiting behavior of the slow variable obtained by simply replacing z / by
0 is analogous to considering a zero temperature.
We further endow the notion of weak convergence with additional physical insight.
In particular, we remark that the weak limit of periodic functions is fully analogous
to the time average operation that is common in equilibrium statistical mechanics
to obtain macroscopic observables from the underlying microscopic motion. Interestingly, the mathematical discussion on the limit behavior only requires the existence
of a small parameter (in this case, representing the separation of time scales) but it
is a priori agnostic to whether the system is in a state of thermodynamic equilibrium or not. This thus suggests, that this sort of mathematical treatment may prove
useful in the analysis of non-equilibrium evolutions. Actually, asymptotic analyses
are common in statistical mechanics (e.g., Kubo (1957), Berdichevsky (2003), Speck
& Seifert (2004)) and in perturbative methods in dynamical systems (Boccaletti &
Pucacco 2002), where the notion of weak convergence is the analogue of the so-called
averaging principle there used (Arnold 2013, Chapter 10).
We note, for completeness, that weak convergence has played an important role in
the understanding of various phenomena in solid mechanics. These include, without
being comprehensive, homogenization of elastic media (Murat 1978), phase transformations (Ball & James 1987), elastic behavior of alloys (Baskaran et al. 2015), or
large inelastic deformations such as plasticity or growth (Reina & Conti 2017). Its
use in time homogenization problems has been much more scarce, though.
We now turn our attention to two important theorems that provide existence for
the limit of sequences as well as the type of convergence: Alaoglu Theorem and the
Arzelà-Ascoli Theorem. We describe these as well in a formal way, and refer the
reader to Bornemann (2006) for the rigorous statements of the theorems. The first
of these theorems states that if a sequence of functions (labeled by  for instance) is
bounded, then there is a weakly converging subsequence; while the later tells us that
the convergence is strong if both the sequence and its derivative are bounded. For our
purposes, the energy will provide the needed bounds to apply these theorems to the
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sequences y , z and related quantities, and the derivatives will refer to the temporal
derivatives.
We are now ready to tackle the spatio-temporal coarse-graining problem, which
we will approach with different levels of complexity. Section 3 focuses on the example
of Section 4.4 as a prototype of Hamiltonian systems with one slow and one fast
degree of freedom, and Section 4 extends these results to systems which exhibit scale
separation (small ) between a potentially very large number of degrees of freedom,
with the fast ones being ergodic. Further extensions to systems with multiple, well
separated, scales will be considered in the discussion and outlook section (Section
3.7(b)).

3.3

Coarse-graining of a slow-fast two degree of freedom system

We begin by describing the coarse-graining procedure for the Hamiltonian system of
Section 4.4 composed of a slow and fast variable, where the ratio between the time
scales of their motion is a small parameter . The objective of the upscaling strategy
is to obtain the equation governing the effective dynamics of the slow variable in the
limit of  → 0, and thus reduce in such a way the two initial ODEs into a single one.
The mathematics behind such goal can be found in its entirety in Bornemann (2006).
We therefore only summarize in this section the main results, for the description of
this chapter to be self-contained, and primarily focus on their thermodynamic and
statistical mechanics interpretation. These will be highly insightful for understanding
the mechanical origin of many thermodynamic relations and it will also prove useful
for the formal extension of the coarse-graining scheme to systems with a large number
of degrees of freedom; this will be the topic of Section 3.4. For further details on the
mathematical derivations, we refer the reader to Bornemann (2006).
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3.3.1

Convergence of individual fields

We recall that the system of Section 4.4 is characterized by the Hamiltonian given in
Eq. (3.4), where y and z are the slow and fast variables, respectively. Their associated equations of motion are given in Eqs. (3.5)-(3.6), and these were complemented
by initial conditions of the form
y (0) = y∗ , ẏ (0) = ẏ∗ , z (0) = 0, ż (0) = ż∗ ,

(3.7)

where y∗ , ẏ∗ and ż∗ are finite real values. As mentioned in Section 4.4, these initial
conditions ensure a finite and constant value of the initial energy independently of
the parameter . Additionally, since the system is isolated, this initial energy remains
constant in time, i.e.,
1
1
1
1 ω̃ 2 (y ) 2 1 2 1 2 1 2 2
E = ẏ2 + ż2 + ω 2 y2 +
z = ẏ∗ + ż∗ + ω y∗ ≡ E∗ .
2
2
2
2 2
2
2
2

(3.8)

All the terms of the Hamiltonian are positive, and thus Eq. (3.8) provides a
uniform bound (i.e. independent of ) of each of the individual terms. Such bounds,
combined with Eqs. (3.5)-(3.6) and Alaoglu and Arzelà-Ascoli Theorems (see Section
3.2(b) for further details), deliver the convergence of y and z in the appropriate
topology. Specifically,
y → y0 , in C 1 ([0, T ], R),
∗

−1 z ⇀ 0, in L∞ ([0, T ], R),

(3.9)
∗

ż ⇀ 0, in L∞ ([0, T ], R),

(3.10)

which is consistent with the discussion of Section 3.2(b); here [0, T ] is the time interval
considered, with T < ∞.
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3.3.2

Equipartition of energy

Next, consider the quantity Ξ = ż z , which is of order  and thus uniformly converges
to zero. Its time derivative reads
Ξ̇ = z̈ z + ż2 = −

ω̃ 2 (y ) 2
z + ż2 = −2U⊥ + 2K⊥ ,
2

(3.11)

where the equation of motion for z is used, and the kinetic (K⊥ ) and potential (U⊥ )
energy of the fast degree of freedom are identified. Then, based on the convergence
results of Section 3.3(a), the weak∗ limit of (3.11) reads 0 = −2U0⊥ + 2K0⊥ , which
delivers the equipartition of the total energy between the kinetic and potential energy
contributions, i.e. U0⊥ = K0⊥ = E0⊥ /2.
We remark that this result trivially extends to a multidimensional version of the
illustrative example considered, where the potential energy of the fast variables would
read U⊥ = ∑i 21 ω̃i2 (y )zi2 . In this case, an analogous treatment would deliver that
the kinetic energy of each fast variable is equal to its associated potential energy.
Yet, equipartition of the total (fast) energy among the different degrees of freedom
would require the additional assumption of ergodictiy, which is not satisfied for such
a potential energy (note that the variables zi2 are fully decoupled). In such a scenario,
the concept of temperature, as a single quantity defined via the average (equivalently,
the limit  → 0) kinetic energy, would thus not be justified.

3.3.3

Adiabatic invariant

Bornemann (2006) further showed via analysis of the limits of the energy of the fast
2

degrees of freedom (E⊥ = 12 ż2 + 21 ω̃ 2 (y ) z2 ) and its derivative, that there is a constant
of the motion, θ0 , defined as
θ0 = σ ω̃(y0 ) =

E0⊥ (y0 )
,
ω̃(y0 )

with σ defined as

z2 ∗
⇀ σ,
2

whose precise value may be obtained from the initial conditions (θ0 =
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(3.12)
ż∗2
2ω̃(y∗ ) ).

In other

words, while in the limit of  → 0 the energy associated to the fast degree of freedom
E0⊥ changes in time induced by changes in y0 and so does ω̃(y0 ), their ratio remains
constant.
Evidently, any function of θ0 is also a constant of the motion. Remarkably, it also
holds that any invariant of the motion must necessarily be a function of θ0 . This can
be easily shown by contradiction (Berdichevsky 1997, Chapter 1.5). Consider that
there is another invariant φ0 (E0⊥ , y0 ), i.e., φ̇0 = 0. From Eq. (3.12), E0⊥ = E0⊥ (θ0 , y0 ) =
ω̃(y0 )θ0 , and so we may rewrite, abusing notation, φ0 (E0⊥ (θ0 , y0 ), y0 ) = φ0 (θ0 , y0 ).
Consequently,
∂φ0 ˙ ∂φ0
∂φ0
θ0 +
ẏ0 =
ẏ0 = 0.
∂θ0
∂y0
∂y0

φ̇0 =

(3.13)

Since y˙0 ≠ 0 in general, it follows that ∂φ0 /∂y0 = 0, and therefore φ0 = φ0 (θ0 ).
From a physical perspective, θ0 can be interpreted as the phase space volume
enclosed by the energy surface for a fixed value of y0 . Indeed, for constant E0⊥ and
ω̃(y0 )
ż∗ 
ω̃(y0 ) sin (  t), as already discussed in Section
2E0⊥ 
ω̃(y0 )
ω̃(y0 ) sin (  t), where we have used the fact that the

y0 , the trajectory of z reads z =
3.2(b), or equivalently, z =

√

energy is constant and equal to its initial value E0⊥ = 12 ż∗2 . The phase space area
enclosed by its trajectory, also denoted as the action J of the orbit in Hamiltonian
dynamics (Goldstein et al. 1980), can then be immediately computed and related to
the adiabatic invariant θ0 , i.e.
ˆ
J =

2π
ω̃

ż
0

2πE0⊥
dz
dt =
= 2πθ0 .
dt
ω̃(y0 )

(3.14)

We remark that the factor  in the right hand side of the above expression is just
a reflection of the perspective considered. In the analysis here carried out, z is a
rapidly oscillatory function in time (time scale of order ) compared to y (time scale
of order 1), while in classical thermodynamics, y would be taken as infinitely slow
(time scale of order 1/) as compared to z (time scale of order 1); the later choice
will be used in Section 3.4(a). Changing from one perspective to the other can be
easily achieved by rescaling time with a factor  (note that the phase space volume
has units of mass×length2 ×time−1 ).
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The constant of the motion θ0 is called an adiabatic invariant and it has a nice
thermodynamic interpretation (Hertz 1910a). Specifically, from the perspective of
the fast variable, the limit  → 0 can be considered as an infinitely slow change
of y . We may thus view z as a one degree of freedom system, over which work
is done via an external agent y , but is otherwise isolated from the environment.
In views of the time scale separation, the system follows a sequence of states of
thermodynamic equilibrium, where y may be considered as constant and equal to
its instantaneous value. Such processes are denoted quasi-static adiabatic processes
in classical thermodynamics, see, for instance Chapter 1.4 of Weiner (2012), and
are characterized by a constant entropy (we remark that a non-adiabatic process
would involve a fast change of y as noted in Chapter 1.2 of Berdichevsky (1997)).
Given that there is a single adiabatic invariant (up to functions of such quantity), as
discussed above, the entropy and θ0 are directly related: a constant value of θ0 may
be interpreted as a constant entropy value, and vice versa. The precise definition of
the entropy as a function of the phase space volume is taken such that the entropy is
an extensive quantity in the limit of infinitely large number of particles, which results
in S0 = kB ln θ0 + C, where kB is the Boltzmann constant and C a constant.
We remark that the notion of adiabatic invariants emerged in celestial mechanics
and has appeared in many other fields, such as in perturbation theory of Hamiltonian dynamical systems (Arnold 2013, Chapter 10), the coarse-graining of stochastic
differential equations (Gardiner 2009, Chapter 6.4), or thermodynamics as above
mentioned. Although the mathematical techniques differ, in all cases the goal lies
in obtaining the effective behavior of systems with two disparate time scales. For a
review on adiabatic invariants in classical systems, we refer the reader to Lochak &
Meunier (2012).
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3.3.4

Coarse-grained evolution

The results of Section 3.3(c) allow to write the limiting Hamiltonian as a function of
y0 and θ0 , namely
1
1
E0 = ẏ02 + ω 2 y02 + E0⊥ (y0 , θ0 ) =∶ K0 (ẏ0 ) + U0 (y0 , θ0 ), with
2
2
1 2
1
K0 (ẏ0 ) = ẏ0 , and U0 (y0 , θ0 ) = ω 2 y02 + E0⊥ (y0 , θ0 ).
2
2

(3.15)

In the above expression, it is insightful to explicitly note the dependence of E0⊥ on
both y0 and θ0 , as θ0 depends on the initial conditions of the fast variables, which are
otherwise no longer be considered in the coarse-grained description.
Similarly, the limiting dynamic equation of motion of y , cf. Eq. (3.5), is expressed
as
∂E0⊥ (y0 )
d (ω̃(y0 ))
1 dω̃ 2 (y0 )
= −ω 2 y0 − θ0
= −ω 2 y0 −
ÿ0 = −ω 2 y0 − σ
2
dy0
dy0
∂y0
∂U0 (y0 , θ0 )
=−
,
∂y0

(3.16)

which shall be complemented with the initial conditions of the slow variable y0 (0) =
y∗ , ẏ0 (0) = ẏ∗ .
Remarkably, the limiting dynamics of the slow variable maintains a potential
structure, which is, in general, surprising upon homogenization. Yet, this is a consequence of the complete separation of time scales, here, mathematically denoted as
 → 0. Out of equilibrium behavior is therefore expected for higher order terms in
. Actually, such an analysis has been performed, for instance, for an isothermal
stochastic particle system governed by Langevin equations, where an external agent
λ is slowly varied (Speck & Seifert 2004). In that example, a coarse-graining via
projection operators indicates that the work performed by the external agent is equal
to the change of free energy in the quasi-static limit (λ̇ → 0), while the next order
term (considering an expansion in λ̇) provides the dissipation.
From a thermodynamic perspective, Eq. (3.16) is in full agreement with the structure of the internal energy U . Specifically, it is well known that for a system with
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constant number of particles, dU = −p dV + T dS, where T and S are the temperature
and entropy, and V and −p are the kinematic variable and work conjugate force. Consequently, the force that the environment does on the system reads −p = ∂U (V, S)/∂V .
In the illustrative example considered, the kinematic variable is y0 , and a constant
entropy is equivalent to a constant value of the adiabatic invariant θ0 . As a result the
force acting on the single degree of freedom system composed of a single fast variable
is ∂E0⊥ (y0 , θ0 )/∂y0 , and that force is equal and opposite to the force acting on the
environment (y0 ).
It is interesting to note that the entropy (or phase space volume), being an invariant of the motion, has naturally arised as a macroscopic variable to describe the
effective behavior of the system.

3.4

Coarse-graining of ergodic systems and applications to elasticity

The simplicity of the two degree of freedom system considered this far showed in
very simple terms the classical mechanics origin of various thermodynamic concepts
as well as the key steps for coarse-graining a system with two disparate time scales.
Here, we aim at formally extending these results to more realistic systems with a
vast number of degrees of freedom, yet, still with two well separated time scales
whose ratio is described by the parameter . For concreteness, we consider a slow-fast
system described by (y , z ) ∈ Rm , with m = s + r ∈ N, where y = (y1 , ..., ys ) ∈ Rs are
the slow variables and z = (z1 , ..., zr ) ∈ Rr are fast degrees of freedom, considered to
be ergodic. In simple terms, ergodicity implies that (almost) every trajectory z (t)
in phase space covers the full energy surface E⊥ (x , y0 ) = E0⊥ (for y0 fixed), where x
is the position and momenta associated to z (we note that, based on this definition,
the single fast degree of freedom of Section 3.3 is trivially ergodic). In practice, the
systems considered satisfy r ≫ s, with r of the order of Avogadro’s number, and the
goal is to express the effective response of y in the limit  → 0, ideally with only a
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few additional state variables.

3.4.1

Adiabatic invariant and equipartition of energy

The key ingredient for the coarse-graining procedure, as discussed in Section 3.3(d),
is the existence of an invariant of the motion θ0 (E0⊥ , y0 ), which enables to express the
energy of the fast degrees of freedom in the limit  → 0 as E0⊥ (y0 , θ0 ). Interestingly,
ergodic thermodynamic systems composed of many fast variables, also have a single
adiabatic invariant θ0 (up to functions of such quantity), and this is true independently
of the dimension r of the space of fast degrees of freedom. Such uniqueness greatly
simplifies the effective response of the slow variables y0 , as these will be dependent on
the single and constant scalar θ0 instead of the r degrees of freedom. We emphasize
that the uniqueness of the adiabatic invariant is a consequence of the assumed ergodic
behavior: for independent fast variables, such as the example considered in the last
paragraph of Section 3.3(b), a similar analysis to that of Section 3.3(c) would reveal
the existence of an adiabatic invariant per fast degree of freedom. Thankfully, the
complexity of typical interatomic potentials precludes such an independent behavior,
making the effective material description surprisingly simple; this will be numerically
observed in Section 3.6.
Analogously to the case of a single fast degree of freedom studied in Section
3.3(c), the phase-space volume θ0 (E0⊥ , y0 ) is an adiabatic invariant for ergodic systems
with arbitrarily large number of degrees of freedom, i.e., dθ0 /dt = 0; and via similar
arguments to those in Eq. (3.13), any other adiabatic invariant, like the entropy,
must necessarily be a function of θ0 . Also, induced by the assumed ergodic behavior,
the kinetic energy of all degrees of freedom of the system will be identical, naturally
leading to a unique temperature value. The proof of these results can be found, for
instance, in Chapters 1.4-1.5 of Berdichevsky (1997), and the key steps for such proofs
are summarized in 3.A for completeness.
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3.4.2

Coarse-grained solution

As could be expected from geometrical arguments, the function θ0 at constant y0 is
monotonic in E0⊥ ; see 3.B for the mathematical proof. Then, such a relation can be
inverted to deliver E0⊥ (θ0 , y0 ), which allows us to write the total energy of the system
in the limit  → 0 as
E0 = K0 (ẏ0 ) + U0 (y0 , θ0 ),

(3.17)

with θ0 constant; this result is in full analogy to Section 3.3(d) for the two degree of
freedom example. Similarly, in the limit, the slow variables y0 have a Hamiltonian
structure, and follow the coarse-grained equations
M ÿ0 = −

∂U0 (y0 , θ0 )
∂U0
≡ −(
) ,
∂y0
∂y0 θ0

(3.18)

where K0 (ẏ0 ) was here assumed to be of the form K0 (ẏ0 ) = 21 ẏ0T M ẏ0 . The value of
θ0 , being constant, can be computed, at least in theory, from the initial conditions of
the fast degrees of freedom.
We recall that the two main assumptions considered in the spatio-temporal coarsegraining procedure are ergodicity and strong scale separation between the slow and
fast degrees of freedom. Although ergodicity is, per se, hard to verify, it is, in general,
satisfied for common material systems, and consequences of it, such as equipartition
of the energy, are easy to probe numerically. For its part, the question of scale
separation is intimately related to the choice of variables or coordinate system. As
will be demonstrated in Sections 3.5 and 3.6 for various examples, it is possible to
numerically identify a suitable basis in which to separate the slow from the fast
variables.

3.4.3

Equation of motion in elastodynamics

The driving forces that naturally arise from the coarse-graining analyses, cf. Eq. 3.18,
are f = −∂U0 (y0 , θ0 )/∂y0 , where the partial derivative indicates that θ0 , or equivalently, the entropy S0 , is kept constant. In many practical scenarios though, the
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system is in contact with a thermal bath, inducing a constant temperature. It is
thus customary in continuum mechanics to work with the Legendre transform of
U0 (y0 , S0 ), with respect to S0 , which is the Helmholtz free energy F0 (y0 , T0 ). Then,
the analogous of Eq. (3.18) in the isothermal case can be equivalently written as
M ÿ0 = −

∂F0
∂F0 (y0 , T0 )
≡ −(
) .
∂y0
∂y0 T0

(3.19)

This equation is reminiscent of the dynamic elasticity equation
ρü = ∇ ⋅ σ,

with σ = (

∂F0
) ,
∂ε T0

(3.20)

T
where u(x, t) is a continuous field in space and time, and ε = 12 (∇u + (∇u) ) and σ

are the strain and stress tensor, respectively. Indeed, considering the one-dimensional
discrete version of Eq. (3.20) for comparison purposes (a similar analysis can be
performed in higher dimensions), one obtains
σj+1/2 − σj−1/2
1
∂F0
∂F0
∂F0
=
(
,
−
)=−
∆x
∆x ∂εj+1/2 ∂εj−1/2
∂uj
uj+1 − uj
uj − uj−1
εj+1/2 =
, εj−1/2 =
,
∆x
∆x
mj üj =

where
(3.21)

and ∆x is the discretization spacing. It is immediately observed that such equation
has the same structure as Eq. (3.19).

3.5

Spatio-temporal coarse-graining of a massspring model

In this section, we consider the two-dimensional mass-spring model of Fig. 3.3a, as
a highly controllable numerical experiment, where the interatomic distance , mass
and potential can be easily modified. This simple model will allow us to illustrate
the identification strategy of the slow and fast modes, the coarse-graining procedure,
as well as the effect of the spring constitutive relation (linear versus nonlinear) on
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y

x

(a)

(b)

Figure 3.3: (a) Two-dimensional mass-spring model of a solid beam. The center part
follows the same pattern and is not shown in this sketch. (b) Sequence of beams
considered as  → 0. The total length is kept constant, while the interatomic distance
is scaled with .
its elastodynamic behavior. A more realistic example will be studied in Section 3.6,
where a molecular dynamic simulation of an iron beam will be upscaled.

3.5.1

Simulation model

The material system considered, cf. Fig. 3.3a, is composed of M ×N = 100×20 indistinguishable masses of value m0 , equally spaced in a rectangular pattern and connected
via elastic springs with their first and second nearest neighbors. In its equilibrium
configuration, the atomic spacing is  = r0 , where r0 is the chosen length unit, and
all springs are in their natural length with an identical potential energy Pe=Pe(∆r);
here, ∆r is the change of length of the spring. In order to explore the effects of
(an)harmonicity on the macroscopic behavior, we consider two potential energies for
the springs, namely Pe = 21 k∆r2 and Pe = 12 k∆r2 + α∆r4 , where the parameters k
and α are chosen as k = 100 m0 /t20 and α = 100k/r02 so that the anharmonic energy
is comparable to the harmonic one for ∆r ∼ 0.01r0 ; here t0 is the chosen time unit.
With regard to the boundary conditions, the system is clamped at its left end (x = 0),
free at its right end (x = L = M ), and the motion of the atoms on the top and
bottom surfaces is restricted to the horizontal direction. As for the initial conditions,
the system is initially stretched in the x direction with a uniform strain of 0.01, and
two sets of initial particle velocities are considered: zero velocities for all degrees of
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Figure 3.4: Average position of the free boundary (right end) of the mass-spring model
of Fig. 3.3a with  = r0 , initial uniform extension and initial temperature Tini . All
simulations are performed using a time step of 0.005t0 , where t0 is the chosen time
unit and 20000 steps are considered. Additionally, the spring constant k is taken as
k = 100 m0 /t20 , and kB Tini = 4.5 m0 r02 /t20 is considered for the finite temperature case.
freedom (Tini = 0), and velocities randomly chosen according to a Boltzmann distribution, corresponding to a finite temperature (Tini ≠ 0). The system is then evolved
using a classical velocity Verlet algorithm, which is a symmetric symplectic integrator
(Hairer et al. 2006).
Figure 3.4 shows the evolution of the average right boundary as a function of time
for the two types of potential energies (Pe) and initial temperatures (Tini ) considered.
As expected, in all cases, the initial strain triggers a longitudinal elastic wave that
propagates in the x direction inducing a periodic motion of the free boundary around
some equilibrium position. A more surprising outcome though, is the highly distinct
temperature dependence of the macroscopic behavior for the two types of springs
considered: while for linear springs the temperature does not significantly affect the
frequency of the oscillations, such frequency drastically changes for the system with
nonlinear springs. The mathematical explanation of this phenomena goes back to the
notions of weak convergence and their non-commutativity with nonlinear operations
discussed in Section 3.2(b); this will be discussed in further detail in the next subsection. Yet, we remark that real material systems typically exhibit a temperature
dependence of their elastic constants, and the interatomic potentials used to model
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these are indeed anharmonic. Contrary to most materials though, the frequency in
Fig. 3.4(b) increases with temperature, indicating a thermal stiffening. Additionally,
the mass-spring system under study exhibits a negative thermal expansion, for both
the harmonic and anharmonic models, which induces a decrease of the equilibrium
length of the beam and thus an increase in the amplitude of the periodic motion.
This unnatural effective thermal expansion is induced by the symmetric nature of
the potential energy of the spring with respect to ∆r = 0 and the asymmetry of the
boundary conditions; see 3.C for further details.

3.5.2

Elastic and thermal degrees of freedom, and scale separation

Normal mode analysis (NMA) is a classical tool in the study of general dynamical
systems, from large scale structures to biological systems. Regarding the latter, it has
proven useful for the understanding of the conformational motions of proteins (Case
1994, Hayward & Go 1995, Bahar & Rader 2005). Similarly, we will here use NMA to
identify large-scale and long-time elastic deformations, and separate these from the
small-scale and short-time vibrational thermal motions.
The primary assumption behind NMA is the harmonicity of the potential. Although interatomic potentials are, in general, non-harmonic, solids typically only explore the bottom of the basin, and, as a result, the eigenmodes resulting from NMA
at T = 0 and initial strain are expected to deliver a suitable basis in which to explore
the dynamic behavior of the material at finite temperatures. We thus compute the
modes associated to the dynamical equations of motion [M ]{ü} = [K]{u}, where
{u} includes all degrees of freedom in cartesian coordinates (displacements of every
particle), and [M ] and [K] are the mass and stiffness matrix (Hessian of the potential energy). These modes define an orthonormal basis {p1 , p2 , ..., p2M N }, each with
an associated frequency, which we will use to define a new set of canonical variables
{q} ∶= [P ]−1 {u} ([P ] is the matrix whose columns are the eigenvectors).
The average displacement in the new coordinate system {q} – in absolute value–
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Figure 3.5: Average displacement in absolute value (d) along each normal mode,
as a function of its associated frequency (f ) for three beams of equal length and
interparticle distance . Both axes are scaled by , highlighting the scaling of the fast
degrees of freedom.
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Figure 3.6: (a) Kinetic energy (K) along each normal mode, and (b) kinetic energy
density as a function of frequency (f ) for three beams of equal length and interparticle
distance . The axes of the main figures and inserts are scaled differently to illustrate
the scaling for the fast and slow degrees of freedom, respectively.
is represented in Fig. 3.5 for the anharmonic model, where it is there shown that it
strongly decreases with the frequency of the corresponding eigenvalue and becomes
macroscopically negligible at high frequencies. Yet, as for the illustrative example of
Section 4.4, this does not imply that the energy contained in these high frequency
modes is negligible; see Fig. 3.6a for the average kinetic energy in each individual
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mode. Rather, equipartition of energy is observed (except for the first ∼two modes),
which is to be expected for thermal degrees of freedom at an approximately constant
temperature (the first few modes would then correspond to elastic deformations); it
is precisely this equipartition that results in an inverse dependence of the amplitude
on frequency for the fast modes in Fig. 3.5. In order to account for the density of
states (number of modes per unit frequency range), we further represent in Fig. 3.6b
the kinetic energy density. Here, elastic and thermal peaks are clearly observed, at a
frequency ratio of ∼0.01, which is of the order of the separation of scales, L/ = 1/M =
1/100 (the elastic peak occurs at 0.0364 t−1
0 , while the two thermal peaks happen at
−1
3.197 t−1
0 and 4.078 t0 ; therefore 0.0364/((3.197+4.078)/2)=0.01).

To provide further insights on the slow modes of Fig. 3.5 and 3.6, we remark that
the one-dimensional continuum wave equation, assuming for simplicity a constant
temperature, reads
2
∂ 2 ux
2 ∂ ux
=
c
,
∂t2
∂x2

(3.22)

where c is the wave speed and the initial and boundary conditions considered are
ux (x, 0) = ε0xx x,

∂ux
∂t (x, 0)

= 0, ux (0, t) = 0,

∂ux
∂x (M , t)

= 0. This equation has a solu-

tion of the form
ux (x, t) =

8M  ε0xx ∞
nπ
nπ
1
sin ( ) sin (
x) cos (ωn t) ,
∑
2
2
π
2
2M 
n=1,3,5,... n

where ε0xx is the initial strain and ωn =

nπc
2M  .

(3.23)

Interestingly, the first two Fourier

modes in this series correspond to the two slow modes identified by the normal mode
analysis, both in terms of mode shape and their corresponding frequency, which
is thus responsible for the power −2 decay of Fig. 3.5. Specifically, the first two
frequencies are ω1 =

πc
2L

=

2π
T

and ω3 = 3ω1 , where c =

4L
T ,

with L = M  and T the

period of the motion. From Fig. 3.4b, the period at 0K reads T = 28.43 t0 , which
delivers ω1 = 0.221 rad/t0 and ω3 = 0.663 rad/t0 , while the two slow modes in Fig. 3.6a
correspond to ω1 = 0.229 rad/t0 and ω3 = 0.686 rad/t0 . In both cases the errors are
lower than 3.6%. We remark that the period T was obtained from the simulation at
0K, as the Hessian calculation is temperature agnostic.
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The simplicity of the mass-spring model under study further allows us to examine
the behavior of the system for various values of , under identical initial conditions
of strain and temperature. To that regard, we consider the same beam of dimensions
M r0 × N r0 composed of masses and springs with an identical connectivity, but separated by a distance  = 2r0 , r0 , 32 r0 . The mass values are scaled in this two-dimensional
problem as m = m0 2 , while the potential energy of the springs is kept constant, so as
to maintain the same macroscopic density and elastic constant along the sequence.
As observed in Figs. 3.5 and 3.6, the amplitude and period of the thermal degrees
of freedom scale as , while the elastic frequencies remain mostly unchanged. This
implies the existence of clear time scale separation among a vast number of degrees of
freedom in macroscopic systems of real engineering applications, where the distance
between particles is of the order of 10−10 m. The relation between the frequency gap
and the relative particle distance also serves as a strong evidence of the coupling
between temporal and spacial scales, as already discussed in Section 3.2.
Based on all the above observations, we may consider the set of degrees of freedom
{q} resulting from the normal mode analysis, as a slow-fast system with scale separation, where ergodicity may be assumed to exist among the fast degrees of freedom.
We may then proceed to apply the spatio-temporal coarse-graining strategy for the
anharmonic model, as discussed in Sec. 3.4, for the limit  → 0.

3.5.3

Coarse-graining

We denote by q1 and q2 the two slow modes previously identified, while the remainder of the degrees of freedom are considered as the fast variables that we aim at
eliminating. Based on Eq. (3.18), the homogenized evolution equation for q1 and q2
read
q̈1 = − ∂E0 (q∂q1 ,q1 2 ,S0 ) ∣ ,
S0

q̈2 = − ∂E0 (q∂q1 ,q2 2 ,S0 ) ∣ ,
S0
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(3.24)

where E0 is the total energy of the system, and S0 is the adiabatic invariant associated
to the ergodic fast degrees of freedom, that is, the entropy.
In order to numerically quantify the dependence of the internal energy on the slow
variables at constant S0 , a group of simulations is designed as follows. Starting from
the initial conditions in the simulation of Fig. 3.4 and the corresponding values of
q1 and q2 , these variables are slowly varied, first q1 while maintaining q2 fixed, and
subsequently q2 while maintaining q1 fixed. Mathematically, these constraints read
as {u} ⋅ p1 = q1 (t) and {u} ⋅ p2 = q2 (t) (also, {u̇} ⋅ p1 ≈ 0 and {u̇} ⋅ p2 ≈ 0), and they
are imposed using the method of Lagrangre multipliers. Specifically, the particles’
position are evolved using a modified velocity Verlet algorithm with constraints, which
reads as
{x̂(t + ∆t)} = {x(t)} + {v(t)} +

∆t2
{F (t)},
2m

λ1 (t + ∆t) = [{x̂(t + ∆t)} − {x0 }] ⋅ p1 − q1 (t + ∆t),
λ2 (t + ∆t) = [{x̂(t + ∆t)} − {x0 }] ⋅ p2 − q2 (t + ∆t),
{x(t + ∆t)} = {x̂(t + ∆t)} − λ1 (t + ∆t)p1 − λ2 (t + ∆t)p2 ,
{v̂(t + ∆t)} = {v(t)} +

(3.25)

∆t2
({F (t + ∆t)} + {F (t)}) ,
2m

{v(t + ∆t)} = {v̂(t + ∆t)} − [{v̂(t + ∆t)} ⋅ p1 ] p1 − [{v̂(t + ∆t)} ⋅ p2 ] p2 ,
where {F (t)} is the force acting on each degree of freedom, {x̂(t+∆t)} and {v̂(t+∆t)}
denote the particles’ position and velocity at time t + ∆t in the absence of constraints,
and λ1 and λ2 are proportional to the two Lagrange multipliers. We remark that
the slow changing velocities of q1 and q2 will guarantee a constant entropy, while
the energy E0 can be easily computed at each time step. The resulting values of
E0 (q1 , q2 , S0 = constant) are shown in Fig. 3.7a for selected values of q1 to simplify
the representation, together with a second order polynomial fit.
Equations (3.24) may then be solved based on the obtained expression for
E0 (q1 , q2 , S0 ), from which the effective (elastic) particles’ displacements may be reconstructed as {u} ≈ q1 (t)p1 + q2 (t)p2 . Figure 3.7b compares the dynamics of the
free boundary as obtained from the coarse-grained evolution and the full particle
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Figure 3.7: (a) Internal energy of the anharmonic mass-spring model with  = r0 as a
function of the slow variables q1 and q2 , at constant entropy. (b) Dynamics of the free
boundary together with the coarse-grained prediction based on the two slow variables
q1 and q2 .
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Figure 3.8: (a) Internal energy as a function of the anharmonic mass-spring model
with  = r0 as a function of the slow variable q1 at constant entropy. (b) Dynamics of
the free boundary together with the coarse-grained prediction based on a single slow
variable, q1 .
simulation, depicting an excellent agreement between them.
It should be noted that the choice of slow variables was informed by the modal
energy analysis of Fig. 3.6a, and that a different choice of {q} variables as slow
degrees of freedom would result, in general, in an inaccurate macroscopic description.
For instance, if q1 were to be considered as the single slow variable, and the remainder
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degrees of freedom were assumed to be fast variables satisfying an ergodic behavior,
the resulting coarse-grained description would be of reduced accuracy, as shown in
Fig. 3.8 (note the discrepancy in the amplitude).

3.6

Spatio-temporal coarse-graining of an iron solid
modeled via molecular dynamics

In this section, we perform a similar study to that of Section 3.5, but with a realistic
three-dimensional material system, namely an iron beam modeled via molecular dynamics simulations. The goal is to examine some of the key observations there made,
such as the identification and scaling of the slow-fast degrees of freedom via NMA,
and equipartition of energy of the fast modes; and based on these, obtain the effective
material behavior by means of the coarse-graining strategy. Additional discussions
on the evolution of the thermal field will also be made.

3.6.1

Simulation model

The system considered, shown in Fig. 3.9a, consists of a body-centered cubic iron
crystal composed of 6400 atoms interacting through an EAM potential (Chamati et
al. 2006), and size ratio of 100:2:2 in x, y and z directions. This leads to a beam of
length L = 596 (a similar beam of length L = 149 will also be considered, see Fig. 3.9c).
Periodic boundary conditions are considered in the y and z directions, while the left
boundary in the x direction is fixed and the right boundary is free. Similarly to
the mass-spring example of Section 3.5, the initial conditions consist of a uniform
strain in the x direction (here, ε0xx = 0.045), and initial velocities in accordance with
a zero or finite temperature Tini = 1800 K. The simulation is carried out using the
classical velocity Verlet algorithm, with a time step of 0.001 ps. First, the system
is equilibrated at the initial strain by fixing both boundaries in the x direction, and
then, the right end is released leading to an elastic wave propagating through the
beam.
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Figure 3.9: (a) Three-dimensional iron crystal (body-centered cubic structure). (b)
Dynamics of free boundary in molecular dynamics simulation of the iron crystal beam
of length L = 596 with two different initial temperatures. (c) Sequence of beams
considered as  → 0. The interatomic distance is kept constant, while the beam
length scales as 1/. Two specific lengths are simulated: L = 149 and L = 596.
Figure 3.9b depicts the average dynamics of the free boundary for the two temperatures considered. Even though the initial configuration is identical in both cases,
the free boundary moves in different directions upon release as a result of the thermal
expansion of bcc iron. Additionally, the vibrational frequency (and therefore the wave
speed) is reduced at higher temperature, which is reflective of the material softening
with temperature. We remark that a close look to the atomistic relative positions
throughout the simulations reveal that the material remains in a bcc structure during
the elastic distortion at both temperatures, and thus the effective behavior is expected
to be exclusively governed by elastic and thermal effects.
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10

2

100
0.98

10-2 10
10

1011

1

1012

1013

f [Hz]
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K [eV]

0.2

4

K/f [%/Hz]

L = 149Å
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Figure 3.11: (a) Kinetic energy (K) along each normal mode, and (b) kinetic energy
density as a function of frequency (f ) for two beams of equal interparticle distance and
length L. The axes of the main figures and inserts are scaled differently to illustrate
the scaling for the fast and slow degrees of freedom, respectively.

3.6.2

Elastic and thermal degrees of freedom, and scale separation

Next, we perform a normal mode analysis, where the stiffness matrix is computed
numerically based on the bcc structure at T = 0K and initial strain. The average
displacement in each of the resulting modes as a function of the associated frequencies
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is depicted in Fig. 3.10 for the finite temperature case, where it is shown to follow a
similar decay as the mass-spring model. We remark that the slow modes following a -1
trend in the log-log plot of displacement versus frequency are modes in the transversal
direction (y and z), whereas the activated ones, which follow a -2 slope, correspond
to displacements along the length of the beam. These later modes are also consistent
in this case with the leading modes inferred by the continuum solution of the elastic
wave propagation problem, cf. Eq. (3.22). Similarly, the kinetic energy in each fast
mode, cf. Fig. 3.11a, follows the law of equipartition, and these will then lead to the
thermal variable in the macroscopic description. We further represent in Fig. 3.11b
the kinetic energy density, so as to appropriately account for the density of states
(the figure also depicts the energy density for a similar system with 1600 atoms and
size ratio of 25:2:2 in x, y and z directions). A marked slow peak is observed for the
first mode (f = 2.4 1010 Hz for L = 596 and f = 9.6 1010 Hz for L = 149), whereas the
landscape of the fast degrees of freedom is complex, with thermal peaks lying in the
range f ∈ [2.5 1012 , 7.6 1012 ] Hz for both systems. Yet, the system exhibits a clear
time scale separation of ∼ 5 1012 /2.4 1010 = 208 for L = 596 and ∼ 5 1012 /9.6 1010 = 52
for L = 149, which is comparable to the length scale separation in the x direction
of 200 and 50, respectively (there are 200 and 50 unit cells of bcc iron along the x
direction).

3.6.3

Coarse-graining

We here study the coarse-grained behavior of the iron beam of length L = 596 by two
slow variables (here called q1 and q2 ) corresponding to the two slowest modes following
the −2 slope in the log-log plot of displacement versus frequency, cf. Fig. 3.10. The
analysis and numerical implementation of their evolution is fully analogous to that
of the mass-spring system, described in Sec. 3.5(c), and the results are shown in
Fig. 3.12b. Here, again, a successful prediction of the free boundary motion as a
function of time is depicted.
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Figure 3.12: (a) Internal energy associated to the slow variables q1 and q2 in the
iron crystal beam of length L = 596 (only a few values of q1 are shown to ease the
representation). (b) Dynamics of the free boundary in the iron crystalline beam
together with the coarse-graining prediction.
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Figure 3.13: Dependence of the temperature defined via the kinetic energy of the fast
degrees of freedom, given by the NMA, (a) as a function of q1 , in the quasi-static
simulations of Fig. 3.12a, with q2 = 0, (b) as a function of time, during the dynamic
simulations of Fig. 3.12b.

3.6.4

Discussion

Induced by the existent separation of scales, the system evolves at constant entropy,
while the temperature changes as the variables dynamically evolve, in particular,
it decreases as q1 increases, as could be expected. We depict such dependence of
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Figure 3.15: Dynamics of the free boundary, as given by the molecular dynamic
simulations, for an iron crystal beam of length L = 149.

the temperature on q1 in Figs. 3.13a and 3.13b, corresponding to the quasi-static
analyses of Fig. 3.12a and the elastodynamic evolution of Fig. 3.12b, respectively.
It is important to note that such temperature is here defined, via the equipartition
statement of the energy discussed in Sec. 3.4(a), as the average kinetic energy of the
fast degrees of freedom (times 2/kB ), as given by the NMA. This definition is however,
highly distinct from the classical local temperature, corresponding to the vibrational
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kinetic energy of the atoms. Actually, while the former is uniform over the fast degrees
of freedom, the latter is not constant along the beam; see Fig. 3.14 for the spatiotemporal evolution of the two definitions of temperature. Although such a discrepancy
in the spatial dependence may appear, a priori, surprising, it can be mathematically
understood in a simple way. The fast degrees of freedom in Cartesian coordinates
(here defined as the displacement of each atom relative to the average displacement
of the cross-section of the beam where each particle belongs) are not related to the
fast degrees of freedom in the NMA basis through an orthonormal transformation.
Rather only the full set of Cartesian degrees of freedom satisfy {q} ∶= [P ]−1 {u},
where [P ] is the matrix whose columns are the eigenvectors of the NMA analysis;
we refer the reader to 3.D for a simple proof on the satisfaction of equipartition of
energy under an orthonormal change of basis. We further remark that the notion of
entropy, and therefore dissipation, is completely tied to the choice of the slow degrees
of freedom. The spatio-temporal evolution of the classical local temperature is thus
not inconsistent with the macroscopic description of the same physical process with
slow NMA variables being (approximately) isentropic.
Finally, we note that the system is, in theory, only isentropic in the limit  → 0,
while any atomistic simulation will have a small but finite . We show in Fig. 3.15 the
temporal evolution of the right free boundary for the smaller beam of length L = 149.
In this case, the separation of scales is not as marked and a decay of the amplitude of
the free boundary may be observed, or equivalently, the slow variables are no longer
evolving according to Hamiltonian equations of motion.

3.7

Conclusion and Outlook

This chapter revisits the elastodynamic behavior of solids at finite temperature as the
spatio-temporal coarse-grained description of the underlying Hamiltonian equations
of motion. The approach here taken provides a simple perspective to the upscaling
problem as well as to the mathematical underpinning of several well-known thermodynamic relations.
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The first step in the coarse-graining procedure consists on the computational identification of the slow and fast generalized coordinates. To that regard, it is shown via
the analyses of atomistic beams undergoing elastic vibrations, that the normal modes
of the system are a suitable basis in which to observe the scale separation. Specifically,
the spectrum of the kinetic energy density depicts clear elastic and thermal peaks,
whose frequency ratio is, approximately, the ratio between the interatomic distance
and the length of the beam, here denoted as . That is, spatial and temporal scales
are coupled, as expected, and follow the same scaling. In addition, the amplitude of
the fast degrees of freedom scales with  while the slow variables are responsible for
finite strains in the system.
The macroscopic behavior then mathematically corresponds to the evolution of
the slow coordinates in the limit  → 0. In classical thermodynamics, such a process,
from the perspective of the fast degrees of freedom, is typically denoted as quasistatic adiabatic process, where the changes of the slow variables are said to occur
infinitely slowly (this corresponds to an infinite time scale separation, i.e. to the limit
 → 0) and the entropy remains constant along the process (it is an adiabatic invariant). Mathematically, the homogenization problem is here carried out by building
upon notions of weak convergence and statistical mechanics results. This leads to a
potential structure for the effective equations of motion of the slow variables, while
the effect of the fast variables are encoded in the adiabatic invariant. That is, the
forces acting on the slow degrees of freedom naturally become the derivatives of the
internal energy at constant entropy, or equivalently, as most commonly expressed in
continuum mechanics, as the derivatives of the free energy at constant temperature.
Additionally, the temperature dependence of the elastic properties turns out to be a
natural consequence of the highly oscillatory nature of the fast degrees of freedom
and their usual coupling with the slow variables, as weak convergence and nonlinear functions do not commute. Similarly, the kinetic energy of the fast variables in
the limit  → 0 results in a finite value, while the amplitude itself tends to zero for
analogous reasons.
The coarse-graining method is exemplified over an idealized two-dimensional mass58

spring system, as well as an iron beam simulated using molecular dynamics techniques,
both undergoing elastodynamic deformations at various temperatures. Interestingly,
the basis obtained by the normal mode analysis provides a simple description of
the macroscopic behavior, where the temperature associated to the identified fast
variables is uniform, in accordance with the equipartition theorem. This contrasts
with the classical notion of temperature, corresponding to the vibrational kinetic
energy of the atomic displacements in Cartesian coordinates, which are, in general,
not uniform for such an elastodynamic deformation. Additionally, the behavior of the
mass-spring system is analyzed for both harmonic and anharmonic potential energies,
revealing the anticipated impact of nonlinearities on the temperature dependence of
the elastic behavior. In all cases, a great agreement is found between the resulting
macroscopic models and the full particle simulation.
The results here presented open the door to many future investigations, such as
the development of simultaneous spatio-temporal coarse-graining strategies for the
analysis of more complex material systems, or the study of material behavior beyond
the local equilibrium regime.
To conclude, we further deepen below on the connections between the adiabatic
invariant (entropy) and the underlying symmetries of the system, as well as illustrate
the complex thermodynamic relations that may rise in toy examples with three degrees
of freedom and three different associated time scales.

3.7.1

Entropy and Noether’s theorem

The symmetry of matter and its microscopic laws have deep and far-reaching consequences in the structure of thermomechanics. The most obvious one is the first law
of thermodynamics (conservation of energy), which is rooted in the time translation
symmetry of the fundamental laws of physics (e.g. Newton’s law), via Noether’s theorem (Callen 1998, Chapter 21). Other important examples are Onsager reciprocal
relations (Onsager 1931c) and Curie’s principle (De Groot & Mazur 2013), which
play a fundamental role on the coupling of irreversible processes in materials and
are implied from the reversibility of the underlying equations of motion. Finally, the
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number of constants characterizing the linear elastic behavior of materials can also
be implied from the microstructural symmetries (Love 1944).
All of the examples above are exact or strong implications of the underlying symmetries in the macroscopic behavior. More specifically, when those implications are
derived from Noether’s theorem, a symmetry in a Lagrangian system implies the existence of an exact conserved quantity; and conversely, Killing equations enable the
calculation of the generator of the invariant transformation (Boccaletti & Pucacco
2004, Chapter 1) given the existence of a symmetry.
As seen along this chapter, the entropy is an exact invariant in the limit  → 0.
A natural question thus raises as whether there exists an underlying symmetry. The
answer is positive, and here, again, there is a complete analogy between dynamical
systems with few degrees of freedom, and the behavior of macroscopic thermomechanical systems. In particular, it was recently shown by Sasa & Yokokura (2016), that
the thermodynamic entropy is the Noether invariant associated to an infinitesimal
̵ where η is a small parameter, h
̵ is Planck
time translation of the form t → t + η hβ,
constant and β is the inverse temperature. Similarly, for dynamical systems, the averaged Killing equations provide the sought-after generator (Boccaletti & Pucacco 2002,
Chapter 9.3): for the specific example of a harmonic oscillator, with slowly varying
frequency (i.e. Lagrangian of the form L = 12 ż 2 − 12 ω 2 (t)z (2) ), the phase space volume
is the Noether invariant associated to a time translation of the form t → t + η/ω(t)
(note that 1/ω is proportional to the inverse temperature in this example).

3.7.2

Coarse-graining method for systems with multiple time
scales

The studies in this chapter were focused on systems which obey classical thermodynamics and statistical mechanics relations. However, there are important classes
of materials which go beyond the realm of applicability of these formalisms, such as
glassy systems or granular media, which are of great relevance for numerous industries (e.g. pharmaceutical, food, glass and electronics industry) and natural processes
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(e.g. landslides, geological flows). A popular approach used to characterize their behavior is the so-called two temperature thermodynamic framework (TTT) (Leuzzi
2009, Cugliandolo 2011, Leuzzi & Nieuwenhuizen 2007). In such approach, an additional temperature is introduced as a state variable, motivated by the existence of
two time scales governing the microscopic processes in the material: a fast time scale
associated to the fluctuations around a local energy minima (thermal temperature
- which we associate to our senses of hot/hold), and a slower time scale (yet still
fast) related to the configurational changes of the materials between local minima
(configurational temperature).
Inspired by the above systems, we here consider two simple Hamiltonian systems
akin to the illustrative example of Section 4.4, but with two fast time scales (see
Fig. 3.16), and examine their coarse-grained thermodynamic structure. Specifically,
we consider systems with three degrees of freedoms, y , z1 and z2 , which evolve
according to time scales of order 1, 1 , and 2 , respectively, with 1 ≫ 1 ≫ 2 .
Example 1 In this first example we consider the two fast variables, z1 and z2 , to
be decoupled between themselves, yet, coupled to the slow variable y , see Fig. 3.16a.
For concreteness, we consider this three degree of freedom system to be characterized
by the Hamiltonian
1
1 2 1 2 1 2 2 1 ω̃12 (y ) 2 1 ω̃22 (y ) 2
H = ẏ2 + ż1
+ ż2 + ω y +
z1 +
z2 ,
2
2
2
2
2 21
2 22

(3.26)

and initial conditions of the form
y (0) = y∗ , ẏ (0) = ẏ∗ , z1 (0) = 0, ż1 (0) = ż1∗ , z2 (0) = 0, ż2 (0) = ż2∗ ,
with y∗ , ẏ∗ , ż1∗ and ż2∗ finite. Analogously to the example of Section 4.4 these initial
conditions ensure a finite and constant value of the initial energy independently of
the parameters 1 and 2 .
The spatio-temporal coarse-graining of this system is completely analogous to
that described in Section 3.3, as z1 and z2 are fully decoupled. Consequently, each
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⊥
⊥
⊥
⊥
fast variable satisfies equipartition of energy, that is, U10
= K10
= E10
/2 and U20
=
⊥
⊥
⊥
⊥
K20
= E20
/2, with K10
≠ K20
in general, and the system may thus be characterized

by two different temperatures. Additionally, each fast subsystem has an independent
adiabatic invariant (or entropy), θ10 and θ20 , which are related to the volume in
phase space of z1 and z2 , respectively. The coarse-grained Hamiltonian can then be
expressed as
1
ω2
⊥
⊥
E0 = ẏ02 + y02 + E10
(y0 , θ10 ) + E20
(y0 , θ20 ) =∶ K0 (y0 ) + U0 (y0 , θ10 , θ20 ) ,
2
2
1
ω2
⊥
⊥
K0 (y0 ) = ẏ02 , and U0 = y02 + E10
(y0 , θ10 ) + E20
(y0 , θ20 ).
2
2

with

(3.27)
and, in the limit 1 , 2 → 0, the slow variable obeys
ÿ0 = −

∂U0
∣
.
∂y0 θ10 ,θ20

(3.28)

This system therefore has an additive structure for the energy of the fast degrees
⊥
⊥
of freedom, E0⊥ = E10
+ E20
, and is characterized by two independent entropies, S10
⊥
⊥
and S20 , and temperatures, T1 = ∂E10
/∂S10 , and T2 = ∂E20
/∂S20 .

The evolution of the slow variable is depicted in Fig. 3.16a for the specific variables
of the Hamiltonian ω = 1, ω̃1 = 1 + 2y2 , ω̃2 = 1 + y2 , and initial conditions y (0) = 0,
ẏ (0) = 1, z1 = 0, ż1 = 1, z2 = 0, ż2 = 1. The analytical coarse-grained solution is
given by the adiabatic invariants θ10 =

1
2

⊥
and θ20 = 21 , and E10
(y0 ) = 12 (2y02 + 1) and

⊥
E20
(y0 ) = 12 (y02 + 1), and it reads y0 = 12 sin(2t). Induced by the coupling between the

fast and the slow variables, such effective response strongly differs from the athermal
solution where either or both z10 and z20 are taken to vanish.
Example 2 Next, we study a more complex system, where the fast variables are
coupled with each other; the sketch of this example is shown in Fig. 3.16b. Specifically,
the Hamiltonian considered is of the form
1
1 2 1 2 1 2 2 1 ω̃12 (y ) 2 1 ω̃22 (y , z1 /1 ) 2
H = ẏ2 + ż1
+ ż2 + ω y +
z1 +
z2 ,
2
2
2
2
2 21
2
22
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(3.29)

z1✏

y✏

(slow)
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-0.5

yϵ (t)

yϵ (t)

(faster)

-1

ϵ1 = 0.1, ϵ2 = 0.01
ϵ1 → 0, ϵ2 → 0
ϵ1 → 0, z2ϵ = 0
z1ϵ = 0, z2ϵ = 0

-1.5
0

2

4

6

-0.5
-1

ϵ1 = 0.1, ϵ2 = 0.01
ϵ1 → 0, ϵ2 → 0
ϵ1 → 0, z2ϵ = 0
z1ϵ = 0, z2ϵ = 0

-1.5
0

2

t

4

6

t

(a) Example 1

(b) Example 2

Figure 3.16: Temporal evolution of two three degree of freedom systems: (a) Example
1 with Hamiltonian as in Eq. (3.26) with ω = 1, ω̃1 = 1 + 2y2 , ω̃2 = 1 + y2 , and
initial conditions y (0) = 0, ẏ (0) = 1, z1 = 0, ż1 = 1, z2 = 0, and ż2 = 1; (b)
Example 2 with Hamiltonian as Eq. (3.29) with parameters ω = 1, ω̃12 (y ) = y4 + 3,
2
2
ω̃22 (y , z1 /1 ) = (4y2 + 1)2 (z1
/21 + 1) , and initial conditions y (0) = 0, ẏ (0) = 1,
z1 = 0, ż1 = 1, z2 = 0, ż2 = 1. Blue circle marker: evolution of the slow variable y
with small 1 and 2 ; solid red line: analytical coarse-grained solution for y as 1 → 0
and 2 → 0; yellow dotted line: solution of y by replacing z2 = 0 in the Hamiltonian
and taking the limit 1 → 0; purple dashed line: solution of y by replacing z1 = 0
and z2 = 0.

while the initial conditions are identical to those of Example 1.
In this case, the coarse-graining procedure is done in a two step process: first, the
limit 2 → 0 is taken, which leads to an adiabatic invariant θ20 , and then, the limit
1 → 0 leads to another invariant θ10 . In contrast to the first example, the adiabatic
invariants are no longer independent from each other, but, rather, θ10 depends on θ20 ,
i.e. θ10 (θ20 ). The limiting Hamiltonian is then of the form
ω2
1
E0 = ẏ02 + y02 + E0⊥ (y0 , θ10 (θ20 ) , θ20 ) =∶ K0 (y0 ) + U0 (y0 , θ10 , θ20 ) ,
2
2
1 2
ω2
K0 (y0 ) = ẏ0 , and U0 = y02 + E0⊥ (y0 , θ10 (θ20 ) , θ20 ) ,
2
2
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with
(3.30)

and, in the limit 1 , 2 → 0, the slow variable obeys
ÿ0 = −

∂U0
∣
.
∂y0 θ10 (θ20 ),θ20

(3.31)

The complexity of the thermodynamic structure in this case may be better
appreciated by means of a specific example. Towards this goal, let’s consider a
Hamiltonian of the form of Eq. (3.29), with parameters ω = 1, ω̃12 (y ) = y4 + 3,
2
/21 + 1) , and initial conditions y (0) = 0, ẏ (0) = 1,
ω̃22 (y , z1 /1 ) = (4y2 + 1)2 (z1
2

z1 = 0, ż1 = 1, z2 = 0, ż2 = 1. Here, the subindex  refers to (1 , 2 ). The limit 2 → 0
leads to the following adiabatic invariant
θ20 =

⊥
2
K2∗
ż2∗
/2
1
=
= ,
ω̃ (y∗ , 0) ω̃2 (y∗ , 0) 2

(3.32)

which allows to write the Hamiltonian, in the limit 2 → 0 as
1
1 2 1 2 2 1 ω̃12 (y ) 2
H(1 ,2 →0) = ẏ2 + ż1
+ ω y +
z1 + θ20 ω̃2 (y , z1 /1 ),
2
2
2
2 21

(3.33)

or equivalently, from the specific choice of ω̃2 in this example, as
2
z1
1
1 2 1 ω̃12 (y ) 2
1
2
(4y
H(1 ,2 →0) = ẏ2 + ω 2 y2 + θ20 (4y2 + 1) + ż1
+
z
+
θ
+
1)
. (3.34)
20
1

2
2
2
2 21
21

From the limit 1 → 0 an additional invariant is obtained, namely
θ10 = √

2
ż2∗
/2

1
= .
ω̃12 (y∗ ) + 2θ20 (4y∗2 + 1) 4

(3.35)

Then, the limiting Hamiltonian reads
√
1
1
1
11
E0 = H(1 →0,2 →0) = ẏ02 + ω 2 y02 +θ20 (4y02 + 1)+θ10 ω̃12 (y0 ) + 2θ20 (4y02 + 1) = ẏ02 + y02 +1
2
2
2
4
(3.36)
√
√
2
from which it is obtained that the slow variable evolves as y0 = 11
sin ( 11
2 t). As
depicted in Fig. 3.16b, the analytical coarse-grained solution matches very well the
numerical solution for small values of 1 and 2 , and they differ strongly with the
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solutions obtained by naïvely replacing z1 and/or z2 by their limiting value in the
Hamiltonian.
The above two examples illustrate some of the complexity that may raise in systems with multiple time scales. Although the specific systems chosen only contained
three degrees of freedom, each operating at a different time scale, the results there
obtained can be generalized to systems with a much larger number of degrees of freedom, where ergodicity is assumed to hold at each scale, or systems with a higher
number of temporal scales. Further studies on these complex material systems are
out of the scope of the present chapter and will be the focus of future investigations.
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Appendix
3.A

Adiabatic invariant and equipartition of energy
for ergodic Hamiltonian systems

It results convenient to consider the Hamiltonian system of fast variables z as the
thermodynamic system of interest, over which work is done by the slowly varying
external agents y0 . Under the assumption of time scale separation ( → 0), the phase
space volume enclosed by the energy surface E⊥ (x , y0 ) = E0⊥ can then be considered
as a function of the energy and slow degrees of freedom, i.e., θ0 (E0⊥ , y0 ), and its
invariance would imply that θ̇0 = 0. To show such a relation, we first note that
θ̇0 =

∂θ0 ⊥ ∂θ0
Ė +
⋅ ẏ0 ,
∂E0⊥ 0 ∂y0

(3.37)

where the partial derivatives involved, ∂θ0 /∂E0⊥ and ∂θ0 /∂y0 , can be computed with
the aid of simple geometric arguments. Specifically, denoting by ∆n the normal
distance between two nearby energy surfaces (E0⊥ and E0⊥ + ∆E0⊥ ), ∂θ0 /∂E0⊥ reads
∂θ0 θ0 (E0⊥ + ∆E0⊥ , y0 ) − θ0 (E0⊥ , y0 )
1
≈
≈
⊥
⊥
∂E0
∆E0
∆E0⊥

ˆ
∆n dA,

(3.38)

E⊥ (x ,y0 )=E0⊥

where ∆n satisfies E⊥ (xi +ni ∆n, y0 ) = E0⊥ +∆E0⊥ , with n = ∇E⊥ /∣∇E⊥ ∣ being the outer
normal to the energy surface. A simple Taylor expansion, delivers ∆n = ∆E0⊥ /∣∇E⊥ ∣
´
and thus ∂θ0 /∂E0⊥ = E⊥ =E ⊥ dA/∣∇E⊥ ∣. Proceeding in a fully analogous manner, the
0
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other partial derivative of interest reads,
∂θ0 θ0 (E0⊥ , y0 + ∆y0 ) − θ0 (E0⊥ , y0 )
1
≈
≈
∂y0
∆y0
∆y0

ˆ

ˆ

E⊥ (x ,y0 )=E0⊥

∆n dA ≈ −

E⊥ =E0⊥

∂E⊥ dA
.
∂y0 ∣∇E⊥ ∣
(3.39)

Now, ergodic systems are those for which (almost) every trajectory covers the full
energy surface. Therefore, the average over the energy surface is equal to the time
average over any trajectory, while time average is the equivalent of  → 0 as discussed
in multiple occasions. This means, by Birkhoff and Khinchin ergodic theorem, that
∂E⊥
lim
=
→0 ∂y0

ˆ
E⊥ =E0⊥

∂E⊥ dA
/
∂y0 ∣∇E⊥ ∣

ˆ
E⊥ =E0⊥

dA
.
∣∇E⊥ ∣

(3.40)

Additionally, Ė0⊥ = lim→0 ∂E⊥ /∂y0 ⋅ ẏ0 , and consequently, combining all the above
relations, θ̇0 = 0. For a more in depth discussion of this derivation, we refer the reader
to Chapter 1.5 of Berdichevsky (1997).
We now turn our attention to the average kinetic energy of a given degree of
freedom. Denoting by pi and mi the momentum and mass of the chosen particle i,
its average kinetic energy reads
p2
∂E ⊥
lim i = lim pi  =
→0
→0 mi
∂pi

ˆ

∂E ⊥ dA
pi 
/
∂pi ∣∇E⊥ ∣
E⊥ =E0⊥

ˆ
E⊥ =E0⊥

dA
,
∣∇E⊥ ∣

(3.41)

as in Eq. (3.40), where no summation is implied for repeated indices i. Then, recalling
the definition of the outer normal to the energy surface, and applying divergence
theorem,
p2
lim i =
→0 mi

ˆ
E⊥ =E0⊥

ˆ
pi ni dA /

E⊥ =E0⊥

dA
=
∣∇E⊥ ∣

ˆ
E⊥ ≤E0⊥

ˆ
dV /

E⊥ =E0⊥

dA
,
∣∇E⊥ ∣

it is obtained that the result is independent of the particle i chosen.
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(3.42)

3.B

Monotonicity of the adiabatic invariant with energy for ergodic Hamiltonian systems

We here show, by contradiction, that the adiabatic invariant θ0 (E0⊥ , y0 ) is monotonic
with respect to E0⊥ , while keeping y0 constant. If θ0 is not monotonic, there must
exist E0⊥∗ and ∆E0⊥ ≠ 0 such that the phase space volume enclosed by two different
energy surfaces are equal, i.e.,
ˆ

ˆ

E⊥ (x ,y0 )≤E0⊥∗

dV =

dV,

(3.43)

E⊥ (x ,y0 )≤E0⊥∗ +∆E0⊥

where x is the position and momenta of the fast degrees of freedom. Equivalently,
denoting by ∆n = ∆E0⊥ /∣∇E⊥ ∣ the distance between the two energy surfaces considered
(see 3.A for the derivation of the expression for ∆n), this equality can be written as
ˆ
E⊥ (x ,y0 )=E0⊥∗

∆n dA =

∆E0⊥

ˆ
E⊥ (x ,y0 )=E0⊥∗

dA
= 0.
∣∇E⊥ ∣

(3.44)

This expression implies that ∆E0⊥ = 0, in contradiction with the original assumption.

3.C

Negative thermal expansion in mass-spring
model

Figure 3.4 depicts a negative thermal expansion coefficient for both the harmonic and
anharmonic mass spring system, which may be a priori surprising. We show here that
even though the potential energy of the individual springs are symmetric with respect
to the equilibrium position, there is an asymmetry of the effective potential energy for
the atoms at the free boundary. To observe this, consider an atom at the boundary
and a displacement of such atom of value ∆r in direction x, while the remainder of
the atoms are taken as fixed. The induced length change of the horizontal springs is

68

∆rh = ∆r, of the vertical springs
∆rv =

√

(∆r/r0 )
4
+ O ((∆r/r0 ) ))
2
2

r02 + ∆r2 − r0 = r0 (

(3.45)

and that if the cross springs is
∆rc =

√

r02 + (r0 + ∆r)2 −

√
∆r/r0 (∆r/r0 )2
3
√
2r0 = r0 ( √ +
+ O ((∆r/r0 ) )) .
2
4 2

(3.46)

Consequently, the effective potential energy associated to the horizontal motion of a
single mass for the harmonic case is
1
∆rh 2
∆rv 2
∆rc 2
Pe = kr02 [(
) + 2(
) + 2(
)]
2
r0
r0
r0
1
∆r 2 1 ∆r 3
∆r 4
= kr02 [2 ( ) + ( ) + (( ) )] ,
2
r0
2 r0
r0

(3.47)

which is asymmetric. In particular, it is stiffer for ∆r > 0 and softer for ∆r < 0.
This therefore implies that, under thermal fluctuations, the average position of the
mass will shift to the negative direction. For the anharmonic mass-spring system, the
amplitude of the thermal fluctuation at a given initial temperature is smaller than
the one with linear springs at the same temperature, and, as a result, the coefficient
of thermal expansion, in absolute value, is smaller.

3.D

Equipartition theorem and change of basis

Let’s denote by {u} the particles’ displacements in Cartesian coordinates, which are
assumed to satisfy equipartition of energy. That is,
⟨u̇α u̇β ⟩ = u̇¯2 δαβ ,

(3.48)

where u̇¯2 is constant and ⟨⋅⟩ denotes the time average (limit  → 0). Then, any
new coordinate system {q} related to {u} via a constant orthonormal transformation
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matrix [P ], i.e. {u} = [P ]{q}, will also satisfy equipartition. Indeed,
−1
−1
−1 −1
−1 −1 ¯2
⟨q̇α q̇β ⟩ = ⟨Pαi
u̇i Pβj
u̇j ⟩ = Pαi
Pβj ⟨u̇i u̇j ⟩ = Pαi
Pβj u̇ δij = u̇¯2 δαβ ,

−1 −1
where we have used the fact that Pαi
Pβi = δαβ .
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(3.49)

Chapter 4
Harnessing fluctuations to discover
dissipative evolution equations
In this chapter, we focus on coarse-graining for purely irreversible phenomena. A novel
coarse-graining strategy is proposed that numerically delivers the entire continuum
evolution equation (and not just parameters therein) from particle fluctuations via an
infinite-dimensional fluctuation-dissipation relation. The methodology is exemplified
for a diffusion process with known analytical solution, where an excellent agreement
is obtained for the density evolution.

4.1

Introduction

Dissipative processes abound in material behavior and include, for instance, vacancy
diffusion, dislocation mediated plasticity or phase transformations. Yet, their modeling and simulation face a deep gulf between macroscopic continuum models that are efficiently computable, although typically riddled with phenomenology, and lower scale
atomistic/particle simulations, which are of higher physical fidelity, yet often exceedingly costly for real-life applications. Bridging this gulf has been a major research endeavor, which has spanned many disciplines, e.g., mechanics, mathematics or physics,
and has lead to numerous coarse-graining strategies. Some prominent examples to
determine the macroscopic evolution include concurrent and sequential multiscale
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techniques (Tadmor & Miller 2011, Abdulle et al. 2012, Kevrekidis & Samaey 2009),
methods based on projection operators (Öttinger 2005), and information-theoretic
strategies (Machta et al. 2013); see also (Givon et al. 2004) for a review of mathematical approaches. However, few rigorous results are available, notably from hydrodynamic limit theory (Kipnis & Landim 2013) or strategies as in Bodineau et al.
(2016). This topic belongs to the vast field of macroscopic evolution discovery, for
example via dimension reduction (Stephens et al. 2011, Daniels & Nemenman 2015)
and machine learning techniques (Rudy et al. 2017, Raissi 2018), just to mention a
few recent approaches.
Despite the numerous efforts, obtaining standalone continuum models (i.e., without concurrent lower scale simulations) that encode atomistic fidelity remains a major
challenge. We present here a first step in this direction, by providing a coarse-graining
methodology that numerically computes the macroscopic evolution operator of dissipative processes from the underlying field fluctuations. The methodology, which is
sketched in Fig. 4.1 for a mass diffusion problem, presents three main attractive features. Firstly, the evolution operator can be completely pre-computed, enabling continuum simulations that do not require concurrent atomistic calculations. Secondly,
the method presented here computes the operator fully—not only parameters—and
does not require a library of pre-existing operators. Thirdly, the computation of
the operator only requires the fluctuations of the macroscopic fields (e.g., density
fluctuations for the case of mass diffusion), which could in principle be determined
experimentally. The first feature distinguishes this approach from existing multiscale
techniques, while the second one differentiates it from machine learning approaches.
We further emphasize that the proposed strategy does not prescribe a priori (phenomenologically) the closed-form equation for the macroscopic evolution; yet, it is not
an equation-free method. More specifically, the goal of equation-free calculations is
to circumvent the difficulties underlying continuum modeling, and directly evolve the
macroscopic fields by computing their time derivatives from concurrent microscopic
simulations over small spatio-temporal domains. The macroscopic simulations are
then carried over larger spatio-temporal intervals leading to large efficiency savings
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as compared to fully resolved microscopic simulations: for 108 random walkers (independent particles) on a one-dimensional domain, simulations using equation-free
techniques are by a factor of 1000 faster than direct Kinetic Monte Carlo simulations (Erban et al. 2006). In contrast, the multiscale methodology we propose in this
chapter seeks to numerically extract the macroscopic equations from atomistic data,
and to do so at a pre-calculation stage. This allows to perform macroscopic simulations without the need of further atomistic calculations, thus avoiding the biggest
computational cost factor in equation-free methods or other concurrent multiscale
strategies: the bursts of microscopic simulations during run time. For example, the
one-dimensional particle simulations described below (approximately 35 000 particles
undergoing a diffusive process) for the full time interval of interest would take several
days, while the computational cost of the macroscopic simulations with the model
obtained by the method presented here — based on a finite element discretization
— gets reduced to essentially no computation time (after the pre-calculation stage),
while maintaining physical fidelity of the underlying particle model.
In its current form, the proposed coarse-graining strategy applies to purely dissipative processes, that is, those not coupled to reversible phenomena, such as elastic
Microscopic picture:
Particles

Macroscopic picture:
PDE

Evolution of ρ = E[ρ ]?

∂t ρ = Kρ

ρ (x, t)
Fluctuations library for
discretized space
(e.g., ρ and ∇ρ)
γa

hρ − ρ, γa i

δS(ρ)
δρ

=: Kρ F (ρ)

Discretized PDE
P
a ρa (t)γa (x)
P
F (x, t) ≈
a Fa (t)γa (x)
P
P
a hγa , γb i∂t ρa ≈
a hKρ γa , γb iFa
ρ(x, t) ≈

Fluctuationdissipation
relation

hKρ γa , γb i

Figure 4.1: Sketch of the proposed computational strategy to determine the dissipative operator K in discretized form, using basis functions {γ(x)}, for the specific case
of a density field ρ.
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deformations. We further require that the underlying atomistic/particle system is
in local equilibrium with Gaussian fluctuations (this will be made precise later). A
prototypical example of a purely dissipative process is particle diffusion, which is
ubiquitous in solids at high temperatures and central to microstructure evolution and
material properties (Mehrer 2007). The extension of the present approach to account
for reversible phenomena is a natural next step and will be pursued in future investigations. In this regard, we refer the reader to (Mielke 2011) for the thermodynamic
structure of a wide range of material models with reversible and irreversible components (e.g., thermoelasticity or viscoelasticity) as well as purely dissipative ones (e.g.,
phase field models).
A central element of the strategy is a novel infinite-dimensional fluctuationdissipation statement, which generalizes existing finite-dimensional results. The latter
have been widely used to determine transport coefficients (i.e., parameters in otherwise fully specified operators, such as diffusivity) (Green 1954, Kubo 1966, Marconi
et al. 2008, Embacher et al. 2018). In contrast, the new approach allows us to infer
the evolution operator (including parameters therein) by probing fluctuations systematically.
We here exemplify the coarse-graining procedure for one of the few particle processes for which the macroscopic evolution may be computed analytically, namely a
one-dimensional zero-range process whose continuum limit obeys a non-linear diffusion equation. The results indicate an excellent agreement for the density evolution of
various initial profiles, and the errors between the numerical and analytical operators
are quantified.
This chapter is organized as follows. In Section 4.2, we introduce the class of systems to which the methodology applies as well as the infinite-dimensional fluctuationdissipation relation which underpins the coarse-graining strategy. Section 4.3 describes the numerical procedure, and Section 4.4 exemplifies the approach for a diffusive particle system. Finally, conclusions are provided in Section 4.5.
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4.2

Outline of the approach

Underlying the proposed strategy is the assumption that macroscopic dissipative evolutions in ‘thermodynamic’ form can be written as
∂t z = K(z)

δS(z)
δS(z)
=∶ Kz
,
δz
δz

(4.1)

where z = z(x, t) is the field of interest, S is the entropy of the system,

δS(z)
δz

its

variational derivative and Kz is a symmetric positive semi-definite linear operator;
we write Kz to emphasize that K depends on z. On the level of nonequilibrium
thermodynamics/mechanics, (4.1) describes a wide range of evolution equations.
The specific question addressed in this chapter is the following: given a particle
model that leads, in a suitable scaling limit of infinitely many particles, to an equation
of the form (4.1), how can we determine the operator Kz purely from the observation
of finitely many particles? We focus on Kz since the computation of

δS(z)
δz

can, in

many situations, be accomplished by free energy computations (Stoltz et al. 2010).
The key observation is that the evolution of a large, yet finite number of particles,
can often be formally described by a stochastic partial differential equation of the
form
∂t z = Kz

δS(z ) √ √
+  2Kz Ẇx,t ,
δz

(4.2)

where Ẇx,t is a space-time white noise, E [Ẇx,t Ẇy,s ] = δ(x − y)δ(s − t), and the equation is to be interpreted in a weak formulation. This is the fluctuating hydrodynamics equation associated with (4.1), for diffusive systems (Eyink 1990, Section
6), (Eyink et al. 1996, Section 4), or those described by an additive noise. It encodes an infinite-dimensional fluctuation-dissipation relation σz σz∗ = 2Kz , with the
√√
fluctuation operator σz =  2Kz acting on the noise. Its finite dimensional counterpart has long being used to extract transport coefficients. See, for example, the
monographs (Stratonovich 2012, Zwanzig 2001, Jarzynski et al. 2013), and the articles (Eyink et al. 1996, Section 3), (Maes 1999) for fluctuation-dissipation relations.
As a simple example of (4.2), the evolution of N random walkers Xi on a lattice
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described by ρ ∶=

1
N

N
∑i=1 δXi is given by an equation of Dean type (Dean 1996)

(N = C/,  being the individual lattice site volume and C a constant)
∂t ρ = div(D∇ρ ) +

√
√
 div( 2Dρ Ẇx,t ).

(4.3)

´
This equation is of the form (4.2), with S(ρ) = − ρ log(ρ) dx being the entropy in
dimensionless units and Kρ the operator K(ρ)ξ = − div(Dρ∇ξ); see Reina & Zimmer
√
(2015) for the calculation of Kρ in this case (note that Dean derives an equation for
N
∑i=1 δXi = N ρ (x), which is why the noise in Dean (1996) differs from the one in (4.3)
√
by a factor of N ; this difference in scaling is crucial, see (Eyink 1990, Section 6)).

There is a wide range of applications of (4.2) and its extension to account for reversible
phenomena, for example, phase field models Castro (2003), nonequilibrium bacterial
dynamics (Thompson et al. 2011, Eq. (71)), nucleation theory (Lutsko 2012, Eqs. (8)
and (20)) and liquid film theory (Grün et al. 2006, Eq. (19)); see (Durán-Olivencia
et al. 2017) for connections to dynamic density functional theory.

4.3

Numerical procedure

We now show that the fluctuation-dissipation relation in (4.2) can be harnessed to
numerically compute a discretized version of the operator Kz from particle data.
More specifically, we consider an approximation of the macroscopic field z and its
associated thermodynamic force F ∶= δS/δz of the form z(x, t) ≈ ∑a za (t)γa (x) and
F (x, t) ≈ ∑a Fa (t)γa (x), where {γa } is a suitable basis of functions. The weak form
of the evolution equation (4.1) then reads
∑⟨γa , γb ⟩∂t za = ∑⟨Kz γa , γb ⟩Fa , for all b,
a

(4.4)

a

where ⟨, ⟩ denotes the L2 inner product, and the matrix ⟨Kz γa , γb ⟩ represents a discretization of the unknown operator. In analogy to the quadratic variation formula
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γa

ρa + ∇ρ a (x − xa )

xa

xa+1

1

0
x=0



xa−1

x=1

Figure 4.2: Sketch of a profile ρa + ∇ρ∣a (x − xa ) simulated to measure density fluctuations, and a basis function γa . The jump rate for each lattice site increases with the
number of particles, as indicated by the thickness of the arrows.
for the stochastic ODE dX = f dt +

√
σ dWt in dimension n, where

1
2
E [[X(t0 + h) − X(t0 )] ] ,
h↘0 hn

σ = lim

the element ⟨Kz γa , γb ⟩ can be related to the covariation of the rescaled local fluctuations as

1
E[ (Yγa (t0 + h) − Yγa (t0 )) ⋅ (Yγb (t0 + h) − Yγb (t0 )) ],
h↘0 2h

⟨Kz γa , γb ⟩ = lim

(4.5)

√
where Yγ is the limit of ⟨z −z, γ⟩/  and z = E[z ]. The proof of this statement can be
found in 4.B. It uses mathematical arguments similar to Embacher et al. (2018), but
extends the result considerably: now the entire operator can be characterized, while
in Embacher et al. (2018) only one parameter (the diffusivity) could be extracted for
an otherwise fully prescribed operator.
Relation (4.5) enables the calculation of the discretized operator Kz from particle
fluctuations. However, the result is, in general, profile dependent, as indicated by
the subscript z in Kz , and thus the argument z is still infinite-dimensional. This is
another key difference to Embacher et al. (2018), where the diffusivity depends on a
scalar density value. Therefore additional arguments are required to pre-compute the
operator. Namely, we consider functions γ with local support and assume that Kz is
a local and regular operator, such that a Taylor approximation in z can be employed
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(these assumptions are satisfied for a wide range of operators and suitable choices of
z). Then, a numerical approximation of the left-hand side of (4.5) is
⟨Kz γa , γb ⟩ ≈ ⟨K(za +∇z∣a (x−xa )+...) γa , γb ⟩

(4.6)

for sufficiently high order of the Taylor expansion and suitable basis functions; here
za = z(xa ), where xa the mid-point of γa , see Fig 4.2, and ∇ is the spatial gradient.
We remark that the assumption of locality of the operator can be numerically probed,
by evaluating ⟨Kz γa , γb ⟩ for functions γa and γb with non-overlapping support.
In practice, the calculation of ⟨K(za +∇z∣a (x−xa )+...) γa , γb ⟩ in (4.6) as a function of
za , ∇z∣a , . . . is implemented for a discretized space Vdiscr , i.e., for finitely many values
of za , ∇z∣a , . . . within a prescribed range (see Fig. 4.2 for z ∶= ρ, and the space V given
by ρ and ∇ρ). This is obtained via (4.5) from particle data (finite ), for small but
finite h, and expectations are approximated as averages over R realizations. The resulting discrete operator is then interpolated in V to perform continuum simulations
with (4.4) and (4.6), for arbitrary initial conditions and boundary data (here periodic
or Dirichlet boundary conditions). Although the pre-calculation of Kz can be laborious, requiring a considerable number of simulations (of the order of R × size of the
discrete space Vdiscr ), these are trivially parallelizable and only executed over a small
time interval. Moreover, once the operator is computed, the macroscopic simulations
can be run without any further particle simulations.

4.4

Computational results

We now demonstrate the applicability of this coarse-graining strategy with an illustrative example, where the the analytical solution is known, and the errors may thus
be quantified. Specifically, we consider a symmetric zero-range process (ZRP) in a
one-dimensional lattice. Here, particles jump with a rate g(k) = k 2 , where k is the
occupation number of the specific site, see Fig. 4.2. This particle process can be efficiently simulated using a Lattice Kinetic Monte Carlo approach, and, in the limit of
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infinite number of particles ( → 0), the density profile evolves according to the PDE
∂t ρ = − div (m(ρ)∇

δS(ρ)
),
δρ

with

√
√ I1 (2 2m)
δS
√
= F (ρ) = − log (2m(ρ)) , and ρ(m) = 2m
,
δρ
I0 (2 2m)

(4.7)

where Ii are the modified Bessel functions of the first kind; see (Grosskinsky et al.
2003, Embacher et al. 2018) for the derivation.
We choose linear finite element shape functions satisfying γa (xb ) = δab (see
Fig. 4.2), which lead to a tri-diagonal matrix for ⟨Kρ γa , γb ⟩, and a linear approximation for ρ in Kρ . The discretized evolution equation for the density then reads (for
all b)
∑⟨γa , γb ⟩∂t ρa ≈ ∑ ⟨K(ρa +∇ρ∣a (x−xa )) γa , γb ⟩Fa ;
a

(4.8)

a∈{b−1,b,b+1}

we remark that this choice is an assumption made a priori on Kρ and that it can in
principle be generalized to higher-order elements and Taylor approximations. With
these approximations, the discretized operator can be tabulated by means of three
components (a ∈ {b − 1, b, b + 1}) which depend on ρ and ∇ρ, and which can be computed for a discrete space Vdiscr from particle simulations. The probed space Vdiscr and
the three non-zero entries (main, super- and sub-diagonals) of ⟨K(ρa +∇ρ∣a (x−xa )) γa , γb ⟩
are plotted in Fig. 4.3, together with a polynomial fit that ensures mass conservation
(i.e., the sum of the three entries being equal to zero); see 4.A for further details on
these calculations.
The resulting fitted operator in V can then be utilized to compute the continuum
evolution for arbitrary initial profiles, via (4.8). We here use the analytical thermodynamic force, cf. (4.7), to probe the accuracy of the operator. Figure 4.4 shows two of
such evolutions: the left figure depicts the time progression of a cosine initial profile
with periodic boundary conditions, whose density and gradient lie within the bounds
of the probed region in V , while the right figure considers a non-symmetric initial
density with fixed Dirichlet data extrapolating beyond this region. The full temporal
evolution in movie format can be found as Movie 1 and Movie 2 in Appendix. The
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Figure 4.3: Top left: Discrete set Vdiscr of pairs (ρa , ∇ρ∣a ) used to evaluate the
discretized operator Kρ . Remaining plots: Shown are the matrix entries (b, a) of
⟨K(ρa +∇ρ∣a (x−xa )) γa , γb ⟩ as function of ρa and ∇ρ∣a for a symmetric zero-range process.
The plots are for a = b (top right), a = b − 1 (bottom left) and a = b + 1 (bottom right).
For x, xa and the profiles γa see Fig. 4.2 in the main text.
results show an outstanding agreement between the particle-informed evolution and
the solution of the PDE given explicitly by (4.7), with an identical spatio-temporal
discretization scheme. A similar study without the mass conservation constraint is
for comparison given in 4.A. As it is there observed, results of good accuracy require
an increase of the size of Vdiscr by more than an order of magnitude.

We further remark that the tabulated discrete operator can provide in-

sight in its differential form, at least for simple cases.

In particular, for

the zero-range process studied, whose infinite particle limit satisfies the PDE
∂t ρ = − div (m(ρ)∇F ) = −m∆F − ∇m∇F , see (4.7), the discrete operator reveals a

structure of the form

⟨K(ρa +∇ρ∣a (x−xa )) γa , γb ⟩ =∶ Kba (ρa , ∇ρ∣a )
(1)

(2)

= Kba (ρa ) + Kba (ρa , ∇ρ∣a ),
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(4.9)
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Figure 4.4: Comparisons between the particle-based solution (blue) and the solution
to the PDE from (4.7) (orange) for different initial and boundary conditions. Left:
Periodic boundary conditions. Right: Inhomogeneous Dirichlet data.
(1)

where the ratio of the coefficients result in a stencil of Kba

equal to

−1, 1.999936, −0.999936 (i.e., these are the proportionality factors for the entries
a = {b − 1, b, b + 1} with b fixed), which may be identified with the Laplacian; and
a stencil of K (2) equal to −1, 0.003763, 0.996237, which corresponds to the gradient.
These stencils are obtained from the constrained fitting method, noting that the
discretized operator is symmetric up to higher order terms. The structure of the
right-hand side of the evolution equation is thus recovered.
The errors between the discrete operator obtained numerically from fluctuations
and its continuum version arise from three sources: (i) the finite element discretization
of the operator, (ii) the Taylor expansion in (4.8), and (iii) and its evaluation from
particle fluctuations, including the interpolation scheme. The second error source is
examined in detail in 4.C for the case of diffusion, while the first one can be analyzed
in a standard way, and the third one has been numerically examined in Embacher et
al. (2018).

4.5

Conclusions and outlook

This is, to the best of our knowledge, the first time that a dissipative continuum equation has been numerically recovered from particles using a physics-based approach, in
this case, an infinite-dimensional fluctuation-dissipation relation. We note that the
required assumptions are only threefold: a particle process which, for finitely many
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particles, is described by (4.2), and is in local equilibrium with Gaussian fluctuations
(see for example Landim (2002) and (Dirr et al. 2016, Section IV.B) for a precise
mathematical formulation). The result is a sequential multiscale scheme that leads
to (discretized) continuum evolution equations which are both efficiently computable
and free of phenomenology, thus escaping the usual compromise between these two
features in current computational multiscale techniques.
In this paper, we confined ourselves to problems where the macroscopic evolution
is known analytically, which enables us to quantify the error of the numerically computed operator. Future work will address the application of the computational strategy developed here to systems with different evolution operators. A classical gradient
flow dynamics different to the Wasserstein evolution studied here (i.e., weighted H −1
operator) is the one characterized by an L2 operator. We note that H −1 and L2 are
the two most common evolution operators for microstructure evolution, see Carter
et al. (1997); both are also standard in the modeling of a wide variety of physical
phenomena. Their associated stochastic equations are often denoted as Model A
and B, respectively (Hohenberg & Halperin 1977), and have a structure analogous
to (4.2), which is the cornerstone of the methodology here presented. Other evolution
operators arise for instance in the Derrida-Lebowitz-Speer-Spohn (DLSS) equation,
introduced by Derrida et al. (1991) to describe interface fluctuations in a spin system. It is also, in multidimensional form, a model for a quantum drift-diffusion in
semiconductors. In d dimensions, it can be written as
d

∂t ρ = − ∑ ∂ij2 (ρ∂ij2 log(ρ)) ,

(4.10)

i,j=1

which suggests that the operator associated with the entropy S(ρ) = −ρ log(ρ) is
Kξ = ∑di,j=1 ∂ij2 (ρ∂ij2 ξ). The examples above are situations where it is not sufficient
to assume that the operator is of the form Kρ ξ = − div (m(ρ)∇ξ) and use mean
square displacement or the approach of Embacher et al. (2018) to compute diffusion
/ mobility coefficients.
There are also many other systems for which the evolution operator is not known.
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Some of these examples include the diffusion of interacting particles (Vlachos & Katsoulakis 2000), with short-range interactions, or processes with volume exclusion,
where the operator is only presently known for certain parameter regimes (Bruna
& Chapman 2012). The analysis of these systems and related ones via the coarsegraining strategy described in this article is an area of future research.
In summary, the example studied here can serve as a blueprint for the study of a
wider spectrum of dissipative phenomena, with applications ranging from multiparticle diffusion and phase transformations in solids, over chemotaxis in heterogeneous
environment to protein diffusion in membranes. Such investigations should be complemented by a rigorous numerical analysis of convergence and rates. These questions
are beyond the scope of the present study and will be the subject of future investigations.
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Appendix
4.A

Computational details for the zero-range process

In this section, we provide more information on the particle and continuum simulations for the zero-range process and compare the coarse-grained results where mass
conservation is incorporated with results where this constraint is not imposed.
For

the

process

considered,

we

evaluate

the

discretized

operator

⟨K(ρa +∇ρ∣a (x−xa )) γa , γb ⟩ using simulations with flat profiles with ρa ∈ [4 ∶ 0.1 ∶ 10],
and affine profiles with ∇ρ∣a ∈ ±[5, 11, 15, 19], see Fig. 4.2 For each of these profiles,
R = 800 000 realizations are performed over the unit interval as computational
domain, with 5000 lattice sites ( = 1/5000). The system is first evolved over a time
interval t0 − tini = 4.004 × 10−6 to reach local equilibrium, and subsequently over a
time interval h = 4 × 10−11 , which is used for the calculation of the expectations. In
practice, the equilibration time interval is much larger than h, yet macroscopically
small, leading to negligible changes of the macroscopic profile. To save computational
time, a method described in Embacher et al. (2018) is used to generate the multiple
realizations (see also the pseudo-code in Algorithm 1 below). In addition, 40 equally
spaced shape functions γa are considered. This results in 125 lattice sites within the
support of each function γa that is fully contained in the computational domain.
The resulting values of the matrix entries ⟨K(ρa +∇ρ∣a (x−xa )) γa , γb ⟩ evaluated at specific
points (ρa , ∇ρ∣a ) in Vdiscr are then extended to V , via a suitable interpolation
scheme.

A naïve approach with an independent interpolation of the individual
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Figure 4.A.1: Comparisons between the particle-based solution (blue) and the solution
of the PDE from (4.7) (orange) for different initial and boundary conditions, not
imposing mass conservation on the discretized operator. Left: Periodic boundary
conditions. Right: Inhomogeneous Dirichlet data.
matrix components will in general, however, not lead to a mass preserving scheme,
in contrast to what the particle process implies. Therefore, for the results of the
main text, we imposed mass conservation in the fitting process by ensuring that
the entries in each column sum up to 0. This is achieved using a least square fit
with second order polynomials in (ρa , ∇ρ∣a ) for each of the three matrix entries, the
sum of which we enforce to vanish identically. Figure 4.3 shows the chosen discrete
set Vdiscr and resulting entries for the operator, together with the polynomial fit.
These were used to obtain Fig. 4.4, where all simulations employed an explicit time
discretization scheme.
We remark that in the absence of the mass conservation constraint, good results
can still be achieved as shown in Fig. 4.A.1 (see also the corresponding movies Movie 3
and 4 in Appendix), although small deviations may be observed at large times (see left
panel). The discrete set Vdiscr used in these simulations is shown in Fig. 4.A.2, together
with the entries for the operator and their (independent) quadratic fit. To achieve
the observed accuracy, a relatively large size of the set Vdiscr is required. Specifically,
Vdiscr consists of 6111 points, in contrast to 228 points when mass conservation is
imposed.
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3
4
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7
8
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10
11
12
13
14
15
16
17

Algorithm 1 Pseudo-code describing the method in algorithmic form.
Begin
// Step 1: Zero range process simulation
// Set lattice domain and scaling:
 = L1 , xi = XLi ; // Spatial discretization with L lattice sites; Xi is
the lattice coordinate
// Generate particle data from linear initial profile ρ (tini L2 , Xi )
: for all R1 realizations starting from tini do
ρr (tprep L2 , Xi ) = stochastic-evolution ([tini , tprep ] , ρ (tini L2 , Xi )) ;
for all R2 realizations starting from tprep do
ρr (t0 L2 , Xi ) = stochastic-evolution ([tprep , t0 ] , ρr (tprep L2 , Xi )) ;
ρr ((t0 + h) L2 , Xi ) = stochastic-evolution ([t0 , t0 + h] , ρr (t0 L2 , Xi )) ;
R = R1 ⋅ R2 ;
// Total number of realizations in [t0 , t0 + h]
ρ (t0 , xi ) = R1 ⋅ ∑r (ρr (t0 L2 , Xi )) ;
// Approx. deterministic state
1
2
ρ (t0 + h, xi ) = R ⋅ ∑r (ρr ((t0 + h) L , Xi )) ;
// Step 2: Compute discrete operator using equation (4.5)
// Basis function γa with a ∈ [1, Nγ ]:
xbasis,a = Naγ // Center of ath basis function, γa
Function γa (xi )
γa (xi ) = max (0, 1 − Nγ ∣xi − xbasis,a ∣) ;
return γa (xi ) ;
for all R realizations r do
for all microscopic
√ positions Xi do 2
Yγa ,r (t0 ) =  ∑
0 , xi ))] ;
√i [γa (xi ) (ρr (t0 L , Xi ) − ρ (t
2
Yγa ,r (t0 + h) =  ∑i [γa (xi ) (ρr ((t0 + h) L , Xi ) − ρ (t0 + h, xi ))] ;
ρa,r =

18
19

Kba =

1 1
2h R−1

∑i γa (xi )ρr ((t0 +h)L2 ,Xi )
∑i γa (xi )

∑r (Yγa ,r (t0 + h) − Yγa ,r (t0 )) (Yγb ,r (t0 + h) − Yγb ,r (t0 )) ;

// ⟨Kρ γa , γb ⟩ =
20

ρa =

1
R

;

1
2h E[ (Yγa (t0

+ h) − Yγa (t0 )) ⋅ (Yγb (t0 + h) − Yγb (t0 )) ]

∑r ρa,r ;

// Step 3: Fit Kba as a function of ρa and slope of initial
profile ∇ρa with/without mass conservation constraint

21
22
23
24
25
26
27
28

// Step 4: Compute macroscopic evolution of initial profile ρ0 (x)
// Initialize ⟨γa , γb ⟩ on the left hand side of Equation (4.4)
if periodic boundary condition then
Mab = ⟨γa , γb ⟩, with periodic γ;
if Dirichlet boundary condition then
Mab = ⟨γa , γb ⟩, with nonperiodic γ;
Muu = M (2 ∶ Nγ − 1, 2 ∶ Nγ − 1) ;
t = 0;
∆t = time step;
T = total simulation time;
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// partitioning of matrix M

29
30
31
32

33
34
35
36

00

37
38

while t<T do
Compute analytic driving force Fa (xi );
Build matrix ⟨Kz γa , γb ⟩ by Kba = Kba (ρa (t), ∇ρa (t));
if periodic boundary condition then
// explicit solver
ρt+∆t = ρt + ∆tM −1 KF ; ;

if Dirichlet boundary condition then
Kuu = K(2 ∶ N − 1, 2 ∶ N − 1) ;
// partitioning of matrix K
Kuk = [(K(2 ∶ N − 1, 1))T ; (K(2 ∶ N − 1, N ))T ];
Fu = F (2 ∶ N − 1, 1) ;
// partitioning of vector F
Fk = [F (1, 1); F (N, 1)];
−1 (K F + K F ));
ρt+∆t (2 ∶ Nγ − 1, 1) = ρt (2 ∶ Nγ − 1, 1) + ∆t(Muu
uk k
uu u
ρt+∆t (1) = ρt (1) ;
// Boundary values are fixed
ρt+∆t (Nγ ) = ρt (Nγ );

∇ρ|a = −19
20 ∇ρ|a = −5
∇ρ|
=
5
a
00 −500
∇ρ|a = 19
10
Fit
−1,000
00
0
∇ρ|a = −19∇ρ|a
−1,500
∇ρ|a = −5 ∇ρ|a
−10
00
∇ρ|a = 5 ∇ρ|a
∇ρ|
a = 19 ∇ρ|a
4 −20
6
−2,000
39

40

41

42

43

// ρt = ρ(t)

ρt = ρt+∆t ;
t = t + ∆t;

20

4,000

∇ρ|a

10

3,000

0

// Iteration

∇ρ|a
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∇ρ|a
Fit
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Figure 4.A.2: Data set used in the unconstrained setting. Top left: Discrete set
Vdiscr of pairs (ρa , ∇ρ∣a ) used to evaluate the discretized operator Kρ . Remaining
plots: Shown are the matrix entries (b, a) of ⟨K(ρa +∇ρ∣a (x−xa )) γa , γb ⟩ as function of ρa
and ∇ρ∣a for the symmetric zero-range process. The plots are for a = b (top right),
a = b − 1 (bottom left) and a = b + 1 (bottom right). For x, xa and the profiles γa see
Fig. 4.2.
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4.B

Covariation of the fluctuations

We now provide a proof of the relation
⟨Kz γa , γb ⟩ = lim

h↘0

1
E[ (Yγa (t0 + h) − Yγa (t0 )) ⋅ (Yγb (t0 + h) − Yγb (t0 )) ]
2h

(4.11)

used to compute the discretized operator from the rescaled local fluctuations Yγ ,
defined as the stochastic limit of Yγ =

1
√
⟨z
 

− z, γ⟩ as  → 0. The proof follows

a similar argument to that in Embacher et al. (2018), where the variation of the
fluctuations for a specific operator (the Wasserstein operator) is computed.
From the equations for z and z = E[z ], cf. (4.1) and (4.2) of the article, the
rescaled fluctuations follow
√
dYγ = ⟨Mz Y, γ⟩ dt + ⟨ 2Kz dWx,t , γ⟩,

(4.12)

√
where Y is the limit of (z −z)/  and Mz is a linear operator acting on Y , depending
√
δS(z)
)
on z, such that Mz Y is the limit of (Kz δS(z
δz − Kz δz ) / . Additionally, by Itô’s
formula, the function F (X1 , X2 ) = (X1 − Yγa (t0 )) (X2 − Yγb (t0 )) satisfies for X1 =
Yγa (t) and X2 = Yγb (t)
dF = (Yγb (t) − Yγb (t0 )) dYγa + (Yγa (t) − Yγa (t0 )) dYγb + ⟨2Kz γa , γb ⟩ dt.

(4.13)

Then, the expectation appearing on the right-hand side of (4.11), can be written as
E [(Yγa (t0 + h) − Yγa (t0 )) (Yγb (t0 + h) − Yγb (t0 ))]
ˆ t0 +h
= E [F (Yγa (t0 + h), Yγb (t0 + h))] = E [
dF ]
ˆ
= E[

t0

t0 +h

t0

ˆ
+ E[

ˆ
(Yγb (t) − Yγb (t0 )) dYγa ] + E [

t0 +h

t0

t0 +h

t0

⟨2Kz γa , γb ⟩ dt] .
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(Yγa (t) − Yγa (t0 )) dYγb ]

(4.14)

The sought-after result then immediately follows if
ˆ t0 +h
1
lim E [
(Yγb (t) − Yγb (t0 )) dYγa ] = 0,
h↘0 2h
t0
ˆ t0 +h
1
lim E [
(Yγa (t) − Yγa (t0 )) dYγb ] = 0,
h↘0 2h
t0

(4.15)

which we proceed to show.
By Hölder’s and Young’s inequality
ˆ
E[

t0 +h

t0

ˆ

= E[

(Yγb (t) − Yγb (t0 )) dYγa ]
t0 +h

t0

¿ ˆ
Á
ÀE [
≤Á
≤

1
2

ˆ

(Yγb (t) − Yγb (t0 )) ⟨Mz Y, γa ⟩ dt]

t0 +h

t0

t0 +h

t0

¿ ˆ
Á
ÀE [
⋅Á

(Yγb (t) − Yγb (t0 )) dt]
2

2
E [(Yγb (t) − Yγb (t0 )) ] dt +

and analogously for E [

´ t0 +h
t0

1
2

ˆ

t0 +h

t0

t0 +h

t0

(4.16)
(⟨Mz Y, γa ⟩) dt]
2

2
E [(⟨Mz Y, γa ⟩) ] dt,

(Yγa (t0 + h) − Yγa (t0 )) dYγb ]. Next, we define the auxil-

iary variables
ˆ
Zj (t) =

t

2

E [(Yγj (s) − Yγj (t0 )) ] ds and
t0
ˆ t
ˆ t
2
Rj (t) =
E [(⟨Mz Y, γj ⟩) ] ds + ⟨2Kz γj , γj ⟩ds
t0

(4.17)

t0

with j = a or b. From (4.14), (4.15) and (4.16) for γa = γb = γj , it follows that
Żj (t) ≤ Zj (t) + Rj (t), with Rj (t) continuous. By Gronwall’s lemma
(t−t0 )

Zj (t) ≤ e

ˆ

t

t0

e−(s−t0 ) Rj (s)ds,

(4.18)

and, since Rj (h) = O(h), Zj (t0 + h) = O(h2 ). Then, using the second but last
inequality in (4.16),
ˆ
E[

t0 +h

t0

(Yγb (t) − Yγb (t0 )) dYγa ] = O(h3/2 ).
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(4.19)

Similarly,

ˆ
E[

t0 +h

t0

(Yγa (t) − Yγa (t0 )) dYγb ] = O(h3/2 ),

(4.20)

which leads to (4.15), concluding the proof.

4.C

Error in the Taylor expansion of the operator

We now examine the error of the approximation
∑⟨Kρ γa , γb ⟩Fa ≃ ∑ ⟨K(ρa +∇ρ∣a (x−xa )) γa , γb ⟩Fa
a

(4.21)

a∈{b−1,b,b+1}

for a diffusion process, i.e., a process with ⟨Kρ γa , γb ⟩ = ⟨m(ρ)∇γa , ∇γb ⟩, and linear
shape functions.
We begin by computing the three elements of the tridiagonal, using a Taylor
expansion of the mobility coefficient m, as in (4.21):

⟨m∇γb , ∇γb ⟩ = ⟨mb ∇γb , ∇γb ⟩ + ⟨

∂m
∣ (x − xb )∇γb , ∇γb ⟩
∂x b

1 ∂ 2m
∣ (x − xb )2 ∇γb , ∇γb ⟩ + O(∆x2 )
2
2 ∂x b
mb 1 ∂ 2 m
=2
+
∣ ∆x + O(∆x2 ),
∆x 3 ∂x2 b
∂m
⟨m∇γb−1 , ∇γb ⟩ = ⟨mb−1 ∇γb−1 , ∇γb ⟩ + ⟨
∣ (x − xb−1 )∇γb−1 , ∇γb ⟩
∂x b−1
1 ∂ 2m
+⟨
∣ (x − xb−1 )2 ∇γb−1 , ∇γb ⟩ + O(∆x2 )
2 ∂x2 b−1
mb−1 1 ∂m
1 ∂ 2m
=−
−
∣ −
∣ ∆x + O(∆x2 ),
∆x 2 ∂x b−1 6 ∂x2 b−1
∂m
⟨m∇γb+1 , ∇γb ⟩ = ⟨mb+1 ∇γb+1 , ∇γb ⟩ + ⟨
∣ (x − xb+1 )∇γb+1 , ∇γb ⟩
∂x b+1
1 ∂ 2m
+⟨
∣ (x − xb+1 )2 ∇γb+1 , ∇γb ⟩ + O(∆x2 )
2 ∂x2 b+1
mb+1 1 ∂m
1 ∂ 2m
=−
+
∣ −
∣ ∆x + O(∆x2 ),
2
∆x 2 ∂x b+1 6 ∂x b+1
+⟨

(4.22)

(4.23)

(4.24)

where ∆x is the spacing of the macroscopic finite element nodes, and mb and
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∂m
∂x ∣
b

denote the value of the mobility coefficient and its gradient at xb . The sum in the
right hand side of (4.21) may be most easily expressed by writing the off-diagonal
terms as a function of the mobility and its derivative at xb . Using the approximations
∂m
1 ∂ 2m
2
∣ ∆x +
∣ (∆x) + O(∆x3 ),
∂x b
2 ∂x2 b
∂m
1 ∂ 2m
2
mb+1 = mb +
∣ ∆x +
∣ (∆x) + O(∆x3 ),
2
∂x b
2 ∂x b
∂m
∂m
∂ 2m
∂m
∂m
∂ 2m
2
∣ =
∣ −
∣
∆x
+
O(∆x
),
∣
=
∣
+
∣ ∆x + O(∆x2 ),
∂x b−1 ∂x b ∂x2 b
∂x b+1 ∂x b ∂x2 b
∂ 2m
∂ 2m
∂ 2m
∂ 2m
∣
=
∣
+
O(∆x),
∣
=
∣ + O(∆x),
∂x2 b−1 ∂x2 b
∂x2 b+1 ∂x2 b

mb−1 = mb −

the off-diagonal terms (4.23) and (4.24) become
1 ∂ 2m
mb 1 ∂m
+
∣ −
∣ ∆x + O(∆x2 ),
∆x 2 ∂x b 6 ∂x2 b
mb 1 ∂m
1 ∂ 2m
⟨m∇γb+1 , ∇γb ⟩ = −
−
∣ −
∣ ∆x + O(∆x2 ).
∆x 2 ∂x b 6 ∂x2 b
⟨m∇γb−1 , ∇γb ⟩ = −

From this and (4.22), the discretization (4.21) becomes
∑

⟨Kρ γa , γb ⟩ Fa = [2

a∈{b−1,b,b+1}

mb 1 ∂ 2 m
+
∣ ∆x] Fb
∆x 3 ∂x2 b
mb 1 ∂m
1 ∂ 2m
+
∣ −
∣ ∆x] Fb−1
∆x 2 ∂x b 6 ∂x2 b
mb 1 ∂m
1 ∂ 2m
+ [−
−
∣ −
∣ ∆x] Fb+1 + O(∆x2 ).
∆x 2 ∂x b 6 ∂x2 b

+ [−

An equivalent expression is obtained by regrouping the terms,
∑

a∈{b−1,b,b+1}

⟨Kρ γa , γb ⟩ Fa = −

mb
1 ∂m
(−2Fb + Fb−1 + Fb+1 ) −
∣ (Fb+1 − Fb−1 )
∆x
2 ∂x b

1 ∂ 2m
∣ ∆x (−2Fb + Fb−1 + Fb+1 ) + O(∆x2 )
6 ∂x2 b
∂m
1 ∂ 2m
3
= ∆x [−mb ∆F ∣b −
∣ ∇F ∣b ] −
∣ ∆F ∣b (∆x) + O(∆x2 ),
∂x b
6 ∂x2 b
−

where ∆F ∣b = (−2Fb + Fb−1 + Fb+1 ) /∆x2 and ∇F ∣b = (Fb+1 − Fb−1 ) /(2∆x) denote the
discretized Laplacian and gradient at point xb , which differ from the exact values by
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errors of the order of ∆x2 . The expected right hand side of the discretized PDE is
therefore recovered up to errors of the order of ∆x3 (note that the terms O(∆x2 ),
once combined, actually lead to errors of order ∆x3 ).
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Chapter 5
Closure
This thesis aimed to develop a better understanding of the scale transition between the
atomistic and the continuum scale, in the context of both, reversible and irreversible
evolutions. Coarse-graining strategies for these two classes of physical phenomena
were developed, with elastodynamics of solids at finite temperature and diffusive
processes, as illustrative applications.
This thesis was motivated by the inconsistencies that exist among continuum modeling strategies. For instance, in Chapter 2, we focused on a typical non-equilibrium
phenomena: phase transition over a planar interface and heat conduction. Despite
the apparent simplicity of this problem, different phase field models can be found in
the literature. Additionally, we noted in this chapter that, even when the same modeling strategy is used (Maximum Entropy Production was the formalism of choice),
distinct interface evolutions are obtained depending on the initial modeling choice for
the interface (sharp versus diffuse). Specifically, an asymptotic analysis of the diffuse
model reveals an additional contribution to the interface kinetics, which is not present
in the sharp evolution equation.
In Chapter 3, we focused on the coarse-graining of purely reversible phenomena. In
particular, we revisited the classical thermodynamic description of the elastodynamics
of solids at finite temperature, via the simultaneous spatio-temporal coarse-graining
of the atomistic Hamiltonian equations of motion. As a first step in this upscaling procedure, we numerically illustrated the time/space scale separation in finite
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atomistic systems (namely, a mass-spring model and a molecular dynamics model of
an iron bar undergoing thermoelastic vibrations), and automatically identified the
macroscopic (slow) and microscopic (fast) variables, corresponding to the elastic and
thermal material behavior. The coarse-graining procedure for the identified slow variables was then performed via elimination of the fast degrees of freedom in the limit of
infinite time/space scale separation, by combining notions of weak convergence and
results from statistical mechanics. The resulting continuum description and relations,
obtained in generalized coordinates, are all in complete agreement with well-known
results in the thermodynamics of solids, and were numerically compared to full atomistic simulations. The upscaling exercise delivers simple mathematical insight into
some classical continuum expressions. For instance, the potential structure of the
reversible elastodynamic equations of motion, with the mechanical forces given by
the derivatives of free energy at constant temperature, becomes quite apparent. In
addition, the non-commutativity of weak limits and nonlinear functions provides a
simple mathematical explanation for the mechanical behavior of materials at finite
temperature, and the fact that thermal energy is finite, while thermal vibrations are
negligibly small at the continuum scale. Numerically, in both examples, the scaling of
all quantities, e.g. interatomic distance, atom mass, interatomic potential, is analyzed
in detail.
In Chapter 4, we developed a coarse-graining strategy for purely irreversible phenomena. In particular, we showed that the continuum evolution equations of a wide
class of dissipative processes can be numerically obtained (in a discretized form) from
fluctuations via an infinite-dimensional fluctuation-dissipation relation. A salient feature of the method is that these continuum equations can be fully pre-computed, enabling macroscopic simulations of arbitrary admissible initial conditions, without the
need of any further microscopic simulations. We tested this coarse-graining procedure
on a one-dimensional non-linear diffusive process with known analytical solution, and
obtained an excellent agreement for the density evolution. This illustrative example
serves as a blueprint for a new multiscale paradigm, where full dissipative evolution
equations — and not only parameters — can be numerically computed from lower
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scale data.
Despite the understanding gained in the above studies, many efforts remain to have
a systematic coarse-graining strategy that delivers continuum models with predictive
capability for general reversible-irreversible evolutions, particularly for complex material behaviors far from equilibrium.
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