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ABSTRACT
Accurate measurements of statistical properties, such as the star formation rate and the lifetime of
young stellar objects (YSOs) in different stages, is essential for constraining star formation theories.
However, it is a difficult task to separate galaxies and YSOs based on spectral energy distributions
(SEDs) alone, because they contain both thermal emission from stars and dust around them and no
reliable theories can be applied to distinguish them. Here we develop a machine learning algorithm
based on Convolutional Neural Network, named Spectrum Classifier of Astronomical Objects (SCAO),
to classify regular stars, galaxies, and YSOs, solely based on their SEDs. Superior to previous classifiers,
SCAO is solely trained by labeled data without a priori theoretical knowledge, and provides excellent
results with high precision (>95%) and recall (>98%) for YSOs when data from only eight bands
are included. We investigate the effects of observation errors and distance effects, and show that
high accuracy performance is still maintained even when using fluxes of only three bands (IRAC
3, IRAC 4, and MIPS 1) in the long wavelengths regime. We apply SCAO to Spitzer Enhanced
Imaging Products (SEIP), the most complete catalog of Spitzer observations, and found 136689 YSO
candidates. Finally, based on results predicted by SCAO, we provide an intuitive contour plot for a
direct identification of YSOs even without any calculation. The website from SCAO is available at
http://scao.astr.nthu.edu.tw.
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1. INTRODUCTION
The timescale of forming a star from the gravitational
collapse of molecular clouds is estimated by various the-
ories to be a few 106–107 years depending on the stellar
mass and the environment, such as whether the clouds
are supported by magnetic fields and/or influenced by
shocks from a nearby supernova explosion (McKee, &
Ostriker 2007; Bergin, & Tafalla 2007). From an obser-
vational point of view, since we are unable to follow the
formation of a single star, it is essential to observe young
stellar objects (YSOs) in different evolutionary stages
to constrain theories. However, YSOs are mostly em-
bedded in cold molecular clouds, and hence the ability
to collect a large amount of YSO data was not achiev-
able until the launch of the Spitzer Space Telescope that
provides high-sensitivity measurements in mid-infrared
wavelengths (Werner et al. 2004). Unfortunately, it was
1 † These authors contributed equally to this work
soon found that the Spitzer Space Telescope is sensitive
enough to detect numerous background galaxies with
their spectral energy distributions (SEDs) similar to the
SEDs of YSOs (Harvey et al. 2007; Hsieh, & Lai 2013).
Several methods have been proposed to separate galaxies
and YSOs based on their distributions in color-color di-
agrams (CCDs) and color-magnitude diagrams (CMDs)
(Gutermuth et al. 2005; Harvey et al. 2007; Rebull et al.
2010). Here we aim at testing whether machine learning
can be a useful tool for identifying the nature of astro-
nomical sources with limited numbers of photometric
observations in their SEDs.
Machine learning has been successfully applied in
many areas of our daily life, as well as in fundamen-
tal research. The popularity has grown significantly in
recent years because of rapid developments in computa-
tional algorithms, high speed processors, and big data
availability from various resources (Russell et al. 2014).
These factors also make Deep Learning possible in arti-
ficial neural networks, so that hidden patterns may be
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2more efficiently recognized after proper training through
big data than by human knowledge/experience. From
this point of view, searching for new young stellar ob-
jects from well-trained models is a reasonable approach
compared to traditional theoretical methods, when the
amount of observational data is too much to be analyzed
by humans alone. This method is mostly based on a su-
pervised learning process, where the machine learning
model is trained by certain labeled data and then ap-
plied to classify/predict other data, which may not be
fully understood yet in the present work.
A few machine learning algorithms related to YSO
research have been used, including support vector ma-
chine (Miettinen 2018; de Villiers 2013; Marton et al.
2016, 2019), random forest (Miettinen 2018; Hedges et
al. 2018; Marton et al. 2019), neural network (Miettinen
2018; Marton et al. 2019), gradient boosting machine
(Miettinen 2018), decision tree (Miettinen 2018; Akras
et al. 2019), k-nearest neighbours (Miettinen 2018; Mar-
ton et al. 2019), logistic regression (Miettinen 2018),
and naive Bayes classifier (Miettinen 2018; Marton et
al. 2019), etc. The input data includes SEDs (Miettinen
2018; Akras et al. 2019; Marton et al. 2016, 2019), light
curves (Hedges et al. 2018), and outflow morphologies
(de Villiers 2013). Most of the SED classifications are
carried out by using the 2MASS and AllWISE catalogs
(Akras et al. 2019; Marton et al. 2016, 2019), since both
of them are all sky surveys with a huge amount of data.
Among these papers, Marton et al. (2016, 2019) pro-
vide the largest number of YSOs; however, they adopt
all previously identified YSOs determined with different
criteria, which may not be self-consistent. In order to
obtain more unambiguously confirmed YSO sources to
derive the star formation rate in molecular clouds under
various conditions (Chiu, & Lai in prep.), it is therefore
better to train a machine learning model solely based
on a self-consistent theory and varied by the “ground
truth” independently. Here, ground truth is an idea
in machine learning indicating the correct answer to a
specific question. Furthermore, for a deeper physical
understanding of star formation, it is also necessary to
identify the most important features for a YSO. There-
fore a systematic comparison between different features
are critical.
In this paper, we develop a supervised machine learn-
ing algorithm, Spectrum Classifier of Astronomical Ob-
jects (SCAO), based on Convolutional Neural Networks
(CNN) solely trained from SEDs to classify three basic
types of astronomical objects: star, galaxy and YSO.
The database of our SED sources are composed of ob-
servational data from 2MASS, UKIDSS, and Spitzer (see
Sec. 2). It is well-known that a higher performance ma-
chine learning model relies not only on the amount of
data, but also strongly relies on the quality of the data.
It is usually believed that Spitzer can provide a better
result than ALLWISE at mid-infrared wavelengths due
to the longer exposure time giving a higher signal to
noise ratio, although ALLWISE provides a fairly larger
number of samples for YSO classification (Marton et al.
2019). Using data carefully labeled by previous work
(Evans et al. (2007); hereafter the c2d method in this
paper), we used SCAO to obtain an average accuracy of
more than 95% for YSOs and more than 98% for stars
and galaxies, fully reproducing previous results without
any a priori knowledge.
After successfully reproducing the previous results
with SCAO, we compared results obtained by differ-
ent models to understand important physical features
of the SEDs. For example, we show that the classi-
fication can be also well-performed when the distance
effect is fully removed by using normalized SEDs. This
indicates that the different physical structures of galax-
ies and YSOs can still be well recognized by the nor-
malized SED, even if their normalized SED profiles are
quiet similar. A high prediction accuracy for YSOs
can also be retrieved by using SEDs comprised of only
three bands (IRAC 3, IRAC 4, and MIPS 1), where
the extinction effect is almost negligible. This implies
that even though these broad-band observations do not
cover the wavelength range from 10µm < λ < 20µm, in-
cluding some important features, like silicate absorption
(Draine 2003), SCAO could still correctly distinguish
YSOs and galaxies from stars. In fact, we compare the
predicted results to sources in extragalactic regions, as
well as to known YSOs, and find an extremely agreement
with these ground truth. Additionally, we find 136689
YSO candidates when using Spitzer Enhanced Imaging
Products (SEIP), which is the most complete catalog of
Spitzer observations with ∼42M samples.
2. DATA
Throughout this paper, we train and test our mod-
els to classify infrared sources by using their spectral
energy distributions. We include eight energy bands in
total, covering J, H, and K/Ks in the near infrared, four
IRAC bands and the MIPS 1 band in the mid-infrared
(Table 1). These bands contain emission from both stel-
lar components and dust components which can help to
distinguish YSOs from galaxies and/or stars.
2.1. Sources of data
The sources we used to test and validate our SCAO
models are from two Spitzer legacy programs, Molecular
Cores to Planet-forming Disks (c2d) and the Spitzer
3Figure 1. Locations of datasets in the all sky map. The
background image shown in the galactic coordinate system
is dust emission at 545GHz from the Planck Legacy Archive.
ElAIS N1 is located off the galactic plane, where almost no
YSOs exist. The other regions are near molecular clouds and
might have more YSOs.
Observatories Band systems λ project
(µm)
2MASS/UKIRT UKIRT J 1.235 2MASS/UKIDSS
2MASS/UKIRT UKIRT H 1.662 2MASS/UKIDSS
2MASS/UKIRT UKIRT K 2.159 2MASS/UKIDSS
Spitzer IRAC 1 3.550 c2d/SWIRE
Spitzer IRAC 2 4.493 c2d/SWIRE
Spitzer IRAC 3 5.731 c2d/SWIRE
Spitzer IRAC 4 7.872 c2d/SWIRE
Spitzer MIPS 1 24.00 c2d/SWIRE
Table 1. The eight bands of the SEDs used in this paper,
where λ indicates the central wavelength.
Wide-Area Infrared Extragalactic (SWIRE) Survey.
The c2d legacy program, led by Evans et al. (2003),
aimed to study the stellar content of five nearby star-
forming molecular clouds, Chamaeleon II, Lupus I, III,
IV, Ophiuchus, Perseus, and Serpens (hereafter CHA
II, LUP I, III, IV, OPH, PER, SER, respectively). The
SWIRE legacy program, led by Lonsdale et al. (2003),
surveyed several extragalactic regions to study the evo-
lution of dusty star-forming galaxies, evolved stellar
populations, and active galactic nuclei; here we only
use the ELAIS N1 region since it is the only one in the
SWIRE survey used by the c2d method (see Sec. 2.2).
The locations of these regions are shown in Figure 1.
After we train the SCAO models, we apply them to
Spitzer Enhance Image Products (SEIP)1, which lists
all detections with signal to noise ratios higher than 10
(S/N ∼ 10σ) from all available Spitzer images.
1 https://irsa.ipac.caltech.edu/data/SPITZER/Enhanced/
SEIP/docs/seip explanatory supplement v3.pdf
These programs provide catalogs that contain the ob-
servations of sources in four mid-infrared bands (3.6µm,
4.4µm, 5.7µm, 8.0µm) of the IRAC instrument, and
the 24µm band of the MIPS instrument (Werner et al.
2004). To extend the SED to the near infrared, we also
obtain measurements of our sources in J, H, and K/Ks
bands from the Two Micron All Sky Survey (2MASS)
(Skrutskie et al. 2006) and the 10th data release of the
UKIRT Infrared Deep Sky Survey (UKIDSS) 2. These
two surveys use filters with different response functions,
central wavelength λ, and bandwidth ∆λ. To make the
measurements consistent, we convert the 2MASS mea-
surements to the UKIDSS band system using the cali-
bration function described in Hodgkin et al. (2009).
2.2. Actual labels for our model
In order to perform supervised learning to train our
CNN model, we adopt source types from Evans et al.
(2007) as our actual labels. They define three basic
source types for sources with enough number of detec-
tions: star, galaxy, and YSO candidate. Stars are se-
lected by stellar templates, galaxies are the sources oc-
cupying the same regions in several CCDs and CMDs
with extragalactic sources, and YSOs are the non-galaxy
sources in the same CCDs and CMDs. Their approaches
to distinguish these three types of sources are briefly de-
scribed as follows: They first selected stars by fitting
stellar SED templates. Secondly, they construct a pure
galaxy sample by excluding stars from the extragalacitc
region, ELAIS N1. Thirdly, they construct an unnor-
malized galaxy probability function based on the distri-
bution of the pure galaxy sample in several CCDs and
CMDs (see Fig. 3 and Table 1 in Harvey et al. (2007));
galaxies are selected if the probability is greater than a
certain number, then the rest of sources are defined to
be YSO candidates.
From the description above, we see that the sources
classified as “star” by this method contain not only
main-sequence stars but also giant stars (i.e. evolved
stars). The sources classified as “galaxy” by this method
should have SEDs similar to extra-galactic sources in
ELAIS N1 regions. Finally, the sources classified as
“YSO” by this method should have flux excess at in-
frared wavelengths and SEDs not similar to those of
extra-galactic sources. Here, YSOs include all evolu-
tionary stages from Class I, Flat, Class II, to Class III,
defined by Greene et al. (1994). We note that this YSO
2 The UKIDSS project is defined in Lawrence et al. (2007).
UKIDSS uses the UKIRT Wide Field Camera (WFCAM; Casali
et al. (2007)) and a photometric system described in Hewett et al.
(2006). The pipeline processing and science archive are described
in Irwin et al. (in prep.) and Hambly et al. (2008).
4Region Star Galaxy YSO
Chamaeleon II 7516 34 26
ELAIS N1 398 49 0
Lupus I 6783 43 14
Lupus III 16567 32 74
Lupus IV 5067 1 11
Ophiuchus 17408 164 231
Perseus 5869 347 206
Serpens 20297 89 210
Total 79905 759 772
Table 2. The regions and the number of sources labeled
as stars, galaxies, and YSOs by Evans et al. (2007) after
applying our data preparation, see Sec. 2.3
list misses pre-main-sequence stars(PMS) that no longer
have infrared excess (Evans et al. 2009).
2.3. Data preparation
At first, we only consider sources observed in all eight
infrared bands to train and test our SCAO models.
Though, some of these sources may not be detected in
some bands due to the weak photon flux or extinction at
shorter wavelengths. The errors of these non-detected
bands are therefore purely from the thermal noise of the
detector. For sources with non-detections in a certain
band, we assign a flux value of 1/100 of the smallest
reliable flux in that band. This allows us to utilize as
much catalog data as possible without affecting the over-
all quality. We note that catalogs provide upper limits
of fluxes for those non-detections, but these upper lim-
its could not provide reliable information for the classi-
fication of YSOs. For example, some the upper limits
(usually from MIPS 1) could be much higher than the
measurements of other bands, which could seriously bias
the classification results if one treats them the same as
the observed flux. As a result, in this work, we handle
the data preparation in a more systematic process, us-
ing three different criteria for the SEDs: 1) we require
that all four IRAC bands (see Table 1) have detections;
2) the MIPS 1 band, the longest wavelength regime, is
allowed to have non-detections because we know most
stars (> 99%) are usually not detectable in this wave-
length; 3) the JHK bands, the three bands with the
shortest wavelengths, are required to have at least one
band detected because YSOs are generally faint in JHK
bands and the available number of YSO sources is much
less compared to stars. After applying the data prepa-
ration, we obtain 81436 sources in total in our database,
where 79905 stars, 759 galaxies, and 772 YSOs are la-
belled by c2d methods (see Table 2 for the number of
data in different regions).
2.4. Typical SED
In Figure 2, we show some typical SEDs for our
three types of objects: stars, galaxies, and YSOs, to-
gether with their errors for comparison. We can see
that stars can be recognized by their black-body/gray-
body radiation; the peak value is located in the short-
wavelength region with an exponential tail extending to
long-wavelength region. On the other hand, the SEDs
for galaxies and YSOs are quiet different from regular
stars; their profiles usually reveal a double peak struc-
ture. The additional peak in the long-wavelength re-
gion is from the lower temperature dust surrounding the
higher temperature stellar or protostellar objects. The
relative amplitudes of these two peaks can vary in a wide
range, making it difficult to distinguish them by SEDs
alone.
In the lower row of Figure 2, we show the error dis-
tribution for different bands, after normalizing by the
maximum value of their SEDs. One can see that in
general the longest wavelength band, MIPS 1, has the
largest errors compared to other bands. However, we
will see later that this band may contribute most to the
identification of YSOs.
2.5. Flux-Error correlations
We convert and compare the fluxes and errors of each
band to a single regime to investigate whether these er-
rors correlate to their corresponding fluxes in Figure 3.
We find that there are two trends in each panel of Fig-
ure 3. For (a)-(c), the sources located in the upper
trend are observed by 2MASS, while those located in
the lower trend are observed by UKIDSS. Since the
UKIDSS observation has a longer exposure time com-
pared to 2MASS, it gives a lower error for the same flux.
For (d)-(h), the observational data from the c2d legacy
program and SWIRE legacy program are also shown to-
gether: the sources located in the upper trend are from
the c2d legacy program, while the sources in the lower
trend are from the SWIRE legacy program. The obser-
vations from the SWIRE legacy program have a longer
exposure time than the c2d legacy program, and there-
fore give lower error for the same flux.
The error in the flux measurements mainly come from
two origins: thermal error and gain error of the instru-
ment (Evans et al. 2007). The former is almost a con-
stant (depending on the observation time and mechan-
ical limitation of the observatory), while the latter is
from the statistical fluctuation of incoming photons and
proportional to the flux when the flux becomes strong.
Therefore, precisely speaking, the profile of the error dis-
tribution (see the lower row of Fig. 2) also contains the
flux information of these astronomical objects in each
5wavelength. Although the relationship between these
errors and the flux can differ between wavelengths and
observatories. This fact may still provide additional in-
formation/features for the classification of astronomical
objects as we will show below.
*
Figure 2. Typical SEDs (upper row) and their errors (bottom row) for stars, galaxies and YSOs respectively (from left to right
column). Note that, in order to show all results in the same scale, we have normalizied each SED and its error to the maximum
value of SED.
*
3. METHOD
An artificial neural network is an algorithm originally
designed to mimic the architecture of the human brain in
the 1950’s, but was modified and improved to be so-far
the most general and powerful scheme to realize artifi-
cial intelligence after the 2010’s (LeCun et al. 2015).
Its common structure is composed of one input layer
and one output layer, where in between are multiple
hidden layers. In each layer, there are a number of in-
terconnected nodes, referred to as “neurons”, which re-
ceive inputs from other “neurons” in a previous layer
and supply outputs to the “neurons” in the next layer.
Each node performs a weighted sum computation on the
values it receives from the input and then generates an
output using a simple nonlinear transformation function
on the summation.
Convolutional Neural Network (CNN) is a special
structure based on neural networks, where additional
convolutional layers and pooling layers are included to
compute the cross-correlation between different neurons
for a better performance on pattern recognition (See Fig-
ure 4). Different from ordinary applications of CNN in
image recognition, where there can be more than thou-
sands of data points. The number of data points in our
classifier, SCAO, are limited by the energy bands avail-
able for each source. As shown in Table 1, only eight
energy bands contributing to the SEDs are considered
as our input data, and additional errors of the eight
bands can also be included for further comparison. In
other words, different from ordinary pattern recognition,
SCAO is mainly designed to classify the mutual correla-
tion of these SEDs and error patterns, wherein physical
origins might be hidden. We also use other machine
learning algorithms for the same task of classification,
and find that CNN in general works better than others
for this reason. More details can be found in Sec. 5.5.
6Figure 3. Flux-Error plots for all of our data in the eight wavelengths. Red, green, and blue points represent stars, galaxies and
YSOs, respectively. Each panels shows two groups of data: for (a)-(c), the data located in the upper/lower groups are obtained
by 2MASS/UKIDSS; for (d)-(h), the data located in the upper/lower groups are obtained by c2d legacy program/SWIRE legacy
program. More details are described in Sec. 2.5.
Figure 4. The CNN structure used for Model II of our
classifier, SCAO: the first two layers are convolutional layers
with kernel size 1 × 2, and the other two layers are fully
connected layers. Their numbers of neurons in these four
layers are 32, 64, 1024 and 100 respectively. Note that we do
not include pooling layers in our model. The output layers
consist of three types of objects: star, galaxy and YSO.
To carry out the classification, we treat our data as
images with 2*8 pixels, meaning 8 bands with 1 flux
measurement row and 1 error row (i.e. the Model II in
SCAO, see Figure 4). Different from typical treatments,
our CNN model consist of two convolutional layers and
two fully connected layers, see Fig. 4. An activation
function for interpreting and transmitting information
between layers is chosen to be an Scaled Exponential
Linear Unit (SELU) function. The output is expressed
predicted labels
Star Galaxy YSO
actual Star SS SG SY
labels Galaxy GS GG GY
YSO YS YG YY
Table 3. The Confusion matrix for the three types of astro-
nomical objects.
by using the softmax function to normalize the proba-
bility. Here we do not use pooling layers to reduce the
data complexity because the number of data points is
small. As for the training process, we divide our data
into three subsets, 70% for training, 10% for validation
and 20% for test. The validation set is used to evalu-
ate which parameters could give the best performance
during the training process, and the test set is used to
show the performance for the unknown data. The neu-
ron networks are trained for more than 280 epochs in
each run in order to ensure the full saturation of train-
ing accuracy (> 99.99% when applied to the validation
set). Finally, we train each model with ten complete
runs independently, and then use the softmax function
to average the ten probabilities as the final output re-
sult. This can help stabilize our results and improve the
reliability for future applications.
4. RESULTS
7Model Model I (99.7%) Model II (99.9%) Model III (99.6%) Model IV (99.7%)
Data SED SED with error Normalized SED Partial SED
S G Y S G Y S G Y S G Y
S 15947 16 18 15974 1 6 15951 15 15 15948 20 13
G 1 149 2 0 150 2 3 137 12 1 149 2
Y 3 4 147 2 1 151 6 14 134 2 6 146
Precision Recall Precision Recall Precision Recall Precision Recall
S 99.97% 99.79% 99.99% 99.96% 99.94% 99.81% 99.98% 99.79%
G 88.2% 98.0% 98.7% 98.7% 82.5% 90.1% 85.1% 98.0%
Y 88.0% 95.5% 95.0% 98.1% 83.2% 87.0% 90.7% 94.9%
*
Table 4. Summary of the confusion matrix and precision/recall table for the four different models in our SCAO, trained by
four different types of datasets (see the text). For each model, we show the overall accuracy in the top row, and calculate all
results with averaged CNN parameters, which are obtained from 10 independent training processes. S, G, and Y indicate star,
galaxy, and YSO, respectively. The test data contain 15981 stars, 152 galaxies, and 154 YSOs, about 20% of the total objects,
see Table 2.
In this section, we show results obtained by our dif-
ferent SCAO models based on four different types of
input data: Model I, using SEDs only; Model II, using
SEDs with errors; Model III, using normalized SEDs;
Model IV, using SEDs only containing data from the
three bands in the longest wavelength regimes. These
models have different purpose for research: Model I and
Model II are aimed to show that SCAO can be used to
classify objects as proofs of concept. Model III is used to
check whether sources can be classified without any dis-
tance information. Model IV is aimed to check whether
YSOs can be successfully identified with fewer bands.
In order to understand the performance of our four
SCAO models, we apply them to the test data to obtain
confusion matrices, where the predicted results are com-
pared with their actual labels (see Table 3). We have
to emphasize here that the “actual label” is the label
obtained by the c2d method (Evans et al. 2007), which
is based on some existing theories or assumptions as de-
scribed in Sec. 2.2. They may not be strictly correct if
further observations are obtained by better telescopes.
However, since this paper is to develop a general model
based on data alone, we will still assume that these “ac-
tual labels” are correct and will not discuss their validity
here. We will discuss the different results obtained by
SCAO and by the c2d method in Appendix B.
The confusion matrices in our paper are defined in Ta-
ble 3, where each label in the middle (SS, SG, GY etc.) is
the number of objects. For example, SY means the num-
ber of objects with an “actual label” to be a star, but
predicted to be a YSO. In other words, the off-diagonal
terms of this confusion matrix denote the difference be-
tween “actual labels” and “predicted labels”. From this
confusion matrix, the precision and recall can be defined
for each type of objects. For example, the precision (P )
and recall (R) of YSOs are respectively defined as
PY SO =
Y Y
SY +GY + Y Y
(1)
RY SO =
Y Y
Y S + Y G+ Y Y
. (2)
Similar definitions can be also obtained for star (PStar
and RStar) and galaxy (PGalaxy and RGalaxy) respec-
tively. Precision means the percentage to get accurate
result out of all the predicted events, while recall is
the percentage to be predicted from the known objects.
These two quantities are correlated to each other. The
overall accuracy for a given model is defined by the ratio
of diagonal terms with respect to all data:
Acc=
SS +GG+ Y Y
SS + SG+ · · ·+ Y G+ Y Y . (3)
*
4.1. Model I: Classification using SED
We first show the calculated results of Model I, which
is trained and tested by using only the SEDs, i.e. there
are eight data points (for the 8 different bands) in to-
tal for each astronomical object. The corresponding
telescopes and wavelengths are shown in Table 1. We
note that, although their absolute flux amplitudes re-
flect their distance to the earth, their relative amplitude,
8i.e. the profile/shape of the SED structure, contains the
true physical information. In the first column of Table 4
we show the confusion matrix for the predicted results,
compared to their actual labels according to previous
theory (Evans et al. 2007).
In the lower part of this column, we show the calcu-
lated precision and recall for each type of these objects.
One could see that results for stars are extremely good:
both precision and recall are higher than 99%, showing
that the standard SED pattern for a regular star, has
been learned and correctly captured, even though we
did not implement any theoretical equations or assump-
tions in our model. As for galaxy and YSO labels, al-
though both of them can be recalled very well (> 95%),
their predicted values are smaller by several percentages
(∼ 88%). The overall accuracy of Model I is 99.7%, due
to the high precision prediction of stars
The differences in precision and recall can be under-
stood from the first row of their confusion matrix, where
16 stars are predicted to be galaxies and 18 stars pre-
dicted to be YSO. These numbers are several times more
than the reverse cases. Although, these are a very small
amount compared to the total number of stars, but can
seriously affect the prediction of galaxy and YSO, for
their total numbers are not as much as stars. We will
see later that such discrepancy can be recovered when
the observation errors are included.
4.2. Model II: Classification using SED with error
Since the classification process of the c2d method in-
cludes errors, it is also necessary to see if SCAO could
provide better results than Model I, when the observa-
tion errors are included. As a result, we train Model II
with the SEDs and their observational errors (i.e. there
are sixteen data points in total for each astronomical
object) for comparison. The obtained confusion matrix
as well as the precision/recall are shown in the second
column of Table 4.
Naively speaking, measurement uncertainties (errors)
seem to have nothing to do with the nature of the light
sources, but instead are only present due to the mechan-
ical uncertainty. As shown in Figure 3 and explained in
Sec. 2.5, the observation uncertainty is actually corre-
lated to the amplitude of flux through simple photon
statistics and therefore could be also considered as ad-
ditional data input. If the error bar of a measurement
is comparable to or even larger than its mean value, it
indicates that the measured mean value (i.e. the flux) is
not reliable and one may interpret the whole SED dif-
ferently for the classification (for example, a galaxy may
be identified as a star or vice versa). This is indeed also
what happens in the classification of the c2d method
(Evans et al. 2007), and therefore has been learned and
recovered in our Model II through the input data.
We can see that when we include errors in the training
process, the confusion matrix becomes almost diagonal,
meaning the misprediction of stars, galaxies, and YSOs
become much less, and therefore the precision and recall
become better than in Model I (Table 4). This result
shows that our SCAO could successfully recover almost
all the results obtained by the c2d legacy project, which
was guided by some theoretical assumptions (Evans et
al. 2009). We apply Model II on sources extracted from
the Spitzer Enhanced Imaging Products (SEIP) cata-
log, and obtain 54445 YSOs from 0.66M SEIP sources
using the same criteria described in Sec. 2.3. Our YSO
candidate list is shown in Appendix A.
4.3. Model III: Classification using normalized SED
In the third column of Table 4, we show the confu-
sion matrix as well as precision/recall obtained by Model
III, which is trained and tested by using the SEDs nor-
malized by their maximum value without the error, i.e.
there are eight data points (for the 8 different bands with
1 flux measurement) in total for each astronomical ob-
ject. There is a slight possibility that fainter stars/YSOs
or brighter galaxies can be confused in other models. So,
the motivation of Model III is to remove the distance
effect from the overall flux amplitude and investigate
whether our SCAO model could differentiate the SED
pattern of a galaxy from that of a YSO. Due to the limi-
tation of observation sensitivity, all the observable stars
or YSOs should be within our galaxy, while all galaxies
are certainly much further away. In other words, their
SEDs may be distinguished simply based on their abso-
lute brightness, even though their profiles are similar to
each other (see Fig. 2).
In the resulting confusion matrix shown in the third
column of Table 4, we can see that the off-diagonal el-
ements are more than their values obtained by SEDs
only in the first column. The precision and recall of
galaxy and YSO are therefore reduced as expected due
to their similar profiles. However, we surprisingly find
that SCAO could still get a good precision (> 80%)
to distinguish YSOs from galaxies and stars. In other
words, even though the distance effect has been com-
pletely removed in the normalized SEDs, there may
still exists some hidden structures distinguishable by our
SCAO model that could be critically important for clas-
sifications if the SEDs are too similar to each other. Fig-
uring out how to extract these hidden structures in nor-
malized SEDs can provide further information for un-
derstanding the star formation process.
9Figure 5. The 3D log-log-log plot of all data in the last
three SED bands (IRAC 3, IRAC 4, and MIPS 1). Red,
Green and Blue dots represent Stars, Galaxies, and YSOs
respectively. One could see that these three types of objects
are quiet well separated in such 3D space, showing why data
from these three bands play the most important roles to dis-
tinguish them, even though SEDs of shorter wavelengths are
not included at all.
4.4. Model IV: Classification using partial SED
Although the performance of our Model I and Model
II are very good, reproducing almost all the results ob-
tained by c2d method, their application are still limited
by the fact that most of the sources are not full-band
detected. In order to extend the application regime, it
is reasonable to check if we could get a reasonably good
performance from a model with fewer number of bands.
We have tried all possible three band combinations, and
found that the best combination is obtained by SEDs of
IRAC 3, IRAC 4 and MIPS 1, the three bands in the
longest wavelength regime in our database. Thus, we
conclude that IRAC 3, IRAC 4 and MIPS 1 provide the
most important information for identifying YSOs, and
we construct Model IV trained with the data from these
three bands.
In the last column of Table 4, we show the confusion
matrix as well as precision/recall obtained by Model IV,
which is trained and tested by using the SEDs only con-
taining data points from the three bands in the long
wavelength regime (IRAC 3, IRAC 4, and MIPS 1), i.e.
there are three data points (for the 3 different bands
with 1 flux measurement) in total for each astronomi-
cal object. The obtained precision for predicting YSOs
can be above 90%, even higher than the results using
the full (eight) SED bands in Model I. On the other
hand, the precision and recall for the other two types
(star and galaxy) are reduced only slightly. This indeed
reflects the fact that the extinction effect is stronger at
shorter wavelengths, making the CNN model confused
when including the whole eight band SED.
In order to visualize above results more precisely, in
Fig. 5 we show a 3D plot for the fluxes of these three
bands. We can see that these three types of objects are
well separated in 3D space, and can therefore be easily
classified by SCAO. However, their distribution cannot
be easily separated if we project onto the axis of a single
wavelength (see Fig. 3).
In fact, we have also checked the results using the
three bands in the short wavelength regime, but could
not achieve a precision and recall above 80%. Our re-
sults strongly suggest that for the observation of YSOs,
the SED features from at longer wavelengths (5.7µm <
λ < 24.0µm), where the major contribution is domi-
nated by the cold dust around the stellar cores, are
much more important than those at shorter wavelengths,
even though the observational uncertainty of the lat-
ter is much smaller. An obvious and reasonable expla-
nation is because of the well-known silicate absorption
within this wavelength regime (Draine 2003), which is
strong evidence for a YSO source. Though, this feature
cannot be observed in the present broad-band observa-
tions. We also apply Model IV on sources extracted
from the Spitzer Enhanced Imaging Products (SEIP)
catalog, and obtain more than 0.12M YSOs from 1.4M
sources. For these sources, we applied another selec-
tion criteria since the labels predicted by Model IV only
use three bands giving more classified sources. We re-
quire sources that were observed in IRAC 3, IRAC 4,
and MIPS 1 bands, and detected in IRAC 3 and IRAC
4 bands, i.e. non-detections in MIPS 1 is allowed. We
then assign a flux value of 1/100 of the smallest reliable
flux to non-detections in that band. Our YSO candidate
list is shown in Appendix A.
5. DISCUSSION
5.1. Discrepancies of predicted results by SCAO and by
c2d method
We have shown that the actual labels of these objects
are almost fully captured by SCAO when all SED bands
and their errors are included (see Model II). However,
there are still some discrepancies, whose SCAO labels
are not consistent with the actual labels. Since the “ac-
tual labels” are not necessarily the “ground truth”, it
will be very instructive to look into these discrepancies
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in more details and check which of the two labels is closer
to the nature of the source.
We list the 72 sources with different labels predicted
from the c2d method and from SCAO (Model II) in Ta-
ble 12 of Appendix B. In order to understand if these
discrepancies are due to the failure of our model or due
to the mislabeling provided by the c2d method, we use
identities in the SIMBAD3 database to rank the con-
fidence of our models. Among these 72 sources, only
14 have identifications in the SIMBAD database; seven
of them match our classifications, five of them match
c2d labels, the other two are neither stars, galaxies, nor
YSOs.
For more information about this comparison, we use
the data in the catalogue and our knowledge in astron-
omy to rank all 72 sources into three confidence lev-
els for the results of SCAO: high, medium, and low.
Higher/lower confidence level means the prediction by
SCAO is more/less reliable. The astronomical knowl-
edge we use here includes the following: (1) the iden-
tifiers obtained from SIMBAD, (2) the shapes of the
SEDs for each source type (labels), (3) the extinction
maps. Among these 72 discrepancies, 37 sources are
ranked high confidence, 27 sources are medium confi-
dence, and only 8 sources are low confidence. As a re-
sult, it appears that SCAO makes better judgement than
the c2d method. However, we have to emphasize that
both models and our human judgement may not per-
fectly reveal the nature of sources. It is worth exploring
further for such comparison when more observation re-
sults are available. For more details of our evaluation,
see Appendix B.
5.2. Extinction effects
Many sources in the c2d catalog are embedded in
or behind molecular clouds, meaning the SEDs suffer
from extinction. The extinction effect would change
the shapes of the SEDs, since dust grains in molecular
clouds absorb more emission at shorter wavelengths. In
order to know whether the extinction effect biases our
predictions, we use the extinction values given by Near-
Infrared Color Excess Revisited technique (NICER;
Lombardi, & Alves 2001; Meingast et al. 2017) and
the observed fluxes of our sources to calculate their in-
trinsic fluxes, to create a new dataset. Then we train
and test our SCAO model on this dataset, and compare
to the results of Model II in Table 4. We find that the
3 SIMBAD stands for the Set of Identifications, Measure-
ments and Bibliography for Astronomical Data, which is an as-
tronomical database developed and maintained by CDS, Stras-
bourg (Wenger et al. 2000). The official website: http://simbad.u-
strasbg.fr/simbad/
Regions Model Star Galaxy YSO Error Rate
CDFS
II 433 855 3 0.23%
IV 11811 19818 12 0.04%
ELAIS N2
II 261 410 7 1.03%
IV 3743 8804 16 0.13%
ELAIS S1
II 128 496 4 0.64%
IV 2473 7818 12 0.12%
Lockman
II 712 1126 8 0.43%
IV 11658 23442 17 0.05%
XMM-LSS
II 491 1169 10 0.60%
IV 10238 17734 22 0.08%
Total
II 2025 4056 32 0.52%
IV 39923 77616 79 0.07%
Table 5. The SCAO predicted numbers of stars, galaxies
and YSOs in SWIRE-defined extra-galactic regions, where
there should be no YSO at all. The last percentage shows
the errors of SCAO. Note that the total number of objects
classified by Model IV are more than those by Model II,
because the later requires SED observation of full 8 bands.
Regions Model Star Galaxy YSO Recall of YSO
An et al. II 0 0 23 100%
(2011) IV 0 0 30 100%
Furlan et II 0 2 99 98.2%
al. (2016) IV 0 11 275 96.15%
Table 6. The SCAO predicted number of stars, galaxies
and YSOs on spectroscopically-confirmed YSOs. Note that
the total number of objects classified by Model IV are more
than those by Model II, because the later requires SED ob-
servation of full 8 bands.
predicted results of this model are almost the same as
those given by Model II, except that there are 16 sources
predicted differently than in the c2d method. Whereas
before, 12 of them were predicted differently by Model II
than in the c2d method. The overall accuracy is 99.90%
with the YSO precision and recall to be 93.71% and
96.75%, respectively. These numbers are slightly lower
than the results of Model II, indicating that the most
important contribution of SEDs for identifying YSO is
those bands in the long wavelength regime where the
extinction effect is negligible. As a result, we could con-
clude that extinction effects are not significant in the
application of SCAO.
5.3. Validation of SCAO
Although we have shown that SCAO can reproduce
almost all of the classifications given by the c2d method
and can be extended to more sources by using three
bands only in the mid-infrared region, it is helpful to
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compare the predicted results from those known sources
with the ground truth. Here we consider two indepen-
dent approaches for the comparison of YSO prediction.
We first apply SCAO to classify astronomical objects
using SEIP sources located in five SWIRE-defined ex-
tragalactic regions, which are cloudless and should have
no YSOs (Table 5). ELAIS N1 region is not included
since we train our models with sources from there. In
the last column of Table 5 we show the error rate of
SCAO model predictions for YSOs. We find the error
rate of Model II is in general less than 1%, while the
error rate of Model IV is even lower than 0.1%. One of
the possible reason is that Model IV requires only three
bands for the classification and therefore could be ap-
plied to many more sources. This result shows that our
SCAO, especially Model IV, can have extremely good
precision in the search for YSOs.
Additionally, we apply SCAO to classify spectroscop-
ically confirmed YSOs obtained from An et al. (2011)
and Furlan et al. (2016) (Table 6). Our results show
that all YSOs in An et al. (2011) and 96.15% of them
in Furlan et al. (2016) are correctly identified. This im-
plies our SCAO also has a very good recall rate on YSOs.
Both two results support our previous claim that SCAO
does learn some essential aspects for the classification of
YSOs and the high precision/recall are independent of
source region or training dataset. Moreover, our Model
IV with only three bands (IRAC 3, IRAC 4 and MIPS 1)
can certainly be applied to more sources than Model II
with good accuracy even when compared to the known
ground truth.
5.4. Comparison of the classification results with
Marton et al. (2019)
SCAO has been thoroughly tested with our dataset, as
well as compared with the ground truth for both cloud-
less regimes (no YSOs) and for known YSOs. Never-
theless, it is important to check how our results are
consistent with results using similar machine learning
methods. To achieve this purpose, we compare the pre-
dictions of our SCAO to the all-sky-source predictions
provided in Marton et al. (2019), where the authors con-
structed two supervised random forests, model L and
model S, to classify infrared sources using fluxes from
certain bands. Model L uses fluxes of bands ranging
from visible light to middle infrared, include G band in
Gaia DR2, JHK bands in 2MASS, and 4 WISE bands
in ALLWISE. Model S uses fluxes of the same bands of
model L except WISE 3 and WISE 4, in order to get
rid of possible spurious detections (Marton et al. 2016,
2019; Koenig, & Leisawitz 2014). We note that the def-
inition of our source type “star” actually includes both
Model L
MS ES MS+ES G Y
M
o
d
el
II S 3618 220670 224288 897 23945
G 52 584 636 257 1585
Y 70 11261 11331 83 14594
Table 7. The confusion matrix comparing the classifications
of Model II to Model L in Marton et al. (2019). Here MS in-
dicates “main-sequence stars”, ES indicates “evolved stars”,
and MS+ES indicates the total number of main-sequence
stars and evolved stars.
main-sequence stars (MS) and evolved stars (ES), and
therefore we will add the numbers of MS and ES pro-
vided by Marton et al. (2019).
We first compare the predictions of our Model II with
Model L on sources of SEIP catalogs, since they have
similar wavelength coverage, and the results are in Ta-
ble 7. As described above, we add numbers of MS and
ES together for comparison. One can see that there are
obvious discrepancies in all three types of objects. We
speculate that the disagreement between Model L and
Model II mainly comes from the fact that Marton et al.
(2019) takes almost all available YSO candidate lists for
the training process from all YSO-related Spitzer pub-
lications and the SIMBAD database. It is well-known
that different methods have different standards/criteria
on classifications and could reduce the internal consis-
tency. Also, the c2d method we adopted for our training
labels is known to be one of the most restrictive meth-
ods, since it excludes sources with any possibility to be
stars or galaxies. In order to understand the internal
consistency of these two approaches, we show the confu-
sion matrix between our Model II and Model IV in Ta-
ble 8. The overall consistency can be calculated from the
ratio of the diagonal terms (correctly predicted by both
Models) to the summation of total number of objects.
We find it is as high as 96.8%. This value is reduced to
93.8% when comparing Model L and Model S provided
in Marton et al. (2019). Furthermore, the YSO recall
and precision of Model L are 93.5% and 90.68%, respec-
tively. Both are lower than Model II by 5%. The recall
and precision of Model S and Model IV are comparable,
with 93.14% recall and 91.78% precision for Model S. To
sum up, we suppose the internal consistency of SCAO
models is slightly higher than Model L and Model S.
5.5. Comparison of the performance with other
machine learning algorithms
Although our SCAO, developed based on a CNN al-
gorithm, can have good performance to classify YSOs
in different types of SED data (see Table 4) , there is
still a reasonable question about whether other simpler
12
Model IV
S G Y
M
o
d
el
II S 248973 157 0
G 510 1373 595
Y 9522 142 16344
Table 8. The confusion matrix comparing the classifica-
tions of Model II to Model IV.
Model S
MS ES MS+ES G Y
M
o
d
el
L
MS 3189 118 3307 2 431
ES 141 224092 224233 285 7997
MS+ES 3330 224210 227540 287 8428
G 1 1052 62 1052 123
Y 42 8038 8080 111 31933
Table 9. The confusion matrix comparing the classifica-
tions of Model L to Model S.
machine learning algorithm, such as fully connected net-
works (FCN) or support vector machines (SVM), can
also perform as well for the same task. For comparison,
we also use the same training data and the same training
process as described in Sec. 3 to get classification results
for these algorithm.
What we find is, for a model based on SVM, the pre-
dicted results are far below the results of our SCAO
(based on CNN). The recall of YSO is 20% less even us-
ing the full SED bands and/or with observation errors.
Most incorrectly predicted YSO are classified to be stars.
It shows that even though the SED profiles are quiet
simple, compared to ordinary figures for pattern recog-
nition, the correlation between observed flux in different
bands are still high, and therefore a statistics-based al-
gorithm, like SVM, could not work well.
On the other hand, we do find that the standard
FCN could also classify YSOs from stars and galaxies
very well (especially when using full band SED with
or without errors), although the overall performance is
still slightly less than CNN. For example, in Model III,
where all SEDs are normalized and only relative am-
plitudes of fluxes in different bands are relevant, FCN
model just give 80.0%/84.2%. for the precision/recall of
YSOs, about 3% less than the results of our Model III.
5.6. Predicted distribution regime in the flux space.
In Sec. 4.4, we have shown that our Model IV could
provide accurate predictions for stars, galaxies and
YSOs by using only three band SEDs (IRAC 3, IRAC
4 and MIPS 1). This can be clearly understood by
showing the distribution of all sources in our dataset in
a 3D flux space (Fig. 5). Based on Model IV, we can
determine whether a source is a YSO simply by their
IRAC 3, IRAC 4, and MIPS 1 fluxes. Fig. 6 shows
the minimum MIPS 1 flux required to be a YSO with
given IRAC 3 and IRAC 4 fluxes. Although this plot
could not fully exclude the tiny possibility to find a YSO
with MIPS1 flux lower than the ”minimum” value since
the accuracy is not 100%, it is still a convenient tool
for new observations and an important benchmark for
future theoretical works.
Figure 6. The minimum MIPS 1 fluxes of sources being
YSO using Model IV. Red dots indicate the YSOs we use in
training process (Sec. 2.3).
6. CONCLUSION
In this paper, we construct a new machine classi-
fier, SCAO, to classify three major astronomical objects:
stars, galaxies, and YSOs, based on their SEDs through
Convolutional Neural Networks. Different from previous
classifiers, our model is trained by labeled data without
any theoretical knowledge or assumptions, and provides
excellent results with very high precision and recall. The
classification is trained from four different kinds of input
data in order to satisfy different datasets for different re-
search purposes (see Table 4). By investigating the clas-
sification results of normalized SEDs, we demonstrate
that YSOs can still be well differentiated from galaxies
even when the distance effects are completely removed.
We show that the major features comes from the flux
in the longer infrared wavelengths, reflecting the impor-
tance of dust components. To test the performance of
SCAO, we apply our models on sources located in extra-
galactic regions, and the number of incorrectly predicted
YSOs is negligibly small. On the other hand, our models
can also recover more than 95% of the YSOs from two
confirmed YSO lists. We also compare our model II to
the model L of Marton et al. (2019), and find that the
consistency between the two models is ∼86%; we spec-
ulate that our model trained with a single method for
source identifications would have higher internal consis-
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tency. Our results show that the pattern recognition of
SED structure can be applied to differentiate YSOs from
galaxies and stars, and provide an independent approach
to investigate the physical mechanism behind the exist-
ing star formation theory. We provide a website to allow
people to use SCAO models and classifications easily at
http://scao.astr.nthu.edu.tw.
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APPENDIX
A. SCAO YSO CANDIDATE LIST FROM SPITZER ENHANCED IMAGING PRODUCTS
Coordinate Model II Model IV
R.A. Dec. Star Galaxy YSOc Star Galaxy YSOc Star Galaxy YSOc Star Galaxy YSOc
(deg.) (deg.) prob prob prob sem sem sem prob prob prob sem sem sem
0.358586 13.112788 0.000 0.478 0.521 0.000 0.114 0.115
1.013871 68.654612 0.000 0.000 1.000 0.000 0.000 0.000 0.003 0.099 0.898 0.002 0.094 0.094
8.925423 -74.209910 0.301 0.000 0.699 0.145 0.000 0.145 0.999 0.000 0.001 0.001 0.000 0.001
Table 10. SCAO YSO candidates list. Each row represents a source in SEIP catalog, and these columns show the coordinates
in the SEIP catalog, probabilities obtained from Model II, and probabilities obtained from Model IV. If the label of a source
can only be predicted by one model, the other probability column is left blank.
Note—This table is available in its entirety in a machine-readable form in the online journal. A portion is shown here for
guidance regarding its form and content.
We apply SCAO to the Spitzer Enhanced Imaging Products (SEIP), which is the most complete Spitzer source
catalog, and provide a YSO candidate list in Table 10. We only use Model II and Model IV since Model II makes
the most accurate predictions and Model IV provides the largest number of predictions among our models. The
classification of each source is derived from the average probability from ten runs. We also calculate the standard error
on the mean probability with the following equations:
prob = p¯ =
1
N
N∑
i=1
pi, sem =
σ√
N
=
√∑N
i (pi − p¯)2
N
(A1)
where prob indicates the average probabilities of certain labels, sem indicates the standard error on the mean proba-
bility, N is the number of probabilities (N=10 in our case), σ indicate the standard deviation on the mean probability.
B. ANALYZING DISCREPANCIES OF SCAO PREDICTIONS AND PREVIOUS THEORIES
In Table 12, we list 72 sources whose predictions given by SCAO (Model II, using SED with error) do not agree with
the actual labels given by the c2d method. In order to classify the whole dataset, we first divide our dataset into five
subsets, S1 · · ·S5, where each of them contain 20% of data for each type of sources. We then choose S1, for example,
as the test set, and use the other four sets for training and validation. After getting the predicted results for all of
the sources in S1 by averaging results from 10 runs (see caption of Table 4), we then start training Model II again by
using S2 as the test data and so on, until the whole dataset (S1 · · ·S5) is classified by our models individually.
In order to examine whether SCAO can make more accurate predictions than the c2d method, we use our human
judgements based on our knowledge (Sec. 5.1). First, we list the characteristics of the sources that influence our
judgements (Sec. B.1) and also obtain the identifiers from the SIMBAD database (Sec. B.2). Then, we determine the
source types based on the characteristics and identifiers (Sec. B.3).
Finally, we give the confidence levels of SCAO (Sec. B.4). In Table 12, we list the following information for these 72
discrepancies: column 1&2 are the R.A. and Dec. of the source, column 3 is the actual label given by the c2d method,
column 4 is the predicted label given by the SCAO model, column 5–7 are the star probability, galaxy probability, and
YSO probability given by the SCAO model, column 8 is the characteristics of the sources, column 9 is the identifier
given by the SIMBAD database, column 10 is our human judgement of the source type, and column 11 is the confidence
level of the SCAO model.
B.1. Characteristics
In the Characteristics column in Table 12, we list the characteristics found in the data which would influence our
judgements. There are eight possible characteristics:
(i) SCAO uses new JHK data from UKIDSS, while the c2d label is based on old 2MASS JHK data.
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(ii) The SED is consistent with the typical stellar spectra after applying extinction correction.
(iii) The fluxes in IRAC 4 and MIPS 1 are stronger than in JHK band.
(iv) The SED in shorter wavelengths is consistent with the typical stellar spectra. However, the flux in IRAC 3,
IRAC 4, and MIPS 1 do not follow the Rayleigh-Jeans law.
(v) No decisive characteristic is found in the SED data.
(vi) The source is located in high extinction regions (AV > 10).
(vii) The signal-to-noise ratio of flux in one or more bands is lower than 3.
(viii) The source type from the SIMBAD database is neither star, galaxy, nor YSO.
B.2. Identifiers
We obtain the identifiers or source types from the SIMBAD database for these sources. If the source types are
confirmed by more than ten references, we trust the source types provided by the SIMBAD database. For sources
with less than 10 references, SIMBAD source type will be used if the source is spatially resolved in the given reference
papers; otherwise, we will trust our human judgements in the following section.
B.3. Human judgements
Here we use three examples to show how our human judgement works to evaluate the confidence level of those 72
sources (Table 12), which are classified differently by SCAO and c2d method. The SED structures and other related
information of these three sources are shown in Figure 7 and Table 11). We determine the source is a star if it has
Char. (ii) (blue); we determine the source is a galaxy if it has Char. (iii) and no Char. (vi) (green); we determine the
source is a YSO if it has Char. (iv), or has both Char. (iii) and Char. (vi) (red). For the sources that have Char.
(v), it is difficult to make judgements on their source types based on our knowledge and data, thus we classify them
as “N” for no judgement.
Figure 7. SEDs of sources for the three examples. Points indicate the fluxes in those bands. Label of each source shows the
classification from our human judgement and then the coordinate.
B.4. Confidence levels
The confidence levels indicate that how much we trust the prediction by SCAO. We use three levels of confidence:
high, medium, and low. High level means that the result predicted by SCAO is consistent with our human judgement
according to other information/knowledge; Medium level means either SCAO or our human judgement is confused;
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R.A. Dec. J H K IRAC 1 IRAC 2 IRAC 3 IRAC 4 MIPS 1 Extinction Human jdg
(deg.) (deg.) mJy mJy mJy mJy mJy mJy mJy mJy Av –
246.8052355 -24.6926085 0.152 10.3 84.9 231 193 198 113 12.3 12.09±0.36 star
192.2440535 -76.6983319 1.48 2.33 2.49 1.69 1.32 1.99 14.1 26.1 1.43±0.20 galaxy
52.2612967 31.3181834 0.0956 0.769 2.61 4.11 4.44 3.50 1.96 1.91 9.97±0.41 YSO
Table 11. Three sources used for the explanation of our human judgements. For each source, we show the coordinate, SED,
extinction, and the classification from our human judgement. Their SEDs are shown in Figure 7.
Low level means that SCAO and our human judgement give different predicted labels. Note that in the last sentence,
we said SCAO is “confused” if it gives none of the three source types over 90% probability, although it may still give
prediction based on the largest probability.
Table 12. The predicted probabilities by SCAO and our confidence levels for the 72 sources, which do not agree with the
results predicted by the c2d method.
No. R.A. Dec. c2d SCAO Star Galaxy YSO Char. Identifier Human Conf.
(deg.) (deg.) label label prob. prob. prob. jdg level
1 51.9109468 30.2267923 YSO galaxy 0.000 0.720 0.280 i, v N high
2 52.2752091 30.5108863 YSO galaxy 0.000 1.000 0.000 i, iii galaxy high
3 55.6854175 31.9996269 YSO galaxy 0.104 0.602 0.294 i, v N high
4 56.1358416 32.1451059 star YSO 0.009 0.000 0.991 iv V* V913 Per YSO high
5 56.1472706 32.4769952 YSO galaxy 0.000 1.000 0.000 i, iii galaxy high
6 57.1331776 32.9280371 galaxy YSO 0.100 0.272 0.628 vii, viii HH366E1 HH high
7 192.2440535 -76.6983319 YSO galaxy 0.000 0.998 0.002 iii galaxy high
8 192.9053460 -77.3038610 star galaxy 0.236 0.764 0.000 v N high
9 236.2412321 -34.3943115 galaxy YSO 0.000 0.160 0.840 v N high
10 240.1906963 54.3912301 galaxy star 0.501 0.499 0.000 v N high
11 241.1201301 53.9331925 star galaxy 0.324 0.676 0.000 v N high
12 241.7191427 55.2035906 star galaxy 0.354 0.646 0.000 v N high
13 242.9195751 -38.2289287 star galaxy 0.122 0.878 0.000 v, vii N high
14 243.2006283 -38.0315972 star YSO 0.394 0.002 0.604 v N high
15 246.2209049 -25.0989408 YSO star 0.746 0.000 0.254 v N high
16 246.3838030 -23.9006251 YSO star 0.517 0.085 0.398 viii Elia 2-10 AGB high
17 246.6549034 -23.9005194 star YSO 0.203 0.003 0.795 v N high
18 246.9201269 -24.4835119 galaxy YSO 0.000 0.010 0.990 i, iv, vi YSOa YSO high
19 246.9386882 -24.0977792 star galaxy 0.220 0.780 0.000 i, v N high
20 249.1668343 -24.2176255 galaxy star 0.691 0.309 0.000 i, v N high
21 250.0098756 -24.0307242 star YSO 0.478 0.002 0.520 v N high
22 276.9976086 0.5282902 YSO galaxy 0.000 1.000 0.000 iii galaxy high
23 277.1017903 0.4474948 star YSO 0.106 0.000 0.894 v N high
24 277.1556775 0.3243534 star YSO 0.144 0.000 0.856 v N high
25 277.1913947 -0.1312722 star galaxy 0.304 0.696 0.000 i, v N high
Table 12 continued
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Table 12 (continued)
No. R.A. Dec. c2d SCAO Star Galaxy YSO Char. Identifier Human Conf.
(deg.) (deg.) label label prob. prob. prob. jdg level
26 277.1933962 -0.1142890 galaxy YSO 0.003 0.107 0.890 i, v N high
27 277.2137720 0.2927743 galaxy YSO 0.154 0.318 0.529 i, v, vi N high
28 277.2744215 0.1175064 YSO star 0.997 0.000 0.003 ii star high
29 277.2851078 -0.4385046 star YSO 0.199 0.053 0.747 v N high
30 277.3042187 1.1169280 star YSO 0.358 0.001 0.641 v N high
31 277.3402061 0.7201317 galaxy YSO 0.165 0.100 0.735 i, v N high
32 277.4489484 1.0267282 galaxy YSO 0.000 0.218 0.782 i, v N high
33 277.4601129 0.4645771 star galaxy 0.368 0.632 0.000 i, v N high
34 277.4715178 1.2077002 YSO galaxy 0.000 0.640 0.360 vi, viii Brown Dwarfb BD high
35 277.4941113 0.8822804 star YSO 0.292 0.000 0.708 v N high
36 277.5025232 1.2556671 star YSO 0.011 0.000 0.989 iv, vii CK 2 YSO high
37 277.5965963 1.3317393 YSO galaxy 0.376 0.495 0.129 i, v N high
38 52.2612967 31.3181834 star YSO 0.343 0.000 0.657 i, iv, vi YSO medium
39 55.1145512 31.7209232 galaxy YSO 0.030 0.000 0.970 i, v N medium
40 56.0353632 32.1212405 star YSO 0.484 0.000 0.516 v HD 281160 star medium
41 56.0797337 32.2883878 YSO star 0.700 0.000 0.300 ii *omi Per star medium
42 56.8795218 32.6238774 star galaxy 0.142 0.858 0.000 i, iii galaxy medium
43 195.0546102 -77.5719069 galaxy YSO 0.000 0.285 0.715 iii galaxy medium
44 235.4780464 -33.9872709 star YSO 0.328 0.000 0.672 ii, vii star medium
45 235.6248515 -34.5104114 galaxy YSO 0.000 0.388 0.611 iii galaxy medium
46 235.6680017 -34.2286105 YSO star 0.675 0.000 0.325 ii star medium
47 242.6295363 -38.3806514 galaxy YSO 0.000 0.430 0.570 iii galaxy medium
48 245.3589623 -23.9212587 star YSO 0.005 0.009 0.986 v N medium
49 246.2223869 -23.7700627 star YSO 0.051 0.002 0.947 v N medium
50 246.5066542 -24.4958165 star YSO 0.312 0.002 0.686 v, vi T-Tau type starc YSO medium
51 246.8052355 -24.6926085 YSO star 0.893 0.000 0.107 i, iv, vi [GY92] 232 YSO medium
52 246.9306556 -24.0312481 galaxy star 0.886 0.100 0.014 i, iii galaxy medium
53 248.1129304 -24.8120016 YSO star 0.801 0.001 0.198 ii star medium
54 248.2607874 -24.3779700 star YSO 0.204 0.000 0.796 ii Elia 2-44 star medium
55 248.6936090 -24.6077538 star YSO 0.410 0.000 0.590 ii star medium
56 277.2194384 0.4734180 star YSO 0.328 0.000 0.672 ii, vi, vii star medium
57 277.2507409 0.4935024 galaxy YSO 0.000 0.166 0.834 i, iii, vi YSO medium
58 277.2847925 0.5091804 galaxy YSO 0.002 0.091 0.908 i, vi, viii MHO 2234-H1 HH medium
59 277.3036880 0.1632503 YSO galaxy 0.010 0.978 0.012 i, v N medium
60 277.3115182 -0.0732477 star YSO 0.100 0.002 0.898 ii star medium
61 277.3775315 0.9847881 galaxy YSO 0.003 0.099 0.898 i, v N medium
62 277.3888768 1.1383727 YSO galaxy 0.007 0.863 0.130 i, iii galaxy medium
63 277.4218578 0.7915682 YSO galaxy 0.000 0.813 0.187 i, iii galaxy medium
64 277.5613789 0.7963906 star YSO 0.403 0.059 0.538 ii star medium
65 54.9819405 31.9258860 star YSO 0.000 0.200 0.800 ii, vii HD 278942 star low
66 54.9831185 31.7500861 star YSO 0.000 0.200 0.800 ii, vii star low
Table 12 continued
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Table 12 (continued)
No. R.A. Dec. c2d SCAO Star Galaxy YSO Char. Identifier Human Conf.
(deg.) (deg.) label label prob. prob. prob. jdg level
67 246.3336847 -24.4877705 star YSO 0.002 0.000 0.998 ii, vi star low
68 246.4074651 -24.2287596 star YSO 0.003 0.009 0.987 ii star low
69 246.9323892 -24.7188227 YSO star 1.000 0.000 0.000 i, iv, vi T Tau-type Stard YSO low
70 247.9321813 -24.9331982 star YSO 0.061 0.000 0.939 ii, vi star low
71 277.3707254 0.2195577 YSO star 0.994 0.000 0.006 iv, vii YSO low
72 277.4193760 -0.1175232 star YSO 0.091 0.009 0.900 ii star low
Note—AGB: Asymptotic Giant Branch star, BD: Brown Dawrf, HH: Herbig-Haro object, N: We are confused about the source
type based on our knowledge and data.
a2MASS J16274084-2429007
b 2MASS J18295317+0112275
c 2MASS J16260160-2429449
d2MASS J16274378-2443080
