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The existence of a limiting spectral distribution (LSD) for a large-dimensional sample
covariance matrix generated by the vector autoregressive moving average (VARMA)
model is established. In particular, we obtain explicit forms of the LSDs for random
matrices generated by a first-order vector autoregressive (VAR(1)) model and a first-order
vector moving average (VMA(1)) model, as well as random coefficients for VAR(1) and
VMA(1). The parameters for these explicit forms are also estimated. Finally, simulations
demonstrate that the results are effective.
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1. Introduction
Let X = (xi,t)N×T = (x1, . . . , xT ) be a random matrix andΣ = (εi,t)N×T = (ε1, . . . , εT ) be a white noise matrix with a
commonmean of 0 and variance of 1. Then a stationary and invertible vector autoregressive moving average (VARMA(p, q))
model is of the form:
φ(B)xt = θ(B)εt , (1.1)
where φ(B) = 1−b1B−· · ·−bpBp and θ(B) = a0+a1B+· · ·+aqBq are real polynomials in B, which is a backshift operator
Bjxt = xt−j, j = 0, 1, . . .. It is easy to see that the rows of X are independent and the covariancematrices of the rows of X are
same. The population covariance matrix has a particular sparse structure. For example, the population covariance matrix
of VMA(q) model is banded and has small entries far away from the diagonal. Estimation of banding of large-dimensional
covariance matrices has been investigated in the literature [1]. Estimation of sparse covariance matrices is of particular
practical interest and has recently been studied [2–4]. In the present study,we consider another important topic: the limiting
spectral distribution (LSD) of large-dimensional sample covariancematrices and the estimation of parameters of the VARMA
model.
Suppose that An is an n × n Hermitian matrix with eigenvalues λj, j = 1, 2, . . . , n. We can define a one-dimensional
distribution function
FAn(x) = 1
n
n∑
j=1
I(λj ≤ x) (1.2)
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called the empirical spectral distribution (ESD) of the matrix An, where I(·) denotes the indicator function. Many important
statistics in multivariate analysis can be expressed as functions of the ESD (e.g., det(An) = exp(n
∫
ln xdFAn(x)), tr(An) =
n
∫
xdFAn(x), etc). The limit distribution of FAn is called the LSD of the sequence {An}.
A sample covariance matrix is simply defined as 1NX
′X, where X = (xi,j)N×T is a random matrix. If the dimension N
tends to infinity in proportion to the degrees of freedom T , namely, T/N → y ∈ (0,∞), we call the sample covariance
matrix a large-dimensional sample covariancematrix. Pioneeringwork (M-P law) [5] derived the LSD of a large-dimensional
sample covariance matrix under the assumption that all the variables xi,t are independent. When the entries of X are not
independent, the case X = T1/2Y, where T is a Hermitian matrix and the entries of Y are independent, was considered [6].
Further extensions have been reported in the literature [7–10]. If the dependence structure cannot be expressed as
X = T1/2Y, other researchers considered the LSD of large-dimensional sample covariance matrices without a column
independence structure [11].
Here we establish the existence of LSDs for large-dimensional sample covariance matrices generated by VARMAmodels.
The question arises as to whether the explicit forms of these LSDs can be obtained. We can derive the explicit forms of the
LSDs of the sample covariance matrices generated by a first-order vector autoregressive (VAR(1)) model and a first-order
vector moving average (VMA(1)) model. Furthermore, if we add the moment condition, we can also obtain the LSDs of the
sample covariance matrices generated by random-coefficient VAR(1) and random-coefficient VMA(1) models. It is easy to
see that these explicit forms have some parameters that depend on these VARMA and random-coefficient VARMA models.
Thus, it is necessary to provide estimates of these parameters. It is of interest to identify these explicit forms because the only
known explicit forms of the densities of LSDs of large-dimensional random matrices are the semicircular law [12,13], the
M-P law [5], the LSD of multivariate F matrices [8,14], the circle law [15], and the LSD of the product of a sample covariance
and a Wigner matrix [10].
The remainder of the paper is organized as follows. The next section presents some preliminary results. The existence
theorem is given in Section 3. Section 4 contains the explicit forms for the VAR(1) and VMA(1) cases. For the random-
coefficient VAR(1) and VMA(1) cases, the explicit forms are derived in Section 5. Estimates and simulations are presented in
Section 6.
2. Preliminary results
If the entries of X are not independent, two important situations arise: X has the dependence structure X = T1/2Y, and
X does not have a column independence structure. Here, we introduce two important theorems for the two cases.
Theorem 2.1 (Theorem 2.10 of [16]). Suppose that the entries of Σ = (εi,t)N,T are independent complex random variables
satisfying for any δ > 0
1
δ2TN
∑
i,t
E(|εi,t |2I)(|εi,t | ≥ δ
√
T )→ 0, (2.3)
and assume that Γ (= ΓT ) is a sequence of T × T Hermitian matrices independent of Σ such that its ESD tends to a non-random
and non-degenerate distribution H in probability (or almost surely). Further assume that T/N → y ∈ (0,∞). Then the ESD of
the product SΓ tends to a non-random limit F in probability (or almost surely), where S = 1NΣ ′Σ .
Moreover, the LSD F of Theorem 2.1 satisfies Eq. (1.2) of [17]:
mF =
∫
1
τ(1− y− yzm)− z dH(τ ), (2.4)
wheremF is the Stieltjes transform of F given by:
mF =
∫
1
λ− z dF(λ), z ∈ C
+ ≡ {z ∈ C : Imz > 0}. (2.5)
Because of the inversion formula
F{[a, b]} = lim
η→0+
1
pi
∫ b
a
ImmF (ξ + iη)dξ, (2.6)
where a < b are continuity points of F , F is uniquely determined by its Stieltjes transform. Theorem 2.1 also implies that
the moments of SΓ satisfy the following equation [7]:
βk(SΓ ) ≡
∫
λkdF SΓ (λ)
a.s.−→
k∑
s=1
yk−s
∑
i1+···+is=k−s+1
i1+···+sis=k
k!
s!
s∏
m=1
Dimm
im! , (2.7)
where Dk = limT→∞ 1T tr[(ΓT )k].
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Theorem 2.2 (Theorem 1.1 of [11]). Let X = (xi,t)N,T and X ′ = (X1, . . . , XN). As T →∞, assume:
1. The following moment conditions for X hold: For all k, Exi,jxi,l = γjl, and for any non-random p × p matrix B = (bi,j) with
bounded spectral norm,
E|XiBXi − tr(BΓ )|2 = o(n2), (2.8)
where Γ = (γjl).
2. T/N → y ∈ (0,∞).
3. The spectral norm of the matrix Γ = ΓT is uniformly bounded and FΓ tends to a non-random probability distribution H.
Then, with probability 1, F
1
N X
′X tends to a probability distribution, whose Stieltjes transformm = m(z)(z ∈ C+) satisfies (2.4).
Remark 2.1. If the conditions of Theorem 2.2 are satisfied, then we know the LSD of 1N X
′X is the same as the LSD of SΓ ,
where Γ is defined by Theorem 2.2 and S is defined by Theorem 2.1. Furthermore, we have:
βk
(
1
N
X ′X
)
a.s.−→
k∑
s=1
yk−s
∑
i1+···+is=k−s+1
i1+···+sis=k
k!
s!
s∏
m=1
Dimm
im! , (2.9)
where Dk = limT→∞ 1T tr[(ΓT )k].
3. Existence theorem
Let Σ˜ = (ε1−q, . . . , ε0) and X˜ = (x1−p, . . . , x0) be two auxiliary matrices. Then a matrix expression of model (1.1) can
be obtained whereby
Hθ Σ˜ ′ + LθΣ ′ = Hφ X˜ ′ + LφX ′,
where
Hθ =

aq aq−1 . . . a2 a1
0 aq . . . a3 a2
...
. . .
. . .
. . .
...
0 0 . . . 0 aq
0 0 . . . 0 0
...
...
...
...
...
0 0 . . . 0 0

n×q
, Hφ =

−bp −bp−1 . . . −b2 −b1
0 −bp . . . −b3 −b2
...
. . .
. . .
. . .
...
0 0 . . . 0 −bp
0 0 . . . 0 0
...
...
...
...
...
0 0 . . . 0 0

n×p
,
Lθ =

1 0 . . . . . . . . . 0
a1 1 0 . . . . . . 0
...
. . .
. . .
. . .
. . .
...
aq . . . a1 1 . . . 0
...
. . .
. . .
. . .
. . .
...
0 . . . aq . . . a1 1

n×n
, Lφ =

1 0 . . . . . . . . . 0
−b1 1 0 . . . . . . 0
...
. . .
. . .
. . .
. . .
...
−bp . . . −b1 1 . . . 0
...
. . .
. . .
. . .
. . .
...
0 . . . −bp . . . −b1 1

n×n
.
Then:
X ′ = AΣ ′ + H, (3.10)
where A = L−1φ Lθ and H = L−1φ (Hθ Σ˜ ′ − Hφ X˜ ′).
Noting that rank(H) ≤ rank(Hθ )+ rank(Hφ) ≤ q+ p, using Theorem 11.43 of [18], we can obtain:
‖F 1N X ′X − F 1N AΣ ′ΣA′‖ ≤ 1
T
rank(X ′ − AΣ ′) ≤ p+ q
T
,
where ‖f ‖ = supx |f (x)|.
Therefore, 1N X
′X and 1N AΣ
′ΣA′ have the same LSD. Let S = Σ ′Σ/N . Then the ESD of 1N AΣ ′ΣA′ is the same as that of
A′AS. Thus, if it can be proved that FAA′ tends to a non-random limit, the following theorem can be obtained by Theorem 2.1.
Theorem 3.1. Let X be generated by a causal VARMA(p,q) model (1.1) and limT→∞ T/N = y ∈ (0,∞). Then, with probability
1, F
1
N X
′X tends to a non-random probability distribution.
The proof is contained in the Appendix.
4. Explicit forms I
After the existence of the LSD of 1N X
′X is established, (2.4) is satisfied. Then, if an analytic solution to Eq. (2.4) form can be
obtained, we obtain the explicit form of the density function of the LSD by (2.6). Therefore, we can only obtain the explicit
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form of the density function of the LSD of 1N X
′X generated from VMA(1) and VAR(1), as the Stieltjes transforms of other
VARMA models require solution of equations formwith order greater than four, which do not have an analytic solution. In
the following theorems, the function R = R(p, q, r) is used extensively and is defined as follows:
R = −2p
3
+ (2p
3 + 27q2 − 72pr −√4(−p2 − 12r)3 + (2p3 + 27q2 − 72pr)2)1/3
3 ∗ 21/3
+ (2p
3 + 27q2 − 72pr +√4(−p2 − 12r)3 + (2p3 + 27q2 − 72pr)2)1/3
3 ∗ 21/3 , (4.11)
where p, q, r are real numbers. It is easy to see R satisfies the equation R3 + 2pR2 + (p2 − 4r)R − q2 = 0. Throughout the
paper, we define
(t1 ±√t2)1/3 =
 sign(t1 ±
√
t2)|t1 ±√t2|1/3, if t2 > 0,
(t21 − t2)1/6
(
cos
φ
3
± sin φ
3
i
)
, otherwise,
(4.12)
where t1, t2 are real numbers and cosφ = t1√
t21−t2
, φ ∈ [0, pi].
Theorem 4.1. Under the assumptions of Theorem 3.1, taking p = 0 and q = 1 in model (1.1), then the LSD of 1N X ′X has a
density function
f (x) =

1
2pi
√√√√R1 + 2p1 + 2
√
q21
R1
, if x ∈ Ω1,
0, otherwise
(4.13)
and has a point mass 1− 1/y at the origin if y > 1, where c1 = max((a0− a1)2, (a0+ a1)2), c2 = min((a0− a1)2, (a0+ a1)2),
R1 = R(p1, q1, r1) ∈ [0,−2p1),
p1 = − ((c1 + c2)x− 2c1c2(1− y))
2 + 2(c1 − c2)2x2
8c21c
2
2x2y2
,
q1 = (c1 − c2)
2((c1 + c2)x− 2c1c2(1− y))
8c31c
3
2xy3
,
r1 = ((c1 + c2)x− 2c1c2(1− y))
4
256c41c
4
2x4y4
− 4((c1 + c2)x− 2c1c2(1− y))
2(c1 − c2)2x2 − 256c31c32x2y2
256c41c
4
2x4y4
,
andΩ1 = {x : c2(1−√y)2 ≤ x ≤ c1(1+√y)2, (2p31 + 27q21 − 72p1r1)2 > 4(p21 + 12r1)3}.
Theorem 4.2. Under the assumptions of Theorem 3.1, taking p = 1 and q = 0 in model (1.1), then the LSD of 1N X ′X has a
density function
f (x) =

1
2pix
√√√√R2 + 2p2 + 2
√
q22
R2
, if x ∈ Ω2,
0, otherwise
(4.14)
and has a point mass 1 − 1/y at the origin if y > 1, where c = max( (1+b1)2
a20
,
(1−b1)2
a20
), d = min( (1+b1)2
a20
,
(1−b1)2
a20
),
R2 = R(p2, q2, r2) ∈ [0,−2p2),
p2 = −1− 3(1− cx)
2 + 3(1− dx)2 − 2(1− cx)(1− dx)
8y2
,
q2 = (2− (c + d)x)(4y
2 + (c − d)2x2)
8y3
− 2
y
,
r2 = − (2− (c + d)x)
2(3(c − d)2x2 − 4(1− cx)(1− dx)+ 16y2)
256y4
− (c + d)x
2y2
,
andΩ2 = {x : (1−√y)2/c ≤ x ≤ (1+√y)2/d, (2p32 + 27q22 − 72p2r2)2 > 4(p22 + 12r2)3}.
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Fig. 1. Plots of the density function curves of the LSDs.
The proofs of Theorems 4.1 and 4.2 are given in the Appendix. As an example, we plot the density function curves in
Fig. 1, where the VMA(1) model is xt = 0.5εt + 0.2εt−1, the VAR(1) model is xt = 0.2xt−1 + 0.5εt and y = 0.4.
Remark 4.1. In fact, ifwehave another rootR of the equationR3+2p1R2+(p21−4r1)R−q21 = 0 (R3+2p2R2+(p22−4r1)R−q22 =
0) satisfying R ∈ [0,−2p1) (R ∈ [0,−2p2)), Theorem 4.1 (Theorem 4.2) also holds. The LSD of 1N X ′X has a pointmass 1−1/y
at the origin if y > 1, because 1N X
′X has T − N zero eigenvalues.
It is conceivable that the M-P law can be derived from Theorem 4.1 or Theorem 4.2, because the M-P law is a special case
of Theorem 4.1 or Theorem 4.2.
Remark 4.2. Taking a1 = 0 in Theorem 4.1, we have
c1 = c2 = a20, p1 = −
(x− a20(1− y))2
2a40x2y2
, q1 = 0, r1 = (x− a
2
0(1− y))4 − 16a40x2y2
16a80x4y4
.
By (2p31 − 72p1r1)2 − 4(p21 + 12r1)3 = −432(p21 − 4r1)2r1, we get
Ω1 = {x : a20(1−
√
y)2 ≤ x ≤ a20(1+
√
y)2, r1 < 0}
= {x : a20(1−
√
y)2 < x < a20(1+
√
y)2}.
For R1 = 0 ∈ [0,−2p1) is a root of the equation R3+ 2p1R2+ (p21− 4r1)R = 0 and limq1→0 q21/R1 = limR1→0 R21+ 21p1R1+
(p21 − 4r1) = 4a40x2y2 , we have
f (x) =
√
R1 + 2p1 + 2
√
q21
R1
2pi
=
√
−(x−a20(1−y))2
a40x
2y2
+ 4
a20xy
2pi
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=
√
(a20(1+
√
y)2 − x)(x− a20(1−
√
y)2)
2pia20xy
, a20(1−
√
y)2 < x < a20(1+
√
y)2.
Remark 4.3. Taking b1 = 0 in Theorem 4.2, we have c = d = 1/a20, p2 = −1− (1−x/a
2
0)
2
2y2
,
q2 = −1+ x/a
2
0
y
, r2 = − (1− x/a
2
0)
2(−(1− x/a20)2 + 4y2)
16y4
− x/a
2
0
y2
.
By
(2p32 + 27q22 − 72p2r2)2 − 4(p22 + 12r2)3 = −432x2((1+
√
y)2 − x/a20)
× ((1−
√
y)2 − x/a20)((1− x/a20)2 − 2y(1− x/a20)+ y2 + 4y)
a40y8
,
we obtain Ω2 = {x : a20(1 −
√
y)2 < x < a20(1 +
√
y)2}. Because R2 = 1 ∈ [0,−2p2) is a root of the equation
R3 + 2p2R2 + (p22 − 4r2)R− q22 = 0, we have
f (x) =
√
R2 + 2p2 + 2
√
q22
R2
2pi
=
√
1− 2− (1−x/a20)2
y2
+ 2+2x/a20y
2pi
=
√
(a20(1+
√
y)2 − x)(x− a20(1−
√
y)2)
2pia20xy
, a20(1−
√
y)2 < x < a20(1+
√
y)2.
5. Explicit forms II
The coefficients of the models of Theorems 4.1 and 4.2 are constant. In this section, we derive the explicit forms of the
density functions of the LSDs of large-dimensional sample covariancematrices generated by random-coefficient VAR(1) and
random-coefficient VMA(1) models. According to Remark 2.1, we only need to show that the conditions of Theorem 2.2 are
satisfied, and then the explicit forms can easily be obtained following similar steps as in Theorems 4.1 and 4.2.
Theorem 5.1. Let T/N → y ∈ (0,∞) and
xi,t = ai,tεi,t + bi,tεi,t−1, i = 1, . . . ,N, t = 1, . . . , T , (5.15)
where {εi,t} is independentwith common firstmoment 0, secondmoment 1, finite thirdmoment Eε3 and finite fourthmoment Eε4,
{ai,t} is independent of the four common finite moments Ea, Ea2, Ea3 and Ea4, and {bi,t} is independent of the four common finite
moments Eb, Eb2, Eb3 and Eb4. {bi,t}, {ai,t} and {εi,t} are independent. Then the density function of the LSD of 1N X ′X is given by:
f (x) =

1
2pi
√√√√R1 + 2p1 + 2
√
q21
R1
, if x ∈ Ω1,
0, otherwise,
(5.16)
where c1 = max(Ea2+Eb2+2EaEb, Ea2+Eb2−2EaEb), c2 = min(Ea2+Eb2+2EaEb, Ea2+Eb2−2EaEb) and R1,Ω1, p1, q1, r1
are defined by Theorem 4.1.
Theorem 5.2. Let T/N → y ∈ (0,∞) and
xi,t = bi,txi,t−1 + ai,tεi,t−1, i = 1, . . . ,N, t = 1, . . . , T . (5.17)
In addition to the assumptions of {εi,t}, {ai,t} and {bi,t} in Theorem 5.1, we assume that {bi,t} and {xi,t} are independent and
there is a constant 0 < M < 1 such that |bi,t | ≤ M for any i, t. Then the density function of the LSD of 1N X ′X is given by:
f (x) =

1
2pix
√√√√R2 + 2p2 + 2
√
q22
R2
, if x ∈ Ω2,
0, otherwise,
(5.18)
where c = max( (1−Eb2)(1+Eb)
Ea2(1−Eb) ,
(1−Eb2)(1−Eb)
Ea2(1+Eb) ), d = min( (1−Eb
2)(1+Eb)
Ea2(1−Eb) ,
(1−Eb2)(1−Eb)
Ea2(1+Eb) ) and R2, Ω2, p2, q2, r2 are defined by
Theorem 4.2.
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The proof of Theorems 5.1 and 5.2 is contained in the Appendix.
6. Estimations and simulation
All these explicit forms have two parameters c1, c2 or c, d. In this section we consider how to estimate these parameters.
Because a constant coefficient is a special case of a random coefficient, we first discuss random coefficient cases. By (2.9),
we have:
β1 ≡ β1
(
1
N
X ′X
)
= 1
T
tr
(
1
N
X ′X
)
a.s.−→ D1,
β2 ≡ β2
(
1
N
X ′X
)
= 1
T
tr
(
1
N
X ′X
)2
a.s.−→ yD21 + D2,
where D1 = Ea2 + Eb2, D2 = D21 + 2(EaEb)2 in Theorem 5.1 and
D1 = Ea
2
1− Eb2 , D2 =
(Ea2)2(1+ (Eb)2)
(1− Eb2)2(1− (Eb)2)
in Theorem 5.2. Let Dˆ1 = β1 and yDˆ21 + Dˆ2 = β2. Then we have the following theorem.
Theorem 6.1. Under the conditions of Theorem 5.1, we have:
cˆ1 = β1 +
√
2(β2 − (y+ 1)β21 ) a.s.−→ c1, cˆ2 = β1 −
√
2(β2 − (y+ 1)β21 ) a.s.−→ c2.
Under the conditions of Theorem 5.2, we have:
cˆ =
β2 − yβ21 +
√
(β2 − yβ21 )2 − β41
β31
a.s.−→ c, dˆ =
β2 − yβ21 −
√
(β2 − yβ21 )2 − β41
β31
a.s.−→ d.
Furthermore, as a special case of Theorem 6.1, we have the corollary for the case of a constant coefficient.
Corollary 1. Under the conditions of Theorem 4.1, if {εi,t} has a finite fourth moment and a0 > a1 > 0, we have:
aˆ0 =
√√√√β1 +√(3+ 2y)β21 − 2β2
2
a.s.−→ a0, aˆ1 =
√√√√β1 −√(3+ 2y)β21 − 2β2
2
a.s.−→ a1.
Under the conditions of Theorem 4.2, if {εi,t} has a finite fourth moment and 0 ≤ b1 < 1, a1 > 0, we have:
b˜1 =
√
(β2 − (y+ 1)β21 )/(β2 + (1− y)β21 ) a.s.−→ b1,
a˜0 =
√
2β31/(β2 + (1− y)β21 ) a.s.−→ a0.
To assess the results, we carried out some simulations. First, we generated data XN,T from different VARMA models and
random-coefficient VARMAmodels for which the noise εi,t , i = 1, . . . ,N, t = 1, . . . , T are iid N(0,1). Then, by Theorem 6.1,
we can obtain an estimate of c1, c2 or c, d. Applying these estimates, the density function of the LSD in Theorem 5.1 (or
Theorem 4.1) or Theorem 5.2 (or Theorem 4.2) is obtained. To examine this LSD, we use the Kolmogorov–Smirnov test, for
which the P-value tends to 1 when the ESD of 1N X
′X tends to the LSD. Tables 1–3 list the average estimates and P-values
over 100 replicates, with the mean standard error or sample variance reported in parentheses or brackets, respectively.
We note that the estimates for VAR(1) are quite accurate, with P-values close to 1. The estimates for VMA(1) are also
quite good, except in the case of a1 = 1.5 in Table 1. The average estimates of a0 and a1 are complex numbers for a1 = 1.5
in the VMA(1) model. This is because our moment method can produce some complex numbers in the 100 estimates when
a1 is close to a0. Comparison of the results for T = 100 and T = 200 reveals that the proportion of complex numbers in the
100 estimates decreases and that estimates of c1 and c2 are increasingly accurate with P-values approaching 1 as T and N
increase. For the random coefficient model, four simple random-coefficient VMA(1) and VAR(1) models for different N and
T are shown in Table 2. All the simulation results demonstrate that the estimations are good.
If XN,T is not generated by VAR(1) or VMA(1), the question arises as to whether we could use the method presented here
to estimate the LSD of 1N X
′X . Table 3 shows that the VAR(1) model performs better than the VMA(1) model, since the LSD of
1
N X
′X can be estimated by the LSD of the large-sample randommatrix generated by VAR(1) in some cases, such as for small
b2 in VAR(2) and small a1 in VMA(2) and VARMA(1,1).
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Table 1
Constant coefficient VAR(1) and VMA(1).
VMA(1),xt = a0εt + a1εt−1, a0 = 2, T = 100
N aˆ0 a1 aˆ1 c1 cˆ1 c2 cˆ2 P-value
66 1.99 (1e-04) 0.5 0.54 (0.009) 6.25 6.36 (0.018) 2.25 2.12 (0.123) 1.00 (8e-09)
100 1.99 (6e-04) 0.5 0.52 (0.003) 6.25 6.29 (0.050) 2.25 2.18 (0.050) 1.00 (3e-05)
150 2.00 (7e-05) 0.5 0.52 (0.002) 6.25 6.32 (0.042) 2.25 2.18 (0.024) 1.00 (5e-12)
66 1.99 (0.002) 1.0 1.02 (0.009) 9.00 9.05 (0.011) 1.00 0.95 (0.071) 1.00 (3e-07)
100 1.98 (0.002) 1.0 1.03 (0.006) 9.00 9.05 (0.077) 1.00 0.92 (0.043) 0.99 (3e-04)
150 1.99 (6e-04) 1.0 1.01 (0.002) 9.00 9.01 (0.090) 1.00 0.98 (0.014) 1.00 (5e-07)
66 1.9+ 0.076i 1.5 1.6-0.076i 12.25 12.37 (0.409) 0.25 0.12 (0.101) 0.81 (0.125)
100 1.9+ 0.041i 1.5 1.6-0.041i 12.25 12.28 (0.101) 0.25 0.16 (0.054) 0.67 (0.227)
150 2.0+ 0.012i 1.5 1.6-0.012i 12.25 12.32 (0.027) 0.25 0.17 (0.031) 0.94 (0.028)
T = 200
132 1.9+ 0.012i 1.5 1.6-0.012i 12.25 12.30 (0.090) 0.25 0.18 (0.027) 0.92 (0.063)
200 2.0+ 0.003i 1.5 1.5-0.003i 12.25 12.27 (0.025) 0.25 0.21 (0.012) 0.70 (0.118)
300 2.0+ 0.001i 1.5 1.5-0.001i 12.25 12.28 (0.005) 0.25 0.21 (0.008) 0.99 (0.006)
VAR (1), xt = b1xt−1 + a0εt , a0 = 2, T = 100
N aˆ0 b1 bˆ1 c cˆ d dˆ P-value
66 1.99 (4e-04) 0.4 0.40 (5e-04) 0.49 0.50 (3e-04) 0.09 0.09 (3e-05) 1.00 (2e-09)
100 1.99 (3e-04) 0.4 0.40 (3e-04) 0.49 0.50 (3e-04) 0.09 0.09 (2e-05) 1.00 (3e-09)
150 2.00 (5e-05) 0.4 0.40 (1e-04) 0.49 0.49 (6e-07) 0.09 0.09 (9e-06) 1.00 (2e-12)
66 1.99 (0.002) 0.6 0.60 (3e-04) 0.64 0.65 (0.001) 0.04 0.04 (8e-06) 1.00 (1e-08)
100 1.99 (4e-04) 0.6 0.60 (1e-04) 0.64 0.65 (4e-04) 0.04 0.04 (4e-06) 1.00 (2e-07)
150 2.00 (3e-04) 0.6 0.60 (9e-05) 0.64 0.64 (7e-04) 0.04 0.04 (3e-06) 1.00 (6e-11)
66 1.99 (0.003) 0.8 0.80 (9e-05) 0.81 0.82 (0.002) 0.01 0.01 (8e-07) 1.00 (4e-06)
100 1.99 (0.001) 0.8 0.80 (9e-05) 0.81 0.82 (0.001) 0.01 0.01 (7e-07) 1.00 (3e-07)
150 1.99 (2e-04) 0.8 0.80 (6e-05) 0.81 0.81 (3e-04) 0.01 0.01 (6e-07) 1.00 (1e-07)
Table 2
Random coefficient VAR(1) and VMA(1).
Random coefficient VMA(1): xi,t = ai,tεi,t + bi,tεi,t−1, ai,t ∼ U(2, 2.5), T = 100
N bi,t c cˆ d dˆ P-value
66 U(0.5, 1.0) 9.0417 9.1651 (0.1889) 2.2917 2.1176 (0.002) 1.0000 (1e-07)
100 U(0.5, 1.0) 9.0417 9.1147 (0.0749) 2.2917 2.2019 (7e-05) 0.9961 (4e-07)
150 U(0.5, 1.0) 9.0417 9.0775 (0.0438) 2.2917 2.2379 (1e-06) 1.0000 (1e-07)
66 U(1.3, 1.8) 14.482 14.569 (0.2607) 0.5317 0.4104 (1e-04) 0.9299 (1e-07)
100 U(1.3, 1.8) 14.482 14.520 (0.1373) 0.5317 0.4069 (0.002) 0.8789 (8e-04)
150 U(1.3, 1.8) 14.482 14.519 (0.0682) 0.5317 0.4502 (7e-05) 0.9731 (1e-07)
Random coefficient VAR(1): xi,t = bi,txi,t−1 + ai,tεi,t , ai,t ∼ U(1.5, 2), T = 100
N bi,t c cˆ d dˆ P-value
66 U(0.2, 0.5) 0.586 0.5994 (0.0012) 0.1359 0.1344 (4e-06) 1.0000 (1e-07)
100 U(0.2, 0.5) 0.586 0.5917 (0.0005) 0.1358 0.1348 (2e-07) 0.9999 (3e-07)
150 U(0.2, 0.5) 0.586 0.5896 (0.0003) 0.1359 0.1357 (2e-07) 1.0000 (1e-07)
66 U(0.7, 1.0) 1.080 1.1080 (0.0050) 0.0071 0.0074 (4e-11) 0.9985 (1e-07)
100 U(0.7, 1.0) 1.080 1.0890 (0.0021) 0.0071 0.0075 (9e-10) 0.9995 (3e-07)
150 U(0.7, 1.0) 1.080 1.0991 (0.0017) 0.0071 0.0075 (1e-08) 0.9996 (1e-07)
7. Conclusion
Regardless of whether the VAR(1) and VMA(1) coefficients are random or not, we can use the same moment estimation
method to obtain parametric estimates of the density function of the LSD for large N and T . Then we can obtain an accurate
estimate of the explicit form of the density function even if we do not know if the VAR(1) or VMA(1) coefficients are
random or constant for observed data. Althoughwe have only provided estimates of VAR(1) and VMA(1), the LSDs of sample
covariancematrices generatedbyotherVAMAmodels canbe estimated from those generated by theVAR(1)model according
to simulation experiments. Therefore, the LSD of sample covariance matrices generated by a VAR(1) model or a random-
coefficient VAR(1) model is a robust limiting distribution.
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Table 3
Other model.
Estimated by VAR(1) K-S test Estimated by VMA(1) K-S test
cˆ dˆ P-value cˆ1 cˆ2 P-value
a2 VMA(2), xt = 2εt + εt−1 + a2εt−2,N = 150, T = 100.
0.4 0.50 [1e-04] 0.08 [6e-06] 1.00 (2e-05) 10.20 [0.055] 0.07 [0.022] 0.253 (0.577)
0.8 0.53 [2e-04] 0.06 [4e-06] 0.99 (5e-04) 12.09 [0.064] −0.84 [0.020] 0.001 (0.999)
1.2 0.51 [1e-04] 0.05 [2e-06] 0.60 (0.170) 14.37 [0.091] −1.57 [0.031] 1e-06 (1.000)
b2 VAR (2), xt = 0.2xt−1 + b2xt−2 + 2εt ,N = 150, T = 100.
0.1 0.41 [2e-04] 0.14 [3e-05] 1.00 (3e-09) 6.602 [0.037] 1.90 [0.021] 1.000 (2e-07)
0.3 0.56 [3e-04] 0.08 [1e-05] 0.99 (3e-04) 9.683 [0.069] −0.14 [0.034] 0.067 (0.876)
0.5 0.85 [7e-04] 0.03 [2e-06] 0.40 (0.373) 17.96 [0.295] −5.45 [0.137] 2e-31 (1.000)
a1 VARMA (1,1), xt = 0.2xt−1 + 0.5xt−2 + 2εt + a1εt−1,N = 150, T = 100.
0.2 0.42 [2e-04] 0.13 [2e-05] 1.00 (6e-08) 7.026 [0.037] 1.73 [0.020] 1.000 (6e-09)
0.6 0.48 [1e-04] 0.08 [7e-06] 0.99 (2e-04) 9.557 [0.050] 0.50 [0.016] 0.832 (0.056)
1.0 0.47 [1e-04] 0.06 [3e-06] 0.48 (0.279) 12.57 [0.063] −0.55 [0.019] 0.023 (0.955)
Appendix
Proof of Theorem 3.1
Let
Γ = E

xi,1
xi,2
...
xi,T


xi,1
xi,2
...
xi,T

′
=

γ (0) γ (1) . . . γ (T − 2) γ (T − 1)
γ (1) γ (0) . . . γ (T − 3) γ (T − 2)
...
...
...
...
...
γ (T − 1) γ (T − 2) . . . γ (1) γ (0)
 ,
where γ (k) is the autocovariance function (ACVF) of {xi,t , t = 1, . . . , T }.
From (3.10), we have
xi,1
xi,2
...
xi,T
 = A

εi,1
εi,2
...
εi,T
+ L−1φ Hθ

εi,1−q
εi,2−q
...
εi,0
− L−1φ Hφ

xi,1−p
xi,2−p
...
xi,0
 .
Using Theorem 11.43 of [18], it is easy to know that AA′ and Γ have the same LSD.
From the properties of ACVF, we have γ (k) =∑pi=1 αiz−|k|i for k > q where α1, . . . , αp are constants and z1, . . . , zp are
the p roots of equation 1− b1z1 − · · · − bpzp = 0. For ensuring the stationarity and invertibility, |zj| > 1 for all j. Therefore,∑∞
i=1 |γ (i)| is finite.
Next, we use mathematical induction to prove for arbitrary k ≥ 1, βT ,k =
∫
xkdFΓ converges to a finite limit βk as
T →∞ and βT ,k ≤ (γ (0)+ 2∑∞i=1 |γ (i)|)k. Let Γ k = (γk,i,j). Then βT ,k = 1T ∑T−li=1 γk,i,i+l.
Suppose 1T
∑T−l
i=1 γk,i,i+l converges to a finite limit and
1
T
T−l∑
i=1
|γk,i,i+l| ≤ (γ (0)+ 2
∞∑
i=1
|γ (i)|)k, l = 0, . . . , T − 1
(the results are right when k = 1).
Then we have
1
T
T∑
i=1
γk+1,i,i+l = γ (0) 1T
T−l∑
i=1
γk,i,i+l +
T−1∑
j=1
γ (j)
(
1
T
T−l−j∑
i=1
γk,i,i+l+j + 1T
T−l∑
i=1+j
γk,i+j,i+l
)
.
It is easy to see that 1T
∑T
i=1 γk+1,i,i+l converges to a finite limit and
1
T
T−l∑
i=1
|γk+1,i,i+l| ≤
(
γ (0)+ 2
∞∑
i=1
|γ (i)|
)k+1
, l = 0, . . . , T − 1.
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Therefore, for arbitrary k ≥ 1, βT ,k =
∫
xkdFΓ converges to a finite limit βk and Carleman condition is also satisfied:
∞∑
k=1
β
− 12k
2k ≥
∞∑
k=1
(
γ (0)+ 2
∞∑
i=1
|γ (i)|
)−1
= ∞.
By Moment Convergence Theorem, the spectral distribution of A′A tends to a non random probability distribution H . The
proof of the theorem is complete.
Before proving Theorems 4.1 and 4.2, we need the following lemmas.
Lemma A.1. Under the definition of (4.11), suppose that −2p3 + 8pr − q2 > 0, p2 − 4r > 0 and 4(−p2 − 12r)3 + (2p3 +
27q2 − 72pr)2 > 0, we have 0 ≤ R < −2p.
Proof. −2p3 + 8pr − q2 > 0 and p2 − 4r > 0 imply p < 0. Let
k0 = (2p3 + 27q2 − 72pr −
√
4(−p2 − 12r)3 + (2p3 + 27q2 − 72pr)2)1/3
+ (2p3 + 27q2 − 72pr +
√
4(−p2 − 12r)3 + (2p3 + 27q2 − 72pr)2)1/3. (A.1)
Then we have k30 − 3 ∗ 41/3(p2 + 12r)k0 − 2(2p3 + 27q2 − 72pr) = 0. Now let
f (k) = k3 − 3 ∗ 41/3(p2 + 12r)k− 2(2p3 + 27q2 − 72pr). (A.2)
Thus we have f (k0) = 0, f (24/3p) = −54q2 ≤ 0, and f (−27/3p) = 54(−2p3 + 8pr − q2) > 0.
By (A.2), f ′(k) = 3(k2 − 41/3(p2 + 12r)). If p2 + 12r < 0, then f (k) is increasing. Thus 24/3p ≤ k0 < −27/3p which
implies 0 ≤ R < −2p.
If p2 + 12r ≥ 0, noticing 24/3p > 21/3(p2 + 12r)1/2,−27/3p < −21/3(p2 + 12r)1/2, f (−27/3p) > 0 and f (24/3p) ≤ 0, we
know that the real root of f (k) = 0 lies in the interval [24/3p,−27/3p). Therefore 24/3p ≤ k0 < −27/3p implies 0 ≤ R < −2p.
Lemma A.2. Assume 0 ≤ R < −2p, thenwe have R+2p+2
√
q2
R > 0 if and only if −4(p2+12r)3+(2p3+27q2−72pr)2 > 0.
Proof. Let t1 = 2p3 + 27q2 − 72pr, t2 = −4(p2 + 12r)3 + (2p3 + 27q2 − 72pr)2, we have
R = −2p
3
+ 1
32
1
3
((t1 −√t2) 13 + (t1 +√t2) 13 ).
By 0 ≤ R < −2p and R3 + 2pR2 + (p2 − 4r)R − q2 = 0, we can get: R + 2p + 2
√
q2
R > 0 if and only if
R + 2p + 2√R2 + 2pR+ (p2 − 4r) > 0, i.e. (R + 2p3 )2 > 49 (p2 + 12r). Thus R + 2p + 2√ q2R > 0 if and only if
((t1 −√t2) 13 + (t1 +√t2) 13 )2 > 4(t21 − t2)
1
3 , i.e. t2 > 0 (by Definition (4.12)).
Proof of Theorem 4.1
From (3.10), we have
AA′ =

a20 a0a1 0 · · · 0 0
a0a1 a20 + a21 a0a1 · · · 0 0
0 a0a1 a20 + a21 · · · 0 0
...
...
... · · · ... ...
0 0 0 · · · a0a1 a20 + a21
 ≡ C .
Define
C˜ =

a20 + a21 a0a1 0 · · · 0 0
a0a1 a20 + a21 a0a1 · · · 0 0
0 a0a1 a20 + a21 · · · 0 0
...
...
... · · · ... ...
0 0 0 · · · a0a1 a20 + a21
 ,
by Lemma 2.2 of [2], then the LSD of C˜ is the same as that of C . The eigenvalues of C˜ are
λk = a20 + a21 + 2a0a1 cos
(
kpi
T + 1
)
, k = 1, 2, . . . , T . (A.3)
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Let
m = −(1− y)/x+ ym(x), (A.4)
and the LSD of C˜ is H . Then by (2.4), we have
x = − 1
m
+ y
∫ 1
0
t
1+ tmdH(t) (A.5)
From (A.3), it can be rewritten that
x = − 1
m
+ y
∫ 1
0
(a20 + a21 + 2a0a1 cos(pi t))dt
1+ (a20 + a21 + 2a0a1 cos(pi t))m
= y− 1
m
− y
2pi im
∮
|ζ |=1
dζ
ζ (1+ (a20 + a21 + a0a1(ζ + ζ−1))m)
= y− 1
m
− a0a1y√
(1+m(a0 + a1)2)(1+m(a0 − a1)2)
.
And it yields that
c1c2x2y2m4 + xy((c1 + c2)x− 2c1c2(1− y))m3 + (x− c1(1− y))(x− c2(1− y))m2 − 1 = 0,
where c1, c2 are defined in Theorem 4.1. Letting
m = Z − (c1 + c2)x− 2c1c2(1− y)
4c1c2xy
, (A.6)
we get Z4+ p1Z2+ q1Z + r1 = 0, where p1, q1, r1 are defined in Theorem 4.1. Let R1 satisfy the equation R31+2p1R21+ (p21−
4r1)R1 − q21 = 0. Through simple computation, it may be expressed that
Z4 + p1Z2 + q1Z + r1 =
(
Z2 + p1 + R1
2
)2
−
(
R1Z21 − q1Z +
(p1 + R1)2
4
− r1
)
=
(
Z2 + p1 + R1
2
)2
− R1
(
Z1 − q12R1
)2
= 0.
Therefore the four roots of the equation about Z can be solved:
Z1,2 = 1/2
(√
R1 ±
√
−R1 − 2p1 − 2q1/
√
R1
)
,
Z3,4 = 1/2
(
−√R1 ±√−R1 − 2p1 + 2q1/√R1) .
In the function f (R) = R3 + 2p1R2 + (p21 − 4r1)R − q21, f (0) = −q21 ≤ 0, and f (−2p1) = −2p31 + 8r1p1 − q21. Let
v1 = (c1 + c2)x− 2c1c2(1− y), v2 = (c1 − c2)x. From
− 2p31 + 8p1r − q21 =
(v62 + v41v22 + 2v21v42 + 32c3d3x3y3v21 + 64c3d3x3y3v22)
32c6d6x6y6
> 0, (A.7)
we have f (−2p1) > 0. Thus we can take the root R1 of the equation R3 + 2p1R2 + (p21 − 4r1)R − q21 = 0 satisfying
0 ≤ R1 < −2p1.
Note that the density function f (x) = limy→0 Im(m(x+iy))pi > 0, the imaginary part ofm(x) is positive. Thus we have
f (x) = lim
y→0
Im(m(x+ iy))
pi
=
√
R1 + 2p1 + 2
√
q21
R1
2pi
.
Moreover c2(1−√y)2 = λmin(A)λmin(B) ≤ λ(AB) ≤ λmax(A)λmax(B) = c1(1+√y)2, domain of f (x) isΩ1 = {x : c2(1−√y)2
≤ x ≤ c1(1 + √y)2, R1 + 2p1 + 2
√
q21
R1
> 0}. By Lemma A.2, Ω1 = {x : c2(1 − √y)2 ≤ x ≤ c1(1 + √y)2, (2p31 + 27q21 −
72p1r1)2 > 4(p21 + 12r1)3}.
For x ∈ Ω1,
p21 − 4r1 =
2v21v
2
2 + v42 + 64c3d3x3y3
16c4d4x4y4
> 0
and (A.7), by Lemma A.1, we take R1 = R(p1, q1, r1) in (4.11), then 0 ≤ R1 < −2p1. Thus the theorem is proved.
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Proof of Theorem 4.2
From (3.10), we have
AA′ = a20

1 −b1 0 · · · 0 0
−b1 1+ b21 −b1 · · · 0 0
0 −b1 1+ b21 · · · 0 0
...
...
... · · · ... ...
0 0 0 · · · −b1 1+ b21

−1
≡ C .
Let
C˜−1 = a−20

1+ b21 −b1 0 · · · 0 0
−b1 1+ b21 −b1 · · · 0 0
0 −b1 1+ b21 · · · 0 0
...
...
... · · · ... ...
0 0 0 · · · −b1 1+ b21

by Lemma 2.2 of [2], then the LSD of C˜−1 is the same as that of C−1. The eigenvalues of C˜−1 are λk = a−20 (1 + b21 +
2b1 cos( kpiT+1 )), k = 1, 2, . . . , T . Hence by (A.5), we have
x = − 1
m
+ y
∫ 1
0
dt
m+ a−20 (1+ b21 + 2b1 cos(pi t))
= − 1
m
+ y
2pi i
∮
|ζ |=1
dζ
ζ (m+ a−20 (1+ b21 + b1(ζ + ζ−1)))
= − 1
m
+ a
−2
0 b1y√
(m+ a−20 (1+ b1)2)(m+ a−20 (1− b1)2)
.
Letting z = −xm(x)− 1, we have
z4 + 2− (c + d)x
y
z3 +
(
(1− cx)(1− dx)
y2
− 1
)
z2 − 2
y
z − 1
y2
= 0, (A.8)
where c, d are defined in Theorem 4.2. Let Z = z + 2−(c+d)x4y , it yields from (A.8)
Z4 + p2Z2 + q2Z + r2 = 0, (A.9)
where p2, q2, r2 are defined in Theorem 4.2. Similar as in proof of Theorem 4.1, letting v1 = 1− cx, v2 = 1− dx,
− 2p32 + 8p2r2 − q22 = 2+
(v1 − v2)2(v21 + v22)2
8y6
+ (v1 − v2)
2 + (v21 + v22)((v1 − v2)2 + (v1 − 1)2 + (v2 − 1)2 + 1)/2
y4
+ (v1 − v2)
2 + 4(v1 − 1/2)2 + 4(v2 − 1/2)2 + 6
2y2
> 0, (A.10)
we can take R2 ∈ [0,−2p2) satisfying the equation R32 + 2p2R22 + (p22 − 4r2)R2 − q22 = 0. Then the four roots of the Eq. (A.9)
about Z can be found as:
Z1,2 = 1/2(
√
R2 ±
√
−R2 − 2p2 − 2q2/
√
R2),
Z3,4 = 1/2(−
√
R2 ±
√
−R2 − 2p2 + 2q2/
√
R2).
Just as the discussion of the proof of Theorem 4.1, we have:
f (x) =

√
R2 + 2p2 + 2
√
q22
R2
2pix
, if x ∈ Ω2,
0, otherwise
(A.11)
whereΩ2 = {x : (1−√y)2/c ≤ x ≤ (1+√y)2/d, (2p32 + 27q22 − 72p2r2)2 > 4(p22 + 12r2)3}.
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For x ∈ Ω2,
p22 − 4r2 =
(v1 − v2)4 + 2(v21 − v22)2 + 16((v1 − 1)2 + (v2 − 1)2 + 2)y2 + 16y4
16y4
> 0,
and (A.10), by Lemma A.1 we take R2 = R(p2, q2, r2) in (4.11), then 0 ≤ R2 < −2p2. Thus the theorem is proved.
Proof of Theorem 5.1
From (5.15), we have Ex2i,t = Ea2 + Eb2 and
γj,l = Exj,txl,t = (Ea2 + Eb2)I(j = l)+ EaEbI(|j− l| = 1).
Let v1 ≥ v2 ≥ v3 ≥ v4 be the order of j1, j2, l1, l2.
If v2 > v3+1, Exv1,txv2,txv3,txv4,t = γv1,v2γv3,v4 and γv1,v3γv2,v4 = γv1,v4γv2,v3 = 0, then Exv1,txv2,txv3,txv4,t−γj1,l1γj2,l2 =
γj1,l2γj2,l1 + γj1,j2γl1,l2 .
If v2 ≤ v3+1 and vi−vi+1 does not equal to 1 and 0 where i = 1, 2, 3, then Exv1,txv2,txv3,txv4,t −γj1,l1γj2,l2 −γj1,l2γj2,l1 −
γj1,j2γl1,l2 = 0.
Letting B be a non-randommatrix with bounded spectral norm, we have∑
j1,l1,j2,l2
bj1,l1bj2,l2(γj1,l2γj2,l1 + γj1,j2γl1,l2) = trace(BΓ B′Γ )+ trace(BΓ BΓ ) = O(T )
where Γ = (γj,l). Because the entries of B are bounded, we have
E|x′tBxt − trace(BΓ )|2 = E
(∑
j,l
bj,l(xj,txl,t − γj,l)
)2
=
∑
vi−vi+1=1 or 0,
i=1,2,3
bj1,l1bj2,l2(Exj1,txl1,txj2,txl2,t − γj1,l1γj2,l2 − γj1,l2γj2,l1 − γj1,j2γl1,l2)
+
∑
j1,l1,j2,l2
bj1,l1bj2,l2(γj1,l2γj2,l1 + γj1,j2γl1,l2) = O(T ).
Thus, the moment condition of Theorem 2.2 is satisfied.
By Remark 2.1, similar as in Theorem 4.1, the explicit form of the density function of the LSD may be obtained and the
differences are c1 = max(Ea2 + Eb2 + 2EaEb, Ea2 + Eb2 − 2EaEb) and c2 = min(Ea2 + Eb2 + 2EaEb, Ea2 + Eb2 − 2EaEb).
Proof of Theorem 5.2
Under these assumptions, {xi,t} have four common and finite moments Ex, Ex2, Ex3 and Ex4. From (5.17), we have Ex = 0,
and Ex2 = Ea2
1−Eb2 . Let
∏b
x=b+1 f (x) = 1 and
∑b
x=b+1 f (x) = 0. If v1 ≥ v2, we have
xv1,t =
v1∏
v=v2+1
bv,txv2,t +
v1−v2−1∑
i=0
av1−i,tεv1−i,t
v1∏
v=v1−i+1
bv,t . (A.12)
Let v1 ≥ v2 be the order of j, l. Then we get
γj,l = Exv1,txv2,t = (Eb)v1−v2Ex2.
Let v1 ≥ v2 ≥ v3 ≥ v4 be the order of j1, j2, l1, l2. From (A.12), we have
Exv1,txv2,txv3,txv4,t = (Eb)v1−v2Ex2v2,txv3,txv4,t
= (Eb)v1−v2
(
(Eb2)v2−v3Ex3v3,txv4,t +
Exv3,txv4,tEa
2Eε2(1− (Eb2)v2−v3)
1− Eb2
)
= (Eb)v1−v2(Eb2)v2−v3Ex3v3,txv4,t + (Eb)v1−v2(Eb)v3−v4(Ex2)2(1− (Eb2)v2−v3)
= (Eb)v1−v2(Eb2)v2−v3Ex3v3,txv4,t − (Eb)v1−v2(Eb)v3−v4(Ex2)2(Eb2)v2−v3
− 2(Ex2)2(Eb)v1−v2(Eb)2(v2−v3)(Eb)v3−v4 + γv1,v2γv3,v4 + γv1,v3γv3,v4 + γv1,v4γv2,v3
where
Ex3v3,txv4,t = (Eb3)v3−v4Ex4 + 3
v3−v4−1∑
i=0
Ea2Eε2(Eb)v3−v4−i(Eb3)iEx2
= (Eb3)v3−v4Ex4 + 3Ea
2Ex2Eb((Eb)v3−v4 − (Eb3)v3−v4)
Eb− Eb3 .
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Let B be a non-randommatrix with bounded spectral norm. Because the entries of B are bounded and∑
j1,j2,l1,l2
bv1−v21 b
v2−v3
2 b
v3−v4
3 = O(T )
where |bi| < 1, i = 1, . . . , 3, we have∑
j1,l1,j2,l2
bj1,l1bj2,l2((Eb)
v1−v2(Eb2)v2−v3Ex3v3,txv4,t − (Eb)v1−v2(Eb)v3−v4(Ex2)2(Eb2)v2−v3
− 2(Ex2)2(Eb)v1−v2(Eb)2(v2−v3)(Eb)v3−v4) = O(T )
and ∑
j1,l1,j2,l2
bj1,l1bj2,l2(γj1,j2γl1,l2 + γj1,l2γj2,l1) = trace(BΓ B′Γ )+ trace(BΓ BΓ ) = O(T )
where Γ = (γj,l). Then we have
E|x′tBxt − trace(BΓ )|2 = E
(∑
j,l
bj,l(xj,txl,t − γj,l)
)2
=
∑
j1,l1,j2,l2
bj1,l1bj2,l2(Exj1,txl1,txj2,txl2,t − γj1,l1γj2,l2) = o(T 2).
Thus, the moment condition of Theorem 2.2 is satisfied. For
Γ −1 = 1− Eb
2
Ea2(1− (Eb)2)

1 −Eb 0 · · · 0 0
−Eb 1+ (Eb)2 −Eb · · · 0 0
0 −Eb 1+ (Eb)2 · · · 0 0
...
...
...
...
...
...
0 0 0 · · · 1+ (Eb)2 −Eb
0 0 0 · · · −Eb 1
 ,
similarly as in Theorem 4.2, the explicit form of the density function of the LSD is obtained and the differences are
c = max
(
(1− Eb2)(1+ Eb)
Ea2(1− Eb) ,
(1− Eb2)(1− Eb)
Ea2(1+ Eb)
)
,
d = min
(
(1− Eb2)(1+ Eb)
Ea2(1− Eb) ,
(1− Eb2)(1− Eb)
Ea2(1+ Eb)
)
.
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