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Chapitre 11
Apprentissage humain pour les interfaces
cerveau ordinateur
11.1. Introduction
Les BCI sont définies par Wolpaw [WOL 02] comme étant des outils de commu-
nication et de contrôle permettant à un utilisateur d’interagir avec son environnement
uniquement via son activité cérébrale. Cette définition met en avant l’aspect fonda-
mental des BCI, c’est-à-dire, l’interaction entre deux composantes : le cerveau de
l’utilisateur et l’ordinateur. Il s’agit donc de faire en sorte que ces deux composantes
(cerveau et ordinateur) « se comprennent », et s’adaptent l’une à l’autre afin d’op-
timiser les performances du système (souvent mesurées en terme de taux de bonne
classification).
De ce fait, l’architecture du fonctionnement d’une BCI [WOL 02] fait apparaître
une boucle composée de deux grandes étapes, faisant suite à l’envoi d’une commande
par l’utilisateur via son activité cérébrale (que l’on appellera ÉTAPE 0). Au cours de
l’ÉTAPE I, l’ordinateur essayera de comprendre la commande envoyée par l’utilisa-
teur en opérant généralement une extraction de l’information pertinente suivie par une
classification. Puis, lors de l’ÉTAPE II, c’est l’utilisateur qui tentera de comprendre au
mieux la signification du feedback généré par l’ordinateur, qui indique la façon dont
ce dernier a reconnu la commande qui lui a été adressée. Afin d’illustrer le fonctionne-
ment de cette boucle, plaçons-nous dans le cadre d’un protocole BCI standard basé sur
l’imagerie motrice [PFU 01]. Dans ce protocole, l’utilisateur a la possibilité d’effec-
tuer deux tâches d’imagerie motrice, « imaginer un mouvement de la main gauche » ou
« imaginer un mouvement de la main droite », qui sont associées à deux commandes
distinctes. Afin de guider l’utilisateur, le système fournit également un feedback, sou-
vent sous forme de barre, indiquant la tâche reconnue par le système. La direction de
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la barre dépend de la tâche reconnue par le système (par exemple, barre vers la gauche
si la tâche « imagination d’un mouvement de la main gauche » est reconnue). De plus,
la taille de la barre dépend de la valeur de sortie du classifieur (i.e., plus cette dernière
est élevée, plus le classifieur est confiant dans la reconnaissance de la tâche et plus la
barre sera grande) (voir figure 11.2, gauche). Ainsi, dans cet exemple, l’ÉTAPE I de
la boucle consiste en la reconnaissance par l’ordinateur de la tâche d’imagerie mo-
trice réalisée par l’utilisateur (L’utilisateur est-il en train d’imaginer un mouvement
de la main gauche ou de la main droite ?). Puis, dans l’ÉTAPE II, l’utilisateur devra
à son tour comprendre le feedback généré par le système (Que signifie cette barre ?
Le système a-t-il bien reconnu la tâche que j’ai effectuée ? Si oui, avec quel niveau
de confiance l’a-t-il reconnue ?). Malheureusement, force est de constater que les sys-
tèmes actuels ne facilitent pas cette compréhension mutuelle, ce qui peut expliquer les
performances modestes des utilisateurs lors du contrôle d’une BCI, ainsi que le taux
non négligeable (entre 15% et 30%) d’utilisateurs présentant une incapacité totale à
contrôler de tels systèmes [ALL 10].
Comment pourrait-on faciliter cette compréhension ? Depuis quelques années, de
nombreux travaux portent sur l’ÉTAPE I de la boucle, c’est-à-dire la compréhension
par l’ordinateur de la tâche réalisée par l’utilisateur. Des algorithmes de traitement du
signal ainsi que des techniques d’apprentissage artificiel ont été développés dans ce
sens. Cependant, deux éléments primordiaux pour l’amélioration des performances en
BCI n’ont été que peu explorés :
– L’ÉTAPE 0, c’est-à-dire, la qualité des signaux générés par l’utilisateur : pour
que les algorithmes de classification puissent être efficaces (c’est-à-dire, pour qu’ils
soient capables de reconnaître les tâches d’imagerie mentale grâce à l’extraction de
motifs spécifiques dans le signal cérébral), l’utilisateur doit être capable de générer
un signal cérébral stable à chaque fois qu’il exécute la même tâche, ainsi que des
signaux cérébraux distincts lorsque les tâches sont différentes. Ces deux éléments cor-
respondent à des compétences non-triviales, nécessitant un apprentissage spécifique et
adapté, ce qui n’est que rarement pris en compte dans les protocoles d’apprentissage
de BCI [NEU 10].
– L’ÉTAPE II, c’est-à-dire, la compréhension par l’utilisateur du feedback donné
par le système : Les protocoles BCI standards donnent souvent comme feedback à
l’utilisateur une représentation graphique de la sortie du classifieur (par exemple, la
barre décrite ci-dessus). Bien qu’informatif (et surtout évaluatif/correctif), ce feedback
n’explique en rien à l’utilisateur pourquoi la tâche a été reconnue ou non, et encore
moins ce qu’il doit mettre en oeuvre pour améliorer ses performances. Or, dans une
récente revue [LOT 13], Lotte et al. montrent que pour être efficace, un feedback doit
être explicatif (plutôt que correctif uniquement), multimodal (plutôt que seulement vi-
suel) et enfin clair et explicite (ce qui n’est pas le cas des valeurs de sortie du classifieur
pour des non experts).
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Ces différents éléments de réflexion permettent de mettre en exergue un point suscep-
tible d’améliorer les performances des utilisateurs : faciliter l’acquisition des compé-
tences en proposant des protocoles d’apprentissage adaptés. Comme nous le verrons
dans ce chapitre, la mise en place d’un protocole d’apprentissage nécessite la prise
en compte de différents éléments : les instructions/indications données à l’utilisateur,
l’environnement dans lequel va se dérouler l’apprentissage, les tâches d’entraînement
proposées à l’apprenant ainsi que le feedback qui lui est fourni suite à l’exécution de
ces différentes tâches.
Ainsi, dans une première partie, nous présenterons les limites liées aux protocoles
standards largement utilisés par la communauté BCI. Puis, nous analyserons les pro-
tocoles d’apprentissage proposés en BCI. Nous nous focaliserons sur les protocoles
développés pour apprendre à se servir de BCI basées sur l’Imagerie Mentale (IM),
aussi connues sous le nom de BCI spontanées. En effet, c’est pour cette catégorie
de BCI que l’apprentissage a le plus d’importance. Enfin, dans une troisième par-
tie, nous présenterons des perspectives d’amélioration des protocoles d’apprentissage,
basées notamment sur une vision « anthropo-centrée ». Mais avant d’aller plus loin,
nous nous proposons de décrire deux approches historiques en BCI, sur lesquelles re-
posent la plupart des protocoles d’apprentissage. Il s’agit du protocole proposé par les
chercheurs de Graz [PFU 01] basé sur des techniques d’apprentissage artificiel, et du
protocole proposé par les chercheurs du Wadsworth center [WOL 00] s’appuyant sur
une approche de Conditionnement Opérant.
11.2. Illustration : Deux Protocoles Historiques en BCI
Principe du protocole de Graz [PFU 01] - Cette approche est divisée en deux
temps : -I- l’entraînement du système et -II- l’entraînement de l’utilisateur. Lors de
l’étape -I-, l’utilisateur a pour consigne de réaliser successivement un certain nombre
de tâches d’IM (par exemple, imagination de mouvements de la main gauche et de la
main droite). A partir de l’enregistrement de l’activité cérébrale générée lors de la réa-
lisation de ces différentes tâches d’IM, le système tente d’extraire du signal des motifs
caractéristiques de chacune des tâches mentales (voir chapitre 7). Ces caractéristiques
extraites vont alors permettre d’entraîner un classifieur dont le but sera de déterminer
la classe à laquelle appartiennent les signaux (c’est-à-dire, imagination d’un mouve-
ment de la main gauche ou de la main droite) (voir chapitre 12). Il est ensuite courant
d’ajuster le classifieur en cours d’apprentissage de manière à prendre en compte les va-
riations de disposition du casque ou de conditions dans laquelle se trouve l’utilisateur
d’une session à l’autre. Une fois cette étape achevée, l’étape -II- va consister à entraî-
ner l’utilisateur. Pour ce faire, l’utilisateur aura pour consigne d’exécuter les tâches
d’IM, mais cette fois-ci, un feedback (basé sur l’apprentissage qu’a fait le système
lors de l’étape -I-) lui sera fourni afin de le renseigner quant à la tâche d’IM reconnue
par le système et le niveau de confiance du classifieur dans la reconnaissance de cette
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tâche. Ainsi, le but de l’utilisateur sera de mettre en place des stratégies efficaces afin
de permettre au système de reconnaître au mieux les tâches d’IM qu’il effectue.
Concrètement, ce protocole d’apprentissage se déroule en général sur plusieurs
sessions, chacune d’elles étant composée de séquences (souvent appelées runs) d’en-
viron 7min. Une session comprend en général 4 à 6 séquences, afin d’éviter la fa-
tigue que l’on observe souvent après la 6 e séquence. De plus, les séquences sont
elles-mêmes découpées en essais. Une séquence comprend 10 à 20 essais par classe
(c’est-à-dire, par tâche d’IM) selon le nombre de classes. Un essai dure classiquement
environ 8s au cours desquelles sont d’abord présentés à l’écran une croix de fixation
suivie d’un son pour attirer l’attention de l’utilisateur, suivis d’une flèche symbolisant
l’instruction (e.g., une flèche pointant à gauche correspond à l’instruction « imagi-
ner un mouvement de la main gauche ») puis d’un feedback visuel fourni sous forme
d’une barre indiquant la tâche reconnue ainsi que le niveau de confiance du classifieur
dans la reconnaissance de cette tâche (par exemple, une barre bleue pointant vers la
gauche signifie que le système a reconnu la tache d’imagination d’un mouvement de
la main gauche ; la longueur de la barre correspond à la confiance du classifieur quant
à la reconnaissance de la tâche d’IM). Les détails de la chronologie d’un essai sont
présentés dans la figure 11.2, gauche.
Figure 11.1 – [GAUCHE] Chronologie d’un essai : au début de l’essai, une croix ap-
paraît au centre de l’écran ; après 2s, un son retentit pour signifier l’imminence de
l’instruction ; à 3s, une flèche apparaît pendant 1,25s : la direction de la flèche in-
dique la tâche d’IM à effectuer ; à 4,25s le feedback est affiché pendant 4s et mis à
jour généralement 16 fois par seconde selon la sortie du classifieur. [DROITE] Illus-
tration schématique d’un essai d’apprentissage avec le protocol du Wadsworth center
[WOL 00].
Principe du protocole du Wadworth center pour le contôle 1D de curseur - Le sys-
tème BCI proposé par le Wadsworth center est basé sur le contrôle des rythmes senso-
rimoteurs µ et β suite à un apprentissage via un conditionnement opérant [WOL 00].
Dans la version initiale de ce système BCI, devenu maintenant un standard, un cur-
seur (ou une balle) est affiché(e) à l’écran et se déplace de manière continue depuis
la gauche de l’écran vers la droite de celui-ci, à vitesse constante. L’utilisateur peut
contrôler la position verticale du curseur en modulant l’amplitude de ses rythmes sen-
sorimoteurs. Dans la partie droite de l’écran, plusieurs cibles (généralement entre 2
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et 4 - représentées par des rectangles) sont affichées et disposées verticalement, les
unes au-dessus des autres. L’utilisateur doit ajuster la position verticale du curseur,
grâce à la BCI, de façon à ce que le curseur atteigne la cible indiquée lorsqu’il at-
teint la partie droite de l’écran (voir figure 11.2, droite). Ce type de BCI, basée sur
du conditionnement opérant, n’impose pas de tâches mentales précises à l’utilisateur,
contrairement à l’approche BCI de Graz, et n’utilise pas non plus d’apprentissage ar-
tificiel. L’utilisateur doit trouver par lui-même quelle stratégie lui permet de moduler
efficacement ses rythmes cérébraux de façon à déplacer le curseur à l’écran. Typique-
ment les utilisateurs utilisent des tâches d’imagerie motrice en début d’apprentissage,
mais avec la pratique, ils rapportent généralement utiliser de moins en moins de tâches
d’imagination [WOL 00]. L’apprentissage du contrôle de la BCI prend ainsi du temps,
généralement plusieurs jours, semaines ou mois d’entraînement. Ce principe a néan-
mois permis à certains utilisateurs de maîtriser, grâce à cette BCI, le contrôle d’un
curseur en 1 dimension (1D) [WOL 00], 2D [WOL 00] voire même plus récemment
3D [MCF 10]. Cette approche a notamment été utilisée dans la fameuse étude de Bir-
baumer et al. [BIR 99] publiée dans Nature en 1999.
11.3. Limites des protocoles standards utilisés en BCI
Il a été montré que les protocoles standards ne suivaient pas les lignes directrices
proposées par les experts en psychologie de l’apprentissage notamment [LOT 13].
Cependant, peut-on être sûr que cela impacte réellement les performances des utili-
sateurs lors du contrôle d’une BCI ? Rappelons en effet que bien d’autres problèmes
liés aux BCI ont été soulevés, tels que les problèmes d’ordre matériel (par exemple,
EEG : faible rapport signal/bruit, impédance variant au cours du temps), logiciel
(par exemple, algorithmes de classification imparfaits) ou encore neurophysiologique
(e.g. non stationnarité des signaux). Alors comment évaluer l’impact réel des procé-
dures d’apprentissage sur les performances en BCI ? Pour tenter de répondre à cette
question, nous avons utilisé un protocole d’apprentissage standard en BCI [PFU 01]
pour apprendre à réaliser de simples tâches motrices [JEU 14], c’est-à-dire, dans un
contexte dépourvu de BCI, et donc de toutes les problématiques qui leur sont asso-
ciées. Durant l’expérience, les utilisateurs devaient apprendre à dessiner des ronds et
des triangles sur une tablette graphique. Sur le même principe que l’apprentissage en
BCI, ils avaient pour consigne d’identifier la bonne stratégie (taille de la figure et vi-
tesse d’exécution) permettant au système de reconnaitre la tâche qu’ils étaient en train
de réaliser. Les résultats de cette étude montrent que, même si la majorité apprend et
s’améliore au cours des séquences, 15% des participants obtiennent des taux de clas-
sification correcte aux alentours de 50% (ce qui correspond au hasard, et signifie par
conséquent qu’ils n’ont pas réussi à apprendre à réaliser ces tâches motrices simples).
Ce taux est proche du taux de personnes « illettrées » en BCI [ALL 10], et suggère
ainsi que ces protocoles ne sont pas totalement adaptés pour permettre à une personne
d’acquérir une compétence. Ce résultat confirme l’intérêt d’améliorer les protocoles
d’apprentissage afin d’optimiser les performances associées aux BCI.
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11.4. Etat de l’Art des Protocoles d’Apprentissage en BCI
Cette section, qui propose une revue de littérature des protocoles d’apprentissage
existants en BCI, a pour objectif de fournir quelques lignes directrices qu’il serait
intéressant de suivre pour l’élaboration de protocoles d’apprentissage en BCI.
11.4.1. Instructions
Très peu d’études se sont intéressées aux instructions données aux utilisateurs lors
de l’apprentissage du contrôle d’une BCI. Il s’agit pourtant d’un élément central de
l’apprentissage, puisque ces instructions permettent notamment d’aider à la compré-
hension de la tâche. Ainsi, elles se résument souvent à une simple consigne indiquant
que le but est de faire se déplacer le curseur/la barre dans la bonne direction. Or,
comme suggéré par Lotte et al. [LOT 13], l’objectif d’un protocole d’apprentissage
n’est pas de permettre à une barre de se déplacer, mais plutôt d’aider l’utilisateur
à apprendre à générer un signal stable et spécifique à chacune des tâches d’image-
rie mentale réalisées. Il semblerait donc nécessaire que le but de l’apprentissage soit
davantage explicité. Une étude montre que le fait d’inciter les utilisateurs à procé-
der à une imagination kinesthésique des mouvements(c’est-à-dire, imaginer que l’on
réalise réellement le mouvement, en ressentant les sensations, sans vraiment faire le
mouvement) plutôt qu’une simple imagination visuelle engendre une amélioration des
performances [NEU 05]. Par ailleurs, une deuxième étude montre que les utilisateurs
obtenant les meilleures performances sont ceux à qui on n’a pas imposé de stratégies
spécifiques à suivre en début d’apprentissage [KOB 13]. Les auteurs suggèrent que le
succès de l’apprentissage repose sur des mécanismes d’apprentissage inconscients, et
que les utilisateurs qui mettent en jeu des stratégies surchargent ainsi leurs ressources
cognitives (ce qui ne favorise pas l’amélioration des performances).
11.4.2. Tâches d’entraînement
Même si généralement les protocoles d’entraînement pour les BCI n’utilisent qu’une
seule tâche d’entraînement, répétée à l’identique de multiples fois, quelques rares tra-
vaux ont exploré des tâches différentes et variées. En particulier, McFarland et al. ont
utilisé avec succès des tâches d’entraînement progressives en entrainant les utilisa-
teurs, par conditionnement opérant, à effectuer tout d’abord du contrôle de curseur
en 1 dimension (1D), séparément pour 3 dimensions différentes, puis en 2D (pour
chaque paire de dimensions), et enfin en 3D [MCF 10]. De leur côté, Vidaurre et al.
ont exploré des tâches d’entraînement adaptatives, en faisant utiliser au sujet une BCI
initialement générique (c’est-à-dire, indépendante du sujet car calibrée sur les données
de plusieurs autres sujets), puis progressivement de plus en plus adaptée à ce nouvel
utilisateur (en adaptant le choix des capteurs et le classifieur à cet utilisateur) [VID 10].
Cette approche progressive et co-adaptative (l’utilisateur s’adapte à la machine et la
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machine s’adapte à l’utilisateur) a permis à des utilisateurs initialement « illettrés » de
finalement parvenir à contrôler la BCI. De manière moins formelle et systématique,
Neuper et al. ont aussi exploré le fait de laisser l’utilisateur s’entraîner de manière
libre et asynchrone de temps en temps, avec des résultats positifs [NEU 03]. Même
si cette approche n’a pas été comparée avec l’approche classique (synchrone unique-
ment), cela suggère tout de même que l’inclusion de sessions libres et asynchrones
peut être bénéfique pour l’entraînement aux BCI. Enfin, Eskandari et al., ont entrainé
leurs utilisateurs à la méditation avant l’utilisation de BCI, et en ont montré l’impact
positif sur les performances [ESK 08].
11.4.3. Feedback
Dans les protocoles d’apprentissage standards [PFU 01], le feedback correspond à
une barre ou un curseur, affiché à l’écran, dont la direction dépend de la tâche recon-
nue par le classifieur, et dont la taille est proportionnelle à la confiance du classifieur
dans la reconnaissance de la tâche. Certaines études ont proposé des variantes de ce
feedback. Tout d’abord, Kübler et al. [KüB 01] ont développé une version incluant des
smiley à la fin des essais réussis. Par ailleurs, dans leur étude, Leeb et al. [LEE 07]
remplacent ce curseur par un smiley gris, se déplaçant vers la gauche ou vers la droite
selon la sortie du classifieur. A la fin de chaque essai, le smiley devient vert et sourit
lorsque l’essai est réussi, rouge et triste dans le cas contraire. Cette dernière étude a
permis de montrer que le fait d’augmenter la motivation des utilisateurs est associé à
une amélioration des performances. Cependant, aucune de ces études n’a proposé une
comparaison formelle avec le feedback standard, d’où l’impossibilité d’affirmer que
ces feedbacks soient plus efficaces.
Bien qu’ayant l’avantage d’être simples à implémenter et intuitifs, l’efficacité des
feedbacks décrits ci-dessus (tous visuels) n’est pas optimale dans le cadre des BCI.
En effet, il est admis que dans des situations d’interaction de la vie courante, le canal
visuel est souvent surchargé [LEE 13], ce qui a amené certains chercheurs à envisager
des feedback associés à d’autres modalités sensorielles. C’est ainsi que plusieurs ex-
périences ont été menées pour évaluer l’efficacité d’un feedback auditif. De la même
manière que le feedback visuel standard, le feedback auditif représente souvent la sor-
tie du classifieur : au lieu de modifier la taille de la barre, la sortie du classifieur est
représentée sous forme de variations de la fréquence du son [GAR 12], de son inten-
sité [MCC 14] ou encore de sa tonalité [HIN 04, NIJ 08]. Par exemple, dans leur BCI
Auditive, Nijboer et al. [NIJ 08] utilisent le son de deux instruments différents pour in-
diquer la reconnaissance de chacune des taches d’IM. Bien qu’ayant montré son utilité
pour les patients souffrant du Syndrome d’Enfermement [SMI 05] dans la mesure où
ce syndrome est souvent associée à une déficience visuelle et une perte de la sensibi-
lité, le feedback auditif est généralement associé à des performances significativement
inférieures à celles obtenues avec un feedback visuel. Une des raisons évoquées est
le fait qu’il soit moins intuitif et qu’il nécessite donc un apprentissage long et diffi-
cile. De plus, pour des applications de la vie courante dans un environnement ouvert
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(par expemple, navigation d’un fauteuil roulant), le canal auditif est extrêmement sol-
licité et doit donc rester disponible (tout comme le canal visuel). Pour ces raisons, le
feedback auditif ne semble pas idéal pour des applications de navigation ou de diver-
tissement grand public.
Dans ce contexte, le feedback tactile pourrait présenter de nombreux avantages. Tout
d’abord, ce canal sensoriel est peu sollicité lors de situations d’interactions. Ainsi, une
information supplémentaire via ce canal n’aurait pas ou peu d’impact sur la charge de
travail [LOT 13], et n’affecterait donc pas les performances. De plus, contrairement
aux feedbacks visuel et auditif, le feedback tactile est personnel, dans la mesure où
il n’est pas perçu par l’entourage de l’utilisateur. Pour ces raisons, différents types
de feedbacks tactiles ont été testés pour les BCI. Par exemple, le feedback peut être
dispensé sous forme de vibrations changeant de fréquence selon la tâche d’IM re-
connue [CHA 07]. A l’aide d’un seul vibro-tacteur placé sur le biceps, il est alors
possible de percevoir si la tâche reconnue est une imagination d’un mouvement de
la main gauche ou de la main droite. Cette étude montre également que les perfor-
mances obtenues à une tâche d’IM donnée (IM main gauche ou main droite) sont
meilleures lorsque le moteur est placé sur le biceps ipsilatéral. Ce résultat fait écho
à la théorie du Control-Display Mapping [THU 12], selon laquelle l’efficacité d’un
feedback tactile dépend de sa cohérence avec la tâche d’IM reconnue (par exemple,
stimuler la main droite lorsqu’une tâche d’IM de la main droite est reconnue). D’autres
études [KAU 06, CIN 07, CHA 12, LEE 13] proposent l’utilisation de plusieurs tac-
teurs pour fournir un feedback à l’utilisateur. Ces études s’adressant plus particuliè-
rement aux personnes tétraplégiques, les capteurs sont placés au niveau du cou ou
du haut du dos (où la sensibilité est préservée). Différents types de motifs, respec-
tant le control-display mapping, tels que des variations en intensité ou en localisa-
tion spatiale sont alors utilisés comme feedback. Par ailleurs, dans une récente étude
[JEU 15b], nous avons testé pour la première fois un feedback tactile continu (dans le
sens où il était mis à jour 4 fois par seconde) en le comparant à un feedback visuel
équivalent. Nous avons utilisé des gants contenant 5 vibro-tacteurs chacun : des vibra-
tions dans la main gauche (ou droite) correspondaient à la reconnaissance de la tâche
« imagination d’un mouvement de la main gauche (ou droite) ». Par ailleurs, comme
nous souhaitions évaluer la pertinence et l’efficacité de ces deux feedbacks (visuel
et tactile) dans un contexte d’interaction, nous avons ajouté une tâche de comptage
de distracteurs visuels dans un environnement d’apprentissage ludifié. Nos résultats
montrent que les performances (scores aux tâches d’imagerie motrice et de comptage
combinés) des participants ayant reçu un feedback tactile sont plus élevées que celles
des participants ayant reçu un feedback visuel. Cette étude suggère qu’un feedback
tactile peut permettre d’augmenter les performances associées aux BCI, notamment
lors d’une tâche d’interaction. Cependant, bien que les performances associées à un
feedback tactile soient souvent équivalentes à celles obtenues avec feedback visuel,
voire meilleures [JEU 15b], et généralement associées à une meilleure expérience uti-
lisateur (étant considéré comme plus naturel), la modalité tactile demeure peu utilisée
en BCI.
Apprentissage humain 251
Enfin, deux types de feedback très spécifiques ont été explorés. Tout d’abord, deux
études [KAC 11, WIL 12] ont exploré l’utilisation de la stimulation linguale électro-
tactile. La langue a pour caractéristique de posséder des récepteurs permettant une
excellente résolution spatiale, et sa sensibilité est préservée dans le cas de blessures au
niveau de la colonne vertébrale. Par ailleurs, deux autres études [GOM 11, RAM 12]
se sont concentrées sur le feedback proprioceptif (c’est-à-dire, donnant une informa-
tion quant à la position des différentes parties du corps et à la force nécessaire pour
réaliser un mouvement) fourni lors du contrôle d’une neuroprothèse. Ces études ont
révélé de très bons résultats puisque le feedback proprioceptif couplé au feedback vi-
suel permet une amélioration des performances par rapport au feedback visuel seul.
Cependant, ces méthodes sont très coûteuses et invasives et donc peu applicables à des
applications pour le grand public.
Au delà des modalités sensorielles, le contenu des feedbacks a également été ma-
nipulé. Par exemple, Hwang et al. [HWA 09] ont proposé un entraînement basé sur le
neurofeedback. Le feedback représentait alors une carte schématisant les différentes
activations des zones du cortex en temps réel, ce qui a permis d’améliorer les perfor-
mances des utilisateurs. Par ailleurs, une étude [KAU 11] montre que l’augmentation
de la demande en ressources attentionnelles due à la multimodalité du feedback n’en-
traîne pas de baisse des performances par rapport au feedback classique. Bien que
prometteuses, ces approches n’ont été que peu explorées.
Enfin, quelques études ont utilisé une procédure visant à biaiser le feedback (c’est-
à-dire, en faisant croire à l’utilisateur qu’il a obtenu de meilleures performances que
ses performances réelles). Par exemple, [BAR 10] a montré que des utilisateurs experts
étaient gênés par un feedback biaisé, alors que cette procédure pouvait être bénéfique
aux utilisateurs novices. Par ailleurs, il a aussi été montré qu’un feedback uniquement
positif entraînait une diminution des performances lorsqu’il était utilisé sur un nombre
important de sessions [KüB 01]. Ces résultats suggèrent que le niveau d’expertise de
l’utilisateur doit être pris en compte lors du design d’un feedback optimal.
11.4.4. Environnement d’Apprentissage
La plupart des feedback utilisés en BCI (notamment les feedbacks visuels) occa-
sionnent fréquemment une baisse de la motivation et sont associés à une expérience
utilisateur moyenne. C’est dans le but de maintenir la motivation et d’améliorer l’expé-
rience utilisateur que des protocoles d’apprentissage ludiques ont été développés. Par
exemple, Mc Craedie et al. [MCC 14] ont proposé deux jeux simples basés sur le ball-
basket paradigm (c’est-à-dire faire rentrer un ballon dans un panier de basket) et sur
un vaisseau spatial devant éviter des astéroïdes. D’autres études, synthétisées dans une
revue par Lécuyer et al. [LéC 08], ont même proposé des protocoles d’apprentissage
ludiques pour BCI intégrant de la réalité virtuelle. Parmi ces jeux, l’application « Use
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The Force », inspirée de Star Wars, permet de soulever un vaisseau spatial par l’imagi-
nation de mouvements des pieds. En effet, les études de Ron-Angevin et Díaz-Estrella
[RON 09] et Leeb et al. [LEE 06] montrent que l’utilisation de protocoles ludiques,
notamment basés sur la réalité virtuelle, permet une augmentation de la performance
de contrôle des BCI par rapport à un protocole d’apprentissage classique. Bien qu’ef-
ficaces, tous ces protocoles utilisent un feedback de nature visuelle. Or, comme nous
l’avons vu, le canal visuel est souvent surchargé lors de situations d’interaction pour
lesquelles une BCI pourrait être utile. Il serait donc certainement utile de combiner
ces environnements d’apprentissage à des feedbacks tactiles notamment, comme ça a
été fait dans l’étude de Jeunet et el. [JEU 15b], et de comparer les performances à une
situation d’apprentissage dans un environnement classique.
11.4.5. Pour résumer : quelques lignes directrices pour la création de protocoles
d’apprentissage plus efficaces
Dans cette section, nous proposons une synthèse des lignes directrices ressortant
des études présentées ci-dessus, et dont le but est de guider les personnes qui sou-
haiteraient mettre en place des protocoles d’apprentissage plus efficaces. Instructions
- Il semble nécessaire d’expliciter l’objectif de l’apprentissage à l’utilisateur, et no-
tamment le fait qu’il doit apprendre à générer un signal stable et spécifique lorsqu’il
effectue les différentes tâches d’IM afin de pouvoir, à terme, contrôler efficacement
la BCI. De plus, il est important de laisser l’utilisateur tester plutôt que de lui impo-
ser une stratégie de réalisation de ces tâches. Cependant, pour ce qui est de l’imagerie
motrice, il semblerait que faire de l’imagerie motrice kinesthésique plutôt que visuelle
soit plus efficace.
Tâches d’Entraînement - Fournir des tâches d’entraînement progressives (difficulté
croissante) et adaptatives (en fonction de l’utilisateur) semble favoriser l’acquisition
des compétences en BCI. Il semble qu’il en soit de même pour le fait d’inclure des
sessions libres et asynchrones ainsi que des pré-tâches d’entraînement (par exemple,
méditation).
Feedback - Bien qu’aucune étude ne l’ait formellement montré, il semble que l’uti-
lisation d’un feedback visuel à connotation émotionnelle (par exemple, un smiley)
augmente la motivation des utilisateurs et donc leur performance. Cependant, le feed-
back visuel n’est pas idéal dans des situations d’interaction. Il en est de même pour
le feedback auditif, qui ne semble être réellement bénéfique que pour les patients at-
teints du Syndrôme d’Enfermement. Le feedback tactile est prometteur, à condition
de respecter le control-display mapping. En effet, il est en général associé à des per-
formances équivalentes au feedback visuel mais dépend d’un canal beaucoup moins
demandé lors de situations d’interaction. Enfin, une augmentation de la quantité et de
la qualité des informations fournies (par exemple, topographie de l’activité cérébrale)
semble utile, de même qu’une adaptation de la présentation du feedback en fonction
de l’expertise de l’utilisateur.
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Environnement d’Apprentissage - Plusieurs études ont montré qu’un apprentissage lu-
dique, notamment grâce à l’utilisation de la réalité virtuelle, permet une augmentation
de la motivation de l’utilisateur, et donc de ses performances.
11.5. Perspectives : Vers des Protocoles d’Apprentissage Adaptés et Adaptables à
l’Utilisateur
La section précédente nous a permis de présenter les travaux menés jusqu’à présent
dans le but d’améliorer les protocoles d’apprentissage des BCI. En effet, nous avons vu
que certaines études visaient à rendre l’environnement d’apprentissage plus motivant
(utilisation de jeux et de la réalité virtuelle), mais aussi à améliorer la qualité des ins-
tructions, la pertinence des tâches d’entraînement ou encore le feedback fourni à l’uti-
lisateur. Cette synthèse de la littérature permet de constater que la grande majorité des
travaux menés en BCI pour améliorer les protocoles d’apprentissage s’inscrivent dans
une approche dite techno-centrée. Autrement dit, l’objectif est d’améliorer les perfor-
mances des BCI en agissant sur les protocoles d’apprentissage, mais en concentrant
les efforts sur la technologie (amélioration de l’interface et du contenu des informa-
tions fournies à l’utilisateur lors de l’apprentissage). Dans cette dernière partie, nous
nous proposons de présenter une vision émergeante en BCI, dite anthropo-centrée,
qui s’inscrit en rupture mais également dans la complémentarité de l’approche clas-
sique présentée ci-dessus. Elle est portée par une vision de l’apprentissage selon la-
quelle chaque individu a des caractéristiques spécifiques, en fonction de son vécu, de
sa culture et donc de son profil cognitif, de sa personnalité, etc. Et donc qu’amélio-
rer l’apprentissage des BCI passe par l’adaptation des protocoles d’apprentissage aux
caractéristiques propres à chaque apprenant.
Cette vision a notamment émergé suite au constat selon lequel les études en BCI
montrent une grande variabilité en terme de performances. En effet, il arrive souvent
que pour un même protocole d’apprentissage, certaines personnes présentent des per-
formances proches du hasard alors que d’autres avoisinent les 100% de réussite. Il est
alors légitime de se demander Pourquoi certaines personnes arrivent à apprendre et
d’autres non ? Cette question a récemment donné lieu à une étude [JEU 15a] durant
laquelle (1) il était demandé aux participants d’apprendre à se servir d’une BCI basée
sur l’exécution de 3 tâches mentales (imagination d’un mouvement de la main gauche,
rotation mentale et soustraction mentale) [FRI 13] en utilisant un protocole classique
[PFU 01] sur 6 sessions (réalisées sur 6 journées) et (2) on évaluait certains aspects
de leurs profils cognitif et de personnalité à l’aide de différents questionnaires. Cette
étude révèle deux résultats majeurs. Le premier correspond à une forte corrélation
entre le score au test de Rotation Mentale [VAN 78] et les performances moyennes de
l’utilisateur aux tâche d’imagerie mentale. Ce premier élément est porteur de perspec-
tives très intéressantes dans le cadre de l’apprentissage des BCI. En effet, il permet
d’envisager des protocoles d’entraînement durant lesquels les habiletés spatiales des
utilisateurs seraient entraînées, de manière progressive, jusqu’à ce qu’ils réussissent à
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effectuer des tâches d’imagerie mentale. Le deuxième résultat de cette étude corres-
pond à la mise en évidence d’un modèle permettant de prédire les performances des
utilisateurs de BCI notamment grâce à 3 facteurs de personnalité : (1) le niveau de
tension de l’utilisateur, c’est-à-dire son niveau d’anxiété, (2) ses capacités d’abstrac-
tion / d’imagination et (3) son niveau d’autonomie à l’égard du groupe. De la même
manière que le résultat précédent, cette approche permet de réfléchir à des perspec-
tives prometteuses en terme de mise en place de protocoles d’apprentissage adaptés
aux caractéristiques spécifiques de l’utilisateur.
Cette notion de protocoles d’apprentissage adaptés aux caractéristiques de l’ap-
prenant amène à considérer des solutions développées dans le domaine des Systèmes
Tutoriels Intelligents (STI) [NKA 10]. Les STI sont des systèmes informatiques adap-
tatifs dont le but est de faciliter l’apprentissage de concepts en adaptant le protocole
aux caractéristiques de l’utilisateur. Dans les STI, des séquences d’exercices sont pro-
posées pour permettre à l’utilisateur d’acquérir une certaine compétence. La particula-
rité des STI est que (1) cette séquence d’exercices est adaptée au profil de l’apprenant
et que (2) cette séquence est adaptable, durant l’apprentissage, à l’état de l’apprenant.
En effet, avant de débuter la séquence d’apprentissage, l’objectif est de déterminer le
profil de l’apprenant de façon à lui proposer un protocole d’apprentissage adapté (par
exemple, déterminer si l’apprenant est plutôt visuel ou verbal et proposer des exercices
basés sur des pictogrammes ou des textes, respectivement). Par ailleurs, l’apprentis-
sage prend également en compte l’évolution du niveau de compétence de l’apprenant
(c’est-à-dire, son état cognitif). De plus en plus d’efforts sont également déployés pour
évaluer l’évolution des états émotionnel et motivationnel de l’apprenant durant l’ap-
prentissage. En particulier, certaines émotions (telles que l’enthousiasme ou la décep-
tion) sont dites « émotions académiques » [PEK 02] car impliquées dans la réussite (ou
l’échec) de l’apprentissage. Différents indicateurs peuvent être utilisés pour mesurer
ces états : comportementaux (mouvements de la souris, posture, expressions faciales),
physiologiques (variations du rhythme cardiaque, réponse électro-dermale ou respira-
tion) et neurophysiologiques (modification de certains rythmes cérébraux, mesurés par
l’EEG). Tous ces états sont objectivés dans le but d’adapter la séquence d’exercices en
temps réel, et donc d’améliorer l’efficacité de l’apprentissage. Par exemple, si l’éva-
luation de l’état cognitif permet d’identifier que certaines compétences ne sont pas
acquises, alors le système opèrera un retour à des exercices permettant de renforcer
cette compétence. De même, si une baisse de la motivation et de l’enthousiasme d’un
apprenant sont remarquées alors que les compétences semblent acquises, il sera pos-
sible d’augmenter la difficulté des exercices de façon plus rapide que ne le prévoyait le
protocole. Par ailleurs, l’apprentissage à l’aide d’un STI (tout comme l’apprentissage
des BCI) est un apprentissage à distance : l’apprenant est seul face à un ordinateur.
Or, il est connu que la présence sociale est un facteur important favorisant l’efficacité
d’un apprentissage [GUN 95]. En effet, il a été montré que l’apprentissage en présence
d’un professeur ou en présence d’autres personnes, même passives, améliore les per-
formances. C’est notamment pour cette raison que des Compagnons d’Apprentissage
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Virtuels (CAV) ont été développés dans le domaine des STI. Ces CAV, souvent affi-
chés sur l’interface du STI, peuvent être paramétrés afin de fournir différents types de
feedback (présence sociale, soutien émotionnel ou cognitif) en fonction du profil et de
l’état de l’apprenant.
L’idée d’un STI spécifiquement adapté à l’apprentissage des BCI semble promet-
teuse, mais soulève plusieurs interrogations. Par exemple, l’apprentissage des mathé-
matiques permet de déterminer une séquence de compétences à acquérir, allant de
compétences simples (additionner deux chiffres) à des compétences plus élaborées
(faire des opérations sur les fractions). Définir une séquence de compétences à acquérir
pour l’apprentissage des BCI s’avère beaucoup plus complexe. Par ailleurs, une autre
spécificité de l’apprentissage des BCI est que l’apprenant est immobile durant l’ap-
prentissage, ce qui limite le nombre d’indicateurs comportementaux disponibles pour
la mesure des états émotionnel et motivationnel de l’apprenant. Bien que ces ques-
tions demeurent en suspens, il est possible d’imaginer une version simplifiée d’un STI
pour l’apprentissage des BCI, comprenant plusieurs étapes. Dans un premier temps, il
conviendrait de déterminer le profil de l’apprenant, en évaluant notamment les dimen-
sions a priori impliquées dans les performances en BCI (c’est-à-dire, les niveaux de
tension, d’autonomie et d’imagination). Un CAV fournirait alors un feedback adapté à
ce profil. Par exemple, il pourrait permettre d’apporter un soutien émotionnel aux per-
sonnes anxieuses, ou encore une présence sociale aux personnes ayant un faible score
à la dimension « autonomie ». Ensuite, grâce aux scores obtenus par les participants
au test de Rotation Mentale, une séquence d’exercices augmentant progressivement
en difficulté pourrait permettre d’entraîner les utilisateurs à améliorer leurs habiletés
spatiales, ce qui, combiné au soutien fourni par le CAV, devrait avoir un impact positif
sur leurs performances en BCI.
11.6. Conclusion
Ce chapitre nous a permis de dresser un portrait de l’état actuel de la recherche sur
l’amélioration des protocoles d’apprentissage en BCI. En effet, il est maintenant admis
par la communauté BCI que l’amélioration des performances des BCI nécessite une
prise en compte de l’utilisateur dans la boucle, et donc une amélioration des protocoles
d’apprentissage. Ainsi, nous avons vu que quelques pistes prometteuses ont été ex-
plorées concernant les différents éléments constituant ces protocoles d’apprentissage
(instructions, tâches d’entraînement, feedback ou encore environnements d’apprentis-
sage). Malheureusement, ces études restent peu nombreuses et surtout, leurs résultats
ne sont que peu exploités par la communauté BCI. Cependant, nous avons aussi mon-
tré qu’en s’appuyant sur des théories issues de disciplines telles que la Psychologie de
l’Apprentissage, il était possible de proposer des approches nouvelles et prometteuses
pour l’amélioration des performances des utilisateurs. Notamment, il semble néces-
saire de faire l’effort de comprendre le fonctionnement cognitif de chaque utilisateur
afin de proposer des protocoles d’apprentissage adaptés à leur profil.
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