Abstract. We consider the numerical solution of the linear Klein-Gordon equation in R 2 and R 3 . An artificial boundary is introduced to obtain a bounded computational domain. On the given artificial boundary, the exact boundary condition and a series of approximating boundary conditions are constructed, which are called absorbing boundary conditions. By using either the exact or approximating boundary conditions on the artificial boundary, the original problem is reduced to either an equivalent or an approximately equivalent initial-boundary value problem on the bounded computational domain. The uniqueness of the approximate problem is then proved. The numerical results demonstrate that the method given in this paper is effective and feasible.
Introduction
We consider the absorbing boundary conditions for the Klein-Gordon equation in 
where is the Planck constant, m is the mass of the particle, and c is the velocity of the particle. The Klein-Gordon equation is a basic equation in relativistic quantum mechanics [10] which describes the behavior of spin-zero particles, like pions or kaons.
For simplicity, we consider the following initial value problem:
∂t 2 − ∆u + u = f (x,t), ∀ (x,t) ∈ R d × (0,T ], (1.1)
We assume that ϕ 0 (x),ϕ 1 (x), and f (x,t) satisfy supp{ϕ 0 (x)} ⊂ B R0 = x |x| ≤ R 0 , supp{ϕ 1 (x)} ⊂ B R0 , supp{f (x,t)} ⊂ B R0 × [0,T ].
Because the physical domain is unbounded, a numerical scheme for solving (1.1)-(1.2) requires us to bound the computational domain by imposing an artificial boundary condition on a given artificial boundary.
Artificial boundary condition methods (ABC methods) refer to a class of methods that is based on specifying proper boundary conditions on the artificial boundary. The terms "radiation", "non-reflecting", or "absorbing" boundary conditions are often used in the context of exterior wave problems.
There are two different approaces to constructing artificial boundary conditions for wave equations. The first approach is called the perfectly matching layers method [4, 18] ; the methods in this class are often very effective. However, there are few theoretical results about their accuracy, convergence rate and computational costs. The second approach is called the transparent or absorbing boundary conditions method [5, 7, 11, 12, 14] , for which the resulting boundary-value problem is either approximates or is equivalent to the original problem. Some classic examples of these approaches are mentioned below.
In a well-known paper [5] , Engquist and Majda explained local transparent boundary conditions and furthermore extended the idea to equations with variable coefficients and to domains with circular artificial boundaries. Bayliss and Turkel [3] obtained a series of artificial boundary conditions based on a asymptotic expansion of solutions to the hyperbolic equation at large distances. Higdon [17] considered a two-dimensional wave equation in a rectangular computational domain.
Fully local boundary conditions are used in practice, however, they may generate nonphysical reflections at an artificial boundary. Moreover, the well-posedness of the resulting truncated initial-boundary problem is unknown. While the using discrete transparent boundary conditions is very efficient, it has some disadvantages. Most of the discrete transparent boundary conditions are of second-order accuracy, and the computational meshes must be uniform either in time, in space, or both. Moreover, the discrete boundary conditions are still nonlocal. Many methods have been introduced to construct high-order local nonreflecting boundary conditions, see [8] and references therein.
Nonlocal artificial boundary conditions have the potential of being more accurate than local ones. Ting and Miksis [22] used the Kirchhoff formula for reflected waves from the scatter to propose an exact boundary condition for scattering problems. Teng [21] derived an exact nonreflecting boundary condition based on a boundary integral equation for exterior problems of the three dimensional wave equation. Teng's method has advantages as it only involves information from a finite amount of past time and has the flexibility of artificial boundary controls. Sofronov [20] and Grote and Keller [11] designed an exact boundary condition on a spherical boundary for the three dimensional wave equation by decomposing functions into a summation of spherical harmonics. Unfortunately, their approach can not be extended directly to the two dimensional wave equation. Han and Zheng [14, 15] obtained three kinds of exact nonreflecting boundary conditions for exterior problems of wave equation in two and three dimensional space by an approach based on Duhamel's principle. Han and Huang [13] and Han, Yin and Huang [16] derived exact nonreflecting boundary conditions for two and three dimensional Schrödinger equations. Generally speaking, exact boundary conditions require more computational cost.
On the other hand, one can save computational time when using the exact boundary condition by using a fast evolution algorithm. Alpert, Greengard and Hagstrom [1] constructed a fast evolution method for scalar wave equations. Lubich and Schädle [19] constructed the fast convolution method of the nonreflection boundary conditions for wave equations and Schrödinger equations in two dimension.
In this paper, an exact boundary condition for the Klein-Gordon equation in R 2 and R 3 are constructed on the given artificial boundary. Moreover, a series of artificial boundary conditions is derived. With the artificial boundary conditions, the original problem can be reduced to a family of approximate problems on a bounded domain. The stability of the approximate problem is proved, and numerical examples in the 2D case are given to show the effectiveness of our approach.
Absorbing boundary conditions for the 2D Klein-Gordon equation
In R d , we define the artificial boundary Γ R to be: . In R 2 , we consider u(x,t), the restriction of the solution of problem
2)
3)
Since u ΓR = u(R,θ,t) is unknown, the problem (2.2)-(2.4) is an incompletely posed problem; it can't be solved independently. If u(R,θ,t) is given, the problem the problem (2.2)-(2.4) is well posed, so the solution u(r,θ,,t) of (2.2)-(2.4) can be given by u(R,θ,t).
Let the solution of (1.
Inserting (2.5) into (2.2) and using (2.3) and (2.4), we obtain {u n (r,t), n = 0,1,...} and {v n (r,t), n = 1,...}, which solve the following problems
where
In order to solve problems (2.6)-(2.8) and (2.9)-(2.11), firstly, we consider the following auxiliary problem: 17) where ω > 0 is an arbitrary real number. Substituting equation (2.17) into (2.14), we find that W (r) satisfies
The equation (2.18) has two independent solutions: J n (ωr),Y n (ωr) [2] , where J n (r) and Y n (r) are Bessel functions of the first and second kind, respectively. Thus for all ω > 0, functions of the form
are solutions of (2.14). Define G * n (r,t) to be
To study the properties of G * n (r,t), we remember the asymptotic behavior of the Bessel functions J n (z) and Y n (z) and their zeros: [9] 
Here, C is the Euler constant. From (2.20) and(2.21), there exists a constant ǫ ∈ (0,1) such that
From asymptotic expansion of Hankel functions, we obtain:
Note that a n 0 = 0, and let
Thus G * n (r,t) has the following properties:
where Γ R,0 presents the characteristic (r,t) r = R + t,t ≥ 0 .
3. G * n (R,t) = 0, G * n (r,0) = 0. 4. From equality (2.24) and (2.25), we obtain:
The last equality is proved in the appendix. It will play an important role in this section.
5. G * n (r,t) is a weak solution of (2.14). Note that t
Kn(r)
Kn(R) is also a solution of (2.14), and let
Then G n (r,t) is a solution of the initial-boundary value problem (2.14)-(2.16). Using Duhamel's Theorem, one can derive u n (r,t), which is the solution to (2.6)-(2.8), and v n (r,t), which is the solution to (2.9)-(2.11), from G n (r,t):
On the boundary r = R ∂u n (R,t)
On the other hand,
For arbitrary t > 0, the integral in (2.32) is convergent, thus (2.32) defines new special functions HY n,R (t). HY n,R (t) can be rewritten into the following equivalent formula: 
From (2.35), HY n,R (t) is differentiable with respect to t in (0,+∞), and
We can use (2.35)-(2.36) to calculate HY n,R (t) and HY ′ n,R (t). Substituting (2.31) into (2.29), we have
Similarly, for v n (r,t), we obtain
Equations (2.37)-(2.38) are the exact boundary conditions for u n (r,t) and v n (r,t) on the artificial boundary Γ R × [0,T ]. From (2.5), (2.37) and (2.38), we derive the absorbing boundary condition satisfying the solution u(r,t) of Klein-Gordon equation (1.1)-(1.2) on the artificial boundary Γ R × [0,T ]:
Therefore, the original problem is transformed into the following initial-boundary value problem on the bounded domain
If we take the first few terms of the above summation, namely N = 0,1,2,...,
If we use boundary condition (2.40) instead of (2.39), we obtain a series of approximate problems.
Absorbing boundary conditions for the 3D Klein-Gordon equation
When d = 3, consider the restriction of the solution U of (1.1)-(1.2) on Ω e × [0,T ], which satisfyies the following equations in spherical coordinates: 
In order to find the solution of problem (3.6)-(3.8), we consider the following auxiliary problem: ∀ω > 0, assume sin (ω 2 + 1) 1/2 t W (r) is a solution of (3.9). Then W (r) satisfies
Equation (3.12) is spherical Bessel equation; it has two independent solutions h 1 (ωr) and h 2 (ωr), where
For (r,t) ∈ [R,+∞) × [0,T ], the integral in 3.14 is convergent. H * n (r,t) is a solution of (3.9), and
where the last equality is obtained from (A.3) in the appendix. Let
Then L n+1/2 (r) satisfies the following differential equation:
Thus L n+1/2 (r) is a special solution of (3.9), and
Then H n (r,t) is a solution of the initial-boundary value problem (3.9)-(3.11). Using Duhamel's theorem and H n (r,t), we can find the solution U m n (r,t) of (3.6)-(3.8):
On the boundary r = R,
On the other hand
From (3.18), we obtain
Combining (3.4), (3.5) and (3.19), we get the absorbing boundary condition for the Klein-Gordon equation:
Taking N terms in the right hand side of (3.20), we obtain a series of approximate artificial boundary conditions: 
Similarly, by using approximate boundary conditions (2.40) and (3.21), we can reduce the original problem to an approximate initial-boundary value problem on the bounded computational domain
We have the following stability estimate: has at most one solution u(x,t) (u N (x,t)), and u(x,t) (u N (x,t)) depends continuously on the initial values ϕ 0 (x),ϕ 1 (x) and f (x,t).
Proof. We only prove the results in two dimensional case, but the three dimensional case can be proved similarly.
By multiplying both sides of (4.1) by ∂u(x,t) ∂t , integrating on Ω i , and using the initial conditions (4.5) and boundary condition (4.6), we obtain
In order to evaluate the term ∂u ∂x | ΓR ∂u ∂t | ΓR , we consider the following auxiliary problem: Combining (4.7) and (4.11), we obtain
Using Gronwall's inequality, we arrive at
From (4.13), we have a stability estimate for the solution u(x,t):
The statement for u N (x,t) can be proved similarly. n,R (t),n = 0,1,2,... . The integrals possess at most two singular points 0 and +∞. But for large t > 0, the integrals become oscillatory. We will use a scheme similar to the one found in [14] to get their approximate values when the parameter is not too large.
The kernel functions HY
In practical computation, we introduce a large number M to divide the semiinfinite interval (0,+∞) into two parts: (0,M ) and (M,+∞). First, consider the first integral in (2.35) on (M,+∞). By the asymptotic expansion (2.23), it holds
The function S M (0,t) can be obtained by numerical quadrature for any fixed M and t. Secondly, consider the integral on (0,M ), namely,
The Simpson quadrature scheme can be applied to calculate this integral. u(R,.,t l−k )C n (k) with t k = k∆t,k = 1,··· ,l and
In this section, we perform numerical examples for the 2D Klein-Gordon equation.
Example 6.1. First we consider a simple example: h(x,y) = 2π cos 2π(
Thus, the initial condition only depends on r.
Since it is hard to find the exact solution of this problem, a highly-accurate numerical solution is needed to play this role, which is called "the accurate solution" in the following discussion. This solution is obtained by a standard second-order, centered difference discretization in space and time with mesh size h = 1/1024, time step τ = h/2 and a N-order ABC-with N = 8 in (2.40). Next, we introduce an artificial boundary Γ 2 × (0,T ] and consider the problem in the bounded domain {(r,t)|0 ≤ r ≤ 2,0 < t ≤ 3}. A linear finite element scheme with a lumping technique for the space directions is employed with a third order ABC in the numerical implementation at each time step. A second order centered difference with τ = h/2 is used to approximate the time derivatives, and the integral term for HY n,2 (t) is approximated with a numerical quadrature scheme.
FIG. 6.1 shows the maximal error on t = 2 and t = 3 with different meshes. The relative error and convergence rates are shown in the TABLE 6.1. It can be observed that the errors decay with a nearly-optimal convergence rate of 4 when the mesh is refined by a factor 2. ∂t 2 u(x,y,t) − ∆u(x,y,t) + u(x,y,t) = 0, u(x,y,t) t=0 = g(x,y), u t (x,y,t) t=0 = h(x,y),
The centered difference scheme is used to approximate the time derivatives. A Linear triangular finite element scheme with a lumping technique for the space directions at each time step is used with τ /h = 0.5, where h denotes the mesh size. Figure  6 .2 demonstrates the type of mesh used in our examples. The "accurate solution" is obtained with a mesh size of h = 1/1024 and a twelfth order ABC. In FIG. 6.4 , when N is small, the accuracy of the numerical solutions can't be improved by refining the meshes because the artificial boundary conditions are not very accurate. When N becomes large, the numerical solution approximates the "accurate solution" very well. When N = 7, the convergence rate is almost two, which means the artificial boundary coundition with N = 7 is a good approximation of the exact boundary condition. In practical computation, the error of numerical solutions depends on the location of the artificial boundaries. To investigate the relation between the errors and the location of the artificial boundaries, we select different artificial boundaries, namely R = 2,3,4,5 and N = 5. The numerical error of at (x,y) = (1.5,1.5) is shown in TABLE 6.2. We can see that the location of artificial boundaries has little effect on the accuracy of our artificial boundary conditions. There are two ways to improve the accuracy of the artificial boundary conditions; one way is to extend the computational domain. Another way is to increase N , the number of terms in the truncated artificial boundary conditions. For the same numerical accuracy, we compared the computational time of the two approaches. The mesh size was chosen to be h = 1/256 and t = 3. From the numerical results we can see that in order to save computational cost one can choose a smaller computational domain and bigger N , which is an advantage of our high accuracy artificial boundary conditions. 
Conclusion
The numerical simulation for the multidimensional Klein-Gordon equation is considered. By introducing an artificial boundary and giving either the exact or a family of approximate artificial boundary conditions, the original problem is reduced to an equivalent problem or a sequence of approximate problems, respectively, on the bounded computational domain. Furthermore, stability analysis of the approximate problem on a bounded computational domain is established. The performance of the numerical examples shows that the given method is feasible and effective. Proof.
1. From the formula 6.521 in [9] , we obtain If we differentiate F 1 (R) and F 2 (R) with respect to R, we have The second to last formula is a consequence of the Wronskian determination of J ν (x),Y ν (x) [2] . By substituting (A.6) into (A.5), the formula (A.3) is proved.
