Abstract: In the distributed replicating server model, the provision of replicated services will improve the performance of the providing service and efficiency for clients. Efficiently composing the server selection algorithm decreases the retrieval time for replicated data. In this paper, we define the system model that selects and connects the replicated server that provides an optimal service using the server-side downstream measurement and propose a server selection algorithm.
Introduction
Nowadays, file transmission and receipt via the internet has become the most common means of study, work, and leisure all over the world. So the action of downloading files or receiving a web service using the internet is often performed. The extension of the internet's service scope has made it available all over the world. Therefore, users who want to access the same service are distributed all over the world, so a server system can be constructed that is distributed by several servers and installed in many regions. [1, 2] It is necessary to connect the propriety server in a distributed server system to provide the service desired a client, and these methods have been studied. A method is used that simply connects the near server, although it is not correct all the time. So it is important that each user chooses the server that is suitable to the user's desired location, as many mechanisms that perform server selection are used.
The server selection algorithm that is efficiently organized decreases the search time for data that is replicated by other servers.
In the existing model, it was performed to select a server by client, as being based on it, client was served wanted service. However, this method may cause a delay in serving the required service to the client and such delays are harmful to performance.
So, in this paper, we have proposed a system model that provides a suitable service on the server side downstream measurement, and studied the proper algorithm. Finally, we compared the existing algorithm on the client side measurement with the proposed algorithm and we verified the results. [5] , [6] , [7] Section II presents the system model for selecting a replicated server proposed in this paper, and section III compares the proposed model with the existing model using a test. Finally, section IV observes the significance of this model and summarizes.
Proposal of a selection model for a replicated server
In this paper, we propose a server selection model with which it is possible to select and serve the optimal service for clients from among the distributed servers This consists not only of performing a performance test on each server by client, but could also represent an optimal selection to serve a service because it tests performance from the viewpoint of the server.
Pre-defined notation
Def 1) Define the total number of servers serving a service in the directory service T = { t1, t2, … , tk } (k is the total number of service servers)
Def 2) Define the set of servers that could provide a service wanted by the client. R = { r1, r2, … , rk } (k is the total number of replicated servers)
Def 3) Define the set of servers that does not belong to the replicated servers among the service servers of the total set.
Namely, total set T, R and N has the following properties.
Def 4) The round trip time that sends and receives messages from the client to the specific server is defined as the following:
The transmission time from client to r k node ϑ (rk) : The transmission time from r k node to client (5)
The following is the total time taken to receive a response after the client sends a message to each server:
In this rule, we send the messages from the client to each server rk, and select the least value received in (rk), and we define it as the least time of measurement, MIN_Svr_Time.
Def 6) The server rk selected by MIN_Svr_Time is the server that could serve a service wanted by client in the shortest time.
Experimentation

Simulation and development environment
In order to conduct the experiment, we constructed an environment for the simulation. We wrote the simulator in visual C++ and ran it on a Windows system that could support Windows Library and API. As shown in the figure 1, we send a message simultaneously from the client to each server to request a measurement of server selection. Then, we select the fastest server by measuring the downstream performance from among the response messages of each server.
Comparison of the existing model and this model
a. The problem with the existing model 1. If a delay from the host to the server that serves the service occurs because of overload on the current network, even though it is a temporary phenomenon, it can not perform the appropriate server selection.
[10] 2. It is reported that the path from source to destination may be different from the path from destination to source because of the asymmetric path of IP networks in RFC 2679. And, though the path is symmetric in structure, it is clearly stipulated in that paper that it appears as a different performance characteristic because of asymmetric queuing.
b. The characteristics of using a downstream measurement 1.Client sends requests n times to each server in parallel. 2. Each server that received a request from the client resends the measurement data to the client using a downstream measurement. 3. The client selects the appropriate server that will serve the service based on the speed of the response coming from each server.
Choosing a replicated server based on the downstream measurement
The path could be altered when the client requests the service and then receives the real service. On the assumption that there is a replicated server 1 like (a) of fig.  2 , the path by which that client requests the service is established as path2, but it could be established as path1 when the server serves the real service data.
Let us suppose that the paths by which the client requests and receives the service are path2 and path1.
When the client sends a test message for selecting a server, we suppose that the paths of replicated server 1 and server 2 are established as (a) and (b) of fig. 2 , and T1, T2, the total times of server1 and server2, are taken as the following times:
In the case of T1, the request time increases because of the detour made for path2. The response time of T2 may be faster than T1's response time. However, although T1path1, the time that served the real services, may be faster than T2path1, we do not know its difference using the existing method.
That is, in the existing method, it only considers the round trip time from the client to the server, and selects the fastest server for a reply time, but in the algorithm of this paper, we select the server for measuring a downstream time at the server that serves the real service even though it has a bad round trip time. Therefore, when using this algorithm we can select an appropriate server for the situation of receiving real data.
Furthermore, we suppose that the time taken to request a test from a specific client to server k is Tkpat1, and the time taken to respond by server k to the client is Tkpath2, while the time Tk that it takes to select a server for the client is as follows:
Therefore, the total time T for measuring at all servers, is as follows:
Tk + min ( T1 path2 , T2 path2 , …., Tn path2 ) (10) Therefore, in this model which measures a downstream performance on the server side, we do not select a server (a) (b) Fig. 2. figure (a) presents the request and served path of the service at the replicated server 1, figure (b) presents the request and served path of the service at replicated server 2 based simply on RTT on the client side, but measure a downstream that will serve the real service based on the time of the request time and response time, so we are able to select the appropriate server accurately using this algorithm. So, the total time T is as follows:
min ( T1 path2 , T2 path2 , …., Tk path2 ) (11)
Simulation of the proposed downstream measurement model
Firstly, in order to determine the relation of the file size and response time, we select three servers which satisfy the following conditions and conduct an experiment to determine the relation between the number of hops and the response time.
Conditions)
1. Server A is located in Daejeon, Korea. From the test area to server A consists of 7 hops. 2. Server B is located in Japan. From the test area to server B consists of 12 hops 3. Server C is located in the USA. From the test area to server C consists of 12 hops.
We measure the response time as increasing a size of files, for servers A, B, C which satisfy the above conditions; Table 1 presents the results. Also, fig. 3 presents the change in response time for each server as the file size increases. We determined that the response time changes as the file changes in size, but it does not increase linearly, as shown in this figure. Though the hops of servers B and C are equal to 12, this differs from response time, and the rate of increase differs according to the increase in file size. Therefore, to select a server using only hops isn't suitable in reality. Also, the rate of increase does not increase linearly as the file changes in size.
Though we do not consider a path MTU of the intermediate network, it is of no significance to consider a change of response time as changing a file size because of not exceeding 65535 bytes for IP packet.
So, in this paper, we use messages of 2~3kbytes as a test message, and compare our proposal algorithm with the existing method in order to select an appropriate server and connect it.
If we define the required time of upstream traffic from the specific client to the server as USt, and define the required time of downstream traffic as DSt , then we can divide a server type as shown in fig. 4 . The number of upstream and downstream presents a weight. 
US DS > 1
This is the case where we select the server using only the calculation of RTT, as with the existing method. This type is the same case as (b) of fig. 4 . Judging from the served point of view, as the service starts, it may induce a terrible performance.
This case is the same as the existing model where USt = DSt = RTT. In this case, the same performance may occur whether we use this model or the existing model.
Like (a) of fig. 4 , this is the best case because a good service time is achieved and the shortest path is taken although it takes more time. The case of figure 4 , (a) is the occasion where the values DSt / USt are smaller than 1, and we select a server from this area, where the symbol (▲) presents an optimal service when any client is provided with practical services by an optimal server.
Conclusion
In this paper, we suggest a model for selecting a server that can provide an optimal service to the client desiring a service from among replicated servers. Thus, in order to provide mass and high-speed services, we suggest a model based on a new system when we perform server selection in an environment extending from a single server to numerous servers.
In the existing method, the system carried out server selection by measuring RTT after considering many capacity factors on the client side. However, because of the characteristics of the IP network, the path that it requests and responds to may differ by network load or because of temporary confusion. In such a case, the course requested will take more time than the response, although the contrary may also be the case.
On this occasion, a downstream measurement which considers the traffic direction of the server that can serve the real service is essential in order to select a server more correctly.
When a server is selected and offered, such a one-side measurement is suitable in reality because its efficiency is determined by downstream on the server part.
Furthermore, in the existing model, the system has the precondition that the list of servers remains static, but in this model, we use the directory service dynamically to renew location information, so it provides a model that can use the newest information.
In this paper, we suggest a method for server selection that is able to offer the most appropriate performance via a one-side measurement from the server, excepting the case of downstream detours, from among several server types as previously suggested. As such, this case showed superior efficiency.
At present, P2P (Peer-to-Peer) is the dominant trend. The various solutions and application programs used this appears in sight. Replicated servers of this paper can apply after extending from research model about to P2P, if replicated servers are considered each server. Gradually, as the capacity of personal computers and computing power grows, each PC will do a roll of server enough. Therefore, studies on applicable repeated server widely will be required.
