Autism is a developmental disorder in which attention shift impairment and strong familiarity preference are considered to be prime deficiencies. We model these two characteristics of autistic behaviour using Self-organizing Maps (SOFM).
INTRODUCTION
Autism is a developmental disorder first described by Kanner [I] , and Asperger [2] . Presently diagnostic criteria according to DSM-IV [3] are grouped into three main categories, namely, impairments in social interaction, impairments in verbal and nonverbal communication, and reshicted repertoire of activities and interests. The diagnostic criteria are behavior-based, but a number of biological abnonnalities have been connected with antism, For an introduction, see Gillberg and Coleman [4] .
There is a general agreement that attentional impair-.
. ment~is commonly seen in autism. This impairment indudes j o h t attention and attention shifts. However there are-diffemnt opinions whether attentional impairment is a priinary cause for other autistic characteristics or is itself secondary to some other autistic characteristic.
Theories on causes of autism, based on properties of aitificial neural networks, have been presented by Cohen [5] ~ and Gustafsson [6]. The purpose of this paper is to examine how the attention shift impairment and familiarity preference influence the self-organization of an artificial neural network and to discuss the characteristics of the resulting nbps. It will be shown that some, but not all, of these maps exhibit characteristics which may be argued to-rep resent autistic behaviour. A-comparison will be made with k p s organized when novelty seeking is present In Figure 1 we present an example of a self-organizing map consisting of m = 12 neurons in which the input space is 3diensional @ = 3) and the feature space is . ~~ 2-dimensional (I = 2). The first section of the network is a is passed to the competition layer, the &Net in Figure 1; which calculates the minimal distance dk = min di in order to establish the position of the winning neuron k. The competition is implemented tbrough~ the lateral^ inhibitive and local self-excitatory connections between neurons in the competitive layer. In addition, every neuron is located at 1 = 2dmensional lattice and its position is specified by an ldimensional vector vi = (zlil u~z].
The synaptic weight vectors, wi, and the vectors of topeThe weight ma& W is then modified by
. . 2 is the variance parameter specifying the spread of the Gaussian function, and q is the learning gain parameter During the ordering phase, the v~a n c e is reduced until the neighbourhood includes only one neuron. During the convergence phase the learning process is being, "cool down" by reducing the learning gain. l q w /I " I 0. 5t , -yW> In our modelling we will be using similar SOMs with p, l = 2 and neurons organised in either a 2 x 2, or 3 x 3 mesh.
Map Formation Algorithm
The learning algorithm consists of two essential aspects of the map formation, namely, competition and cooperation between neurons of the output lattice. During competition Simulations with sources that provide few classes of low dimensionality have been presented because a complete visualization of the results can easily be achieved.
As a result of n a i n i g a map similar to that of Figure 2 will be formed. In a "good", or well developed map, the map nodes representing the weight vectors should coincides with the mean values of each class irrespective of the source. For our data we have three such values, therefore, a canonical (smallest possible) map can have only 2 x 2 neurons (nodes).
Initial values of weight vectors are located randomly around the total mean of the uaining data, and during leaning the weight vectors will be pulled up towards the-class means.
The map ''goodness'' index will be formed from the sum of distances between the class means and weights located in the proximity of the means. This sum of distances will be the largest for the initial value of weights and will be reduced during training. The "goodness index" has been normalized so that 3 value of 1 represents a map with nodes located at the centres of all data subclasses.
Another important parameter is the number of attention shifts measured as a fraction of total stimuli used during learning.
In the novelty seeking mode of learning (mode 1) attention is shifted to the alternate source if the next stimulus originates from that source. This is regarded as normal, or non-antistic mode of leaming. An example of maps generated in Mode 1 is given in Figure 3 . In this mode the atten- might at first seem surprising that the resulting maps fmm learning with attention shift impairment are the same as those resulting from learning with novelty seeking hut the explanation is straightforward -if the nodes were more adapted to the mean values of the subclasses of one of the sources then learning from exemplars of the other source would result in greater node weight adjustments, pulliig the node towards the mean value of the subclasses of both sources. It should be noticed that the number of attention shifts in learning with attention shift impairment is very low (reduced by the probability of attention shift). This factor do not prevent the successful self-organization of the neural network. This is because there is no bias in favor of one of the sources in this mode of learning. Therefor, the map goodness index is similar as in mode 1 (Figure 3) .
In mode 3, we model familiarity-preference. In this mode attention is shifted to the alternate source if that source presents the next new stimulus when both sources are unfamiliar to the map, i.e., in the lirst phase of the self-organization, and then after familiarity to at least one of the sources has been reached with lower probability to the source which is the least familiar to the map. Familiarity of a source to -the map is a weighted average of the distances between the weight vectors of the nodes most resembling the the stimuli f" that source in the past. Maps resulting from simulation in this mode are presented in Figure 5 . Note that the In the next set of simulations one data source is reduced to provide only two classes of stimuli, one of the classes having twenty exemplars. The resulting maps for mode 2 (attention shift impairment) and mode 3 (familiarity prcference) are presented in Figure 6 . As before, the resulting shows that the source with a reduced set of stimuli dominates the development of learning, leaving one subclass of stimuli from the full source without any detector node.
Again there is a straightforward explanation for this result -the exemplars from the reduced set source show less diversity than the exemplars from the full set source and learning from the exemplars of the reduced set source will therefore cause a faster adaptation of the node weights and thus exemplars from the full set source will subsequently be ignored.
Further details of simulation in mode 3 can be found in
[lo].
CONCLUSION
Our results show that familiarity preference results in inadequate maps with characteristic deficits such that they lend support.to the theory that familiarity preference or novelty avoidance may be primary in causing other autistic characteristics. The stimuli of one source will he learned precisely, at the expense of the other. If one source has a reduced set of stimuli it will dominate the resulting map. If the SOM is canonical this domination will preclude the learning of the source with a full set of stimuli. It may be argued that development of cortical maps of this kind in a child will be inducive of the development of narrow interests, commonly present in autism.
If the SOM has an excess of nodes the result will vary greatly between simulations, even though all initial values are the same for all simulations -in some cases only stimuli from the reduced set source are learned and in others the stimuli from the full set source will also be leaned well.
There are many cortical maps and if some of them develop to respond only to a reduced set source and others achieve a normal development this offers a reasonable explanation to the uneven capacities often found in individuals with autism (Kanner's ''islets of ability"; for a discussion, see e.g. Frith [ll]).
Our results do not lend support to the hypothesis that attention shift impairments by themselves may be primary in causing other autistic characteristics since self-organization with attention shift impairments have, in our simulations, always resulted in normal maps.
Leaming with attention shift impairments in conjunction with familiarity preference, however, will very much reduce the probability for a normal map resulting from selforganization. Thus attention shift impairment may be important, albeit not independently so, in causing autism.
