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Generalizing a theorem by J. E. Olson determining the Davenport’s constant of
a finite abelian p-group A, we prove that if S1 , . . . , Sk are given sets of integers
satisfying suitable conditions and if g1 , . . . , gk [ A, then a nontrivial vanishing
sum of the form s1g1 1 ? ? ? 1 skgk , si [ Si may be found. The result may be
applied to the problem of finding polynomials in Fp[x] having small degree and
prescribed value set on Fp .  1997 Academic Press
INTRODUCTION
Let A be a finite abelian group. The Davenport’s constant of A, denoted
D(A), is defined as the smallest integer m such that from any sequence of
m elements of A one can extract a nonempty subsequence with zero sum
(we have followed [Nar, p. 494]). It is easy to see that D(A) # #A, but no
simple general formula is known for D(A). Such a formula, however, was
found in the case of p-groups by Olson, who proved in [Ols] the follow-
ing result:
Let A be the direct product of cyclic groups of order pn1, . . . , pns,
where p is a prime number. Then D(A) 5 1 1 osi51 (pni 2 1).
(It is an upper bound for D(A) which is crucial here, since the correct
lower bound is attained trivially by considering the sequence consisting of
the generators xi of the cyclic factors, xi being taken pni 2 1 times.)
If g1 , . . . , gk [ A, then the sum over a subsequence may be viewed as
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a linear combination of the gi with coefficients taken from h0, 1j. So, more
generally, we can fix for each i 5 1, . . . , k, sets Si , Z and look for
vanishing sums s1g1 1 ? ? ? 1 skgk 5 0 with si [ Si . We have the following
generalization of Olson’s theorem.
THEOREM 1. Let A be the direct product of cyclic groups of order
pn1, . . . , pns and let g1 , . . . , gk [ A (not necessarily distinct). Let, for
1 # i # k, Si be a set of integers incongruent modulo p and containing 0.
Suppose oki51 (#Si 2 1) $ 1 1 o
s
i51 (pni 2 1). Then there exist integers si [
Si , not all zero, such that o
k
i51 sigi 5 0.
Taking Si 5 h0, 1j we obtain of course Olson’s theorem, which is best
possible. So even Theorem 1 is in a (weak) sense best possible.
The argument we shall give for this result will follow the method and
lemma used by Olson in [Ols], but a preliminary construction (not needed
for Olson’s result) is now necessary. A second argument exists for Olson’s
theorem (but it seems not obvious how to extend it to cover the present
Theorem 1). It is based essentially on the Chevalley–Warning theorem for
congruences in several variables. A. Schinzel has pointed out to us that a
similar proof had been found by S. Shanuel. In [Nar, p. 512], a quotation
about a proof by Shanuel appears, but without reference. Since to our
knowledge Shanuel has not still published his method, we include it here.
Finally we shall present a simple application of Theorem 1 to obtain an
estimation of the minimal degree of polynomials with coefficients in Fp
with prescribed value set on Fp . Namely we have
THEOREM 2. Let, for x [ F*p , Sx , Fp be given. Assume all the Sx contain
0 and that 1 1 h(p 2 1) # ox[F*p #Sx . Then there exists a nonzero f [ Fp[X ]
such that deg f # p 2 h, f(0) 5 0 and f(x) [ Sx for all x [ F*p .
Our estimate looks weak, but here a general best possible result seems
not easy to achieve. We shall discuss this point at the end of the paper, in
Remark 2.
Proofs. We start with the proof of Theorem 1. Omitting for the moment
the index i from Si , let
S 5 h0, s1 , . . . , srj, #S 5 r 1 1.
By replacing si with m # A 1 Si if necessary, we may assume, on taking m
large enough, that S consists of natural numbers (the assumptions plainly
are verified even for the modified set). We contend that there exists a
polynomial f [ Fp[x] of the form
f(x) 5 l0 1 ls1 x
s1 1 ? ? ? 1 lsr x
sr (1)
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such that f(x) is divisible by (1 2 x)r and such that l0 5 f(0) ? 0. Since
no two elements of S are congruent mod p, we have r , p. So the first
condition amounts to the vanishing at x 5 1 of the first r derivatives of f,
namely we want the following r linear equations in the lj’s, with coefficients





D5 0, h 5 0, 1, . . . , r 2 1. (2)
The system certainly admits some nontrivial solution, since there are
r 1 1 unknowns. We proceed to prove that l0 ? 0 for such a solution,
concluding the proof of the claim. Assume the contrary. By substituting in
(2) we obtain an r 3 r system in l1 , . . . , lr whose matrix is ((sih)). Since
the polynomials (xh), h 5 0, . . . , r 2 1, are a basis for the space of
polynomials of degree #r 2 1, suitable row operations show that the
determinant equals (1/1!2! . . . (r 2 1)!) det(shi ) 5 (1/1!2! . . . (r 2 1)!)
Pi,j (si 2 sj) ? 0 in Fp , in view of our assumptions. So all the lj’s would
vanish, in contradiction with our choice.
From now on we shall write A multiplicatively. Denote by fi(x) 5
os[Si l(i)s xs the polynomial just constructed, relative to Si , and consider the
element s of the group algebra Fp[A] defined
s :5 f1(g1) ? ? ? fk(gk).
Set ri 1 1 5 #Si and fi(x) 5 (1 2 x)riFi(x), say, where Fi [ Fp[x]. Since A
is abelian we get
s 5 F1(g1) ? ? ? Fk(gk)(1 2 g1)r1 ? ? ? (1 2 gk)rk 5 F1(g1) ? ? ? Fk(gk)t,
say. We now invoke the following lemma of Olson (Lemma 9.3, p. 495
in [Nar])
If h $ 1 1 o (pni 2 1) and if e1 , . . . , eh [ A, then Phi51 (1 2 ei) is
zero, as an element of Fp[A].
This clearly implies that t 5 0, since r1 1 ? ? ? 1 rk $ 1 1 o (pni 2 1)
by assumption, whence s 5 0 too. On the other hand, we can expand the











the summation running over S1 3 ? ? ? 3 Sk . The term corresponding to
(0, . . . , 0) is Pki51 l(i)0 e, where e is the identity of A; the coefficient is
nonzero, since each l(i)0 ? 0 by construction. Since the coefficient of e in
the whole sum (4) is 0 in Fp , there must be some other contribution to e,
namely there exists a k-tuple (s1 , . . . , sk) [ S1 3 ? ? ? 3 Sk\(0, . . . , 0)
such that Pki51 gsii 5 e. In additive notation this is a vanishing sum of the
required type. n
For the alternative proof of Olson’s theorem we need first a result which
is an immediate corollary of a lemma due to Browkin [Bro, Lemma 3],
who gave an elegant proof using Witt’s vectors. We present a short inductive
proof for completeness.
LEMMA. Let f [ Z[x1 , . . . , xk] be homogeneous of degree d. Then,
for each natural n, there exist homogeneous polynomials f0 , . . . , fn [
Z[x1 , . . . , xk] of degrees d, dp, . . . , dpn resp. such that, for a vector
(a1 , . . . , ak) [ Zk,
f(a p
n
1 , . . . , a
pn
k ) ; 0 (mod pn11) ⇔ fi(a1 , . . . , ak) ; 0 (mod p) ;i.








1 ? ? ? 1 pnfn(x), (4)
where fi is a suitable form of degree dpi in x1 , . . . , xk with coefficients in
Z. For n 5 0 the assertion is trivial. Assume (4) to hold. Replacing in it x
with x p we obtain
f(x p
n11




1 ? ? ? 1 pnfn(x p).
Let now F [ Z[x1 , . . . , xk] be any form of degree D. We clearly have
F(x p) 5 F(x)p 1 pG(x)
for a certain form G of degree pD, again with coefficients in Z, whence,






where the form H has again coefficients in Z. Applying this argument with







say. Now formula (4) for n 1 1 in place of n follows on setting fn11 5
onj51 hj .
We contend that the fi satisfy the assertion of the lemma. In fact suppose
a [ Zn satisfies f(ap
n
) ; 0 (mod pn11). If some fj(a) is not divisible by p,
let j be the minimal such index. Then pifi(a)p
n2i
is divisible by pi1p
n2i
, and
so by pn, for i , j. The terms with i . j are divisible by p j11 and we obtain
a contradiction. The converse implication is still easier. n
We give now the second argument for Olson’s result. We may write the
elements of A as s-tuples (a1 , . . . , as) where ai [ Z/(pni). Put
gj 5 (a( j)0 , . . . , a
( j)
s )





j ; 0 (mod pnr)
for 1 # r # s. By the lemma the rth congruence is equivalent to a system
of homogeneous congruences mod p of degrees (p 2 1), p(p 2 1), . . . ,
pnr21(p 2 1). The sum of the degrees of all the resulting congruences mod
p is therefore osr51 ((p 2 1) 1 p(p 2 1) 1 ? ? ?) 5 o
s
r51 (pnr 2 1). Since
the number k of variables exceeds this quantity, the Chevalley–Warning
theorem (see, e.g., [Se, p. 13]) implies the existence of a nontrivial solution;
namely a solution where not all the xj’s are divisible by p. Now observe
that we have x p
nr21(p21)
j ; «j (mod pnr), where «j is 0 or 1 according as xj is
or is not divisible by p. Our system then reads
Ok
j51
a( j)r «j ; 0 (mod pnr)
for 1 # r # s, i.e., reduces to the single equation okj51 «jgj 5 0 in A. This
completes the proof. n
Remark 1. This second method can be extended to cover other cases
of Theorem 1 above. Say, for instance, ni 5 1 for all i # s. Then we may
prove the existence of a nontrivial equation okj51 sjgj 5 0 (as in Theorem
1) by an analogous argument, provided for each j # k the reduction mod
p of the set Sj is the value set on Fp of some nonconstant polynomial fj [
Fp[t] having degree # d , k/s (and verifying f(0) 5 0). It may be easily
proved (see Remark 2) that for such polynomials to exist we must have
d $ (p 2 1)/(#Sj 2 1) for all j, so k . ds implies the inequality needed as
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an assumption to Theorem 1, namely o (#Sj 2 1) . (p 2 1)s. The inequality
required by Theorem 1 seems however to be generally weaker, so at first
sight it seems not easy to prove Theorem 1 in full generality by analo-
gous ideas.
Proof of Theorem 2. If h 5 1 the result is trivial, so assume h $ 2. We
apply Theorem 1 with A 5 (Z/pZ)h21, k 5 p 2 1. We set, for x [ F*p ,
gx 5 (x0, x1, . . . , xh22). By Theorem 1 there exist sx [ Sx , not all 0, such
that o sxgx 5 0. This means that o xrsx 5 0 for 0 # r # h 2 1. Write
f(x) 5 op21n51 anX n for the unique polynomial in Fp[X], of degree #p 2 1
such that f(0) 5 0 and f(x) 5 sx for all x [ F*p . Plainly f is nonzero. Also,
we have ap212r 5 2o xrf(x) 5 0 for 0 # r # h 2 2. So deg f # p 2 h,
as wanted. n
Remark 2. As pointed out before we do not know to what extent
Theorem 2 may be improved. We have, however, the following remarks
in that direction:
Let, for x [ F*p , Sx , Fp be given sets, each containing 0 and of cardinality
c, say. The number of possible choices for the Sx is (p21c21)p21.
Now assume that, for each such choice, we could find a nonzero polyno-
mial f [ Fp[X], of degree #p 2 h, such that f(0) 5 0 and f(x) [ Sx for
x ? 0. The same polynomial could be counted corresponding to at most
(p22c22)s(p21c21)p212s such choices, where p 2 1 2 s is the number of its distinct
zeros on F*p (so h # s). Since the number of polynomials as above, with
p 2 1 2 s such zeros is #(p21s )ph2s the total number of choices for the sets









Dp212s $ Sp 2 1
c 2 1
Dp21.





D ps2h Sc 2 1p 2 1Ds # p2h(4c)p.
So c $ (1/4)ph/p.
This crude ‘‘probabilistic’’ argument shows that the assumption 1 1
h(p 2 1) # o #Sx in Theorem 2 cannot be weakened by replacing h, in
the left side, with anything less than (1/4)ph/p. For small h this gives no
information, but for h of order p, say, this becomes nontrivial.
Putting d 5 p 2 h, what we have obtained can also be rephrased as follows:
There exist sets Sx as above, with #Sx 5 c for all x such that every nonzero
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polynomial f over Fp satisfying f(0) 5 0, f(x) [ Sx for x [ F*p has degree
d $ p(log(p/4c)/log p).
For some classes of the sets Sx (e.g., assuming they are all equal) we
have weaker results. We observe the following:
Let 0 [ S , Fp and assume f is a nonzero polynomial in Fp[X] such that
f(0) 5 0 and f(x) [ S for all x [ F*p . Then deg f $ (p 2 1)/(c 2 1), where
c :5 #S.
This improves only slightly on the trivial deg f $ p/c and is sometimes
best possible (e.g., S equal to the set of eth powers, for some e dividing
p 2 1).
To prove the claim, write s1 , . . . , sc21 for the nonzero elements of S
and consider F(X) :5 (P si)21 P (si 2 f(X)). Then F is nonconstant and
F(x) [ h0, 1j for all x [ Fp . It suffices now to prove that deg F $ p 2 1.
Assume the contrary. Then ox[Fp F(x) 5 0. But this is impossible unless
F is constantly equal to 0 or to 1.
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