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Introduction………………………………….. 
Les travaux présentés dans cette thèse se placent dans le cadre du développement de méthodes pour 
le traitement du signal électromyographique (EMG). Celui-ci mesure l‘activité électrique musculaire. 
Dans le domaine de la santé, il est principalement utilisé pour le diagnostic de maladies 
neuromusculaires [1] (neuropathies telles que la Sclérose Latérale Amyotrophique [2], troubles de la 
transmission neuromusculaire, myopathies), pour l’évaluation de troubles du contrôle moteur ou 
encore l’identification de troubles musculo-squelettiques (TMS) comme par exemple le syndrome du 
canal carpien [3]. Du point de vue technologique, l’électromyographie permet le développement 
d’interfaces muscle-machine. Les applications sont le contrôle de prothèses robotisées : bioprothèse ou 
prothèse intelligente [4] ; exosquelette [5]. Cela concerne également le contrôle de chaise roulante [6], 
le pilotage d’aéronef [7] ou encore l’informatique grand public [8]. Les méthodes d’évaluation et d’aide 
au diagnostic, à partir du signal EMG, nécessitent d’être encore améliorées. Notamment, parce que cette 
technique révèle un manque de reproductibilité. De plus, la plupart des applications technologiques, 
citées précédemment, sont encore au stade de développement. Notamment parce que le signal EMG 
est de par sa nature complexe et de propriété multifactorielle. C’est pourquoi il est encore nécessaire 
d’améliorer les méthodes actuelles de traitement de ce signal. 
 
La complexité du signal EMG est définie par le système neuromusculaire qui produit ce signal. En effet, 
il est composé d’un mélange d’un grand nombre de signaux élémentaires dont les sources sont réparties 
dans le volume musculaire. La commande de ce système s’organise sur deux niveaux. Le premier 
s’exprime au niveau élémentaire par la fréquence d’activation de ces sources et le second au niveau du 
système par une modulation du nombre de sources activées. Il est à noter que les signaux élémentaires 
ont des caractéristiques différentes en fonction des propriétés physiologiques et anatomiques des 
sources émettrices, de leur positionnement au sein du muscle ainsi que de leur activation. Ceci définira 
des caractéristiques de forme d’onde, de fréquence de décharge, de vitesse de conduction différentes 
en fonction de ces sources et de leur état. Il est donc important d’améliorer la connaissance de ces 
paramètres au niveau élémentaire. 
 
L’amélioration des connaissances de ce système nécessite de travailler au niveau élémentaire et donc 
de développer des méthodes de séparation de sources afin de mieux décrire l’activité élémentaire et 
ses modulations notamment des fréquences de décharge. De plus, ce développement nécessite une 
modélisation pertinente du signal étudié. 
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Nous montrerons dans ce manuscrit que les signaux EMG peuvent être modélisés dans un cadre 
cyclostationnaire élargi et que cette modélisation ouvre de nouvelles perspectives pour la 
décomposition et l’identification des sources élémentaires. L’approche cyclostationnaire a déjà été 
explorée [9], [10], [11], [12], [13], [14], [15], [16]. Cependant, elle était utilisée sur une approche globale 
de l’activité musculaire pour rendre compte d’activités cycliques coordonnées de différents segments 
corporels (marche, pédalage…). Nous montrerons ici la propriété de cyclostationnarité floue des signaux 
élémentaires générés par chaque unité fonctionnelle du muscle et proposerons une nouvelle technique 
de séparation de ces signaux basée sur cette approche. 
 
Chapitre I  -  Position du problème 
Physiologie neuromusculaire  
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Chapitre I. Position du problème 
1 Physiologie neuromusculaire 
1.1 Muscle 
Le muscle est un organe qui assure les fonctions mécaniques du corps animal. Il assure notamment le 
déplacement des segments corporels, la contraction cardiaque ou encore les fonctions de 
vasoconstriction/vasodilatation des vaisseaux. Un tissu musculaire est composé de cellules 
musculaires appelées myocytes ou fibres musculaires (FM). On distingue les muscles striés 
squelettiques (contractions volontaires), cardiaques et muscles lisses (contraction involontaire). 
 Muscles striés : ils sont caractérisés par la présence de stries visibles organisées 
perpendiculairement à l’axe des cellules musculaires. Ces dernières sont de forme allongées 
et polynucléées (à plusieurs noyaux), et sont dénommées rhabdomyocytes. 
 Muscles lisses : ils sont caractérisés par une absence de stries et un corps cellulaire 
mononucléé (à un noyau) ; on peut citer par exemple quelques organes disposant de tels 
muscles comme les poumons, muscles gastro-intestinaux, peau, artères. 
Les muscles striés squelettiques, à la différence des autres types de muscles, sont sous le contrôle 
d’une commande volontaire.  
 
1.2 Anatomie et physiologie du muscle squelettique 
Un muscle est constitué d’un grand nombre de FM, de quelques centaines jusqu’à plusieurs centaines 
de milliers, ce nombre dépend de la taille du muscle considéré et de sa spécialisation fonctionnelle. 
Les FM sont regroupées par quelques dizaines dans des fascicules. Un ensemble de faisceaux forme le 
muscle (Figure 1). Aux extrémités du muscle, la partie blanche représente les tendons qui permettent 
la liaison mécanique entre les fibres et les os sur lesquels le muscle est rattaché (muscle strié 
squelettique). 
La FM humaine a une longueur pouvant atteindre plusieurs centimètres et un diamètre variant de 10 
à 100 µm [17]. Elle est composée d’une membrane cellulaire appelée sarcolemme et de myofibrilles à 
l’intérieur (Figure 1). Les myofibrilles sont formées d’unités contractiles, nommées sarcomères, 
disposées en série. 
La FM est innervée par un motoneurone (MN) dont le corps cellulaire est localisé dans la corne ventrale 
de la moelle épinière (système nerveux central). Au niveau du muscle, La jonction entre une FM et un 
motoneurone est dénommée jonction neuromusculaire (JNM). La commande motrice du système 
nerveux central vers la périphérie est assurée par un signal électrique (potentiel d’action, PA) qui se 
propage le long de la membrane du motoneurone puis le long du sarcolemme. Le sarcolemme 
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s’invagine régulièrement pour former des tubules transverses (TT) le long de la FM. Au niveau des TT, 
le signal électrique est internalisé et transformé en signal chimique (couplage électromécanique) qui 
déclenchera la contraction des sarcomères.  
 
 
Figure 1 : Vue en coupe d'un muscle squelettique. 
Représentation avec ses différents niveaux de structuration ; du macroscopique au microscopique, le muscle s’organise en 
fascicules regroupant chacun un ensemble de fibres musculaires ; chaque fibre musculaire est elle-même structurée en 
myofibrilles. 
 
1.3 Potentiel d’action 
Au repos musculaire, la polarité membranaire est négative à l’intérieur de la cellule et positive à 
l’extérieur. Lors de l’activation de la FM, une inversion de la polarité membranaire se produit et donne 
le PA (membrane chargée négativement à l’extérieur et positivement à l’intérieur). Ce phénomène, 
d’une durée de 2 à 3 ms, est produit par le mouvement transmembranaire d’ions [18], entrée d’ions 
sodium (Na+) suivie d’une sortie d’ions potassium (K+) du fait de l’ouverture de canaux ioniques électro-
sensibles spécifiques à ces ions. Cette inversion de polarité est un phénomène local, ce qui induit une 
différence de répartition de charge entre la portion de membrane dépolarisée et celles limitrophes de 
polarité inverse puisque ces dernières sont au repos. Ceci produira un champ électrique qui viendra 
contaminer et donc activer l’ouverture des canaux ioniques électro-sensibles (Na+, K+) de ces zones 
limitrophes. Le PA va donc se propager de proche en proche, de la JNM jusqu’aux tendons (structure 
passive) où le signal s’atténue progressivement. Ce signal ne peut se propager que dans un sens, du 
fait d’une période réfractaire des canaux ioniques préalablement sollicités. À la suite de cette 
perturbation, la cellule rétablira le potentiel de repos membranaire en pompant activement les ions 
préalablement mobilisés (extraction du sodium, repompage du potassium) permettant ainsi la 
possibilité de récréer un PA à la suite du précédent. 
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La présence d’une dépolarisation en un point de la membrane forme un tripôle électrostatique qui 
génère alors un champ électrique mesurable à distance. Bien que la modélisation de la densité de 
courant par un modèle tripolaire [19] soit une simplification, il a été montré que cette approximation 
est valide lorsque le point de mesure (électrode) est à une distance d’au moins un millimètre de la 
fibre [20]. 
Une FM n’est jamais activée seule mais l’est avec un ensemble d’autres FM innervées par le même MN 
définissant l’unité fonctionnelle du muscle dénommée unité motrice (UM, [21]). En fait, à distance, ce 
n’est pas le champ électrique généré par une seule FM mais la somme des champs générés par 
l’ensemble des FM des UM actives qui est enregistrée. Le champ électrique d’une UM sera défini 
comme le potentiel d’action d’unité motrice (PAUM). 
 
1.4 Unité motrice 
Cette unité fonctionnelle élémentaire (Figure 2), est composée d’un ensemble de FM, toutes de même 
type et réparties sur un territoire musculaire ; les FM d’une UM n’étant pas réparties de façon contigüe 
(Figure 3). Le nombre de fibres dans une UM varie en fonction du muscle étudié et du type, pouvant 
aller jusqu’à un millier dans les muscles de la jambe [22]. Par exemple, on dénombre en moyenne près 
de 100 fibres dans le cas de petites UM et plusieurs centaines pour les grosses UM [23]. La distribution 
des fibres au sein de l’UM est reportée comme étant aléatoire sur une région ellipsoïdale [24].  
 
Figure 2 : Schéma d'une Unité Motrice. 
Composée d’un motoneurone dont le corps cellulaire est localisé dans la corne ventrale de la moelle épinière, son axone 
sortant du système nerveux central par la racine ventrale pour former à la périphérie, au niveau de ses terminaisons, après 
ramification, une jonction neuromusculaire avec un ensemble de fibres musculaires  [25]. 
 
Nerf Spinal 
Moelle Epinière 
Axone 
Corps Cellulaire 
Motoneurone 
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Figure 3 : Illustration du positionnement des fibres de deux unités motrices. 
Il est montré deux unité motrices : 𝑈𝑀1 (rouge) et 𝑈𝑀2 (vert) dans une représentation schématique en coupe d’un muscle. 
 
On peut caractériser les UM à partir de différentes propriétés structurelles : les plus grosses 
comportent plus de FM, dont le diamètre ainsi que celui du MN sont plus importants ; les plus petites 
comportent moins de FM, dont le diamètre ainsi que celui du MN sont plus petits. Il est également 
possible d’établir une classification histochimique et métabolique des UM [26, 22] notamment à partir 
de l’activité ATPasique de leurs FM. Cette activité définit la cinétique des réactions chimiques entre les 
deux acteurs de premier plan qui opèrent la contraction (molécules d’actine et de myosine). A partir 
de cette activité, il a été défini 3 catégories de FM et donc d’UM, les types I, IIa et IIb. D’autres 
classifications se sont intéressées aux réponses mécaniques élémentaires des UM (secousse ou 
“twitch” en Anglais) [22]. À partir de ces réponses mécaniques des UM dites “slow twitch”, “fast twitch 
resistant” et “fast twitch fatigable” ont été définies. 
Cette classification s’est établie en évaluant les temps de montée et de relaxation de la "twitch" mais 
également en fonction de la décroissance de l’amplitude de la "twitch" lors d’un test de fatigue. Des 
études croisées ont été réalisées entre ces méthodes : en règle générale, les plus grosses UM sont 
plutôt orientées vers des typologies de type IIb qui correspondent à des "fast twitch fatigable" et les 
plus petites UM sont plutôt orientées vers des profils typologiques de type I avec des comportements 
mécaniques "slow twitch". La classification peut également être étendue aux propriétés électriques 
des fibres nerveuses et musculaires [27] i.e. vitesse de conduction plus faible pour les petites UM et 
vitesse de conduction plus rapide pour les plus grosses UM.  
La nomenclature changera donc en fonction des méthodes d’investigation mises en œuvre. De plus, 
cette distinction entre UM est une caricature de la réalité et dépend du pouvoir discriminant des 
méthodes de classification. En fait, il existe des UM de type intermédiaire entre celles précédemment 
citées et il apparaît un continuum d’UM des plus petites aux plus grosses. 
 
Territoire 𝑈𝑀1 
Coupe transversale 
du Muscle 
Fibres 𝑈𝑀1 
Territoire 𝑈𝑀2 
Fibres 𝑈𝑀2 
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La régulation de la force musculaire au sein du muscle est effectuée au moyen de deux 
modes opératoires : un premier au niveau de l’UM par la modulation de la fréquence de décharge, 
également appelée recrutement temporel [28] ; un second au niveau musculaire par la modulation du 
nombre d’UM recrutées ou recrutement spatial. 
 
1.5 Train de potentiels d’action et recrutement temporel 
Un seul PA ne permettant pas une contraction effective au niveau du muscle, il est nécessaire pour le 
système neuromusculaire de générer des trains de PA (Figure 4) qui favoriseront la fusion des réponses 
mécaniques élémentaires (secousses). Cette fusion sera d’autant plus importante que les trains de 
potentiels d’action seront denses et donc réalisés à des fréquences de décharge plus élevées. La 
régulation de la tension mécanique au niveau de l’UM se réalisera donc en modulant ces fréquences 
de décharge. La force augmente avec le taux de décharge [29].  
 
 
Figure 4 : Exemple de train de potentiels d'action d’unité motrice. 
Les potentiels d’action sont générés avec une fréquence de décharge de 10Hz incluant une variation stochastique de 
l’Intervalle Inter-Décharge (IID). 
 
Par ailleurs, il est important de noter que, la stratégie de recrutement dépend également de la fatigue 
musculaire [30, 31]. Des phénomènes de synchronisation de fréquence de décharge entre UM 
apparaissent et modifient alors la force appliquée, ce qui modifiera en conséquence les fréquences de 
décharge et le nombre d’UM recrutées. 
La fréquence des décharges (FD), définie par l’inverse de la moyenne des intervalles inter-décharge 
(IID), varie de quelques décharges par seconde à, dans un cas extrême sur l’adducteur du pouce, 
cinquante décharges par seconde [32] ; la fréquence de décharge instantanée de ce même muscle 
pouvant atteindre cent cinquante décharges par seconde. 
Dans le cas d’une contraction isotonique (tension mécanique stable) et isométrique (longueur 
musculaire fixe) la fréquence de décharge moyenne d’une unité motrice est constante, mais on 
observe [33, 34] que l’intervalle inter-décharge subit une “gigue” temporelle (ou “jitter” en Anglais) 
aléatoire. Il est important de ne pas la confondre avec la “gigue” neuromusculaire provoquée par un 
retard aléatoire du temps de transmission du potentiel d’action dans les jonctions neuromusculaires 
composant l’unité motrice [35], qui induit une légère déformation du potentiel d’action d’unité 
motrice entre deux décharges. Nous faisons référence ici à la gigue produite par le motoneurone lui-
même. Clamann [34] modélise les IID par une distribution gaussienne tronquée. 
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1.6 Recrutement spatial des Unités Motrices 
La seconde modalité de recrutement des UM est spatiale et joue sur le nombre d’UM actives pour 
réguler la force. Le principe de la taille de Henneman [36, 37, 17, 38] énonce, dans le cas d’une montée 
de force progressive, que l’ordre de recrutement des UM est lié à la taille de leur motoneurone, les 
plus petites unités étant recrutées en premier. Par ailleurs, l’évolution du recrutement des UM dépend 
du muscle étudié. Par exemple, il a été rapporté [17] que les petits muscles recrutaient la grande 
majorité de leurs UM dès 50% de la contraction maximale volontaire (%CMV) alors que pour de plus 
gros muscles, le recrutement spatial restait prépondérant jusqu’à 70%CMV.  
 
2 Signal EMG 
2.1 Mesure du signal électromyographique 
Alors que, nous l’avons vu, les PA émis par les fibres musculaires appartenant aux UM recrutées 
émettent un champ électrostatique mesurable à distance, la mesure et l’identification de ces signaux 
(PAUM) est complexe.  
La Figure 9 récapitule les différentes techniques de mesure en fonction de la méthode et du domaine 
d’étude : au niveau cellulaire, en électrophysiologie, avec des microélectrodes implantées dans la 
cellule, permettant ainsi la mesure du PA ; au niveau segmentaire, en biomécanique, avec des 
électrodes de surface disposées sur le muscle. Des niveaux intermédiaires sont représentés, 
permettant l’étude au niveau des UM et du muscle avec des méthodes invasives par électrode 
implantée mais aussi au moyen d’une matrice d’électrodes disposées à la surface du muscle.  
Les électrodes intramusculaires sont des aiguilles directement implantées dans le muscle. Celles-ci 
présentent l’avantage de fournir un signal peu bruité car proche de la source d’émissions (fibres 
musculaires) et avec un nombre d’unités motrices mesurées assez faible ce qui permet une bonne 
identification de celles-ci. Une telle méthode présente une vue locale du muscle étudié et le caractère 
invasif de l’aiguille limite le nombre d’électrodes implantables et son utilisation en dehors de centres 
médicaux. A contrario, la mesure de surface, réalisée au moyen d’électrodes placées sur la peau, est 
non-invasive. L’éloignement de l’électrode au regard des fibres émettrices de signaux réduit 
considérablement l’amplitude du signal et diminue ainsi le rapport signal sur bruit (RSB). De plus, bien 
qu’offrant une vue plus globale du muscle, on observe un mélange très important des PAUM ce qui 
complexifie leur identification. Le signal ainsi observé, sera alors dénommé signal 
électromyographique de surface (EMGs).  
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Figure 5 : Domaine d'utilisation des différents types d'électrodes. 
Représentation (Diagramme redessiné de Hogrel [39]) d’une vue la plus localisée (intracellulaire) à la plus globale (muscle 
entier) (de gauche à droite). En bleu est représenté les mesures intracellulaires, en vert les mesures intramusculaires (mais à 
l’extérieur des cellules) et en rouge les méthodes non-invasives par mesure de surface. 
A distance (Figure 6), le signal EMG pour une fibre peut être modélisé par un tripôle (+-+). Ce tripôle 
peut être découpé en deux parties, avec un front et une queue, chaque partie étant modélisée par 
deux dipôles [40]. Le potentiel de chaque dipôle est proportionnel à l’angle solide entre l’électrode et 
celui-ci. Les deux dipôles étant opposés, l’un aura une contribution positive sur la mesure et le second 
une action négative. 
 
Figure 6 : Mesure monopolaire du potentiel d'action d'une fibre. 
La figure, adaptée  de Kimura [40], représente la mesure du potentiel électrique à distance (point G1) généré par un potentiel 
d’action (PA) d’une fibre musculaire. Le PA est modélisé par un tripôle électrostatique se déplaçant de la gauche vers la droite 
(a-f). 
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2.2 Potentiel d’action d’unité motrice 
Le potentiel d’action d’unité motrice (PAUM) est le champ électrique résultant de la somme des 
champs électriques émis par chacune des fibres de l’unité motrice (Figure 7). Le train de PA générera 
alors un train de potentiel d’action d’unité motrice (TPAUM). Le potentiel électrique généré par ce 
champ possède une distribution spatiale propre à l’unité motrice et dépend de beaucoup de 
paramètres tels que le nombre de fibres, leurs tailles, la vitesse de conduction, la localisation de la 
jonction neuromusculaire... 
 
Figure 7 : Illustration du Potentiel d’Action d’Unité Motrice (VPAUM) en 3D.  
En vert sont représentées les lignes de champs électriques générés par chaque fibre musculaire (bleue). 
 
En pratique le PAUM est modifié par les tissus environnants : les autres fibres musculaires, la graisse 
et la peau, toutes ces couches agissant comme un filtre passe-bas. La Figure 8 montre un exemple de 
distribution spatiale d’un PAUM mesuré à la surface de la peau à l’aide d’électrodes dites de surface. 
Il est important de remarquer que la forme d’onde du PAUM évolue significativement le long de l’axe 
x à cause d’une part de l’effet de filtrage des tissus biologiques mais également des différentes 
contributions de chaque fibre. De plus, des différences de formes sont observées le long de l’axe z en 
plus d’un simple délai, ceci à cause des variations de vitesse de conduction des différentes fibres 
composant l’unité motrice. Bien que toutes les fibres d’une même unité motrice soient de même type, 
de légères variations de vitesse de conduction peuvent apparaître.  
 
𝑉𝑃𝐴𝑈𝑀 𝑥, 𝑦, 𝑧  
x 
y 
z 
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Figure 8 : Représentation 3D d’un Potentiel d’Action d’Unité Motrice (PAUM). 
Distribution 3D d’un PAUM (Extrait de Merletti et al. [41]) en fonction de la localisation d’électrodes de recueil d’un capteur 
matriciel. Le positionnement est référencé au regard de la disposition des électrodes (cercle rouge) sur la matrice. La quantité 
de tension électrique du PAUM est définie du bleu foncé vers le rouge foncé de la plus négative à la plus positive (µV). 
 
 
2.3 Modèle analytique 
Le TPAUM peut être modélisé par la somme d’impulsions arrivant à différentes dates :  
𝑇𝑃𝐴𝑈𝑀𝑖,𝑗 𝑡 = ∑ℎ𝑖,𝑗(𝑡 − 𝔗𝑘,𝑖)
𝑘∈𝕫
   
où i désigne l’indice de l’UM considérée, 𝔗𝑘,𝑖  désigne l’instant d’arrivée du PAUM d’indice k de l’UM i,  
et ℎ𝑖,𝑗 𝑡  désigne le PAUM de l’unité motrice i mesuré par un capteur d’indice j. Nous l’avons vu au 
cours de l’introduction, le PAUM possède une distribution spatiale spécifique et la mesure dépend 
donc de la localisation de l’électrode. 
Le train d’impulsions nerveux (TIN), que nous appellerons 𝑠𝑗 𝑡 , est indépendant du point de mesure. 
Il correspond aux impulsions brutes, modélisées par des impulsions de Dirac, générées par le 
motoneurone. L’équation (1) devient alors un produit de convolution entre le PAUM et le TIN. 
𝑇𝑃𝐴𝑈𝑀𝑖,𝑗 𝑡 = ℎ𝑖,𝑗 𝑡 ⨂𝑠𝑗 𝑡    
Le symbole ⨂  désigne l’opérateur de convolution et le TIN est défini par :  
𝑠𝑗 𝑡 = ∑𝛿(𝑡 − 𝔗𝑘,𝑗)
𝑘∈𝕫
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Le signal EMG mesuré par le capteur d’indice i, que nous appelons 𝑦𝑖 𝑡 , est la somme de tous les 
TPAUM générés par chaque unité motrice :  
𝑦𝑖 𝑡 = ∑𝑇𝑃𝐴𝑈𝑀𝑖,𝑗 𝑡 
𝑗
+ 𝑏𝑖 𝑡    
où 𝑏𝑖 𝑡  désigne le bruit contaminant directement l’électrode ou le système de mesure. En injectant 
les équations (2) et (3) dans (4) on a :  
𝑦𝑖 𝑡 = ∑(ℎ𝑖,𝑗 𝑡 ⨂∑𝛿(𝑡 − 𝔗𝑘,𝑗)
𝑘∈𝕫
)
𝑗
+ 𝑏𝑖 𝑡    
Il est largement admis dans la littérature que le TPAUM n’est pas strictement périodique. Lors d’une 
contraction isométrique à force constante et sans fatigue, l’intervalle inter-décharges précédemment 
introduit est en moyenne constante avec un délai additif aléatoire. Ce modèle de gigue dans l’IID 
permet donc écrire la relation suivante :  
𝔗𝑘,𝑗 = 𝑘𝑇𝑗 + 𝜏𝑘,𝑗   
où 𝑇𝑖 désigne la période moyenne de décharge de l’unité motrice i définie comme étant l’inverse de la 
fréquence de décharge et 𝜏𝑘,𝑖 désigne une gigue temporelle aléatoire.  
Deux modèles de gigues peuvent être définis conduisant à des statistiques différentes pour 𝜏𝑘,𝑗 
- Modèle simplifié : La gigue 𝜏𝑘,𝑖 est caractérisée par une variable aléatoire stationnaire 
indépendante et identiquement distribuée (iid) de distribution Gaussienne. L’équation (5) 
s’écrit alors :  
𝑦𝑖 𝑡 = ∑(ℎ𝑖,𝑗 𝑡 ⨂∑𝛿(𝑡 − 𝑘𝑇𝑗 + 𝜏𝑘,𝑗)
𝑘∈𝕫
)
𝑗
+ 𝑏𝑖 𝑡    
 
- Modèle réaliste : la variation de l’intervalle inter-décharge (IID) est caractérisé par une variable 
aléatoire iid de distribution Gaussienne [34]. Dans ce cas, on considère 𝔗𝑘,𝑗 − 𝔗𝑘−1,𝑗 = 𝑇𝑗 +
𝜏𝑘,𝑗 − 𝜏𝑘−1,𝑗  comme une distribution gaussienne ce qui fait que la gigue est dépendante 
de la valeur précédente et selon :  
𝜏𝑘,𝑗 = 𝜏𝑘−1,𝑗 + 𝜖𝑘,𝑗 = ∑𝜖𝑝,𝑗
𝑘
𝑝=0
   
où 𝜖𝑘,𝑗 est une variable iid de distribution Gaussienne de moyenne nulle. Par convention on 
pose 𝜏0,𝑗 = 𝜖0,𝑗. En conséquence 𝜏𝑘,𝑗 est une marche aléatoire. L’équation (5) s’écrit 
finalement :  
𝑦𝑖 𝑡 = ∑(ℎ𝑖,𝑗 𝑡 ⨂∑𝛿(𝑡 − 𝑘𝑇𝑗 + ∑𝜖𝑝,𝑗
𝑘
𝑝=0
)
𝑘∈𝕫
)
𝑗
+ 𝑏𝑖 𝑡    
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À partir de ce modèle, il est alors possible de simuler un signal EMG en générant indépendamment 
l’activité de chaque UM puis en réalisant un mélange de celles-ci. Le second modèle est qualifié de 
« réaliste » car il correspond mieux aux observations de Clamman [34]. 
 
2.4 Simulation du signal EMG 
Une manière courante et simple de simuler un signal EMG est l’utilisation d’un modèle de densité 
spectrale de puissance d’un EMG. Shwedyk et al. [42] proposent le modèle suivant :  
𝐷𝑆𝑃𝐸𝑀𝐺 𝑓 = 𝑘 ⋅
𝑓𝐻
4 ⋅ 𝑓2
 𝑓2 + 𝑓𝐿
2 ⋅  𝑓2 + 𝑓𝐻
2 2
   
 
où 𝑓𝐿
  et 𝑓𝐻
  désignent respectivement les limites de fréquences basses et hautes du spectre EMG et k 
désigne un facteur d’amplitude. Le signal EMG peut ainsi être simulé par un bruit blanc filtré par la 
racine carrée du modèle de l’équation (10). Un tel modèle a été utilisé dans le passé, par exemple, 
pour la mesure de la vitesse de conduction moyenne [43], [44]. En revanche, celui-ci ne peut être utilisé 
dans le cas de l’évaluation de la cyclostationnarité, le signal simulé étant stationnaire. De plus, le signal 
ne résultant pas d’un mélange d’unités motrices, les méthodes de décomposition échoueront. 
Une autre approche, consiste à simuler séparément les trains de potentiels d’action d’unités motrices 
et de réaliser le mélange de celles-ci. Dans un premier temps le PAUM est, soit extrait d’un signal réel 
(intramusculaire, par exemple), soit simulé. Une approche réaliste est de simuler, pour chaque fibre, 
la propagation du PA, issue du modèle de Hodgkin et Huxley [18], à travers le volume conducteur (tissu 
musculaire, graisse et peau) jusqu’au capteur [45], [46], [47], [48]. Le PAUM est alors la somme de tous 
les PA de chaque fibre composant l’unité motrice. La simulation, autant que l’analyse, du train de 
PAUM est quant à elle réalisée par une répétition retardée du PAUM, comme décrit par l’équation (1). 
Puisque le signal EMG mesuré résulte d’un mélange d’UM, comme décrit à l’équation (4), des 
méthodes de décomposition des TPAUM sont nécessaires pour l’analyse des UM. 
 
2.5 Décomposition de signaux EMG 
Comme nous l’avons vu au cours de l’introduction, le signal EMG résulte du mélange des unités 
motrices recrutées. Le principe de la décomposition est, à partir d’une ou plusieurs observations, de 
retrouver les trains de potentiels d’action originaux (Figure 9).  
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Figure 9 : Décomposition de trains de potentiels d'action d’unité motrice (TPAUM).  
A partir des mesures d’une ou plusieurs électrode(s) (graphe en noir), l’algorithme de décomposition retrouve les TPAUM de 
chaque unité motrice active et mesurable (graphes en couleurs) (redessiné de Lucas et al. [49]). 
 
La décomposition des UM est un sujet d’intérêt majeur dans le traitement des signaux EMG. Par 
exemple, une myopathie peut être diagnostiquée par classification des PAUM [50] ou encore par étude 
des vitesses de conduction de l’unité motrice [40]. Il a par ailleurs été montré que les statistiques sur 
les instants de décharge permettent d’analyser les stratégies de recrutement spatio-temporel des UM. 
La décomposition reste encore un défi, les méthodes actuelles ne permettant d’analyser qu’une très 
faible portion des unités motrices actives. Les algorithmes existants sont souvent appliqués aux signaux 
intramusculaires (méthodes invasives et localisées). Les quelques méthodes existantes pour les 
signaux de surface utilisent soit un filtrage spatial limitant l’analyse à une zone locale, soit nécessitant 
des conditions particulières : très faible %CMV et condition isométrique à force constante. La raison 
de ces restrictions provient principalement du nombre extrêmement important de signaux mélangés 
lors des analyses en surface ou lorsque la force dépasse quelques dizaines de %CMV. La superposition 
importante des PAUM entraîne alors des difficultés majeures pour des algorithmes fondés sur la 
reconnaissance de forme et le nombre important d’UM actives entraîne des difficultés pour les 
méthodes fondées sur la séparation de sources. 
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En résumé, nous avons vu dans cette partie que le signal EMG résulte de la sommation de TPAUM 
générés par un ensemble d’unités fonctionnelles élémentaires : les unités motrices. Chacune 
d’elles est caractérisée par une forme d’onde, le PAUM, représentée sur un espace 
quadridimensionnel (l’espace et le temps) et par une fréquence de décharge, dépendant du niveau 
de contraction, du type de fibre et de la fatigue musculaire. Bien que les PAUM soient différents, 
ils ont une forme d’onde relativement proche et sont par conséquent difficiles à différencier. Enfin, 
à force constante, le train de PAUM présente une fréquence moyenne de répétition des décharges 
constante. Une variation aléatoire, de l’IID, de l’ordre de 10 à 20% de l’IID moyen, est cependant à 
noter. 
La mesure du signal EMG peut être effectuée par le biais d’électrodes intramusculaires ou de 
surface. Les électrodes intramusculaires permettent une mesure précise et localisée du muscle, 
mais cet examen clinique reste invasif. Les électrodes de surface, non-invasives, permettent une 
mesure globale de l’activité du muscle mais complexifient fortement le traitement des données et 
notamment les algorithmes de décomposition réalisant la séparation des TPAUM au sein du signal 
EMG mesuré.  
Un modèle analytique des trains de décharges a enfin été défini selon deux modèles de gigues. La 
première méthode définit la gigue comme un processus iid stationnaire et la seconde définit celle-
ci comme une marche aléatoire. Ce modèle sera utilisé par la suite pour l’étude théorique des 
signaux EMG ainsi que pour les simulations. 
Dans ce document, nous nous intéresserons tout particulièrement à l’analyse de la 
cyclostationnarité d’un TPAUM en condition isométrique et à force constante.  
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Chapitre II. Cyclostationnarité d’un 
train de potentiels d’action d’unité 
motrice (TPAUM) 
De nombreux auteurs montrent qu’il est possible d’observer les fréquences de décharges sur la densité 
spectrale de puissance du signal EMG ainsi que sur la transformée de Fourier du signal rectifié, bien 
que ces signaux ne soient pas strictement périodiques. 
Nous proposons ici d’étudier le modèle des signaux EMG à la lumière de la théorie cyclostationnaire 
qui est un outil d’étude des périodicités sous-jacentes. 
A partir du modèle analytique défini au Chapitre I.2.3, on propose d’analyser la cyclostationnarité d’un 
TPAUM. Une telle analyse permettra de justifier, dans la suite de ce document, l’utilisation d’une 
méthode de séparation de sources appliquée aux signaux cyclostationnaires et d’apporter une réponse 
théorique à la présence d’énergie aux fréquences de décharge dans la densité spectrale de puissance 
du signal EMG. 
Le modèle, décrit par l’équation (6), peut se décliner de deux manières. Un modèle simplifié consiste 
à considérer la gigue temporelle comme étant un processus iid Gaussien tel que décrit par l’équation 
(7). Un modèle plus réaliste est de considérer, non pas la gigue, mais l’intervalle entre les impulsions, 
comme iid Gaussien, tel que décrit dans [34] et reporté dans l’équation (9). Un tel modèle a été 
également proposé dans [51], [52] et [53] pour l’application aux signaux mécaniques de vibrations de 
roulement à bille défectueux. Nous verrons que ce modèle n’est plus tout à fait cyclostationnaire, mais 
peut être qualifié de cyclostationnaire flou [53]. 
1 Processus cyclostationnaire 
1.1 Introduction 
La théorie de la cyclostationnarité remonte aux années 70. Elle a été introduite dans la thèse de Hurd 
[54] puis reprise par Gardner dans les années 80 [55] [56] [57] [58] [59]. De nombreuses applications 
ont vu le jour, telles qu’en télécommunications [59], au diagnostic d’engrenage [60] ou de roulement 
à billes [61], ou encore en radioastronomie [62]. La cyclostationnarité est définie comme une extension 
du concept de stationnarité ou comme un cas particulier de la non-stationnarité. Un tel signal est défini 
par une périodicité à l’ordre n de ses statistiques.  
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1.2 Cyclostationnarité au sens strict 
La cyclostationnarité au sens strict d'un signal se traduit par une fonction de répartition périodique, de 
période 𝑇 :  
𝐹𝑋 𝑥, 𝑡 = 𝐹𝑋 𝑥, 𝑡 + 𝑘𝑇  , ∀ 𝑡 ∈ ℝ  𝑒𝑡  𝑘 ∈ ℤ    
En théorie des probabilités, la fonction de répartition d'une variable aléatoire est entièrement décrite 
par tous ses moments. On peut donc en conclure que tous les moments statistiques d'un signal 
cyclostationnaire au sens strict sont des fonctions périodiques du temps :  
ℳ𝑥
𝑛 𝑡 = ℳ𝑥
𝑛 𝑡 + 𝑘𝑇  , ∀ 𝑡 ∈ ℝ, 𝑘 ∈ ℤ     𝑒𝑡    𝑛 ∈ ℕ∗    
 
  Cyclostationnarité à l'ordre n 
On distinguera, tout comme pour la classe stationnaire, différents ordres [Gar94, Spo94]. 
- Au premier ordre, la moyenne est périodique :  
𝑚𝑥 𝑡 = 𝔼[𝑥 𝑡 ] = 𝑚𝑥 𝑡 + 𝑘𝑇  , ∀ 𝑡 ∈ ℝ   𝑒𝑡  𝑘 ∈ ℤ    
avec 𝔼[⋅] l’opérateur d’espérance mathématique. 
- Au second ordre, la fonction d’autocorrélation est périodique. On a alors :  
Γ𝑥𝑥 𝑡, 𝜇 =  𝔼[𝑥 𝑡 + 𝜇 ⋅ 𝑥
∗ 𝑡 ] = Γ𝑥𝑥 𝑡 + 𝑘𝑇, 𝜇  , ∀ 𝑡 ∈ ℝ , 𝜇 ∈ ℝ  𝑒𝑡  𝑘 ∈ ℤ    
où ⋅∗ désigne l’opérateur de conjugaison complexe. Notons ici que la variable considérée est centrée. 
Selon les auteurs, d’autres formulations peuvent être données pour la définition de la fonction 
d’autocorrélation instantanée. Certains auteurs [63] proposent la définition : 
Γ𝑥𝑥   𝑡, 𝜇 = 𝔼[𝑥 𝑡 + 𝛾𝜇 ⋅ 𝑥
∗ 𝑡 − ?̅?𝜇 ] ,      𝑎𝑣𝑒𝑐 ?̅?  = 1 − 𝛾    
où 𝛾 est un paramètre choisi en fonction de la définition. Avec 𝛾 = 1 , on retrouve la définition 
précédente ; avec 𝛾 = 1 2⁄ , on obtient une forme symétrique ou centrée. 
 
 Cyclostationnarité au sens large 
Un signal est dit cyclostationnaire au sens large lorsque ses moments d'ordre un et deux sont 
conjointement périodiques. 
La Figure 10 résume les différents modes de représentation au second ordre des signaux stationnaires, 
non stationnaires et cyclostationnaires. Les signaux non-stationnaires possèdent une fonction 
d’autocorrélation variable dans le temps. Celle-ci dépend alors de deux paramètres : le temps t et le 
retard 𝜇. Il est possible d’appliquer la transformée de Fourier sur le temps t et sur le délai 𝜇, donnant 
respectivement les fréquences 𝛼 dites cycliques et les fréquences f spectrales. On a donc quatre 
représentations possibles.  
 La première est l’autocorrélation qui dépend de t et de 𝝁. 
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 La seconde est la représentation temps-fréquence obtenue en appliquant la transformée de 
Fourier sur 𝝁. La fréquence obtenue est appelée fréquence spectrale notée f. 
 La troisième est la corrélation cyclique (CC) obtenue par la transformée de Fourier sur t. La 
fréquence obtenue est appelée fréquence cyclique notée 𝜶. 
 La quatrième est la densité spectrale cyclique (DSC) obtenue par la double transformée de 
Fourier sur t et 𝝁. L’intégration de la DSC sur f forme la densité spectrale cyclique intégrée 
(DSCi). 
Ces deux dernières représentations sont particulièrement intéressantes dans le cas d’un signal 
cyclostationnaire car son autocorrélation étant périodique en t, on observera des raies en fréquence 
cyclique à la fréquence de cyclostationnarité et ses multiples entiers.  
 
Figure 10 : Représentation à l’ordre deux d’un signal cyclostationnaire. 
En vert, la fonction d’autocorrélation et le spectre temps-fréquence sont des outils d’analyse des signaux non-stationnaires. 
En rouge des outils d’analyse de signaux cyclostationnaires sont présentés : la corrélation cyclique (CC), la densité spectrale 
cyclique (DSC) et la densité spectrale cyclique intégrée (DSCi).  
En bleu, les outils d’analyse classique des signaux stationnaires. 
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1.3 Outils d’analyse 
Les outils d’analyse de la cyclostationnarité à l’ordre deux, introduit précédemment, sont définis 
comme suit. 
 Corrélation cyclique (CC) 
Elle est définie par la transformée de Fourier de la fonction d’autocorrélation en fonction du temps : 
CC𝑥𝑥 𝛼, 𝜇 =  Γ𝑥𝑥 𝑡, 𝜇 𝑒
−2𝑖𝜋𝛼𝑡𝑑𝑡
ℝ
     
Dans le cas d’un signal cyclostationnaire, celui-ci étant périodique sur t, on observe alors des raies aux 
multiples entiers de l’inverse de la période. La Figure 11 illustre la représentation de la fonction de 
corrélation cyclique d’un signal cyclostationnaire de période T. 
 
Figure 11 : Illustration de la corrélation cyclique d’un signal cyclostationnaire. 
La corrélation cyclique est non nulle uniquement pour les fréquences cycliques multiples de la fréquence cyclique 
fondamentale du signal 1/T. 
 
 Densité spectrale cyclique ou corrélation spectrale 
La densité spectrale cyclique est définie par la double transformée de Fourier de la fonction 
d’autocorrélation sur t et sur 𝜇 :  
𝐷𝑆𝐶𝑥𝑥 𝛼, 𝑓 = ∬ Γ𝑥𝑥 𝑡, 𝜇 𝑒
−2𝑖𝜋 𝑓𝜇+𝛼𝑡 𝑑𝑡𝑑𝜇
ℝ2
   
Il est également possible de définir la DSC directement en fréquence. En effet, par changement de 
variable, on peut déduire que l’équation (17), s’écrit comme l’autocorrélation fréquentielle de x (cf. 
équation (18)). La DSC met en évidence la corrélation entre les composantes fréquentielles du signal 
étudié, ce qui explique que certains auteurs parlent de corrélation spectrale plutôt que de densité 
spectrale cyclique. 
𝐷𝑆𝐶𝑥𝑥 𝛼, 𝑓 = 𝔼 [𝑋 (𝑓 +
1
2
𝛼)𝑋∗ (𝑓 −
1
2
𝛼)]    
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Comme représenté Figure 12, la périodicité sur t d’un signal cyclostationnaire se traduit sur la DSC 
par la présence de raies aux multiples de l’inverse de la période. 
 
Figure 12 : Illustration en 3-D de la densité spectrale cyclique. 
La figure montre la densité spectrale cyclique (DSC) d’un signal cyclostationnaire de fréquence fondamentale 𝑇−1. On observe 
un contenu spectral non nul uniquement aux multiples de la fréquence cyclique fondamentale. 
 
 Analyse d'enveloppe 
Randall et Antoni [61] montrent qu'il est intéressant d’étudier la densité spectrale cyclique intégrée 
(DSCi) sur f. On définit le spectre cyclique intégré par :  
𝐷𝑆𝐶𝑖𝑥𝑥 𝛼  =  𝐷𝑆𝐶𝑥𝑥 𝑓, 𝛼 
ℝ
𝑑𝑓    
Par substitution avec la définition de l’équation (17) on obtient : 
𝐷𝑆𝐶𝑖𝑥𝑥 𝛼 = ∭ Γ𝑥𝑥 𝑡, 𝜇 𝑒
−2𝑖𝜋 𝑓𝜇+𝛼𝑡 𝑑𝑡𝑑𝜇𝑑𝑓
 
ℝ3
   
En isolant l’intégrale sur f, on remarque que celle-ci est la transformée de Fourier sur 𝜇 de la constante 
1 ce qui est équivaut à la fonction delta-Dirac centrée en 𝜇 = 0 :  
𝐷𝑆𝐶𝑖𝑥𝑥 𝛼 =  ∬Γ𝑥𝑥 𝑡, 𝜇 𝛿 𝜇 𝑑𝜇 ⋅ 𝑒
−2𝑖𝜋𝛼𝑡𝑑𝑡
ℝ2
   
Il en résulte que la DSCi est équivalente à la transformée de Fourier sur le temps t de la fonction 
d’autocorrélation à 𝜇 = 0 :  
𝐷𝑆𝐶𝑖𝑥𝑥 𝛼 =  Γ𝑥𝑥 𝑡, 0 𝑒
−2𝑖𝜋𝛼𝑡𝑑𝑡
ℝ
   
Or pour un retard 𝜇 nul, la fonction d’autocorrélation équivaut au module carré de x. On en déduit que 
la DSCi est également la transformée de Fourier du module au carré du signal étudié : 
𝐷𝑆𝐶𝑖𝑥𝑥 𝛼 =  𝑇𝐹[𝔼[ 𝑥 𝑡  
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On note que ce résultat est uniquement valable pour les signaux à moyenne nulle. 
L’estimation et l’interprétation de la DSCi peuvent être erronées de par la présence de repliement de 
spectre, même lorsque le théorème de Nyquist-Shannon est respecté. Il convient donc de prendre 
certaines précautions pour la calculer. 
 
1.4 Repliement de spectre 
Il est bien connu que le respect du théorème de Nyquist-Shannon permet d’éviter le phénomène de 
repliement de spectre lors de l’échantillonnage du signal. Randall et ses co-auteurs montrent que le 
respect de ce théorème n’est en soit pas suffisant lorsqu’on estime la DSCi. En effet, de par la 
périodicité du spectre d’un signal échantillonné, la DSC présente également une périodicité comme le 
montre la Figure 14 par comparaison avec la DSC d’un signal continu de bande passante 𝑓𝑚𝑎𝑥, Figure 
13. Dans le cas d’un signal échantillonné la bande passante est alors définie par la fréquence de 
Nyquist-Shannon soit 𝑓𝑒/2 où 𝑓𝑒  désigne la fréquence d’échantillonnage. 
  
Figure 13 : Couverture de la DSC d’un signal réel. 
Signal de bande passante 𝑓𝑚𝑎𝑥 (extrait de [61]). 
Figure 14 : Couverture de la DSC d’un signal échantillonné. 
Signal de fréquence d’échantillonnage 𝑓𝑒 (extrait de [61]). 
 
En conséquence, l’intégration sur f du spectre cyclique de l’équation (18), équivalant à la transformée 
de Fourier du signal rectifié au carré donnée à l’équation (23), est susceptible d’introduire des 
composantes « parasites » provoquées par la redondance des parties 3 et 2 des Figure 13 et Figure 14. 
Deux solutions sont alors proposées dans [61] pour éviter ce problème : soit de sur-échantillonner d’un 
facteur 2 ou supérieur, soit d’utiliser le signal analytique. La dernière solution, assez commode, permet 
de supprimer la composante négative du spectre du signal et ainsi supprimer tout repliement et même 
toute redondance de l’information. Toutefois il est à noter que si la bande passante du signal est 
inférieure à 𝑓𝑒/4, l’effet du repliement sera minimisé.  
On propose maintenant d’appliquer ces outils d’analyse aux 2 modèles de TPAUM introduits au 
chapitre précédent, dénommés « modèle simplifié » et « modèle réaliste », exposés au Chapitre I.2.3. 
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2 Analyse cyclostationnaire du TPAUM 
2.1 Modèle simplifié 
2.1.1 Modèle et considérations 
On considère dans un premier temps le modèle simplifié lorsque le glissement temporel 𝜏𝑘,𝑗 est 
supposé blanc et stationnaire. Ce modèle est alors équivalent à un modèle classiquement utilisé en 
analyse vibratoire pour décrire les vibrations de roulements endommagés. Les propriétés de 
cyclostationnarité de ce modèle ont été étudiées dans [61] et on propose d’en rappeler les principaux 
résultats. Le modèle de TPAUM est le suivant :  
𝑥𝑖,𝑗 𝑡 = ℎ𝑖,𝑗 𝑡 ⨂∑𝛿(𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗)
𝑘∈𝕫
   
avec 𝔼[𝜏𝑘,𝑗] = 0, 𝔼[𝜏𝑝,𝑗𝜏𝑘,𝑗] = 𝜎𝑖,𝑗
2 𝛿𝑝−𝑘 et ℎ𝑖,𝑗 𝑡  le PAUM. Enfin on considère 𝜑𝑗 𝜏  la densité de 
probabilité de 𝜏𝑘,𝑗 quel que soit k. On rappelle que i désigne le capteur et j l’UM.  
Il est possible de décomposer le TPAUM en deux parties : une partie dite harmonique ou du 1er ordre 
qui correspond à la moyenne statistique du signal que l’on notera ?̅? 𝑡  et une partie stochastique 
définie comme le signal centré, notée ?̃? 𝑡  :  
𝑥𝑖,𝑗 𝑡 = 𝔼[𝑥𝑖,𝑗 𝑡 ] 
 𝑥i,j ̃  𝑡 = 𝑥𝑖,𝑗 𝑡 − 𝑥𝑖,𝑗 𝑡  
  
où 𝔼[⋅] désigne l’opérateur d’espérance mathématique. Comme il a été fait dans [61] on propose dans 
cette partie d’étudier séparément la partie déterministe et la partie stochastique. 
En définitive, chaque grandeur évaluée dans la suite (fonction d’autocorrélation instantanée Γ𝑥𝑥 𝑡, 𝜇 , 
densité spectrale de puissance 𝑆𝑥𝑥 𝑓  et densité spectrale cyclique 𝐷𝑆𝐶𝑥𝑥 𝛼, 𝑓 ) sera la somme de 
cette grandeur évaluée dans sa version stochastique mais calculée sur des signaux centrés et de cette 
même grandeur évaluée dans sa version déterministe. 
Plus précisément, nous aurons : 
Γ𝑥𝑥 𝑡, 𝜇 = 𝔼 [𝑥 (𝑡 +
𝜇
2
) 𝑥∗ (𝑡 −
𝜇
2
)]   
décomposé en  
Γ𝑥𝑥 𝑡, 𝜇 = Γ?̃??̃? 𝑡, 𝜇 + ?̅? (𝑡 +
𝜇
2
) ?̅?∗ (𝑡 −
𝜇
2
)   
Aussi, 
𝑆𝑥𝑥 𝑓 = 𝔼[ 𝑋 𝑓  
2]   
décomposé en  
𝑆𝑥𝑥 𝑓 = 𝑆?̃??̃? 𝑓 +  ?̅? 𝑓  
2   
Et 
𝐷𝑆𝐶𝑥𝑥 𝛼, 𝑓 = 𝔼 [𝑋 (𝑓 +
𝛼
2
)𝑋∗ (𝑓 −
𝛼
2
)]   
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décomposé en  
𝐷𝑆𝐶𝑥𝑥 𝛼, 𝑓 = 𝐷𝑆𝐶?̃??̃? 𝛼, 𝑓 + ?̅? (𝑓 +
𝛼
2
) ?̅?∗ (𝑓 −
𝛼
2
)   
Par souci de simplification de notation, les symboles   ̃ seront omis pour les calculs de la partie 
stochastique. 
2.1.2 Etude de la partie déterministe du TPAUM  
Soit 𝑥𝑖,𝑗 𝑡  la partie moyenne (1
er ordre) du TPAUM définie par : 
𝑥𝑖,𝑗 𝑡 = 𝔼 [ℎ𝑖,𝑗 𝑡  ⨂∑ 𝛿(𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗)
𝑘∈𝕫
]   
Les opérateurs d’espérance mathématique et de convolution étant linéaires, il est possible de 
simplifier l’équation par : 
𝑥𝑖,𝑗 𝑡 = ℎ𝑖,𝑗 𝑡  ⨂∑𝔼[𝛿(𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗)]
𝑘∈𝕫
   
Cette dernière équation peut être réécrite à l’aide du produit de convolution :  
𝑥𝑖,𝑗 𝑡 = ℎ𝑖,𝑗 𝑡  ⨂ 𝜑𝑗 𝑡  ⨂ 𝛿𝑇𝑗 𝑡    
avec 𝛿𝑇𝑗 𝑡 = ∑ 𝛿(𝑡 − 𝑘𝑇𝑗)𝑘  un peigne de Dirac de période 𝑇𝑗. On pose 𝑋𝑖,𝑗
̅̅ ̅̅  𝑓 = 𝑇𝐹[𝑥𝑖,𝑗̅̅ ̅̅  𝑡 ]. On 
a alors :  
𝑋𝑖,𝑗 𝑓 = 𝑇𝑗
−1 ⋅ 𝐻𝑖,𝑗 𝑓 ⋅ Φ𝑗 𝑓 ⋅ 𝛿𝑇𝑗−1 𝑓    
Enfin le module carré de cette équation, densité spectrale de puissance de la partie déterministe du 
TPAUM, est égal à :  
|𝑋𝑖,𝑗 𝑓 |
2
= 𝑇𝑗
−2𝛿𝑇𝑗
−1 𝑓 ⋅ |𝐻𝑖,𝑗 𝑓 |
2
⋅ |Φ𝑗 𝑓 |
2
   
 
En supposant Gaussienne la densité de probabilité de la gigue, on a :  
𝜑𝑗 𝑡 =
𝑒
−
𝑡2
2𝜎𝑗
2 
√2𝜋𝜎𝑗
   
La transformée de Fourier d’une fonction Gaussienne s’écrit :  
𝜙𝑗 𝑓 = 𝑇𝐹[𝜑𝑗 𝑡 ] 𝑓 = 𝑒
−2𝜋2𝜎𝑗
2𝑓2   
Finalement, sa densité spectrale de puissance (DSP) s’écrit :  
|𝜙𝑗 𝑓 |
2
= 𝑒−4𝜋
2𝜎𝑗
2𝑓2   
La bande passante à -3dB est donnée par :  
|𝜙𝑗 𝑓−3𝑑𝐵 |
2
= 1/2   
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soit  
𝑓−3𝑑𝐵 =
√ln2
2𝜋𝜎𝑗
   
Cette fréquence de coupure va impacter fortement la DSP du TPAUM qui tend vers les basses 
fréquences avec l’augmentation de la puissance de gigue. 
La Figure 15 illustre la DSP de la partie déterministe du TPAUM en supposant un IID moyen de 100ms, 
soit une fréquence de décharge de 10Hz et une gigue gaussienne d’écart-type égal à 10% de l’IID 
moyen, soit 10ms. La DSP du PAUM, ℎ𝑖,𝑗 𝑡 , est calculée en utilisant la formule de Shwedyk et al. [42], 
donnée à l’équation (10).  
L’équation (36) peut être décomposée en trois parties distinctes. Nous avons d’une part la contribution 
de la gigue (tirets bleus sur la Figure 15a) qui forme un filtre passe-bas dont la bande passante à -3dB 
est donnée par l’équation (41), ici 𝑓−3𝑑𝐵 = 13,25𝐻𝑧, d’autre part la contribution du PAUM (tirets 
rouges sur la Figure 15a)  et enfin le train d’impulsions moyen donné par 𝛿𝑇𝑗
−1 𝑓  (trait vert sur la 
Figure 15a). Finalement la Figure 15a montre la contribution totale de la partie harmonique dans la 
DSP, normalisée par rapport à la DSP du MUAP. Celle-ci présente un spectre de raies, montrant la 
périodicité de la partie moyenne. Seule une faible contribution subsiste à cause du filtrage passe-bas 
de la gigue et du filtrage passe-haut du PAUM.  
 
Figure 15 : Illustration de la DSP de la partie déterministe du modèle simplifié.  
En a) la DSP est décomposée en trois parties, la contribution de la gigue (tirets bleus), la contribution du PAUM (tirets rouges) 
et la contribution du train d’impulsions nerveux (en vert). En b) la DSP résultante du TPAUM est donnée par le produit des 
trois contributions données en a). 
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2.1.3 Fonction d’autocorrélation instantanée du TPAUM 
Dans le but de calculer la densité spectrale de puissance (à partir de la DSP instantanée moyennée) 
puis la densité spectrale cyclique d’un TPAUM, nous commencerons par calculer la fonction 
d’autocorrélation de celui-ci. Soit Γxx 𝑡, 𝜏  la fonction d’autocorrélation instantanée de x définie par : 
Γxx 𝑡, 𝜇 = 𝔼 [𝑥 (𝑡 +
𝜇
2
) 𝑥∗ (𝑡 −
𝜇
2
)] − 𝑥𝑖,𝑗 (𝑡 +
𝜇
2
) 𝑥𝑖,𝑗
∗
(𝑡 −
𝜇
2
)   
En injectant l’équation (24) dans l’espérance mathématique, on a : 
𝔼 [𝑥 (𝑡 +
𝜇
2
) 𝑥∗ (𝑡 −
𝜇
2
)]
= 𝔼 [(∑ℎ𝑖,𝑗 (𝑡 +
𝜇
2
− 𝑘𝑇𝑗 − 𝜏𝑘,𝑗)
𝑘∈𝕫
) ⋅ (∑ℎ𝑖,𝑗 (𝑡 −
𝜇
2
− 𝑘𝑇𝑗 − 𝜏𝑘,𝑗)
𝑘∈𝕫
)
∗
] 
  
Les opérateurs d’espérance mathématique et de convolution étant linéaires il est possible de simplifier 
l’équation comme : 
𝔼 [𝑥 (𝑡 +
𝜇
2
) 𝑥∗ (𝑡 −
𝜇
2
)] = ∑𝔼[ℎ𝑖,𝑗 (𝑡 −
𝜇
2
− 𝑘𝑇𝑗 − 𝜏𝑘,𝑗) ℎ𝑖,𝑗
∗ (𝑡 +
𝜇
2
− 𝑙𝑇𝑗 − 𝜏𝑙,𝑗)]
𝑘∈𝕫
𝑙∈𝕫
 
  
Or, de par l’indépendance de 𝜏𝑘,𝑖  et 𝜏𝑙,𝑖 pour tout 𝑘 ≠ 𝑙, l’espérance du produit des deux termes est 
égale aux produits des espérances. Par séparation des auto-termes et termes croisés on obtient alors la 
relation suivante :  
𝔼 [𝑥 (𝑡 +
𝜇
2
) 𝑥∗ (𝑡 −
𝜇
2
)] = ∑𝔼[ℎ𝑖,𝑗 (𝑡 −
𝜇
2
− 𝑘𝑇𝑗 − 𝜏𝑘,𝑗) ℎ𝑖,𝑗
∗ (𝑡 +
𝜇
2
− 𝑘𝑇𝑗 − 𝜏𝑘,𝑗)]
𝑘∈𝕫
 +∑𝔼[ℎ𝑖,𝑗 (𝑡 −
𝜇
2
− 𝑘𝑇𝑗 − 𝜏𝑘,𝑗)]
𝑘∈𝕫
𝑙∈𝕫
𝑘≠𝑙
𝔼 [ℎ𝑖,𝑗
∗ (𝑡 +
𝜇
2
− 𝑙𝑇𝑗 − 𝜏𝑙,𝑗)]
   
Par ailleurs, on a :  
𝑥𝑖,𝑗̅̅ ̅̅ (𝑡 +
𝜇
2
) 𝑥𝑖,𝑗̅̅ ̅̅
∗ (𝑡 −
𝜇
2
) = ∑𝔼[ℎ𝑖,𝑗 (𝑡 −
𝜇
2
− 𝑘𝑇𝑗 − 𝜏𝑘,𝑗)] 𝔼 [ℎ𝑖,𝑗
∗ (𝑡 +
𝜇
2
− 𝑙𝑇𝑗 − 𝜏𝑙,𝑗)]
𝑘∈𝕫
𝑙∈𝕫
 
  
Les termes croisés entre les équations (45) et (46) s’annulent et l’équation (42) devient alors :  
Γxx 𝑡, 𝜇 = ∑𝔼[ℎ𝑖,𝑗 (𝑡 −
𝜇
2
− 𝑘𝑇𝑗 − 𝜏𝑘,𝑗) ℎ𝑖,𝑗
∗ (𝑡 +
𝜇
2
− 𝑘𝑇𝑗 − 𝜏𝑘,𝑗)]
𝑘∈𝕫
 −∑𝔼[ℎ𝑖,𝑗 (𝑡 −
𝜇
2
− 𝑘𝑇𝑗 − 𝜏𝑘,𝑗)] 𝔼 [ℎ𝑖,𝑗
∗ (𝑡 +
𝜇
2
− 𝑘𝑇𝑗 − 𝜏𝑘,𝑗)]
𝑘∈𝕫
   
Par la définition de l’espérance mathématique (voir Annexe A.1) on peut également écrire que :  
𝔼[ℎ𝑖,𝑗(𝑡 − 𝜏𝑘,𝑗)] =  ℎ𝑖,𝑗(𝑡 − 𝜏𝑘,𝑗)𝜑𝑗(𝜏𝑘,𝑗)𝑑𝜏𝑘,𝑗
ℝ
   
Ce qui correspond à la définition du produit de convolution. Finalement on en déduit que l’équation 
(48) s’écrit :  
𝔼[ℎ𝑖,𝑗(𝑡 − 𝜏𝑘,𝑗)] = ℎ𝑖,𝑗 𝑡 ⊗ 𝜑𝑗 𝑡    
En injectant ce résultat dans l’équation (47), la fonction d’autocorrélation instantanée devient :  
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Γxx 𝑡, 𝜇 = (ℎ𝑖,𝑗 (𝑡 −
𝜇
2
) ⋅ ℎ𝑖,𝑗
∗ (𝑡 +
𝜇
2
)) ⊗ 𝜑𝑗 𝑡 ⊗ 𝛿𝑇𝑗 𝑡 
 − ((ℎ𝑖,𝑗 ⊗ 𝜑𝑗) (𝑡 −
𝜇
2
) ⋅ (ℎ𝑖,𝑗
∗ ⊗ 𝜑𝑗) (𝑡 +
𝜇
2
)) ⊗ 𝛿𝑇𝑗 𝑡 
   
Pour simplifier les notations on pose :  
Rhh 𝑡, 𝜇 = ℎ𝑖,𝑗 (𝑡 −
𝜇
2
) ⋅ ℎ𝑖,𝑗
∗ (𝑡 +
𝜇
2
)   
et  
Rh̃h̃ 𝑡, 𝜇 = (ℎ𝑖,𝑗 ⊗ 𝜑𝑗) (𝑡 −
𝜇
2
) ⋅ (ℎ𝑖,𝑗
∗ ⊗ 𝜑𝑗) (𝑡 +
𝜇
2
)   
Finalement on a :  
Γxx 𝑡, 𝜇 = (Rhh 𝑡, 𝜇 ⊗ 𝜑𝑗 𝑡 − Rh̃h̃ 𝑡, 𝜇 ) ⊗ 𝛿𝑇𝑗 𝑡    
 
2.1.4 Densité Spectrale de Puissance 
La DSP d’un signal non stationnaire correspond à la moyenne temporelle du spectre instantané de 
celui-ci, soit : 
𝑆𝑥𝑥 𝑓 =  𝑇𝐹[Γxx 𝑡, 𝜇 ] 𝑡, 𝑓 𝑑𝑡
ℝ
   
Des équations (54) et (53) on déduit la DSP du TPAUM :  
𝑆𝑥𝑥 𝑓 = ∬Γxx 𝑡, 𝜇 𝑒
−2𝑖𝜋𝜇𝑓𝑑𝜇𝑑𝑡
ℝ2
   
soit, en utilisant l’équation (53) : 
𝑆𝑥𝑥 𝑓 = ∬(Rhh 𝑡, 𝜇 ⊗ 𝜑𝑗 𝑡 − Rh̃h̃ 𝑡, 𝜇 ) 𝑒
−2𝑖𝜋𝜇𝑓𝑑𝜇
ℝ2
⊗ 𝛿𝑇𝑗 𝑡 𝑑𝑡   
Or d’après le théorème de Fubini, on a : 
 𝑓 𝑡 ⊗ 𝑔 𝑡  𝑑𝑡
ℝ
=  𝑓 𝑡 𝑑𝑡
ℝ
⋅  𝑔 𝑡 𝑑𝑡
ℝ
   
Alors, 
𝑆𝑥𝑥 𝑓 = (∬Γhh 𝑡, 𝜇 𝑒
−2𝑖𝜋𝜇𝑓𝑑𝜇𝑑𝑡 ⋅  𝜑𝑖 𝑡 𝑑𝑡
ℝ
ℝ2
− ∬Γh̃h̃ 𝑡, 𝜇 𝑒
−2𝑖𝜋𝜇𝑓𝑑𝜇𝑑𝑡
ℝ2
)
⋅  𝛿𝑇𝑗 𝑡 𝑑𝑡
ℝ
 
  
Or 𝜑𝑗 𝑡  est une densité de probabilité, donc par définition ∫ 𝜑𝑗 𝑡 𝑑𝑡ℝ = 1.  
𝑆𝑥𝑥 𝑓 = 𝑇
−1 ∬Γhh 𝑡, 𝜇 𝑒
−2𝑖𝜋𝜇𝑓𝑑𝜇𝑑𝑡
ℝ2
− 𝑇−1 ∬Γh̃h̃ 𝑡, 𝜇 𝑒
−2𝑖𝜋𝜇𝑓𝑑𝜇𝑑𝑡
ℝ2
   
De plus l’équation (18) conduit à la relation suivante :  
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∬Γhh 𝑡, 𝜇 𝑒
−2𝑖𝜋 𝜇𝑓+𝛼𝑡 𝑑𝜇𝑑𝑡
ℝ2
= 𝐻𝑖,𝑗 (𝑓 +
𝛼
2
)𝐻𝑖,𝑗
∗ (𝑓 −
𝛼
2
)   
avec 𝐻𝑖,𝑗 𝑓  la transformée de Fourier (TF) de ℎ𝑖,𝑗 𝑡 . Donc pour 𝛼 = 0,  
∬Γhh 𝑡, 𝜇 𝑒
−2𝑖𝜋𝜇𝑓𝑑𝜇𝑑𝑡
ℝ2
= |𝐻𝑖,𝑗 𝑓 |
2
   
et de plus, 
∬Γh̃h̃ 𝑡, 𝜇 𝑒
−2𝑖𝜋𝜇𝑓𝑑𝜇𝑑𝑡
ℝ2
= |𝐻𝑖,𝑗 𝑓 |
2
⋅ |𝜙𝑗 𝑓 |
2
   
avec 𝜙𝑗 𝑓  la TF de 𝜑𝑗 𝑡 . La DSP s’écrit finalement :  
𝑆𝑥𝑥 𝑓 = 𝑇𝑗
−1 ⋅ |𝐻𝑖,𝑗 𝑓 |
2
⋅ (1 − |𝜙𝑗 𝑓 |
2
)   
 
La Figure 16 montre la DSP d’un TPAUM décrite par l’équation (63). L’équation (63) peut être 
décomposée en deux parties. Nous avons d’une part la contribution de la gigue (tirets bleus sur la 
Figure 16a) qui forme un filtre passe-haut dont la bande passante à -3dB est donnée par l’équation 
(41), ici on a 𝑓−3𝑑𝐵 = 13,25𝐻𝑧, et d’une autre part nous avons la contribution du PAUM (tirets rouge 
sur la Figure 16a). Finalement la Figure 16b montre la DSP normalisée du TPAUM. On remarque que 
ce dernier est continu et ne révèle donc aucune périodicité. 
 
Figure 16 : Illustration de la DSP de la partie stochastique du modèle simplifié. 
En a) il est montré la contribution de la gigue sur la densité spectrale de puissance (tiret bleu) et de la densité spectrale de 
puissance d’un PAUM (tiret rouge). En b) la DSP résultante du TPAUM est le produit des deux contributions données en a). 
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En ajoutant les résultats des parties déterministe et stochastique, on en déduit en Figure 17 la DSP 
finale du TPAUM. 
 
Figure 17 : Illustration de la DSP totale du modèle simplifié 
 
2.1.5 Densité spectrale cyclique 
Nous nous intéressons en premier lieu à la DSC de la partie stochastique. 
Rappelons que la DSC, d’un signal noté x(t) s’écrit :  
𝐷𝑆𝐶𝑥𝑥 𝛼, 𝑓 = ∬ Γ𝑥𝑥 𝑡, 𝜇 𝑒
−2𝑖𝜋 𝛼𝑡+𝑓𝜇 𝑑𝑡𝑑𝜇
ℝ2
    
En injectant la solution trouvée dans l’équation (53), on a :  
𝐷𝑆𝐶𝑥𝑥 𝛼, 𝑓 =  ( (Γhh 𝑡, 𝜇 ⊗ 𝜑𝑗 𝑡 − Γh̃h̃ 𝑡, 𝜇 ) ⋅ 𝑒
−2𝑖𝜋𝑓𝜇𝑑𝜇
ℝ
) ⊗ 𝛿𝑇𝑗 𝑡 𝑒
−2𝑖𝜋𝛼𝑡𝑑𝑡
ℝ
    
On reconnait ici la transformée de Fourier d’un produit de convolution :  
𝐷𝑆𝐶𝑥𝑥 𝛼, 𝑓 = (∬ Γhh 𝑡, 𝜇 𝑒
−2𝑖𝜋 𝑓𝜇+𝛼𝑡 𝑑𝜇𝑑𝑡
ℝ2
⋅  𝜑𝑗 𝑡 𝑒
−2𝑖𝜋𝛼𝑡𝑑𝑡
ℝ
− ∬ Γh̃h̃ 𝑡, 𝜇 𝑒
−2𝑖𝜋 𝑓𝜇+𝛼𝑡 𝑑𝜇𝑑𝑡
ℝ2
) ⋅  𝛿𝑇𝑗 𝑡 𝑒
−2𝑖𝜋𝛼𝑡𝑑𝑡
ℝ
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Cette équation se simplifie comme : 
𝐷𝑆𝐶𝑥𝑥 𝛼, 𝑓 = 𝑇𝑗
−1 ⋅ (𝐷𝑆𝐶ℎℎ 𝛼, 𝑓 ⋅ 𝛷𝑗 𝛼 − 𝐷𝑆𝐶ℎ̃ℎ̃ 𝛼, 𝑓 ) ⋅ 𝛿𝑇𝑗
−1 𝛼    
avec  
𝐷𝑆𝐶ℎ̃ℎ̃ 𝛼, 𝑓 = 𝐷𝑆𝐶ℎℎ 𝛼, 𝑓 ⋅ 𝐷𝑆𝐶𝛷𝛷 𝛼, 𝑓  
𝐷𝑆𝐶ℎℎ 𝛼, 𝑓 = 𝐻𝑖,𝑗 (𝑓 +
𝛼
2
) ⋅ 𝐻𝑖,𝑗
∗ (𝑓 −
𝛼
2
) 
𝐷𝑆𝐶𝛷𝛷 𝛼, 𝑓 = 𝛷𝑗 (𝑓 +
𝛼
2
) ⋅ 𝛷𝑗
∗ (𝑓 −
𝛼
2
) 
Finalement, on obtient :  
𝐷𝑆𝐶𝑥𝑥 𝛼, 𝑓 = 𝑇𝑗
−1 ⋅ 𝐷𝑆𝐶ℎℎ 𝛼, 𝑓 ⋅ (Φ 𝛼 − 𝐷𝑆𝐶𝛷𝛷 𝛼, 𝑓 ) ⋅ 𝛿𝑇𝑗
−1 𝛼    
En supposant que la gigue possède une densité de probabilité gaussienne, on déduit de l’équation (38) 
la DSC de sa densité de probabilité :  
𝐷𝑆𝐶𝛷𝛷 𝛼, 𝑓 = 𝑒
−2𝜋2𝜎𝑗
2(2𝑓2+
𝛼2
2 )   
On peut séparer la DSC du TPAUM en trois parties distinctes : une contribution de la DSC du PAUM 
DSChh 𝛼, 𝑓 , représentée Figure 18 avec les mêmes paramètres que précédemment, une contribution 
de la gigue, représentée Figure 19 et donnée par Φ 𝛼 − DSCΦΦ 𝛼, 𝑓 , et une contribution du train 
d’impulsion donnée par 𝑇𝑗
−1𝛿𝑇𝑗
−1 𝛼 . Cette dernière montre un spectre de raies en fréquence cyclique 
et un spectre blanc continu en fréquence spectrale.  
La contribution de la gigue est un filtre passe-haut en fréquences cycliques et spectrales. On a : 
𝛷 𝛼 − 𝐷𝑆𝐶𝛷𝛷 𝛼, 𝑓 = 𝑒
−2𝜋2𝜎𝑗
2𝛼2 − 𝑒
−2𝜋2𝜎𝑗
2(2𝑓2+
𝛼2
2 )   
En 𝛼 = 0 et à -3dB la fréquence de coupure en fréquence spectrale est donnée par l’équation (41). En 
prenant le cas où 𝑓 ≫ 𝛼, on a :  
𝛷 𝛼 − 𝐷𝑆𝐶𝛷𝛷 𝛼, 𝑓 = 𝑒
−2𝜋2𝜎𝑗
2𝛼2 − 𝑒
−2𝜋2𝜎𝑗
2(2𝑓2+
𝛼2
2 ) ≈ 𝑒−2𝜋
2𝜎𝑗
2𝛼2   
Sous cette condition, la fréquence de coupure en fréquence cyclique à -3dB est donnée par :  
𝛼−3𝑑𝐵 =
√ln 2 
√2𝜋𝜎𝑗
= √2 ⋅ 𝑓−3𝑑𝐵   
Dans notre exemple, nous avons 𝑓−3𝑑𝐵 = 13,25𝐻𝑧 et 𝛼−3𝑑𝐵 = 18,74𝐻𝑧. 
La Figure 20 montre le résultat complet de la DSC du TPAUM, donnée en équation (68). On observe 
donc finalement un spectre de raies en fréquence cyclique mettant en évidence le caractère 
cyclostationnaire du TPAUM, la fréquence de cyclostationnarité étant égale à la fréquence de décharge 
de l’UM. Enfin, on remarque que pour une fréquence cyclique fixée égale à un multiple de la fréquence 
de cyclostationnarité, la DSC du TPAUM est égale, à un coefficient près, à la DSP du PAUM. Ceci tient 
compte de l’approximation donnée en équation (71) qui est valable pour une fréquence spectrale 
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grande devant la fréquence cyclique. Cette dernière est généralement égale à quelques dizaines de 
hertz au maximum et, comme l’illustre la Figure 18, la fréquence spectrale du PAUM est généralement 
négligeable dans ces fréquences. Sous cette condition et à la fréquence de cyclostationnarité, 𝛼 =
𝑇𝑗
−1, on a :  
𝐷𝑆𝐶𝑥𝑥(𝑇𝑗
−1, 𝑓) ≈ 𝑇𝑗
−1𝑒−2𝜋
2𝑐𝑣𝑗
2
⋅ DSPhh 𝑓    
où 𝑐𝑣 est le coefficient de variation de la gigue, défini comme l’écart-type de la gigue relatif à la période 
de décharge moyenne :  
𝑐𝑣𝑗 =
𝜎𝑗
𝑇𝑗
   
 
Figure 18 : Illustration de la densité spectrale cyclique théorique d'un PAUM (DSChh 𝛼, 𝑓 ). 
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Figure 19 : Illustration de la contribution de la gigue sur la DSC théorique d'un TPAUM pour le modèle simplifié. 
Composante 𝛷 𝛼 − 𝐷𝑆𝐶𝛷𝛷 𝛼, 𝑓 . 
 
Figure 20 : Illustration de la DSC théorique de la partie stochastique d'un TPAUM pour le modèle simplifié.  
Ce plan est le produit des plans des Figure 18 et Figure 19 avec le train d’impulsions 𝛿𝑇𝑗
−1 𝛼 . 
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Enfin, on propose de calculer la DSC de la partie déterministe. On a :  
𝑋𝑖,𝑗 (𝑓 +
𝛼
2
)𝑋𝑖,𝑗
∗
(𝑓 −
𝛼
2
)
= 𝑇𝑗
−2 ⋅ 𝐻𝑖,𝑗 (𝑓 +
𝛼
2
)𝐻𝑖,𝑗
∗ (𝑓 −
𝛼
2
) ⋅ 𝛷𝑗 (𝑓 +
𝛼
2
)𝛷𝑗
∗ (𝑓 −
𝛼
2
)
⋅ 𝛿𝑇𝑗−1 (𝑓 +
𝛼
2
) 𝛿𝑇𝑗−1 (𝑓 −
𝛼
2
) 
  
Or, on peut simplifier le produit des distributions de Dirac par : 
𝛿𝑇𝑖
−1 (𝑓 +
𝛼
2
) 𝛿𝑇𝑖
−1 (𝑓 −
𝛼
2
) = ∑∑𝛿 (𝑓 +
𝛼
2
+ 𝑘𝑇𝑗
−1)𝛿 (𝑓 −
𝛼
2
+ 𝑙𝑇𝑗
−1)
𝑙𝑘
= 𝛿𝑇𝑗
−1 𝑓 𝛿𝑇𝑗
−1 𝛼  
  
Finalement, la contribution de la partie moyenne vaut :  
𝑋𝑖,𝑗 (𝑓 +
𝛼
2
)𝑋𝑖,𝑗
∗
(𝑓 −
𝛼
2
) = 𝑇𝑗
−2 ⋅ 𝐷𝑆𝐶ℎℎ 𝛼, 𝑓 ⋅ 𝐷𝑆𝐶𝛷𝛷 𝛼, 𝑓 ⋅ 𝛿𝑇𝑗−1 𝑓 𝛿𝑇𝑗−1 𝛼    
 
Figure 21 : Illustration de la DSC théorique de la partie déterministe d’un TPAUM pour le modèle simplifié. 
 
La Figure 21 illustre la DSC théorique de la partie déterministe d’un TPAUM pour le modèle simplifié. 
On remarque que l’essentiel de l’énergie de celle-ci est localisé sur les basses fréquences, la fréquence 
de coupure à –3dB du terme DSCΦΦ 𝛼, 𝑓  étant représentée par une ellipsoïde d’équation :  
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(
𝑓
𝑓−3𝑑𝐵
)
2
+ (
𝛼
𝛼−3𝑑𝐵
)
2
= 1   
où 𝑓−3𝑑𝐵 et 𝛼−3𝑑𝐵 représentent respectivement les fréquences de coupure en fréquences spectrales 
et cycliques données aux équations (41) et (72). De plus, DSChh 𝛼, 𝑓 , représentée par la Figure 18, 
possède une énergie négligeable aux basses fréquences rendant ainsi la partie déterministe 
négligeable devant la partie stochastique. 
 
2.2 Modèle réaliste 
2.2.1 Modèle et considérations 
On suppose maintenant le modèle suivant, plus réaliste, considérant un intervalle inter décharge (IID) 
stationnaire plutôt que l’instant de décharge. En reprenant le modèle général de l’équation (1), on a :  
𝑥𝑖,𝑗 𝑡 = ℎ𝑖,𝑗 𝑡 ⨂∑𝛿(𝑡 − 𝔗𝑘,𝑗)
𝑘∈𝕫
   
où l’IID est défini par 𝔗𝑘,𝑗 − 𝔗𝑘−1,𝑗 = 𝑇𝑗 + 𝜖𝑘,𝑗 avec 𝜖𝑘,𝑗 une gigue iid distribuée selon une loi normale 
centrée de variance 𝜎𝑗
2. On a donc la relation suivante :  
𝔗𝑘,𝑗 = 𝜖0,𝑗 + ∑(𝑇𝑗 + 𝜖𝑝,𝑗)
𝑘
𝑝=1
= 𝑘𝑇𝑗 + ∑𝜖𝑝,𝑗
𝑘
𝑝=0
   
On pose τk,j = ∑ 𝜖𝑝,𝑗
𝑘
𝑝=0 . A la différence du modèle simplifié, τk,j n’est plus stationnaire mais suit 
toujours une loi normale centrée de variance 𝜎0,𝑗
2 + 𝑘 ⋅ 𝜎𝑗
2 où 𝜎0,𝑗
2  est une variance initiale à k=0 
introduite pour éviter toute perte de généralité. 
𝑥𝑖,𝑗 𝑡 = ℎ𝑖,𝑗 𝑡  ⨂∑𝛿(𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗)
𝑘∈𝕫
, 𝜏𝑘,𝑗~𝒩(0, 𝜎0,𝑗
2 + 𝑘 ⋅ 𝜎𝑗
2)   
On note 𝜑𝑗 𝜏  la densité de probabilité de 𝜖𝑝,𝑗 et 𝜑𝑘,𝑗 𝜏  celle de 𝜏𝑘,𝑗. 
Reprenons alors le même type de calculs que ceux de la sous-section Chapitre II.2.1.1. 
 
2.2.2 Partie déterministe 
On rappelle que la partie déterministe du signal est définie par :  
𝑥𝑖,𝑗 𝑡 = 𝔼[𝑥𝑖,𝑗 𝑡 ]   
Soit, en injectant dans cette formule le modèle de l’équation (79) : 
𝑥𝑖,𝑗 𝑡 = ℎ𝑖,𝑗 𝑡  ⨂∑𝔼[𝛿(𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗)]
𝑘∈𝕫
   
L’espérance mathématique s’écrivant comme un produit de convolution entre la distribution de Dirac 
et la densité de probabilité de la gigue, on obtient finalement :  
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𝑥𝑖,𝑗 𝑡 = ℎ𝑖,𝑗 𝑡  ⨂∑𝜑𝑘,𝑗(𝑡 − 𝑘𝑇𝑗)
𝑘∈𝕫
   
La transformée de Fourier s’écrit :  
𝑋𝑖,𝑗 𝑓 = 𝐻𝑖,𝑗 𝑓 ⋅ ∑𝛷𝑘,𝑗 𝑓 𝑒
−2𝑖𝜋𝑘𝑇𝑗𝑓
𝑘∈𝕫
   
La TF de la densité de probabilité de la gigue de distribution Gaussienne vaut :    
𝛷𝑘,𝑗 𝑓 = 𝑒
−2𝜋2(𝜎0,𝑗
2 +𝑘⋅𝜎𝑗
2)𝑓2
   
Ainsi, l’équation (85) s’écrit :  
𝑋𝑖,𝑗 𝑓 = 𝐻𝑖,𝑗 𝑓 ⋅ ∑ 𝑒
−2𝜋2(𝜎0,𝑗
2 +𝑘⋅𝜎𝑗
2)𝑓2𝑒−2𝑖𝜋𝑘𝑇𝑗𝑓
𝑘∈𝕫
   
Soit après simplification :  
𝑋𝑖,𝑗 𝑓 = 𝐻𝑖,𝑗 𝑓 𝑒
−2𝜋2𝜎0,𝑗
2 𝑓2 ⋅ ∑(𝑒−2𝜋
2𝜎𝑗
2𝑓2−2𝑖𝜋𝑇𝑗𝑓)
𝑘
𝑘∈𝕫
   
En supposant f non nulle, on reconnait une suite géométrique de raison 𝑒−2𝜋
2𝜎𝑗
2𝑓2−2𝑖𝜋𝑇𝑗𝑓 de module 
inférieur à 1. On en déduit :  
𝑋𝑖,𝑗 𝑓 = 𝐻𝑖,𝑗 𝑓 ⋅
𝑒−2𝜋
2𝜎0,𝑗
2 𝑓2
1 − 𝑒−2𝑖𝜋𝑓𝑇𝑗−2𝜋
2𝜎𝑗
2𝑓
2   
 
2.2.3 Autocorrélation instantanée 
Pour ces calculs, on ne décompose pas en partie stochastique et déterministe. 
On pose alors Γxx̃̅̅ ̅ 𝑡, 𝜇 = 𝔼 [𝑥𝑖,𝑗 (𝑡 +
𝜇
2
) 𝑥𝑖,𝑗
∗ (𝑡 −
𝜇
2
)]. En injectant dans cette formule le modèle de 
l’équation (81) on a : 
Γxx̃̅̅ ̅ 𝑡, 𝜇 = ∑𝔼[ℎ𝑖,𝑗 (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 +
𝜇
2
) ⋅ ℎ𝑖,𝑗
∗ (𝑡 − 𝑙𝑇𝑗 − 𝜏𝑙,𝑗 −
𝜇
2
)]
𝑘,𝑙
 
  
Il est possible de décomposer 𝜏𝑘,𝑖 et 𝜏𝑙,𝑖 en deux variables indépendantes, en supposant k=l, k<l puis 
k>l. A cette fin, posons:  
{
 
 
 
 Γ
xx̃̅̅ ̅
𝑘>𝑙
𝑘,𝑙  𝑡, 𝜇 = 𝔼 [ℎ𝑖,𝑗 (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 +
𝜇
2
) ⋅ ℎ𝑖,𝑗
∗ (𝑡 − 𝑙𝑇𝑗 − 𝜏𝑙,𝑗 −
𝜇
2
)] , ∀𝑘 > 𝑙 
Γ
xx̃̅̅ ̅
𝑘<𝑙
𝑘,𝑙  𝑡, 𝜇 = 𝔼 [ℎ𝑖,𝑗 (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 +
𝜇
2
) ⋅ ℎ𝑖,𝑗
∗ (𝑡 − 𝑙𝑇𝑗 − 𝜏𝑙,𝑗 −
𝜇
2
)] , ∀𝑘 < 𝑙
Γxx̃̅̅ ̅
𝑘,𝑘 𝑡, 𝜇 = 𝔼 [ℎ𝑖,𝑗 (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 +
𝜇
2
) ⋅ ℎ𝑖,𝑗
∗ (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 −
𝜇
2
)]
   
On a alors :  
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Γxx̃̅̅ ̅ 𝑡, 𝜇 = ∑Γxx̃̅̅ ̅
𝑘>𝑙
𝑘,𝑙  𝑡, 𝜇 
𝑘,𝑙
𝑘>𝑙
+ ∑Γ
xx̃̅̅ ̅
𝑘<𝑙
𝑘,𝑙  𝑡, 𝜇 
𝑘,𝑙
𝑘<𝑙
+ ∑Γxx̃̅̅ ̅
𝑘,𝑘 𝑡, 𝜇 
𝑘
 
  
 
 Avec k= l 
Le cas le plus trivial est lorsque k est égal à l. On a :  
Γxx̃̅̅ ̅
𝑘,𝑘 𝑡, 𝜇 = 𝔼 [ℎ𝑖,𝑗 (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 +
𝜇
2
) ⋅ ℎ𝑖,𝑗
∗ (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 −
𝜇
2
)]   
Par définition de l’espérance mathématique on obtient :  
Γxx̃̅̅ ̅
𝑘,𝑘 𝑡, 𝜇 =  ℎ𝑖,𝑗 (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 +
𝜇
2
) ⋅ ℎ𝑖,𝑗
∗ (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 −
𝜇
2
)𝜑𝑘,𝑗(𝜏𝑘,𝑗) 𝑑𝜏𝑘,𝑗
ℝ
   
 
 Avec k < l 
Lorsque 𝑘 < 𝑙 on peut décomposer 𝜏𝑙,𝑖 comme suit :  
𝜏𝑙,𝑗 = ∑ 𝜖𝑝,𝑗
𝑙
𝑝=0
= ∑ 𝜖𝑝,𝑗
𝑘
𝑝=0
+ ∑ 𝜖𝑝,𝑗
𝑙
𝑝=𝑘+1
= 𝜏𝑘,𝑗 + 𝜏𝑘,𝑙,j̃    
avec 𝜏𝑘,𝑙,j̃ = ∑ 𝜖𝑝,𝑗
𝑙
𝑝=𝑘+1 . On a alors :  
Γ
xx̃̅̅ ̅
𝑘<𝑙
𝑘,𝑙  𝑡, 𝜇 = 𝔼 [ℎ𝑖,𝑗 (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 +
𝜇
2
)ℎ𝑖,𝑗
∗ (𝑡 − 𝑙𝑇𝑗 − 𝜏𝑘,𝑗 − 𝜏𝑘,𝑙,j̃ −
𝜇
2
)]   
On note 𝜑𝑙−𝑘−1 𝜏  la densité de probabilité de 𝜏𝑘,?̃?. Par définition, 𝜖𝑝,𝑗 et 𝜖𝑚,𝑗 étant mutuellement 
indépendants pour tout p différent de m, on en déduit aisément que 𝜏𝑘,𝑗 et 𝜏𝑘,𝑙,j̃  le sont également. En 
utilisant la définition de l’espérance mathématique, on a :  
Γ
xx̃̅̅ ̅
𝑘<𝑙
𝑘,𝑙  𝑡, 𝜇 = ∬ ℎ𝑖,𝑗 (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 +
𝜇
2
)ℎ𝑖,𝑗
∗ (𝑡 − 𝑙𝑇𝑗 − 𝜏𝑘,𝑗 − 𝜏𝑘,𝑙,j̃ −
𝜇
2
)
ℝ2
⋅ 𝜑𝑘,𝑗(𝜏𝑘,𝑗)𝜑𝑙−𝑘−1,𝑗(𝜏𝑘,𝑙,j̃ ) 𝑑𝜏𝑘,𝑗 𝑑𝜏𝑘,𝑙,j̃  
  
Il est alors possible d’écrire la relation suivante :  
Γ
xx̃̅̅ ̅
𝑘<𝑙
𝑘,𝑙  𝑡, 𝜇 =  ℎ𝑖,𝑗 (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 +
𝜇
2
)
ℝ
⋅  ℎ𝑖,𝑗
∗ (𝑡 − 𝑙𝑇𝑗 − 𝜏𝑘,𝑗 − 𝜏𝑘,𝑙,j̃ −
𝜇
2
)𝜑𝑙−𝑘−1,𝑗(𝜏𝑘,𝑙,j̃ )𝑑𝜏𝑘,𝑙,j̃
ℝ
⋅ 𝜑𝑘,𝑗(𝜏𝑘,𝑗) 𝑑𝜏𝑘,𝑗 
  
En remplaçant la deuxième intégrale par un produit de convolution, l’équation se simplifie : 
Γ
xx̃̅̅ ̅
𝑘<𝑙
𝑘,𝑙  𝑡, 𝜇 =  ℎ𝑖,𝑗 (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 +
𝜇
2
) ⋅ (ℎ𝑖,𝑗
∗ ⊗ 𝜑𝑙−𝑘−1,𝑗) (𝑡 − 𝑙𝑇𝑗 − 𝜏𝑘,𝑗 −
𝜇
2
)
ℝ
⋅ 𝜑𝑘,𝑗(𝜏𝑘,𝑗) 𝑑𝜏𝑘,𝑗 
  
 
 
Chapitre II  -  Cyclostationnarité d’un train de potentiels d’action d’unité motrice (TPAUM) 
Analyse cyclostationnaire du TPAUM  
 
- 37 - 
 Avec k>l 
On définit 𝜏𝑘,𝑗 = 𝜏𝑙,𝑗 + 𝜏𝑘,𝑙,j  ̃avec 𝜑𝑙,𝑗 𝜏  la densité de probabilité de 𝜏𝑙,𝑗 et 𝜙𝑘−𝑙−1,𝑗 𝜏  la densité de 
probabilité de 𝜏𝑘,𝑙,j̃ . 
Γ
xx̃̅̅ ̅
𝑘<𝑙
𝑘,𝑙  𝑡, 𝜇 = ∬ ℎ𝑖,𝑗 (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑙,𝑗 − 𝜏𝑘,𝑙,j̃ +
𝜇
2
)ℎ𝑖,𝑗
∗ (𝑡 − 𝑙𝑇𝑗 − 𝜏𝑙,𝑗 −
𝜇
2
)
ℝ2
⋅ 𝜑𝑙,𝑗(𝜏𝑘,𝑗)𝜑𝑘−𝑙−1,𝑗(𝜏𝑘,𝑙,j̃ ) 𝑑𝜏𝑙,𝑗 𝑑𝜏𝑘,𝑙,j̃  
  
Sur le même principe que précédemment, on trouve :  
Γ
xx̃̅̅ ̅
𝑘>𝑙
𝑘,𝑙  𝑡, 𝜇 =  ((ℎ𝑖,𝑗 ⊗ 𝜙𝑘−𝑙−1,𝑗) (𝑡 − 𝑘𝑇𝑗 +
𝜇
2
− 𝜏𝑙,𝑗) ⋅ ℎ𝑖,𝑗
∗ (𝑡 − 𝑙𝑇𝑗 −
𝜇
2
− 𝜏𝑙,𝑗))
ℝ
⋅ 𝜑𝑙,𝑗(𝜏𝑙,𝑗)𝑑𝜏𝑙,𝑗 
  
 
2.2.4 Densité spectrale cyclique 
La DSC du TPAUM s’écrit :  
𝐷𝑆𝐶xx̃̅̅ ̅ 𝑓, 𝛼 = ∬Γxx̃̅̅ ̅ 𝑡, 𝜇 𝑒
−2𝑖𝜋 𝛼𝑡+𝑓𝜇 𝑑𝑡𝑑𝜇   
 On pose :  
{
  
 
  
 𝐷𝑆𝐶
xx̃̅̅ ̅
𝑘,𝑙
𝑘<𝑙 𝑓, 𝛼 = ∬ Γ
xx̃̅̅ ̅
𝑘,𝑙
𝑘<𝑙 𝑡, 𝜇 𝑒−2𝑖𝜋 𝛼𝑡+𝑓𝜇 𝑑𝑡𝑑𝜇
ℝ2
𝐷𝑆𝐶
xx̃̅̅ ̅
𝑘,𝑙
𝑘>𝑙 𝑓, 𝛼 = ∬ Γ
xx̃̅̅ ̅
𝑘,𝑙
𝑘>𝑙 𝑡, 𝜇 𝑒−2𝑖𝜋 𝛼𝑡+𝑓𝜇 𝑑𝑡𝑑𝜇
ℝ2
𝐷𝑆𝐶xx̃̅̅ ̅
𝑘,𝑘 𝑓, 𝛼 = ∬ Γxx̃̅̅ ̅
𝑘,𝑘 𝑡, 𝜇 𝑒−2𝑖𝜋 𝛼𝑡+𝑓𝜇 𝑑𝑡𝑑𝜇
ℝ2
   
En injectant l’équation  (92) dans ces expressions, la DSC du TPAUM se décompose comme suit : 
𝐷𝑆𝐶xx̃̅̅ ̅ 𝑓, 𝛼 = ∑𝐷𝑆𝐶xx̃̅̅ ̅
𝑘,𝑙
𝑘<𝑙 𝑓, 𝛼 
𝑘,𝑙
𝑘<𝑙
+ ∑𝐷𝑆𝐶
xx̃̅̅ ̅
𝑘,𝑙
𝑘>𝑙 𝑓, 𝛼 
𝑘,𝑙
𝑘>𝑙
 + ∑𝐷𝑆𝐶xx̃̅̅ ̅
𝑘,𝑘 𝑓, 𝛼 
𝑘
 
  
Comme précédemment étudions chaque cas indépendamment. 
 Si k=l 
En utilisant le résultat obtenu à l’équation (94), on trouve :  
𝐷𝑆𝐶xx̃̅̅ ̅
𝑘,𝑘 𝑓, 𝛼 = ∬  ℎ𝑖,𝑗 (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 +
𝜇
2
) ⋅ ℎ𝑖,𝑗
∗ (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 −
𝜇
2
)
ℝℝ2
⋅ 𝜑𝑘,𝑗(𝜏𝑘,𝑗) 𝑑𝜏𝑘,𝑗 𝑒
−2𝑖𝜋 𝑓𝜇+𝛼𝑡 𝑑𝑡𝑑𝜇 
  
On pose {
𝑡+ = 𝑡 +
𝜇
2
𝑡− = 𝑡 −
𝜇
2
 ⇔ {
𝑡 =
𝑡++𝑡−
2
𝜇 = 𝑡+ − 𝑡−
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𝐷𝑆𝐶xx̃̅̅ ̅
𝑘,𝑘 𝑓, 𝛼 =   ℎ𝑖,𝑗(𝑡
+ − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗)𝑒
−2𝑖𝜋(
𝛼
2+𝑓)𝑡
+
𝑑𝑡+
ℝℝ
⋅  ℎ𝑖,𝑗
∗ (𝑡− − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗)𝑒
+2𝑖𝜋(𝑓−
𝛼
2)𝑡
−
𝑑𝑡−
ℝ
⋅ 𝜑𝑘,𝑗(𝜏𝑘,𝑗) 𝑑𝜏𝑘,𝑗 
  
Soit, après application des TF sur 𝑡+ et 𝑡− : 
𝐷𝑆𝐶xx̃̅̅ ̅
𝑘,𝑘 𝑓, 𝛼 =  𝐻𝑖,𝑗 (𝑓 +
𝛼
2
) 𝑒−2𝑖𝜋(
𝛼
2+𝑓)(𝑘𝑇𝑗+𝜏𝑘,𝑗) ⋅ 𝐻𝑖,𝑗
∗ (𝑓 −
𝛼
2
) 𝑒+2𝑖𝜋(𝑓−
𝛼
2)(𝑘𝑇𝑗+𝜏𝑘,𝑗)
ℝ
⋅ 𝜑𝑘,𝑗(𝜏𝑘,𝑗) 𝑑𝜏𝑘,𝑗  
  
Soit, après simplification : 
𝐷𝑆𝐶xx̃̅̅ ̅
𝑘,𝑘 𝑓, 𝛼 = 𝐻𝑖,𝑗 (𝑓 +
𝛼
2
)𝐻𝑖,𝑗
∗ (𝑓 −
𝛼
2
) ⋅ 𝑒−2𝑖𝜋𝛼𝑘𝑇𝑗 ⋅  𝑒−2𝑖𝜋𝛼𝜏𝑘,𝑗𝜑𝑘,𝑗(𝜏𝑘,𝑗) 𝑑𝜏𝑘,𝑗
ℝ
   
On reconnait la TF de 𝜙𝑘,𝑗(𝜏𝑘,𝑗), on a alors : 
𝐷𝑆𝐶xx̃̅̅ ̅
𝑘,𝑘 𝑓, 𝛼 = 𝐻𝑖,𝑗 (𝑓 +
𝛼
2
)𝐻𝑖,𝑗
∗ (𝑓 −
𝛼
2
) ⋅ 𝑒−2𝑖𝜋𝛼𝑘𝑇𝑗 ⋅ 𝛷𝑘,𝑗 𝛼    
Or 𝜏𝑘,𝑗 présente une distribution Gaussienne de variance 𝜎𝑘,𝑗
2 = 𝜎0,𝑗
2 + 𝑘 ⋅ 𝜎𝑗
2. La transformée de 
Fourier de la densité de probabilité vaut donc : 
𝛷𝑘,𝑗 𝛼 = 𝑇𝐹[𝜑𝑘,𝑗 𝑡 ] 𝛼 = 𝑒
−2𝜋2𝜎0,𝑗
2 𝛼2 (𝑒−2𝜋
2𝜎𝑗
2𝛼2)
𝑘
   
En injectant ce résultat dans l’équation (109), on obtient : 
𝐷𝑆𝐶xx̃̅̅ ̅
𝑘,𝑘 𝑓, 𝛼 = 𝐻𝑖,𝑗 (𝑓 +
𝛼
2
)𝐻𝑖,𝑗
∗ (𝑓 −
𝛼
2
) ⋅ 𝑒−2𝑖𝜋𝛼𝑘𝑇𝑗 ⋅ 𝑒−2𝜋
2𝜎0,𝑗
2 𝛼2 (𝑒−2𝜋
2𝜎𝑗
2𝛼2)
𝑘
   
La somme sur k de ce résultat vaut :  
∑𝐷𝑆𝐶xx̃̅̅ ̅
𝑘,𝑘 𝑓, 𝛼 
𝑘
= 𝐻𝑖,𝑗 (𝑓 +
𝛼
2
)𝐻𝑖,𝑗
∗ (𝑓 −
𝛼
2
) ⋅ 𝑒−2𝜋
2𝜎0,𝑗
2 𝛼2 ∑ (𝑒−2𝑖𝜋𝛼𝑇𝑗−2𝜋
2𝜎𝑗
2𝛼2)
𝑘
∞
𝑘=0
   
On reconnait ici une suite géométrique, donc finalement, en posant : 
𝐷𝑆𝐶ℎℎ 𝑓, 𝛼 = 𝐻𝑖,𝑗 (𝑓 +
𝛼
2
)𝐻𝑖,𝑗
∗ (𝑓 −
𝛼
2
)   
on a, lorsque 𝛼 > 0 : 
∑𝐷𝑆𝐶xx̃̅̅ ̅
𝑘,𝑘 𝑓, 𝛼 
𝑘
= 𝐷𝑆𝐶ℎℎ 𝑓, 𝛼 ⋅
𝑒−2𝜋
2𝜎0,𝑗
2 𝛼2
1 − 𝑒−2𝑖𝜋𝛼𝑇𝑗−2𝜋
2𝜎𝑗
2𝛼2
   
 
 Si k<l 
En utilisant les résultats dans les équations (99) et (100), on trouve :  
𝐷𝑆𝐶
xx̃̅̅ ̅
𝑘,𝑙
𝑘<𝑙 𝑓, 𝛼 = ∬  ℎ𝑖,𝑗 (𝑡 − 𝑘 ⋅ 𝑇𝑗 − 𝜏𝑘,𝑗 +
𝜇
2
)
ℝℝ2
⋅ (ℎ𝑖,𝑗
∗ ⊗ 𝜑𝑙−𝑘−1,𝑗) (𝑡 − 𝑙 ⋅ 𝑇𝑗 − 𝜏𝑘,𝑗 −
𝜇
2
)
⋅ 𝜑𝑘,𝑗(𝜏𝑘,𝑗) 𝑑𝜏𝑘,𝑗 𝑒
−2𝑖𝜋 𝑓𝜇+𝛼𝑡 𝑑𝑡𝑑𝜇 
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On pose {
𝑡+ = 𝑡 +
𝜇
2
𝑡− = 𝑡 −
𝜇
2
 ⇔ {
𝑡 =
𝑡++𝑡−
2
𝜇 = 𝑡+ − 𝑡−
 
𝐷𝑆𝐶
xx̃̅̅ ̅
𝑘,𝑙
𝑘<𝑙 𝑓, 𝛼 =   ℎ𝑖,𝑗(𝑡
+ − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗)𝑒
−2𝑖𝜋(𝑓+
𝛼
2)𝑡
+
𝑑𝑡+
ℝℝ
⋅ ( (ℎ𝑖,𝑗 ⊗ 𝜑𝑙−𝑘−1,𝑗)(𝑡
− − 𝑙𝑇𝑗 − 𝜏𝑘,𝑗)𝑒
−2𝑖𝜋(𝑓−
𝛼
2)𝑡
−
𝑑𝑡−
ℝ
)
∗
⋅ 𝜑𝑘,𝑗(𝜏𝑘,𝑗) 𝑑𝜏𝑘,𝑗 
  
En appliquant les transformées de Fourier on obtient :  
𝐷𝑆𝐶
xx̃̅̅ ̅
𝑘,𝑙
𝑘<𝑙 𝑓, 𝛼 =  𝐻𝑖,𝑗 (𝑓 +
𝛼
2
) 𝑒−2𝑖𝜋(𝑓+
𝛼
2)(𝑘𝑇𝑗+𝜏𝑘,𝑗) ⋅ 𝐻𝑖,𝑗
∗ (𝑓 −
𝛼
2
)𝛷𝑙−𝑘−1,𝑗
∗ (𝑓 −
𝛼
2
)
ℝ
⋅ 𝑒+2𝑖𝜋(𝑓−
𝛼
2)(𝑙𝑇𝑗+𝜏𝑘,𝑗) ⋅ 𝜑𝑘,𝑗(𝜏𝑘,𝑗) 𝑑𝜏𝑘,𝑗 
  
Après réorganisation, on obtient :  
𝐷𝑆𝐶
𝑥?̃?̅̅̅̅
𝑘,𝑙
𝑘<𝑙 𝑓, 𝛼 = 𝐷𝑆𝐶ℎℎ 𝑓, 𝛼 ⋅ (𝑒
−2𝑖𝜋(𝑓+
𝛼
2)𝑇𝑗)
𝑘
(𝑒+2𝑖𝜋(𝑓−
𝛼
2)𝑇𝑗)
𝑙
⋅ 𝛷𝑙−𝑘−1,𝑗
∗ (𝑓 −
𝛼
2
)
⋅  𝑒−2𝑖𝜋𝛼𝜏𝑘,𝑗 ⋅ 𝜑𝑘,𝑗(𝜏𝑘,𝑗) 𝑑𝜏𝑘,𝑗
ℝ
 
  
Enfin, on reconnaît la transformée de Fourier de 𝜙𝑘,𝑗(𝜏𝑘,𝑗). On a alors : 
𝐷𝑆𝐶
𝑥?̃?̅̅̅̅
𝑘,𝑙
𝑘<𝑙 𝑓, 𝛼 = 𝐷𝑆𝐶ℎℎ 𝑓, 𝛼 ⋅ (𝑒
−2𝑖𝜋(𝑓+
𝛼
2)𝑇𝑗)
𝑘
(𝑒+2𝑖𝜋(𝑓−
𝛼
2)𝑇𝑗)
𝑙
⋅ 𝛷𝑙−𝑘−1,𝑗
∗ (𝑓 −
𝛼
2
)
⋅ 𝛷𝑘,𝑗 𝛼  
  
La double somme sur k et l avec l strictement supérieur à k de cette équation donne :  
∑𝐷𝑆𝐶
xx̃̅̅ ̅
𝑘,𝑙
𝑘<𝑙 𝑓, 𝛼 
𝑘,𝑙
𝑘<𝑙
= 𝐷𝑆𝐶ℎℎ 𝑓, 𝛼 
 ⋅ ∑(𝑒−2𝑖𝜋(𝑓+
𝛼
2)𝑇𝑗)
𝑘
(𝑒+2𝑖𝜋(𝑓−
𝛼
2)𝑇𝑗)
𝑙
𝑘,𝑙
𝑘<𝑙
             ⋅ 𝛷𝑙−𝑘−1,𝑗
∗ (𝑓 −
𝛼
2
) ⋅ 𝛷𝑘,𝑗 𝛼 
 
 
  
𝜏𝑙−𝑘−1,𝑗 présente une distribution Gaussienne de variance  l − k − 1 ⋅ 𝜎𝑗
2, on a alors : 
𝛷𝑙−𝑘−1,𝑗 𝛼 = (𝑒
−2𝜋2𝜎𝑗
2𝛼2)
𝑙
(𝑒+2𝜋
2𝜎𝑗
2𝛼2)
𝑘
𝑒+2𝜋
2𝜎𝑗
2𝛼2   
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En injectant ce résultat dans l’équation (120), on a après simplification :  
∑𝐷𝑆𝐶
xx̃̅̅ ̅
𝑘,𝑙
𝑘<𝑙 𝑓, 𝛼 
𝑘,𝑙
𝑘<𝑙
= 𝐷𝑆𝐶ℎℎ 𝑓, 𝛼 ⋅  ∑((𝑒
−2𝑖𝜋(𝑓+
𝛼
2)𝑇𝑗−2𝜋
2𝜎𝑗
2(𝛼2−(𝑓−
𝛼
2)
2
)
)
𝑘∞
𝑘=0
          ⋅ ∑ (𝑒
+2𝑖𝜋(𝑓−
𝛼
2)𝑇𝑗−2𝜋
2𝜎𝑗
2(𝑓−
𝛼
2)
2
)
𝑙∞
𝑙=𝑘+1
)
   ⋅ 𝑒+2𝜋
2𝜎𝑗
2(𝑓−
𝛼
2)
2
𝑒−2𝜋
2𝜎0,𝑗
2 𝛼2
   
On reconnait ici une suite géométrique sur l, avec 𝜎𝑗
2 > 0 et 𝑓 ≠
𝛼
2
 on peut donc simplifier l’équation 
par : 
∑𝐷𝑆𝐶
xx̃̅̅ ̅
𝑘,𝑙
𝑘<𝑙 𝑓, 𝛼 
𝑘,𝑙
𝑘<𝑙
= 𝐷𝑆𝐶ℎℎ 𝑓, 𝛼 ⋅  ∑ ((𝑒
−2𝑖𝜋(𝑓+
𝛼
2)𝑇𝑗−2𝜋
2𝜎𝑗
2(𝛼2−(𝑓−
𝛼
2)
2
)
)
𝑘∞
𝑘=0
          ⋅
(𝑒
+2𝑖𝜋(𝑓−
𝛼
2)𝑇𝑗−2𝜋
2𝜎𝑗
2(𝑓−
𝛼
2)
2
)
𝑘+1
1 − 𝑒+2𝑖𝜋(𝑓−
𝛼
2)𝑇𝑗−2𝜋
2𝜎𝑗
2(𝑓−
𝛼
2)
2
)
 
 
   ⋅ 𝑒+2𝜋
2𝜎𝑗
2(𝑓−
𝛼
2)
2
𝑒−2𝜋
2𝜎0,𝑗
2 𝛼2
   
Soit après simplification :  
∑𝐷𝑆𝐶
𝑥?̃?̅̅̅̅
𝑘,𝑙
𝑘<𝑙 𝑓, 𝛼 
𝑘,𝑙
𝑘<𝑙
= 𝐷𝑆𝐶ℎℎ 𝑓, 𝛼 ⋅  ∑ (𝑒
−2𝑖𝜋𝛼𝑇𝑗−2𝜋
2𝜎𝑗
2𝛼2)
𝑘
∞
𝑘=0
  ⋅
𝑒+2𝑖𝜋(𝑓−
𝛼
2)𝑇𝑗−2𝜋
2𝜎𝑗
2(𝑓−
𝛼
2)
2
1 − 𝑒+2𝑖𝜋(𝑓−
𝛼
2)𝑇𝑗−2𝜋
2𝜎𝑗
2(𝑓−
𝛼
2)
2
   ⋅ 𝑒+2𝜋
2𝜎𝑗
2(𝑓−
𝛼
2)
2
𝑒−2𝜋
2𝜎0,𝑗
2 𝛼2
   
On reconnait enfin une seconde suite géométrique sur k, en supposant 𝛼 ≠ 0 :  
∑𝐷𝑆𝐶
xx̃̅̅ ̅
𝑘,𝑙
𝑘<𝑙 𝑓, 𝛼 
𝑘,𝑙
𝑘<𝑙
= 𝐷𝑆𝐶ℎℎ 𝑓, 𝛼 ⋅
1
1 − 𝑒−2𝑖𝜋𝛼𝑇𝑗−2𝜋
2𝜎𝑗
2𝛼2
  ⋅
𝑒+2𝑖𝜋(𝑓−
𝛼
2)𝑇𝑗
1 − 𝑒+2𝑖𝜋(𝑓−
𝛼
2)𝑇𝑗−2𝜋
2𝜎𝑗
2(𝑓−
𝛼
2)
2
   ⋅ 𝑒−2𝜋
2𝜎0,𝑗
2 𝛼2
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 Si k>l 
Lorsque k est strictement supérieur à l, la même analyse est possible. De l’équation (101), on a :  
𝐷𝑆𝐶
xx̃̅̅ ̅
𝑘,𝑙
𝑘>𝑙 𝑓, 𝛼 = ∬  ((ℎ𝑖,𝑗 ⊗ 𝜙𝑘−𝑙−1,𝑗) (𝑡 − 𝑘𝑇𝑗 +
𝜇
2
− 𝜏𝑙,𝑗) ⋅ ℎ𝑖,𝑗
∗ (𝑡 − 𝑙𝑇𝑗 −
𝜇
2
− 𝜏𝑙,𝑗))
ℝℝ2
⋅ 𝜑𝑙,𝑗(𝜏𝑙,𝑗)𝑑𝜏𝑙,𝑗 𝑒
−2𝑖𝜋 𝑓𝜇+𝛼𝑡 𝑑𝑡𝑑𝜇 
  
Après simplification, on obtient :  
𝐷𝑆𝐶
xx̃̅̅ ̅
𝑘,𝑙
𝑘>𝑙 𝑓, 𝛼 = 𝐷𝑆𝐶ℎℎ 𝑓, 𝛼 ⋅ (𝑒
−2𝑖𝜋(𝑓+
𝛼
2)𝑇𝑗)
𝑘
(𝑒+2𝑖𝜋(𝑓−
𝛼
2)𝑇𝑗)
𝑙
⋅ 𝛷𝑘−𝑙−1,𝑗 (𝑓 +
𝛼
2
)
⋅ 𝛷𝑙,𝑗 𝛼  
  
Avec 𝛷𝑘−𝑙−1,𝑗 𝛼 = (𝑒
−2𝜋2𝜎𝑗
2𝛼2)
𝑘
(𝑒+2𝜋
2𝜎𝑗
2𝛼2)
𝑙
𝑒+2𝜋
2𝜎𝑗
2𝛼2 , la double sommation de 𝐷𝑆𝐶
xx̃̅̅ ̅
𝑘,𝑙
𝑘>𝑙 𝑓, 𝛼  
avec k strictement supérieur à l devient :  
∑𝐷𝑆𝐶
xx̃̅̅ ̅
𝑘,𝑙
𝑘>𝑙 𝑓, 𝛼 
𝑘,𝑙
𝑘>𝑙
= 𝐷𝑆𝐶ℎℎ 𝑓, 𝛼 ⋅  ∑((𝑒
+2𝑖𝜋(𝑓−
𝛼
2)𝑇𝑗−2𝜋
2𝜎𝑗
2(𝛼2−(𝑓+
𝛼
2)
2
)
)
𝑙∞
𝑙=0
          ⋅ ∑ (𝑒
+2𝑖𝜋(𝑓+
𝛼
2)𝑇𝑗−2𝜋
2𝜎𝑗
2(𝑓+
𝛼
2)
2
)
𝑘∞
𝑘=𝑙+1
)
   ⋅ 𝑒+2𝜋
2𝜎𝑗
2(𝑓+
𝛼
2)
2
𝑒−2𝜋
2𝜎0,𝑗
2 𝛼2
   
Finalement :  
∑𝐷𝑆𝐶
xx̃̅̅ ̅
𝑘,𝑙
𝑘<𝑙 𝑓, 𝛼 
𝑘,𝑙
𝑘<𝑙
= 𝐷𝑆𝐶ℎℎ 𝑓, 𝛼 ⋅
1
1 − 𝑒−2𝑖𝜋𝛼𝑇𝑗−2𝜋
2𝜎𝑗
2𝛼2
 ⋅
𝑒+2𝑖𝜋(𝑓+
𝛼
2)𝑇𝑗
1 − 𝑒+2𝑖𝜋(𝑓+
𝛼
2)𝑇𝑗−2𝜋
2𝜎𝑗
2(𝑓+
𝛼
2)
2
 ⋅ 𝑒−2𝜋
2𝜎0,𝑗
2 𝛼2
   
 
En utilisant les résultats trouvés dans les équations (114), (125) et (129) reportés dans l’équation  (104), 
la DSC totale vaut :  
𝐷𝑆𝐶xx̃̅̅ ̅ 𝑓, 𝛼 = 𝐷𝑆𝐶ℎℎ 𝑓, 𝛼 ⋅
𝑒−2𝜋
2𝜎0,𝑗
2 𝛼2
1 − 𝑒−2𝑖𝜋𝛼𝑇𝑗 ⋅ 𝑒−2𝜋
2𝜎𝑗
2𝛼2
⋅ (
𝑒2𝑖𝜋(𝑓+
𝛼
2)𝑇𝑗
1 − 𝑒+2𝑖𝜋(𝑓+
𝛼
2)𝑇𝑗𝑒−2𝜋
2𝜎𝑗
2(𝑓+
𝛼
2)
2 +
𝑒2𝑖𝜋(𝑓−
𝛼
2)𝑇𝑗
1 − 𝑒+2𝑖𝜋(𝑓−
𝛼
2)𝑇𝑗𝑒−2𝜋
2𝜎𝑗
2(𝑓−
𝛼
2)
2 + 1) 
 
  
 
La Figure 22 illustre la DSC du TPAUM selon le modèle réaliste et la Figure 23 montre la DSCi, c’est-à-
dire l’intégration sur les fréquences spectrales de la DSC. 
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Figure 22 : Illustration de la DSC théorique d’un TPAUM pour le modèle réaliste. 
 
 
Figure 23 : Illustration de la DSC intégrée d’un TPAUM pour le modèle réaliste. 
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On remarque que, contrairement au modèle simplifié, la DSC et la DSCi du modèle réaliste mettent en 
évidence la présence de fréquences cycliques incertaines. En effet, on observe un paquet d’énergie 
autour de la fréquence de décharge (ici 10Hz) et de ses harmoniques. Bonnardot [53] décrit ce 
phénomène dans son manuscrit de thèse et le qualifie de cyclostationnaire floue. Des calculs similaires 
sur ce modèle ont été réalisés dans [52]. 
 
 
 
 
Après un bref rappel du concept de cyclostationnarité, nous avons analysé dans ce chapitre la 
pertinence de ce concept pour la caractérisation des modèles des TPAUM. Il a été montré la 
propriété de cyclostationnarité des TPAUM selon le modèle simplifié : la densité spectrale cyclique 
présente un spectre de raies le long des fréquences cycliques. Sur le modèle réaliste il a été montré 
que la densité spectrale cyclique ne présente plus un spectre de raies parfait, mais présente des 
paquets d’énergie, en fréquence cyclique, autour de la fréquence de décharge et de ses 
harmoniques. On fait référence ici à la propriété de cyclostationnarité floue du TPAUM.  
L’étude cyclostationnaire présentée dans ce chapitre porte sur un TPAUM. Les observations 
recueillies sur le réseau de capteurs (EMG) sont des mélanges convolutifs de plusieurs TPAUM, 
induit par une répartition spatiale importante des fibres de l’UM et par l’effet de filtrage généré 
par les couches de tissus entre les fibres et les électrodes. Leurs fréquences de décharge étant 
différentes, chaque TPAUM génère des paquets d’énergie différents sur la DSCi. Nous proposons 
d’utiliser cette diversité pour la décomposition des EMG en TPAUM. Nous commencerons par un 
état de l’art de ces méthodes dans le chapitre suivant pour en dériver ensuite un algorithme 
utilisant la propriété de cyclostationnarité et de cyclostationnarité floue des TPAUM. 
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Chapitre III. Etat de l’art de la 
décomposition de TPAUM 
1 Les premiers développements 
1.1 Méthodes historiques semi-automatiques par inspection visuelle 
Comme évoqué en introduction de cette thèse, accéder aux trains individuels de potentiels d’action à 
partir des mesures globales pourrait ouvrir de nombreuses perspectives tant pour des applications 
médicales que technologiques. Pour cette raison, de nombreuses techniques de décomposition des 
signaux EMG ont été proposées. Les premières méthodes considèrent la classification de Potentiels 
d’Action Nerveux (PAN). Similaire à l’EMG, la mesure du PAN est directement effectuée sur le nerf. 
Une telle classification permet de déterminer les caractéristiques indépendantes de chaque fibre 
nerveuse (axone).   
L’une des premières techniques ayant émergé date des années 60 [64]. Celle-ci propose une méthode 
de classification automatique et en ligne des PAN. Un oscilloscope déclenche, par seuillage, au début 
de chaque PAN, la mesure de la tension, recueillie par une électrode, à deux instants t1 et t2 fixés après 
l’instant de dépassement du seuil (Figure 24).  
 
Figure 24 : Illustration de la mesure de tension par déclenchement. 
Après un dépassement de la tension du seuil de déclenchement d’un oscilloscope (instant t=0), un système électronique 
mesure et convertit numériquement deux tensions aux instants t1 et t2 suivant le déclenchement. 
 
Un ordinateur réalise ensuite un histogramme bi-varié entre les tensions mesurées  
𝑉 𝑡1  et 𝑉 𝑡2 . Un opérateur choisit alors les instants 𝑡1 et 𝑡2 tels que chaque train de PAN 
indépendant apparaissent en différentes régions isolées de l’histogramme. Après une identification 
manuelle de chaque cluster, le programme identifie chaque PAN. Une telle méthode requiert donc un 
𝑡2 
𝑉 𝑡1  
𝑉 𝑡2  
𝑉 𝑡  
𝑡 
𝑆𝑒𝑢𝑖𝑙 𝑂𝑠𝑐𝑖𝑙𝑙𝑜𝑠𝑐𝑜𝑝𝑒 
Tension électrique 
mesurée (unité 
arbitraire) 
0 𝑡1 
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faible taux de superposition de PAN ainsi qu’un faible mélange. De plus l’algorithme nécessite 
l’intervention d’un opérateur expérimenté pour le choix des instants de mesure t1 et t2.  
Quelques années plus tard, Keehn [65] propose une autre méthode en trois étapes : une détection des 
PAN, par détecteur d’énergie, puis une classification manuelle par l’intervention d’un opérateur et 
enfin une vérification automatique de classification. Cette dernière réalise un moyennage, pour 
chaque classe identifiée par l’opérateur, de tous les PAN. Ensuite, une classification automatique est 
effectuée, vérifiant, par seuillage de la distance moyenne entre le PAN moyen et chaque PAN 
considéré, la classification de l’opérateur.  
Schmidt et al. [66] proposent une méthode supervisée itérative considérant deux sites 
d’enregistrements. Un opérateur sélectionne un PA de référence (appelé MASK) correspondant à une 
classe spécifique de PAN (appartenant à une fibre nerveuse spécifique). Puis chaque PAN est comparé 
aux classes par calcul de l’erreur moyenne normalisée entre les PAN de référence et le PAN considéré. 
Un histogramme des erreurs est ensuite affiché et l’opérateur détermine le seuil d’acceptabilité, c’est-
à-dire l’erreur maximale, considérant les PAN comme appartenant à la classe. 
D’autres méthodes similaires ont été développées en augmentant ou en choisissant d’autres 
paramètres caractérisant la forme d’onde du PAN (ou PAUM dans le cas des signaux EMG). Par 
exemple, Dill et al. [67] et Mishelevich [68] proposent de comparer les PAN par leur amplitude et leur 
durée (incluant la durée, due à la vitesse de conduction, entre les deux mesures).  
Prochazka et al. [69] introduisent une méthode manuelle assistée par ordinateur permettant de 
résoudre les superpositions de deux PAUM dans le cas de signaux EMG. Chaque PAUM est comparé, 
par l’erreur quadratique moyenne (EQM), aux PAUM de référence (établis par l’opérateur). Si l’EQM 
minimum est petite alors le PAUM est répertorié comme appartenant à l’une des classes, sinon, si 
l’EQM minimum dépasse un seuil, le PAUM est alors considéré comme un mélange de plusieurs PAUM. 
Un opérateur traite chaque PAUM mélangé en effectuant une soustraction avec l’un des PAUM de 
référence. Dans [70], les auteurs améliorent la méthode par une résolution, automatiquement et en 
ligne, des superpositions. 
Alors que le nombre de paramètres augmente avec l’apparition de nouvelles méthodes et avec les 
capacités de calcul grandissantes des ordinateurs, Vibert et Costa [71] proposent d’utiliser l’analyse en 
composantes principales (ACP) pour réduire l’espace des paramètres caractérisant la forme d’onde du 
pic (PAN ou PAUM). Le principal intérêt de la technique réside dans le fait que, à partir des paramètres 
mesurés présentant une corrélation entre eux, l’ACP permet de fournir un ensemble de paramètres 
décorrélés. Les auteurs utilisent huit paramètres mesurés sur le pic (trois amplitudes, trois durées et 
deux pentes). Ils montrent ainsi que deux composantes principales sont suffisantes pour effectuer la 
classification des pics. 
Ces méthodes étaient principalement fondées sur des systèmes électroniques et sur une inspection 
visuelle par un opérateur, ce qui présente certains inconvénients : les opérations sont longues et 
complexes et ne fonctionnent plus lorsque le nombre d’unités motrices mélangées devient grand (trop 
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de superposition de PAUM). Au début des années 80 des méthodes entièrement automatiques de 
classification des PA apparaissent, considérant notamment les PA musculaires.  
 
1.2 Classifications automatiques 
Agnier  et al. [72] proposent une détection des PAUM par seuillage de l’amplitude. Les PAUM de trop 
grande longueur (impossibles physiologiquement) sont éliminés, puis deux méthodes de classification 
sont établies : une basée sur le coefficient d’intercorrélation maximal entre les PAUM détectés et une 
seconde sur la détection d’extrema dans les PAUM.  
Lefever et De Luca [73, 74] proposent un algorithme novateur complet de décomposition entièrement 
automatisé (l’intervention de l’opérateur est possible mais pas obligatoire). La classification est fondée 
sur un détecteur de type maximum a posteriori modifié, donnée en équation (131) et tenant compte 
des variations de l’amplitude du PAUM d’une décharge à l’autre. Ceci permettant de comparer un 
PAUM de référence, d’indice i et noté 𝑠𝑖, avec un PAUM mesuré, noté 𝑟. L’intérêt d’une telle méthode 
est qu’elle permet de tenir compte de la probabilité, notée 𝑃𝑖, d’apparition du PAUM lorsque la 
distance moyenne est similaire entre plusieurs jeux  𝑟 ; 𝑠𝑖 , ce qui est le cas lorsque plusieurs PAUM 
de référence (classiquement appelé « Template » dans la littérature anglophone) ont une forme 
d’onde très similaire. 
𝑀𝐴𝑃 𝑟, 𝑖 =
 𝑟 − 𝑠𝑖 
2
 𝑠𝑖 2
− 𝑤 ln 𝑃𝑖    
Dans l’équation (131), le terme w spécifie un coefficient empirique modulant l’effet de 𝑃𝑖 sur 
l’équation. La probabilité 𝑃𝑖 est calculée à l’instant considéré (instant de la décharge s(t)) tenant 
compte de l’intervalle inter décharge (IID) de l’UM i, de sa distribution considérée Gaussienne et de 
l’instant de la dernière décharge. La variance et la moyenne de la distribution de l’instant d’arrivée de 
la décharge sont automatiquement calculées par un algorithme adaptatif, ce qui autorise une variation 
de la distribution de l’IID au cours du temps. Après un test préliminaire par un seuil sur l’équation (131) 
permettant de classifier le PAUM, ce dernier ne sera accepté dans cette classe que s’il est à la fois 
d’amplitude et de forme similaires, sinon il sera considéré comme une superposition. Cette dernière 
est traitée en recalculant l’équation (131) avec un deuxième PAUM de référence. S’il y a plus de deux 
PAUM superposés, le pic sera éliminé. Un dernier point clé de cette méthode est la prise en compte 
de l’erreur d’alignement des PAUM compte tenu de l’échantillonnage. Dans [75] il est proposé une 
amélioration de cette technique par une auto-adaptation du PAUM de référence au cours du temps et 
par une prise en compte de la variation de l’IID pour le calcul de 𝑃𝑖  dans l’équation (131). Dès lors, la 
méthode est généralisée dans le cas d’une contraction à force non-constante et/ou non-isométrique, 
tant que la variation reste lente (de l’ordre de 10 à 15 %CMV/s). 
McGill et al. [76] proposent un nouvel algorithme autorisant la décomposition d’un maximum de 15 
PAUM à 30%CMV sur des signaux de 10s sous la condition de contraction isométrique à force 
constante. L’algorithme applique un filtre préliminaire au signal EMG, augmentant la nature 
« pointue » du PAUM pour faciliter son identification. Après classification, les PAUM identifiés sont 
finalement vérifiés en observant les statistiques de décharges. Les véritables PAUM sont ensuite 
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déduits par un moyennage du signal brut synchronisé sur les décharges de chaque UM (voir Chapitre 
III.3.2). Un autre point novateur est l’algorithme de classification qui utilise la méthode décrite dans 
[77] et qui permet l’alignement haute-résolution de deux signaux échantillonnés à faible fréquence. 
Cette opération étant effectuée dans le domaine fréquentiel, la comparaison entre le PAUM étudié et 
le PAUM de référence est directement réalisée dans ce domaine en calculant la distance moyenne.   
Les travaux de Broman [78] suivis par ceux de Stashuk et Rodrick [79] conduisent au développement 
d’une méthode de décomposition en plusieurs passes. Alors que l’estimation de la probabilité de 
décharge utilisée dans [73, 74] est en pratique assez difficile, les auteurs proposent d’identifier et 
classifier dans un premier temps un certain nombre de PAUM de référence par mesure de distance 
uniquement, puis d’appliquer un algorithme utilisant les données acquises pour améliorer 
itérativement la décomposition. Ce dernier utilise une classification fondée sur l’inférence bayésienne, 
en calculant le « poids d’évidence » maximum qui s’appuie sur un certain nombre de paramètres jugés 
statistiquement significatifs des PAUM de référence.  
McGill [80] s’intéresse à la résolution des superpositions de plusieurs PAUM et propose une méthode 
itérative supprimant un à un les PAUM superposés. McGill et al. proposent par la suite un logiciel 
complet et ergonomique, dénommé EMGLab [81] et développé sous l’environnement Matlab®, 
permettant la décomposition automatique ou manuelle de PAUM à partir de signaux intramusculaires 
mono ou multi-capteurs. La séparation utilise les algorithmes proposés par McGill et al. [76], [77] et 
[80]. 
De Luca et al. [49] proposent une méthode appliquée à l’EMG de surface. Les auteurs utilisent une 
grille de 4 électrodes fournissant 4 observations différentielles (Figure 25).  
 
Figure 25 : Grille de quatre électrodes de surface. 
Les quatre électrodes (A), séparées d’une distance de 3.6mm, sont connectées par un montage différentiel fournissant ainsi 
quatre observations (B) bipolaires (adapté de De Luca et al. [49]). 
L’algorithme de décomposition applique un filtre passe-bande 250Hz-2KHz puis utilise le récepteur 
MAP, sur le signal segmenté pour pré-décomposer le signal [73]. Le seuil appliqué sur le récepteur, 
équation (131), est volontairement configuré le plus bas possible, rendant dans un premier temps la 
détection très sensible aux variations de formes d’onde, fournissant ainsi plusieurs signaux en sortie 
pour un même TPAUM. Les signaux de sortie sont ensuite comparés entre eux, par comparaison du 
PAUM de référence, puis fusionnés lorsque ceux-ci sont considérés similaires. La similarité est calculée 
par le coefficient de corrélation entre les PAUM de référence. Enfin les superpositions sont résolues 
itérativement. 
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2 Méthodes de séparation de sources 
2.1 Une nouvelle classe de méthodes 
Toutes ces méthodes ont un inconvénient commun et inhérent à l’approche utilisée : un faible taux de 
superposition de PAUM est nécessaire. Ces méthodes sont donc restreintes à une analyse locale du 
muscle (électrodes intramusculaires ou filtrage spatial d’électrodes de surfaces) et à un faible taux de 
contraction. Une approche récente pour la séparation de signaux est la séparation de sources, 
s’appuyant généralement sur des mesures multi-capteurs. 
 
2.2 Formulation du problème 
Il devient possible de séparer plusieurs sources lorsque l’on dispose de plusieurs observations qui 
représentent chacune un mélange des sources. La diversité spatiale des observations permettent 
d’obtenir un mélange différent des sources pour chaque observation. La Figure 26 montre un exemple 
de mélange de deux sources. On considère dans cet exemple deux voitures émettant chacun un son. 
Ces derniers sont transmis dans l’air,  sont atténués puis sont mesurés à l’aide de deux microphones 
disposés différemment dans l’espace. Chaque microphone recevra le son mélangé des deux voitures, 
mais avec un mélange différent. Ceci à cause des distances microphone-voiture différentes. Les 
coefficients d’atténuation entre chaque voiture et chaque microphone sont représentés par les lettres 
A, B, C et D. Les observations, notées  𝑦1 𝑡  et 𝑦2 𝑡 , correspondent à la somme pondérée du son des 
voitures. 
 
 
Figure 26 : Illustration d’un mélange linéaire instantané de deux sources. 
La figure montre deux sources 𝑠𝑏 𝑡  et 𝑠𝑟 𝑡   (désignant respectivement le bruit du véhicule bleu et du véhicule rouge) 
mélangées et acquises par deux capteurs (microphones). Le problème se résume par un système linéaire à deux équations, 
reliant les observations 𝑦1 𝑡  et 𝑦2 𝑡  aux sources. 
La séparation n’est possible que dans le cas où : 𝒜 ∙ 𝒟 ≠ ℬ ∙  𝒞, c’est-à-dire lorsque les deux 
microphones ne sont pas localisés au même point dans l’espace. Dans le cas contraire, l’information 
d’un microphone est alors redondante par rapport à l’autre et nous ne disposons plus que d’une seule 
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observation qui n’est plus suffisante pour en déduire les sources. D’un point de vue mathématique, la 
matrice de mélange est singulière et le système d’équations n’est pas inversible. Il existe toutefois des 
méthodes permettant la résolution de tels problèmes. 
 
2.3 Modèles de mélange des données sources 
On distingue trois classes principales de mélange : le mélange linéaire instantané, le mélange 
convolutif (également linéaire) et les mélanges non-linéaires. 
 
2.3.1 Mélange linéaire instantané 
Le mélange linéaire instantané consiste en un simple mélange des différentes sources avec un 
coefficient multiplicateur, ou facteur d’échelle. C’est le cas représenté à la Figure 26 avec deux sources 
et deux capteurs. On considère M observations (capteurs) d’indice i et notées 𝑦𝑖 𝑡 . Soit 𝑎𝑖,𝑗 le 
coefficient appliqué à la source j, noté 𝑠𝑗 𝑡 , et N le nombre de sources. On a alors :  
𝑦𝑖 𝑡 = ∑𝑎𝑖,𝑗 ⋅ 𝑠𝑗 𝑡 
𝑁
𝑗=1
, ∀𝑖 ∈ ⟦1,𝑀⟧   
On peut l’écrire sous forme matricielle, en posant 𝑌 𝑡  =  [𝑦1 𝑡  … 𝑦𝑀 𝑡 ]
𝑇 le vecteur des 
observations avec M le nombre de capteurs, ⋅𝑇 l’opérateur de transposition, 𝑆 𝑡  =
 [𝑠1 𝑡  … 𝑠𝑁 𝑡 ]
𝑇 le vecteur des sources et A la matrice de mélange : 
𝐴 = [
𝑎1,1 … 𝑎1,𝑁
⋮ ⋱ ⋮
𝑎𝑀,1 … 𝑎𝑀,𝑁
]   
Alors l’équation (132) peut être réécrite sous forme du produit matriciel suivant :  
𝑌 𝑡 = 𝐴 ⋅ 𝑆 𝑡    
 
2.3.2 Mélange linéaire convolutif 
On considère cette fois que le signal n’est pas seulement atténué lors de sa transmission entre la 
source et le capteur mais subit une déformation linéaire, i. e. un filtrage. Le mélange convolutif 
remplace donc le simple coefficient 𝑎𝑖,𝑗, équation (132), par la réponse impulsionnelle du filtre, 
notée ℎ𝑖,𝑗 𝜏 , représentant le canal de propagation depuis la source jusqu’au capteur. Le mélange est 
donc une opération de convolution entre la source et la réponse impulsionnelle du canal. L’équation 
(132) devient :  
𝑦𝑖 𝑡 = ∑(ℎ𝑖,𝑗 ⊗ 𝑠𝑗) 𝑡 
𝑁
𝑗=1
   
où ⊗ désigne l’opérateur de convolution. En notation matricielle on a alors : 
𝑌 𝑡 =  𝐻 ⊗ 𝑆  𝑡    
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où 𝑌 𝑡  est le vecteur des observations, 𝑆 𝑡  le vecteur des sources et 𝐻 𝜏  est la matrice des filtres 
définie par :  
𝐻 𝜏 = [
ℎ1,1 𝜏 … ℎ1,𝑁 𝜏 
⋮ ⋱ ⋮
ℎ𝑀,1 𝜏 … ℎ𝑀,𝑁 𝜏 
]   
Ce type de problème peut être simplifié dans le domaine fréquentiel. En effet la convolution de deux 
fonctions dans le domaine temporel est équivalente à une multiplication dans le domaine fréquentiel. 
En d’autres termes cela signifie que le coefficient d’atténuation entre la source et le capteur est 
dépendant de la fréquence :  
𝑇𝐹[𝑌] 𝑓 = 𝑇𝐹[𝐻] 𝑓 ⋅ 𝑇𝐹[𝑆] 𝑓    
où TF représente l’opérateur de Transformée de Fourier. 
Un cas particulier des mélanges convolutifs est le cas d’un simple retard provoqué par le temps de 
propagation. Dans ce cas la matrice de mélange est une matrice de distributions de Dirac retardées de 
par un délai, dénoté 𝑢𝑖,𝑗, et multipliées par un simple coefficient, dénoté𝑎𝑖,𝑗, où i et j désignent 
respectivement la ligne et la colonne des coefficients de la matrice :  
𝐻 𝜏 = [
𝑎1,1 ⋅ 𝛿(𝜏 − 𝑢1,1) … 𝑎1,𝑁 ⋅ 𝛿(𝜏 − 𝑢1,𝑁)
⋮ ⋱ ⋮
𝑎𝑀,1 ⋅ 𝛿(𝜏 − 𝑢𝑀,1) … 𝑎𝑀,𝑁 ⋅ 𝛿(𝜏 − 𝑢𝑀,𝑁)
]   
On retrouve un mélange linéaire instantané lorsque tous les délais sont nuls : 𝑢𝑖,𝑗 = 0  ∀𝑖, 𝑗. 
 
2.3.3 Mélange non-linéaire 
Il s’agit de tous les autres types de mélange. En séparation de sources, ce type de mélange est très 
complexe et seuls des cas particuliers peuvent être traités avec certaines connaissances a priori 
supplémentaires. C’est par exemple le cas des mélanges post non-linéaires [82]. Le mélange est dans 
ce cas linéaire (instantané ou convolutif) puis il subit une déformation non linéaire. Avec {𝑔𝑖 𝑦 , 𝑖 ∈
⟦1,𝑀⟧} un ensemble de fonctions non linéaires associées à chaque observation, l’équation (135) 
devient :  
𝑦𝑖 𝑡 = 𝑔𝑖 (∑(ℎ𝑖,𝑗 ⊗ 𝑠𝑗) 𝑡 
𝑁
𝑗=1
)   
 
2.4 Reformulation du modèle convolutif en modèle linéaire instantané 
Nous avons vu que le problème du mélange convolutif peut être traité dans le domaine fréquentiel. 
Dans cette partie nous montrerons une autre approche, introduite par Gorokhov et Loubaton [83] puis 
réutilisé par de nombreux auteurs tels que dans [84], qui consiste à réécrire un modèle de mélange 
convolutif, défini en équation (141), en un mélange linéaire instantané.  
On considère le modèle à temps-discret suivant avec une période d’échantillonnage 𝑇𝑒 :   
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𝑌 𝑛 =  𝐻 ⊗ 𝑆  𝑛 + 𝐵 𝑛    
où 𝑌 𝑛 = [𝑦1 𝑛 …𝑦𝑀 𝑛 ]
𝑇 est un vecteur de M observations,  𝑆 𝑡 = [𝑠1 𝑛 … 𝑠𝑁 𝑛 ]
𝑇 est un 
vecteur de N  sources, 𝐵 𝑛 = [𝑏1 𝑛 …𝑏𝑀 𝑛 ]
𝑇 un vecteur représentant le bruit contaminant 
l’espace des observations, 𝐻 𝑚  une matrice de filtre de taille 𝑀 × 𝑁 et de durée finie égale à 𝐿 ⋅  𝑇𝑒 ∶ 
𝐻 𝑚 = [
ℎ1,1 𝑚 ⋯ ℎ1,𝑁 𝑚 
⋮ ⋱ ⋮
ℎ𝑀,1 𝑚 ⋯ ℎ𝑀,𝑁 𝑚 
]   
Le symbole ⊗ désigne l’opérateur de convolution discrète défini par :  
(ℎ𝑖,𝑗 ⊗ 𝑠𝑗) 𝑛 = ∑ ℎ𝑖,𝑗 𝑚 ⋅ 𝑠𝑖 𝑛 − 𝑚 
𝐿
𝑚=0
   
Dans le cas matriciel défini par l’équation (141), l’opérateur de convolution discrète délivre un vecteur 
dont la ième colonne s’écrit :   
{ 𝐻 ⊗ 𝑆  𝑛 }𝑖 = ∑ ∑ ℎ𝑖,𝑗 𝑚 ⋅ 𝑠𝑗 𝑛 − 𝑚 
𝐿−1
𝑚=0
𝑁
𝑗=1
   
On note que ℎ𝑖,𝑗 𝑚  est à durée finie (de taille L). La somme sur m est donc réduite dans l’équation 
précédente de 0 à L-1, tous les autres termes étant nuls. Posons 𝑆 𝑛 = [𝑠1̅ 𝑛 ⋯ 𝑠𝐿𝑁̅̅ ̅̅̅ 𝑛 ]
𝑇 un 
vecteur de sources étendu de taille LN défini par :  
𝑆 𝑛 = [𝑠1 𝑛  𝑠1 𝑛 − 1 …𝑠1 𝑛 − 𝐿 + 1 …𝑠𝑁 𝑛 … 𝑠𝑁 𝑛 − 𝐿 + 1 ]
𝑇   
Définissons également ?̅? une matrice de mélange étendue par :  
?̅? = [
ℎ1,1̅̅ ̅̅ ̅ ⋯ ℎ1,𝐿𝑁̅̅ ̅̅ ̅̅ ̅
⋮ ⋱ ⋮
ℎ𝑀,1̅̅ ̅̅ ̅̅ ⋯ ℎ𝑀,𝐿𝑁̅̅ ̅̅ ̅̅ ̅
] = [
ℎ1,1
𝑒 ⋯ ℎ1,𝑁
𝑒
⋮ ⋱ ⋮
ℎ𝑀,1
𝑒 ⋯ ℎ𝑁,𝑀
𝑒
]   
Avec ℎ𝑖,𝑗̅̅ ̅̅  les éléments de la matrices ?̅? et ℎ𝑖,𝑗
𝑒  un sous vecteur indépendant du temps donné par :  
ℎ𝑖,𝑗
𝑒 = [ℎ𝑖,𝑗 0 ⋯ ℎ𝑖,𝑗 𝐿 − 1 ]   
La dimension de la matrice de mélange étendue est alors de 𝑀 × 𝐿𝑁. L’équation (144) peut être 
réécrite de la façon suivante :  
{ 𝐻 ⊗ 𝑆  𝑛 }𝑖 = ∑ℎ𝑖,𝑗̅̅ ̅̅ ⋅ 𝑠j̅ 𝑛 
𝐿𝑁
𝑗=1
   
Ainsi le modèle de l’équation (141) s’écrit comme un mélange linéaire instantané :  
𝑌 𝑛 = ?̅? ⋅ 𝑆̅ 𝑛 + 𝐵 𝑛    
Le problème de la séparation de sources convolutif peut alors être réduit à un problème de séparation 
de mélange linéaire instantané et autorise ainsi l’utilisation des méthodes traitant ce type de cas. Mais 
nous avons vu que la résolution de problème sous-déterminé (plus de sources que de capteur) est 
complexe. Dans ce modèle nous augmentons artificiellement le nombre de sources : de N sources 
réelles on obtient LN sources « virtuelles ». Nous devons donc avoir un nombre de capteurs M 
supérieur ou égal à LN, ce qui, en pratique, peut être difficile. Une solution proposée est d’augmenter 
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artificiellement le nombre de capteurs par des décalages temporels successifs de un échantillon. On 
pose alors ?̅? 𝑛 = [𝑦1̅̅ ̅ 𝑛 … 𝑦𝑀̅̅ ̅̅  𝑛 ]
𝑇, appelé vecteur des sources étendues, défini par :  
?̅? 𝑛 = [𝑦1 𝑛  𝑦1 𝑛 − 1 …𝑦1 𝑛 − 𝐾 + 1 …𝑦𝑀 𝑛 …𝑦𝑀 𝑛 − 𝐾 + 1 ]
𝑇   
?̅? 𝑛  est un vecteur de taille 𝑀𝐾 où K désigne le nombre de répétitions décalées dans le temps de 
l’observation. Le vecteur des sources étendues, défini dans l’équation (145), est alors redéfini par :  
𝑆 𝑛 = [𝑠1 𝑛  𝑠1 𝑛 − 1 …𝑠1 𝑛 − 𝐿 − 𝐾 + 1 …𝑠𝑁 𝑛 … 𝑠𝑁 𝑛 − 𝐿 − 𝐾 + 1 ]
𝑇   
Sa dimension est donc de 𝑁 ⋅  𝐿 + 𝐾 − 1 . La matrice de mélange étendue est redéfinie par :  
?̅? = [
ℎ1,1
𝐸 ⋯ ℎ1,𝑁
𝐸
⋮ ⋱ ⋮
ℎ𝑀,1
𝐸 ⋯ ℎ𝑀,𝑁
𝐸
]   
où ℎ𝑖,𝑗
𝐸  sont des sous matrices de dimension 𝐾 ×  𝐿 + 𝐾 − 1  définies par :  
ℎ𝑖,𝑗
𝐸 =
[
 
 
 
ℎ𝑖,𝑗 0 ℎ𝑖,𝑗 1 ⋯ ℎ𝑖,𝑗 𝐿 − 1 0 0 ⋯ 0
0 ℎ𝑖,𝑗 0 ⋯ ℎ𝑖,𝑗 𝐿 − 2 ℎ𝑖,𝑗 𝐿 − 1 0 ⋯ 0
⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋱ ⋮
0 0 ⋯ 0 0 ℎ𝑖,𝑗 0 ⋯ ℎ𝑖,𝑗 𝐿 − 1 ]
 
 
 
   
La matrice de mélange étendue ?̅? est alors de taille 𝐾𝑀 ×  𝐿 + 𝐾 − 1 𝑁.  
La condition pour que le mélange ne soit pas sous-déterminé est que le nombre sources étendues soit 
inférieur ou égal au nombre d’observations étendues. La condition sur K est donc la suivante :  
𝐾 ≥ [
 𝐿 − 1 𝑁
𝑀 − 𝑁
]
𝑠𝑢𝑝
   
où [⋅]𝑠𝑢𝑝 désigne la valeur entière supérieure la plus proche. Le nombre d’observations « réelles » 
supplémentaires, donné par M-N et nécessaire pour un mélange déterminé ou surdéterminé, est donc 
inversement proportionnel à K et tend asymptotiquement vers 0 :  
𝑀 − 𝑁 ≥ [
 𝐿 − 1 𝑁
𝐾
]
𝑠𝑢𝑝
   
 
On note donc qu’un K grand devant 𝐿 réduit le nombre de capteurs jusqu’à N+1 mais augmente 
quadratiquement la taille de la matrice de mélange et par conséquent les coûts de calcul :  
𝑁?̅? = 𝐾𝑀𝑁 𝐿 + 𝐾 − 1 ~
𝐾≫𝐿
𝐾2𝑀𝑁   
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2.5 Détermination du mélange 
Le nombre de sources composant le mélange n’étant pas nécessairement égal au nombre 
d’observations, trois cas de détermination du mélange se présentent : 
 Mélange sous-déterminé : plus de sources que d’observations (M<N). A n’est pas inversible, il 
est alors nécessaire d’introduire des connaissances a priori supplémentaires. Dans le cas 
linéaire, la connaissance de A permet de retrouver les sources à un vecteur aléatoire près. Il 
existe des solutions dans le cas de sources parcimonieuses ou discrètes.  
 Mélange déterminé : autant de sources que d’observations (M=N) et l’inverse de A permet de 
retrouver les sources. 
 Mélange sur-déterminé : plus d’observations que de sources (M>N). Dans le cas linéaire, des 
solutions existent si la matrice de mélange est de rang plein. Par exemple, un prétraitement 
par analyse en composantes principales (ACP) peut permettre de réduire la dimension du 
vecteur des observations pour se ramener à un mélange déterminé. 
 
2.6 Indéterminations 
Sous l’unique hypothèse d’indépendance des sources certaines limitations ont été établies.  
2.6.1 Indétermination d’échelle 
L’énergie des sources, ou leur amplitude, ne peut être déterminée. Les sources et la matrice de 
mélange étant inconnues, il est possible de multiplier l’énergie d’une source par un facteur 
d’amplitude et de diviser la colonne correspondante de la matrice de mélange par ce même facteur. 
L’observation (mélange) faite de cette source sera alors la même :  
𝒀 = [
𝑎11 ⋯ 𝑎1𝑁
⋮ ⋱ ⋮
𝑎𝑀1 ⋯ 𝑎𝑀𝑁
] ⋅ [
𝑠1
⋮
𝑠𝑁
] = [
𝑃1
−1 ⋅ 𝑎11 ⋯ 𝑃𝑁
−1𝑎1𝑁
⋮ ⋱ ⋮
𝑃1
−1 ⋅ 𝑎𝑀1 ⋯ 𝑃𝑁
−1𝑎𝑀𝑁
] ⋅ [
𝑃1 ⋅ 𝑠1
⋮
𝑃𝑁
−1 ⋅ 𝑠𝑁
] , ∀𝑃𝑖 ∈ ℝ
∗ 
Cette ambiguïté est supprimée en supposant la variance des sources égale à 1. On remarque 
également que le signe de la source ne peut être retrouvé, 𝑃𝑖 pouvant être négatif. 
 
2.6.2 Indétermination de permutation 
De même on remarque que l’ordre des sources peut être modifié à la fois dans la matrice de mélange 
et dans le vecteur des sources sans modifier l’observation :  
𝒀 = [
𝑎11 ⋯ 𝑎1𝑁
⋮ ⋱ ⋮
𝑎𝑀1 ⋯ 𝑎𝑀𝑁
] ⋅ [
𝑠1
⋮
𝑠𝑁
] = [
𝑎1𝑁 ⋯ 𝑎11
⋮ ⋱ ⋮
𝑎𝑀𝑁 ⋯ 𝑎𝑀1
] ⋅ [
𝑠𝑁
⋮
𝑠1
] 
On en conclut que l’ordre de sources ne peut être retrouvé sans contraintes ou connaissances a priori 
supplémentaires. 
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Les techniques de séparation de sources, qui permettent d’estimer les sources à partir des 
observations, sont fondées sur le modèle du mélange ainsi que sur les connaissances a priori sur les 
sources : indépendance, corrélation temporelle, cyclostationnarité… Une majorité de ces techniques 
comprennent une étape de blanchiment des observations. 
 
2.7 Décorrélation des observations par analyse en composantes principales et 
blanchiment spatial 
2.7.1 Définition 
Le blanchiment fréquentiel, par analogie aux fréquences lumineuses, consiste à égaliser la densité 
spectrale de puissance. D’après le théorème de Wiener-Khintchine la fonction d’autocorrélation est 
alors une distribution de Dirac centrée en 0. Le blanchiment fréquentiel revient alors à décorréler 
temporellement les données. 
On peut étendre ce même principe aux données multi-capteurs. Des données spatialement blanches 
signifient qu’elles sont décorrélées entre elles et possèdent une variance unitaire. En termes 
statistiques on dit qu’elles sont indépendantes à l’ordre 2 ou décorrélées. Si l’on considère un jeu de 
N données représentées par le vecteur 𝑆 𝑡 = [𝑠1 𝑡  … 𝑠𝑁 𝑡 ]
𝑇 de moyenne nulle et spatialement 
blanc, alors la matrice de covariance instantanée vaut : 
𝐶𝑆𝑆 𝑡, 0 = 𝔼[𝑆 𝑡 𝑆
𝐻 𝑡 ] = 𝐼𝑑 , ∀𝑡   
où l’exposant H désigne l’opération de transposition conjuguée et 𝐼𝑑 désigne la matrice identité.  
 
2.7.2 Blanchiment d’un mélange 
Il a été montré [85] qu’il est possible de réduire le problème de la séparation de sources en appliquant 
une étape de blanchiment, si l’on considère que les sources 𝑠𝑖 𝑡  sont mutuellement décorrélées. On 
considère ici que les sources sont stationnaires et centrées et on considère également un mélange 
linéaire instantané :  
𝑌 𝑡 = 𝐴 ⋅ 𝑆 𝑡    
où 𝑌 𝑡 = [𝑦1 𝑡  … 𝑦𝑀 𝑡 ]
𝑇 désigne le vecteur des M observations et A est la matrice de mélange de 
taille 𝑀 × 𝑁. Le blanchiment spatial de ces données consiste à trouver une matrice W telle que les 
données issues de cette transformation soient spatialement blanches :  
𝑍 𝑡 = 𝑊 ⋅ 𝑌 𝑡    
où 𝑍 𝑡 = [𝑧1 𝑡  … 𝑧𝑀 𝑡 ]
𝑇 désigne le vecteur des M observations blanchies et W la matrice de 
blanchiment de taille 𝑁 × 𝑁. Une méthode usuelle pour trouver W est de diagonaliser la matrice de 
covariance des observations, notée 𝐶𝑌𝑌, par une décomposition en valeurs propres :  
 𝐶𝑌𝑌 = 𝔼[𝑌 𝑡 𝑌
𝐻 𝑡 ] = 𝐸 ⋅ 𝐷 ⋅ 𝐸−1   
où E désigne la matrice des vecteurs propres et D la matrice diagonale des valeurs propres. La matrice 
de covariance 𝐶𝑦𝑦 est symétrique et E est unitaire. On a alors 𝐸
−1 = 𝐸𝐻 et on obtient :  
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𝐷 = 𝐸𝐻 ⋅ 𝐶𝑦𝑦 ⋅ 𝐸   
On remarque que D est alors la matrice de covariance de 𝐸𝐻 ⋅ 𝑌 𝑡 . Ces données étant décorrélées, 
une simple normalisation permet de trouver une matrice de covariance égale à la matrice identité. On 
a donc : 
𝐷−
1
2 ⋅ 𝐸𝐻 ⋅ 𝐶𝑦𝑦 ⋅ 𝐸 ⋅ 𝐷
−
1
2 = 𝐼𝑑   
En posant 𝑊 = 𝐷−
1
2 ⋅ 𝐸𝐻, la matrice de covariance de 𝑍 𝑡  définie dans l’équation (159) vaut :  
𝐶𝑧𝑧 =  𝔼[𝑍 𝑡 𝑍
𝐻 𝑡 ] = 𝐼𝑑   
On peut remarquer que la solution n’est pas unique. Si l’on considère une matrice U unitaire 
quelconque appliquée aux données blanchies, avec 𝑍′ = 𝑈 ⋅ 𝑍 on a : 
𝐶𝑍′𝑍′ = 𝑈 ⋅ 𝐶𝑍𝑍 ⋅ 𝑈
𝐻 = 𝑈 ⋅ 𝐼𝑑 ⋅ 𝑈
𝐻 = 𝐼𝑑   
On en déduit que la matrice 𝑈 ⋅ 𝑊 est également une matrice de blanchiment. Ceci montre que la 
décorrélation à l’ordre 2 n’est pas suffisante pour séparer les sources. En revanche le problème de 
séparation de sources est maintenant réduit à la recherche d’une matrice unitaire.  
 
𝑅𝑋𝑋 ←
1
N
∑ [𝑋 𝑛 ⋅ 𝑋 𝑛 𝐻]𝑛   
  𝑈, 𝐷 ← DVP Rx = 𝑈𝐷𝑈
𝐻   
 𝑊 ← 𝐷−1/2 ⋅ 𝑈𝐻   
  𝑍 𝑛 ← 𝑊 ⋅ 𝑋 𝑛    
Tableau 1 : Algorithme de Blanchiment par Décomposition en Valeurs Propres (DVP) de la matrice de Covariance des 
observations adaptée aux données non-bruitées. 
 
2.8 Séparation de sources  
Comme décrit à l’Annexe A.4, la décorrélation des observations est une condition nécessaire mais non 
suffisante de leur indépendance. Une solution est de considérer l’hypothèse d’indépendance entre les 
sources : c’est l’Analyse en Composante Indépendante (ACI). Considérant le problème d’un mélange 
linéaire instantané, l’ACI a vu le jour dans les articles de Hérault, Jutten et Ans dans les années 80 par 
l’utilisation d’un réseau de neurones [86]. Plusieurs approches ont alors émergé exploitant diverses 
propriétés inhérentes à l’indépendance. J.-L. Lacoume [87] puis J.-F. Cardoso [88] ont proposé 
l’utilisation des statistiques d’ordres supérieurs et notamment les cumulants d’ordres quatre mesurant 
un écart entre la distribution de l’observation et une distribution gaussienne sans tenir compte de 
l’énergie (moment d’ordre 2). On trouvera une bibliographie étendue dans [89]. D’autres méthodes se 
sont ensuite intéressées au principe de maximisation de l’information mutuelle : infomax [90]. Des 
méthodes par optimisation du « point fixe » [91], [92], [93], dénommées FastICA, ont vu le jour, qui 
présentent une complexité de calcul plus faible que les autres méthodes existantes. Un résumé des 
méthodes d’ACI les plus courantes peut être trouvé en Annexe C. 
A la fin des années 80, Fety et Uffelen [94] proposent d’introduire un nouvel a priori dans le cadre de 
la séparation de sources. En effet, les sources ne sont pas, en général, iid dans le temps, c’est-à-dire 
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qu’elles possèdent une structuration temporelle propre qui se traduit par une autocorrélation non-
nulle pour différents retards non nuls. D’un point de vue fréquentiel de telles sources possèdent un 
spectre coloré. Cette propriété se vérifie en pratique dans la plupart des applications : biomédical, 
astronomie, signaux audio… L’exploitation de la structure temporelle (ou fréquentielle) des sources 
autorise alors la séparation à l’ordre 2 sous réserve qu’il y ait une diversité suffisante du contenu 
spectral entre les sources. De plus, les méthodes au second ordre ouvrent la perspective de séparer 
des sources gaussiennes et/ou dépendantes. Seule l’hypothèse de décorrélation mutuelle des sources 
reste nécessaire. Différentes approches ont été étudiées : méthodes fondées sur la diagonalisation 
conjointe [95, 94, 96, 97, 98, 99, 100, 101], sur le maximum de vraisemblance [102, 103] ou encore sur 
l’information mutuelle [104].  
Intéressons-nous à présent aux tentatives qui ont été faites pour extraire des TPAUM par séparation 
de sources. 
 
3 Etat de l’art des méthodes de décomposition de signaux EMG par séparation 
de sources 
Les algorithmes de séparation de sources permettent de retrouver les signaux sources à partir de 
données multi-capteurs. Certains auteurs se sont intéressés à la séparation de sources des signaux 
électromyographiques. On distingue deux principales applications des méthodes de séparation de 
sources. Au niveau macroscopique, des auteurs ont tenté de séparer l’activité de différents muscles, 
en considérant généralement un modèle linéaire instantané [105], [106], [107], [108] et [109]. D’autres 
auteurs tentent la séparation du signal électrocardiographique (ECG) du signal EMG [110]. Au niveau 
microscopique, la séparation de sources peut être utilisée pour la décomposition d’UM.  
3.1  Méthodes existantes de décomposition par séparation de sources  
Garcia et al. testent l’application de FastICA sur un signal EMG [111]. FastICA est utilisé ici comme un 
outil de prétraitement pour appliquer un algorithme de décomposition standard sur un signal EMG de 
surface. Les auteurs supposent un mélange linéaire instantané des sources. Une telle hypothèse peut 
en effet se justifier lorsqu’il n’y a aucun délai entre les sources et aucune variabilité du PAUM d’une 
même source entre les capteurs. En pratique de telles conditions sont peu réalistes, cependant des 
résultats intéressants ont été obtenus sur la base de signaux présentant une faible quantité de sources 
à estimer. Dans [112], toujours en considérant un modèle de mélange linéaire instantané, les auteurs 
appliquent et comparent les algorithmes JADE et FastICA sur des signaux EMG synthétiques. 
Holobar et al. [113] proposent une méthode de décomposition utilisant le plan temps-fréquence 
obtenue par application de la transformée de Wigner-Ville aux signaux EMG. Les auteurs considèrent 
ici un modèle de mélange convolutif réécrit en mélange linéaire instantané tel que décrit au Chapitre 
III.2.4 selon  l’équation (149). Les auteurs modélisent les sources par un train d’impulsions de Dirac tel 
que décrit dans le premier modèle des équations (3) et (6) en considérant un glissement temporel 
gaussien et stationnaire. La méthode, s’appuyant sur [114], utilise la diagonalisation conjointe 
approchée (décrite en Annexe D.2) de matrices des transformées de Wigner-Ville en différents points 
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temps-fréquence. La principale difficulté dans cet algorithme est le choix des points temps-fréquence 
pour la diagonalisation conjointe. En effet, la transformée de Wigner-Ville présente une forte 
sensibilité aux termes croisés et la matrice des transformées de Wigner-Ville des sources est alors bloc-
diagonale dans le cas général. Il est donc capital de n’utiliser que les points temps-fréquence pour 
lesquels la matrice est diagonale. Dans [115] il est proposé un critère de sélection de tels points t-f.  
Dans [116] et [117] est présentée une approche similaire réalisant la diagonalisation conjointe 
de 𝑄𝑧𝑧 𝜏 = 𝑅𝑧𝑧 𝜏 ⋅ 𝑅𝑧𝑧 −𝜏  où z représente les données blanchies. Il est démontré que la matrice 
𝑅𝑠𝑠 𝜏 ⋅ 𝑅𝑠𝑠 −𝜏  est diagonale quel que soit 𝜏 et ainsi la diagonalisation conjointe de matrices 𝑄𝑥𝑥 𝜏  
en différents 𝜏 permet de retrouver les signaux sources aux indéterminations de l’ACI près. 
Dans [118] Qiang et al. appliquent une méthode de séparation de sources en mélange convolutif 
fondée sur la maximisation de l’information mutuelle [119].  
Dans [120], Holobar et Zazula apportent une nouvelle solution de séparation de trains de Dirac en 
mélange convolutif, adaptée au modèle décrit par l’équation (3). Les auteurs considèrent un mélange 
linéaire instantané étendu, décrit par l’équation (149). Chaque signal source (TIN) est estimé par 
l’estimateur linéaire du minimum de l’erreur quadratique moyenne donnée par :  
𝑠?̂? 𝑛 = Γ?̅?𝑠?̅?
𝑇  ⋅ Γ?̅??̅?
−1 ⋅ ?̅? 𝑛    
où Γ?̅?𝑠?̅?
𝑇  est la transposée du vecteur formé par la corrélation entre les observations étendues, 
notées ?̅? 𝑛 = [𝑦1 𝑛 …𝑦1 𝑛 − 𝐾 − 𝐿 + 1 …𝑦𝑁 𝑛 − 𝐾 − 𝐿 + 1 ]
𝑇, et la source 𝑠?̅? à estimer. Γ?̅?𝑠?̅?
𝑇  
devant être connue à l’avance, les auteurs proposent une estimation itérative de la source en prenant 
Γ?̅?𝑠?̅?
𝑇 = ?̅? 𝑛0 
𝑇 comme point de départ où 𝑛0 est l’instant estimé d’une décharge de la source 𝑠?̅?. Un 
second instant de décharge est ensuite estimé en recherchant le maximum de l’équation (165) et Γ?̅?𝑠?̅?
𝑇  
est mis à jour. La méthode est ensuite améliorée par une approche d’optimisation par descente du 
gradient [121].  
Ning et Farina [122] proposent une méthode fondée sur SOBI permettant la séparation de signaux dont 
le mélange est décrit par le modèle convolutif simplifié de l’équation (139). Les auteurs montrent 
qu’une source retardée peut être approximée par :  
𝑠𝑗 𝑡 − 𝜏 ≈ 𝑠𝑗 𝑡 − 𝜏?̇?𝑗 𝑡    
où ?̇? 𝑡  est la dérivée de s(t). Ainsi, 𝑠𝑗 𝑡  et ?̇?𝑗 𝑡  peuvent être considérées comme deux sources 
distinctes. Les auteurs montrent également que la matrice de corrélation égalisée des sources 
étendues, matrice reportée dans l’équation (167), est diagonale. Les sources étendues peuvent par 
conséquent être identifiées par une méthode de diagonalisation au second ordre telle que SOBI. 
𝑅𝑠𝑠̅̅ ̅̃ 𝜇 =
𝑅𝑆𝑆̅̅̅̅  𝜇 + 𝑅𝑆𝑆̅̅̅̅  −𝜇 
2
= [
𝑅𝑆𝑆 𝜇 0
0 𝑅?̇??̇? 𝜇 
]   
 
3.2  Estimation des PAUM à partir du Train d’Impulsion Nerveux (TIN) 
Alors que le signal source, estimé selon le modèle ACI linéaire instantané, ne contient que la source 
(TIN), l’information sur la forme d’onde (PAUM) peut être déduite de deux manières : par identification 
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de la matrice de mélange étendue, ou par moyennage de chaque observation synchronisée sur chaque 
décharge [123]. En posant 𝑦𝑗 𝑡  la j
ème observation et 𝑇𝑖,𝑘 l’instant de la k
ème décharge de la ième source, 
alors le PAUM de cette même source observée sur la jème observation, notée 𝑃𝐴𝑈𝑀𝑖,𝑗 𝑡 , peut être 
estimé par :   
𝑃𝐴𝑈𝑀𝑖,𝑗 𝑡 ≜
1
𝐾
∑yj t − Ti,k  
𝐾
𝑘=1
   
La qualité du résultat obtenu dépendra de la précision de la décomposition. Des fausses détections de 
décharges augmenteront l’erreur d’estimation et il en va de même lorsque les impulsions sont mal 
localisées dans le temps. On notera que la fréquence d’échantillonnage a un impact direct sur la 
localisation des impulsions. 
 
 
 
 
 
Nous avons rappelé le principe dans ce chapitre de méthodes de décomposition des signaux EMG. 
Les premières méthodes, basées sur de la reconnaissance de forme, permettaient d’assister un 
opérateur pour la classification puis la décomposition des TPAUM. Avec les progrès 
technologiques, de nouvelles méthodes de classification automatique des PAUM ont permis une 
décomposition non-supervisée des TPAUM. Les méthodes par reconnaissance de forme ne 
peuvent fonctionner que lorsque le taux de superposition des PAUM est faible. L’arrivée de la 
séparation de sources a été un troisième tournant dans la décomposition car elle ouvre la 
perspective d’une décomposition avec un mélange plus important de TPAUM, ce qui est 
notamment le cas lorsque l’activité EMG est mesurée par des électrodes de surfaces et lorsque la 
force de contraction relative à la CMV devient importante.  
Etant donné que notre étude du modèle des signaux EMG a porté sur les statistiques à l’ordre deux, 
nous allons maintenant nous intéresser plus particulièrement aux méthodes fondées sur ces 
statistiques. 
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Chapitre IV. Décomposition des 
EMG par séparation de sources 
cyclostationnaires 
1 Séparation de sources stationnaires ou cyclostationnaires à l’ordre 2 
1.1 Séparation de sources à l’ordre deux par diagonalisation exacte  
On rappelle que nous avons le modèle de séparation, dans le cas linéaire instantané, suivant :  
𝑋 𝑡 = 𝐴𝑆 𝑡 + 𝐵 𝑡    
où 𝑋 𝑡  = [𝑥1, … , 𝑥𝑀]
𝑇 est le vecteur des observations, 𝑆 𝑡 = [𝑠1, … , 𝑠𝑁]
𝑇 le vecteur des sources, A 
la matrice de mélange et 𝐵 𝑡 = [𝑏1, … , 𝑏𝑀]
𝑇 un vecteur de bruit contaminant l’espace des capteurs. 
Ce dernier est généralement supposé blanc, stationnaire, d’énergie 𝜎𝐵
2 égale sur toutes les 
observations et décorrélé des sources. La matrice de corrélation des sources est supposée diagonale, 
car les sources sont supposées mutuellement décorrélées, et de covariance unitaire.  
𝑅𝑠𝑖𝑠𝑗 𝜏 = 𝔼[𝑠𝑖 𝑡 𝑠𝑗
𝐻 𝑡 − 𝜏 ] = 𝛿𝑖𝑗𝑅𝑠𝑖𝑠𝑖 𝜏 , 𝑎𝑣𝑒𝑐 𝑅𝑠𝑖𝑠𝑖 0 = 1   
La matrice de corrélation des observations s’écrit alors :  
𝑅𝑋𝑋 𝜏 = 𝔼[𝑋 𝑡 𝑋
𝐻 𝑡 − 𝜏 ] = 𝐴𝑅𝑆𝑆 𝜏 𝐴
𝐻 + 𝜎𝐵
2𝐼𝑑𝛿 𝜏    
Fêty et Uffelen [94] proposent de résoudre le problème par la diagonalisation conjointe (exacte) de 
𝑅𝑋𝑋 0  et 𝑅𝑋𝑋 𝜏 . La méthode AMUSE [96] fonctionne sur le même principe en utilisant l’étape de 
préblanchiment. Il ne reste alors qu’à rechercher la matrice unitaire inconnue par une décomposition 
en valeurs propres de la matrice de corrélation des données blanchies à 𝜏 > 0. 
𝑍 𝑛 ← Préblanchiment par Analyse en Composante Principale  
 
Décomposition en valeur propre de 𝑅𝑧𝑧 𝜏  
   𝑅, 𝐷  ←  𝐷𝑉𝑃 𝑅𝑧𝑧 𝜏  =  𝑅𝐷𝑅
𝐻   
 
Estimation des sources :  
     𝑆 𝑛 = 𝑅 ⋅ 𝑍 n   
Tableau 2 : Algorithme de AMUSE [96]. 
Il est évident que la qualité de la séparation est conditionnée par le choix du retard 𝜏. Il a été proposé 
dans [124] d’utiliser le retard pour lequel les valeurs propres de la matrice de corrélation des données 
sont les plus distinctes possibles. Une telle méthode est lourde en termes de coût de calcul et peut 
être prohibitive dans le cas d’un grand nombre de sources. 
Diverses méthodes consistent à diagonaliser la somme de plusieurs matrices de corrélations à 
différents délais. Cette méthode est généralisée par l’algorithme TDSEP [98] qui diagonalise 
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conjointement un ensemble de deux matrices formées par la somme pondérée de diverses matrices 
de corrélation :  
𝑀0 = ∑𝑚0,𝑖 ⋅ 𝑅𝑋𝑋(𝜏0,𝑖)
𝑖
, 𝑀1 = ∑𝑚1,𝑖 ⋅ 𝑅𝑋𝑋(𝜏1,𝑖)
𝑖
   
 
1.2 SOBI : Séparation de sources à l’ordre deux par diagonalisation conjointe 
approchée 
Belouchrani et Abed-Meraim proposent, quelques années après AMUSE, la méthode SOBI [97] qui 
généralise la méthode en diagonalisant un jeu de K>2 matrices de corrélation. La méthode utilise une 
diagonalisation approximative car elle ne peut être théoriquement exacte. Similairement à la méthode 
JADE [125] présentée en Annexe C.1.4, la méthode SOBI utilise l’algorithme de diagonalisation 
conjointe approchée (DCA) de Cardoso et Souloumiac [126] présenté en Annexe D.2. L’algorithme est 
résumé par :  
𝑍 𝑛 ← Préblanchiment par Analyse en Composantes Principales  
 
Calcul d’un ensemble de P matrices de Corrélation des données blanchies 
  M𝑝 ← 𝑅𝑋𝑋(𝜏𝑝) 
 
Calcul de la matrice unitaire de rotation optimale par DCA :  
  𝑅 ← argmax
U
[∑ |𝑑𝑖𝑎𝑔(𝑈 ⋅ M𝑝 ⋅ 𝑈
𝑇)|
2𝑃
𝑝=1 ]  
 
Estimation des sources 
  𝑆 𝑛 = 𝑅 ⋅ 𝑍(n) 
Tableau 3 : Algorithme de SOBI (extrait de [97]). 
Les auteurs de TDSEP [98] proposent également de diagonaliser conjointement un ensemble de K 
matrices formées par la somme de matrices de covariances telle que présentée à l’équation (172).  
Pour pouvoir mettre à profit les caractéristiques cyclostationnaires mises en évidence au Chapitre II, 
nous allons nous intéresser à une extension de l’algorithme SOBI au cas des signaux cyclostationnaires. 
Il s’agit de l’algorithme cycloSOBI. 
 
1.3 CycloSOBI : séparation de sources cyclostationnaires à l’ordre deux 
Ce type de méthode s’intéresse non seulement au contenu fréquentiel spectral mais également au 
contenu fréquentiel cyclique. Au second ordre de nombreuses méthodes ont émergé [127, 128, 129, 
130, 131, 132, 133, 134, 135]. On citera notamment l’extension de SOBI aux signaux 
cyclostationnaires : CycloSOBI [134] de Boustany et Antoni. Avec le même principe que SOBI, cycloSOBI 
diagonalise conjointement un jeu de P matrices de corrélations cycliques, sélectionnées à différents 
délais et fréquences cycliques. L’algorithme peut se résumer ainsi :  
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𝑍 𝑛 ← Préblanchiment par Analyse en Composante Principale  
 
Calcul d’un ensemble de P matrices de corrélations cycliques des données blanchies 
  M𝑝 ← 𝑅𝑋𝑋(𝛼𝑝, 𝜏𝑝) 
 
Calcul de la matrice unitaire de rotation optimale par DCA :  
  𝑅 ← argmax
U
[∑ |𝑑𝑖𝑎𝑔(𝑈 ⋅ M𝑝 ⋅ 𝑈
𝑇)|
2𝑃
𝑝=1 ]  
 
Estimation des sources 
  𝑆 𝑛 = 𝑅 ⋅ 𝑍(n) 
Tableau 4 : Algorithme de CycloSOBI 
Etudions maintenant s’il est possible d’appliquer l’algorithme cycloSOBI à un modèle étendu des 
signaux EMG. 
 
2 Modèle de mélange étendu appliqué aux signaux EMG 
Nous avons vu dans le Chapitre I.2.3 que le signal EMG résulte de la convolution entre une forme 
d’onde, générée par l’effet de filtrage inhérent aux tissus musculaires, graisseux et épidermiques, et 
un train d’impulsion de Dirac représentant le train de décharge du motoneurone, dénommée TIN.  
Reprenons le modèle général énoncé dans l’équation (79) et considérons N UM actives (sources) et M 
électrodes (observations). Appelons 𝐻 𝜇  la matrice des filtres du canal. On a : 
𝑦𝑖 𝑡 = ∑(ℎ𝑖,𝑗 ⊗ 𝑠𝑗) 𝑡 
𝑁
𝑗=1
+ 𝑏𝑖 𝑡    
ou sous forme matricielle : 
𝑌 𝑡 =  𝐻 ⊗ 𝑆  𝑡 + 𝐵 𝑡    
où 𝑏𝑖 𝑡  représente le bruit contaminant l’observation d’indice i. Le vecteur de bruit 𝐵 𝑡 =
[𝑏1 𝑡 … 𝑏𝑀 𝑡 ]
𝑇  est supposé blanc gaussien iid et indépendant des sources et des filtres des canaux 
de propagations, 𝑦𝑖 𝑡  représente l’observation d’indice i et 𝑠𝑗 𝑡  la source (TIN) d’indice j :  
𝑠𝑗 𝑡 = ∑𝛿(𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗)
𝑘
   
Selon la méthode énoncée au Chapitre III.2.4 on propose de reformuler ce problème en un mélange 
linéaire instantané. On introduit alors le vecteur des sources étendu donné par :  
𝑆̅ 𝑡 = [𝑠1 𝑡  𝑠1 𝑡 − 𝑇𝑒 … 𝑠1 𝑡 −  𝐿 + 𝐾 − 1 𝑇𝑒 … 𝑠𝑁 𝑡 −  𝐿 + 𝐾 − 1 𝑇𝑒 ]
𝑇   
avec  𝐿 − 1 𝑇𝑒 la longueur maximale des filtres ℎ𝑖,𝑗 𝜇 , 𝑇𝑒 la période d’échantillonnage et K le nombre 
de répétitions des observations. On introduit également le vecteur des observations étendu :  
𝑌 𝑡 = [𝑦1 𝑡  𝑦1 𝑡 − 𝑇𝑒 …𝑦1 𝑡 −  𝐾 − 1 𝑇𝑒 …𝑦𝑁 𝑡 −  𝐾 − 1 𝑇𝑒 ]
𝑇   
puis la matrice de mélange étendue :  
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𝐻 = [
ℎ1,1
𝑒 ⋯ ℎ1,𝑀
𝑒
⋮ ⋱ ⋮
ℎ𝑁,1
𝑒 ⋯ ℎ𝑁,𝑀
𝑒
]   
avec les sous-matrices ℎ1,𝑀
𝑒  données par :  
ℎ𝑖,𝑗
𝑒 =
[
 
 
 
 
ℎ𝑖,𝑗 0 ℎ𝑖,𝑗 𝑇𝑒 ⋯ ℎ𝑖,𝑗( 𝐿 − 1 𝑇𝑒) 0 ⋯ 0
0 ℎ𝑖,𝑗 0 ⋯ ℎ𝑖,𝑗( 𝐿 − 2 𝑇𝑒) ℎ𝑖,𝑗( 𝐿 − 1 𝑇𝑒) ⋯ 0
⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮
0 0 ⋯ 0 ℎ𝑖,𝑗 0 ⋯ ℎ𝑖,𝑗( 𝐿 − 1 𝑇𝑒)]
 
 
 
 
   
On introduit enfin le vecteur de bruit étendu :  
𝐵 𝑡 = [𝑏1 𝑡  𝑏1 𝑡 − 𝑇𝑒 …𝑏1 𝑡 −  𝐾 − 1 𝑇𝑒 …𝑏𝑁 𝑡 −  𝐾 − 1 𝑇𝑒 ]
𝑇   
Finalement l’équation (174) est reformulée comme suit :  
𝑌 𝑡 = 𝐻 ⋅ 𝑆̅ 𝑡 + 𝐵 𝑡    
On rappelle que K doit respecter la condition suivante de manière à assurer que le mélange reste (sur) 
déterminé (voir Chapitre III.2.4) :  
𝐾 ≥ [
 𝐿 − 1 𝑁
𝑀 − 𝑁
]
𝑠𝑢𝑝
   
Pour pouvoir appliquer l’algorithme cycloSOBI à ce modèle étendu, nous devons maintenant vérifier 
que la matrice de corrélation cyclique des sources étendues est diagonale quelle que soit la fréquence 
cyclique choisie. 
 
3 Propriétés de la corrélation cyclique des sources étendues 
3.1 Problématique 
La méthode cycloSOBI [134], appliquée aux signaux cyclostationnaires, utilise le caractère diagonal de 
la matrice de covariance cyclique des sources. 
Pour appliquer cette méthode au modèle étendu, de l’équation (181), nous devons nous assurer que 
la matrice de corrélation cyclique des sources étendues est diagonale. Nous avons vu que le modèle 
des sources étendues représenté par l’équation (176), inclut des sources et des versions retardées avec 
un pas de 1 échantillon de ces mêmes sources.  
Soient deux sources 𝑠𝑖 et 𝑠𝑗 respectivement retardées de Δ1et Δ2 représentant des décalages d’un 
nombre entier d’échantillons des sources et variant de 0 à  𝐿 + 𝐾 − 1 𝑇𝑒 : 
𝑠𝑖Δ1 𝑡 = 𝑠𝑖 𝑡 − Δ1  
𝑠𝑗Δ2 𝑡 = 𝑠𝑗 𝑡 − Δ2  
  
 
Soit Γ𝑠𝑖Δ1 ,𝑠𝑗Δ2
 𝛼, 𝜇  l’intercorrélation cyclique entre ces deux sources. D’après l’équation (176), la 
matrice de corrélation des sources étendues, notée Γ𝑆𝑆̅̅̅̅  𝛼, 𝜇 , peut s’écrire de la façon suivante :  
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CC𝑆𝑆̅̅̅̅  𝛼, 𝜇 = [
CC𝑆1𝑆1̅̅ ̅̅ ̅̅  𝛼, 𝜇 ⋯ CC𝑆1𝑆𝑀̅̅ ̅̅ ̅̅ ̅ 𝛼, 𝜇 
⋮ ⋱ ⋮
CC𝑆𝑁𝑆1̅̅ ̅̅ ̅̅ ̅ 𝛼, 𝜇 ⋯ CC𝑆𝑁𝑆𝑀̅̅ ̅̅ ̅̅ ̅̅  𝛼, 𝜇 
]   
où la sous-matrice CC𝑆i𝑆j̅̅ ̅̅̅ 𝛼, 𝜇  est la matrice de corrélation cyclique de la source i avec la source j à 
différents retards Δ1et Δ2, multiples de 𝑇𝑒 , définie par :  
CC𝑆𝑖𝑆𝑗̅̅ ̅̅ ̅̅  𝛼, 𝜇 
=
[
 
 
 
 
CC𝑠𝑖𝑠𝑗 𝛼, 𝜇 CC𝑠𝑖𝑠𝑗,𝑇𝑒 𝛼, 𝜇 ⋯ CC𝑠𝑖𝑠𝑗, 𝐿+𝐾−1 𝑇𝑒
 𝛼, 𝜇 
CC𝑠𝑖,𝑇𝑒𝑠𝑗 𝛼, 𝜇 CC𝑠𝑖,𝑇𝑒𝑠𝑗,𝑇𝑒 𝛼, 𝜇 ⋯ CC𝑠𝑖,𝑇𝑒𝑠𝑗, 𝐿+𝐾−1 𝑇𝑒
 𝛼, 𝜇 
⋮ ⋮ ⋱ ⋮
CC𝑠𝑖, 𝐿+𝐾−1 𝑇𝑒𝑠𝑗
 𝛼, 𝜇 CC𝑠𝑖, 𝐿+𝐾−1 𝑇𝑒𝑠𝑗,𝑇𝑒
 𝛼, 𝜇 ⋯ CC𝑠𝑖, 𝐿+𝐾−1 𝑇𝑒𝑠𝑗, 𝐿+𝐾−1 𝑇𝑒
 𝛼, 𝜇 ]
 
 
 
 
 
 
  
 
La Figure 27 représente schématiquement l’équation (184). Celle-ci se décompose comme suit. 
- Nous avons d’une part les corrélations cycliques entre une source retardée de Δ1 et la même 
source retardée de Δ2, les retards étant des multiples entiers de la période d’échantillonnage. 
Ce type de sous-matrice est représenté sur la Figure 27 par les carrés mauves. Celle-ci se 
décompose en termes diagonaux et hors diagonaux. 
o Les termes diagonaux, en rouge vif, représentent les autocorrélations des sources et 
des sources retardées, soit le cas où 𝑖 = 𝑗 et Δ1 = Δ2. Ces termes représentant tous 
les termes diagonaux de Γ𝑆𝑆̅̅̅̅  𝛼, 𝜇 , ils doivent donc être non-nuls. 
o Les termes non diagonaux, en orange, représentent les inter-corrélations entre deux 
sources identiques mais un avec un retard différent, soit le cas 𝑖 = 𝑗 et Δ1 ≠ Δ2. Ces 
termes doivent être nuls. 
- D’autre part nous avons les sous-matrices de corrélations cycliques entre une source i retardée 
de Δ1 et une source j retardée de Δ2 (représentée sur la Figure 27 par les carrés bleu clair). 
Celle-ci se décompose également en termes diagonaux et hors diagonaux devant 
nécessairement être nuls. 
o Les termes diagonaux, en vert foncé, représentent les inter-corrélations de deux 
sources différentes retardées d’une même valeur, soit le cas où 𝑖 ≠ 𝑗 et Δ1 = Δ2. 
o Les termes non diagonaux, en vert clair, représentent les inter-corrélations de deux 
sources différentes avec un retard différent, soit le cas où 𝑖 ≠ 𝑗 et Δ1 ≠ Δ2. 
 
Dans l’objectif de démontrer que la matrice de corrélation cyclique Γ𝑆𝑆̅̅̅̅  𝛼, 𝜇  est, sous certaines 
conditions, diagonale nous calculerons dans un premier temps l’autocorrélation cyclique des sources. 
Nous étudierons ensuite l’effet d’un retard pour évaluer la sous-matrice de corrélation cyclique d’une 
même source avec retard (sous-matrices mauves dans la Figure 27). 
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Figure 27 : Représentation graphique de la matrice de corrélation cyclique des sources étendues. 
La matrice de corrélation cyclique des sources étendues est décomposée en sous matrices représentant, en mauve, les 
corrélations entre une source et elle-même retardée et en bleu entre deux sources distinctes retardées. Sur chaque sous 
matrice mauve les termes diagonaux, représentés en rouge vif, désignent les autocorrélations des sources et des sources 
retardées. Les termes non diagonaux en orange représentent les inter-corrélations entre deux même sources mais retardées. 
Les termes représentés en vert foncé sont les inter-corrélations entre deux sources distinctes non retardées. Enfin les termes 
représentés en vert clair sont les inter-corrélations entre deux sources distinctes et retardées l’une par rapport à l’autre. 
 
3.2 Autocorrélation cyclique d’une source 
Dans un premier temps calculons l’autocorrélation cyclique de 𝑠𝑗 𝑡  sans retard. On a par définition :  
Γ𝑠𝑗𝑠𝑗 𝑡, 𝜇 = 𝔼 [𝑠j (𝑡 +
𝜇
2
) ⋅ 𝑠j
∗ (𝑡 −
𝜇
2
)]   
Soit en utilisant le modèle défini en équation (175) : 
Γ𝑠𝑗𝑠𝑗 𝑡, 𝜇 = 𝔼 [(∑𝛿 (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 +
𝜇
2
)
𝑘
) ⋅ (∑𝛿 (𝑡 − 𝑙𝑇𝑗 − 𝜏𝑙,𝑗 −
𝜇
2
)
𝑙
)]   
Après développement, nous avons :  
Γ𝑆𝑆̅̅̅̅  𝛼, 𝜇 =  
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Γ𝑠j𝑠𝑗 𝑡, 𝜇 = ∑𝔼[𝛿 (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 +
𝜇
2
)𝛿 (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 −
𝜇
2
)]
𝑘
+ ∑𝔼[𝛿 (𝑡 − 𝑘𝑇𝑗 − 𝜏𝑘,𝑗 +
𝜇
2
)] 𝔼 [𝛿 (𝑡 − 𝑙𝑇𝑗 − 𝜏𝑙,𝑗 −
𝜇
2
)]
𝑘,𝑙
𝑘≠𝑙
 
  
et après simplification, on a :  
Γ𝑠j𝑠𝑗 𝑡, 𝜇 = 𝛿𝑇𝑗 𝑡 ⊗ (𝛿 (𝑡 +
𝜇
2
) 𝛿 (𝑡 −
𝜇
2
)) ⊗ 𝜑𝑗 𝑡 
+ ∑𝜑𝑗 (𝑡 − 𝑘𝑇𝑗 +
𝜇
2
)𝜑𝑗 (𝑡 − 𝑙𝑇𝑗 −
𝜇
2
)
𝑘,𝑙
𝑘≠𝑙
 
  
Si l’on suppose que 𝜑𝑗 𝜏  représente une fonction gaussienne tronquée de largeur γj alors le produit 
𝜑𝑗 (𝑡 − 𝑘𝑇𝑗 +
𝜇
2
)𝜑𝑗 (𝑡 − 𝑙𝑇𝑗 −
𝜇
2
) pour 𝑘 ≠ 𝑙 sera toujours nul si l’intervalle de temps 𝑇𝑗 − 𝜇 − 𝛾𝑗   est 
supérieur à 0 (voir Figure 28) et donc si la condition suivante est respectée :  
𝜇 < 𝑇𝑗 − 𝛾𝑗   
Or, nous avons vu que 𝑇𝑗 − 𝛾 est toujours strictement positive. 
 
Figure 28 : Produit de fonctions Gaussiennes retardées. 
Illustration de deux fonctions gaussiennes tronquées, de durée 𝛾𝑗, et décalées dans le temps. Si 𝑇𝑗 − 𝜇 − 𝛾𝑗 > 0 alors le 
produit de ces deux fonctions gaussiennes tronquées est nul. 
 
On en déduit que : 
𝜑𝑗 (𝑡 − 𝑘𝑇𝑗 +
𝜇
2
)𝜑𝑗 (𝑡 − 𝑙𝑇𝑗 −
𝜇
2
) ≈ 0, ∀𝑘 ≠ 𝑙    
On a alors :  
Γ𝑠𝑗𝑠𝑗 𝑡, 𝜇 ≈ 𝛿𝑇𝑗 𝑡 ⊗ (𝛿 (𝑡 +
𝜇
2
) 𝛿 (𝑡 −
𝜇
2
)) ⊗ 𝜑𝑗 𝑡    
Qui peut également se simplifier de la manière suivante : 
𝜑𝑗 (𝑡 − 𝑙𝑇𝑗 −
𝜇
2
) 
𝜑𝑗 (𝑡 −  𝑙 + 1 𝑇𝑗 +
𝜇
2
) 
𝑙𝑇𝑗 
 𝑙 + 1 𝑇𝑗 
𝜇
2
  
𝜇
2
  
𝑇𝑗 − 𝜇 − 𝛾𝑗 
γ
2
  
γ
2
  
𝑡 
𝑡 
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Γ𝑠𝑗𝑠𝑗 𝑡, 𝜇 ≈ (𝛿𝑇𝑗 𝑡 ⊗ 𝜑𝑗 𝑡 ) 𝛿 𝜇    
Après application de la TF par rapport à t, la corrélation cyclique vaut :  
CC𝑠jsj 𝛼, 𝜇 ≈ 𝑇𝑗
−1𝛿𝑇𝑗
−1 𝛼 Φ𝑗 𝛼 𝛿 𝜇    
 
 
3.3 Intercorrélation cyclique entre une source et sa version retardée 
On considère ici les matrices d’intercorrélation entre deux sources identiques avec des retards 
différents, représentées en mauve sur la Figure 27.  
Soit une source 𝑠𝑗 𝑡  définie en équation (175). On considère deux versions retardées de Δ1 et Δ2 de 
cette même source, respectivement notées 𝑠𝑗,𝛥1 𝑡  et 𝑠𝑗,𝛥2 𝑡 . On a : 
𝑠j,Δ1 𝑡 = 𝑠𝑗 𝑡 − Δ1    
𝑠j,Δ2 𝑡 = 𝑠𝑗 𝑡 − Δ2    
 
L’intercorrélation cyclique de ces deux sources est donnée par :  
CC𝑠j,Δ1𝑠𝑗,Δ2
 𝛼, 𝜇 =  𝔼 [𝑠j (𝑡 +
𝜇
2
− Δ1) ⋅ 𝑠j
∗ (𝑡 −
𝜇
2
− Δ2)] 𝑒
−2𝑖𝜋𝛼𝑡𝑑𝑡
ℝ
   
Par changement de variable, avec 𝜇′ = 𝜇 − Δ1  + Δ2  et 𝑡
′ = 𝑡 −
Δ1
2
−
Δ2
2
, on obtient :  
CC𝑠j,Δ1𝑠𝑗,Δ2
 𝛼, 𝜇 = ( 𝔼 [𝑠j ( 𝑡’ +
𝜇’
2
) ⋅ 𝑠j
∗ ( 𝑡’ −
𝜇’
2
)] 𝑒−2𝑖𝜋𝛼𝑡
′
𝑑𝑡′
ℝ
) 𝑒−𝑖𝜋𝛼 Δ1+Δ2    
Et on reconnaît alors l’autocorrélation de la source originale retardée de Δ1 − Δ2 modulée par une 
exponentielle complexe :  
CC𝑠𝑗,𝛥1𝑠𝑗,𝛥2
 𝛼, 𝜇 = CC𝑠j𝑠𝑗 𝛼, 𝜇 − Δ1  + Δ2 𝑒
−𝑖𝜋𝛼 Δ1+Δ2    
On en déduit que l’intercorrélation cyclique d’une source retardée de Δ1 avec une source retardée de 
Δ2 vaut :  
CC𝑠jsj 𝛼, 𝜇 ≈ 𝛿 𝜇 − Δ1  + Δ2 𝑇𝑗
−1𝛿𝑇𝑗
−1 𝛼 Φ𝑗 𝛼 𝑒
−𝑖𝜋𝛼 Δ1+Δ2    
La condition établie à l’équation (190) n’est plus exacte, le délai relatif entre les deux sources  Δ1 − Δ2  
intervenant également. Le délai relatif maximum est donné par  𝐿 + 𝐾 − 1 𝑇𝑒. La condition de 
l’équation (190) devient :  
𝜇 < 𝑇𝑗 − 𝛾𝑗 −  𝐿 + 𝐾 − 1 𝑇𝑒   
On remarque que la sous-matrice, donnée à l’équation (200), n’est pas diagonale mais l’est pour le 
cas 𝜇 = 0. Finalement on obtient : 
CC𝑠j,Δ1𝑠𝑗,Δ2
 𝛼, 0 = |
𝑇𝑗
−1𝛿𝑇𝑗
−1 𝛼 Φ𝑗 𝛼 𝑒
−2𝑖𝜋𝛼Δ ∀ Δ = Δ1 = Δ2
0 𝑠𝑖𝑛𝑜𝑛
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Les sous matrices de corrélation sont donc diagonales, sous la condition suivante : 
𝑇𝑗 > 𝛾𝑗 +  𝐿 + 𝐾 − 1 𝑇𝑒   
 
On peut considérer que 𝛾𝑗  est égal à 3 fois l’écart-type de la gigue, une gaussienne étant d’amplitude 
inférieure à 1% au-delà. On peut exprimer la condition en fonction du coefficient de variation 𝑐𝑣. 
L’écart-type est de 𝜎𝑗 = 𝑐𝑣 ⋅ 𝑇𝑗 , alors 𝛾𝑗 = 3 ⋅ 𝜎𝑗 = 3 ⋅ 𝑐𝑣 ⋅ 𝑇𝑗. Avec K définit par l’équation (182) et en 
posant DPAUM =  𝐿 − 1 Te, la condition sur la longueur du PAUM s’écrit :  
DPAUM <  1 − 3 ⋅ 𝑐𝑣 ⋅ 𝑇𝑗 ⋅
𝑀 − 𝑁
𝑀
   
Ou peut également écrire la limite de fréquence de décharge par :  
1
𝑇𝑗⁄
<
1 − 3 ⋅ 𝑐𝑣
DPAUM
⋅
𝑀 − 𝑁
𝑀
    
 
Cette condition montre une limite garantissant le caractère diagonal de la matrice de corrélation 
cyclique d’une source et ses versions retardées. Cette limite dépend du coefficient de variation de la 
gigue et de la période inter-décharge, mais aussi du nombre de sources N et de capteurs M, le 
coefficient K étant dépendant de ces paramètres par l’équation (182). 
La Figure 29 montre les coefficients de corrélations cycliques entre un TIN de fréquence de décharge 
égale à 11hz et ses versions retardées. Celle-ci correspond à une des sous-matrices rouges de la Figure 
27. 
Lorsque la condition de l’équation (204) n’est plus respectée, c’est-à-dire lorsque le délai donné par 
 𝐿 + 𝐾 − 1 𝑇𝑒 devient supérieur à  1 − 3 ⋅ 𝑐𝑣 ⋅ 𝑇𝑗, un coefficient de corrélation cyclique non nul 
apparait dans les termes non-diagonaux et dégradera les performances de la méthode. Dans cet 
exemple nous avons considéré un coefficient de variation 𝑐𝑣 égal à 10%. La limite de  𝐿 + 𝐾 − 1 𝑇𝑒 est 
donc de 63,6ms, comme nous pouvons l’observer sur la  Figure 29. Malgré le non-respect de la 
condition de l’équation (204), on remarque que sur cet exemple on remarque que le coefficient de 
corrélation maximal est de 0,035 environ, donc égal à 3,5% des termes diagonaux, et reste donc assez 
faible. 
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Figure 29 : Représentation graphique de la matrice des coefficients de corrélations cyclique entre un TIN et ses versions 
retardées. 
La matrice de corrélation cyclique d’un TIN est représentée ici par une image où la couleur représente le coefficient de 
corrélation cyclique entre le TIN et une version retardée de celui-ci. Le TIN possède une fréquence de décharge de 11Hz et la 
fréquence cyclique choisie pour le calcul de la corrélation cyclique est également de 11Hz. Les termes diagonaux, égaux à 1, 
ont été limités à 0.1 pour plus de visibilité des autres termes sur la figure. L’abscisse et l’ordonnée indiquent le délai en 
secondes. Un maximum de 0.035 est mesuré à un délai égal à la période inter-décharge moyenne. 
 
 
3.4 Décorrélation des sources 
On considère ici les sous-matrices bleues de la Figure 27. Soit la fonction d’intercorrélation entre la ième 
source retardée de Δ1 et la jème source retardée de Δ2, respectivement notées 𝑠𝑖,𝛥1 𝑡  et 𝑠𝑗,𝛥2 𝑡 , 
définie par : 
Γ𝑠𝑖,𝛥1 ,𝑠𝑗,𝛥2
 𝑡, 𝜇 = 𝔼 [𝑠𝑖 (𝑡 +
𝜇
2
− Δ1) 𝑠𝑗
∗ (𝑡 −
𝜇
2
− Δ2)]   
En utilisant la définition de l’équation (175), on a :  
Γ𝑠𝑖,𝛥1 ,𝑠𝑗,𝛥2
 𝑡, 𝜇 = ∑𝔼[𝛿 (𝑡 − 𝑘𝑇𝑖 − 𝜏𝑘,𝑖 +
𝜇
2
− Δ1) 𝛿 (𝑡 − 𝑙𝑇𝑗 − 𝜏𝑙,𝑗 −
𝜇
2
− Δ2)]
𝑘,𝑙
 
  
En supposant 𝜏𝑘,𝑖 indépendant de 𝜏𝑙,𝑗 pour tout i différent de j on a alors : 
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Γ𝑠𝑖,𝛥1 ,𝑠𝑗,𝛥2
 𝑡, 𝜇 = ∑𝔼[𝛿 (𝑡 − 𝑘𝑇𝑖 − 𝜏𝑘,𝑖 +
𝜇
2
− Δ1)]𝔼 [𝛿 (𝑡 − 𝑙𝑇𝑗 − 𝜏𝑙,𝑗 −
𝜇
2
− Δ2)]
𝑘,𝑙
 
  
En reconnaissant le produit de convolution généré par l’espérance mathématique des impulsions de 
Dirac retardées par une gigue temporelle, on en déduit que :  
Γ𝑠𝑖,𝛥1 ,𝑠𝑗,𝛥2
 𝑡, 𝜇 = ∑𝜙𝑖 (𝑡 − 𝑘𝑇𝑖 +
𝜇
2
− Δ1)𝜙𝑗 (𝑡 − 𝑙𝑇𝑗 −
𝜇
2
− Δ2)
𝑘,𝑙
 
  
En 𝜇 = 0, on a : 
𝔼[𝑠𝑖 𝑡 − Δ1 𝑠𝑗
∗ 𝑡 − Δ2 ] = ∑𝜙𝑖 𝑡 − 𝑘𝑇𝑖 − Δ1 𝜙𝑗(𝑡 − 𝑙𝑇𝑗 − Δ2)
𝑘,𝑙
 
  
Par une simulation numérique, on représente le coefficient de corrélation entre deux TIN 
indépendants. La Figure 30 montre le taux de corrélation en fonction des fréquences de décharge des 
deux TIN variant entre 0 et 50Hz. On remarque que cette corrélation est inférieure à 5%. 
 
Figure 30 : Coefficient de corrélation maximal entre deux TIN indépendants de fréquence de décharge FD1 et FD2 dans le cas 
du modèle simplifié. 
 
3.5 A propos du modèle réaliste 
Bien que la diagonalité de la matrice de corrélation cyclique des sources étendues n’ait pas été 
démontré pour le cas du modèle réaliste, on propose de réaliser des simulations numériques comme 
cela a été fait pour le modèle simplifié. On génère une source TIN selon le modèle réaliste avec un 
coefficient de variation de 10% et un IID moyen de 11Hz. 
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On représente dans un premier temps en Figure 31 les coefficients d’intercorrélation entre deux 
sources identiques retardées d’un délai Δ1 et Δ2 tous deux multiples entiers de la période 
d’échantillonnage. Celle-ci forme alors la sous-matrice mauve en Figure 27 normalisée par rapport à la 
diagonale, soit l’énergie du signal. 
 
Figure 31 : Matrice de corrélation cyclique de deux TIN retardés selon le modèle réaliste. 
On remarque que la condition énoncée à l’équation (204) reste valable. On observe toutefois une 
augmentation du taux de corrélation par rapport au modèle simplifié lorsque le délai dépasse la 
condition. Ici le coefficient de corrélation atteint un maximum de 0,11. 
Dans un second temps, on représente en Figure 32 le coefficient de corrélation maximal entre deux 
TIN indépendants à différentes fréquences de décharge. On montre ainsi le coefficient normalisé 
maximal d’une sous-matrice bleue de la Figure 27. 
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Figure 32 : Coefficient de corrélation maximal entre deux TIN indépendants de fréquences de décharge FD1 et FD2 dans le 
cas du modèle réaliste. 
 
 
4 Méthodes proposées pour la séparation au second ordre 
Nous avons montré sur le modèle simplifié que la matrice de corrélation cyclique est diagonale pour 
un retard 𝜇 nul. Sur ce modèle, il apparaît que pour une fréquence cyclique donnée, seulement une 
source et ses versions retardées sont activent, car il a été défini au chapitre I que chaque unité motrice 
à une fréquence de décharge différente. Si on considère le modèle réaliste nous avons vu que la 
densité spectrale cyclique intégrée montre des lobes et donc la présence de périodes cycliques 
incertaines. Plusieurs UM sont donc susceptibles de partager les mêmes UMs ce qui interdit l’utilisation 
des méthodes ne considérant qu’une source active par fréquence cyclique. La méthode CycloSOBI est 
alors intéressante car elle permet de séparer des sources ayant un contenu spectral cyclique différent 
mais autorisant des recouvrements du spectre. Nous chercherons donc à identifier les fréquences 
cycliques de plus grande énergie pour appliquer la méthode. 
Le vecteur des observations est étendu en ajoutant K répétitions retardées successivement de un 
échantillon, conformément à l’équation (150). Les observations sont d’abord blanchies par ACP. On 
recherche ensuite P fréquences cycliques pour lesquelles la trace de la corrélation cyclique des 
données non étendues est maximale. Les matrices de corrélations cycliques complètes sont ensuite 
calculées pour le modèle étendu aux fréquences cycliques sélectionnées. Enfin on applique la méthode 
de diagonalisation conjointe de Cardoso et al. (voir Annexe D.2) pour l’identification de la matrice 
unitaire de séparation. Les composantes sont ensuite générées en appliquant la transformation 
unitaire aux données blanchies. Les TIN sont alors reconstruits en appliquant un seuil aux 
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composantes. Enfin les PAUM peuvent être identifiés par un moyennage synchronisé sur les 
décharges, les TIN (voir Chapitre III.3.2). Le Tableau 5 résume la méthode. 
 
?̅? ← Extension des données par K=(L-1)N/(M-N) retards successifs 
?̅? ← 𝑊 ⋅ ?̅? Blanchiment des observations étendues 
𝛼𝑝 ← Recherche des P valeurs les plus élevées de la trace de  𝐶𝐶𝑍𝑍 𝛼, 0  
𝑀𝑝 ← Calcul des matrices de 𝐶𝐶𝑍𝑍(𝛼𝑝, 0) 
𝑈 ← Diagonalisation conjointe des P matrices 𝑀𝑝 
𝑆̅ ← 𝑈 ⋅ ?̅? Calcul des composantes sources 
𝑇𝐼𝑁𝑗 ← Reconstruction des TIN par seuillage et élimination des sources redondante 
𝑃𝐴𝑈𝑀𝑗 ← Identification des PAUM par moyennage synchronisé sur les impulsions du 𝑇𝐼𝑁𝑗  
Tableau 5 : Algorithme de décomposition proposé. 
 
 
 
 
 
Nous avons présenté dans ce chapitre quelques algorithmes de séparation de sources à l’ordre 
deux, et notamment pour la séparation de signaux cyclostationnaires. Nous en avons dérivé un 
algorithme de décomposition de signaux EMG adaptés aux mélanges convolutifs et exploitant la 
propriété de cyclostationnarité et de cyclostationnarité floue des modèles de TPAUM définis au 
chapitre I.  Pour cela, nous avons démontré que la réécriture du modèle de mélange convolutif en 
mélange linéaire instantané est possible et permet ainsi la décomposition  d’UM par une méthode 
de séparation de sources à l’ordre deux lorsque l’autocorrélation cyclique est calculée sans 
retard  𝜇 = 0 . 
Dans ce qui suit, nous appliquerons les méthodes d’analyses de la cyclostationnarité définies au 
chapitre II sur des signaux EMG réels pour vérifier la validité des modèles cyclostationnaires 
proposés. Nous mesurerons les performances de l’algorithme de décomposition proposé ici par 
des simulations de Monte-Carlo réalisées sur des PAUM issus d’un signal EMG réel.
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Chapitre V. Résultats 
expérimentaux et discussion 
1 Analyse de la cyclostationnarité de signaux EMG réels 
On propose de réaliser une analyse cyclostationnaire de TPAUM réels. Dans cet objectif, nous avons 
décomposé des signaux EMG réels pour obtenir les TPAUM. Nous utiliserons une base de données de 
signaux intramusculaires à faible %CMV. Ceux-ci présentent l’avantage d’être décomposables 
aisément avec une méthode de décomposition par reconnaissance de forme.  
1.1 Décomposition des signaux 
1.1.1 Signaux et méthodes 
On propose ici d’utiliser deux signaux mono-capteurs disponibles sur la base EMGLab [136] et 
dénommés R00701 et R00702. Ces derniers ont été mesurés par deux électrodes intramusculaires à 
fils fins insérées dans le biceps brachial à une profondeur de 10mm. Ces deux électrodes filaires, 
séparées d’une distance de 10 à 15mm, permettent une mesure bipolaire du signal. Les sujets réalisent 
une contraction de 10s à force constante sous condition isométrique. Les signaux sont échantillonnés 
à une fréquence de 8KHz. Le premier signal mesure l’activité EMG pour une force de 10%CMV et le 
second est mesuré pour une force de 20%CMV. 
 
Figure 33 : Copie d’écran colorisée d’EMGLab [81] - exemple de décomposition d’un signal EMG intramusculaire. 
L’encadré supérieur montre une portion, représentée sur un fond bleu, de 10ms du signal EMG. La courbe inférieure en 
orange, montre le résidu de la décomposition et la courbe supérieure verte représente le signal EMG brut. Les PAUM sont 
identifiés par un numéro. L’encadré du milieu montre les PAUM de référence, en rouge, correspondant aux UM identifiées. 
L’encadré inférieur gauche montre les trains de décharge de chaque UM sur une durée de deux secondes. Enfin l’encadré 
inférieur droit montre une portion, sur fond vert, de quelques ms du signal EMG, en vert, et les PAUM de référence, en rouge, 
avec leurs numéros, respectivement de haut en bas. Les PAUM 4 et 5 ont été identifiés sur cette portion.  
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Après une décomposition automatique avec correction manuelle, par le logiciel EMGLab [81] (voir 
Figure 33) nous avons pu identifier les TIN de chaque UM mesurable. Enfin, on estime les statistiques 
des décharges de chaque UM en mesurant pour chaque TIN l’IID moyen et son écart-type, pour en 
déduire la fréquence de décharge moyenne de l’UM et le coefficient de variation de la gigue défini à 
l’équation (74). 
 
1.1.2 Analyse d’un signal à 10% CMV 
Le premier signal utilisé est le R00701 [136]. La mesure est effectuée sur un patient sain sur le biceps 
brachial avec une force de 10% CMV, contrôlée avec un dynamomètre. La mesure est effectuée sur 
10s. Il résulte de la décomposition avec EMGLab 5 UM avec des IID moyens de 75 à 93ms, ce qui 
correspond à des fréquences de décharge allant de 10,72Hz à 13,26Hz (Tableau 6). On note un écart-
type de l’IID variant de 7 à 8ms, ce qui nous permet de calculer le coefficient de variation (cv), qui va 
de 8,88 à 10,98%. 
UM# IID (ms) FD (Hz) cv (%) 
1 93 ± 8 10,72 08,88 
2 89 ± 8 11,20 09,30 
3 85 ± 9 11,73 10,98 
4 92 ± 8 10,88 09,06 
5 75 ± 7 13,26 09,30 
Tableau 6 : Statistiques des décharges du signal EMG intramusculaire R00701 [136] après décomposition. 
Pour chaque unité motrice (UM) décomposée, on mesure l’intervalle inter-décharge (IID) moyen avec son écart-type. Il en 
est déduit la fréquence de décharge moyenne (FD) de l’unité-motrice et le coefficient de variation (cv) de la gigue relatif à 
l’IID moyen. 
Le Tableau 6 montre des valeurs physiologiquement acceptables au regard de la force exercée et du 
muscle. En effet, pour des niveaux de force relativement faibles, les fréquences de décharge sont 
souvent comprises entre 8 et 13 Hz. La Figure 34 détaille les IID de chaque UM au cours du temps, 
montrant la stabilité de la fréquence de décharge et l’absence de valeurs aberrantes.  
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Figure 34 : Intervalles inter-décharge (IID) des unités motrices (UM) obtenus par décomposition du signal R00701 [136]. 
On représente les IID instantanés, en ordonnée, des UM 1 à 5, respectivement de bas en haut, en fonction du temps en 
abscisse. 
 
1.1.3 Analyse d’un signal à 20%CMV 
Le second signal utilisé est le R00702 [136]. La mesure est effectuée dans les mêmes conditions que le 
premier mais avec une force de contraction de 20% CMV. La décomposition avec EMGLab donne 9 UM 
actives avec des IID moyens variant de 74ms à 106ms, soit des fréquences de décharges de 9,44Hz à 
13,43 Hz (Tableau 7). On détermine un coefficient de variation de l’IID allant de 9,94% à 16,09%. 
UM# IID (ms) FD (Hz) cv (%) 
1 88 ± 12 11,32 13,39 
2 87 ± 14 11,53 16,06 
3 87 ± 90 11,55 09,94 
4 106 ± 16 09,44 15,51 
5 96 ± 13 10,47 13,55 
6 86 ± 90 11,66 10,76 
7 79 ± 90 12,69 11,56 
8 74 ± 60 13,43 08,71 
9 86 ± 11 11,66 12,84 
Tableau 7 : Statistiques des décharges du signal EMG intramusculaire R00702 [136] après décomposition. 
Pour chaque unité motrice (UM) décomposée, on mesure l’intervalle inter-décharge (IID) moyen avec son écart-type. Il en 
est déduit la fréquence de décharge moyenne (FD) de l’unité-motrice et le coefficient de variation (cv) de la gigue relatif à 
l’IID moyen. 
0 1 2 3 4 5 6 7 8 9
0
150
0
150
0
150
0
150
0
150
Temps (s)
In
te
rv
al
le
s 
in
te
r-d
éc
ha
rg
e 
(m
s)
Chapitre V  -  Résultats expérimentaux et discussion 
Analyse de la cyclostationnarité de signaux EMG réels  
 
- 78 - 
 
Figure 35 : Intervalles inter-décharge de chaque unité motrice décomposée du signal R00702 [136]. 
On représente les IID instantanés, en ordonnée, des UM 1 à 9, respectivement de bas en haut, en fonction du temps en 
abscisse. 
 
La Figure 35 montre l’évolution, pour chaque UM, de l’IID en fonction du temps. On note que 
globalement les valeurs restent proches de la moyenne. On observe toutefois un IID présentant une 
valeur deux fois plus élevée que la moyenne pour la 9ème UM à la 6ème seconde environ. Ceci laisse à 
supposer qu’un PAUM n’a pas été correctement détecté, bien qu’il soit visuellement absent du signal 
résiduel fourni par EMGLab. Cette petite incohérence aura un impact limité sur nos résultats compte 
tenu du nombre de décharges présentes et peut être ignorée. 
 
1.2 Analyse cyclostationnaire 
1.2.1 Méthode 
Sur ces deux signaux nous calculons une estimée de la densité spectrale cyclique en utilisant le 
périodogramme cyclique moyenné, décrit en Annexe B.3, sur le signal brut, puis sur chaque TPAUM 
reconstitué. Ces derniers sont générés par la convolution des TIN issus de la décomposition avec les 
PAUM de référence correspondants. Enfin nous intégrons la DSC sur les fréquences spectrales. Il est 
alors possible d’évaluer la cyclostationnarité de chacun d’entre eux puis de les comparer avec la DSC 
intégrée théorique calculée à partir du modèle réaliste fourni à l’équation (130). Pour calculer cette 
dernière, nous prenons les fréquences de décharge et les coefficients de variation du Tableau 6 et du 
Tableau 7. 
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La DSC intégrée est particulièrement intéressante ici car elle représente la transformée de Fourier du 
signal rectifié au carré, outil classiquement utilisé dans l’analyse spectrale des signaux EMG [137]. En 
outre, elle est équivalente à la fonction d’autocorrélation cyclique avec un retard nul, outil sur lequel 
est fondée la méthode de décomposition proposée au Chapitre IV.4. 
 
1.2.2 Paramètres utilisés 
Le périodogramme cyclique moyenné est calculé sur une durée totale de 10s. Le signal est découpé en 
tranches de 100ms avec une fenêtre de Hann et un taux de recouvrement de 2/3. Nous avons ainsi 
300 tranches pour le calcul de la moyenne. La résolution en fréquence spectrale (voir Annexe B.3) est 
donc de 10Hz et la résolution en fréquence cyclique est de 0,1Hz. La DSCi est calculée, pour chaque 
fréquence cyclique, par la moyenne empirique de la DSC. 
 
1.2.3 Analyse du signal R00701 
Le premier signal est analysé dans un premier temps par le calcul de la DSC du signal brut, donnée à la 
Figure 36. On rappelle que les fréquences de décharge des unités motrices contenues dans ce signal 
varient de 10,72Hz à 13,26Hz. On observe, en effet, très nettement la présence de concentrations 
d’énergie aux fréquences cycliques variant de 10 à 12Hz. On voit également les harmoniques des 
concentrations d’énergie présentées précédemment de 20 à 24Hz. En fréquences spectrales, on 
observe un spectre continu sur une bande de 50 à 500Hz puis une légère présence énergétique entre 
600 et 1000Hz, correspondant typiquement à la DSP d’un PAUM. 
 
Figure 36 : Densité spectrale cyclique (DSC) du signal R00701. 
On représente les fréquences cycliques en ordonnée et les fréquences spectrales en abscisse de la DSC du signal. La valeur 
de cette dernière est représentée par une échelle de couleur du bleu au rouge. Les valeurs correspondantes (en unité²/Hz) 
sont indiquées sur la barre de droite. 
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La Figure 37 montre la DSC intégrée sur les fréquences spectrales, ce qui représente la densité de 
puissance moyenne du signal en fonction de la fréquence cyclique. On y retrouve les composantes de 
forte amplitude, mais certains TPAUM se retrouvent masqués dans la DSCi compte tenu de leur faible 
amplitude.  
 
Figure 37 : Densité spectrale cyclique intégrée du signal R00701. 
On représente la densité spectrale cyclique intégrée sur les fréquences spectrales. En ordonnée est représentée la densité 
d’énergie moyenne en fonction de la fréquence cyclique donnée en abscisse. 
 
Ces différences sont mises en évidence sur la Figure 38, qui représente pour chaque TPAUM sa densité 
spectrale cyclique intégrée sur les fréquences spectrales pour chaque UM. Il apparaît que les UM 4 et 
5 sont de très faible énergie comparées aux UM 1 et 2, ce qui les rend indiscernables sur la DSC et la 
DSCi du signal EMG brut. 
La Figure 38 permet également de comparer la DSCi des signaux TPAUM décomposés avec les DSCi 
théoriques calculées à partir des données du Tableau 7. Pour le calcul des DSCi théoriques, on calcule 
la DSC à partir de l’équation (130) puis on intègre numériquement sur les fréquences spectrales. De 
façon générale, la répartition de l’énergie obtenue par calcul de la DSCi suit bien l’allure de la courbe 
théorique, ce qui permet de valider le cadre théorique proposé au Chapitre II. 
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UM 1 UM 2 UM 3 
  
UM 4 UM 5 
Figure 38 : Densité spectrale cyclique intégrée des cinq TPAUM individuels du signal R00701. 
On représente, pour chaque unité motrice décomposée, la densité spectrale cyclique intégrée sur les fréquences spectrales 
en fonction de la fréquence cyclique donnée en abscisse. En noir est tracée la DSCi estimée à partir des TPAUM décomposés 
par EMGLab et en rouge est tracée la valeur théorique de la DSCi fournie par le modèle réaliste calculée à partir des valeurs 
expérimentales du Tableau 6. 
 
 
1.2.4 Analyse du signal R00702 
Dans la même optique, on calcule la DSC du second signal, présentée sur la Figure 39. Un plus grand 
nombre d’unités motrices est ici actif et leurs fréquences de décharge varient de 9,44Hz à 13,43Hz. On 
observe principalement sur cette figure une raie à la fréquence cyclique 11,68Hz sur une bande de 
fréquence spectrale de 100 à 500Hz. 
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Figure 39 : Densité spectrale cyclique du signal R00702. 
On représente les fréquences cycliques en ordonnée et les fréquences spectrales en abscisse de la DSC du signal. La valeur 
de cette dernière est représentée par une échelle de couleur du bleu au rouge. Les valeurs correspondantes (en unité²/Hz) 
sont indiquées sur la barre de droite. 
 
La Figure 40 montre la DSC intégrée sur les fréquences spectrales. Celle-ci met en évidence une 
concentration d’énergie autour de 11Hz et une harmonique autour de 22Hz.  
 
 
Figure 40 : Densité spectrale cyclique intégrée du signal R00702. 
On représente la densité spectrale cyclique intégrée sur les fréquences spectrales. En ordonnée est représentée la densité 
d’énergie moyenne en fonction de la fréquence cyclique donnée en abscisse. 
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La Figure 41 permet également de comparer la DSCi des signaux TPAUM décomposés avec les DSCi 
théoriques calculées à partir des données du Tableau 7. 
   
UM 1 UM 2 UM 3 
   
UM 4 UM 5 UM 6 
   
UM 7 UM 8 UM 9 
Figure 41 : Densité spectrale cyclique intégrée des neuf TPAUM individuels du signal R00702. 
Pour chaque unité motrice décomposée, il est représenté la densité spectrale cyclique intégrée sur les fréquences spectrales 
en fonction de la fréquence cyclique donnée en abscisse. En noir est tracée la DSCi estimée à partir des TPAUM décomposés 
et en rouge est tracée la valeur théorique de la DSCi fournie par le modèle réaliste calculé à partir des valeurs expérimentales 
du Tableau 7. 
Cette dernière figure montre clairement pourquoi seule les UM 2 et 3 apparaissent sur la Figure 39 et 
la Figure 40. En effet, celles-ci ont une énergie plus importante que les autres UM. 
 
2 Décomposition par exploitation de la cyclostationnarité 
Avant d’appliquer la technique proposée à un ensemble de mesures réelles, nous avons évalué ses 
performances sur des simulations.  
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2.1 Simulations 
2.1.1 Génération du signal 
Pour tester la séparation de sources, on a besoin d’un ensemble de mélanges. Les mélanges artificiels 
sont construits à partir de PAUM réels obtenus par décomposition d’un signal EMG intramusculaire 
fourni par l’équipe du “Department of Neurorehabilitation Engineering” de l’université de médecine 
de Göttingen. Les mesures ont été réalisées sur l’abducteur du pouce sous condition isométrique avec 
une force moyenne de 10%CMV. 
A partir de ce signal, 5 TPAUM ont été décomposés manuellement à l’aide d’EMGLab puis 5 PAUM ont 
été identifiés par moyennage synchronisé sur les décharges (voir Chapitre III.3.2). Pour chaque trace 
de PAUM il est généré 7 voies, à partir de la trace originelle, par 7 décalages temporels successifs de 
cette première. Il est ainsi simulé la propagation du PAUM recueillie sur 8 points de mesure. Il a 
également été simulé une atténuation du signal en fonction du point de détection ce qui est 
habituellement observé lors de recueils expérimentaux. Les simulations ont été réalisées dans le cas 
non bruité et dans le cas d’un bruit additif stationnaire avec un rapport signal sur bruit (RSB) de 15dB. 
Les sources, c’est-à-dire les TIN, sont construites selon les deux modèles traités au Chapitre I.2.3, avec 
une fréquence d’échantillonnage fixée à 1024Hz, et sur une durée de 10s. La gigue neuromusculaire, 
que ce soit du modèle simplifié ou réaliste, est fixée par une fréquence de décharge constante et un 
coefficient de variation de 10%. Le Tableau 8 résume les fréquences de décharge et le nombre d’UM 
simulées. 
 
Nombre 
d’UM 
Groupe de 
fréquences 
de décharge  
Fréquences de décharges des unités motrices (Hz) 
UM 1 UM 2 UM 3 UM 4 UM 5 
2 
A 11 13 
 
B 16 18 
C 21 23 
D 41 43 
3 
A 10 12 14 
 
B 15 17 19 
C 20 22 24 
D 40 42 44 
4 
A 10 12 14 16 
 
B 15 17 19 21 
C 20 22 24 26 
D 40 42 44 46 
5 
A 9 11 13 15 17 
B 14 16 18 20 22 
C 19 21 23 25 27 
D 39 41 43 45 47 
Tableau 8 : Fréquences de décharge des unités motrices simulées. 
Ce tableau récapitule toutes les fréquences de décharge utilisées pour les simulations dans les 16 cas de figures étudiés. 
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2.1.2 Décomposition 
La décomposition s’opère suivant deux algorithmes de séparation : SOBI et cycloSOBI, adaptés au 
contexte convolutif. La taille du filtre L est fixée à 20 échantillons et le nombre de répétitions K de 
l’observation est calculé pour correspondre à la condition de l’équation (154). Pour 8 capteurs et 5 
sources, K est égal à 24. Par ailleurs, le nombre de matrices de corrélations à diagonaliser 
conjointement est fixé à 4. Celui-ci a été empiriquement déterminé : au-delà de 4, les résultats (le taux 
de décomposition) n’étaient plus améliorés.  
La méthode basée sur SOBI diagonalise conjointement un jeu de 4 matrices de corrélations calculées 
pour différents retards. La méthode proposée ici, basée sur cycloSOBI, diagonalise conjointement 4 
matrices de corrélations cycliques avec un retard nul. La détermination des quatre fréquences 
cycliques a été réalisée par une détection de maxima sur la trace de la matrice de corrélations 
cycliques. Les fréquences cycliques ont été sélectionnées dans la bande 5Hz–50Hz correspondant aux 
extrema physiologiques des fréquences de décharge. Après application aux données blanchies de la 
transformation unitaire issue de la diagonalisation conjointe, les signaux sources ont été reconstruits 
par détection des maxima et par application d’un seuil fixé à la moitié de l’amplitude du signal source 
estimé. 
 
2.1.3 Analyse des performances  
Dans l’objectif d’évaluer les performances de la décomposition, les signaux estimés ont été reliés aux 
TIN générés par une mesure de maximum de corrélation. Chaque source estimée a alors été identifiée 
et alignée avec les TIN du simulateur. Il est alors possible de comparer les TIN entre eux et de compter, 
pour chaque UM : le nombre de décharges détectées correctement, de décharges détectées mais mal 
localisées et le nombre de fausses alarmes. Une décharge est considérée comme mal localisée 
lorsqu’elle est décalée d’un maximum de deux fois la largeur du filtre L, soit ici 40 échantillons.  
 
2.2 Résultats de la décomposition 
Les résultats des méthodes de décomposition basées sur SOBI et cycloSOBI ont été comparés à partir 
de simulations de Monte-Carlo. Les résultats avec modèle simplifié puis avec modèle réaliste des 
générations de TIN ont été analysés indépendamment.  
 
2.2.1 Simulations avec modèle simplifié 
Les premières expérimentations ont été réalisées en utilisant sur le modèle simplifié de génération des 
TIN. Chaque figure représente en 3 dimensions un des indicateurs précités en fonction du nombre 
d’UM, de 2 à 5, et du groupe de fréquences de décharge, dénoté par les lettres A, B, C et D, 
conformément au Tableau 8. Les scénarios A à D considèrent des fréquences de décharge de plus en 
plus élevées. Pour chaque indicateur, SOBI et CycloSOBI ont été comparés dans le cas non bruité et 
avec bruit sur 4 graphes distincts. 
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La Figure 42 et la Figure 43 présentent les taux de détection de décharges sur les données 
respectivement non bruitées et bruitées avec un RSB de 15dB, avec la méthode SOBI. De même les 
résultats de détection avec la méthode cycloSOBI sont présentés dans les Figure 44 et Figure 45. Une 
diminution des performances avec l’augmentation des valeurs de fréquences de décharge et du 
nombre d’unités motrices est relevée quelle que soit la méthode. En revanche, la méthode basée sur 
CycloSOBI présente pour tous les paramètres de meilleurs résultats que SOBI. 
Pour des fréquences de décharge inférieures à 18Hz (cas des groupes A et B), la méthode cycloSOBI 
montre de bons résultats avec un taux de détection moyen entre 95% et 90% dans un cas non bruité, 
contre 90% à 65% pour SOBI. En présence de bruit cycloSOBI montre des résultats situés entre 100% 
et 75% alors que SOBI fournit des résultats situés entre 90% et 55%. Lorsque la fréquence de décharge 
dépasse les 20Hz (cas des groupes C et D), le taux de détection chute fortement pour les deux 
méthodes. Au niveau du groupe C, le taux de détection sans bruit varie de 95% à 60% pour cycloSOBI 
et de 60% à 40% pour SOBI. En présence de bruit les performances pour les deux méthodes se situent 
entre 60 et 45%. Au niveau du groupe D, pour lequel les fréquences de décharge varient de 40 à 47Hz, 
on atteint 35% de taux de détection quelle que soit la méthode, avec ou sans bruit. 
  
Figure 42 : Taux de détection par SOBI convolutif avec 
modèle simplifié non bruité. 
Figure 43 : Taux de détection par SOBI convolutif avec 
modèle simplifié bruité (RSB 15dB). 
 
  
Figure 44 : Taux de détection par cycloSOBI convolutif avec 
modèle simplifié non bruité. 
Figure 45 : Taux de détection par cycloSOBI convolutif avec 
modèle simplifié bruité (RSB 15dB). 
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La Figure 46 reporte le taux de localisation incorrecte des impulsions de SOBI dans le cas non bruité. 
Ce taux augmente rapidement avec l’augmentation du nombre de sources et de la fréquence de 
décharge. Celui-ci dépasse les 10% lorsque plus de deux sources sont présentes ou lorsque les 
fréquences de décharge dépassent les 18Hz. Dans le cas bruité, Figure 47, ce taux dépasse les 20%.  
Concernant cycloSOBI, dans le cas non bruité, la Figure 48 présente un très faible taux de mauvaise 
localisation, proche de 0. Ceci lorsque les fréquences de décharge sont inférieures à 18Hz, 
correspondant aux groupes A et B. Pour le groupe D, le taux de localisation incorrecte atteint une 
valeur égale au taux de détection. Enfin, dans le cas bruité, Figure 49, le taux de localisation incorrecte 
devient supérieur à 10% lorsque la fréquence de décharge dépasse les 18Hz ou lorsqu’il y a plus de 3 
UM actives. Au-delà, les taux de localisation incorrecte sont égaux aux taux de détection, indiquant 
que l’ensemble des détections sont mal localisées. 
 
  
Figure 46 : Taux de localisation incorrecte par SOBI 
convolutif avec modèle simplifié non bruité. 
Figure 47 : Taux de localisation incorrecte par SOBI 
convolutif avec modèle simplifié bruité (RSB 15dB). 
 
  
Figure 48 : Taux de localisation incorrecte par cycloSOBI 
convolutif avec modèle simplifié non bruité. 
Figure 49 : Taux de localisation incorrecte par cycloSOBI 
convolutif avec modèle simplifié bruité (RSB 15dB). 
 
Le taux de fausse alarme est inférieur à 5% en ce qui concerne SOBI dans le cas non bruité, Figure 50, 
et pratiquement nul pour cycloSOBI, Figure 52. Dans le cas bruité, des fausses détections apparaissent 
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pour des fréquences de décharge faibles (Groupe A) et leur taux atteint 15% environ dans le cas de 
SOBI (Figure 51) et moins de 4% dans le cas de cycloSOBI (Figure 53). 
 
  
Figure 50 : Taux de fausses alarmes par SOBI convolutif avec 
modèle simplifié non bruité. 
Figure 51 : Taux de fausses alarmes par SOBI avec modèle 
simplifié bruité (RSB 15dB). 
 
  
Figure 52 : Taux de fausses alarmes par cycloSOBI convolutif 
avec modèle simplifié non bruité. 
Figure 53 : Taux de fausses alarmes par cycloSOBI convolutif 
avec modèle simplifié bruité (RSB 15dB). 
 
On observe que globalement cycloSOBI apporte des résultats nettement supérieurs à SOBI sur toutes 
les performances analysées ici. 
2.2.2 Résultats obtenus sur le modèle réaliste  
En utilisant les mêmes paramètres, on réalise une seconde série de simulations en utilisant cette fois 
le modèle réaliste de génération des TIN. Les mêmes observations que dans le cas du modèle simplifié 
peuvent être faites. Les performances globales sont meilleures sur cycloSOBI que sur SOBI. Nous avons 
un taux de détection supérieur à 90% par cycloSOBI (Figure 56) dans un cas non bruité pour un taux 
de décharge faible (inférieur à 18Hz). Les résultats sont identiques à ceux obtenus sur le modèle 
simplifié, comme on peut le voir de la Figure 54 à la Figure 65. 
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Figure 54 : Taux de détection par SOBI convolutif avec 
modèle réaliste non bruité. 
Figure 55 : Taux de détection par SOBI avec modèle réaliste 
bruité (RSB 15dB). 
 
  
Figure 56 : Taux de détection par cycloSOBI convolutif avec 
modèle réaliste non bruité. 
Figure 57 : Taux de détection par cycloSOBI convolutif avec 
modèle réaliste bruité (RSB 15dB). 
  
  
Figure 58 : Taux de mauvaise localisation par SOBI 
convolutif avec modèle réaliste non bruité. 
Figure 59 : Taux de mauvaise localisation par SOBI avec 
modèle réaliste bruité (RSB 15dB). 
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Figure 60 : Taux de mauvaise localisation par cycloSOBI 
convolutif avec modèle réaliste non bruité. 
Figure 61 : Taux de mauvaise localisation par cycloSOBI 
convolutif avec modèle réaliste bruité (RSB 15dB). 
  
  
Figure 62 : Taux de fausses alarmes par SOBI convolutif avec 
modèle réaliste non bruité. 
Figure 63 : Taux de fausses alarmes par SOBI avec modèle 
réaliste bruité (RSB 15dB). 
 
  
Figure 64 : Taux de fausses alarmes par cycloSOBI convolutif 
avec modèle réaliste non bruité. 
Figure 65 : Taux de fausses alarmes par cycloSOBI convolutif 
avec modèle réaliste bruité (RSB 15dB). 
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2.3 Discussion 
 
Dans cette partie nous avons évalué les performances de la méthode proposée sur des simulations. La 
méthode de référence de séparation de sources à l’ordre deux étant SOBI on propose ici de comparer 
notre méthode de séparation, basée sur la cyclostationnarité, avec SOBI. 
Bien que la méthode SOBI ne soit pas idéale pour les signaux EMG décrits par un modèle étendu car 
les matrices de corrélation ne sont pas diagonales lorsque 𝜇 ≠ 0, le choix de délais de quelques 
échantillons seulement limite l’effet de la non-diagonalité de la matrice et permet tout de même la 
séparation de quelques sources. On note que la performance reste mitigée même pour des fréquences 
de décharge faibles et lorsque peu de sources sont actives. 
Comparée à la méthode SOBI, cycloSOBI apporte des résultats nettement supérieurs montrant ainsi 
l’intérêt de l’utilisation de la cyclostationnarité. Les résultats ont montré que la méthode fonctionne 
aussi bien à partir d’un modèle cyclostationnaire que cyclostationnaire flou, plus réaliste pour les 
signaux EMG.  
La méthode CycloSOBI présente toutefois quelques limitations théoriques pouvant expliquer la 
dégradation des performances dans certains cas de figure. 
Nous voyons sur les résultats de simulation que les performances de séparation chutent lorsque la 
fréquence de décharge est supérieure à 18Hz. Par ailleurs, on s’aperçoit que sur les résultats, 
l’augmentation du nombre d’unité motrice est également une limitation. Ceci s’explique encore une 
fois par la condition énoncée à l’équation (205). En effet cette condition dépend également du nombre 
d’unités motrices considérées et ainsi la limite en fréquence de décharge décroît avec le nombre d’UM 
présente dans le signal. 
En effet, nous avons établi une condition sur la fréquence de décharge, énoncée à l’équation (205), 
nécessaire pour obtenir une matrice de corrélation cyclique des TIN diagonale. On rappelle cette 
condition :  
𝐹𝐷𝑚𝑎𝑥 =
1 − 3 ⋅ 𝑐𝑣
DPAUM
⋅
𝑀 − 𝑁
𝑀
 
Avec 𝐹𝐷𝑚𝑎𝑥 la fréquence de décharge maximale, 𝑐𝑣 le coefficient de variation de la gigue, DPAUM la 
durée d’un PAUM, M le nombre d’observations et N le nombre de sources. Lorsque cette condition 
n’est plus respectée, la qualité de la séparation des TIN sera alors diminuée. On note que cette 
condition provient du recouvrement moyen des impulsions lors de la présence d’un retard dans la 
corrélation cyclique, inhérent à la réécriture du modèle de mélange. Pour nos simulations nous avons 
déterminé la longueur des PAUM, dénotée L, de 20 échantillons pour une fréquence d’échantillonnage 
de 1024Hz. Ainsi la longueur du filtre donnée par  𝐿 − 1 ⋅ 𝑇𝑒 vaut 18,6ms. On considère pour nos 
simulations un coefficient de variation de la gigue de 10% et une mesure sur huit capteurs.  La condition 
équation (199) sera vérifiée lorsque la fréquence de décharge est inférieure à 28,3Hz pour 2 UM et 
inférieure à 14,1Hz pour 5 UM. Ceci explique les baisses de performances observées lorsque les signaux 
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EMG dépassent des fréquences de décharge de 18Hz. On note que bien que la qualité de séparation 
s’en retrouve diminuée, la condition ne représente pas une limite absolue. 
Enfin la présence de bruit dans le signal diminue la qualité de la séparation, quelle que soit la fréquence 
de décharge. Ceci peut s’expliquer en partie par l’étape de blanchiment qui s’effectue sur la matrice 
de covariance des observations, dont l’estimée est dégradée par le bruit.  
 
3 Expérimentation sur des signaux EMG réels 
3.1 Décomposition d’un signal EMG intramusculaire 
Nous avons également tenté d’appliquer notre méthode sur un signal EMG intramusculaire réel. Nous 
utilisons pour cela le signal d’origine pour nos simulations en exploitant les 15 capteurs disponibles. 
La méthode développée dans le présent travail a été appliquée sur 15 signaux EMG 
intramusculaires réels acquis pendant 10s. Signal qui était également utilisé dans le cadre des 
simulations présentées au Chapitre V.2.1. La fréquence d’échantillonnage était de 10kHz. 
Les 15 signaux EMG sont représentés empilés sur une séquence de 500 ms (Figure 66) et 
présentent un faible RSB. 
 
Figure 66 : Représentation temporelle d’une portion du signal EMG intramusculaire multi capteurs. 
Ce signal intramusculaire multi-capteurs nous a été procuré par l’équipe du “Department of Neurorehabilitation Engineering” 
de l’université de médecine de Göttingen. Le signal est acquis à 10% de la contraction musculaire maximale sur l’abducteur 
du pouce grâce à 15 électrodes bipolaires intramusculaires. 
 
L’acquisition des signaux EMG était synchronisée avec celle du signal Force. Sur la Figure 67 on 
représente ce signal normalisé par rapport à la valeur moyenne égale à 10%CMV. On représente en 
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tirets rouges sur cette figure la valeur moyenne plus ou moins l’écart-type. Il est  à relever que la force 
subit une variation de 8,9% de sa valeur moyenne. Ceci induira une augmentation de la variation de la 
gigue des TPAUM. 
 
Figure 67 : Force mesurée pendant l'acquisition du signal intramusculaire. 
La force est normalisée par rapport à la moyenne égale à 10%CMV. La ligne continue rouge représente la moyen et les lignes 
en tiret rouge les valeurs de plus/moins son écart-type. 
 
La longueur du filtre L est estimée à 20 échantillons. Après application de notre algorithme de 
décomposition sur les 15 canaux disponibles, on trace en Figure 68 la valeur absolue des sources 
estimées après application de la diagonalisation conjointe. Il n’est pas représenté les autres sources 
telles que le bruit ou des versions retardées des sources 
Il est à relever que l’algorithme a identifié 5 sources différentes. A la suite de quoi, une détection 
par seuillage a été réalisée sur ces 5 sources permettant ainsi une reconstruction des TIN. Puis les 
IID ont été calculés et sont présentés à la Figure 68 pour chaque source identifiée. 
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Figure 68 : Sources estimées après décomposition par CycloSOBI du signal intramusculaire réel 
Cinq trains d’impulsion nerveux ont été estimés par la méthode. L’ordre des sources est représenté de bas en haut de la 
figure. Seule les deux premières secondes de signal sont représentées ici. 
Le Tableau 9 résume les statistiques de décharge en montrant la moyenne et l’écart-type de l’IID  puis 
les fréquences de décharge et les coefficients de variation déduits de ces valeurs. 
MU# IID (ms) FD (Hz) cv (%) 
1 116 ± 25 8,61 21,51 
2 159 ± 61 6,31 38,40 
3 86 ± 23 11,66 26,33 
4 113 ±- 23 8,81 20,21 
5 220 ± 158 4,54 71,88 
Tableau 9 : Statistiques estimées des décharges détectées par la méthodes CycloSOBI sur le signal EMG intramusculaire réel 
décomposé par CycloSOBI. Il y est représenté les moyennes et écart-types des intervalles inter-décharges (IID), la fréquence 
de décharge (FD) et le coefficient de variation (cv). 
 
Enfin la Figure 69 représente, au cours du temps, les IID de chaque TIN estimé. 
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Figure 69 : Intervalles inter-décharges instantanés du signal EMG intramusculaire réel décomposée par CycloSOBI.  
Les cinq signaux sont représentés par une couleur différente. 
 
On observe sur la Figure 68 et la Figure 69 ainsi que sur le Tableau 9 que la cinquième source, en violet, 
est mal estimée. La forte variabilité de l’intervalle inter-décharge (Figure 69) de la 5ème source 
explique pourquoi il est difficile d’identifier ses impulsions Dirac. Si on tient compte de la variation 
de 8,9% de la force, les quatre autres sources semblent avoir été correctement estimées avec des 
fréquences de décharge variant de 6,31 à 11,66Hz. 
La fréquence de décharge basse du second TIN, représentée en bleu clair, peut s’expliquer par 
l’activation sporadique de l’unité motrice. On peut voir sur la Figure 68 que l’unité motrice semble 
inactive les 400 premières millisecondes ainsi qu’entre 1,2s et 1,6s. Ceci induit donc une faible 
fréquence de décharge et un fort coefficient de variation. 
Les difficultés quant à l’identification des sources dans ce signal sont liées à un faible rapport signal sur 
bruit et à une grande variabilité accrue de la gigue due à une variation importante de la force au cours 
du temps. On note également que certains capteurs, Figure 66, ne contiennent pas d’information utile, 
ce qui nuit aux résultats. 
 
3.2 Tentative de décomposition d’un signal EMG de surface 
Le signal utilisé ici a été acquis sur le biceps brachial (chef externe) en condition isométrique à force 
constante à 5%CMV sur un sujet masculin ne présentant aucune pathologie.  
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La chaine d’acquisition est dotée de huit capteurs en montage différentiel fournissant ainsi 7 voies. Les 
capteurs, électrodes de surface Ag/AgCl de diamètre 5mm, sont répartis linéairement sur l’axe des 
fibres musculaires avec une distance inter-électrodes de 7mm. Les signaux sont ensuite amplifiés à 
60dB et filtrés avec une bande passante à -3dB de 18Hz à 1,9Khz. Un convertisseur analogique-
numérique 16bit est utilisé pour l’acquisition des signaux à une fréquence d’échantillonnage de 10KHz. 
Les signaux sont enfin sous-échantillonnés à 1KHz. Parallèlement, une jauge de contrainte permet de 
mesurer la force développée. Ce signal est mesuré et synchronisé avec les mesures EMG. 
Le sujet est placé sur un ergomètre développé au laboratoire PRISME. Ce dispositif permet au sujet, 
attaché par des sangles, d’être maintenu à une position fixe limitant ainsi les contractions non désirées 
des autres muscles. Le sujet est en position assise le dos contre un siège remontant jusqu’aux épaules. 
Le coude, commandé par le muscle étudié, était positionné avec une ouverture de 100°. 
En premier lieu, la CMV a été déterminée par une série de 3 essais où le sujet devait développer une 
contraction maximale. Entre chaque essai une période de 3 minutes permettait aux muscles du sujet 
de récupérer physiquement et éviter ainsi les phénomènes de fatigue musculaire. A l’issue de ces trois 
expérimentations, la CMV est déterminée par la force maximale. Une récupération de 10mn est 
ensuite réalisée avant de commencer une expérimentation de 10s à 5%CMV. 
La Figure 70 montre une portion de 0,5s du signal EMG acquis sur les sept voies. 
 
Figure 70 : Représentation temporelle des 500 premières millisecondes du signal EMG de surface.  
Les 7 voies de l’acquisition ont été ici représentées par différentes couleurs. 
La Figure 71 montre l’évolution de la force normalisée par rapport à la moyenne égale à 5%CMV. Il est 
montré en rouge l’écart-type normalisé de la force d’une valeur de 1,46% de la valeur moyenne. 
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Figure 71 : Mesure de la force au cours de l'acquisition du signal EMG de surface réel.  
La force est normalisée par rapport à la moyenne égale à 5%CMV. La ligne continue rouge représente la moyenne et les lignes 
en tirets rouges les valeurs de plus/moins son écart-type. 
 
Après application de la méthode CycloSOBI, une UM a été décomposée. La Figure 72 montre la source 
estimée. 
 
Figure 72 : Source estimée après décomposition du signal EMG de surface réel par CycloSOBI. 
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Enfin la Figure 73 montre, en fonction du temps, l’IID de la source. 
 
Figure 73 : Intervalles inter-décharges instantanés du signal EMG de surface réel décomposé par cycloSOBI. 
L’UM décomposée montre une fréquence de décharge de 10,97Hz et un coefficient de variation de 
11,94%. Cette valeur est acceptable physiologiquement et est comparable aux analyses faites sur le 
même muscle par signaux intramusculaires au Chapitre V.1.1.2. Aucune valeur aberrante ne ressort 
du tracé de l’IID (Figure 73) montrant que la source a été correctement estimée. 
 
Les difficultés de décomposition de ce signal reposent sur le RSB très faible et inférieur à 1dB. On peut 
supposer que seule la source la plus énergétique, et donc avec le RSB le plus élevé, a été estimée. De 
plus, les signaux EMG de surface possèdent un grand nombre de sources actives même pour un faible 
%CMV. Une méthode de séparation en mélange sous-déterminé serait donc nécessaire pour réaliser 
une bonne décomposition des signaux EMG de surface. 
 
 
0 1 2 3 4 5 6 7 8 9 10
0
200
Temps (s)
In
te
rv
al
 in
te
r-d
éc
ha
rg
e 
(m
s)
Conclusion et perspectives 
 
 
- 99 - 
Conclusion et perspectives ………………... 
L’identification des trains de potentiels d’action d’unités motrices est un sujet majeur dans le 
traitement des signaux électromyographiques. Celui-ci est motivé par le besoin d’analyser le 
fonctionnement des unités fonctionnelles élémentaires du muscle, ou unités motrices. Les méthodes 
utilisées à l’heure actuelle se limitent à des cas de contractions de faible intensité et utilisent le plus 
souvent des électrodes intramusculaires, invasives et n’observant qu’une petite portion du muscle. On 
peut espérer dépasser ces limites en utilisant des techniques de séparation de sources. Les 
performances de ces méthodes peuvent être améliorées lorsqu’on dispose de connaissances a priori 
sur les sources. 
Dans cet objectif, nous avons étudié les signaux EMG à la lumière du cadre cyclostationnaire. Deux 
modèles des signaux EMG ont été proposés, correspondant à deux modèles de gigue temporelle : un 
modèle simplifié et un modèle réaliste. Une étude théorique a permis de montrer que le modèle 
simplifié est cyclostationnaire tandis que le modèle réaliste est cyclostationnaire flou. Dans ce cas les 
raies en fréquence cyclique s’élargissent. De ce fait, plusieurs TPAUM peuvent se superposer aux 
mêmes fréquences cycliques.  
Nous avons ensuite validé ce modèle cyclostationnaire flou sur des signaux expérimentaux. Nous avons 
pour cela décomposé un signal EMG intramusculaire et calculé la DSCi de ces signaux à partir des 
expressions calculées au chapitre II, pour les comparer à la DSCi estimée sur les TPAUM réels. Les DSCi 
théoriques et pratiques concordent presque parfaitement. 
En conséquence nous avons proposé une méthode de décomposition fondée sur une technique de 
séparation de sources cyclostationnaires. Après une réécriture du modèle de mélange convolutif en 
mélange linéaire instantané, nous avons démontré que la séparation de sources par diagonalisation 
conjointe est possible dans le domaine des fréquences cycliques par l’utilisation de matrices de 
corrélation cyclique sans retard. Cette dernière est en pratique équivalente à la densité spectrale 
cyclique croisée intégrée. Du fait de la cyclostationnarité floue, la présence d’énergie de plusieurs 
TPAUM pour une fréquence donnée complexifie le problème de la décomposition. En effet, Les 
méthodes de séparation de sources adaptées aux signaux cyclostationnaires utilisent généralement le 
fait qu’une seule source est présente par fréquence cyclique. De telles méthodes pourraient 
fonctionner avec le modèle de TPAUM simplifié, mais échoueront dans le cas du modèle réaliste. La 
méthode proposée dans le présent travail, fondée sur cycloSOBI, n’utilise pas cet a priori. Elle 
permet donc une application aux signaux cyclostationnaires flous comportant des fréquences 
cycliques communes. Nous avons enfin comparé notre méthode avec l’algorithme SOBI sur des 
simulations fondées sur des PAUM réels. Il en ressort que notre méthode donne globalement de 
meilleurs résultats, mais ces simulations ont permis de mettre en évidence plusieurs limitations de la 
méthode proposée.  
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En effet, les résultats des simulations se dégradent lorsque la fréquence de décharge et le nombre de 
sources augmentent. Nous avons établi au chapitre IV une condition sur la fréquence de décharge 
dépendant de ces deux paramètres ainsi du coefficient de variation de la gigue des TPAUM, de la durée 
des PAUM, des délais induits par la distance entre les capteurs et la vitesse de conduction du PA. Les 
TPAUM de fréquences de décharge inférieure à la condition seront alors mal estimés. La contamination 
des signaux par du bruit diminue également sensiblement la qualité de la séparation, en partie à cause 
de l’étape de blanchiment, sensible au bruit.  
Par ailleurs, les estimateurs de la DSC et de la DSCi sont adaptés aux signaux cyclostationnaires. En 
présence de signaux cyclostationnaires flous, ceux-ci sont mal adaptés et sont donc susceptibles de 
dégrader les résultats. 
Enfin on note que la complexité de calcul générée par l’étape de diagonalisation conjointe de matrices 
de corrélations cycliques de grande dimension rend la méthode difficilement utilisable lorsqu’un grand 
nombre d’unités motrices est présent. La taille de la matrice est directement liée à la durée des PAUM 
et à la fréquence d’échantillonnage.  
 
 Perspectives 
Un certain nombre de solutions pourraient être apportées à ces problèmes. 
Tout d’abord une meilleure estimation de la DSCi ou corrélation cyclique à retard nul est susceptible 
d’améliorer les résultats. D’autres estimateurs doivent donc être recherchés pour l’estimation des 
signaux cyclostationnaires flous. 
La méthode CycloSOBI repose sur l’utilisation d’une étape de blanchiment diagonalisant la matrice de 
corrélation. Il est possible de réduire la sensibilité au bruit, lorsque celui-ci est stationnaire, en évitant 
l’utilisation de la matrice de covariance qui est dépendante du bruit. Une méthode sans 
préblanchiment pourrait ainsi améliorer sensiblement les résultats. 
D’autres voies pour la décomposition des signaux EMG par utilisation de cyclostationnarité peuvent 
être explorées. L’utilisation de cycloSOBI requiert la diagonalisation conjointe de matrices de grande 
dimension notamment par la réécriture du mélange convolutif en mélange linéaire instantané. Ceci 
peut être évité en passant dans le domaine fréquentiel, c’est-à-dire en utilisant la matrice de densité 
spectrale cyclique.  
Il pourra être exploré également des méthodes adaptées aux mélanges sous-déterminés permettant 
ainsi de séparer plus de sources que de capteurs. 
Enfin l’utilisation de matrices haute densité de capteurs permet d’augmenter le nombre 
d’observations et ouvre ainsi la perspective d’estimer plus de sources. 
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Annexe A. Statistiques et processus 
stochastiques  
1 Espérance mathématique 
L’espérance mathématique décrit la moyenne d’ensemble d’une variable aléatoire. De manière 
générale, en introduisant une fonction quelconque ℎ 𝑥  et avec x une variable aléatoire réelle de 
fonction de répartition 𝐹𝑥 𝑝 , l’espérance mathématique est définie par :  
𝔼[ℎ 𝑥 ] =  ℎ 𝑠 ⋅ 𝑑𝐹𝑥 𝑠    
où 𝔼 désigne l’opérateur « Espérance mathématique ». On définit 𝑝𝑥 𝑠  la densité de probabilité de 𝑥 
aussi égale à la dérivée sur 𝑠 de la fonction de réparation. L’espérance mathématique peut également 
s’écrire :  
𝔼[ℎ 𝑥 ] =  ℎ 𝑠 ⋅ 𝑝𝑥 𝑠 ⋅ 𝑑𝑠   
Sous l’hypothèse d'ergodicité, l’espérance mathématique de ℎ 𝑥  peut être estimée par la moyenne 
empirique d’un grand nombre de réalisations. On a alors :  
𝔼[ℎ 𝑥 ] ≜
1
𝑁
∑ ℎ 𝑥𝑛 
𝑁
𝑛=1
   
Avec 𝑥𝑛 la n
ieme réalisation de 𝑥 et N le nombre total de réalisations. 
 
2 Moments  
L’équation (211) est également appelée moment généralisé d’une variable aléatoire 𝑥. Les moments 
d’ordre n définis classiquement dans la théorie des probabilités sont engendrés par la fonction 
caractéristique Φ𝑥 𝜔 , en définissant ℎ 𝑠  par une fonction exponentielle :  
ℎ 𝑠 = 𝑒−𝑖𝜔𝑠   
avec i le complexe imaginaire pur de module 1. On a alors, en utilisant l’équation (212), 
Φ𝑥 𝜔 = 𝔼[ℎ 𝑥 ] =  𝑒
−𝑖𝜔𝑠𝑝𝑥 𝑠 𝑑𝑠 = 𝑇𝐹[𝑝𝑥 𝑠 ] 𝜔    
On remarque également que la fonction caractéristique est la transformée de Fourier de la densité de 
probabilité. Alors que ℎ 𝑥  peut se décomposer en série de Taylor, la fonction caractéristique peut 
s’écrire :  
Φ𝑥 𝜔 =  (1 − 𝑖𝜔𝑠 +
 𝑖𝜔 2
2
𝑠2 + ⋯+
 −𝑖𝜔 𝑛
𝑛!
𝑠𝑛 + ⋯)𝑝𝑥 𝑠 𝑑𝑠   
Annexe A  -  Statistiques et processus stochastiques 
Indépendance 
 
- 102 - 
Elle se décompose ainsi par :  
Φ𝑥 𝜔 = 1 + 𝑖𝜔𝔼[𝑥] +
 𝑖𝜔 2
2
𝔼[𝑥2] + ⋯+
 𝑖𝜔 𝑛
𝑛!
𝔼[𝑥𝑛]   
On appelle alors la relation suivante moment d’ordre n :  
𝑚𝑟 = 𝔼[𝑥
𝑛]   
Comme la densité de probabilité de 𝑥 se déduit par la transformée inverse de la fonction 
caractéristique, on  remarque ainsi que tous les moments d’ordre n, de 1 à l’infini, décrivent 
totalement la densité de probabilité d’une variable aléatoire. On a :  
𝑝𝑥 𝑠 = 𝑇𝐹
−1 [∑
 −𝑖𝑤 𝑛
𝑛!
𝑚𝑟
∞
𝑛=0
]  𝑠    
avec 𝑇𝐹−1[⋅] l’opérateur « Transformée de Fourier inverse ». 
Le moment d’ordre 1, égal à l’espérance de 𝑥, correspond donc à la moyenne de la variable aléatoire :  
𝑚1 = 𝔼[𝑥]   
On définit alors les moments centrés comme étant les moments d’ordre supérieur à 1 de 𝑥 centré :  
𝑚𝑟
′ = 𝔼[ 𝑥 − 𝑚1 
𝑛]   
Ainsi le moment d’ordre deux centré est appelé variance de 𝑥 :  
𝑉𝐴𝑅𝑥 = 𝔼[ 𝑥 − 𝑚1 
2]   
Dans le cas de variables aléatoires multidimensionnelles, la fonction caractéristique définie en 
équation (215), est alors redéfinie par :  
Φ𝑿 𝝎 =  𝑒
−𝑖𝝎𝑻𝒔𝑝𝑿 𝒔 𝑑𝒔   
où 𝑿 = [𝑥1, … 𝑥𝑁]
𝑇 désigne un vecteur aléatoire et 𝝎 = [𝜔1, … , 𝜔𝑁]
𝑇 et 𝒔 = [𝑠1, … , 𝑠𝑁]
𝑇 
représentent deux vecteurs. L’exposant T désigne l’opérateur de transposition. On définit alors 
similairement les inter-moments d’ordre n. L’inter-moment de 𝑥𝑖 et 𝑥𝑗 d’ordre 2 centré, aussi appelé 
covariance, vaut :  
𝐶𝑂𝑉𝑖𝑗 = 𝔼[ 𝑥𝑖 − 𝔼[𝑥𝑖] ⋅ (𝑥𝑗 − 𝔼[𝑥𝑗])
∗
] = 𝔼[𝑥𝑖𝑥𝑗] − 𝔼[𝑥𝑖] ⋅ 𝔼[𝑥𝑗]   
On définit alors la matrice de covariance de 𝑿 par la matrice des moments et inter-moments des 
éléments de 𝑿 :  
𝐶𝑂𝑉𝑿𝑿 = 𝔼[ 𝑿 − 𝔼[𝑿] ⋅  𝑿 − 𝔼[𝑿] 
𝐻]   
 
3 Indépendance 
L’indépendance statistique peut être définie comme suit. On considère deux variables aléatoires 
(scalaires) 𝑥 et 𝑦. Elles sont indépendantes lorsque 𝑥 ne donne aucune information sur 𝑦 et 
inversement. En statistique, cette notion peut être définie plus rigoureusement par l’utilisation des 
densités de probabilités de 𝑥 et de 𝑦. on pose 𝑝𝑥,𝑦 𝑥, 𝑦  la densité de probabilité jointe de 𝑥 et 𝑦. Par 
définition la densité de probabilité marginale de 𝑥 puis celle de 𝑦 s’écrivent :  
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{
𝑝𝑥 𝑥 =  𝑝𝑥,𝑦 𝑥, 𝑦 𝑑𝑦
𝑝𝑦 𝑦 =  𝑝𝑥,𝑦 𝑥, 𝑦 𝑑𝑥
   
Alors 
𝑥 𝑒𝑡 𝑦 𝑖𝑛𝑑é𝑝𝑒𝑛𝑑𝑎𝑛𝑡𝑠 ⇔ 𝑝𝑥,𝑦 𝑥, 𝑦 = 𝑝𝑥 𝑥 ⋅ 𝑝𝑦 𝑦    
Si on suppose deux fonctions ℎ1 𝑥  et ℎ2 𝑦  l’espérance mathématique du produit de ℎ1 𝑥  et ℎ2 𝑦  
s’écrit :  
𝔼[ℎ1 𝑥 ⋅ ℎ2 𝑦 ] = ∬ℎ1 𝑥 ⋅ ℎ2 𝑦 ⋅ 𝑝𝑥,𝑦 𝑥, 𝑦 ⋅ 𝑑𝑥𝑑𝑦   
De la définition de l’équation (227), on en déduit que si 𝑥 et 𝑦 sont indépendants, alors :  
𝑥 𝑒𝑡 𝑦 𝑖𝑛𝑑é𝑝𝑒𝑛𝑑𝑎𝑛𝑡𝑠 ⇒  𝔼[ℎ1 𝑥 ⋅ ℎ2 𝑦 ] = 𝔼[ℎ1 𝑥 ] ⋅ 𝔼[ℎ2 𝑦 ]   
Cette dernière équation montre que la covariance de 𝑥 et 𝑦 est nulle si 𝑥 et 𝑦 sont indépendants :  
𝑥 𝑒𝑡 𝑦 𝑖𝑛𝑑é𝑝𝑒𝑛𝑑𝑎𝑛𝑡𝑠 ⇒  𝐶𝑂𝑉𝑥⋅𝑦 = 0   
Il est très important de noter que la réciproque n’est pas nécessairement vraie. 
 
4 Décorrélation ne signifie pas indépendance 
On a démontré dans l’équation (229) que l’indépendance implique la décorrélation. Mais des données 
décorrélées ne sont pas nécessairement indépendantes. Dans le contre-exemple donné par [138] on 
suppose un couple (x ;  y) de variables aléatoires discrètes quelconques définies par : 
(x ;  y) ∈  { 0,1 ;  0, −1 ;  1,0 ;  −1,0 }   
On suppose également une distribution jointe équiprobable égale à 0,25. Le calcul de la covariance 
montre alors que ces données sont décorrélées :  
𝐶𝑂𝑉𝑥⋅𝑦 = (
1
4
 0 ⋅ 1 +
1
4
 0 ⋅ −1 +
1
4
 1 ⋅ 0 +
1
4
 −1 ⋅ 0 )  − (
1
4
−
1
4
) ⋅ (
1
4
−
1
4
) = 0   
A partir de l’équation (229), on peut également écrire que l’indépendance implique la relation 
suivante :   
𝑥; 𝑦 𝑖𝑛𝑑é𝑝𝑒𝑛𝑑𝑎𝑛𝑡𝑠 ⇒  𝔼[𝑥2 ⋅ 𝑦2] − 𝔼[𝑥2] ⋅ 𝔼[𝑦2] = 0   
Si on applique cette relation à notre couple (x ;  y) on obtient :  
𝔼[𝑥2 ⋅ 𝑦2] − 𝔼[𝑥2] ⋅ 𝔼[𝑦2]
= (
1
4
 0 ⋅ 1 2 +
1
4
 0 ⋅ −1 2 +
1
4
 1 ⋅ 0 2 +
1
4
 −1 ⋅ 0 2) − (
1
4
+
1
4
) (
1
4
+
1
4
)
= −
1
4
 
  
La valeur étant non-nulle, on en déduit donc que x et y sont, bien que décorrélés, non indépendants. 
La covariance nulle entre deux variables aléatoires est donc une hypothèse nécessaire à la condition 
d’indépendance mais non suffisante. 
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5 Processus stochastiques 
5.1 Définition 
Les processus stochastiques sont définis par des processus aléatoires fonctions du temps. De tels 
processus permettent alors la caractérisation des signaux dont on ne peut prédire la forme d’onde. On 
considère alors chaque valeur prise par le processus dans le temps comme une variable aléatoire. On 
distingue deux classes principales, les processus stationnaires et les processus non-stationnaires. 
Un processus est dit stationnaire lorsque ses propriétés statistiques sont temporellement invariantes. 
Au sens strict de la stationnarité, cette propriété se traduit par des densités de probabilités jointes 
invariantes temporellement. En d’autres termes, la densité de probabilité jointe du processus prise 
entre l’instant t et l’instant t’ ne dépend que de la différence entre t et t’ et non pas du temps lui-
même. Il est alors possible de dériver cette notion aux moments d’ordre n.  
A l’ordre un, nous pouvons écrire l’espérance du processus à chaque instant du temps. Avec 𝑥 𝑡  un 
processus stochastique stationnaire quelconque, on a :  
𝔼[𝑥 𝑡 ] = 𝑚𝑥 = 𝐶  − 
𝑠𝑡𝑒 , ∀ 𝑡   
A l’ordre deux, d’après les équations (224) et (235), on peut écrire les covariances entre deux instants 
du temps t et t’ de 𝑥 𝑡 , notées Γ𝑥𝑥 𝑡, 𝑡
′  :  
Γ𝑥𝑥 𝑡, 𝑡′ = 𝔼[𝑥 𝑡 𝑥 𝑡′ ] − 𝑚𝑥
2    
Or pour un processus stationnaire et pour une durée t-t’ donnée, la covariance est constante quel que 
soit t. On pose alors 𝜏 = 𝑡 − 𝑡′, on a ainsi :  
Γ𝑥𝑥 𝑡, 𝜏 = 𝔼[𝑥 𝑡 𝑥 𝑡 − 𝜏 ] − 𝑚𝑥
2 = Γ𝑥𝑥 𝑡 + 𝜆, 𝜏 , ∀ 𝜆, 𝑡 𝑒𝑡 𝜏    
Cette dernière expression est couramment appelée fonction d’autocorrélation de 𝑥. 
Les processus non-stationnaires présentent quant à eux une dépendance au temps. Certaines classes 
de signaux non stationnaires présentent toutefois des propriétés intéressantes qui peuvent être 
exploitées, c'est notamment le cas des signaux dit cyclostationnaires qui présentent une périodicité de 
ses caractéristiques statistiques au cours du temps t.  
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Annexe B. Estimations de la densité 
spectrale cyclique 
1 Périodogramme cyclique à temps variable  
Comme défini en équation (18), le périodogramme cyclique est défini comme l’inter-spectre de 𝑥 𝑡  
décalé de 𝛼 en fréquence. L'estimateur du périodogramme cyclique [55] est défini par :   
𝐷𝑆𝐶𝑥𝑥 𝑡, 𝑓, 𝛼 ≜
1
T
⋅ 𝑋𝑇 (t, 𝑓 +
1
2
𝛼) ⋅ 𝑋𝑇
∗ (𝑡, 𝑓 −
1
2
𝛼)   
avec 𝑋𝑠 𝑡, 𝑓  la transformée de Fourier à court terme de 𝑥 𝑡  de longueur T à l’instant t et à la 
fréquence de 𝑓:  
𝑋𝑇 𝑡, 𝑓 ≜  𝑥 𝑢 ⋅ 𝑒
−2𝑖𝜋𝑓𝑢
𝑡+
T
2
𝑡−
T
2
𝑑𝑢 =  𝑥 t − s ⋅ 𝑒−2𝑖𝜋𝑓 t−s 
T
2
−
T
2
𝑑𝑠   
Alors qu’il est possible d’appliquer une fenêtre de lissage temporel ou fréquentiel à notre estimateur 
équation (238) on peut généraliser l’équation (239) par l’utilisation d’une fenêtre de pondération sur 
𝑥 𝑡  :  
𝑋𝑇 𝑡, 𝑓 ≜  𝑎𝑇 𝑡 − 𝑢 ⋅ 𝑥 𝑢 ⋅ 𝑒
−2𝑖𝜋𝑓𝑢
∞
−∞
𝑑𝑢   
 
2 Forme quadratique générale de l’estimateur de la DSC 
Dans [63], il est démontré que n’importe quel estimateur de la DSC peut être écrit à l’aide d’un noyau 
à deux dimensions noté 𝒬ℒ 𝑡
+, 𝑡−  : 
𝐷𝑆𝐶𝑥𝑥 𝛼, 𝑓 ≜ 𝔼 [∬ 𝒬ℒ 𝑡
+, 𝑡− 𝑥 𝑡+ 𝑥∗ 𝑡−  𝑒
−2𝑖𝜋(𝑓 𝑡+−𝑡− +
𝛼
2
 𝑡++𝑡− )
𝑑𝑡+𝑑𝑡−
ℝ2
]   
De cette équation, il peut être dérivé différents estimateurs par lissage temporel ou fréquentiel. Dans 
le cas de signaux échantillonnés de durée finie, nous avons :  
𝐷𝑆𝐶𝑥𝑥 𝛼, 𝑓 ≜ 𝑇𝑒 ∑ ∑ 𝑄𝐿 𝑝, 𝑞 𝑥 𝑝 𝑥
∗ 𝑞 𝑒
−2𝑖𝜋(𝑓 𝑝−𝑞 +
𝛼
2
 𝑝+𝑞 )𝑇𝑒
𝑁−1
𝑞=1
𝑁−1
𝑝=1
   
 
3 Périodogramme cyclique moyenné 
Boustany et Antoni [63] proposent une technique permettant l'estimation du spectre cyclique, en 
étendant le périodogramme moyenné, utilisé pour l'estimation de la DSP des signaux stationnaires, 
aux signaux cyclostationnaires. Le périodogramme est calculé sur K tranches du signal, de taille 𝑁𝑤, 
chaque tranche étant pondérée par une fenêtre temporelle 𝑤 𝑛 . On définit R comme étant le délai 
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entre deux tranches. L'estimation de la densité spectrale cyclique est donnée par la moyenne des 
périodogrammes de chacune des tranches :  
𝐷𝑆?̂?𝑥𝑥 𝛼, 𝑓 =
1
𝐾𝑇𝑒
⋅ ∑ 𝑋𝑁𝑤
 𝑘 
(𝑓 +
1
2
𝛼) ⋅ 𝑋𝑁𝑤
 𝑘  ∗ (𝑓 −
1
2
𝛼)
𝐾
𝑘=1
   
avec 𝑋𝑁𝑤
 𝑘  𝑓  la transformée de Fourier de la kième tranche de 𝑥 𝑛  pondérée par la fenêtre glissante 
𝑤 𝑛  de longueur 𝑁𝑤  :  
𝑋𝑁𝑤
 𝑘  𝑓 = 𝑇𝑒 ∑ 𝑤 𝑛 − 𝑘𝑅 
𝑅+𝑁𝑤−1
𝑛=𝑅
𝑥 𝑛 𝑒−2𝑖𝜋𝑓𝑛𝑇𝑒    
On définit 𝐾 =
𝐿−𝑁𝑤
𝑅
+ 1 le nombre de tranches. Dans l’objectif d’étudier le comportement du 
fenêtrage sur l’estimation de la CSD il est possible d’identifier le noyau de la transformation à partir 
des équations (242), (243) et (244). On a alors : 
𝐷𝑆?̂?𝑥𝑥 𝛼, 𝑓 =
𝑇𝑒
𝐾
∑( ∑ 𝑤 𝑝 − 𝑘𝑅 
𝑅+𝑁𝑤−1
𝑛=𝑅
𝑥 𝑝 𝑒−2𝑖𝜋(𝑓+
𝛼
2)𝑝𝑇𝑒)
𝐾
𝑘=1
⋅ ( ∑ 𝑤 𝑞 − 𝑘𝑅 𝑥 𝑞 𝑒2𝑖𝜋(𝑓−
𝛼
2)𝑞𝑇𝑒
𝑅+𝑁𝑤−1
𝑞=𝑅
) 
  
Cette expression peut également s’écrire :  
𝐷𝑆?̂?𝑥𝑥 𝛼, 𝑓 = 𝑇𝑒 ∑ ∑
1
𝐾
∑𝑤 𝑝 − 𝑘𝑅 𝑤∗ 𝑞 − 𝑘𝑅 
𝐾
𝑘=1
 
𝑅+𝑁𝑤−1
𝑞=𝑅
𝑅+𝑁𝑤−1
𝑛=𝑅
⋅ 𝑥 𝑝 𝑥∗ 𝑞 𝑒
−2𝑖𝜋(𝑓 𝑝−𝑞 +
𝛼
2
 𝑝+𝑞 )𝑇𝑒 
  
Donc le noyau vaut :  
𝑄𝐿 𝑝, 𝑞 =
1
𝐾
∑ 𝑤 𝑝 − 𝑘𝑅 𝑤∗ 𝑞 − 𝑘𝑅 
𝐾
𝑘=1
   
Et il est montré que sa transformée de Fourier discrète 2-D donne :  
𝑇𝐹𝐷[𝑄𝐿 𝑝, 𝑞 ] 𝜆, 𝜂 = 𝑊 𝜆 𝑊
∗ 𝜆 − 𝜂  ⋅ 𝐷𝐾
𝑅𝑇𝑒 𝜂 ⋅ 𝑒−𝑖𝜋𝜂𝑅𝑇𝑒 𝐾−1    
La quantité 𝒟𝐾
𝑅𝑇𝑒 𝜂  est le noyau de Dirichlet défini par :  
𝒟𝐾
𝑅𝑇𝑒 𝜂 =
1
𝐾
∙
sin 𝜋𝜂𝑅𝑇𝑒𝐾 
sin 𝜋𝜂𝑅𝑇𝑒 
   
Par intégration sur 𝜆 du noyau, il est possible d’analyser le comportement du périodogramme en 
fréquence cyclique : 
|𝐵𝑄 𝜂 | = |
1
Te
 𝑄𝐿 𝜆, 𝜂 𝑑𝜆
1
2Te
−
1
2Te
| = |𝒟𝐾
𝑅𝑇𝑒 𝜂 | ∙
1
𝑇𝑒
 𝑊2 𝜂     
Avec 𝑊2 𝛼 =  𝒯ℱ[𝑤𝑁𝑤 𝑛 
2] 𝛼  la transformée de Fourier de la fenêtre élevée au carré. 
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Figure 74 : Noyau de l’estimateur de la DSC par périodogramme cyclique moyenné. 
Représentation logarithmique de la transformée de Fourier du noyau intégré sur 𝜆 (en rouge). En bleu est représenté le 
logarithme du noyau de Dirichlet seul (10𝑙𝑜𝑔10|𝒟𝐾
𝑅𝑇𝑒 𝜂 |), en noir la TF de la fenêtre au carré (10𝑙𝑜𝑔10 𝑊2 ). 
 
Le noyau de Dirichlet (Figure 74) présente la particularité de posséder un lobe principal de bande 
passante Δ𝑓 =  𝐾𝑅𝑇𝑒 
−1 ≅  𝑁𝑇𝑒 
−1 mais aussi d’autres lobes d’amplitude 1 avec une périodicité de 
 𝑅𝑇𝑒 
−1 pouvant être totalement supprimés en fixant R de manière à le faire coïncider avec un zéro 
de 𝑊2 𝛼 , c’est-à-dire trouver 𝑅 tels que 𝑊2  𝑅𝑇𝑒 
−1 = 0 comme montré dans l’exemple de la 
Figure 74. Les auteurs montrent que l’utilisation d’un taux de recouvrement de 66,67% avec une 
fenêtre de Hamming ou de Hann, ou un taux de 50% avec une fenêtre demi-sinus permet d’atteindre 
cet objectif. 
En conclusion, avec une fenêtre de Hamming de taille 𝑁𝑤, l’estimateur présente les caractéristiques 
suivantes : 
- Résolution cyclique : ∆𝛼 ≅ 1
𝑁𝑇𝑒
  
- Résolution fréquentielle : ∆𝑓 = 1
𝑁𝑤𝑇𝑒
 
 
 
Δ𝑓 =
1
𝐾𝑅𝑇𝑒
≈
1
𝑁𝑇𝑒
 
1
𝑅𝑇𝑒
 
𝜂 
𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒  𝑑𝐵  
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Annexe C. Analyse en composante 
indépendante 
1 Méthodes tensorielles ou algébriques 
1.1 Tenseur de cumulants 
Les tenseurs forment une généralisation de la notion de matrice. Un tenseur d’ordre N est alors défini 
par un tableau à N dimensions. A l’ordre 1, le tenseur est un vecteur et à l’ordre 2, il est une matrice. 
Le tenseur de cumulants généralise donc la notion de matrice de covariance aux ordres supérieurs. La 
particularité des tenseurs de cumulants est qu’ils sont diagonaux, quel que soit l’ordre, lorsque les 
signaux étudiés sont indépendants. Nous nous intéresserons tout particulièrement aux cumulants 
d’ordre 4 
Considérons un vecteur quelconque de N éléments ∶ 𝒁 = [𝑧1, … 𝑧𝑁]
𝑇. Le tenseur de cumulants d’ordre 
4 est donc défini par l’ensemble des cumulants d’ordre 4 croisés entre chaque composante du vecteur. 
L’élément  𝑖, 𝑗, 𝑘, 𝑙  de ce tenseur s’écrit donc :  
{𝑪𝒖𝒎𝟒 𝒁 }𝑖,𝑗,𝑘,𝑙 = 𝐶𝑢𝑚[𝑧𝑖, 𝑧𝑗
∗, 𝑧𝑘 , 𝑧𝑙
∗] 
On suppose également les données blanchies, ce qui signifie que les composantes du vecteur Z sont 
décorrélées et d’énergie unitaire. En d’autres termes la matrice de covariances de Z est égale à la 
matrice identité. De plus les sources S sont considérées indépendantes et d’énergie unitaire. On a alors  
{𝑪𝒖𝒎𝟒 𝑺 }𝑖,𝑗,𝑘,𝑙 = 𝛿𝑖𝑗𝑘𝑙 ⋅ 𝜅𝑠𝑖    
où les 𝜅𝑠𝑖 = 𝐶𝑢𝑚[𝑠𝑖, 𝑠𝑖
∗, 𝑠𝑖, 𝑠𝑖
∗] désignent les auto-cumulants d’ordre 4. A partir du modèle décrit par 
l’équation (158) et en posant 𝑅 = 𝑊 ⋅ 𝐴, l’équation (159) devient : 
𝒁 = 𝑹 ⋅ 𝑺   
Les données blanchies rassemblées dans Z sont une combinaison linéaire des sources notées S où la 
matrice de mélange R, composée des éléments {𝑅}𝑖𝑗 = 𝑟𝑖𝑗, est unitaire. Les équations (251) et (252) 
et la propriété de multi-linéarité du cumulant conduisent à la relation suivante :  
𝐶𝑢𝑚[𝑧𝑖, 𝑧𝑗
∗, 𝑧𝑘 , 𝑧𝑙
∗] = ∑𝑟𝑖𝑝𝑟𝑗𝑝
∗ 𝑟𝑘𝑝𝑟𝑙𝑝
∗ 𝐶𝑢𝑚[𝑠𝑖, 𝑠𝑖
∗, 𝑠𝑖, 𝑠𝑖
∗]
𝑝
   
 
1.2 Matrices de cumulants 
Il est possible de simplifier le tenseur d’ordre 4 en réalisant une combinaison linéaire de tranches avec 
une matrice de pondération (Figure 75). On définit alors la matrice de cumulants 𝑄𝑧 𝑀  dont l’élément 
 𝑖, 𝑗  est défini par :  
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{𝑄𝑧 𝑀 }𝑖,𝑗 = ∑𝑚𝑘𝑙 ⋅ 𝐶𝑢𝑚[𝑧𝑖, 𝑧𝑗
∗, 𝑧𝑘 , 𝑧𝑙
∗]
𝑘,𝑙
   
où la matrice 𝑀, de coefficients 𝑚𝑘𝑙, représente la matrice de pondération appliquée aux tranches de 
cumulants. 𝑄𝑧 𝑀  peut également s’exprimer sous forme matricielle comme suit [125] :  
𝑄𝑧 𝑀 = 𝔼[ 𝑍
𝐻𝑀𝑍 𝑍𝑍𝐻] − 𝑅𝑧𝑧𝑀𝑅𝑧𝑧 − 𝑅𝑧𝑧𝑇𝑟𝑎𝑐𝑒 𝑀𝑅𝑧𝑧    
 
 
Figure 75 : Matrice de Cumulants d’ordre 3. 
Illustration sur un tenseur de cumulants d’ordre 3 𝐶𝑢𝑚[𝑧𝑖 , 𝑧𝑗
 , 𝑧𝑘
∗], représenté par le cube bleu, de la construction de la matrice 
de cumulants (carré rouge clair). Chaque élément de la matrice de cumulants 𝑄𝑧 𝑀 , carré rouge foncé, est construit par la 
somme d’une tranche (rectangle bleu foncé) pondérée par le tenseur de pondération 𝑀. Dans le cas d’un tenseur du 3ème 
ordre 𝑀 est un vecteur, au quatrième ordre, 𝑀 est une matrice. 
 
Par généralisation du concept de l’algèbre vectorielle, 𝑄𝑧 𝑀  est en fait une projection, généralisation 
du produit scalaire, du tenseur de cumulants sur la matrice 𝑀. Le tenseur de cumulants peut ainsi être 
projeté sur une base de ℂ𝑁×𝑁 formée par N² matrices deux à deux orthogonales.  
A partir de l’équation (253), il est possible de déduire que la matrice de cumulants est une matrice 
hermitienne et peut être diagonalisée par une matrice unitaire, notée R  [125] :  
𝑄𝑧 𝑀 = 𝑅
𝐻 ⋅ ΛM ⋅ 𝑅   
où par définition ΛM est diagonale et vaut :  
ΛM = [
𝜅𝑠1𝒓𝟏
𝑯𝑴𝒓𝟏 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 𝜅𝑠𝑁𝒓𝑵
𝑯𝑴𝒓𝑵
]   
On en déduit que la matrice 𝑅 diagonalise 𝑄𝑧 𝑀  quel que soit 𝑀. On peut également écrire l’équation 
(256) sous forme indicielle [125]. On a alors :  
𝑄𝑧 𝑀 = ∑𝑟𝑝
𝐻 ⋅ 𝑀 ⋅ 𝑟𝑝 ⋅ 𝑟𝑝 ⋅ 𝑟𝑝
𝐻 ⋅ κsp
𝑁
𝑝=1
    
 
𝑄𝑧 𝑀  
𝐶𝑢𝑚[𝑧𝑖, 𝑧𝑗
 , 𝑧𝑘
∗] 
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1.3 Méthode FOBI « Fourth-Order Blind Identification » 
Cardoso propose une utilisation de la matrice de cumulants pour la séparation de sources non-
Gaussiennes dans un mélange linéaire instantané [139]. La méthode, baptisée FOBI, prend tout 
simplement le cas 𝑀 = 𝐼𝑑. La matrice de cumulants devient alors :  
{𝑄𝑧 𝐼𝑑 }𝑖,𝑗 = ∑𝐶𝑢𝑚[𝑧𝑖, 𝑧𝑗
∗, 𝑧𝑘 , 𝑧𝑘
∗]
𝑘
   
Ou encore, on peut écrire, à partir de l’équation (255) :  
𝑄𝑧 𝐼𝑑 = 𝔼[ 𝑍 
2𝑍𝑍𝐻] −  𝑛 + 1 𝐼𝑛   
𝑄𝑧 𝐼𝑑  et 𝐸[ 𝑍 
2𝑍𝑍𝐻] ayant les même vecteurs propres, diagonaliser 𝑄𝑧 𝐼𝑑  revient à diagonaliser la 
matrice 𝔼[ 𝑍 2𝑍𝑍𝐻] ce qui présente l’avantage d’avoir un coût de calcul très faible. On déduit de 
l’équation (256) que les valeurs propres valent 𝜆𝑖 = 𝜅𝑠𝑖𝑟𝑖
𝐻𝐼𝑁𝑟𝑖 = 𝜅𝑠𝑖. Les sources doivent alors avoir 
des auto-cumulants d’ordre 4, ou Kurtosis, distincts. Cette méthode présente toutefois un faible coût 
de calcul par l’utilisation d’une décomposition en valeur propre de 𝑄𝑧 𝐼𝑑 . 
 
𝑍 𝑛 ← Préblanchiment par Analyse en Composante Principale  
 
Calcul de la matrice de cumulants d’ordre 4 = 𝑸𝒛 𝑰𝒅  :  
  𝑄𝑖,𝑗 ← ∑ 𝐶𝑢𝑚 𝑥𝑖 , 𝑥𝑗 , 𝑥𝑘 , 𝑥𝑘 𝑘  
 
Calcul de la matrice unitaire de rotation optimale par diagonalisation approchée 
  𝑅 ← argmax
U
[ 𝑑𝑖𝑎𝑔 𝑈 ⋅ 𝑄𝑧 Id ⋅ 𝑈
𝑇  2]  
 
Estimation des sources :  
     𝑆 𝑛 = 𝑅 ⋅ 𝑍  
TABLEAU 10 : ALGORITHME GENERAL DE FOBI (DVP : DECOMPOSITION EN VALEUR PROPRE) 
 
1.4 Méthode JADE «  Joint Approximante Diagonalization of Eigen-matrices » 
La méthode précédente ne permet d’identifier 𝑅 que si les valeurs propres de 𝑄𝑧 𝐼𝑑  sont distinctes. 
On note que la méthode précédente n’utilise que partiellement l’information disponible sur le tenseur 
de cumulant. En effet, il existe en réalité N² matrices de cumulants indépendantes alors que FOBI n’en 
utilise qu’une seule. La méthode JADE [139] [125] de Cardoso et Souloumiac, se base sur le même 
principe que FOBI en diagonalisant conjointement un ensemble de matrices de cumulants 
indépendantes.  
Comme nous l’avons remarqué précédemment, le tenseur de cumulants peut être projeté sur une 
base de N² matrices orthogonales deux à deux. Soit une base du tenseur de cumulants, noté𝑒 𝒩, 
formée par N² matrices :  
𝒩 = {𝑀𝑖    𝑖 ∈ ⟦1; 𝑁
2⟧}   
Alors qu’une infinité de bases de matrices de cumulants peuvent être construites, Cardoso [139] 
propose différentes solutions possibles :  
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 Base arbitraire 
La base la plus évidente consiste à sélectionner un jeu arbitraire de N² matrices formant une base 
orthonormale du tenseur de cumulants.  
 
 Base Canonique 
Une autre construction possible est de construire les matrices de cumulants en utilisant toutes les 
tranches parallèles du tenseur de cumulants [139]. La base, équation (261), est ainsi formée par toutes 
les matrices canoniques 𝑀𝑘𝑙  = 𝑒𝑘𝑒𝑙
𝐻 où 𝑒𝑘 = [0 … 0 1 0 … 0]
𝐻 est un vecteur dont seul le 
kème élément est non-nul et vaut 1. La matrice de cumulants définie à l’équation (254) s’écrit alors :  
{𝑄𝑧 𝑀𝑘𝑙 }𝑖,𝑗 = 𝐶𝑢𝑚[𝑧𝑖, 𝑧𝑗
∗, 𝑧𝑘 , 𝑧𝑙
∗]   
Les auteurs proposent un meilleur choix, plus robuste vis-à-vis de l’erreur d’estimation des 𝑄𝑧, en 
utilisant des matrices de cumulants symétriques avec :  
𝑀𝑘𝑙  =
{
 
 
 
 
𝑒𝑘𝑒𝑘
𝐻 , 𝑠𝑖 𝑘 = 𝑙
1
√2
(𝑒𝑘𝑒𝑙
𝐻 + 𝑒𝑙𝑒𝑘
𝐻) , 𝑠𝑖 𝑘 < 𝑙
1
√2
(𝑒𝑘𝑒𝑙
𝐻 − 𝑒𝑙𝑒𝑘
𝐻) , 𝑠𝑖 𝑘 > 𝑙
      
 
 
𝑍 𝑛 ← Préblanchiment par Analyse en Composante Principale  
  
Calcul des matrices de cumulants d’ordre 4 (Base canonique): 
  𝑄i,j
𝑝 ← 𝐶𝑢𝑚(𝑧𝑖 , 𝑧𝑗 , 𝑧𝑘 , 𝑧𝑘) : k=l 
  𝑄i,j
𝑝 ←
√2
2
 [𝐶𝑢𝑚(𝑧𝑖 , 𝑧𝑗
∗, 𝑧𝑘 , 𝑧𝑙
∗) + 𝐶𝑢𝑚(𝑧𝑖 , 𝑧𝑗
∗, 𝑧𝑘 , 𝑧𝑙
∗)] : k<l 
  𝑄i,j
𝑝 ←
√2
2
 [𝐶𝑢𝑚(𝑧𝑖 , 𝑧𝑗
∗, 𝑧𝑘 , 𝑧𝑙
∗) − 𝐶𝑢𝑚(𝑧𝑖 , 𝑧𝑗
∗, 𝑧𝑘 , 𝑧𝑙
∗)] : k>l 
 
Calcul de la matrice unitaire de rotation optimale par DCA :  
  𝑅 ← argmax
U
[∑  𝑑𝑖𝑎𝑔 𝑈 ⋅ Qp ⋅ 𝑈𝑇  2𝑁
2
𝑝=1 ]  
 
Estimation des sources :  
     𝑆 𝑛 = 𝑅 ⋅ 𝑍 𝑛  
Tableau 11 : Algorithme de JADE (DCA : Diagonalisation Conjointe Approchée) utilisant la base canonique 
 
 Bases des matrices propres 
Une autre solution, initialement proposée dans [125] et réduisant à N le nombre de matrices à 
diagonaliser, consiste à choisir l’ensemble des N² matrices propres de 𝑄𝑧, c‘est à dire vérifiant l’égalité 
suivante : 
𝑄𝑧 𝑀𝑖 = 𝜆𝑖𝑀𝑖   
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où  𝑀𝑖 désigne la matrice propre et 𝜆𝑖 les valeurs propres. Ainsi la composante  𝑖, 𝑗, 𝑘, 𝑙  du tenseur de 
cumulants s’écrit :  
𝐶𝑢𝑚(𝑧𝑖 , 𝑧𝑗, 𝑧𝑘 , 𝑧𝑙) = ∑𝜆𝑝𝑚𝑖𝑗
𝑝 𝑚𝑘𝑙
∗
𝑁2
𝑝=1
   
où 𝑚𝑖𝑗
𝑝
 est la composante  𝑖, 𝑗  de la matrice propre 𝑀𝑝. 
En utilisant le modèle de l’équation (252), on pose 𝑟𝑖 la i
ème colonne de 𝑅. Sachant que 𝑅 est unitaire, 
on a : 𝑟𝑎
𝐻𝑟𝑏 = 𝛿𝑎𝑏. En posant 𝑀𝑎𝑏  =  𝑟𝑎𝑟𝑏
𝐻, l’équation  (258) devient :  
𝑄𝑧 𝑀𝑎𝑏 = ∑ 𝑟𝑝
𝐻(𝑟𝑎𝑟𝑏
𝐻)𝑟𝑝𝑟𝑝𝑟𝑝
𝐻𝜅𝑠𝑝
𝑝=1
= 𝛿𝑎𝑏𝑟𝑎𝑟𝑎
𝐻𝜅𝑠𝑎   
vérifiant ainsi la condition formulée à l’équation (264) lorsque a=b. On en déduit qu’une base, définie 
par l’équation (261), est formée par les N matrices propres 𝑀𝑎𝑎 de 𝑄𝑧 de valeurs propres 𝜅𝑠𝑎  : 
𝒩𝑝 = {𝑀𝑎𝑎 = 𝑟𝑎𝑟𝑎
𝐻    𝑎 ∈ ⟦1;𝑁⟧ }   
toutes les autres valeurs propres de 𝑄𝑧 de cumulants étant nulles. Ainsi [125] propose de diagonaliser 
le jeu de matrices propres ∶ 𝑄𝑧 𝑀𝑖 = 𝜆𝑖𝑀𝑖.  
Ces dernières peuvent être calculées par un algorithme standard de décomposition en valeurs propres 
[140] en rassemblant tous les éléments du tenseur de cumulants dans une matrice de dimension 
N²xN². En posant ?̃? la matrice ainsi formée et {?̃?}
𝑖𝑝
= ?̃?𝑖𝑝
  le ième indice du vecteur propre associé à la 
valeur propre 𝜆𝑝, l’équation (265) se réécrit : 
{?̃?}
𝑖,𝑗
= ∑ 𝜆𝑝𝑚𝑖
?̃?
𝑝=1,𝑁²
𝑚𝑗
?̃?∗  ⇔  ?̃? = ?̃? ⋅ 𝑑𝑖𝑎𝑔 𝜆1 …𝜆𝑁
2  ⋅  ?̃?𝐻 
  
On trouve ainsi N² paires (valeurs propres ; vecteurs propres) où chaque vecteur propre est formé de 
N² composantes. La réorganisation de chaque vecteur en matrices de dimension NxN forme les 
matrices propres du tenseur de cumulants. Les N plus fortes valeurs propres sont sélectionnées, les 
autres étant normalement nulles. Un algorithme de type Lanczos, dédié aux problèmes de recherche 
des paires propres (𝜆𝑖 ⋅ 𝑉𝑖) lorsque le nombre de valeurs propres est inférieur à N², moins coûteux en 
calcul, est également proposé dans [140].  
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𝑍 𝑛 ← Préblanchiment par Analyse en Composante Principale  
  
Calcul du tenseur de cumulants d’ordre 4 et mise en forme matricielle 
 {?̃?}
𝑚,𝑛
← 𝐶𝑢𝑚(𝑧𝑖 , 𝑧𝑗 , 𝑧𝑘, 𝑧𝑙), 𝑎𝑣𝑒𝑐 𝑚 = 𝑖 +  𝑗 − 1 𝑁 𝑒𝑡 𝑛 = 𝑘 +  𝑙 − 1 𝑁  
 
Calcul des N plus fortes paires (valeurs propres, matrices propres) 
  (?̃?, ?̃?) ← 𝐷𝑉𝑃(?̃?)  
   {Qp}𝑖,𝑗 ← {?̃?}𝑝,𝑝 ⋅ {?̃?}𝐼,𝑝       𝑎𝑣𝑒𝑐 𝐼 =  𝑖 +  𝑗 − 1 ⋅ 𝑁 
 
Calcul de la matrice unitaire de rotation optimale par DCA :  
  𝑅 ← argmax
U
[∑ |𝑑𝑖𝑎𝑔(𝑈 ⋅ 𝜆𝑝M𝑝 ⋅ 𝑈
𝑇)|
2𝑁
𝑝=1 ]  
 
Estimation des sources :  
     𝑆 𝑛 = 𝑅 ⋅ 𝑍(n)  
Tableau 12 : Algorithme JADE (DVP : Décomposition en Valeurs Propres, DCA : Diagonalisation Conjointe Approchée) utilisant 
la base formée par N matrices propres du tenseur de cumulants d’ordre 4. 
 
 
 Transformation unitaire 
La matrice de transformation étant unitaire, diagonaliser la matrice revient à minimiser les termes 
hors-diagonaux ou maximiser les termes diagonaux. La diagonalisation conjointe revient alors la 
maximisation suivante :  
𝑅 = argmax
U
[∑ 𝑑𝑖𝑎𝑔 𝑈 ⋅ 𝑄𝑧 𝑀𝑖 ⋅ 𝑈
𝑇  2
𝑖
] 
avec 𝑑𝑖𝑎𝑔 𝑀  désignant les termes diagonaux de 𝑀. La diagonalisation conjointe est réalisée par 
l’algorithme de Jacobi étendu [126] (Annexe D.2). 
 
1.5 Autres Méthodes 
Historiquement la méthode de P. Comon [141], baptisée COM2, fut la première à émerger parmi les 
méthodes tensorielles. D’autres méthodes dérivées ont été développées, par exemple la méthode 
STOTD [142] de L. De Lathauwer propose d’appliquer la méthode à l’ordre 3 alors que E. Moreaux [143] 
propose une généralisation de JADE, dénommée eJADE, aux ordres quelconques supérieurs ou égaux 
à 3. La méthode COM1 [144] propose enfin de maximiser la trace du tenseur de cumulants sous 
l’hypothèse que l’ensemble des cumulants soient de même signe. 
Nous avons vu dans ce chapitre quelques méthodes, dont notamment FOBI et JADE, utilisant la 
diagonalisation de tenseurs de cumulants. Ces algorithmes utilisent l’itération de Jacobi de manière à 
trouver la matrice de rotation complexe permettant la séparation de données blanchies. Différentes 
fonctions, dites de contraste, que l’on cherche à maximiser ont été construites sur cette base. Les 
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différents algorithmes ont montré des performances similaires mais certains algorithmes, bien que 
restreints à des problèmes particuliers, ont montré des vitesses de convergence plus rapides. 
Il est possible d’étendre plus généralement la notion de fonctions de contraste. Il est alors possible 
d’utiliser différents critères exprimant le « taux » d’indépendance entre les sources. Certains auteurs 
utilisent la notion d’information mutuelle, issue de la théorie de l’information, ou encore une fois, en 
se basant sur les cumulants d’ordre strictement supérieur à 2. 
 
2 Fonction de Contraste exploitant la non-gaussianité 
2.1 Méthodes basées sur les statistiques d’ordre supérieur 
Les premières méthodes qui ont émergé sont les méthodes exploitant la non-gaussianité des sources. 
Le principe découle du théorème central limite qui montre qu’un mélange de sources iid de 
distribution quelconque tend vers une distribution gaussienne. Dans le cas d’un mélange linéaire 
instantané, équation (134), le problème peut alors être résolu en cherchant une matrice de séparation, 
notée 𝐵, telle que les signaux estimés, ?̂? = 𝐵 ⋅ 𝑌, minimisent un critère de gaussianité. Soit 𝐺 𝑠  une 
fonction mesurant la gaussianité de 𝑠, on a :  
𝐵 = argmin
𝑀
𝐺 𝑀 ⋅ 𝑌    
Divers critères ont alors été utilisés de manière à mesurer la non-gaussianité des sources. Par exemple 
les statistiques d’ordre strictement supérieur à deux (SOS) sont d’autant plus élevées que les sources 
sont non-gaussiennes. Le critère basé sur les SOS le plus souvent utilisé est le cumulant d’ordre quatre 
défini par :  
𝜅4 𝑦 = 𝔼[𝑦
2] − 3 𝔼[𝑦2] 2   
 
On trouvera dans l’article de Mensour et Jutten [145] une étude sur deux critères fondés sur les 
cumulants d’ordre quatre.  
Historiquement l’algorithme FastICA [93, 138] propose l’estimation des sources en maximisant un tel 
critère par l’algorithme d’optimisation du point fixe [91] :  
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𝑍 𝑛 ← Préblanchiment par Analyse en Composante Principale  
 
Pour i variant de 1 à N 
 Estimation d’un vecteur de séparation 
    𝑤𝑖 ← 𝑣𝑒𝑐𝑡𝑒𝑢𝑟 𝑎𝑙é𝑎𝑡𝑜𝑖𝑟𝑒 𝑑𝑒 𝑛𝑜𝑟𝑚𝑒 1  
   Faire 
   𝑤𝑖 ← 𝑤𝑖 + 𝔼[𝑧 ⋅  𝑤𝑖
𝑇 ⋅ 𝑧 3] − 3𝑤𝑖  
   𝑤𝑖 ← 𝑤𝑖/‖𝑤𝑖‖ 
  Jusqu’à convergence 
 
 Estimation de la source :  
      𝑠𝑖 𝑛 = 𝑤𝑖
𝑇 ⋅ 𝑍 n   
 
 Suppression de la contribution de la source dans 𝒁 𝐧  : 
 
Fin Pour 
 
Tableau 13 : Algorithme de FastICA de séparation de N sources par maximisation du Kurtosis  [91] 
 
2.2 Méthodes fondées sur la théorie de l’information 
Un second critère de non-gaussianité utilisé en séparation de sources est la néguentropie. L’entropie 
d’une variable aléatoire [146], en théorie de l’information, mesure la « structuration de l’information ». 
Une entropie élevée montre un signal fortement aléatoire et instructuré. L’entropie différentielle 
généralise la notion d’entropie de Shannon aux vecteurs aléatoires continus et est définie par 
l’espérance de l’inverse de la densité de probabilité conjointe, notée 𝜙𝒚 𝒙 , du vecteur 𝒚 :  
𝐻 𝒚 = − log (𝜙𝒚 𝒙 )𝜙𝒚 𝒙 𝑑𝒙
 
   
L’intérêt de cette fonction réside dans le fait qu’une distribution gaussienne montre une entropie 
maximale [147] [148] et peut alors être utilisée comme mesure de la non-gaussianité. On utilisera 
généralement la notion de néguentropie en séparation de sources qui est nulle pour une variable 
gaussienne. La néguentropie est alors définie par la différence entre l’entropie d’une variable de 
distribution gaussienne de même variance que 𝒚, notée  𝐻(𝒚𝒈), et l’entropie de 𝒚 :  
𝐽 𝒚 = 𝐻(𝒚𝒈) − 𝐻 𝒚    
L’estimation de la densité de probabilité de y est en pratique difficile et on utilise généralement des 
fonctions approximant la néguentropie. Hyvärinen [149] propose l’utilisation des statistiques d’ordre 
supérieur et fournit l’approximation suivante à un facteur d’échelle près :  
𝐽 𝒚 ∝ 𝔼[𝐺 𝒚 ] − 𝔼[𝐺(𝒚𝒈)]   
Ou 𝐺 𝑦  est une fonction non quadratique quelconque et ∝ signifie « proportionnel à ». Les auteurs 
proposent différentes fonctions, équation (274), qui ont prouvé leur efficacité quant à l’estimation de 
la néguentropie. Les auteurs proposent alors un algorithme de séparation par déflation utilisant une 
optimisation du point fixe :  
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𝑍 𝑛 ← Préblanchiment par Analyse en Composante Principale  
 
Pour i variant de 1 à N 
 Estimation d’un vecteur de séparation 
    𝑤𝑖 ← 𝑣𝑒𝑐𝑡𝑒𝑢𝑟 𝑎𝑙é𝑎𝑡𝑜𝑖𝑟𝑒 𝑑𝑒 𝑛𝑜𝑟𝑚𝑒 1  
   Faire 
   𝑤𝑖 ← 𝑤𝑖 + 𝔼[𝑧 ⋅ 𝑔 𝑤𝑖
𝑇 ⋅ 𝑧 ] − 𝔼[𝑔′ 𝑤𝑖
𝑇 ⋅ 𝑧 ]𝑤𝑖  
   𝑤𝑖 ← 𝑤𝑖/‖𝑤𝑖‖ 
  Jusqu’à convergence 
 
 Estimation de la source :  
      𝑠𝑖 𝑛 = 𝑤𝑖
𝑇 ⋅ 𝑍 n   
 
 Suppression de la contribution de la source dans 𝒁 𝐧  : 
   
Fin Pour 
Tableau 14 : Algorithme de FastICA de séparation de N sources par maximisation de la néguentropie 
où 𝑔 𝑦  et 𝑔’ 𝑦  sont successivement les fonctions dérivée et dérivée seconde de 𝐺 𝑦 . Les auteurs 
proposent ces deux fonctions :  
𝐺 𝑦 = 1/𝑎1 log cosh 𝑎1𝑦  𝑔 𝑦 = tanh 𝑎1𝑦 𝑔
′ 𝑦 = 𝑎1 1 − tanh
2 𝑎1𝑦 
𝐺 𝑦 = −𝑒−𝑦
2 2⁄ 𝑔 𝑦 = 𝑦𝑒−𝑦
2 2⁄ 𝑔′ 𝑦 =  1 − 𝑦2 𝑒−𝑦
2/2
   
 
On note que le choix 𝑔 𝑦 = 𝑦3 revient au problème de maximisation du Kurtosis. L’algorithme du 
Tableau 14 forme un ainsi une généralisation de l’algorithme présenté au Tableau 13. 
 
 
3 Méthode de séparation utilisant l’information mutuelle 
Proche du concept de l’entropie, l’information mutuelle est une mesure naturelle de la dépendance 
entre variables aléatoires. Si on définit 𝒚 = [𝑦1 …𝑦𝑁]
𝑇 un vecteur de N variables aléatoires, 
l’information mutuelle entre les 𝑦𝑖  est définie par :  
𝐼 𝒚 = ∑ 𝐻 𝑦𝑖 − 𝐻 𝒚 
𝑁
𝑛=1
    
La minimisation d’un tel critère permet alors de trouver une matrice de séparation dans le modèle 
linéaire instantané. 
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Annexe D. Diagonalisation 
approximative de matrice par itération 
de Jacobi 
1 Diagonalisation approchée d’une matrice  
Soit A une matrice carrée à valeurs complexes ou réelles et Hermitienne à diagonaliser. Remarquons 
que la particularité des matrices normales (c’est le cas par exemple des matrices hermitiennes, anti-
hermitiennes et unitaires) est qu’elles peuvent être diagonalisées par une transformation unitaire, 
c’est-à-dire qu’il existe une matrice unitaire 𝑈 telle que 𝑈𝐻 ∙ 𝐴 ∙ 𝑈 soit diagonale. 
Avec cet objectif, le principe est de rechercher une matrice unitaire 𝑈 telle que 𝐵, donnée par 
l’équation ci-dessous, soit diagonale : 
𝐷 = 𝑈𝐴𝑈𝐻   
Une mesure naturelle de la diagonalité d’une matrice est la somme du module carré des éléments hors 
diagonaux de la matrice. Cette valeur étant nulle pour une matrice diagonale, le problème de 
diagonalisation peut alors se réduire à la minimisation de cette moyenne :  
𝑈𝑜𝑝𝑡 = argmin
𝑈
(
 
 
∑ ∑|𝑑𝑖𝑗 𝑈 |
2
 
𝑁−1
𝑗
𝑗≠𝑖
𝑁−1
𝑖=1
)
 
 
   
où 𝑏𝑖𝑗 𝑈  représente le terme de la i
ème ligne et de la jème colonne de la matrice 𝑈𝐴𝑈𝐻. Alors que 𝑈 
est unitaire, la minimisation, équation (277), revient alors à maximiser la somme du module carré des 
éléments diagonaux :  
𝑈𝑜𝑝𝑡 = argmax
𝑈
(∑ 𝑑𝑖𝑖 𝑈  
2
𝑁
𝑖=1
) = argmax
𝑈
 ‖𝑑𝑖𝑎𝑔 𝑈𝐻 ⋅ 𝐴 ⋅ 𝑈  ‖2    
Une matrice unitaire peut être décomposée en matrices paramétriques de rotation complexe plane. 
Une telle matrice, aussi appelée matrice de rotation de Jacobi élémentaire est définie par : 
𝐽 𝑝, 𝑞 =
  𝑝                     𝑞    
[
 
 
 
 
 
 
1 ⋯ 0 ⋯ 0 ⋯ 0
⋮ ⋱ ⋮  ⋮  ⋮
0 ⋯ 𝑐𝑜𝑠𝜃 ⋯ −𝑠𝑖𝑛𝜃𝑒𝑗Φ ⋯ 0
⋮  ⋮ ⋱ ⋮  ⋮
0 ⋯ 𝑠𝑖𝑛𝜃𝑒−𝑗Φ ⋯ 𝑐𝑜𝑠𝜃 ⋯ 0
⋮  ⋮  ⋮ ⋱ ⋮
0 ⋯ 0 ⋯ 0 ⋯ 1]
 
 
 
 
 
 
 
 
𝑝
 
𝑞
 
 
   
𝑈 est alors construit par le produit des matrices de rotation Jacobi élémentaires :  
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𝑈 = ∏ ∏ 𝐽 𝑝, 𝑞 
𝑁
𝑞=𝑝+1
𝑁−1
𝑝=1
   
Alors l’algorithme de maximisation se décompose en appliquant successivement des matrices de 
rotations élémentaires sur 𝐴 jusqu’à ce que 𝐴 soit diagonale. L’algorithme est décrit comme suit :  
𝑈 ← 𝐼  
Tant que 𝑜𝑓𝑓 𝐴 > 𝜖 
 Pour p variant de 1 à N-1 
  Pour q variant de p+1 à N  
   J ← Recherche de 𝐽 𝑝, 𝑞  optimal  
   𝐴 ← 𝐽 ⋅ 𝐴 ⋅ 𝐽𝐻 
   𝑈 ← 𝑈 ⋅ 𝐽𝐻  
  Fin pour 
 Fin pour 
Fin Tant que 
Tableau 15 : Algorithme de Diagonalisation de Jacobi Cyclique 
La recherche de 𝐽 𝑝, 𝑞  optimale est ensuite réalisée par diagonalisation exacte [125] de 𝐴𝑝𝑞, la 
matrice 2x2 formée par les éléments  𝑝, 𝑞  de la matrice A. Soit 𝐽𝑝𝑞 la matrice de rotation de Givens 
élémentaire recherchée formée par les éléments  𝑝, 𝑞  de la matrice 𝐽 𝑝, 𝑞 .  
On a alors par définition : 
𝐴𝑝𝑞 = [
𝑎11 𝑎12
𝑎21 𝑎22
]
𝐽𝑝𝑞 = [
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃𝑒𝑗Φ
𝑠𝑖𝑛𝜃𝑒𝑗Φ 𝑐𝑜𝑠𝜃
]
   
Diagonaliser conjointement revient à maximiser le critère introduit à l’équation (278) soit dans le cas 
présent, en posant 𝐴𝑝𝑞
′ = 𝐽𝑝𝑞
𝐻 ⋅ 𝐴𝑝𝑞 ⋅ 𝐽𝑝𝑞
  :  
ℭ(𝐽𝑝𝑞) = ‖𝑑𝑖𝑎𝑔(𝐴𝑝𝑞
′ )‖
2
=  𝑎11
′  2 +  𝑎22
′  2 =  𝑎11
′ − 𝑎22
′  2 +
1
2
 𝑎11
′ + 𝑎22
′  2   
alors que le deuxième terme, qui n’est autre que la trace de 𝐴𝑝𝑞
′ , est invariant à la transformation 
unitaire. Maximiser l’équation (282) revient donc à minimiser : 
ℭ2(𝐽𝑝𝑞) =  𝑎11
′ − 𝑎22
′  2   
On pose :  
{
𝑣 = [cos 2𝜃 sin 2𝜃 𝑠𝑖𝑛2𝜃𝑠𝑖𝑛Φ]𝑇
𝑔 = [𝑎11 − 𝑎22 𝑎12 + 𝑎21 𝑖 𝑎21 − 𝑎12 ]
 }   
En injectant dans cette expression l’équation (281) et après simplification, l’équation (283) s’écrit :  
ℭ2(𝐽𝑝𝑞) = 𝑣
𝑇𝑔𝐻𝑔𝑣   
Ainsi la diagonalisation par décomposition en valeur propre de 𝑔𝐻𝑔 conduit à trouver 𝑣. On prendra 
𝑣 comme étant le vecteur propre de la plus forte valeur propre de 𝑔𝐻𝑔. On note 𝑣 = [𝑣1 𝑣2 𝑣3]𝑇, 
ainsi, par identification avec les équations (284) et (281), la matrice de rotation de Givens optimale 
peut être calculée par :  
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𝐽𝑝𝑞
 =
[
 
 
 
 
 
√
𝑣1 + 1
2
−
𝑣2 + 𝑖𝑣3
√2 + 2𝑣1
𝑣2 − 𝑖𝑣3
√2 + 2𝑣1
√
𝑣1 + 1
2 ]
 
 
 
 
 
   
 
2 Diagonalisation conjointe approchée 
On considère cette fois un jeu de P matrice hermitienne de dimension NxN :   
𝒜 = {𝐴𝑘     𝑘 ∈  ⟦1, 𝑃⟧}   
La diagonalisation jointe d’un jeu de matrices normales commutantes consiste à appliquer une 
transformation unitaire à ce jeu pour diagonaliser simultanément l’ensemble des matrices 𝐴𝑖  
de 𝒜 c’est-à-dire trouver une matrice unitaire 𝑈 telle que 𝑈 ∙ 𝐴𝑘 ∙ 𝑈
𝐻   soit diagonale quel que soit 𝑘 ∈
 ⟦1,   𝑃⟧. Sous le même principe que précédemment [125] redéfinit le critère de l’équation (278) par :  
𝑈𝑜𝑝𝑡 = argmax
𝑈
(∑‖𝑑𝑖𝑎𝑔 𝑈𝐻 ⋅ 𝐴𝑘 ⋅ 𝑈
  ‖2
𝑘
)   
On pose alors 𝐴𝑝𝑞
𝑘  la matrice formée par l’intersection des colonnes et lignes  𝑝, 𝑞  de la matrice 𝐴𝑘  :  
𝐴𝑝𝑞
𝑘 = [
𝑎11
𝑘 𝑎12
𝑘
𝑎21
𝑘 𝑎22
𝑘 ]
𝐽𝑝𝑞 = [
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃𝑒𝑗Φ
𝑠𝑖𝑛𝜃𝑒𝑗Φ 𝑐𝑜𝑠𝜃
]
   
Ainsi, avec  𝐴𝑝𝑞
𝑘′ = 𝐽𝑝𝑞
𝐻 ⋅ 𝐴𝑝𝑞
𝑘 ⋅ 𝐽𝑝𝑞
  on redéfinit le critère de l’équation (283) pour une rotation 
élémentaire de Jacobi par :  
ℭ2(𝐽𝑝𝑞) = ∑|𝑎11
𝑘′ − 𝑎22
𝑘′ |
2
𝑘
   
Enfin en posant : 
{
𝑣 = [cos 2𝜃 sin 2𝜃 𝑠𝑖𝑛2𝜃𝑠𝑖𝑛Φ]𝑇
𝑔𝑘 = [𝑎11
𝑘 − 𝑎22
𝑘 𝑎12
𝑘 + 𝑎21
𝑘 𝑖(𝑎21
𝑘 − 𝑎12
𝑘 )]
𝑇 
𝐺 = [𝑔1 … 𝑔𝑃]𝑇
}   
Le critère de l’équation (290) devient :  
ℭ2(𝐽𝑝𝑞) = 𝑣
𝑇𝐺𝐻𝐺𝑣   
La décomposition en valeurs propres de la matrice Hermitienne 𝐺𝐻𝐺 permet de retrouver la matrice 
de rotation de Givens conformément à l’équation (286).  
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Julien ROUSSEL 
Modélisation cyclostationnaire et séparation de sources des signaux 
électromyographiques 
Résumé : 
L’objectif de cette thèse est de développer des méthodes de décomposition des signaux 
électromyographiques  (EMG) en signaux élémentaires, les trains de potentiels d’action d’unité motrice 
(TPAUM). Nous avons proposé deux modèles de génération des signaux et nous avons mis en évidence la 
propriété de cyclostationnarité et de cyclostationnarité floue de ces deux modèles. Dans l’objectif de la 
décomposition, nous avons enfin proposé une méthode de décomposition aveugle à partir de signaux EMG 
multi-capteurs en utilisant cette propriété. Nous présentons les limitations théoriques de la méthode, 
notamment par un seuil limite de la fréquence de décharge. Nous avons effectué une évaluation des 
performances de la méthode proposée avec comparaison à une méthode classique de séparation à l’ordre 
2. Il a été montré que l’exploitation de la propriété de cyclostationnarité apportait de meilleures
performances de séparation dans le cas bruité et non bruité, sur le modèle cyclostationnaire et sur le modèle 
cyclostationnaire flou. Les performances se trouvent dégradées lorsque la fréquence de décharge dépasse le 
seuil théorique. Cette évaluation a été réalisée au moyen de simulations de Monte-Carlo construites sur des 
observations réelles. Enfin, la méthode appliquée sur des données réelles a montré de bons résultats sur des 
signaux EMG intramusculaires. 
Mots clés : Electromyographie, Séparation de Sources, Décomposition d’Unité Motrice, Cyclostationnarité, 
Cyclostationnarité Floue 
Cyclostationary Modeling and Blind Source Separation of 
Electromyographic Signals 
Abstract: 
The aim of this thesis is to develop decomposition methods of electromyographic (EMG) signals into 
elementary signals, called motor unit action potential trains (MUAPT). We proposed two signal generation 
models and we have demonstrated the cyclostationary and fuzzy cyclostationary properties of these. We 
finally proposed a blind decomposition method from multi-sensor EMG signals using these properties. We 
present the theoretical limitations of the method, in particular the existence of a limiting threshold of the 
discharge frequency. We conducted a performance evaluation of the proposed method with a comparison 
with conventional 2nd order separation method. It has been shown that the contribution of cyclostationarity 
property brings better performance in noisy and noiseless cases and in the cyclostationary and fuzzy 
cyclostationary model cases. We highlighted a performance degradation when the discharge frequency was 
beyond the theoretical threshold. This evaluation was performed via Monte Carlo simulations based on real 
observations. Finally, we presented real EMG signals results. The method has shown good results on 
intramuscular EMG signals. 
Keywords: Electromyography, Source Separation, Motor Unit Decomposition, Cyclostationarity, Fuzzy 
Cyclostationarity 
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