Testing of homogeneity in distributions with ordered categories. by Lee, Chi-ming. & Chinese University of Hong Kong Graduate School. Division of Statistics.
/ \ 
1 ‘ 
一 “ \ / 
T E S T I N G OF H O M O G E N E I T Y 
� I N D I S T R I B U T I O N S 
W I T H O R D E R E D CATEGORIES 
by 
LEE Chi-ming 
A Thesis Submitted to the 
Graduate School 
of 
The Chinese University of Hong Kong 
(Division of Statistics ) 
办 �n:” . 巧 f c 
-.‘.,‘ \ i » • i ; I i \ 
In Partial Fulfillment 
of the Requirements for the Degree of 
Master of Philosophy 
v ( M. Ph i l . ) 
June, 1995 
. i , ： . ? ， . . .. ” .；. 
.• - • • . . . . • • 
~ 汉A . 
,A 
‘ “ / 屮？ 
( / 9 / 
I 1 i J 
f ^ wb t 
% 
\m i | 
/ 
• . . . � 
一 
I'W^； ' , . 
經緣;:、:.:邏.‘' 
II'I,"’，… ； . . 
THE CHINESE UNIVERSITY OF HONG KONG 
Bf ‘ 
GRADUATE SCHOOL 
•讓； , . . 
_ . ‘ . • 
I K " . . : : . ， . , • ； ‘ 
The undersigned certify that we have read a thesis, entitled "Testing of Ho-
I .f 
mogeneity in Distributions with Ordered Categories" submitted to the Graduate 
School by Lee Chi Ming ( 李 智 明 ) i n partial fulfillment of the requirement 
for the degree of Master of Philosophy in Statistics. We recommend that it be 
accepted. 
I 0 、 广 下 〜 
Dr. W.Y. Poon, 
Supervisor. 
[jj n ^ 
Dr. S.Y. Lee 
Dr. K.H. Li 
Prof. P.M. Bentler, 
External Examiner. 
I：- • . : : . . , . . . - . . • . . 
^ ' ； t" , - / . . ^ •>,.' •； ' - * - - % - ，、 ..、、•’....…卜�-
I. . • " . • .. ..  ' . . . . ‘ . . .,'•、 ...• , ！ 
y： -T ' 
I 
DECLARATION 
No portion of the work referred to in this thesis has been submitted in 
support of an application for another degree or qualification of this or any other 
university or other institution of learning. 
I 
K “ ” 视 “ ‘ , 
f ‘ 
. 
‘ . „ -：: ‘ - �^, 
W ： ‘ ， 、 
： 
m；', . ••;''.•；. 1 •. . . . . . . � . . . • - t .. ( . � . 
A C K N O W L E D G E M E N T 
I would like to express my deepest and earnest gratitude to my supervisor, 
Dr. W. Y. Poon. Her encouragement and kind supervision have helped me a lot 
during the preparation of this thesis. 
LEE Chi-ming 
Department of Statistics 
The Chinese University of Hong Kong 
June, 1995. 
A B S T R A C T 
In categorical data analysis，the chi-square test is one of the most common 
method to deal with the test of homogeneity. However, it may be inappropriate 
in the case of ordinal categorical data. Hence, a new approach is suggested to 
analyze this kind of data. 
For simplicity, suppose we have two sets of observable ordinal categorical ； 
data, it is assumed that each comes from the same univariate distribution. Then 
two continuous variables are obtained. They are supposed to share the same 
thresholds and the same number of categories. One of the variables is consid-
ered as the reference variable and the value of the parameter determining the 
J underlying univariate distribution is given. By maximum likelihood method, the 
thresholds can be estimated via Newton-Raphson algorithm. By considering the 
same univariate distribution imposed on tHe reference variable, the value of the 
parameter in the distribution of the other variable can also be estimated by max-
imum likelihood method. Then it is possible to compare two distributions in a 
relative sense by setting up useful hypotheses on the parameters involved. 
In Chapter 3, the goodness-of-fit test is set up to determine which one of the 
univariate distributions should be chosen and imposed. A real data is considered 
to illustrate the proposed method in Chapter 4. 
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Chapter 1 
Introduction 
In social sciences, ordinal scales are commonly occurred, in particular for mea-
suring attitudes and opinions on various issues and status of various types. As 
an illustration of ordinal variables and the levels of their corresponding scales, 
political philosophy may be classified as "liberal", "moderate", or "conserva-
tive" ；social class may be measured as "upper", "middle", or "lower" ； opinion 
on abortion may have responses as "should be available on demand", "should 
only be allowed in particular circumstances", or "should never be allowed" and 
so on. Though ordinal scales are common in social sciences, they are no means 
restricted to those areas. They occur frequently in behavioral sciences, public 
health, education and marketing. 
. I n the General Social Surveys [7], many of the same questions are asked 
' ； : , . 1 •‘ 
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from year to year. To examine whether there is a trend over the years of survey, 
the test of homogeneity of several independent samples may be questioned in 
advance. As an example, extracting from the General Social Surveys, subjects 
have been asked whether courts were sufficiently harsh with criminals from year 
1972 to 1975. Responses are classified as "Not harshly enough", "About right" 
and "Too harshly". Given the responses from the subjects, overall changes in 
attitudes toward the courts can be investigated. 
Basically, the Pearson chi-squared statistic is commonly used to test ho-
mogeneity. However, the Pearson chi-squared test may have some restrictions or 
drawbacks as the sample size should be large enough in order for the chi-squared 
distribution to give a good approximation for the exact sampling distribution of 
the chi-squared statistic. Secondly, in analyzing categorical data with ordinal 
variables, the Pearson chi-squared test of homogeneity is not appropriate since 
the chi-squared statistics for testing homogeneity are invariant to permutations 
of rows and permutations of columns. So, it may ignore some of the available 
information given by the ordinal categories. On the other hand, suppose the 
case of homogeneity holds, we come to a conclusion that attitudes toward the 
courts are not changing oyer time. However, if the null hypothesis of homogene-
ity is rejected, we can not, as if in the continuous case, attribute the source of 
heterogeneity to location difference or variation difference. 
. 、 ‘ . ’ ’ " ” . ， ； • . ' ’ ， . , - \ . ..... 
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Ordinal categorical variables do not have origins or units of measurements. 
It is generally nonsense to consider mean and variance of an ordinal variable. 
However, for ordinal categorical variables with comparable categories, it is in-
tuitively possible to consider their means and variances in a relative sense. For 
more discussion on this context, the following will give detailed explanation. 
Let Z be an observable ordinal categorical variable. It is assumed that it is 
related to an underlying continuous variable X by : 
Z = k if OLk<X< for A; = 1,. ••，<s, (1.1) 
where s is the number of categories of Z and a i , a 2 , . . . , a s + 1 are the thresholds 
of Z with known a^ and a s + 1 . Suppose we consider two continuous variables X1 
and X2, having the same number of categories and sharing the same thresholds. 
If we take Xi as the reference variable and impose a value on the parameter in the 
underlying distribution of Since Xx and X2 possess comparable categories, 
it is possible to study the distribution of X2 relatively by estimating the value of 
the parameter in the same distribution considered. 
More precisely, if X\ is considered as the reference variable and a univariate 
distribution is imposed to X\. The value of the parameter which determines the 
univariate distribution is given. By maximum likelihood estimation, the threshold 
estimate a of a = {a2, a 3 , . . . , a s } can be obtained. Similarly, by considering the 
same univariate distribution imposed on Xi, the value of the parameter in the 
. 。 ： . . : : , . ' ' : ' � , : ' - . . � . . ' V ‘ . , .- / , . . … . . . ， ： . ‘ . . . ‘ ' . . . . . . ‘ ‘ . . .， . •'； \ � .. ： : : • . . . . 
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distribution of X2 can be estimated given the thresholds fixed at a . Therefore, 
it is possible to compare two distributions in a relative sense by setting up useful 
hypotheses on the parameters involved. 
In Chapter 2 of this thesis, three distributions are mainly considered, that 
is, exponential, normal and Weibull distributions. They are applied in a very 
wide variety of statistical procedures. The exponential distribution is frequently 
used in the field of life-testing. The lifetime can often be usefully represented 
by an exponential random variable with a relatively simple associated theory. If 
the representation is not adequate, a modification of the exponential distribution 
(very often a Weibull distribution) is used. The Weibull distribution may provide 
the extra flexibility to make a model sufficiently accurate for use in an analysis. 
The last but not the least, the normal distribution holds a central position in 
statistics. It has the familiar bell shape, whose symmetry makes it an appealing 
choice for many population models. The details are discussed in Balakrishnan, 
Johnson and Kotz [3]. Based on the above underlying distributions, three sections 
are involved. In the first part of each section, given the observed data and a value 
on the parameter which determines the univariate distribution, the thresholds are 
estimated by maximum likelihood estimation via Newton-Raphson algorithm. In 
the second part, given the thresholds, the estimation of parameter is discussed. 
In addition, a simulation study on the test of homogeneity is presented according 
Chapter 1. Introduction 5 
to the different choice of parameter value of the distribution, the choice of the 
true thresholds, and the choice of the sample size in each section. 
In Chapter 3, goodness-of-fit test is considered to determine which one 
of the three distributions should be chosen and imposed. Although only three 
distributions are mainly considered in this thesis, it doesn't mean that all cases 
are restricted to them. Many other distributions may be possible to be considered. 
In § 3.4, the goodness-of-fit test is discussed in a more general way. Chapter 4 
gives a real data illustration which is extracted from the General Social Surveys to 
show how the proposed method can be applied to give some insights in analyzing 
ordinal categorical data. Lastly, Chapter 5 comes to a conclusion with a precise 
summary of whole thesis. 
- . . ' • »' . . . . . ' .,:._. i , . , . . . . . , ' , ‘ \ 1' ... ... 
Chapter 2 
Three Underlying Distributions 
Consider the following data extracted from the General Social Surveys : 
Table 2.1: Cross-Classification of Respondents in 1972-1975. 
Year of survey 
Response 1972 1973 1974 1975 Total 
Too harshly 105 68 42 61 276 
About right 265 196 72 144 677 
Not harshly enough ‘ 1066 1092 580 1174 3912 
Don't know 173 138 51 104 466 
No answer 4 10 8 7 29 
Total ； 1613 1504. 753 1490 5360 
6 
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Table 2.1 shows that from year 1972 to 1975, subjects were asked whether courts 
were sufficiently harsh with criminals. The main theme in this thesis is con-
centrated on testing homogeneity among the years of survey. Since the ordinal 
scales are considered, the categories of the response variable are selected and only 
three categories are remained as "Not harshly enough", "About right" and "Too 
harshly". Therefore, the thresholds considered are a 2 , a 3 with known ai and 
a 4 . From the four years, we take year 1972 as the reference year without loss of 
generality. If a univariate distribution is imposed to the reference year and the 
value of the parameter which determines the distribution is given. By maximum 
likelihood estimation, the threshold estimates of a2 , a 3 can be obtained. Next, 
by considering the same univariate distribution, given the thresholds fixed at the 
threshold estimates found before, the value of the parameter in the distribution of 
year 1973, year 1974 or year 1975 can also be found. In this chapter, we consider 
three kinds of distributions, that is, exponential distribution, normal distribution 
and Weibull distribution. Based on the three underlying distributions, three sec-
tions are involved. In each section, the estimation of thresholds, the estimation 
of parameter and the simulation study are provided. 
yi'l- y^ ;^： - . . ： ‘厂 二 .. ； :. . , . ：： , \ i:, ,.: ., : .： , / “ . ‘ ： ， . . . ， （ • . ’ ‘ ‘ / 、-
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2.1 Exponential distribution 
Let Z be an observable random variable, relating to an underlying continuous 
variable X by : 
Z = k if OLk<X< for k = 1,.. • , s, (2.1) 
where al7 a 2 , . . . , are the thresholds of Z with = 0 and a s + i = +oo. It 
is assumed that the variable X has an exponential distribution of the density 
function : 
/ ⑷ = / ( 〜 ) 二 全 e x p { _ | } ， A > 0 . ( 2 . 2 ) 
The only one parameter A is known as the scale parameter, since most of its 
influence is on the spread of the distribution. The mean and variance of the 
exponential distribution are A and A2 respectively. 
2.1.1 Estimation of Thresholds 
In this part, given the observed data and the parameter A, the objective is to 
estimate the thresholds a 2 , . . . , a s by maximum likelihood method. Suppose a 
random sample of size n is observed. The likelihood function is given by : 
� L(cx) = c n M « ) � (2-3) 
i=i 
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where c is a constant independent of the parameter vector a = («2, • . . , ols)\ rii 
is the observed frequency in the z-th cell for i = 1,2，...,5 with ni = n a n d 
Pi is the probability of an observation falling in the z-th cell. 
Then 
roi2 
P l = Pr(Z = 1)= f{x] A) dx, 
J Qfl 
rois+i 
ps = Ft(Z = s)= f(x] A) dx. (2.4) 
Jas 
The maximum likelihood estimate (MLE) a of a is the vector which maxi-
mizes the likelihood function 1 (a ) , or equivalently, minimizes the negative log-
likelihood function : 
F{ol) = — log L{ol) oc - f ^ r i i log f 厂 … f ( x - X) dx) . (2.5) 
i=l U(Xi J 
To obtain the maximum likelihood estimate d , it is required to solve the equations 
dJM — o ? - 2 3 s 
—U, j — Z-, o,. .. , . 
d0Lj � 
In general, the minimum cannot be found in closed form. The classical Newton-
Raphson algorithm is used to minimize the negative log-likelihood function. The 
basic step of the Newton-Raphson algorithm is given by : 
A a = (2.6) 
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where 7 is a step-size parameter which may be taken as the first value in the 
sequence 1, | � � | , . . • that reduces F. 
FM = ^ (2.7) 
is the gradient vector and 
H [ ( X ) = (2.8) 
dcxdoL' 
is the Hessian matrix. Refer to (2.5), the negative log-likelihood function F{OL) 
is derived as : 
F(ct) oc - logl£+1f(x) dx^, 
i=l 1 
where 
/ � = / ( : r ; A)=全 exp { — * • 
The first and second derivatives are computed as follows : 
dF(cx) [ ^ 1 f o r ? . — 2 5 (2 91 ‘ 
d2F{cx) n^e-^^ \ eTa“x � 
• 二 X2!：^ f(x)dx \ ^ S^_J{x)dx' 
n7e_°^A T 1 • . n 
< 1 — — tor 7 = z , . . . , s. 
A2 f(x)dx \ f：；^ f(x)dx j 
(2.10) 
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The above second derivatives are the diagonal entries of the Hessian matrix. Also, 
some of the non-zero off-diagonal entries are computed as : 
Otj aj—l 
d2F(a) nx_xe~ a e~ a _ . 0 
‘^― = 5- 士 or j = 3 , . . . , 5， 
da^daj f(x)dx)2 
抑 � 二 — f o r ^ 2 , . . . , , - 1 . (2.11) 
daj+1daj f(x)dx)2 
Apart from the above entries of the Hessian matrix, all the other entries are equal 
to zero. More precisely, the Hessian matrix is : 
(d2F(QL) d^ F{QL) q 0 0 … 0 � 
dd22 da2dots 
d2F((X) d^F(OL) d^F{OL) q 0 … 0 
dazdoi2 da32 dazda^ � ~ 
Q d2F(op d2F{op a2F(q) Q . ... 0 
9Q!43Q;3 3«42 dcx^docs 
H{(x) = ： . . . ••• .•• . . . . . . ； (2.12) 
• • • • • 
• • • • • 鲁 參 • • • • • • • 鲁 
. .. d2F((X) d2F(Ot) 
• .. • • • • 3as_i2 docs—idas ‘ 
… d2F((X) d2F((X) 
\ ^ •’. • dasdaa-i das2 j 
2.1.2 Estimation of Parameter 
In the second part, the thresholds are assumed to be the given constants, the 
parameter A in the exponential distribution is estimated by maximum likelihood 
A 
method. The maximum likelihood estimate A of A is one which maximizes the 
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likelihood function L(A), the same as one stated in previous part, or equivalently, 
minimizes the negative log-likelihood function : 
G{\) = -log L{\) oc m logW f{x\X) dxj. (2.13) 
The classical Newton-Raphson algorithm is also used to find the minimum. There-
fore, the first and second derivatives are required. Derivatives of are found 
as follows. 
The first derivative is derived as : 
= t 一 叫 � j - r \ e - ^ d X 
h / ( ; X ) d x d x 厶 A 
+ / 1 f:广 xe-^dx \ 
= Eni u ] : — ( 2 . 1 4 ) 
The second derivative is derived as : 
d2G(X) _ X2e-Xfxdx (f：；^ xe-x^dx)2 2 / : / � „ 
= A2 !：；+1 e - ! H x + A2(/^+1 e - ! H x f A e ^ d x ‘. 
(2.15) 
It is well kwown that under mild regularity conditions, the maximum likelihood 
estimate A of A is consistent. According to the asymptotic theory (See, e.g., Rao 
[11]), it can be shown that, 
•。一 A) AT[0, I-i(A)], (2.16) 
• • • ' ,. : . . . . . \ V 
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where I denotes convergence in distribution. 1(A) is the information matrix defined 
as : 
； : >)=卟警)(響= _ 
Since the Hessian matrix converges in probability to 1(A), the Hessian matrix can 
be used to approximate the information matrix. In this case, the estimate of the 
variance of A is given by (丑(A))—1 where H{X) = d2G[X)ld\2. Therefore, by 
A 
the Newton-Raphson algorithm, the asymptotic covariance matrix of A can be 
estimated, and hence the estimated standard errors will also be obtained. 
2.1.3 Simulation Study 
In order to investigate the performance of the above proposed algorithm, a sim-
ulation study is set up in this section. By varying the value of the parameter, 
the true value of the thresholds and the sample size, the performance of the esti-
mates are discussed. For each set of values, the number of replications is 100 and 
the root mean square of the gradients is used as the convergence criterion. The 
iteration stops when the root mean square is smaller than a pre-assigned value, 
say 6=0.00001. 
This study is based on simulating data from two exponential distributions. 
One is the reference group and the other is the one under the test of homogeneity. 
Chapter 2. Three Underlying Distributions 14 
Based on the true thresholds, two grouped frequencies are obtained. In the 
reference group, the thresholds can be estimated by maximum likelihood method. 
The detailed procedure is given in § 2.1.1, Then the mean of the threshold 
estimates is given by : 
1 100 
oii = for ‘ 二 2,3, . . . ,3, (2.18) 
k=l 
where di(k) is the estiamte of the ( i - l ) - t l i component of the threshold parameter 
ol = ( a 2 , a 3 , . • • , a s ) ' in the A;-th replication. Moreover, the root-mean-square 
error of the threshold estimates (RMS^) is obtained as : 
i 
{ 1 100 1 2 
Y J q E ( 4 - W - ^ - ) 2 fon 二 2,3，...，S, (2.19) 
k=l ) 
where is the true value of the (i - l)-th component of the threshold parameter 
ot. 
Based on the thresholds estimated in the reference group, the parameter A 
in the exponential distribution can be estimated by maximum likelihood method 
in second group's data. The procedure is presented in § 2.1.2. The mean of the 
parameter estimate is given by : 
— i 1 0 0 
) = 丽 E 义 ⑷ ， （ 2 . 2 0 ) 
, A;=l 
where \(k) is the estimate of the parameter in the k-th. replication. The corre-
sponding root-mean-scLuare error (RMS) is given by : 
{ 1 100 ^ 2 
Y ^ E t o - ^ ) 2 , (2-21) 
‘ : • ., ,‘ ， . . . ’ ’ • . . \ , 
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where A is the true value of the parameter in second group. 
A /S 
By using A and estimated standard error (S.E.) of A, we can make inference 
on testing of homogeneity on second group with reference in first group. If A0 
is the true value of the parameter in first group, we are going to test H0 : A = 
A0 vs. Hi : \ + A0. The test statistic used is : 
x 2 = { ^ l } 2 ， (2.22) 
when the sample size is large. As x2 has an asymptotic chi-squared distribution 
with degree of freedom, ¢/./.=1. Then the p-valne of the test (P-V) can be 
calculated. Besides, the following statistics are studied : 
1. The average of estimated standard error of the parameter estimate, 
1 100 
S ^ T ^ ^ E S.E.(A'W), (2.23) 
A A A 
where S.E.(A(A;)) is the estimated standard error of X(k) in the A;-th repli-
cation. 
2. The sample standard deviation of the parameter estimate, 
{ i loo 
. (2.24) 
3. The ratio of the sample standard deviation to the average of estimated 
standard error of the parameter estimate, 
Q n 
RATIO = (2.25) 
S.E. 
• • ' ' „. , . * 
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A 
Basically, S.D. and S.E. are both the estimates of the dispersion of A, they are 
expected to be closed. Therefore, RATIO should be close to 1. 
After discussing all the above required statistics, we consider the study 
now. In the simulation study, various sets of threshold values and parameter 
value have been studied. The sample size of ranging from 100 to 1000 is studied 
in each simulation. There are mainly three cases considered, that is, cases (A), 
(B) and (C). In each case, there are also three sub-cases discussed according to 
the choice of the true thresholds. The first is called the symmetric distribution. 
It means that the thresholds are selected such that the grouped frequencies are 
almost equally divided in the distribution with the first group's parameter value. 
Explicitly, suppose considering the symmetric distribution with two thresholds, 
we thus assign px = 0.3, p2 二 0.4 and p3 = 0.3 where pi is the notation used in 
(2.4). The next one is called the asymmetric distribution. The thresholds are 
selected such that the shape of the distribution with the first group's parameter 
value is skewed to the right. Explicitly, we assign p1 = 0.6, p2 = 0.3 and 仍.二 0.1 
in the asymmetric distribution with two thresholds. The last one is also called the 
asymmetric distribution but the shape of the distribution with the first group's 
parameter value is skewed to the left. Similarly, we assign pi = 0.1, p2 = 0.3 
and p3 = 0.6 in the case of two thresholds. Different cases are discussed in the 
following settings : 
• ,/:. '''.: 1 . ' * ' ..  t. •‘ ., - ' . ., , ' . ' V ., 
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(A) First group : A = 1.0 
Second group : A = 2.0 
A.l Symmetric distribution with two thresholds, 
a 二（0, 0.3567, 1.2040, +oo)'. 
A.2 Asymmetric distribution with two thresholds, 
a = (0, 0.9163, 2,3026，+oo)/. 
A.3 Asymmetric distribution with two thresholds, 
a 二（0, 0.1054, 0.5108, +oo)f. 
(B) First group : A = 1.0 
Second group : A = 3.0 
B.l Symmetric distribution with two thresholds, 
ol 二（0，0.3567, 1.2040, +oo)'. 
B.2 Asymmetric distribution with two thresholds, 
a = (0, 0.9163, 2.3026, +oo)'. 
B.3 Asymmetric distribution with two thresholds, 
a = (0, 0.1054, 0.5108, +oo)'. 
(C) First group : A = 1.0 
Second group : A = 1.0 
C.l Symmetric distribution with two thresholds, 
a = (0, 0.3567, 1.2040, + 0 0 ) : 
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C.2 Asymmetric distribution with two thresholds, 
m = (0, 0.9163, 2.3026, +oo) ' . , 
C.3 Asymmetric distribution with two thresholds, 
OL = (0, 0.1054, 0.5108, +oo)'. 
In the following tables, some remarks should be noted : 
1. Two numbers in the "SAMPLE SIZE" column are represented as : “1st 
group's sample size / 2nd group's sample size". 
2. Only the maximum of the root-mean-square errors of the threshold esti-
mates is presented in the "MAX(RMSi) THRES." column. 
3. In Cases (A) and (B), we consider two different values in the exponential 
parameter for the two groups. In doing the test: 
Hq \ \ — vs. HI : \ ^ A0, 
where A0 is the true value of the parameter in the first group, we consider 
the x2-statistic and compute the p-value of the test. In Tables 2.2 and 
2.3, the number of the p-values greater than 0.05 is presented in the "NO. 
P-V>0.05" column. In Case (C), we consider the same value in the expo-
nential parameter in two groups. Doing the same test as before, the number 
of the p-values smaller than 0.05 is presented in the "NO. P-V<0.05" col-
umn in Table 2.4. 
‘ . • • ' ： - . . > • ' , \ ‘ , • . ' 、 
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The simulation study's results are : 
Table 2.2: Simulation Study on Exponential Distribution. Case (A). 
CASE SAMPLE MAX(RMSi) MEAN RMS NO. S.D. S^E. RATIO 
SIZE THRES. PAR EST. PAR EST. P-V>0.05 
A.l- 100/100 0.1422 2.0379 0.4115 3 0.4118 0.3101 1.3277 
200/200 0.1078 2.0563 0.2581 0 0.2531 0.2194 1.1536 
100/200 0.1436 2.0609 0.3098 0 0.3053 0.2199 1.3879 
200/100 0.1049 2.0123 0.3778 1 0.3795 0.3044 1.2467 
A.2 100/100 0.3452 2.0663 0.3348 0 0.3299 0.2545 1.2962 
200/200 0.1999 1.9782 0.2085 0 0.2084 0.1716 1.2146 
100/200 0.2936 2.0290 0.2501 0 0.2497 0.1761 1.4182 
200/100 0.2088 2.0528 0.3257 0 0.3230 0.2547 1.2684 
A.3 100/100 0.0750 2.0474 0.5754 26 0.5763 0.4481 1.2862 
200/200 0.0550 1.9905 0.3551 1 0.3568 0.2987 1.1945 
100/200 0.0814 2.0983 0.4220 4 0.4125 0.3181 1.2968 
200/100 0.0527 2.0538 0.5365 22 0.5365 0.4453 1.2047 
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Table 2.3: Simulation Study on Exponential Distribution. Case (B). 
CASE SAMPLE MAX(RMSi) MEAN RMS NO. S.D. S K RATIO 
SIZE THRES. PAR EST. PAR EST. P-V>0.05 
B . l 100/100 0.1617 3.1038 0.6946 0 0.6903 0.5529 1.2484 
200/200 0.1061 2.9877 0.3951 0 0.3969 0.3702 1.0721 
100/200 0.1531 3.1358 0.5637 0 0.5498 0.3911 1.4057 
200/100 0.1139 3.0713 0.6218 0 0.6208 0.5429 1.1435 
B.2 100/100 0.3462 3.0877 0.5719 0 0.5679 0.4282 1.3265 
200/200 0.1999 3.0635 0.3891 0 0.3858 0.2994 1.2889 
100/200 0.2750 3.0170 0.4219 0 0.4237 0.2943 1.4396 
200/100 0.2099 3.0393 0.5345 0 0.5357 0.4208 1.2731 
B.3 100/100 0.0873 3.4645 1.3394 3 1.2626 0.9498 1.3293 
200/200 0.0573 3.0314 0.6364 0 0.6388 0.5523 1.1565 
100/200 0.0802 3.1215 0.7560 0 0.7499 0.5683 1.3196 
200/100 0.0544 3.3648 1.1101 1 1.0537 0.9184 1.1474 
‘ - • I t 
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Table 2.4: Simulation Study on Exponential Distribution. Case (C). 
CASE SAMPLE MAX(RMSi) MEAN RMS NO. S.D. S X RATIO 
SIZE THRES. PAR EST. PAR EST. P-V<0.05 
C.l 100/100 0.1490 0.9977 0.1696 16 0.1704 0.1215 1.4024 
200/200 0.1061 1.0300 0.1253 13 0.1222 0.0891 1.3722 
400/400 0.0748 1.0131 0.0807 11 0.0800 0.0619 1.2933 
800/800 0.0482 0.9947 0.0524 13 0.0524 0.0428 1.2243 
C.2 100/100 0.3329 1.0024 0.1515 14 0.1522 0.1113 1.3678 
200/200 0.2437 1.0216 0.1115 14 0.1099 0.0801 1.3722 
400/400 0.1416 0.9996 0.0748 13 0.0752 0.0553 1.3594 
800/800 0.1116 0.9993 0.0462 9 0.0465 0.0391 1.1883 
C.3 100/100 0.0840 1.0152 0.2232 12 0.2238 0.1630 1.3735 
200/200 0.0581 1.0106 0.1550 11 0.1554 0.1147 1.3546 
400/400 0.0446 1.0127 0.1016 10 0.1013 0.0807 1.2545 
800/800 0.0265 0.9993 0.0712 10 0.0715 0.0502 1.2727 
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From the Tables 2.2 to 2.4, we observe that : 
1. In most situations, the mean of the parameter estimate is close to the true 
value. 
2. In most situations, RMS is small. 
3. When the sample size increases, 
(a) the mean of the parameter estimate becomes closer to the true value 
generally. 
(b) RMS decreases. 
(c) the RATIO二S.D./S.E. would be improved and becomes closer to 1, 
especially in the case of symmetric distribution. 
4. In Case (A), we consider the parameter values as 1.0 and 2.0 in first group 
and second group respectively. It is found that the number of p-values 
greater than 0.05 is quite large, especially in the Case (A.3). The sample 
size should be as large as 200 in both groups to keep the Type II error 
probability low. In Case (B), we consider the parameter values as 1.0 and 
3.0 in first group and second group respectively. It is observed that almost 
all the numbers of the p-values greater than 0.05 are small. In this case, 
the sample size can be as small as 100 in both groups to keep the Type II 
error probability low. 
. ..,.. X' 
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5. In Case (C), we consider the same value in the exponential parameter in two 
groups. Doing the same test as before, the number of the p-values smaller 
than 0.05 is presented in Table 2.4. In both symmetric and asymmetric 
cases, this number is acceptable but not satisfactory for large sample sizes 
in both groups. Hence the Type I error probability is not low in this case, 
_, ' . . . . . . * . ,�. . \ 
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2.2 Normal distribution 
If Z is an observable random variable which is related to an underlying continuous 
variable X by the form in the (2.1) where 斯,a2, • •.，as+1 are the thresholds of 
Z with ax 二 - o o and a s + 1 二 +oo. Now, suppose X is normally distributed of 
the density function : 
“ � “ � 1 I (冗—")21 
—oo < x < +oo, —oo < fJ, < +oo, c > 0. 
(2.26) 
There are two parameters /x and a involved in the normal distribution. They 
provide us with complete information about the exact location and scale of the 
distribution. Its mean is fi and variance is cr . 
2.2.1 Estimation of Thresholds 
In this part, the observed data and the parameters fi and a are given, the thresh-
olds are estimated by maximum likelihood method. Similar to the 
exponential case, suppose a random sample of size n is observed and is the 
observed frequency in the z-th cell for I = 1, 2 , . . . , s with _ 讓 n- The like-
lihood function is given by (2.3) and the probability of an observation falling in 
tKe z-th cell is followed by : 
Pi = Pr(Z = 1) = / f{x-fi,a) dx, 
J Ol\ 
• * .广.. • • , * ' , , 
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rois+i 
ps = Pr(Z = s)= dx. (2.27) 
Jas 
The maximum likelihood estimate d of a is the vector which maximizes the 
likelihood function L(a) , or equivalently, minimizes the negative log-likelihood 
function : 
F ( a ) 二-log L{OL) oc - J2 ni ^ { j 分 ⑷ 办 J ， (2.28) 
where 
g(x) =g(x;fx,a) ^ }• (2.29) 
To obtain the minimum of the negative log-likelihood function, the Newton-
Raphson algorithm is applied. Therefore, the first and the second derivatives 
of the negative log-likelihood function F(cx) are required to deduce. The results 
are given as follows : 
= q ( a - ) I ” � 1 f o r ; = 2 , . . . , , , (2.30) 
dq 9[aj) \ f ^ g ( x ) d x 9(x)dx \ 3 , ’ ， � ) 
押 � 一 ― 卄 T _ _ , � 1 + — … ) 狄 � 
— [g[aj)) \ 说 » ) 2 十（i«7+1 夕(岣血)2 J — 如 i 
for j = 2 , . . . ,s. 
(2.31) 
. ‘ ， . . . ， . - ' . . . . 5 . . . . . . . 、 : ， . I：. • *’'. 
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In addition, some of the non-zero entries of the Hessian are derived as : 
d2F(a) — rij-! g(aj) g{aj-i) ‘ - \ q 
= - ( f : “ 释 Y 
a2F(a) ^ ^(g,) g(aj+1) f o • = 2 — [ (2.32) 
如 幷 力 〜 U ^ 1 9 ( x ) d x ) 2 
Apart from the above entries, the remaining entries are all equal to zero in the 
Hessian matrix. The form of the Hessian matrix is given by (2.12). 
2.2.2 Estimation of Parameter 
In the second part, the thresholds are assumed to be the given constants, the 
parameters fi and a are estimated also by maximum likelihood method. Suppose 
A 
0 = (//, a) ' , the maximum likelihood estimate 0 of ^ is one which maximizes the 
likelihood function ), or equivalently, minimizes the negative log-likelihood 
function : 
G(0) 二 - log L(6) oc - J2 ni log ^(^5^,0-) (2.33) 
i=l 1 “ 
where g{x\ fi,a) is the one shown in (2.29). By using the Newton-Raphson algo-
rithm, the required derivatives of G(0) are found as follows. 
The first derivatives are : 
• ：： ；‘ “ ，„ . • , % ‘ 
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dG{6) 二 亡 rq [g{ai+1) - gjaj)} 
dG(0) _ A rij [ (a^i - ^ )^ (a^ i ) - (aj 一 /^)ff(^i)] ( 2 糾 
二 - o- f：；^ g(x)dx • 卜 ） 
For simplicity, letting 
qi = r;+19^) dx, 
h^x) = (x- y)g{x), 
h2{x) = (x - fj,)2g(x), 
h3{x) 二（丨 一 fi)3g{x). 
Note: lima；—一oo 双⑷ = 0 , lim^+oo g{x) = 0, 
lim^^.oo h{(x) = 0 for i = 1,2,3, 
lim^-^+oo hi(x) = 0 for z = 1,2,3, 
and denote [hj{x)]^ - hj(ai+1) - hj(ai) for j = 1,2,3， 
also [g(x)]^1 = g{ai+1) 一 g{oLi). 
The second derivatives are ； 
• d2G(0)=令 rij fo [ � � ] 彻 ⑷ 监 + 1 ) 2 ] 
d2G(0) — - . th [qi M ^ 1 + —(["i�]g::+1)2 - 的 i � ⑷ ] 
- h — ^v - ' 
• . • V 
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I d2G{6) J &1 G{6) : 
dfida dad/JL 
= A ‘ fe [/l2⑷控+1 + — [ 分 ⑷ ] � ⑷ 鹿 + 1 - � 
— k � V � ~ ^ ~ • 
(2.35) 
By using the Newton-Raphson algorithm, 
I A0 二 - 讽 巧 - 卿 ) 、 (2.36) 
where 7 is a step-size parameter which may be taken as the first value in the 
sequence 1, H . . . that reduces G. G(0) and H(0) are the gradient vector and 
the Hessian matrix which can be found from (2.34) and (2.35). According to the 
asymptotic theory, since 0 is the maximum likelihood estimate of 0, it can be 
shown that, 
iV[0, F 1 ^ ) ] . (2.37) 
Actually, since the Hessian matrix converges in probability to 1(0), the Hessian 
matrix can be used to approximate, the information matrix. The maximum like-
«• A A 
lihood estimate of the covariance matrix of 0 is given by {H(e))~ . Therefore, 
A 
the asymptotic covariance matrix of 0 can be obtained. 
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2.2.3 Simulation Study 
Now, a simulation study oil normal distribution is discussed. This study is based 
on simulating data from two normal distributions. The first one is taken as the 
reference group and the second is the one under the test of homogeneity. Simi-
lar to the exponential case, the thresholds are estimated in the reference group 
firstly. The mean of the threshold estimates and the root-mean-square error of 
the threshold estimates are obtained as given by (2.18) and (2.19) respectively. 
Based on the thresholds estimated, the value of the parameter in normal distri-
bution can be estimated in second group's data. Since there are two parameters 
involved in normal distribution. The interesting statistics are double in number 
to that obtained in exponential case. All required statistics are analogous to those 
presented from (2.20) to (2.25). The followings are the cases considered : 
(A) First group : [i 二 0.0, a = 1.0 
Second group : p = 1.0, cr = 2.0 
A.l Symmetric distribution with two thresholds, , 
a = (t-oo, —0.5^4，0.�5244, +00广 � 
A.-2 Asymmetric distribution with two thresholds, 
a = ( -oo , 0.2533, 1.2816, +oo)'. 
A 3 Asymmetric distribution with two thresholds, 
a 二 ( -oo , —1.2816，-0.2533, +oo)'. 
Chapter 2. Three Underlying Distributions 30 
(B) First group : p = 0.0, cr = 1.0 
4 Second group : // = 2.0，a == 3.0 
B.l Symmetric distribution with two thresholds, 
a = ( -oo, -0.5244, 0.5244, +00),. 
B.2 Asymmetric distribution with two thresholds, 
a 二（—oo，0.2533, 1.2816,十oo)'. 
B.3 Asymmetric distribution with two thresholds, 
a = ( - 0 0 , —1.2816，—0.2533，+oo)'. 
(C) First group : \L — 0.0, cr — 1.0 
Second group : fi = 0.0, cr 二 1,0 
C.l Symmetric distribution with two thresholds, 
a 二（-00, -0.5244, 0.5244, +oo)V' 
C.2 Asymmetric distribution with two thresholds, 
ol = ( -00, 0.2533, 1.2S16, +oo);. 
C.3 Asymmetric distribution with two thresholds, 
a = (_oo，—1.2816, -0.2533, + 0 0 ) : , 
Note : 
1. Since there are two parameters involved in normal distribution, the means 
of the parameter* estimates are presented in the sequence : jl; cr (in two 
separate.rows), and similar in other related columns. 
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2. In the "P-V" coluiim, our interests are not only H0 : fi 二 H0 : o2 二 cro2, 
but also the simultaneous test on H0 : (fi, cr2); = (/i0, ctq2)' where fi0 and cr0 
are the true values of the parameters in first group. 
The simulation study's results are : 
Table 2.5: Simulation Study on Normal Distribution. Case (A). 
CASE SAMPLE MAX(RMSi) MEAN RMS NO. S.D. S X RATIO 
SIZE THRES. PAR EST. PAR EST. P-V>0.05 
A . l 100/100 0.1461 0.9268 0.3703 7 0.3649 0.3156 1,1559 
1.9642 0.5262 15 0.5276 0.4523 1.1665 
3 
200/200 0.0991 1.0395 0.2602 0 0.2585 0.2333 1-1080 
2.0447 0.3774 1 0.3767 0.3309 1.1382 
0 
300/300 0.0778 0.9913 0.1685 0 0.1691 0.1796 0.9418 
1.9822 0.2856 0 0.2865 0.2544 1.1259 
0 
100/300 0.1277 1.0162- 0.2324 0 0.2330 0.1858 1.2539 
2.0020 0.3686 1 0.3704 0.2628 1.4096 
0 
300/100 0.0780 1.0685 0.3770 1 0.3726 0.3568 1.0442 
2.1712� 0.6294 7 0.6087 0.5174 1.1763 
‘ 1 � 
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CASE SAMPLE MAX (RMS i) MEAN RMS NO, S.D. ^E： RATIO 
SIZE THRES. PAR E S T . � P A R EST. P-V>0.05 
A.2 100/100 0.1802 1.0462 0.2895 4 0.2873 0.2456 1.1697 
2.0344 0.5032 11 0.5046 0.4221 1.1954 
0 
200/200 0.1057 1.0163 0.1938 ‘ 0 0.1941 0.1682 1.1535 
1.9999 0.3461 0 0.3479 0.2913 1.1942 
0 
300/300 0.0924 1.0142 0.1463 0 0.1463 0.1380 1.0599 
2.0174 0.2806 0 0.2815 0.2379 1.1833 
0 
100/300 0.1683 1.0112 0.1955 0 0.1962 0.1378 1.4244 
2.0130 0.3549 0 0.3564 0.2372 1.5027 
0 
300/100 0.1115 1.0235 0.2392 0 0.2393 0.2448 0.9775 
2.0392 ‘ 0.4611 4 0.4618 0.4260 1.0840 
0 
. ‘ •, . ‘ ' , : .. . • K' ‘ ‘ ：• ‘ S,' 
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CASE SAMPLE MAX(RMS t) MEAN RMS NO. S.D. S X RATIO 
SIZE THRES, PAR EST. PAR EST. P-V>0.05 
A.3 200/200 0.1348 1.0382 0.4033 18 0.4035 0.4426 0.9118 
2.0765 0.4624 11 0.4583 0.4779 0.9591 
18 
300/300 0.1020 1.1081 0.3852 1 0.3716 0.3727 0.9972 
2.1187 0.3867 0 0.3699 0.3996 0.9256 
1 
500/500 0.0915 1.0079 0.2615 0 0.2627 0.2712 0.9688 
2.0274 0.2849 0 0.2850 0.2914 0.9781 
0 
200/500 0.1177 1.0482 0.3015 1 0.2991 0.2747 1.0888 
2.0561 0.3298 1 0.3267 0.2961 1.1032 
2 
500/200 0.0832 1.0558 0.4234 19 0.4218 0.4672 0.9031 
2.1085 0.4843 14 0.4744 0.5048 0.9398 
16 
、’八::权f :::.. “.'’... •；- . . . , :‘, ‘ ： y ‘ • • ‘ ： ..:... 「：， ， . . . . *、.. , 
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Table 2.6: Simulation Study on Normal Distribution. Case (B). 
CASE SAMPLE MAX(RMSj) MEAN RMS NO. S.D. S X RATIO 
SIZE THRES. PAR EST. PAR EST. P-V>0.05 
B . l 100/100 0.1273 2.3166 1.0807 1 1.0385 0.8664 1.1986 
3.3756 1.3153 3 1.2668 1.1246 1.1246 
0 
150/150 0.1134 2.0204 0.6618 0 0.6649 0.5914 1.1241 
3.1261 0.9092 0 0.9049 0.7986 1.1332 
0 
200/200 0.0945 2.1122 0.5738 0 0.5655 0.5357 1.0557 
3.2207 0.8255 0 0.7995 0.7193 1.1114 
0 
100/200 0.1334 2.0684 0.6499 0 0.6495 0.5243 1.2389 
3.1457 0.8386 0 0.8300 0.6933 1.1973 
0 
200/100 0.0939 2.2651 0.9711 1 0.9389 0.8578 1.0945 
3.3437 1.3053 1 1.2656 1.1288 1.1212 
. 0 
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CASE SAMPLE MAX(RMS t) MEAN RMS NO. S.D. SW. RATIO 
SIZE THRES. PAR EST. PAR EST. P-V>0.05 
B.2 100/100 0.1946 2.2084 0.7230 0 0.6958 0.5938 1.1718 
3.4636 1.3508 1 1.2752 1.0314 1.2364 
0 
150/150 0.1275 2.1678 0.5628 0 0.5399 0.4538 1.1898 
3.2646 0.9364 0 0.9028 0.7698 1.1728 
0 
200/200 0.1299 2.0437 0.4258 0 0.4257 0.3591 1.1854 
3.1109 0.6905 0 0.6849 0.6155 1.1129 
0 
100/200 0,1893 2.0775 0.5124 0 0.5091 0.3807 1.3374 
3.2195 0.9353 0 0.9138 0.6583 1.3881 
0 
200/100 0.1114 2.0988 0.6078 0 0.6027 0.5254 1.1471 
3.0388 0.8554 1 0.8588 0.8645 0.9934 
_ _ l _ _ J I ° I I 
. ‘ , / : : . . . . ‘. •；. 1 . ‘ ,». . ..... , , -V 
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CASE SAMPLE MAX(RMS‘） MEAN RMS NO. S.D. SW. RATIO 
SIZE THRES. PAR EST, PAR EST. P-V>0.05 
B.3 200/200 0.1197 2.1168 0.7581 2 0.7528 0.8405 0.8956 
3.1169 0.8339 1 0.8298 0.8770 0.9462 
1 
300/300 0.1070 2.1754 0.6993 1 0.6803 0.6980 0.9747 
3.1216 0.7063 0 0.6993 0.7195 0.9719 
0 
500/500 0.0705 1.9815 0.4771 0 0.4792 0.4808 0.9966 
2.9649 0.5041 0 0.5054 0.5035 1.0038 
0 
200/500 0.1299 2.1459 0.5130 0 0.4943 0.5159 0.9582 
3.1505 0.5311 0 0.5118 0.5405 0.9470 
0 
500/200 0.0849 2.1217 0.8118 4 0.8067 0.8411 0.9590 
3.1601 0.9200 1 0.9106 0.8848 1.0291 
1 
. ,. 1 ' ' . � 
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Table 2.7: Simulation Study on Normal Distribution. Case (C). 
CASE SAMPLE MAX(RMS t) MEAN RMS NO. S.D. S K RATIO 
SIZE THRES. PAR EST. PAR EST, P-V<0.05 
C.l 100/100 0.1307 -0.1238 0.1600 17 0.1603 0.1144 1.4014 
1.0179 0.1883 18 0.1884 0.1388 1.3566 
20 
200/200 0.0929 -0.0122 0.1062 14 0.1060 0.0795 1.3333 
1.0060 0.1293 12 0.1298 0.0957 1.3556 
18 
400/400 0.0723 -0.0012 0.0772 15 0.0776 0.0561 1.3832 
1.0055 0.0903 13 0.0906 0.0676 1.3401 
19 
800/800 0.0517 -0.0007. 0.0527 17 0.0529 0.0397 1.3344 
1.0062 0.0638 12 0.0639 0.0480 1.3299 
15 
乂趕：:V權雜 
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CASE SAMPLE MAX(RMS‘） MEAN RMS NO. S.D. S B . RATIO 
SIZE THRES. PAR EST. PAR EST. P-V<0.05 
C.2 100/100 0.1858 -0.0143 0.2022 16 0.2027 0.1446 1.4021 
1.0037 0.2159 17 0.2170 0.1599 1.3570 
23 
200/200 0.1324 -0.0065 0.1355 12 0.1359 0.1028 1.3231 
I 
1.0165 0.1611 14 0.1610 0.1138 1.4140 
21 
400/400 0.0929 0.0164 0.1019 15 0.1010 0.0699 1.4445 
0.9890 0.1079 16 0.1079 0.0772 1.3978 
21 
800/800 0.0564 -0.0021 0.0667 17 0.0670 0.0501 1.3388 
0.9978 0.0740 10 0.0743 0.0554 1.3414 
20 
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CASE SAMPLE MAX(RMSi) MEAN RMS NO. S.D. 丽 RATIO 
SIZE THRES. PAR EST. PAR EST. P-V<0.05 
C.3 400/400 0.0900 0.0079 0.1221 8 0.1225 0.1097 1.1165 
1.0114 0.1322 8 0.1323 0.1212 1.0915 
13 
600/600 0.0737 0.0224 0.0901 3 0.0877 0.0952 0.9214 
1.0196 0.1008 5 0.0994 0.1049 0.9482 
12 
800/800 0.0565 0.0077 0.0635 2 0.0634 0.0775 0.8177 
1.0124 0.0725 3 0.0718 0.0858 0.8373 
10 
1000/1000 0.0543 -0.0143 0.0652 4 0.0639 0.0701 0.9112 
0.9907 0.0627 0 0.0624 0.0773 0.8066 
12 
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From the Tables 2.5 to 2.7, we observe that ; 
1. In most situations, the mean of the parameter estimate is close to the true 
value. 
2. In most situations, RMS is small. 
3. The magnitude of RMS of cr is greater than that of fi. This is possibly due 
to the magnitude of a is greater than that of /x. 
4. When the sample size increases, 
(a) the mean of the parameter estimate becomes closer to the true value 
generally. 
(b) RMS decreases. 
(c) the RATIO二S.D./S.E. would be improved and becomes closer to 1. 
5. In Cases (A) and (B), we consider two sets of different values in the normal 
parameter for the two groups. In doing the test: 
H0 : fi = "o, H0:a2 = o-q2, and H0 : (//, a2)' = ^o2)', 
where /i0, cr0 are the true values of the parameters in the first group, we 
thus compute the p-value of the each test. In Case (A), we consider the 
parameter values as fi = 0.0, a 二 1.0 in first group and fi 二 1.0, a = 2.0 in 
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second group. It is found that the number of p-values greater than 0.05 is 
quite large，especially in the Case (A.3). In this case, the sample size should 
be as large as 300 in both groups to keep the Type II error probability low. 
In Case (B), we consider the parameter values as /i 二 0.0, cr 二 1.0 in first 
group and \i = 2.0, a = 3.0 in second group. It is observed that all the 
numbers of the p-values greater than 0.05 are smaller than 5. In this case, 
the sample size can be as small as 200 in both groups to keep the Type II 
error probability low. 
6. In Case (C), we consider the same value in the normal parameter in two 
groups. Doing the same test as before, the number of the p-values smaller 
than 0.05 is presented in Table 2.7. However, this number is only acceptable 
but not satisfactory in both symmetric and asymmetric cases. 
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2.3 Weibull distribution 
In this section, the variable X is supposed to follow a Weibull distribution. Similar 
to the previous sections, let Z be an observable random variable, relating to a 
continuous variable X by the form given in (2.1) where al7a2,…，as+i are the 
thresholds of Z with ¢ ^ = 0 and as+1 = +oo. Suppose the variable X has a 
Weibull distribution of the density function : 
/⑷二/(工;7，卢）= ^0^- 1 x > 0 , 7 , " � 0 . (2.38) : 
I 
i 
The Weibull distribution is determined by two parameters, 7 and /3 where 7 is 
the shape parameter and is the scale parameter. It plays an important role 
in the analysis of failure time data. 
2.3.1 Estimation of Thresholds 
In this part, suppose a random sample of size n is observed, given the observed 
data and the parameters 7 and the task is to estimate the thresholds a 2 , • •.，as 
by maximum likelihood method. At- first, the likelihood function considered is 
similar to the previous sections as given in (2.3) where is the probability of an 
observation falling in the z-th cell. Then 
roi2 
Pi = Pr(Z = 1) = / d x . 
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rois+i , � 
ps = Fi{Z = s)= dx. (2.39) 
J as 
The maximum likelihood estimate d of a is the vector which maximizes the 
likelihood function L(cx), or equivalently, minimizes the negative log-likelihood 
function : 
F(cx) 二 - log L{OL) oc - j^ rii log i j : f{x)dx^ , (2.40) 
i=l 1 “ 
where 
= = (2.41) 
Now, by using the Newton-Raphson algorithm to obtain the minimum of the 
negative log-likelihood function, the gradient vector and the Hessian matrix are 
required. The first and second derivatives are computed as follows : 
外 ) = f � ( _ _ ^ ^ - - 1 f o r j = 2,…一，(2.42) 
dc^ — [ n a j ) ) \ ( j ^ f(x)dxy 十 ( j ^ f(x)dxy j 
J l t z A ^ l ^ l for ^ 2 , . . . , , . 
. I J daj 
(2.43) 
f..’�：、、-. .,.’'•',二/ . • t •• , •“ • • • • . . . . . ： . - , * : . . . . . . • - *‘ 
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The above second derivatives are the diagonal entries of the Hessian matrix. 
Also, some of the off-diagonal entries are computed as: 
= - n ^ f i ^ f ^ - i ) fo" 二 3 , … ！ 
( f : “ f(x)dxY 
a 2 F(a) _ ^ / ( ^ ) / ( ^ ) f o r j = 2，...，s — L (2.44) 
The entries other than the above are all equal to zero in the Hessian matrix. 
I 
2.3.2 Estimation of Parameter 
In the second part, the thresholds are considered to be the fixed constants, the 
objective it to estimate the parameters 7 and ^.in the Weibull distribution by 
maximum likelihood method. Suppose 0 = (7, /?)' , the maximum likelihood esti-
mate 0 of 0 is one which maximizes the likelihood function L(0), or equivalently, 
minimizes the negative log-likelihood function : 
G{6) = — log L(0) oc - f l rii log f 广 + 1 / (x; 7, p) dx\ , (2.45) 
i=i� 口 a‘ J 
where f(x;j,jd) is given by (2.41). By using the Newton-Raphson algorithm, the 
required derivatives are found as follows. 
For simplicity, letting 
hi(x) = e_’， : 
驟;... 5 F V V ‘‘ ^ i--,‘ � ’ , . ： ‘ • , .'：• .?.，、'‘- : . ,...,� ' :• .’ ' V . � ‘ • ... ' . .- . ' I 瞧？： ,^ •••' '；-； • : ： -'. • • , " . •1 ‘ . ‘ 
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Ji2(oc) = x^e ^， 
h3(x) = ^ 
/、 一 h^{x) = x^e i3 log x, 
h5(x) = log x, 
xi 
h6(x) = x7e~"^"(log x)2, 
h7(x) = x2le~~p{[ogx)2. 
Note: l im^o ^i(^) 二 1, lin^^+oo 厶“冗)==0, 
I 
lim -^^ o h{(x) = 0 for z = 2 ,3 , . . . , 7, | 
I 
limx—+0o hi(x) = 0 for 2 ,3 , . . . , 7, 
and denote [h^x)]^1 = hj(ai+1) — h^ai) for j 二 1，2,…，7. 
The first derivatives are : 
dG{G) _ 令 rij Mx)}^1 
~W = k P ' 
0G(0) A 叫 M ^ r f2 4 6 � 
~ w = h ~P2 剛 r . 1 j 
The second derivatives are : -
= S w w m 1 r [ M : r ) k + “ [ 7 ( ) L i -， 
d2G(0)—亡 叫 \2Q + ( [ W g 1 ) 2 一 r, , ) r , + 1 l 
..’’’..''. • . ' ' ' ' , ： ' r „. ‘  . ‘  1 V... 
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d2G{6) _ d2G(0) 
djd/3 dpd^ 
ri I MCHi+i /3 rL 广 M^i+l I /-lo?t L 马、乂 
, = 1 講 ) ] r — ^ [ / 1 4 ( 礼 — m t . . 
(2.47) 
According to the asymptotic theory, since 0 is the maximum likelihood estimate 
of 6y it can be shown that, 
^ iV[0, I " 1 ^) ] . (2.48) 
Actually, since the Hessian matrix converges in probability to 1(^), the Hes-
sian matrix can be used to approximate the information matrix. Therefore, the 
A 
asymptotic covariance matrix of 6 can be obtained. 
2.3.3 Simulation Study 
In the last section of this chapter, a simulation study is discussed on Weibull 
distribution. From two groups of data, the estimation of thresholds and the 
subsequent estimation of parameters are performed in the reference group and 
the other group respectively. Under 100 replications, the required statistics are 
similar to that obtained in normal distribution as presented in § 2.2.3. The 
. 1 … ’.， . 、 
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followings are the cases considered : 
(A) First group : 7 = 2.0, P = 6.0 
Second group : 7 = 1.0, /3 = 3.0 
A.l Symmetric distribution with two thresholds, 
m = (0, 1.4629, 2..6877, +oo)'. 
A.2 Asymmetric distribution with two thresholds, 
a m (0, 2.3447, 3.7169, +00) ' . 
A.3 Asymmetric distribution with two thresholds, 
a = (0, 0.7951, 1.7507, +oo)'. 
(B) First group : 7 = 2.0, /3 = 6.0 
Second group : 7 = 0.5, /3 = 2.5 
B.l Symmetric distribution with two thresholds, 
a 二 (0, 1.4629, 2.6877, +00广 
B.2 Asymmetric distribution with two thresholds, 
a = (0, 2.3447, 3.7169, +00) ' . 
B.3 Asymmetric distribution with two thresholds, 
a = (0, 0.7951, 1.7507； +00) ' . 
(G) First group : 7 = 2.0, /3 = 6.0 
Second group : 7 二 2.0，.ff = 6.0 
C.l Symmetric distribution with two thresholds, 
:,,: . : . . . . . . . . ,. . . . • . .: ' . »� 
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m = (0, 1.4629, 2.6877, +oo)'. 
C.2 Asymmetric distribution with two thresholds, 
a = (0, 2.3447, 3.7169, +00) ' . 
C.3 Asymmetric distribution with two thresholds, 
a = (0, 0.7951, 1.7507, 
Note : 
1. Since there are also two parameters involved in Weibull distribution, the 
A 
means of the parameter estimates are presented in the sequence : 7, (in 
two separate rows), and similar in other related columns. 
2. In the "P-V" column, our interests are not only H0 : 7=7。，H0 : /3 = Pq, 
but also the simultaneous test on H0 : (7,^) ' 二 (70, A)7 where 70 and /¾ 
are the true values of the parameters in first group. 
The simulation study's results are : 
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Table 2.8: Simulation Study on Weibull Distribution. Case (A). 
CASE SAMPLE MAX(RMS t) MEAN RMS NO. S.D. S X RATIO 
SIZE THRES. PAR EST. PAR EST. P-V>0.05 
A . l 100/100 0.1659 1.0096 0.2609 4 0,2620 0.2064 1.2697 
3.2005 1.0009 17 0.9856 0.7339 1.3429 
5 
200/200 0.1309 1.0129 0.1880 0 0.1885 0.1453 1.2969 
3.0987 0.6402 1 0.6357 0.4898 1.2980 
1 
300/300 0.1033 0.9890 0.1310 0 0.1312 0.1174 1.1174 
2.9925 0.3886 0 0.3905 0.3776 1.0343 
0 
150/300 0.1518 1.0244 0.1802 0 0.1794 0.1215 1.4769 
3.0899 0.5358 0 0.5309 0.4001 1.3266 
0 
300/150 0.0953 1.0073 0.1810 0 0.1817 0.1701 1.0680 
3.1221 0.6356 4 0.6269 0.5742 1.0917 
. 1 
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CASE SAMPLE MAX(RMS t) MEAN RMS NO. S.D. S X RATIO 
SIZE THRES. PAR EST, PAR EST. P-V>0.05 
A.2 100/100 0.2944 0.9830 0.2677 8 0.2685 0.2209 1.2157 
3.1100 1.0590 26 1.0585 0.9234 1.1464 
3 
200/200 0.1662 1,0219 0.1891 1 0.1857 0.1609 1.1731 
3.1976 0.7837 8 0.7622 0.6928 1.1328 
0 
300/300 0.1477 1.0048 0.1354 0 0.1359 0.1312 1.0358 
3.0419 0.5427 3 0.5438 0.5138 1.0585 
0 
150/300 0.2142 1.0096 0.1774 0 0.1780 0.1313 1.3558 
3.1325 0.7548 5 0.7469 0.5387 1.3865 
0 
300/150 0.1437 1.0328 0.2108 3 0.2093 0.1895 1.1047 
3.2217 0.9678 15 0.9468 0.7939 1.1926 
0 
• . . . . MI 
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: f - Z Z ^ 
CASE SAMPLE MAX(RMS,) MEAN RMS NO. S.D. S.E. RATIO 
SIZE THRES. PAR EST. PAR EST. P-V>0.05 
A.3 100/100 0.1589 1.0025 0.2739 5 0.2753 0.2115 1.3013 
3.0658 0.7853 7 0.7865 0.5696 1.3807 
2 
200/200 0,0941 1.0038 0.1806 0 0.1815 0.1481 1.2253 
3.0841 0.4901 1 0.4853 0.3984 1.2179 
0 
300/300 0.0850 1.0029 0.1474 0 0.1481 0.1219 1.2144 
3.1142 0.4061 0 0.3917 0.3287 1.1918 
0 
150/300 0.1282 0.9793 0.1765 0 0.1761 0.1189 1.4818 
2.0561 0.3298 1 0.4522 0.3191 1.4171 
0 
300/150 0.0843 1.0525 0.2258 2 0.2207 0.1765 1.2504 
3.1123 0.5486 1 0.5397 0.4669 1.1560 
2 
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Table 2.9: Simulation Study on Weibull Distribution. Case (B). 
CASE SAMPLE MAX(RMSi) MEAN RMS NO. S.D. S K RATIO 
SIZE THRES. PAR EST. PAR EST. P-V>0.05 
B . l 100/100 0.1728 0.5180 0.1765 0 0.1765 0.1589 1.1104 
2.6436 0.6318 2 0.6179 0.5481 1.1275 
0 
200/200 0.1208 0.5176 0.1193 0 0.1186 0.1116 1.0624 
2.5524 0.3736 0 0.3717 0.3630 1.0241 
0 
300/300 0.1008 0.5073 0.0923 0 0.0925 0.0902 1.0250 
2.5532 0.2992 0 0.2959 0.2955 1.0012 
0 
150/300 0.1504 0.5176 0.1177 0 0.1170 0.0915 1.2781 
2.5589 0.3317 0 0.3280 0.2973 1.1032 
0 
300/150 0.0960 0.5161 0.1217 0 0.1212 0.1284 0.9445 
2.5697 0.4222 0 0.4185 0.4223 0.9911 
0 
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CASE SAMPLE MAX(RMS‘） MEAN RMS NO. S.D. ^E： RATIO 
SIZE THRES. PAR EST. PAR EST. P-V>0.05 
B.2 100/100 0.2609 0.5037 0.2039 0 0.2049 0.1698 1.2072 
2.6197 0.7664 7 0.7608 0.6782 1.1218 
0 
200/200 0.1825 0.4985 0.1361 0 0.1367 0.1212 1.1283 
2.5472 0.4905 1 0.4907 0.4940 1.0809 
0 
300/300 0.1479 0.4939 0.1044 0 0.1048 0.0989 1.0590 
2.5067 0.3844 0 0.3863 0.3606 1.0712 
0 
150/300 0.1978 0.5031 0.1133 0 0.1138 0.0994 1.1441 
2.5572 0.4582 1 0.4569 0.3738 1.2225 
0 
300/150 0.1338 0.4954 0.1560 0 0.1568 0.1391 1.1273 
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CASE SAMPLE MAX(RMSi) MEAN RMS NO. S.D. S^ E： RATIO 
SIZE THRES. PAR EST. PAR EST. P-V>0.05 
B.3 100/100 0.1543 0.5275 0.1858 0 0.1847 0.1527 1.2095 
2.6400 0.5533 2 0.5380 0.4657 1.1552 
0 
200/200 0.0994 0.5076 0.1155 0 0.1158 0.1034 1.1194 
2.5126 0.3316 0 0.3329 0.3022 1.1018 
0 
300/300 0.0794 0.4947 0.0933 0 0.0936 0.0828 1.1308 
2.5074 0,2520 0 0.2532 0.2453 1.0321 
0 
150/300 0.1150 0.5175 0.1117 0 0.1109 0.0874 1.2693 
2.5099 0,2524 0 0.2535 0.2471 1.0257 
0 
300/150 0.0877 0.5160 0.1391 0 0.1388 0.1208 1.1495 
2.5483 0.3827 0 0.3816 0.3569 1.0691 
0 
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Table 2.10: Simulation Study on Weibull Distribution. Case (C). 
CASE SAMPLE MAX(RMSi) MEAN RMS NO. S.D. ^E： RATIO 
SIZE THRES. PAR EST, PAR EST. P-V<0.05 
C.l 200/200 0.1293 2.0339 0.2764 17 0.2757 0.2031 1.3577 
6.4182 1.8612 14 1.8227 1.2943 1.4082 
26 
400/400 0.0831 2.0311 0.1924 16 0.1908 0.1445 1.3212 
6.2960 1.2092 9 1.1784 0.8874 1.3279 
19 
600/600 0.0781 2.0094 0.1538 11 0.1543 0.1166 1.3230 
6.0956 0.8594 11 0.8584 0.6895 1.2449 
20 
800/800 0.0643 2.0079 - 0.1254 13 0.1257 0.1009 1.2464 
6.0716 0.7272 15 0.7273 0.5928 1.2268 
19 
•, < t' 
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CASE SAMPLE MAX(RMSi) MEAN RMS NO. S.D. SW. RATIO 
SIZE THRES. PAR EST, PAR EST. P-V<0.05 
C.2 200/200 0.1657 2.0338 0.3213 16 0.3211 0.2222 1.4444 
6.6046 2.6186 14 2.5607 1.7487 1.4644 
31 
400/400 0.1357 .1.9577 0.1999 12 0.1964 0.1539 1.2760 
5.8535 1.3165 19 1.3149 1.0522 1.2498 
25 
600/600 0.1003 1.9933 0.1637 12 0.1644 0.1270 1.2947 
6.0591 1.0919 11 1.0958 0.8914 1.2292 
24 
800/800 0.0786 2.0029 0.1428 13 0.1434 0.1104 1,3000 
6.0831 1.0281 14 1.0298 0.7768 1.3258 
19 
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CASE SAMPLE MAX(RMS t) MEAN RMS NO. S.D. S X RATIO 
SIZE THRES. PAR EST. PAR EST. P-V<0.05 
C.3 200/200 0.1044 1.9845 0.3322 13 0.3335 0.2607 1.2795 
6.2061 1.4962 14 1.4894 1.1303 1.3177 
22 
400/400 0.0643 2.0137 0.2448 18 0.2456 0.1855 1.3242 
6.0348 0.8813 13 0.8851 0.7545 1.1729 
20 
600/600 0.0528 2.0247 0.2142 14 0.2139 0.1522 1.4054 
6.0825 0.8237 12 0.8237 0.6230 1.3222 
18 
800/800 0.0467 2.0055 0.1816 15 0.1825 0.1310 1.3929 
6.1408 0.7154 7 0.7050 0.5461 1.2908 
17 
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From the Tables 2.8 to 2.10, we observe that : 
1. In most situations, the mean of the parameter estimate is close to the true 
value. 
2. In most situations, RMS is quite small. 
3. The magnitude of RMS of /3 is greater than that of 7. This is possibly due 
to the magnitude of p is greater than that of 7. 
4. When the sample size increases, 
(a) the mean of the parameter estimate becomes closer to the true value 
generally. 
(b) RMS decreases. 
(c) the RATIO=S.D./S.E. would be improved and becomes closer to 1. 
5. In Cases (A) and (B), we consider two sets of different values in the Weibull 
parameter for the two groups. In doing the test: 
B0 : 7 = H0 i /5 = ft, and H0 : (7, P)' = (7o，M,, 
where 70, /¾ are the true values of the parameters in the first group, we 
thus compute the p-value of the each test. In Case (A), we consider the 
parameter values as 7 = 2.0, fi 二 6.0 in first group and 7 二 1.0，fi = 3.0 
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in second group. It is observed that the number of p-values greater than 
0.05 is quite large in both symmetric and asymmetric cases. In this case, 
the sample size should be as large as 300 in both groups to keep the Type 
II error probability low. In Case (B), we consider the parameter values as 
7 = 2.0, P 二 6.0 in first group and 7 二 0.5, fl = 2.5 in second group. It is 
observed that almost all the numbers of the p-values greater than 0.05 are 
smaller than 5. In this case, the sample size can be as small as 200 in both 
groups to keep the Type II error probability low. 
6. In Case (C), we consider the same value in the Weibull parameter in two 
groups. Doing the same test as before, the number of the p-values smaller 
than 0.05 is presented in Table 2.10. Similar to previous cases, this number 







In Chapter 2, we have considered three distributions, that is, exponential distribu-
tion, normal distribution and Weibull distribution. At first, for each distribution, 
given the observed data and the value of the parameter, the thresholds can be 
estimated by maximum likelihood method. Secondly, for the same distribution 
picked before, given the thresholds estimated (by assuming the thresholds are the 
given constants), we can estimate the parameter in the same distribution. 
Considering the data given in Table 2.1, it is necessary to impose a uni-
variate distribution on the reference year, 1972, say. Next, we can study the 
distribution on each year 1973 to year 1975 relatively by estimating the value of .. . 
ft'.. : - ' • ' . •” ‘“ . - • . . . ., 
the parameter in the same distribution considered. However, given a data set, the 
problem is how to choose a suitable one from the three distributions currently 
I . , 6 0 
^ » ' . k 
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discussed or other possible distributions. Therefore, the goodness-of-fit test is 
considered in this chapter. 
On the reference group, it is required to estimate the thresholds given the 
value of the parameter in the distribution chosen. Suppose a random sample of 
size n is observed and the threshold parameter is ot = { a 2 , , . . , a s } with known 
ai and a s + x . Let n,- be the observed frequency in each i-ih cell for i 二 1 , 2 , . . . , «s 
with YlUi ni = n a n d Pi be the corresponding probability of an observation falling 
in the z-th cell with Ei=i Pi = 1- This is a multinomial model with s cells. Then 
the likelihood function is given by : 
L M ^ ^ p ^ r i 凡 ( a ) - (3.1) 
1 li=l Ui' i=l 
To test whether this chosen distribution fits the reference group's data, consider 
testing : 
H0: The distribution fits the data in the reference group, 
vs. Hi： not H0. 
The likelihood ratio test statistic is defined as : 




Under HQUHX, there is only one constraint, Ef=i Pi = 1. The maximum likelihood 
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estimate of pi is rii/n for z = 1 ,2 , . . . , 5. Therefore, 
•pAot) = — for i = 1 ,2 , . , . , 5. (3.3) 
n 
Under HQ, it is supposed that the chosen distribution fits the data. Given the 
value of the parameter in the distribution, the only thing to do is to estimate the 
threshold parameter, a . Therefore, 
roi2 
二 / f(x;0) dx, 
J a\ 
fcxf+i 
Pi(a) = / f ( x ] 0 ) dx f o r i 二 2 , 3 ， . . . ， s — 1 , 
J ot{ 
Ps(^)=广+1 / ( 一 ) 办 ， （ 3 . 4 ) 
where f(x] 0) is the density function of the distribution considered with 0 being 
the parameter vector involved and a 二 {c?2，‘.. , a j is the maximum likelihood 
estimate of a . Under H0, it can be shown that, 
G2 = - 2 l o g X ^ X 2 d . f , (3-5) 
when the sample size is large. The number of degrees of freedom is given by : 
d.f. = number of parameters estimated under H0 U Hj 
—number of parameters estimated under H0 
== 
==0. 
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This means that this distribution can perfectly fit the data in the reference group. 
In other words, the reference group can be perfectly fitted by any distribution no 
matter how many parameters are involved in the distribution. 
Once the thresholds can be estimated in the reference group, the following 
task is to estimate the value of the parameter in the same distribution imposed 
on the reference group in the remaining group's data. However, it is also required 
to perform the goodness-of-fit test in following sections. 
3.1 Test for the Exponential distribution 
Just before, we assume that a random sample of size n is observed and the 
number of thresholds is equal to 5 - 1. Therefore, the vector of thresholds is 
OL = {a2, • •.，as} with known c^ 二 0 and a s + 1 二 +oo. In this context, assume 
the thresholds are the given fixed constants. Out of the total sample, suppose rii 
is the observed frequency in each z-th cell for i = 1,2, . . . , 5 with ni = n. 
Also, let pi be the probability that each observation falls in the z-th cell with 
p i — 1. Note that it is a multinomial model with s cells, then the likelihood 
function is : 
= (3.6) 
m 矛 ？ / 
• 
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• 
To test whether exponential distribution fits the data, consider the hypothesis as 
Ho : Exp(X) fits the data vs. Hi : not H0. 
The likelihood ratio test statistic is defined as ： 
= maxff0 L(pi) 
腿 印 0 叫 L ( p i ) 
maxA L(pi) 
maxPt. L(pi) 
二 m a x A l l L W 
n— S Tli 
,,i=iPi 
n s n n i 
= l u = l P t . (3.7) 
1 li=l Pt 
Under H0 U the only one constraint is Ya=i Pi = 1. The maximum likelihood 
estimate of pi can be shown as n^/n for z = 1 , 2 , . . . , 5. So, 
pi = — for z = 1 , 2 , . . . , 5, (3.8) 
‘ n 
and pi is estimated by 
厂 1 + 1 f{x- A) dx f o r z = 1 , 2 , . . . , 5 , ( 3 . 9 ) 
J a{ 
where , 
j: . /(工;A) 二去 e x p { H , ^ > 0, A > 0, (3.10) 
and A is the maximum likelihood estimate of A which is deduced in § 2.1.2. Under 
H0 , it can be shown that, 
G2 二 - 2 1 � g A * ~ U X 2 d . , ， （3.11) 
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when the sample size is large. The number of degrees of freedom is given by : 
d.f. = number of parameters estimated under H0 U Hi 
—number of parameters estimated under H0 
=(卜 1)-1 
= 5 - 2 . 
Therefore, we reject H0 if G2 > X2d.f.,a where x2d.f.,a i s t l i e u PP e r a P o i n t o f t h e 
chi-squared distribution with d.f. = 5 - 2 . Depending on the number of cells, the 
number of degrees of freedom may be negative, zero or positive. Then, we come 
to a conclusion that three situations may happen : 
1. If 5 < 2, it is an unidentified case. 
2. If 5 = 2, the number of degrees of freedom is equal to zero. This means the 
exponential distribution fits the data perfectly. 
3. If 5 > 2, the number of degrees of freedom must be an integer greater than 
zero. H0 may or may not be rejected at certain, level of significance. Then 
the exponential distribution may or may not fit the data. 
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3.2 Test for the Normal distribution 
Suppose a random sample of size n is observed and there are s — I thresholds, 
OL = { a 2 , . . . , a s}, say, with, known AI 二 —oo and 二 +oo. Let RII be the 
observed frequency falling in the i-th cell for z = 1 ,2 , . . . , 5 with ni 二 n 
also, pi be the probability of an observation falling in the i-th. cell for z = 1 ,2 , . . . , 5 
with Pi = 1. This leads to the multinomial model with 5 cells. Now, we 
assume the thresholds are the fixed constants, the likelihood function is the same 
as (3.6). Under the general hypothesis H0 U there is only one constraint 
Y^si=1 pi 二 1. The maximum likelihood estimate of can be found as rii/n for 
z = 1 ,2 , . . . ,5. In this section, we are going to test whether normal distribution 
fits the observed data. Consider testing : 
H0 : N f j i , a2) fits the data vs. i / i : not H0. 
The likelihood ratio test statistic is defined as : 





,, j=l Pi 
— t-T5 ni 
maxp. n—i Pi 
= ^ = 1 P t , (3.12) 
• UUPini\ 
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where pi is given in (3.8) and pi is estimated by 
/ f(x\{L^cr) dx for i = 1 ,2 , . . . ,3 , (3.13) 
Jai 
where 
/ ( w ) = 冗 寸 
—oo < a; < +oo, —oo < [1 < +oo, cr > 0, (3.14) 
and {fi,d-y is the maximum likelihood estimate of (//, cr)'. When the sample size 
is large, under U0, it can be shown that (3.11) holds while the number of degrees 
of freedom is given by : 
d.f. = number of parameters estimated under H0 U H^ 
—number of parameters estimated under H0 
二 ( 5 - 1 ) - 2 
= s — 3. 
Then we can reject H0 if G2 > x2d.f.,a where x2d.f.,a i s t h e u PP e r ^ P o i n t o f 
the chi-squared distribution with d:f. = 5 - 3 . From the above result, it can 
be noticed that if the number of cells, <s 二 3，the number of degrees of freedom 
is equal to zero. This is the case of perfect fit. This means that if the number 
of thresholds considered are only two, a 二 {a2,a3}，normal distribution may 
perfect fit the data. However, if s < 3, the number of degrees of freedom is 
Chapter 3. Goodness-of-fit Test ' 68 
negative. This is an unidentified case. If s > 3, the number of degrees of freedom 
is greater than zero. This means that the normal distribution may or may not fit 
the data well. 
3.3 Test for the Weibull distribution 
Similar to the previous sections, we are going to construct a likelihood ratio test 
statistic to test whether Weibull distribution fits the data. Consider a random 
sample of size n is observed and assume the thresholds a 2 , a 3 , . . . , a s are the 
fixed constants while ^ = 0 and as+1 = +oo are known. Let n{ be the observed 
frequency falling in the z-th cell for z = 1 ,2 , . . . , 5 with Ei=i 叫=n a n d Pi be 
the probability of an observation falling in the z-th cell for i = 1 ,2 , . . . ,5 with 
Y^si=1 pi = 1. Since it is a multinomial model with 5 cells, the likelihood function 
is also given by (3.6). Now, we are going to test : 
H0 : Weiij.P) fits the data vs. H^ : not H0. 
The likelihood ratio test statistic is defined as : 
入* = maxff0 L(pi) 
max^oui/i L(pi) 
_ m a x 7 , " 丄 ( 扒 ) 
maxPi L(pi) 
m a x - n ^ i PT 
~ — — ~TXS nt' 
maxPi Ui=i Pi 
ns r) ni 
= ^ = 1 P l . (3.15) 
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Under BoUBt, there is only one constraint El=i Pi = 1. The maximum likelihood 
estimate of pi is rii/n for « = 1 ,2 , . . . , s. In the numerator of the test statistic, pi 
is estimated by 
r+1 dx for S 二 1 , 2 , , . . 4 (3.16) 
j oti 
where 
f ( x ] 7 J ) = j x ^ 1 e x p l - j Y x > 0 , 7,/^ > 0 , (3.17) 
and (7, P)' is the maximum likelihood estimate of (7, P)'. When the sample size 
is large, under H0, it can also be shown that (3.11) holds where the number of 
degrees of freedom is given by : 
d.f. 二 number of parameters estimated under H0 U Hi 
—number of parameters estimated under H0 
二 ( 5 - 1 ) - 2 
= 5 — 3. 
Therefore, H0 is rejected if G2 > X^.f.^ where x2d.f.，a i s t h e upper a point of 
the chi-squared distribution with d.f, = 5 - 3 . Actually, it is the case which is 
similar to the normal distribution case. There are three situations considered : 
1. If «s 二 3, the number of degrees of freedom is equal to zero. This means 
that the Weibull distribution can perfect fit the data. 
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2. If 5 < 3，the number of degrees of freedom is negative. It is an unidentified 
case, 
3. If 5 > 3，the number of degrees of freedom is positive. It means that the 
Weibull distribution may or may not fit the data. 
3.4 Implication 
Based on the above three distributions, the likelihood ratio test statistics can 
be constructed. In the exponential distribution, there is only one parameter 
involved. In the normal or the Weibull distribution, two parameters are involved. 
In deriving the likelihood ratio test statistic, it is observed that the number of 
degrees of freedom depends on the number of the thresholds and the number of the 
parameters involved in the distribution. Therefore, we can generalize the result 
and consider a family of distribution determined by k p a r ame te r s ,仍，仍” • . ,办， 
say. Following with this chapter's setting, assume that there are 5 - 1 thresholds, 
a 2 , a 3 , . . . ， w i t h known and a s + i . Suppose n is the total observed sample 
size and n,- is the observed frequency falling in the z-th cell with the corresponding 
probability pi for i 二 1，2，..., <s. In testing whether this distribution fits the data, 
consider testing : 
H0 : a family of distribution fits the data vs. i^i : not H0. 
Chapter 3. Goodness-of-fit Test ' 71 
The likelihood ratio test statistic is defined by : 




m a � r i L i P?1 
=Ui=iPini (3.18) 
In the denominator, pi — rii/n for i = 1 , . . . , s. 
In the numerator, pi is estimated by 
f +1 4k) dx for i = 1 ,2 , . , . ,5 , (3.19) 
Joii 
where f(x;办，…，qk) is the density function of the distribution considered and 
(么’…，4k)' is the maximum likelihood estimate of (仍,.• •, qk)f- When the sample 
size is large, under H0r it can be shown that, 
； 0 二-2 log A* 丄 x 2 从 ， \ (3.20) 
where the number of degrees of freedom is given by : 
d.f. = number of parameters estimated under H0 U Hi 
—number of parameters estimated under H0 
二 （ s — i) — number of independent parameters estimated 
={s - 1) - k. 
Therefore, we come to a conclusion that three cases may happen : 
>'•"> ‘ ： •； •/....::. ... ' ... .., ... .. . , ；' ... ,.' • •' • .... .•飞.， .， .. ‘ ...'f .. , '；-' •,,. , ".- ‘ 、 ” ,.、 .， . 
» 一 —，..：，•.， ‘' ‘. 1 ；. ‘ _ ‘ .:. � . “ v ^ • \ .. ‘ •：、.. 
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1. If k > 5 — 1, it is an unidentified case. 
2. If A; = 5 — 1, the number of degrees of freedom is equal to zero. It is a case 
of perfect fit. This family of distribution can fit the data well. 
3. If i; < 3 - 1 , the number of degrees of freedom is greater than zero. Then 
this family of distribution may or may not fit the data well. 
3.5 An Artificial Example 
To illustrate the goodness-of-fit test, we consider the following example. Suppose 
there are three groups of data and each group has a sample size of 1000. Group 
1 is generated from N(0,1), group 2 is generated from iV(0,2) and group 3 is 
generated from 7V(1,2). Two cases are discussed as follows : 
3.5.1 C a s e l ( s 二 3) 
Suppose the number of thresholds is equal to 2, that is, a 二 {a2，a3} with known 
and a 4 . Assume that the true values of thresholds a 2 and a 3 are equal to 
一2 and +2 respectively. The data generated are presented in Table 3.1. In this 
setting, we take group 1 as the reference group. We are going to discuss the 
goodness-of-fit test in the three distributions. 
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Table 3.1: Artificial 3x3 Contingency Table. 
Category 
1 2 3 Total 
� Group 1 22 953 25 1000 
Group 2 150 701 149 1000 
Group 3 77 632 291 1000 
3.5.1.1 Exponential distribution 
In this section, we impose an exponential distribution on group 1. At first, 
the value of the parameter A which determines the exponential distribution is 
assumed to one. By maximum likelihood method, the thresholds a 2 and a 3 can 
be estimated. The result is : 
d2 二 0.022i2, a 3 = 3.6889. 
Next, by assuming the thresholds found are the fixed constants, we can estimate 
the value of the parameter in the exponential distribution on group 2 and group 
3 by maximum likelihood method. The result is : 
A,p>2 = 1.6612,义卯.3 二 2.8254. 
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To test whether exponential distribution fits the data, consider the hypothesis as 
H0 : The data fits the reference distribution vs. Hi : not H0. 
In group 2, the likelihood ratio test statistic is given by (3.7), 
rr3 n n i — 1 li=i Pi 
_ n 3 n n i ' 1 U=i Pt 
where 
Pi = — for i = 1,2,3, 
n 
and -pi is estimated by 
rcxi+i …： A 
/ f(x] A卯.2) dx for z = 1,2,3. 
Under Ho, 
- 二一2 log A* W 
where the number of degrees of freedom, d.f. = s — 2 = 1. The calculated G2 is 
505.33 which is much greater than X2I,O.O5 = 3.841. Therefore, H0 is rejected at 
a 二 0.05 level of significance. In group 3, the likelihood ratio test statistic A* can 
also be found as the above procedure. Under H0, 
G2 = -21og A* ^  X 2 d . f , 
where d.f. = 3 - 2 = 1. The calculated G2 is 226.40, also much greater than 
X2ioos 二 3.841. Therefore, H0 is rejected at a = 0.05. 
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As an objective comparison, we assume the value of the parameter A which 
determines the exponential distribution on group 1 as two. By maximum likeli-
hood method, the thresholds ol^  and a 3 are estimated as : 
d2 二 0.0445, d3 = 7.3778. 
Next, by assuming the thresholds found are the fixed constants, we can estimate 
the value of the parameter in the exponential distribution on group 2 and group 
3 by maximum likelihood method. The result is : 
Xgp.2 二 3.3225, Xgp.3 = 5.6507. 
Then the likelihood ratio test statistic, A* for testing whether exponential fits the 
data can be calculated. Same as the above setting, under E 0 j 
G2 = -2logXr-^X2d.f, 
where the number of degrees of freedom, d.f. = 3 - 2 = 1. The calculated G2 are 
505.33 and 226.40 in group 2 and group 3 respectively. Both are much greater 
than X2I，O.O5 = 3.841. Therefore, H0 are rejected at a = 0.05 level of significance 
in both groups. It should be noted that two different choices on the parameter 
determining the exponential distribution on group 1 lead to the same result in 
the likelihood ratio test statistics in group 2 and group 3. In addition, one should 
be highlighted about the scale parameter A in the exponential distribution. On 
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group 1, if the value of the parameter A determining the exponential distribution 
is assumed to one, then the parameter estimate is found to be 1.6612 in group 2. 
The quotient (Ql) of the form XgP.2/XgpA is simply equal to 1.6612. Concerning 
the another A=2 imposed on group 1, the parameter estimate is found to be 3.3225 
in group 2. The quotient (Q2) of the form A卯.2/A5pl is actually equal to 1.6612, 
just the same as (Ql). This finding should be true since the parameter A is the 
scale parameter in the exponential distribution. Similarly, the result also holds in 
group 3. Therefore, the value of the parameter chosen in the reference distribution 
is not of importance, it can be arbitrarily taken for comparison convenience. 
From the above findings, it is shown that the exponential distribution 
doesn't fit the data. It is not surprising since the case considered is 5 = 3 which 
is greater than 2. In § 3.1, we have asserted that the exponential distribution 
may or may not fit the data if the case of 5 > 2 happens. So, it is required to 
consider another distribution instead of exponential distribution. 
3.5.1.2 Normal distribution 
In this section, a normal distribution is imposed on group 1. The value of the 
parameter which determines the normal distribution is given as /i 二 0 and a = 1. 
The thresholds a 2 and a 3 are estimated as : 
a 2 二 —2.0141, m = 1.9600. 
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By using the thresholds estimated in group 1, the value of the parameter in the 
normal distribution on group 2 and group 3 is , estimated as : 
ftgp.2 二 -0.0312， 6•卯.2 = 1.9132, 
A^.3 = 0.8529, (7^.3 = 2.0112. 
To test : 
H0 : The data fits the reference distribution vs. E^ not H0. 
It is required to find the test statistics in group 2 and 3. The likelihood ratio test 
statistics A* are calculated from (3.12), Also, under H0, it can be shown that, 
G2 二 - 2 log A* 丄 x 2 " . ， 
with d.f. 二— 3 二 0. Actually, if we calculate the likelihood ratio test statistics 
A* in group 2 and group 3, both give the value of one. Thus the G2 = —2 log A* 
are equal to zero in both groups. 
As an illustration, we are going to see what will happen if the value of the 
parameter determining the normal distribution on group 1 is given as /i = 1 and 
¢7 二 1.5. By maximum likelihood method, the thresholds a 2 and a 3 are estimated 
as : 
d2 = -2.0211, d3 = 3.9399. 
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By using the thresholds estimated in group 1, the value of the parameter in the 
normal distribution on group 2 and group 3 is estimated as : 
j � p . 2 = 0.9532, (3 .^2 = 2.8698， 
> ^ . 3 = 2 . 2 7 9 4 , 斤 卯 . 3 二 3.0167. 
Then the likelihood ratio test statistics A* are found to be one in both groups. 
From the above results, it is noticed that if the case of 5 二 3 happens, normal 
distribution can fit the data perfectly. 
In addition, one more thing should be noted on the location parameter [i 
and the scale parameter a in the normal distribution. On group 1, if the value of 
the parameter determining the normal distribution is given as “ 二 0 and a = 1, 
then the parameter estimate is found to be 禽=—0.0312, a = 1.9132 in group 2. 
Concerning the another p 二 1 and = 1.5 imposed on group 1, the parameter 
estimate is found to be p, = 0.9532, a 二 2.8698 in group 2. Both cases give the 
same value of -0.0312 under the transformation of (// - fi)/(7. It is due to the 
fact that is the location parameter in the normal distribution. Besides, both 
also give the same value of quotient with the form cr/a. The quotient is found to 
be 1.9132. This results from a is the scale parameter in the normal distribution. 
Similarly, the above results are also true in group 3. 
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3.5.1.3 Weibull distribution 
Considering the Weibull distribution, if the value of the parameter involved is 
given by 7 = 2 ,卢=6 on group 1. By maximum likelihood method, the thresholds 
are estimated as : 
d2 = 0.3653, a 3 = 4.7046. 
By fixed at the thresholds estimated above, we then estimate the value of the 
parameter in Weibull distribution on group 2 and group 3. The result is : 
= 0.9630, 二 2.3334， 
% p . 3 = 1 . 0 7 0 2 , 知 . 3 二 4.2486. 
To test the goodness-of-fit, we also compute the likelihood ratio test statistic A* 
by (3.15). The calculated A* are one in both groups and the G2 = -2 log A* are 
equal to zero. It is also the case of perfect fit. Therefore, Weibull distribution 
can fit the data perfectly. 
Next，by considering the value of the parameter determining the Weibull 
distribution in group 1 as 7 二 2 and 厚=4，the thresholds can be estimated as : 
a 2 = 0.2983, = 3.8413. 
By assuming the thresholds are fixed, the value of the parameter in Weibull 
distribution on group 2 and group 3 are estimated as : 
% p . 2 = 0 . 9 6 3 0 , 知 . 2 二 1.9196， 
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P . : 
= 1.0702， / ^ . 3 = 3.4199. 
1 
To test the goodness-of-fit, the likelihood ratio test statistics A* are also found to 
be one in both groups. So, Weibull distribution can fit the data perfectly. With 
the above two conditions considered, it reveals that if <s 二 3，Weibull distribution 
can fit the data well. In addition, it is worth considering the shape parameter 7 
and the scale parameter /31^ in the Weibull distribution. On group 1, if the value 
I 
of the parameter is given as 7 = 2 and /9 = 6, the parameter estimate is found 
to be 7 = 0.9630, | = 2.3334 in group 2. Next, if the another 7 = 2,冷 二 4 is 
a . 
imposed on group 1, the parameter estimate is found to be 7 = 0.9630, P = 1.9196 
in group 2. Both cases give the same value of the quotient form 台 1 h j P l h . The 
calculated value is 0.9842. Similarly, the same result is obtained in group 3. This 
results from the effect of the scale parameter. 
3.5.2 Case 2 (5 二 4) 
Now suppose the number of thresholds is equal to 3. The threshold parameter is 
a = {a2，a3，a4} with known and Assume that the true values of thresholds 
are equal to -2，0, +2 respectively. The new table is presented in 
Table 3.2. Similar to case 1, group 1 is chosen as the reference group. The 
goodness-of-fit test in three distributions are discussed. 
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Table 3.2: Artificial 3x4 Contingency Table, 
Category 
1 2 3 .4 Total 
Group 1 22 475 . 478 25 1000 
Group 2 150 374 327 149 1000 
Group 3 77 264 368 291 1000 
3.5.2.1 Exponential distribution 
Initially, the value of the parameter A which determines the exponential distri-
bution is given to one. On group 1, the thresholds a 2 , a 3 , a 4 are estimated by 
maximum likelihood method. The result is : 
a 2 = 0.0222, = 0.6872, aA4 二 3.6889. 
Assuming the thresholds found are the fixed constants, the value of the parameter 
in the exponential distribution is estimated on group 2 and group 3 as : 
A,p.2 = 1.4469, A 卯.3 = 2.6329. 
To test whether the data fits the reference distribution, the likelihood ratio test 
statistic A* can be calculated by (3.7)； Under the null hypothesis of the test, 
H0 : The data fits the reference distribution, 
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we have, 
/ . . , : . U g A * . ^ ^ . , . ， : , . , 
with d.f. = 5 - 2 = 2. The calculated G2 is 568.16 in group 2 and 271.05 in group 
3. Take a = 0.05, both G2 are much greater than x22 ,o.o5 二 5.991: Therefore, H0 
are rejected at a = 0.05 level of significance in both groups, 
In addition, suppose the value of the parameter determining the exponential 
distribution on group 1 is taken as two. The estimation of the thresholds in group 
1 and the subsequent estimation of the parameter in group 2 and group 3 can 
also be done by maximum likelihood method. The result is : 
a 2 = 0.0445, a 3 = 1.3743, a 4 = 7.3778, 
and 
A卯.2 二 2 . 8 9 3 8 , A 卯 . 3 = 5 . 2 6 ½ . 
The calculated likelihood ratio test statistics G2 are 568.16 in group 2 and 271.05 
in group 3. This is a satisfactory result which is the same as the parameter value 
chosen as one. From those results, it is shown that the exponential distribution 
doesn't fit the data. 
Concerning with the scale parameter A in the exponential distribution, one 
can observe that the same values of App.2/A are obtained with two different choices 
of A in group 1. This is also true for group 3's results. 
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3.5.2.2 Normal distribution 
On group 1, the value of the parameter which determines the normal distribution 
is given as // = 0 and ¢7 = 1. The thresholds a 2 , a 3 and a 4 are estimated as : 
a 2 二 -2.0141, a 3 二 -0.0075, = 1.9600. 
By using the thresholds estimated in group 1, the value of the parameter (//, cr) 
on group 2 and group 3 is estimated as ; 
iigp.2 = -0.0704, 6"卯 . 2二 1.9124, 
焱卯.3 二 0.8402， （3^.3 = 2.0189. 
To test : 
H0 : The data fits the reference distribution vs. i^i : not H0. 
The likelihood ratio test statistic A* is 0.4262 in group 2 and 0.8917 in group 3. 
Under 
G2 = -2logX^X2d.f, 
with d.f. = s — 3 二 1. The calculated G2 is 1.7055 in group 2 and 0.2292 in group 
3. Both of them are smaller than x2i，o.os = 3-841. Therefore, H0 are not rejected 
at a 二 0.05 level of significance in both groups. Similarly, if the value of the 
parameter which determines the normal distribution in group 1 is given as “ 二 1 
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and (j 二 1.5. The estimation of the thresholds and the subsequent estimation of 
the parameter are also done by maximum likelihood method. The result is : 
而 二 一2.0211, a 3 = 0.9887, a 4 二 3.9399’ 
and 
/^.2 = 0.8944， agp,2 = 2.8685, 
^ . 3 = 2.2602, ~ p . 3 = 3 . 0284 
To test the same hypothesis just mentioned before, It gives the same values in 
the likelihood ratio test statistics in groups 2 and 3. It tells us that under 4 = 4, 
normal distribution can fit the data well at certain level of significance. 
As a comment, one also observe that the same values of (/i 一 " ) / � a n d cr/a 
are obtained in groups 2 and 3 with different choices of fi and cr in group 1. This 
results from \l and a are location and scale parameters in the normal distribution. 
3.5.2.3 Weibull distribution 
In case 1, we have shown that under 5 = 3, Weibull distribution can fit the data 
perfectly. Now, we consider the case of s = 4. On group 1，the value of the 
parameter (7，卢)is given as 7 = 2,^ = 6. The thresholds estimated are : 
c?2 二 0.3653, a 3 二 2.0305, a 4 = 4.7046. 
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By fixed at the thresholds estimated, the value of the parameter is estimated on 
group 2 and group 3. The result is : 
I %p.2 = 0.9940, / ^ . 2 = 2.5307, 
f ‘ . 3 = 1 . 1 5 2 0 , 久 p.3 = 4.9288. 
To do the same things, test : 
H0 : The data fits the reference distribution vs. Hi : not H0. 
The likelihood ratio test statistic A* is 0.0051 in group 2 and 0.0012 in group 3. 
Under Bo, 
【 G2 二-2 log A* 上 x2材., 
with d.f. = 5 - 3 = 1. The calculated G2 is 10.5601 in group 2 and 13.4150 
in group 3. Both of them are greater than x2i,o.o5 == 3.841. Therefore, H0 are 
rejected at a 二 0.05 level of significance. Similarly, if the value of the parameter 
which determines the Weibull distribution in group 1 is given as 7 二 2 and 
卢二 4. By maximum likelihood method, the estimation of the thresholds and the 
subsequent estimation of the parameter are done. The result is : 
么 二 0 .2983，而二 1 .6579，么二 3.8413, 
and 
今卯2 二 0.9940， / ^ . 2 二 2.0688， 
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: 々卯.3 二 1.1520， = 3.9023: 
Finally, it also gives an identical result in the likelihood ratio test statistics. 
Concerning with the scale parameter in the Weibull distribution, the same 
values of ^/7/^1/7 a r e obtained in groups 2 and 3 with different choices of /3 in 
group 1. This is similar in § 3.5.1.3. 
Combined with the results obtained in case 2 (5 = 4), exponential distribu-
tion and Weibull distribution can't fit the data. Only normal distribution does 
fit at certain level of significance ！ In case 1 (s = 3)，exponential distribution 
can't fit the data while normal distribution and Weibull distribution fit the data 
perfectly. It agrees with the assertions given by the last paragraphs in sections 
3.1, 3.2 and 3.3. In general, it is not restricted in those three distributions. Many 
other distributions may be possible to be considered. Therefore, it is worth, noting 
the generalization of the result on the goodness-of-fit test discussed in § 3.4. 
Chapter 4 
Real Data Illustration 
In this thesis, the objective is to illustrate the test of homogeneity in distributions 
with ordinal categories. If the case of non-liomogeneity happens, it is possible to 
examine the heterogeneity among the distributions in a relative sense. Returning 
to the data given in Table 2.1, subjects were asked whether courts were sufficiently 
harsh with criminals. From the year 1972 to 1974, four independent samples were 
obtained. To examine whether there is a trend over the years of survey, the test of 
homogeneity of four independent samples is worth to be investigated. Basically, 
the response is classified with five categories, that is, “Too harshly", "About 
right”, “Not ha r sh ly enough'7^ "Don't know" and "No answer". Since the ordinal 
scales are considered only, the interesting categories are "Not harshly enough", 
"About right" and "Too harshly". The renewed table is presented in Table 4.1. 
87 , 
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Table 4.1: Modified Data Set with Ordered Responses. 
Year Response 
of survey Not harshly enough About right Too harshly Total 
1972 1066 265 105 1436 
1973 1092 196 68 1356 
I:, 1974 580 72 42 694 
1975 1174 144 61 1379 
Total 3912 677 276 4865 
In general, we first consider an J x J contingency table with / and J being 
the number of rows and columns respectively. We use the symbols A and B for 
the two variables. Let n^ be the cell frequency, z = 1 , 2 , , . . , / and j 二 1,2,. • •, J 
w j t h Ya E • riij 二 n being the total sample size. Also, let 7rj(i) be the conditional 
probability of level j of B at level i of A. If a sampling scheme that fixes row 
totals is used, then the general hypothesis for testing of homogeneity (in row 
distributions across columns) is : -
Ho : 7Tj(i) =,7Tj(2) = . . •=〜⑷， j = 1，2，• . .，J, 
vs. Hi： not H0. 
Xn tradition, the Pearson chi-squared statistic is commonly used to test homo-
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geneity. When the homogeneity holds, the Pearson chi-squared statistic, 
v2 _ y^ V ^ 3 n ' 
A — Z-^  nt-+n+j- 5 
i—\ j=l n 
has an asymptotic chi-squared distribution with degrees of freedom, d.f. 二（1 — 
1 ) ( J - 1 ) . 
Referring to Table 4.1，let us examine the data by classical approach firstly. 
Based on the reference year 1972, the parallel tests of homogeneity are constructed 
as : 
H0 : 〜 ⑴ 二 7 T j ⑶ , j = 1，2,3 VS. Ht : not H0, 
Ho : 7Ti(1) 二 7Tj(3), j = 1, 2,3 vs. Hi : not H0, 
and H0 : � � = 〜 ⑷ ， ） = 1,2,3 vs. ^ : not H0. 
Under the null hypothesis of homogeneity, the chi-squared statistic has an asymp-
totic chi-squared distribution with degrees of freedom, d.f. = ( 2 - 1 ) ( 3 - 1 ) = 2 in 
each test. The calculated chi-squared statistics are 16.2752, 25.6614 and 51.5338 
in sequence. Compared with the critical value, X2,o.o5 = 5 .9 9 1，H concludes that 
three null hypotheses of homogeneity are rejected at 0.05 level of significance. 
Thus we come to an end that the distribution of attitudes toward the courts 
appears to have changed in the period of time under study. In this situation, it 
is intuitively possible to examine the heterogeneity among the distributions in a 
relative sense by the current method proposed in this thesis. 
In Table 4.1, the number of categories is only three in the response variable. 
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They are ordered in the sequence: "Not harshly enough", "About right" and "Too 
harshly". Therefore, the thresholds considered are a2 , a 3 with known and a 4 . 
The number of thresholds is two in this case. From the four years of survey, it is 
necessary to impose a univariate distribution on the reference year and then study 
the distribution on each remaining year relatively. Without loss of generality, 
we take 1972 as the reference year. Based on the results obtained in Chapter 
3, the most suitable family of distribution should have only two independent 
parameters. It leads to the case of perfect fit of the data set by this kind of 
distribution. However, as an illustration, the goodness-of-fit tests are carried out 
on all three distributions currently discussed in this thesis, that is, exponential 
distribution, normal distribution and Weibull distribution. 
4.1 Test for the Exponential distribution 
In this section, an exponential distribution is imposed on the reference year, 1972. 
The value of the parameter A which, determines the exponential distribution is 
assumed to one. By m a x i m u m likelihood method, the thresholds a 2 and a 3 are 
estimated as : 
a 2 二 1.3561, a 3 二 2.6157. 
,‘ • • • i 
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By assuming the thresholds estimated are the fixed constants, the value of the 
parameter in the exponential distribution can also be estimated on the remaining 
years, 1973, 1974 and 1975. The result is : 
A1973 = 0.8446, A1974 二 0.8134， X1975 = 0.7510. 
Consider testing : 
H0 : The data fits the reference distribution vs. Hi : not H0. 
The likelihood ratio test statistic, A* can be calculated by (3.7). Under H0, 
口 二一2 log A* 丄 x2幻., 
with d.f. 二 1. The calculated G2 are 1.8617, 17.2562 and 17.1401 in the years 
1973, 1974 and 1975 respectively. Compared with the critical value, X 2 I ’ O . O 5 二 
3.841, we notice that only the G2 found in the year 1973 is smaller than 3.841 while 
the other two are larger than 3.841.,.It indicates that the exponential distribution 
is only suitable to handle the data set in years 1972 and 1973. 
4.2 Test for the Normal distribution 
On the reference year 1972, suppose a normal distribution with fi = 0, a = lis 
imposed. By maximum likelihood method, the thresholds are estimated as : 
d% == 0.6506，a3 = 1.4529. 
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By using the thresholds estimated in the reference year, the value of the parameter 
in the normal distribution is estimated in the remaining years as : 
j A1973 - -0.2318, a1973 = 1.0251, 
/li974 = —0.7167, (Ji974 = 1.3994, 
A1975 — 一 0.6139， o"1975 = 1.2 1 33. 
Consider testing : 
H0 : The data fits the reference distribution vs. ^ : not H0. 
The likelihood ratio test statistic, A* is calculated from (3.12). Not surprisingly, 
the calculated A* are all equal to one in years 1973，1974 and 1975. It is the 
perfect fit case since there are two independent parameters involved in normal 
distribution. Therefore, normal distribution is the suitable one to handle the 
whole data set given m Table 4.1... 
4.3 Test for the Weibull distribution 
The last distribution, to be considered is the Weibull distribution. Firstly, we 
impose a Weibull distribution with 7 二 2，/9 二 6 on the reference year. To do the 
same thing, the thresholds are estimated as : 
a 2 = 2.8525, a 3 = 3.9616. 
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By using the thresholds estimated in the reference year, the value of the parameter 
in the Weibull, distribution is estimated in the remaining years as : 
71973 = 1 - 8 3 8 2 , 咸 9 7 3 = 4.1966， 
— 71974 = 1.3399, ^974 = 2.2550, 
7X975 = 1.4986, /?1975 = 2.5237. 
The likelihood ratio test statistic, A* given by (3.15) can be evaluated in testing 
whether the Weibull distribution fits the data set. The calculated A* are all equal 
to one in the three years. Similar to normal distribution, it is the case of perfect 
fit. Therefore, Weibull distribution can also fit the data set well. 
As a clarification, since the number of the thresholds considered in this 
case is two, which is the same as the number of independent parameters involved 
in the normal distribution or Weibull distribution, so the data set presented in 
Table 4.1 can be perfectly fitted by both distributions. 
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4.4 Inferences from the Exponential distribu-
tion 
In § 4.1, it is found that the exponential distribution is suitable to study the 
difference between the reference year 1972 and year 1973. On the reference year, 
an exponential distribution with A = 1 is arbitrarily imposed to it. By maximum 
likelihood estimation, the thresholds are estimated. By fixing the thresholds 
estimated, the value of the parameter in the exponential distribution on year 1973 
A A 
is estimated as 乂1973 二 0.8446 with the estimated standard error, S.E.(A1973) 二 
0.0261. With reference in year 1972, we set the hypothesis as : 
H 0 : A = 1 vs. A 7^  1， 
to compare the difference. The results are presented in Table 4.2. 
Table 4.2: Hypothesis Testing on parameter A. 
Hypothesis 久2-statistic d.f. P-value 
1973 ^o： A = 1 vs/^x： A ^ l 35.4995 1 0.0000 
From the above results, it is observed that the p-value is smaller than 0.05 or 
even 0.01. Hence, the case of non-homogeneity between the years 1972 and 1973 
happens. In the following sections, we will analyze the data set by normal and 
Weibull distributions. 
Chapter 4. Real Data Illustration 95 
4.5 Inferences from the Normal distribution 
Just before, it has found that the data set in Table 4.1 is perfectly fitted by 
the normal distribution. We are going to set up hypothesis on the parameters 
estimated to study the location and variation differences on the years of survey 
relatively. 
As in § 2.2.2, let us' denote 0 = containing the parameters in the 
normal distribution. If 0 = {^o-)' is the maximum likelihood estimate of it is 
known that, 
“ y/n {0 - 0 ) 丄 # [ 0 , 1 - 1 � ] , 
holds according to the asymptotic theory. Since Hessian matrix converges in 
probability to 1(0), then the Hessian matrix can be used to approximate the 
information matrix. The maximum likelihood estimate of the covariance matrix 
of 0 is given by [11(0))-1. Therefore, the estimated standard error of the estimated 
parameter can be obtained. 
In § 4.2, we have imposed a normal distribution with 厂 二 0,<j 二 1 on 
the reference year, 1972. By fixing the thresholds estimated, the value of the 
parameter in the normal distribution is then estimated in the remaining years. 
Together with the estimated standard errors of the parameter estimates, the 
results are presented in Table 4.3. With reference in the year 1972, it is necessary 
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Table 4.3: Parameter Estimates with Estimated Standard Errors (S.E.). 
Parameter Parameter Estimate Estimated S.E. 
1973 fx -0.2318 0.0629 
cr 1.0251 0.0547 
1974 n -0.7168 0.1482 
cr 1.3994 0.1237 
1975 fi -0.6139 0.0905 
o- 1.2133 0.0717 
to test hypotheses as : 
Ho ： (//, cr2y = (0,iy vs. Ih : not H0, 
H0 : " = 0 vs. i / i : // ^ 0, 
and 
H0 : a2 = 1 vs. Hr. cr2 1, 
on the remaining years to compare their means and variances. The results are 
presented in Table 4.4. 
From the results on the hypothesis testing, it is directly observed that the 
p_values are all smaller than 0.05 or even 0.01. except the one on testing H0 ： 
一 二 丄 i n year 1973. Hence, the sources of heterogeneity are due to location 
Chapter 4. Real Data Illustration 97 
Table 4.4; Hypothesis Testing on parameters, fi and a. 
Hypothesis x 2 " s t a t i s t i c 丄/. P_ v a l u e 
I 1973 Ho ： = (0,1)' vs. Hx : not H0 29.0318 2 0.0000 
H0: ^ = 0 vs. ^ : / / ^ 0 13.5912 1 0.0002 
丑o : — 二 1 vs. 0.2165 1 0.6417 
1974 (/z, 0 ^ = ( 0 , 1 ) , 1 ^ : not Ho 23.6159 2 0.0000 
Ho ： // = 0 vs. Hx ipi^O 23.3955 1 0.0000 
H0:(T2 = 1YS. A2 ^ 1 15.0031 1 0.0001 
1975 Ho ： (/x,o-2y = (0,1)' vs. Hx : not H0 65.7932 2 0.0000 
H o : ^ = 0 Y s . H 1 : f i ^ 0 46.0178 1 0.0000 
仇 ： — 二 工 肌 历 ： " ^ ^ 10.8305 1 0.0010 L ~ 
difference and dispersion difference on the year 1974 and the year 1975 with 
reference in year 1972. Compared with the year 1973, the non-homogeneity is 
due to location difference rather than dispersion difference. This finding can 
provide some insights in analyzing -the testing of homogeneity in categorical data 
with ordinal variables, 
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4.6 Inferences from the Weibull distribution 
Besides considering the normal distribution, the data set can also be analyzed by 
the Weibull distribution. In § 4.3, a Weibull distribution with 7 二 2,卢二 6 is 
arbitrarily placed 011 the reference year, 1972. The estimation of the thresholds on 
this year's data and the subsequent estimation of the parameter in the Weibull 
distribution on the following years are done by maximum likelihood method. 
Similar to the previous section, the parameter estimates with their estimated 
standard errors are presented in Table 4.5. 
Table 4.5: Parameter Estimates with Estimated Standard Errors (S.E.). 
Parameter Parameter Estimate Estimated S.E. 
1973 7 1.8382 0.1161 
(3 4.1966 0.5820 
1974 7 ——• 1.3398 0.1427 
P 2.2550 0.3888 
1975 7 1.4986 0.1122 
/3 2.5238 0.3367 
To study the differences among the years of survey, it is intuitively to test 
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the hypotheses as : 
『 ： H0 : (7,/9/ = (2,6)7 vs. Ht : not H0, 
h 二 2 v s . 乐 ： 7 # 2, 
and 
H0 ： � = 6 vs. i f i : 6. 
The results are presented in Table 4.6. 
Table 4.6: Hypothesis Testing on parameters, 7 and /3. 
Hypothesis x 2 " s t a t i s t i c d.f. P-value 
1973 ^ 0 : ( 7 , / ? y = (2,6y vs. Ht: not Ho 62.8134 2 0.0000 
: 7 = 2 vs. ^ : 7 ^ 2 1.9449 1 0.1631 
= 6 vs. 6 9.6030 1 0.0019 
1974 - ( 2 , 6 ) ' vs. Fi： not 426.2483 2 0.0000 
丑o : 7 二 2 vs. ^！ : 7 2 21.4050 1 0.0000 
: H 0 ' . p = “ s . U # 92.7947 1 0.0000 
1975 Ho ： (7, P)' = (2,6)' vs： not H0 658.1984 2 0.0000 
: 丑0 : 7 = 2 v s . 丑 1 : 7 # 2 19.9855 1 0.0000 
H0 : /3 = 6 vs. :(3 妾 6 106.5852 1 0.0000 
The results in Table 4.6 may somehow similar to those in Table 4.4. All the 
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p-values found are very small except the one on testing Ho : 7 = 2 in year 1973. 
This may indicate the year 1972 and year 1973 have the same shape. By using 
Weibull distribution to analyze the data set, it is also helpful to contribute to 
the source of heterogeneity across several independent samples. In other words, 
given a data set, once a suitable distribution is in hand, we can study the source 
of heterogeneity in a relative sense. 
Chapter 5 
Conclusion 
In this thesis, our objective is to test homogeneity in distributions with ordinal 
categories. Within several independent samples, it is required to take one as the 
reference group without loss of generality. Firstly, a univariate distribution with 
known parameter value is arbitrarily imposed on the reference group. This uni-
variate distribution is suitably chosen depending on the number of the thresholds 
and t h e number of t h e p a r a m e t e r s involved. T h e details have been discussed 
in Chapter 3. Based on the reference group, the thresholds can be estimated 
by maximum likelihood method. By assuming those threshold estimates are the 
fixed constants, the value of the parameter in the same distribution of each re-
maining group can also be estimated by maximum likeliHood method. Therefore, 
it is possible to compare the distribution of each remaining group with the refer-
101 , 
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ence group relatively by setting up useful hypotheses on the parameters. By using 
this proposed method, it is helpful to study the homogeneity in distributions with 
ordinal categories. 
Although only three distributions are considered in this thesis, it is also 
possible to consider other common distributions such as lognormal distribution, 
double exponential distribution and so on. In real life, it may not always be the 
case of independent samples. It is possible to extend the above idea to the case 
of dependent samples. Common example is bivariate normal distribution or even 
consider bivariate elliptical distribution. 
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