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1. Introduction
1.1. Curves of compact type
Let C be a reduced and connected curve over C with at worst nodal singularities. The
associated dual graph ΓC has vertices corresponding to the irreducible components of
C and edges corresponding to the nodes. The curve C is of compact type if ΓC is a
tree. Alternatively, C is of compact type if the Picard variety of line bundles of ﬁxed
multidegree on C is compact.
Standard marked points p1, ..., pn on C must be distinct and lie in the non-singular
locus. The pointed curve (C, p1, ..., pn) is stable if the line bundle ωC(p1+...+pn) is
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ample. Stability implies that the condition 2g−2+n>0 holds. Let
M cg,n⊂Mg,n
denote the open subset of genus-g, n-pointed stable curves of compact type. The com-
plement
Mg,n\M cg,n = δ0
is the irreducible divisor of stable curves with a non-disconnecting node.
Since every non-singular curve is of compact type, the inclusion
Mg,n⊂M cg,n
is obtained. While the Torelli map
Mg,n−!Ag
from the moduli of non-singular curves to the moduli of principally polarized Abelian
varieties does not extend to Mg,n, the extension
Mg,n⊂M cg,n−!Ag
is easily deﬁned.
1.2. classes
The classes in the Chow ring(1) A∗(Mg,n) are deﬁned by the following construction.
Let
ε:Mg,n+1−!Mg,n
be the universal curve viewed as the (n+1)-pointed space, let
Ln+1−!Mg,n+1
be the line bundle obtained from the cotangent space of the last marking, and let
ψn+1 = c1(Ln+1)∈A1(Mg,n+1)
be the Chern class. The classes, ﬁrst deﬁned by Mumford, are
i = ε∗(ψi+1n+1)∈Ai(Mg,n), i 0.
(1) Since the moduli spaces here are Deligne–Mumford stacks, we will always take Chow rings with
Q coeﬃcients.
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The simplest is 0 which equals 2g−2+n times the unit in A0(Mg,n). The convention
−1 = ε∗(ψ0n+1)= 0
is often convenient.
The classes on Mg,n and M cg,n are deﬁned via restriction from Mg,n. Deﬁne the
rings
∗(Mg,n)⊂A∗(Mg,n), ∗(M cg,n)⊂A∗(M cg,n) and ∗(Mg,n)⊂A∗(Mg,n)
to be the Q-subalgebras generated by the classes. Of course, the rings are graded
by degree.
Since i is a tautological class(2), the rings are subalgebras of the corresponding
tautological rings. For unpointed non-singular curves, the ring equals the tautological
ring by deﬁnition [22],
∗(Mg)=R∗(Mg).
The topic of the paper is the compact type case where the inclusion
∗(M cg,n)⊂R∗(M cg,n)
is proper even for divisor classes.
1.3. Results
We present here several results about the rings ∗(M cg,n). The ﬁrst two yield a minimal
set of generators in the n>0 case.
Theorem 1.1. ∗(M cg,n) is generated over Q by the classes
1, 2, ..., g−1+n/2.
Theorem 1.2. If n>0, there are no relations among
1, ..., g−1+n/2 ∈ ∗(M cg,n)
in degrees g−1+⌊ 12n⌋.
(2) A discussion of tautological classes is presented in §5.1.
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Since ∗(M cg,n)⊂R∗(M cg,n), the socle and vanishing results for the tautological ring
[7], [14] imply that
2g−3+n(M cg,n)=Q and
>2g−3+n(M cg,n)= 0. (1)
By Theorem 1.2, all the interesting relations among the classes lie in degrees g+
⌊
1
2n
⌋
to 2g−3+n.
By Theorem 1.1, the classes 1, ..., g−1 generate ∗(M cg ). Since M
c
g is excluded in
Theorem 1.2, the possibility of a relation among the classes in degree g−1 is left open.
However, no lower relations exist.
Proposition 1.3. There exist no relations among 1, ..., g−1∈ ∗(M cg ) in degrees
g−2 and at most a single relation in degree g−1.
The structure of ∗(Mg) has been studied for many years [22]. Faber [4] conjectured
that the classes 1, ..., g/3 form a minimal set of generators for ∗(Mg). The result
was proven in cohomology by Morita [21], and a second proof, via admissible covers and
valid in the Chow ring, was given by Ionel [16]. A uniform view of Mg, M cg and Mg was
proposed in [6], but very few results in the latter two cases have been obtained.
1.4. Relations
Theorem 1.1 is proven by ﬁnding suﬃciently many geometric relations among the
classes. The method uses the virtual geometry of the moduli space of stable quotients
introduced in [20] and reviewed in §2. Non-standard moduli spaces of pointed curves,
arising naturally as subloci of the moduli space of stable quotients, are required for the
construction.
Following the notation of [20], let Mg,n|d be the moduli space of genus-g stable curves
with markings
{p1 ..., pn}∪{pˆ1, ..., pˆd}∈C
lying in the non-singular locus and satisfying the conditions
(i) the points pi are distinct,
(ii) the points pˆj are distinct from the points pi,
with stability given by the ampleness of
ωC
( n∑
i=1
pi+ε
d∑
j=1
pˆj
)
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for every strictly positive ε∈Q. The conditions allow the points pˆj and pˆj′ to coincide.
The moduli space Mg,n|d is a non-singular, irreducible, Deligne–Mumford stack.(3)
Denote the open locus of curves of compact type by
M cg,n|d⊂Mg,n|d.
Consider the universal curve
π:U −!M cg,n|d.
The morphism π has sections σ1, ..., σd corresponding to the markings pˆ1, ..., pˆd. Let
σ⊂U be the divisor obtained from the union of the d sections. The two rank-d bundles
on M cg,n|d,
Ad =π∗(Oσ) and Bd =π∗(Oσ(σ)),
play important roles in the geometry.
The new relations studied here arise from the vanishing of the Chern classes of the
virtual bundle A∗d−Bd on M cg,n|d after push-forward via the proper forgetful map
εc:M cg,n|d−!M cg,n.
Theorem 1.4. For all k>n,
εc∗(c2g−2+k(A
∗
d−Bd))= 0∈A∗(M cg,n).
The proofs of Theorem 1.4 and richer variants are given in §3. The εc push-forwards
are calculated by simple rules explained in §3.5. In particular, we will see that Theo-
rem 1.4 yields relations purely among the classes on the moduli space M cg,n.
Theorem 1.1 is proven for M cg,n in §4 by examining the relations of Theorem 1.4.
The coeﬃcient of i for i>g−1+
⌊
1
2n
⌋
is shown to be non-zero. The method yields an
eﬀective evaluation of the relations. Theorem 1.2 and Proposition 1.3 are proven in §5
by intersection calculations in the tautological ring.
1.5. Genus zero
The strategy of Theorem 1.4 does not generate all the relations in ∗(M cg ). The ﬁrst
example of failure, occurring in genus 5, is discussed in §6.
Since all genus-zero curves are of compact type,
M c0,n =M0,n.
(3) In fact, Mg,n|d is a special case of the moduli of pointed curves with weights studied in [15]
and [18]. Speciﬁcally, the points pi are weighted with 1 and the points pˆj are weighted with ε.
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For emphasis here, we will use the notation M c0,n. The following universality property,
motivated by the relations of Theorem 1.4, gives considerable weight to the genus-zero
case.
Let x1, x2, x3, ... be variables with xi of degree i. Let
f ∈Q[x1, x2, x3, ... ]
be any graded homogeneous polynomial.
Theorem 1.5. If f( i)=0∈ ∗(M c0,n), then
f( i)= 0∈ ∗(M cg,n−2g)
for all genera g for which n−2g0.
Our proof of Theorem 1.5 uses relations constructed from the virtual geometry of the
moduli spaces Mg,n(P1, d) of stable maps to P1. A crucial point is the calculation of the
ranks of the vector spaces of relations. In fact, the stable maps relations will be shown
to give all relations among classes in the ring ∗(M c0,n). The proof of Theorem 1.5 is
given in §§7–9.
1.6. λg-formula
The rank-g Hodge bundle over the moduli space of curves
E−!Mg,n
has ﬁber H0(C,ωC) over [C, p1, ..., pn]. Let λk=ck(E) be the Chern classes. Since λg
vanishes when restricted to δ0, we obtain a well-deﬁned evaluation
φ:A∗(M cg,n)−!Q
given by integration
φ(γ)=
∫
Mg,n
γλg,
where γ is any lift of γ∈A∗(M cg,n) to A∗(Mg,n).
A discussion of the evaluation φ and the associated Gorenstein conjecture for the
tautological ring can be found in [7] and [24]. For background on integrating the classes
λi on the moduli space of curves, see [5].
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The evaluation φ is determined on R∗(M cg,n) by the λg-formula for descendent inte-
grals, ∫
Mg,n
ψa11 ... ψ
an
n λg =
(
2g−3+n
a1, ..., an
)∫
Mg,1
ψ2g−21 λg,
discovered in [11] and proven in [7]. Theorem 1.5 is much stronger. The λg-formula is a
direct consequence of Theorem 1.5 in the special case where f has degree equal to
dimC M c0,n =n−3.
Theorem 1.5 may be viewed as an extension of the λg-formula from Q to cycle classes of
all intermediate degrees.
1.7. Bases and Betti numbers
Let P (d) be the set of partitions of d. Let P (d, k)⊂P (d) be the set of partitions of d into
at most k parts, and let |P (d, k)| be its cardinality. With a partition(4)
p=(p1, ..., pl)∈P (d, k),
we associate a monomial by
p = p1 ... pl ∈ d(M c0,n).
Theorem 1.6. A Q-basis of d(M c0,n) is given by
{ p :p∈P (d, n−2−d)}.
For example, if d
⌊
1
2n
⌋−1, then n−2−dd and P (d, n−2−d)=P (d). Hence, The-
orem 1.6 agrees with Theorem 1.2. The Betti number calculation,
dimQ d(M c0,n)= |P (d, n−2−d)|,
is implied by Theorem 1.6. The proof of Theorem 1.6 is given in §6.2.
The relations of Theorem 1.4 and variants provide an indirect approach for multi-
plication in the canonical basis of ∗(M c0,n) determined by Theorem 1.6.
Question 1.7. Does there exist a direct calculus for multiplication in the canonical
basis of ∗(M c0,n)?
(4) The parts of p are posititve and satisfy p1...pl.
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1.8. Universality
The universality of Theorem 1.5 expresses the higher-genus structures as canonical ring
quotients,
∗(M c0,2g+n)
ιg,n−−−! ∗(M cg,n)−! 0.
Theorem 1.8. If n>0, then ιg,n is an isomorphism.
The rings ∗(M cg,n) for n>0 are determined by Theorem 1.8. For example,
dimQ d(M cg,n)= |P (d, 2g−2+n−d)|
by Theorem 1.6 for n>0. The proof of Theorem 1.8 is presented in §10 via intersection
calculations.
The quotient ιg,0 is not always an isomorphism. For example, a non-trivial kernel
appears for ι5,0.
Question 1.9. What is the kernel of ιg,0?
Universality appears to be special to the moduli of compact-type curves. No similar
phenomena have been found for Mg or Mg.
1.9. Gorenstein conjecture
The tautological rings R∗(M cg,n)⊂A∗(M cg,n) have been conjectured in [6] and [24] to be
Gorenstein algebras with socle in degree 2g−3+n,
φ:R2g−3+n(M cg,n)
∼−!Q.
The following result, proven in §11, may be viewed as signiﬁcant evidence for the Goren-
stein conjecture for all M cg,n with n>0.
Theorem 1.10. If n>0 and ξ∈ d(M cg,n) =0, the linear function
Lξ:R2g−3+n−d(M cg,n)−!Q
deﬁned by the socle evaluation
Lξ(γ)=φ(γξ)
is non-trivial.
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2. Stable quotients
2.1. Stability
Our ﬁrst set of relations in (M cg,n) will be obtained from the virtual geometry of the
moduli space of stable quotients Qg,n(P1, d). We start by reviewing basic deﬁnitions and
results of [20].
Let C be a curve(5) with distinct markings p1, ..., pn in the non-singular locus Cns.
Let q be a quotient of the rank-N trivial bundle C,
CN⊗OC q−!Q−! 0.
If the quotient subsheaf Q is locally free at the nodes and markings of C, then q is
a quasi-stable quotient. Quasi-stability of q implies that the associated kernel
0−!S−!CN⊗OC q−!Q−! 0
is a locally free sheaf on C. Let r denote the rank of S.
Let (C, p1, ..., pn) be a pointed curve equipped with a quasi-stable quotient q. The
data (C, p1, ..., pn, q) determine a stable quotient if the Q-line bundle
ωC(p1+...+pn)⊗
(∧r
S∗
)⊗ε (2)
is ample on C for every strictly positive ε∈Q. Quotient stability implies that 2g−2+n0.
Viewed in concrete terms, no amount of positivity of S∗ can stabilize a genus-zero
component P1∼=P⊂C, unless P contains at least two nodes or markings. If P contains
exactly two nodes or markings, then S∗ must have positive degree.
A stable quotient (C, p1, ..., pn, q) yields a rational map from the underlying curve
C to the Grassmannian G(r,N). We will only require the G(1, 2)=P1 case for the proof
of Theorem 1.4.
(5) All curves here are reduced and connected with at worst nodal singularities.
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2.2. Isomorphism
Let (C, p1, ..., pn) be a pointed curve. Two quasi-stable quotients
CN⊗OC q−!Q−! 0 and CN⊗OC q
′
−!Q′−! 0 (3)
on C are strongly isomorphic if the associated kernels S, S′⊂CN⊗OC are equal.
An isomorphism of quasi-stable quotients
φ: (C, p1, ..., pn, q)−! (C ′, p′1, ..., p′n, q′)
is an isomorphism of curves
φ:C ∼−!C ′
satisfying
(i) φ(pi)=p′i for 1in;
(ii) the quotients q and φ∗(q′) are strongly isomorphic.
Quasi-stable quotients (3) on the same curve C may be isomorphic without being
strongly isomorphic.
The following result is proven in [20] by Quot scheme methods from the perspective
of geometry relative to a divisor.
Theorem 2.1. The moduli space of stable quotients Qg,n(G(r,N), d) parameterizing
the data
(C, p1, ..., pn, 0−!S−!CN⊗OC q−!Q−! 0),
with rank(S)=r and deg(S)=−d, is a separated and proper Deligne–Mumford stack of
ﬁnite type over C.
2.3. Structures
Over the moduli space of stable quotients, there is a universal curve
π:U −!Qg,n(G(r,N), d) (4)
with n sections and a universal quotient
0−!SU −!CN⊗OU qU−−!QU −! 0.
The subsheaf SU is locally free on U because of the stability condition.
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The moduli space Qg,n(G(r,N), d) is equipped with two basic types of maps. If
2g−2+n>0, then the stabilization of (C, p1, ..., pm) determines a map
ν:Qg,n(G(r,N), d)−!Mg,n
by forgetting the quotient. For each marking pi, the quotient is locally free over pi, and
hence determines an evaluation map
evi:Qg,n(G(r,N), d)−!G(r,N).
The general linear group GLN (C) acts on Qg,n(G(r,N), d) via the standard action on
CN⊗OC . The structures π, qU , ν and the evaluations maps are all GLN (C)-equivariant.
2.4. Obstruction theory
The moduli of stable quotients maps to the Artin stack of pointed domain curves
νA:Qg,n(G(r,N), d)−!Mg,n.
The moduli of stable quotients with ﬁxed underlying curve
(C, p1, ..., pn)∈Mg,n
is simply an open set of the Quot scheme. The following result of [20, §3.2] is obtained
from the standard deformation theory of the Quot scheme.
Theorem 2.2. The deformation theory of the Quot scheme determines a 2-term
obstruction theory on Qg,n(G(r,N), d) relative to νA given by RHom(S,Q).
More concretely, for the stable quotient,
0−!S−!CN⊗OC q−!Q−! 0,
the deformation and obstruction spaces relative to νA are Hom(S,Q) and Ext1(S,Q),
respectively. Since S is locally free, the higher obstructions
Extk(S,Q)=Hk(C, S∗⊗Q)= 0, k > 1,
vanish since C is a curve. An absolute 2-term obstruction theory on Qg,n(G(r,N), d) is
obtained from Theorem 2.2 and the smoothness of Mg,n, see [2] and [12]. The analogue
of Theorem 2.2 for the Quot scheme of a ﬁxed non-singular curve was observed in [19].
The GLN (C)-action lifts to the obstruction theory, and the resulting virtual class is
deﬁned in GLN (C)-equivariant cycle theory,
[Qg,n(G(r,N), d)]vir ∈AGLN (C)∗ (Qg,n(G(r,N), d)).
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3. Relations via stable quotients
3.1. ∗-equivariant geometry
Let C∗ act on C2 with weights [0, 1] on the respective basis elements. Let P1=P(C2), and
let 0,∞∈P1 be the C∗-ﬁxed points corresponding to the eigenspaces of weight 0 and 1,
respectively.
There is an induced C∗-action on Qg,n(P1, d). As the virtual dimension of Qg,n(P1, d)
is 2g−2+2d+n,
[Qg,n(P1, d)]vir ∈AC∗2g−2+2d+n(Qg,n(P1, d)),
see [20]. The C∗-action lifts canonically(6) to the universal curve
π:U −!Qg,n(P1, d)
and to the universal subsheaf SU . The higher direct image R1π∗(SU ) is a vector bundle
of rank g+d−1 with top Chern class
e(R1π∗(SU ))∈Ag+d−1C∗ (Qg,n(P1, d)).
3.2. Relations
The relations of Theorem 1.4 will be obtained by studying the class
Φg,n,d =
(
e(R1π∗(SU ))∪
n∏
i=1
ev∗i ([∞])
)
∩[Qg,n(P1, d)]vir
on the moduli space of stable quotients. A dimension calculation shows that
Φg,n,d ∈AC∗g−1+d(Qg,n(P1, d)).
Let 2g−2+n>0 and consider the proper morphism
ν:Qg,n(P1, d)−!Mg,n.
Let [1] denote the trivial bundle with C∗-weight 1, and let e([1]) be the C∗-equivariant
ﬁrst Chern class. Since the non-equivariant limit of e([1]) is zero, the class
ν∗(Φg,n,de([1])k)∈Ag−1+d−k(Mg,n) (5)
certainly vanishes in the non-equivariant limit for k>0.
We will calculate the push-forward (5) via C∗-localization to ﬁnd relations. Theo-
rem 1.4 will be obtained after restriction to the moduli space
M cg,n⊂Mg,n
of curves of compact type.
(6) The particular C∗-lift to SU plays an important role in the calculation.
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3.3. ∗-ﬁxed loci
Since Φg,n,de([1])k is a C∗-equivariant class, we may calculate the non-equivariant limit
of the push-forward (5) by the virtual localization formula [12] as applied in [20]. We
will be interested in the restriction of ν∗(Φg,n,de([1])k) to M cg,n.
The ﬁrst step is to determine the C∗-ﬁxed loci of Qg,n(P1, d). The full list of C∗-ﬁxed
loci is indexed by decorated graphs described in [20]. However, we will see that most loci
do not contribute to the localization calculation of
ν∗(Φg,n,de([1])k)|Mcg,n ,
by our speciﬁc choices of C∗-lifts.
The principal component of the C∗-ﬁxed point locus
Qg,n(P1, d)C
∗ ⊂Qg,n(P1, d)
is deﬁned as follows. Consider the quotient
Mg,n|d/Sd, (6)
where the symmetric group acts by permutation of the d non-standard markings. Given
an element
[C, p1, ..., pn, pˆ1, ..., pˆd]∈Mg,n|d,
there is a canonically associated sequence
0−!OC
(
−
d∑
j=1
pˆj
)
−!OC −! Q˜−! 0. (7)
By including OC above the second factor of C2⊗OC , we obtain a stable quotient
from (7),
0−!OC
(
−
d∑
j=1
pˆj
)
−!OC⊕OC −!OC⊕Q˜−! 0.
The corresponding Sd-invariant morphism
ι:Mg,n|d−!Qg,n(P1, d)
surjects onto the principal component of Qg,n(P1, d)C
∗
.
Let F⊂Qg,n(P1, d)C∗ be a component of the C∗-ﬁxed locus, and [C, p1, ..., pn, q]∈F
be a generic element of F .
(i) If an irreducible component of C lying over 0∈P1 has genus h>0, then
e(R1π∗(SU ))
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yields the class λh by the contribution formulas of [20]. Since λh|Mch,∗=0 by [9], such loci
F have vanishing contribution to
ν∗(Φg,n,de([1])k)|Mcg,n .
(ii) If an irreducible component of C lying over 0∈P1 is incident to more than a
single irreducible component dominating P1, then e(R1π∗(SU )) vanishes on F by the
zero-weight space in C2 associated with 0∈P1.
(iii) If pi∈C lies over 0∈P1, then ev∗i ([∞]) vanishes on F .
By the vanishing properties (i)–(iii) together with the stability conditions, we con-
clude that the principal locus (6) is the only C∗-ﬁxed component of Qg,n(P1, d) which
contributes to ν∗(Φg,n,de([1])k)|Mcg,n .
3.4. Proof of Theorem 1.4
The contribution of the principal component of Qg,n(P1, d) to the push-forward
ν∗(Φg,n,de([1])k)|Mcg,n
is obtained from the localization formulas of [20] together with an analysis of
e(R1π∗(SU )).
For [C, p1, ..., pn, pˆ1, ..., pˆd]∈Mg,n|d, the long exact sequence associated with (7) yields
0−!H0(C,OC)−!H0(C,Opˆ1+...+pˆd)−!H1(C, S)−!H1(C,OC)−! 0.
We conclude that
e(R1π∗(SU ))=
e(E∗⊗[1])e(Ad⊗[1])
e([1])
on the principal component. The evaluation
n∏
i=1
ev∗i ([∞])e([1])k = e([−1])ne([1])k
is immediate.
By [20], the full localization contribution of the principal component is therefore
e(E∗⊗[1])e(Ad⊗[1])
e([1])
e([−1])ne([1])k e(E
∗⊗[−1])
e([−1])
1
e(Bd⊗[−1]) .
Using the Mumford relation c(E)c(E∗)=1, we conclude, in the non-equivariant limit, that
ν∗(Φg,n,de([1])k)|Mcg,n =(−1)3g−3+d+n+kεc∗(c2g−2+k(A∗d−Bd)).
As the non-equivariant limit of ν∗(Φg,n,de([1])k)|Mcg,n vanishes, the proof of Theorem 1.4
is complete.
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3.5. Evaluation rules
3.5.1. Chern classes
Associated with each non-standard marking pˆj , there is a cotangent line bundle
Lˆj −!M cg,n|d.
Let ψˆj=c1(ˆLj) be the ﬁrst Chern class.
The non-standard markings are allowed by the stability conditions to be coincident.
The diagonal Dij⊂M cg,n|d is deﬁned to be the locus where pˆi=pˆj . Let
Sij = {l : l = i, j}∪{}.
The basic isomorphism Dij∼=M cg,n|Sij gives the diagonal geometry a recursive structure
compatible with the cotangent line classes,
ψˆl|Dij = ψˆl and ψˆi|Dij = ψˆj |Dij = ψˆ.
The intersection of distinct diagonals leads to smaller diagonals
Dij∩Djk =Dijk
in the obvious sense. The self-intersection is determined by
[Dij ]2 =−ψˆ|Dij . (8)
For convenience, let
Δi =D1i+D2i+...+Di−1,i
with the convention that Δ1=0.
The Chern classes of Ad and Bd are easily obtained inductively from the sequences
0−!Oσ1+...+σd−1(−σd)−!Oσ −!Oσd −! 0
and
0−!Oσ1+...+σd−1(σ1+...+σd−1)−!Oσ(σ)−!Oσd(σ)−! 0
on the universal curve U over M cg,n. We ﬁnd that
c(Ad)=
d∏
j=1
(1−Δj) and c(Bd)=
d∏
j=1
(1−ψˆj+Δj), (9)
see [20] for similar calculations.
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3.5.2. Push-forward
From the Chern class formulas (9) and the diagonal intersection rules of §3.5.1,
εc∗(c2g−2+k(A
∗
d−Bd))∈A∗(M cg,n)
is canonically a sum of push-forwards of the type
εc∗(ψˆ
j1+1
1 ... ψˆ
js+1
s )∈A∗(M cg,n)
along the forgetful maps εc∗:M
c
g,n|s!M cg,n associated with the various diagonals.
Lemma 3.1. ε∗(ψˆ
j1+1
1 ... ψˆ
js+1
s )= j1 ... jd in A
∗(M cg,n).
Proof. There are forgetful maps
γj :M cg,n|s−!M cg,n|1 =M cg,n+1
associated with each non-standard marking where the isomorphism on the right follows
from the deﬁnition of stability. Taking the ﬁber product over M cg,n of all the γj yields a
birational morphism
γ:M cg,n|s−!M cg,n+1×Mcg,nM cg,n+1×Mcg,n ...×Mcg,nM cg,n+1.
The morphism γ is a small resolution. The exceptional loci are at most codimension-2
in M cg,n|s. Hence, μ
∗(ψj)=ψˆj for each non-standard marking. We see that
μ∗(ψˆ
j1+1
1 ... ψˆ
js+1
s )=ψ
j1+1
1 ... ψ
js+1
s .
The result then follows after push-forward to M cg,n by the deﬁnition of the classes.
By Lemma 1, the relations of Theorem 1.4 are purely among the classes in
A∗(M cg,n).
3.5.3. Example
The d=1 case of Theorem 1.4 immediately yields the relations
2g−2+k =0∈A∗(M cg,n) for all k >n
implied also by the vanishing results (1).
More interesting relations occur for d=2. By the Chern class calculation (9),
c(A∗2−B2)=
1+Δ1
1−ψˆ1+Δ1
1+Δ2
1−ψˆ2+Δ2
.
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Using the series expansion
1+x
1−y+x =1+
∞∑
r=0
y(y−x)r (10)
and the diagonal intersection rules, we obtain
c(A∗2−B2)=
(
1+
∞∑
r=0
ψˆr+11
)(
1+
∞∑
r=0
ψˆ2(ψˆr2−(2r−1)ψˆr−12 Δ2)
)
.
In genus 3 with n=0, the k=1 case of Theorem 1.4 concerns
c5(A∗2−B2)=
∑
r1+r2=5
ψˆr11 ψˆ
r2
2 −
4∑
r=1
(2r−1)ψˆ4Δ2.
The push-forward is easily evaluated
εc∗(c5(A
∗
2−B2))= 4 3+ 1 2+ 2 1+4 3−(1+3+7+15) 3 =−18 3+2 1 2.
We obtain the non-trivial relation
−18 3+2 1 2 =0∈A∗(M c3 ).
3.6. Richer relations
The proof of Theorem 1.4 naturally yields a richer set of relations among the classes.
The universal curve π:U!M cg,n|d carries the basic divisor classes
s= c1(S∗U ) and ω= c1(ωπ)
obtained from the universal subsheaf SU and the π-relative dualizing sheaf.
Proposition 3.2. For all ai, bi0 and k>n,
ε∗
( m∏
i=1
π∗(saiωbi)c2g−2+k(A∗d−Bd)
)
=0∈A∗(M cg,n).
The proof of Proposition 3.2 exactly follows the proof of Theorem 1.4. We leave the
details to the reader. By the rules of §3.5, the relations of Proposition 3.2 are also purely
among the classes.
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4. Evaluation of the stable quotient relations
4.1. Overview
Our goal here is to explicitly evaluate the relations of Theorem 1.4 as polynomials in the
classes. By examining the coeﬃcients, we will obtain a proof of Theorem 1.1.
4.2. Term counts
Consider the total Chern class
c(A∗d−Bd)=
d∏
i=1
1+Δi
1−ψˆi+Δi
. (11)
After substituting Δi=D1i+...+Di−1,i, we may expand the right-hand side of (11)
fully. The resulting expression is a formal series in the d+
(
d
2
)
variables(7)
ψˆ1, ..., ψˆd and −D12,−D13, ...,−Dd−1,d.
Let Mdr denote the coeﬃcient in degree r, so that
c(A∗d−Bd)=
∞∑
r=0
Mdr (ψˆi,−Dij).
Lemma 4.1. After setting all the variables to 1, one has
∞∑
r=0
Mdr (ψˆi =1,−Dij =1)tr =
1
1−dt .
Proof. After setting the variables to 1 in (11), we ﬁnd that
ct(A∗d−Bd)=
d∏
i=1
1−(i−1)t
1−it ,
which is a telescoping product.
Lemma 4.1 may be viewed counting the number of terms in the expansion of (11):
Mdr (ψˆi =1,−Dij =1)= dr.
This simple answer will play a crucial role in the analysis.
(7) The sign on the diagonal variables is chosen because of the self-intersection formula (8).
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4.3. Connected counts
A monomial in the diagonal variables
D12, D13, ..., Dd−1,d (12)
determines a set partition of {1, ..., d} by the diagonal associations. For example, the
monomial 3D212D13D
3
56 determines the set partition
{1, 2, 3}∪{4}∪{5, 6}
in the case d=6. A monomial in the variables (12) is connected if the corresponding set
partition consists of a single part with d elements.
A monomial in the variables
ψˆ1, ..., ψˆd and −D12,−D13, ...,−Dd−1,d
is connected if the corresponding monomial in the diagonal variables obtained by setting
all ψˆi=1 is connected. Let Cdr be the summand of M
d
r (ψˆi=1,−Dij=1) consisting of the
contributions of only the connected monomials.
Lemma 4.2. We have
∞∑
d=1
∞∑
r=0
Cdr t
r z
d
d!
= log
(
1+
∞∑
d=1
∞∑
r=0
drtr
zd
d!
)
.
Proof. By a standard application of Wick’s theorem, the connected and disconnected
counts are related by exponentiation:
exp
( ∞∑
d=1
∞∑
r=0
Cdr t
r z
d
d!
)
=1+
∞∑
d=1
∞∑
r=0
Mdr (ψˆi =1,−Dij =1)tr
zd
d!
.
The right-hand side is then evaluated by Lemma 4.1.
4.4. Cdr for r d
We may write the series inside the logarithm in Lemma 4.2 in the form
F (t, z)= 1+
∞∑
d=1
∞∑
r=0
drtr
zd
d!
=
(
1−tz d
dz
)−1
ez.
Expanding the exponential of the diﬀerential operator by order in t yields
F (t, z)= ez+tzez+t2(z2+z)ez+t3(z3+3z2+z)ez+t4(z4+6z3+7z2+z)ez+... .
We have proven the following result.
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Lemma 4.3. We have
F (t, z)= ez
∞∑
r=0
trpr(z),
where
pr(z)=
r∑
s=0
cr,sz
r−s
is a degree-r polynomial.
By Lemma 4.3 and the coeﬃcient evaluation cr,0=1, we see that
logF (t, z)= z+log
1
1−tz +...,
where the dots stand for terms of the form trzd with r>d. We obtain the following result.
Proposition 4.4. The only non-vanishing Cdr for rd are C10=1 and
∞∑
r=1
Crr t
r z
r
r!
=− log(1−tz).
4.5. Evaluation
Let g and n be ﬁxed. We are interested in calculating
Rg,n(t, z)=
∞∑
d=1
εc∗(ct(A
∗
d−Bd))
zd
d!
.
By a straightforward application of the evaluation rules of §3.5, we ﬁnd that
Rg,n(t, z)= exp
( ∞∑
d=1
∞∑
r=d
(−1)d−1Cdr r−dtrzd
)
. (13)
We rewrite (13) after separating out the r=d terms using Proposition 4.4 and the
evaluation 0=2g−2+n:
Rg,n(t,−z)= exp
(
−
∞∑
d=1
∞∑
r=d
Cdr r−dt
rzd
)
=(1−tz)2g−2+n exp
(
−
∞∑
d=1
∞∑
r=d+1
Cdr r−dt
rzd
)
.
The trzd coeﬃcient of Rg,n is a valid relation in A∗(M cg,n) if r>2g−2+n. The
above formula, taken together with Lemma 4.2, provides a very eﬀective approach to the
relations of Theorem 1.4.
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4.6. Proof of Theorem 1.1
The generating series for the coeﬃcients of the singleton l>0 in the td+lzd terms of
Rg,n(t,−z) is
Rlg,n(t,−z)=−(1−tz)2g−2+n
∞∑
d=1
Cdd+l(tz)
dtl. (14)
In order to analyze the right-hand side of (14), we will use Lemma 4.3. For l0, let
Gl(t, z)=
∞∑
d=1
cd+l,l(tz)d. (15)
By Lemma 4.3 and Proposition 4.4, we have
∞∑
l=0
∞∑
d=1
Cdd+l(tz)
dtl = log
∞∑
l=0
Gl(t, z)tl = log
(
1
1−tz +
∞∑
l=1
Gl(t, z)tl
)
= log
1
1−tz +log
(
1+(1−zt)
∞∑
l=1
Gl(t, z)tl
)
.
So, for l>0,
∞∑
d=1
Cdd+l(tz)
d =Coeﬀ l
(
log
(
1+(1−zt)
∞∑
l=1
Gl(t, z)tl
))
. (16)
Here, Coeﬀ l extracts all the terms of the form t∗+lz∗ and divides by tl.
The behavior of the coeﬃcients cr,s is easily determined by induction on s.
Lemma 4.5. For rs, cr,s=fs(r), where fs(r) is a polynomial of degree 2s with
leading term
fs(r)=
1
2ss!
r2s+... .
For example, f0(r)=1 and
f1(r)= 12r
2+ 12r.
We leave the elementary proof of Lemma 4.5 to the reader.
By (15) and Lemma 4.5, we conclude that, for l>0,
Gl(t, z)=
1
2ll!
(2l)!
(1−tz)2l+1 +
2l∑
i=0
c˜i,l
(1−tz)i
with c˜i,l∈Q. Then, by (16),
∞∑
d=1
Cdd+l(tz)
d =Coeﬀ l
(
log
(
1+
∞∑
l=1
(2l−1)!!
(1−tz)2l t
l
))
..., (17)
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where the dots stand for ﬁnitely many terms of the form (1−tz)−j with j<2l. By
Proposition 4.6 proven in §4.7 below,
∞∑
d=1
Cdd+l(tz)
d =
αl
(1−zt)2l +..., (18)
with αl =0.
We now return to the coeﬃcients of the singleton l>0 in the td+lzd terms of
Rg,n(t,−z). By (14),
Rlg,n(t,−z)=−αl(1−tz)2g−2+n−2ltl+..., (19)
where the dots stand for ﬁnitely many terms of the form (1−tz)jtl with j>2g−2+n−2l.
If
2g−2+n−2l < 0, (20)
then the coeﬃcient of (tz)dtl in Rlg,n will be non-zero for all large d. Once
d+l > 2g−2+n,
the corresponding relation is valid by Theorem 1.4. If (20) is satisﬁed, l lies in the
subring of ∗(M cg,n) generated by 1, ..., l−1.
4.7. Series analysis
Deﬁne the double factorial by
(2l−1)!! = (2l)!
2ll!
= (2l−1)(2l−3)·...·3·1
and let
φ(x)= 1+
∞∑
l=1
(2l−1)!!xl =1+x+3x2+15x3+...
be the generating series. Deﬁne αl∈Q for l>0 by
log φ(x)=
∞∑
l=1
αlx
l.
Series expansion yields the ﬁrst terms
log φ(x)=x+ 52x
2+ 373 x
3+ 3534 x
4+... .
To complete the proof of Theorem 1.4, we must prove the following result.
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Proposition 4.6. We have αl =0 for all l>0.
Let x=y2. Then φ(x(y)) satisﬁes the diﬀerential equation
y2
d
dy
(yφ)=φ−1.
Equivalently,
y3
d
dy
log φ+y2−1=− 1
φ
Changing variables back to x, we ﬁnd that
2x2
d
dx
log φ+x−1=− 1
φ
. (21)
Let βl denote the coeﬃcients of the inverse series,
φ(x)−1 =1+
∞∑
l=0
βlx
l =1−x−2α1x2−4α2x3−6α3x4−...,
where the second equality is obtained from (21).
Lemma 4.7. We have βl =0 for all l>0.
Proof. Series expansion yields
φ(x)−1 =1−x−2x2−10x3−74x4−... .
We will establish the following two properties for l>0 by joint induction:
(i) βl<0;
(ii) |βl|(2l−1)!!.
By inspection, the conditions hold in the base case l=1.
Let l>1 and assume that conditions (i) and (ii) hold for all l′<l. Since φφ−1=1,
(2l−1)!!+βl =−
l−1∑
k=1
(2k−1)!!βl−k 
l−1∑
k=1
(2k−1)!!(2l−2k−1)!!, (22)
where the second line uses (ii). For 12 lkl−1,
(2k−1)!!(2l−2k−1)!! = (2l−1)!! 1
2l−1
3
2l−3 ...
2l−2k−1
2k+1
 (2l−1)!! 1
2l−1 .
By putting the two inequalities above together, we obtain that
(2l−1)!!+βl (l−1)(2l−1)!! 12l−1 < (2l−1)!!.
Hence, βl<0. Since also (2l−1)!!+βl>0 by the ﬁrst equality of (22) and (i), we see
that |βl|<(2l−1)!!.
Lemma 4.7 and the relation −2lαl=βl+1 complete the proof of Proposition 4.6.
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5. Independence
5.1. Tautological classes
The moduli space M cg,n has an algebraic stratiﬁcation by topological type. The push-
forward of the and ψ classes from the strata generate the tautological ring
R∗(M cg,n)⊂A∗(M cg,n),
see [13]. Following the Gorenstein philosophy explained in [6], we will study the inde-
pendence of
1, ..., g−1+n/2 ∈R∗(M cg,n)
through degree g−1+⌊ 12n⌋ by pairing with strata classes.
5.2. Case n=1
We ﬁrst prove Theorem 1.2 for M cg,1. By stability, g1. With each partition p∈P (d),
we associate a monomial
p = p1 p2 ... pl ∈R∗(M cg,1).
Theorem 1.2 is equivalent to the independence of the |P (g−1)| monomials
{ p :p∈P (g−1)}
in R∗(M cg,1).
With each partition p∈P (g−1) of length l, we associate a stratum Sp⊂M cg,1 of
codimension g−1 by the following construction. Start with a chain of elliptic curves Ei
of length l+1 with the marking on the ﬁrst
E∗1 E2 E3 ... El El+1 (23)
(the ∗ indicates the marking).
Since lg−1, such a chain does not exceed genus g. Next, we add elliptic tails(8)
to the ﬁrst l elliptic components. To the curve Ei, we add pi−1 elliptic tails. Let C be
the resulting curve. The total genus of C is
l+1+(g−1)−l= g.
(8) An elliptic tail is an unmarked elliptic curve meeting the rest of the curve in exactly one point.
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The number of nodes of C is
l+(g−1)−l= g−1.
Hence, C determines a stratum Sp⊂M cg,1 of codimension g−1.
The moduli in Sp is found mainly on the ﬁrst l components of the original chain
(23). Each such Ei has pi+1 moduli parameters. All other components (including El+1)
are elliptic tails with one moduli parameter each.
The λg-evaluation on R∗(M cg,1) discussed in §1.6 yields the following pairing on
partitions p,q∈P (g−1):
μg(p,q)=
∫
Mg,1
p[Sq]λg ∈Q.
Lemma 5.1. For all g1, the matrix μg is non-singular.
Proof. To evaluate the pairing, we ﬁrst restrict λg to Sq by distributing a λ1 to each
elliptic component. To pair p with the class [Sq]λg, we must distribute the factors pi
to the components Ej of Sq in all possible ways. By the dimension constraints imposed
by the moduli parameters of the components of Sq, we immediately conclude that
μg(p,q)= 0
unless l(p)l(q). Moreover, if l(p)=l(q), the pairing vanishes unless p=q.
We have already shown μg to be upper-triangular with respect to the length partial
ordering on P (g−1). To establish the non-singularity of μg, we must show that the
diagonal entries μg(p,p) do not vanish. Since μg(p,p) is a product of factors of the form∫
M1,p+1
pλ1 =
1
24
,
the required non-vanishing holds.
By Lemma 5.1, the monomials of degree g−1 are independent. The proof of
Theorem 1.2 for M cg,1 is complete.
5.3. Case n=2
We now consider Theorem 1.2 for M cg,2. By stability, g1. We must prove the indepen-
dence of the |P (g)| monomials
{ p :p∈P (g)}
in R∗(M cg,2).
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With each partition p∈P (g) of length l, we associate a stratum Tp⊂M cg,1 of codi-
mension g−1 by the following construction. Start with a chain of elliptic curves Ei of
length l with the markings on the ﬁrst and last curves
E∗1 E2 E3 ... E
∗
l . (24)
Since lg, such a chain does not exceed genus g. Next, we add elliptic tails to the
l elliptic components of (24). To the curve Ei, we add pi−1 elliptic tails. Let C be the
resulting curve. The total genus of C is
l+g−l= g.
The number of nodes of C is
l−1+g−l= g−1.
Hence, C determines a stratum Tp⊂M cg,1 of codimension g−1.
As before, the λg-evaluation on R∗(M cg,2) yields a pairing on partitions p,q∈P (g),
νg(p,q)=
∫
Mg,2
p[Tq]λg ∈Q.
Lemma 5.2. For all g1, the matrix νg is non-singular.
The proof is identical to the proof of Lemma 5.1. We leave the details to the reader.
The proof of Theorem 1.2 for M cg,2 is complete.
5.4. Proof of Theorem 1.2
To complete the proof of Theorem 1.2, we must consider the case n3 and prove the
independence of the monomials
{
p :p∈P
(
g−1+⌊ 12n⌋)}
in R∗(M cg,n).
We will relate the question to the established cases with one and two markings. Let
gˆ= g+
⌊
1
2 (n−1)
⌋
and nˆ=n−2⌊ 12 (n−1)⌋.
If n is odd, then nˆ=1. If n is even, then nˆ=2. Note that
gˆ−1+⌊ 12 nˆ⌋= g−1+⌊ 12n⌋.
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To start, assume that nˆ=1. We have constructed strata classes in M cgˆ,1 which show
the independence of the monomials
{ p :p∈P (gˆ−1)}
in R∗(M cgˆ,1). For each q∈P (gˆ−1), the stratum
Sq⊂M cgˆ,1
consists of a conﬁguration of gˆ elliptic curves. We construct a corresponding stratum
S′q⊂M cg,n
by the following method. Choose any subset(9) of
⌊
1
2 (n−1)
⌋
elliptic components of Sq.
For each component E selected, replace E by a rational component carrying two addi-
tional markings.(10) The construction trades
⌊
1
2 (n−1)
⌋
genus for 2
⌊
1
2 (n−1)
⌋
markings.
Theorem 1.2 is implied by the non-singularity of the λg-pairing between the mono-
mials of degree gˆ−1 and the strata classes [S′q]. The proof of the non-singularity is
identical to the proof of Lemma 5.1.
The nˆ=2 case proceeds by exactly the same method. Again, elliptic components of
the strata Tq⊂M cgˆ,2 are traded for rational components with two additional markings.
Theorem 1.2 is deduced by non-singularity of the λg-pairing.
5.5. Proof of Proposition 1.3
Consider M cg for g2. Let
P ∗(g−1)=P (g−1)\{(1, ..., 1)}
be the subset excluding the longest partition. We will ﬁrst prove the independence of
the monomials
{ p :p∈P ∗(g−1)}
in R∗(M cg ). The result shows that there can be at most one relation in degree g−1.
With each partition p∈P ∗(g−1) of length lg−2, we associate a stratum Up⊂M cg
of codimension g−2 by the following construction. Start with a chain of curves of length
l+1,
X E2 E3 ... El El+1,
(9) The particular choice of subset is not important.
(10) The particular markings chosen are not important.
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where X has genus 2 and all the Ei are elliptic curves. Since lg−2, such a chain does
not exceed genus g. Next, we add elliptic tails to the ﬁrst l components. Since p1 is the
greatest part of p, we have p12. To the curve X, we add p1−2 elliptic tails. To the
curve Ei, we add pi−1 elliptic tails for 2il. Let C be the resulting curve. The total
genus of C is
2+l+(g−1)−l−1= g.
The number of nodes of C is
l+(g−1)−l−1= g−2.
Hence, C determines a stratum Up⊂M cg of codimension g−2.
The λg-evaluation on R∗(M cg ) yields a pairing on p,q∈P ∗(g−1),
ωg(p,q)=
∫
Mg
p[Uq]λg ∈Q.
The argument of Lemma 5.1 yields the following result.
Lemma 5.3. For all g2, the matrix ωg is non-singular.
The independence of the monomials in degrees at most g−2 is easier and proven
in a similar way. With each partition p∈P (g−2) of length l, we associate a stratum
U ′p⊂M cg of codimension g−1 by the following construction. Start with a chain of elliptic
curves of length l+2,
E0 E1 E2 E3 ... El El+1.
Since lg−2, such a chain does not exceed genus g. Next, we add elliptic tails to
the components. To Ei, for 1il, we add pi−1 elliptic tails. To E0 and El+1, we add
nothing. Let C be the resulting curve. The total genus of C is
l+2+(g−2)−l= g
The number of nodes of C is
l+1+(g−2)−l= g−1.
Hence, C determines a stratum U ′p⊂M cg of codimension g−1.
The λg-evaluation on R∗(M cg ) yields a pairing on p,q∈P (g−2),
ω′g(p,q)=
∫
Mg
p[U ′q]λg ∈Q.
Again, the argument of Lemma 5.1 yields the required result.
Lemma 5.4. For all g2, the matrix ω′g is non-singular.
Together, Lemmas 5.3 and 5.4 complete the proof of Proposition 1.3.
the ring of the moduli of curves of compact type 363
6. Universality of genus zero
6.1. Genus 5
Do the relations of Theorem 1.4 generate the entire ideal of relations in ∗(M cg )? Since
Proposition 3.2 contains the relations of Theorem 1.4, we may ask the same question
of the richer system. The answer to these questions is no. The ﬁrst example occurs in
6(M c5 ).
There are 11 monomials of degree 6. By the evaluation rules of §3.5, the relations
in codimension 6 generated by Proposition 3.2 are the same for all the rings
∗(M c5 ),
∗(M c4,2),
∗(M c3,4),
∗(M c2,6),
∗(M c1,8) and
∗(M c0,10).
On M c0,10, there are 4 types(
11) of boundary divisors determined by the point splittings:
8+2, 7+3, 6+4 and 5+5.
The pairings of these divisors with the monomials
6, 5 1, 4 2 and 23
on M c0,10 are easily seen to determine a non-singular 4×4 matrix. Hence, the number of
independent relations in 6(M c0,10) is at most 7. In fact, Proposition 3.2 generates 7
independent relations.
The number of divisor classes in R∗(M c5 ) is 3 given by 1 and the two boundary
divisors with genus splittings 4+1 and 3+2. The Gorenstein conjecture for M c5 predicts
R6(M c5 ) to have rank 3. The rank of R
6(M c5 ) can be proven to be 3 via an application(
12)
of Getzler’s relation [10], [23]. Therefore, there must be at least 8 relations among the
monomials of degree 6 in M c5 . We have proven that the method of Proposition 3.2 does
not yield all the relations in R6(M c5 ).
6.2. Genus zero
In §§7–9 below, a set of relations obtained from the virtual geometry of the moduli space
of stable maps will be proven to generate all the relations in the rings ∗(M c0,n).
(11) There are several actual divisors of each type depending on the marking distribution. We select
one of each type.
(12) The crucial geometry here is the gluing map
M1,4×
4∏
i=1
M1,1−!M5.
Getzler’s codimension-2 relation on the factor M1,4 pushes-forward to a codimension-6 relation on M5
which may be restricted to Mc5 . The result is a non-trivial relation in R
6(Mc5 ) not implied by the 7
relations of Proposition 3.2. We thank C. Faber for pointing out the argument.
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Question 6.1. Does Proposition 3.2 generate all relations in the rings ∗(M c0,n)?
The answer to Question 6.1 is aﬃrmative at least for n12. We list below the Betti
polynomials Bn(t) of ∗(M c0,n) for n12:
B3 =1,
B4 =1+t,
B5 =1+t+t2,
B6 =1+t+2t2+t3,
B7 =1+t+2t2+2t3+t4,
B8 =1+t+2t2+3t3+3t4+t5,
B9 =1+t+2t2+3t3+4t4+3t5+t6,
B10 =1+t+2t2+3t3+5t4+5t5+4t6+t7,
B11 =1+t+2t2+3t3+5t4+6t5+7t6+4t7+t8,
B12 =1+t+2t2+3t3+5t4+7t5+9t6+8t7+5t8+t9.
From the table of Betti numbers, a formula is easily guessed. Let P (d, k)⊂P (d) be
the subset of partitions of d of length at most k, and let |P (d, k)| be its cardinality. We
see that
dimQ d(M c0,n)= |P (d, n−d−2)|
holds in all the above cases.
Theorem 6.2. A Q-basis of d(M c0,n) is given by
{ p :p∈P (d, n−2−d)}.
Proof. In order for P (d, n−d−2) to be non-empty, we must have
dn−3.
We ﬁrst prove the independence of the monomials associated with P (d, n−d−2) by
intersection with strata classes in Rn−3−d(M c0,n). With each partition
p∈P (d, n−d−2),
we associate a stratum Vp⊂M c0,n of codimension n−3−d by the following construction.
We write the parts of p as
(p1, ..., pl, pl+1, ..., pn−d−2),
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where pl+δ=0 for δ>0. Start with a chain of rational curves of length n−d−2,
R1 R2 R3 ... Rn−d−2.
Next, we add markings(13) to the components:
• p1+2 markings to R1;
• pi+1 markings to Ri for 2in−d−3;
• pn−d−2+2 markings to Rn−d−2.
Let C be the resulting curve. The total number of markings of C is
2+d+n−d−2=n.
The number of nodes of C is n−3−d. Hence, C determines a stratum Vp⊂M c0,n of
codimension n−3−d.
A simple analysis following the strategy of the proof of Lemma 5.1 shows that the
paring on P (d, n−d−2) given by
(p,q) −!
∫
Mc0,n
p[V ]q
is upper-triangular and non-singular. We conclude that the monomials associated with
P (d, n−d−2) are linearly independent.
The strata of M c0,n are indexed by marked trees. Given a marked tree Γ with
n−d−2 vertices, the associated stratum SΓ⊂M c0,n parameterizes curves C with marked
dual graph Γ. In other words, C is a tree of marked rational components R1, ..., Rn−2−d.
With SΓ, we associate a partition q(Γ)∈P (d, n−d−2) by the following construction. Let
m(Ri) and n(Ri) denote the numbers of markings and nodes incident to Ri, respectively.
Let
qi =m(Ri)+n(Ri)−3.
By stability, qi0. After reordering by size,
q(Γ)= (q1, ..., qn−d−2)∈P (d, n−d−2).
Let p∈P (d). The intersection of p with a stratum class S is obtained by distribut-
ing the factors pi to the components of S. We conclude that, for all p∈P (d),∫
Mc0,n
pSΓ =
∫
Mc0,n
pVq(Γ). (25)
(13) The particular markings chosen are not important.
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By Poincare´ duality(14), the dimension of d(M c0,n) is the rank of the intersection
pairing
d(M c0,n)×An−3−d(M c0,n)−!Q.
The classes of strata generate An−3−d(M c0,n). Moreover, only the special strata Vq need
to be considered by (25). So,
dimQ d(M c0,n) |P (d, n−d−2)|.
The independence property together with the above dimension estimate yields the
basis result.
7. Strategy for Theorem 1.5
7.1. Overview
By Theorem 1.6, we know that
dimQ d(M c0,n)= |P (d, n−2−d)|.
Hence, Theorem 1.5 is a consequence of the following result.
Proposition 7.1. Let ζ>0 be ﬁxed. The space of relations among monomials of
degree d valid simultaneously in all the rings
{ ∗(M cg,n) : 2g−2+n= ζ}
has rank at least |P (d)|−|P (d, ζ−d)|.
Proposition 7.1 is proven in §8 and §9 by constructing universal relations in ∗(M cg,n)
via the virtual geometry of the moduli space of stable maps. The interplay between stable
quotients and stable maps is an interesting aspect of the study of ∗(M cg,n).
7.2. ψ classes
Consider the cotangent line classes ψn+1, ..., ψn+l∈A1(M cg,n+l) at the last l marked
points. Let εc:M cg,n+l!M cg,n be the proper forgetful map. With each partition p∈P (d)
of length l, we associate the class
εc∗(ψ
1+p1
n+1 ... ψ
1+pl
n+l )∈Ad(M cg,n).
(14) For Mc0,n, singular cohomology and the Chow ring agree.
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The relation between the above push-forwards of ψ monomials and the classes is
easily obtained. For p=(d), we have
εc∗(ψ
1+d
n+1)= d
by deﬁnition. The standard cotangent line comparison formulas yield the length-2 case,
εc∗(ψ
1+p1
n+1 ψ
1+p2
n+2 )= p1 p2+ p1+p2 .
The formula for arbitrary p, due to Faber, is
εc∗(ψ
1+p1
n+1 ... ψ
1+pl
n+l )=
∑
σ∈Sl
σ(p), (26)
where the sum is over the symmetric group Sl. For σ∈Sl, let σ=γ1 ... γr be the canonical
cycle decomposition (including the 1-cycles), and let σ(p)i be the sum of the parts of p
with indices in the cycle γi. Then,
σ(p) = σ(p)1 ... σ(p)r .
A discussion of (26) can be found in [1], see equation (1.13) there.
Lemma 7.2. The sets of classes in Ad(M cg,n) deﬁned by
{εc∗(ψ1+p1n+1 ... ψ1+pln+l ) :p∈P (d)} and { p :p∈P (d)}
are related by an invertible linear transformation independent of g and n.
Proof. Formula (26) deﬁnes a universal transformation independent of g and n.
Since the transformation is triangular in the partial ordering of P (d) by length (with 1’s
on the diagonal), the invertibility is clear.
7.3. Bracket classes
Let p∈P (d) be a partition of length l. Let
〈p〉= εc∗
[ l∏
i=1
1
1−piψn+i
]l+d
∈Ad(M cg,n). (27)
The superscript in the inhomogeneous expression
[ l∏
i=1
1
1−piψn+i
]l+d
368 r. pandharipande
indicates the summand in Al+d(M cg,n+l).
We can easily expand deﬁnition (27) to express the class 〈p〉 linearly in terms of the
classes
{εc∗(ψ1+p1n+1 ... ψ1+pln+l ) :p∈P (d)}.
Since the string and dilation equation must be used to remove the ψ0n+i and ψ
1
n+i factors,
the transformation depends upon g and n only through 2g−2+n.
Lemma 7.3. The sets of classes in Ad(M cg,n) deﬁned by
{〈p〉 :p∈P (d)} and {εc∗(ψ1+p1n+1 ... ψ1+pln+l ) :p∈P (d)}
are related by an invertible linear transformation depending only upon 2g−2+n.
Proof. Only the invertibility remains to be established. The result exactly follows
from the proof of Proposition 3 in [7].
By Lemmas 7.2 and 7.3, the bracket classes lie in the ring:
〈p〉 ∈ d(M cg,n).
We will prove Proposition 7.1 in the following equivalent form.
Proposition 7.4. Let ζ>0 be ﬁxed. The space of relations among the classes
{〈p〉 :p∈P (d)}
valid in all the rings
{ ∗(M cg,n) : 2g−2+n= ζ}
has rank at least |P (d)|−|P (d, ζ−d)|.
8. Relations via stable maps
8.1. Moduli of stable maps
Let Mg,n+m(P1, d) denote the moduli of stable maps(15) to P1 of degree d, and let
ν:Mg,n+m(P1, d)−!Mg,n
be the morphism forgetting the map and the last m markings. The moduli space
M cg,n+m(P
1, d)⊂Mg,n+m(P1, d)
(15) Stable maps were deﬁned in [17], see [8] for an introduction.
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is deﬁned by requiring the domain curve to be of compact type. The restriction
νc:M cg,n+m(P
1, d)−!M cg,n
is proper and equivariant with respect to the symmetries of P1.
We will ﬁnd relations in A∗(M cg,n) by localizing ν
c push-forwards which vanish geo-
metrically. A complete analysis in the socle A2g−3(M cg ) was carried out in [7], but much
more will be required for Theorem 1.5. While the relations in A∗(M cg,n) of Theorem 1.4
via stable quotients are more elegantly expressed, the ranks of the relations via stable
maps appear easier to compute.
8.2. Construction of relations
8.2.1. Indexing
Let d2g−3+n and let δ=2g−3+n−d. We will construct a series of relations I(g, d, α)
in Ad(M cg,n), where α=(α1, ..., αm) is a (non-empty) vector of non-negative integers
satisfying the following two conditions:
(i) |α|=∑mi=1 αid−2−δ;
(ii) αi>0 for i>1.
By condition (i), d−2−δ0 so d>g−1+⌊ 12n⌋. Condition (ii) implies that α1 is the
only integer permitted to vanish. The relation I(g, d, α) will be a variant of the equations
considered in [7].
8.2.2. Formulas
Let Γ denote the data type
(p1, ..., pm)∪{pm+1, ..., pl}, (28)
satisfying
pi > 0 and
l∑
i=1
pi = d.
The ﬁrst part of Γ is an ordered m-tuple (p1, ..., pm). The second part {pm+1, ..., pl} is
an unordered set. Let Aut({pm+1, ..., pl}) be the group which permutes equal parts. The
group of automorphisms Aut(Γ) equals Aut({pm+1, ..., pl}).
Theorem 8.1. For all vectors α satisfying conditions (i) and (ii), one has
∑
Γ
1
|Aut(Γ)|
( m∏
i=1
p−αii
)( l∏
i=m+1
1
−pi
)( l∏
i=1
ppii
pi!
)
〈p1, ..., pl〉=0∈Ad(M cg,n),
where the sum is over all Γ of type (28).
370 r. pandharipande
The bracket 〈p1, ..., pl〉∈Ad(M cg,n) denotes the class associated with the partition
deﬁned by the union of all the parts pi of Γ.
8.3. Proof of Theorem 8.1
8.3.1. Torus actions
The ﬁrst step is to deﬁne the appropriate torus actions. Let P1=P(V ), where V =C⊕C.
Let C∗ act on V by
ξ ·(v1, v2)= (v1, ξ ·v2). (29)
Let p1 and p2 be the ﬁxed points [1, 0] and [0, 1] of the corresponding action on
P(V ). An equivariant lifting of C∗ to a line bundle L over P(V ) is uniquely determined
by the weights [l1, l2] of the ﬁber representations at the ﬁxed points
L1 =L|p1 and L2 =L|p2 .
The canonical lifting of C∗ to the tangent bundle TP1 has weights [1,−1]. We will utilize
the equivariant liftings of C∗ to OP(V )(1) and OP(V )(−1) with weights [1, 0] and [0, 1],
respectively.
Over the moduli space of stable maps Mg,n+m(P(V ), d), we have
π:U −!Mg,n+m(P(V ), d) and μ:U −!P(V ),
where U is the universal curve and μ is the universal map. The representation (29)
canonically induces C∗-actions on U and Mg,n+m(P(V ), d) compatible with the maps π
and μ. The C∗-equivariant virtual class
[Mg,n+m(P(V ), d)]vir ∈AC∗2g+2d−2+n+m(Mg,n+m(P(V ), d))
will play an important role.
8.3.2. Equivariant classes
Three types of equivariant Chow classes on Mg,n+m(P(V ), d) will be considered here:
• The linearization [0, 1] on OP(V )(−1) deﬁnes a C∗-action on the rank-(d+g−1)
bundle
R=R1π∗(μ∗OP(V )(−1))
on Mg,n+m(P(V ), d). Let
ctop(R)∈Ag+d−1C∗ (Mg,n+m(P(V ), d))
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be its top Chern class.
• For each marking i, let ψi∈A1C∗(Mg,n+m(P(V ), d)) denote the ﬁrst Chern class of
the canonically linearized cotangent line corresponding to i.
• Denote the ith evaluation morphism by
evi:Mg,n+m(P(V ), d)−!P(V ).
With C∗-linearization [1, 0] on OP(V )(1), let
i = c1(ev∗i OP(V )(1))∈A1C∗(Mg,n+m(P(V ), d)).
With C∗-linearization [0,−1] on OP(V )(1), let
˜i = c1(ev∗i OP(V )(1))∈A1C∗(Mg,n+m(P(V ), d)).
In the non-equivariant limit, 2i =0. Our notation here closely follows [7].
8.3.3. Vanishing integrals
The forgetful morphism
ν:Mg,n+m(P(V ), d)−!Mg,n
is C∗-equivariant with respect to the trivial action on Mg,n. As in §8.2.1, let
d 2g−3+n and δ=2g−3+n−d,
and let α=(α1, ..., αm) satisfy
(i) |α|=∑mi=1 αid−2−δ;
(ii) αi>0 for i>1.
Let I(g, d, α) be the C∗-equivariant push-forward
ν∗
(

d−1−δ−|α|
n+1
( m∏
i=1
n+iψ
αi
n+i
)( n∏
j=1
˜j
)
ctop(R)∩[Mg,n+m(P(V ), d)]vir
)
.
The degree of the class

d−1−δ−|α|
n+1
( m∏
i=1
n+iψ
αi
n+i
)( n∏
j=1
˜j
)
ctop(R)
is easily computed to be
d−1−δ−|α|+m+|α|+n+d+g−1= g+2d−2+n+m−δ.
Since the cycle dimension of the virtual class is 2g+2d−2+n+m, the push-forward
I(g, d, α) has cycle dimension
2g+2d−2+n+m−(g+2d−2+n+m−δ)= g+δ=3g−3+n−d.
Equivalently, I(g, d, α)∈AdC∗(Mg,n). As the class n+1 appears with exponent
d−δ−|α| 2,
I(g, d, α) vanishes in the non-equivariant limit.
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8.3.4. Localization terms
The virtual localization formula of [12] calculates I(g, d, α) in terms of tautological classes
on the moduli space Mg,n. To prove Theorem 8.1, we will calculate the restriction of the
localization formula to M cg,n.
The localization formula expresses I(g, d, α) as a sum over connected decorated
graphs Γ indexing the C∗-ﬁxed loci of Mg,n+m(P(V ), d). The vertices of the graphs lie
over the ﬁxed points p1, p2∈P(V ) and are labeled with genera (which sum over the graph
to g−h1(Γ)). The edges of the graphs lie over P1 and are labeled with degrees (which
sum over the graph to d). Finally, the graphs carry n+m markings on the vertices. The
valence val(v) of a vertex v∈Γ counts both the incident edges and markings. The edge
valence of v counts only the incident edges.
Only a very restricted subset of graphs will yield non-vanishing contributions to
I(g, d, α) in the non-equivariant limit. If a graph Γ contains a vertex lying over p1 of
edge valence greater than 1, then the contribution of Γ to I(g, d, α) vanishes by our choice
of linearization on the bundle R. A vertex over p1 of edge valence greater than 1 yields
a trivial Chern root of R (with trivial weight zero) in the numerator of the localization
formula to force the vanishing.
By the above vanishing, only comb graphs Γ contribute to I(g, d, α). Comb graphs
contain ld vertices lying over p1, each connected by a distinct edge to a unique vertex
lying over p2.
If Γ contains a vertex over p1 of positive genus, then the restriction to M cg,n of the
contribution of Γ to I(g, d, α) vanishes by the following argument. Let v be a vertex of
genus g(v)>0 lying over p1. The integrand term ctop(R) yields a factor cg(v)(E∗) with
trivial C∗-weight on the moduli space of genus g(v) corresponding to the vertex v. As
λg(v)|Mcg(v),val(v) =0
by [9], the required vanishing holds.
The linearizations of the classes i and ˜j place restrictions on the marking distri-
bution. Since the class ˜j is obtained from OP(V )(1) with linearization [0,−1], the ﬁrst n
markings must lie on the unique vertex over p2. As the class i is obtained from OP(V )(1)
with linearization [1, 0], the last m markings must lie on vertices over p1.
Finally, we claim that the last m markings of Γ must lie on distinct vertices over p1
for non-vanishing contribution to I(g, d, α). Let v be a vertex over p1 (with g(v)=0). If
v carries at least two markings, the ﬁxed locus corresponding to Γ contains a product
factor M0,r+1, where r is the number of markings incident to v. The classes ψαin+i carry
trivial C∗-weight. Moreover, as each αi>0 for i>1, we see that the sum of the αi, as i
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ranges over the set of markings incident to v, is at least r−1. Since the sum exceeds the
dimension of M0,r+1, the graph contribution to I(g, d, α) vanishes.
The proof of the main result about the localization terms for I(g, d, α) is now com-
plete.
Proposition 8.2. The restriction of I(g, d, α) to M cg,n is expressed via the virtual
localization formula as a sum over genus-g, degree-d, marked comb graphs Γ satisfying :
(i) all vertices over p1 are of genus zero;
(ii) the unique vertex over p2 carries all of the ﬁrst n markings;
(iii) the last m markings all lie over p1;
(iv) each vertex over p1 carries at most one of the last m markings.
8.3.5. Formulas
The precise contributions of allowable graphs Γ to the non-equivariant limit of I(g, d, α)
are now calculated.
Let Γ be a genus-g, degree-d comb graph with n+m markings satisfying conditions
(i)–(iv) of Proposition 8.2. By condition (iv), Γ must have lm edges. Γ may be
described uniquely by the data
(p1, ..., pm)∪{pm+1, ..., pl}, (30)
satisfying
pi > 0 and
l∑
i=1
pi = d.
The elements of the ordered m-tuple (p1, ..., pm) correspond to the degree assignments
of the edges incident to the vertices marked by the last m markings. The elements of the
unordered partition {pm+1, ..., pl} correspond to the degrees of the edges incident to the
unmarked vertices over p1. The group of graph automorphisms is
Aut(Γ)=Aut({pm+1, ..., pl}).
By a direct application of the virtual localization formula of [12], we ﬁnd the con-
tribution of the graph (30) to the normalized(16) push-forward
(−1)g+1+|α|+n+mI(g, d, α)
(16) The parallel equation on page 106 of [7] has a sign error in the normalization. Instead of
(−1)g+1I(g, d, α) there, the normalization should be (−1)g+1+|α|+l(α)I(g, d, α). The sign change makes
no diﬀerence.
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equals
1
|Aut(Γ)|
( m∏
i=1
p−αii
)( l∏
i=m+1
1
−pi
)( l∏
i=1
ppii
pi!
)
〈p1, ..., pl〉.
Hence, the vanishing of I(g, d, α) yields the relation
∑
Γ
1
|Aut(Γ)|
( m∏
i=1
p−αii
)( l∏
i=m+1
1
−pi
)( l∏
i=1
ppii
pi!
)
〈p1, ..., pl〉=0,
where the sum is over all graphs (30).
9. Proof of Theorem 1.5
9.1. Matrix of relations
Theorem 8.1 yields relations in d(M cg,n), indexed by α=(α1, ..., αm) satisfying conditions
(i) and (ii) of §8.2.1 with
δ=2g−3+n−d 0.
We rewrite the relation obtained from the vanishing of I(g, d, α) as
∑
p∈P (d)
Cpα〈p〉=0. (31)
The coeﬃcients are
Cpα =
1
|Aut(p)|
( l∏
i=1
ppii
pi!
)∑
φ
( m∏
i=1
p−αiφ(i)
) ∏
j∈Im(φ)c
1
−pj ,
where the sum is over all injections φ: {1, ...,m}!{1, ..., l} and Im(φ)c⊂{1, ..., l} is the
complement of the image of φ.
In order to prove Proposition 7.4, we will show that the system (31) has rank at
least |P (d)|−|P (d, δ+1)|. The claim is empty unless 0δd−2.
9.2. Ordering
For 0δd−2, deﬁne the subset Pδ(d)⊂P (d) by removing partitions of length at most
δ+1, that is
Pδ(d)=P (d)\P (d, δ+1).
We order Pδ(d) by the following rules:
• longer partitions appear before shorter partitions;
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• for partitions of the same length, we use the lexicographic ordering with larger
parts(17) appearing before smaller parts.
For example, the ordered list of the 10 elements of P0(6) is
(16), (2, 14), (3, 13), (22, 12), (4, 12), (3, 2, 1), (23), (5, 1), (4, 2), (3, 3).
Given a partition p∈P (d), let p̂ be the partition obtained after removing all parts
equal to 1. For example,
̂(16)=∅ and ̂(3, 2, 1)= (3, 2).
Let p− be the partition obtained by lowering all the parts of p by 1. For example,
(16)− =∅ and (3, 2, 1)− =(2, 1).
If p has length l, then p−∈P (d−l).
With each partition p∈Pδ(d), we associate data α[p] satisfying conditions (i) and
(ii) with respect to δ by the following rules. The special designation
α[(1d)]= (0)
is given. Otherwise
α[p] =p−.
We note that condition (i) of §8.2.1,
|α[p]| d−2−δ,
is satisﬁed in all cases.
Let Mδ(d) be the square matrix indexed by the ordered set Pδ(d) with elements
Mδ(d)[p,q] =C
q
α[p].
The rank of the system (31) is at least
|Pδ(d)|= |P (d)|−|P (d, δ+1)|,
by the following non-singularity result proven in §§9.3–9.6 below.
Proposition 9.1. For 0δd−2, the matrix Mδ(d) is non-singular.
Proposition 9.1 implies Proposition 7.4 and thus Theorem 1.5. Moreover, Proposi-
tion 9.1 provides a new approach to [7].
(17) Remember that the parts of p=(p1, ..., pl) are ordered by p1...pl.
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9.3. Scaling
Let Xδ(d) be the square matrix indexed by the ordered set Pδ(d) with elements
Xδ(d)[p,q] =
⎧⎪⎪⎨
⎪⎪⎩
(−1)l(q)−1d, if p=(1d),∑
φ
(−1)l(q)−l(p̂)
l(p̂)∏
i=1
q−pˆi+2φ(i) , if p =(1d),
where the sum is over all injections
φ: {1, ..., l(p̂)}−! {1, ..., l(q)}.
For example, X0(6) is⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−6 6 −6 −6 6 6 6 −6 −6 −6
−6 5 −4 −4 3 3 3 −2 −2 −2
−6 92 − 103 −3 94 116 32 − 65 − 34 − 23
30 −20 12 12 −6 −6 −6 2 2 2
−6 174 − 289 − 52 3316 4936 34 − 2625 − 516 − 29
30 −18 10 9 − 92 − 113 −3 65 34 23
−120 60 −24 −24 6 6 6 0 0 0
−6 338 − 8227 − 94 12964 251216 38 − 126125 − 964 − 227
30 −17 283 152 − 338 − 4918 − 32 2625 516 29
30 −16 8 132 −3 −2 − 32 25 14 29
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The matrix Xδ(d) is obtained from Mδ(d) by dividing each column corresponding to
q by
1
|Aut(q)|
l(q)∏
i=1
qqi−1i
qi!
.
Hence, Xδ(d) is non-singular if and only if Mδ(d) is non-singular.
9.4. Elimination
Our strategy for proving Proposition 9.1 is to ﬁnd an upper-triangular square matrix
Y0(d) for which the product
X0(d)Y0(d) (32)
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is lower-triangular with ±1’s on the diagonal. Since Xδ(d), for 0δd−2, occurs as
an upper-left minor of X0(d), the lower-triangularity of the product (32) will establish
Proposition 9.1 for the full range of δ values.
We deﬁne Y0(d) to be the square matrix indexed by the ordered set P0(d) given by
the following rules. The upper-left corner is
Y0(d)[(1d), (1d)]=
1
d
.
If at least one of {p,q} is not equal to (1d), then the matrix elements are
Y0(d)[p,q] =
1
|Aut(p)|
1
|Aut(q̂)|
∑
θ
l(q)∏
i=1
(
qi
pi[1], ..., pi[li]
)
qli−2i
li∏
j=1
p
pij−1
ij ,
where the sum is over all functions θ: {1, ..., l(p)}!{1, ..., l(q)} with
θ−1(i)= {i[1], ..., i[li]}
satisfying
qi =
li∑
j=1
pi[j].
For example, Y0(6) is
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
6 1 3
1
2 16 3
1
6 125 16
9
2
0 1 6 1 48 9 12 500 64 18
0 0 3 0 36 3 0 450 36 9
0 0 0 12 12 6
1
2 300 60 18
0 0 0 0 16 0 0 320 16 0
0 0 0 0 0 3 0 180 36 18
0 0 0 0 0 0 16 0 12 0
0 0 0 0 0 0 0 125 0 0
0 0 0 0 0 0 0 0 16 0
0 0 0 0 0 0 0 0 0 92
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
By the conditions on θ in the deﬁnition, Y0(d) is easily seen to be upper-triangular.
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9.5. Generating functions
Let Q[t] denote the polynomial ring in inﬁnitely many variables
t= {t1, t2, t3, ... }.
Deﬁne a Q-linear function
〈 ·〉:Q[t]−!Q
by the equations 〈1〉=1 and
〈td1td2 ... tdk〉=(d1+d2+...+dk)k−3.
We may extend 〈 ·〉 uniquely to deﬁne an x-linear function
〈 ·〉:Q[t][[x]]−!Q[[x]].
For each non-negative integer i, let
Zi(t, x)=
∞∑
j=1
xjtj
jj−i
j!
∈Q[t][[x]].
Applying the bracket, we deﬁne
Fα1,...,αm = 〈e−Z1Zα1 ... Zαm〉 ∈Q[[x]].
Lemma 9.2. Let α=(α1, ..., αn) be a non-empty sequence of non-negative integers
satisfying αi>0 for i>1. The series Fα1,...,αm∈Q[[x]] is a polynomial in x of degree at
most 1+
∑m
i=1 αi.
Lemma 9.3. Let α10. Then,
Fα1 =
(−1)α1
(1+α1)(1+α1)!
x1+α1+...,
where the dots stand for lower-order terms.
Lemma 9.2 can be proven by various methods. A proof via localization on moduli
space is given in [7, §1.7]. Lemma 9.3 is more interesting.
Proof of Lemma 9.3. The integral
J1+α1 =
∫
M0,1(P1,1+α1)
1ψ
α1
1 ctop(R) (33)
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can be evaluated by exactly following(18) the localization analysis of §8.3. We ﬁnd that
J1+α1 =(−1)α1
∑
Γ
1
|Aut(Γ)|p
−α1
1
( l∏
i=2
1
−pi
)( l∏
i=1
ppii
pi!
)
(1+α1)l−3,
where the sum is over all 1-pointed comb graphs (30) of total degree 1+α1. We conclude
that J1+α1 equals, up to the factor of (−1)α1 , the leading x1+α1 coeﬃcient of
〈e−Z1Zα1〉.
To calculate the integral (33), we use well-known equations in Gromov–Witten the-
ory. Certainly
J1 =1. (34)
By two applications of the divisor equation,
k2Jk =
∫
M0,3(P1,k)
1ψ
k−1
1 23ctop(R).
By the topological recursion relation [3] applied to the right-hand side,
k2Jk =
∫
M0,2(P1,k−1)
1ψ
k−2
1 2ctop(R)
∫
M0,3(P1,1)
123ctop(R).
We obtain the recursion
k2Jk =(k−1)Jk−1J1 =(k−1)Jk−1,
which we can easily solve
Jk =
1
k ·k!
starting with the initial condition (34).
The case where the α data is empty will arise naturally. We deﬁne
F∅ = 〈e−Z1〉.
The following result is derived from Lemma 9.2 by the relation
x
d
dx
F∅ =−F0.
Lemma 9.4. F∅=1−x.
(18) The equivariant lifts are taken just as in §8.3.2.
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9.6. Product
We will now prove the basic identity
X0(d)Y0(d)= L0(d), (35)
where L0(d) is lower triangular with all diagonal entries ±1.
We ﬁrst address the special upper-left corner. The product on the left-hand side
of (35) is
L0(d)[(1d), (1d)]= (−1)d−1d1
d
=(−1)d−1,
a diagonal entry of the speciﬁed form.
Next assume that p =(1d). Then, the matrix elements are
L0(d)[p,q] =
1
|Aut(q̂)|
∑
γ
l(q)∏
i=1
Coeﬀ(Fγ−1(i), xqi)qi ·qi!, (36)
where the sum is over all functions
γ: {1, ..., l(pˆ)}−! {1, ..., l(q)}.
In case γ−1(i)={i[1], ..., i[li]} is non-empty, we deﬁne
Fγ−1(i) =Fpˆi[1]−1,...,pˆi[li]−1.
If γ−1(i)=∅, then
F∅ = 〈e−Z1〉=1−x.
Equation (36) is obtained from a simple unravelling of the deﬁnitions.
If qi>1, Coeﬀ(Fγ−1(i), xqi) vanishes unless γ−1(i) is non-empty by Lemma 9.4 and
unless
qi 1−li+
li∑
j=1
pˆi[j] (37)
by Lemma 9.2. Inequality (37) for all parts qi>1 implies that l(q)l(p). Moreover,
if equality of length holds, then inequality (37) implies that either q precedes p in the
ordering of P0(d) or q=p.
We conclude that the matrix L0(d) is lower-triangular when the ﬁrst coordinate p
is not (1d). The diagonal elements for p =(1d) are
L0(d)[p,p] = (−1)l(p)−l(p̂)
l(p̂)∏
i=1
(−1)pˆi−1
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by Lemmas 9.3 and 9.4.
To complete the proof of the lower-triangularity of L0(d), we must show the vanishing
of L0(d)[(1d),q], q =(1d). The matrix elements are
L0(d)[(1d),q] =
1
|Aut(q̂)|
∑
γ˜
l(q)∏
i=1
Coeﬀ(F˜γ˜−1(i), xqi)qi ·qi!, q =(1d),
where the sum is over all functions
γ˜: {1}−! {1, ..., l(q)}.
In case γ˜−1(i)={1}, we deﬁne
F˜γ˜−1(i) =F0.
If γ˜−1(i)=∅, then
F˜∅ = 〈e−Z1〉=1−x.
Let q1>1 be the largest part of q. Then
Coeﬀ(F˜γ˜−1(1), xq1)= 0
by Lemmas 9.2 and 9.4. Hence,
L0(d)[(1d),q] = 0, q =(1d),
and the lower-triangularity of L0(d) is fully proven.
The proof of Proposition 9.1 is complete. Following the implications back, the proof
of Theorem 1.5 is also complete.
Since we know explicitly the diagonal elements of the triangular matrices Y0(d) and
L0(d), the product
X0(d)Y0(d)= L0(d)
yields a simple formula for the determinant, namely
det(X0,d)= (−1)d−1
∏
p∈P0(d)\{(1d)}
|Aut(p̂)|∏l(p)
i=1 p
pi−2
i
(−1)l(p)
l(p̂)∏
i=1
(−1)pˆi .
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10. Proof of Theorem 1.8
10.1. Bound
By Theorem 1.5, we have a surjection
d(M c0,2g+n)
ιg,n−−−! d(M cg,n)−! 0.
By Theorem 1.6, to prove that ιg,n is an isomorphism, we only need to establish
dimQ d(M cg,n) |P (d, 2g−2+n−d)|
for n>0. We will obtain the bound by reﬁning the argument for Theorem 1.2.
10.2. Dual graph types
A dual graph of type A(g1, ..., gr) with gi1 is a chain of r vertices of genera g1, ..., gr
with 2 markings on the ends. The corresponding curves are of the form
C∗g1 Cg2 ... C
∗
gr .
If r=1, the unique vertex carries both markings.
A dual graph of type B(g1, ..., gr |h1, ..., hr−1) with gi, hj1 is a comb of 2r−1
vertices with 1 marking. The corresponding curves are of the form
C∗g1 Cg2 ... Cgr−1 Cgr
Ch1 Ch2 ... Chr−1 .
There are r−1 vertices of valence 3 and r vertices of valence 1. The marking is included
in the valence count.
10.3. Case n=1
Let p∈P (d) be a partition of length l=a+b with parts(19)
(p1, ..., pa, p′1, ..., p
′
b),
where the pi are odd and the p′j are even. We see that
d+l= b mod 2.
(19) All parts of p here are positive.
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If d+l is odd, then b=2r−1 for r>0. Let Γp be the dual graph obtained by the
following construction:
Γp =A
(
p1+1
2
, ...,
pa+1
2
)
B
(
p′1
2
, ...,
p′r−1
2
,
p′r
2
+1
∣∣∣∣ p′r+12 +1, ..., p
′
2r−1
2
+1
)
,
where the graphs are attached at the ﬁrst marking of A and the unique marking of B.
The graph Γp has a unique marking (obtained from the second marking of A). The genus
of Γp is easily calculated:
2g(Γp)−1= d+a+2r−1= d+l. (38)
If a=0, then Γp consists just of B, but the genus and marking results are the same.
The dual graph Γp determines a stratum in M cg(Γp),1 which is a product of the moduli
spaces, ∏
v∈Vert(Γp)
M cg(v),val(v)−!M cg(Γp),1.
The socle dimensions of M cg(v),val v for v∈Vert(Γp) are exactly the parts of d.
If d+l is even, then b must be even. If b>0, then b=2r−1+1 for r>0. Let
Γp =A
(
p1+1
2
, ...,
pa+1
2
)
C∗p′2r/2 E
B
(
p′1
2
, ...,
p′r−1
2
,
p′r
2
+1
∣∣∣∣ p′r+12 +1, ..., p
′
2r−1
2
+1
)
,
where the graphs A and B are attached at the markings. The graph Γp has a unique
marking (on C∗p′2r/2) and an elliptic tail E. The genus of Γp is
2g(Γp)−1= d+a+2r+2−1= d+l+1. (39)
If a=0, then A is empty, but the genus and marking results are the same. The socle
dimensions of M cg(v),val v for v∈Vert(Γp) are exactly the parts of d together with zero for
the elliptic tail.
If d+l is even and b=0, let
Γp =A
(
p1+1
2
, ...,
pa+1
2
)
E.
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The graph Γp has a unique marking (obtained from the ﬁrst marking of A) and ends
in the elliptic tail E. The genus of Γp is
2g(Γp)−1= d+a+2−1= d+l+1. (40)
The socle dimensions of M cg(v),val v for v∈Vert(Γp) are exactly the parts of d together
with zero for the elliptic tail.
We now turn to the proof of Theorem 1.8 in the n=1 case. We will prove that
dimQ d(M cg,1) |P (d, 2g−1−d)|, (41)
by intersecting monomials with tautological classes.
Let p∈P (d, 2g−1−d) be a partition of length l. Let Γp be the dual graph of genus
g(Γp) obtained by the above constructions. Since 2g−1d+l, equations (38)–(40) imply
that
g−g(Γp)= δ 0.
We associate with p a class wp∈R2g−2−d(M cg,1) by the following construction. Let
v∗∈Vert(Γp) be the vertex which carries the marking. Increase the genus of v∗ by δ.
The resulting graph determines a stratum Wp⊂M cg,1 of codimension 2g(Γp)−2−d. Let
wp =ψ2δ1 [Wp]∈R2g−2−d(M cg,1).
The pairing on P (d, 2g−1−d) given by
(p,q) −!
∫
Mg,1
pwq (42)
is upper-triangular. The diagonal elements are non-vanishing because
∫
Mh
2h−3λh =
22h−1−1
22h−1
|B2h|
(2h)!
=0,
∫
Mh,1
ψk1 2h−2−kλh =
(
2h−1
k
)∫
Mh
2h−3λh =0,
by [7]. Here, B2h is a Bernoulli number. Hence, the pairing (42) is non-singular and the
bound (41) is established.
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10.4. Case n=2
We will need an additional dual graph type. A dual graph of type B˜(g1, ..., gr |h1, ..., hr−1)
with gi, hj1 is a comb of 2r−1 vertices with three markings. The corresponding curves
are of the form
C∗g1 Cg2 ... Cgr−1 C
∗∗
gr
Ch1 Ch2 ... Chr−1 .
There are r vertices of valence 3 and r−1 vertices of valence 1. The markings are included
in the valence count.
As before, let p∈P (d) be a partition of length l=a+b with parts
(p1, ..., pa, p′1, ..., p
′
b),
where the pi are odd and the p′j are even.
If d+l is even, then b must be even. If b>0, then b=2r−1+1 for r>0. Let
Γ˜p =A
(
p1+1
2
, ...,
pa+1
2
)
Cp′2r/2+1
B˜
(
p′1
2
, ...,
p′r−1
2
,
p′r
2
∣∣∣∣ p′r+12 +1, ..., p
′
2r−1
2
+1
)
,
where the graphs A and B˜ are attached at the initial markings. The graph Γ˜p has two
markings (on the extremal component of B˜). The genus of Γ˜p is
2g(Γ˜p)= d+a+2r= d+l. (43)
If a=0, then A is empty, but the genus and marking results are the same. The socle
dimensions of M cg(v),val v for v∈Vert(Γ˜p) are exactly the parts of d.
If d+l is even and b=0, let
Γ˜p =A
(
p1+1
2
, ...,
pa+1
2
)
.
The graph Γ˜p has two markings. The genus of Γ˜p is
2g(Γp)= d+a= d+l. (44)
The socle dimensions of M cg(v),val v for v∈Vert(Γ˜p) are exactly the parts of d.
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If d+l is odd, then b=2r−1 for r>0. Let
Γ˜p =A
(
p1+1
2
, ...,
pa+1
2
)
E
B˜
(
p′1
2
, ...,
p′r−1
2
,
p′r
2
∣∣∣∣ p′r+12 +1, ..., p
′
2r−1
2
+1
)
,
where the graphs A and B˜ are attached at the initial markings. The graph Γ˜p has two
markings (on the extremal component of B˜). The genus of Γ˜p is
2g(Γ˜p)= d+a+2(r−1)+2= d+l+1. (45)
If a=0, then A is empty, but the genus and marking results are the same. The socle
dimensions of M cg(v),val v for v∈Vert(Γp) are exactly the parts of d together with zero for
the elliptic tail.
The proof of Theorem 1.8 now follows the n=1 case. Let p∈P (d, 2g−d) be a
partition of length l. Let Γ˜p be the dual graph of genus g(Γ˜p) obtained by the above
constructions. Since 2gd+l, we see that
g−g(Γ˜p)= δ 0.
We associate with p a class w˜p∈R2g−1−d(M cg,2) by the following construction. Let
v∗∈Vert(Γ˜p) be the vertex which carries the ﬁrst marking. Increase the genus of v∗ by δ.
The resulting graph determines a stratum
W˜p⊂M cg,2
of codimension 2g(Γ˜p)−1−d. Let
w˜p =ψ2δ1 [W˜p]∈R2g−1−d(M cg,2).
The pairing on P (d, 2g−d) given by
(p,q) −!
∫
Mg,2
pw˜q
is upper-triangular and non-singular as before. Hence,
dimQ d(M cg,2) |P (d, 2g−d)|,
which is the required bound.
10.5. Case n 3
The higher-pointed cases are easily reduced to the 1-pointed or 2-pointed cases depending
on the parity of n. The trading of genera for markings follows the proof of Theorem 1.2
in §5.4. We leave the details to the reader.
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11. Gorenstein conjecture
11.1. Proof of Theorem 1.10
If n>0, the pairing
d(M cg,n)×R2g−3+n−d(M cg,n)−!Q
is shown to have rank at least |P (d, 2g−2+n−d)| in §10. Since
dimQ d(M cg,n)= |P (d, 2g−2+n−d)|
by Theorem 1.8, Theorem 1.10 follows.
11.2. Further directions
Perhaps the universality of Theorem 1.5 extends to larger subrings of R∗(M cg,n). A
natural place to start is the ring
S∗(M cg,n)⊂R∗(M cg,n)
generated by all the and ψ classes.
Question 11.1. Is S∗(M cg,n) canonically a subring of S
∗(M c0,2g+n)?
At least the condition n>0 must be imposed in Question 11.1. How to include the
strata classes in a universality statement is not clear.
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