Utilization of superpopulation models for estimation of population parameters is an advantageous practice, when it is easy to recognize the relationship between the study variable and one or more auxiliary variables. This article is concerned with estimation of finite population total under ranked set sampling without replacement (RSSWOR) by utilizing model relationship, specially gamma population model (GPM), between the study variable and the auxiliary variable. Behavior of the proposed estimator, in terms of relative efficiency, is studied for various choices of a constant γ through Monte Carle experiment. The simulation study shows the superiority of the proposed estimator over existing estimator under same model. The sampling procedure, especially, aids in collecting data from a continuous production process.
Introduction
In survey sampling literature, much concentration has been paid on design based approach which assumes that the values of units in the population of interest are fixed constants. While in many real life situations population values are generated as realizations of a set of stochastic variables with specified means and variances only i.e. higher order moments are often unknown. Such populations are called superpopulations and the statistical models for such type of populations are called superpopulation models. Superpopulation models aid in sample selection, constructing the estimators for population quantities of interest and enhancing the precision of estimates. Superpopulation model uses the relationship between the study variable and the auxiliary variable(s) for sample values to predict the population values of the non-sampled units assuming that the selected sample is non-informative. In agriculture field, an estimate of average or total production or yield of certain crop can be obtained using the relationship between the production and the amount of fertilizer used or area under pro-duction. Similar examples can be found in other fields of research especially in business, economics, social and medical surveys. Under framework of model-based inference [1] dealt with estimation of the finite population mean or total. [2] and [3] attempted to obtain optimal model-unbiased estimators of the population mean or total using least square (LS) estimation methods and the well known Gauss-Markov theorem using the regression population model. Some discussions on model based approach can be found in [4] , [5] , [6] , [7] , [8] , [9] , [10] and [11] . [12] applied the linear LS prediction approach to two-stage sampling. [13] and [14] demonstrated that the model-based approach performs poor especially in large samples under non-self weighting designs, even for small departure from the model. [15] has attempted to compare the model based approach to model-assisted approach. For a recent comparison of the model-based approach and the designed based approach see [16] . An updated review of the model based approach can be found in [17] . [18] applied this approach to predict the total and average number of peoples living with HIV/AIDS in Nakuru Central district in Kenya. Current work in this area can be found in [19] , [20] , [21] , [22] , [23] and [24] .
In same era, many experts of survey sampling have worked on efficient methods of data collection.
Among them Ranked Set Sampling (RSS) technique is a good alternative, in terms of relative efficiency, to Simple Random Sampling (SRS) for obtaining experimental data that are truly representative of the population under investigation. This is true across all of the sciences including agricultural, biological, environmental, engineering, physical, medical, and social sciences. Because in RSS, measurements are likely to be more regularly spaced as compared to SRS. The RSS procedure creats stratification of the entire population at the sampling stage i.e. we randomly select samples from the subpopulations of small, medium and large units without constructing the subpopulations (strata) in advance. Ranked set sampling method, proposed originally by [25] to estimate mean pasture yields, has recently been modified by many authors to estimate the population parameters. [26] showed that the sample mean is an unbiased estimator of the population mean under RSS for both perfect as well as imperfect ranking. To take advantage from the negative correlation between the observations, [27] extended the idea of ranked set sampling for finite population assuming sampling without replacment. [28] suggested median ranked set sampling (MRSS) for the estimation of finite population mean. [29] used multistage ranked set sampling (MSRSS) to improve the efficiency of an estimator of the population mean for certain values of the sample size. Although multistage ranked set sampling (MRSS) leads to improved estimators than what is possible to obtain in RSS, this sampling scheme requires a huge number of population units to be ranked before actual quantifications. [30] developed a new variation on MRSS called multistage paired ranked set sampling (MSPRR) to reduce ranking burden in MRSS and use it for estimation of bodyfat. Many other authors have worked on estimation of parameters in RSS (see [31] , [32] , [33] and [34] among others). Ranked set sampling has been applied, after modifications, for estimation of different population parameters such as mean, median, distribution function etc.
Moreover, [35] proposed a mixture of simple random sampling and ranked set sampling for estimation of population mean and median. [36] worked on estimation of stress-strength reliability with the help of record values obtained through ranked set sampling. [37] suggested extreme-cum-median ranked set sampling for estimation of population mean by sub-sampling non-respondents. Similarly, [38] devoloped a method for estimation of commom location and scale parameters using suitable ranked set sampling schemes. [39] worked on reliability estimation in multistage ranked set sampling(MRSS) and [?] developed tests of perfect rankings that is applied with binary data. Recently, [?] worked on estimation of cumulative distribution function in RSS.
Predicting the nature of the behavior of some future observations using information contained in sample and the previous knowledge about the parameter involved in the density is an important problem in statistical data analysis such as estimation and inference etc. The method is called Bayesian prediction. It has many applications in quality control and reliability engineering and biological sciences. One might construct a desirable confidence limit for the future observations. A wide range of literature is available regarding predictive inference for future observations. Some of related works are cited as: [40] , [41] , [42] , [43] , and [44] and [18] etc. 
Model-Based Estimation under SRS
Let Y and X be the study and the auxiliary variables respectively corresponding units in population
Let U consists of two mutually exclusive sets s (set of sampled elements) ands (set of non-sampled elements) having n and (N − n) elements respectively. We assume following three population models:
where y i , x i and i are the ith population values corresponding to the study variable Y , auxiliary variable X and the random error term respectively. The random error term i is is iid with zero mean and constant variance. Further, α and β are unknown constants to be estimated using sample data. Here, γ is the rate parameter as variation in Y varies with this rate, it may also be unknown but it is chosen in advance using expert judgment or from pilot surveys with cross validation. A lot of works on prediction under linear population model is available in literature of model-based estimation.
In this article, we first briefly discuss the estimation of population total under HPM and GPM.
Homogenous Population Model (HPM)
Under HPM, we have the relationship y i = µ + i , which assumes that there is no auxiliary variable at design stage or/and estimation stage. We can express population total as
The notations i∈s and i∈s show that the summation is applied over the sample s ands respectively.
A Best Linear Unbiased Predictor (BLUP) for T y suggested by [45] is as follow:
where t ys = i∈s y i . The prediction variance of t y , is given by
where
Proof of Equation (3) can be found in [45] .
Gamma Population Model (GPM)
When population under study is heterogeneous then the estimator given in Equation (2) may not work well. One possible way to overcome this deficiency is stratification but in some occasions it is difficult to stratify the population according to certain stratification variable(s) e.g stratifying units in production process may cause destruction of units. In such situation, a best way to handle the problem of heterogeneity is to search for an auxiliary variable which has some correlation with the study variable. GPM deals with such problems by controlling for variance in the study variate Y , when there is a proportional relationship between the study variable with some auxiliary variable whose values for all population units are available in advance. Another condition that must holds in such model is that the marginal distribution of sampled and non-sampled values of Y for a given value of the auxiliary variable should be same. In other words by conditioning on X, we obtain a non-informative sample [45] . Under GPM, we have a relationship y i = βx i + i x γ i between Y and X. A BLUP for T y is given by
where b = i∈s c i y i and c i =
The conditional expectation of t yg for given sample information is
This reveals that for fixed values of X, t y is unbiased condioning on values of X with conditional variance
where λ = tys i∈s x 2−2γ i . The variance goes down when larger values of X are selected in the sample.
Comparing Equations (6) with (3), we see that
The unbiasedness and efficiency properties are computed with respect to model although the total estimator with gamma population under design-based approach is biased.
Model-Based Estimation under RSS
To obtain a more accurate data set, [25] proposed ranked set sampling assuming that ranking a small sets of units is economical while taking actual measurment from a large sample is costly. This section provides an application of ranked set sampling scheme to model based approach after making some modification and discussion on estimation of population total in RSS assuming HPM and GPM.
Consider a finite population U generated from a superpopulation with mean µ (i) and variance σ 2 (i) for ith ordered random variable y (i) for i ∈ U . For any given underlying superpopulation model:
1. We take sub-populations of size N j for j = 1, 2, ...t from a superpopulation such that N = t j=1 N j , where t is the number of cycles or time frame. It is also assume that every subpopulation are large enough to select m 2 units from them i.e. N j > m 2 . The concept of so called sub-populations are defined just for taking larger sets to ensure that sampling is without replacement. For a valid statistical inference this division must be at random and independent with the survey variable.
2. Select m 2 units from each sub-populations i.e. units produced at same time are on same day can be taken as sub-population in production process.
3. Divide each m 2 units in m sets each of size m and rank each set within itself according to some ranking mechanism. 4. Select the ith ranked unit from the ith set for i = 1, 2, 3, ..., m, and j = 1, 2, .., t. In this way a ranked set sample without replacement of size tm is obtained. An illustration of RSSWOR scheme is provided in Figure 1 . Figure 1 shows the continuous population. From the finite population of size N units, we consider t different cycles with sizes N 1 , N 2 , ...,N t randomly, leaving N − t j=1 N j as non-sampled. For example, in a production process (for quality control) one might considered units produced in 20 days as a finite population, then, we take t = 8 randomly selected days as cycles. In this way, we are left with t so called sub-populations. From each sub-populations, we then select m 2 
Let s be the set of tm units selected using the above mechanism ands be the set of units which are not in 
RSS under HPM
For ith population value of the study variable Y , we have y (i) = µ (i) + (i) for i ∈ U , where (i) for all i ∈ U are i.i.d with zero mean and variance σ 2 (i) . Hence E(y (i) ) = 0, V ar(y (i) ) = σ 2 (i) and Cov(y (i) , y (j) ) = 0 for i = j, when y (i) and y (j) are taken from different ranked sets. The condition of zero mean for error term is true only ranking is performed on some variable other than the study variable. Hence the ranking is supposed as judgmental ranking rather than perfect ranking. Consider a predictor for population total given in Equation (1) t y(rss) = t y(rss)s + t ys ,
where t y(rss)s = t j=1 i∈s y i(i)j and t ys = i∈U y i − t j=1 i∈s y i(i)j . The problem is to predict t ys using information at hand such that (i) E(t y(rss) − T y ) = 0, the prediction error, and (ii) E(t y(rss) − T y ) 2 , the squared prediction error, is minimum. t y(rss) can be expressed as a linear combination of ranked data as follows t y(rss) = i∈s w (i) y i(i) .
For easy of computation, we take t = 1, i.e. only one cycle is performed.
where (w (i) − 1) = u (i) (say) is the prediction weight for the ith non-sampled unit. Taking expectation of Equation (10), we have
so t y(rss) will be unbiased when i∈s u (i) µ (i) = (N − m)µ. Similarly, variance of t y(rss) − T y can be found as
As the sampled and non-sampled values are independent so the covariance term on the right side of Equation (12) is zero. The value of u i that provide unbiased estimate of t y(rss) is u (i) = N −m m . Moreover, the second term in variance expression is (N − m)σ 2 as there is no-ranking on non-sampled data. Inserting the value of u (i) in variance expression, we get
where δ (i) = (µ (i) − µ) and (mσ 2 − i∈s δ 2 (i) ) = i∈s σ 2 (i) . From (3) and (13), it is clear that t y(rss) is always more efficient than t y .
RSS under GPM
Under GPM, ith population value of the study variable Y is expressed as
[i] σ 2 (i) and Cov(y (i) , y (j) ) = 0 for i = j, when y (i) and y (j) are taken from different ranked sets. It is also assumed that ranking is performed on the study variable itself (based on personal judgment or some othe mechanism). A best predictor for t ys is E t ys |y (i) i ∈ s, x [i] , i ∈ U , see [45] for detail.
In (14) β is assumed to be unknown. A best linear unbiased predictor (BLUP) b for β is obtained by minimizing following sum of squared error for sample data with respect to b.
which is given by
and the resulting estimator is t y(rss)g = t y(rss)s + i∈s
Inserting the value of b and after some simplification, we get t y(rss)g = i∈s 1 + Φx 1−2γ
where Φ = txs i∈s x 2−2γ
. It is easy to show that t y(rss)g is unbiased with variance, given by
where Φ *
. We can also express (17) as
where δ (i) = µ (i) −µ. This provides that t y(rss)g is more efficient than its counterpart in simple random sampling.
GPM considered in this section is a general population model for the situations where the values of the study variable generated from a stochastic process is proportional to the corresponding values of the auxiliary variable. Further the variation in Y depends on the value of X γ , where γ is the rate parameter which controls how much the variation in Y depends on X. [45] suggested to choose the value of gamma between 0 and 1. Ratio population model is a special case of the GPM for γ = 1 2 . We can derive BLUP in RSS for ratio population model by inserting γ = 1 2 . In practical data sets the value of γ can be guessed by observing on scatter plot or through the value of correlation coefficient between X and Y . Similarly, setting γ = 0 and adding intercept term the GPM reduces to LPM.
In subsequent section, we use real life data set for checking efficiency of the proposed estimators for population total.
Monte Carlo Study
For the purpose of efficiency comparison, we use MC experiment by generating hypothetical data on variable X and obtaining Y using the relationship Y = ρ 2 X + X γ e for γ = 0.3, 0.5, 0.8, where e is an i.i.d error term, normally distributed with zero mean and variance σ 2 with ρ = 0.7. The data on X is generated from gamma distribution assuming different combinations of parameters a and b. We can interpret the result in following ways
• It is obvious that the relative efficiency of t y(rss)g and t yg both are high when γ = 1/2 as compared to the RE for other choices of gamma. It suggest to use the proposed estimator in case of proportional relationship between the two variables with γ = 1/2.
• The relative efficiency of the estimator depends on the shape of population from which X is generated. If the ratio a/b increases then the performance of the proportional model increases as compared to homogenous population model.
• It can be seen from different sections of Tables 1-3 i.e. G(2, 6) has lowest efficiency and G(4, 2)
has highest efficiency relative to their competators with other combinations. In other words, it can be inferred that relative performance of GPM model is high for skewed populations as compared to homogenous population models.
• In case of fat tail distribution, the predictors under GPM even perform worst than its counterparts under HPM for both SRSWOR and RSSWOR.
• It can also be noticed that relative efficiencies (RE) i.e. RE R , RE rss and RE rss are all increasing functions of the set size (m) and the number of cycles (t).
• The last two columns of Tables 1-3 • Absolute biases are relatively smaller in case of γ = 1/2 under ratio population model.
Concluding Remarks
A new version of ranked set sampling for obtaining a without replacement sample under gamma population model (general form of proportional population model) has been introduced. Figure 1 presented a picture of the RSSWOR which assumes that the finite population coming from an infinite superpopulation via some stochastic process with finite mean and variance. It is also assumed that the population can be generated from different points i.e. cycles and the m sets taken from one cycle is totally different from the m in other cycles for insuring without replacement. After selecting a sample using RSSWOR, the model relationship between the study variable and the auxiliary variable used to predict the non-sampled values while obtaining a point predictor for the population total. The mathematical expressions and Monte-Carlo experiment both support the superiority of the predictor under RSSWR over the total predictor under SRSWOR for GPM as well as HPM. Hence, the suggested predictors may perform well for process controls for constructing control charts as in such situations, where we have high dimensional data in the sense of number of observations. It is also applicable in social surveys which we conduct on social media, where one deals a large population with unending size. 
