We consider classical message transmission under entanglement assistance for compound memoryless and arbitrarily varying quantum channels. In both cases, we prove general coding theorems together with corresponding weak converse bounds. In this way, we obtain single-letter characterizations of the entanglement-assisted classical capacities for both channel models. Moreover, we show, that the entanglement-assisted classical capacity does exhibit no strong converse property for some compound quantum channels for the average as well as the maximal error criterion. A strong converse to the entanglement-assisted classical capacities does always hold for arbitrarily varying quantum channels.
Introduction
Entanglement is well-known as a valuable communication resource in quantum information theory. Beside several tasks, such as quantum teleportation [10] , where entanglement is an indispensable resource to run successful protocols, entanglement also has impact as an additional resource in quantum channel coding scenarios. An early example where additional entanglement has such an effect is the noiseless dense-coding protocol [9] , where a shared maximally entangled pair of qubits in addition to a noiseless qubit channel allow perfect transmission of four bits. That is two times as much as when doing message transmission over that channel without further entanglement. A Shannon-theoretic refinement of this idea was introduced in [11] (see also [26] ), where the classical message transmission capacity of (potentially noisy) memoryless quantum channels under free supply of additional shared entanglement was determined. The entanglement assisted classical message transmission capacity of a memoryless quantum channel was characterized by the input-state maximized quantum mutual information of that channel. This result has a blood-stirring effect on the information-theorist for at least two reasons. On one hand, additional entanglement allows to achieve substantially higher transmission rates for some channels. On the other hand, the capacity is characterized by a handy single-letter capacity formula, a feature which is not present in most of the known capacities for quantum communication tasks. An extension of the mentioned results to multi-user situations led the authors of [27] to a characterization of the entanglement-assisted message transmission capacity region of memoryless quantum multipleaccess channels. The codes derived therein to prove the coding theorem shed further light on the utility of entanglement-assisted message transmission codes. It is possible to derive coding constructions and protocols for several other important quantum communication tasks, by making entanglement-assisted classical message transmission codes coherent [21] , [28] . In this way, entanglement-assisted message transmission codes fill a prominent position within the so-called "family of quantum protocols" [20] . All mentioned results where derived under the idealized conditions that the transmission channel is memoryless, and the generating channel map which governs the statistics of the system is perfectly known to sender and receiver. Both of the mentioned restrictions will be hardly fulfilled in real-world communication systems. In this paper, we pursue a way in direction of partly dropping the mentioned conditions. We investigate the task of entanglement-assisted message transmission assuming the users to be connected by either a compound memoryless quantum channel 1 If the communication parties are confronted with a compound memoryless quantum channel, the transmission is governed by memoryless extensions of a generating channel map for each blocklength. However, sender and receiver have no perfect knowledge of the actual generating map. They are rather provided with a set of confidence of channel maps, where each of them is possibly generating the transmission. Therefore, they are forced to use coding procedures that are universal in the sense, that they are asymptotically perfectly reliable for each of the possible realizations of the channel statistics. The AVQC model confronts the users with a substantially increased level of system uncertainty. Each use of the channel can be driven by an arbitrary channel map from a prescribed set of channels, where most of the possible realizations are not even memoryless. It is instructive for the AVQC model to regard a third, malicious party being involved in the scenario. This third party acting as a jammer may choose the channel map for each use of the channel freely from a prescribed set to attack the transmission goals of the sending and receiving parties connected by the channel. The contributions of the paper are the following. We prove a coding theorem for entanglement-assisted message transmission over any given compound memoryless quantum channel, and a corresponding converse bound which determine the entanglement-assisted classical capacity of compound memoryless channels for the average as well as the maximal transmission error as a criterion in terms of a single-letter formula. Considering the AVQC model, we use the entanglement-assisted message transmission codes derived for the compound quantum channel. Applying quantum versions of the so-called robustification and elimination methods from [4] , we prove a coding theorem for entanglement-assisted message transmission over AVQCs. Together with the corresponding converse bound, we establish a single-letter characterization of the entanglement-assisted message transmission capacity also for the AVQC. From the obtained capacity characterization, we infer two remarkable features of the entanglement-assisted classical capacities of AVQCs. The capacity is additive, and continuous, which implies stability of the capacity under perturbation of the AVQC-generating set of channels. Both do not hold in general for the unassisted classical message transmission capacities of AVQCs [18] . The question whether or not several coding theorems in quantum information theory can be supplied with a so-called strong converse recently has received increasing interest among quantum information theorists. We show, by providing a counterexample, that if the average transmission error is considered as criterion of reliability, no such strong converse can hold in general for the entanglement-assisted classical capacity of compound channels. A general strong converse statement does also not hold for the maximal error-criterion, which we show by demonstrating, that under entanglement assistance both error criteria are essentially equivalent for compound quantum channels. We complete the set of statements on both channel models by providing a general strong converse statement for AVQCs. This is one more remarkable feature of entanglement assistance. For the unassisted classical capacities of AVQCs it is an open question, whether or not such a statement does hold. Even for classical AVQCs a general strong converse for the unassisted message transmission capacity is not more than a conjecture [5] .
Related work
The task of entanglement-assisted message transmission was first considered by Bennett et al. [11] (see also [26] . Therein, the classical message transmission capacity of a perfectly known memoryless quantum channel was determined. The multi-user capacity for entanglement-assisted message transmission was characterized in [27] , where a different coding strategy was presented. The coding theorem for classical message transmission of compound quantum channels was derived in [15] , while the coding theorem for the genuine quantum capacities without entanglement assistance of a compound quantum channel where proven in [16] . Later on, the same authors together with R. Ahlswede also derived coding theorems for the unassisted quantum capacities of arbitrarily varying quantum channels [6] . The techniques used in this paper, in fact, strongly rely on the arguments used therein. To proof the coding theorem for the entanglement assisted classical capacities of compound channels, we use capacity achieving codes for certain compound classical-quantum channels from [15] . From [6] we borrow a variation of the famous robustification and elimination techniques which in turn originally were introduced in [4] , as a method to prove the coding theorem for arbitrarily varying classical channels. Another, very nice approach to derive good codes for entanglement-assisted classical message transmission can be found in [27] , where the capacity region for entanglement-assisted message transmission over quantum multiple access channels was derived. Their proof relied on a packing lemma together with a very powerful while elementary encoder construction, which also added a nice method of proof for the single user setting. We exploit this approach, and show, that the encoding construction is also reasonable to derive sufficient codes for entanglement-assisted message transmission over compound quantum channels. It was shown in [12] , that the entanglement-assisted classical capacity even obeys a general strong converse property for perfectly known memoryless quantum channels, i.e. all code sequences achieving rates above capacity are asymptotically completely useless (i.e. their transmission errors approach one in the asymptotic limit). A different proof for this result was given recently in [22] . While the present paper was assembled, the authors learned of the paper [14] , which has some overlap in results with the present one. Therein, several entanglement-assisted capacities of compound quantum channels where determined. However, the results were proven there with a different approach, employing results from one-shot information theory to derive a coding theorem for entanglement-assisted entanglement transmission, which in turn led them to a proof of the classical entanglement-assisted capacities. Here, we take the opposite route, deriving the coding theorem for entanglement-assisted message transmission from universal codes for unassisted message transmission over compound classical-quantum channels.
Notations and conventions
All Hilbert spaces appearing in this work are considered to be finite dimensional complex vector spaces. L(H) is the set of linear maps and S (H) the set of states (density matrices) on a Hilbert space H in our notation. We denote the set of quantum channels, i.e. completely positive and trace preserving (c.
Regarding states on multiparty systems, we freely make use of the following convention for a system consisting of some parties X, Y , Z, for instance, we denote H XY Z := H X ⊗H Y ⊗H Z , and denote the marginals by the letters assigned to subsystems, i.e. σ XZ := tr H Y (σ) for σ ∈ S (H XY Z ) and so on. The von Neumann entropy of a quantum state ρ is defined
where we denote by log(·) and exp(·) the base two logarithms and exponentials throughout this paper. The quantum mutual information of a quantum state ρ ∈ S (H A ), and a channel N ∈ C(H A , H B ) is defined by
where ψ is the state vector of an arbitrary purification of ρ. The quantum mutual information is welldefined by (2) , because the r.h.s. is known to not depend on the choice of the purification ψ. We denote the set of classical probability distributions on a set S by P(S). The l-fold Cartesian product of S will be denoted S l and s l := (s 1 , ..., s l ) will be a notation for elements of S l . For each positive integer n, the shortcut [n] is used to abbreviate the set {1, ..., n}. For a set A we denote the convex hull of A by conv(A). If
is a finite set of quantum channels, the convex hull can be written as
We use the diamond norm · to measure the distance between quantum channels. For a linear map
where id n is our notation for the identical channel, i.e. id n (x) = x for each x ∈ L( n ). By D , we denote the Hausdorff distance which is generated by · . For any two sets I, I ′ ⊂ C(H, K), their Hausdorff distance is defined by 
3 Basic definitions and main results
In this section, we give concise definitions of the settings we consider, and state the main results proven in this paper. First we introduce the compound memoryless quantum channel and AVQC models. Let for the rest of this section I := {N s } s∈S ⊂ C(H A , H B ) be a given set of c.p.t.p. maps with a set S of parameters not necessarily finite or countable.
The compound quantum channel generated by I is given by the set {N ⊗n s : s ∈ S, n ∈ AE}. This definition is understood as follows. For each blocklength n, the transmission is governed by N ⊗n s , where s can be any member of the index set S.
The AVQC generated by I is given by the set {N s n : s n ∈ S n , n ∈ AE}, where the definitions
apply. The AVQC models a much more pessimistic transmission situation. The channel map governing in the transmission can vary over the set I in each use of the channel. AVQCs can be thought as modelling a rather strong adversarial attack on the transmission compared to the compound quantum channel model. A jammer may confront the communication parties with an arbitrary channel from I for each channel use.
Compound memoryless quantum channels
In the following, we define the coding procedures allowed for entanglement-assisted message transmission.
, where with additional Hilbert spaces
(average error), and
It might seem somewhat unusual, that we regard the pure state allowed for assistance of the transmission as a feature of the code. This has its only reason in notational convenience.
Definition 2.
A number R ≥ 0 is called an achievable rate for EA message transmission over the compound quantum channel I under average error criterion, if for each ǫ > 0, δ > 0 there exist numbers R e < ∞, and n 0 = n 0 (ǫ, δ), such that for each blocklength n > n 0 we find an (n, L, M)-code C for EA message transmission over I which has the properties 1.
We call C EA (I) := sup{R ≥ 0 : R achievable rate for av. error EA message transmission over the compound channel I} the average error entanglement-assisted message transmission capacity of the compound quantum channel I.
The corresponding definition for achievable rates and capacity regarding EA message transmission over I under maximal error criterion can be easily obtained by replacing the average error by the maximal error from (7) in Definition 2. The corresponding capacity will be denoted by C EA (I). Notice, that the third condition in the definition of achievable rates (Definition 2) above states that only protocols are allowed, which consume entanglement on systems with rate-bounded number of degrees of freedom. The upper bound on the capacity in Theorem 3 below holds, in fact, also without this restriction. However, consuming resources of asymptotically unbounded rate seems not reasonable from the communication point of view. The following theorem is the main result of this paper regarding the compound quantum channel model.
Theorem 3. It holds
The inequality C EA (I) ≥ C EA (I) in (8) follows directly from the definition of the capacities. The remaining inequalities will be shown to hold in Section 4.1 below. We point out, that a so-called strong converse to EA message transmission capacity of compound quantum channels does not hold in general for each of the error criteria. To formalize this statement, we define for each n ∈ AE, λ ∈ (0, 1),
We define N EA analogously by replacing the average error with the maximal error function. A strong converse to the average error classical message transmission capacity for for the compound quantum channel I would be, in this notation, the following statement. For each I, R e < ∞, it holds ∀λ ∈ (0, 1) : lim sup
The above statement says, that the state-maximized worst-case channel mutual information is the best achievable rate, even, if the coding procedures are not demanded to approach zero average transmission error asymptotically. We show, by giving an example, the following claim.
Claim 4. A strong converse to C EA (I) or C EA (I) does not hold in general.
We show, that not general strong converse does hold to C EA (I) by giving an explicit counterexample (Example 4.1 in Section 4.1). From this assertion, we conclude that also in case of the maximal error, no such statement is valid in general. Lemma 20 in Section 4.1, that there is no essential difference between the maximal and average error criteria under free-rate entanglement assistance.
Arbitrarily varying channels
In this subsection, we consider an AVQC generated by the set I := {N s } s∈S . 
, we define the functions e av (n, C, I) := sup
(average error), and (11) e av (n, C, I) := sup
Definition 6. A number R ≥ 0 is called an achievable rate for EA message transmission over the AVQC I under average error criterion, if we find a number R e < ∞, such that for each ǫ > 0, δ > 0 there exists a number n 0 = n 0 (ǫ, δ), such that for each blocklength n > n 0 we find an (n, L, M)-code C for EA message transmission over I which has the following properties 1. As in the case of compound quantum channels, the definitions for achievable rates regarding the maximal error criterion can be easily guessed. We denote the corresponding capacity by C AV EA (I). [3] well as quantum [6] channel coding scenarios do not arise in the present context.
The following theorem is the second main result of this paper, and determines the EA classical message transmission capacities of AVQCs.
As in the case of compound quantum channels, the inequality C 
Corollary 10 (Stability of the EA message transmission capacities 
is true. The same statement holds for C AV EA .
We demonstrate, that opposed to what we stated in the last section in case of compound quantum channels, the average error as well as maximal error entanglement-assisted classical capacities obey a strong converse for each AVQC. We define, for each n ∈ AE, λ ∈ (0, 1),
A corresponding quantity N EA is defined analogously by replacing the average error with the maximal error function. The above claims are nearly immediately obtained from the strong converse to the entanglement assisted message transmission capacities for perfectly known memoryless quantum channels which is known to be valid [12] , [22] . We give a short argument to prove the Theorem 11 in Section 4.2.
Proofs

Compound memoryless channels
In this section, we prove Theorem 3. The following Proposition asserts existence of codes sufficient for proving the achievability part therein. Our proof of Proposition 12 given below utilizes coding schemes for compound classical-quantum (cq) channels which we borrow from [15] . We first provide the definitions necessary to understand the claim of Proposition 13 below. A classical-quantum channel (with input finite alphabet X and output Hilbert space H) is a map from X to the set of density matrices on K. The memoryless cq channel generated by a cq-channel map W : X → S (K), is given by the family {W ⊗n : n ∈ AE}, where for each n ∈ AE, the map For more detailed definitions on classical message transmission over compound cq channels, the reader is referred to [15] . 
Proof. The claim of the proposition is proven in [15] (proof of Theorem 5.10). For the super-polynomial bound on the error decrease stated above, notice Remark 5.11 therein.
The second ingredient to the proof of Proposition 12 is an encoding construction introduced in [27] for proving the coding theorem for the entanglement-assisted classical capacities of quantum multiple access channels. In Appendix A we review the definitions and some properties known from [27] . The following lemma provides universal approximations of certain quantum mutual informations arising from the mentioned encoding maps by Holevo quantities of certain effective classical-quantum channels. Lemma 14. Let H ≃ d , σ ∈ S (H) be a state, and , and α 1 , . . . , α d the eigenvalues (counting zero eigenvalues) . Let k ∈ AE. There is a family {Ẽ x } x∈X ∈ C(H ⊗n ), such that for each Hilbert space K, and each channel N ∈ C(H, K), with q * being the equidistribution on X , and the cq channel V being defined by
the inequality
holds.
Proof. See Appendix A. otherwise there is nothing to prove. Let k ∈ AE be large enough to suffice the inequality
be a state vector of a purification of σ, and set Ψ := |ψ ψ|. Define, for each s ∈ S, the cq channel
where
is a family which fulfills the assertions from Lemma 14. Let n > k be a blocklength, written as n = k · a + b with a, b ∈ AE, 0 ≤ b < k, and fix q * to be the equidistribution on X .
For each large enough n we find, according to Proposition 13, an (a, M) cq message transmission codẽ 
with c :=c/( 16 √ k + 1), and rate
The first of the above inequalities is the one in (18) , and the second arises from application of Lemma (14) . The third inequality is by our choice of k from (17) together with the trivial bound
The inequalities in (19) and (20) together prove the claim of the proposition.
Next, we prove the full statement of Theorem 3. Achievability follows from Proposition 12. For proving the weak converse, we invoke the following two lemmas. The first one is from [26] 
Lemma 15 ([26]). Let N ∈ C(H A , H B ) be a c.p.t.p. map, Ψ ∈ S (K
where V is the cq-channel defined by
and
The lemma below states subadditivity for the quantum mutual information, originally known to hold from [1] .
Lemma 16 ([1]
). Let ρ ∈ S (H 1 ⊗ H 2 ) be a density matrix with ρ 1 , ρ 2 being the marginals on H 1 , H 2 deriving from ρ, and let N i ∈ C(H i , K i ) be a c.p.t.p. map for i = 1, 2. It holds
With the prerequisites picked up, we are ready for the proof of Theorem 3. for I with average error e(n, C, I) := e < 1. We define for each permutation on n letters σ ∈ S n the code
where U X,σ is the unitary permuting tensor factors in H ⊗n X according to σ, for X = A, B, i.e.
By symmetry (i.e. unitary invariance of the trace functional), all codes defined have the same average error, i.e. e(n, C σ , I) = e for each σ ∈ S n . Let p * be the equidistribution on the message set [M] . Define states
Let, for each 1 ≤ i ≤ n,τ i be the marginal density matrix deriving fromτ on the i-th tensor factor in H ⊗n A . Note, thatτ is, by construction, permutation invariant. Consequently all the mentioned marginals are equal. Define a cq-channel V s,σ by
Then, for each s ∈ S, it holds
The inequality in (24) follows from Lemma 15, the inequality in (25) from concavity of the quantum mutual information. The inequality in (26) is obtained by (n − 1)-fold application of Lemma 16, and the equality in (27) holds, becauseτ is permutation invariant. Now, let X be the equidistributed random variable on the message set [M], and define a conditional probability by
for each s ∈ S, σ ∈ S n . In each case of s and σ, we have
where the first inequality above is by Fano's Lemma, and the second is by Holevo's bound [24] . Taking averages over all permutations in S n on both sides of the inequality in (28) yields
where the rightmost inequality is by (27) . Finally, minimizing over s ∈ S and subsequently maximizing over states in S (H A ) on the r.h.s. of (29), we arrive at the inequality
Since for each sequence of (n, L, M)-codes with average errors e n → 0 (n → ∞), the remainder terms vanish, the converse holds. We conclude this section by giving demonstrating, that for both capacities a general strong converse fails to hold. The following example of a compound quantum channel without an average error EA message transmission capacity is inspired from [2] .
Example 18. There is a set
In the following, we present the example we stated to exist. Define the set I := {N 1 , N 2 } ⊂ C( 5 , 5 ) formed by the entanglement breaking channels
where we used the shortcuts E ij := |e i e j | for i, j ∈ {1, . . . , 5} with an orthonormal basis {e i } 
and nowhere else. Consequently, the sets A 1 an A 2 are non-intersecting, and therefore
holds. We now show, by constructing sufficient codes, the inequality
which, together with (36) leads to a contradiction to the inequality from (10) in this case. For fixed n ∈ AE, 
It remains to give evidence to the claim, that also no general strong converse does hold to the maximalerror EA classical capacity of compound quantum channel does hold. It becomes apparent from the following lemma, that there is no essential difference between the average error and maximal error criterion, if the users are supplied with free rate-bounded entanglement assistance. 
which implies, by maximization the desired inequality. Let {σ 1 , . . . , σ M } ⊂ S M be the set of cyclic translations on [M]. i.e.
where ⊕ is the modulo-M addition defined on [M] . It is clear, that
for each m ′ ∈ [M], N ∈ I. We define the components of the code C. Let Ψ :=Ψ ⊗ Φ, where Φ := |φ φ| is the maximally entangled state onK A ⊗K B withK A =K B = M , and
We define
With these definitions, it holds for each m
Maximizing both sides of the above inequality over all m ∈ [M] shows, that the maximal error of C equals the average error ofC for each given channel N . Maximizing over all channels in I proves our claim.
Arbitrarily varying channels
In this section, we give a full proof of Theorem 8. The proof of achievability is performed in two steps.
In Lemma 22 below, we show that sufficient maximal-error codes exist for each large enough blocklength for each AVQC which is generated by a finite set I of quantum channels. Afterwards, we derive sufficient codes for each given AVQC (not necessarily generated by a finite or countable set of quantum channels). The strategy of proof in this case is, to combine codes for finite AVQCs with suitable approximations of arbitrary AVQCs by finite AVQCs. For proving the coding result for finite AVQCs, we use Ahlswede's robustification lemma, which we state first.
for each p ∈ P(S), m ∈ [M]. Define, for each σ ∈ S n , and 
with X = A, B. It then holds with the definitions given
, s n ∈ S n . From (56), and (57), together with application of Theorem 21 and the fact that permutations of the messages do not change the maximal error of the code, we conclude that
holds for each s n ∈ S n . Let X 1 , . . . , X K be a sequence of i.i.d. random variables each equidistributed on S n , and
If we choose σ, and α randomly according to (X j , Y j ) the expectation equals the l.h.s. of (58), which implies
The first inequality above holds by Markov's inequality together with the fact, (
is an independent sequence of random pairs, the third inequality by the bound in 58, the last inequality is by the bound log(1 + x) ≤ 2x valid for each x ∈ [0, 1]. From (60) and de Morgan's laws, we conclude, that
holds. If we set ν := 2 − 16 √ nĉ ,ĉ := c/4, and choose n large enough, 2 −K(ν−2ǫ n ) does grow super-exponentially with n, therefore the r.h.s. of (60) is strictly positive by our choice of K. Consequently, we find a family
holds. For each large enough blocklength n, we define an (n, L, M)-EA message transmission code
with Φ being the maximally entangled state with Schmidt vector
for each m ∈ [M]. By definition of C, we have
The bound on L is easily verified, it holds, by construction L =L · K, and therefore
which clearly verifies the bound on L, if n is large enough.
Next we drop the condition of finiteness for the set I generating the AVQC. We show existence of codes for each large enough blocklength, suitable to show the achievability part in Theorem 8. This will be done by using codes as derived in Lemma 22 for a suitable approximation of I by a finite AVQC. Explicitly, such an approximation is obtained, by approximating conv(I). For this reason, we first introduce some notions and results from convex geometry. For a subset A of a normed space (V , · ), A is the closure and affA is the affine hull of A. If A is a convex set, the relative interior riA is the interior and the relative boundary rebdA of A are the interior and boundary of A regarding the topology on affA induced by · . 
holds (otherwise the lemma is trivial). For technical reasons, it is necessary, that conv(I) does not touch the boundary of C(H A , H B ). To also cover situations, where this is not the case, let for γ ∈ [0, 1), D γ be the γ-depolarizing channel on L(H A ) defined by
Since 
holds. Let E γ := {Ñ e } e∈E γ be the (finite) set of extremal elements of F γ . If n is large enough, we find,
for the AVQC generated by E γ , which fulfills e av (n,C, E γ ) ≤ 2
c > 0, and
Each member of D γ (conv(I)) can be written as a convex combination of elements of E γ , i.e.
with a probability distribution q(·|s) on E γ for each s ∈ S. Define, based on the objects fromC an (n, L, M)-
= tr
Rearranging and maximizing both sides of the equality above over all messages m ∈ [M], we infer using (73)
On the other hand, by (72) in combination with Fannes' inequality, it holds
with a function f :
. Choosing γ > 0 small enough, it holds with (74)
We are done.
Proof of Theorem 8. The inequality
follows directly from Lemma 24. The converse inequality is also obvious, since C AV EA (I) ≤ C EA (conv(I)).
Directly from the characterization of the EA message transmission capacities in (13), we obtain the following two corollaries. 
For each p ∈ P(S × S ′ ) with marginal distributions q ∈ P(S), q ′ ∈ P(S ′ ), we define
Subadditivity of the quantum mutual information (Lemma 16) then implies for each state ρ ∈ S (H A ⊗ H ′ A ) the inequality 
We now drop the condition of finiteness on the sets I, I ′ , and notice, that Caratheodory's Theorem allows to express each member of conv(I ⊗ I ′ ) by a convex combination of finitely many channels from I ⊗ I ′ (the same statement holds for conv(I), conv(I ′ )). Therefore, we conclude
The equalities in (89), (92) follow from Caratheodory's Theorem. The inequality in (90) arises from the fact, that the minimization over all probability distributions on S × S ′ is replaced by minimization over the smaller set of product probability distributions. The inequality in (91) is by application of (88). Maximizing over all ρ ∈ S (H A ⊗ H ′ A ) together with application of Theorem 8 yields
Proof of Corollary 10. The claim follows immediately from Theorem 8. Twofold application of AlickiFannes' inequality [7] implies for each state ρ ∈ S (H A ) and channels N ,
We conclude
We conclude this section by showing, that the strong converse theorem 11 can be easily inferred from strong converse statements for the corresponding capacities of perfectly known memoryless quantum channels. Strong converse bounds for this case where shown first in [12] . The following statement is the result from [22] rephrased to fit our notation. Actually, the assertions proven therein where even stronger than stated below. It has been shown, that for each sequence of codes with rates strictly above the capacity, the transmission errors approach one with exponentially decreasing trade-offs in the asymptotic limit. 
Conclusion
In this work, we considered the task of entanglement assisted classical message transmission over compound memoryless and arbitrarily varying quantum channels. For both channel models, we obtained single-letter capacity formulae. We have shown, that the entanglement assisted classical capacity is additive under composition of AVQCs and stable under perturbation of the generating set of channels. Both of these features fail to hold for the corresponding unassisted capacities in general. We demonstrated, that the entanglement-assisted message transmission capacities obey no general converse bound for compound quantum channels. For arbitrarily varying quantum channels strong converse statements always hold. An interesting question is, how these capacities do behave for the mentioned channel models, if the amount of shared entanglement provided for coding is limited. We leave the determination of a full trade-off relation between the optimal entanglement and message transmission rates. It is known, that optimal protocols for several other quantum communication tasks can be derived from coherent versions of entanglement-assisted message transmission codes in case of perfectly known memoryless quantum channels. The codes developed for the compound quantum channel and AVQC models might be used to derive universal protocols for related quantum communication tasks also in case of these models of system uncertainty.
where α n (T 
holds for each x ∈ X , N ∈ C(H ⊗n , K) with K being any (finite dimensional) Hilbert space was shown in [27] .
Proof of Lemma 14. We show, that the family {Ẽ x } x∈X introduced preceding this section has the desired properties. Note, that by definition of V , it holds
with V q * := x∈X q * (x)V (x). It holds
The inequality in (110) is by definition of V together with (107) and linearity of N , and the inequality in (111) is by concavity and additivity of S for tensor product states. The last of the above inequalities is by almost-convexity of S, i.e. the inequality
S(τ) ≤ x∈X p(x)S(τ x ) + H(p),
which holds for each p ∈ P(X ) and set {τ x : x ∈ X } of quantum states on a Hilbert space with average state τ := x∈X p(x)τ x . Additionally, the fact that λ∈T n α n (T n λ )π λ = σ ⊗n holds, was used. By similar reasoning as above, also the reversed inequality S V q * ≤ S(N (σ) ⊗n ) + S(σ ⊗n ) + 2 · log |T n |
is proven. With the preceding bounds, and additivity of the quantum mutual information on inputs with tensor product structure, i.e. I(σ ⊗n , N ⊗n ) = n · I(ρ, N ), we have |n · I(σ, N ) − χ(q * , V )| = I(σ ⊗n , N ⊗n ) − χ(q * , V ) ≤ 2 log |T n | ≤ 2d · log(n + 1)
where the rightmost inequality above is by type counting.
