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Abstract
In this thesis we discuss the theory of symmetric MHD equilibria with anisotropic pressure. More
specifically, we focus on gyrotropic pressures, where the pressure tensor can be split into components along
and across the magnetic field. We first explore 2D solutions, which can be found using total field type
formalisms. These formalisms rely on treating quantities as functions of both the magnetic flux function
and the magnetic field strength, and reduce the equilibrium equations to a single Grad-Shafranov equation
that can be solved to find the magnetic flux function. However, these formalisms are not appropriate
when one includes a shear field component of magnetic flux, since they lead to a set of equations which
are implicitly coupled. Therefore, in order to solve the equilibrium problem with a magnetic shear field
component, we introduce the poloidal formalism. This new formalism considers quantities as functions
of the poloidal magnetic field strength (instead of the total magnetic field strength), and yields a set
of two equations which are not coupled, and can be solved to find the magnetic flux function and the
shear field. There are some situations where the poloidal formalism is difficult to use, however, such as
in rotationally symmetric systems. Thus we require a further formalism, which we call the combined
approach, which allows a more general use of the poloidal formalism. One finds that the combined
formalism leads to multi-valued functions, which must be dealt with appropriately. Finally, we present
some numerical examples of MHD equilibria, which have been found using each of the three formalisms
mentioned above.
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Chapter 1
Introduction
Magnetohydrodynamic (MHD) equilibria are extremely useful as models of a large number of space and
astrophysical plasma systems, such as planetary magnetospheres, solar arcades and galactic clusters.
They are also useful as starting points for investigations of plasma activity processes such as waves or
instabilities, where one explores the effects of perturbing a given equilibrium structure. One can find
a detailed overview of many possible applications in various plasma physics textbooks (e.g. Schindler,
2006; Priest, 2014; Freidberg, 2007). In this thesis, we will be focussing on the theoretical aspects of
MHD equilibria, rather than attempting to model a particular physical system. Thus, the concepts and
results contained in the following chapters will remain at a general enough level that they could possibly
be applied to a wide variety of problems in the field of plasma physics.
In many MHD systems the assumption of a scalar pressure is often well justified. For instance, in
particularly dense plasmas where particles have a small mean free path, the presence of collisions provides
a mechanism to keep the plasma close to isotropy. However, in a diffuse or collisionless plasma (or indeed
a plasma in the presence of a strong magnetic field), the pressure may have different components along
and across the the magnetic field, and thus the inclusion of an anisotropic pressure tensor may be
necessary. Alternatively, an anisotropic pressure tensor could arise from a driving process such as the
solar wind.
Anisotropic pressure has been suggested to play a crucial role in a wide variety of space plasma
systems. For instance, several authors have proposed that pressure anisotropies are important in the
study of planetary magnetospheres: Kivelson and Southwood (2005), for example, discuss anisotropies
with respect to the Jovian magnetosphere; there have been several studies on the pressure anisotropies
in the Earth’s magnetosphere (e.g. Cowley, 1978; No¨tzel et al., 1985; Hau, 1993; Sonnerup et al., 2006;
Hesse and Birn, 1992); and there have also been some studies on general magnetosphere models with
anisotropic pressure (e.g. Cheng, 1992; Zaharia and Cheng, 2003; Wu et al., 2009; Krasheninnikov and
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Catto, 2000). Other examples of space plasma systems with anisotropic pressure include astrophysical
winds and outflows (e.g. Asseo and Beaufils, 1983; Tsikarishvili et al., 1995; Kuznetsova, 2005; Beskin
and Kuznetsova, 2000). There is also a good amount of literature dedicated to arbitrary plasma sys-
tems, which tend to be of a more general, theoretical nature (e.g. Cheviakov and Bogoyavlenskij, 2004;
Cheviakov, 2005; Heinemann, 1990; Heinemann and Pontius, 1991; Hau, 1996).
The theory of MHD equilibria with anisotropic pressure seems to have also developed relatively
independently in the laboratory plasma community (e.g. Mercier and Cotsaftis, 1961; Taylor, 1963;
Grad, 1967; Spies and Nelson, 1974; Hall and McNamara, 1975; Sestero and Taroni, 1977; Nelson et al.,
1978; Clemente, 1993, 1994; Clemente et al., 1995; Clemente and Viana, 1999; Zwingmann et al., 2001;
Shi et al., 2006; Clemente and Sterzo, 2009; Pustovitov, 2010; Asahi et al., 2011, 2013; Lepikhin and
Pustovitov, 2013). Because of this, there exist a number of different formulations of the MHD equilibrium
theory with anisotropic pressure, which (apart from the specific application the authors had in mind)
can depend on factors such as the symmetry of the system, the inclusion of plasma flows or external
forces, the use of particular equations of state, or a combination of several of these points. In this thesis
we will focus exclusively on MHD equilibria with translational or rotational invariance.
The standard way to deal with MHD equilibria is to construct a Grad-Shafranov type equation
(Grad and Rubin, 1958; Shafranov, 1958). The exact form of the Grad-Shafranov equation can differ
depending on the nature of the problem under consideration, but in general it is a second order partial
differential equation in terms of the magnetic flux function and the plasma pressure. If one can solve
the Grad-Shafranov equation for a particular system, then the magnetic field can be recovered from
the magnetic flux function, as well as the spatial dependence of the pressure. For specific forms of the
pressure the Grad-Shafranov equation can be solved analytically – the Harris sheet (Harris, 1962), for
instance. However, since the Grad-Shafranov equation is often non-linear, one often has to solve the
equation numerically. There are several methods by which one can accomplish this: one could use a
successive iteration procedure to solve the equilibrium problem (Cheng, 1992); a numerical relaxation
technique has been used by Hesse and Birn (1993); and in this thesis we use a finite element method
(Hodgson and Neukirch, 2015).
The rest of this introductory chapter will introduce the MHD equations, before discussing the im-
portance of magnetohydrostatic (MHS) solutions. We will then proceed to derive the well known Grad-
Shafranov equation in both the translationally and rotationally invariant cases for isotropic pressure. It
will be important to consider the details of these derivations in order to fully understand the parallels
and nuances of the anisotropic pressure cases that follow.
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1.1 The magnetohydrodynamic equations
To derive the equilibrium equations we start by recalling the full set of magnetohydrodynamic (MHD)
equations. The derivation and discussion of the MHD equations can be found in any one of several
textbooks on the subject, and so we will simply state them in this section (see, e.g. Schindler, 2006;
Priest, 2014).
The MHD equations can, broadly speaking, be split into two categories, the fluid equations and the
electromagnetic equations. We first describe the fluid equations, beginning with the continuity equation,
∂ρ
∂t
+∇·(ρv) = 0, (1.1)
where ρ is the density and v is the velocity. The continuity equation states that matter is conserved
within our system. The second fluid equation is the momentum equation,
ρ
dv
dt
= j×B−∇p+ ρ∇ψ, (1.2)
where B is the magnetic field (magnetic induction), j is the current density, p is a scalar pressure, and ψ
is some potential which represents any other conservative forces we may wish to take into consideration.
The momentum equation is a form of Newton’s second law, with the acceleration multiplied by density
on the left hand side equalling the sum of other forces on the right hand side. We have explicitly written
out some of the forces involved – specifically the Lorentz force (j × B) and a pressure gradient (∇p).
Any other conservative forces that we wish to model are incorporated into ψ, which could include a
gravitational potential of the form −gz, or a centrifugal potential −Ω2R2. The last fluid equation is an
energy equation. This could be, for example, an adiabatic equation of state. In practice the form of the
energy equation chosen is highly dependent on the system being modelled, and we will not require one
in order to derive the equilibrium equations.
We now consider the electromagnetic equations, beginning with the solenoidal constraint,
∇·B = 0. (1.3)
This states that there are no magnetic monopoles, i.e. no sources or sinks of magnetic field. Faraday’s
law states that temporal variations in a magnetic field give rise to an electric field, E, and is given by
∇×E = −∂B
∂t
. (1.4)
The last electromagnetic equation is a form of Ampe`re’s law, which describes how currents are formed
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from spatial variations in the magnetic field. It is given by
µ0j = ∇×B, (1.5)
where µ0 is the magnetic permeability in a vacuum, and the usual MHD assumptions (that the two terms
in Faraday’s law are of equal magnitude, and that typical plasma velocities are much less than the speed
of light) have been used to neglect the usual displacement current term. Ampe`re’s law can be used to
expand the Lorentz force revealing two component forces,
j×B = 1
µ0
(∇×B)×B
=
1
µ0
(B · ∇)B−∇
(
B2
2µ0
)
. (1.6)
These two forces are called the magnetic tension force and the magnetic pressure force. The magnetic
tension, (B · ∇)B, is so-called since it acts to straighten magnetic field lines, much like a tension force
acting on an elastic band. The magnetic pressure is a force which acts to spread out magnetic field lines
and is analogous to the plasma pressure gradient in (1.2).
The final MHD equation is Ohm’s law, which ties together the fluid and electromagnetic equations
and is given by
E + v ×B = R, (1.7)
where R is some resistive term. In the ideal case, the plasma is perfectly conducting and R = 0.
Together, Equations (1.1)–(1.7) are known as the MHD equations.
1.2 Magnetohydrostatics
Occasionally a magnetohydrostatic (MHS) approximation of a plasma is appropriate, such as in systems
where plasma velocities are relatively slow, or systems which do not have an appreciable difference over
long time-scales (examples of these systems include magnetic arcades in the solar corona and planetary
magnetotails). In these approximations, quantities are assumed to not change in time (∂/∂t = 0) and
the plasma is assumed to be static (v = 0). Hence, we can take (1.1)–(1.7) and set all terms which
represent a change in time (i.e. time derivatives) or velocities equal to zero. This yields a reduced set of
equations, which we will call the MHS equations.
Consider the continuity equation (1.1). The left hand side is a time derivative and a term propor-
tional to the velocity. Since both of these are zero when considering MHS, the continuity equation is
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automatically satisfied and does not need to be considered further.
The momentum equation (1.2) can also be simplified using MHS assumptions. The acceleration term
on the left hand side vanishes to leave us with what can be considered a force balance equation, where
the sum of all forces must equal zero. Thus (1.2) is transformed to
j×B = ∇p− ρ∇ψ.
Ampe`re’s law and the solenoidal constraint do not contain any terms which are time dependent and are
unchanged when we consider them as equilibrium equations. Since the magnetic field does not change
with time, the right hand side of Faraday’s law, (1.4) vanishes, giving
∇×E = 0. (1.8)
which implies that the electric field can be described by some potential E = −∇φ. Finally, the v × B
term in ideal Ohm’s law (1.7) also vanishes, leaving
E = 0. (1.9)
Note that (1.8) and (1.9) are now no longer coupled with the other equations, and since the continuity
equation satisfies itself, there is no longer a need for an equation of state. We are left with three equations:
an initial condition and equations for the current density and magnetic field. These comprise the set of
equilibrium equations that we will be using for the majority of this thesis, which we rewrite below for
future reference:
j×B = ∇p− ρ∇ψ, (1.10a)
µ0j = ∇×B, (1.10b)
∇·B = 0. (1.10c)
MHS solutions to the MHD equations are of interest for a number of reasons. Firstly, the full set of
MHD equations constitute an extremely complex dynamical system. Before we can fully understand and
appreciate all the nuances and complexities of the complete time dependent MHD equations, we must
strive to understand the steady states of the system and their bifurcation properties. Indeed, since static
solutions are generally the simplest solutions of any dynamical system, it makes sense to consider MHS
solutions before one turns to more complicated full MHD solutions. Another good reason to consider
MHS equilibria is that, from a modelling point of view, there are many plasma processes which occur
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quite slowly in comparison to other times-scales of the system. Formally we can define a system with
typical length-scale l0 and time-scale τ0 for the slow evolution of the plasma, and a quantity called the
Alfve´n speed as vA = B0/(µ0ρ0)
1/2. We then assume that typical plasma velocities are much slower
than the Alfve´n speed, i.e.
v0 =
l0
τ0
= vA,
for some smallness parameter  1. One can now normalise the momentum equation (1.2) with typical
quantities of the system (e.g. ρ = ρ0ρˆ, where the hat symbol represents a dimensionless quantity). Thus
(1.2) becomes
2
dvˆ
dtˆ
= jˆ× Bˆ− βp
2
∇ˆpˆ+ ψ0
v2A
ρˆ∇ˆψˆ,
where βp = 2µ0p0/B20 is the plasma beta (which describes the relative importance of the gas pressure to
the magnetic pressure). Thus to lowest order (as  is assumed to be small) we have
0 = jˆ× Bˆ− βp
2
∇ˆpˆ+ ψ0
v2A
ρˆ∇ˆψˆ,
which is precisely the normalised force balance equation (1.10a). This is known as a quasi-static approxi-
mation, and underlines the important idea that sequences of MHS equilibria can be used to approximate
the evolution of a plasma with sufficiently slow velocities – of course, there is the caveat that one must
still satisfy the other MHD equations such as the continuity equation.
1.3 The Grad-Shafranov equation with translational symmetry
In this section we derive the well known Grad-Shafranov equation, a second order partial differential
equation that describes an equilibrium in terms of the magnetic flux function, which we define below.
We will also assume that the equilibrium is translationally symmetric. In this case we will take y to
be the invariant direction, i.e. all derivatives in the y-direction are zero. It is important to understand
the details of the isotropic pressure case in order to eventually make comparisons with the anisotropic
pressure case. In this way, we will be able to see precisely why the introduction of anisotropic pressure
creates such a comparatively complex system of equations in Chapter 2.
The solenoidal constraint is automatically solved by describing the magnetic field in terms of a vector
potential, A, where B = ∇×A. Since y-derivatives are zero we have that
B = ∇×A =

−∂Ay∂z
∂Ax
∂z − ∂Az∂x
∂Ay
∂x
. (1.11)
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For simplicity we now relabel some of the quantities: we remove the subscript on the y-component of
A, such that Ay is now denoted by A, and rename the y component of B as By. Equation (1.11) is now
given as
B = ∇A× ey +Byey, (1.12)
where A is called the magnetic flux function and By is the shear field. Then the current density is
determined by (1.10b), which yields
µ0j = ∇By × ey −∇2A ey. (1.13)
The Lorentz force is therefore
µ0j×B = −∇A×∇By −∇2A∇A−By∇By. (1.14)
Substituting (1.14) into the momentum equation (1.10a), and neglecting the external potential ψ for
simplicity, gives
−∇A×∇By −∇2A∇A−By∇By = µ0∇p. (1.15)
To proceed, we consider the different components of (1.15). Since we have invariance in the y-direction,
all the gradients are in the x-z plane. Therefore, the only component of (1.15) in the y-direction is the
cross product, i.e. we must have
∇A×∇By = 0, (1.16)
which implies that the two gradients are parallel to each other, ∇A ‖ ∇By. Whenever two gradients of
functions have this property, the functions must share contours, as if the contours differed at any point
so would the direction of the gradient. What we can have, however, is different values on each of the
overlapping contours (since a change of value would only change the magnitude of a gradient, not the
direction). Here we make the assumption that we can construct a mapping from one set of contours to
the other. In this instance, since ∇A×∇By = 0, we assume that By is a function of A. Taking this new
information about By and substituting it back into (1.15) yields
−
(
∇2A+By dBydA
)
∇A = µ0∇p. (1.17)
Since the left hand side of (1.17) is in the direction of ∇A, we must have that the right hand side is
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also in the direction of ∇A. Therefore, we have that ∇A ‖ ∇p, which is precisely the same form as the
constraint which we had before with the shear field (1.16). Thus, we can again consider p as a function
of the magnetic flux function and (1.17) can be rewritten as
−
(
∇2A+By dBydA
)
∇A = µ0 dpdA∇A. (1.18)
We can reduce this to a scalar equation since (1.18) is only in the direction of ∇A,
−∇2A = µ0 dpdA +By
dBy
dA
. (1.19)
This is what is known as the Grad-Shafranov equation in Cartesian coordinates with translational sym-
metry (e.g. Lu¨st and Schlu¨ter, 1957; Grad and Rubin, 1958; Shafranov, 1958). Both the pressure and
the shear field are functions of A alone. The Grad-Shafranov equation can be simplified by considering
a quantity known as the total pressure, which is the sum of the pressure and half the shear field squared.
Thus (1.19) becomes
−∇2A = µ0 dptdA (1.20)
where pt = p+By2/2µ0. Compare this with the purely 2D case where By = 0, where the Grad-Shafranov
equation (1.19) becomes
−∇2A = µ0 dpdA.
One can see that by introducing a total pressure, the equilibrium problem with magnetic shear has
been reduced to the equivalent 2D problem. In general, one should specify p and By as functions of
A, and then (1.20) can be solved for the magnetic flux function. Once A has been found, all other
quantities follow and the equilibrium problem has been solved. There exist various analytic solutions
to the Grad-Shafranov equation, for instance Liouville constructed a method which can solve (1.20) for
total pressures which take the form of exponentials (Liouville, 1853). However, in general a numerical
approach is required to make progress.
1.4 The Grad-Shafranov equation with rotational symmetry
We now wish to solve (1.10a)–(1.10c) in spherical coordinates with rotational invariance. We will use
r to denote the radial coordinate, θ for the polar angle and φ for the azimuthal angle (thus rotational
invariance gives ∂/∂φ = 0). We will also use R to denote the cylindrical radius in a plane of constant φ,
i.e. R = r sin θ.
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Equation (1.10c) still implies that the magnetic field can be written in the form of a vector potential.
However, the new coordinate system and symmetry condition means that we have a slight difference to
the form seen in (1.12). The magnetic field is given by
B = ∇A×∇φ+ bφ∇φ, (1.21)
where A is the magnetic flux function and bφ = BφR where Bφ is the shear field component of the
magnetic field. Note that unlike in the Cartesian case the magnetic flux function is not simply the
φ-component of the vector potential. Instead, the flux function is related to the vector potential by
A = RA · eφ. The current density is given by
µ0j = −∇2
(
A
R
eφ
)
+∇bφ ×∇φ. (1.22)
One can use various vector identities to write the current density in a different form which shall come in
useful later in the derivation – one finds that
µ0j = −R∇ ·
(∇A
R2
)
eφ +∇bφ ×∇φ. (1.23)
Hence, by taking the cross product of (1.23) and (1.21), the Lorentz force is found to be
µ0j×B = −∇A×∇bφ
R2
−∇ ·
(∇A
R2
)
∇A− bφ
R2
∇bφ. (1.24)
We then substitute (1.24) into (1.10a) and ignore any forces other than the pressure gradient and the
Lorentz force, giving
−∇A×∇bφ
R2
−∇ ·
(∇A
R2
)
∇A− bφ
R2
∇bφ = µ0∇p. (1.25)
To proceed, we consider the different components of (1.25). Since all gradients are in the r-θ plane, the
only term in the eφ direction is the cross product. Thus, to satisfy (1.25) we must have
∇A×∇bφ = 0. (1.26)
This is analogous to (1.16) in the case with translational symmetry. We solve (1.26) in the same manner
as before, by taking bφ to be a function of A. The cross product then vanishes and (1.25) becomes
−∇ ·
(∇A
R2
)
∇A− bφ
R2
dbφ
dA
∇A = µ0∇p. (1.27)
The left hand side of (1.27) is entirely in the ∇A direction. Therefore, the right hand side must also be
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in the ∇A direction. Thus, as in the case with translational symmetry, we have ∇p ‖ ∇A. We solve this
in the same way, by choosing p to be a function of A, hence
∇p = dp
dA
∇A. (1.28)
Substituting this into (1.27), it is clear that all terms are proportional to ∇A, therefore we only have to
equate the scalar coefficients and (1.27) becomes,
−∇ ·
(∇A
R
)
= µ0
dp
dA
+
bφ
R2
dbφ
dA
. (1.29)
In this case, one should notice that we are unable to combine the right hand side of (1.29) into a single A
derivative due to the presence of the scale factor R. This will become an important distinction between
the two types of symmetry (rotational and translational invariance) when we consider anisotropic pressure
in Chapter 3.
1.5 An overview of the thesis
In this section we provide an outline of the work covered in this thesis. Specifically, we state the main
concepts and aims of each of the following chapters in turn, such that one is able to maintain a general
idea of the structure and direction of the thesis whilst reading each section.
In Chapter 2 we will discuss what we call total field formalisms for computing MHD equilibria with
anisotropic pressure, which we have named after their underlying assumption that quantities can be spec-
ified in terms of the total magnetic field strength. These formalisms are the classical way of approaching
the equilibrium problem, and have been used frequently in the literature with various accompanying
simplifying assumptions (e.g. Mercier and Cotsaftis, 1961; Sestero and Taroni, 1977; Clemente, 1993).
We provide original derivations of the total field formalism in both the translationally and rotationally
symmetric cases. Total field formalisms are especially useful in 2D systems, where one recovers a single
Grad-Shafranov type equation which can be solved for the magnetic flux function. Indeed, some exam-
ples of these types of solution are shown in Chapter 5. However, as we shall see, they are not quite as
suitable for systems with a component of magnetic shear (what we will call a 2.5D system). In these
cases the total field formalism will yield a secondary equation which must be taken into consideration
– a constraint equation which ties the magnetic shear field to the pressure anisotropy. This introduces
a twofold difficulty: the Grad-Shafranov equation becomes coupled to the constraint equation; and the
fundamental assumptions of the total field formalism can become wholly inconsistent with the definition
of the shear field itself. In this Chapter we also include a new method of ensuring the positivity of both
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pressures a priori, which relies on expressing the parallel pressure in terms of a monotonically decreasing
function. Chapter 2 closes with the definitions of two types of anisotropy – firehose and mirror – along
with a new definition of associated pressures, which gives a sensible method of comparing pressures of
different types.
Due to the limitations of the total field formalism in the 2.5D case, we must consider another method
for dealing with MHD equilibria with anisotropic pressure. In Chapter 3 we introduce a new formalism
which we created specifically to deal with the 2.5D problem: the poloidal formalism (Hodgson and
Neukirch, 2015), which uses the assumption that quantities can be written in terms of the poloidal
magnetic field strength. This method succeeds where the total field formalism fails. The assumptions
of the poloidal formalism decouple the Grad-Shafranov equation from the constraint equation on the
magnetic shear field, and, as a result, do not allow the same contradictions that occur in the total field
formalism.
However, there are still some compelling reasons that one may wish to use the assumptions of the
total field formalism, and we discuss these at the beginning of Chapter 4, where it becomes clear that
the poloidal formalism suffers from some drawbacks of its own. For instance, it is difficult to ensure
the positivity of both the parallel and perpendicular pressures in the poloidal formalism, and there
are some difficulties that occur when dealing with the scale factors that are involved in rotationally
invariant systems. Thus we now have two approaches, the total field and poloidal formalisms, which
have various problems associated with them. The key point of Chapter 4 is that these problems are
mutually solvable. By this we mean that all the problems inherent to one formalism are solved by
the other. Therefore we suggest a third new formalism, which we call the combined approach. In this
method we start by specifying variables in terms of the total field formalism. This has the desired effect
of eliminating the problems that occur in the poloidal formalism. We then convert variables into the
poloidal formalism, which eliminates such difficulties as the implicit coupling problem that plagued the
total field formalism. In principle, this combined approach ought to provide the ultimate formalism for
computing MHD equilibria with anisotropic pressure, and, indeed, it is much superior to both of the
other cases for 2.5D problems. However, one finds that the difficulties of the previous formalism have not
been entirely eradicated: they manifest in the form of multi-valued quantities in the combined formalism.
One must then deal with the theoretical consequences of these multi-valued quantities. To this end, we
will introduce various new concepts, such as the critical points of an equilibrium. The final section of
Chapter 4 explores the concept of branch-switching. This is where there is a change in some quantity
(e.g. the parallel pressure) in the system which corresponds to a movement between two of its distinct
multi-valued branches.
Chapters 5 and 6 then present some numerical solutions to the anisotropic equilibrium problem. These
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examples are intended as a proof of concept, rather than as models of real physical systems, however,
we will draw some conclusions that we would expect to be conserved when one eventually does consider
a physically relevant model. Chapter 5 will introduce the numerical scheme which we make use of, and
then move on to consider the 2D anisotropic equilibrium problem by using the total field formalism. The
first experiment compares firehose and mirror type pressures by using the new definition of the associated
pressures given in Chapter 2. We then recreate a magnetotail model originally studied by Zwingmann
(1983) and Birn et al. (1975) for an isotropic pressure. Birn et al. described an asymptotic solution to the
isotropic MHS equations where there was only a weak dependence on one of the coordinates, appropriate
for a stretched magnetotail. Zwingmann then conducted a thorough exploration of the effects of changing
a parameter (representative of the current density) of that equilibrium, along with a discussion of its
bifurcation properties. We extend his model to include a pressure anisotropy suggested by No¨tzel et al.
(1985), based on a bi-Maxwellian distribution function, and compare the resulting equilibria to those
found by Birn et al. and Zwingmann. In the final experiment of this Chapter, we create a similar
magnetotail model to the previous case, but with rotational symmetry.
In Chapter 6, we will consider the slightly more involved 2.5D systems and make use of both the
poloidal formalism and the combined approach. We first reproduce the numerical experiment conducted
by Hodgson and Neukirch (2015), outlining the poloidal formalism, and then move on to consider the
combined approach in two symmetries.
We will finish with some concluding remarks in Chapter 7, where we summarise our main results.
Some other calculations and derivations are relegated to the Appendix, where one can find more details
on the firehose and mirror instabilities (Appendix A), and the finite element method (Appendix B).
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Chapter 2
Anisotropic MHD equilibria
In this chapter we introduce anisotropic pressure to the force balance equation. The isotropic case
contained a scalar pressure which contributed a force proportional to its gradient. The anisotropic case
replaces the pressure scalar with a pressure tensor, denoted by P, which contributes a force proportional
to its divergence. Throughout this thesis we will assume a specific form of the pressure tensor, namely
that it is gyrotropic, and thus has two components which are parallel and perpendicular to the magnetic
field. In Section 2.1 we will first discuss the form of the pressure tensor in more detail, and then move on
to examine the force balance equation with anisotropic pressure in the following sections. Specifically, we
will consider total field formalisms, where quantities are expressed in terms of the magnetic flux function
and the total magnetic field strength. We present original derivations of the total field Grad-Shafranov
equations in a variety of symmetries, and recover the equations as they can be found in the existing
literature. Section 2.2 covers the most basic case, where we have a purely 2D magnetic field in the x-z
plane with invariance in the y-direction. In Section 2.3, we relax the 2D constraint whilst maintaining
translational invariance, thus we are allowed a shear field component of the magnetic field – we will call
this a 2.5D system. Section 2.4 then discusses a system with rotational invariance in 2.5D, potentially
a useful symmetry for describing real astrophysical systems such as planetary magnetospheres, and
Section 2.5 outlines how one can incorporate external forces. Section 2.6 then introduces some new work
which discusses the properties of pressures which follow from the total field derivations. Specifically,
this includes a new method for ensuring the positivity of the plasma pressures, and a new definition of
quantities called the associated pressures.
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2.1 The pressure tensor
If one is modelling a collisionless plasma, then the usual process for maintaining plasma isotropy is
absent. This will often happen, for instance, in plasma systems with low densities where the mean free
path of a particle is much larger than a typical length-scale. In that case, a scalar pressure cannot be
justified and one must use a pressure tensor instead. We will make the assumption that the pressure
tensor is gyrotropic, i.e. it can be described by two functions P‖ and P⊥ that describe the variations in
pressure along and across the magnetic field respectively. We can write such a pressure tensor as
P = P⊥I+
P‖ − P⊥
B2
BB, (2.1)
where B is the magnetic field strength and I is the unit dyadic (Chew et al., 1956). As an example, if
we had a magnetic field aligned with the z-axis, the pressure tensor would take the form
P =

P⊥ 0 0
0 P⊥ 0
0 0 P‖
 .
The pressure tensor contributes a force which can be found by taking its divergence,
∇ · P = ∇P⊥ +
[
B · ∇
(
P‖ − P⊥
B2
)]
B +
P‖ − P⊥
B2
∇ · (BB). (2.2)
The divergence of the tensor BB can be split up to give
∇ · (BB) = B∇ ·B + (B · ∇)B
= (B · ∇)B,
where we have cancelled the first term via (1.10c). Thus (2.2) can be rewritten as
∇ · P = ∇P⊥ +
[
B · ∇
(
P‖ − P⊥
B2
)]
B +
P‖ − P⊥
B2
(B · ∇)B. (2.3)
From this, we find that the force contributed by the pressure tensor is comprised of three distinct com-
ponents. The first term ∇P⊥ is simply a pressure gradient – completely analogous to isotropic pressure,
except we notice that in the anisotropic case it is only the perpendicular pressure that contributes. The
second term is a component in the direction of the magnetic field. The final component is reminiscent
of the magnetic tension in the Lorentz force (1.6). In fact, since it acts in the same direction, we can
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consider this final term as an anisotropic tension force that will act to either bend or straighten magnetic
field lines depending on the sign of the coefficient.
One important aspect of anisotropic MHD equilibria which should be noted here is the firehose
instability. This is an instability caused by the tension forces (both anisotropic and magnetic) combining
to give a net negative tension force. Recall that the magnetic tension force acts to straighten magnetic
field lines that have some curvature. If this force were to act in the opposite direction, we would expect
that curved field-lines would tend to become even more curved under the action of a negative tension
force. This forms a positive feedback loop where any perturbation from an equilibrium would become
larger as the magnetic field curls into itself. Thus one should expect an instability when the combination
of tension forces becomes negative, i.e. when
1− P‖ − P⊥
B2/µ0
≤ 0. (2.4)
For a more formal derivation of the firehose instability, and a discussion of the mirror instability, one
should refer to Appendix A.
In order to find MHD equilibria with anisotropic pressure, one can replace the isotropic pressure
gradient in (1.10a) with the anisotropic pressure divergence (2.3). In the absence of any external forces
one wishes to solve
j×B = ∇P⊥ +
[
B · ∇
(
P‖ − P⊥
B2
)]
B +
P‖ − P⊥
B2
(B · ∇)B. (2.5)
One should note a useful simplification here: the anisotropic tension force can be rewritten in terms of
the Lorentz force, and combined with the left hand side. Thus (2.5) becomes
(
1− µ0
P‖ − P⊥
B2
)
j×B = ∇P⊥ +
[
B · ∇
(
P‖ − P⊥
B2
)]
B +
P‖ − P⊥
B
∇B. (2.6)
One then wishes to solve (2.6) along with (1.10b) and (1.10c) to find B. Often a magnetic flux function
will be used to satisfy (1.10c) automatically. Depending on the assumptions and simplifications involved,
this approach will lead to various Grad-Shafranov type equations that can, in principle, be solved to find
the magnetic flux function and thus B. This chapter will consist of original derivations of these Grad-
Shafranov type equations. We shall first consider 2D equilibria with translational symmetry. Then we
will add a shear field component whilst maintaining translational symmetry. After this, we consider
similar equilibria but with rotational symmetry.
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2.2 Anisotropic equilibria in 2D
In this section we provide an original derivation of the Grad-Shafranov equation with anisotropic pressure
in translational symmetry. Similar derivations can be found in various plasma physics textbooks (e.g.
Schindler, 2006). It is important to consider the derivation step by step to see precisely what assumptions
are made at each stage, and when various problems might arise.
It makes sense to first consider a simple magnetic field configuration when attempting to solve the force
balance equation with anisotropic pressure. Thus we will assume a 2D magnetic field with translational
symmetry. Naturally, we will use a Cartesian coordinate system, and will assume invariance in the y-
direction (an arbitrary choice that is popular in the literature). In order to automatically solve (1.10c)
we can write the magnetic field in terms of a vector potential B = ∇×A. For a 2D solution the vector
potential can be written in terms of a magnetic flux function, A(x, z). Thus the magnetic field is given
by
B = ∇A× ey. (2.7)
From (1.10c) we find the current density to be
µ0j = −∇2Aey. (2.8)
To proceed, we consider the different components of (2.6). Taking the dot product with B eliminates
the left hand side, leaving
B ·
[
∇P⊥ +B2∇
(
P‖ − P⊥
B2
)
+
P‖ − P⊥
B
∇B
]
= 0. (2.9)
Expanding the gradient simplifies this, giving
B ·
[
∇P‖ −
P‖ − P⊥
B
∇B
]
= 0. (2.10)
substituting in the magnetic flux function via (2.7) and rearranging gives
ey ·
[
∇A×
(
∇P‖ −
P‖ − P⊥
B
∇B
)]
= 0. (2.11)
Since we have invariance in the y-direction, all gradients must lie in the x-z plane, and thus the cross
product of two gradients will be entirely in the y-direction. Therefore, the only non-trivial way of
satisfying (2.11) is if the cross product itself is zero, i.e.
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∇A×
(
∇P‖ −
P‖ − P⊥
B
∇B
)
= 0. (2.12)
This implies that the bracketed quantity must be in the same direction as ∇A, so we must have
(
∇P‖ −
P‖ − P⊥
B
∇B
)
‖ ∇A. (2.13)
In the isotropic case we found that the pressure must have been a function of A from (1.17). However,
in the anisotropic case we do not have that constraint. To make progress we assume that the parallel
pressure is a function of two variables, the magnetic flux function A and the magnetic field strength B.
Then, by the chain rule, we have that
∇P‖ =
∂P‖
∂A
∇A+ ∂P‖
∂B
∇B, (2.14)
and (2.13) becomes
(
∂P‖
∂A
∇A+ ∂P‖
∂B
∇B − P‖ − P⊥
B
∇B
)
‖ ∇A. (2.15)
In general ∇B will not be parallel to ∇A, so in order to satisfy (2.15) the ∇B terms must cancel, thus
we have
∂P‖
∂B
− P‖ − P⊥
B
= 0. (2.16)
A simple rearrangement allows us to specify the perpendicular pressure in terms of the parallel pressure,
P⊥ = P‖ −B
∂P‖
∂B
. (2.17)
We can use (2.17) to rewrite (2.6) and eliminate P⊥,
(
1− µ0
B
∂P‖
∂B
)
j×B = ∇P‖ −∇
(
B
∂P‖
∂B
)
+
[
B · ∇
(
1
B
∂P‖
∂B
)]
B +
∂P‖
∂B
∇B
= ∇P‖ −B∇
(
∂P‖
∂B
)
+
[
B · ∇
(
1
B
∂P‖
∂B
)]
B
=
∂P‖
∂A
∇A+ ∂P‖
∂B
∇B −B∇
(
∂P‖
∂B
)
+
[
B · ∇
(
1
B
∂P‖
∂B
)]
B (2.18)
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The ∇B and ∇∂P‖/∂B terms can be collected together in a single gradient, thus (2.18) becomes
(
1− µ0
B
∂P‖
∂B
)
j×B = ∂P‖
∂A
∇A+B2∇
(
1
µ0
− 1
B
∂P‖
∂B
)
+
[
B · ∇
(
1
B
∂P‖
∂B
)]
B. (2.19)
We have added the constant 1/µ0 into one of the divergence terms, which will differentiate to zero. The
reason we have added this superfluous constant is to highlight that it is similar to the factor on the left
hand side, and thus will be useful when simplifying later. Having considered the dot product of the force
balance equation in (2.9), we now consider taking the cross product of B and (2.19) to isolate the other
components. This eliminates the term on the right hand side in the direction of the magnetic field, thus
we have (
1− µ0
B
∂P‖
∂B
)
B× (j×B) = B×
[
∂P‖
∂A
∇A+B2∇
(
1
µ0
− 1
B
∂P‖
∂B
)]
. (2.20)
On the left hand side we find that
(
1− µ0
B
∂P‖
∂B
)
B× (j×B) =
(
1− µ0
B
∂P‖
∂B
)[
B2j− (B · j)B]
= −B2
(
1
µ0
− 1
B
∂P‖
∂B
)
∇2Aey. (2.21)
Upon substitution of (2.7) for B, and (2.21) for the left hand side, (2.20) simplifies, giving
−B2
(
1
µ0
− 1
B
∂P‖
∂B
)
∇2Aey =
(
∇A ·
[
∂P‖
∂A
∇A+B2∇
(
1
µ0
− 1
B
∂P‖
∂B
)])
ey (2.22)
Since (2.22) is purely in the ey-direction, we can equate the coefficients and expand the dot product to
recover the scalar equation
−B2
(
1
µ0
− 1
B
∂P‖
∂B
)
∇2A = B2
(
∂P‖
∂A
+∇A · ∇
(
1
µ0
− 1
B
∂P‖
∂B
))
. (2.23)
Finally, by dividing through by B2 and combining some terms we arrive at
−∇ ·
[(
1
µ0
− 1
B
∂P‖
∂B
)
∇A
]
=
∂P‖
∂A
. (2.24)
This is the anisotropic Grad-Shafranov type equation with translational symmetry in 2D, which is analo-
gous to the 2D version of (1.20) in the isotropic case. It is of note that the term on the left hand side of the
firehose instability condition (2.4) appears inside the divergence of the Grad-Shafranov equation (to see
this more clearly one must substitute the relationship between the two pressures (2.17) into the firehose
instability condition). Once the parallel pressure function P‖ has been specified, the Grad-Shafranov
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equation (2.24) can be solved by whatever means one prefers in order to find A which then determines
the magnetic field. As an example of some of the work already done in this area, Cowley (1978) uses
a simple model to study the equilibrium structure of magnetic current sheets. His model assumes a
form of the magnetic flux function and then deduces the parallel and perpendicular pressures required
for consistency with (2.24). In general, we will be taking the opposite approach, where we specify the
pressures and deduce the magnetic flux function. Indeed, this approach is also take by No¨tzel et al.
(1985), who use the theory above to construct a model with the goal of explaining the almost isotropic
nature of the near earth magnetotail. They use a 1D model, and a parallel pressure which corresponds
to a bi-Maxwellian distribution function. In fact, the parallel pressure we frequently make use of in the
later Chapters of this thesis is precisely the parallel pressure which they derive.
2.3 Anisotropic equilibria in 2.5D
We now consider the effect of introducing a magnetic shear component to anisotropic pressure equilibria
while maintaining translational symmetry. We call this configuration a 2.5D equilibrium since we have
three components, but only dependence on two coordinates. As we did in the 2D case, we will assume
invariance in the y-direction. We will make use of a magnetic flux function A in order to satisfy (1.10c).
Thus we take the same form of the magnetic field as in the isotropic case with translational symmetry,
and B is given by (1.12). The current density is also preserved from the anisotropic case, and is given
by (1.13).
We now attempt to solve the force balance equation in the absence of external forces (2.6). The
analysis follows the 2D case for the most part. We first find the dot product of B and (2.6), which
results in (2.10). The next step differs slightly from the 2D case, as we must now substitute in (1.12) for
the magnetic field. This results in
(∇A× ey +Byey) ·
[
∇P‖ −
P‖ − P⊥
B
∇B
]
= 0. (2.25)
Since all gradients are in the x-z plane, the dot product with ey will necessarily be zero, and the shear
field component of B will play no role in this equation. Thus (2.25) reverts to (2.11), and the same
analysis follows as before and one recovers (2.17), i.e. the same constraint between the two pressures
as in the 2D case. We also recover the same simplification for the force balance equation, and recover
(2.19).
It remains to consider (2.20), that is the cross product of B and (2.19). For this we will need
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expressions for a few useful quantities. First, we note that
B · j = 1
µ0
(∇A× ey +Byey) ·
(∇By × ey −∇2Aey)
=
1
µ0
(∇A · ∇By −By∇2A), (2.26)
and the triple product is found to be
B× (j×B) = B2j− (B · j)B
=
B2
µ0
(∇By × ey −∇2Aey)−B · j(∇A× ey +Byey). (2.27)
Rather than consider (2.20) as a whole, it is easier to consider two subcomponents – specifically in the
directions of ey and ∇A. Finding these components of (2.27) gives
ey · (B× (j×B)) = −B
2
µ0
∇2A−B · jBy (2.28)
and
∇A · (B× (j×B)) = −ey ·
[
(B · j)∇A+ B
2
µ0
∇By
]
×∇A,
= −B
2
µ0
ey · ∇By ×∇A. (2.29)
Equations (2.28) and (2.29) can be used to reconstruct the left hand side of (2.20). Upon substitution
of (1.12), the right hand side of (2.20) becomes
(∇A× ey +Byey)×
[
∂P‖
∂A
∇A+B2∇
(
1
µ0
− 1
B
∂P‖
∂B
)]
(2.30)
Taking the ey and ∇A components gives, respectively,
(∇A)2 ∂P‖
∂A
+B2∇A · ∇
(
1
µ0
− 1
B
∂P‖
∂B
)
(2.31)
and
ByB
2ey ·
[
∇
(
1
µ0
− 1
B
∂P‖
∂B
)
×∇A
]
. (2.32)
We now have the required information to compare the different components of (2.20). First, using (2.29)
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and (2.32), the ∇A component is found to be
−
(
1− µ0
B
∂P‖
∂B
)
ey · B
2
µ0
∇By ×∇A = ByB2ey ·
[
∇
(
1
µ0
− 1
B
∂P‖
∂B
)
×∇A
]
. (2.33)
After some simplification, this becomes
ey · ∇
[
By
(
1
µ0
− 1
B
∂P‖
∂B
)]
×∇A = 0. (2.34)
We then use an argument from the 2D case: since gradients must lie in the x-z plane, the only non-trivial
way of solving (2.34) is to have
∇
[
By
(
1
µ0
− 1
B
∂P‖
∂B
)]
‖ ∇A. (2.35)
Thus we must have that
By
(
1
µ0
− 1
B
∂P‖
∂B
)
=
F (A)
µ0
, (2.36)
for some arbitrary function F of the magnetic flux function. One can interpret F as the shear field
profile one would have specified in the isotropic case. This can be seen intuitively by substituting an
isotropic pressure (∂P‖/∂B = 0) into (2.36), where one sees that in the isotropic limit By = F . One
should also note that the bracketed quantity in the constraint equation (2.36) is precisely the left hand
side of the firehose instability condition (2.4). One consequence of this is that when the shear field By
and the free function F are of different sign, we must necessarily be in a firehose unstable regime. This
gives an interesting interpretation of the firehose instability: If the anisotropy causes the shear field to
reverse direction to what it would be in the isotropic case, the equilibrium is firehose unstable; likewise if
the shear field is in the same direction as it would have been in the isotropic case, the equilibrium must
be stable to the firehose instability.
We now consider the ey component of (2.20), which can be found from (2.28) and (2.31),
−
(
1− µ0
B
∂P‖
∂B
)(
B2
µ0
∇2A+ B · jBy
)
= (∇A)2 ∂P‖
∂A
+B2∇A · ∇
(
1
µ0
− 1
B
∂P‖
∂B
)
. (2.37)
Substituting in (2.26) for B · j yields
−
(
1
µ0
− 1
B
∂P‖
∂B
)[
(∇A)2∇2A+By∇A · ∇By
]
= (∇A)2 ∂P‖
∂A
+B2∇A · ∇
(
1
µ0
− 1
B
∂P‖
∂B
)
. (2.38)
Splitting up the magnetic field strength on the right hand side into B2 = (∇A)2 + By2 allows the
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rearrangement
−(∇A)2∇ ·
[(
1
µ0
− 1
B
∂P‖
∂B
)
∇A
]
= (∇A)2 ∂P‖
∂A
+By∇A · ∇
[
By
(
1
µ0
− 1
B
∂P‖
∂B
)]
. (2.39)
However, we realise that this last quantity in the gradient is a function of A only via (2.36)! Thus we
find another factor of (∇A)2 and (2.39) becomes
−∇ ·
[(
1
µ0
− 1
B
∂P‖
∂B
)
∇A
]
=
∂P‖
∂A
+
By
µ0
dF
dA
, (2.40)
where F is as given in (2.36). This is the Grad-Shafranov type equation for translational symmetry with
a shear field, and is coupled with the constraint equation (2.36) which ties together the magnetic shear
and the parallel pressure. In the isotropic limit one recovers By = F (A), and (2.40) reduces to (1.20).
We will refer to (2.36) and (2.40) as the total field formalism with translational symmetry, so called since
the pressures are described as functions of the total field strength.
2.4 Rotational symmetry
A natural symmetry for many astrophysical phenomena, such as planetary magnetospheres, is that of
rotational symmetry. Therefore, it makes sense to extend the anisotropic theory such that we can solve
(2.6) in spherical coordinates with rotational invariance. As in Section 1.4, we will use r to denote the
radial coordinate, θ for the polar angle and φ for the azimuthal angle (thus rotational invariance gives
∂/∂φ = 0). We will also use R to denote the cylindrical radius in a plane of constant φ, i.e. R = r sin θ.
The magnetic field is described in terms of a magnetic flux function and shear field (1.21), which ensures
that the solenoidal constraint is automatically satisfied. The form of the current density is unchanged
by anisotropy, and is thus given by (1.23). The Lorentz force is then given by (1.24). To progress further
we consider the components of (2.6). Taking the dot product with B yields (2.10), and after substituting
in the vector potential form of the magnetic field, we find
(∇A×∇φ+ bφ∇φ) ·
[
∇P‖ −
P‖ − P⊥
B
∇B
]
= 0. (2.41)
Since the gradients in the rightmost bracket are all in the r-θ plane, there is no contribution from bφ and
we get
∇φ ·
[
∇A×
(
∇P‖ −
P‖ − P⊥
B
∇B
)]
= 0. (2.42)
This is similar to (2.11) in the translationally symmetric case, and yields the same solution. One will
recover (2.12) and thus (2.17) - the same constraint between the parallel and perpendicular pressure.
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Now we consider the other components of (2.6) by taking the cross product with B which gives (2.20).
As in the translationally invariant case, we will require the identity
µ0B · j = 1
R2
∇A · ∇bφ − bφ∇ ·
(∇A
R2
)
. (2.43)
We also find the triple vector product
B× (j×B) = B
2
µ0
(
−R∇ ·
(∇A
R2
)
eφ +∇bφ ×∇φ
)
−B · j(∇A×∇φ+ bφ∇φ). (2.44)
The separate components of (2.44) give
eφ ·B× (j×B) = −B
2
µ0
R∇ ·
(∇A
R2
)
−B · jbφ
R
(2.45)
and
∇A ·B× (j×B) = − B
2
Rµ0
eφ · ∇bφ ×∇A. (2.46)
These equations are the equivalent of (2.28) and (2.29) in the translationally invariant case, and can be
used to reconstruct the left hand side of (2.20). The right hand side of (2.20) becomes
(∇A×∇φ+ bφ∇φ)×
[
∂P‖
∂A
∇A+B2∇Q
]
, (2.47)
where
Q =
1
µ0
− 1
B
∂P‖
∂B
(2.48)
has been introduced to keep the notation compact. Splitting this up into eφ and ∇A components gives,
respectively,
∂P‖
∂A
(∇A)2
R
+
B2
R
∇A · ∇Q (2.49)
and
bφB
2
R
eφ · ∇Q×∇A. (2.50)
Now we have enough information to reconstruct the different components of (2.20). From (2.45) and
(2.49) we find the eφ component to be
−µ0Q
(
B2
µ0
R∇ ·
(∇A
R2
)
+ B · jbφ
R
)
=
∂P‖
∂A
(∇A)2
R
+
B2
R
∇A · ∇Q (2.51)
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and, from (2.46) and (2.50), the ∇A component is
−QB
2
R
eφ · ∇bφ ×∇A = bφB
2
R
eφ · ∇Q×∇A. (2.52)
Let us first consider (2.52), which we can rearrange into a single cross product and substitute back
in for Q, arriving at
eφ · ∇
[
bφ
(
1
µ0
− 1
B
∂P‖
∂B
)]
×∇A = 0 (2.53)
which is reminiscent of (2.34) in the translationally invariant case. In fact, the same analysis then follows
and one finds that
bφ
(
1
µ0
− 1
B
∂P‖
∂B
)
=
F (A)
µ0
, (2.54)
for some arbitrary function F of the magnetic flux function.
Now let us consider (2.51). Expanding the dot product via (2.43) gives
−Q (∇A)
2
R
∇ ·
(∇A
R2
)
−Q bφ
R3
∇A · ∇bφ =
∂P‖
∂A
(∇A)2
R
+
B2
R
∇A · ∇Q. (2.55)
Collecting terms under a single divergence on the left hand side results in
− (∇A)
2
R
∇ ·
(
Q
∇A
R2
)
=
∂P‖
∂A
(∇A)2
R
+Q
bφ
R3
∇A · ∇bφ +
b2φ
R3
∇A · ∇Q. (2.56)
We can then combine terms on the right hand side to get
− (∇A)
2
R
∇ ·
(
Q
∇A
R2
)
=
∂P‖
∂A
(∇A)2
R
+
bφ
R3
∇A · ∇(bφQ). (2.57)
Now we note that the term bφQ is purely a function of A from (2.54), thus we arrive at the final
simplification
−∇ ·
[(
1
µ0
− 1
B
∂P‖
∂B
)∇A
R2
]
=
∂P‖
∂A
+
bφ
µ0R2
dF
dA
(2.58)
which is the Grad-Shafranov type equation for anisotropic MHD equilibria with rotational symmetry.
Together, (2.54) and (2.58) constitute the total field formalism with rotational invariance.
2.5 The inclusion of external forces
We now discuss the case where we do not neglect the external forces represented by the potential ψ in the
momentum equation (1.2). One finds that this potential can be incorporated into the parallel pressure,
and thus be only present implicitly in the Grad-Shafranov equations.
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If one follows the same derivations as in Sections 2.2–2.4, the first major change will be in (2.13),
which now becomes (
∇P‖ −
P‖ − P⊥
B
∇B − ρ∇ψ
)
‖ ∇A. (2.59)
The assumption one now makes in order to proceed is that the parallel pressure is a function of three
variables, namely the magnetic flux function, the total magnetic field strength and the potential ψ. Thus,
expanding (2.59) now yields
(
∂P‖
∂A
∇A+ ∂P‖
∂B
∇B + ∂P‖
∂ψ
∇ψ − P‖ − P⊥
B
∇B − ρ∇ψ
)
‖ ∇A. (2.60)
Since in general ∇B and ∇ψ will not be in the direction of ∇A (or, indeed, in the direction of each
other) we must have that they cancel out. That is to say we recover (2.16) from the ∇B components
(and thus the same relationship between the two pressures as in the case without an external potential),
and from the ∇ψ components we have that
∂P‖
∂ψ
= ρ, (2.61)
which effectively specifies the ψ dependence of the parallel pressure.
Now consider the force balance equation, as it is given in (2.6). The only difference one finds by
introducing an external potential is the appearance of −ρ∇ψ on the right hand side. However, when the
∇P⊥ term is split up, we recover a ∇P‖ term. When we have an external potential, this ∇P‖ contributes
a ∂P‖/∂ψ∇ψ term. Thus, because of the relation (2.61), the two extra terms that are introduced by the
inclusion of a potential must cancel out. This effectively means that the analysis in both the rotationally
and translationally invariant cases remain unchanged. One then recovers the usual Grad-Shafranov and
constraint equations, where the external forces are only present implicitly through the ψ dependence of
the parallel pressure.
As an example, we show the form of the parallel pressure when one assumes an ideal gas law, such as
P‖ = ρRT‖. (2.62)
In this case, the equation governing the ψ dependence of ρ becomes
∂P‖
∂ψ
=
P‖
RT‖
. (2.63)
If the parallel temperature is also assumed to be a function of A, B and ψ, one can integrate (2.63) to
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find
P‖ = Pˆ‖(A,B) exp
(
R
∫
1
T‖
dψ
)
, (2.64)
although, from a modelling perspective, it is unclear what precise form of T‖ one should choose to best
describe a physical system.
2.6 Some further properties of pressures
In Section 2.2 we derived an equation which allows us to find the perpendicular pressure from the
parallel pressure (2.17). This yields a surprising amount of information about the pressures that is
not immediately obvious. In this section we describe two further pieces of information relating to the
pressure which follows from (2.17). Firstly we discuss the problem of positivity, where we solve the
problem of ensuring both pressures remain positive for all allowed values of A and B. Secondly we
discuss a classification of pressures depending on the relationship between the two components. Both
parts include ways of constructing various pressures which, from a mathematical point of view, is crucial
for running a large number of experiments to explore the precise effects they have on MHD equilibria.
2.6.1 On the positivity of pressures
One problem that occurs when we have two pressures which are related to each other is that of positivity.
Let us define a function f(x) to be positive if f(x) ≥ 0 for all possible vectors x. In order to describe
a physical system, we must have that both pressures are positive. One cannot simply prescribe both
pressures to be positive independently, since the parallel and perpendicular pressures are related by
(2.17). Thus, if we assume the parallel pressure is positive is it possible to ensure that the perpendicular
pressure is also positive? One approach to this problem in the total field formalism is to construct a
differential inequality. One can expand the inequality P⊥ ≥ 0 and turn it into an equality by introducing
an arbitrary positive function. Thus, from (2.17) we deduce
P‖ −B
∂P‖
∂B
= g(A,B), (2.65)
where g(A,B) is a positive function. There are a few ways to go about solving the above equation, one
method is to notice that since the positive function g is arbitrary, one can replace it with g(A,B) =
gˆ(A,B)P‖. Since the parallel pressure is always positive, then gˆ must also always be positive to preserve
the inequality g ≥ 0. Substituting gˆ into (2.65) and relabelling gˆ as g (for the sake of neatness) gives
(
1− g
B
)
P‖ =
∂P‖
∂B
. (2.66)
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This can be solved separably for the parallel pressure
P‖ = f(A) exp
(∫
1− g
B
dB
)
, (2.67)
where f(A) ≥ 0 to ensure we meet the requirement that the parallel pressure remains positive. The
perpendicular pressure is then given by
P⊥ = f(A)g(A,B) exp
(∫
1− g
B
dB
)
, (2.68)
which one can see is always positive by inspection. One can therefore generate pressures that are guar-
anteed to be positive by simply specifying a positive function g(A,B) and carrying out the integrations
in (2.67) and (2.68). In fact one can see that the positive function chosen is representative of the inverse
anisotropy – the anisotropy (α) is given by the ratio of the two pressures, i.e. α = P‖/P⊥. Dividing
(2.67) by (2.68) cancels the exponentials and the constant of integration giving α = 1/g(A,B).
There is another method by which we can generate positive pressures which gives slightly more insight
into their behaviours and does not require any integration. In this method we write the parallel pressure
as an arbitrary function multiplied by B i.e,
P‖ = G(A,B)B. (2.69)
Then the perpendicular pressure is given by
P⊥ = GB −B ∂
∂B
(GB)
= −∂G
∂B
B2. (2.70)
Thus, if both pressures are positive we must have that G ≥ 0 and ∂G/∂B ≤ 0, i.e. G is a positive
function which is monotonically decreasing. This has implications for how the pressure must vary with
B, for instance we see that the parallel pressure can never increase faster than linearly in B. The key
point of the above formulations is that we can construct parallel pressure functions that automatically
give positive perpendicular pressures – much better than a non-systematic approach which does not
guarantee positive pressures a priori.
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2.6.2 Firehose and mirror type pressures
In general, pressures can be described as either firehose type or mirror type, depending on whether
P‖ > P⊥ or P‖ < P⊥ respectively. These names are representative of which anisotropic instabilities
the system will possibly be subject to. For example, in order for an equilibrium to become firehose
unstable it is necessary to have firehose type pressures. Similarly, in order for an equilibrium to become
mirror unstable it is necessary to have mirror type pressures. One should note that an equilibrium with
a firehose/mirror type pressure is not necessarily a firehose/mirror unstable equilibrium – the name is
simply indicative of the type of anisotropy, not a reflection of the stability. An equivalent description
makes use of the anisotropy (α = P‖/P⊥): firehose type pressures have α > 1 and mirror type pressures
have α < 1. As an example, consider the parallel pressure function
P‖ = e−A
B
B + k
, (2.71)
where k is a positive anisotropy parameter. The perpendicular pressure associated with this parallel
pressure is
P⊥ = e−A
B2
(B + k)2
. (2.72)
One then finds the anisotropy due to the above pressures to be
α =
B + k
B
. (2.73)
Since the anisotropy parameter k is always positive, α is always greater than or equal to unity for all
A ∈ R and B ∈ R+ \ 0. Thus we can describe the above pressures as being of firehose type, except for
the singular case when k = 0, where the pressures are equal and thus isotropic. Now consider a different
example,
P‖ = e−A
1
1 + kB
. (2.74)
The perpendicular pressure associated with this parallel pressure is
P⊥ = e−A
1 + 2Bk
(1 + kB)2
. (2.75)
These pressures give an anisotropy of
α =
1 + kB
1 + 2kB
. (2.76)
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One can see that, for a positive anisotropy parameter k, α is always less than 1 and can thus be described
as a mirror type pressure (unless, as above, k = 0 and we have isotropy). The question that then arises is
how do we best compare the effects of firehose and mirror type pressures? We might choose to compare
equilibria with the pressures given above, but then how do we know that any changes in the equilibria
are not due to the specific dependence on A, B or some other factor? For example, it would be unwise to
compare firehose type pressures where P‖  P⊥ to mirror type pressures where P‖ ≈ P⊥. In that case,
one would erroneously conclude that mirror type pressures gave rise to much more isotropic equilibria
than firehose type pressures.
One therefore requires a more systematic approach. For a given parallel pressure, whether it be
firehose type or mirror type, can we find an associated parallel pressure that is of precisely opposite
type? That is to say, if we have pressures P‖ and P⊥, can we find associated pressures P¯‖ and P¯⊥ such
that P‖/P⊥ = P¯⊥/P¯‖? Thus if P‖ is a firehose type pressure with anisotropy α, P¯‖ is a mirror type
pressure with comparable anisotropy α¯ = 1/α. This problem can be solved by expanding the equation
P‖
P⊥
=
P¯⊥
P¯‖
. (2.77)
We find P¯⊥ from (2.17), thus (2.77) becomes
P¯‖
(
P‖ − P⊥
)
= −BP⊥
∂P¯‖
∂B
, (2.78)
which leads to the integration
−
∫
P⊥ − P‖
BP⊥
dB =
∫
1
P¯‖
∂P¯‖
∂B
dB. (2.79)
One can rewrite the integrand on the right hand side using (2.17) and integrate the left hand side directly,
∫
1
P⊥
∂P‖
∂B
dB = ln
(
P¯‖
c(A, k)
)
. (2.80)
Here c(A, k) is a constant of integration which can depend on both the magnetic flux function and
the anisotropy parameter. By taking the exponent of the above equation we arrive at a form for the
associated parallel pressure,
P¯‖ = c(A, k) exp
(
−
∫
P‖
′
P⊥
dB
)
(2.81)
where the dash represents a partial derivative with respect to the magnetic field strength. The associated
perpendicular pressure is then found to be
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P¯⊥ =
(
1 +
BP‖
′
P⊥
)
c(A, k) exp
(
−
∫
P‖
′
P⊥
dB
)
=
P‖
P⊥
c(A, k) exp
(∫
−P‖
′
P⊥
dB
)
. (2.82)
Dividing P‖ by P⊥ results in the exponential and integration constant cancelling, and one recovers the
anisotropy
α¯ =
P⊥
P‖
. (2.83)
What remains is to specify the form of c(A, k). One way of proceeding is to notice that since c is
eliminated when finding α, it has no effect on the anisotropy. Therefore, it seems sensible to take c to
be independent of k, because the parameter k is intended to be some sort of control parameter on the
anisotropy – in other words varying c does not change the anisotropy and thus should not depend on
an anisotropy parameter. Thus we let c(A, k)→ c(A). All that remains is to specify the A dependence.
One does this by considering the isotropic limit. It would make sense to have our four pressures,
(P‖, P⊥, P¯‖, P¯⊥) all equal to each other when k = 0. Indeed, one could hardly make comparisons between
firehose and mirror type pressures if they tended to different functions as they approached isotropy. At
k = 0, P‖ = P⊥ = p(A). For the associated pressures we have that at k = 0, P¯‖ = P¯⊥ = c(A). In order
for these pressures to be equal we must specify that c(A) = p(A). Thus we find the following expressions
for the associated parallel and perpendicular pressures:
P¯‖ = p(A) exp
(
−
∫
P‖
′
P⊥
dB
)
, (2.84a)
P¯⊥ =
P‖
P⊥
p(A) exp
(
−
∫
P‖
′
P⊥
dB
)
. (2.84b)
Now, if we wish to explore the effect of changing pressure type, from firehose to mirror or vice versa, we
have a systematic way of doing so by computing the associated pressures.
2.6.3 A typical example
Suppose we have the parallel pressure given by (2.71), and we have constructed MHD equilibria based
upon it. Since (2.71) is a firehose type pressure, we may wish to see what sort of effect a mirror type
pressure would have had instead. Thus we use the construction given in (2.84) to find the associated
mirror pressures to (2.71). The integrand in the exponential is given by
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P‖
′
P⊥
=
k
B2
. (2.85)
Integrating with respect to B and substituting into the form in (2.84) gives,
P¯‖ = p(A) exp
(
k
B
)
, (2.86a)
P¯⊥ =
B + k
B
p(A) exp
(
k
B
)
. (2.86b)
The isotropic part of the pressures, p(A), is found by taking the isotropic limit (k = 0) of the original
pressures. Thus the associated pressures are
P¯‖ = exp
(
k
B
−A
)
, (2.87a)
P¯⊥ =
B + k
B
exp
(
k
B
−A
)
. (2.87b)
One can easily see from inspection that the anisotropy of (2.87) is given by α¯ = B/(B + k), which is
the inverse of the original anisotropy (2.73), and is always less than unity (except when k = 0 and we
have isotropy). We show typical curves of the pressures and anisotropy in Figure 2.1. In Figure 2.1a
we show the original firehose type pressures and anisotropy (2.71)-(2.73) at A = 0 and k = 0.1. Figure
2.1b shows the associated mirror pressures (2.87) and anisotropy, also at A = 0 and k = 0.1. Despite
the obvious differences between the two pressure types, one can see that in most respects the pressures
are comparable: they share similar gradients and limits, for example. We would then be able to find
MHD equilibria based on the associated mirror type pressures which we could directly compare with the
original firehose type pressures, and be confident that any variations would be directly due to the change
in pressure type as opposed to any other factors.
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(a) (b)
Figure 2.1: Plots of firehose type (a) and (b) mirror type pressures and anisotropies. The red, blue and
black lines are the parallel pressures, perpendicular pressures and anisotropies respectively.
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Chapter 3
Poloidal formalisms
At first glance, the total field formalisms described in Chapter 2 seem to be a good approach to solving
the equilibrium problem. Indeed, for 2D cases they are extremely useful and one can solve the Grad-
Shafranov type equations to find A and thus the magnetic field and other quantities. However, in
2.5D, total field formalisms have problems that are not at all obvious from the outset. For example,
it is extremely difficult to decouple the constraint on the shear component from the Grad-Shafranov
equation. One also encounters regions where the shear field can become larger than the total magnetic
field strength, which is a clear contradiction. These problems both stem from describing functions, such
as the shear field, as quantities of the total magnetic field strength.
In this chapter we provide a new formalism designed to remedy the problems of total field formula-
tions. We describe an approach called the poloidal formalism, where one specifies quantities as functions
of the poloidal magnetic field strength. It is then possible to recover similar equations to those found in
the total field formalism. In fact, we show that by using a quantity called the effective parallel pressure
we can reduce the poloidal Grad-Shafranov equation to the same equation one finds in the 2D case.
Section 3.2 describes the derivation for the translationally symmetric case. The rotationally invariant
case is somewhat more difficult due to the presence of scale factors, however, in Section 3.3 we are able
to find a way to generalize the poloidal formalism to incorporate rotational invariance. Section 3.4 then
shows that the formulation we derived for rotational invariance is the simplest poloidal type formulation
possible. The theory discussed in this chapter has been published in Geophysical and Astrophysical
Fluid Dynamics (Hodgson and Neukirch, 2015).
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3.1 Problems with total field formalisms
The total field formalisms are extremely useful and concise formulations of the equilibrium problem.
However, the combination of the shear field constraint (2.36) and the fact that quantities are given as
functions of the total magnetic field strength gives rise to subtle problems that make them undesirable
from a practical point of view. The main problems are what we call the implicit coupling problem and
the shear field contradiction. In order to overcome these problems it is important to fully understand
them, thus we must consider them in more detail.
The implicit coupling problem is where one cannot disentangle the two main equations of the total
field formalism. In other words, the Grad-Shafranov equation (2.40) and the shear field constraint (2.36)
are implicitly coupled. If one tries to solve the Grad-Shafranov equation they must know By, since the
shear field appears on the right hand side of (2.40). However, in order to find By explicitly, one must
have solved the Grad-Shafranov equation in the first place to find B. Thus one cannot know B before
knowing By, and likewise to find By we must know B. This problem derives from the fact that By and
B are not independent variables. If the shear field varies, then the total magnetic field strength must
also vary.
The strategy of expressing By in terms of B does not only introduce the implicit coupling problem
described above, but it also introduces shear field contradictions. By this we mean that there are
potentially regions where the shear field becomes larger in magnitude than the total magnetic field
strength, which is obviously an unphysical situation. As an example, consider a shear field given by the
function
By =
B2
B0
, (3.1)
where B0 is some typical background magnetic field strength which has been introduced for normalization
purposes. When the magnetic field strength becomes larger that B0, the shear field will have become
larger than the total magnetic field strength. Take B = 2B0, for instance. Then the shear is given by
By = 4B0 and is twice as large in magnitude as B. Therefore, in this example we have contradictory
regions when B > B0, and we must restrict ourselves to regions where B ≤ B0 lest we encounter an
unphysical situation. However, the problem is more insidious than this as we can never ensure a priori
that we will avoid these contradictory regions. Before the Grad-Shafranov equation has been solved
(which is quite difficult in itself due to implicit coupling), we do not know whether these contradictory
regions will appear. Thus the only strategy is to reject solutions a posteriori, which can be problematic.
It is possible, however, to construct shear field profiles that will never enter contradictory regions.
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As an example, consider the profile given by
By = B0
B
B +B0
.
In this case, regardless of the choice of B or B0 we will always have the inequality By ≤ B, and thus
never have any contradictory regions. Unfortunately this approach leads to its own problems because
of the constraint equation (2.36). By specifying the shear field in such a way, we have automatically
specified both of the pressures. We find from (2.36) that the parallel pressure is given by
P‖ =
B2B0 −B2F − 2BB0F
2µ0B0
+G(A)
for some arbitrary function G(A), and the perpendicular pressure follows from (2.17),
P⊥ =
FB2 −B0B2
2µ0B0
+G(A).
One can see that the contradictory regions still exist, but now give contradictory values for the pressures
instead. Depending on the sign of F , there will always be regions where one of the pressure becomes
negative and is thus unphysical. In order to see this more clearly, consider the limits of the pressures for
a fixed A as B tends to infinity. One finds that
lim
B→∞
(
P‖
)
=
B0 − F
2µ0B0
B2,
lim
B→∞
(P⊥) =
F −B0
2µ0B0
B2 = −P‖,
in other words, if one pressure is positive as B →∞, then the other pressure must be negative. Therefore,
we see that by trying to avoid the unphysical regions for By we have simply moved the problem to the
pressure, rather than eliminating it entirely. A further note to make is that in the equilibrium problem
it is often the pressure that is specified as opposed to the shear field. If that is the case then one cannot
ensure there are no contradictory regions for the shear field as we did above, since the shear field is
automatically specified once the parallel pressure has been chosen.
3.2 The poloidal formalism
In an attempt to correct the problems of the total field formalism, we will recreate the theory of Section
2.3 without having the pressures described as a function of the magnetic field strength. To do this, we
must determine which quantities the pressures should depend on, if not the magnetic field strength. One
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should think back to the 2D case, which did not exhibit the implicit coupling problem or shear field
magnitude problem. On the surface, it seems that both the 2D and total field approaches used the same
assumption that the pressures were functions of B, which indeed they do. However, the definition of B
changes when we add a shear field. In the 2D case the magnetic field strength is
B = |∇A|, (3.2)
whereas in the 2.5D case it is given as
B =
√
|∇A|2 +By2. (3.3)
It is the By dependence of B that causes all the trouble discussed in Section 3.1. Since the 2D case
does not have By appearing in the definition of B (since trivially By = 0) we do not have the same sort
of problems. At this point it becomes clear that we may have chosen the wrong analogue when adding
a shear field component. Instead of choosing quantities to be functions of B in both cases, perhaps
we should have chosen quantities to be functions of |∇A|. Of course, in 2D these are equivalent, but
there is an extremely important (but quite subtle) difference in the 2.5D case, namely the absence of the
shear field when one chooses |∇A|. For notational purposes we shall rewrite this quantity as the poloidal
magnetic field strength, denoted
Bp = |∇A|. (3.4)
This is terminology borrowed from the spherical case, but is essentially the magnetic field strength in
the plane perpendicular to the invariant direction. In the translationally invariant case, one can refer to
Bp as the planar magnetic field strength if one prefers.
Now we make an attempt at recovering an equivalent theory to that of the total field formalisms but
where B has been replaced with our new variable Bp. Starting with the translationally symmetric case,
we take the same form of the magnetic field as before, and B is given by (1.12). The current density is
also preserved from the anisotropic case, and is given by (1.13).
The initial steps are the same as the previous section. Attempting to solve the first component of the
force balance equation in the absence of external forces, we find the dot product of B and (2.6), which
results in (2.10). As in the previous two cases, we recover (2.13). The difference here is that we will now
consider quantities as functions of the magnetic flux function and the poloidal magnetic field strength,
Bp = |∇A|. Thus the gradient of the parallel pressure can be written as
∇P‖ =
∂P‖
∂A
∇A+ ∂P‖
∂Bp
∇Bp (3.5)
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and the gradient of the magnetic field strength is given by
∇B = My
B
∇Bp + By
B
∂By
∂A
∇A, (3.6)
where
My = Bp +By
∂By
∂Bp
. (3.7)
This factor appears frequently and can be thought of as an anisotropic scale factor of sorts. The vector
in (2.13) can then be expanded to give
∇P‖ −
P‖ − P⊥
B
∇B = ∂P‖
∂A
∇A+ ∂P‖
∂Bp
∇Bp −
P‖ − P⊥
B2
(
My∇Bp + ∂By
∂A
∇A
)
.
Since (2.13) states that this must be in the direction of ∇A only, the ∇Bp components cancel out, so
∂P‖
∂Bp
− P‖ − P⊥
B2
My = 0. (3.8)
Rearranging (3.8) for the perpendicular pressure gives
P⊥ = P‖ − B
2
My
∂P‖
∂Bp
. (3.9)
Compare this to the equivalent equation in the non shear case (2.17). One can easily see the similarities
and, in fact, upon substitution of By = 0 into (3.9) we recover equation (2.17). Next, we consider the
other components of the force balance equation by taking the cross product of (2.6) and B, i.e.
(
1− µ0
My
∂P‖
∂Bp
)
B× (j×B) = B×
[
∇P⊥ +
P‖ − P⊥
B
∇B
]
, (3.10)
where the left hand side has been simplified via (3.9). We can expand the triple product in the same
way as in the total field formalism, where one can again make use of (2.28) and (2.29). However, the
right hand side is not quite so simple. A rearrangement using (3.9) gives
B×
[
∇P‖ −B∇
(
B
My
∂P‖
∂Bp
)]
. (3.11)
Expanding the gradients transforms this to
B×
[
∂P‖
∂A
∇A+ ∂P‖
∂Bp
∇Bp −B2∇
(
1
My
∂P‖
∂Bp
)
−
(
B
My
∂P‖
∂Bp
)
∇B
]
. (3.12)
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The gradient ∇B can then be replaced by (3.6), giving
B×
[(
∂P‖
∂A
− By
My
∂P‖
∂Bp
∂By
∂A
)
∇A+B2∇
(
1
µ0
− 1
My
∂P‖
∂Bp
)]
. (3.13)
Introducing the magnetic flux function from (1.12) into (3.13) and splitting into ey and ∇A components
gives, respectively, (
∂P‖
∂A
− By
My
∂P‖
∂Bp
∂By
∂A
)
B2p +B
2∇A · ∇
(
1
µ0
− 1
My
∂P‖
∂Bp
)
(3.14)
and
ey ·
[
B2By∇
(
1
µ0
− 1
My
∂P‖
∂Bp
)
×∇A
]
. (3.15)
Thus the ∇A component of (3.10) is
−
(
1
µ0
− 1
My
∂P‖
∂Bp
)
ey · ∇By ×∇A = ey ·
[
By∇
(
1
µ0
− 1
My
∂P‖
∂Bp
)
×∇A
]
(3.16)
and the ey component of (3.10) is
−
(
1− µ0
My
∂P‖
∂Bp
)(
B2
µ0
∇2A+ B · jBy
)
=
(
∂P‖
∂A
− By
My
∂P‖
∂Bp
∂By
∂A
)
B2p +B
2∇A · ∇
(
1
µ0
− 1
My
∂P‖
∂Bp
)
.
(3.17)
First, consider (3.16). This can be rearranged to give
−ey ·
(
∇
[
By
(
1
µ0
− 1
My
∂P‖
∂Bp
)]
×∇A
)
(3.18)
and we again find ourselves in the situation where
By
(
1
µ0
− 1
My
∂P‖
∂Bp
)
=
F (A)
µ0
, (3.19)
for some arbitrary function of the magnetic flux function, F (A). This is the analogous equation to (2.36)
in the total field formalism. The other component (3.17) can also be simplified, giving
−B2∇ ·
[(
1
µ0
− 1
My
∂P‖
∂Bp
)
∇A
]
=
F
µ0
(∇A · ∇By −By∇2A)+ (∂P‖
∂A
− By
My
∂P‖
∂Bp
∂By
∂A
)
B2p , (3.20)
where we have combined terms into a single divergence on the left hand side, used (3.19) to simplify the
right hand side, and substituted in (2.26) for B · j. The easiest way to proceed is to make use of the
following expansion,
By
2∇ ·
[(
1
µ0
− 1
My
∂P‖
∂Bp
)
∇A
]
= By2
[
∇
(
1
µ0
− 1
My
∂P‖
∂Bp
)
· ∇A+
(
1
µ0
− 1
My
∂P‖
∂Bp
)
∇2A
]
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= By2
[
∇
(
F
Byµ0
)
· ∇A+ F
Byµ0
∇2A
]
=
By
µ0
dF
dA
B2p −
F
µ0
(∇A · ∇By −By∇2A). (3.21)
Thus we can rewrite (3.20) as
−∇ ·
[(
1
µ0
− 1
My
∂P‖
∂Bp
)
∇A
]
=
By
µ0
dF
dA
+
(
∂P‖
∂A
− By
My
∂P‖
∂Bp
∂By
∂A
)
. (3.22)
A rearrangement of (3.22) allows us to write the right hand side as a single A derivative,
−∇ ·
[(
1
µ0
− 1
My
∂P‖
∂Bp
)
∇A
]
=
∂
∂A
[
P‖ +By
2
(
1
2µ0
− 1
My
∂P‖
∂Bp
)]
. (3.23)
Thus we have found the equivalent Grad-Shafranov and constraint equations to those in the total field
formalism. However, we can actually simplify these further. Let us define a new quantity called the
effective parallel pressure, given by P‖
?, to be the function in the A derivative of (3.23), i.e.
P‖
? = P‖ +By
2
(
1
2µ0
− 1
My
∂P‖
∂Bp
)
. (3.24)
We also note here that the effective parallel pressure can be rewritten using (3.19), which gives the
slightly different form
P‖
? = P‖ − By
2
2µ0
+
ByF
µ0
. (3.25)
We then note that the Bp derivative of P‖
? is given by,
∂P‖
?
∂Bp
=
∂P‖
∂Bp
− By
µ0
∂By
∂Bp
+
F
µ0
∂By
∂Bp
=
∂P‖
∂Bp
− By
µ0
∂By
∂Bp
+
By
µ0
(
1− µ0
My
∂P‖
∂Bp
)
∂By
∂Bp
=
∂P‖
∂Bp
(
1− By
My
∂By
∂Bp
)
=
Bp
My
∂P‖
∂Bp
.
Thus we have that
1
Bp
∂P‖
?
∂Bp
=
1
My
∂P‖
∂Bp
, (3.26)
which allows us to rewrite (3.23) as
−∇ ·
[(
1
µ0
− 1
Bp
∂P‖
?
∂Bp
)
∇A
]
=
∂P‖
?
∂A
, (3.27)
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which is completely analogous to the 2D case given in (2.24). This is interesting as it tells us that there
are no intrinsically different types of field allowed when we progress from 2D to 2.5D. Any flux function
we find which satisfies the 2.5D equations is equivalent to a 2D flux function for some other parallel
pressure. The only real difference is that the effective parallel pressure can become negative whilst the
actual pressures remain positive in 2.5D. In that case, the flux function which we found in 2.5D would be
equivalent to a 2D case with negative pressure. This would be an unrealistic field in 2D, but is perfectly
acceptable in the 2.5D regime. The effective parallel pressure also simplifies the shear field constraint,
where (3.19) becomes
By
(
1
µ0
− 1
Bp
∂P‖
?
∂Bp
)
=
F (A)
µ0
. (3.28)
Let us now consider the constraint (3.19) in more detail. Clearly, when By = 0 this constraint is
satisfied automatically, allowing any choice of pressure function without contradiction by choosing F = 0.
Similarly, when P‖ is a function of A alone, the derivative on the right hand side becomes zero implying
that any choice of By must be simply a function of A. When By 6= 0, however, only specific pressures
will be allowed without contradiction. The same goes for when the pressure function depends on Bp –
only specific functions of By are allowed in order to satisfy (3.19). We will see that specifying the Bp
dependence of either By or P‖ will automatically specify the Bp dependence of the other. In general
there are two approaches. One can specify the form of By and the arbitrary function F (A), and therefore
deduce what pressure functions are allowed, or one chooses the pressure and F (A), and from that deduce
the types of shear field allowed by the constraint. We will outline the method for both approaches.
Suppose By is known and non-zero. Then, by a rearrangement of (3.19), we get
1
µ0
By
(
Bp +By
∂By
∂Bp
)
−By
∂P‖
∂Bp
=
F
µ0
(
Bp +By
∂By
∂Bp
)
, (3.29)
which can be rearranged to find the pressure derivative ∂P‖/∂Bp,
∂P‖
∂Bp
=
Bp +By
∂By
∂Bp
µ0
− F
µ0
(
∂By
∂Bp
+
Bp
By
)
. (3.30)
We can integrate (3.30) with respect to Bp to find the pressure as
P‖ =
B2p +By
2
2µ0
− F
µ0
(
By +
∫
Bp
By
dBp
)
+G(A), (3.31)
where G(A) is an arbitrary function of A introduced by the integration with respect to Bp. We also find
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the effective parallel pressure to be
P‖
? =
B2p
2µ0
− F
µ0
∫
Bp
By
dBp + G(A). (3.32)
Therefore, in principle, if we know By we can find the allowed forms of the pressure from (3.31). The
only real difficulty lies in finding the integral of the function Bp/By, which is only straightforward for
specific choices of By.
In the second approach we assume we know P‖. Another rearrangement of (3.29) gives a first order
non-linear differential equation for By,
By − F
µ0
∂By
2
∂Bp
+ 2By
(
Bp
µ0
− ∂P‖
∂Bp
)
=
2BpF
µ0
. (3.33)
In general (3.33) is very difficult to solve analytically. One can make progress in specific cases or with
a truncated series solution for small Bp values, but without these assumptions an approach along these
lines is difficult indeed.
Once we have found By and P‖ from the methods outlined above, we can deduce P⊥ from (3.9) and
(3.31). In general we have
P⊥ = −
B2p +By
2
2µ0
+
F
µ0
(
B2p
By
−
∫
Bp
By
dBp
)
+G(A). (3.34)
Now we encounter another difficulty: we must ensure both pressures remain positive. This acts as a
constraint on the arbitrary functions F (A) and G(A) introduced earlier. The best approach here is to
work via a case by case basis to deduce the constraints on F and G.
3.3 Poloidal formalism with rotational invariance
In this section we derive an analogue to the translationally invariant poloidal formalism for the rota-
tionally symmetric case. Naturally, we will find that the presence of geometric scale factors complicates
matters. In fact, even in the isotropic case, it is these scale factors that prevent the combination of terms
into a single total pressure (see (1.29) in Section 1.4). A direct analogue of the translationally invariant
case, where one considers quantities as functions of A and Bp alone, is impossible due to the presence of
an R factor in the magnitude of the magnetic field. Thus one must instead use a more general approach
which considers quantities to also be functions of the scale factors, specifically R. Under this assumption,
we are able to recover a poloidal formalism comparable to the translationally invariant case where one
uses an effective parallel pressure to reduce the Grad-Shafranov equation to the 2D case. However, we
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introduce a problem where the parallel pressure is under-specified. By allowing the parallel pressure to
depend on three coordinates instead of two, we have added an extra degree of freedom that must then
be constrained. The appropriate constraint takes the form of a non-linear partial differential equation
which is, in general, difficult to solve.
We will use an alternative technique to that used in Section 3.2 to derive the poloidal formalism in
a rotationally symmetric system. Instead of starting from (2.6) with the assumption that all quantities
are functions of the magnetic flux function and the poloidal magnetic field strength, we will start with
the total field formalism and then convert from there using the chain rule.
The poloidal magnetic field strength is given by
Bp =
|∇A|
R2
, (3.35)
where A is the magnetic flux function and R = r sin θ. If we attempt to consider functions only in terms
of A and Bp (as we could in the translationally symmetric case) we will run into problems due to the
presence of geometric scale factors. This is seen by considering B, the magnitude of the magnetic field.
Recall, in spherical coordinates with axial symmetry,
B2 = B2p +
b2φ
R2
. (3.36)
The presence of R in the definition of B means that when we change from considering quantities as
functions of A and B to functions of A and Bp, we must not neglect the R dependence. We therefore
consider quantities as functions of three variables: A, Bp and R. From the chain rule, we find the A
derivative to be
∂
∂A
P‖(A,Bp, R) =
∂
∂A
P‖(A,B) +
bφ
R2
∂bφ
∂A
1
B
∂
∂B
P‖(A,B). (3.37)
The Bp derivative can be found in a similar way, and is given by
∂
∂Bp
P‖(A,Bp, R) =
Mφ
B
∂
∂B
P‖(A,B), (3.38)
where the anisotropic scale factor is
Mφ =
(
Bp +
bφ
R2
∂bφ
∂Bp
)
. (3.39)
Finally, the R derivative is given by
∂
∂R
P‖(A,Bp, R) =
MR
B
∂
∂B
P‖(A,B), (3.40)
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where the anisotropic scale factor is
MR =
(
bφ
R2
∂bφ
∂R
− b
2
φ
R3
)
. (3.41)
We will ignore the R derivative going forward for now, but it will be useful later on for defining a
constraint on the form of the pressure.
We now use this new formalism, where P‖ is understood as a function of the three variables A, Bp and
R, to rewrite the total field formalism. The constraint between the parallel and perpendicular pressures,
previously described by (2.17), becomes
P⊥ = P‖ − B
2
Mφ
∂P‖
∂Bp
. (3.42)
The Grad-Shafranov equation, previously (2.58), is now given by
−∇ ·
[(
1
µ0
− 1
Mφ
∂P‖
∂Bp
)∇A
R2
]
=
∂P‖
∂A
− bφ
R2
∂bφ
∂Bp
1
Mφ
∂P‖
∂Bp
+
bφ
R2
∂F
∂A
, (3.43)
and the constraint equation (2.54) can be written as
bφ
(
1
µ0
− 1
Mφ
∂P‖
∂Bp
)
=
F (A)
µ0
. (3.44)
We can combine (3.44) with the right hand side of (3.43) to arrive at the simplification,
−∇ ·
[(
1
µ0
− 1
Mφ
∂P‖
∂Bp
)∇A
R2
]
=
∂
∂A
(
P‖ +
bφ
µ0R2
(
F − bφ
2
))
. (3.45)
In the translationally invariant case, it was possible to construct an effective pressure (P‖
?) which reduced
the Grad-Shafranov equation with shear field to an equivalent Grad-Shafranov equation without shear
field. It is possible to do this in the axisymmetric case as well, however there are some difficulties when
it comes to specifying P‖
?, as we will see later. We define the effective parallel pressure as
P‖
? = P‖ +
bφ
µ0R2
(
F − bφ
2
)
. (3.46)
Taking the Bp derivative gives,
∂P‖
?
∂Bp
=
∂P‖
∂Bp
+
1
µ0R2
∂bφ
∂Bp
(F − bφ).
57
Using (3.44) to eliminate F yields,
∂P‖
?
∂Bp
=
∂P‖
∂Bp
− bφ
R2
∂bφ
∂Bp
1
Mφ
∂P‖
∂Bp
=
∂P‖
∂Bp
(
1− bφ
R2
∂bφ
∂Bp
1
Mφ
)
=
∂P‖
∂Bp
Bp
Mφ
. (3.47)
Hence we can rewrite (3.44) and (3.45) in terms of the effective parallel pressure, which gives
−∇ ·
[(
1
µ0
− 1
Bp
∂P‖
?
∂Bp
)∇A
R2
]
=
∂P‖
?
∂A
(3.48)
and
bφ
(
1
µ0
− 1
Bp
∂P‖
?
∂Bp
)
= F (A). (3.49)
The R dependence of P‖(A,Bp, R) is not entirely arbitrary because we have changed the parallel
pressure from being a function of two variables to a function of three variables. In fact, the dependence
is governed by the following equation which derives from combining (3.38) and (3.40),
MR
∂
∂Bp
P‖(A,Bp, R) = Mφ
∂
∂R
P‖(A,Bp, R). (3.50)
One can use this to rewrite the constraint equation in terms of the R derivative, where (3.44) becomes
bφ
(
1
µ0
− 1
MR
∂P‖
∂R
)
=
F (A)
µ0
. (3.51)
Now consider the R derivatives of P‖
?, which will give a condition on the allowed form of the effective
parallel pressure,
∂P‖
?
∂R
=
∂P‖
∂R
+
1
µ0R2
∂bφ
∂R
(F − bφ)− bφ
µ0R3
(2F − bφ). (3.52)
This time we use (3.51) to eliminate F , giving,
∂P‖
?
∂R
=
∂P‖
∂R
− bφ
R2
∂bφ
∂R
1
MR
∂P‖
∂R
− b
2
φ
R3
(
1
µ0
− 2
MR
∂P‖
∂R
)
=
∂P‖
∂R
(
1− bφ
R2
∂bφ
∂R
1
MR
)
− b
2
φ
R3
(
1
µ0
− 2
MR
∂P‖
∂R
)
= −∂P‖
∂R
(
b2φ
MRR3
)
− b
2
φ
R3
(
1
µ0
− 2
MR
∂P‖
∂R
)
=
∂P‖
∂R
(
b2φ
MRR3
)
− b
2
φ
µ0R3
. (3.53)
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A rearrangement of (3.53) gives,
1
MR
∂P‖
∂R
=
R3
b2φ
∂P‖
?
∂R
+
1
µ0
. (3.54)
We can then use (3.54) to rewrite (3.51) in terms of P‖
?, thus we have
−R
3
bφ
∂P‖
?
∂R
=
F
µ0
. (3.55)
We can combine this with (3.44) to eliminate bφ, yielding an equation only in terms of the effective
parallel pressure,
R3
∂P‖
?
∂R
(
1
Bp
∂P‖
?
∂Bp
− 1
µ0
)
=
F 2
µ20
. (3.56)
Let us now summarise the poloidal formalism with rotational symmetry. We derived (3.48), a Grad-
Shafranov type equation for the magnetic flux function in terms of the effective parallel pressure, and
(3.49), a constraint on bφ which ties the shear field to the effective parallel pressure and an arbitrary
function of A. The effective parallel pressure can be found from the actual parallel pressure, the shear
field and the free function F from (3.46). The perpendicular pressure is then recovered form (3.42). Since
we have assumed the parallel pressure is a function of three variables instead of two, we must have some
uniqueness constraint. The appropriate constraint takes the form of a non-linear partial differential
equation, in this case P‖
? must satisfy (3.56). This constraint can be simplified by introducing the
quantity P‖
† where,
P‖
† = P‖
? − B
2
p
2µ0
. (3.57)
Then (3.56) becomes,
R3
∂P‖
†
∂R
(
1
Bp
∂P‖
†
∂Bp
)
=
F 2
µ20
. (3.58)
One method of solving the above equation analytically is to specify the form of P‖
† using arbitrary
functions of A, Bp and R. We show this in a few examples.
3.3.1 An example: multiplicative separation of variables
We attempt to solve (3.58) separably, i.e. we specify that P‖
† is given by the product
P‖
† =
1
µ0
U(A)V (Bp)W (R), (3.59)
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where U , V and W are as yet undetermined functions of the variables A, Bp and R respectively. Upon
substitution of (3.59) into (3.58) we get
R3
Bp
U2
d
dBp
(
V 2
2
)
d
dR
(
W 2
2
)
= F 2.
This then separates into three equations, one for each of the variables A, Bp and R. From inspection it
is clear that we can solve the A dependence by choosing U = F . The other two variables yield the two
ordinary differential equations
d
dBp
(
V 2
2
)
= kBp (3.60)
and
d
dR
(
W 2
2
)
=
1
kR3
, (3.61)
where k is some arbitrary constant. These can easily be solved to determine P‖
† and hence P‖
? from
(3.57). Thus, we find that
P‖
? =
B2p
2µ0
− F
R
√(
B2p + C1
)(R2
C2
− 1
)
, (3.62)
where C1 and C2 are arbitrary constants (in fact, since (3.58) does not have any A derivatives, these
constants can be functions of A). One consequence of (3.62) is that the effective parallel pressure becomes
imaginary for values of R < C2, which is undesirable for modelling physical systems.
3.3.2 An example: additive separation of variables
Define P‖
† as a function separated additively, instead of multiplicatively as in the previous example. In
this case, P‖
† is given by
P‖
† =
U(A)
µ0
(V (Bp) +W (R)).
This transforms (3.58) into,
R3
Bp
U2
dV
dBp
dW
dR
= F 2.
Again, we must have that the functions of A are equal, U = F , together with equations for the Bp and
R dependence, which are
dV
dBp
= kBp
and
dW
dBp
=
1
kR3
.
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These are straightforward to solve for P‖
† and hence P‖
? from (3.57). We find that
P‖
? =
B2p
2µ0
− F
2
(
kB2p −
1
kR2
+ C
)
, (3.63)
where k and C are allowed to be arbitrary functions of A. The shear field and parallel pressure are then
found from (3.49) and (3.46) respectively, giving
bφ =
1
k
and
P‖ = B2p
(
1− Fk
2
)
+
1− Fk − FCk2R2
R2
.
We see that one feature of these types of effective parallel pressures is a shear field which only depends
on A.
3.4 A generalisation of the poloidal formalism with rotational
invariance
A sensible question to ask is whether the choice of working with bφ has artificially introduced a problem.
If we had worked with Bφ instead, would we be able to reduce the difficulty of the constraint given by
(3.56)? Indeed, we can go further and ask whether the problem would be simpler if we worked with a
slightly different definition of Bp? In order to answer this, we now look at a generalisation of the above
formalism. Instead of considering B as we do in (3.36), we now define B by
B2 = B2pR
2n + αR2m, (3.64)
where |∇A| = BpRn+1 and α = bφ/R(m+1). In the case where n = 0 and m = −1 we recover the form
discussed in the previous section, where α = bφ and Bp = |∇A|/R.
We first find the pressure derivatives with respect to Bp and R, which are given by
∂
∂Bp
P‖(A,Bp, R) =
Mφ
B
∂
∂B
P‖(A,B),
∂
∂R
P‖(A,Bp, R) =
MR
B
∂
∂B
P‖(A,B),
Mφ = BpR2n + α
∂α
∂Bp
R2m,
MR = nB2pR
2n−1 + α
∂α
∂R
R2m +mα2R2m−1.
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Thus (3.44) can be written as either
αRm+1
(
1
µ0
− 1
Mφ
∂P‖
∂Bp
)
=
F (A)
µ0
(3.65)
or
αRm+1
(
1
µ0
− 1
MR
∂P‖
∂R
)
=
F (A)
µ0
. (3.66)
We now define P‖
? analogously to (3.46), i.e.
P‖
? = P‖ +
αRm−1
µ0
(
F − αR
m+1
2
)
. (3.67)
The Bp derivative of P‖
? is then given by
∂P‖
?
∂Bp
=
∂P‖
∂Bp
+
∂α
∂Bp
Rm−1
µ0
(
F − αRm+1). (3.68)
Using (3.65) to eliminate F yields
∂P‖
?
∂Bp
=
∂P‖
∂Bp
(
1− α
Mφ
∂α
∂Bp
R2m
)
=
∂P‖
∂Bp
BpR
2n
Mφ
. (3.69)
The R derivative requires slightly more work, but follows in a similar way, giving
∂P‖
?
∂R
=
∂P‖
∂R
+
1
µ0
∂α
∂R
(
FRm−1 − αR
2m
2
)
+
(m− 1)
µ0
αFRm−2 − mα
2
µ0
R2m−1. (3.70)
Using (3.66) to eliminate F , we get
∂P‖
?
∂R
=
∂P‖
∂R
(
1− αR
2m
MR
∂α
∂R
)
+ (m− 1)α2R2m−1
(
1
µ0
− 1
MR
∂P‖
∂R
)
− mα
2
µ0
R2m−1
=
∂P‖
∂R
(
MR − αR2m ∂α∂R − (m− 1)α2R2m−1
MR
)
− α
2
µ0
R2m−1
=
∂P‖
∂R
(
nB2pR
2n−1 + α2R2m−1
MR
)
− α
2
µ0
R2m−1.
A rearrangement of this last equation gives
1
MR
∂P‖
∂R
=
∂P‖
?
∂R +
α2
µ0
R2m−1
nB2pR
2n−1 + α2R2m−1
. (3.71)
As a check, we see that upon substitution of n = 0 and m = −1 into (3.69) and (3.71), we recover (3.47)
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and (3.54) from the previous section. From (3.66) we have that
αRm+1
 nµ0B2pR2n−1 − ∂P‖?∂R
nB2pR
2n−1 + α2R2m−1
 = F. (3.72)
Multiplying this by F and substituting in (3.65) combined with (3.69) gives
α2R2m+2
 nµ0B2pR2n−1 − ∂P‖?∂R
nB2pR
2n−1 + α2R2m−1
( 1
µ0
− 1
R2nBp
∂P‖
?
∂Bp
)
= F 2. (3.73)
The problem here is that the α dependence does not vanish. If we choose n = 0, the choice of m is
inconsequential, the α dependence vanishes and (3.73) reduces to (3.56). Thus the dependence of P‖
?
on R is fixed as in (3.56), and no generalisation of the form given in (3.64) can make the constraint any
simpler.
3.5 Positivity of pressures in the poloidal formalism
In Section 2.6 we looked at some constructions which ensured, among other things, the positivity of both
pressures. However, the constructions relied on the total field approach of specifying the pressures as
functions of A and B. It is then natural to enquire whether similar constructions exist in the poloidal
formalism. In fact, as we shall see, a simple analogue is not possible, and one cannot, in general, ensure
the positivity of pressures in the poloidal formalism a priori.
Consider a parallel pressure which has been given in terms of A and Bp, as in the poloidal formalism.
Constructing a differential inequality such that P⊥ ≥ 0 and introducing an arbitrary positive function,
as we do in (2.65), gives
P‖ − B
2
My
∂P‖
∂Bp
= P‖g(A,Bp) (3.74)
where g(A,Bp) is positive for all values of A and Bp ≥ 0, and we have used (3.9) to express the
perpendicular pressure in terms of the parallel pressure. Rearranging into a separable equation gives
∫
My
B2
(1− g)∂Bp =
∫
1
P‖
dP‖. (3.75)
Carrying out the integration yields a form for P‖ akin to (2.67),
P‖ = f(A) exp
(∫
My
B2
(1− g)dBp
)
, (3.76)
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where f(A) is a positive function of the magnetic flux to ensure positivity. The problem with (3.76) is
that one does not know the anisotropic scale factor My. Indeed, to find My one must first find By, which
itself depends on P‖ – this is a situation reminiscent of the implicit coupling problem that the poloidal
formalism was designed to avoid! Thus, it is clear that one of the drawbacks of the poloidal formalism
is the inability to find a construction which guarantees the positivity of both pressures a priori. That
is not to say one is unable to construct pressures which are both positive, but we do lack a systematic
approach to finding them.
There are also some interesting positivity conditions on the effective parallel pressure, which reduces
the 2.5D equilibrium problem to the equivalent 2D formulation (recall that (3.27) is completely analogous
to (2.24)). It was noted that due to their similarities, we could not generate any new equilibria that are
unique to the 2.5D case, since for any parallel pressure and shear field, the effective parallel pressure
would be a 2D equilibrium with the same resulting constraint on the flux function. If the effective
parallel pressure could become negative, however, whilst maintaining positivity of the actual pressure,
then we could have 2.5D fields which are completely unique, since the corresponding 2D field could only
be generated by negative pressures. We now show that this is, in fact, impossible, and that all physical
pressures in 2.5D lead to positive effective pressures.
Let P‖ be a physical pressure, i.e. it is positive for all A and B, as is the associated perpendicular
pressure. Now consider the effective parallel pressure, P‖
?. Using (2.36) to rewrite F in (3.25) we find
that the effective pressure can be written as
P‖
? = P‖ +By
2
(
1
2µ0
− 1
B
∂P‖
∂B
)
. (3.77)
From Section 2.6.1, we can write the parallel pressure in terms of a monotonically decreasing positive
function G, specifically the form given in (2.69). Thus (3.77) becomes
P‖
? = GB +By2
(
1
2µ0
− ∂G
∂B
− G
B
)
=
By
2
2µ0
−By2 ∂G
∂B
+
G
B
(
B2 −By2
)
.
The last term above can be rewritten as the poloidal magnetic field strength, and then one sees that all
terms are positive (recall that G is monotonically decreasing, thus ∂G/∂B ≤ 0). Therefore we have
P‖
? =
By
2
2µ0
−By2 ∂G
∂B
+G
Bp
2
B
≥ 0 (3.78)
and the effective parallel pressure is always positive. It remains to show that P⊥?, the effective perpen-
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dicular pressure, is always positive. The effective perpendicular pressure (P⊥?) is defined as one would
expect from (2.17),
P⊥? = P‖
? −Bp
∂P‖
?
∂Bp
. (3.79)
To proceed, we use the identity
1
Bp
∂P‖
?
∂Bp
=
1
B
∂P‖
∂B
, (3.80)
which is a consequence of the Bp dependence of B (as an example, in the rotationally symmetric case
this can be observed from (3.38) and (3.47)). Upon substitution of (3.80) into (3.79) we get
P⊥? = P‖
? − Bp
2
B
∂P‖
∂B
. (3.81)
Rewriting Bp in terms of B and By, and P‖
? in terms of P‖ gives
P⊥? = P‖ −B
∂P‖
∂B
+
By
2
2µ0
, (3.82)
which, upon substitution of (2.17) becomes
P⊥? = P⊥ +
By
2
2
≥ 0 (3.83)
since we know that P⊥ ≥ 0. Therefore we have shown that if the pressures in 2.5D are positive, then
the effective pressures must also be positive. This eliminates the possibility of the effective pressure ever
becoming negative, and thus all physical 2.5D pressures give rise to a flux function that is equivalent to
some physical 2D pressures. This is quite an interesting result which underpins the importance of 2D
equilibria.
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Chapter 4
A combined theory for anisotropic
MHD equilibria
4.1 Introduction
In the previous chapters, we discussed two formalisms for computing symmetric MHD equilibria with
anisotropic pressure. Chapter 2 introduced the total field formalism, which is especially useful for
considering 2D problems. However, when we introduced a shear component to the magnetic field, the
total field formalism became unwieldy. The implicit coupling problem prevented any progress with the
Grad-Shafranov equation, and contradictions in the shear field were almost inevitable, as discussed in
Section 3.1. A new formalism was required, one which could solve these problems and yield a tractable
method of finding solutions to the 2.5D equilibrium problem. Thus we created the poloidal formalism
of Chapter 3. By considering quantities as functions of the poloidal magnetic field, instead of the total
magnetic field strength, we were able to eliminate the problems that bedevilled the total field formalism.
By specifying an effective parallel pressure, one could in principle solve a Grad-Shafranov type equation
and recover the magnetic flux function and thus all associated quantities, such as the magnetic field.
However, on closer inspection, it seems that the poloidal formalism suffers from problems of its own.
In rotational symmetry, for instance, one has the constraint equation (3.56). Because of this, one cannot
simply specify the effective parallel pressure, as was possible with translational symmetry. One also has
the problem of positivity, which is discussed in Section 3.5. Even the need to specify the effective parallel
pressure can cause problems.
Thus we have two competing formulations, the total field formalism and the poloidal formalism, both
of which have various difficulties associated with them. The key point of this chapter is that neither
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formalism shares a single difficulty. We therefore propose a combined approach – a third formalism which
combines the previous two in order to eliminate their individual weaknesses. One can define quantities
in terms of A and B, and then convert into the poloidal formalism where quantities are rewritten in
terms of A and Bp. In this way, the implicit coupling and shear field problems are avoided, but it is still
possible to specify the pressures and ensure their positivity.
However, when we switch between formalisms we find ourselves in quite a curious situation. A single-
valued function in terms of the magnetic field strength can become a multi-valued function in terms of
the poloidal magnetic field strength. This stems from how the shear field is defined implicitly when we
express it as a function of the total magnetic field strength. We must then deal with the mathematical
problems and implications that arise from the appearance of the potentially many branches of a multi-
valued function. It may be possible that some branches only exist in certain regions, for instance, or
that distinct branches correspond to different stability properties. We will also discuss the idea of branch
switching, where quantities such as the pressures can change characteristics by moving between different
branches. This can happen only happen if certain conditions, often quite strict, are satisfied, which we
will go into in some detail. These restrictions also allow us to make deductions about the global magnetic
field structure of a domain from knowledge of only a few key points.
This chapter will be split into the following sections. Section 4.2 will explain in detail the drawbacks
of the poloidal formalism and the need for a combination of both approaches in order to make progress.
In Section 4.3 the technique used to change between the total field and poloidal formalisms will be
introduced. Section 4.3.1 will highlight the technical details of the mathematical approach in some
generality, with Section 4.3.2 defining an important value of the magnetic flux function called a critical
point, and an example is given in Section 4.3.3. In Section 4.4, we will discuss branch switching and the
constraints that must be satisfied within a hypothetical domain to allow this to occur. Section 4.5 then
discusses a class of branch switching where we are allowed discontinuities in various quantities.
4.2 Drawbacks of the poloidal formalism
The poloidal formalism is extremely useful, and in most respects is an improvement on the total field
formalism. Recall that despite the concise formulation of the equilibrium problem in the total field for-
malism, the implicit coupling made the Grad-Shafranov type equation impossible to solve. The poloidal
formalism entirely decouples the Grad-Shafranov type equation from the shear field constraint, and thus
it is possible to find translationally invariant solutions by specifying the effective parallel pressure. In-
deed, we will see this in a later chapter where we solve the translationally invariant equilibrium problem
numerically using the poloidal formalism.
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Unfortunately, it turns out that the poloidal formalism only works in specific situations. Whilst being
an improvement on the total field formalisms in general, there are slight drawbacks that accompany the
poloidal formalism. In this section we will go into some detail on these drawbacks before proposing a
solution.
The first problem is that in poloidal formalisms one should specify the effective parallel pressure in
order to solve the Grad-Shafranov equation (3.27). While this is not really a problem that prevents
progress when solving the necessary equations, it does present a difficulty in terms of finding physically
meaningful solutions. The effective pressure is a rather nebulous quantity, since it is a non-linear com-
bination of the actual parallel pressure, the magnetic shear and the anisotropy (i.e. parallel pressure
derivatives with respect to B). Because of this, it is rather difficult to decide whether a given effective
pressure is descriptive of a real physical system, which can prove to be a fairly substantial problem from
a mathematical modelling point of view. For these reasons, it would be better to specify the parallel
pressure, as is done in the total field formalism, to ensure that the equilibrium problem has physical
relevance.
Secondly, in the poloidal formalism it is not so easy to guarantee the positivity of both pressures. One
can specify a positive parallel pressure without too much difficulty (at least in Cartesian coordinates),
but when it comes to deriving the perpendicular pressure from (3.9) or (3.42), it is not clear what sort of
contribution will come from the My or Mφ factors. Thus one will not know whether the perpendicular
pressure is positive before solving the Grad-Shafranov equation. This is discussed in some detail in
Section 3.5, where we show the difficulty of recreating the constructions of the total field formalism
(Section 2.6.1). One can check whether both pressures are positive after specifying P‖, but there is not a
formula a priori which will guarantee that both pressures are positive, unlike in the total field formalism
where this is ensured via (2.67) or (2.69). This can lead to an awkward process of guessing forms of
P‖, finding that the perpendicular pressure could become negative, and then repeating until one finds a
valid pressure by luck rather than judgement.
We must also not forget the uniqueness constraint in spherical coordinates. In the Cartesian case,
we could simply specify an effective pressure as a function of A and Bp, and then solve (3.27) and (3.28)
without fear of contradiction. In the spherical case, one cannot easily specify P‖
? as a function of the
three variables A, Bp and R since there is no guarantee that this will satisfy (3.56). There are some
analytic solutions to (3.56) which can be found by assuming certain forms for P‖
? (see Sections 3.3.1
and 3.3.1), but these are generally unphysical and become negative or imaginary in certain parts of the
R-z plane. A numerical approach is therefore required to solve the uniqueness constraint. Whilst it
is possible to proceed in this way, this method lacks simplicity. Moreover, often one requires accurate
derivatives of P‖
? in order to solve (3.48) numerically, thus not having an analytic expression for P‖
? is
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quite a drawback. Indeed, even after numerical solutions are found, there is no guarantee they will be
physically relevant to the problem at hand.
4.3 A combined theory
Thus we find ourselves in a situation where both formalisms have subtle difficulties associated with them,
the poloidal formalism has the problems described in the previous section, and the total field formalism
has the problems discussed in Section 3.1 The key point, however, is that all the problems of the total
field formalism are solved by the poloidal formalism, and vice versa. We therefore propose a method
which combines both formalisms. One should start by specifying a parallel pressure in terms of A and
B, as in the total field formalism. In this way, the pressures can be guaranteed to be positive, the
uniqueness constraint (3.56) is automatically satisfied (if we have rotational invariance), and we are able
to specify the parallel pressure rather than the effective parallel pressure. Once the parallel pressure has
been specified, we should then convert it into the new formalism. This is a reasonably straightforward
process which will make use of either (2.36) or (2.54), depending on the symmetry. Now that the parallel
pressure is given in terms of the poloidal magnetic field strength, we can continue to solve the problem
via (3.27) or (3.48).
As an example, consider the parallel pressure
P‖ =
B20
µ0
(
B
B +B0
)
, (4.1)
where B0 is some typical magnetic field strength. Note that the parallel pressure has been chosen so that
it does not vary with A for simplicity. From the analysis in Section 2.6.1, we can see that this parallel
pressure is positive and will generate a positive perpendicular pressure since P‖ can be written in terms
of a monotonically decreasing positive function, which in this case is
G =
B20
µ0
(
1
B +B0
)
. (4.2)
In Figure 4.1a we plot the normalized parallel pressure, where the magnetic field has been normalized
by B0, and the parallel pressure has been normalized by B20/µ0.
Assuming translational invariance, the shear field is found from (2.36) as
By =
FB(B +B0)
2
B3 + 2B2B0 +BB20 −B30
. (4.3)
For simplicity, we will assume that the free function is a constant, specifically F = 0.1B0. It is now
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possible to recreate the parallel pressure as a function of Bp by using B to draw the curve P‖(Bp)
parametrically. This is shown in Figure 4.1b, where we see that something quiet interesting has taken
place. In Figure 4.1a, where the parallel pressure was specified via the total field formalism in terms
(a) (b)
Figure 4.1: Plots of P‖ as a function of (a) the total magnetic field strength and (b) the poloidal magnetic
field strength.
(a) (b)
Figure 4.2: Plots of By as a function of (a) the total magnetic field strength and (b) the poloidal magnetic
field strength.
of B, we found a single-valued function, as one might expect. However, once we have converted to
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the poloidal formalism in Figure 4.1b, the parallel pressure is no longer single-valued – a section of the
parallel pressure has been completely distorted. Essentially, this is due to the contradictory regions
where |By| > B. Since these regions can exist in the total field formalism, but cannot in the poloidal
formalism, a distortion occurs in the poloidal formalism where the contradictory region is in the total
field formalism.
The appearance of multi-valued quantities is not simply restricted to the parallel pressure, but is
present in the shear field as well. In Figure 4.2a, the shear field has been plotted as a function of
the total magnetic field strength and one can see that it is a single-valued function. However, when
we convert to the poloidal formalism (Figure 4.2b), the shear field has become multi-valued, with two
distinct branches.
Situations like the ones above are typical when converting between the two formalisms. In general, a
single-valued pressure and shear field in the total field formalism will give rise to a multi-valued pressure
and shear field in the poloidal formalism. Of course, there are some specific pressures where this does
not occur. In Section 4.3.1 we will define exactly what conditions must be satisfied in order to have the
appearance of multiple branches and discuss why they should appear in the first place.
4.3.1 On the appearance of multi-valued quantities
There are certain conditions that must be satisfied in order for quantities to become multi-valued when
we switch between formalisms. To proceed we will assume translational invariance, which simplifies the
mathematics quite considerably. The same type of analysis holds for rotational symmetry, but one must
allow for the extra geometric scale factors. In general, it is easier to consider what happens to the shear
field when we switch formalisms (as opposed to the parallel pressure), and so we will focus on that
quantity in this section.
Recall that in the total field formalism, since the parallel pressure is given in terms of A and B, the
shear field can also be written in terms of those variables, from an inversion of (2.36). To understand
where the appearance of multi-valued quantities comes from, we should consider a square grid in the
B-By plane. In this way, we will be able to see how a grid in the total field formalism is deformed when
we convert into the poloidal formalism. In the following analysis we shall fix A at some constant value for
simplicity (although, as we shall see later on, changes in A will be of critical importance). The grid-lines
in the B-By plane are given by lines of constant By and B, as shown in Figure 4.3a (we will concentrate
on the the quadrant where By ≥ 0 – similar behaviour is seen in the quadrant where By ≤ 0). Note how
constant By (horizontal) lines start on the diagonal By = B. This is to neglect the case where |By| > B
and we are in a contradictory region (as described in Section 3.1).
Now consider how these lines transform when we switch into the new formalism, starting with the
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(a) (b)
Figure 4.3: The transformation of a grid and a typical curve (black line) from (a) the B-By plane to (b)
the Bp-By plane. Single-valued curves in the former can become multi-valued in the latter.
horizontal lines given by constant shear. If By = k for some constant k in the B-By plane, then we still
have By = k in the Bp-By plane, but now these horizontal lines start at Bp = 0. This is because the
horizontal lines started at By = B in the total field formalism, and thus, from (3.3), we must have that
in the poloidal formalism they begin at Bp = 0. Therefore, horizontal lines maintain their orientation,
but are stretched such that they cover the entire positive Bp plane.
The change to the vertical lines is more interesting. If B = k for some constant k, then (3.3) states
that
B2p +By
2 = k2, (4.4)
which is the equation of a circle with radius k in the Bp-By plane. Thus vertical lines in the total field
formalism are mapped to circular lines in the poloidal formalism. More specifically, since vertical lines
travel from −k to k passing through By = 0, we will generate semi-circles in the poloidal formalism, and
nothing will be mapped to the negative Bp half of the plane.
The transformation of the grid lines and a typical single valued curve (in this case By = B2) can
be seen graphically in Figure 4.3. Any horizontal changes in By are stretched when we transform into
the poloidal formalism. It is the vertical changes in By that are responsible for the appearance of multi-
valued quantities, since a single valued curve can become bent back on itself due to the deformation
of the grid. Thus one expects that the appearance of multi-valued quantities heavily depends on the
derivative ∂By/∂B. This is because a small derivative implies a relatively flat curve and thus horizontal
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(a) (b)
Figure 4.4: The transformation of a grid from (a) the By-Bp plane to (b) the By-B plane. In order for the
shear field to become multi-valued in the By-Bp plane, a curve must become parallel to the hyperbolic
lines in the By-B plane.
stretching dominates, however if the derivative is large, the curve is steep and vertical bending is the
dominant process in the transformation.
We now understand why these multi-valued quantities arise - the next logical question is to ask when
they arise? To answer this we must consider the reverse grid transformation, shown in Figure 4.4. This
shows how a square grid in the By-Bp plane is transformed when we move back to the By-B plane. Just
as before, the horizontal lines remain unchanged, however they have been compressed to only cover the
positive Bp half of the plane.
The vertical lines, however, transform into hyperbolic curves. If Bp = k for some constant k, then
(3.3) states that
By = ±
√
B2 − k2 (4.5)
which describes hyperbolic curves in the By-B plane. This allows us to deduce precisely when a curve
becomes multi-valued when we switch between the two formalisms. Clearly this will happen when the
derivative of a curve in the By-Bp plane passes through infinity (parallel to the straight grid lines in
4.4a). This implies that any curve in the By-B plane will become multi-valued in the By-Bp plane when
its derivative passes through the derivative for the equivalent hyperbolic lines, i.e. when there is a sign
change in the quantity
S =
∂By
∂B
− B
By
. (4.6)
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(a) (b)
Figure 4.5: A curve that moves out of the region |By| ≤ B and then back again (a) corresponds to the
creation of a distinct branch in the By-Bp plane (b).
As we suspected above, the By derivative plays a crucial role in determining when we will encounter
multi-valued quantities. When the derivative becomes equal to the fraction B/By, the vertical bending
of the grid-lines described above is enough to change a finite derivative in the total field formalism into
an infinite derivative (a vertical line) in the poloidal formalism. Therefore, if one has a shear field given
as a function of A and B, it is possible to check the quantity S for any sign changes. These indicate that
the shear field must bend back on itself in the By-Bp plane.
It is also possible that entirely new, disconnected branches can arise. These will occur when the shear
becomes greater than the total magnetic field strength, and then returns below that threshold. If By
becomes greater than B, then it must first equal B at some point, which would be mapped to Bp = 0 in
the poloidal formalism. After that, points where By is greater than B would be mapped to imaginary
values of Bp such that they cancel out the extra contribution from the shear to the total magnetic field
strength. Of course, in the poloidal formalism, we can never have imaginary values of Bp, thus these
points simply cannot exist. Therefore, in the total field formalism if the shear field leaves and then
re-enters the valid region where By ≤ B, this will correspond to a branch disappearing and reappearing
at Bp = 0 with different values of By in the poloidal formalism. This is shown graphically in Figure 4.5.
We can deduce precisely when this will happen by solving (2.36) for By and then finding solutions to
the equation By = ±B.
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(a) (b) (c)
Figure 4.6: A multi-valued curve straightens out as it passes through a critical point, Ac: (a) A < Ac,
(b) A = Ac and (c) A > Ac.
4.3.2 Critical points of an equilibrium
Up to this point we have neglected variations in A. However, it soon becomes clear that the A dependence
of the pressures and shear field plays a crucial role in determining the equilibria a system may be able
to have. Therefore, we introduce the concept of the critical points of an equilibrium. These critical
points are values of the magnetic flux function where the general shape of the shear field or pressures (as
a function of Bp) changes structure. For instance, we have no guarantee that the shear field shown in
Figure 4.2 will look the same for a different value of F (A). More generally, a critical point could be where
a branch disappears – a pressure with three distinct branches may pass through some critical value of A
after which only two branches remain. It is also possible that a branch straightens out to become single
valued. This is precisely what happens in Figure 4.6, where an S-shaped curve passes through a critical
point where the bends of the curve are no longer severe enough to render the function multi-valued.
A third possibility is to have two distinct branches joining together, which is shown graphically in 4.7.
This type of critical point is especially interesting, since it allows for the possibility of moving between
the two branches without creating a discontinuity. When the two branches are distinct, the only way
of swapping from one to the other is by having a jump in one of the quantities, but when they join up
there is suddenly the possibility of smoothly switching between the two branches. We discuss this in
more detail in Section 4.4.
4.3.3 An example
In this section we present an example of the discussions above. We will work in normalized units, where
the magnetic field has been normalized by some typical magnetic field strength B0, and the pressures
have been normalized by B20/2µ0. We will also be assuming translational symmetry. Consider a parallel
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(a) (b) (c)
Figure 4.7: Two distinct branches join together as they pass through a critical point, Ac: (a) A < Ac,
(b) A = Ac and (c) A > Ac.
pressure function of the form
P‖ = eA
B
B + 1
. (4.7)
If we choose the free function to be F = A2 (an arbitrary choice for illustrative purposes), the shear field
follows from (2.36) and is found to be
By =
A2(B + 1)2B
B3 + 2B2 +B − exp (A) . (4.8)
One finds that this shear field profile has a contradictory region which varies with the value of A. The
points which define this region where the shear field becomes larger than the total magnetic field strength
are given by finding the positive solutions to |By| = B, which in this case is
(B + 1)2
(
A2 ±B) = ±eA. (4.9)
Since the above equation is cubic, it is possible to solve in generality to find the B(A) and thus the
contradictory region, however the general form is extremely lengthy and does not grant much insight
into the problem. Suffice to say that (4.9) has either one or two positive solutions for B depending on
the value of A. If there is only one solution, then the contradictory region spans from B = 0 to that
solution. If there are two, then the contradictory regions spans between those two values. It is possible
to find the value of A at which the change from one to two contradictory regions occurs by taking the
limit of (4.9) as B → 0. This will be a critical point as described in Section 4.3.2, since at this point a
new branch will appear due to the existence of a second valid region in which we can have values for the
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shear field. Thus, by taking the limit we find that the the critical point, A = Ac must satisfy
Ac
2 = eAc . (4.10)
The positive sign is taken in the above equation, as it is necessary for a real solution. Solving (4.10) for
the critical value gives Ac ≈ −0.7.
There remains one point we have not considered, and that is when F = 0. This is a common critical
point, since it forces the shear field into a structure reminiscent of a pitchfork bifurcation. To see this
more clearly, consider the shear field constraint (2.36). When F = 0, the right hand side vanishes, and
we are left with (in normalized form)
By
(
1− 1
B
∂P‖
∂B
)
= 0. (4.11)
This has two possible solutions. The first is the trivial By = 0 which, in this analogy, generates the
handle and middle prong of the pitchfork. The other solution to (4.11) occurs when the bracketed
quantity becomes zero, suppose this happens at B = Bc. The crucial idea here is that there is a constant
value of the total magnetic field strength that satisfies (4.9). If the total magnetic field strength is
constant at B = Bc then, from the analysis of the grid lines in Section 4.3.1, we must have semi-circles
in the By-Bp plane of radius Bc. These are the outer prongs of the pitchfork, if you will. In our example
we have
1− 1
B
∂P‖
∂B
=
B3 + 2B2 +B − exp (A)
(B + 1)2B
. (4.12)
Recall that we must be at the point F = 0. In general this will happen for some value of A which we
will call A0, and in our specific example A0 = 0. Thus we substitute this into (4.12) and set the result
equal to zero to find the radius of the semicircle, i.e. we wish to solve
B3c + 2B
2
c +Bc − 1
(Bc + 1)
2
Bc
= 0. (4.13)
This can be solved analytically, but again for simplicity we will give the result approximately to be
Bc ≈ 0.466.
Now consider the quantity S (see (4.6)), which will determine the points at which the shear field
becomes multi-valued. By substituting in the form of the shear field (4.8), S becomes
S = − A
2(B + 1) exp (A)(3B + 1)
(B3 + 2B2 +B − exp (A))2 −
(
B3 + 2B2 +B − exp (A))
A2(B + 1)2
. (4.14)
One should then consider all possible values of A, which can be split up into various regions using the
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critical points, and check S for changes in sign in order to characterise the shear field for all values of A
and Bp.
For A < Ac the contradictory region spans from B = 0 to some positive value B = Bc, after which
the shear field is valid for all further values of B. Thus we should expect only a single branch of the
shear field for A < Ac. We then check S for A < Ac and find that it does not change sign, hence the
branch is only single-valued. Indeed that is seen when we graph the shear field in Figure 4.8a.
For A > Ac, but A 6= A0, the contradictory region spans between two positive values of B. Thus,
for these values of A we should expect precisely two branches. Again, we also check for sign changes in
S. One finds that for these values of A prior to the contradictory region there is a sign change in S, but
after that region there are no sign changes in S. Therefore we deduce that, for A > Ac, but A 6= A0, one
of the branches bends back on itself, and the other branch does not. We see this behaviour in Figures
4.8b and 4.8c.
For the singular case where A = Ac, there is no contradictory region, and the shear field takes on the
pitchfork like structure noted above. This is shown in Figure 4.8d. We also show a surface plot of the
shear field in Figure 4.9 to give another impression of the shear field structure as it varies with A and
Bp. For clarity it has been split into two parts, showing the values of By for A > 0 and A < 0 on the
left and right respectively.
4.4 Branch switching
Now that we are aware of the possibility of multiple branches existing when By is expressed as a function
of A and Bp, it makes sense to ask when we can switch between these branches. In general, the equilibrium
must satisfy some rather specific conditions in order for branch switching to occur. The types of branch
switching allowed will vary greatly depending on the precise choice of parallel pressure function and F .
Suppose we have a function By(A,Bp) with a portion that bends back on itself at the point Bp =
B∗p 6= 0. We call this a bifurcation point of By. This bifurcation point will, in general, change depending
on the value of the magnetic flux function, so we must have that B∗p = B
∗
p(A). It is also possible that
for a certain value of A the bifurcation point will disappear, such as when A passes through a critical
point. This could be due to either the branch portion straightening out, or the branch disappearing
altogether. Therefore the bifurcation point will typically only be defined between two values of the
magnetic flux function. These values can be deduced from examining the critical points of the parallel
pressure described above. We now introduce a parameter σ, where
σ =
Bp
B∗p(A)
. (4.15)
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(a) (b)
(c) (d)
Figure 4.8: Shear field profiles for the parallel pressure (4.7) as A increases from below Ac to A0.
Again, this σ is only defined for the same A values as B∗p . The contours of σ are necessary for determining
when continuous branch switching can occur, and what specific types of switching are allowed. Crucially
we should consider the contour σ = 1. Along this contour, the poloidal magnetic field equals B∗p and
potential branch switching can occur. The key point is that σ = 1 must be either a local minimum or a
local maximum of σ in order to switch branches continuously. If σ was found to be higher on one side
of the contour than the other, that would imply that we have passed a point where the shear field no
longer exists (at least not on the branch which bends back upon itself). There is one exception to this,
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Figure 4.9: Surface plot of the shear field as a function of A and Bp. Positive values of A are shown on
the left and negative values of A are on the right.
and that is when we cross σ = 1 at the same time as a critical value of A. When this happens it is
possible that several branches join together and we can potentially switch onto one of these.
Indeed, we must also consider the contours where A is equal to one of the critical values for other
reasons. These critical values determine a change in the general structure of the shear field, and crossing
them implies certain constraints which must be taken into account. For instance, it is relatively common
for certain branches to not exist past some critical values. In that case, for a smooth transition one
requires that we stay on a branch that exists in both regions.
Considering the types of branch switching that are possible in a specific configuration allows us to
make some deductions about the global field structure based on observations of a few specific points.
For instance, the appearance of a null point will often signify that we are on a specific branch and thus
the global structure of the field must reflect this. Alternatively, we might know the value of A in the
entire domain, and thus, by analysing critical points, we can often deduce the types of shear field allowed
without much in the way of further calculations.
4.4.1 A qualitative example
Consider the plot in Figure 4.10, which shows a typical cut of the shear field given in the previous
example in Section 4.3.3. We can split By into three branches, which we will call branches I, II and III
corresponding to the solid, dashed and dot-dashed lines respectively. Note that branch III is entirely
disconnected from branches I and II, which meet at the bifurcation point mentioned above (the black
cross). Branch III exists for all values of A and Bp ≥ 0, while branches I and II only exist below the
bifurcation point and for A > Ac.
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Figure 4.10: A typical shear field profile with three branches.
Suppose we are on branch I (so A > Ac). Clearly, for a fixed value of A, the poloidal magnetic
field must always be less than or equal to the value at the bifurcation point, otherwise the shear field
would have to jump to branch III, creating a discontinuity. Also, if the poloidal magnetic field is always
strictly less than the value at the bifurcation point, we are confined to the first branch since any move
to a different branch would cause a jump in the shear field. The interesting case is, therefore, when the
maximum value of the poloidal magnetic field is precisely equal to the value at the bifurcation point or,
equivalently, when σ = 1 . It is only when this occurs that we can smoothly switch from branch I to
branch II. We must also ensure that we never pass below A = Ac, for at this point the bottom branches
disappear. We show this diagrammatically in Figure 4.11 for a hypothetical domain D in the x-z plane,
where one must pass through the contour σ = 1 when it is a local maximum.
Figure 4.11: A branch switch diagram of the first type discussed in Section 4.4.1.
Another possible transition occurs when the contour of σ = 1 precisely overlaps with the contour
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F = 0. When this happens, across that contour the shear field is at the triple point of the pitchfork
bifurcation in Figure 4.8d. Only at this point can we transition from branch I or II to branch III (or vice
versa). Again, we show how this might occur in a hypothetical domain, D, in Figure 4.12. The shear
field is on branch I on the left hand side of the domain, and as one travels through to the right hand
side of the domain we cross a contour of σ = 1 at the same time as a contour of A = c2 = 0. After this
point the shear field has switched onto branch III.
Figure 4.12: A branch switch diagram of the second type discussed in Section 4.4.1.
We can also discuss the implications of observations of specific structures inside a hypothetical domain.
Suppose there exists a null point in the domain. One possibility is that the shear field is zero everywhere
in the domain and we have a purely 2-D solution. Otherwise, in order to preserve continuity, there must
exist a region around the null point where we are on branch I, and thus the magnetic flux must be greater
than the first critical point, Ac. In this region we also know that the shear field must be negative (a
property of branch I), and thus (since F is positive) the equilibrium must be firehose unstable. Suppose,
in the same domain, we also measured a point where there was a positive value of the shear field. That
point must be on branch III. Therefore, there must be a contour of σ = 1 and A = 0 which precisely
overlap in order for us to have switched between branches (as in the example in figure 4.12). In another
domain, we might observe that the magnetic flux function is less than the first critical value everywhere.
In this case, we can automatically deduce that the shear field can only ever be positive, since we must be
on branch III. Furthermore, since the third branch corresponds to values of B > 0, we know that there
cannot exist any null points in this domain.
4.4.2 An explicit 1.5D example: the pressure dome
While the above example is useful in understanding how one could switch branches, it is extremely
difficult to construct an example where this actually happens. If computing solutions numerically, one
must keep track of all contours at all times, and be able to identify the appearance of local extrema in σ
in order to switch onto different branches. However, it is simpler to consider a 1.5D example. In these
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cases we treat the magnetic flux as a function of x alone. This seems like a step back, since the entire
point of the past few chapters has been to construct 2.5D solutions; however, considering 1.5D solutions
is the first step in constructing examples which actually can exhibit branch switching.
In this example, consider a normalized effective parallel pressure as a dome in A-Bp space, i.e.
P‖
? = 1±
√
1−A2 −B2p , (4.16)
where P‖
? has been normalized by B20/µ0 and B has been normalized by B0. This form of the effective
parallel pressure is a simple model of a type of multi-valued effective parallel pressure that one may
expect from the analysis in the previous sections. We show a plot of P‖
? in figure 4.13, where one can
see the individual branches as the red and blue surfaces.
It remains to solve the Grad-Shafranov equation for translationally invariant equilibria with a shear
field component (2.40), which upon substitution of the pressure (and after normalization) becomes
−∇ ·
1± 1√
1−A2 −B2p
∇A
± A√
1−A2 −B2p
= 0. (4.17)
To proceed, we assume the magnetic flux is a function of x alone. Then it is possible to solve (4.17)
using the computer software package Maple, which uses a Runge-Kutta-Fehlberg method to find A(x)
after specifying the values of A(0) and A
′
(0). This involves solving (4.17) by taking the positive sign of
the pressure (i.e. on the upper portion of the dome). Eventually the solution will approach the dome
equator, where we can either bounce back (remaining on the upper portion of the dome), or continue
into the lower portion of the dome. In the second case, our solution will have exhibited branch switching.
Figure 4.13: Plot of the effective parallel pressure as a function of Bp and A. There are two branches,
upper (red) and lower (blue), which join at a bifurcation point B∗p .
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(a) Without branch switching. (b) With branch switching.
Figure 4.14: Plots of the magnetic flux (solid red line) and the planar magnetic field (blue dashed line)
which are solutions to (4.17). The dotted line represents the value of x where branch switching can
occur.
In figure 4.14a we show plots of the magnetic flux function and magnetic field strength for a solution
which remains on the upper portion of the dome, where no branch switching has occurred. The dotted
line represents a point where we are on the dome equator, i.e. at the bifurcation point B∗p . However,
figure 4.14b shows the solution which has exhibited branch switching. As the solution passes through
the bifurcation point B?p , we move onto the lower portion of the dome defined by P‖
?. We see that for a
short distance after the switch from upper to lower branch, there is not much difference between the two
cases. However, the behaviour of both the magnetic flux function and magnetic field strength changes
drastically thereafter.
The consequences on the value of the effective parallel pressure are shown in figure 4.15. In the case
without branch switching (figure 4.15a), the effective parallel pressure is bounded below by 1 since we
are confined to the upper portion of the dome. In the case with branch switching (figure 4.15b), we pass
onto the lower portion of the dome, giving substantially lower effective parallel pressures than the case
without branch switching.
The effects are perhaps most dramatic on the shear field, which is shown for both cases in figure 4.16.
When we have no branch switching (figure 4.16a) the shear field is always positive remaining steady
around 0.5, apart from dropping to zero briefly when we approach the possible switching location. In
the case with branch switching (figure 4.16b) we see a completely different shear field profile. The shear
field changes sign after the switch point, but also increases by just over an order of magnitude.
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(a) Without branch switching. (b) With branch switching.
Figure 4.15: Plots of the effective parallel pressure as a function of x corresponding to the flux functions
in Figure 4.14.
(a) Without branch switching. (b) With branch switching.
Figure 4.16: Plots of the shear field as a function of Bp.
4.5 Discontinuous branch switching
Up until this point we have assumed that quantities must be continuous. This was especially important
in Section 4.4, where the strict constraint that continuity must be preserved lead to extremely restrictive
conditions on when an equilibrium could jump between two different branches of a pressure. This meant
that when one had two distinct branches of a quantity it was impossible to switch between them. In
this section we relax this constraint and allow for discontinuities in various quantities. In this way, it is
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now possible to switch branches by crossing a discontinuity, even if the branches are entirely distinct.
However, it is not quite as simple as arbitrarily changing branch at a certain point. Much like continuous
switching, there are specific conditions that must be met before we allow a discontinuity to occur. These
conditions are described by the discontinuity relations for an anisotropic plasma equilibrium (e.g Hudson,
1970; Chao and Goldstein, 1972; Lyu and Kan, 1986; Ge´not, 2009), which are given as:
[Bn] = 0, (4.18a)
[vnBt − vtBn] = 0, (4.18b)[
ρv2n + P⊥ +
P‖ − P⊥
B2
B2n +
B2t
2µ0
]
= 0, (4.18c)[
ρvnvt +BnBt
(
P‖ − P⊥
B2
− 1
µ0
)]
= 0, (4.18d)
where the n and t subscripts denote components normal and tangential to the discontinuity surface
respectively, and square brackets represent the difference in quantities across the discontinuity. Here
we have also assumed that there are no variations along the surface of the discontinuity. Of course,
for our purposes, we may set the velocity components vt and vn equal to zero since we are interested
in stationary equilibria. Thus (4.18b) is automatically satisfied, and we recover the reduced set of
discontinuity conditions:
[Bn] = 0, (4.19a)[
P⊥ +
P‖ − P⊥
B2
B2n +
B2t
2µ0
]
= 0, (4.19b)[
Bt
(
P‖ − P⊥
B2
− 1
µ0
)]
= 0. (4.19c)
By rewriting the normal magnetic field component as B2n = B
2 −B2t , we can simplify (4.19b) to get
[
P‖ −B2t
(
P‖ − P⊥
B2
− 1
2µ0
)]
= 0. (4.20)
Then, the perpendicular pressure can be rewritten in terms of the parallel pressure via (2.17), and we
can use the shear field constraint (2.36) to simplify (4.20) even further, which yields
[
P‖ − B
2
t
µ0
(
1
2
− F
By
)]
= 0. (4.21)
It is also possible to simplify (4.19c) in a similar manner. Since we assume that the discontinuity is
perpendicular to the y-direction, we will label the two tangential components as By and Bs. Eliminating
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P⊥ in favour of P‖ via (2.17) results in (4.19c) transforming into the two scalar equations
[F ] = 0, (4.22a)[
Bs
By
]
= 0. (4.22b)
Equations (4.22a) and (4.22b), together with (4.19a) and (4.21) are a concise form of the allowed discon-
tinuities in 2.5D anisotropic equilibria. Equation (4.19a) tells us that the normal component of magnetic
field (with respect to the discontinuity) must be preserved across a discontinuity. This is also true of
the free function F (the isotropic limit of the shear field), which (4.22a) states must take on the same
value on either side of the discontinuity. Equation (4.22b) states that the ratio of tangential field com-
ponents must be conserved across a discontinuity. That is to say we can only stretch or compress the
vector Bt, but not rotate it (a rotation of pi is allowed, however this can be interpreted as a stretch of
the vector through zero, i.e. a sign change of Bt). In the analysis that follows we will use the terms
upstream and downstream to define the regions before and after the discontinuity respectively (this is
a borrowed convention from cases where the flow is non-zero, and the terms upstream and downstream
have a more physical interpretation). If we now let subscripts of 0 and 1 represent quantities upstream
and downstream of the discontinuity respectively, the jump conditions 4.19a, 4.22a and 4.22b can be
expressed as
Bn0 = Bn1 = Bn, (4.23)
F0 = F1 = F, (4.24)
By1 = kBy0, (4.25)
Bs1 = kBs0, (4.26)
where k is a scaling parameter which describes the stretch of tangential field component after crossing
the discontinuity. Equation (4.21) can then be rewritten as
P‖(A0, B0)−B2t
(
1
2µ0
+
F
By0
)
= P‖(A1, B1)− k2B2t
(
1
2µ0
+
F
kBy0
)
, (4.27)
where we have used the following indentities:
B2t = B
2
s0 +B
2
y0, (4.28)
B20 = B
2
n +B
2
y0 +B
2
s0, (4.29)
B21 = B
2
n + k
2
(
B2y0 +B
2
s0
)
. (4.30)
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We are also able to rewrite (4.22a) by using (2.36) to express the free function F in terms of the
components of the magnetic field. Thus (4.22a) becomes
Q(A0, B0) = kQ(A1, B1), (4.31)
where Q is the shorthand notation for the bracketed quantity in (2.36), as used in (2.48).
Since we know B1 in terms of upstream parameters from (4.30), Equations (4.27) and (4.31) give
two equations for two unknowns, namely the downstream flux function A1 and the scaling parameter k.
In principle, if one knows all the upstream parameters, then (4.27) and (4.31) determine A1 and k, and
thus all the unknown downstream parameters from (4.23)–(4.26) and (4.30).
4.5.1 Example
In this section we present an example of a situation which involves discontinuous branch switching. We
choose a normalized parallel pressure function to be
P‖ = eA
B
B + 1
, (4.32)
where quantities have been normalized in the usual way. For convenience we introduce a variable a, called
the modified magnetic flux, such that A = ln(a), which is a simpler quantity to work with. The actual
magnetic flux function can always be reconstructed by taking the logarithm of the modified magnetic
flux, which we should note is never allowed to take negative values. In this simple example we will
assume the discontinuity is in the y-z plane, thus the normal component is in the x-direction.
Let us now define some relatively arbitrary upstream parameters by
F = 0.3,
a0 = 1,
B0 = 0.29,
Bx = 0.075.
In other words, upstream we have a magnetic field mainly in the tangential direction (with respect to
the discontinuity), a magnetic flux function of zero, and a relatively small magnetic field strength. The
other upstream quantities then follow, since the shear can be deduced from (2.36), and the remaining
component in the z-direction can be found from the difference of the total magnetic field strength and
89
other two components. They are found to be
By0 = −0.28,
Bz0 = 0.013.
We now substitute our upstream quantities into (4.27) and (4.31). This gives us two equations which
parametrically describe two curves in k-a1 space, where k is the tangential stretching parameter and a1
is the downstream modified magnetic flux. Points of intersection between these curves correspond to
solutions of both equations, and thus the allowed downstream quantities. We show the curves in Figure
4.17.
Figure 4.17: Plots of the curves defined by (4.27) and (4.31) (red and blue lines respectively) with the
parameters given in Section 4.5.1.
As can be seen from the diagram, there are precisely three solutions. One of these is the trivial
solution where k = 1 and a1 = 1. This represents the case where there is no sudden change in any of
the quantities when we pass through the discontinuity. The other cases, however, represents a definite
change in parameters. These solutions have the downstream parameters shown in Table 4.1.
α profile β profile
k 0.07 -1.45
a1 1.49 0.21
By1 -0.02 0.4
Bz1 0.0009 -0.02
Table 4.1: Downstream stretching parameters, modified magnetic fluxes and tangential magnetic field
components.
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The α and β profiles distinguish the two possible downstream states, and values have been rounded
to two decimal places. From the new values of k downstream, we see that in the α case, the tangential
magnetic field has decreased significantly in magnitude whilst maintaining its direction. In the β case,
we see that the tangential magnetic field has become about one and a half times larger in magnitude
than it was upstream, and has flipped in direction. The modified magnetic flux function has also changed
considerably, increasing by 50% in the α case, and dropping by 80% in the β case.
One way of visualising the changes across the discontinuity is to look at the shear field as a function
of Bp. In Figure 4.18 we have plotted the shear field profile for the upstream and downstream values of
A, with an asterisk representing the precise value of the shear field in each of the three cases. The solid
red line represents the upstream shear profile, the dashed blue line represents the downstream α profile,
and the dot-dashed green line represents the β profile.
Figure 4.18: Plots of By against Bp in the upstream and two downstream cases (red, blue and yellow
respectively). The asterisks represent the actual values of By and Bp and are over-plotted on cuts of the
function By(Bp).
We see that in the upstream case we are on branch 2, as defined in Figure 4.10. If we cross a
discontinuity and jump to the α quantities downstream, we end up on branch 1. Similarly, if we cross
onto the β quantities, we arrive on branch 3. Thus, one can see that it is entirely possible to switch
between different values of a multi-valued shear field by crossing a discontinuity. Of course, the exact
branches that it is possible to switch to will entirely depend on the pressure profile and the upstream
quantities.
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Chapter 5
Numerical equilibrium calculations
in 2D
In the previous sections we derived a variety of Grad-Shafranov type equations, which varied depending
on assumptions such as isotropy, symmetry and whether they involved a component of magnetic shear.
One then faces the problem of actually solving these Grad-Shafranov equations to recover quantities such
as the magnetic flux function, which can prove to be quite a difficult task. In the literature, one can find
a variety of solutions in the isotropic case after assuming idealised forms of the pressure – the Harris
sheet (Harris, 1962) for instance, or the Bennett pinch (Bennett, 1934). However, once one includes
anisotropic pressure, it becomes difficult to find any solutions other than in idealised 1D cases.
Therefore a numerical approach is required if one wishes to find anisotropic equilibria. In this chapter
we will use a continuation method which is able to reconstruct sequences of equilibria by varying some
scaling parameter that is incorporated into the parallel pressure. In this way, we can explore the effects of
increasing the magnitude of the pressure for instance, or increasing anisotropy by varying an anisotropy
parameter. More specifically, this chapter will focus on 2D solutions to the anisotropic Grad-Shafranov
equation with both translational and rotational invariance. This allows us to use the total field formalism
of Chapter 2 without the need to consider the problems that necessitated the poloidal and combined
formalisms. Equilibria with a non-zero magnetic shear field component will be discussed in Chapter 6.
The structure of this chapter is as follows. Section 5.1 will give an overview of the numerical method
which we use to solve the Grad-Shafranov equation, and Section 5.2 will discuss the appropriate nor-
malisation of quantities. Then, in Section 5.3, we will use some 1D solutions to the Grad-Shafranov
equation with translational invariance (which we have found analytically) to test the accuracy of the
code. Section 5.4 will present an example which compares a mirror type anisotropy with a firehose type
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anisotropy (as defined in Section 2.6.2). In Section 5.5 we will explore the isotropic pressure considered
by Zwingmann (1983). We will reconstruct his results in the isotropic case, and then extend his results
into an analogous anisotropic regime using a parallel pressure suggested by No¨tzel et al. (1985). Finally,
we will solve the Grad-Shafranov equation with anisotropic pressure in the rotationally invariant case
in Section 5.6, where we look at dipole and quadrupole type solutions. Section 5.6 will also discuss
the accuracy of the technique by comparing different numerical resolutions, and explore the stability of
various equilibria with respect to the firehose instability.
5.1 An overview of the numerical code
The numerical code used is based on a method by Keller (1977), which has been adapted by Zwingmann
(e.g. Zwingmann, 1983; Zwingmann et al., 1985) and Neukirch (e.g. Neukirch and Hesse, 1993). It is
a continuation method designed to solve non-linear elliptic partial differential equations, and has a long
history, having been used with a great deal of success to solve a variety of problems in many fields. Among
others, for a selection of some notable applications of this numerical technique in a space plasma context,
one should consult the following papers: Zwingmann (1987); Neukirch (1993a,b); Platt and Neukirch
(1994); Schro¨er et al. (1994); Becker et al. (1996, 2001); Romeou and Neukirch (1999, 2001, 2002a,b);
Kiessling and Neukirch (2003); Neukirch and Romeou (2010), and Hodgson and Neukirch (2015).
We will now give a general overview of how the numerical technique can be used to solve the Grad-
Shafranov type equations derived in the previous chapters. Keller’s continuation method is, to be more
specific, a so-called pseudo-arclength continuation technique which is able to solve problems of the form
G(u, λ) = 0, (5.1)
where u is a function (possibly a vector function), λ is a parameter (or perhaps several parameters) and
G is an operator which maps the pair (u, λ) into the same space as u. While (5.1) is extremely general,
and covers quite a large range of possible types of problem, we can think of G as simply an elliptic
PDE of a single variable with a single parameter. That is to say, for our purposes, G will be one of the
Grad-Shafranov equations (depending on the symmetry), u will be the magnetic flux function A, and λ
will be some parameter in the parallel pressure.
For a given initial parameter λ0 and solution estimate u¯0, the code uses a Newton-Raphson scheme
to iterate towards an actual solution u0 such that G(u0, λ0) = 0. We then introduce a pseudo-arclength
σ which can be used to parametrise the solution curve Γ, i.e. the branch of solutions containing (u0, λ0).
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Figure 5.1: A schematic of the pseudo-arclength predictor-corrector method. The diagram shows an
initial estimate solution pair (u¯0, λ0) which is iterated towards an exact solution (u0, λ0). The predictor
step finds an estimate of the solution for λ1: the pair (u¯1, λ¯1) which lies in the tangent space of (u0, λ0).
The corrector step then iterates towards the exact solution (u1, λ1).
Now we construct the pair (u¯1, λ¯1) such that
u¯1 = u0 + s
du0
dσ
λ¯1 = λ0 + s
dλ0
dσ
,
where s is left arbitrary for now. Thus the pair (u¯1, λ¯1) lies in the tangent space of the solution curve
at (u0, λ0). In general, this will not be a solution to the problem (5.1), however it can be used as an
estimate from which we can iterate towards an actual solution (u1, λ1). In this sense, we are using a
type of predictor-corrector method, which is shown diagrammatically in Figure 5.1. When solving the
linear PDE’s involved in the predictor and corrector steps, the code uses a finite element discretisation
with quadratic shape functions. This allows for a flexible grid-structure such that we can choose to
have a higher numerical resolution in certain parts of the domain that may be of particular interest (e.g.
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surrounding a magnetic null point).
By using the method above, we are able to reconstruct the entire solution branch Γ containing some
pair (u0, λ0), as long as we can provide a good enough estimate of the initial solution. We shall see several
examples of this as we proceed to use the numerical continuation method to find families of solutions to
the anisotropic Grad-Shafranov equations given in the previous chapters.
5.2 Normalisation of the equilibrium equations
When we are conducting our numerical calculations, we will be using the normalised versions of the
equations discussed in the previous chapters. Since we are not considering a specific application, it will
suffice to normalise all quantities by typical values, which we will represent with a subscript zero. For
example, we will normalise the magnetic field strength by some typical value B0, thus
B = B0Bˆ,
where Bˆ is a dimensionless quantity. In a similar way, we normalise lengths by a typical length-scale l0,
thus we have
∂
∂x
=
1
l0
∂
∂xˆ
,
where the hat again denotes a dimensionless unit. We continue in this manner until all quantities are
appropriately normalised, and we list the exact form of the normalisation for each other quantity in the
translationally invariant case below:
A = B0l0Aˆ,
By = B0Bˆy,
F = B0Fˆ ,
P‖ =
B20
µ0
Pˆ‖,
P⊥ =
B20
µ0
Pˆ⊥
P‖
? =
B20
µ0
Pˆ‖
?
.
In the rotationally invariant case there is a slight difference in the normalisation, which comes from the
different definitions of the magnetic flux function and the shear field. Thus we have the following changes
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in the normalisation of the rotationally invariant case:
A = B0l20Aˆ,
bφ = B0l0bˆφ,
F = B0l0Fˆ .
As we proceed in Chapters 5 and 6 we will drop the hat symbols for clarity. The net effect of these
normalisations is that we recover the equations as they stand in the previous chapters, but with the
constant µ0 set equal to 1.
5.3 Test cases
This section consists of various solutions we have found analytically to the 2D Grad-Shafranov equation
in the translationally symmetric case (2.24), along with the corresponding numerical solutions found
using the code. Since we have closed form expressions for the solutions, we can compare them to the
numerical solutions and therefore have some amount of confidence in the numerical routine. Throughout
this section we will be using normalized units, as described in Section 5.2. Thus the Grad-Shafranov
equation we will be solving is the normalized equation
−∇ ·
[(
1− 1
B
∂P‖
∂B
)
∇A
]
=
∂P‖
∂A
. (5.2)
In each test we will show a graph of the difference of the numerical solution from an analytical solution
(via L2 norm) plotted against some scaling parameter λ. This will give us an idea of the size of error we
can expect from our numerical solutions in future experiments where an analytical solution is impossible
to find.
In order to find solutions to (5.2) we will assume that the equilibrium is 1D, with the flux function
only varying with the x-direction. In that case we have that the magnetic field strength is given by
B =
∣∣∣∣dAdx
∣∣∣∣ , (5.3)
which is much easier to deal with than cases which fully depend on two variables. The numeric solutions
themselves will not be forced to be 1D, but we will prescribe the values of A(x) on the boundary. After
starting from an initial guess at the known solution, the code will iterate towards an actual numeric
solution for a given initial λ = λ0, where λ will be some scaling parameter found in the parallel pressure.
Then we will continue along the solution branch varying the value of λ in order to find a family of
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solutions. For each test we will present sample solutions of the magnetic flux and the magnetic field
strength for a typical value of λ, as well as a plot of the deviation of the numerical solution from a known
solution as the scaling parameter is increased.
5.3.1 First test case
In this first test of the code we will take the parallel pressure to be
P‖ = B2 + 2λ2A2, (5.4)
where λ is some scaling parameter that governs the size of the dependence of the parallel pressure on
the magnetic flux function. Since the parallel pressure is given separably as a function of A added to a
function of B, the two derivatives of the pressure found in the Grad-Shafranov equation can essentially
be prescribed independently. Upon substitution of this form of the pressure into (5.2), the equation
which needs to be solved becomes
∇2A = 4λ2A. (5.5)
If one makes the further assumption that A = A(x), this reduces to the second order differential equation
4λ2A− d
2A
dx2
= 0. (5.6)
This can easily be solved for A to give
A = k1e2λx + k2e−2λx, (5.7)
where k1 and k2 are arbitrary constants. For the purposes of this test case, we shall set both constants
equal to 1, and our closed form expression of the magnetic flux which solves the Grad-Shafranov equation
with the parallel pressure given by (5.4) is
A = 2 cosh (2λx). (5.8)
We then use the numerical code to attempt to recover the solution given above. The domain is chosen
(arbitrarily) to be −1 ≤ x ≤ 1 and −1 ≤ y ≤ 1, and on the boundaries we prescribe the value of A to
be as one would expect from (5.8). For this test we take a relatively small resolution of 30 × 30 coarse
grid rectangles. The code then solves (5.5) starting at λ = 0, and then iterates along a solution branch
to find solutions for various λ > 0.
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The solutions found by the code for the Grad-Shafranov equation with parallel pressure (5.4) for a
typical scaling parameter (λ = 0.4) are shown in Figure 5.2. Clearly we have recovered a 1D solution,
and on close inspection we can see that the values match closely with what one would expect from the
analytical solution (5.8).
(a) Contours of the magnetic flux. (b) Contours of the magnetic field strength.
Figure 5.2: Contour plots of A and B associated with the parallel pressure (5.4) for the scaling parameter
λ = 0.4.
However, it remains to show precisely how close the numerical solution matches with the analytical
solution. To do this we will consider the L2 norm of the error, i.e.
∫ ∫
(A−A0)2dS, (5.9)
where A is the numerical solution, A0 is the known analytical solution (5.8), and S is the domain of
interest. How the quantity (5.9) varies with the scaling parameter λ is shown in Figure 5.3.
From the graph, we can see that the error increases with λ, but is of the order of 10−5. For such a
small grid size, this makes for a reasonably good approximation of the known solution.
5.3.2 Second test case
For the second test case we choose the parallel pressure to be
P‖ = B2
(
eλA +
1
2
)
. (5.10)
The B2 factor is quite useful for finding solutions to the anisotropic Grad-Shafranov equation, since then
B is eliminated entirely from the divergence on the left hand side. Using the parallel pressure above,
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Figure 5.3: Plot of the error (via L2 norm) against the scaling parameter λ for the parallel pressure (5.4).
along with the assumption that the magnetic flux function depends only on x, the Grad-Shafranov
equation (5.2) becomes
d
dx
(
2eλA
dA
dx
)
= λB2eλA. (5.11)
Expanding the derivative on the right hand side, and using the fact that B = |dA/dx|, this simplifies to
2
d2A
dx2
+ λ
(
dA
dx
)2
= 0. (5.12)
We solve this by introducing a function Ψ such that
Ψ =
dA
dx
, (5.13)
which reduces (5.12) to
2
dΨ
dx
+ λΨ2 = 0. (5.14)
This can be solved separably for Ψ, which can then be integrated to find the magnetic flux function.
Thus we find
A =
2
λ
ln (x+ k1) + k2, (5.15)
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for arbitrary constants k1 and k2 (note that this is undefined for values of x ≤ −k1) For this test case
we shall set both the constants equal to zero, and find the closed form solution of (5.12) (which we will
now call A0) to be
A0 =
2 ln (x)
λ
. (5.16)
We now use the code in an attempt to recover the solution A0. The domain is chosen to be 1 ≤ x ≤ 2
and −1 ≤ y ≤ 1 (such that we avoid regions where the logarithm in A0 becomes undefined), and on the
boundaries we prescribe the value of A to be as one would expect from (5.16). We use the same resolution
as in the previous case of 30 × 30 coarse grid rectangles. The code then solves the 2D Grad-Shafranov
equation starting at λ = 1 (such that we avoid division by zero in A0), and then iterates along a solution
branch to find solutions for various λ > 1. The solution found by the code for the Grad-Shafranov
equation with parallel pressure (5.10) for a typical scaling parameter (λ = 2) are shown in Figure 5.4,
which seems to be a good approximation of the analytical solution (5.16).
(a) Contours of the magnetic flux. (b) Contours of the magnetic field strength.
Figure 5.4: Contour plots of A and B associated with the parallel pressure (5.10) for the scaling parameter
λ = 2.
We also plot the deviation of the numerical solution from the known solution A0 via L2 norm against
the scaling parameter λ, which is shown in Figure 5.5. In this case, the error decreases with increasing
λ, but even at the smallest value of λ = 1 the error is of the order of magnitude of 10−7.
5.3.3 Third test case
In this test case we choose the parallel pressure function to be
P‖ = B2
(
Aλ +
1
2
)
, (5.17)
101
Figure 5.5: Plot of the error (via L2 norm) against the scaling parameter λ for the parallel pressure
(5.10).
and the Grad-Shafranov equation (5.2) becomes
−∇ · (2Aλ∇A)+ λB2Aλ−1 = 0. (5.18)
Under the usual 1D assumption that A = A(x) (5.18) reduces to
2A
d2A
dx2
+ λ
dA
dx
2
= 0. (5.19)
This can be solved in the same way as (5.12), by introducing Ψ = dA/dx. By this method we find the
general solution of (5.19) to be
A =

(k1x+ k2)
2
λ+2 λ 6= −2,
k1ek2x λ = −2.
(5.20)
As in the previous case, this magnetic flux function is not well defined for all values of x and λ (for
instance, one must be sure not to take square roots if the bracketed quantity becomes negative), and
thus we must take care when specifying the numerical domain and allowed values of the scaling parameter.
For the purposes of this test case we shall set k1 = 1 and k2 = 0, and assume λ ≥ 0, thus our known
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solution to (5.18) is
A0 = x
2
λ+2 . (5.21)
We now check the numerical solution given by the code to see if it is a good approximation for the
known solution (5.21). The domain is chosen to be 1 ≤ x ≤ 2 and −1 ≤ y ≤ 1 (such that we avoid
regions where x becomes negative and could cause problems), and on the boundaries we prescribe the
value of A to be as one would expect from (5.21). We use the same resolution as in the previous two
cases of 30 × 30 coarse grid rectangles. The code then solves the 2D Grad-Shafranov equation (5.18)
starting at λ = 0, and then iterates along a solution branch to find solutions for various λ > 0.
The solutions found by the code for the Grad-Shafranov equation with parallel pressure (5.17) for a
typical scaling parameter (λ = 1) are shown in Figure 5.6. Again, we have recovered the 1D solution
given by (5.16).
(a) Contours of the magnetic flux. (b) Contours of the magnetic field strength.
Figure 5.6: Contour plots of A and B associated with the parallel pressure (5.17) for the scaling parameter
λ = 1.
The error in the numerical solution for various λ is shown in Figure 5.7. The error initially increases
with λ, but eventually starts to decrease again after about λ = 2.5. The error reaches a maximum value
of the order of magnitude 10−8, which is again quite small given the low resolution.
5.4 A comparison of firehose and mirror type pressures
In this example we will use the theory developed in Section 2.6.2 to compare a firehose type MHD
equilibrium with a mirror type MHD equilibrium, both with translational invariance. We will also
compare both of these equilibria with their equivalent isotropic pressure equilibrium to see precisely
where and how they diverge from the isotropic solution.
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Figure 5.7: Plot of the error (via L2 norm) against the scaling parameter λ for the parallel pressure
(5.17).
We will use a firehose type parallel pressure of the form
P‖ = λeA(1 + kB), (5.22)
where k is an anisotropy parameter, and λ is a scaling parameter. This parallel pressure corresponds to
an anisotropy (α = P‖/P⊥) of
α = 1 + kB. (5.23)
We find the associated mirror type parallel pressure from (2.84a), which is
P¯‖ = λeA−kB , (5.24)
and leads to the anisotopy
α¯ =
1
1 + kB
. (5.25)
In this isotropic limit (k → 0), we find that both the above parallel pressures become equal to the
isotropic pressure
p = λeA. (5.26)
We will compare the three cases for λ = 2 and k = 0.1. The domain is chosen to be the unit square
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(0 < x < 1 and 0 < z < 1), and on the boundaries we will prescribe the magnetic flux function to be
equal to the potential solution A0, where
A0 = x2 − z2. (5.27)
Starting from the potential solution at λ = 0, we iterate along the solution branches in λ, solving the
Grad-Shafranov equation (5.2) for each of the pressure functions given above. We will compare each of
the solutions when they reach λ = 2 (having already specified that k = 0.1 for the anisotropic cases). The
bifurcation diagram which results is shown in Figure 5.8. One notices that the firehose type equilibria
have higher solution norms than the isotropic equilibria, whereas the mirror type equilibria always have
lower solution norms than in the isotropic case.
Figure 5.8: Bifurcation diagram showing the solution curves for isotropic equilibria (red dot-dashed line),
firehose type equilibria (solid black line) and mirror type equilibria (black dashed line).
Contour plots of the magnetic flux function and magnetic field strength for equilibria corresponding to
each of the three pressure types are shown in Figure 5.9. In all of these equilibria, the scaling parameter
is fixed at λ = 2, and the anisotropic cases have the anisotropy k = 0.1. The isotropic case is shown
in Figures 5.9a and 5.9b. We will use these plots as a reference from which we can compare the two
anisotropic cases. The firehose type equilibrium is shown in Figures 5.9c and 5.9d, and the mirror type
equilibrium is shown in Figures 5.9e and 5.9f. One can immediately see that all three cases are quite
similar, although there are some subtle differences. The contours of the magnetic flux function have
been stretched towards the origin in the firehose case (in comparison to the isotropic case), whereas in
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the mirror case the magnetic flux contours have been pushed away from the origin. One is also able to
see some differences in the plots of the magnetic field strength. The saddle point for instance (present
in the bottom right quadrant of each equilibrium) is more compressed in the firehose case, compared to
the mirror case, where it is more spread out.
In order to identify the precise differences between the equilibria in Figure 5.9 more accurately, it
is more constructive to consult plots showing the deviation of each of the anisotropic cases from the
isotropic case. Define the quantity ∆A to be equal to the difference between the anisotropic magnetic
flux function and the isotropic magnetic flux function. In principle, ∆A is dependent on the choice
of guage, however the boundary conditions of the equilibrium problem fix the guage function which
ensures that there is a unique value of ∆A. We also define ∆B analogously, as the difference between
the anisotropic and isotropic magnetic field strengths. Plots of ∆A and ∆B for both anisotropic cases
are shown in Figure 5.10. Let us first consider ∆A (Figures 5.10a and 5.10b). In the mirror type case,
the magnetic flux function is shown to be smaller than it was in the isotropic case, since ∆A is negative.
However, in the firehose type equilibrium, the magnetic flux funtion is larger than it was in the isotropic
case, hence the positive value of ∆A. What is quite interesting to note here is the symmetry. The largest
magnitude deviations from isotropy are centered around the same point in both cases. In fact, even the
shape of the contours is almost identical in both types of anisotropy – the only difference is the sign
of ∆A. This trend is also seen in the plots of ∆B, shown in Figures 5.10c and 5.10d. Again, we see
almost the exact same contour shapes in both firehose and mirror type equilibria, with the sign switching
between the two cases. In the firehose case, the value of ∆B is positive to the right of the saddle point,
and negative elsewhere in the domain. The mirror case, however, shows the precise opposite trend. A
last point to note is that the magnitudes |∆A| and |∆B| tend to be larger in the firehose type equilibrium
than in the mirror type equilibrium.
From the calculations in this section, it seems that one could make the following conjecture: the
deviations from isotropy of a firehose type equilibrium will correspond to qualitatively similar, but
opposite, deviations from isotropy of an equilibrium with the associated mirror type pressure. One
might also make the conjecture that a mirror type pressure acts to decrease the values of the magnetic
flux function, whereas a firehose type pressure acts to increase those values. Of course, these conjectures
would require further calculations to verify, but the symmetry one finds between the two anisotropic
equilibria seems to make sense from a theoretical point of view, since the associated pressure proposed in
Section 2.6.2 was originally created in the hope of finding an equal but opposite counterpart for a given
pressure. Hence, one might have expected these sorts of symmetries to arise a priori.
106
(a) Isotropic magnetic flux function. (b) Isotropic magnetic field strength.
(c) Firehose type magnetic flux function. (d) Firehose type magnetic field strength.
(e) Mirror type magnetic flux function. (f) Mirror type magnetic field strength.
Figure 5.9: Contour plots of the magnetic flux and magnetic field strength for equilibria corresponding
to the three pressure types at λ = 2.
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(a) Firehose type ∆A. (b) Mirror type ∆A.
(c) Firehose type ∆B. (d) Mirror type ∆B.
Figure 5.10: Contour plots of ∆A and ∆B for both anisotropic cases.
5.5 A 2D equilibrium analysis
In this section we will explore the effects of pressure anisotropy on an equilibrium structure that is
already well understood in the isotropic case. Specifically, we will consider the isotropic pressure
p =
λ
2
e−2A, (5.28)
which corresponds to a local Maxwellian distribution function at the kinetic level (e.g Birn et al., 1975).
The normalised Grad-Shafranov equation with the isotropic pressure (5.28) is
∇2A = λe−2A, (5.29)
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where A is now a dimensionless parameter. An approximate solution to (5.29) for λ = 1 has been found
by Birn et al. (1975), where it is assumed that there is little variation in the x-direction, which is given
by
A0(x, z) = ln
(
cosh (zF (x))
F (x)
)
, (5.30)
where the function F (x) is
F (x) =
(
1 +
x
xL
)−q
. (5.31)
Indeed, this solution can be thought of as a generalisation of the Harris sheet (Harris, 1962), which is
recovered when F = 1. This form of the flux function was intended to model a planetary magnetotail
(specifically the Earth’s magnetotail), a fact that is reflected in the parameters xL and q, which describe
magnetotail stretching and flaring respectively. For instance, the larger xL that is chosen results in a
more stretched magnetotail model in the x-direction. Similarly, a large q value will give a more flared
magnetotail model in comparison to a smaller value of q. A typical example is shown in Figure 5.11a,
where xL = 30 and q = 0.6.
(a) Contours of A0. (b) Contours of Ap.
Figure 5.11: Contours of the magnetic flux functions A0 and Ap for the parameters xL = 30 and q = 0.6.
We can use the approximate solution (5.30) to reconstruct an entire class of equilibria. Zwingmann
(1983) fixes A = A0 on the boundaries of a numerical domain and then iterates along solution branches
in λ to find the bifurcation diagram and associated equilibria of the pressure (5.28).
We will confirm his results and then attempt to extend his work into the anisotropic regime with a
realistic choice of parallel and perpendicular pressures. Specifically, we will use the normalised parallel
pressure
P‖ =
λ
2
e−2A
B
B + k
, (5.32)
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where k is some parameter that controls the anisotropy. This form of the parallel pressure has also been
studied by No¨tzel et al. (1985), and is of some physical interest since it corresponds to a bi-Maxwellian
distribution function. In the limit k → 0 we recover the isotropic pressure given in (5.28). With this
parallel pressure, the Grad-Shafranov equation (2.24) becomes
−∇ ·
[(
1− λ
2
e−2A
k
B(B + k)2
)
∇A
]
= −λe−2A B
B + k
. (5.33)
In the same manner as Zwingmann (1983), we will prescribe that the solution remains fixed at the
boundaries of our numerical domain. That is to say, for boundary ∂ω of the domain ω, we have that
A|∂ω = A0,
where A0 is as given by (5.30) with xL = 30 and q = 0.6. A different choice of the parameters xL and
q will not create any large qualitative differences (Zwingmann, 1983). We will choose our domain to
be 0 ≤ x ≤ 30 and −10 ≤ z ≤ 10. The numerical code requires an estimated initial solution, and will
then iterate towards an exact solution for a chosen starting value of λ = λ0. Since we already have an
approximate solution A0, we will use this as our initial estimate and iterate towards an exact solution
for the choice λ0 = 0. This gives us a potential solution Ap, which satisfies
∇2Ap = 0 (5.34)
and
Ap|∂ω = A0. (5.35)
The potential solution Ap (shown in Figure 5.11b) is used to define a maximum norm with which we
can quantify our solutions for various λ:
||A−Ap|| = Max(A−Ap). (5.36)
The code then iterates along λ following a solution branch. In Figure 5.12 we can see two branches. The
lower branch is found by starting at the potential solution where λ0 = 0. The upper branch is found by
starting at λ0 = 1 with the approximate solution A0 (point 4 in Figure 5.12). The code then iterates
towards the correct solution and travels along the solution branch. Iterating with a positive or negative
step size reproduces the right and left parts of the upper branch respectively.
As we step along the lower branch the solution does not change much qualitatively. The X-point
present in roughly the center of the domain remains there throughout the branch. Once we reach the
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Figure 5.12: Bifurcation diagram of solutions to (5.33)
bifurcation point (at approximately λ = 5.1) an O-point appears in the equatorial plane at the rightmost
side of the domain (see Figure 5.13c). This O-point is a feature of all the equilibria on the upper portion
of the lower branch.
The upper branch contains the “tail like” equilibria and is shown in Figure 5.14. It includes the exact
form of the approximate solution (5.30), which is shown in Figures 5.14a and 5.14b. Moving along the
branch to the right results in the oscillatory structures seen in Figures 5.14c and 5.14d. Similar structures
are also seen to develop when moving along the solution branch to the left, such as those in Figures 5.14e
and 5.14f. In a real system, however, λ might be fixed. For example, suppose the scaling parameter was
fixed at λ = 1. In that case there exist at least four distinct equilibria (points 1, 3, 4, and 5 in Figure
5.12). It is possible that there are other equilibrium configurations with a larger solution norm, but these
are difficult to find (if indeed they exist at all) since a continuation code requires a known point on a
branch before it can recreate that branch. As λ increases past approximately 1.2 (the bifurcation point
in the upper branch), the only possible equilibria are on the lower branch and are characterised by either
a single X-point or an X-point and an O-point, and thus one finds that after λ = 1.2 there exist no “tail
like” equilibria which have a qualitatively similar structure to the approximate solution (5.30).
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(a) Magnetic flux function for equilibrium 1. (b) Magnetic field strength for equilibrium 1.
(c) Magnetic flux function for equilibrium 2. (d) Magnetic field strength for equilibrium 2.
(e) Magnetic flux function for equilibrium 3. (f) Magnetic field strength for equilibrium 3.
Figure 5.13: Contours of A and B for the three equilibria on the lower branch in Figure 5.12.
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(a) Magnetic flux function for equilibrium 4. (b) Magnetic field strength for equilibrium 4.
(c) Magnetic flux function for equilibrium 5. (d) Magnetic field strength for equilibrium 5.
(e) Magnetic flux function for equilibrium 6. (f) Magnetic field strength for equilibrium 6.
Figure 5.14: Contours of A and B for the three equilibria on the upper branch in Figure 5.12.
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(a) Contours of the magnetic flux. (b) Contours of the magnetic field strength.
Figure 5.15: Contours of A, B for the anisotropic (k = 0.1) continuation of equilibrium 3.
5.5.1 Introducing anisotropy
We now move on to discuss the effects of adding pressure anisotropies to the above equilibria. Compu-
tationally, we do this by using the continuation code to iterate along the anisotropy variable k, while the
scaling parameter is kept fixed at λ = 1. Specifically, we will consider adding anisotropy to the equilibria
at points 3 and 4 on the bifurcation diagram in Figure 5.12. The equilibrium which results from starting
at equilibrium 3 and increasing the anisotropy parameter to k = 0.1 is shown in Figure 5.15, where we
show the magnetic flux function (Figure 5.15a) and the magnetic field strength (Figure 5.15b). It is
rather difficult to spot any qualitative differences between this anisotropic equilibrium and the isotropic
equilibrium 3. Thus, in Figure 5.16, we show contours of ∆A, which is a measure of the difference
between the flux function in the anisotropic and isotropic cases (see Section 5.4 for more details). From
this plot, we can see that the magnetic flux function is largely unchanged over the whole domain, apart
from a region on the right hand side in the equatorial plane. In this region we see a larger deviation
from the isotropic case, which corresponds to the O-point that appears in the contours of the magnetic
flux function.
Now consider the isotropic equilibrium (4) on the upper branch of Figure 5.12. By using the contin-
uation code to increase the anisotropy parameter, we are able to find the bifurcation diagram shown in
Figure 5.17. We will consider two equilibria along the solution curve, one at k = 0.001, and the other at
k = 0.01. We show plots of A and B for these equilibria in Figure 5.18. One notices that as k increases,
the contours pinch in and form similar structures to the equilibria which arise when we increase the
parameter λ (see Figure 5.14). To see what is happening in more detail, we consider the plot in Figure
5.19, where the colours show values of ∆A, and the contours of A have been over-plotted. We see that
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Figure 5.16: Contours of ∆A for the anisotropic (k = 0.1) continuation of equilibrium 3, with a magni-
fication of a structure in the equatorial plane.
Figure 5.17: Bifurcation in the anisotropy variable k.
the O-points correspond precisely to the regions where we have a negative ∆A and therefore a lower
value of the magnetic flux function. Interestingly, this is the same trend that occurred on the lower
branch (see Figure 5.15).
From this experiment, we have seen that even small anisotropies can lead to reasonably large changes
in the magnetic field structure. The differences appear to be localised in regions of low magnetic field
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strength and small values of the magnetic flux function. For instance, the large changes which occur
when we introduce anisotropy on the upper solution branch take place in a strip along the x-axis, where
both A and B are close to zero. This is also seen on the lower solution branch, where the largest changes
occur around the null point on the right hand side of the domain. Interestingly, in the middle of the
domain we also have a null point, but the comparatively large values of the magnetic flux function seem
to suppress any major changes in the anisotropic case. Therefore, we may make the conjecture that for
parallel pressures of the type (5.32), large changes in the magnetic field structure can be expected for
small values of the anisotropy parameter, and will be localised around regions where A and B both come
close to zero.
(a) Magnetic flux function for equilibrium A. (b) Magnetic field strength for equilibrium A.
(c) Magnetic flux function for equilibrium B. (d) Magnetic field strength for equilibrium B.
Figure 5.18: Contours of A and B for the two equilibria on the solution branch in Figure 5.17.
116
Figure 5.19: Plot of ∆A, with contours of A over-plotted for the anisotropic equilibrium at point B.
5.6 Numerical simulations in 2D with rotational symmetry
In this section we solve the 2D Grad-Shafranov equation with anisotropic pressure and rotational sym-
metry, i.e. we will be solving (2.58) with bφ = 0, which (after appropriate normalisation) is
−∇ ·
[(
1− 1
B
∂P‖
∂B
)∇A
R2
]
=
∂P‖
∂A
, (5.37)
We will choose the parallel pressure to be a quadratic in A multiplied by an anisotropic factor, with
a cut-off on the field-line A = 0.5 (i.e. a field line beyond which the parallel pressure is set to zero).
This cut-off is to prevent the build up of current on the boundary of the domain. Explicitly, our parallel
pressure is given by the piecewise function
P‖ =

λ(A− 0.5)2B(B + k)−1 A ≥ 0.5,
0 A ≤ 0.5.
(5.38)
In the above equation λ is some scalar that controls the magnitude of the pressure with respect to A
and B, and k is some scalar that describes the anisotropy of the pressure. For instance, when λ = 0 the
parallel pressure vanishes yielding a potential field, and when k = 0 the B factors cancel and we have an
isotropic pressure. We can also find the perpendicular pressure from (2.17), which is given by
P⊥ =

λ(A− 0.5)2B2(B + k)−2 A ≥ 0.5,
0 A ≤ 0.5.
(5.39)
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(a) Parallel pressure P‖(A,B). (b) Perpendicular pressure P⊥(A,B).
Figure 5.20: Typical parallel and perpendicular pressures as functions of A and B. Shown here is the
case where λ = 0.3 and k = 0.1.
Both the parallel and perpendicular pressures are shown for typical values of λ and k in Figure 5.20 as
surface plots.
To proceed we use a numeric continuation code to find sequences of equilibria by varying the two
control parameters λ and k. As a starting solution, when λ = 0, we choose a dipole field given by
Ap =
sin2 θ
r
.
The Grad-Shafranov equation (5.37) is then solved inside a domain which is a quarter annulus with r
ranging from 1 to 50 and θ ranging from 0 to pi/2. The solution will then be reflected across the x-axis
to give a symmetrical solution in the half plane. We will use a resolution of 80×80 coarse grid rectangles
on a non-uniform grid which has a higher resolution in a conic section near the origin where changes in
the solution will be more apparent.
We then experiment by investigating some different parameter regimes. First, we explore the solution
branch when k = 0, the isotropic case. Then we begin to add anisotropy and fix k at various non-zero
values while varying λ. Finally, we see what happens when one chooses to fix λ and vary k. In this way
we can build up a picture of the bifurcation diagram for the equilibrium problem (as a surface in λ and
k) to find a more complete picture of how anisotropy affects these rotationally symmetric equilibria.
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5.6.1 Isotropic Case
In this first case we set the anisotropy parameter to zero, ensuring that the pressure only depends on
A and is therefore isotropic. Then, starting from a dipole solution, we step along the solution branch
in λ, whilst tracking the normalised L2 norm of each solution. This results in the bifurcation diagram
in Figure 5.21. We see the norm slowly increasing with λ to a maximum value of λ ≈ 0.47, where we
hit a catastrophe point. After this the solution curve bends back and λ decreases with increasing norm
until λ ≈ 0.14, where we reach another bifurcation point. The solution branch the increases in λ with
decreasing norm for a while until the norm again starts to increase and another bifurcation is reached.
The solution branch then bends back on itself again. After this stage, however, the resolution of the
solution begins to come into question. For now we concentrate on the solutions which we can resolve
properly and do not proceed further along the solution branch.
Figure 5.21: Bifurcation diagram of the isotropic dipole.
We take a cut at λ = 0.3 to compare the variety of solutions at each stage in the bifurcation diagram
(see the dotted line in Figure 5.21). Solutions around these points generally look quite similar, so viewing
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the four solutions along this cut gives a good indication of the qualitative behaviour along the whole
branch. We plot contours of the magnetic flux function and the magnetic field strength at each point
in Figures 5.22-5.23. Figure 5.22a is typical of a solution along the lower branch, and there is not
much difference at all between it and the potential starting solution (the dipole). The only noticeable
difference is the slight depression in the contours of the magnetic field strength in the equatorial plane
close to R = 1. In Figure 5.22c we see differences start to appear now that we have passed the first
bifurcation point. It looks as if the original dipole has been stretched out in the x-direction. We also see
an island appear in the contour plot of the magnetic field strength. The field structure changes again
in Figure 5.23a, where we see the contours past the second bifurcation. The stretched dipole from the
previous solution has pinched off, forming an island which is embedded within the dipole. We also see
some complicated structures appearing in the magnetic field strength contour. We now see two adjacent
islands along z = 0. Finally we see the structure in Figure 5.23c of the solution past the third bifurcation
point. In the contour plot of the magnetic flux function the island has moved outward from the origin
and the inner dipole has become more stretched. We also see the appearance of a depression in the
magnetic field strength. In fact, the transition from Figure 5.23a to Figure 5.23c seems to be exactly
the same as the transition from Figure 5.22a to Figure 5.22c. It seems that this could be a pattern that
continues as we progress further along the solution branch. Even though we cannot resolve solutions
that far along the branch, it is likely that the stretched part of Figure 5.23c would pinch in and break off
to form a second island in the magnetic flux function as we continue to pass future bifurcation points.
5.6.2 Anisotropic Cases
We now begin our analysis with anisotropic pressures. First we take a small anisotropy parameter and
fix k = 0.1. Since we will be iterating along a solution branch starting from λ = 0 we will still begin with
a dipole field configuration, and then proceed to step along λ in order to construct a bifurcation diagram.
The resulting diagram is shown in Figure 5.24, where the original isotropic bifurcation diagram from
Figure 5.21 has also been included for comparison (see the dotted red line). The anisotropic bifurcation
diagram is qualitatively similar in overall shape to the isotropic case, displaying the same distinctive
S-type shape, however there are clear differences between the two in terms of magnitude.
The most immediately noticeable difference is the location of the bifurcation points. The catastrophe
point has now shifted to around λ ≈ 0.77, which is a huge change from the previous catastrophe point at
λ ≈ 0.47. What is perhaps most surprising is that this large change has resulted from a relatively modest
anisotropy parameter. The second bifurcation point has also shifted towards a larger value of λ ≈ 0.32.
This is particularly interesting since this implies that we have only a single solution for the k = 0.1
case when λ = 0.3. Compare this to the isotropic case where we found at least 4 distinct solutions at
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(a) Contours of A for equilibrium 1. (b) Contours of B for equilibrium 1.
(c) Contours of A for equilibrium 2. (d) Contours of B for equilibrium 2.
Figure 5.22: Contours of the magnetic flux function and magnetic field strength for equilibria 1 and 2.
that value of λ. We must also note the portion of the bifurcation diagram with a norm greater than 4.
The nature of this part of the graph suggests that solutions at this level are not well resolved at this
resolution. Therefore, we devote our attention to solutions with a norm less than the unresolved limit.
Since there is only one solution at λ = 0.3 as noted above, we now take a cut at λ = 0.4 to find two
solutions that are characteristic of both the lower and upper branches. These can be seen in Figure 5.25.
Figures 5.25a–5.25b show the lower branch solution, which we will call equilibrium A. Much like in the
isotropic case, equilibrium A is virtually indistinguishable from the original dipole solution, apart from
the slight depressions in the magnetic field strength. Because of this, there is no real difference between
the isotropic and anisotropic cases at this point. However, we do start to see some major differences
once we pass the first bifurcation point and arrive at equilibrium B, which is shown in Figures 5.25c–
5.25d. The magnetic flux function has been stretched in the x-direction, and has pinched off to form an
121
(a) Contours of A for equilibrium 3. (b) Contours of B for equilibrium 3.
(c) Contours of A for equilibrium 4. (d) Contours of B for equilibrium 4.
Figure 5.23: Contours of the magnetic flux function and magnetic field strength for equilibria 3 and 4.
island, but perhaps the most remarkable difference is the sharpness of the solution along the equatorial
plane. These sharp points also show themselves in the contour plot of the magnetic field strength and
are definitely unique to the anisotropic case. We explore the difference further in Figure 5.25e, which
shows the plot of ∆A. Recall that ∆A is the difference in flux functions between the anisotropic and
isotropic cases, i.e. the flux at equilibrium B minus the flux at equilibrium C. From this we can deduce
that the magnetic flux function is larger in the anisotropic case than the isotropic case throughout the
entire domain, reaching a maximum difference in the equatorial plane. It is also interesting to consider
the difference between the isotropic solution which has the same solution norm as equilibrium B, that is
equilibrium D. We will denote this quantity as ∆′A, which is the flux at equilibrium B minus the flux
at equilibrium D. A plot of ∆′A is shown in Figure 5.25f, where we see some clear differences between
the two equilibria. This shows that even though two equilibria may have the same solution norm, they
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Figure 5.24: The anisotropic (k = 0.1) bifurcation diagram. The isotropic case is also shown for com-
parison (red dotted line), and we highlight four specific equilibria at A, B, C and D.
do not necessarily have the same magnetic flux functions, and hence magnetic fields. Thus, we see that
an equilibrium with a fixed scaling parameter λ = λ1 and anisotropy k 6= 0 is, in general, not equal to
any isotropic (k = 0) equilibrium with a different scaling parameter λ = λ1. In this way, anisotropic
equilibria form an entirely distinct family of solutions to their isotropic counterparts.
5.6.3 Variations in the anisotropy parameter
We now explore the effects of holding λ constant while iterating along a solution branch in the anisotropy
parameter k. In this example, λ will be fixed at λ = 0.3, such that we can use the isotropic equilibria
from Section 5.6.1 as starting points for the continuation method. In doing so, we will begin to build up
a picture of the bifurcation surface that results when one is allowed to vary both the parameters λ and
k.
As a first solution take the lower branch solution at point 1 in Figure 5.21. Then, iterating along the
k direction we build up the bifurcation diagram seen in Figure 5.26a. We see that as k increases, the
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(a) Contours of A for equilibrium A. (b) Contours of B for equilibrium A.
(c) Contours of A for equilibrium B. (d) Contours of B for equilibrium B.
(e) Contours of ∆A for equilibrium B. (f) Contours of ∆′A for equilibrium B.
Figure 5.25: Contours of A and B for equilibria A and B. Also shown are plots of ∆A and ∆′A for
equilibrium B.
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norm decreases and the solution becomes closer and closer to the original dipole solution at λ = 0. This
is an expected consequence of the stretching that occurs when we increase the anisotropy parameter. As
k increases, the first bifurcation point in Figure 5.21 is stretched to ever increasing values of λ. In fact,
this stretches the entire lower portion of the bifurcation diagram and the low norm solutions near λ = 0
get pushed further out with increasing k. Therefore, when we fix λ and then stretch the lower portion
of the bifurcation diagram by increasing k, we should expect the value of the norm to decrease and the
solutions to become closer to the initial dipole.
Secondly, take a starting solution at point 2 in Figure 5.21. After iterating along the k direction we
arrive at the bifurcation diagram in Figure 5.26b, starting from the lower portion of the graph. We see
that as k increases, the norm also increases, until we reach a maximum value of k ≈ 0.083. The solution
curve then bends back on itself and k decreases as the norm continues to rise. We eventually return to
an isotropic solution at k = 0, which corresponds to point 3 in Figure 5.21. This behaviour can also be
related back to the stretching that occurs when we increase the anisotropy parameter. In Figure 5.24,
we saw that the upper portion of the bifurcation diagram was translated towards increased values of λ
and that there no longer was an upper branch solution when λ = 0.3. That is the precise reason we see
a bifurcation point in Figure 5.26b, there has to exist some intermediate k at which there only exists one
upper branch solution at λ = 0.3. Above this there would be no upper branch solutions, and below there
would be two. Figure 5.26b tells us that this critical value of k lies at k ≈ 0.083 - it is the bifurcation
point. One should note the apparent oscillations visible in the upper portion of Figure 5.26b, which
suggest that the solutions there may not be properly resolved. We explore this in more detail in the next
section.
5.6.4 Effect of resolution on the accuracy of bifurcation diagrams
In the above experiments we alluded to the fact that as the norm increases the accuracy of the solutions
comes into question and higher resolutions are needed to resolve the solutions properly. Here we examine
different resolutions and the resulting bifurcation diagrams from computing solutions at those resolutions.
In this way we can see which solutions along the branch are properly resolved by checking the difference
between two solutions of the same λ, k and branch location. That is to say, we check the bifurcation
diagrams and see if they converge to the same solution as we increase the resolution.
Figure 5.27a shows the bifurcation diagram in the isotropic case (see also Figure 5.21) at two resolu-
tions - 80×80 coarse grid rectangles in the solid black line and 25×25 coarse grid rectangles in the dashed
red line. We can see that the diagrams are consistent up until the second bifurcation point. After that,
the solutions before the third bifurcation exhibit a slight difference, but have the same general shape.
We deduce that solutions at this point are still reasonably well resolved. After the third bifurcation,
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(a) (b)
Figure 5.26: Bifurcation diagram for the anisotropy parameter k starting at (a) equilibrium 1 and (b)
equilibrium 2/3. The scaling parameter is held constant throughout at λ = 0.3.
however, the accuracy of the solutions is entirely questionable, with wild differences between the two
resolutions. We must, therefore, completely ignore the lower resolution case in this instance. Even the
high resolution case exhibits fluctuations around this point, although the general shape is more plausible.
To really be confident about solutions around this point we would have to compare the 80×80 case with
a higher resolution to check for convergence.
Figure 5.27b shows the bifurcation diagram in the k direction at λ = 0.3 (see also Figure 5.26a) for
the two resolutions 80 × 80 coarse grid rectangles (black solid line) and 25 × 25 coarse grid rectangles
(red dashed line). This again highlights the importance of high resolution on the upper branches. The
diagram shows that on the lower portion, which corresponds to the solutions between the first and second
bifurcation points, convergence is good and solutions at these points can be trusted. However, the upper
portion shows the inaccuracy of solutions between the second and third bifurcation points. There is a
great difference between the two resolutions which suggests that some structures in these solutions have
not been resolved correctly. It is also quite interesting that the greatest difference seems to correlate
with the largest allowed value of the anisotropy parameter. We also see that the fluctuations present in
the low resolution case have become less pronounced in the higher resolution case. One could conjecture
that perhaps a fully resolved bifurcation diagram in this case would be completely smooth, with a single
turning point at the maximum value of the anisotropy parameter.
126
(a) (b)
Figure 5.27: Comparison of resolutions for (a) the isotropic bifurcation diagram and (b) the bifurcation
diagram in the anisotropy parameter: 80× 80 (solid black line); 25× 25 (dashed red line).
5.6.5 Quadrupolar fields
After the analysis in the previous sections, one must ask if this behaviour should be expected for all
types of solution, or is it unique to the dipole starting solution. In an effort to answer this we will look
at a different starting configuration which solves the problem when λ = 0, specifically the quadrupolar
field, which is given by
Ap =
cos θ sin2 θ
r2
. (5.40)
We must also change the pressure slightly. As it stands now, the cut-off in (5.38) is too high since the
quadrupole magnetic flux function in (5.40) is always lower than 0.5. Therefore, we change the cut-off
while retaining the general form of the parallel pressure, thus we now have
P‖ =

λ(A− 0.1)2B(B + k)−1 A ≥ 0.1,
0 A ≤ 0.1.
(5.41)
The last change we make concerns the numerical grid. We still use an 80 × 80 grid across a quarter
annulus from r = 1 to r = 50, however we stretch the grid slightly differently in order to give a higher
resolution along the quadrupole lobes, rather than along the x-axis.
We now have a new starting solution and a different cut-off for the parallel pressure with which we
can repeat the analysis above and compare the results. Setting the anisotropy parameter to zero gives us
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Figure 5.28: Bifurcation diagram of the isotropic quadrupole.
the isotropic branch which can be seen in Figure 5.28. We see a similar bifurcation structure to that seen
in the isotropic dipole (Figure 5.21), that is a distinctive S-shape which splits the bifurcation diagram
into four parts. Initially, the solution norm rises with increasing λ. Then the first bifurcation point is
reached (at around λ = 1.03), after which λ starts to decrease while the solution norm continues to rise.
A second bifurcation point is then reached at around λ = 0.49, where λ begins to increase again, while
the solution norm remains reasonably steady. After the third bifurcation point at λ = 0.83, the scaling
parameter decreases while the solution norm increases quite sharply. Apart from the precise values of
λ and the solution norm, this behaviour is identical to that in the isotropic dipole bifurcation diagram
(Figure 5.21).
In order to get an idea of the types of equilibria which comprise this bifurcation diagram, we will
plot contours of the magnetic flux function for each of the four equilibria at λ = 0.7. Each of these
equilibria is representative of a typical solution on the portion of the solution branch which they lie on.
What we see is a variety of solutions which change in a completely analogous manner to the dipole case
as we step along the solution branch. At equilibrium 1 we see a solution that is extremely similar to
the original quadrupole. Then, at equilibrium 2, the quadrupole has been stretched along the lobe axes.
In equilibrium 3, a magnetic island has pinched off, and in equilibrium 4, we see some more stretching
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(a) Contours of A for equilibrium 1. (b) Contours of A for equilibrium 2.
(c) Contours of A for equilibrium 3. (d) Contours of A for equilibrium 4.
Figure 5.29: Contours of the magnetic flux function for typical equilibria along the isotropic quadrupolar
bifurcation diagram.
along the lobe axes. This pattern of pole stretching and island formation that occurs when we cross a
bifurcation point is exactly the same as the pattern which we saw in the dipole case. Thus, we deduce
that the qualitative changes that occur when we vary the scaling parameter λ are independent of the
starting solution and boundary conditions (at least in the isotropic case).
Now consider the anisotropic quadrupole. Taking the anisotropy parameter to be k = 0.1, as we did in
the dipole case, we then step along the solution branch in λ reconstructing the bifurcation diagram, which
can be seen in Figure 5.30. As we did in the dipole case, we restrict our attention to the lower portion of
the bifurcation diagram, where we can ensure that solutions are properly resolved. We immediately see
the stretching of the bifurcation diagram, which now extends almost twice as far in λ as the isotropic
case, with the first bifurcation taking place at around λ = 2. However, the solution norms remain roughly
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Figure 5.30: Bifurcation diagram of the anisotropic (k = 0.1) quadrupole.
the same, taking values between zero and 0.4. Compare this to the dipole case (Figure 5.24), where we
find the trend to be exactly the same.
For characteristic solutions of each portion of the branch we take a cut at λ = 1.5. The two solutions
are shown in Figures 5.31a and 5.31b, which correspond to the lower and upper branch respectively. The
first solution, equilibrium A, shows little deviation from the original quadrupole. The second solution,
equilibrium B, is a stretched quadrupole, much like its isotropic counterpart (equilibrium 2 in Figure
5.28). However, we do see much sharper contours along the pole axis. This is seen more clearly in Figure
5.32, where we have enlarged the lobes in order to better compare equilibrium 2 and equilibrium B.
Recall that this also happened in the dipole case (see Figure 5.25e), thus the sharpening of contours in
the lobes that one finds in Figures 5.25d and 5.31b is likely a ubiquitous feature of anisotropic pressure
equilibria.
From the analysis presented above, one can see that the quadrupole solutions exhibit exactly the
same properties as the dipole solutions in both isotropic and anisotropic cases, at least in a qualitative
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(a) Contours of A for equilibrium A. (b) Contours of A for equilibrium B.
Figure 5.31: Contours of the magnetic flux function for typical equilibria along the anisotropic quadrupo-
lar bifurcation diagram.
sense. It seems likely, therefore, that the initial field configuration and boundary conditions are of little
consequence when one wishes to consider the effects of anisotropic pressure on MHD equilibria. That
is to say, the initial conditions are expected to define the types of structure one finds along a solution
branch, however the effects that anisotropy has on these structures is prescribed by the form of the
parallel pressure, rather than by the precise configuration of structures themselves.
(a) Contours of A for equilibrium 2. (b) Contours of A for equilibrium B.
Figure 5.32: An enlargement of one of the quadrupolar lobes where differences in the magnetic flux
function between the isotropic and anisotropic cases are more apparent.
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5.6.6 On the stability of numerical equilibria
Using our numerical scheme we have found several rotationally symmetric equilibria corresponding to
both isotropic and anisotropic pressure regimes. We now turn our attention to the stability of these
equilibria. Recall the firehose instability from Chapter 2, which occurs when the anisotropic and magnetic
tensions give rise to a negative total tension force. Such an instability occurs when
1− µ0
B
∂P‖
∂B
< 0, (5.42)
which is found when one combines the relationship between the two pressures (2.17) with the instability
criterion (2.4). With the parallel pressure (5.38), used earlier in Section 5.6, and with appropriate
normalisation, the above instability condition becomes
1− λk
B(B + k)2
(A− 0.5)2 < 0 and A > 0.5, (5.43)
where the second inequality is inherited from the cut-off field line. One consequence of (5.43) is that any
null point (that is to say a point where B = 0) will constitute a firehose unstable point if λ > 0, k > 0
and A > 0.5.
Now consider the dipole type equilibria at the different points on the bifurcation diagram in Figure
5.21. These are all firehose stable since they are isotropic. We then consider what happens to these
equilibria with respect to the firehose instability as we increase k such as in Figures 5.26a and 5.26b.
Firstly, take the equilibrium shown in Figure 5.22a which is the isotropic dipole type solution on the
first branch of Figure 5.21. As we increase the anisotropy parameter this equilibrium tends towards a
perfect dipole, as shown in Figure 5.26a. If we check solutions along this branch against the firehose
instability condition we find that all solutions of this type are firehose stable. In fact, the firehose
condition itself never comes close to zero. This is mostly due to the magnetic field strength never
becoming low enough (whilst A > 0.5), which is generally necessary to satisfy the instability condition.
Now consider the isotropic equilibria shown in Figure 5.22c and 5.23a, and the branch of solutions
that accompany them as we step along the anisotropic bifurcation in Figure 5.26b. We find that an
equilibrium on the lower branch of Figure 5.26b is firehose stable up until a certain value of anisotropy
parameter (k ≈ 0.015). After this point all solutions become firehose unstable. This is shown in Figure
5.33a, where the solid and dotted lines represent firehose stable and unstable equilibria respectively. This
is due to the appearance of a null point in the domain at the critical value of around k = 0.015 - as noted
earlier, a null point will almost always be firehose unstable with respect to the parallel pressure (5.38).
We also analyse the case when the anisotropy parameter is fixed at k = 0.1 (see Figure 5.33b). Again
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(a) (b)
Figure 5.33: The bifurcation diagrams depicted in Figure 5.26b/5.24 redrawn to depict firehose stable
and unstable solutions (solid and dotted lines respectively)
the solid and dotted lines represent firehose stable and unstable equilibria respectively. We see that all
the solutions on the lower branch are firehose stable, as are the first solutions on the second branch.
However, once we reach a certain point on the second branch, these equilibria become firehose unstable.
This is again due to the appearance of a null point, which we know is characteristic of solutions past the
first bifurcation point.
The above experiments let us make the following conjecture: if the pressures are of firehose type (as
defined in Section 2.6.2), then an equilibrium which contains a null point will most likely be firehose
unstable. This is primarily down to the 1/B2 factor present in the firehose instability condition (2.4),
which approaches −∞ as B → 0. Unless the difference between the two pressures grows faster than
B2 (with respect to B), then a null point will always be firehose unstable. One interesting consequence
of this is that an isotropic equilibria which contains a null point will become firehose unstable in the
presence of arbitrarily small anisotropies (if the pressures are of firehose type).
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Chapter 6
Numerical equilibrium calculations
in 2.5D
The numerical examples given in Chapter 5 calculated anisotropic MHD equilibria in 2D, however in
Chapters 3 and 4 we developed two methods which could be used to include a shear field component
of the magnetic field. This Chapter is a collection of three experiments which use these methods, the
poloidal formalism and the combined formalism, to construct equilibria with a magnetic shear field
numerically. We will make use of the same continuation method that was used in Chapter 5, since the
Grad-Shafranov equation which results from the poloidal formalism is equivalent to that from the 2D
total field formalism.
Section 6.1 gives an example of the poloidal formalism, where we specify an effective parallel pressure,
and then recover such quantities as the actual pressures and the shear field. Of course, this method has
its problems, as discussed in Chapter 4, and thus we specifically choose an effective pressure in such
a way that these problems are minimised (for instance, we choose P‖
? to be a function of Bp alone).
In Section 6.2, we show the first numerical example of the combined formalism. We specify a parallel
pressure, and then use an iterative method to reconstruct the effective parallel pressure which is used
in the Grad-Shafranov equation. The third example, in Section 6.3, shows how the combined formalism
can be used to construct numerical equilibria with rotational symmetry. The parallel pressure chosen is
the same as that in Section 5.6, so that we can compare the 2.5D equilibria with their 2D counterparts.
Throughout this section, a major consideration to have in mind is a simplification that is commonly
found in the literature, namely that the shear field is equal to the free function F (e.g. Mercier and
Cotsaftis, 1961; Clemente, 1993; Shi et al., 2006). This is a simplification which is necessary to make
progress with the 2.5D problem if one is using the total field formalism. However, since we are using the
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poloidal or combined formalisms, this simplification is not necessary when we compute our equilibria.
Thus, in each example, we will comment on this simplification. Indeed, in all three examples, we show
that there are regions where this approximation simply does not hold.
6.1 A numerical example of the poloidal formalism
In this section we will use the poloidal formalism to construct a numerical solution to the 2.5D equilibrium
problem with translational invariance. The solution presented can also be found in Hodgson and Neukirch
(2015), a paper which details the theory behind the poloidal formalism along with a numerical example.
This example is intended to be a proof of concept, rather than a model of a particular physical system.
We must first choose an appropriate effective parallel pressure. This can be quite a difficult choice
because of the positivity problems discussed in Section 3.5. However, after some trial and error, we chose
the parallel pressure to be of the form
P‖
? = 1 + ke−Bp , (6.1)
where k is some positive scalar that describes the anisotropy and Bp is the poloidal magnetic field
strength. This effective parallel pressure was largely chosen because it was one of the few choices we
found which gave positive parallel and perpendicular pressures for all allowed values of A and Bp. Note
that P‖
? does not depend on the magnetic flux function A, however this will not prevent the actual
pressures from depending on A, as we shall see.
Upon substitution of (6.1), the constraint equation, which ties together the anisotropy and shear
field, is found to be
By
(
1 + k
e−Bp
Bp
)
= F (A). (6.2)
This can be solved to find the shear field By. In this example, we will choose the free function F to
be F = e−A
2
, which introduces a dependence on the flux function and will ensure the positivity of the
pressures. Thus the shear field is found to be, in terms of the poloidal magnetic field strength and
magnetic flux function,
By =
Bp e−A
2
Bp + ke−Bp
. (6.3)
In this case the shear grows from zero at Bp = 0 towards an eventual limit of F as Bp →∞. A surface
plot of the shear field as a function of A and Bp (at a typical value of k = 1.5) is shown in Figure 6.1.
The parallel pressure is then found from a rearrangement of (3.25), and is given by
P‖ = 1 + ke−Bp − e−2A
2Bp
(
2ke−Bp +Bp
)
2(ke−Bp +Bp)
2 ,
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Figure 6.1: A surface plot of the shear field By at k = 1.5.
and thus one finds that the parallel pressure is positive for all allowed values of A, Bp and k. A surface
plot of the parallel pressure in terms of A and Bp at k = 1.5 is shown in Figure 6.2a. The perpendicular
pressure is then given by (3.9), and takes the form
P⊥ = 1 + ke−Bp +
Bp
(
2e−3Bpk3 + 4Bpe−2Bpk2 + 2B2pe
−Bpk − e−2A2Bp
)
2(ke−Bp +Bp)2
.
Thus we also find that P⊥ is positive for all allowed values of Bp, k and A. The perpendicular pressure
can be seen as a surface plot in Figure 6.2b, which shows P⊥(A,Bp) at k = 1.5.
Now that the pressures are known, we can determine the anisotropy, α = P‖/P⊥, as a function of
A and Bp. In Figure 6.2c we see that the pressures are initially isotropic at Bp = 0, then decreasing
with Bp until a minimum is reached. The anisotropy then increases again and tends towards isotropy as
Bp tends to infinity. This behaviour is typical for all allowed values of A and k. Thus, in this example
we are considering mirror type pressures and the equilibrium can never become firehose unstable (see
Section 2.6.2).
To proceed and find numerical solutions to the Grad-Shafranov equation in the poloidal formalism,
we must first substitute in the form of the effective parallel pressure given by (6.1), and so the Grad-
Shafranov equation becomes
−∇ ·
[(
1 + k
e−Bp
Bp
)
∇A
]
= 0. (6.4)
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(a) (b)
(c)
Figure 6.2: Plots of (a) P‖, (b) P⊥ and (c) α = P‖/P⊥ at k = 1.5.
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Here we make a quick remark about the equivalent isotropic problem. It has a constant total pressure
p? = 1 (in the isotropic case, p? is defined by p? = p+By2/2µ0), and the actual pressure is given by
p = 1−
(
e−A
2
)2
2
. (6.5)
The shear field in the isotropic case is given by,
By = e−A
2
(6.6)
and the corresponding Grad-Shafranov equation is simply the Laplace equation,
−∇2A = 0. (6.7)
We will solve the isotropic equilibrium problem (6.7) and the anisotropic equilibrium problem (6.4)
for k = 1.5, and then compare the two solutions. In both cases the domain (denoted by w) will be a unit
square in the x-z plane (i.e. 0 ≤ x ≤ 1 and 0 ≤ z ≤ 1). The value of the magnetic flux function will be
fixed on the boundary of the domain (∂w) such that
A|∂w = x2 + z2, (6.8)
which is an arbitrary choice made for illustrative purposes. We then use the numeric continuation code
to increase k from zero to 1.5.
The flux functions for the isotropic and anisotropic cases are shown in Figures 6.3a–6.3b. It is difficult
to spot any apparent difference between the two cases, however, differences become more apparent when
one considers the plot of ∆A, which is shown in Figure 6.3e. We now see that small differences present
themselves, with a maximum difference of around 0.025 at the bottom left of the domain.
We also show plots of the poloidal magnetic field strength in both cases, which are shown in Figures
6.3c–6.3d. The differences between the isotropic and anisotropic cases are seen more easily in Figure 6.3f,
where we show a plot of ∆Bp. One is able to see that the domain is split into four diagonal strips which
have alternating signs of ∆Bp, with the strongest deviations being negative (i.e. where the magnetic field
strength has decreased in the anisotropic case) and near the origin.
The contours of A and Bp in Figures 6.3a–6.3d can be used to plot contours of the shear field,
which are shown in Figures 6.4a–6.4b. This is where the most dramatic changes can be seen. Far more
variations are allowed in the value of the shear field in the anisotropic case than in the isotropic case
where we are restricted to a function of A. This shows that, whilst contours of A can look extremely
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(a) Isotropic A (b) Anisotropic A
(c) Isotropic Bp (d) Anisotropic Bp
(e) ∆A (f) ∆Bp
Figure 6.3: Contour plots of A, B, ∆A and ∆B for the isotropic and anisotropic cases.
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(a) Isotropic By (b) Anisotropic By
(c) Isotropic jp (d) Anisotropic jp
Figure 6.4: Contour plots of the shear field (By) and the poloidal current density (jp) for the isotropic
and anisotropic cases.
similar when we introduce anisotropy in 2.5D, the differences are significant when we consider the shear
field profile.
We also show the current density in the x-z plane, which we denote by jp, in Figures 6.4c–6.4d.
The contours have been omitted for clarity, and one should note the different scales in the isotropic and
anisotropic cases. We see a huge difference in the magnitude of jp between the two cases. There is a
strip near the origin where the planar current density is extremely large in the anisotropic case compared
to the isotropic case. Slightly further out from the origin there is another strip where jp is much less
in the anisotropic case than the isotropic case. This test case tells us that even small anisotropies can
introduce extremely large currents. The large current density comes from the high gradients of the
poloidal magnetic field, Bp. They are not seen in the isotropic case since the ∇Bp term that comes
from expanding ∇By is multiplied by the derivative of the shear field with respect to Bp, which is zero
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when we have isotropy. As soon as we leave the isotropic regime, the high gradients in Bp are no longer
suppressed by the shear field derivatives and we get the large currents that we see in Figure 6.4d. In
fact, one sees that extremely small, yet non-zero, values of k lead to arbitrarily large currents in the
plane. This stems from the derivative ∂By/∂Bp, which becomes equal to 1/k at A = 0 and Bp = 0. The
isotropic case can be seen as an extension of this idea. As k approaches zero, the current in the plane is
pushed towards the origin. In the limit, we end up pushing an infinite amount of current into the one
point at the origin. When thought of like this we see that the large currents do not really appear from
nowhere, they simply spread out from a single point.
6.2 A numerical example of the combined formalism
In this example we will use the combined formalism of Chapter 4 to solve the equilibrium problem with
translational symmetry. We choose the (dimensionless) parallel pressure to be
P‖ = λeA(1 + kB), (6.9)
where λ is some scaling parameter and k is an anisotropy parameter. We have chosen this parallel
pressure in such a way that we can avoid having to deal with some of the more technical parts of the
combined formalism, which we will highlight in due course. The free function is chosen to be the constant
F = 1, which is used in conjunction with the parallel pressure to find the shear field from the constraint
equation (2.36), thus we have
By =
B
B − λkeA . (6.10)
The poloidal magnetic field strength is then found to be
Bp = B
√
1− 1
B − λkeA , (6.11)
which is shown graphically in Figure 6.5a for λ = 1 and k = 0.1. Using (6.10) and (6.11) we are able to
implicitly reconstruct a plot of By(A,Bp), which we show in Figure 6.5a (also for λ = 1 and k = 0.1). We
find that the parallel pressure (6.9) leads to a shear field in the poloidal formalism that is single-valued
and exists for all values of A and positive values of Bp. Indeed this is one of the reasons that the parallel
pressure (6.9) was chosen in the first place, as it eliminates some of the difficulties that occur in the
combined formalism (there are no branch switching possibilities, for example).
Now we are almost in a position where we can solve the Grad-Shafranov equation with the contin-
uation method described in the Chapter 5, but first we must find the effective parallel pressure and its
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Figure 6.5: Plots of (a) the poloidal magnetic field strength in terms of A and B, and (b) the shear field
as a function of A and Bp (i.e. in the poloidal formalism) for the parameters λ = 1 and k = 0.1.
derivatives with respect to A and Bp. From (3.25), we find that the effective parallel pressure is
P‖
? = λeA(1 + kB) +
F 2B
(
B − 2λkeA)
2(B − λkeA)2 . (6.12)
However, (6.12) gives P‖
? in terms of the total field formalism, rather that the poloidal variables A and
Bp. Therefore, to find P‖
?, we will make use of an iterative scheme which has 5 steps:
1. we are given values of A = A0 and Bp = Bp0 and wish to find P‖
?(A0, Bp0);
2. find the initial B0 such that Bp(A0, B0) = 0;
3. increase the value of B0 incrementally (with a fixed step size) until Bp(A0, B0) > Bp0;
4. decrease the step-size and proceed to find B0 such that Bp(A0, B0) = Bp0 with a bisection method;
5. recover the effective parallel pressure by the equality P‖
?(A0, Bp0) = P‖
?(A0, B0).
We should note that this method relies on certain properties of the function Bp(A,B), for instance it
must be monotonically increasing (with respect to B), and one must be able to find an expression for
the initial function B0(A) (such that Bp(A,B0(A)) = 0). Fortunately, the parallel pressure (6.9) does
lead to a poloidal magnetic field strength that is monotonically increasing with B, and one can show
that the function
B0 = λkeA + F (6.13)
satisfies Bp(A,B0(A)) = 0 (i.e. we do not have any problems finding the starting point for the iterative
scheme). We can use the method above to find other quantities in terms of the poloidal formalism that
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are required for the continuation code. As an example, we require derivatives of P‖
? with respect to A
and Bp, which can be found in terms of A and B by applying the chain rule, giving
∂
∂Bp
P‖
?(A,Bp) =
(
∂Bp
∂B
)−1
∂
∂B
P‖
?(A,B) (6.14)
and
∂
∂A
P‖
?(A,Bp) =
∂
∂A
P‖
?(A,B)−
(
∂Bp
∂B
)−1
∂Bp
∂A
∂
∂B
P‖
?(A,B). (6.15)
To evaluate these for values of A and Bp, we simply use the same method as above to find the corre-
sponding value of B.
We now solve the Grad-Shafranov equation in the poloidal formalism using the continuation method
described in the previous chapter. The domain is chosen to be −1 ≤ x ≤ 1 and −1 ≤ z ≤ 1. As an
initial solution to the problem when λ = 0, we choose the magnetic flux function to be A0 = x2 − z2,
and we will specify that as λ increases, the magnetic flux function will be fixed on the boundaries where
it will take the value of A0.
We find that there are two solutions with the parameters λ = 1 and k = 0.1, which lie on opposite
sides of a bifurcation point in the solution branch. Plots of A, Bp and By for each solution are shown in
Figure 6.6, where the plots on the left hand side correspond to the first solution (before the bifurcation
point), and the plots on the right hand side correspond to the second solution (after the bifurcation
point). The first solution has a single X-point in the centre of the domain (see Figure 6.6a), which has
been compressed in the z-direction in comparison to the original X-point present in the initial solution
A0. In the second solution, the X-point in the centre of the domain has transformed into an O-point,
which is shown in Figure 6.6b. The X-point and the O-point in both cases correspond to a region of
zero poloidal magnetic field strength, as shown in Figures 6.6c and 6.6d, although the contours of Bp
in the second solution are much more compact than those in the first. Plots of the shear field for both
solutions are shown in Figures 6.6e and 6.6f. In the isotropic case, By would have been unity over the
whole domain, however this is not the case in the anisotropic equilibria. In the second solution, By peaks
in the centre of the domain at just over twice as large as the isotropic case. In the first solution there is
less of a difference, but there is a strip along the x-axis where the shear field is about 20% larger than the
isotropic case, which increases towards the edge of the domain. As one expects from the plot By(A,Bp)
in Figure 6.5b, the regions where By is most different from the isotropic case coincide with regions of
low poloidal magnetic field strength and high values of the magnetic flux function.
At this point we should remind ourselves of a common simplification in the literature, namely that of
the shear field being set equal to the free function F (e.g Mercier and Cotsaftis, 1961; Clemente, 1993;
Shi et al., 2006). If this simplification had been made in the examples above we would not have captured
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(a) (b)
(c) (d)
(e) (f)
Figure 6.6: Plots of A, Bp and By for the two solutions with λ = 1 and k = 0.1
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the detail, and indeed magnitude, of the shear field. In fact, this approximation would not just yield the
wrong values for the shear field, but variations in the shear field with respect to By play a large roll in
the Grad-Shafranov equation itself. Thus, the approximation By = F would also result in wrong values
for the magnetic flux function and poloidal magnetic field strength.
This example has highlighted the general technique which should be used when applying the combined
formalism of Chapter 4. One is able to work with the parallel pressure as a function of B, yet still make
use of the poloidal Grad-Shafranov equation. In this way we do not have to rely on numerical derivatives
of quantities such as ∂P‖
?/∂Bp, since analytical expressions are available. We have also been able to
show that the approximation By = F is inadequate, at least for the examples of equilibria above. In
fact, this is also shown to be the case in the next example.
6.3 An anisotropic dipole with a component of magnetic shear
In this section we will use the combined formalism of Chapter 4 to construct a series of 2.5D equilibria
with anisotropic pressure and rotational symmetry. In order to be able to compare the experiments here
with the 2D case, we will use the same parallel pressure as that which was used in Section 5.6, that is
P‖ =

λ(A− 0.5)2 BB+k A ≥ 0.5,
0 A ≤ 0.5,
(6.16)
where λ is a scaling parameter which controls the magnitude of the pressure, and k is an anisotropy
parameter. This parallel pressure is then used to derive the shear field via the total field constraint
equation (2.36), hence we have
bφ =

FB(B+k)2
B(B+k)2−λk(A−0.5)2 A ≥ 0.5,
F A ≤ 0.5.
(6.17)
For the purposes of this example, we will choose the free function F to simply be a constant which is yet
to be specified. The combined formalism discussed in Chapter 4 then requires that the quantities bφ and
P‖ are converted to become functions of A and Bp. We begin by identifying the critical points of the
parallel pressure, which are crucial in order to understand the structure of the shear field and pressures
in A-Bp space. In fact, one finds that there exists one critical point of the parallel pressure (6.16), which
depends on the values of λ, R and the choice of the free function F . It can be found by solving
∂bφ
∂B
∣∣∣∣
B=0
= −R, (6.18)
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Figure 6.7: Poloidal magnetic field strength as a function of A and B for typical parameters λ = 0.4,
k = 0.1, F = 0.1 and R = 1.
which in this case yields the equation
Fk2
(λkA2 − λkA+ 0.25λk) = R. (6.19)
Solving this we find the critical point to be
Ac =
1
2
+
√
Fk
Rλ
. (6.20)
When A is less than the critical point Ac, there exists one single-valued branch of the shear field and
the parallel pressure. Above the critical value another branch appears which bends back upon itself and
exists only below a bifurcation point Bp = B∗p . We will assume, for simplicity, that no branch switching
occurs and that we are always on the branch of the shear field that is single valued and exists for all
positive values of Bp. In Figure 6.7 we show the poloidal magnetic field strength as a function of A and B
for some typical values of λ = 0.4, k = 0.1, F = 0.1 and R = 1. Here we are able to see more clearly the
multi-valued nature of the problem. Under the assumption above, we restrict ourselves to the portion
of the graph after the discontinuity (the blue surface), which corresponds to the single-valued branch of
the shear field that we are interested in. To proceed and solve the Grad-Shafranov equation, we will use
the same method as we described in the previous section for finding such quantities as P‖
?(A,Bp). This
is possible since the blue surface in Figure 6.7 is monotonically increasing with respect to B, and it is
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possible to find an exact expression for the curve B0(A), which is the intersection of the blue surface
and the Bp = 0 plane (i.e. it is possible to find the starting point for the iterative technique employed in
Section 6.2)
In the equivalent isotropic case (which shall be used for comparison), the pressure is a constant at
zero, while the shear is also constant at bφ = F . We should note that this choice of the free function
F (and hence the shear field) leads to the component Bφ becoming singular on the rotation axis. This
is less than ideal if one were modelling a real astrophysical system, for example, however, since that is
not the intention here, we will allow the singularity (although it is important to bear in mind that it
does exist). Moreover, since the quantity Bφ is never calculated explicitly in the numerical scheme, a
singularity in that quantity will not cause any problems. Since the derivative of bφ is zero in our example,
the equivalent isotropic equilibrium is a potential field (Ap) which we will choose to be a dipole,
Ap =
sin2 θ
r
. (6.21)
This solution will be used to distinguish other solutions on a bifurcation diagram via the maximum norm
as described in Section 5.6.
Now that we have managed to convert the total field quantities into their poloidal counterparts,
we must solve the poloidal formalism Grad-Shafranov equation (3.48). The domain is chosen to be a
quarter annulus, specifically 1 < r < 50 and 0 < θ < pi/2. All boundary conditions are Dirichlet, where
we prescribe the solution to be a dipole field, except for the θ = pi/2 boundary, which will have Neumann
boundary conditions so that the solution can be extended symmetrically to the full R-z plane. We choose
a resolution of 80 × 80 coarse grid rectangles on a non-uniform grid which has a higher resolution in a
conic section near the origin where changes in the solution will be more apparent.
Initially, we will set the anisotropy parameter to be k = 0.1 and explore the effects of changing the
value of the free function F and the scaling parameter λ. Recall that F is the function the shear field
would have been in the isotropic case (in other words, F is the isotropic limit of bφ). The resulting
equilibria are summarized in the bifurcation diagram given in Figure 6.8, where λ is plotted against the
maximum norm, for three values of the free function, namely F = 0.1, F = 1 and F = 3. One can see
that the solution curves for these 2.5D cases fit neatly in between the 2D cases for k = 0 and k = 0.1,
that is with and without isotropic pressure. When F is large, solutions tend towards the 2D isotropic
pressure case. Similarly, when F approaches 0, solutions tend towards the equivalent 2D anisotropic
case. Thus we have that the anisotropic cases with shear tend to fill in the parameter space in-between
the two limits of 2D isotropic and anisotropic equilibria. However, it seems that this trend might not
continue as the solution norm increases, as one can see in the F = 0.1 case. It would be interesting
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Figure 6.8: Bifurcation diagram showing various solution curves at a fixed anisotropy parameter k = 0.1.
to see if this was simply a numerical resolution issue, or if we do indeed have different behaviour as we
approach the upper branches of the bifurcation diagram.
We now consider some specific equilibria along some of the solution curves shown in Figure 6.8.
Specifically, we consider an equilibrium past the first bifurcation point with parameters λ = 0.4, k = 0.1
and F = 0.1. Figure 6.9a shows values of the magnetic flux function in a region near the origin for this
equilibrium. It consists of a dipole field that has been stretched out along the equatorial plane. The
poloidal magnetic field strength is shown in Figure 6.9b with a logarithmic scale. In general the poloidal
magnetic field strength is quite low, increasing towards the origin, but in the equatorial plane there is a
region where the poloidal magnetic field strength drops to near zero.
Now we consider the shear field bφ which is associated with this equilibrium. We should, in general,
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(a) (b)
(c)
Figure 6.9: Contour plots of (a) the magnetic flux function and (b) the poloidal magnetic field strength
and (c) the shear field for the parallel pressure function given by (6.16).
expect the shear field to be quite small, considering the free function is only F = 0.1. Thus, instead of
plotting bφ, we will plot bφ/F , which is the shear field normalized by its isotropic analogue. In this way,
we can obtain a good picture of how much the shear field deviates from what we would expect in an
isotropic regime. This is shown in Figure 6.9c. We see that in most places there is no deviation from the
free function, however there is a region near the origin in the equatorial plane where we can see some
large differences. At its peak in this region, the shear field is about two and a half times as large as the
it would have been in the isotropic case. This corresponds to the region of low poloidal magnetic field
in Figure 6.9b and high values of the magnetic flux function in Figure 6.9a.
Here we should recall a simplification that is popular in the literature, which is to take the shear field
bφ to be equal to the free function F (e.g Mercier and Cotsaftis, 1961; Clemente, 1993; Shi et al., 2006).
Clearly this assumption does not hold in this example. We should note that it does not hold in only a
150
Figure 6.10: A graph of the normalised shear field along a cut in the equatorial plane for various values
of F when k = 0.1 and λ = 0.4 (corresponding to equilibria past the first bifurcation point).
small part of the domain, thus this assumption may be valid if one is only considering the outer regions
of the dipole like solution. However, the outer parts of the domain do not exhibit much anisotropy.
The region where anisotropic effects are strongest is precisely the same region as where the departure of
bφ from F is the largest. Therefore, if one wishes to consider the effects of anisotropic pressure on an
equilibrium structure, we would strongly recommend against using the simplifying assumption bφ = F ,
as it is undoubtedly not valid in the regions of interest.
Indeed, it seems that this behaviour is amplified when the free function F is reduced and tends
towards zero. Likewise, when F is increased, the shear field tends towards being equal to the free
function everywhere in the domain. Figure 6.10 shows the value of the normalised shear field (bφ/F )
along a cut in the equatorial plane for various values of the free function in the equilibria discussed above.
One can clearly see that the peak ratio of shear field to the free function decreases as F is increased by
an order of magnitude.
This behaviour is also seen on higher solution branches as well, as one can see in Figure 6.11, which
is a cut in the equatorial plane of the normalised shear field for various equilibria which have higher
solution norms than those shown in Figure 6.8. When F = 0.05, the shear field is just over five times
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Figure 6.11: A graph of the normalised shear field along a cut in the equatorial plane for various values
of F when k = 0.1 and λ = 0.4 for a higher maximum norm.
as large as it would have been in the isotropic case. However, when F = 0.3, the shear field is well
approximated by the free function F almost everywhere along the equatorial plane.
From this example we are able to make the following conjecture: the larger the free function F , the
closer the shear field approaches the free function. In turn, this implies that a large value of F allows the
anisotropic equilibrium to be well approximated by the equivalent isotropic equilibrium. On the other
hand, when F is small, the opposite is true as there can exist regions where the shear field deviates from
the free function quite significantly.
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Chapter 7
Conclusions
The aim of this thesis was to provide a new method by which one could calculate MHD equilibria
with anisotropic pressures. The method which was commonly used prior to this work – the total field
formalism – was sufficient for 2D cases. Indeed, the total field formalism has been applied successfully
to model 2D magnetotail configurations (e.g. Cowley, 1978; No¨tzel et al., 1985). However, the total-field
formalism leads to problems when one includes a shear field component of the magnetic field. Thus, the
motivation for this thesis was to improve on the main drawback of the total field formalism, and find a
new formalism that was appropriate for 2.5D systems.
In Chapter 2 we introduced the total field formalism, where the pressures and the shear field are given
as functions of the magnetic flux function and the total magnetic field strength. In the translationally
symmetric case, this led to three equations, one which describes the perpendicular pressure in terms
of the parallel pressure (2.17), a constraint which ties the shear field to the anisotropy (2.36) and a
Grad-Shafranov equation that can be used to find the magnetic flux function (2.40). If one specifies
rotational invariance instead, the relationship between the two pressures remains unchanged, while the
constraint and Grad-Shafranov equations are transformed to (2.54) and (2.58) respectively. The total
field formalism was found to have some particularly useful properties, for instance, Section 2.6.1 showed
how one could ensure that both the parallel and perpendicular pressures remain positive for all physical
values of A and B. When purely 2D systems are considered, the constraint equation was satisfied
trivially, and the Grad-Shafranov equation could be solved. Indeed, this is what was shown in Chapter
5, where we used a numerical continuation method to find sequences of 2D equilibria in both isotropic
and anisotropic cases.
However, in Chapter 3, we showed that the total field formalism is unsuitable for problems with a
non-vanishing component of magnetic shear. The constraint equation and the Grad-Shafranov equation
became implicitly coupled, and we discussed how the shear field almost always had regions where it
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became larger than the total magnetic field strength. Thus we derived a new formalism which was
designed to be more suitable for the 2.5D problem, which we named the poloidal formalism. The main
assumption of this formalism is that the parallel pressure (and hence shear field) is a function of the
magnetic flux function and the poloidal magnetic field strength. Section 3.2 shows how the poloidal
formalism solves the implicit coupling problem and makes it impossible that the shear field becomes too
large in relation to the total magnetic field strength. We also showed that one could reduce the 2.5D
problem to an equivalent 2D problem by introducing a quantity called the effective parallel pressure
(3.25). Then we discussed some methods by which one can recover the shear field from a given poloidal
description of the parallel pressure, and vice versa.
In Section 3.3, the poloidal analogue was also shown to work in the rotationally invariant case,
however we do find the caveat that there is a restriction on the functional form of the effective parallel
pressure, given by (3.56). By using two examples in Sections 3.3.1 and 3.3.2, we explored how restrictive
this equation could be, and were only able to recover unphysical solutions. Section 3.4 discussed how
the poloidal formalism for rotational invariance derived in the previous section was the simplest of a
family of analogues, and thus the restriction on the effective parallel pressure could not be removed via
a relatively simple change of variables.
Chapter 4 then discussed some further drawbacks of the poloidal formalism. It was noted that one
often would prefer to specify an actual parallel pressure as opposed to an effective parallel pressure,
which may have less physical relevance. We also found that the poloidal formalism could suffer from
positivity problems – it was extremely difficult to find pairs of parallel and perpendicular pressures that
remained positive for all positive values of the poloidal magnetic field strength. However, at this point
we noticed that the problems of the poloidal formalism were not present in the total field formalism.
Likewise, the problems of the total field formalism disappeared in the poloidal formalism. Therefore,
the main part of Chapter 4 discusses a combined approach. We showed how one could solve the 2.5D
equilibrium problem by starting with the total field formalism and then converting into the poloidal
formalism in order to solve the Grad-Shafranov equation. While this solves the problem in principle,
we discovered that this approach leads to the appearance of multi-valued quantities. Section 4.3.1 then
gave a detailed mathematical approach to dealing with the difficulties that accompany these multi-valued
quantities. We defined various new concepts such as critical points, which are values of the magnetic flux
function at which there is a drastic change in the qualitative structure of the parallel pressure (e.g. branch
disappearance). We also introduced a parameter σ, which turns out to be crucial in the identification of
bifurcation points where quantities become multi-valued. This was followed by an extensive description
(with examples) of how one could have an equilibrium which exhibited branch switching, where one could
move between two distinct branches of a quantity.
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We then moved on to conduct some numerical calculations of equilibria with anisotropic pressure. The
numeric continuation code which we made use of was described at the beginning of Chapter 5, after which
we carried out some test cases to verify the accuracy of the technique. The rest of Chapter 5 consisted of
constructing 2D equilibria via the total field formalisms of Chapter 2. The first experiment explored the
differences between firehose-type and mirror-type pressures. After this we expanded the isotropic work
originally carried out by Zwingmann (1983) into the anisotropic regime. We then considered dipolar
fields in the rotationally invariant case, along with quadrupolar fields and a discussion of the firehose
instability and effects of numerical resolution.
In Chapter 6 we used the same numeric continuation technique to reconstruct 2.5D equilibria using
the poloidal and combined formalisms described in Chapters 3 and 4. Section 6.1 presented an example
of the poloidal formalism which can also be found in Hodgson and Neukirch (2015) – we were able to
specify an effective parallel pressure which led to positive pressures (recall this was one of the main
stumbling blocks of the poloidal formalism) and recover a translationally invariant MHD equilibria with
anisotropic pressure. Section 6.3 then gave an example of how the combined formalism can be used to
construct numerical solutions to the 2.5D equilibrium problem. The main result we found here was that
an increase of the free function F led to equilibria which were more isotropic in nature. In fact, the 2.5D
anisotropic solutions seemed to fill the space of solutions between the isotropic and anisotropic 2D cases.
The main result from this thesis is that one now has a method by which one can construct 2.5D
equilibria with anisotropic pressure. Previously one would have to make certain simplifications in order
to do this. For instance, a number of authors used the approximation that the magnetic shear field was
a constant on flux surfaces (e.g. Mercier and Cotsaftis, 1961; Clemente, 1993; Shi et al., 2006). This
simplification is not necessary when one uses the ideas proposed in the combined approach. Indeed, the
numerical solutions constructed in Chapter 6 show categorically that this assumption is not valid, as
(depending on the exact value of the free function) the magnetic shear field can become arbitrarily larger
than the free function.
There is much scope for future studies based on the work done in this thesis, and we will finish
with a suggestion of some of the paths that could be taken going forward. Firstly, one could carry out
a more in depth numerical exploration of anisotropic pressure equilibria. The examples we show are
more of a proof of principle, and we have barely scratched the surface of what is possible with advanced
computers and numerical techniques. For instance, we note in Chapters 5 and 6 that we do not have the
appropriate resolution to fully explore the upper branches present in the bifurcation diagrams. In fact,
the last numerical calculations in Section 6.3 suggest that there may be some curious behaviour taking
place in the 2.5D cases when the solution norm is high enough and the free function is quite close to zero.
We also lack a systematic method of finding equilibria which exhibit branch switching numerically. The
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only cases we have found were done on an ad hoc basis, and were for 1.5D models. If one were able to
find a way of branch switching in a full 2.5D solution, there would be many more exotic types of MHD
equilibria available to study. Indeed, there is a possibility that solutions which exhibit branch switching
could be more physically relevant. The last direction we suggest that this work could take is towards
numerical models of specific space plasma systems. The theory we have developed is at a general level,
i.e. it has been completed as a study of arbitrary plasma equilibria. Going forward, we suggest that one
could use the methods here to create more accurate models of actual physical plasma systems. As an
example, one could explore magnetosphere models where pressure anisotropies are known to play a role
(e.g. Kivelson and Southwood, 2005; Cowley, 1978; No¨tzel et al., 1985). In particular, one could carry
out numerical calculations using the combined approach and compare the results to those of authors who
assume various simplifications that are not necessary in the combined approach. In that way, one could
explicitly see how much of an effect these simplifications have, and this may have an impact on future
calculations in such models.
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Appendix A
Anisotropic instabilities
In this appendix we will reproduce the derivation of two instabilities that are commonly associated with
anisotropic pressure: the firehose and mirror instabilities. The stability criteria will take the form of
two inequalities relating the pressures and the strength of the magnetic field. We will also find that the
firehose instability does not depend on the choice of closure equation, and thus can be thought of as a
fundamental plasma instability for anisotropic pressure equilibria. However, the mirror instability does
depend on the choice of closure equations, and is therefore considered as a secondary instability, since
the criteria for its existence will most likely change depending on the physical application in mind.
Before deriving the instabilities, we introduce the induction equation, which is a combination of
Faraday’s law (1.4) and ideal Ohm’s law (1.7), where the resistive term is set to zero. It is given by
∂B
∂t
= ∇× (v ×B), (A.1)
and will be useful in simplifying some of the algebra involved in the derivation. Now consider a homo-
geneous plasma at equilibrium in a uniform magnetic field aligned with the z direction, B0 = B0zˆ. We
then perturb this equilibrium with quantities proportional to ei(k·x−ωt) where the wave vector is given
by k = kxxˆ + kyyˆ + kz zˆ. Thus a quantity q can be written as an equilibrium quantity (denoted with
subscript 0) plus a small perturbation (denoted with a subscript 1 or a prime symbol), i.e. q = q0 + q1.
Introducing the perturbed quantities to the MHD equations (specifically the induction and momentum
equations, and the equation for the pressure tensor) and linearising yields the following set of equations:
B1 = ik× (ξ ×B0), (A.2)
ρ0ω
2ξ = − 1
µ0
(ik×B1)×B0 + ik · P′, (A.3)
P = P⊥′I+ α1B0B0 + α0(B0B1 + B1B0), (A.4)
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where the scalars B0, α0 and α1 are defined by
B1 =
B1 ·B0
B0
, (A.5)
α0 =
P‖0 − P⊥0
B20
, (A.6)
and
α1 =
P‖
′ − P⊥′
B20
− 2P‖0 − P⊥0
B40
B0 ·B1. (A.7)
The linearised induction equation (A.2) will give us an expression for B1 in terms of the displacement,
which we find by expanding the cross product giving
B1 = i(k ·B0ξ − k · ξB0)
= iB0

kzξx
kzξy
−kxξx − kyξy
. (A.8)
The linearised Lorentz force in (A.3) can now be written as
i
µ0
(k×B1)×B0 = i
µ0
(k ·B0B1 −B1 ·B0k)
= −B
2
0
µ0

(
k2z + k
2
x
)
ξx + kxkyξy(
k2z + k
2
y
)
ξy + kxkyξx
0
. (A.9)
The k ·P1 term in (A.3) can be rewritten using the linearised form of the pressure tensor (A.4), thus the
pressure divergence becomes
ik · P1 = iP⊥′k + iB20kzα1zˆ + iα0B0(k ·B1zˆ + kzB1)
= iP⊥′k + iB20kzα1zˆ + iα0B0kzB1
= iP⊥′k + iB20kz
(
P‖
′ − P⊥′
B20
− 2P‖0 − P⊥0
B40
B0 ·B1
)
zˆ + iα0B0kzB1
=

iP⊥′kx − α0B20k2zξx
iP⊥′ky − α0B20k2zξy
iP‖
′kz − α0B20kz(kxξx + kyξy)
. (A.10)
Upon substitution of expressions (A.9) and (A.10) into the linearised momentum equation (A.3) we
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recover the vector equation
−ρ0ω2

ξx
ξy
ξz
 = −B
2
0
µ0

(
k2z + k
2
x
)
ξx + kxkyξy(
k2z + k
2
y
)
ξy + kxkyξx
0
−

iP⊥′kx − α0B20k2zξx
iP⊥′ky − α0B20k2zξy
iP‖
′kz − α0B20kz(kxξx + kyξy)
,
which simplifies to
ρ0ω
2

ξx
ξy
ξz
 =

B20
µ0
[(
k2z + k
2
x
)
ξx + kxkyξy
]
+ iP⊥′kx − α0B20k2zξx
B20
µ0
[(
k2z + k
2
y
)
ξy + kxkyξx
]
+ iP⊥′ky − α0B20k2zξy
iP‖
′kz − α0B20kz(kxξx + kyξy)
. (A.11)
At this point we are able to find the first anisotropic instability, even though we have not yet substituted
in for the perturbed pressures. If we set kx = 0, from the xˆ component we have
ρ0ω
2ξx =
B20
µ0
k2zξx − α0B20k2zξx.
Assuming ξx 6= 0, we can factorise the above expression to get
ω2 =
B20k
2
z
ρ0
(
1
µ0
− α0
)
.
Recall that an instability will occur if ω2 < 0, which in this case occurs if
µ0α0 > 1
Or, equivalently, we can substitute in (A.6) for α0 to get
P‖0 > P⊥0 +
B20
µ0
. (A.12)
This is what is called the firehose instability. We will discuss this in more detail later on, but for now
we simply note that this instability did not arise from the use of the double adiabatic equations of state.
The firehose instability is, in fact, independent of the choice of closure equations, and should be thought
of as a more fundamental instability arising directly from the choice of the gyrotropic pressure tensor.
Now consider the perturbed pressure quantities. In order to proceed we require an assumption on
the equation of state. This will obviously depend on the application in mind, however a popular choice
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is to take the double adiabatic equations of Chew et al. (1956), which are given by
d
dt
(
P⊥
ρB
)
= 0 (A.13)
and
d
dt
(
P‖B2
ρ3
)
= 0. (A.14)
For a detailed discussion on when the double adiabatic equations are valid, and some alternative equations
of state, one should consult Chust and Belmont (2006). Linearising these in the same manner as above,
along with the usual continuity equation, yields
ρ1
ρ0
= −ik · ξ, (A.15)
P⊥′
P⊥0
=
ρ1
ρ0
+
B1
B0
, (A.16)
P‖
′
P‖0
= 3
ρ1
ρ0
− 2B1
B0
. (A.17)
These allow us to write the perturbed pressures as
P⊥′
P⊥0
= −i(2kxξx + 2kyξy + kzξz) (A.18)
and
P‖
′
P‖0
= −i(kxξx + kyξy + 3kzξz). (A.19)
Substituting these into (A.11) gives
ρ0ω
2

ξx
ξy
ξz
 =

B20
µ0
[(
k2z + k
2
x
)
ξx + kxkyξy
]
+ P⊥0(2kxξx + 2kyξy + kzξz)kx − α0B20k2zξx
B20
µ0
[(
k2z + k
2
y
)
ξy + kxkyξx
]
+ P⊥0(2kxξx + 2kyξy + kzξz)ky − α0B20k2zξy
P‖0(kxξx + kyξy + 3kzξz)kz − α0B20kz(kxξx + kyξy)
. (A.20)
We can rearrange the right hand side of the above equation to give
ρ0ω
2

ξx
ξy
ξz
 =

[
B20
µ0
(
k2z + k
2
x
)
+ 2P⊥0k2x − α0B20k2z
]
ξx +
[(
B20
µ0
+ 2P⊥0
)
kxky
]
ξy + P⊥0kxkzξz[(
B20
µ0
+ 2P⊥0
)
kxky
]
ξx +
[
B20
µ0
(
k2z + k
2
y
)
+ 2P⊥0k2y − α0B20k2z
]
ξy + P⊥0kykzξz[
P‖0kxkz − α0B20kxkz
]
ξx +
[
P‖0kykz − α0B20kykz
]
ξy + 3P‖0k
2
zξz
, (A.21)
which can be rewritten as the eigenvalue problem
ρ0ω
2ξ = Mξ,
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where M is the 3× 3 matrix
M =

B20
µ0
(
k2z + k
2
x
)
+ 2P⊥0k2x − α0B20k2z
(
B20
µ0
+ 2P⊥0
)
kxky P⊥0kxkz(
B20
µ0
+ 2P⊥0
)
kxky
B20
µ0
(
k2z + k
2
y
)
+ 2P⊥0k2y − α0B20k2z P⊥0kykz
P⊥0kxkz P⊥0kykz 3P‖0k
2
z
 .
We can now take the determinant of M − λI to recover the eigenvalues of M and hence the allowed
values of ρ0ω2. The first eigenvalue gives
ω2 =
k2z
ρ0
(
B20
µ0
+ P⊥0 − P‖0
)
.
This gives rise to an instability if
P‖0 > P⊥0 +
B20
µ0
,
which is the same firehose condition as we found earlier. This instability can be thought of as being due
to the sum of all tension forces becoming negative. That is to say, the sum of the anisotropic tension
force (arising from the pressure divergence) and the magnetic tension from the Lorentz force is less than
zero. When this happens, instead of curved field lines wanting to become straight (as we expect from a
positive tension force), curved field lines attempt to become more curved, which causes a feedback loop
which gives rise to an instability. This is analogous to the action occurring as water passes along a loose
hose at speed - hence the name firehose instability.
The other eigenvalues give the dispersion relations
ρω2 =
(
B20
2µ0
+ P⊥
)
k2 + k2z
(
P‖ − 12P⊥
)
±
√((
B20
2µ0
+ P⊥
)
k2 − k2z
(
P⊥
2
+ 2P‖
))2
+ (P⊥kzk⊥)
2
,
where the subscript zeros on the equilibrium pressures have been removed for clarity, and the perpen-
dicular wave number is defined by
k2⊥ = k
2
x + k
2
y. (A.22)
Clearly the first root (positive square root coefficient) will never lead to an instability, but it is possible
for the second root (negative square root coefficient) to become negative, yielding an instability. This
will occur when
[(
B20
2µ0
+ P⊥
)
k2 + k2z
(
P‖ − 12P⊥
)]2
<
[(
B20
2µ0
+ P⊥
)
k2 − k2z
(
P⊥
2
+ 2P‖
)]2
+ (P⊥kzk⊥)
2
.
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This inequality simplifies to give
k2z
[
k2⊥
(
3
B20
µ0
P‖ − P⊥2 + 6P⊥P‖
)
+ k2z
(
B20
µ0
− P‖ + P⊥
)
3P‖
]
< 0.
When we set k⊥ = 0 we recover another instance of the firehose instability condition. However, when
the parallel wave number kz tends to 0, we recover the so called mirror instability, given by
P⊥2
P‖
> 3
B20
µ0
+ 6P⊥.
This instability differs from the firehose in that it requires the double adiabatic equations of state and,
as such, should only be considered when the system involved satisfies the conditions required for closure
in the CGL regime.
The firehose instability in particular has a large role to play in the anisotropic equilibrium equations
since it appears in both the Grad-Shafranov equation and the constraint equation (see Chapter 2). If
we rewrite (A.12) as Q < 0 (i.e. if Q is negative, the equilibrium is firehose unstable), then the Grad-
Shafranov equation (2.40) becomes
−∇ · (Q∇A) = ∂P‖
∂A
+
By
µ0
dF
dA
, (A.23)
and the constraint equation becomes
ByQ =
F
µ0
. (A.24)
Thus, the firehose instability is an intrinsic part of the anisotropic equilibrium equations. Moreover, we
also see a relation between the shear field direction and the firehose instability: if the shear field and the
free function F share signs, then Q must be positive and the equilibrium is firehose stable. Alternatively,
if the anisotropy has caused the shear to point in the opposite direction to how it would have been in
the isotropic case, the equilibrium is firehose stable. We should also note the conditions under which the
firehose instability was derived, namely we assumed a homogeneous plasma in a uniform magnetic field.
Obviously, a general equilibrium will not satisfy these conditions. Thus, when we refer to an equilibrium
becoming firehose unstable if Q < 0, we mean in a local sense around a point, which asymptotically
would satisfy the assumptions above.
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Appendix B
An overview of finite elements
In this appendix we give a brief overview of the finite element method which is used in the numerical
continuation technique in Chapters 5 and 6. For a more detailed explanation of the method, one should
consult a dedicated textbook, such as Reddy (2006). In this appendix we restrict our discussion of finite
elements to how they are specifically implemented within the broader numerical method described in
Chapter 5. The finite element method is a method of discretionary which can be used to find numerical
solutions to various problems, such as those which take the form of partial differential equations. The
main idea is to split the numerical domain over which the problem is to be solved into a finite number
of smaller sub-domains, which are called finite elements. This is shown in Figure B.1, where a domain
D has been subdivided into several triangular sub-domains (the finite elements).
Figure B.1: A domain D has been split into 28 finite elements which, in this case, take the form of
triangles.
We then wish to approximate a function A at each one of these finite elements (the function A will be
the approximate solution to whichever PDE we are solving). This approximation usually takes the form
of a polynomial. In the method which we use, the polynomials are quadratic functions of the coordinates,
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Figure B.2: A finite element with six nodes in the x-y-plane (left), and the transformed finite element
in the u-v-plane (right).
which we will label as x and y. Thus, at each finite element, we approximate A by
A = a1 + a2x+ a3y + a4x2 + a5xy + a6y2, (B.1)
for constants ai which are yet to be determined. However, instead of working with the values of ai, we
will work with nodes instead, which are specific points on the boundary of each finite element. Since
there are six unknowns in (B.1), we require six nodes for each finite element, which we choose to be the
corners of each triangle, and midpoints of each edge. This is shown in the diagram on the left hand side
of Figure B. We are then able to simplify the problem further by introducing what are known as shape
functions, which we denote Nk, where k is one of the nodes in the finite element. These shape functions
have the property that they are equal to 1 at node k and 0 at all other nodes. Summing over nodes in a
single finite element gives the approximate function
A =
∑
k
AˆkNk, (B.2)
where Aˆk is the value of the approximate function at node k (which is yet to be determined). The crucial
idea is that by working with shape functions that are zero at all but one node, we can reduce the number
of computations that need to be done in the eventual integration method (i.e. the matrix, which needs to
be inverted in the method to solve the linearised PDE, is sparse). The last simplification that we make
is to map the finite elements into a new coordinate system (which we will denote as u and v), such that
the vertices of the triangles lie on the points (0, 0), (0, 1) and (1, 0). Then the whole calculation can be
carried out in u-v space and then transformed back into x-y space afterwards. This is shown graphically
on the right hand side of Figure B.2.
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Appendix C
Conference Presentations
UK Magnetohydrodynamics University of Glasgow 2016
A combined theory for symmetric MHD equilibria with anisotropic pressure and magnetic shear
J.D.B Hodgson & T. Neukirch
Applied Mathematics Postgraduate Seminar University of St Andrews Semesterly 2015 – Present
Two talks given, most recently Branch switching in anisotropic MHD equilibria
J.D.B Hodgson & T. Neukirch
Solar & Magnetospheric Theory Group Seminar University of St Andrews Yearly 2013 – Present
Four talks given, most recently 2.5D anisotropic MHD equilibria
J.D.B Hodgson & T. Neukirch
Postgraduate Interdisciplinary Mathematics Symposium Edzell Yearly 2014–Present
Three talks given, most recently, Introduction to MHD
J.D.B Hodgson
School of Mathematics & Statistics Research Day University of St Andrews January 2015
Anisotropic MHD equilibria
J.D.B Hodgson
National Astronomy Meeting Portsmouth June 2014
Rotationally symmetric MHD equilibria with anisotropic pressure
J.D.B Hodgson & T. Neukirch
Edinburgh Mathematical Society Postgraduate Meeting Edzell June 2014
Introduction to MHD equilibria
J.D.B Hodgson
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