Spin injection is a powerful experimental probe into a wealth of nonequilibrium spin-dependent phenomena displayed by materials with spin-orbit coupling (SOC). Here, we develop a theory of coupled spin-charge diffusive transport in two-dimensional spin-valve devices. The theory describes a realistic proximity-induced SOC with both spatially uniform and random components of the SOC due to adatoms and imperfections, and applies to the two dimensional electron gases found in twodimensional materials and van der Walls heterostructures. The various charge-to-spin conversion mechanisms known to be present in diffusive metals, including the spin Hall effect and several mechanisms contributing current-induced spin polarization are accounted for. Our analysis shows that the dominant conversion mechanisms can be discerned by analyzing the nonlocal resistance of the spin-valve for different polarizations of the injected spins and as a function of the applied in-plane magnetic field.
The engineering of the electronic properties, and in particular, the strength of spin-orbit coupling (SOC) in layered materials is facilitated by the weak van der Waals bonding that allows the stacking of two-dimensional (2D) crystals with precise interlayer registry [8] . Indeed, several approaches can be used to enhance and control SOC in the two-dimensional electron gases formed at the atomically thin interfaces of 2D crystals and van der Walls heterostructures. Being essentially surfaces, it is possible to decorate them with various kinds of absorbates that locally induce/enhance the SOC by proximity [12, [32] [33] [34] . In addition, SOC can be substantially enhanced by placing graphene layers on semiconducting transition metal dichalcogenides (TMD) monolayers [10, 11, 13-24, 30, 40] . A sizeable and controllable SOC in graphene and other 2D metals provides a rich arena for the study spin transport phenomena that is not accessible in other, more conventional 2D metals such as resonantly-enchanced skew scattering from spin-active impurities [26, 27, 35, 38] , or spin-transparent impurities in graphene with noncollinear spin texture [29] , as well as anisotropic-spin precession scattering from impurities that induce Rashba-like SOC by proximity [38] .
Previous studies have modeled proximity-induced SOC in heterostructures made of graphene on TMDs by treating the interfacial coupling as a perturbation to the band structure that is compatible with the lattice symmetries of pristine graphene [28] [29] [30] [31] . This minimal model treats the proximity-induced SOC as "intrinsic" and reproduces accurately the spin splitting and k-dependent spin polarization of low-energy states from first-principles calculations [11, 13, 14] . Thus, it may be regarded as an accurate description of ultra-clean heterostructures, where conduction states lie within the band gap of the substrate and are therefore only weakly affected by interfacial SOC. However, a realistic model should also contain a spatially fluctuating SOC component that describes, for example, structural inhomogeneities between the two materials. Moreover, random SOC-active impurities [32, 33] are inevitable even in the cleanest samples [15] . Owing to the Dirac nature of charge carriers in some 2D materials, localized spin-orbit potentials can lead to sharp scattering resonances and thus enhanced skew scattering [35] . The kinetic theory formulated in Ref. [38, 39] describes spin-coherent transport in single-layer graphene containing a dilute ensemble of SOC-active impurities. Notably, current-induced spin polarization (CISP) can arise purely from random SOC [38, 39] : In addition to extrinsic version of the Edelstein effect (EE) [46] , a different (direct) mechanism for spin-charge conversion mechanism was also found in Ref. [38] . Termed anisotropic spin precession scattering [38, 39] , it is a direct mangetoelectric effect (DMC) which yields an additional contribution to the CISP.
In this work, we study spin injection in spin-valve devices made from 2D metals with SOC induced by proximity. In such devices, we have found that the polarization of the injected spins determines the dominant spin-tocharge conversion mechanism at distances ∼ l s where l s is the spin-diffusion length. Thus, it is possible to ascer-tain which mechanism yields the dominant contribution to the nonlocal resistance of the device by controlling the polarization of the injected spins or by analyzing the dependence of the nonlocal resistance with an in-plane magnetic field. The two mechanisms that can contribute to the nonlocal resistance are either the inverse SHE or the inverse CISP (also known as spin-Galvanic effect, SGE). Both mechanisms are the Onsager reciprocal of the SHE and the CISP. However, for sake of simplicity, below we shall refer to them as SHE and CISP.
Furthermore, below we also provide a microscopic derivation from kinetic theory of the spin diffusion equations describing diffusive transport in 2D metals where the proximity-induced SOC contains randomly fluctuating components. To this end, we consider two distinct physical scenarios. First, we consider a model of random SOC induced by impurities. The single-impurity potential is treated by means of the T-matrix approach, which allows us to capture resonant-scattering effects. In a second scenario, the proximity-induced SOC potential consists of a uniform ("intrinsic? component and a random component, which is treated in the gaussian (i.e. "white noise") approximation. We show that these two scenarios lead to the same set of drift-diffusion equations, albeit with different values for the transport and spincharge conversion coefficients. Thus, we expect this set of equations will apply to a fairly broad class of 2D diffusive metals with proximity-induced SOC.
The remainder of the manuscript is organized as follows. In Sec. I, we present the set of drift-diffusion equations thatand briefly discuss how they compare to those derived in previous works. In Sec. II, the equations are applied to a non-local spin valve device and the smokinggun signatures of the charge-to-spin conversion are discussed. Sections III and IV are concerned with the microscopic derivation of the spin-charge coefficients for uniform proximity-induced SOC (Sec. III) and random SOC (Sec. IV).
I. COUPLED SPIN-CHARGE DIFFUSION EQUATIONS
In the diffusive regime where the elastic mean free path is much larger than the Fermi wavelength k −1 F , the coupled spin-charge dynamics is described by the following set of equations (henceforth summation over repeated indices is implied unless otherwise stated):
where we have used the following notation:
Eqs.
(1) and (2) are the continuity equations for the charge carrier density (ρ) and electron's spin density (s a , where a ∈ {x, y, z}), respectively. Γ ab s are the (anisotropic) relaxation rates for the spin; J i and J a i are the charge and spin current densities, respectively, and i ∈ {x, y}. Eqs. (3) and (4) are the generalized constitutive relations for the local charge and spin observables; D is the diffusion constant, which we have assumed to be the same for charge and spin (relaxing this assumption only affects our results quantitatively at the cost of introducing additional complexity). The coupling between charge current (J i ), spin current (J a i ) and spin density (s a ) is described by two sets of spin-charge conversion rates: γ a ij controls the magnitude spin Hall effect (SHE), and κ a i = −κ i a controls the magnitude of the direct magneto-electric (DMC) coupling [39] , a contribution to current-induced spin polarization (CISP) additional to the Edelstein effect (EE) [46] . In addition, the coupling between J It is useful to compare the above set of equations, (1) to (4), with those derived in previous work. A similar set of coupled spin-charge diffusion equations were derived for 2D electron gases by means of the Kelydsh formalism with SOC treated as a non-Abelian (SU(2)) gauge field in Refs. [42, 52] . However, in addition to the spin-charge conversion mechanisms described therein, Eqs. (2) and (3) also account for the DMC mechanism. The latter describes a (direct) coupling between the charge current, J i , and the spin polarization, s a , and it is parametrized by the coefficients κ a i = −κ i a . We shall show in Secs. III and IV that the DMC can emerge from the scattering of the carriers with the spatially random components of the SOC, and more specifically, from a non-vanishing correlation between in-plane and out-of-plane electric fields at the interface.
In Refs. [44, 55] , the spin diffusion equations were derived from the density-density response function. This approach is well suited in the strong SOC regime where the intrinsic SOC is comparable to the Fermi energy, as in the case of surface states of 3D topological insulator [55] . Such strong SOC regime, strictly speaking, lies outside the applicability of the microscopic models discussed in Sec. III and IV and used to derive Eqs. (1) to (4) . Nev- ertheless, on phenomenological grounds, it is worth exploring how such regime can be described starting from the above set of equations. In the strong SOC regime, the spin current is not a hydrodynamic mode of the system and the only relevant spin-charge conversion rate corresponds to κ a i in Eq. (2) for the DMC. Thus, upon setting γ a ij = 0 in Eq.(3), we recover Eq. 5 of Ref. [55] with κ
being the elastic meanfree path (elastic scattering time). Finally, we note that a similar set of equations has been obtained for superconductors within the quasi-classical approximation in Refs. [51, 53, 54] . The latter are complicated by the fact that quasi-particle spectral weights are no longer peaked on the Fermi surface and in general are altered by the nonequilibrium dynamics. However, in the normal state, they can be brought to the form of Eqs. (1)-(4).
II. SPIN-VALVE
In this section, our goal is to describe the properties of the nonlocal resistance in a lateral spin-valve device of the type employed to measure the inverse spin Hall effect in the seminal experiments by Valenzuela and Tinkham [62] , see Fig. 1 for an illustration of the device.
We shall be concerned with 2D metals that are isotropic in the long wavelegth limit, but, due to presence of a substrate or absorbates, have broken mirror reflection symmetry about the 2D plane. This includes van der Waals heterostructures, such as graphene on TMD [56] . From these symmetry considerations, the conversion rates describing the SHE and DMC are given by:
where θ sH is the spin Hall angle and l DMC is a parameter with units of length that determines the conversion efficiency of the DMC ( (8) where the parameter l R has units of length and parametrizes the strength of the inversion-symmetry breaking Rashba SOC (cf. Sec.III and IV). In order to reduce the number of parameters in the model calculation below, we shall assume that the spin relaxation time to be isotropic: Γ ab s = δ ab τ −1 s (i.e. it is the same for the in-plane and out of plane spin components). These assumptions will allow us to derive simple analytical expressions for the nonlocal resistance of the device ((see Ref.
?? for a discussion of the corrections to the nonlocal transport introduced by spin lifetime anisotropy).
In what follows, we shall work in the limit where SOC is weak compared to the Fermi energy of the electron gas. Therefore, the spin diffusion length l s = √ Dτ s . In addition, the dimensionless spin-charge conversion ratios θ sH , l s /l DMC , and l s /l R will be assumed to be small (compared to unity) and therefore contributions of quadratic order in these coefficients can be safely neglected. Under such conditions, the build-up of a non-local voltage in the lateral spin valve (Fig. 1) can be regarded as the result of a three-stage process. First, a finite spin density, s(x = 0), is injected by driving a current I through the ferromagnetic metal contact. Second, the injected spin polarization s(x = 0) diffuses away from the injection point according to Eq. (2). And finally, at a distance x from the injector, s(x) generates a transverse electric current via Eq. (3) and leads to the appearance of a finite nonlocal voltage, V nl (x) The measured nonlocal resistance, R nl (x) is the ratio V nl (x)/I. Notice that, for large SOC, this three stages are not independent and one has to solve Eqs. (1) to (4) self-consistently, see e.g. Ref. [43] . In the following, we shall describe the three stages in detail.
A. Spin-injection
For a ferromagnetic metal contact whose dimensions are much smaller than the spin diffusion length (l s ) in the 2D material, the injected spin density can be described by a single vector s(x = 0) whose direction and magnitude depends on the details of the contact. From the conservation of charge and spin current at the contact, the following boundary conditions are obtained [50] :
Here, J F and J F are, the charge and the spin current densities flowing into the 2D metal, respectively, and n p = sin θ p cos ϕ px + sin θ p sin ϕ pŷ + cos θ pẑ is the polarization direction of the injected spins near the contact. Eqs. (9) and (10) assume that the contact does not trap charge or accumulate any spin torque. In this situation, the spin polarization of the injected carriers is parallel to the ferromagnet magnetization. Thus, as we show below, the magnitude of the spin density depends on the applied current I and the contact conductance. At the contact position (i.e. x = 0), the terms proportional to the gradient of the charge and spin densities in the constitutive relations (cf. Eq. (3) and (4)) dominate. Thus, we can approximate
B. Spin diffusion away from injection
Next, we derive the spin diffusion (Bloch) equation from the set of drift-diffusion equations introduced in Sec. I by eliminating the charge and spin-currents. In addition, we shall assume that the spin channel in the 2D metal has a large length-to-width ratio L/w 1 and also w l s , so that the spin relaxation along the transverse direction is suppressed. Within this one-dimensional channel approximation, the resulting spin diffusion equation can be written as follows:
and ω L = gµ L |H| / is the Larmor frequency induced by the magnetic field H = |H|ŷ, andn H =ŷ. The general solution to Eq. (13) can be written as follows:
The s y (x) component decouples from the others and does not contribute to the spin-charge conversion processes (its behavior is discussed in Appendix A). The function z(x) characterizes the oscillatory decay of the two spin components and reads:
where
R + iω L D −1 and the two constants, s x (0) and s z (0) are obtained by matching the solution with the boundary conditions, Eqs. (9) and (10) . The calculation of s x (0) and s z (0) is described in Appendix A.
Here it suffices to know that the result depends on the injected current I and the conductance of the junction between the ferromagnetic metal contact and the 2D material.
C. Spin-charge conversion and nonlocal voltage
Next, we use the solution of the spin Bloch equation to obtain the charge current flowing along the y-direction, J y (x). This transverse electric current generates a voltage drop V nl (x). The nonlocal resistance is thus defined by the expression:
where σ N is the electric conductivity of the device and w is the channel width. The solution of the spin diffusion equations contains three distinct contributions to the nonlocal signal:
Experimentally, R nl,EE (x) and R nl,DMC (x) cannot be distinguished and therefore we shall combine them into one single contribution to R nl (x) arising from the currentinduced spin polarization (CISP) mechanisms:
In realistic spin-valve measurements, there is always some level of background noise, which masks the pure spin contribution to the nonlocal resistance [62] . The background signal can be eliminated by subtracting the nonlocal resistances between parallel and anti-parallel configurations (see Appendix A for details):
In the above expression,
is the characteristic wave number associated with spatial variation of the nonlocal resistance,
, and R 0 = (w/l s )G F , where G F is the conductance of the ferromagnetic metal. The dimensionless parameter C inj characterizes the properties of the junction between the ferromagnet and the 2D material. Typically, the conductance of the normal metal is much smaller than the ferromagnet FIG. 2. Nonlocal resistance R nl (x) versus distance from the spin injection contact (x). In panels a,b, and c (d,e, and ef) the polarization of the injected spins is perpendicular (parallel) to the plane of the 2D electron gas. The results depend on three spin-charge conversion coefficients, namely the spin-Hall angle θsH, a length scale associated with the spin precession induced by the Rashba SOC, lR and a length scale associated with a direct magneto-electric coupling, lDMC. For each panel, we have chosen the following experimentally relevant values: ls = 10 −6 m [12] ; θsH = −0.01, lR = 2lDMC = 10ls in (a) and (d); θsH = −0.1, lR = 2lDMC = 10ls in (b) and (e); θsH = −0.1, lR = −0.12lDMC = 2ls in (c) and (f); PJ = 0.4 [63] , PF = 0.73 [64] , GN /GF = 0.01 [65] , and G/GF = 5 × 10 −4 .
G N /G F ∼ 10 −2 (tunneling limit). Thus, in this regime where G N G F , the injection spin efficiency becomes:
On the other hand, in the transparent limit where G G F , (23) describes the interplay between different spin-charge conversion effects, the Larmor precession, and the quantization axis (magnetization direction) of the ferromagnet described by n p . Its full form is given in Eq. (A13) in Appendix A.
Let us first discuss the main features of the nonlocal resistance in the absence of magnetic field, i.e. f (n p , ω L = 0). It takes the following form for n p along the in the x and z axes, respectively:
From the above expressions, it can be seen that, up to an exponential decay factor (cf. Eq. 23), for x l R , the nonlocal resistance ∆R nl (x) ∼ θ sH forn p =ẑ, whereas ∆R nl ∼ l s /l DMC forn p =x. Thus, at distances much smaller than the typical distance for precession under the Rashba field, l R , the non-local resistance is approximately proportional to the spin Hall angle θ sH when the injected spins are polarized out of the plane of the device, i.e. forn p =ẑ. On the other hand, the nonlocal resistance is approximately proportional to the ratio l s /l DMC when the injected spins lie on the plane of the device, i.e. forn p =x. The full spatial dependence of ∆R nl (x) for zero magnetic field is shown in Fig. 2 . The left panels correspond to out-of-plane polarization (n p =ẑ) whereas the right panels correspond to in-plane polarization (n p =x).
The above observations concerning the behavior of ∆R nl (x) at short distances point to possibility of measuring the spin-charge conversion coefficients θ sH and l s /l DMC or at least experimentally discerning the dominant spin-charge conversion mechanism in a device. Theoretically, these coefficients (together with l s /l R ) depend on the microscopic details of the model (see Secs. III and IV) and we have treated them phenomenologically. Thus, in Fig. 2 , we have plotted R nl (x) for a wide range of choices of θ sH , l s /l R , and l s /l DMC . The two contributions to ∆R nl (x) arising from the SHE and CISP mechanisms are also displayed in Fig. 2 (dashed lines) . Notice that the SHE is dominant forn p =ẑ and CISP is dominant forn p =x, as noted above. However, this does not mean that the CISP (SHE) contribution is negligible in the former (latter) case. Indeed, a word of caution is necessary since the SHE contribution does not only correspond to the first term (∝qθ sH ) in the righthand side of Eqs. (27) and (28)). By the same token, the second term in Eqs. (27) and (28)) does not exactly correspond to the CISP contribution: It arises from the DMC contribution. Indeed, there is an additional term in the expression for the SHE contribution which is equal in magnitude but opposite in sign to the EE contribution to CISP (∝ θ sH l s /l R ). This explains why in the bottom right panel the contribution from SHE takes a non-zero value at x = 0 despite that the injected spins point along the x-axis. Indeed,
That is, even if the polarization of the spins at x = 0 is along the x-axis and therefore s z (0) = 0, the gradient of s z (x) at x = 0 does not vanish and thus the contribution of the SHE is nonzero. This is also visible (although less clearly) in panels Fig. 2(d) and (e).
A few other interesting features of Fig. 2 are noteworthy. Forn p =ẑ (left panels), as the spin Hall angle is increased from θ sH = 0.01 (panel a) to θ sH = 0.1 (panel b) while keeping l s /l DMC constant, the non-monotonic behavior of ∆R nl (x) disappears. Indeed, even though the SHE dominates at distances x l s for small spin Hall angle, as noted above, the contribution arising from CISP, which is small for x l s becomes comparable to the SHE contribution for x ≈ l s . This is because spins at x ∼ l s spins have undergone relaxation and precession under the Rashba field onto the plane where the DMC mechanism is most effective. However, as the spin Hall angle is increased to θ sH = −0.1 (panel b), the contribution from the SHE becomes an order of magnitude larger and it is dominant even for x ∼ l s . Thus, the peak in ∆R nl (x), which results from CISP taking over SHE for x ∼ l s , disappears. Finally, at the bottom panel (c) of Fig. 2 , we show results with a decreased ratio l R /l s = 2, which implies that for x/l s ∼ 1 the spins undergo a sizable precession in the Rashba field. This enhances the EE contribution to the CISP, which now shows a quantitatively different behavior from panels (a) and (b). For the plots on the right, the spins are injected in plane (along the x-axis, and CISP essentially accounts for most of the nonlocal resistance of the device, even though for the bottom panel (l R /l s = 2) the Rashba precession gives rise to a sizable contribution from the SHE for x l s .
Finally, let us briefly discuss the effect of the applied magnetic field. The dimensionless function f (n p , ω L ) takes the following forms when n p points along the x and z directions, respectively:
where l −1
, which means that the dominant mechanism at short distance is modified (relative to ω L = 0) by the Larmor precession in the external magnetic field, as expected.
In Fig. II C, we plot ∆R nl versus the magnitude of applied magnetic field measured in units of the Larmor frequency times the spin relaxation time, i.e. ω L τ s . For n p =ẑ, ∆R nl is almost symmetric because the SHE contribution dominates over CISP. On the other hand, ∆R nl becomes almost anti-symmetric asymmetric when the CISP contribution dominates over the SHE. Forn p =x, ∆R nl is highly symmetric when CISP dominates over SHE (i.e. for θ sH l s /l DMC , while ∆R nl is highly asymmetric in the opposite limit where SHE dominates over CISP. Thus, in summary, the symmetry of this curve, combined with the very different behavior of ∆R nl (x) as a function of the distance x to the injection contact for zero magnetic field and different polarization of the injected spins should provide a "smoking gun" for the dominant spin-charge conversion mechanism in lateral spinvalve devices.
III. PURELY EXTRINSIC SOC
In this section, we derive the set of drift-diffusion equations introduced in Sec. I from a model that assumes purely extrinsic SOC. This model is appropriate to graphene decorated with absorbates. We treat scattering with the absorbates nonperturbatively, which allows to describe resonant scattering effects. The latter is very important in graphene due to appearance of scattering resonances in the neighborhood of the Dirac point. This approximation is valid in the limit of a dilute number of scatterers.
We shall rely on the (linearized) quantum Boltzmann equation (QBE) that describes the dynamics of the 2-by-2 density matrix distribution n k (r, t) in spin space and reads:
In the above expression, the spin operator is given by s = 2 σ where σ is the Pauli matrices, and the deviation of the distribution from equilibrium is given by δn k (r, t) = n k (r, t) − n 0 k , where n
at temperature T and chemical potentialμ, and a1 is the 2×2 identity matrix in spin space. For graphene, the dispersion relation for electron is given by ε k = v F k, E (t) is the applied electric field, and H (t) is the applied magnetic field. The collision integral in the above QBE was derived in Ref. [38] to leading order in the density of impurities, and reads:n imp , is given by the following expression:
The self energy Σ R k reads as
In order to derive the drift-diffusion equations, we use the following ansatz to solve the QBE:
In what follows, we shall look for a solution of the QBE to linear order in µ, h 0 , v c , v s , and µ. Here µ(r, t) is the local deviation from the average chemical potential,μ; v c (r, t) (v s (r, t)) is the local drift velocity of the charge (spin); n 0 (r, t) (n 1 (r, t)) is the polarization direction of the nonequilibrium magnetization (spin current). The parameters in the above ansatz are related to the charge density ρ (r, t), spin density s (r, t), charge density current J (r, t), and spin current density J a (r, t) by the following expressions:
Here g s and g v are spin degeneracies and valley degeneracies receptively, N 0 is the density of states per spin per valley at the Fermi surface. In evaluating the sums over momentum above, we have assumed the low-temperature limit where T μ and approximated ∂ n 0 k −δ( k − F ) where ε F =μ(T = 0) is the Fermi energy.
Note in Eq. (37) and (38) , the currents are given by the first moment of deviation from equilibrium of the distribtion function. In the presence of SOC, they are not the conserved current that enters the continuity equation. The conserved current is a sum of two distinct contributions: the first moment excitation of the Fermi surface and the anomalous current which arised from evaluating the collision integral to order k −1 F ∇ r [54] . In fact, the anomalous current contributes precisely to the so-called side-jump contribution, see Ref. [51] for more in-depth discussion. However, if we limit ourselves to study spincharge coefficients to the leading order in impurity density n imp , the collision integral in Eq. (70) is sufficient and the conserved currents are still given by Eq. (37) and (38) .
Next, we comopute the (retarded) T -matrix for a single impurity. The latter is a 2×2 matrix in spin space, which can written as follows:
where the coefficients C kp and B kp are given by:
This parametrization of T -matrix follows from symmetry considerations. It respects the rotation generated by total angular momentum (spin angular momentum + orbital angular momentum), in-plane parity and timereversal symmetry but breaks z → −z symmetry. For a given single-impurity T -matrix, the equations of motion for the different moments of the distribution function (Eq. (35)- (38)) can be obtained to leading order in the impurity density. This involves taking the zeroth and first moments of Eq. (31) followed by the the trace of the result over the spin indices. Those manipulations yield the following set of equations:
The components of Q(r, t) and χ a i (r, t), as well as the scattering rates are given in Appendix B.
To proceed further, we set ∂ t J i = ∂ t J a i = 0 as corresponds to the steady state. Hence, the constitutive relations for the charge J i (r) and spin J a i (r) current densities are derived from the Eqs. (44) and (45):
Here θ sH = α sk τ c is the spin-Hall angle, and the diffusion constants are given by
In order to further simplify the calculations, we shall take τ c = τ c = τ c . and α R = α ⊥ R since they differ by terms that are proportional to the SOC induced by the impurities, which are typically small compared to the scalar potential term. In addition, we shall drop the terms proportional to α LD and α ⊥ LD , which describe the Lifshitz-Dyakonov spin swapping effect [58] . For α LD τ c 1, this effect leads to corrections that are second order in the spin-charge conversion coefficients. The latter, as pointed out above, are typically smaller than one in spintronic devices. Thus, second order effects are negligible and can be neglected. The resulting equations can be brought to the form of Eqs. (3) and (4) with the following choice of parameters: By relying on the one-dimensional approximation introduced in Sec. II, the diffusion equation for the spin density s in the presence of a weak external magnetic field (ω L τ c 1) can be written as follows:
where S is the source term:
The diffusion matrixD is (60) where θ R = τ c α R +τ c α ⊥ R . The above diffusion matrix can be reduced to Eq. (14) if we assume τ EY = τ ⊥ EY in order to simplify the model, as explained in Sec. II.
Furthermore, concerning the source term, screening ensures that the charge density is uniform for length scales larger than the Thomas-Fermi screening length. Therefore, to leading order in the spin-charge conversion coefficients, the charge current density J ≈ −D∇ρ + σ D E = 0 and hence S(x) = 0 in the bulk of the device described in Sec. II.
IV. INTRINSIC SOC WITH RANDOM FLUCTUATIONS
In this section, we shall describe the proximity induced SOC as field consisting of a spatially uniform (i.e. a 'intrinsic' SOC) part and a random component that varies slowly in space. Thus, the spin-charge diffusion equations can be derived from a kinetic theory that treats the SOC as a non-abelian gauge field [28, 42, 52] . Remarkably, the resulting diffusion equations take the universal form as those introduced in Eq. (1) - (4) . In what follows, we first generalized the celebrated 2D Rashba model [66] to account for smoothly varying SOC potential then, a gauge-covariant kinetic theory is introduced to derive the diffusion equations.
Let us consider a 2D electron gas with Rashba SOC (the so-called Rashba model) and re-write the SOC as time-indenpedent uniform non-abelian gauge-field:
Here a ∧ b = ij a i b j , and α is the strength of uniform (intrinsic) part of the SOC whilst A i is the non-abelian gauge field:
For Rashba SOC, the only non-vanishing components are are A x y = −A y x = mα. In the literature on proximity effects in 2D metals, it is often assumed that proximity-induced SOC is uniform in space and therefore [p j , A i ] = 0. Thus, the violation of momentum conservation that is needed in order for the system to reach the steady state is assumed to be driven by scattering with impurities. However, as emphasized above, a realistic SOC induced by proximity should contain both uniform and spatially random components. Thus, in order to account for the random spatial fluctuations, we have generalized the Rashba model introduced above in Eq. (61) by introducing an electrostatic potential φ(r) and shifting the gauge field as A i → A i + δA i (r), which yields the following model:
The potential φ(r) is a slowly varying function in space and its spatial variation gives rise to finite electric field that generates SOC. In fact, the spatially varying gaugefield is induced by the gradient of the electrostatic potential φ(r):
Here ∂ z φ = ∂ z φ(r, z)| z=0 where z = 0 is the material plane; α 1 ∼ α (α 2 ∼ α) are material-dependent coefficients that characterize the strength of SOC induced by in-plane (out-of-plane) electric field (E = −∇φ). Note that the generalized Hamiltonian Eq. (63) breaks translational symmetry but retains all other symmetries of the Rashba Hamiltonian Eq. (61). In order to proceed further, it is convenient to isolate the part that breaks translation symmetry from the Rashba Hamiltonian: H = H R + U (r, p) where H R is given in Eq. (61) and
We have dropped the subleading term ∝ (δA i ) 2 since it is ∼ α 2 and small compared to the other two. The matrix elements of this potential are:
where φ k−p is the Fourier component of the electric potential and we have approximated ∂ z φ ≈ φ/ξ. Here ξ is a typical length scale of variation in the direction out of the 2D plane. The resulting potential is similar to those described in Refs. [28, 60, 61] ,
We shall consider the situation where both the fluctuating and uniform components of the SOC are small compared to the Fermi energy α 1 p In this limit, starting from the structure of Eq. (63), one can write down a kinetic equation for the (spin) densitymatrix distribution function n k (r, t) by relying on gauge invariance (cf. Ref. [41, 42, 53] ):
The intrinsic SOC (i.e. the non-abelian gauge field) modifies the left hand side (dissipation-less part) of the kinetic equation in two essential ways: First, it turns the space-time derivatives into covariant derivatives: ∇ r (∇ t ) is the covariant space (time) derivative that describes the precession of electron spin induced by SOC (external magnetic field). Mathematically, the covariant derivatives on the right hand-side of the kinetic equation have a structure is identical to Eq. 5. However, as we shall see later, the non-abelian gauge connections are renormalized by the fluctuating part of the SOC. Second, F k is the non-abelian generalization of external applied force acting on electron k. The three spatial components of the non-abelian force are obtained from
is the four-velocity and
is the field strength tensor. Here the indices j = x, y, z while the indices a, b = t, x, y, z. For example, if we submit an electric field E in the presence of Rashba SOC with gauge-field A x y = −A x y = mα, the resulting non-abelian force contains a spin-dependent Lorentz force responsible for the intrinsic spin Hall effect [67] :
where B s = (8m 2 α 2 /e 2 )σ zẑ is the spin-dependent magnetic.
The potential φ(r) is treated as a random potential, which contributes to the relaxation of momentum and spin and therefore must described by the collision integral of the kinetic equation. The collision integral to second order in δA, in the self-consistent Born-approximation, takes the form:
where Σ B k is the hermitian part of the self-energy:
is the probability distribution function of the random potential φ. For simplicity, we assume they are distributed according to Gaussian distribution with zero mean:
The parameter n s has dimensions of inverse length square and is akin to n imp in Sec. III; v 0 is the typical energy scale of the random part of the proximity induced electric potential φ(r). Since φ(r) has zero mean value, the first term in Eq. (71) vanishes under potential average. However the second term does not vanish and still contributes to the energy shift. Then, unlike the uniform gauge field A i , the fluctuating gauge-field δA i generates dissipation and enters the kinetic theory via the collision integral. For a potential φ(r) with short-range correlations, the collision integral in Eq. (70) suffices to describe the spincharge relaxation since it accounts for the matrix structure of the disorder potential, i.e. Eq. (66) . However, it is still an approximation because Eq. (70) does not account for the modification of the scattering states by the uniform part of the SOC A i ∼ α: The asymptotic scattering states are given by spin-independent Bloch waves with energy k = v F k. This is consistent with our assumption of a weak SOC with our treatment of the left-hand side of Eq. (68), which is valid to second order in α.
After using the same ansatz as in Eq. (34) to solve the above kinetic equation, we arrive at the set of driftdiffusion equations, Eqs. (1) to (4) with the following identification for the parameters:
In the above equations, k F is the Fermi momentum, and q c ∼ k F is high-momentum cut-off. Note that the total gauge-field A 
V. SUMMARY
In this work, we have extended the theory of spininjection in 2D metals to account for proximity induced spin-orbit coupling (SOC). The theory relies on a set of diffusion equations that capture the two main types of mechanisms for spin-charge conversion, namely the spin Hall effect (SHE) and the current-induced spin polarization (CSIP). For the latter, two kinds of contributions have been identified and accounted for: the Edelstein effect, which generates a spin polarization via the SHE coupled with spin precession caused by the Rashba SOC, and the direct magneto electric coupling (DMC). The latter describes a direct coupling between the spin polarization and the electric current, which can arise in systems with random SOC. We would like to emphasize that such random SOC should be generically present in 2D metals with proximity induced SOC.
Our calculations for a lateral spin-valve device allowed us to identify the SHE and CSIP contributions to the non-local resistance of the device. Thus, we have been able to ascertain the conditions under which, by changing the quantization axis of the injected spins, the observed nonlocal signal is dominated by one of the two spin-charge conversion mechanism mentioned above.
In addition, we have provided a microscopic derivation of the diffusion equations. This has been achieved by treating the describing the proximity-induced SOC in two physically distinct limits. In one of them, we have assumed that SOC is induced by spatially localized impurities. This limit is applicable e.g. to graphene randomly decorated with absorbates (or clusters thereof). In the other limit, we have assumed that SOC consist of a uniform part plus a random component, which is appropriate to 2D heterostructures of graphene or another two-dimensional metal placed on transition metal dichalcogenides, for instance. We have show that the resulting set of equations is identical, which suggests that the coupled spin-charge diffusive equations derived here apply to a broad class of 2D materials in the metallic regime.
The theory presented here can be extended in a number of directions: For instance, accounting for the anisotropy in the spin relaxation should be relatively easy at the expense of introducing an additional (anisotropy) parameter, and also for a moderate spin valley coupling in graphene/TMD heterostructures which can be described as a valley dependent Zeeman coupling. In this section, we provide the details of the calculation leading to the dimensionless parameters, C inj and f (n p , ω L ), is given. The solution to the spin-diffusion equation, Eq. (13) is displayed in Eqs. (16) . The equation for s y is decoupled from those of s x and s z and its solution reads s y (x) = s y (0)e −x/ls . Since the injected spin of polarization is along the polarization directionn p of the ferromagnet, the problem of enforcing the boundary conditions (cf. Eqs. (9) and (10)) is largely simplified by projecting the spin current density alongn p on both sides of the ferromagnet-2D material junction, i.e.
Here J σ N (x = 0) and J σ F (z = 0) are the spin current density in the channel σ = ±1 (+ ≡↑, − ≡↓), which points in the direction σn p . Note that we neglect any interfacial spin-flip scattering, so that the polarization of the total spin-current flowing into the 2D metal is parallel to the polarization of the spin current in the ferromagnet:
Since non-local resistance must depend on several junction properties such as interfacial conductance, interfacial current polarization, and the current polarization within the ferromagnetic metal, we construct the following electrochemical potential model with two channels pointing in ±n p direction respectively in ferromagnetic metal and 2D metal in order to capture the influence of junction properties:
whereμ N (x) = e 2 I wσ N x for x < 0,μ N (x) = 0 for x > 0, V 1 is the voltage drop between the ferromagnet and the 2D metal, A J is the cross section of the ferromagnetic metal, N e is the density of states per spin when the system is at equilibrium, λ F is the spin-diffusion length in the ferromagnet, σ σ F is the spin-dependent electric conductivity of the ferromagnet, and σ F = σ ↑ F + σ ↓ F is the total electric conductivity in the ferromagnet. The electrochemical potential Eqs. (A4) and (A5) are constructed within the guideline that the spin current density projected onto channel σ should be given by the following:
To proceed further, we assume that the spin current projected onto the quantum axis, I s , is continuous and arrive at the following equations: 
Therefore, the difference in the nonlocal resistance between quantum axis pointing inn p and quantum axis pointing in −n p is given by:
where the dimensionless factors f (n p , ω L ) and C inj read:
, G F = A J σ F /λ F is the conductance of the ferromagnet, P J = G ↑ − G ↓ /G is the interfacial current poalrization,
is the current polarization of the ferromagnetic metal, G N = wσ N /l s is the characteristic conductance of the 2D metal, and G = G ↑ + G ↓ is the total interfacial conductance. Note that we track to all order in the conversion factors (θ sH , l s /l DMC , l s /l R ) here and only track to the first order in every conversion factor in the main text. Lastly, ∆R nl (x) can be decomposed into the SHE, EE, and DMC contributions:
