Abstract-We consider the problem of slotted asynchronous coded communication, where in each time frame (slot), the transmitter is either silent or transmits a codeword from a given (randomly selected) codebook. The task of the decoder is to decide whether transmission has taken place, and if so, to decode the message. We derive the optimum detection/decoding rule in the sense of the best trade-off among the probabilities of decoding error, false alarm, and misdetection. For this detection/decoding rule, we then derive single-letter characterizations of the exact exponential rates of these three probabilities for the average code in the ensemble. It is shown that previously suggested decoders are in general strictly sub-optimal.
I. INTRODUCTION
In the classical scenario in information theory, the decoder knows a-priori that a codeword is presently transmitted, and it is only required to decode it to one of the possible messages. However, it might happen that for some of the time, the receiver does not observe channel output which corresponds to one of the possible codewords, but instead observes 'pure noise'. In this case the receiver has to be able to reliably detect the existence of the message, and only then decode it. The traditional approach has been to separate the problems of detection and coding/decoding, and to use a special pattern of letters to mark the beginning of a message transmission. The transmission of this pattern is, however, an undesired overhead.
The main motivation to study this setting is the problem of synchronization, which has been studied extensively throughout several decades (see, e.g., [1] , [2] , [3] , [4] , [6] , and references therein, for a non-exhaustive sample of earlier works). In the synchronization problem, the receiver has to perform three tasks 1 : (i) to decide on the existence of a codeword, (ii) to locate the starting time instant of the message, and (iii) to decode it. Recently, simplified models were suggested in order to study the fundamental limits of asynchronous communication. In [8] , [9] the focus was on tasks (ii) and (iii), while in [10] , [11] , which we adopt here, performing tasks (i) and (iii) above is considered. The model in [10] , [11] is termed slotted asynchronism, namely, assuming that task (ii) is possible without affecting other figures of merit of the system. According to this model, a transmission can start only at time instants that are integer multiples of the slot length, which is also the block length. Thus, in each slot (or block), the transmitter is either entirely silent, or it transmits a codeword corresponding to one of M possible messages. In the silent mode, it is assumed that the transmitter repetitively feeds the channel by a special channel input symbol denoted by '0' (indeed, in the case of a continuous input alphabet, it is natural to assign a zero input signal), and then the channel output vector is thought of as 'pure noise'. The decoder in turn has to decide whether a message has been sent or the received channel output vector is pure noise. In case it decides in favor of the former, it then has to decode the message. It may be easily observed that this model for asynchronism and the problem of detecting the existence of a codeword discussed above are essentially the same. Thus, henceforth we treat the problems on the same footing.
In [10] , [11] , three figures of merit were defined in order to judge performance: (i) the probability of false alarm (FA) -i.e., deciding that a message has been sent when actually, the transmitter was silent and the channel output was pure noise, (ii) the probability of misdetection (MD) -i.e., deciding that the transmitter was silent when it actually transmitted some message, and (iii) the probability of decoding error (DE) -namely, not deciding on the correct message sent. Wang [10] and Wang et al. [11] have posed the problem of characterizing the best achievable region of the error exponents associated with these three probabilities for a given discrete memoryless channel (DMC). It was stated in [11] that this general problem is open, and so, the focus both in [10] , [11] was directed to the narrower problem of trading off the FA exponent and the MD exponent when the DE exponent constraint is completely relaxed, that is, there is no demand on exponential decay rate of the DE probability, only that it decreases to zero as the block length increases. Upper and lower bounds on the maximum achievable FA exponent for a given MD exponent were derived in these works. In the extreme case where the MD exponent constraint is set to zero, these bounds coincide, and so, the characterization of the best achievable FA exponent is exact.
In this paper, we first derive, for a given code, the optimum detection-decoding rule that minimizes the DE probability subject to given constraints on the FA and the MD probabilities. This detection-decoding rule turns out to be significantly different from the one in the achievability parts of [10] , [11] (cf. the discussion in Section III) In particular, denoting the codewords by {x m }, the channel output vector by y (all of length n), and the channel conditional probability by W (y|x m ), then according to this rule, a transmission is detected iff
where 0 is the all-zero channel input vector, and α and β are chosen to meet the MD and FA constraints. Of course, whenever the received y passes this test, the maximum likelihood decoder is applied, assuming that all messages are equiprobable a-priori. The performance of this optimum detector/decoder is analyzed under the random coding regime of fixed composition codes, and the achievable trade-off between the three error exponents is given in full generality, that is, not merely in the margin where at least one of the exponents vanishes. We stress that our analysis technique, which is based on type class enumeration (see, e.g., [5] , [7] and references therein), provides the exact random coding exponents, not just bounds. These relationships between the random coding exponents and the parameters α and β can, in principle, be inverted (in a certain domain) in order to find the assignments of α and β needed to satisfy given constraints on the exponents of the FA and the MD probabilities. For the sake of fairness, we remark that since we consider only the random coding regime, these are merely achievability results, with no converse bounds pertaining to optimal codes. Outline. In Section II, we establish notation conventions and formulate the problem. In Section III, we derive the optimum detector/decoder, and in Section IV, we present our main theorem, which is about single-letter formulas for the various error exponents. In Section V we provide a numerical comparison with the results of [10] . Full details and proofs may be found at [12] .
II. CONVENTIONS AND PROBLEM FORMULATION

A. Notation Conventions
Throughout the paper, the probability of an event A will be denoted by Pr{A}, and the expectation operator, with respect to probability distribution Q, will be denoted by E Q {·}. Logarithms and exponents will be taken in the natural base. Sets will normally be denoted by calligraphic letters. The complement of a set A will be denoted by A. The notation [t] + will stand for max{t, 0}.
Alphabets will be denoted by calligraphic letters X . For a positive integer n, vectors in X n , the n-th order Cartesian power of X (which is the alphabet of each component of the vector), will be denoted by bold face font, e.g. x = (x 1 , . . . , x n ). For a given vector x, letQ X denote 2 the empirical distribution, that is, the vector {Q X (x), x ∈ X }, whereQ X (x) is the relative frequency of the letter x in the vector x. Let T P denote the type class associated with P , that is, the set of all sequences {x} for whichQ X = P . Similarly, for a pair of vectors (x, y), the empirical joint distribution will be denoted byQ XY , or simplyQ, for short. Conditional empirical distributions will be denoted byQ X|Y andQ Y |X , the Y -marginal byQ Y , etc. Accordingly, the empirical mutual information induced by (x, y) will be denoted by I(Q XY ) or I(Q), the divergence betweenQ X and P = {P (x), x ∈ X } -by D(Q X P ), and the conditional divergence between the empirical conditional distributionQ Y |X and the channel W = {W (y|x) x ∈ X , y ∈ Y}, will be denoted by
and so on. The joint distribution induced byQ X andQ Y |X will be denoted byQ X ×Q Y |X , and a similar notation will be used when the roles of X and Y are switched. The marginal of X, induced byQ Y andQ X|Y will be denoted by (Q Y ×Q X|Y ) X , and so on. Similar notation conventions will apply, of course, to generic distributions Q XY , Q X , Q Y , Q Y |X , and Q X|Y , which are not necessarily empirical distributions (without "hats").
B. Problem Formulation
Consider a DMC, characterized by a finite input alphabet X , a finite output alphabet Y and a given matrix of singleletter transition probabilities {W (y|x), x ∈ X , y ∈ Y}. It is further assumed that X contains a special symbol denoted by '0', which designates the channel input in the absence of transmission. We shall denote Q 0 (y) = W (y|x = 0).
We assume an ensemble of random codes, where each codeword is selected independently at random, uniformly within a type class T P (we do not restrict the input type P to assign zero probability to the silent symbol 0 ). Therefore, all the joint types Q considered henceforth have Q X = P . In addition, we define the set Q P as the collection of all {Q X|Y } such that (Q Y × Q X|Y ) X = P , and again, all joint types Q considered in this paper will satisfy Q X|Y ∈ Q P . Let
(R being the coding rate in nats per channel use), denote the (randomly chosen) code, which is revealed to both the encoder and the decoder. A detector/decoder, for a code operating in the setting of slotted asynchronous communication, is a partition of Y n into M + 1 regions, denoted R 0 , R 1 , . . . , R M . If y ∈ R m , m = 1, 2, . . . , M , then the decoder decodes the message to be m. If y ∈ R 0 , then the decoder declares that nothing has been transmitted, that is, x = 0 and then y is "pure noise".
For the given detector, the probability of false alarm (FA) is defined as
and the probability of misdetection (MD) is defined as
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For the given decoder, the probability of inclusive error (IE) is defined as
where the inner summation at the right-most side includes k = 0. Thus, the IE is the total error event, namely, of not deciding on the correct codeword transmitted. The probability of decoding to an erroneous codeword, excluding the rejection region, is termed the exclusive error (EE) and is defined as
For a given code C, we are basically interested in achievable trade-offs between P FA , P MD and P IE . Consider the following problem:
where FA and MD are given prescribed quantities, and it is assumed that these two constraints are not contradictory 3 . Our goal is to find the optimum detector/decoder for (1), and then analyze the random coding exponents associated with the resulting error probabilities. In (1), the choice of P IE , rather than P EE , as the objective to minimize, enables the derivation of the optimal decoder in Lemma 1 to follow. However, as P IE = P EE + P MD , it may be verified that when P MD = MD for the optimal detector/decoder of the problem (1), then it is also the optimal detector/decoder for the same problem, but with P EE as the objective. Thus, asymptotic analysis of P EE is interesting, especially in the range where the two optimal detector/decoder pairs for minimizing P EE and P IE coincide.
III. THE OPTIMUM DETECTOR/DECODER
Let us define the following detector/decoder:
and for m = 1, 2, . . . , M ,
where ties are broken arbitrarily, and a ≥ 0 and b ≥ 0 are deterministic constants. The following lemma establishes the optimality of the decision rule R * = {R * 0 , R * 1 , . . . , R * M } in the sense of the trade-off among the probabilities P MD , P FA and P IE . It tells us that there is no other decision rule that simultaneously yields strictly smaller error probabilities of all three kinds.
. . , R * M } be as above and let R = {R 0 , R 1 , . . . , R M } be any another partition of Y n into M + 1 regions. If
Discussion. At this point, few comments are in order.
1) The detector/decoder derived in Lemma 1 is optimal for any given code C, namely, the optimality is exact for all n, and not merely asymptotic. As mentioned earlier, in this work, we analyze the ensemble performance. Specifically, letP IE ,P EE , P FA , andP MD denote the corresponding ensemble averages of P IE , P EE , P FA , and P MD , respectively. We will assess the random coding exponents of these three probabilities. The constants a and b can be thought of as Lagrange multipliers that are tuned to meet the given FA and MD constraints. For these Lagrange multipliers to have an impact on error exponents, we let them be exponential functions of n, that is, a = e nα and b = e nβ , where α and β are real numbers, independent of n. The rejection region is then of the form
By the same token, we may impose exponential constraints on the FA and MD probabilities, that is, FA = e −nEFA and MD = e −nEMD , where E FA ≥ 0 and E MD ≥ 0 are given numbers, independent of n.
2) The detection/rejection rule defined by (2) involves a linear combination of max m W (y|x m ) and M m=1 W (y|x m ), or equivalently, the overall output distribution induced by the code
In this context, the intuition behind the optimality of this detection rule is not trivial (at least for the authors of this article). It is instructive, nonetheless, to examine some special cases. The first observation is that for α ≥ 0, the term e nα M m=1 W (y|x m ) dominates the term max m W (y|x m ), and so, the rejection region is essentially equivalent to
which is exactly the Neyman-Pearson test between Q C (y) and Q 0 (y). This means that asymptotically, α ≥ 0 corresponds to a regime of full tension between the FA and the MD constraints (see Section II-B). In this case, E FA and E MD are related via the Neyman-Pearson lemma. Indeed, the detection-rejection rule (4) depends only on one degree of freedom, which is the difference α − β, and hence so are the FA and MD error exponents associated with it. Notice, however, that for finite block length, the error probabilities depend on the value of α and not just on the difference α − β. At the other extreme, where e nα 1, and the term max m W (y|x m ) dominates, the detection rule becomes equivalent to
In this case, the silent mode is essentially treated as corresponding to yet another codeword -x 0 = 0, although it still has a special stature due to the factor e nβ . However, for β = 0, this 'silent codeword' is just an additional codeword with no special standing, and the decoding is completely ordinary. The interesting range is therefore the range where α is negative, but not too small, where both Q C (y) and max m W (y|x m ) play a considerable role.
3) It is interesting to compare the resulting optimal detector/decoder for α = 0 with detector/decoder pairs proposed in [10] (and [11] ). In [10, Chapter 4] both the ensemble of independent identically distributed (i.i.d.) codebooks over a distribution P , and the ensemble of fixed composition codebooks over a distribution P are considered. For i.i.d. codebooks, the detector proposed in [10] is simply a NeymanPearson test between Q 0 and (P × W ) Y . The weakness of this approach is that for a given codebook, the single-letter output marginal (of each Y i , for 1 ≤ i ≤ n) might be different from (P × W ) Y (especially at low rates), and this leads to a mismatched Neyman-Pearson test. When averaging over all codebooks in the ensemble, this degrades the achievable exponents. Indeed, the optimal detector/decoder R * with α ≥ 0 suggested here for fixed composition ensemble of codes, is similar in form to the optimal detector/decoder of [10] for i.i.d. codebooks. However, the substantial difference is that it corresponds to a Neyman-Pearson test between the overall output distribution induced by the code Q C (cf. (3)) and Q 0 . In contrast, the decoder proposed in [10] for fixed composition codes is a non-optimal typicality detector. The non-optimal decoder may degrade the resulting exponents compared to the optimal detector/decoder, as we shall see in a numerical example in Section V.
IV. PERFORMANCE
In this section, we present our main theorem, which provides exact single-letter characterizations for all exponents as functions of the coding rate R, and given α and β. Following comment no. 2 in the discussion at the end Section III, we assume throughout that α ≤ 0.
We first need some definitions. Let
as well as
, where Q * minimizes I(Q) + D(Q) subject to the constraint Q X = P , and
Let E r (R) be the ordinary random coding exponent function for fixed composition codes, i.e.,
where Q = P × Q Y |X here, and in all the other exponents expressions which follow. For the FA exponent, define the following functions
where U {Q :
and
For the MD exponent, define
For the decoding error exponents, define
Theorem 2. Let W be a DMC and let R * be defined as in Section II-B. Let the codewords of C = {x 1 , . . . , x M }, M = e nR , be selected independently at random under the uniform distribution across a given type class T P . Then, the asymptotic exponents associated withP FA ,P MD ,P EE , andP IE are given, respectively, by E FA (R), E MD (R), E EE (R), and E IE (R), as defined in eqs. (5), (6) , (7) and (8).
Discussion. We now make a few comments: 1) Eq. (8) follows from a simple application of the union bound, since the inclusive decoding error event is defined to include the misdetection event.
2) As discussed in Section III, for α ≥ 0, depend only on the difference α − β, and thus can be computed by replacing α → 0 and β → β − α.
3) For any given rate R, one should tune the parameters α and β to meet prescribed constraints on E MD and E FA . However, observing eq. (8), and recalling that α = 0 provides the maximal E MD for any given E FA (cf. comment 2 in Section III), it is evident that any strictly negative value of α may be replaced by α = 0 and both E MD and E IE may only improve. Nonetheless, choosing α < 0 may be still interesting if one is interested in increasing E EE (perhaps at the price of decreasing E MD and E IE ). Of course, for an actual finite block length decoder, even positive values of α may be used, in order to optimally fine-tune the error probabilities obtained (where as mentioned, asymptotically, the error exponents only depend on α − β) . Notice that when α = 0, a slight simplification in the exponents expressions is possible. In this case E FA (R) = E A (R) and E IE (R) = min{E 3 (R), E 3 (R)}.
4) It is straightforward to observe that for a given E MD > 0 (and E FA > 0), there is no rate loss in terms of the maximum achievable information rate for which the average probability of the inclusive decoding error still tends to zero, that is, the smallest rate R for which E IE = 0, for given E MD and E FA . This is easily seen from eq. (8) . Since E MD > 0 is given, and since E r (R) → 0 as R approaches I(P × W ), then it is clear that beyond a certain rate R, we have E IE = E r (R), and hence E IE also vanishes at R = I(P × W ). Of course, if P is chosen to be the capacity-achieving input distribution, then the capacity is still achieved in this setting.
V. A NUMERICAL EXAMPLE
In this section, we compare the optimal random coding exponents derived in this paper, with the results of [10] . In [10, Chapter 4], Wang studies the achievable tradeoff between E FA (R) and E MD (R) at the capacity R = I(P × W ), which implies that E IE (R) = 0. Among the ensembles considered in [10] , the best achievable trade-off is obtained for fixed composition codebooks, as assumed in this paper, but a heuristic decoding rule is used (see [10, 
