Compressed sensing have been well studied [5] [6] [7] recently as a novel data sampling framework, which have attracted great attentions in scientific areas [8] as well as industrial applications [9] [10] [11] [12] [13] . In a CS sampling framework, a sparse n-dimensional signal x ( ) is recovered from a collection of linear projections b = Ax ( ) , where A is a m × n sensing matrix , typically, the number of measurement m is significantly smaller than the dimension of x ( ) n, to recover x ( ) , a standard ℓ minimization is often adopted in the CS literature:
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Compressed sensing have been well studied [5] [6] [7] recently as a novel data sampling framework, which have attracted great attentions in scientific areas [8] as well as industrial applications [9] [10] [11] [12] [13] . In a CS sampling framework, a sparse n-dimensional signal x ( ) is recovered from a collection of linear projections b = Ax ( ) , where A is a m × n sensing matrix , typically, the number of measurement m is significantly smaller than the dimension of x ( ) n, to recover x ( ) , a standard ℓ minimization is often adopted in the CS literature: min ‖x‖ , s. t. Ax = b (1.1)
Typical theoretical results in the CS literatures show that if A obeys some properties, e.g., the restricted isometry property (RIP) [14, 15] , then the solution of (1.1) can recover x ( ) with high probability provided that x ( ) is sparse enough [16] .
It is now well-known that RIP is satisfied with high probability for a broad family of sensing 1 reconstructed where x(j), 1 ≤ j ≤ N denotes the value of |X(z)| of the corresponding voxel. Secondly, we also we also sample k(t) = [k (t), k (t), k (t)] randomly and uniformly within a region: 0 ≤ k (t) < N , 1 ≤ j ≤ 3 and t ∈ [1, T] be a integer. In this manner, one has, b = Ax . Where b ∈ C denotes the measurement vector with b(t) = f(t), t ∈ [1, T] , and A ∈ C × is a submatrix whose rows are selected randomly and uniformly from a N × N Fourier basis.  Radar. In this application, at time t, a source antenna sends out a properly designed electromagnetic wave, then a receive antenna measures the electromagnetic signal reflected by objects in the sky. Mathematically, let z denotes object in the sky which is parameterized by d-the distance between the object and the receive antenna, then at time t, the measurement of the receive antenna reads b(t) , where t ∈ [1, T] are integers, if we choose f(t) randomly and uniformly within a given region, then one can express the measurement vector b ∈ C compactly as: b = Ax, where A is a T × N matrix whose rows are selected uniformly at random from a N × N Fourier basis.  Planar X-ray. [28] Let Ω ⊂ R denotes the interested region, let f(z) ∈ R, z ∈ Ω represents the X-ray reaction coefficient of the position z, our goal is to reconstruct f(z). A plane is defined by P d, γ(t) = {z z γ(t) = d}, where γ(t) ∈ R is a normal vector dependent on t, a radon transform defined on the plane reads:
. Suppose at time t, we've measured a collection of radon transform defined by γ(t):
, where L(γ(t)), U(γ(t)) are the minimum, maximum value of d such that P d, γ(t) ∩ Ω ≠ ∅. The 1-D Fourier transform of R d, γ(t) along the d direction is denoted as R s, γ(t) , s ∈ R. It can be proved that when f(z) satisfies certain conditions, R s, γ(t) = f (sγ(t)) holds, where f (sγ), γ ∈ R denotes the 3D Fourier transform of f(z), z ∈ R . In discretization case, if one choose γ(t) uniformly at random, then one has: b = Ax, where b is the measurement vector whose elements are obtained by Fourier transform of the radon transform as described above, A is a wide matrix whose rows are selected randomly and uniformly from a Fourier basis, and x is the vector whose element represent f(z) of the corresponding position z.
These applications motivate us to study the signal recovery when the sensing matrix A is partial Fourier basis.
When A is partial Fourier basis and the measurement vector b contains some noise whose norm is bounded above by η, there exist elegant recovery guarantee for (1.2): the analysis based on RIP [17] show that, if m ≥ O(kln (n)), where k is a positive integral represents the upper-bound of x ( ) then (1.2) can faithfully recover x ( ) with high probability for all x ( ) whose cardinality is smaller than k, this result is often call uniformly (or universally) recovery guarantee. The analysis based on the dual certification which is satisfied by a constructive scheme called the golfing-scheme [1, 29] shows that, if m ≥ O(kln(n)), then stable recovery of x ( ) can be succeed with high probability for any fixed x ( ) , and this result is called the non-uniformly recovery guarantee chap.12 [1] .
Although these recovery guarantee results are promising, when the energy of the measurement noise grows larger, the recovery error of (1.2) may also becomes unexpectedly large, which means that a few grossly corrupted measurements can severely degrade the performance of (1.2). Unfortunately, corrupted noise and irrelevant measurements are prevalent in modern applications such as image processing, sensor networks where certain amount of measurements are grossly corrupted due to the factors like hardware flaws and environmental hazards [30] [31] [32] .
And this motivated another line of works, which is called compressed sensing with corruption [2, 33] . Where the measurement vector is represented as b = Ax
m-dimensional vector representing the corrupted noise, which is often assumed to be sparse and whose non-zero elements can take arbitrary values. Similar to (1.1), the signal x ( ) and corrupted noise f ( ) are recovered through the below ℓ minimization:
Existing works on compressed sensing with corruption. [34, 35] apply (1.3) when θ = 1 and A is Full Fourier basis on the problem of separating the sinus and spikes, the deterministic guarantee for (1.3) based on the coherence of matrices require that the sparsity of both x ( ) and f ( ) are bounded from above by O(√n) as indicated in [36, 37] . Later, Candes [4] shows that when A is full Fourier basis, θ = 1, then exact recovery of x ( ) and f ( ) is possible when the supports of x ( ) and f ( ) is uniformly random and both x ( ) and f ( ) is smaller than O(n/ ln (n)).
Motivated by the problem of face recognition, Wright et.al [30] shows that recovery is possible even when f More recently, Nguyen [3] and Li [2] shows that when A is a partial BOS (where partial Fourier matrix can be treated as a special case), after choosing θ appropriately as depending on m and n, then recovery of x ( ) and f ( ) is possible even when a constant fraction of b is corrupted by
Recently, [38] studies the probabilistic recovery guarantee of a more general ℓ minimization: 
Where A is a column normalized partial Fourier matrix whose rows are chosen randomly and uniformly from a n × n Fourier basis, it is easy to observe that solutions of (1.2) and (1.4) can be the same if we appropriately tune λ in (1.4) depending on θ in (1.2).
We show that when λ = 1, (1.4) can recover x ( ) and f ( ) when a constant fraction of the measurement vector b are arbitrarily corrupted by f ( ) , provided that m ≥ O(kln (k)), here k = max x ( ) , 1 , this lower bound for m is better than the asymptotically optimal lower bound on m when the sensing matrix is partial BOS chap. 12 [1] . When λ = 1/ ln (2n/ε), we show that successful recovery of (1.4) is also possible even when the number of corrupted observation f ( ) becomes arbitrarily close the total number of measurement m, provided that m ≥ O(kln (n)), this lower bound of m is asymptotically better than those achieved by recent literatures [2, 3] by a ln (n) factor.
It's worthy to mention that we impose no assumption of the signs of x ( ) or f ( ) , which lenders our theoretical result to be more applicable in practice. Extensive experiments based on synthesis data as well as real data faithfully validate our analysis result.
Organization of the paper. The organization of the remaining of the paper is as follows, section 2 provides our main results-theorem 2.1, section 3 provides the proof roadmap of theorem 2.1, with the supporting lemmas detailed in appendix A.1~A.3 which eventually leads to the final proof of theorem 2.1 as given in A.4. In section 4, we provided the experiments verify the conclusion of theorem 2.1 base on both synthesis data and the real image data obtained from the BSDS 500 database. Finally, section 5 summaries the findings of this paper with conclusions and future works.
Main result

notations and problem statement
Before the problem statement, we briefly introduce some notations that will be used in this section and throughout the rest of the paper.
Notations. Let Suppose we have a m-dimensional measurement vector b which can be written as: we use the below definition 2.1 to define ∧ --the row indices set of the sensing matrix A .
Definition 2.1 (random subset) An indices set = { , … , } with cardinality m is called a random subset of [n], if ⊆ [ ] and S is selected randomly and uniformly from all subset of [n] with cardinality m.
In this paper, our goal is to recover x ( ) , f ( ) through the below ℓ minimization:
here λ > 0 severs as a parameter of (2.1.2).
Recovery guarantee
We prove that (2.1.2) can recover x ( ) and f ( ) exactly with high probability provided that A , x ( ) and f ( ) satisfy certain conditions, which is stated formally in below theorem 2.1. Assuming that m = C n, |s | = C m, where C , C ∈ (0,1). In other words, the total number of measurements m takes a certain percentage of the dimension n, and the number of corrupted observation occupies a constant fraction of m, then one have the following conclusion according to theorem 2.1: corrupted, this bound is better than the optimal bound achieved by the BOS sensing matrix chap.12 [1] , which is O(m/ln (n)). However, condition (2.2.1) in theorem 2.1 prevents |s | from becoming arbitrary close to m.
|s | ≤ O(m/ln (n)) be sufficiently small, as it is indicated above, this upper bound for |s | is also the asymptotically optimal bound when sensing matrix is partial BOS. Morover, it's worthy to mention that in this case, when n is sufficiently large, it allows that the number of corrupted observations |s | grow arbitrarily close to the total number of measurement m, because in this case when n → ∞, on has → 0 , this guarantees condition (2.2.1) in theorem 2.1 hold.
Existing works and our contribution
Candes 2006 [4] shows that when A = F be the full Fourier basis matrix, then (2.1.2) can recover x ( ) and f ( ) exactly provided that x
, the upper bound
in [4] can be larger than those proposed in theorem 2.1 in this paper by a factor of ln (n), however, it disallows constant fraction of corruption in the measurement vector b, furthermore, there are restrictions on x ( ) and f ( ) as showed in sect. 2 of [4] , e.g., the support of x ( ) and f ( ) are 2 independent random subsets of [n], and the non-zero elements in f ( ) should obey circularly symmetric distribution in the complex plane.
Wright et. al [30] show that (2. In this paper, the support and sign of x ( ) as well as the sign of f ( ) can be arbitrary, the only restriction on f ( ) is that ∧ should be a random subset of [n], to this end, one can only assume the support of f ( ) be independent of ∧ (which is the row indices set of A corresponding to the Fourier basis matrix F).
An unappealing restriction in theorem 2.1 is that it requires n to be prime, which is unlikely satisfied in real applications. To the best of our knowledge, whether the conclusion of theorem 2.1 holds for more general case where n ∈ Z remains an open problem. However, according to the promising recovery results presented in section 4 when n is not prime, we believe that restricting n to be a prime is artificial and only for the convenience of the current proof in this paper.
Stable recovery guarantee
Finally, although in theorem 2.1, it doesn't consider explicitly certain bounded, dense measurement noise, say b = A x ( ) + f ( ) + v, where v is a m-dimensional vector denotes some kinds of measurement noise, e.g., v can be a vector of Gaussian noise. In fact, using the dual vector h ∈ C we constructed in the next section, stable guarantee of the below quadratic programming is achievable according to theorem 3.33 of [1] :
Where ‖z‖ ≤ η, which states that the recovery error of (2.2.3) is proportional to η and σ x ( ) , where σ (•) is defined below as in [1, 8] :
Proof road map of theorem 2.1
In this section, we provide a brief roadmap for the proof of theorem 2.1, where the necessary supporting lemma given in section A.1~A.2 which lead to a final proof of theorem 2.1 as stated in section A.3. Firstly we introduce some notations that will be used in this section and in the rest of this paper.
Notations. In this paper, a: b denotes the set {a, a + 1, … , b} where a, b are 2 integers such that a ≥ b. M * denotes the conjugate of M if M denotes a matrix with complex entries. I denotes a N × N identity matrix, where N is a positive integer. The starting point of the proof is the so called "dual certification" as presented in the following lemma 3.1: Combining (3.4), (3.2) and the fact that ‖q‖ < 1 proves the conclusion of the lemma. ∎ By lemma 3.1~lemma 3.2, we conclude that if we can prove that matrix B in lemma 3.1 is full rank and then find a q satisfies (3.2) and ‖q‖ < 1, then we can prove that x ( ) and f ( ) can be recovered by the solution of (2.1) exactly, lemma 3.3 below shows a sufficient condition for the existence of such q, before presenting the lemma, we define the soft operator [30] which is used in the remaining of this section. By the discussion above, the recovery guarantee of (2.1.2) is achieved in 3 steps:
Firstly, the proof of ξ (Φ) < 1 when k = − | | is provided in appendix A.1, and the searching for a viable q satisfying (3.7) are detailed in appendix A.2. Secondly, the proof of B in lemma 3.1 is full rank is provided in appendix A.3. Finally combining results in appendix A.1~A.3 leads to a natural proof of theorem 2.1, which is provided in appendix A.4.
Experiments
In this section, we provide numerical experiments based on synthesis data as well as real image data to verify the conclusion of theorem 2.1, although the requirement of n is a prime in theorem 2.1 is necessary in our proof, but it is not necessary satisfied in real applications, to understanding the performance of (2.1.2) when this assumption is violated, we also show the experiment results when n is not prime in each sections. For simplicity, we set λ = 1 in algorithm (2.1.2) within all our experiments, when λ = 1/ ln (n/ε), the recovery results are similar which are not presented in this paper for saving space.
Experiment based on synthesis data
In this section, we provide extensive simulations to illustrate the probability of the ℓ -minimization (2.1.2) in recovering data x ( ) and f ( ) .
The setting for x ( ) and f ( ) are according to theorem 2.1 as described below: The succeed rate of recovery of algorithm (2.1.2) in these 2 different scenarios are summarized in the 2 heat-maps of figure (4.1) respectively. In figure (4.1) , the vertical axis in the heat-map indicates different values of ϑ (the measurement rate), while the horizontal axis indicates different values of ϑ (the corruption rate) .
For each fixed parameters pair (ϑ , ϑ , n), 25 independent runs of minimization (2.1.2) are performed in order to calculate the succeed rate, thus, each element in the heat maps of figure 4.1 is achieved through 20 × 25 = 500 independent runs of (2.1.2). e.g., the element locates on the first row, first column of the left heat map in figure 4 .1 indicates the average succeed rate (the probability of RRE < 10 occurs) of 20 different parameter pairs : {(ϑ , ϑ , n)|ϑ = 0.1, ϑ = 0.05, n is prime belong to [128,512] }.
For each fixed parameter pair (ϑ , ϑ , n) we perform 25 independent runs and hence we totally performed 20 × 25 = 500 independent runs before we obtaining the average succeed rate value in this particular location of the heat-map. Elements in the right heat-map can be interpreted similarly.
Figure (4.1) the recovery performance of (2.1.2) based on synthesis data. The left heat-map indicates the average recovery rate with different measurement rate ϑ (indicated on the vertical axis) and different corruption rate ϑ (indicated on the horizontal axis) when the signal dimension n is prime value in interval [128, 512] . The right heat-map is interpreted similarly when n is not prime integer in interval [128, 512] .
As showed in figure (4.1) , when the measurement rate ϑ ≥ 0.9 and the corruption rate ϑ ≤ 0.15, then the successful recovery rate of (2.1.2) is larger than 81% in most case, which validates the conclusion of theorem 2.1, also note that the recovery performance of (2.1.2) is not severely degraded when the assumption of n is prime is violated, as we can see in figure (4.1) , there are only slightly difference between the left and the right heat map which is caused by the difference between the distribution of primes and non-prime integers in the interval [128, 512].
Experiments based on the real data
In this section, the signal to be recovered x ( ) is chosen from the real world data, more specifically, data in x ( ) is from an image patch selected randomly from the natural images in the BSDS-500 database , then elements of the image patch are stacked together to form x ( ) . 10 typical image patches selected in this manner are showed in figure (4.2.1 ). Without loss of It can be seem from figure (4.2.3) that minimization (2.1.2) works well on recovering real image data when the measurement ratio ϑ is large enough and the corruption ratio ϑ is small enough (e.g., the average relatively recovery error of x ( ) is less than 12% when ϑ ≥ 0.9 and ϑ ≤ 15%), and the SRRE value displayed in figure (4.2.2) gradually decrease as ϑ decreases and ϑ increases, this verify the conclusion of theorem 2.1 even when n (the length of signal) is not prime.
Notice that the recovery result in figure (4.2.2) is not as good as those in figure (4.1.1), where in figure (4.1.1) one obtain accurate recovery results with certain probability, but in figure (4.2.2), the SRRE value is always larger than a positive constant, this can be explained by the fact that 
Conclusion and future works
In summary, we prove that exact recovery of signal is possible from linear measurements b = Ax ( ) + f ( ) even when a constant fraction of measurement b is arbitrarily corrupted by f ( ) , unlike in the existing literatures [2, 3, 30] , the assumptions on the signs and supports of the f ( ) and x ( ) are kept to be minimal: we only require the support of f ( ) be chosen such that ∧ is a random subset of [m] . Extensive experiments based on the synthesis data as well as the real world data faithfully verify the conclusion of theorem 2.1 even when n is not prime, furthermore, we've also observed similar experimental results when the sensing matrix A is chosen as partial Bounded Orthogonal System [1] other than partial Fourier basis. These observations drive us to believe that similar conclusion as in theorem 2.1 might hold for general integer n and when A is belong to a broader family-the partial BOS, and the generalization of theorem 2.1 in such kinds are left in future works.
