Abstract: Measurement-based optimization schemes can be used to counteract the effect of uncertainty and to drive the process to optimality. Necessary Conditions of Optimality Tracking (NCO-tracking) is a promising scheme which uses the process measurements to update the inputs directly. The limiting assumption for the application of the NCO-tracking scheme is that the set of active constraints does not change from its nominal value under the influence of the uncertainties. This paper presents a scheme that extends the NCO-tracking approach to handle parametric uncertainties that change the set of active constraints. Several solution structures are implemented to cover the whole range of the uncertain parameters. Based on the identification of the region of the uncertain parameters, the correct solution model is determined and applied to the process. The applicability of the methodology is shown for the benchmark Williams-Otto semi-batch reactor.
INTRODUCTION
Determining the optimal inputs to achieve a certain goal, e.g. maximizing the throughput or reducing the operating costs, while satisfying constraints (including process, quality and safety constraints) represents the main task of process optimization. Dynamic optimization is performed using a process model which describes the dynamic behaviour of the process, but of course with a limited accuracy; leading to uncertainties in terms of modelplant mismatch and process disturbances (Engell (2009) ). Therefore, applying the optimal inputs obtained using the nominal model does neither ensure the optimal operation of the real process nor the satisfaction of process and safety constraints. Hence the uncertainties must be taken into account in order to achieve a safe and optimal operation.
In the presence of uncertainties, measurement-based optimization schemes introduce less conservatism and better performance (Srinivasan et al. (2002b) , Srinivasan and Bonvin (2007) ). Depending on whether or not the process model is incorporated online, two methodologies can be distinguished within the measurement-based optimization context, explicit and implicit approaches. In explicit optimization, the model is incorporated online in the iterative calculations of the optimal inputs at each sampling in-terval. The measurements (or estimations) of the states are used to update the initial conditions of the model and if necessary the model parameters, e.g. by parameter estimation, then the whole optimization is repeated iteratively with the advent of a new set of measurements. Explicit optimization is used in the context of real time optimization (RTO) (Gao and Engell (2004) ), and model predictive control (MPC) . Multi-stage model predictive control proposed in Lucia et al. can be used to achieve robustness against uncertainties. It represents a robust explicit optimization scheme, which instead of updating the process model for example by online parameter estimation, a set of possible models are used in a discrete scenario tree representation covering the range of the modelled uncertainty (Lucia et al. (2013) ).
On the other hand, the implicit approach uses the measurements to update the input trajectories directly without the online usage of the process model. Necessary Conditions of Optimality tracking (Srinivasan et al. (2002a) , Kadam et al. (2007) ) is a measurement based implicit scheme, in which the process model is used initially within offline optimization in order to determine the structure of the optimal solution. The NCO-tracking scheme transforms the optimization problem into a feedback control problem whose reference trajectories are the necessary conditions of optimality. The core assumption is that the set of active constraints does not change by the uncertainties due to the fixed structure of the decentralized control scheme that is used to track the optimal trajectory.
The contribution of this paper is to extend the standard NCO-tracking scheme in such a way that it can handle parametric uncertainties that violate the assumption of a fixed set of active constraints. The idea is to divide the space of the uncertain parameter(s) into different regions, such that within each region the set of active constraints remains unchanged. Depending on online measurements (or estimations), the uncertainty is assigned to one of the regions and the associated solution model is used to control the process.
This scheme preserves the advantage of the NCO-tracking of efficiently handling the active constraints by simple online feedback controllers, in comparison to the scheme proposed in (Srinivasan et al. (2008) ), which is based on a barrier-penalty function, where the objective function is augmented with the constraints, leading to unconstrained problems where no assumption is needed regarding the set of active constraints and the optimal operation is enforced by pushing the sensitivities to zero.
DYNAMIC OPTIMIZATION VIA NCO-TRACKING

Formulation of the Dynamic Optimization Problem
The terminal cost dynamic optimization problem can be formulated in general as follows: min
where the performance index is represented by a smooth scalar cost function φ : R nx × R nm → R. The dynamic model of the process is represented by a smooth vector function F :
is the state vector with initial conditions x 0 . The vector of decision variables of the optimization problem consists of u(t) ∈ R nu and π ∈ R nm representing the control inputs and the vector of time invariant degrees of freedom, respectively. t f is the final time that can be either a free decision variable and then should be included in π or fixed to a predetermined constant value. S : R nx × R nu × R nm → R nz denotes the vector of path constraints including bounds on inputs, and T : R nx × R nm → R nt denotes the vector of terminal constraints.
Based on Pontryagin's minimum principle the following functions can be defined:
where λ(t) = 0 are the Lagrange multipliers for the system equations (adjoint variables), while µ(t) ≥ 0, ν(t) ≥ 0 are the Lagrange multipliers for the path and terminal constraints, respectively. H(t) is the Hamiltonian function, Φ(x(t f ), π) is the augmented terminal cost function, and Ψ(x(t f ), π) is the total terminal cost.
The optimal solution of (1) must fulfil the necessary conditions of optimality which consist of two main objectives to be satisfied, the path objectives during the operation, 
and the terminal objectives at the final time. This leads to the four terms of the NCO that are summarized in table 1.
NCO-Tracking
The optimal profiles of (1) are discontinuous and consist of different arcs over time intervals, within each interval the function is continuous, differentiable and can be characterized by a set of active constraints. The time instants between the successive arcs are called switching times. The optimal profiles of the optimization problem can be along the constraints (input bounds or state path constraints) or inside the feasible region. Therefore, the arcs of the solution can be divided into two types: constraint seeking arcs and sensitivity seeking arcs. The switching times can also be categorized based on whether they are determined by active terminal constraints or by forcing the terminal sensitivities to zero. The sequence and the types of the arcs for the nominal solution can be detected by visual inspection or automatically as explained in (Schlegel and Marquardt (2004) , Kadam et al. (2007) ).
The main assumption for the application of NCO-tracking scheme is that the structure of the solution (specially the type and sequence of arcs) remains unchanged under the uncertainty (Srinivasan et al. (2002b) , Srinivasan et al. (2002a) , Srinivasan and Bonvin (2007) ).
After characterizing the types and the sequence of arcs and determining the objective that must be satisfied within each arc, the inputs are parametrized by continuous functions and scalar discrete parameters in order to satisfy the predefined NCO objectives. Then, a solution model is formed to describe the decentralized control structure by assigning the parametrized inputs to the corresponding NCO objectives. The decentralized control scheme is implemented to achieve the optimal operation, where the parametrized control inputs represent the manipulated variables and the NCO objectives are the references for the corresponding controlled variables.
Satisfying the four objectives of the NCO tracking depends on the availability of measurements, whether direct measurements or estimated values. The path constraints can be met directly during the batch run by controlling the corresponding variables to enforce the active constraints, and the path sensitivities can be forced online to zero using model based schemes, like neighbouring extremal control (Gros et al. (2009) ). The terminal constraints and sensitivities are set in general on a run-to-run basis as the measurements are only available at the end of the batch.
NCO-TRACKING WITH CHANGING SET OF ACTIVE CONSTRAINTS
Description
An important step before the implementation of NCOtracking scheme is to correctly address the expected uncer- 2016 June 6-8, 2016 . NTNU, Trondheim, Norway tainties and to ensure that it will not affect the structure of the solution model. This can be carried out by sampling the uncertainty space, e.g. gridding or Monte Carlo sampling and running offline optimizations for many realizations (samples) of the uncertain parameters, detecting the resulting solution structures and comparing with the nominal case especially with respect to the sequence and the number of arcs.
A scheme presented in Fig. 1 is proposed for cases where the uncertainty introduces changes in the nominal solution structure. The uncertainty regions are determined based on the number of the different solution structures that were detected for a large number of samples, such that each uncertainty region results in one fixed solution structure. The computation of the number of different regions is known to be NP-hard problem (Biegler and Grossmann, 2004) , but the number of regions is often not large due to the robustness of the NCO-tracking scheme itself.
Based on sensitivities of the state derivatives with respect to the uncertain parameters, a solution model is selected from the set of solution models covering the whole uncertainty space, which is then used to drive the process to optimality in the presence of uncertainty. By applying the selected solution model the problem can be treated as a conventional NCO-tracking problem as long as the uncertainty is within the expected range. For the sake of simplicity it is assumed that the partitioned uncertain parametric spaces are continuous and it is also assumed that during the phase where the region is determined, the process and safety constraints are not violated. While mapping is carried out, the control inputs may be suboptimal but this is a price to be paid for the overall optimal operation of the plant. Note 2. An additional assumption for using the estimation scheme is that the initial conditions of the process are well defined.
The uncertainties that change the solution structure are usually big enough to have a noticeable influence on the measurements. Using the process model, an offline sensitivity analysis is carried out for the time derivatives of the measured states with respect to the uncertain parameters. The ranges of the derivatives that define the uncertainty regions are estimated, e.g. by finite differences after perturbation on the first arc of each solution model.
A mapping scheme decides about the solution structure to be applied based on an online derivative estimation based upon the sensitive measurements, and a subsequent comparison to the previously calculated ranges. The correct solution structure corresponding to the estimated uncertainty region is applied after a short time t span , which must be long enough to decide about the region of the uncertainty, i.e. to estimate the derivatives.
Sensitivity Analysis
Sensitivities of the time derivatives of the measured states with respect to the uncertain model parameters are checked to identify the most sensitive measurement, which is used for the estimation of the uncertainty region. The parametric sensitivity of the states with respect to a parameter S x,p is a vector of the derivatives of each state with respect to the parameter (Cameron and Hangos (2001) ):
where n x is the number of the states and p is the parameter. The sensitivities are calculated around a reference point p = p 0 , which is the nominal value of the parameter and with different input values. They are computed from:
are the Jacobian matrices of the system equations with respect to the states, the parameter, and the Jacobian of the output equations.
The time derivative of the measurements are defined as dummy states and integrated into the process model. A decision about the most sensitive state is taken by a comparison of the resulting sensitivity profiles over time interval [t 0 , t span ].
Mapping Process
The mapping process consists of a lookup table based on offline simulations of the process model with different realizations of the uncertainty covering all the regions and capturing the gradient ranges of the selected measurements. As mentioned above each solution model is valid only in its associated uncertainty region, therefore the simulations are carried out with respect to each input solution model. This leads to a number of lookup tables equal to the available solution models. Depending on the ability to extract the gradients of the measured states, a fine grained mapping can be achieved, but even with a coarse mapping the scheme still produces good results, because of the inherent ability of the NCO-tracking to reject small disturbances within a fixed switching structure.
The assignment to the respective solution structure is done within the mapping stage at the beginning of each new run. If the uncertainty is time invariant, the correct structure is detected at the first run using the input from the nominal solution model and need not to be changed, therefore only one lookup table for the nominal solution is needed. If the uncertainty is time dependent, the suitable input structure will be detected and applied at the beginning of the next run. In this case a number of lookup tables equal to the number of solution models is needed. The algorithm of the mapping scheme is given in algorithm 1.
The above explanation is based on using the inputs provided by one of the detected solution models with the nominal model as the default, but the initial set of inputs can IFAC DYCOPS-CAB, 2016 June 6-8, 2016. NTNU, Trondheim, Norway also be calculated by formulating an optimal experimental design such that the system is excited enough to identify the parametric region. In this case only one lookup table needs to be designed. In algorithm 1, steps 3 and 4 can be replaced by a parameter estimation algorithm. Since the uncertainties are big enough to cause changes in the solution structure, it can be expected that the gradient estimation is sufficient because of the sensitivity of the measurements to the parameters. Hence a simple gradient estimation scheme is preferred over a parameter estimation algorithm. Also, the aim is to find the region to which the parameter belongs and not the value itself, which might not be possible within a short period of time.
Algorithm 1. Mapping Process 1. Find all solution models by solving the offline optimization problem for large number of realizations (gridding or Monte Carlo sampling) covering the whole set of parameters within the given bounds for all the solution models P k .
Group the parameters to regions
P k := [p L k , p U k ], ∀ k = 1,
CASE STUDY
The benchmark problem of the Williams-Otto semi-batch reactor is considered here as presented in (Würth et al. (2009) ), where three exothermic irreversible reactions (5) are taking place inside a semi-batch reactor. Reactant A is initially present inside the reactor, whereas reactant B is fed continuously and its inflow rate F B,in is considered to be the first degree of freedom. The reactor content is heated or cooled by manipulating the jacket temperature T W which is the second degree of freedom.
k i is the reaction rate for the respective reaction, a i is the pre-exponential coefficient, and b i = Eai R represents the ratio between the activation energy and the general gas constant. T R + T ref are the reactor temperature in degree Kelvin. The dynamic optimization problem (6) is formulated to maximize the revenue of the process at the final time, while satisfying the model equations, path and terminal constraints. The batch time t f is fixed to 1000s. The constants C p , C e are the prices per kilogram of the products m P and m E . Equations (6e, 6f) are the reactor temperature (T R ) path and the final volume (V R ) constraints. max
(6f) The optimal input was calculated using the NPSOL solver via MATLAB/TOMLAB based on the control vector parametrization approach (CVP). The control vector was parametrized using piecewise constant functions with 100 parameters. The optimal input profiles with the detected structure are shown in Fig. 2 . The switching structure and Fig. 2 : Nominal optimal inputs, volume and temperature the types of the arcs were determined by visual inspection of the optimal solution. The solution structure for the first input F B,in comprises 2 arcs, both of them are at the bounds {u 1,max , u 1,min }. The second input T W consists of 6 arcs {u 2,min , u 2,max , u 2,path , u 2,max , u 2,min , u 2,max }, only the third is a constraint seeking arc as the temperature lower bound constraint is active, and the rest correspond to the input lower and upper bounds. From the 5 detected switching times only {t 2 , t 4 } correspond to pointwise constraints and are determined once T R reaches its lower bound (constraint with relative degree 1) and at the instant when the volume reaches its maximum value, respectively. The switching times {t 1 , t 3 , t 5 } are pointwise sensitivities and can be updated on a run to run basis by forcing the derivative of the total terminal cost (
∂(ti) ) to zero using an iterative learning control (ILC) scheme with the sampling interval equal to one complete run. The nominal solution model is summarized in table 2.
The solution structure is divided into fixed parts, which can be implemented in open loop manner, and free parts, which need to be adjusted for optimality as follows:
• Fixed parts: The fixed switching structure itself, and all the arcs are at the input bounds.
• Free parts: Arc U 2,path of the second input is a free element and needs a feedback controller to force T R to track its minimum value T R,min as a constraint seeking arc, as well as all the switching times.
IFAC DYCOPS-CAB, 2016 June 6-8, 2016 . NTNU, Trondheim, Norway 
∂Ψ(x(t f )) ∂(t 5 ) = 0
Incorporating Uncertainty
The uncertainty is modelled to be in the time independent reaction parameter b 1 in the Arrhenius equation of the first reaction rate (5). The value of b 1 changes within (+15/ − 15%) of its nominal value.
The uncertainty space was sampled regularly and offline dynamic optimizations were carried out with many realizations of the uncertain parameter and the switching structures were detected. It was found that the nominal solution structure changes due to the uncertainty. In the whole uncertainty range 3 solution structures were detected (N s = 3). Table 3 shows the uncertain parameter region assigned to each of the 3 detected solution models and the corresponding calculated range of the estimated temperature derivative. Sensitivity Analysis: The measured states are the reactor volume and temperature {V R , T R }. Sensitivity analysis was carried out for the time derivative of the measured states (Ṫ R ,V R ) with respect to the uncertain parameter. It can be noticed that onlyṪ R is sensitive, the volume 
∂Ψ(x(t f )) ∂(t 2 ) = 0 * If the volume does not reach its maximum value Table 5 : NCO for solution model (3)
Profile conditions Pointwise conditions
and its time derivative are not sensitive to the reaction rate. Therefore, the mapping and selection process is based obviously on the temperature measurements.
Mapping and Selection Process: As the uncertain parameter is time invariant, only one lookup table is needed corresponding to the nominal solution model. Initially the nominal solution model is implemented and applied to the process, the derivative of the reactor temperature measurement is calculated within a short period of time at the beginning of the batch (in this case 5 sampling intervals), and then compared to the lookup table in order to detect the correct region of b 1 . The mapping and selection process according to the lookup table determines the correct solution model. The sequence of the derivative estimation, mapping, and selection is repeated at the beginning of each new run.
Simulation Results
The following figures show the resulting control input profiles F B,in and T W , the reactor volume and temperature for different values of the uncertain parameter b 1 . Fig. 3 presents the results that are obtained with the nominal solution model according to the direct implementation of the standard NCO-tracking scheme, where infeasibility can be noticed in case of attempting to handle uncertainty values outside the range in which the nominal solution structure is valid. Fig. 4 and fig. 5 show the trajectories obtained by NCO-tracking with the proposed scheme. The uncertainty is mapped to the respective region and the correct solution model is chosen to determine the optimal control of the process. The figures show the cases where the second and the third solution models were selected.
The performance of the proposed scheme is compared to the application of the standard NCO-tracking with the nominal solution model and to the case with exact process model. The comparison is carried out in terms of the optimal objective value (process revenue), the results are shown in table 6. Notice that a sub-optimal solution is achieved with the wrong model as long as the uncertainty stays close to its corresponding region as shown by the 
CONCLUSION
A scheme for handling uncertainties that change the set of active constraints was developed and demonstrated for Williams-Otto semi-batch reactor benchmark problem with parametric uncertainty. Generally, dealing with changing active sets is an NP-hard problem, however the robustness of the NCO-tracking scheme reduces the number of switching structures. It ensures not only feasibility but also optimality by changing the solution model in response to the uncertainty region detected from the online measurements. As we chose the switching structure at the beginning of the batch, the scheme only works well if the parameter variations during the batch run are small. 
