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Abstract
We consider time-ordered (or Feynman) propagators between two different α−states of a
linear de Sitter Quantum Field in the global de Sitter manifold and in the Poincare´ patch. We
separately examine α−β, In–In and In–Out propagators and find the imaginary contribution
to the effective actions. The In–In propagators are real in both the Poincare´ patch and in
the global de Sitter manifold. On the other side the In–Out propagators at coincident points
contain finite imaginary contributions in both patches in even dimensions, but they are not
equivalent. In odd dimensions in both patches the imaginary contributions are zero. For
completeness, we also consider the Static patch and identify in our construction the state
that is equivalent to the Bunch–Davies one in the Poincare´ patch.
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2
1 Introduction
To explain the point of our study let us consider a real massive scalar field in a curved space. Here
and below we denote the mass of the scalar field ϕ as m, metric as gµν and the modulus of the
determinant of metric as |g|. The effective action is defined as:
eiSeff = ei
∫
Leff dx =
∫
d[ϕ]eiS[ϕ], where S[ϕ] =
∫
dDx
√
|g| (∂µϕ∂µϕ−m2ϕ2) . (1.1)
It is straightforward to see that
∂
∂m2
log
∫
d[ϕ]eiS[ϕ] = −i
∫
dx
∫
d[ϕ]ϕ(x)ϕ(x)eiS[ϕ]∫
d[ϕ]eiS[ϕ]
= −i
∫
dx GF (x, x).
and this allows to express the effective Lagrangian via the Feynman (T-ordered) propagator:
Leff =
∫ m2
∞
dm¯2 GF (x, x). (1.2)
Since 〈Out|In〉 = exp(i ∫ Leff dx), when Leff is real the transition probability from the In- to the
Out- state is equal to one1. But if the effective Lagrangian has an imaginary part the probability
of such a transition is not equal to one:
∣∣∣∣〈Out|In〉
∣∣∣∣
2
6= 1 , (1.3)
which is usually interpreted as a signal of particle creation. The Feynman propagators in de Sitter
space having an imaginary part at coincident points is the object of study of this note.
The situation in de Sitter space has certain peculiarities that were pointed out in [1] and [2]. It
is well known that this space has a maximal isometry group. When quantizing fields it is natural
to try to respect the isometry if possible. In this case the correlation functions depend only on the
scalar invariants. However, while in Minkowski space there is a unique Poincare´ invariant ground
state of positive energy, in de Sitter space there is a family of states called the alpha–vacua that
respect the isometry at tree–level [3, 4, 5]. To calculate the above In–Out amplitude one has to
specify which states one wishes to consider. It is possible to calculate the amplitude using the
T–ordered In–In (or even alpha–alpha) propagator, or to consider the T–ordered In–Out (or even
alpha–beta) propagator. Which one should be chosen? We would like to reconsider this question
in this paper.
The paper is organized as follows. In Section 2 we derive analogs of the α–modes [3, 4, 5] in
the Poincare´ patch and then consider T-ordered propagators corresponding to the evolution from
one α–state to another. We then compute the imaginary contributions to the effective actions
corresponding to the In–In and In–Out propagators.
Section 3 contains the derivation of the rate of pair creation in the Poincare´ patch. In particular
we observe that the rate is zero in any odd dimensional de Sitter spacetime; the In–In propagator
is real and provides vanishing imaginary contribution to the effective action in any dimension. At
1Probably it is worth stressing here the following fact. There is an equality for the amplitudes as follows:
〈
Out
∣∣∣∣∣∣∣ Te
−i
+∞∫
−∞
H0(t) dt
∣∣∣∣∣∣∣ In
〉
= 〈Out|In〉
only ifH0 is time independent and if |In〉 is the true ground state of the free Hamiltonian. Otherwise an approximate
equality between these two amplitudes holds only for the case of a weak background field. We come back to this
point in the main body of the paper.
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the same time the In–Out propagator leads to a non–zero creation rate in even dimension. We
explain which propagator is appropriate to consider in the present circumstances.
In section 4 we study the global de Sitter manifold. We show how to relate the α–modes
in global de Sitter to those previously computed in the Poincare´ patch, namely, we relate those
modes which have equivalent tree–level propagators. We observe that in any odd dimensional de
Sitter spacetime the In– and the Out–modes do coincide; also we show that In–modes in global
de Sitter do not provide the same two–point functions as the In–modes in Poincare´ patch in any
dimension. The In–modes in Poincare´ patch, which are frequently referred to as Bunch–Davies
modes, correspond to the so called Euclidean modes in global de Sitter space.
In section 5 we derive once more the well known result that the Bunch–Davies state [6] is seen
in the Static patch as a thermal equilibrium state [7, 8, 9, 10], while the ground state of the free
Hamiltonian does not respect the de Sitter isometry.
In the concluding section we present a heuristic explanation why the pair creation rate should
be zero in odd dimensions and explain why there still can be non–trivial stess–energy flux although
the rate is vanishing.
2 Feynman α− β propagator in the Poincare´ patch
2.1 Free modes in the Poincare´ patch
Let us consider a massive scalar field theory in the Poincare´ patch of the D-dimensional de Sitter
spacetime:
ds2 = −dt2 + e2td~x2,
where we set the radius of the de Sitter manifold to one. In these coordinates the de Sitter Klein-
Gordon (KG) equation for a real, massive, minimally coupled scalar field is written as follows:[
∂2t + (D − 1)∂t − e−2t△+m2
]
ϕ = 0. (2.1)
By using the conformal time
e−t = η (2.2)
and separating the variables by defining ϕ(η, ~x) = η
D−1
2 h(pη) ei~p~x one obtains that h(pη) must
solve the Bessel differential equation:
[
η2∂2η + η∂η + (pη)
2 + µ2
]
h(pη) = 0, (2.3)
where
µ2 = m2 − (D − 1)
2
4
.
Below we restrict our attention to the case m > D−12 (µ real); with this restriction modes oscillate
at future infinity. The modes we are going to consider are therefore of the following form:
uα,~p(~x, η) =
( η
2π
)D−1
2
ei~p~x
[
α1H
(1)
iµ (pη) + α2H
(2)
iµ (pη)
]
(2.4)
where H
(1,2)
iµ denote the first and second type Hankel functions and α1 and α2 are complex con-
stants. The mode expansion of the field operator ϕ is then as usual
ϕα(~x, η) =
∫
dD−1p
(
uα,~p(~x, η)ap + u
∗
α,~p(~x, η)a
†
p
)
. (2.5)
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The relevant Wronskians for the Bessel and the Hankel functions are given by
W {Jν(z), J−ν(z)} = −2 sin(πν)
πz
, W
{
H(1)ν (z), H
(2)
ν (z)
}
= − 4i
πz
. (2.6)
Taking into account the following relations
H
(1)
−ν (z) = e
iπνH(1)ν (z), H
(2)
−ν (z) = e
−iπνH(2)ν (z), H
(1)
ν
∗
(z) = H
(2)
ν∗ (z
∗), H(2)ν
∗
(z) = H
(1)
ν∗ (z
∗)
(2.7)
one obtains the commutation relations
[ϕ(x, η), π(y, η)] = −iηD−2 4(|α2|
2e−µπ − |α1|2eµπ)
π
δD−1(~x− ~y) (2.8)
where π = −∂ηϕ (see Eq. (2.2)). Canonicity gives
|α1|2eµπ − |α2|2e−µπ = π
4
. (2.9)
The In– or Bunch–Davis (BD) modes are proportional to the Hankel function of the first kind
H
(1)
iµ , i.e. α2 = 0; they behave as pure oscillating exponentials at past infinity: H
(1)
iµ (pη) ∼ eipη
for pη ≫ µ. The Out–modes are proportional to the Bessel functions Jiµ and behave as pure
oscillating exponentials at future infinity: Jiµ(pη) ∼ e−iµη for pη ≪ µ. While BD–modes do
approximately diagonalise the Hamiltonian at past infinity of the Poincare´ patch, the Out–modes
do not diagonalise the Hamiltonian at any time. None of the modes under consideration diagonalise
the Hamiltonian for all times.
Suppose now to have a second family of canonical modes of the same form as in Eq. (2.4):
uβ,~p(~x, η) =
( η
2π
)D−1
2
ei~p~x
[
β1H
(1)
iµ (pη) + β2H
(2)
iµ (pη)
]
. (2.10)
There is a Bogoliubov transformation of a particularly simple kind:
uβ,~p(~x, η) = γ uα,~p(~x, η) + δ u
∗
α,−~p(~x, η), (2.11)
where
γ =
4
π
(α∗1β1e
πµ − α∗2β2e−πµ), δ =
4
π
(α1β2 − α2β1). (2.12)
Correspondingly, the Bogoliubov transformation of the canonical operators is given by
b†p = γ a
†
p − δa−p (2.13)
and we may expand the field in terms of this second family:
ϕβ(~x, η) =
∫
dD−1p
(
uβ,~p(~x, η) bp + u
∗
β,~p(~x, η) b
†
p
)
. (2.14)
Obviously, at the algebraic level
ϕα(~x, η) = ϕβ(~x, η). (2.15)
In the following we will call |α〉 and |β〉 the vacua2 annihilated by the ap and, respectively, the bp
operators. Of course the above Bogoliubov transformation is not implementable, the vacua |α〉 and
|β〉 are not equivalent and the scalar product 〈β|α〉 appearing below is just a formal expression.
2None of the |α〉 — states is a ground state of the Hamiltonian of the theory under consideration. The Hamil-
tonian depends on time. The BD state is the ground state of the Hamiltonian only at past infinity.
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2.2 Time-ordered α− β propagator
Let us now compute the following time-ordered correlation function:
Gα−β(x, y) =
〈β|Tϕβ (η1, ~x)ϕα (η2, ~y) |α〉
〈β|α〉 . (2.16)
This expression is formal because |α〉 and |β〉 do not belong to the same Fock space. However,
we will obtain a finite ratio in this equation for generic |α〉 and |β〉. By taking into account Eq.
(2.15) we get
Gα−β(x, y) =
∫
(η1η2)
D−1
2 dD−1pdD−1k
(2π)D−1
〈β|bpa†k|α〉
〈β|α〉 ×
×
[
θ(η2 − η1)ei~p~x−i~k~y
[
β1H
(1)
iµ (pη1) + β2H
(2)
iµ (pη1)
] [
α1H
(1)
iµ (kη2) + α2H
(2)
iµ (kη2)
]∗
+ θ(η1 − η2)ei~p~y−i~k~x
[
β1H
(1)
iµ (pη2) + β2H
(2)
iµ (pη2)
] [
α1H
(1)
iµ (kη1) + α2H
(2)
iµ (kη1)
]∗]
.
(2.17)
Using (2.13) one finds that:
〈β|bpa†k|α〉
〈β|α〉 =
1
γ
δD−1(~p− ~k). (2.18)
To calculate the integral in (2.17) we pass to spherical coordinates3 and take into account the
following formula [12]:∫ ∞
0
dp pν+1Kµ(ap)Kµ(bp)Jν(cp) =
√
πcνΓ(ν + µ+ 1)Γ(ν − µ+ 1)
2
3
2 (ab)ν+1
(u2 − 1)− 12 (ν+ 12 )P−ν−
1
2
− 1
2
+µ
(u).
(2.19)
Here Kµ is the MacDonald function which is related to the Hankel functions as follows:
H
(1)
iµ (z) =
2
π
(e−iπ/2)iµ+1Kiµ(e
− iπ
2 z), H
(2)
iµ (z) =
2
π
(eiπ/2)iµ+1Kiµ(e
iπ/2z);
P
−ν− 1
2
µ− 1
2
(z) is the associated Legendre function of the first kind, defined on the complex z–plane
cut along the real axis from minus infinity to z = 1; the parameters are such that u = a
2+b2+c2
2ab
and Re(a+b) > |Im c|. Let us apply (2.19) to evaluate for instance the terms on the RHS of (2.17)
which are proportional to α∗1β1:
I1 =
α∗1β1
γ
∫
(η1η2)
D−1
2 dD−1p
(2π)D−1
[
θ(η2 − η1)ei~p(~x−~y)H(1)iµ (pη1)H(1)iµ (pη2)∗ +
+θ(η1 − η2)ei~p(~y−~x) H(1)iµ (pη2) H(1)iµ (pη1)∗
]
=
4eπµα∗1β1(η1η2)
D−1
2
(2π)
D−1
2 π2γ|~x− ~y|D−32
∫
dpp
D−1
2 JD−3
2
(p|~x− ~y|)
×
[
θ(η2 − η1)Kiµ(e− iπ2 −iǫη1p)Kiµ(e iπ2 −iǫη2p) + θ(η1 − η2) Kiµ(e− iπ2 −iǫη2p)Kiµ(e iπ2 −iǫη1p)
]
=
2Γ(D−12 + iµ)Γ(
D−1
2 − iµ)
γ π (2π)
D
2
eπµα∗1β1 (Z
2
− − 1)−
D−2
4 P
−D−2
2
− 1
2
+iµ
(−Z−),
3 Recall that for an arbitrary function f(p):∫
dD−1p
(2π)D−1
ei~p~xf(p) =
1
(2π)
D−1
2 |~x|
D−3
2
∫
∞
0
dp p
D−1
2 JD−3
2
(p|~x|)f(p).
6
where
Z± = 1 +
(η1 − η2)2 − (~x− ~y)2
2η1η2
± iǫ (2.20)
is the hyperbolic distance. The iǫ shifts are such that the relation Re (a+ b) > |Im c| is satisfied.
By computing similarly the other terms we get the following expression for the time ordered
propagator:
Gα−β(x, y) =
Γ(h+)Γ(h−)
2 (α∗1β1e
µπ − α∗2β2e−µπ) (2π)
D
2
×
×
[
eπµα∗1β1 (Z
2
− − 1)−
D−2
4 P
−D−2
2
− 1
2
+iµ
(−Z−) + e−µπα∗2β2(Z2+ − 1)−
D−2
4 P
−(D−2
2
)
− 1
2
+iµ
(−Z+)
− α∗2β1e−iπ
D−1
2 (Z2− − 1)−
D−2
4 P
−D−2
2
− 1
2
+iµ
(Z−)− α∗1β2e+iπ
D−1
2 (Z2+ − 1)−
D−2
4 P
−(D−2
2
)
− 1
2
+iµ
(Z+)
]
, (2.21)
where:
h± =
D − 1
2
± iµ. (2.22)
For generic complex α’s and β’s it depends simultaneously on Z± and is only piecewise analytic.
It is invariant only w.r.t. the connected part of the isometry group.
Recall also that while in Minkowski space QFT there is a unique Poincare´ invariant state of
positive energy, in de Sitter space there is a family of invariant states parametrised by solutions of
(2.9), because the notion of positivity of the energy becomes meaningless. The BD state however
is peculiar: it is the only one amenable to a thermal interpretation. We will come back on this
point as we explain in the section concerning the static patch.
2.3 Special cases
2.3.1 In-In and In-Out Feynman (T-ordered) propagators
The In-Out propagator corresponds to the choice α1 = α2 and β2 = 0:
GIn-Out(Z) =
e−iπ(D−2)
(2π)
D
2
(Z2− − 1)−
D−2
4 Q
D−2
2
− 1
2
+iµ
(Z−), (2.23)
where Q is the associated Legendre function of the second kind. The In-In propagator corresponds
to the choice α2 = β2 = 0:
GIn-In(Z) =
Γ(h+)Γ(h−)
2(2π)
D
2
(Z2− − 1)−
D−2
4 P
−D−2
2
− 1
2
+iµ
(−Z−). (2.24)
The propagator (2.24) has maximal analyticity properties. It is related to the propagator on
the Euclidean sphere via analytical continuation in a suitable time coordinate or in Z. On the
other hand, (2.23) it is also related to the Feynman propagators on the Euclidean anti de Sitter
(resp. Minkowskian anti de Sitter) via analytical continuation in the radius of curvature (resp.
simultaneously in time and radius of curvature) [2]. We will use these propagators to study the
imaginary contributions to the corresponding effective actions.
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2.3.2 Behaviour of the α− β propagator at coincident points
The short distance behaviour of the α− β propagator is as follows:
Gα−β(Z) ≈ −
Γ
(
D−2
2
)
4π
D
2 δD−2
(α∗1β1e
πµ + α∗2β2e
−πµ)
(α∗1β1e
µπ − α∗2β2e−µπ)
, as δ → 0, (2.25)
where δ is the Minkowski geodesic distance and Z ≈ 1− δ22 as δ → 0. Although δ → 0 corresponds
to light-like separation, for shortness we will call this limit the coincidence limit. The limit (2.25)
is equal to the flat spacetime propagator at coincident points multiplied by a certain constant.
The latter is equal to one only for the In-In and the In-Out propagators.
The propagator (2.24) has only the standard singularity at Z = 1 while all other α − β
propagators, including In-Out (2.23), have an extra singularity at Z = −1.
To evaluate explicitly the coincidence limit for the In-In propagators we may insert the following
integral representation of the Legendre function of the first kind [19]
P
−D−2
2
− 1
2
+iµ
(z) =
2
1
2
−iµ(z2 − 1)D−24
Γ(D−12 −iµ)Γ(12 + iµ)
∫ ∞
0
dt (z + cosh t)−
D−1
2
−iµ(sinh t)2iµ (2.26)
into Eq. (2.24) and then set Z− = 1. The integral at the rhs is then divergent for D ≥ 2 but the
divergence can be cured as usual by analytical continuation in D. We get
GIn−In(Z− = 1) = (4π)
−D
2 Γ
(
1− D
2
)
Γ
(
D−1
2 + iµ
)
Γ
(
D−1
2 − iµ
)
Γ
(
1
2 + iµ
)
Γ
(
1
2 − iµ
) . (2.27)
This result agrees with [17, 18].
Similar calculations for the coincidence limit in the In-Out case give
GIn−Out(1) =
e−iπ
D−2
2
(4π)
D
2
Γ
(
1− D
2
)Γ (iµ+ D−12 )
Γ
(
iµ− D−32
) . (2.28)
Although both coincidence limits (2.27) are divergent in D = 4, their ratio is one :
GIn−Out(1)
GIn−In(1)
∣∣∣∣
D=4
= 1. (2.29)
Now we are ready to discuss the imaginary parts of the propagators.
The divergent imaginary part of the generic α– β propagator does not vanish in even dimensions
Im Gα−β(1) 6= 0 while in odd dimension Im Gα−β(1) = 0 (more details will be given in Section
4). In particular for even D
Im GIn-Out(1) =
(−1)D2 e−πµ ∣∣Γ(D−12 + iµ)∣∣2
(4π)
D
2 Γ(D2 )
, (2.30)
and in odd dimensions:
Im GIn-Out(1) = 0. (2.31)
For the In-In propagator for any D
Im GIn-In(1) = 0. (2.32)
In Section 4 we give a formal explanation why in odd dimensional de Sitter space the Feynman
propagators do not contain imaginary contributions. In the concluding Section we also provide a
heuristic argument why the effective action in odd dimensional de Sitter space should be real.
8
One could ask at this point, which propagator one should use to investigate particle creation
in de Sitter space? We come back to the discussion of this point in the concluding section. For
now we remark that
GIn-Out ≈ e
−iπD−2
2 Γ(h+)
(2π)
D−1
2 2iµ+1Γ(iµ+ 1)
Z−h+ ∼ eimL, as Z →∞,
and
GIn-In ≈ − 1
4(2π)
D+1
2 iµ
[
2−iµΓ(h+)Γ(1−iµ)Z−h+−2iµΓ(h−)Γ(1+iµ)Z−h−
]
∼ A+eimL+A−e−imL,
as Z →∞. Here L is the geodesic distance and Z ∼ eL, when L→∞. The Feynman propagator
GIn-Out has the expected large distance behaviour while the GIn-In does not [1], [2].
3 Pair creation in D=4 de Sitter Space
As an application of our results on Feynman propagators in the Poincare´ patch, let us discuss pair
creation in four-dimensional de Sitter space. Here we shall assume that the usual relation holds
between the pair creation rate P (in the limit of low pair creation) and the imaginary part of the
effective Lagrangian,
P ≈ 2 ImL. (3.1)
To get the effective Lagrangian, we will use (1.2) with the In-Out Green’s function at coincident
points as given in (2.28), renormalized in D = 4.
We perform the renormalization using dimensional regularization and minimial subtraction in
the MS scheme. Using the relation Γ(x+ ǫ) = Γ(x)(1 + ǫψ(x)) +O(ǫ2), where ψ = (d/dx)lnΓ(x)
is the digamma function, leads to
GrenIn−Out(1) =
m2 − 2
(4π)2
[
− m
2
m2 − 2 + 2ψ
(
i
√
m2 − 9
4
+
1
2
)
− iπ
]
. (3.2)
As expected, this expression has an imaginary part, and using the identity [19]
Im
[
ψ
(1
2
+ iy
)]
=
π
2
tanh(πy), (3.3)
we can write it as
ImGrenIn−Out(1) =
m2 − 2
(4π)2
π
[
tanh
(
π
√
m2 − 9
4
)
− 1
]
. (3.4)
Using (1.2) we get the imaginary part of the effective Lagrangian in the form
ImL = 1
16π
∫ m2
∞
dm¯2(m¯2 − 2)
[
tanh
(
π
√
m¯2 − 9
4
)
− 1
]
. (3.5)
Although this integral can be evaluated analytically in terms of polylogarithms, let us discuss here
only the large-mass/weak-curvature limit. In this approximation, (3.4) simplifies to
ImGrenIn−Out(1) ≈ −
m2
8π
e−2πm, (3.6)
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and integration yields
ImL ≈ 1
8π2
m
3
2 e−2πm. (3.7)
This is in agreement with the pair production rate predicted by the Bogoliubov transformation
method [20, 4, 5, 21].
This makes it also clear that a previous failure by Das and Dunne [18] to find the usual relation
between the pair creation rate and the imaginary part of the effective Lagrangian was due to their
inappropriate use of the In-In Green’s function for the construction of the effective Lagrangian.
The use of the In-Out Green’s function preserves the analogy between the de Sitter and the
prototypical constant electric field case. This extends also to another aspect of Schwinger pair
creation analyzed in [18] for the de Sitter case, namely the possibility of constructing the imaginary
part of the effective Lagrangian by a Borel summation of the weak-field expansion of its real part
[22]. In QED, this can be seen as a natural extrapolation of the optical theorem to zero-energy
photons, and has been found particularly useful for multiloop considerations [23, 24]. To see that
it works for the case at hand, note once more that the weak-field expansion is equivalent to the
large-mass expansion, and that the leading terms of this asymptotic expansion in (3.2) come from
the digamma function. The asymptotic expansion of its real part is [19]
Re
[
ψ
(1
2
+ iµ
)]
∼ lnµ+
∞∑
n=1
(−1)n 1− 2
1−2n
2n
B2nµ
−2n, (3.8)
where the B2n are Bernoulli numbers. Approximating these numbers by their leading asymptotic
growth
B2n ∼ (−1)n+12 (2n)
(2π)2n
(3.9)
the series turns into a non-alternating divergent one. Its Borel summation leads to an imaginary
part [18]
Im
[ ∞∑
n=1
(−1)n 1− 2
1−2n
2n
B2nµ
−2n
]
∼ −πe−2πµ ∼ −πe−2πm (3.10)
in agreement with (3.6). By integration in m2 one obtains the same correspondence for L itself.
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4 Time-ordered propagators in global dS space
4.1 Free modes in global de Sitter space
In global spherical coordinates the de Sitter metric takes the following form:
ds2 = −dt2 + cosh2(t)dΩ2. (4.1)
dΩ2 is the line element on the unit sphere, and
√
g = coshD−1(t)
√
|gΩ|, where |gΩ| is the deter-
minant of the spherical metric. Correspondingly, the KG equation is as follows:
( +m2)φ = ∂2tϕ+ (D − 1) tanh(t)∂t − cosh−2(t)△Ω ϕ+m2ϕ = 0.
Here △Ω is the Laplace operator on the unit sphere. To find the general solution one can expand
ϕ =
∑
j,m ϕj(t)Yjm(Ω) in hyperspherical harmonics:
△ΩYjm = −j(j +D − 2)Yjm
and get (
∂2t + (D − 1) tanh(t)∂t + j(j +D − 2) cosh−2(t) +m2
)
ϕj(t) = 0, (4.2)
where j is a non-negative integer and m = (1, 2, .., Nj,D) (Nj,D is the dimension of the j–th space
of (D − 1)–dimensional hyperspherical harmonics). Two linearly independent solutions are the
Ferrers functions P and Q also known as the Legendre functions on the cut:
ϕj(t) = C1 cosh
−D−1
2 (t)P−iµ
j+D−3
2
(tanh t) + C2
2
π
cosh−
D−1
2 (t)Q−iµ
j+D−3
2
(tanh t). (4.3)
P(z) and Q(z) are proportional to the Legendre functions P (z) and Q(z) both in the upper and,
separately, in the lower complex plane with coefficients such that the Ferrers function are analytic
in the cut–complex plane {C \ ((−∞− 1] ∪ [1,∞))} while the Legendre functions are analytic in
the cut–complex plane {C \ (−∞, 1]}.
Our goal is again to find In- and Out- modes. At future infinity
P
−iµ
ν (tanh t) ≈
e−iµt
Γ(1− iµ) , t→ +∞, (4.4)
behaves as a single wave with frequency equal to µ. Modes (4.3) with C2 = 0 are usually referred
to as Out-modes in global dS space.
As regards the In-modes4, at past infinity P and Q behave as follows:
P−iµν (tanh t) ≈
sin (νπ)
sin (iµπ) Γ(1 − iµ)e
iµt − sin ((ν − iµ)π) Γ (ν − iµ+ 1)
Γ (ν + iµ+ 1) sin (iµπ) Γ(1 + iµ)
e−iµt, (4.5)
Q
−iµ
ν (tanh t) =
π cos(νπ)
2 sin(iµπ)Γ(1− iµ)e
iµt − π cos((ν − iµ)π)Γ(ν − iµ+ 1)
2 sin(iµπ)Γ(ν + iµ+ 1)Γ(1 + iµ)
e−iµt. (4.6)
4One may use the following known relations:
sin ((ν − iµ)π)
Γ (ν + iµ+ 1)
P
iµ
ν (x) =
sin (νπ)
Γ (ν − iµ+ 1)
P
−iµ
ν (x)−
sin (iµπ)
Γ (ν − iµ+ 1)
P
−iµ
ν (−x) ,
2 sin (iµπ)
πΓ (ν − iµ + 1)
Q−iµν (x) =
1
Γ (ν + iµ+ 1)
Piµν (x)−
cos (iµπ)
Γ (ν − iµ+ 1)
P−iµν (x) .
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To set the coefficient of eiµt in (4.3) to zero one should impose the condition
C1 sin
[(
j +
D − 3
2
)
π
]
+ C2 cos
[(
j +
D − 3
2
)
π
]
= 0; (4.7)
the corresponding solution (4.3) behaves as a single wave at past infinity, usually referred to as
In-modes in global dS space. One sees that in even dimensions C1 = 0 and in odd dimensions
C2 = 0. So, in odd dimensions In and Out modes are identical
5 and this implies that there is no
imaginary contribution to the effective action in odd dimensional de Sitter spacetime. Because
of that from now on we will not consider γ–states in odd dimensions. The discussion of γ–states
below considers only even dimensional spacetimes. None of the γ–states however diagonalizes
the Hamiltonian. Here the situation is different from the one seen in the Poincare´ patch. There
every mode experiences an infinite blue shift towards past infinity such that the modes are almost
“insensitive” to the curvature of the de Sitter space and behave as if they were in flat space. This
means that at past infinity of the Poincare´ patch the background field is effectively switched off
and the Hamiltonian can be diagonalized there.
4.2 Commutation relations
Consider the field operator (t˜ ≡ tanh t):
ϕ(t, ~x) =
∑
j,m
cosh(t)−
D−1
2
[(
γ1P
−iµ
ν (t˜) + γ2
2
π
Q−iµν (t˜)
)
Yjm(~x)aj,m+
+
(
γ∗1P
iµ
ν (t˜) + γ
∗
2
2
π
Q
iµ
ν (t˜)
)
Y ∗jm(~x)a
†
j,m
]
, (4.8)
where ~x is a unit vector on the (D − 1)-dimensional sphere and [aj,m, a†j′,m′ ] = δj,jδm,m′ . Let us
define fj =
(
γ1P
−iµ
ν (t˜) + γ2
2
πQ
−iµ
ν (t˜)
)
cosh(t)−
D−1
2 . The canonical commutation relations are
[ϕ(t, ~x), ϕ˙(t, ~y)] =
iδ(~x− ~y)√
g
=
∑
j,m
(
fj f˙
∗
j Yj,m(~x)Y
∗
j,m(~y)− f∗j f˙jY ∗j,m(~x)Yj,m(~y)
)
. (4.9)
One can change the summation over m in such a way that Y ∗j,m(~x)Yj,m(~y)→ Yj,m(~x)Y ∗j,m(~y):
[ϕ(t, ~x), ϕ˙(t, ~y)] =
∑
j,m
Yj,m(~x)Y
∗
j,m(~y)
(
fj f˙
∗
j − f∗j f˙j
)
=
∑
j,m
Yj,m(~x)Y
∗
j,m(~y)Wt(fj , f
∗
j ),
where Wt is the Wronskian of two solutions of (4.2), which does not depend on j:
Wt(f, f
∗) = Ce−
∫
(D−1) tanh(t)dt = C cosh−(D−1)(t) =
C
√
gΩ√
|g| ,
where C is some constant which depends on γ1,2. By using the completeness of the hyperspherical
harmonics one sees that it shoud be C = i. Therefore
Wt
(
γ1P
−iµ
ν (t˜) + γ2
2
π
Q
−iµ
ν (t˜), γ
∗
1P
iµ
ν (t˜) + γ
∗
2
2
π
Q
iµ
ν (t˜)
)
=
=
(
|γ1|2 + |γ2|2
)
2i sinh(µπ)
π
−
(
γ∗1γ2 − γ∗2γ1
)
2 cosh(µπ)
π
= i. (4.10)
5This means that the eq. (4.2) for odd D has an integrable (non-scattering) “potential”, if considered as
a quantum mechanical equation. Namely a single wave on one side of the potential passes through it without
scattering.
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This condition on the coefficients γ1,2 guarantees the canonical commutation relations. The Out-
modes correspond to:
γ1 =
√
π
2 sinh(µπ)
, and γ2 = 0. (4.11)
The In-modes correspond to:
γ1 =
√
π
2 sinh(µπ)
, γ2 = 0, in odd dimensions,
and γ2 =
√
π
2 sinh(µπ)
, γ1 = 0, in even dimensions.
4.3 Bogoliubov transformation
As before, let us consider a second mode expansion of the field operator ϕ(t, ~x) of the same form
as (4.8) but with other coefficients χ1 and χ2 and corresponding operators b
†
j,m and bj,m. χ1 and
χ2 also obey to the relation (4.10). Using (4.6) and comparing the two expressions of the field
operator we obtain two identities:
γ2Y C+a+ (γ
∗
1 + γ
∗
2C
∗
−)Y
∗a† = χ2Y C+b+ (χ
∗
1 + χ
∗
2C
∗
−)Y
∗b†,
γ∗2Y
∗C∗+aˆ
† + (γ1 + γ2C−)Y a = χ
∗
2Y
∗C∗+b
† + (χ1 + χ2C−)Y b,
we denote Yj,m = Y here to simplify these expressions and
C+ = −i Γ(ν − iµ+ 1)
sinh(µπ)Γ(ν + iµ+ 1)
and C− = i coth(µπ).
One can write the solution of the above equations in the following form aˆ† = ubbˆ
† + uaaˆ. For the
discussion below we need to know only ub:
ub =
|χ1 + χ2C−|2 − |C+|2|χ2|2
γ∗2χ2 + γ
∗
1χ1 + γ
∗
2χ1C
∗
− + γ
∗
1χ2C−
. (4.12)
Note that ub does not depend on j.
4.4 Feynman γ − χ propagator
4.4.1 Mode expansion
Here we compute the Feynman propagator between |γ〉 and |χ〉 states, which are defined6 as
aj,m|γ〉 = 0 and bj,m|χ〉 = 0: Let us denote
f1,j(t1) =
(
γ1P
−iµ
ν (t˜1) + γ2
2
π
Q−iµν (t˜1)
)
cosh(t1)
−D−1
2 ,
f2,j(t2) =
(
χ1P
−iµ
ν (t˜2) + χ2
2
π
Q
−iµ
ν (t˜2)
)
cosh(t2)
−D−1
2 . (4.13)
For t2 < t1 we get
Gγ−χ(t1, ~x|t2, ~y) = 〈χ|Tϕ(t1, ~x)ϕ(t2, ~y)|γ〉〈χ|γ〉 =
∑
j,m
f2,j(t1)f
∗
1,j(t2)ubYj,m(~x)Y
∗
j,m(~y), (4.14)
6Note that these γ–states are not the same ones as defined in the section on the Poincare´ patch. We discuss the
relation between these γ–states and those in the Poincare´ patch at the end of this section.
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where ub is defined in Eq. (4.12). When D > 2 one can use the relation:
Nj,D∑
m=1
Yj,m(~x)Y
∗
j,m(~y) =
2j +D − 2
|SD−1|(D − 2)C
D−2
2
j (~x · ~y),
where C
D−2
2
j (~y~x) are the Gegenbauer polynomials and |SD−1| is the volume of the (D − 1)-
dimensional sphere:
Gγ−χ(t1, ~x|t2, ~y) = ub cosh(t2)
−D−1
2 cosh(t1)
−D−1
2
|SD−1|(D − 2)
∑
j
(
2j +D − 2
)
×
×
(
χ1P
−iµ
j+D−3
2
(t˜1) + χ2
2
π
Q
−iµ
j+D−3
2
(t˜1)
)(
γ∗1P
iµ
j+D−3
2
(t˜2) + γ
∗
2
2
π
Q
iµ
j+D−3
2
(t˜2)
)
C
D−2
2
j (~y~x) = (4.15)
=
2ub
π
(
A1
)[
χ1γ
∗
2 + iχ1γ
∗
1 cothµπ
]
−
(
A1
)∗ 2ubχ2γ∗1
π sinh2 µπ
−
−
(
A2
) 2ub
π sinhµπ
[
iχ1γ
∗
1 − χ2γ∗1 cothµπ
]
+
(
A3
)4ub
π2
[
χ2γ
∗
2 + iχ2γ
∗
1 cothµπ
]
= (4.16)
=
(−1)D−22
2(2π)
D
2
[
S
D−2
2
iµ− 1
2
(Z+)
(
B1 +B2e
µπ − iπ
2
B3
)
+ S
D−2
2
iµ− 1
2
(Z−)
(
B1 +B2e
−µπ +
iπ
2
B3
)
+
+B4
(
S
D−2
2
−iµ− 1
2
(Z+) + S
D−2
2
−iµ− 1
2
(Z−)
)
+B3
iπ2
2 coshµπ
(
F
D−2
2
iµ− 1
2
(Z+)− F
D−2
2
iµ− 1
2
(Z−)
)]
. (4.17)
In the intermediate step (A1), (A2) and (A3) are the expressions computed in Appendix A (recall
that D is assumed to be even);
Z± ≡ Z ± iǫ = −t˜1t˜2 + ~x~y√
1− t˜12
√
1− t˜22
± iǫ. (4.18)
is again the scalar invariant (hyperbolic distance) between (t1, ~x) and (t2, ~y) expressed in global
de Sitter coordinates. We also used the following notations:
F ka (x) = (x
2 − 1)− k2P ka (x), and Ska (x) = (x2 − 1)−
k
2Qka(−x), (4.19)
B1 =
2ub
π
[
χ1γ
∗
2 + iχ1γ
∗
1 cothµπ
]
, B4 = −2ub
π
χ2γ
∗
1
sinh2 µπ
,
B2 = − 2ub
π sinhµπ
[
iχ1γ
∗
1 − χ2γ∗1 cothµπ
]
, B3 =
4ub
π2
[
χ2γ
∗
2 + iχ2γ
∗
1 cothµπ
]
.
4.5 Behavior of the generic γ − χ propagator at coincident points
As we did in the Poincare´ patch, let us expand Z ≈ 1 − δ22 where δ → 0. The coefficient of B3
in (4.17) vanishes.To find the behavior of the other terms we need the following formula [25]:
S
D−2
2
iµ− 1
2
(Z±) =
|Γ(h+)|2
2
D
2 Γ
(
D
2
)[∓ i(−1)D2 e∓µπF(1 + Z±
2
)
+ F
(1− Z±
2
)]
, (4.20)
where h± are defined in (2.22) and F (x) ≡ 2F1
(
h+, h−,
D
2 , x
)
. Only the first term in (4.20) is
singular at Z = 1. So in the limit in question one can divide the propagator into two parts:
Gγ−χ
(
Z ≈ 1− δ
2
2
)
= Gsing(δ) +Gfinite(δ). (4.21)
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Since
F
(1 + Z±
2
)
≈ −1
4
Γ
(
D
2
)
Γ
(
D−2
2
)
|Γ(h+)|2
4
D
2
δD−2
, as δ → 0, (4.22)
one finds that:
Gsing(δ) ≈
Γ
(
D−2
2
)
4π
D
2 δD−2
2ub
π
[
coshµπ
(
χ1γ
∗
1 + χ2γ
∗
2
)
− i sinhµπ
(
χ1γ
∗
2 − χ2γ∗1
)]
=
=
Γ
(
D−2
2
)
4π
D
2 δD−2
T, as δ → 0, (4.23)
which is the same behavior of the flat space propagator at coincident points multiplied by some
constant T which depends on γ and χ. The finite term in (4.20) is as follows:
Gfinite ≈ 2(−1)
D−2
2 |Γ(h+)|2ub
π(4π)
D
2 Γ
(
D
2
) [χ1γ∗2 + χ2γ∗1
]
, as δ → 0. (4.24)
Below we study both contributions Gsing and Gfinite for special values of γ1,2 and χ1,2. As in
the case of the Poincare´ patch the generic γ − χ propagator has another singularity at Z = −1.
Moreover, there can be a divergent imaginary part.
4.6 Specially interesting cases
Because in odd dimensions |Out〉 = |In〉 as we explained above, in such a case GIn-In = GIn-Out
and the first one is always real at the coincident points.
4.6.1 In-In in even dimensions
According to the definition of the In-modes, the In-In propagator corresponds to
γ1 = χ1 =
√
π
2 sinh(µπ)
, γ2 = χ2 = 0, ub = 1,
as follows from Eq. (4.12). Hence
GIn-In(δ) ≈
Γ
(
D−2
2
)
4π
D
2 δD−2
cothµπ. (4.25)
This propagator has no imaginary part and its finite part vanishes.
4.6.2 In-Out in even dimensions
Here
γ2 = χ1 =
√
π
2 sinh(µπ)
, γ1 = χ2 = 0, ub = i tanh(µπ).
The sum of (4.23) and (4.24) has the following form:
GIn-Out(δ) ≈
Γ
(
D−2
2
)
4π
D
2 δD−2
tanhµπ + i
(−1)D−22 |Γ(h+)|2
(4π)
D
2 Γ
(
D
2
)
coshπµ
, δ → 0. (4.26)
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This propagator has a finite imaginary part:
Im GIn-Out(Z = 1) =
(−1)D−22 |Γ(h+)|2
(4π)
D
2 Γ
(
D
2
)
coshπµ
. (4.27)
This result corresponds to the one obtained for the Poincare´ patch in (2.30). But there is an
important difference, because the In–state in global de Sitter space does not coincide with the In–
(or BD) state in the Poincare´ patch. As a consequence the expression (4.27) differs from (2.30).
4.6.3 γ − χ propagator
In this case γ1 = χ1, γ2 = χ2, ub = 1;
Gγ−γ ≈
Γ
(
D−2
2
)
4π
D
2 δD−2
2
π
[
coshµπ
(
|γ1|2 + |γ2|2
)
+ i sinhµπ
(
γ∗1γ2 − γ∗2γ1
)]
=
=
Γ
(
D−2
2
)
4π
D
2 δD−2
T, as δ → 0, (4.28)
The condition (4.10) implies that: T ≥ 1. The minimum value of T correspond to
−iγ1 = γ2 =
√
π
4eµπ
. (4.29)
The value T = 1 cannot be achieved if γ1 and γ2 are both real.
4.7 Relation to the α-modes in the Poincare´ patch
Let us make the following transformation:
γ1 = α
∗
1 + α
∗
2, γ2 = i
(
α∗2 − α∗1
)
,
χ1 = β
∗
1 + β
∗
2 , χ2 = i
(
β∗2 − β∗1
)
,
then the condition (4.10) for γ1,2 and χ1,2 transform into:
|α1|2eµπ − |α2|2e−µπ = π
4
,
and the same condition for β1,2. In this case ub:
ub =
π
4
(
α1β∗1e
µπ − α2β∗2e−µπ
) ,
as follows from (4.12). With the new coefficients β1,2 and α1,2 the finite part of the γ−χ propagator
has the following form:
Gfinite(δ) ≈ i(−1)
D−2
2 |Γ(h+)|2
(4π)
D
2 Γ
(
D
2
) β∗1α2 − β∗2α1
α1β∗1e
µπ − α2β∗2e−µπ
, as δ → 0,
and the singular part is:
Gsing(δ) ≈
Γ
(
D−2
2
)
4π
D
2 δD−2
β∗1α1e
µπ + β∗2α2e
−µπ
α1β∗1e
µπ − α2β∗2e−µπ
=
Γ
(
D−2
2
)
4π
D
2 δD−2
T, as δ → 0.
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This is a manifestation of the fact that there is the so called Euclidean state |E〉 in global de Sitter
[4], [21], which corresponds to the |BD〉 or |In〉–state in the Poincare´ patch. Namely BD–BD (or
In–In) propagator in the Poincare´ patch coincides with the E–E propagator, which is just the
γ − γ–propagator for a concrete value of γ, in global de Sitter. Of course this coincidence is no
surprise since the BD vacuum is maximally analytic [9, 10].
One can prove that for any coefficients α, β:
0 < |T | <∞.
Let us consider the following values of the coefficients:
α1 =
√
x2 + 1e−
µπ
2
√
π
4 , β1 =
√
x2 + 1e−
µπ
2
√
π
4 ,
α2 = ixe
µπ
2
√
π
4 , β2 = xe
µπ
2
√
π
4
for some x. Then the corresponding Feynman α − β propagator has a divergent imaginary part,
because:
T =
(x2 + 1) + ix2
(x2 + 1)− ix2 . (4.30)
Thus, in the case of generic γ − χ–propagator one can have a complex singular part both in the
global de Sitter and in the Poincare´ patch. Moreover, as we have mentioned several times above,
the generic γ − χ–propagator has another singularity at Z = −1.
5 The static patch
In this section we shall discuss the properties of a massive real scalar field in the static patch
of the de Sitter manifold. The main feature of this patch is the existence of a time-like Killing
vector that allows one to introduce a notion of energy; the free Hamiltonian is the generator of
the above-mentioned time translations.
For notational simplicity here we restrict ourselves to the two-dimensional spacetime; the
following can easily be generalized to the general case. The de Sitter metric now is written as
ds2 =
(
1− r2) dt2 − dr2
1− r2 =
dt2 − dx2
cosh2 x
, r = tanhx. (5.1)
In these coordinates the scalar invariant is given by
Z =
cosh(t1 − t2) + sinhx1 sinhx2
coshx1 coshx2
. (5.2)
Time translation invariant Green functions now solve the following equation:[
∂2t − ∂2x +
m2
cosh2 x
]
GF (x, y|t− t′) = −iδ(x− y)δ(t− t′), (5.3)
By using the following inversion formula [33]
∞∫
−∞
kdk
2 sinhπk
P
ik
− 1
2
+iµ(tanhx)P
−ik
− 1
2
+iµ
(tanh y) = δ(x − y), (5.4)
we get an integral representation for the Green function:
GF (x, y|t) =
∫∫ ∞
−∞
dω
2π
kdk
2 sinhπk
A(ω, k)Pik− 1
2
+iµ(tanhx)P
−ik
− 1
2
+iµ
(tanh y)e−iωt. (5.5)
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The Feynman prescription gives
A(ω, k) =
−i
−ω2 + k2 + iǫ , (5.6)
precisely as in flat space-time. After that the integral over ω in (5.5) can be calculated, which
yields
GF (x, y|t) =
∞∫
−∞
dk
4 sinhπ|k|P
ik
− 1
2
+iµ(tanhx)P
−ik
− 1
2
+iµ
(tanh y)e−i|k||t|. (5.7)
From this one we can rewrite it via the positive defined harmonics as
GF (x, y|t) =
=
∞∫
0
dω
4 sinhπω
(
P
−iω
− 1
2
+iµ
(tanhx)Piω− 1
2
+iµ(tanh y) + P
iω
− 1
2
+iµ(tanh x)P
−iω
− 1
2
+iµ
(tanh y)
)
e−iω|t|. (5.8)
This is the Feynman propagator for the ground state of the free Hamiltonian in the Static patch.
We will show now that the last expression cannot be a function of the invariant Z. In fact,
consider the point x = y = 0. Then,
GF (0, 0|t) =
∞∫
−∞
dk
4 sinhπ|k|
∣∣∣Pik− 1
2
+iµ(0)
∣∣∣2 e−i|k||t|. (5.9)
If this were a function of Z = cosh t, then it would have been periodic under the change t→ t+2πi,
but if one analytically continue this function in the complex variable τ , one finds that:
GF (0, 0|0)−GF (0, 0|2πi) =
∞∫
−∞
dk
4 sinhπ|k|
∣∣∣Pik− 1
2
+iµ(0)
∣∣∣2 [1− e−2π|k|] > 0. (5.10)
Which means that the ground state of the time independent free Hamiltonian in the Static patch
does not respect the de Sitter isometry, i.e. does not provide two–point functions which depend
only on the invariant Z. So then one can ask which state in Static patch does provide de Sitter
invariant propagators?
The well-known answer is that the BD or Euclidean state correspond to the thermal one in the
Static patch [7, 8, 9, 10] with inverse temperature equal to β = 2π. We give here a fresh derivation
of this fact. The thermal Wightman propagator in the real time formalism has the following form
GW (x, y|t) =
∞∫
−∞
dω
4 sinhπω
eiωt
eβω − 1
[
P
iω
− 1
2
+iµ(tanhx)P
−iω
− 1
2
+iµ
(tanh y) +
+Piω− 1
2
+iµ(tanh y)P
−iω
− 1
2
+iµ
(tanhx)
]
, where β = 2π, (5.11)
which appears as a modification of (5.8) where we changed the distribution to the thermal one
with n(ω) = 1
eβω−1
. Using the Wightman function one can construct the other propagators, e.g.:
GR(x, y|t) = θ(t) ImGW (x, y|t),
GF (x, y, |t) = θ(t)GW (x, y|t) + θ(−t)GW (y, x| − t). (5.12)
Then using the identity
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1e2πω − 1 = −
+∞∑
n=−∞
∞∫
−∞
dτ
2πi
e−iωτ
τ + 2πin− iǫ , (5.13)
in the last equation, one obtains that:
GW (x, y|t) = −
∑
n
∞∫
−∞
dτ
2πi
∞∫
−∞
dω
4 sinhπω
eiω(t−τ)
τ + 2πin− iǫ×
×
[
P
ik
− 1
2
+iµ(tanhx)P
−ik
− 1
2
+iµ
(tanh y) + Pik− 1
2
+iµ(tanh y)P
−ik
− 1
2
+iµ
(tanhx)
]
=
= 2
∑
n
∞∫
−∞
dτ
2πi
ImGW (x, y|t− τ)
τ + 2πin− iǫ = 2
∑
n
∞∫
−∞
dτ
2πi
ImGW (x, y|τ)
t− τ + 2πin− iǫ , (5.14)
where we shifted the integral over the variable τ in the last line and used the relation
ImGW (x, y|t) = 1
2
[GW (x, y|t)−G∗W (x, y|t)] =
=
∞∫
−∞
dω
4 sinhπω
sinωt
e2πω − 1
[
Piω− 1
2
+iµ(tanh x)P
−iω
− 1
2
+iµ
(tanh y) + Piω− 1
2
+iµ(tanh y)P
−iω
− 1
2
+iµ
(tanhx)
]
=
= −
∞∫
−∞
dω
8 sinhπω
eiωt
[
Piω− 1
2
+iµ(tanhx)P
−iω
− 1
2
+iµ
(tanh y) + Piω− 1
2
+iµ(tanh y)P
−iω
− 1
2
+iµ
(tanhx)
]
.
At the end using ImGW = ImGBD we get
GW (x, y|t) = 2
∑
n
∞∫
−∞
dτ
2πi
ImGBD
(
cosh(τ)+sinhx1 sinh x2
cosh x1 coshx2
)
t− τ + 2πin− iǫ . (5.15)
Now we can perform the summation over n in the equation (5.15) to get
GW (x, y|t) =
∞∫
−∞
dτ
2πi
ImGBD
(
cosh(τ) + sinhx1 sinhx2
coshx1 coshx2
)
coth
(
t− τ − iǫ
2
)
. (5.16)
With the change of variables z = eτ and
coth
(
t− τ − iǫ
2
)
=
e
t−τ
2 + e−
t−τ
2
e
t−τ−iǫ
2 − e− t−τ−iǫ2
=
z + et
et − z − iǫ ,
this integral can be rewritten as
GW (x, y|t) = −
∞∫
0
dz
2πiz
ImGBD
(
z + 1/z + 2 sinhx1 sinhx2
2 coshx1 coshx2
)
z + et
z − et + iǫ . (5.17)
We change the contour of integration to be C = C+ ∪ C−, C± = α (1± iδ) , α ∈ R+
GW (x, y|t) = 1
2
∫
C
dz
2πiz
GBD
(
z + 1/z + 2 sinhx1 sinhx2
2 coshx1 coshx2
)
z + et
z − et + iǫ . (5.18)
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This integral can be taken by the Cauchy theorem. In fact, noticing that as z →∞ the integrand
goes to zero as ∼ z− 32 , which allows one to close the contour at infinity. The only non-zero
contribution comes from the z = et and gives
GW (x, y|t) = GBD(x, y|t). (5.19)
This observation finishes the proof that the BD state is seen in Static patch as a thermal state.
This is exactly the same situation as with Minkwski state in Rindler space.
However, please note that even though the distribution looks like a thermal one, this state
cannot be considered as a real thermal state. In fact, in the proper thermal state there is a non-
zero Debye mass, but as was shown in [27], this mass is actually equal to zero due to the properties
of the BD vacua and the de Sitter isometry.
Consider now a generalisation of the above equation to a generic temperature β:
GWβ(x, y|t) = 2
∑
n
∫
dτ
ImGBD(x, y|τ)
t− τ + inβ − iǫ . (5.20)
For the case βq =
2π
q one can split this expression into two sums
GWβq (x, y|t) = 2
∑
n
q−1∑
m=0
∫
dτ
ImGBD(x, y|τ)
t− τ + 2πni+ 2πmq i− iǫ
=
q−1∑
m=0
GBD
(
x, y|τ + 2πm
q
i
)
. (5.21)
Then, there is an interesting case of q = 2, β = π. In this case the propagator is
GWβ2(x, y|t) =
π
coshπµ
P− 1
2
+iµ
(
−cosh(t1 − t2) + sinhx1 sinhx2
coshx1 coshx2
)
+
+
π
coshπµ
P− 1
2
+iµ
(
−− cosh(t1 − t2) + sinhx1 sinhx2
coshx1 coshx2
)
, (5.22)
the second term brings in additional singularities on the horizon. It would be interesting to study
the possible consequences or effects of these singularities.
6 Concluding remarks
We give here a heuristic argument to explain why the time ordered propagator does not have an
imaginary part at the coincidence limit in odd dimensions7.
It is possible to convert the effective action considered in the Introduction into a quantum
mechanical path integral:
iSeff = log
(∫
d[ϕ]ei
∫
ddxL
)
=
∫ ∞
0
dT
T
∫
x(0)=x(T )
d[x]e
i
∫
T
0
dt
(
x˙2
4
+m2
)
.
To evaluate the last integral we may invoke the semiclassical approximation and obtain that
iSeff =
∫ ∞
0
dT
T
eiSext
√
1
det (∆)
,
where Sext is the extremal action for the particle in the background under consideration and ∆ is
the operator describing fluctuations around the extremum.
Usually one calculates the above integral by a Wick rotation to the Euclidean signature. The
Euclidean manifold of the complex de Sitter spacetime is a sphere and the geodesics are the
7ETA would like to thank N.Nekrasov for communicating this argument, which he has learned from A.Polyakov.
At least that what ETA remembers from the discussion of this issue with NN in 2011.
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maximal circles. This provides the required Sext which is an extremum rather than a minimum.
In fact, on the D–dimensional sphere there are (D − 1) directions along which maximal circles
can shrink. Thus, there are (D − 1) negative eigenvalues and the effective action contains the
contribution
det (∆)−
1
2 ∼ (−1)D−12 .
Consequently in even dimension Im (Seff ) 6= 0; on the contrary, in odd dimension there is an even
number of negative eigenvalues which results in a real value for the effective action.
In all, there is no imaginary contribution to the effective action in odd–dimensional de Sitter
space, but this does not mean that there is no particle production in odd–dimensional de Sitter
space [14]; the Hamiltonian is time dependent and cannot be diagonalized once and forever. As a
consequence, in general the notion of particle can be missing, or at best becomes ambiguous.
The main point of this paper is however that the In-Out formalism provides only a hint that
there is something interesting going on. This is well-known from the prototypical case of a time-
dependent electric field in flat space, where the particle number at intermediate times generally
depends on the choice of a basis of reference states associated with a particular truncation of the
adabiatic expansion [28] (see also [30], [31]). Moreover, as is explained in [29] the infrared loop
divergences do not cancel out in the background fields, unlike the usual case in flat space field
theory in Feynman technique. In non–stationary quantum field theory to calculate loop integrals
one has to apply the Schwinger–Keldysh formalism rather than the Feynman In–Out technique
(see [15] for a review) and calculate stress–energy fluxes rather than transition amplitudes. In such
a situation one has to set up an initial state and consider its destiny under the full interacting
Hamiltonian evolution. Although the notion of particle is missing, still the flux may be non–
trivial. In fact, it happens that loop corrections to the correlation functions are growing with
time [13], [15], [16], [14] and are not suppressed in comparison with tree–level contributions to the
stress–energy flux. Moreover, in some situations loop corrections violate the de Sitter isometry
and generate non–trivial fluxes [16], [14].
We would like to thank A.Polyakov, E.Mottola and N.Nekrasov for useful discussion. AET,
BKV, DDV, UM and CS would like to thank Hermann Nicolai and Stefan Theisen for the hospi-
tality at the Albert Einstein Institute, Golm, where the work on this project was started. AET
thanks the INFN, Sez di Milano and the University of Insubria at Como for hospitality and finan-
cial support. This work was supported by the Russian Ministry of Science and Education, project
number 3.9911.2017/BasePart. The work of ETA was supported by the grant from the Founda-
tion for the Advancement of Theoretical Physics and Mathematics BASIS and by RFBR grant
18-01-00460 . The work of FKP was supported by the US NSF under Grant No. PHY-1620059.
A Appendix
This calculation is applicable only for even dimensions. Here and below if we write a product of
two Legendre functions (for example:P(x)Q(y)) we assume that this product is ordered: x > y. To
simplify equations below we use such notations as in (4.19). We need the following three equations
which were used e.g. in [11]:
(
cosh t2 cosh t1
)−D−1
2
(D − 2)|ΩD−1|
∑
j
(
2j +D − 2
)
P
−iµ
j+D−3
2
(t˜2)Q
iµ
j+D−3
2
(t˜1)C
D−2
2
j (~x~y) =
=
(−1)D−22
2(2π)
D
2
[
(Z2+ − 1)−
D−2
4 Q
D−2
2
iµ− 1
2
(−Z+) + (Z2− − 1)−
D−2
4 Q
D−2
2
iµ− 1
2
(−Z−)
]
=
=
(−1)D−22
2(2π)
D
2
[
S
D−2
2
iµ− 1
2
(Z+) + S
D−2
2
iµ− 1
2
(Z−)
]
, (A1)
21
(
cosh t2 cosh t1
)−D−1
2
(D − 2)|ΩD−1|
∑
j
(
2j+D−2
)Γ(j + D−32 + iµ+ 1)
Γ(j + D−32 − iµ+ 1)
P
−iµ
j+D−3
2
(t˜2)Q
−iµ
j+D−3
2
(t˜1)C
D−2
2
j (~x~y) =
=
(−1)D−22
2(2π)
D
2
[
eπµ(Z2+ − 1)−
D−2
4 Q
D−2
2
iµ− 1
2
(−Z+) + e−πµ(Z2− − 1)−
D−2
4 Q
D−2
2
iµ− 1
2
(−Z−)
]
=
=
(−1)D−22
2(2π)
D
2
[
eπµS
D−2
2
iµ− 1
2
(Z+) + e
−πµS
D−2
2
iµ− 1
2
(Z−)
]
(A2)
and
(
cosh t2 cosh t1
)−D−1
2
(D − 2)|ΩD−1|
∑
j
(
2j +D − 2
)
Q
−iµ
j+D−3
2
(t˜2)Q
iµ
j+D−3
2
(t˜1)C
D−2
2
j (~x~y) =
= − iπ
2
(−1)D−22
2(2π)
D
2
[
(Z2+ − 1)−
D−2
4 Q
D−2
2
iµ− 1
2
(−Z+)− (Z2− − 1)−
D−2
4 Q
D−2
2
iµ− 1
2
(−Z−)−
− π
coshπµ
(
(Z2+ − 1)−
D−2
4 P
D−2
2
iµ− 1
2
(Z+)− (Z2− − 1)−
D−2
4 P
D−2
2
iµ− 1
2
(Z−)
)]
=
= − iπ
2
(−1)D−22
2(2π)
D
2
[
S
D−2
2
iµ− 1
2
(Z+)− S
D−2
2
iµ− 1
2
(Z−)− π
coshπµ
(
F
D−2
2
iµ− 1
2
(Z+)− F
D−2
2
iµ− 1
2
(Z−)
)]
. (A3)
Where we use Z±, which is defined in (4.18). To compute (4.15) we need to perform four summa-
tions over j. According to [11]:
P
iµ
ν (x) =
Γ(ν + iµ+ 1)
Γ(ν − iµ+ 1)
[
coshπµ P−iµν (x) +
2i
π
sinhπµ Q−iµν
]
, (A4)
Q−iµν (x) =
Γ(ν + iµ+ 1)
Γ(ν − iµ+ 1)
[
− πi
2
sinhπµ P−iµν (x) + coshπµ Q
−iµ
ν
]
. (A5)
One can transform sums in (4.15) into (A1), (A2), and (A3). We denote sums as follows:
P
+
Q
− =
(
cosh t2 cosh t1
)−D−1
2
(D − 2)|ΩD−1|
∑
j
(
2j +D − 2
)
P
−iµ
j+D−3
2
(t˜2)Q
iµ
j+D−3
2
(t˜1)C
D−2
2
j (~x~y).
And the results of transformations is as follows:
P+P− = − 2
π
i
sinhµπ
(A2) +
2i coshµπ
π sinhµπ
(A1),
and
Q
+
P
− = − 1
sinh2 µπ
(A1)∗ +
coshµπ
sinh2 µπ
(A2) +
2i coshµπ
π sinhµπ
(A3).
Where (A1), (A2) and (A3) means the expressions from the corresponding equations.
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