Abstract. We survey the basic notions of scattering theory in Hamiltonian mechanics with a particular attention to the analogies with scattering theory in quantum mechanics. We discuss the scattering symplectomorphism, which is analogous to the scattering matrix. We prove identities which relate the Calabi invariant of the scattering symplectomorphism to the total time delay and the regularised phase space volume. These identities are analogous to the Birman-Krein formula and the Eisenbud-Wigner formula in quantum scattering theory.
Introduction
The scattering theory in quantum mechanics deals with the following abstract framework (see e.g. [14, 21] ): for self-adjoint operators H 0 and H in a Hilbert space, the large t asymptotics of the corresponding unitary groups e −itH 0 and e −itH are compared. In the scattering theory in Hamiltonian mechanics (in its most general form), one considers two Hamiltonian functions H 0 and H on a non-compact symplectic manifold and compares the large time asymptotics of the corresponding two Hamiltonian flows. We refer to these two branches of scattering theory as "quantum" and "classical" cases for short.
One of the fundamental objects in the "quantum" scattering theory is the scattering matrix. The purpose of this paper is to discuss an object in Hamiltonian scattering theory which is in many ways (perhaps not yet entirely understood) analogous to the scattering matrix. For the want of a better term, we call this object the scattering symplectomorphism; it is a symplectic diffeomorphism on the manifold of the orbits of the Hamiltonian flow of H 0 of constant energy.
In "quantum" scattering theory, the determinant of the scattering matrix is related to the spectral shift function by the Birman-Krein formula and to the total time delay by the Eisenbud-Wigner formula. We will discuss the "classical" analogues of time delay and the spectral shift function and of the Birman-Krein and Eisenbud-Wigner formulas. It appears that the "classical" analogue of the determinant of the scattering matrix is given by the Calabi invariant of the scattering symplectomorphism.
Some of the constructions presented here are new (to the best of our knowledge) while others appeared in mathematics or physics literature at different levels of rigour and generality; this will be discussed below in more detail. We hope that collecting all this material and presenting it in a uniform way in a fairly general setting will be useful.
In Section 2 we describe the set-up of Hamiltonian scattering and introduce the main objects: the "classical" analogues of the wave operators and the scattering map, the scattering symplectomorphism, the total time delay and the regularised phase space volume (the latter is the analogue of the "quantum" spectral shift function). In Section 3, we state our main results which relate the scattering symplectomorphism to the regularised phase space volume and the time delay; these are the "classical" analogues of the Birman-Krein and the Eisenbud-Wigner formulas. At the end of Section 3, we also address the issue of whether the scattering symplectomorphism is a Hamiltonian symplectomorphism. In Section 4, we consider an example from classical mechanics. The proofs are presented in Sections 5-8. In Appendix A we collect the relevant formulas and definitions from "quantum" scattering theory for the purposes of comparison with the "classical" case. In Appendix B, we recall the necessary background information from symplectic geometry. In particular, we recall the definition of the Calabi invariant of a symplectomorphism.
In the authors' personal view of scattering theory, the analogy between the "classical" and "quantum" cases plays an important role. However, the reader not interested in the "quantum" scattering theory, can safely ignore all references to it.
2. The main objects of scattering theory 2.1. Notation and assumptions. Let N be a non-compact 2n-dimensional symplectic manifold, n 1, with a symplectic form ω. We will compare the large time behaviour of the Hamiltonian flows associated with two Hamiltonian functions H 0 , H ∈ C ∞ (N ). We use the following notation: X is the Hamiltonian vector field corresponding to H and Φ t : N → N is the Hamiltonian flow:
(i(X)ω)(·) ≡ ω(X, ·) = −dH(·); d dt Φ t (·) = X(Φ t (·)), Φ 0 = id.
For E ∈ R, let (2.1) G(E) = {x ∈ N | H(x) E}, A(E) = {x ∈ N | H(x) = E}.
We will often suppress the dependence on E in our notation, since the value of E will be fixed for a large part of the paper. Notation X 0 , Φ note the normalisation 1/n!. The characteristic function of Ω is denoted by χ Ω . Fix E ∈ R. We make the following assumptions:
Assumption 2.1. (i) E is a regular value of H, H 0 : dH(x) = 0 for all x ∈ A(E) and dH 0 (x) = 0 for all x ∈ A 0 (E). Thus, A(E) and A 0 (E) are C ∞ -smooth manifolds. (ii) The maps Φ 0 t : A 0 (E) → A 0 (E) and Φ t : A(E) → A(E) are well defined for all t ∈ R, i.e. the trajectories do not run off to infinity in finite time. Thus, Φ 0 t and Φ t are groups of diffeomorphisms on A 0 (E) and A(E).
(iii) For any compact set K ⊂ A 0 (E) there exists T > 0 such that for all x ∈ K and all |t| T , one has Φ
2.2. Wave operators and the scattering map. For x ∈ A 0 (E), let
we see that the above limits exist and are attained at finite values of t:
is constant along the orbits of Φ 0 (resp. Φ), we get
, ∀x ∈ K 0 , ∀|t| T and in the same way, H(W − (x)) = H 0 (x). It follows that W ± (A 0 (E)) ⊂ A(E). However, it is easy to construct examples such that W ± (A 0 (E)) = A(E). Thus, we make an additional assumption:
Since Φ t and Φ 0 t are symplectic diffeomorphisms of N for each t, it follows from (2.3) that W ± : A 0 (E) → A(E) are diffeomorphisms and that W * ± (ω| A ) = ω| A 0 . Next, since the definition of W ± can also be written as W ± (x) = lim s→±∞ Φ −t−s •Φ 0 t+s (x), we get the intertwining property (2.5)
, together with the intertwining property (2.5), ensures that the flow Φ t on A(E) has essentially the same properties as Φ 0 t on A 0 (E). In particular, Assumption 2.1(iii) holds true for the flow Φ t on A(E).
Assuming (2.4), we can define the scattering map (2.6)
From (2.5) (or directly from (2.7)) it follows that (2.9)
The scattering map is usually defined initially on the whole of N (or for some range of energies) and then restricted onto A 0 (E).
The above constructions are very well known; see e.g. [6, 14, 20] . The fact that the wave operators and the scattering map are symplectic transformations is particularly emphasized in the works by W. Thirring, see [20] or [12, 19] .
2.3. Symplectic reduction and the scattering symplectomorphism. One can consider the set of all orbits of the dynamics Φ 0 on the constant energy surface A 0 (E) as a symplectic manifold A 0 = A 0 (E). Indeed, by Assumption 2.1(i)-(iii), the action of the group Φ 0 on A 0 is smooth, proper and free, and therefore (see [1, Proposition 4.1.23]) the orbit space admits a smooth manifold structure and the quotient map π 0 : A 0 → A 0 is a submersion. It is easy to construct charts on A 0 by choosing sufficiently small (2n − 2)-dimensional submanifolds of A 0 such that X 0 is non-tangential to these manifolds; see the proof of Lemma 5.1. If x ∈ A 0 is a point of an orbit y ∈ A 0 , then the tangent space T y A 0 can be identified with the quotient space T x A 0 / span{X 0 (x)}. There exists a unique symplectic form ω 0 on A 0 such that π * 0 ω 0 = ω| A 0 ; see e.g. [1, Theorem 4.3.1 and Example 4.3.4(ii)]. It is not difficult to prove that if N is exact (i.e. there exists a 1-form α on N such that ω = dα), then A 0 is also exact, see Lemma 5.1 below.
If f : A 0 → R is a smooth function such that f • Φ 0 t = f for all t ∈ R, then f generates a smooth function f : A 0 → R such that f • π 0 = f . In a similar way, by (2.9), the scattering map S E generates the map (2.10)
We will call S E the scattering symplectomorphism.
Since the action of Φ on A is also free, smooth and proper, one can consider the symplectic manifold A of the orbits of Φ on A, with the natural projection π : A → A and a symplectic form ω on A. By the intertwining property (2.5), there exist symplectic diffeomorphisms (2.11)
Since we are going to discuss integration of forms over N , A 0 , A, A 0 , A, we should fix orientation on these manifolds. Orientation on N is fixed in such a way that the form ω n is positive on a positively oriented basis. In the same way, orientation on A 0 is fixed in such a way that the form ω n−1 0 is positive on a positively oriented basis. Orientation on A 0 is fixed such that if (e 1 , . . . , e 2n−1 ) is a positively oriented basis in T x A 0 and ξ ∈ T x N is such that d x H 0 (ξ) > 0, then (ξ, e 1 , . . . , e 2n−1 ) is a positively oriented basis in T x N . In other words, A 0 is considered as a boundary of G 0 with induced orientation. Orientation on A and A is fixed in a similar way to A 0 , A 0 .
In the case n = 1 the above reduction produces a "manifold" of dimension zero, i.e. a discrete set of orbits. The scattering symplectomorphism becomes just a permutation map on the set of these orbits. In this case, integration over the "volume forms" ω 0 , ω 0 0 will be understood simply as summation over this set of orbits.
2.4. Poincaré section. The above procedure of symplectic reduction looks particularly simple if one makes Assumption 2.2. There exists a smooth submanifold Γ ⊂ A 0 of dimension 2n − 2 such that:
(a) X 0 (x) / ∈ T x Γ for all x ∈ Γ; (b) for all x ∈ A 0 , there exists a unique z = z(x) ∈ Γ and a unique t = t(x) such that
In this case, the elements x ∈ A 0 can be considered as pairs (z, t) ∈ Γ × R such that x = Φ t (z). It is easy to see that Using the above identification of A 0 and Γ × R, the free dynamics can be represented as Φ 0 s : (z, t) → (z, t + s) and the scattering map as (2.12)
where
Γ → Γ is a symplectic diffeomorphism, and τ E : Γ → R is a smooth function. The map τ E is often called time delay, or sojourn time. We note that the definition (2.12) of τ E depends on the choice of Γ; there is no invariant way of defining a time delay function on A 0 .
The manifold Γ is, of course, the well known Poincaré section; see e.g. [1, §7.1]. The map s E : Γ → Γ in concrete cases appeared before in physics literature under the name Poincaré scattering map; see [7, 5, 17] . Its connection with the "quantum" scattering matrix has also been discussed in physics literature, see e.g. [17] .
2.5. Total time delay. Although the definition of time delay τ E above depends on the choice of Γ, the total (or average) time delay T E can be defined (see (2.15) below) in an invariant way.
It is straightforward to see that u 
T E is the total time delay. The above statement (in various concrete forms) is well known. See [4] for a survey of time delay and [15] for a rigourous discussion of semiclassical aspects.
Remark 2.4. Since W − : A 0 → A (see (2.11) ) is a symplectic diffeomorphism, the difference of the integrals in (2.15) can be rewritten as
is often interpreted as time delay related to the orbit y. Note, however, that the limit (2.18) may not exist unless the sequence Ω k is chosen in a special way; see [18] for a discussion of this issue.
2.6. Regularised phase space volume. Suppose that Assumption 2.1(iv) holds true for some E. Let us denote
It is interesting to note that if ±(H(x) − H 0 (x)) 0 for all x ∈ N , then ±ξ(E) 0. The "quantum" analogue of ξ(E) is the spectral shift function. See the survey [16] for an extensive discussion of this analogy in semiclassical context.
Main results
We will use some notation and terminology from symplectic topology. We collect the required material in Appendix B; for the details, see [10] . In particular, we use the notion of the Calabi invariant. For a compactly supported symplectomorphism ψ : M → M of an exact non-compact symplectic manifold M, one defines the Calabi invariant CAL(ψ) as the appropriately normalised integral of the generating function of ψ. The Calabi invariant is defined for those compactly supported symplectomorphisms ψ that have a compactly supported generating function; we denote this set of symplectomorphisms by Dom(CAL, M). We note that our sign conventions and normalisation of the Calabi invariant are different from those of [10] .
CAL( S E
and the regularised phase space volume.
Theorem 3.1. Let n 2; suppose that Assumption 2.1 and completeness (2.4) hold true for some E ∈ R. Assume also that N is exact and that A 0 (E) is non-compact. Then the map S E : A 0 → A 0 belongs to Dom(CAL, A 0 ) and the identity
holds true.
This should be compared to the Birman-Krein formula (A.2) in "quantum" scattering theory, bearing in mind the analogy between the Calabi invariant and the logarithm of determinant, see Section B.3.
3.2.
The scattering matrix and the total time delay. Theorem 3.2. Suppose that Assumption 2.1 and completeness (2.4) hold true for some E ∈ R. Suppose also that Assumption 2.1(iv) holds true for some E 1 > E. Then the identity
This result in various concrete forms appeared before in physics literature; see e.g. [12, 3, 9] . Combining Theorem 3.2 with Theorem 3.1, we get
This should be compared to the Eisenbud-Wigner formula (A.3) in "quantum" scattering. A related result was obtained in [2] in the framework of Hilbert space classical scattering.
S E as a Hamiltonian symplectomorphism. Recall the inclusions (B.2).
It is easy to show (see Example 4.3) that S E may fail to belong to Symp c 0 ( A 0 ), i.e. it may not be possible to continuously deform S E into the identity map. However, the following theorem shows that under some additional assumptions, 
An explicit formula for a family of Hamiltonians which generate S E is given in Section 8, see (8.1), (8.2).
Example: classical mechanics
Of course, N is exact, ω = d(− i q i dp i ). We denote by ·, · the usual inner product in R n , and |q| 2 = q, q . Let
where v 0 ∈ C ∞ (R n ) satisfies the following assumptions:
Fix any R ∈ R and consider Proof. Assumption 2.1(i) follows from (4.3). Assumption 2.1(ii) follows from (4.2), sincė q = p and |p|
Let us check Assumption 2.1(iv). We have
using (4.2) we see that this set is compact. In the same way,
Let us check Assumption 2.2. In order to check that Γ is a smooth manifold in A 0 (E), it suffices to verify that dH 0 and d q, p are linearly independent on Γ. Suppose that dH 0 = λd q, p at some point (q, p) ∈ Γ. Then ∇v 0 (q) = λp and p = λq, and so E = 1 2
by (4.4), and so
by (4.4), and so there exists a unique t ∈ R such that q(t), p(t) = R. Assumption 2.2, together with Assumption 2.1(i),(ii), implies Assumption 2.1(iii).
Thus, (4.1)-(4.4) ensure that the wave operators W ± : A 0 (E) → A(E) exist. In order to ensure that completeness (2.4) holds true, we have to make more specific assumptions. Let us assume that
Then by the same argument as in the proof of Lemma 4.1 (see (4.6)), we obtain that all trajectories of Φ t leave supp v for large |t| and therefore coincide with some trajectories of the free dynamics for large ±t > 0. From here we get completeness (2.4). It is also clear that the family 4.2. The case v 0 ≡ 0. In the case v 0 ≡ 0 it is easy to give explicit formulas for the phase space volume, time delay, and the Calabi invariant of S E .
The formula for the regularised phase space volume (2.19) is very well known (see e.g. [16] for a comprehensive discussion) and easy to compute:
is the volume of a unit ball in R n , d n q is the Lebesgue measure in R n , and (a) + = (a + |a|)/2.
Next, the formula for the time delay is also well known; see e.g. [11] . Let
. Then the time delay function τ E from (2.12) can be expressed as
and the total time delay is
− is the Lebesgue measure on the unit sphere in R n . Let us display formula (3.2) in the cases n = 2, 3:
Finally, let us give a formula for CAL( S E ). This requires some preliminaries. Let us fix α = − n i=1 q i dp i . Note that the form α is invariant with respect to simultaneous rotations of coordinate axes in both configuration and momentum space: q → Oq, p → Op, O is an orthogonal matrix. Let us describe local symplectic coordinates on Γ. For
Let us simultaneously rotate the coordinate axes in both configuration and momentum space in such a way that after this rotation, we have p
Recall the representation (2.12) for the scattering map S E . Fix
. . , q n−1 , p 1 , . . . , p n−1 ) be symplectic coordinates in U p − and let (q , i, j = 1, . . . , n − 1 are well defined. Define
We shall consider ρ as a real valued function of x − ∈ Γ. It is not difficult to see directly that this definition is independent of the choice of the local symplectic coordinates near x − and x. This will also follow from the proof of Lemma 4.2. One has
Proof. According to formula (B.4) for CAL, we have
with α = − i q i dp i . As above, let x = s E (x − ), let (q 1 , . . . , q n−1 , p 1 , . . . , p n−1 ) be symplectic coordinates in U p − and let (q
In these coordinate systems, let us write the form α on Γ as
. . , n − 1. Then it is easy to compute
and (4.9) follows. Formula (4.10) is just (4.9) with ω n−1 expanded.
4.3.
The case of rotationally symmetric v. Let v 0 ≡ 0 and let v be rotationally symmetric, v(x) = v 1 (|x|). Then formula (4.9) can be recast in terms of the usual variables of scattering theory: the impact parameter s and the scattering angle φ (see [8, Section 18] ).
For (q, p) ∈ R 2n , p = 0, the impact parameter s > 0 is defined by
Due to the conservation of angular momentum, the impact parameter is the integral of motion for both dynamics Φ 0 , Φ. If (q + , p + ) = S E (q − , p − ), then the scattering angle φ is defined such that
Of course, this does not yet define φ uniquely. In order to fix φ, let us note that due to the rotational symmetry, φ depends only on E and s. Thus, for a fixed energy E let us define φ as a continuous function φ : (0, ∞) → R such that (4.11) holds true, φ(s) → 0 as s → ∞, and ±φ(s) 0 for large s if ± p + , q − 0 (here for simplicity we assume R = 0 in (4.4)). Formula for φ is well known (see e.g. [8, Section 18] ): (4.12)
It is easy to compute that
and therefore
Substituting (4.12) into (4.13), and using (4.8), it is not difficult to check directly the validity of Theorem 3.1 in this case.
Example 4.3. Let us give an example where the scattering symplectomorphism is not homotopic to the identity map. Let n = 2, v 0 = 0 and v be of the form v(q) = v 1 (|q|),
). Under these assumptions, (4.7) may or may not hold true. However, using the separation of variables, one can directly check that the completeness condition (2.4) holds true.
In order to make our notation more succinct, let us identify R 2 with C in the usual way. Then the trajectories q = q(t), p = p(t) of the free dynamics Φ 0 can be parameterised by θ ∈ [0, 2π) and σ ∈ R so that
Of course, |σ| is the impact parameter.
It is easy to see that σ √ 2E, θ are symplectic coordinates on A 0 (E), and so A 0 (E) can be identified with a cylinder T * S 1 (as in Example B.3). Due to the conservation of angular momentum, the scattering symplectomorphism has the form
where ϕ(σ) = 0 for σ −1 and ϕ(σ) = 2π for σ 1. Here ϕ is the scattering angle with a different normalisation. Since the map S E "twists" the cylinder T * S 1 , it is easy to see that S E is not homotopic to the identity map: S E / ∈ Symp c 0 (T * S 1 ).
Auxiliary statements
5.1. Exactness of A 0 . Recall that N is called exact if there exists a 1-form α on N such that dα = ω. Here we prove that exactness of N implies exactness of A 0 . In the course of the proof, we construct an atlas on A 0 ; this construction will be used in the proof of Lemma 5.2.
Lemma 5.1. Let Assumption 2.1 (i)-(iii) hold true and suppose that N is exact. Then there exists a 1-form α on N such that dα = ω and
(5.1) i(X 0 )α = 0 on A 0 .
Moreover, there exists a 1-form α on
Proof. 1. First let us construct an atlas on A 0 . Fix y 0 ∈ A 0 and choose x 0 ∈ y 0 . Using local coordinates around x 0 , it is easy to construct a manifold Γ 0 ⊂ A 0 of dimension 2n − 2 such that x 0 ∈ Γ 0 and X 0 (x) / ∈ T x Γ 0 for all x ∈ Γ 0 . By Assumption 2.1(iii), there exists T > 0 such that for all |t| T , one has Φ 0 t (Γ 0 ) ∩ Γ 0 = ∅; here Γ 0 is the closure of Γ 0 in A 0 . It follows that the orbit Φ 0 t (x 0 ) can intersect Γ 0 only finitely many times. By reducing Γ 0 if necessary, we can ensure that Φ 0 t (x 0 ) / ∈ Γ 0 for all t = 0. Next, since we may assume Γ 0 to be pre-compact, there exists ǫ > 0 such that for all 0 < |t| < ǫ, one has Φ 0 t (Γ 0 ) ∩ Γ 0 = ∅. Since the closed set K = {Φ 0 t (x 0 ) | ǫ |t| T } has empty intersection with Γ 0 , there exists an open neighbourhood of K which has empty intersection with Γ 0 . It follows that one can choose a subset Γ ⊂ Γ 0 (which is itself a manifold of dimension 2n − 2) such that Φ 0 t (Γ) ∩ Γ = ∅ for all t = 0. Thus, we have constructed a "local Poincaré section", i.e. Γ parameterises {Φ 0 t (x) | t ∈ R, x ∈ Γ} ⊂ A 0 rather than the whole manifold A 0 .
Such a manifold Γ can be constructed for any point y 0 ∈ A 0 ; then the corresponding sets π 0 (Γ) form an open cover of A 0 . Let us choose a locally finite subcover {π 0 (Γ j )} of this cover and a smooth partition of unity { ζ j } on A 0 subordinate to this subcover (i.e. for each j, supp ζ j lies entirely within one of the sets π 0 (Γ j )). Clearly, we have an associated partition of unity {ζ j } on A 0 , ζ j = ζ j • π 0 .
Of course, if Assumption 2.2 holds true, then the above atlas can be chosen to consist of just one map.
2. Since N is exact, there exists a 1-form β on N such that dβ = ω. Let us construct F ∈ C ∞ (N ) such that α = β + dF has the required properties. We will construct F using the atlas described above.
For each j, let us construct a function F j on Ω j = {Φ 0 t (x) | t ∈ R, x ∈ Γ j } such that β(X 0 ) + dF j (X 0 ) = 0 on Ω j . This can be done by setting F j = 0 on Γ j and then extending F j onto Ω j by integrating the differential equation
along the orbits of Φ 0 . Now let us define F = j ζ j F j on A 0 and extend F onto the whole of N as a smooth function. Then on A 0 we have
The first sum in the r.h.s. of (5.3) vanishes by the construction of F j . Next, by the construction of ζ j we have
and so the second sum in the r.h.s. of (5.3) also vanishes. Thus, α satisfies (5.1).
3. Let us prove that there exists a 1-form α on A 0 such that π * 0 α = α. First note that, by Cartan's formula for Lie derivative,
on A 0 , where we have used (5.1). It follows that
Next, let x, y ∈ A 0 and let ξ ∈ T x A 0 , η ∈ T y A 0 be such that π 0 (x) = π 0 (y) and d x π 0 (ξ) = d y π 0 (η). This means that for some t, c ∈ R, one has y = Φ 0 t (x) and η = d x Φ 0 t (ξ) + cX 0 (y). Then, using (5.1) and (5.4), we obtain 
and let δ : A 0 → R be the corresponding function such that δ
We note that this lemma, with obvious modifications, can (and will) also be applied to integrals over A and A instead of A 0 , A 0 .
Proof. 1. Let ζ j , ζ j , Γ j be as in the proof of Lemma 5.1. It suffices to prove that
Next, as in Section 2.4, we have a map γ j : Γ j → A 0 which is a symplectic diffeomorphism onto its range. Using this map, we can rewrite the integral in the r.h.s. of (5.5) as the integral over Γ j . Thus, it suffices to prove that be the corresponding basis in the tangent space
Let us prove (5.6). Consider the map
It follows that we can separate integration over Γ j and over R in (5.7), which yields the required identity (5.6). 
Note that by (5.1), for all sufficiently large |t| one has
and so the integration in (6.1) is actually performed over a bounded set of t. It follows that ∆ ∈ C ∞ (A). It follows directly from the definition that ∆ is constant on the orbits of Φ t and therefore there exists ∆ ∈ C ∞ ( A) such that ∆ • π = ∆. Since A ∩ supp(H − H 0 ) is compact, it follows that supp ∆ is compact and so ∆ ∈ C ∞ 0 ( A). Lemma 6.1. Under the assumptions of Theorem 3.1, we have S E ∈ Dom(CAL, A 0 ) and
Proof. 1. First recall the well known formula for the derivative of reduced action. Let T > 0 and
we have H = E and so the last term in the r.h.s. of (6.3) vanishes.
Let us check that the function ∆
We can choose T > 0 sufficiently large so that for all
Thus, using (5.4) and (6.3), we have on K:
Using the formula α = π * 0 α and (2.10), we can rewrite (6.4) as
Since π 0 is a surjection, it follows that
i.e. ∆ 0 is a generating function of S E . Thus, S E ∈ Dom(CAL, A 0 ) and, according to the definition (B.3),
4. Let W − be as in (2.11). Since W * − ω = ω 0 , by a change of variable in the integral (6.6) we obtain (6.2).
6.2. Application of Stokes' formula. Let us apply Stokes' formula to rewrite the integral (2.19) in the definition of ξ. Let α be a 1-form on N as in Lemma 5.1. We first note that
Indeed, i(X 0 )α| A 0 = 0 by (5.1), and i(X 0 )ω = −dH 0 = 0 on A 0 since A 0 is a constant energy surface. Thus, i(X 0 )(α ∧ ω n−1 )| A 0 = 0; since α ∧ ω n−1 has a maximal rank on A 0 , it follows that (6.7) holds true. Lemma 6.2. The identity
Proof. 1. Let Ω ⊂ N be a compact set with a smooth boundary such that supp(
by (6.7) the integrand in (6.8) vanishes outside Ω. Thus, the integration in (6.8) is in fact performed over A(E) ∩ Ω and so the r.h.s. is finite. 2. Writing G = G(E) and G 0 = G 0 (E) for brevity, we get
We have d(α ∧ ω n−1 ) = ω n and therefore, by the Stokes' formula,
since the integrals over G 0 ∩ ∂Ω and G ∩ ∂Ω cancel out.
6.3. The rest of the proof. By (6.2) and (6.8), it remains to prove that
This follows from Lemma 5.2 with µ = α, Ω = A.
7.
Time delay: Proof of Theorems 2.3 and 3.2 7.1. Proof of Theorem 2.3. 1. Our first aim is to prove that the r.h.s. of (2.17) is independent of k for all sufficiently large k.
and therefore the integration in the r.h.s. of (2.17) is actually performed over K 0 .
By Assumption 2.1(iii), there exists T > 0 such that for all |t| T one has
Let us choose ℓ sufficiently large so that for all |t| T , we have
Then for all x ∈ K 0 and all k ℓ:
Next, let us define
Comparing (7.3) and (7.4), we get
Then from (7.5) it follows that (7.6)
Since S E : A 0 → A 0 is a symplectic diffeomorphism and S E (x) = x for x / ∈ K 0 , we see that the r.h.s. of (7.6) vanishes. This proves that the r.h.s. of (2.17) is independent of k ℓ. Thus, the limit (2.15) exists.
2. Let us prove that the limit in (2.15) is independent of the choice of the sequence {Ω k }. First note that the limit (2.15) can be calculated over any subsequence of {Ω k }. Next, let {Ω ′ k } be another sequence of sets with the same properties as {Ω k }. Then it is easy to construct sequences of indices p 1 < p 2 < · · · and q 1 < q 2 < · · · such that
Then the sequence {Ω p k } is a subsequence of both the sequence (7.7) and the sequence {Ω k }. It follows that the limits (2.15) over the sequence (7.7) and over the sequence {Ω k } coincide. In the same way, the limits (2.15) over the sequence (7.7) and over the sequence {Ω ′ k } coincide.
3. Let us prove (2.16). Since supp(H − H 0 ) ∩ A 0 is compact, there exists a compact set Γ 0 ⊂ Γ such that for all z ∈ Γ \ Γ 0 and all t ∈ R, one has Φ t (z) = Φ 0 t (z) (for example, one can take Γ 0 = Γ ∩ K 0 ). Then we have supp τ E ⊂ Γ 0 and also
for all sufficiently large k. Let ℓ be sufficiently large so that (7.2) holds true and also assume (by increasing ℓ if necessary) that for all k ℓ and all z ∈ Γ 0 , one has Φ 0 t (z) ∈ Ω k for |t| |τ (z)|. Using (7.3) and the representation (2.12) for the scattering map, we get for all z ∈ Γ 0 :
Next, since s E : Γ → Γ is a symplectic diffeomorphism, we get (7.9)
for all t ∈ R. Finally, integrating (7.8) over Γ 0 with respect to the symplectic volume form ω n−1 (n−1)! and using (7.9), we arrive at (2.16).
7.2. Proof of Theorem 3.2.
Then for all k ℓ,
2. Let Y 0 be a vector field defined in a neighbourhood of 
By our assumptions, F s = 0 on A s outside a compact set. Thus, the integration in (8.1) is performed over a bounded set of t. It follows that a s ∈ C ∞ (A s ). It is clear that a s • Φ s t = a s for all t ∈ R, and therefore one can define a s ∈ C ∞ ( A s ) such that a s • π s = a s . Below we will prove that 
Then it is easy to see that for x ∈ A 0 \ K, one has a s • W s + (x) = 0. Thus, in order to prove the theorem, it suffices to check (8.2).
3. In order to prove (8.2), below we will check the identity
The identity (8.3) can be written as
In the same way, for any s ∈ [0, 1], we get
Let us define a vector field
Using the identities i(Y s )ω = −dF s and 
Using (8.6), we obtain
as required in (8.3).
Appendix A: Key formulas in quantum scattering
Here we collect those definitions and formulas in quantum scattering theory which are relevant to the rest of the paper. We do not make any attempt at being rigourous or even precise about the required assumptions. Our cavalier approach will probably horrify experts in quantum scattering but this collection of formulas might be useful for the purposes of comparison of "classical" and "quantum" cases.
Let H 0 and H be self-adjoint operators in a Hilbert space H. In order to simplify our discussion, let us assume that both H 0 and H have purely absolutely continuous spectrum (see e.g. [ 
Here S E is a unitary operator in the fibre space h(E); S E is called the scattering matrix. See [21, Section 2.4] for the details. Let P (k) be a family of operators in H such that
assuming that these integrals exist. Then T (k) commutes with H 0 and therefore is diagonal with respect to the direct integral decomposition (A.1). Let T
(k) E
: h(E) → h(E) be the corresponding fibre operator. Then the limit T E = lim k→∞ T (k) E , whenever it exists, is called the global time delay operator, and T E = Tr T E is called the global time delay. See [15] for the details.
The spectral shift function ξ(E) is defined by the relation
which has to be understood in a certain regularised sense; see [ see [15] for the details.
Appendix B: Symplectic diffeomorphisms and the Calabi invariant B.1. Symplectomorphisms. We recall some notation and preliminaries from symplectic topology; see e.g. [10] for the details. Let (M, ω) be a non-compact 2m-dimensional symplectic manifold, possibly with boundary. We need the following notation: B.2. The Calabi invariant. Let us assume that M is exact, i.e. there is a 1-form α such that ω = dα. We recall the definition of the Calabi invariant CAL; for the details, see [10] . For our purposes we need to define CAL on a wider set of symplectomorphisms than it is usually done. Let Dom(CAL, M) be the set of all ψ ∈ Symp c (M) such that there exists a 1-form α and f ∈ C ∞ 0 (M) with dα = ω and α − ψ * α = df . In this case we will say that f is a generating function of ψ.
If ψ ∈ Dom(CAL, M) and f is a generating function of ψ, let us define
Note that our sign conventions and normalisation differ from those of [10] . A symplectomorphism can have many generating functions. However, we have B.3. log det and CAL. Here, without any attempt at being rigourous, we point out an analogy between the Calabi invariant of a symplectic map and the logarithm of the determinant of a unitary operator. This analogy helps to understand the relation between Theorems 3.1, 3.2 and their "quantum" counterparts. In order to make our discussion concrete, suppose M = R 2n and let us use the Weyl quantisation procedure. That is, for a real valued function h ∈ C ∞ 0 (R 2n ), let us define the self-adjoint operator (Hu)(q) = R 2n e i q−q ′ ,p h(
Then, clearly,
This connection between trace and phase space integral lies at the heart of the correspondence between quantum and classical mechanics. Further, let U be the unitary operator obtained from H by means of exponentiation: U = exp(−iH). U can be regarded as a time one map corresponding to the differential equation This to some extent explains the analogy between −Im log det and CAL.
