In recent years, the use of computational tools to aid in the evaluation, understanding and design of advanced porous materials for gas storage and separation processes has become ever-more widespread. High-performance computing facilities have become more powerful and more accessible and molecular simulation of gas adsorption has become routine, often involving the use of a number of default and commonly-used parameters as a result. In this work, we consider the application of molecular simulation in one particular field of adsorption -the prediction of methane adsorption in metal-organic frameworks in the low-loading regime -and employ a range of computational techniques to evaluate the appropriateness of many commonly chosen simulation parameters to these systems. In addition to confirming the power of relatively simple generic force fields to quickly and accurately predict methane adsorption isotherms in a range of MOFs, we demonstrate that these force fields are capable of providing detailed molecular-level information which is in very good agreement with quantum chemical predictions. We highlight a number of chemical systems in which molecular-level insight from generic force fields should be approached with a degree of caution and provide some general recommendations for best-practice in simulations of CH4 adsorption in MOFs.
Introduction
Over the past several decades, the design, synthesis and development of new metalorganic frameworks (MOFs) has garnered a great deal of attention in scientific literature. Their flexible 'mix-and-match' construction -based on a combination of one or more types of metal node coordinated with one or more types of organic ligand -allows for a wide range of topologies, pore sizes, surface areas and chemical environments, as well as an ever-increasing variety of applications, including catalysis, drug delivery, gas storage and separations [1, 2, 3, 4, 5, 6] . The huge number of potential MOF structures, combined with the range of complex chemical, material and mechanical phenomena observed therein has resulted in computational tools playing an increasingly important role in MOF science [7, 8, 9, 10, 11] . In the present work, we focus on one particular application: the computational prediction of CH4 adsorption in the low loading regime in MOFs.
In 2004, the Snurr group [12, 13] , employed molecular simulations to evaluate the adsorption of methane in a range of real and hypothetical MOF materials and demonstrated that, in the case of IRMOF-1 and IRMOF-6, grand canonical Monte Carlo (GCMC) simulations were able to reproduce the experimental methane adsorption isotherms to within 5-10%. Since then, GCMC has been employed to predict CH4 adsorption isotherms in a wide range of MOFs and related structures [14, 15, 16, 17, 18, 19, 20, 21, 22, 23] , with reasonable agreement with experiment reported in many cases.
One of the oft-quoted beauties of molecular simulation is that, when a simulated isotherm which is in reasonable agreement with experiment is recovered, it is possible to extract accurate and physically meaningful information regarding the preferred adsorption sites and energetics of the adsorption process from these simulations -information which is typically extremely challenging or impossible to obtain from experimental studies. The tacit assumption being that recovering the correct isotherm means that the underlying chemical/mathematical description is correct -that is, one can only correctly predict the isotherm if the descriptions of the atomic interactions and strengths are also correct. In the present work, we attempt to shed light on this fundamental assumption in the case of CH4 adsorption in a range of MOFs following a multi-level computational approach. The suitability of three common generic force fields (UFF [24] , DREIDING [25] and OPLS-AA [26, 27] ) for the prediction of macroscopic properties (adsorption isotherms) is evaluated against available experimental data, while the recovery of accurate atomistic-level information from force field calculations (small molecule interactions) is compared to density functional theory (DFT) calculations. While all three force fields perform reasonably well in both aspects of the study, we highlight a number of systems in which these generic force fields should be approached with caution before, finally, making some general recommendations for good practice in the choice of generic force field as applied to methane adsorption in MOFs.
Simulation Details
The present work is not intended to provide a comprehensive review of simulations of adsorption in MOFs -several excellent review articles discuss this subject [8, 10, 28] and the reader is directed towards these for more detail. It is necessary, however, to briefly introduce some of the technical aspects of simulations of CH4 adsorption in MOFs. In general, two broad classes of simulation are available: approaches in which the interactions between atoms are described using quantum chemical or ab initio derivations, and those using some combination of empirically derived force fields (so-called 'classical' approaches). Due to the relatively high computational cost -and thus small system sizes -associated with quantum chemical methods, adsorption properties are typically assessed using classical molecular simulations.
The adsorption of CH4 in a range of MOF-based systems (see SI) was evaluated in three different simulation environments. The interaction of single gas molecules with fragments of the MOF material was evaluated using DFT. The same single gas molecule -ligand interactions were also probed using analogous force-field (FF) based approaches, in which the dependence of gas-MOF interaction on location and guest orientation was studied. Finally, the adsorption isotherm was evaluated in the periodic MOF system using grand GCMC simulations and, where possible, compared to experimental adsorption data.
Density Functional Theory Calculations
The interaction of a single CH4 molecule with fragments of the MOF was investigated using DFT with Grimme 3 dispersion correction [29] implemented in the Q-Chem software package [30] . In most cases, the fragment was the aromatic core of the ligand used in the MOF, with carboxylate groups replaced with either methyl groups or hydrogen. In order to fully investigate the interaction of guest molecules near the oxygen atoms of the carboxylate groups, several calculations were undertaken in which the fragment was the Zn-benzoate cluster typical of IRMOF-1. The interaction of the guest molecule with the fragment was evaluated in two steps, both using the B3LYP functional [31] , which has been shown to be suitable for the treatment of weakly bound light gas-aromatic systems [32, 33] as well as the interaction between CH4 and unsaturated metal centres in MOFs [34, 35] . Geometry optimization of the guest-linker dimer was undertaken using the 6-31+G* basis set, followed by single-point energy calculations using the larger 6-311+G* basis set, from which the binding energy of the guest molecule was estimated following the counterpoise method for the correction of the basis set superposition error [36] . For each system, several initial geometries were evaluated and in all calculations the atoms of the linker fragment were kept fixed, while the guest molecule and its constituent atoms were allowed to adjust position upon optimisation. Thus, for each system, a range of binding locations were investigated and the strongest binding locations identified.
Force Field-Based Calculations
At the core of any classical molecular simulation is the choice of mathematical functions used to describe atomic interactions. In the case of the relatively simple and nonpolar methane molecule, the 12-6 Lennard-Jones (LJ) form (1) is the most common choice.
Where the total energy of interaction (υij) between atoms i and j is a function of their separation distance (rij). The minimum of the potential (which primarily governs the strength of interaction) and the distance at which υij = 0 (which is conceptually related to the size of the atoms) are donated by εij and σij respectively. The cross-terms, εij and σij, of equation (1) are typically calculated by combining LJ parameters for the individual species i and j following some well-defined mixing rule. The total interaction energy of the system is considered to be a pair-wise summation of all atom pairs.
In simulations of adsorption, the choice of εij and σij determines the strength of interaction both between sorbate and adsorbent and between sorbate molecules, as well as the volume of individual molecules and the pore volume available for adsorption. Several sets of LJ parameters for CH4 have been derived which are capable of predicting the behaviour of the bulk fluid in simulation, of which the TraPPE force field [37] is most commonly applied in studies of adsorption. Although a number of groups have derived framework LJ parameters for specific MOF-guest systems [38, 39, 40] , the majority of studies make use of one of several generic force fields, of which the most common are UFF, DREIDING and OPLS-AA. Both UFF and DREIDING were developed and tested for their ability to predict crystal structures, bond lengths and bond angles for organic [25, 41] and, in the case of UFF, organometallic molecular complexes [42] , while OPLS-AA was developed to correctly reproduce properties of bulk organic liquids, such as the heat of vaporisation and liquid density [26, 27] . It should be noted that while all three force fields have been used to simulate gas adsorption in MOFs with some degree of success, none of them were designed to describe the interaction between a relatively isolated organic fragment or metal cluster with adsorbed species and, therefore,
should not be assumed to be transferable to all MOF systems.
Unless stated otherwise, force-field based calculations in this work were undertaken using the TraPPE parameters for CH4, which was treated using a united atom [UA] description [37] . In the case of UA methane, only a LJ component was considered. Select systems (explicitly identified in later sections) were further evaluated using the LJ parameters of the OPLS-AA CH4 model [27] , which incorporates both LJ and electrostatic components. In the evaluation of gas-ligand binding using classical methods, the CHELPG partial charges derived from the complementary DFT calculations were used to describe the MOF fragment.
Three primary sources of LJ parameters for the organic portion of the framework were explored: UFF, DREIDING and OPLS-AA. As is typical in the MOF literature, metal atoms were described using UFF parameters, as these parameters are often not available in the DREIDING or OPLS force fields. All LJ parameters used in this work are listed in SI.
While the primary variable which we adjust in the present work is the choice of LJ parameters for framework atoms, in truth we are evaluating the ability of the combined MOFguest LJ terms -following Lorentz-Berthelot mixing rules [43] -to describe the MOF-gas interaction. The TraPPE force field was developed to describe the bulk properties of the adsorbed gases, and has been shown to capture the adsorption isotherm well in the medium to high loading regimes in a wide range of MOFs [18, 44, 45] . We thus consider it is most sensible to assign the prediction of the low loading regime and guest-framework interactions to the choice of framework LJ parameters, though this is not the only approach which one may take.
For each of the systems evaluated via DFT, complementary calculations were undertaken using classical, FF-based methods implemented in an in-house modified version of the Kh_d toolset [46] . In these simulations, the optimised MOF fragment from the DFT simulation was placed in a large simulation box. The box was then discretised on a 0.2 Å grid and, for each point on the grid, the interaction of the guest molecule with the fragment was evaluated using the chosen force field. In the case of single-atom molecules (ie united atom CH4), only a single calculation was performed per point. For polyatomic species, 5000
randomly generated trial orientations were tested per point and both the orientational averaged interaction energy and the individual configurations resulting in the strongest interaction were recorded. Both the fragment and probe molecule were treated as rigid bodies.
Grand Canonical Monte Carlo
For those MOFs for which experimental adsorption data was available, theoretical adsorption isotherms for CH4 were generated via GCMC simulations carried out using the MuSiC software package [47] . Each simulation point was allowed at least 6 x 10 6 Monte Carlo steps to come to equilibrium and system properties were evaluated over a further 10 x 10 6 steps.
Input fugacities were calculated using the Peng-Robinson equation of state and framework atoms were kept fixed at their crystallographic positions (i.e. the MOF was assumed to be rigid).
Results and Discussion

Prediction of Adsorption Isotherms
Of the fourteen ligands included in the DFT/FF comparative study, several belong to MOF structures for which reliable low pressure CH4 adsorption data at 273 K is available (IRMOF-8, MFM-188, MFM-181, MFM-183, MFM-185 and UTSA-33). Of these, a similar force field evaluation has been previously undertaken for IRMOF-8 [48] . For each MOF, methane adsorption isotherms were simulated using UFF, OPLS-AA and DREIDING force fields (see SI). In subsequent analysis, we report adsorbed amounts as the absolute number of methane molecules per unit cell for both experimental and simulated data. In order to compare force field performance across different MOF systems, we report the deviation of simulation from a Langmuir isotherm fitted to experimental data. In all cases the R 2 value of the fitted isotherm was > 0.97. Fractional loading, θ, is defined with respect to the fitted saturation capacity of the experimental system.
The isotherms recovered for MFM-181 ( Fig. 1) are representative of the trends observed in all seven systems. As has been noted previously in the case of covalent organic frameworks [20] and IRMOF-8 [48] , UFF tends to significantly over-estimate adsorbed amounts compared to DREIDING, by between 15 and 50%. The OPLS-AA force field performs very similarly to UFF, over-estimating compared to DREIDING by between 8% and 40%. The largest discrepancy is evident at low fractional loadings (θ < 0.25) and in all cases, the three force fields move towards convergence at higher pressures as the adsorption process begins to be dominated by methane-methane rather than methane-framework interactions. In all cases, the isotherms predicted from generic force fields were in qualitative agreement with experimental data in the low and medium loading regimes, here taken as fractional loadings θ < 0.5. DREIDING was found to provide the closest quantitative agreement with experiment ( Fig. 2) , though still over-estimates adsorbed amounts compared to experiment by 15-36% (θ < 0.25) and 13-14% (0.25 ≤ θ < 0.5). It is worth restating that these percentages relate to the absolute number of molecules present in the unit cell. For the low loading levels and MOFs considered in this study, the difference between experiment and simulation is in the region of 5-10 molecules per unit cell (2-3 wt%, or 10-40 cm based on simulations of methane adsorption in ZIF-8 and ZIF-69, while a similarly large overestimation (~50%) has been reported in UiO-66(Zr) using UFF [22] . We would suggest that while UFF and OPLS-AA are suitable for qualitative prediction of adsorption isotherms in MOFs, both are likely to over-estimate the amount adsorbed, as well as low-coverage properties such as heats of adsorption or Henry's constants, by a significant amount.
Although DREIDING has been shown to significantly over-estimate methane adsorption when compared to experiment in ZIF-8 [23] , very good agreement was observed in the case of UiO-66(Zr) [22] (~9-20% over-estimation for θ < 0.5) and in the present work, while simulations in IRMOF-1 and IRMOF-6 [12] and in IRMOF-8 [48] found excellent quantitative agreement with experiment (5-10% difference when averaged over the full isotherm). While there are too many variables to fully rationalise these apparent differences in quantitative agreement (e.g. the quality of the experimental data and experimental sample, the physical characteristics and composition of the MOF and the choice of simulation software), we are able to investigate the influence of one particular simulation parameter on the computed isotherms, namely the choice of cut-off radius, i.e. the atomic separation beyond which LJ interactions are assumed to be negligible.
The cut-off radius (rc) is typically expressed in terms of multiples of the largest LJ σ parameter used in the simulation -σ for methane in this work. Suggested values of rc range from 2.5σ for typical LJ fluids, which can be expected to introduce an error in the total energy of the system in the region of 10% [52] , to 5.5σ in MC simulations of vapour-liquid coexistence [53, 54] . In the present work, rc = 15 Å (4σ) was implemented, while in the systems described above, the cut-off radius ranged from 12.8 to 18 Å (3.4σ to 4.8σ). Following the work of Düren et al [12] , 12.8 Å has proven a popular choice of cut-off radius in simulations of gas adsorption in MOFs. It is worth noting that this radius corresponds to just under half the width of the unit cell of IRMOF-1 and thus represented a compromise between computational accuracy and efficiency. Further increase in the cut-off radius would have required a significantly larger simulation box (eight unit cells instead of one) and increased CPU time as a result. In order to better understand the influence of cut-off radius on adsorbed amounts, methane adsorption isotherms were simulated in the systems previously introduced, as well as IRMOF-1, using the DREIDING force field and a cut-off radius ranging from 10 to 25 Å (2.6σ to 6.7σ).
For all systems studied, increasing the cut-off radius was found to increase the amount adsorbed across the full pressure range considered. The recovered isotherms begin to converge, both in terms of the number of adsorbed molecules and total system energy, for a cut-off radius of 15 Å and are statistically indistinguishable for cut-off radii of 20 Å and above (Fig. 3) . For a cut-off radius of 15 Å, the simulated isotherms were quantitatively accurate to within 5% of those recovered using a 25 Å cut-off. This accuracy improves to within 3.5% for a cut-off of 17 Å. As illustrated for IRMOF-1 (Fig. 4) , the recovered isotherms in each MOF are all qualitatively similar and qualitatively correct in comparison to the experimental isotherm, even for the smallest cut-off implemented (rc = 10 Å). For the smallest cut-off used, the excess amount adsorbed is 10-30 cm 3 STP/g lower than that predicted in simulations using larger cutoff radii (rc > 15 Å). Furthermore, the adsorption mechanism and predicted adsorption sites are identical in all cases. We suggest that while a 12.8 Å cut-off is likely to introduce a statistically significant under-estimation of the amount adsorbed, the isotherm is likely to fall within 10% of the converged adsorption isotherm and in no way invalidates predictions of capacity or suitability for methane adsorption applications. We would recommend, however, that a cut-off of at least 15 Å (4σ), and preferably greater than 17 Å (4.5σ) be implemented in future work. The influence of cut-off radius does exhibit some system-dependence, however, and care should be taken to ensure these values are appropriate for the system of study.
Although all three force fields thus appear to over-estimate the strength of interaction between methane and the framework, they typically predict isotherms which are in reasonable agreement with experiment. We now consider whether having an isotherm which looks correct means that the associated atomistic detail of the prediction is physically insightful and chemically accurate for these systems at low loading (i.e. relatively isolated methane molecules interacting with the MOF). When evaluating the accuracy of these atomistic-level predictions, it is helpful to consider two classes of system -those whose ligand cores are based purely on carbon and hydrogen, and those whose cores incorporate other elements (oxygen, sulphur and nitrogen in this study). Note that the ligand fragments evaluated here have been methyl-, rather than COOH-terminated. The influence of the omitted carboxylate group -which is of particular relevance to the OPLS-AA force field -is evaluated subsequently in the case of the Znbenzoate cluster typical of IRMOF-1. In the case of carbon-rich ligands (Fig. 5) , it is clear that while all three generic force fields are in the right ball-park, they tend to return a slightly stronger binding energy (BE) than that predicted by DFT. The smallest discrepancy is observed for OPLS, over-predicting by DFT.
In the case of ligands with significant heterogeneity in their composition, such as those which incorporate S-, N-or O-heteroatoms or functional groups (such as the azo-, amide and amine moieties in this study), the combination of the standard MOF force fields with TraPPE-UA CH4 generally performs well in predicting the interaction strength and location of the strongest binding sites observed in DFT (Fig. 7) . As observed for the carbon-rich fragments, using UFF leads to a significant over-prediction of binding strength (by 5-45 %, and 17 % on average). In contrast to the carbon-rich fragments, however, DREIDING and OPLS are seen In our previous work, methane binding around the heterocyclic ligands of the MFM-18X series was shown to be heavily influenced by weak hydrogen bonding between methane and the N-or O-heteroatoms [33] . It should be remembered that a simple LJ potential should not be expected to be able to predict these types of interactions. In the case of the ligands of MFM-183/5, all three force fields were actually found to capture the strength of interaction and CH4-ligand separation surprisingly well in the regions where weak N--H hydrogen bonding was observed in DFT ( Fig. 8 ) but over-predicted the strength of interaction near the Oheteroatom by ~1.5 kJ/mol (34%). Employing a more complex model to describe methane (OPLS-AA, which includes both LJ and Coulombic potential terms) did not result in an improvement. All binding sites -both above the aromatic core and in regions in which weak hydrogen bonding is to be expected -are now over-predicted by 25-50% (an increase from the 17 to 35% over-prediction observed for FF/TraPPE-UA). Interestingly, the preferred CH4 orientations predicted by FF/OPLS-AA simulations do not match those observed in DFT (Fig. 8) . The interaction between the partial positive charge on the hydrogen of CH4 and either the π-electrons of the aromatic or partial negative charge of the heteroatom leads to CH4 aligning itself such that a single H atom is directed towards the ligand. In the case of OPLS-AA CH4, methane tended to align itself with 2-3 hydrogen atoms pointed towards the ligand in order to maximise the LJ component of the force field -i.e. the opposite of that predicted by DFT. Not only does the inclusion of point charges on methane fail to lead to an improvement in accuracy in the description of ligand-guest interaction energy, it also predicts methane orientations which are inconsistent with DFT-based predictions.
Furthermore, both UA and OPLS-AA treatments of CH4 predict strong binding of methane directly above the pyrazine ring of the MFM-185 fragment -a site which could not be replicated in DFT calculations [33] . Therefore, for systems in which complex, non-LJ type interactions may be present, quantum chemical calculations represent an excellent, complementary tool for investigation and validation of classical predictions.
Although OPLS was seen to consistently over-predict CH4 adsorption isotherms at low loading compared to both DREIDING and to experimental data ( Figs. 1 and 2 ) , it was found to be the best-performing FF in terms of predicting the interaction of methane with the organic core of the MOF. The major difference between the two cases is the presence of metal oxide clusters in the GCMC simulations -the fragments investigated via DFT excluded the carboxylate groups. Further BE calculations were thus undertaken for the CH4--Zn-benzoate cluster, representative of the metal-ligand combination of IRMOF-1 (Fig. 8) . As was the case for the organic fragments, all three force fields are able to correctly reproduce the binding locations observed in DFT -sites which have been previously explored by Dubbeldam et al [55] . Furthermore, all three force fields performed reasonably well in reproducing the binding energies predicted by DFT, with DREIDING correctly predicting the DFT binding energies to within 1 kJ/mol across the system. Both UFF and OPLS over-predicted by 1-2 kJ/mol in regions in which the primary interaction is with the benzene rings ( Fig. 9a and 9c ). Near the carboxylate groups (Fig. 8b) , however, OPLS significantly over-predicted (2-3 kJ/mol; ~20-30%) in comparison to DFT and the other two force fields, primarily a result of the much higher These preliminary results suggest that while the OPLS force field will produce an isotherm which will often look qualitatively correct, a significant over-estimation of the adsorption isotherm at low pressure is likely in any MOF using carboxylic acid as a coordinating group. Any subsequent analysis of preferred adsorption sites will be artificially skewed towards these regions of the MOF. This can be seen clearly in the work of Yang and 
Conclusions
In this multi-level computational study, the suitability of generic force fields for use in the prediction of methane adsorption isotherms and adsorption mechanisms in MOFs at low coverage has been evaluated through a combination of classical and quantum chemical simulations. We demonstrate that while all three commonly used generic force fields tested in this work (DREIDING, UFF and OPLS-AA) are suitable for the qualitative prediction of adsorption isotherms, DREIDING provides superior quantitative agreement with experimental data, confirming the general literature consensus. We also, show, however, that DREIDING over-estimates the adsorbed amount by up to 25% on average for fractional loadings less than 0.5. Furthermore, we demonstrate that selecting a cut-off radius of less than 17 Å (4.5σ) is likely to introduce a systematic and statistically significant underestimation in the amount adsorbed when compared to the converged result. This underestimation is relatively minor (5-10%) and will further depend upon the implementation of the cut-off. In the present work, the LJ term was simply truncated at rc. Alternatively, one may shift the potential to produce a smooth decay to zero at rc and/or choose to include a further tail correction to the LJ energy.
Comparison of DFT and FF-based simulations of gas-ligand binding has shown that DREIDING and, in particular, OPLS-AA are capable of predicting the binding location and binding energy to a high degree of accuracy (to within 0.5 Å and 1-2 kJ/mol). The level of accuracy attained by FF predictions decreases significantly in the case of ligands containing high concentrations of nitrogen or oxygen, however, and we recommend treating quantitative FF predictions of gas binding in these types of MOF systems with a certain degree of scepticism.
Based both on the results presented in the present work and the literature data summarised herein, we are able to make several suggestions as to best practice in choice of generic force field for predictions of methane adsorption in MOFs:
 UFF is likely to over-estimate both the adsorption isotherm and the interaction of  While OPLS-AA performed well in predictions of gas-ligand binding, it is likely to over-estimate gas adsorption in MOFs which use carboxylic acid as a coordinating group and did not offer a significant improvement over UFF or DREIDING in the prediction of adsorption isotherms.
 DREIDING offered the best performance of the three tested force fields in the prediction of adsorption isotherms in all the systems considered in this study, and in literature studies in which more than one force field was evaluated [23, 48, 57] . It also performed very well in the prediction of gas-ligand interactions and, as it considers each element to have only one set of LJ parameters, has the advantage of being easily implemented in simulations.
Given the huge number of potential MOF structures, the present work is not a comprehensive study of methane adsorption in MOFs but intended to guide researchers in the selection of appropriate force fields for adsorption simulations and highlight some of the limitations and potential pit-falls of these approaches. Computational tools are -rightlybecoming more commonplace in the search for high-performance MOF adsorbents but, as with all tools, need to be used appropriately.
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