Seismic acoustic impedance (AI) inversion is widely used in geophysics as AI can indicate rock characteristics and facilitate stratigraphic analysis. However, traditional AI inversion suffers from a multi-solution problem. To overcome this barrier, anisotropic total p-variation (ATpV) regularization has been applied in inversion as it can improve the accuracy by Lp quasi-norm. Nevertheless, this regularization results in the staircase effect and the scattering effect. To reduce these two effects, we introduced the mixed second-order variations and the fractional difference in AI inversion based on ATpV and proposed a novel AI inversion method using mixed second-order fractional anisotropic total p-variation (MS_FATpV) regularization. Moreover, the alternating direction method of multipliers (ADMM) algorithm is used to build the inversion framework. Numerical experiments demonstrate that the fractional difference and the mixed second-order variant can reduce the staircase and scattering effects. The proposed method reduces the multiplicity and improves the accuracy than some state-of-the-art methods based on anisotropic total variation (ATV).
I. INTRODUCTION
Seismic acoustic impedance (AI) plays an important role in geophysics as it can indicate rock characteristics and facilitate stratigraphic analysis [1] - [3] . Consequently, inversing AI from seismic data is significant research. In the past decades, several methods were proposed to solve this problem [4] - [6] . The pro-stack AI inversion is a popular one as it can transform the inversion problem to a linear optimization problem which can be solved easily [7] - [9] . However, the seismic data are affected by noise. It causes the same data to obtain different results in the same inversion. To reduce the multiplicity and improve the accuracy, researchers added more useful The associate editor coordinating the review of this manuscript and approving it for publication was Rajeeb Dey .
information in AI inversion. The frequently used approach is inversion using Tikhonov regularization which adds information by L2-norm [10] - [12] . Though this technique can reduce the multiplicity, the accuracy is still low. Bayesian AI inversion is another common method. It adds statistical information by Bayesian inference and can obtain high accuracy results [13] - [15] . Nevertheless, this approach needs large numbers of logging well data to statistic information. Recently, with the popularity of deep learning [16] - [18] , it is also used in AI inversion [19] - [21] . This technique uses the deep learning framework to analyze the known data and obtains useful information for inversion. Though it can get good results, it also needs huge amounts of known data. To further improve accuracy and reduce input data simultaneously, the sparse regularization is applied in the AI inversion which can improve the accuracy by utilizing the sparsity of rock properties [22] - [24] .
The total variation (TV) regularization is a common sparse constraint as it can represent the sparse information of difference by L1-norm [25] - [27] . In AI inversion, Zhang et al revealed the reflection coefficient is the vertical difference of AI, thus they used TV to represent the sparsity of the reflection coefficient and pointed out this regularization can improve accuracy [28] . Gholami found the horizontal difference of AI also is sparse, so they built the two-dimensional (2D) TV named isotropic total variation (ITV) to represent the sparsity and demonstrated the result of ITV is better than that of TV [29] . Wang et al noticed the reflection coefficient and horizontal difference are independent. They substituted the anisotropic total variation (ATV) for ITV and shown ATV can obtain a higher accuracy result [30] . Recently, Woodworth et al pointed out L1-norm is not the most direct method to take advantage of sparsity. They replaced L1-norm with Lp quasi-norm in ATV named as anisotropic total p-variation (ATpV) and demonstrated this regularization can take more advantage of sparsity than ATV in principle [31] . Chen et al used Lp quasi-norm to represent the reflection coefficient and revealed that Lp quasi-norm can improve accuracy than L1 norm [32] . Li et al introduced ATpV in AI inversion and demonstrated it can improve accuracy than ATV [33] . Although ATpV takes more advantages of sparsity, the integer difference and the first-order variations in ATpV lead to the staircase and scattering effects.
The fractional difference extends the difference to fractional form. It is widely used in signal and image processing as it can reduce the scattering effect by enhancing the texture details in the smooth areas and avoiding large oscillations in edges [34] . Cuesta et al defined the fractional difference and built the linear model through heat and wave equation [35] . Didas et al revealed the fractional difference has more obvious variance diminishing properties than integral difference [36] . Zhang et al introduced the fractional difference in ATV and pointed out it can reduce the scattering effect [37] . Recently, the mixed second-order variants have been used in the seismic inversion as it can reduce the staircase effect by providing more sparsity information [38] . She et al combined these variants with ATV named as mixed second-order anisotropic total variation (MS_ATV) and used it in AVO inversion. The result demonstrated the new variants can reduce the staircase effect made by first-order variations [39] . Guo et al used the MS_ATV in AI inversion and shown it can reduce the staircase effect and improve the accuracy [40] .
To reduce the staircase and scattering effects and improve accuracy, we proposed an AI inversion method using mixed second-order fractional anisotropic total variation (MS_FATpV) regularization. Also, we used the alternating direction method of multipliers (ADMM) algorithm [41] - [43] to build the inversion framework. The model data and field data are used to test the effectiveness of this approach. The result shows the introduction of the fractional difference and the mixed second-order variants in ATpV can reduce the staircase and scattering effects. The proposed method can obtain a higher accuracy result than some stateof-the-art methods based on ATV.
II. RELATED WORK A. FORWARD MODEL
AI inversion is the process of obtaining acoustic impedance from seismic data. To get AI, the reflection coefficient is used to build the mathematical model between AI and seismic data [44] . The relationship between seismic data and the reflection coefficient can be obtained by the convolution model shows by
where S ∈ R (n+m−1)×t represents the seismic data, ω ∈ R n×1 denotes the wavelet, R ∈ R (m−1)×t is the reflection coefficient, N ∈ R (m+n−1)×t represents the random noise, and * is the convolution operator, n denotes the length of the wavelet, m represents the length of the sampling point, t is the length of the trace. Replacing the convolution operation with the matrix operation [45] , (1) can be rewritten as
where ω m is the m-th element of ω. The relationship between the reflection coefficient and AI can be received by
where Z ∈ R m×t is the AI, i represents the number of the sampling points, j denotes the number of the traces. Equation (4) can be rewritten by a linear model due to the seismic reflection coefficient is less than 0.3 [46] . The linear model is shown by
Assuming L = ln Z ∈ R m×t , the relationship between the reflection coefficient and AI is represented by
where D ∈ R (m−1)×m is the matrix of difference and shown by
Combing (1) with (6) , the forward model between seismic data with AI can be denoted by
Based on the forward model, the traditional objective function can be obtained and represented as
where F represents the Frobenius norm. However, the accuracy of the traditional method is low. To obtain good accuracy, ATpV regularization is used in (9).
B. ANISOTROPIC TOTAL P-VARIATION
To introduce the ATpV, we must know the definition of ATV. The ATV regularization of AI is defined as
where 1 is L1 norm, D y ∈ R m×m represents the vertical difference shown by (11) , D x ∈ R t×t denotes the horizontal difference displayed in (12) .
Lp quasi-norm is used to replaced L1-norm in ATV, thus ATpV regularization is shown by
To analyze the advantage of Lp quasi-norm, we compare the sparsity of it with L1 norm by an optimization problem of a 2D reflection coefficient represented by
where r = [ r 1 r 2 ] T is the target, r * = [ r * 1 r * 2 ] T is the true model, and ε is a sufficiently small positive integer. The result is shown in Figure 1 , where the purple circle denotes r − r * 2 F < ε 2 , the blue line represents sparse term, and the red point is the solution of the reflection coefficient. The spectra show that r 1 = 0 in Figure 1 (a) and r 1 = 0 in Figure 1 (b). This result demonstrates the Lp quasi-norm can improve the sparsity. Thus, ATpV can improve sparsity than ATV.
III. PROPOSED APPROACH A. REGULARIZATION CONSTRAINT
The fractional difference can reduce the scattering effect by enhancing the texture details in the smooth areas and avoiding large oscillations in edges. Thus, we used it to replace the integer difference in ATpV. The integer vertical difference is defined by
Replacing the integer with fraction in vertical difference [47] , the fractional vertical difference is shown by
where i = 1, · · · , m, j = 1, · · · , t, a is a fraction, k is an integer and ψ a (l) is defined by
where l! = 1 × 2 × · · · × l, and (a) = +∞ 0 t a−1 e −t dt. Thus D a y ∈ R m×m can be represented as a matrix denoted by
also, we defined the fractional horizontal difference LD a x in the same way. The fractional horizontal difference matrix
Combing (19) with (20), we contained the fractional ATpV (FATpV) shown by
The mixed second-order variants can reduce the staircase effect by introducing more sparsity information. Thus, we introduced them in FATpV and obtained the mixed second-order fractional ATpV (MS_FATpV) denoted by
where D a y D a y L, LD a x D a x , D a y LD a x is the vertical, horizontal and mixed second difference, respectively.
B. INVERSION FRAMEWORK
We combined used this regularization in the traditional objective function. Also, we introduced the initial model in this function, because the initial model can improve the efficiency of inversion [48] . The novel function is shown as
where L 0 is the initial model, µ is the regularized factor of the initial model constraint. We expanded MS_FATpV and introduced regularized factors in it. (23) can be rewritten as
where λ 1 , λ 2 are the regularized factor of the first-order and second-order fractional anisotropic total variations. ADMM algorithm is used in the proposed method to solve the objective function. Based on this algorithm, we introduced matrix L a x , L a y , L a xx , L a yy , L a xy to represent LD a x , D a y L, LD a x D a x , D a y D a y L, D a y LD a x , respectively. Equation (24) is rewritten as a constrained optimization problem shown by
then, quadratic penalty terms and dual variables are introduced to transform (25) into an unconstrained optimization problem denoted by
where η 1 , η 2 are Lagrange multipliers and C a x , C a y , C a xx , C a yy , C a xy are dual variables. Then, we decomposed (26) to sub-problems of L, L a x , L a y , L a xx , L a yy , L a xy , C a x , C a y , C a xx , C a yy , C a xy . The sub-problem of L is shown by
The time complexity of (27) is O ((m + n) × m × t) [49] .
To improve the efficiency, we used the property of circulant matrices W , D, D a x , D a y . they can replace the matrix operation to the convolution operation [14] . Thus (27) can be rewritten as
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where w, d, d a x , d a y are the convolution kernel of W , D, D a x , D a y .d = −0.5 0.5 T , d a x = [ψ a (0), · · · , ψ a (k)] and d a y = [ψ a (0), · · · , ψ a (k)] T . The Fourier transform can transform the convolution operation to point multiplication and improve efficiency by reducing the dimension of operation. Thus (28) can be rewritten as
whereṽ is the Fourier transform of v and • represents the point multiplication operator. The time complexity of (29) is O(m × t × lg(m)) [50] . Furthermore, the length of AI m 1 and the length of wavelet n ≥
and the time complexity of (29) is lower. Consequently, we used (29) to replace (27) . The solution can be shown by
where F −1 2D is the 2D inverse Fourier transform, i+1 represents the i+1-th iteration, c denotes the conjugate operator. The sub-problem of is denoted by
The Lp shrinkage operator is used to solve this sub-problem [51] and the result is shown as
where sign is a function represented by
The processes of L a y , L a xx , L a yy , L a xy are the same as L a x , thus the solutions of them are shown as
The sub-problem of C a x is denoted by
This problem is linear. It can be solved by the gradient. The solution of C a x is represented by
The processes of C a y , C a xx , C a yy C a xy are the same as C a x , thus the solutions of them are shown in
Combining these equations, we obtained the inversion framework and displayed by Algorithm 1.
IV. EXPERIMENTS
In this section, we test the effectiveness of the proposed method by the model data and field data. Also, we quantitatively compare this approach with the other four methods by profiles and qualitatively evaluate them by the root mean square error (RMSE) and signal to noise ratio (SNR). The SNR is a measure of how the signal from the defect compares to noise which is showed in
Algorithm 1 The AI Inversion Framework Using MS_FATpV Input: S, w, L 0 , K , η, α, µ 1 , µ 2 , λ 1 , λ 2 , δ. Output: Z. where P t is the power of the model, P n represents the power of the noise, P i denotes the power of the inversion result. In this experiment, P t can be displayed by
where Z tr represents the model of seismic impedance,Z tr is the mean value of Z tr . Besides, P n can be defined by
where Z inv is the inversion result.
A. MODEL DATA
The Marmousi2 model which is a benchmark in geophysics was used to evaluate these methods [52] . The AI model is shown in Figure 2(a) , where it includes 500 traces and each trace has 500 points. The reflectivity coefficient was represented in Figure 2(b) . It is calculated by (5) . Combining the reflectivity coefficient with a Ricker wavelet (30Hz domain frequency) [53] , the seismic data can be received. Adding 30% Gaussian white noise in the data, noisy seismic data can be obtained as shown in Figure 2(c) . Moreover, a Gaussian filter was used in AI model to obtain the initial model, where the size and standard deviation of the filter are 51 and 10 4 . After several experiences in this data, the optimum parameters are represented by artificial regulation and shown in Table 1 , where the convergence error ε = 10 −5 , FATV is the fractional anisotropic total variation, MS_ATV is the mixed second-order anisotropic total variation. Using the optimum parameters, we obtained the results are shown in Figure 3 . The accuracy in Figure 3 (e) and 3(f) is higher than that in Figure 3(b) . This result shows the Lp-norm can improve the robustness than the L1-norm.
The distinctions between ATV, FATV, and MS_ATV are not obvious in Figure 3 . To solve this problem, we calculated the absolute error between results and the model displayed in Figure 4 , where the arrow points to the reservoir. From Figure 4 (b) and 4(c).
We can see the scattering effect near the reservoir. The effect of Figure 4 (c) is lower than that of Figure 4(b) . It means the fractional difference can reduce the scattering effect and improve accuracy. In Figure 4 (b) and 4(d), we can see many little blocks near the reservoir. The blocks made by the staircase effect in Figure 4(d) is less than that in Figure 4(b) . This result demonstrates the mixed second-order variants can reduce the staircase effect and improve accuracy. Besides, the error of Figure 4 (f) is lower than that of Figure 4 (e). It further shows the mixed second-order and the fractional difference can improve accuracy.
In Figure 5 , we chose the single trace of results including Trace 100, 275 and 400. Both of them displayed the red line is closer to the black line. The results demonstrated the proposed approach can improve the accuracy.
The RMSE and SNR are calculated and displayed in Table 2 . The best performances are shown in bold. We found the proposed method has the highest SNR and lowest RMSE. It means this approach can improve the accuracy and obtain a result with the least noise than others. Then, we analyzed the performance of important parameters of the proposed method, including p, a, k, λ 2 , η 2 . p is the parameter of ATpV and determines the sparsity of the variants which we showed in Part 2.2. Table 3 displayed the SNR and RMSE of different p. When p has decreased from 1 to 0.6, the RMSE has decreased and the SNR has increased. When p ≤ 0.4, the result is not convergent. These results mean the increase of sparsity can improve the accuracy but the excessive emphasis on sparsity leads to the result of nonconvergence.
a, k are the parameters of the fractional difference. They determine the fractional multiplicators and the number of AI which calculates the difference, respectively. We selected five points of a, k and computed the SNR and RMSE in Tables 4 and 5 . In Table 4 , we can get the best result when a = 1.0004. From Table 5 , we can obtain the best result when k = 3 and the results will not converge if k > 6. These results demonstrate a, k are important for the inversion. λ 2 , η 2 are the parameters of the mixed second-order variants. From the framework, we knew η 2 determines the degree of the constraint of these variants and λ 2 plays a role in choosing the size of the iterative step of them. We also chose five points and calculated SNR and RMSE shown in Tables 6 and 7 . From Table 6 , the results of η 2 = 0 is better than that of η 2 = 0. It means the mixed second-order variants can improve accuracy. Moreover, the best results are obtained when η 2 = 12 × 10 −8 . In Table 7 , SNR has increased and RMSE has decreased when λ 2 has increased. Besides, the result will not change when λ 2 ≤ 1 × 10 −6 or λ 2 ≥ 1 × 10 −4 . These results shown λ 2 , η 2 are useful in the proposed method. is the data of model, Figure 6 (b) represents the noisy data of model, Figure 6 (c) shows the data of the proposed approach. We can see Figure 6 (a) is similar to Figure 6 (c). This result showed the proposed method can obtain synthetic seismic data with less noise.
In general, the fractional difference and the mixed secondorder can reduce the scattering and staircase effect in model data. The proposed method can obtain high accuracy and few noise results. Furthermore, it can obtain a synthetic seismic data with less noise.
B. FIELD DATA
We test these methods in field data which are carbonate reservoirs come from Sichuan, China. The data include 250 traces and each trace includes 450 sampling points with a 2 ms sampling interval is shown in Figure 7 (a). The target reservoir is a gas reservoir and located in trace 87 and time 2210. A logging well was drilled in trace 38. We extrapolated the logging well under the guidance of seismic data and obtained the initial model by filtering the extrapolated result through a Gaussian filter. The initial model is displayed in Figure 7 After several experiences, the optimum parameters were obtained by artificial regulation and represented in Table 8 , where the convergence error ε = 10 −5 . VOLUME 8, 2020 Using the optimum parameters, we obtained the results shown in Figure 8 , where the blue line is the well. The target reservoir is purple and is higher than the surrounding rocks in the black frame. This result demonstrates the proposed method can detect gas from carbonate reservoirs. To compared this approach with others, we enlarged the black frame, which is also shown in Figure 8 . Figure 8(c) is more robustness than that of Figure 8(b) . It means the fractional difference can improve the robustness. From Figure 8(b) and 8(d) , the small piece in the yellow circle which is made by the staircase effect is reduced in Figure 8(d) . this result illustrates the mixed second-order variants can reduce the staircase effect. The well-earthquake relationship is not clear in Figure 8 . To analyze the matching degree of well-earthquake, we chose five traces near well from Figure 8 (f) and showed it in Figure 9 (a). We can see that the layer of the result can match the logging well. It means the proposed method obeys the rules of carbonate reservoirs and the result is stable. To analyze the distinctive more detailed, we draw the single trace near well in Figure 9 (b). It can be noticed the red line is closer than the other three lines, thus the proposed approach can obtain the highest accuracy results. Table 9 illustrates the quantitative comparison. We found that the proposed method has the highest SNR and lowest RMSE. This result shows the two improvements can improve the accuracy and obtain a result with the least noise. In general, the proposed method is suitable to detect gas from carbonate reservoirs and can obtain a stability result. Besides, the introduction of fractional difference and the mixed second-order can obtain high accuracy and low noise results in the field data.
V. CONCLUSION
A novel seismic AI inversion method using MS_FATpV regularization has been developed that can reduce the staircase and scattering effects, improving the accuracy of the result. This approach uses the fractional difference and the mixed second-order variants in ATpV. On the one hand, the fractional difference can enhance the texture details in the smooth areas and avoids large oscillations in edges, reducing the scattering effects. The mixed-second order variants introduce more sparse information in inversion, reducing the staircase effects. The model data and field data are employed to test this method. The results show these two improvements can reduce the scattering and staircase effect. The proposed method can improve accuracy than several state-of-the-art methods related to ATV. Also, it is successfully used in carbonate reservoir prediction and can obtain a stability result.
In fact, this approach only used in the carbonate reservoir. We will test it in other reservoirs. Moreover, some pre-stack inversions are linear optimization problems, such as the AVO inversion [4] and the AVA inversion [54] . We will extend the method to pre-stack inversion. Besides, the optimum parameters are obtained by artificial regulation in this paper. We will employ the techniques of the automatic parameter selection in the inversion [20] , [55] . Also, this approach cannot eliminate the staircase and scattering effects. we will introduce more useful techniques and geophysical information to overcome this barrier.
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