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Abstract
Apnea, bradycardia and desaturation (ABD) events often precede life-threatening
events including sepsis in newborn babies. Here, we explore machine learning
for detection of ABD events as a binary classification problem. We investigate
the use of a large neural network to achieve a good detection performance. To be
user friendly, the chosen neural network does not require a high level of parameter
tuning. Furthermore, a limited amount of training data is available and the training
dataset is unbalanced. Comparing with two widely used state-of-the-art machine
learning algorithms, the large neural network is found to be efficient. Even with a
limited and unbalanced training data, the large neural network provides a detection
performance level that is feasible to use in clinical care.
1 Introduction
Cardio-respiratory dysfunction and sepsis are major causes of morbidity and mortality in the neonatal
population [1]. Heart rate characteristic (HRC) monitoring system helps to reduce mortality of
preterm babies [2] and such systems have some success in detecting irregularities before they are
clinically prominent [3, 4, 5, 6, 7]. Apnea – breathing pauses and hypoventilation; Bradycardia – heart
frequency reduction and Desaturation (ABD) events occur in daily life especially in preterm infants
[8]. However, increasing ABD events also precede and may predict infection and life threatening
events [9]. Clinical symptoms of ABD events are: (a) apnea – breathing pauses and irregular breathing
amplitudes; (b) bradycardia – heart frequency goes lower than usual levels; (c) desaturation – blood
oxygen saturation is below normal levels; please see [10] for more details. Depending on patient
health and age, ABD events may occur in varying frequency. A high false negative rate in detecting
ABD events is detrimental to patient care and a high false positive rate results in exhausting medical
resources. Accurate detection of ABD events is a difficult task. Naturally we are interested to
use advanced machine learning for the detection task. Use of advanced machine learning methods
by medical practitioners is often challenging. Many machine learning methods, like deep neural
networks [11, 12] typically require a large amount of training data. However, even with a high level
of collaboration with hospitals, we so far are unable to access a large amount of training data for ABD
event detection task. Further, advanced machine learning methods often require technical knowledge
on tuning their parameters for achieving a good performance. Medical practitioners typically prefer
smart engineering tools without high involvement in technical parts.
Recently a large neural network is proposed in [13]. This is called progressive learning network (PLN)
where the network structure is determined in an autonomous way. The PLN learns its architecture in
a data driven manner. At the time of training, the PLN automatically learns the required number of
layers in its architecture and the number of nodes in its architecture. A learned PLN is expected to
be large in the sense of its wideness and deepness. Training of the PLN is user friendly as it does
not require pain-stalking involvements for tuning its parameters. Software codes are also available
online. In [13] it was experimentally shown that PLN can provide good pattern recognition accuracy
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for several object recognition tasks, mainly image based objects. Here, we explore PLN for ABD
event detection. An important point is that PLN was not shown to be tested on a limited training data
that we explore in the present study. Further, the training dataset we have access to is unbalanced.
Here unbalanced means that the training dataset has a very limited amount of labeled data with true
ABD events compared to the amount of labeled data with no ABD events. PLN was not shown to
be tested on unbalanced dataset. Hence, from a machine learning perspective, it is interesting to see
how the PLN performs for limited as well as unbalanced dataset. We expect that PLN will provide a
good performance for such data as the PLN learning process is highly regularized. At this point, we
found in the literature one ABD event detection algorithm [10] based on classical signal processing
methods (filtering and thresholding). In practice, a thresholding based technique requires a high level
of tuning, even at individual patient level. We are more interested in smart machine learning methods
in this study, and refrain to pursue the existing thresholding based method. In this article, along
with PLN we perform a comparative study with other machine learning algorithms. For this study,
we investigate support-vector-machine (SVM) [14] and cross-entropy minimization based artificial
neural network (ANN) [15]. The choice of the two algorithms – SVM and ANN – is motivated by
their popularity and success in various machine learning applications. Our study was performed in
accordance with governmental ethical guidelines. The regional ethics committees of the hospital and
municipality approved the research study.
2 Cohort
The clinical records of 13 eligible pre-mature infants were harvested at the neonatal intensive care
units (ICU), Karolinska hospital, Stockholm, Sweden. The age of the babies at discharge was
28.57 ± 23.20 days and the total amount of acquired signals was 371.35 days. The database is
called Clinisoft R© and contains patient data collected at the ICU including diagnosis codes and notes,
typically manually entered by clinicians. The signals we had access to are the heart frequency signal,
taken over a minute, and the oxygen saturation level in the blood, averaged from a one minute time
frame of a 100 Hz signal. Therefore both are sampled at the frequency of 160Hz. For clarity and
mathematical development later in the article, we denote the heart frequency signal by x1 and the
oxygen saturation level signal by x2. Like many other natural signals – such as speech, audio, image,
electro-cardiograms, etc. – we assume that the x1 and x2 signals are non-stationary. That means
statistical property of a signal varies with respect to time. To handle the non-stationary aspect, we use
frame-by-frame approach which is standard in speech, audio and image processing. We assume that
an l-sample frame (or window) is statistically stationary, where the value of l is not large. To collect
feature vectors, we use a window shift by one sample. That means an l-sample window is moved
across each of signals x1 and x2 by one sample in time-synchronization. This one-sample-shift helps
to generate a large number of feature vectors from the available amount of signals. For a windowed
portion of the signals, we collect all samples of the two signals x1 and x2, and construct a feature
vector. Let us denote a feature vector by x. The feature vector x comprises of l consecutive samples
of x1 and x2. That means x is of 2l dimension. We formally write x ∈ RD where D = 2l. We
use l = 15. That means, we use 30-dimensional feature vector x in our study. In total we have
672 + 533866 = 534538 feature vector instances, with following class labels.
1. An ABD event corresponds to the class C1; we have 672 labeled instances.
2. No ABD event corresponds to the class C2; we have 533866 labeled instances.
The target corresponding to a feature vector x ∈ R30 is denoted by a vector t. For the class C1, we
use the target t = [1 0]> and, for class C2, we use t = [0 1]>. The ABD-events have been manually
labeled on the signals in cooperation with medical specialists. Figure 1 shows x1 and x2 signals for a
randomly chosen patient, and occurrence of ABD events manually labeled. A frame is labeled as the
class C1 if the middle of the frame is a green line. All other frames correspond to class C2.
3 Methods
3.1 Machine learning algorithms
3.1.1 Progressive learning network (PLN)
In [13], the PLN is shown to address pertinent technical questions on designing large size neural
networks. The questions are: (a) How to determine the number of layers and the number of hidden
neuron nodes in a neural network? (b) How to avoid overfitting to training data using appropriate
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Figure 1:
250 minutes of signal, showing four
manually labeled ABD events region
in a black box. The green line corre-
sponds to the manually labeled point
where an ABD event occurred.
regularization? (3) How to reduce effort in tuning of parameters in the network? The success of the
PLN to address the technical questions makes it a user friendly machine learning tool. The user does
not require to do pain-stalking tuning of many parameters in the PLN. Further the user can hope for a
machine learning solution where chance of over-fitting is diminished. These advantages of PLN can be
exploited for machine learning in medical data analytics, where medical practitioners might not have
thorough technical knowledge to deal with existing neural networks. Using a mathematical property
of rectifier-linear-unit (ReLU) activation function – called progression property in [13] –, the training
algorithm generates a self-organizing PLN. In the training algorithm, the learning is performed in
layer-wise fashion. A new layer is added on an existing optimized network to grow the network
further, makes it wide and deep. For learning each layer, PLN uses a convex optimization problem
with appropriate regularization. The regularization helps to address the problem of overfitting. In [13],
the PLN was shown to provide high quality performances for many standard pattern classification and
regression tasks where it was also compared with least-squares based learning methods and extreme
learning machines [16]. For the ABD event detection, we are interested to see how the PLN performs
when the training data is unbalanced and limited in amount.
3.1.2 SVM and ANN
Support vector machine (SVM) [15] is based on a kernel approach that uses a high dimensional
non-linear projection of feature vectors and then uses a linear classifier in the transformed feature
space. For a binary classification task, SVM provides an optimal solution (of a suitable cost function)
that provides a maximum margin between two classes that are linearly separable in a high dimensional
feature space. SVM uses kernel trick and it is a maximum margin classifier. It also uses training
data sparsely and is expected to be less prone to unbalanced dataset. We have used Gaussian kernels
for realizing SVM in our experiments. Then we used a cross-entropy minimization based artificial
neural network (ANN) [15]. A feature vector x is an input to the ANN and then the input passes
through several linear and non-linear transforms to produce the estimated class of the input feature
vector. The weights of ANN are learned via a back-propagation algorithm (a gradient descent on the
cross-entropy loss function). We used a single layer feed forward ANN as we had access to a limited
amount of training data.
3.2 Unbalanced data and performance measure
The size of training dataset for class C1 is 0.13% of the size of the training dataset for class C2. Direct
use of such an unbalanced training dataset leads to overfitting. To reduce the effect of overfitting, we
endeavor to balance the training dataset by sampling feature vectors from class C1 and duplicating
them to create a larger dataset for class C1. The training dataset is thus an artificially balanced
dataset. For the testing dataset, the classification performance is assessed using the geometric mean
between precision and recall, also called Fowlkes-Mallows index: g(t, tˆ) =
√
TP
TP+FP
TP
TP+FN [17],
where TP is the number of true positive (t, tˆ) = ([1 0]>, [1 0]>), FP is the number of false positives
(t, tˆ) = ([0 1]>, [1 0]>), FN is the number of false negatives (t, tˆ) = ([1 0]>, [0 1]>); here tˆ is the
output of an algorithm. For an algorithm, if the average Fowlkes-Mallows index(mean index) is high
then the algorithm is good. Also if the standard deviation of the Fowlkes-Mallows index is low then
the algorithm is good. Therefore, a good trade-off between high average and low standard deviation
of Fowlkes-Mallows index is required for a preferred algorithm.
3
4 Experimental results
For a statistically relevant study with limited number of patients, we use a leave-one-out strategy
allowing cross-validation for the entire data. We segregate one patient and use the data for that patient
as testing dataset and the remaining 12 patients as the training dataset. Each patient is used once for
testing and we report the average and standard deviation of the Fowlkes-Mallows index over the 13
trials. Table 2a shows the generalization performance of the three algorithms that we compared. In
the table, we also mentioned some relevant parameters of the algorithm that we set so that the results
are reproducible. Note that ANN provides poorest performance. We used a single layer feed forward
network with 400 hidden neurons and sigmoid activation function. The results of ANN confirm that
the detection that we are dealing with in non-trivial. The SVM provides good average performance,
but shows high standard deviation. This indicates that SVM works well for several patients, but the
detection fails for few patients. At the last, PLN provides a good trade-off between average value and
standard deviation of the Fowlkes-Mallows index. This result is encouraging as it shows that PLN
works across all 13 patients in a similar fashion.
Next, we plot average precision and average recall results in Figure 2b. Note that SVM has a high
precision and low recall whereas the PLN has a low precision, but high recall. A high recall means
that PLN provides a good detection quality for the ABD events (high true positives and low false
negatives). At the same time, the low precision result of PLN means that it provides a large amount
of false positives. This happened due to the duplication of ABD events in training data, that biased
the PLN towards detecting ABD event even though there is no ABD event. This result shows that the
duplication in training data to avoid overfitting is a critical task. As SVM uses training data sparsely,
the effect of unbalanced data is less pronounced in SVM in the average sense, providing quasi similar
values of precision and recall. SVM triggers less false alarms (higher precision) but missed to detect
ABD events more frequently than PLN (lower recall). Overall, we find that the PLN can be viewed
as the best performing algorithm among the three algorithms.
Figure 2: Experimental results for ANN, SVM and PLN
(a) Testing performance (average Fowlkes-Mallows in-
dex and standard deviation)
Model ANN SVM PLN
Parameters 1 layer, 400 hidden nodes Gaussian kernel (λ, µ) = (0.1, 1e4)
Testing performance
Feature replication 0.03± 0.03 0.28± 0.18 0.22± 0.06
(b) Recall - Precision plane
5 Conclusions
For detection of ABD events, we have investigated three algorithms in this article. Two of them are
widely used and one of them is recently proposed. The new progressive learning network (PLN)
algorithm is found to be the best. The result for a standard artificial neural network (ANN) based
on cross-entropy loss minimization is pessimistic. The support vector machine is promising, but
suffers in high variability across patients. Naturally, for further improvement a direction is to exploit
the technical advantages and structures of support vector machine in the framework of progressive
learning network. Another important line of study is how to handle the limited as well as unbalanced
data. For medical data analytics, it is natural that we will continue to deal with limited data in many
situations as well as unbalanced data - more data labeled with no clinical symptoms and less data with
clinical symptoms. By its nature, the machine learning system will be improved by including more
patients. A better design of machine learning algorithm is also expected to contribute to a substantial
improvement in detection performance. This should lead to better care of patients.
4
References
[1] L. Liu, H. L. Johnson, S. Cousens, J. Perin, S. Scott, J. E. Lawn, I. Rudan, H. Campbell,
R. Cibulskis, M. Li, C. Mathers, and R. E. Black, “Global, regional, and national
causes of child mortality: An updated systematic analysis for 2010 with time trends
since 2000,” The Lancet, vol. 379, no. 9832, pp. 2151–2161, 2012. [Online]. Available:
http://dx.doi.org/10.1016/S0140-6736(12)60560-1
[2] K. D. Fairchild, R. L. Schelonka, D. A. Kaufman, W. A. Carlo, J. Kattwinkel, P. J. Porcelli,
C. T. Navarrete, E. Bancalari, J. L. Aschner, M. W. Walker, J. A. Perez, C. Palmer, D. E. Lake,
T. M. O’Shea, and J. R. Moorman, “Septicemia mortality reduction in neonates in a heart rate
characteristics monitoring trial.” Pediatric research, vol. 74, no. 5, pp. 570–5, 2013.
[3] J. R. Moorman, W. A. Carlo, J. Kattwinkel, R. L. Schelonka, P. J. Porcelli, C. T. Navarrete,
E. Bancalari, J. L. Aschner, M. W. Walker, J. A. Perez, and Others, “Mortality reduction by
heart rate characteristic monitoring in very low birth weight neonates: a randomized trial,” The
Journal of pediatrics, vol. 159, no. 6, pp. 900–906, 2011.
[4] K. D. Fairchild and T. M. O’Shea, “Heart Rate Characteristics: Physiomarkers for Detection of
Late-Onset Neonatal Sepsis,” Clinics in perinatology, vol. 37, no. 37, pp. 581–598, 2010.
[5] D. E. Lake, K. D. Fairchild, and J. R. Moorman, “Complex signals bioinformatics: evaluation
of heart rate characteristics monitoring as a novel risk marker for neonatal sepsis,” Journal of
clinical monitoring and computing, vol. 28, no. 4, pp. 329–339, 2014.
[6] B. A. Sullivan and K. D. Fairchild, “Predictive monitoring for sepsis and necrotizing
enterocolitis to prevent shock,” Seminars in Fetal and Neonatal Medicine, vol. 20, no. 4, pp.
255–261, 2015. [Online]. Available: http://dx.doi.org/10.1016/j.siny.2015.03.006
[7] T. J. Moss, D. E. Lake, J. F. Calland, K. B. Enfield, J. B. Delos, K. D. Fairchild, and J. R.
Moorman, “Signatures of Subacute Potentially Catastrophic Illness in the ICU,” Critical Care
Medicine, p. 1, 2016. [Online]. Available: http://content.wkhealth.com/linkback/openurl?sid=
WKPTLP:landingpage{&}an=00003246-900000000-96916
[8] A. O. Hofstetter, L. Legnevall, E. Herlenius, and M. Katz-Salamon, “Cardiorespiratory develop-
ment in extremely preterm infants: Vulnerability to infection and persistence of events beyond
term-equivalent age,” Acta Paediatrica, International Journal of Paediatrics, vol. 97, no. 3, pp.
285–292, 2008.
[9] V. Siljehav, A. M. Hofstetter, K. Leifsdottir, and E. Herlenius, “Prostaglandin E2 Mediates
Cardiorespiratory Disturbances during Infection in Neonates,” Journal of Pediatrics, vol. 167,
no. 6, pp. 1207–1213, 2015.
[10] H. Lee, C. G. Rusin, D. E. Lake, M. T. Clark, L. Guin, T. J. Smoot, A. O. Paget-Brown,
B. D. Vergales, J. Kattwinkel, J. R. Moorman, and J. B. Delos, “A new algorithm
for detecting central apnea in neonates,” Physiological Measurement, vol. 33, no. 1, pp.
1–17, 2012. [Online]. Available: http://stacks.iop.org/0967-3334/33/i=1/a=1?key=crossref.
3b861d8be3f8122435c3a8b44a9072da
[11] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” Nature, no. 521, pp. 436–444, 2015.
[12] G. Hinton, L. Deng, D. Yu, G. E. Dahl, A. r. Mohamed, N. Jaitly, A. Senior, V. Vanhoucke,
P. Nguyen, T. N. Sainath, and B. Kingsbury, “Deep Neural Networks for Acoustic Modeling in
Speech Recognition: The Shared Views of Four Research Groups,” IEEE Signal Processing
Magazine, vol. 29, no. 6, pp. 82–97, nov 2012.
[13] S. Chatterjee, A. M. Javid, M. Sadeghi, P. P. Mitra, and M. Skoglund, “Progressive Learning for
Systematic Design of Large Neural Networks,” ArXiv e-prints, Oct. 2017.
[14] J. A. K. Suykens and J. Vandewalle, “Least squares support vector machine classifiers,” Neural
Processing Letters, vol. 9, no. 3, pp. 293–300, jun 1999.
[15] C. M. Bishop, Pattern recognition and machine learning. Springer, 2006, vol. 4. [Online].
Available: http://www.bibsonomy.org/bibtex/2da4cb0f072a2671bf03b617d5001376c/aude.
hofleitner
[16] G. B. Huang, Q. Y. Zhu, and C. K. Siew, “Extreme learning machine: Theory and applications,”
Neurocomputing, vol. 70, pp. 489–501, 2006.
[17] E. B. Fowlkes and C. L. Mallows, “A method for comparing two hierarchical clusterings,”
Journal of the American Statistical Association, vol. 78, no. 383, pp. 553–569, 1983.
5
