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Abstract—A recent paper [1] proposed a provably optimal polynomial time
method for performing near-isometric point pattern matching by means of exact
probabilistic inference in a chordal graphical model. Its fundamental result is that
the chordal graph in question is shown to be globally rigid, implying that exact
inference provides the same matching solution as exact inference in a complete
graphical model. This implies that the algorithm is optimal when there is no noise
in the point patterns. In this paper, we present a new graph that is also globally
rigid but has an advantage over the graph proposed in [1]: Its maximal clique size
is smaller, rendering inference significantly more efficient. However, this graph is
not chordal, and thus, standard Junction Tree algorithms cannot be directly
applied. Nevertheless, we show that loopy belief propagation in such a graph
converges to the optimal solution. This allows us to retain the optimality guarantee
in the noiseless case, while substantially reducing both memory requirements and
processing time. Our experimental results show that the accuracy of the proposed
solution is indistinguishable from that in [1] when there is noise in the point
patterns.
Index Terms—Point pattern matching, graph matching, graphical models, belief
propagation, global rigidity, chordal graphs.
Ç
1I NTRODUCTION
POINT pattern matching is a fundamental problem in pattern
recognition and has been modeled in several different forms
depending on the demands of the application domain in which it is
required [2], [3], [4], [5]. A classic formulation that is realistic in
many practical scenarios is that of near-isometric point pattern
matching, in which we are given both a “template”  T   and a
“scene”  S  point pattern, and it is assumed that S contains an
instance of T (say, T
0) apart from an isometric transformation and
possibly some small jitter in the point coordinates. The goal is to
identify T
0 in S and find which points in T correspond to which
points in T
0.
Recently, a method was introduced that solves this problem
efficiently by means of exact belief propagation in a certain
graphical model [1].
1 The approach is appealing because it is
optimal not only in that it consists of exact inference in a graph
with small maximal clique size (  4 for matching in IR 2) but also in
that the graph itself is optimal. There it is shown that the maximum
a posteriori (MAP) solution in the sparse and tractable graphical
model where inference is performed is actually the same MAP
solution that would be obtained if a fully connected model (which
is intractable) could be used. This is due to the so-called global
rigidity of the chordal graph in question: When the graph is
embedded in the plane, the lengths of its edges uniquely determine
the lengths of the absent edges (i.e., the edges of the graph
complement) [9]. The computational complexity of the optimal
point pattern matching algorithm is then shown to be O nm4 
(both in terms of processing time and memory requirements),
where n is the number of points in the template point pattern and
m is the number of points in the scene point pattern (usually with
m>nin applications). This reflects precisely the computational
complexity of the Junction Tree algorithm in a chordal graph with
O n  nodes, O m  states per node, and maximal cliques of size 4.
The authors present experiments which give evidence that the
method substantially improves on well-known matching techni-
ques, including Graduated Assignment [10].
In this paper, we show how the same optimality proof can be
obtained with an algorithm that runs in O nm3  time per iteration.
In addition, memory requirements are precisely decreased by a
factor of m. We are able to achieve this by identifying a new graph,
which is globally rigid but has a smaller maximal clique size: three.
The main problem we face is that our graph is not chordal, so in
order to enforce the running intersection property for applying the
Junction Tree algorithm, the graph should first be triangulated;
this would not be interesting in our case, since the resulting
triangulated graph would have larger maximal clique size. Instead,
we show that belief propagation in this graph converges to the
optimal solution, although not necessarily in a single iteration. In
practice, we find that convergence occurs after a small number of
iterations, thus improving the runtime by an order of magnitude.
We compare the performance of our model to that in [1] with
synthetic and real point sets derived from images and show that in
fact comparable accuracy is obtained while substantial speedups
are observed.
2B ACKGROUND
We consider point matching problems in IR 2. The problem we
study is that of near-isometric point pattern matching (as defined
above), i.e., one assumes that a near-isometric instance  T
0  of
the template  T   is somewhere “hidden” in the scene  S .B y
“near-isometric,” it is meant that the relative distances of points
in T are approximately preserved in T
0. For simplicity of
exposition, we assume that T , T
0, and S are ordered sets (their
elements are indexed). Our aim is to find a map x : T 7!Swith
image T
0 that best preserves the relative distances of the points
in T and T
0, i.e.,
x    argmin
x
D T     Dx  T      kk
2
2;  1 
where D T   is the matrix whose  i;j th entry is the euclidean
distance between points indexed by i and j in T and k k 2 is the
Frobenius norm. Note that finding x  is inherently a combinatorial
optimization problem since T
0 is itself a subset of S, the scene
point pattern. In [1], a generic point in T is modeled as a random
variable  Xi  and a generic point in S is modeled as a possible
realization of the random variable  xi . As a result, a joint
realization of all the random variables corresponds to a match
between the template and the scene point patterns. A graphical
model (see [11] and [12]) is then defined on this set of random
variables whose edges are set according to the topology of a so-
called 3-tree graph (any 3-tree that spans T ). A 3-tree is a graph
obtained by starting with the complete graph on three vertices,
K3, and then adding new vertices that are connected only to those
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2 Fig. 1 shows an example of a 3-tree; it should
be noted that the points in the template set correspond to the nodes
in this graph, whereas the points in the scene correspond to their
assignments. The reasons claimed in [1] for introducing 3-trees as a
graph topology for the probabilistic graphical model are that
1) 3-trees are globally rigid in the plane and 2) 3-trees are chordal
3
graphs. This implies 1) that the 3-tree model is “optimal” (in a
way that will be made clear in Section 3 in the context of the new
graph we propose) and 2) that 3-trees have a Junction Tree with
fixed maximal clique size    4 ; as a result, it is possible to
perform exact inference in polynomial time [1].
Potential functions are defined on pairs of neighboring nodes
and are large if the difference between the distance of neighboring
nodes in the template and the distance between the nodes they
map to in the scene is small (and small if this difference is large).
This favors isometric matchings. More precisely,
 ij Xi   xi;X j   xj  fd  Xi;X j  d xi;x j 
  
;  2 
where f    is typically some unimodal function peaked at zero
(e.g., a zero-mean Gaussian function) and d  ;   is the euclidean
distance between the corresponding points (for simplicity of
notation, we do not disambiguate between random variables and
template points or realizations and scene points). For the case of
exact matching, i.e., when there exists an x  such that the minimal
value in (1) is zero, then f           (where      is just the
indicator function 1f0g   ). The potential function of a maximal
clique     is then simply defined as the product of the potential
functions over its six    C4
2  edges (which will be maximal when
every factor is maximal). It should be noted that the potential
function of each edge is included in no more than one of the
cliques containing that edge.
For the case of exact matching (i.e., no jitter), it is shown in [1]
that running the Junction Tree algorithm on the 3-tree graphical
model with f           will actually find a MAP assignment which
coincides with x , i.e., such that D T     D x  T    kk
2
2  0. This is
due to the “graph rigidity” result, which tells us that equality of
the lengths of the edges in the 3-tree and the edges induced by the
matching in T
0 is sufficient to ensure the equality of the lengths of
all pairs of points in T and T
0. This will be made technically
precise in Section 3, when we prove an analogous result for
another graph.
4
3A N IMPROVED GRAPH
Here, we introduce another globally rigid graph that has the
advantage of having a smaller maximal clique size. Although the
graph is not chordal, we will show that exact inference is tractable
and that we will indeed benefit from the decrease in the maximal
clique size. As a result, we will be able to obtain optimality
guarantees like those from [1].
Our graph is constructed using Algorithm 1.
Algorithm 1. Graph generation for G.
1 Create a cycle graph by traversing all the nodes in T (in any
order)
2 Connect all nodes whose distance in this cycle graph is two
(i.e., connect each node to its neighbor’s neighbor)
This algorithm will produce a graph like the one shown in
Fig. 2. We will denote by G the set of graphs that can be generated
by Algorithm 1. G    V;E  will denote a generic graph in G.
In order to present our results, we need to start with the
definition of a globally rigid graph.
Definition 1. A planar graph embedding G is said to be globally rigid in
IR 2 if the lengths of the edges uniquely determine the lengths of the
edges of the graph complement of G.
Therefore, our statements are really about graph embeddings in IR 2,
but for simplicity of presentation, we will simply refer to these
embeddings as “graphs.”
This means that there are no degrees of freedom for the absent
edges in the graph: They must all have specified and fixed lengths.
To proceed, we need a simple definition and some simple technical
lemmas.
Definition 2. A set of points is said to be in a general position in IR 2 if
no three points lie in a straight line.
Lemma 3. Given a set of points in general position in IR 2, if the distances
from a point P to two other fixed points are determined, then P can be
in precisely two different positions.
Proof. Consider two circles, each centered at one of the two
reference points with radii equal to the given distances to
point P. These circles intersect at precisely two points (since the
three points are not collinear). This proves the statement. t u
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Fig. 1. An example of a 3-tree. Each node corresponds to a point in the
template set.
Fig. 2. The general form of the graph we consider, with n nodes.
2. Technically, connecting new vertices to the three nodes of the original
K3 graph is not required: It suffices to connect new vertices to any existent
3-clique.
3. A chordal graph is one in which every cycle of length greater than
three has a chord. A chord of a cycle is an edge not belonging to the cycle
but which connects two nodes in the cycle (i.e., a “shortcut” in a cycle).
4. It is worth noting that a 2-tree would be sufficient if we only wished to
allow for translations and rotations, and a 1-tree would be sufficient if we
only wished to allow for translations [13]. Since we wish to handle all
isometries, these models are not further considered.The following lemma follows directly from Lemma 1 in [1] and
is stated without proof:
Lemma 4. Given a set of points in general position in IR 2, if the distances
from a point P to three other fixed points are determined, then the
position of P is uniquely determined.
We can now present a proposition.
Proposition 5. Any graph G 2Garising from Algorithm 1 is globally
rigid in the plane if the nodes are in general position in the plane.
Proof. Define a reference frame S, where points 1, 2, and n have
specific coordinates (we say that the points are “determined”).
We will show that all points then have determined positions in
S and therefore have determined relative distances, which by
definition implies that the graph is globally rigid.
We proceed by contradition: Assume there exists at least one
undetermined point in the graph. Then, we must have an
undetermined point i such that i   1 and i   2 are determined
(since points 1 and 2 are determined). By virtue of Lemma 4,
points i   1 and i   2 must then be also undetermined
(otherwise, point i would have determined distances from
three determined points and as a result would be determined).
Let us now assume that only points i, i   1, and i   2 are
undetermined. Then, the only possible realizations for points i,
i   1, and i   2 are their reflections with respect to the straight
line that passes through points i   1 and i   3, since these are
the only possible realizations that maintain the rigidity of the
triangles  i   1;i;i  1 ,  i;i   1;i  2 , and  i   1;i  2;i  3 ,
since i   1 and i   3 are assumed fixed. However, since i   4
and i   2 are also fixed by assumption, this would break the
rigidity of triangles  i   2;i  3;i  4  and  i;i   1;i  2 .
Therefore, i   3 cannot be determined. This can then be
considered as the base case in an induction argument that
goes as follows: Assume only i;...;i  p are undetermined.
Then, by reflecting these points over the line that joins i   1
and i   p   1 (which are fixed by assumption), we obtain the
only other possible realization consistent with the rigidity of
the triangles who have all their vertices in i   1;...;i  p   1.
However, this realization is inconsistent with the rigidity of
triangles  I   p;i   p   1;i  p   2  and  i;i   1;i  2 ; there-
fore, i   p   1 must not be determined and, by induction, any
point j such that j>i  2 must not be determined, which
contradicts the assumption that n is determined. As a result,
the assumption that there is at least one undetermined point in
the graph is false. This implies that the graph has all points
determined in S, and therefore, all relative distances are
determined, and by definition, the graph is globally rigid. This
proves the statement. t u
Although we have shown that graphs G 2Gare globally rigid,
notice that they are not chordal. For the graph in Fig. 2, the cycles
 1;3;5;...;n  1;1  and  2;4;6;...;n;2  have no chord. Moreover,
triangulating this graph in order to make it chordal will necessarily
increase (to at least 4) the maximal clique size (which is not
sufficient for our purposes since we arrive at the case of [1]).
Instead, consider the clique graph formed by G 2G . If there are
n nodes, the clique graph will have cliques  1;2;3 ; 2;3;4 ;...;
 n   2;n  1;n ; n   1;n;1 ; n;1;2 . This clique graph forms a
cycle, which is depicted in Fig. 3.
5
We now draw on results first obtained by Weiss [14] and
confirmed elsewhere [15], [16]. There it is shown that, for graphical
models with a single cycle, belief propagation converges to the
optimal MAP assignment, although the computed marginals may
be incorrect. Note that, for our purposes, this is precisely what is
needed: We are after the most likely joint realization of the set of
random variables, which corresponds to the best match between
the template and the scene point patterns. Max-product belief
propagation [17] in a cycle graph like the one shown in Fig. 3
amounts to computing the following messages iteratively:
mi 7! i 1 Ui \ Ui 1   max
UinUi 1
  Ui mi 1 7! i Ui \ Ui 1 ;  3 
where Ui is the set of singleton variables in clique node i,   Ui  is
the potential function for clique node i, and mi 7! i 1 is the message
that passed from clique node i to clique node i   1. Upon reaching
the convergence monitoring threshold, the optimal assignment
for singleton variable j in clique node i is then computed by
argmaxUinj   Ui mi 1 7! i Ui \ Ui 1 mi 1 7! i Ui \ Ui 1 .
Unfortunately, the above result is only shown in [14] when the
graph itself forms a cycle, whereas we only have that the clique graph
forms a cycle. However, it is possible to show that the result still
holds in our case by considering a new graphical model in which
the cliques themselves form the nodes, whose cliques are now just
the edges in the clique graph. The result in [14] can now be used to
prove that belief propagation in this graph converges to the
optimal MAP assignment, which (by appropriately choosing
potential functions for the new graph) implies that belief
propagation should converge to the optimal solution in the original
clique graph also.
To demonstrate this, we need not only to show that belief
propagation in the new model converges to the optimal assign-
ment, but also that belief propagation in the new model is
equivalent to belief propagation in the original model.
Proposition 6. The original clique graph (Fig. 3) can be transformed into
a model containing only pairwise potentials, whose optimal MAP
assignment is the same as the original model’s.
Proof. Consider a “node” C1    X1;X 2;X 3  (in the original clique
graph) whose neighbors share exactly two of its nodes (for
instance, C2    X2;X 3;X 4 ). Where the domain for each node
in the original clique graph was simply f1;2;...;jSjg, the
domain for each “node” in our new graph simply becomes
f1;2;...;jSjg
3.
In this setting, it is no longer possible to ensure that the
assignment chosen for each “node” is consistent with the
assignment to its neighbor, that is, for an assignment  x1;x 2;x 3 
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Fig. 3. The clique graph obtained from the graph in Fig. 2.
5. Note that if we connected every clique whose nodes intersected, the
clique graph would have the same topology as the graph in Fig. 2; here, we
have only formed enough connections so that the intersection of any two
cliques is shared by the cliques on at least one path between them (similar to
the running intersection property for Junction Trees).to C1 and  x0
2;x 0
3;x 4  to C2, we cannot guarantee that x2   x0
2 or
x3   x0
3. Instead, we will simply define the potential functions
on this new graph in such a way that the optimal MAP
assignment implicitly ensures this equality. Specifically, we
shall define the potential functions as follows: For two cliques
CI    I1;I 2;I 3  and CJ    J1;J 2;J 3  in the original graph
(which share two nodes, say,  I2;I 3  and  J1;J 2 ), define the
pairwise potential for the clique ( 0
I;J) in the new graph as
 0
I;J i 123 ;j  123     I i1;i 2;i 3 ; if  i2;i 3    j1;j 2 ;
 ; otherwise;
 
 4 
where  I is simply the clique potential for the Ith clique in the
original graph; i 123  2 domain I1  domain I2  domain I3 
(sim for j 123 ). That is, we are setting the pairwise potential to
simply be the original potential of one of the cliques if the
assignments are compatible and   otherwise. If we were able to
set     0, we would guarantee that the optimal MAP assign-
ment was exactly the optimal MAP assignment in the original
graph—however, this is not possible, since the result of [15]
only holds when the potential functions have finite dynamic
range. Hence, we must simply choose   sufficiently small so
that the optimal MAP assignment cannot possibly contain an
incompatible match—it is clear that this is possible, for
example,    
Q
C maxxC  C xC 
    1 will do (if the potentials
are scaled to be at least one).
The result of [14] now implies that belief propagation in this
graph will converge to the optimal MAP assignment, which we
have shown is equal to the optimal MAP assignment in the
original graph.
6 t u
Proposition 7. The messages passed in the new model are equivalent to
the messages passed in the original model, except for repetition along
one axis.
Proof. We use induction on the number of iterations. First, we
must show that the outgoing messages are the same during the
first iteration (during which the incoming messages are not
included). We will denote by mi
 X1;X2;X3  7!  X2;X3;X4  the message
from  X1;X 2;X 3  to  X2;X 3;X 4  during the ith iteration:
m1
 X1;X2;X3  7!  X2;X3;X4  x2;x 3  max
X1
  X1;X2;X3  x1;x 2;x 3 ;  5 
m1
X 123 ;X 234     7! X 234 ;X 345      x 234  
  maxX 123   0
X 123 ;X 234  x 123 ;x  234 
  
  1   maxX1   X1;X2;X3  x1;x 2;x 3 
  m1
 X1;X2;X3  7!  X2;X3;X4  x2;x 3 :
 6 
This result only holds due to the fact that   will never be
chosen when maximizing along any axis. We now have that the
messages are equal during the first iteration (the only difference
being that the message for the new model is repeated along
one axis).
7 Next, suppose that during the  n   1 st iteration, the
messages (for both models) are equal to   x1;x 2 . Then, for the
nth iteration, we have
mn
 X1;X2;X3  7!  X2;X3;X4  x2;x 3 
  max
X1
  X1;X2;X3  x1;x 2;x 3   x1;x 2 
  
;  7 
mn
X 123 ;X 234     7! X 234 ;X 345      x 234  
  maxX 123   0
X 123 ;X 234  x 123 ;x  234    x1;x 2 
no
  1   maxX1   X1;X2;X3  x1;x 2;x 3   x1;x 2 
  
  mn
 X1;X2;X3  7!  X2;X3;X4  x2;x 3 :
 8 
Hence, the two message passing schemes are equivalent by
induction. t u
We can now state our main result.
Theorem 8. Let G 2Gbe a graph generated according to the procedure
described in Algorithm 1. Assume that there is a perfect isometric
instance of T within the scene point pattern S.
8 Then, the MAP
assignment x  obtained by running belief propagation over the clique
graph derived from G is such that D T     D x  T    kk
2
2  0.
Proof. For the exact matching case, we simply set f           in (2).
Now, for a graph G 2Ggiven by Algorithm 1, the clique graph
will simply be a cycle, as shown in Fig. 3, and following
Propositions 6 and 7, as well as the already mentioned result in
[14], belief propagation will find the correct MAP assignment
x , i.e.,
x    argmax
x
PG X   x 
 argmax
x
Y
i;j: i;j 2E
 d  Xi;X j  d xi;x j 
  
;  9 
where PG is the probability distribution for the graphical model
induced by the graph G. Now, we need to show that x  also
maximizes the criterion which ensures isometry, i.e., we need to
show that the above implies that
x    argmax
x
Pcomplete X   x 
  argmax
x
Y
i;j
 d  Xi;X j  d xi;x j 
  
;
 10 
where Pcomplete is the probability distribution of the graphical
model induced by the complete graph. Note that x  must be
such that the lengths of the edges in E are precisely equal to the
lengths of the edges in ET
0 (i.e., the edges induced in S from E
by the map X   x ). By the global rigidity of G, the lengths of   E
must then be also precisely equal to the lengths of   ET
0. This
implies that
Q
i;j: i;j 2   E   d Xi;X j  d x 
i;x  
j     1. Since (10) can
be expanded as
x    argmax
x
(
Y
i;j: i;j 2E
 d  Xi;X j  d xi;x j 
  
Y
i;j: i;j 2   E
 d  Xi;X j  d xi;x j 
  
)
;
 11 
it becomes clear that x  will also maximize (10). This proves the
statement. t u
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6. To reiterate, the fact that the dynamic range is finite ensures that belief
propagation converges to a unique fixed point (for graphs with a single
loop) [15]; from this, the results in [14] and [16] guarantee optimality of the
MAP assignment.
7. To be completely precise, the message for the new model is actually
a function of only a single variable—X 234 . By “repeated along one axis,”
we mean that for any given  x2;x 3;x 4 2domain X2  domain X3  
domain X4 , the message at this point is independent of x4, which
therefore has no effect when maximizing.
8. In addition, we require that there is only a single isometric instance of
T in S in order to ensure that the optimal MAP assignment is unique.4E XPERIMENTS
We have set up a series of experiments comparing the proposed
model to that of [1]. Here, we compare graphs of the type shown in
Fig. 2 to graphs of the type shown in Fig. 1.
The parameters used in our experiments are given as follows:
 . This parameter controls the noise level used in our model.
Here, we apply Gaussian noise to each of the points in T (with
standard deviation   in each axis). We have run our experiments on
a range of noise levels between 0 and 4=256 (where the original
points in T are chosen randomly between 0 and 1). Note that this is
the same as the setting used in [1].
Potential functions  ij Xi xi;X j xj  f d Xi;X j  d xi;x j  .
As in [1], we use a Gaussian function, i.e., exp
 d Xi;Xj  d xi;xj  
2
2 2
  
. The
parameter   is fixed beforehand as     0:4 for the synthetic data
and     150 for the real-world data (as is done in [1]). While this
potential function does not enforce that the chosen mapping is
injective, it ensures that noninjective mappings are discouraged by
having a low potential.
Dynamic range. As mentioned in Section 2, the potential
function   x  is simply the product of  ij Xi   xi;X j   xj  for all
edges  i;j  in x (here, each maximal clique x contains three edges).
The dynamic range of a function is simply defined as its maximum
value divided by its minimum value (i.e.,
maxx   x 
minx   x  ). In order to
prove convergence of our model, it is necessary that the dynamic
range of our potential function is finite [15]. Therefore, rather than
using   x  directly, we use  0 x    1=d    1   1=d   x . This
ensures that the dynamic range of our model is no larger than d and
that  0 !   as d !1 . In practice, we found that varying this
parameter did not have a significant effect on convergence time.
Hence, we simply fixed a large finite value  d   1;000  throughout.
MSE-cutoff. In order to determine the point at which belief
propagation has converged, we compute the marginal distribution
of every clique and compare it to the marginal distribution after
the previous iteration. Belief propagation is terminated when this
mean-squared error is less than a certain cutoff value for every
clique in the graph. When choosing the mode of the marginal
distributions after convergence, if two values differ by less than the
square root of this cutoff, both of them are considered as possible
MAP estimates (although this was rarely an issue when the cutoff
was sufficiently small). We found that as jSj increased, the mean
squared error between iterations tended to be smaller and
therefore that smaller cutoff values should be used in these
instances. Indeed, although the number of viable matches increases
as jSj increases, the distributions increase in sparsity at an even
faster rate—hence, the distributions tend to be less peaked on the
average and changes are likely to have less effect on the mean
squared error. Hence, we decreased the cutoff values by a factor of
10 when jSj   30.
9
The clique graph in which messages are passed by our belief
propagation algorithms is exactly that shown in Fig. 3. It is worth
noting, however, that we also tried running belief propagation
using a clique graph in which messages were passed between all
intersecting cliques; we found that this made no difference to the
performance of the algorithm
10 and we have therefore restricted
our experiments to the clique graph in Fig. 3 with respect to its
optimality guarantees.
For the sake of runtime comparison, we implemented the
proposed model as well as that of [1] using the Elefant
11 belief
propagation libraries in Python. However, to ensure that the
results presented are consistent with those of [1], we simply used
code that the authors provided when reporting the matching
accuracy of their model. Our implementation computes messages
(3) in a random order for all sites during each iteration.
Fig. 4 compares the matching accuracy (proportion of correct
matches) of our model with that in [1] for jSj   10, 20, 30, and 40
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Fig. 4. Matching accuracy (proportion of correct matches) of our model against
that in [1]. The performance of our model is statistically indistinguishable from that
in [1] for all noise levels. The error bars indicate the average and standard error of
50 experiments.
9. Note that this is not a parameter in [1], in which only a single iteration
is ever required.
10. Apart from one slight difference, including the additional edges
appears to provide convergence in fewer iterations. However, since the
number of messages being passed is doubled, the overall runtime for both
clique graphs was ultimately similar. 11. http://elefant.developer.nicta.com.au/.(here, we fix jT j   10). The performance of our algorithm is
indistinguishable from that of the Junction Tree algorithm.
Figs. 5 and 6 show the runtime and matching accuracy
(respectively) of our model, as we vary the mean-squared error
cutoff. Obviously, it is necessary to use a sufficiently low cutoff in
order to ensure that our model has converged, but choosing too
small a value may adversely effect its runtime. We found that the
mean-squared error varied largely during the first few iterations,
and we therefore enforced a minimum number of iterations (here,
we chose at least 5) in order to ensure that belief propagation was
not terminated prematurely. Fig. 5 reveals that the runtime is not
significantly altered when increasing the MSE-cutoff—revealing
that the model has almost always reached the lower cutoff value
after five iterations (in which case, we should expect a speedup of
precisely jSj=5). Furthermore, decreasing the MSE-cutoff does not
significantly improve the matching accuracy for larger point sets
(Fig. 6), so choosing the lower cutoff does little harm if runtime is a
major concern. Alternately, the Junction Tree model (which only
requires a single iteration), took (for S   10 to 40) 3, 44, 250, and
1,031 seconds, respectively. These models differ only in the
topology of the network (see Section 3) and the size of the
messages being passed; our method easily achieves an order of
magnitude improvement for large networks.
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Fig. 5. Running-time of our model as the jitter varies, for different MSE-cutoffs.
Speed-ups are almost exactly one order of magnitude.
Fig. 6. Matching accuracy of our model as the MSE-cutoff varies. This figure
suggests that the higher cutoff value should be sufficient when matching larger
point sets.
12. In fact, the speedup appears to be more than an order of magnitude
for the large graphs, which is likely a side effect of the large memory
requirements of the Junction Tree algorithm.Finally, we present matching results using data from the
CMU house sequence.
13 In this data set, 30 points corresponding
to certain features of the house are available over 111 frames.
Fig. 7 shows the 71st and the last (111th) frames from this data
set. Overlayed on these images are the 30 significant points,
together with the matches generated by the Junction Tree
algorithm and our own (matching the first 20 points); in this
instance, the Junction Tree algorithm correctly matched 16 points
and ours matched 17. Fig. 8 shows how accurately points
between frames are matched as the baseline (separation between
frames) varies. We also vary the number of points in the
template set (jT j) from 15 to 30. Our model seems to outperform
the Junction Tree model for small baselines, whereas, for large
baselines and larger point sets, the Junction Tree model seems to
be the best. It is however difficult to draw conclusions from both
models in these cases, since they are designed for the near-
isometric case, which is violated for larger baselines.
5C ONCLUSIONS
We have shown that the near-isometric point pattern matching
problem can be solved much more efficiently than what is
currently reported as the state of the art, while maintaining the
same optimality guarantees for the noiseless case and comparable
accuracy for the noisy case. This was achieved by identifying a
new type of graph with the same global rigidity property of
previous graphs, in which exact inference is far more efficient.
Although exact inference is not directly possible by means of the
Junction Tree algorithm since the graph is not chordal, what we
managed to show is that loopy belief propagation in such a graph
does converge to the optimal solution in a sufficiently small
number of iterations. In the end, the advantage of the smaller
clique size of our model dominates the disadvantage caused by the
need for more than a single iteration.
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Abstract
Models for near-rigid shape matching are typically based on distance-related fea-
tures, in order to infer matches that are consistent with the isometric assumption.
However, real shapes from image datasets, even when expected to be related by
“almost isometric” transformations, are actually subject not only to noise but also,
to some limited degree, to variations in appearance and scale. In this paper, we
introduce a graphical model that parameterises appearance, distance, and angle
features and we learn all of the involved parameters via structured prediction. The
outcome is a model for near-rigid shape matching which is robust in the sense that
it is able to capture the possibly limited but still important scale and appearance
variations. Our experimental results reveal substantial improvements upon recent
successful models, while maintaining similar running times.
1 Introduction
Matching shapes in images has many applications, including image retrieval, alignment, and reg-
istration [1, 2, 3, 4]. Typically, matching is approached by selecting features for a set of landmark
points in both images; a correspondence between the two is then chosen such that some distance
measure between these features is minimised. A great deal of attention has been devoted to deﬁning
complex features which are robust to changes in rotation, scale etc. [5, 6].1
An important class of matching problems is that of near-isometric shape matching. In this setting,
it is assumed that shapes are deﬁned up to an isometric transformation (allowing for some noise),
and therefore distance features are typically used to encode the shape. Recent work has shown how
the isometric constraint can be exploited by a particular type of graphical model whose topology
encodes the necessary properties for obtaining optimal matches in polynomial time [11].
Anotherlineofworkhasfocusedonstructuredlearningtooptimizegraphmatchingscores, however
no explicit exploitation of the geometrical constraints involved in shape modeling are made [12].
In this paper, we combine the best of these two approaches into a single model. We produce an
exact, efﬁcient model to solve near-isometric shape matching problems using not only isometry-
invariant features, but also appearance and scale-invariant features. By doing so we can learn the
relative importances of variations in appearance and scale with regard to variations in shape per
se. Therefore, even knowing that we are in a near-isometric setting, we will capture the eventual
variations in appearance and scale into our matching criterion in order to produce a robust near-
isometric matcher. In terms of learning, we introduce a two-stage structured learning approach to
address the speed and memory efﬁciency of this model.
∗Alexander J. Smola was with NICTA at the time of this work.
1We restrict our attention to this type of approach, i.e. that of matching landmarks between images. Some
notable approaches deviate from this norm – see (for example) [7, 8, 9, 10].
1Figure 1: The graphical model introduced in [11].
2 Background
2.1 Shape Matching
‘Shape matching’ can mean many different things, depending on the precise type of query one is
interested in. Here we study the case of identifying an instance of a template shape (S ⊆ T ) in a
target scene (U) [1].2 We assume that we know S, i.e. the points in the template that we want to
query in the scene. Typically both T and U correspond to a set of ‘landmark’ points, taken from a
pair of images (common approaches include [6, 13, 14]).
For each point t ∈ T and u ∈ U, a certain set of unary features are extracted (here denoted by φ(t),
φ(u)), which contain local information about the image at that point [5, 6]. If y : S → U is a generic
mapping representing a potential match, the goal is then to ﬁnd a mapping ˆ y which minimises the
aggregate distance between corresponding features, i.e.
ˆ y = f(S,U) = argmin
y
|S| X
i=1
c1(si,y(si)), where c1(si,y(si)) =  φ(si) − φ(y(si)) 
2
2. (1)
(here    2 denotes the L2 norm). For injective y eq. (1) is a linear assignment problem, efﬁciently
solvable in cubic time. In addition to unary or ﬁrst-order features, pairwise or second-order features
can be induced from the locations of the unary features. In this case eq. (1) would be generalised
to minimise an aggregate distance between pairwise features. This however induces an NP-hard
problem (quadratic assignment). Discriminative structured learning has recently been applied to
models of both linear and quadratic assignment in [12].
2.2 Graphical Models
In isometric matching settings, one may suspect that it may not be necessary to include all pairwise
relations in quadratic assignment. In fact a recent paper [11] has shown that if only the distances as
encoded by the graphical model depicted in ﬁgure 1 are taken into account (nodes represent points
in S and states represent points in U), exact probabilistic inference in such a model can solve the
isometric problem optimally. That is, an energy function of the following form is minimised:3
|S| X
i=1
c2(si,si+1,y(si),y(si+1)) + c2(si,si+2,y(si),y(si+2)). (2)
In [11], it is shown that loopy belief propagation using this model converges to the optimal assign-
ment, and that the number of iterations required before convergence is small in practice.
We will extend this model by adding a unary term, c1(si,y(si)) (as in (eq. 1)), and a third-order
term, c3(si,si+1,si+2,y(si),y(si+1),y(si+2)). Note that the graph topology remains the same.
2Here T is the set of all points in the template scene, whereas S corresponds to those points in which we
are interested. It is also important to note that we treat S as an ordered object in our setting.
3si+1 should be interpreted as s(i+1) mod |S| (i.e. the points form a loop).
22.3 Discriminative Structured Learning
In practice, feature vectors may be very high-dimensional, and which components are ‘important’
will depend on the speciﬁc properties of the shapes being matched. Therefore, we introduce a
parameter, θ, which controls the relative importances of the various feature components. Note that
θ is parameterising the matching criterion itself. Hence our minimisation problem becomes
ˆ y = f(S,U;θ) = argmax
y
 h(S,U,y),θ  (3)
where h(S,U,y) = −
|S| X
i=1
Φ(si,si+1,si+2,y(si),y(si+1),y(si+2)). (4)
(y is a mapping from S to U, Φ is a third-order feature vector – our speciﬁc choice is shown in
section 3).4 In order to measure the performance of a particular weight vector, we use a loss func-
tion, ∆(ˆ y,yi), which represents the cost incurred by choosing the assignment ˆ y when the correct
assignment is yi (our speciﬁc choice of loss function is described in section 4). To avoid overﬁtting,
we also desire that θ is sufﬁciently ‘smooth’. Typically, one uses the squared L2 norm,  θ 
2
2, to
penalise non-smooth choices of θ [15].
Learning in this setting now becomes a matter of choosing θ such that the empirical risk (average
loss on all training instances) is minimised, but which is also sufﬁciently ‘smooth’ (to prevent over-
ﬁtting). Speciﬁcally, if we have a set of training pairs,
￿
S1 ...SN￿
,
￿
U1 ...UN￿
, with labelled
matches
￿
y1 ...yN￿
, then we wish to minimise
1
N
N X
i=1
∆(f(Si,Ui;θ),yi)
| {z }
empirical risk
+
λ
2
 θ 
2
2
| {z }
regulariser
. (5)
Here λ (the regularisation constant) controls the relative importance of minimising the empirical risk
against the regulariser. In our case, we simply choose λ such that the empirical risk on our validation
set is minimised.
Solving (eq. 5) exactly is an extremely difﬁcult problem and in practice is not feasible, since the
loss is piecewise constant on the parameter θ. Here we capitalise on recent advances in large-margin
structured estimation [15], which consist of obtaining convex relaxations of this problem. Without
going into the details of the solution (see, for example, [15, 16]), it can be shown that a convex
relaxation of this problem can be obtained, which is given by
min
θ
1
N
N X
i=1
ξi +
λ
2
 θ 
2
2 (6a)
subject to
 h(Si,Ui,yi) − h(Si,Ui,y),θ  ≥ ∆(y,yi) − ξi
for all i and y ∈ Y (6b)
(where Y is the space of all possible mappings). It can be shown that for the solution of the above
problem, we have that ξ∗
i ≥ ∆(f(Si,Ui;θ),yi). This means that we end up minimising an upper
bound on the loss, instead of the loss itself.
Solving (6) requires only that we are able, for any value of θ, to ﬁnd
argmax
y
￿
 h(Si,Ui,y),θ  + ∆(y,yi)
￿
. (7)
In other words, for each value of θ, we are able to identify the mapping which is consistent with the
model (eq. 3), yet incurs a high loss. This process is known as ‘column generation’ [15, 16]. As we
will deﬁne our loss as a sum over the nodes, solving (eq. 7) is no more difﬁcult than solving (eq. 3).
4We have expressed (eq. 3) as a maximisation problem as a matter of convention; this is achieved simply
by negating the cost function in (eq. 4).
3Figure 2: Left: the (ordered) set of points in our template shape (S). Centre: connections between
immediate neighbours. Right: connections between neighbour’s neighbours (our graphical model).
3 Our Model
Although the model of [11] solves isometric matching problems optimally, it provides no guarantees
for near-isometric problems, as it only considers those compatibilities which form cliques in our
graphical model. However, we are often only interested in the boundary of the object: if we look at
theinstanceofthemodeldepictedinﬁgure2, itseemstocaptureexactlytheimportantdependencies;
adding additional dependencies between distant points (such as the duck’s tail and head) would be
unlikely to contribute to this model.
With this in mind, we introduce three new features (for brevity we use the shorthand yi = y(si)):
Φ1(s1,s2,y1,y2) = (d1(s1,s2) − d1(y1,y2))2 , where d1(a,b) is the Euclidean distance between
a and b, scaled according to the width of the target scene.
Φ2(s1,s2,s3,y1,y2,y3) = (d2(s1,s2,s3) − d2(y1,y2,y3))2 , where d2(a,b,c) is the Euclidean
distance between a and b scaled by the average of the distances between a, b, and c.
Φ3(s1,s2,s3,y1,y2,y3) = (∠(s1,s2,s3) − ∠(y1,y2,y3))2 , where ∠(a,b,c) is the angle between
a and c, w.r.t. b.5
We also include the unary features Φ0(s1,y1) = (φ(s1)−φ(y1))2 (i.e. the pointwise squared differ-
ence between φ(s1) and φ(y1)). Φ1 is exactly the feature used in [11], and is invariant to isometric
transformations (rotation, reﬂection, and translation); Φ2 and Φ3 capture triangle similarity, and are
thus also invariant to scale. In the context of (eq. 4), we have
Φ(s1,s2,s3,y1,y2,y3) :=
￿
Φ0(s1,y1),Φ1(s1,s2,y1,y2) + Φ1(s1,s3,y1,y3),
Φ2(s1,s2,s3,y1,y2,y3) + Φ2(s1,s3,s2,y1,y3,y2),Φ3(s1,s2,s3,y1,y2,y3)
￿
. (8)
In practice, landmark detectors often identify several hundred points [6, 17], which is clearly im-
practical for an O(|S||U|3) method (|U| is the number of landmarks in the target scene). To address
this, we adopt a two stage learning approach: in the ﬁrst stage, we learn only unary compatibilities,
exactly as is done in [12]. During the second stage of learning, we collapse the ﬁrst-order feature
vector into a single term, namely
Φ′
0(s1,y1) =  θ0,Φ0(s1,y1)  (9)
(θ0 is the weight vector learned during the ﬁrst stage). We now perform learning for the third-order
model, but consider only the p ‘most likely’ matches for each node, where the likelihood is simply
determined using Φ′
0(s1,y1). This reduces the performance and memory requirements to O(|S|p3).
A consequence of using this approach is that we must now tune two regularisation constants; this is
not an issue in practice, as learning can be performed quickly using this approach.6
5Using features of such different scales can be an issue for regularisation – in practice we adjusted these
features to have roughly the same scale. For full details, our implementation is available at (not included for
blind review).
6In fact, even in those cases where a single stage approach was tractable (such as the experiment in section
4.1), we found that the two stage approach worked better. Typically, we required much less regularity during
the second stage, possibly because the higher order features are heterogeneous.
4Figure 3: Left: The adjacency structure of the graph (top); the boundary of our ‘shape’ (centre);
the topology of our graphical model (bottom). Right: Example matches using linear assignment
(top, 6/30 mismatches), quadratic assignment (centre, 4/30 mismatches), and the proposed model
(bottom, no mismatches). The images shown are the 12th and 102nd frames in our sequence. Correct
matches are shown in green, incorrect matches in red. All matches are reported after learning.
4 Experiments
4.1 House Data
In our ﬁrst experiment, we compare our method to those of [11] and [12]. Both papers report the
performance of their methods on the CMU ‘house’ sequence – a sequence of 111 frames of a toy
house, with 30 landmarks identiﬁed in each frame.7 As in [12], we compute the Shape Context
features for each of the 30 points [5].
In addition to the unary model of [12], a model based on quadratic assignment is also presented, in
which pairwise features are determined using the adjacency structure of the graphs. Speciﬁcally, if a
pair of points (p1,p2) in the template scene is to be matched to (q1,q2) in the target, there is a feature
which is 1 if there is an edge between p1 and p2 in the template, and an edge between q1 and q2 in
the target (and 0 otherwise). We also use such a feature for this experiment, however our model only
considers matchings for which (p1,p2) forms an edge in our graphical model (see ﬁgure 3, bottom
left). The adjacency structure of the graphs is determined using the Delaunay triangulation, (ﬁgure
3, top left).
As in [11], we compare pairs of images with a ﬁxed baseline (separation between frames). For our
loss function, ∆(ˆ y,yi), we used the normalised Hamming loss, i.e. the proportion of mismatches.
Figure 4 shows our performance on this dataset, as the baseline increases. On the left we show the
performance without learning, for which our model exhibits the best performance by a substantial
margin.8
Our method is also the best performing after learning – in fact, we achieve almost zero error for all
but the largest baselines (at which point our model assumptions become increasingly violated, and
we have less training data). In ﬁgure 5, we see that the running time of our method is similar to the
quadratic assignment method of [12]. To improve the running time, we also show our results with
p = 10, i.e.foreachpointinthetemplatescene, weonlyconsiderthe10‘mostlikely’matches, using
the weights from the ﬁrst stage of learning. This reduces the running time by more than an order of
7http://vasc.ri.cmu.edu/idb/html/motion/house/index.html
8Interestingly, the quadratic method of [12] performs worse than their unary method; this is likely because
the relative scale of the unary and quadratic features is badly tuned before learning, and is indeed similar to
what the authors report. Furthermore, the results we present for the method of [12] after learning are much
better than what the authors report – in that paper, the unary features are scaled using a pointwise exponent
(−exp(−|φa − φb|
2)), whereas we found that scaling the features linearly (|φa − φb|
2) worked better.
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Figure 4: Comparison of our technique against that of [11] (‘point matching’), and [12] (‘linear’,
‘quadratic’). The performance before learning is shown on the left, the performance after learning is
shown on the right. Our method exhibits the best performance both before and after learning (note
the different scales of the two plots). Error bars indicate standard error.
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Figure 5: The running time and performance of our method, compared to those of [12] (note that the
method of [11] has running time identical to our method). Our method is run from 1 to 20 iterations
of belief propagation, although the method appears to converge in fewer than 5 iterations.
magnitude, bringing it closer to that of linear assignment; even this model achieves approximately
zero error up to a baseline of 50.
Finally, ﬁgure 6 (left) shows the weight vector of our model, for a baseline of 60. The ﬁrst 60
weights are for the Shape Context features (determined during the ﬁrst stage of learning), and the
ﬁnal 5 show the weights from our second stage of learning (the weights correspond to the ﬁrst-order
features, distances, adjacencies, scaled distances, and angles, respectively – see section 3). We can
provide some explanation of the learned weights: the Shape Context features are separated into 5
radial, and 12 angular bins – the fact that there are peaks around the 16th and 24th, features indicates
that some particular radial bins are more important than the others; the fact that several consecutive
bins have low weight indicates that some radial bins are unimportant (etc.). It is much more difﬁcult
to reason about the second stage of learning, as the features have different scales, and cannot be
compared directly – however, it appears that all of the higher-order features are important to our
model.
4.2 Bikes Data
For our second experiment, we used images of bicycles from the Caltech 256 Dataset [18]. Bicycles
are reasonably rigid objects, meaning that matching based on their shape is logical. Although the
images in this dataset are fairly well aligned, they are subject to reﬂections as well as some scaling
and shear. For each image in the dataset, we detected landmarks automatically, and six points on
the frame were hand-labelled (see ﬁgure 7). Only shapes in which these interest points were not
occluded were used, and we only included images that had a background; in total, we labelled 44
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Figure 6: Left: The weight vector of our method after learning, for the ‘house’ data. The ﬁrst 60
weights are for the Shape Context features from the ﬁrst stage of of learning; the ﬁnal 5 weights are
for the second stage of learning. Right: The same plot, for the ‘bikes’ data.
Figure 7: Top: A selection of our training images. Bottom: An example match from our test set.
Left: The template image (with the shape outlined in green, and landmark points marked in blue).
Centre: The target image, and the match (in red) using unary features with the afﬁne invariant/SIFT
model of [17] after learning (endpoint error = 0.27). Right: the match using our model after learning
(endpoint error = 0.04).
images. The ﬁrst image was used as the ‘template’, the other 43 were used as targets. Thus we are
learning to match bicycles similar to the chosen template.
Initially, we used the SIFT landmarks and features as described in [6]. Since this approach typically
identiﬁes several hundred landmarks, we set p = 20 for this experiment (i.e. we consider the 20
most likely points). Since we cannot hope to get exact matches, we use the endpoint error instead
of the normalised Hamming loss, i.e. we reward points which are close to the correct match.9 Table
1 reveals that the performance of this method is quite poor, even with the higher-order model, and
furthermore reveals no beneﬁt from learning. This may be explained by the fact that although the
SIFT features are invariant to scale and rotation, they are not invariant to reﬂection.
In [17], the authors report that the SIFT features can provide good matches in such cases, as long as
landmarks are chosen which are locally invariant to afﬁne transformations. They give a method for
identifying afﬁne-invariant feature points, whose SIFT features are then computed.10 We achieve
much better performance using this method, and also observe a signiﬁcant improvement after learn-
ing. Figure 7 shows an example match using both the unary and higher-order techniques.
Finally, ﬁgure 6 (right) shows the weights learned for this model. Interestingly, the ﬁrst-order term
during the second stage of learning has almost zero weight. This must not be misinterpreted: during
the second stage, the response of each of the 20 candidate points is so similar that the ﬁrst-order fea-
tures are simply unable to convey any new information – yet they are still very useful in determining
the 20 candidate points.
9Here the endpoint error is just the average Euclidean distance from the correct label, scaled according to
the width of the image.
10We used publicly available implementations of both methods.
7Table 1: Performance on the ‘bikes’ dataset. The endpoint error is reported, with standard errors in
parentheses (note that the second-last column, ‘higher-order’ uses the weights from the ﬁrst stage of
learning, but not the second).
Detector/descriptor unary + learning higher-order + learning
SIFT [6] Training: 0.335 (0.038) 0.319 (0.034) 0.234 (0.047) 0.182 (0.031)
Validation: 0.343 (0.027) 0.329 (0.019) 0.236 (0.031) 0.257 (0.033)
Testing: 0.351 (0.024) 0.312 (0.015) 0.302 (0.045) 0.311 (0.039)
Afﬁne invariant/SIFT [17] Training: 0.322 (0.018) 0.280 (0.016) 0.233 (0.042) 0.244 (0.042)
Validation: 0.337 (0.015) 0.298 (0.019) 0.245 (0.028) 0.229 (0.032)
Testing: 0.332 (0.024) 0.339 (0.028) 0.277 (0.035) 0.231 (0.034)
5 Conclusion
We have presented a model for near-isometric shape matching which is robust to typical additional
variations of the shape. This is achieved by performing structured learning in a graphical model that
encodes features with several different types of invariances, so that we can directly learn a “com-
pound invariance” instead of taking for granted the exclusive assumption of isometric invariance.
Our experiments revealed that structured learning with a principled graphical model that encodes
both the rigid shape as well as non-isometric variations gives substantial improvements, while still
maintaining competitive performance in terms of running time.
Acknowledgements: We thank Marconi Barbosa and James Petterson for proofreading. NICTA
is funded by the Australian Government’s Backing Australia’s Ability initiative, and the Australian
Research Council’s ICT Centre of Excellence program.
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Abstract
We present a graphical model which encodes a series of hierarchical constraints for
classifying image regions at multiple scales. We show that inference in this model can be
performed efﬁciently and exactly, rendering it amenable to structured learning. Rather
than using feature vectors derived from images themselves, our model is parametrised
using the outputs of a series of ﬁrst-order classiﬁers. Thus our model learns which clas-
siﬁers are useful at different scales, and also the relationships between classiﬁers at dif-
ferent scales. We present promising results on the VOC2007 and VOC2008 datasets.
1 Introduction
When classifying and segmenting images, some categories may be possible to identify based
on global properties of the image, whereas others will depend on highly local information;
many approaches deal with this problem by extracting features at multiple scales. However,
segmentation based on local information can be highly noisy unless smoothness constraints
are enforced. These two facts present a problem from a learning perspective: while it is
possible to learn a ﬁrst-order classiﬁer (i.e., a classiﬁer based on local information) which
incorporates information from multiple scales, learning a classiﬁer which enforces smooth-
ness constraints is an example of structured learning, which appears to have made very little
progress in this area due to the NP-hardness of many smoothness-enforcing algorithms.
Inthispaper, wewillpresentatree-structuredgraphicalmodelthatcanbeusedtoenforce
smoothness constraints, while incorporating image features extracted at multiple scales. The
tractability of this model will render it easily amenable to structured learning, which we
believe is novel in this kind of segmentation scenario. We will deﬁne a loss based on ap-
proximate segmentations of an image (such as bounding boxes), allowing us to exploit the
large amount of information in datasets such as VOC2007 and VOC2008 [7, 8]. We will use
visual features from [6], which appear to exhibit state-of-the-art performance in classiﬁca-
tion problems, and show that their patch-level classiﬁcation performance can be improved
by structured learning.
c ￿ 2009. The copyright of this document resides with its authors.
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The main contributions in our paper are as follows: ﬁrstly, in contrast to many patch-
level segmentation schemes, inference in our model is efﬁcient and exact, allowing us to cir-
cumvent the problems encountered when performing structured learning with approximate
algorithms. Secondly, instead of parametrising our model using image features directly, our
model is parametrised using the outputs of a series of ﬁrst-order classiﬁers, and can therefore
easily extend and combine existing ﬁrst-order classiﬁcation approaches.
2 Related literature
The idea of partitioning an image into regions at multiple scales is certainly not novel [11,
16]. However, these papers are solely concerned with global categorisation, whereas we also
consider the problem of local region labeling. Furthermore, we shall not use the features
of the image regions themselves, but rather our features are probability scores generated by
existing ﬁrst-order models, such as those from [6].
The approach of using tree-structured graphical models to incorporate global data into
local segmentation problems (or simply to circumvent the problems associated with grid-
structured models) is also not new; see for example [12]. However, to our knowledge, our
approach is the ﬁrst to apply structured-learning in this scenario, in order to improve the
classiﬁcation results of ﬁrst-order classiﬁers. Similarly, others use information at an image-
level to guide segmentation at the patch-level [23]. Other papers using similar approaches
(though for different applications) include [9, 20, 25].
Many papers use lattice-structured Markov Random Fields (MRFs) to deal with the prob-
lem of patch-level segmentation. The unary and pairwise terms in such models may be
similar to ours, i.e., the pairwise energy typically denotes a smoothness constraint. Energy
minimization in such a model is NP-hard in the general case, so approximate forms of infer-
ence must be used [30]. There are many examples in this framework, though some important
papers include [4] (α-expansion, αβ-swap), [22] (normalised cuts), and [17] (log-cut). [26]
presents a comparative study of these ideas. We avoid such models as the need to perform
approximate inference is of major concern from a learning perspective.1 Other recent papers
which apply learning to the problem of image segmentation/localisation include [2, 27].
Other authors also use grid structured models, but restrict their potential functions such
that the energy minimization problem can be solved exactly. Examples include boolean-
submodular functions [3, 15], lattice-submodular functions [14], and convex functions [13].
However, the energy functions we wish to use certainly do not fall into any of these cate-
gories.
3 Our model
The nodes (X ) in our graphical model (M) are similar to the regions used in [11, 16]
(though in those papers, they do not form a graph); these nodes are depicted in Figure 1, and
will be indexed by xl,(i,j) where l is the node’s level in the graphical model, and (i, j) is its
grid position. In fact, a similar graphical model has been suggested for binary segmentation
in [18].
1Some papers make an exception to this rule, such as [5] and [21]. Recently, some theoretical results have been
obtained regarding the performance of structured learning in such cases [10].McAULEY et al.: HIERARCHICAL IMAGE-REGION LABELING VIA STRUCTURED LEARNING 3
x0,(0,0) x1,(i,j)
x2,(i,j) x3,(i,j)
Figure 1: Nodes on the ﬁrst four levels of our model. Nodes are indexed by xl,(i,j) where l is
the node’s level in the graphical model, and (i, j) is its grid position.
In words, a node on level k is connected to a node on level k+1, if and only if the regions
corresponding to these nodes overlap. More formally,
xk,(i,j) is connected to
 
xk+1,(2i,2j),xk+1,(2i,2j+1),xk+1,(2i+1,2j),xk+1,(2i+1,2j+1)
 
(1)
(equivalently, xk,(i,j) is connected to xk−1,(i/2,j/2)). Note that the graphical model is undi-
rected. It is worth noting that there are no connections between nodes at a given level, and as
such we are not enforcing neighbourhood constraints per se. Neighbourhood constraints will
only be enforced indirectly, due to the fact that neighbors are connected via their parents.2
Such a formulation is preferable because it results in a tractable graphical model (it forms a
quadtree), whereas enforcing neighbourhood constraints directly typically requires that we
resort to approximate forms of belief propagation.
The number of levels in this graph will depend on the size of the images in question,
as well as how densely image patches are sampled. In practice, our graph is built to the
maximal depth such that every region contains at least one patch, meaning that the ‘regions’
on the bottom level are essentially ‘patches’. Details are given in Section 5.
3.1 Modeling hierarchical constraints in M
When used in a classiﬁcation scenario, this model will ensure that nodes on higher levels
(i.e., nodes with smaller values of l) will always be assigned to at least as generic a class
as nodes on lower levels; this is precisely analogous to the notion of inheritance in object-
oriented programming. The simplest inheritance diagram (denoted H ) that we may use is
depicted in Figure 2.
2In other words, we assume that two neighbors are conditionally independent, given their parents.4 McAULEY et al.: HIERARCHICAL IMAGE-REGION LABELING VIA STRUCTURED LEARNING
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    train
zzttttttttt
tvmonitor
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background
Figure 2: The simplest possible hierarchy; the most general possible assignment simply
states that an image region may contain multiple classes; the least general states that a region
does not contain any class (↓ denotes ‘more general than’). Class labels are taken from [7, 8],
though any set of labels could be used.
Note that in H , the class ‘background’ is actually a child of all speciﬁc classes; this
is done because our training data may only approximately segment the image (i.e., using a
bounding box). Thus an object that is classiﬁed as ‘cat’ on a higher level may be separated
into ‘cat’ and ‘background’ on the level below. In principle, we could add additional classes
to the hierarchy, representing ‘clusters’ of speciﬁc classes – for instance, tables and chairs
may only appear in indoor scenes, whereas sheep and horses may only appear outdoors. The
problem of learning such a visual hierarchy has been addressed in [24] (among others), and
incorporating such hierarchies is certainly an avenue for future work.
These requirements will be enforced as hard constraints in M (i.e., assignments which
disobey these constraints will have cost ∞). We will use the notation a ≺ b to indicate that a
class a is less speciﬁc than b.
4 Probability maximization in M
4.1 Unary potentials
In the most general case, the unary potentials (i.e., ﬁrst order probabilities) in M are deﬁned
as follows (note that we have suppressed the subscript of the region x for brevity):
E(x;y) =
 
Φ1(x,y),θnodes 
, (2)
wherey∈H istheclasslabeltowhichtheregionx istobeassigned, andθnodes parametrises
Φ1(x,y) – the joint feature map of the node x and its assignment y. The optimal value of
θnodes will be determined by our learning scheme, described in section 4.5.
In our speciﬁc case, we wish to ensure that the class label given to x was given a high
probability according to some ﬁrst-order classiﬁer (such as that deﬁned in [6]). Speciﬁcally,
suppose that such a classiﬁer returns a vector of probabilities Px; then our joint feature map
may be
Φ1(x,y) = (0,...,Px,y,...,0)
      
0 everywhere except the yth entry
. (3)
In words, if x is assigned the class y, then the probability given by the ﬁrst-order model
should be high (weighted by θnodes
y ).3
3To simplify, E(x;y) = Px,yθy. The formulation in (eq. 3) is used simply to express this as a linear function ofMcAULEY et al.: HIERARCHICAL IMAGE-REGION LABELING VIA STRUCTURED LEARNING 5
There are two straightforward generalisations of this model which may be desirable:
ﬁrstly, we may wish to learn a separate parametrisation for each level; in this case, we would
have a copy of Φ1(x,y) for each image level, and use an indicator function to ‘select’ the cur-
rent level. The second generalisation would be to parametrise multiple ﬁrst-order classiﬁers,
which return probabilities P1
x    PC
x (for instance, features based on histograms of orienta-
tions; features based on RGB statistics, etc.). In this case, our joint feature map will simply
be a concatenation of the individual feature maps deﬁned by each classiﬁer (i.e., it will be
nonzero in exactlyC locations). We will use both of these generalisations in our experiments
(see Section 5).
4.2 Pairwise potentials
Similarly, we deﬁne pairwise potentials for nodes xk and xk+1 (suppressing the remainder of
the index):
E(xk,xk+1;yk,yk+1) =
 
Φ2(xk,xk+1;yk,yk+1),θedges 
. (4)
This time the joint feature map Φ2 should express two properties: ﬁrstly, the constraints
of our hierarchy should be strictly enforced; secondly, nodes assigned to the same class on
different levels should have similar probabilities (again using the probabilities Pxk and Pxk+1
returned by our ﬁrst-order classiﬁer).
To achieve these goals, we deﬁne the indicator function H as
H(yk,yk+1) =



∞ if yk ≻ yk+1,
0 if yk ≺ yk+1,
1 otherwise (yk = yk+1).
(5)
Notethatthisindicatorfunctionenforcespreciselythehierarchicalconstraintsthatwedesire.
It also speciﬁes that there is no cost associated to assigning a child node to a more speciﬁc
class – thus we are only parametrising the cost when both class labels are the same. Our joint
feature map now takes the form
Φ2(xk,xk+1;yk,yk+1) = −H(yk,yk+1)
   Pxk −Pxk+1
   2, (6)
where |p| is the elementwise absolute value of p. Again we may make the same extensions
to this model as outlined in Section 4.1.
4.3 The potential function
The complete maximization function is now deﬁned as
gθ(X ) = argmax
Y ∑
x∈M
 
(0,...,Px,y(x),...,0),θnodes 
+ ∑
xk,xk+1∈M
 
H(yk(xk),yk+1(xk+1))
 
 Pxk −Pxk+1
 
 2,θedges
 
, (7)
where θ is simply the concatenation of our two parameter vectors (θnodes;θedges), and y(x)
is the assignment given to x under Y (the full set of labels). As the nodes in M form a tree,
this energy can be maximized via max-sum belief propagation (see, for example [1]). The
running time of this procedure is in O(|M||H |2), where |M| is the number of nodes and
|H | is the number of classes.
θnodes. Also, we use log(Px,y) in practice, since we are maximizing a sum rather than a product.6 McAULEY et al.: HIERARCHICAL IMAGE-REGION LABELING VIA STRUCTURED LEARNING
4.4 Loss function
Our loss function speciﬁes ‘how bad’ a given assignment X is compared to the correct
assignment Y . We desire that our loss function should decompose as a sum over nodes and
edges in M (for reasons shown in Section 4.5).
Firstly, we must specify how our training labels Y are produced using existing datasets.
One option is simply to assign the class ‘multiple’ to all regions with which multiple bound-
ing boxes intersect, to assign ‘background’ to all regions with which no bounding boxes
intersect, and to assign a speciﬁc class label to all others. Speciﬁcally, we will deﬁne a loss
function of the form
∆(X ,Y ) =
|X |
∑
i=1
δ(xi,yi). (8)
One such loss is the Hamming loss, which simply takes the value 0 when the region is
correctly assigned, and 1/|M| otherwise, where |M| is the number of regions (or more
formally δ(xi,yi) = 1
|M|(1−I{xi}(yi))).4 In practice, we scale the loss so that each level of
our graphical model makes an equal contribution (i.e., a mistake on level k makes four times
the contribution as a mistake on level k+1).
4.5 Structured learning in M
Structured learning can now be done in the framework described in [29]. Given a training
set Y 1   Y N, our goal is to solve
argmin
θ
  1
N
N
∑
n=1
∆(gθ(X n),Y n)
      
empirical risk
+ λ θ 2
      
regularisation term
 
. (9)
Withoutgoingintothedetailsofthestructuredlearningalgorithmitself(see[29]), werequire
that in addition to being able to solve (eq. 7), we can also solve
gθ(X ) = argmax
Y ∑
x∈M
 
(0,...,Px,y(x),...,0),θnodes 
+
∑
xk,xk+1∈M
 
H(yk(xk),yk+1(xk+1))
 
 Pxk −Pxk+1
 
 2,θedges
 
+∆(X ,Y ), (10)
i.e., for a given value of θ, we can ﬁnd an assignment which is consistent with our model
(eq. 7), yet incurs a high loss. This procedure is known as ‘column-generation’, and can
easily be solved in this scenario, as long as ∆(X ,Y ) decomposes as a sum over the nodes
and edges in our model (which is certainly true of the Hamming loss).
5 Experiments
We used images from the VOC2007 and VOC2008 datasets to evaluate our model. Specif-
ically, we used VOC2008 for training and validation, and VOC2007 for testing (as testing
4When multiple classes are observed in a single region (i.e., when the correct label is ‘multiple’), no penalty is
incurred if one of these speciﬁc classes is chosen.McAULEY et al.: HIERARCHICAL IMAGE-REGION LABELING VIA STRUCTURED LEARNING 7
Correct labeling, using bounding-boxes from VOC2007 (1−∆ = 1):
Baseline (with image prior), using no second-order features (1−∆ = 0.566):
Non-learning using second-order features, but assigning equal weight to all (1−∆ = 0.551):
Learning of all features (1−∆ = 0.770):
Colour-code for labels observed in these images:
Figure 3: An example match comparing our technique to non-learning methods. The top
sequence contains the ‘correct’ labeling, as extracted from the VOC2007 dataset (Image
000127; the correct labeling incurs zero loss by deﬁnition). The second sequence uses only
ﬁrst order features (i.e., the most likely assignment is chosen for each region independently);
the image-level classiﬁer is used at the top level, the mid-level classiﬁer is used at the second
and third levels, and the patch-level classiﬁer is used at the bottom level; the fact that many
of regions at the bottom level are incorrectly labeled demonstrates the need for consistency
constraints (see supplementary material for further analysis). The third sequence shows our
method without learning (i.e., assigning equal weight to all features); the low quality of this
match demonstrates that the weights are poorly tuned without learning. Finally, the fourth
sequence shows the performance of our method, which appears to address both of these
issues. A key for the labels used is also shown.8 McAULEY et al.: HIERARCHICAL IMAGE-REGION LABELING VIA STRUCTURED LEARNING
Level 0 Level 1 Level 2 Level 3
Baseline (see [6]) 0.342 0.214 0.232 0.163
Baseline with image prior (see [6]) 0.342 0.217 0.242 0.169
Non-learning 0.426 0.272 0.137 0.112
Learning 0.413 0.307 0.349 0.444
Table 1: Performance on each level of the graph (on the test set).
data for VOC2008 is not available). This presents a learning scenario in which there is a
realistic difference between the training and test sets. The training, validation, and test sets
contain 2113, 2227, and 4952 images respectively. The validation set is used to choose the
optimal value of the regularisation constant λ.
We extracted SIFT-like features for our model on uniform grids at 5 different scales
[19]. We used the methodology of [6] based on Fisher vectors to extract a signature for each
region. A patch is considered to belong to a region if its centre belongs to that region, and its
overlap with the region is at least 25%. We used three different ﬁrst-order classiﬁers, based
on sparse logistic regression: one which has been trained to classify the entire collection of
features in an image (the ‘image-level’ classiﬁer), one which has been trained on bounding-
boxes (the ‘mid-level’ classiﬁer), and one which has been trained on individual patches (the
‘patch-level’ classiﬁer). The baseline to which we compare our method is one which simply
selects the highest score using these individual classiﬁers (i.e., no consistency information
is to be used). This baseline is similar to what is reported in [6], though it is important to
stress that their method was not optimised to minimize the same loss that is presented here.
We also report the performance using the image prior deﬁned in [6], which rejects labelings
at the patch level which are inconsistent with the probability scores at the image level.
Classiﬁcation scores for the classes ‘background’ and ‘multiple’ were extracted automat-
ically from the ﬁrst-order scores: the probability of belonging to the background is 1 minus
the highest probability of belonging to any other class; the probability of belonging to mul-
tiple classes is the twice the product of the two highest probabilities, capped at 1 (so that if
two classes have probabilities greater than 0.5, the product will be greater than 0.5 also).
Structured learning was performed using the ‘Bundle Methods for Risk Minimization’
code of [28]. This solver requires only that we specify our feature representation Φ(X ,Y )
(eq. 3, 6), our loss ∆(X ,Y ) (eq. 8), and a column-generation procedure (eq. 10).
A performance comparison between the learning and non-learning versions of our ap-
proach, as well as the baseline is shown in Table 2.5 Figure 3 shows an example match from
our test set. Table 1 shows the contribution to the loss made by each level of the graphical
model. Finally, Figure 4 shows the weight vector learned by our method. Note that our
model exhibits a substantial improvement over the baseline, and non-learning approaches.6
Additional results are given in our supplementary material (including 3×3 branching in
our tree, different weightings for the class ‘multiple’, and an analysis of our failure cases).
5The non-learning version of the approach just sets θ = (1,1,...,1,1), though any constant value will do.
6Comparison with other methods is certainly difﬁcult, as our loss is neither equivalent to a classiﬁcation nor
a segmentation error. Note however that in Table 1, we achieve an improvement at both the segmentation and
classiﬁcation levels. Also, due to the class ‘multiple’, our loss is not equivalent to the criteria normally used to
measure performance on the VOC2007 and VOC2008 datasets.McAULEY et al.: HIERARCHICAL IMAGE-REGION LABELING VIA STRUCTURED LEARNING 9
Training Validation Testing
Baseline (see [6]) 0.272 (0.004) 0.273 (0.004) 0.233 (0.003)
Baseline with image prior (see [6]) 0.275 (0.005) 0.276 (0.004) 0.238 (0.003)
Non-learning 0.235 (0.006) 0.224 (0.005) 0.233 (0.004)
Learning 0.460 (0.006) 0.456 (0.006) 0.374 (0.004)
Table 2: Performance of our method during training, validation, and testing (for the optimal
value of λ), compared to non-learning methods. The value reported is simply the proportion
of correctly labeled regions, with each level contributing equally (i.e., one minus the loss).
Values in parentheses indicate the standard error (across all images).
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Image-level classifier Mid-level classifier Patch-level classifier
Image-level classifier Mid-level classifier Patch-level classifier
Node weights
Edge weights
Figure 4: The complete weight-vector for our model. A separate vector of 22 (= |H |)
weights is learned for each image level, and for each type of classiﬁer (the dashed line
corresponds to zero). This vector has several interesting properties: ﬁrstly, the image-level
classiﬁer is given higher importance at the top levels, whereas the patch-level classiﬁer is
given higher importance at the bottom levels (which is consistent with our expectations).
Also, there is a lot of variance between weights of different classes (especially ‘multiple’,
‘background’, and ‘person’), indicating that certain classes are easier to identify at different
scales. Finally, the edge weights have both large positive and negative scores: for instance,
the high weight given to ‘dog’ for the image-level classiﬁer at level 0/1 indicates that the
features between these two levels should be very similar, whereas the negative weight given
to ‘cat’ (at the same level) indicates that the features should be very different.10 McAULEY et al.: HIERARCHICAL IMAGE-REGION LABELING VIA STRUCTURED LEARNING
6 Conclusion
We have presented a graphical model which efﬁciently performs patch-level, region-level,
and image-level labeling simultaneously. This model is useful in that it allows us to encode
smoothness constraints for patch-level classiﬁcation, while still incorporating the important
information at higher levels. We have shown how to apply structured learning in this model,
which has traditionally been a problem for models incorporating smoothness constraints. We
have shown that our model improves in performance over existing models which use only
ﬁrst-order information. Since our model is parametrised using the probability scores from
ﬁrst-order approaches, it should be seen as complimentary to existing ﬁrst-order techniques.
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Abstract
We show that the expected computational
complexity of the Junction-Tree Algorithm
for maximum a posteriori inference in graph-
ical models can be improved. Our results
apply whenever the potentials over maximal
cliques of the triangulated graph are factored
over subcliques. This is common in many real
applications, as we illustrate with several ex-
amples. The new algorithms are easily im-
plemented, and experiments show substantial
speed-ups over the classical Junction-Tree Al-
gorithm. This enlarges the class of models for
which exact inference is eﬃcient.
1 INTRODUCTION
It is well-known that exact inference in tree-structured
graphical models can be accomplished eﬃciently by
message-passing operations following a simple protocol
making use of the distributive law (Aji and McEliece,
2000). It is also well-known that exact inference
in arbitrary graphical models can be solved by the
Junction-Tree Algorithm; its eﬃciency is determined
by the size of the maximal cliques after triangulation,
a quantity related to the treewidth of the graph.
Figure 1 illustrates an attempt to apply the Junction-
Tree Algorithm to some graphical models containing
cycles. If the graphs are not chordal ((a) and (b)), they
need to be triangulated, or made chordal (red edges
in (c) and (d)). Their clique-graphs are then guar-
anteed to be Junction-Trees, and the distributive law
can be applied with the same protocol used for trees
(see Aji and McEliece (2000) for an excellent tutorial
on exact inference in arbitrary graphs). Although the
models in this example contain only pairwise factors,
triangulation has increased the size of their maximal
Appearing in Proceedings of the 13
th International Con-
ference on Artiﬁcial Intelligence and Statistics (AISTATS)
2010, Chia Laguna Resort, Sardinia, Italy. Volume 9 of
JMLR: W&CP 9. Copyright 2010 by the authors.
(a) (b) (c) (d)
Figure 1: The models at left ((a) and (b)) can be tri-
angulated ((c) and (d)) so that the Junction-Tree Al-
gorithm can be applied. Despite the fact that the new
models have larger maximal cliques, the corresponding
potentials are still factored over pairs of nodes.
cliques, making exact inference substantially more ex-
pensive. Hence approximate solutions in the original
graph (such as Loopy Belief-Propagation, or inference
in a Loopy Factor-Graph) are often preferred over an
exact solution via the Junction-Tree Algorithm.
In this paper, we exploit the fact that the maximal
cliques (after triangulation) often have potentials that
factor over subcliques, as illustrated in Figure 1. We
will show that whenever this is the case, the expected
computational complexity of exact inference can be im-
proved (both the asymptotic upper bound and the ac-
tual runtime). This will increase the class of problems
for which exact inference is tractable.
This is not to be confused with optimizations pro-
duced by Factor Graphs (Kschischang et al., 2001).
If applied to the above examples, the resulting Factor
Graphs would contain cycles and would therefore pro-
duce inexact solutions in general. Instead, we work at
the level of Junction-Trees arising from triangulated
graphs, enabling us to leverage within-clique factor-
izations while performing exact inference.
A core operation encountered in the Junction-Tree Al-
gorithm is that of ﬁnding the index that chooses the
largest product amongst two lists of length N:
ˆ i = argmax
i∈{1...N}
{va[i] × vb[i]}. (1)
Our results stem from the realisation that while (eq. 1)
appears to be a linear time operation, it can be de-
creased to O(
√
N) (in the expected case) if we know
the permutations that sort va and vb.         526
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1.1 SUMMARY OF RESULTS
A selection of the results to be presented in the re-
mainder of this paper can be summarized as follows.
We are able to lower the asymptotic expected running
time of the Junction-Tree Algorithm for any graphi-
cal model whose clique-potentials factorise into lower-
order terms; we always obtain the same solution as the
traditional Junction-Tree Algorithm, i.e., no approxi-
mations are used. For cliques composed of pairwise
factors, we achieve an expected speed-up over the ex-
isting approach of at least Ω(
√
N) (assuming N states
per node); for cliques composed of K-ary factors, the
expected speed-up becomes Ω( 1
KN
1
K ) (Ω denotes an
asymptotic lower-bound).
As an example, we can exactly compute the maximum
a posteriori (MAP) states of a ring-structured model
(see Fig. 1(b)) with M nodes in O(MN2√
N); in con-
trast, Loopy Belief-Propagation takes Θ(MN2) per it-
eration, and the exact Junction-Tree Algorithm takes
Θ(MN3) by triangulating the graph (Θ denotes an
asymptotically tight bound).
The expected-case improvement is achieved when the
conditional densities of diﬀerent factors (with respect
to their shared variables) have independent order-
statistics; if their order-statistics are positively cor-
related, we typically obtain better performance than
the expected case; if they are negatively correlated, we
may obtain worse performance, though our algorithm
is never asymptotically more expensive than the tra-
ditional Junction-Tree Algorithm.
Our results do not apply for every semiring S(+, ),
but only to those whose ‘addition’ operation deﬁnes
an order; we also assume that under this ordering, our
‘multiplication’ operator satisﬁes
a < b ∧ c < d ⇒ a   c < b   d. (2)
Thus our results certainly apply for the max-product
and min-product semirings (as well as max-sum and
min-sum), but not for sum-product. Consequently, our
approach is useful for computing MAP-states, but can-
not be used to compute marginal distributions. We
also assume that the domain of each node is discrete.
2 BACKGROUND
In belief-propagation algorithms, the message from a
clique X to an intersecting clique Y is deﬁned by
mX→Y (xX∩Y ) = max
xX\Y
{ΦX(xX)
Y
Z∈Γ(X)\Y
mZ→X(xX∩Z)}
(3)
(where Γ(X) returns the neighbours of the clique
X). If such messages are computed after Y has re-
(a) (b) (c)
Figure 2: (a) A model for pose reconstruction from
Sigal and Black (2006); (b) A ‘skip-chain CRF’ from
Galley (2006); (c) A model for deformable matching
from Coughlan and Ferreira (2002). Although the (tri-
angulated) models have cliques of size three, their po-
tentials factorize into pairwise terms.
ceived messages from all of its neighbours except X
(i.e., Γ(X) \ Y ), then this deﬁnes precisely the up-
date scheme used by the Junction-Tree Algorithm.
The same update scheme is used for Loopy Belief-
Propagation, though it is done iteratively in a random-
ized fashion. MAP-states are computed in a similar
fashion, except that the messages from all neighbours
are included in (eq. 3).
Often, the clique-potential ΦX(xX) will be decompos-
able into several smaller factors, i.e.,
ΦX(xX) =
Y
F⊂X
ΦF(xF). (4)
Some simple motivating examples are shown in Figure
2: a model for pose estimation from Sigal and Black
(2006), a ‘skip-chain CRF’ from Galley (2006), and
a model for shape matching from Coughlan and Fer-
reira (2002). In each case, the triangulated model has
third-order cliques, but the potentials are only pair-
wise. Other examples have already been shown in
Figure 1; analogous cases are ubiquitous in many real
applications (to be shown in Section 4, Table 1).
The optimizations we suggest shall apply to general
problems of the form
mM(xM) = max
xX\M
Y
F⊂X
ΦF(xF), (5)
of which (eq. 3) is a special case (where the messages
are considered to be factors). Computing the solu-
tion in the na¨ ıve way (i.e., evaluating
Q
F⊂X ΦF(xF)
for every value of xX) takes Θ(N|X|), where N is the
number of states per node, and |X| is the size of the
clique X (we assume that for a given xX, computing Q
F⊂X ΦF(xF) takes constant time, as our optimisa-
tions shall not modify this cost). There is some loosely
related work that applies to the sum-product version of
this problem, based on arithmetic circuits (Park and
Darwiche, 2003), an idea closely related to Strassen’s
sub-cubic method for matrix-multiplication.         527
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Figure 3: (a) The lists va and vb before sorting. (b) Black squares show corresponding elements in the sorted lists
(va[pa[i]] and vb[pb[i]]); red squares indicate the elements currently being read (va[pa[start]] and vb[pb[start]]).
We can imagine expanding a gray box of size start × start until it contains an entry; note that the maximum is
found during the ﬁrst step. (c) In the version for three lists, we expand a gray box within a cube.
3 OUR APPROACH
To specify an eﬃcient solution to (eq. 3), we ﬁrst con-
sider the simplest factorization: a clique of size three
containing pairwise factors. Here we must compute
mi,j(xi,xj) = max
xk
Φi,j(xi,xj)Φi,k(xi,xk)Φj,k(xj,xk).
(6)
For a particular value of (xi,xj) = (a,b), we must solve
mi,j(a,b) = Φi,j(a,b) × max
xk
Φi,k(a,xk)
| {z }
va
×Φj,k(b,xk)
| {z }
vb
,
(7)
which we note is in precisely the form shown in (eq. 1).
This is sometimes referred to as ‘funny’ matrix mul-
tiplication, as (eq. 7) is equivalent to regular matrix
multiplication with summation replaced by maximiza-
tion. It is known to have a sub-cubic worst-case so-
lution (Alon et al., 1997); our approach does not im-
prove the worst-case complexity, but gives far better
expected-case performance than existing solutions.
As we have previously suggested, it will be possible
to solve (eq. 7) eﬃciently if va and vb are already
sorted. We note that va will be reused for every value
of xj, and likewise vb will be reused for every value of
xi. Sorting every row of Φi,k and Φj,k can be done in
Θ(N2 logN) (for 2N rows of length N).
The following elementary lemma is the key observation
required in order to solve (eq. 7) eﬃciently:
Lemma 1. If the pth largest element of va has the
same index as the qth largest element of vb, then we
only need to search through the p largest values of va,
and the q largest values of vb; any values smaller than
these cannot possibly contain the largest solution.
This observation is used to construct Algorithm 1.
Here we iterate through the indices starting from the
largest values of va and vb, and stopping once both
indices are ‘behind’ the maximum value found so far
(which we then know is the maximum). This algo-
rithm is demonstrated pictorially in Figure 3.
Algorithm 1 Find i that maximizes va[i] × vb[i]
Input: two vectors va and vb, and permutation func-
tions pa and pb that sort them in decreasing order
(so that va[pa[1]] is the largest element in va)
1: Initialize: start = 1, enda = p−1
a [pb[1]], endb =
p
−1
b [pa[1]] {if endb = k, the largest entry in va has
the same index as the kth largest entry in vb}
2: best = pa[1], max = va[best] × vb[best]
3: if va[pb[1]] × vb[pb[1]] > max then
4: best = pb[1], max = va[best] × vb[best]
5: end if
6: while start < enda {we do not check the stopping
criterion for endb; this creates some redundancy,
which a more complex implementation avoids} do
7: start = start + 1
8: if va[pa[start]] × vb[pa[start]] > max then
9: best = pa[start]
10: max = va[best] × vb[best]
11: end if
12: if p
−1
b [pa[start]] < endb then
13: endb = p
−1
b [pa[start]]
14: end if
15: {repeat Lines 8–14, interchanging a and b}
16: end while {this takes expected time O(
√
N)}
17: Return: best
A prescription of how Algorithm 1 can be used to solve
(eq. 7) is given in Algorithm 2. Determining precisely
the running time of Algorithm 1 (and therefore Algo-
rithm 2) is not trivial, and will be explored in Section
3.2. We note that if the expected-case running time of
Algorithm 1 is O(f(N)), then the time taken to solve
Algorithm 2 shall be O(N2(logN + f(N))). We will
discuss the running time in Section 3.2, though for the
moment we simply state the following theorem:
Theorem 2. The expected running time of Algo-
rithm 1 is O(
√
N), yielding a speed-up of at least
Ω(
√
N) in cliques containing pairwise factors.
We can extend Algorithms 1 and 2 to cases where there
are several overlapping terms in the factors. For in-         528
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stance, Algorithm 2 can be adapted to solve
mi,j(xi,xj) = max
xk,xm
Φi,j(xi,xj)×
Φi,k,m(xi,xk,xm) × Φj,k,m(xj,xk,xm), (8)
and similar variants containing three factors. Here
both xk and xm are shared by Φi,k,m and Φj,k,m. As
the number of shared terms increases, so does the im-
provement to the running time. While (eq. 8) would
take Θ(N4) to solve using the na¨ ıve algorithm, it takes
only O(N3) to solve using Algorithm 2. In general,
if we have S shared terms, we create a new variable
whose domain is their product space; the running time
is then O(N2√
NS), yielding a speed-up of Ω(
√
NS).
over the na¨ ıve solution.
Algorithm 2 Compute the max-marginal of a 3-clique
containing pairwise factors, using Algorithm 1
Input: a potential function Φi,j,k(xi,xj,xk) with fac-
tors Φi,j,k(a,b,c) = Φi,j(a,b)×Φi,k(a,c)×Φj,k(b,c)
whose max-marginal mi,j we wish to compute
1: for n ∈ {1...N} do
2: compute Pi[n] by sorting Φi,k(n,xk)
{takes Θ(N logN)}
3: compute Pj[n] by sorting Φj,k(n,xk)
{Pi and Pj are N ×N arrays, each row of which
is a permutation; Φi,k(n,xk) and Φj,k(n,xk) are
functions over xk, since n is constant in this ex-
pression}
4: end for {this loop takes Θ(N2 logN)}
5: for (a,b) ∈ {1...N}
2 do
6: (va,vb) = (Φi,k(a,xk),Φj,k(b,xk))
7: (pa,pb) =
￿
Pi[a],Pj[b]
￿
8: best = Algorithm1 (va,vb,pa,pb) {O(
√
N)}
9: mi,j(a,b) = Φi,j(a,b)Φi,k(a,best)Φj,k(b,best)
10: end for {this loop takes O(N2√
N)}
11: Return: mi,j
3.1 AN EXTENSION TO CLIQUES WITH
ARBITRARY DECOMPOSITIONS
By similar reasoning, we can apply our algorithm in
cases where there are more than three factors. We
begin with the simplest case, in which our factors can
be separated into three groups (which we note is always
the case for pairwise factors). An illustrative example
of such a clique is given in Figure 4(a), which we shall
call G (assumed to be maximal in some triangulated
graph). Each of the factors in this clique have been
labeled using diﬀerently coloured edges, and the max-
marginal we wish to compute has been labeled using
coloured nodes. It is possible to split this graph into
three groups X, Y , and Z, such that every factor is
contained within a single group, along with the max-
marginal we wish to compute.
5 6
8
7
4
3
2
1
(a) (b)
(a) We begin with a set of factors (each coloured clique is
a factor; dashed lines indicate overlapping factors, while
dotted lines indicate pairwise factors), which are assumed
to belong to some clique in our model; we wish to compute
the max-marginal with respect to one of those factors (in-
dicated using coloured nodes); (b) The factors are split into
three groups, such that every factor is entirely contained
within one of them (Algorithm 3, line 1).
(c) (d) (e)
(c) Any nodes contained in only one of the groups are
marginalised (Algorithm 3, lines 2, 3, and 4); the prob-
lem is now very similar to that described in Algorithm
2, except that nodes have been replaced by groups; note
that this essentially introduces maximal factors in Y
′ and
Z
′; (d) For every value (a,b) ∈ dom(x3,x4), Ψ
Y (a,b,x6)
is sorted (Algorithm 3, lines 5–7); (e) For every value
(a,b) ∈ dom(x2,x4), Ψ
Z(a,b,x6) is sorted (Algorithm 3,
lines 8–10).
c
b
a
M
(e) (f)
(e) For every n ∈ dom(X
′), we choose the best value of x6
by Algorithm 1 (Algorithm 3, lines 11–16); (f) The result
is marginalised with respect to M (Algorithm 3, line 17).
Figure 4: Algorithm 3, explained pictorially. In this
case, the most computationally intensive step is the
marginalisation of Z (in step (c)), which takes Θ(N5).
However, the algorithm can actually be applied recur-
sively to the group Z, resulting in an overall running
time of O(N4√
N), for a max-marginal that would
have taken Θ(N8) to compute using the na¨ ıve solu-
tion.         529
Julian J. McAuley, Tib´ erio S. Caetano
Algorithm 3 Compute the max-marginal of G with
respect to M, where G is split into three groups
Input: potentials ΦG(x) = ΦX(xX)ΦY (xY )ΦZ(xZ),
where M ⊆ X (see Fig. 4)
1: Deﬁne: X′ = ((Y ∪Z)∩X)∪M; Y ′ = (X∪Z)∩Y ;
Z′ = (X ∪ Y ) ∩ Z {X′ contains the variables in
X that are shared by at least one other group;
alternately, the variables in X \X′ appear only in
X (sim. for Y ′ and Z′)}
2: compute ΨX(xX′) = maxX\X′ ΦX(xX)
{we are marginalising over those variables in X
that do not appear in any of the other groups (or
in M); this takes Θ(N|X|) if done by brute force,
but may also be done recursively}
3: compute ΨY (xY ′) = maxY \Y ′ ΦY (xY ) {Θ(N|Y |)}
4: compute ΨZ(xZ′) = maxZ\Z′ ΦZ(xZ) {Θ(N|Z|)}
5: for n ∈ dom(X ∩ Y ) do
6: compute PY [n] by sorting ΨY (n;xY ′\X)
{ΨY (n;xY ′\X) is free over xY ′\X; PY [n] stores
the |Y ′ \ X|-dimensional indices that sort it}
7: end for {this loop takes Θ(|Y ′\X|N|Y
′| logN)}
8: for n ∈ dom(X ∩ Z) do
9: compute PZ[n] by sorting ΨZ(n;xZ′\X)
10: end for {this loop takes Θ(|Z′\X|N|Z
′| logN)}
11: for n ∈ dom(X′) do
12: (va,vb) = (ΨY (n|Y ′;xY ′\X′),ΨZ(n|Z′;xZ′\X′))
{n|Y ′ is the ‘restriction’ of the vector n to those
indices in Y ′; hence ΨY (n|Y ′;xY ′\X′) is free in
xY ′\X′, while n|Y ′ is ﬁxed}
13: (pa,pb) =
￿
PY [n|Y ′],PZ[n|Z′]
￿
14: best = Algorithm1 (va,vb,pa,pb)
15: mX(n) = ΨX(n)ΨY (best;n|Y ′)ΨZ(best;n|Z′)
16: end for {this loop takes O(N|X
′|√
N|(Y ′∩Z′)\X′|)}
17: mM(xM) = Naive(mX,M) {i.e., we are using the
na¨ ıve algorithm to marginalise mX(xX) with re-
spect to M; this takes Θ(N|X|)}
The marginalisation steps of Algorithm 3 (Lines 2, 3,
and 4) may further decompose into smaller groups, in
which case Algorithm 3 can be applied recursively. For
instance, the graph in Figure 5(a) shows the marginal-
isation step from Algorithm 3, Line 4 (see Fig. 4(c)).
Since this marginalisation step is the asymptotically
dominant step in the algorithm, applying Algorithm 3
recursively lowers the asymptotic complexity.
Naturally, there are cases for which a decomposition
into three terms is not possible, such as
mi,j,k(xi,xj,xk) = max
xm
Φi,j,k(xi,xj,xk)×
Φi,j,m(xi,xj,xm)Φi,k,m(xi,xk,xm)Φj,k,m(xj,xk,xm)
(9)
(i.e., a clique of size four with third-order factors).
However, if the model contains factors of size K, it
must always be possible to split it into K + 1 groups
(e.g. four in the case of (eq. 9)).
Our optimizations can be applied in these cases simply
by adapting Algorithm 1 to solve problems of the form
ˆ i = argmax
i∈{1...N}
{v1[i] × v2[i] ×     × vK[i]}. (10)
Figure 3(c) demonstrates how such an algorithm be-
haves in practice: if we have K lists, the cube in Fig-
ure 3(c) becomes a K-dimensional hypercube. Pseu-
docode is not shown, though it is similar to Algorithm
1. Again, we shall discuss the running time of this ex-
tension in Section 3.2. For the moment, we state the
following theorem:
Theorem 3. Algorithm 1 generalises to K lists with
an expected running time of O(KN
K−1
K ), yielding a
speed-up of Ω( 1
KN
1
K ) in cliques containing K-ary fac-
tors (it can be adapted to be O(min(N,KN
K−1
K )), if
we carefully avoid rereading entries).
Using this extension, we can extend Algorithm 3 to
allow for any number of groups (pseudocode is not
shown; all statements about the groups Y and Z sim-
ply become statements about K groups {G1 ...GK}).
The one remaining case that has not been considered
is when the sequences v1    vK are functions of dif-
ferent (but overlapping) variables; this can be trivially
circumvented by ‘padding’ each of them to be func-
tions of the same variables, and by carefully applying
recursion.
As a ﬁnal comment we note that we have not provided
an algorithm for choosing how to split the variables
into (K + 1)-groups, and we note that diﬀerent splits
may result in better performance. However, even if
the split is chosen in a na¨ ıve way, we will still get the
performance increases mentioned.
3.2 EXPECTED-CASE COMPLEXITY
In this section we shall determine the expected-case
running time of Algorithm 1. Algorithm 1 traverses
va and vb until it reaches the smallest value of m for
which there is some j ≤ m such that m ≥ p
−1
b [pa[j]].
Extensions of Algorithm 1 aim to ﬁnd the smallest m
for which
max(i,p1[i],...,pK−1[i]) ≤ m. (11)
If M is a random variable representing this smallest
value of m, then we wish to ﬁnd E(M). Simple anal-
ysis reveals that the probability of choosing a single
permutation p such that max(i,p[i]) > m is
P(M > m) =
(N − m)!(N − m)!
(N − 2m)!N!
. (12)         530
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Graph:
{The complete
graph KM, with
pairwise terms}
(a) (b) (c) (d) (e)
Na¨ ıve solution: Θ(N5) Θ(N3) Θ(N11) Θ(N6) Θ(NM)
Algorithm 3: O(N3√
N) O(N2√
N) O(N6√
N) O(N5) O(N5M/6)
Speed-up: Ω(N
√
N) Ω(
√
N) Ω(N4√
N) Ω(N) Ω(NM/6)
Figure 5: Some example graphs whose max-marginals are to be computed with respect to the coloured nodes,
using the three regions shown. Factors are indicated using diﬀerently coloured edges, while dotted edges always
indicate pairwise factors. (a) is the region Z from Figure 4 (recursion is applied again to achieve this result);
(b) is the graph used to motivate Algorithm 2; (c) shows a query in a graph with regular structure; (d) shows a
complete graph with six nodes; (e) generalises this to a clique with M nodes.
This is precisely 1 − F(m), where F(m) is the cumu-
lative density function of M. It is immediately clear
that 1 ≤ M ≤ ⌊N/2⌋ + 1, which deﬁnes the best and
worst-case performance of Algorithm 1.
Using the identity E(X) =
P∞
x=1 P(X ≥ x), we can
write down a formula for the expected value of M
E(M) =
⌊N/2⌋ X
m=0
(N − m)!(N − m)!
(N − 2m)!N!
, (13)
which reﬂects the expected running time of Algorithm
1. Unfortunately, the corresponding expectation when
we have K −1 permutations is not trivial to compute.
It is possible to write down a formula that generalizes
(eq. 12), though the expression is complicated and not
very informative; hence we shall instead rely on the
upper bounds mentioned in Theorems 2 and 3. Proofs
of these bounds are given in Appendix A.
4 EXISTING APPLICATIONS
Our results are immediately compatible with several
applications that rely on inference in graphical models.
As we have mentioned, our results apply to any model
whose cliques decompose into lower-order terms.
Often, potentials are deﬁned only on nodes and edges
of a model. A Dth-order Markov model has a tree-
width of D, but in some cases contains only pairwise
relationships. Similarly ‘skip-chain CRFs’ (Sutton and
McCallum, 2006; Galley, 2006), and Junction-Trees
used in SLAM applications (Paskin, 2003) often con-
tain only pairwise terms. In each case, if the tree-
width is D, Algorithm 3 takes O(MND√
N) (for a
model with M nodes and N states per node), yielding
a speed-up of Ω(
√
N).
Models for shape matching often exhibit similar prop-
erties (Sigal and Black, 2006). Third-order cliques fac-
torise into second order terms, resulting in a speed-up
of Ω(
√
N). Another similar model for shape match-
ing is that of Felzenszwalb (2005); this model again
contains third-order cliques, though it includes a ‘geo-
metric’ term constraining all three variables. However,
the third-order term is independent of the input data,
meaning that each of its rows can be sorted oﬄine.
Here we have an instance of Algorithm 1 with three
lists, yielding a speed-up of Ω(N
1
3).
In Coughlan and Ferreira (2002), deformable shape-
matching is solved approximately using Loopy Belief-
Propagation. Their model has only second-order
cliques, meaning that inference takes Θ(MN2) per it-
eration. Although we cannot improve upon this re-
sult, we note that we can typically do exact inference
in a single iteration in O(MN2√
N); thus our model
has the same running time as O(
√
N) iterations of the
original version. This result applies to all models con-
taining a single loop.
In McAuley et al. (2008), a model is presented for
graph-matching using Loopy Belief-Propagation; the
maximal cliques for D-dimensional matching have size
(D+1), meaning that inference takes Θ(MND+1) per
iteration (it is shown to converge to the correct solu-
tion); we improve this to O(MND√
N).
Belief-propagation can be used to compute LP-
relaxations in pairwise graphical models. In Sontag
et al. (2008), LP-relaxations are computed for pair-
wise models by constructing several third-order ‘clus-
ters’, which compute pairwise messages for each of
their edges.
Table 1 summarizes these results. Running times
reﬂect the expected case, assuming that max-product
belief-propagation is used in a discrete model. Some of
the referenced articles may suggest variants of the algo-
rithm (e.g. Gaussian models, or approximate schemes);
we believe that our approach may revive the exact, dis-
crete version as a tractable option in such cases.         531
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Table 1: Some existing work to which our results can potentially be applied (M nodes, N states per node).
REFERENCE APPLICATION RUNNING TIME OUR APPROACH
McAuley et al. (2008) D-d graph-matching Θ(MND+1), iterative O(MND√
N), iterative
Sutton and McCallum (2006) Width-D skip-chain O(MND+1) O(MND√
N)
Paskin (2003) (discrete case) SLAM, width D O(MND+1) O(MND√
N)
Felzenszwalb (2005) Deformable matching Θ(MN3) Θ(MN
8
3) + oﬄine steps
Coughlan and Ferreira (2002) Deformable matching Θ(MN2), iterative O(MN2√
N)
Sigal and Black (2006) Pose reconstruction Θ(MN3) O(MN2√
N)
Sontag et al. (2008) LP with M clusters Θ(MN3) O(MN2√
N)
5 EXPERIMENTS
5.1 PERFORMANCE AND BOUNDS
For our ﬁrst experiment, we compare the performance
of Algorithm 1 (and extensions) to the na¨ ıve solu-
tion. This is a core subroutine of each of the other
algorithms, meaning that determining its performance
shall give us an indication of the improvements we ex-
pect to obtain in real graphical models.
For each experiment, we generate N i.i.d. samples from
[0,1) to obtain the lists v1 ...vK. N is the domain size;
this may refer to a single node, or a group of nodes;
thus large values of N may appear even for binary-
valued models. K is the number of lists in (eq. 10); we
can observe this number of lists only if we are working
in cliques of size K+1, and then only if the factors are
of size K; therefore smaller values of K are probably
more realistic in practice (indeed, all but one of the
applications in Section 4 had K = 2).
The performance of our algorithm is shown in Figure
6 (left), for K ∈ {2,3,4}. The performance reported is
just the number of elements read from the lists. This
is compared to N itself, which is the number of ele-
ments read by the na¨ ıve version. The upper-bounds
from Section A are also reported, while the expected
performance (i.e., (eq. 13)) is reported for K = 2 (we
are not aware of an eﬃciently computable generalisa-
tion of (eq. 13) for K > 2).
5.2 CORRELATED VARIABLES
The expected case running time of our algorithm was
obtained under the assumption that the lists had in-
dependent order-statistics, as was the case for the pre-
vious experiment. We suggested that we will typically
obtain worse performance in the case of negatively cor-
related variables, and better performance in the case
of positively correlated variables; we will assess these
claims in this experiment.
We report the performance for two lists (i.e., for
Algorithm 1), whose values are sampled from a 2-
dimensional Gaussian, with covariance matrix
Σ =
￿
1 c
c 1
￿
, (14)
meaning that the two lists are correlated with corre-
lation coeﬃcient c. Performance is shown in Figure 6
(centre) for diﬀerent values of c.
5.3 2-D GRAPH MATCHING
Naturally, Algorithm 3 has additional overhead com-
pared to the na¨ ıve solution, meaning that it will not be
beneﬁcial for small N. We reproduce the model from
McAuley et al. (2008), which performs 2-dimensional
graph matching, using a loopy graph with cliques of
size three, containing only second order potentials (as
described in Section 4); the Θ(NM3) performance of
their method is reportedly state-of-the-art.
We perform matching between a template graph with
M nodes, and a target graph with N nodes, which
requires a graphical model with M nodes and N states
per node (see McAuley et al., 2008). We ﬁx M = 5
and vary N. Performance is shown in Figure 6 (right).
The running times appear to be comparable after only
N ≃ 6, meaning that our algorithm has a speed-up
over the solution of McAuley et al. (2008) of about
2
5
√
N; thus it is signiﬁcantly faster than the state-of-
the-art solution, even for small values of N. Plots of
t = N
3
4000 and t/2
√
N
5 are overlayed on Figure 6 (right)
to estimate the runtime in seconds as a function of N.
6 CONCLUSION
We have presented a series of approaches that allow
us to improve the performance of the Junction-Tree
Algorithm for models that factorize into terms smaller
than their maximal cliques. We are able to improve the
expected computational complexity in models whose
cliques factorize, no matter the size or number of fac-
tors. Our results increase the class of models for which
exact inference remains a tractable option.         532
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Figure 6: Left: Performance of our algorithm over 100 trials; the dotted lines show the bounds from Section
A. Centre: Performance of our algorithm for diﬀerent correlation coeﬃcients. Right: The running time of our
method on a graph matching experiment over 10 trials.
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A BOUNDS AND PROOFS
Proof of Theorem 3 (sketch). We wish to determine
the expected value of the smallest m satisfying (eq. 11).
It can be shown that replacing the permutations in
(eq. 11) with random samples of the values from 1 to
N gives an upper bound on the expected value. This
allows us to compute an upper bound on (eq. 12):
P(M > m) ≤
￿
1 −
m
N
￿m
, (15)
and the corresponding version for K lists:
PK(M > m) ≤
￿
1 −
mK−1
NK−1
￿m
. (16)
In order to claim that the E(M) is O(f(N,K)), (for
K lists with N elements) it is suﬃcient to show that
∞ X
m=0
￿
1 −
f(N,K)K−1
NK−1
￿m
∈ O(f(N,K)). (17)
Evaluating this geometric progression, we see that
f(N,K) = N
K−1
K is a suitable choice. At each step,
K entries are read, resulting in the O(KN
K−1
K ) time
reported.
Theorem 2 is trivially proved as a special case of The-
orem 3. To summarize, the expected running time of
Algorithm 1 (for which we have K = 2 lists) is O(
√
N).
This algorithm can be extended to handle K lists, with
running time O(KN
K−1
K ).
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Abstract
Graph matching is a classical problem in pattern recog-
nition with many applications, particularly when the graphs
are embedded in Euclidean spaces, as is often the case for
computer vision. There are several variants of the matching
problem, concerned with isometries, isomorphisms, homeo-
morphisms, and node attributes; diﬀerent approaches exist
for each variant. We show how structured estimation meth-
ods from machine learning can be used to combine such
variants into a single version of graph matching. In this
paradigm, the extent to which our datasets reveal isome-
tries, isomorphisms, homeomorphisms, and other proper-
ties is automatically accounted for in the learning process
so that any such speciﬁc qualiﬁcation of graph matching
loses meaning. We present experiments with real computer
vision data showing the leverage of this uniﬁed formulation.
1. Introduction
Graphs are typically used as high-level models for im-
ages, meaning that identifying a correspondence between
their nodes (popularly called a ‘matching’) is a fundamen-
tal problem in computer vision. Applications range from
object and character recognition [1,2], to 3-D scene recon-
struction [3]. In this paper we are strictly concerned with
graphs embedded in Euclidean spaces, i.e., graphs whose
nodes encode point coordinates.
Many types of graphs have been considered in the graph
matching literature, depending on how one models a given
matching problem. Perhaps the simplest setting arises when
thegraphsarerepresentedassetsofnodesandedgesandthe
goal is to ﬁnd an isomorphism between them [4] (or more
generally, a subgraph isomorphism, to allow for outlying
nodes). Also of interest is the homeomorphism problem,
which allows for edges to be ‘split’ by additional nodes, so
∗Julian McAuley and Te´ oﬁlo de Campos were at Xerox Research Cen-
tre Europe at the time of this work.
(a) (b) (c) (d)
Figure 1. Examples of the transformations typically observed in
computer vision scenarios. Isometric: b ⊆ a, b ⊆ c. Isomorphic:
b ⊆ d, c ⊆ a, d ⊆ b. Homeomorphic: b ⊆ a, b ⊆ d, c ⊆ a, d ⊆ a,
d ⊆ b. The notation x ⊆ y allows for ‘outliers’ in y.
long as the topology is preserved [5]. For graphs embed-
ded in Euclidean spaces, one is additionally interested in
the notion of isometry: two graphs are isometric if the cor-
responding distances between nodes are preserved [6]. Fig-
ure 1 illustrates the aspects of isometry, isomorphism and
homeomorphism. In addition to these notions, the concept
of attributed nodes and edges gives rise to the notion of at-
tributed graph matching, i.e., one is interested in comparing
speciﬁc abstract features encoded by nodes and/or edges of
the graph (e.g. nodes can encode colors of image regions,
edges can encode adjacency of objects, etc.).
In the literature, these diﬀerent types of formulations for
graph matching usually come with diﬀerent types of models
and algorithms. The purpose of the present paper is to com-
bine these hard notions of diﬀerent types of graph matching
problem into a single concept. Speciﬁcally, we focus on
combining the properties of isometry, isomorphism, home-
omorphism and node attributes into a single model which
can not only be solved eﬃciently and exactly for graphs em-
bedded in Euclidean spaces but is also provably optimal in
the absence of noise. We further compare our uniﬁed model
with recently proposed ones, which make speciﬁc assump-
tions about the type of matching problem at hand, and we
ﬁnd that ours is able to better leverage the fact that real data
does not come exactly as isometries, homeomorphisms or
isomorphisms: it is simply real data.
1.1. Related Work
We shall be interested in comparing the results of our
model with some well-known models that make speciﬁc as-
1sumptions about the type of graph matching problem being
solved. The ﬁrst are methods based exclusively on node
attributes. These methods do not consider the relational
aspects between nodes; such approaches typically consist
of minimizing a ﬁrst-order objective function, i.e., points
in the template should be mapped to similar points in the
target, but relationships between points are not considered.
Examples include ‘shape-context’ matching [2], ‘inner dis-
tance’matching[7], andthe‘longestcommonsubsequence’
algorithm [8].
Other approaches consider the distances between nodes
in the graphs, in order to solve the problem of isometric
matching [6].
Finally, by expressing the matching problem using a
quadratic assignment objective, it is trivial to model topo-
logical constraints, though the resulting optimization prob-
lem is in general NP-complete. As such, a great body
of work has been focused on producing eﬃcient and ac-
curate approximations. Examples include ‘spectral meth-
ods’ [9,10], ‘probabilistic approaches’ [11,12], and ‘gradu-
ated assignment’ [13].
2. The Model
2.1. Isometry
Suppose we have a ‘template’ graph G with nodes and
edges (V,E), which we wish to identify in a ‘target’ graph
G′ = (V′,E′) (we allow that |V′| ≥ |V|, so that there may
be outliers in G′). The isometric matching problem con-
sists of ﬁnding a mapping g : V → V′ which preserves the
distances between pairs of nodes in G, i.e.,
g = argmin
f:V→V′
X
(p1,p2)∈V2
￿ ￿ ￿d(p1, p2) − d(f(p1), f(p2))
￿ ￿ ￿, (1)
where d( , ) is our distance metric.1 Note that the ‘topolo-
gies’ of our graphs, deﬁned by E and E′, are ignored by this
objective function.
It is shown in [14,15] that in the case of exact isometric
matching, one need not consider all edges in V2, but only a
subset of edges that constitute a ‘globally rigid’ graph: by
deﬁnition, preserving the distances of the edges in such a
subgraph implies that the distances between all edges in the
complete graph will be preserved. Thus, for a globally rigid
subgraph R = (V,ER) of G, we need to solve
g = argmin
f:V→V′
X
(p1,p2)∈ER
￿ ￿ ￿d(p1, p2) − d(f(p1), f(p2))
￿ ￿ ￿. (2)
If the graph R has small maximal cliques, (eq. 2) can be
modelled as inference in a tractable graphical model (whose
1For the case of exact matching, we could use the indicator function
1 − I{d(p1,p2)}(d(f(p1), f(p2))); we instead use the diﬀerence to allow for
some ‘noise’ in the point coordinates.
nodes and assignments correspond to points in V and V′
respectively); [14] reports running times and memory re-
quirements of O(|V||V′|n+1), where n is the number of di-
mensions. We use a similar topology which replaces the
‘ring’ structure from [14] with a ‘junction-tree’, which has
the advantage that only a single iteration is required for ex-
act inference [15]. The topology of this graph is shown in
Figure 2 (for n = 2), and it is rigid by Theorem 2.1.
Theorem 2.1. The graph in Figure 2 is globally rigid when
embedded in R2.
Proof. The claim is trivially true for k ≤ 3 since all
edges are included. For k > 3, assume that the positions
of V1 ...Vk are determined. If the distances from Vk−1 and
Vk to Vk+1 are known, then Vk+1 may occupy precisely two
positions. The two positions result in an opposite sign for
det
"
Vk−1 − Vk+1
Vk − Vk+1
#
(note that the points Vk are 2-D coordi-
nates, so that this is a 2 × 2 matrix). If the correct sign is
determined by the variable M, then the position of Vk+1 is
uniquely determined. The proof follows by induction. ￿
Theorem 2.1 generalizes to Rn by increasing the clique
size of the graph to n + 1.
2.2. Isomorphism/Homeomorphism
To model isomorphisms and homeomorphisms, the opti-
mization problem we would like to solve becomes
g = argmin
f:V→V′
X
(p1,p2)∈ER
￿ ￿ ￿d(p1, p2) − d(f(p1), f(p2))
￿ ￿ ￿+
X
(p1,p2)∈E
￿ ￿ ￿h(p1, p2) − h(f(p1), f(p2))
￿ ￿ ￿. (3)
Note that in the second term, the function h( , ) is used. If
we want to solve the subgraph isomorphism problem, h sim-
ply indicates the presence or absence of an edge in E or E′
(i.e., h(f(p1), f(p2)) = IE′((f(p1), f(p2)))). Alternately, in
the case of the subgraph homeomorphism problem, h is just
the distance d in G, but becomes the shortest-path distance
between f(p1) and f(p2) in G′. We observe a value of zero
in (eq. 3) exactly when the mapping is isometric (by Theo-
rem 2.1), and isomorphic/homeomorphic (as every topolog-
ical constraint has been included).
This problem can also be solved using a tractable graph-
ical model, so long as E is a subset of ER. To this end, we
make the straightforward observation that we can augment
R by ‘copying’ some of its nodes, as in Figure 3 (produc-
ing G♯ = (V♯,ER♯
)). The resulting graph remains globally
rigid, and obtains the correct solution due to the following
Theorem:
Theorem 2.2. If additional replicates of some nodes are
added to the model, each of the replicates will map to(a)
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6
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k-1
k
M
(b)
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M,k-2,
k-1,k
(c)
1
2
3
4
5
6
k-3
k-2
k-1
k
M
Figure 2. (a) The graphical model used in our experiments (top),
and (b) its clique-graph. M is a boolean variable indicating
whether or not the template pattern appears reﬂected in the tar-
get. Although the graph has maximal cliques of size four, the run-
ning time is cubic in |V′| (for the case of 2-D isometric matching),
since the node M is boolean. The model in (a) handles isometric
transformations, however we could obtain scale invariance (for ex-
ample) by inserting an additional constraint, as shown in (c); the
size of the maximal cliques grows with the number of parameters
in the transformation we wish to handle.
the same solution (assuming that an isometric isomor-
phism/homeomorphism exists).
Proof. Assume the image of V1 ...Vk corresponds to
an isometric isomorphism/homeomorphism under the map-
ping f (and thus we can determine M). This mapping will
have zero cost according to our potential function. Sup-
pose Vk+1 is a copy of a previous node Vj. Given the val-
ues of Vk−1, Vk, and M, we know from Theorem 2.1 that
there is at most one value for f(Vk+1) which incurs zero
cost. Since f(Vk+1) = f(Vj) incurs zero cost, the mini-
mum cost solution for the model M,V1 ...Vk+1 must have
f(Vk+1) = f(Vj). Again, the proof follows by induction (the
‘base case’ is trivial, since there are no replicates). ￿
In order to add all of the edges in E, we will increase the
size of V♯ to O(|V| + |E|).2 At this point we simply solve
g = argmin
f:V→V′
X
(p1,p2)∈ER♯
￿ ￿ ￿d(p1, p2) − d(f(p1), f(p2))
￿ ￿ ￿+
￿ ￿ ￿h(p1, p2) − h(f(p1), f(p2))
￿ ￿ ￿, (4)
2Finding the most eﬃcient construction of this graph is a diﬃcult prob-
lem, however ﬁnding a construction no larger than |V| + 2|E| is trivial.
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Figure 3. The topology of this graph (top) is not captured by the
graphical model from Figure 2. By repeating some of the nodes in
the graphical model (highlighted in red), we can include all of the
topological constraints; the augmented model will still recover the
correct solution (the variable M is suppressed for readability).
which can be done in O((|V| + |E|)|V′|n+1) time and space.
Assuming the topology E is sparse, this will typically be no
worse than O(|V||V′|n+1) in practice.
It is worth brieﬂy mentioning that this model can be ap-
plied under transformations besides isometries, for instance
to the problem of subgraph isomorphism/homeomorphism
under perspective projection or aﬃne transformation; this
idea is demonstrated in Figure 2. Following the analysis
of [16], the number of free parameters in the transformation
determines the maximal clique size required in our model.
Our experiments are concerned with isometries in 2-D im-
ages, which require maximal cliques of size three, result-
ing in an asymptotic complexity of O((|V| + |E|)|V′|3). Es-
sentially, we are making a trade-oﬀ between the problem
classes we wish to handle exactly, versus the computational
complexity we can aﬀord. Our third-order model is ‘opti-
mal’ in the case of isometric transformations, and we shall
show in Section 4 that it provides accurate results even as
our model assumptions become violated (e.g. under aﬃne
transformations and high noise). The low tree-width of our
model allows inference to be done more quickly than exist-
ing quadratic-assignment solvers, a result that could not be
obtained with a more complex model.
3. Parametrization and Structured Learning
We have shown that in the case of exact matching, it is
suﬃcienttoattributeonlytheedges, usingthetwo‘features’
in (eq. 4). Of course, in the case of near-exact matching,
we may achieve much better performance if we incorporate
ﬁrst-order features such as Shape-Context or SIFT [2,17].
Since our graphical model contains 3-cliques, we can also
include third-order features, ensuring (for example) preser-
vation of angles and similarity of triangles.
In the most general setting, we can parametrize G♯ asfollows:
g = argmin
f:V→V′
X
p1∈G♯
*
Φ1(p1, f(p1)) |          {z          }
node features
,θnodes
+
+
X
(p1,p2)∈G♯
*
Φ2(p1, p2, f(p1), f(p2)) |                        {z                        }
edge features
,θedges
+
+
X
(p1,p2,p3)∈G♯
*
Φ3(p1, p2, p3, f(p1), f(p2), f(p3)) |                                      {z                                      }
triangle features
,θtri
+
. (5)
In order to apply Structured Learning [18], we have two
requirements: the model must be parametrized linearly
(which is satisﬁed by Θ =
￿
θnodes;θedges;θtri￿
), and the so-
called ‘column-generation’ procedure must be tractable. To
satisfy the latter requirement, we specify a loss function
∆(ˆ g,g) (the cost of choosing the mapping ˆ g when the cor-
rect mapping is g), which decomposes over the nodes in our
model; the simplest example is the (normalized) Hamming
loss:
∆(ˆ g,g) = 1 −
1
|V′|
X
p∈V′
I{g(p)}(ˆ g(p)). (6)
In the majority of our experiments, nodes are attributed
usingshape-contextfeatures. Edgesareattributedusingdis-
tances (the left-hand-side of (eq. 4)), and topological fea-
tures (the right-hand-side (eq. 4)); we use both the indica-
tor (for isomorphisms) and the shortest-path distance (for
homeomorphisms) – thus our model is in eﬀect learning
the extent to which the mapping is isomorphic or homeo-
morphic. 3-cliques are parametrized by preservation of an-
gles, triangle similarity, and an ‘occlusion’ feature indicat-
ing whether two or more nodes in a clique map to the same
point.
The goal of structured learning is merely to ﬁnd the pa-
rameter vector Θ which minimizes our regularized risk:
ˆ Θ = argmin
Θ
1
N
N X
i=1
∆(ˆ gi,gi)
|            {z            }
empirical risk
+
λ
2
 Θ 2
2
|  {z  }
L2 regularizer
, (7)
where g1 ...gN is our training set, and λ is a regulariza-
tion constant. The ‘Bundle Methods for Risk Minimization’
(BMRM) solver of [19] is used to minimize (a convex upper
bound on) this risk. See [18] for more details.
4. Experiments
We replicate several existing graph-matching experi-
ments [20] and [6] for which topological information was
provided, and add new experiments on real and synthetic
point sets. The techniques that we shall compare can be
summarized as follows:
Linear Assignment (from [20]) can be optimized exactly,
but only includes node attributes (i.e., no topological
information can be included).
Quadratic Assignment (from [20]) can include topologi-
cal information, but optimization can only be done ap-
proximately (due to NP-completeness).
Isometric Matching (from [6]) can include some topo-
logical information, and can be optimized exactly;3
is provably optimal for the isometric point-pattern
matching problem.
Uniﬁed Matching (the proposed approach) can include all
topological information, and can be optimized ex-
actly; is provably optimal for the isometric isomor-
phism/homeomorphism problem (thus unifying the
above approaches).
4.1. Proof of Concept
For our ﬁrst experiment, we created a simple point-
pattern which includes topological constraints (shown in
Figure 5(a), center). In the target scene, several copies
of this pattern were randomly (isometrically) transformed,
and noise was applied to their topologies (while ensuring
that exactly one isomorphic instance existed in the target
scene).4 This represents a problem that cannot be solved
by ﬁrst-order approaches, as there would be many spuri-
ous copies of the template shape if the topological informa-
tion were ignored. Finally, uniform noise was applied to the
point coordinates in the target scene.
Note that in this experiment, we use only those features
described in Section 2.2 (i.e., there are no node features).
Thus we conﬁrm our claim that the problem can be solved
using only these features.
In Figure 5(a), we compare our model to quadratic as-
signment. Although both methods solve the problem close
to exactly when there is only a single copy of the template
scene in the target (‘no outliers’), we found that quadratic
assignment was no better than random as soon as outliers
were introduced (i.e., ∆ ≃ 1; each outlying graph con-
tributes 19 nodes to the scene). Alternately, the proposed
method is able to identify the correct instance even in the
case of several outliers, and is able to deal with very large
graphs due to its modest computational complexity. Note
that our model is provably optimal only in the case of zero
noise, though it appears to perform quite accurately under
reasonable noise levels.
3Rather, it is shown in [14] to converge to the optimal solution. If the
algorithm is not run until convergence, the results may be suboptimal.
4Thiswasdoneonlytosimplifytheexperiment–itisofcoursepossible
for our method to ﬁnd every isomorphic instance if more than one exists.w
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CMU ‘hotel’ weights (separation of 90 frames):
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ﬁrst-order features (shape-context)
Figure 4. The weight vectors (Θ) learned from some of our experiments. Note that in the ‘house’ experiment the weight for the ‘homeo-
morphic’ feature is very high, whereas the weight for the ‘isomorphic’ feature is very low; the opposite eﬀect is observed for the ‘hotel’
experiment. In eﬀect, our algorithm has learned whether isomorphisms or homeomorphisms better capture these datasets.
4.2. Synthetic Data
In [20], the performance of linear and quadratic assign-
ment (with learning) is reported on a series of silhouette
images from [21]. The point sets in question are subject
to increasing amounts of various distortions (shear, rota-
tion, noise). In Figure 6(a) we report the performance from
[20] against our method on the ‘shear’ dataset; the ‘noise’
dataset is not shown, as it is similar to our own synthetic
dataset from the previous experiment. The ‘rotation’ dataset
is also not shown, as our method will provably achieve zero
error on the entire dataset (due to its rotational invariance).
The topological structure of the graph was simply deter-
mined using the outline of the silhouette (see Figure 6(a)).
The ‘balanced graph-matching’ algorithm of [10] (which
to the best of our knowledge is the state-of-the-art non-
learning approach) is also reported for comparison, for
those experiments where results were available from [20].
For each of our experiments involving learning, we split
our data into training, validiation, and test sets, each of
which contains one third of the data. Learning is performed
on the training set for diﬀerent values of the hyperparame-
ter λ ∈ {0.001,0.01,0.1,1,10}. We always report the per-
formance on the test set, for the value of λ that gave the best
performance on the validation set.
Our learning approach is fully-supervised, i.e., we as-
sume that the correspondences are fully labeled. We ﬁnd
that even a small number of such correspondences can
be enough to obtain a substantial improvement over non-
learning. Alternately, in cases where fully supervised data
cannot be obtained, we note that unsupervised instances of
this problem are likely to require the fully supervised ver-
sion as a component [22].
4.3. 3 D Models from Different Viewpoints
In this experiment, our sequences represent diﬀerent
views of 3-D models. We consider several sequences: the
CMU‘house’and‘hotel’sequences(usedin[6,20]), aswell
as two new sequences from [24], which are advantageous in
that their changes in rotation/azimuth are known.
Weight vectors from three of our experiments are shown
inFigure4. Unlikethepreviousexperiments, the‘topology’
of each point-pattern was automatically generated for each
image: by forming a spanning tree (so that the graph is con-
nected), and by connecting K-nearest-neighbors (examples
are shown in Figure 6). Consequently, there is substantial
noise in the topological features. Nevertheless, we observe
high weights for the isomorphic and homeomorphic fea-
tures in these datasets, indicating that these features are use-
ful. Consequently, the uniﬁed model achieves better perfor-
mance when the separation between frames is large. Note
that in cases where the transformations are non-isometric,
the model simply learns not to use the isometric features.
For the CMU ‘house’ sequence, we also present a timing
plot (Figure 5(b), right). To improve the running time of ourmodel, we used the same approach as [6], where for each
node we only consider the P matches with the lowest lin-
ear cost, thus reducing the running time to O((|V| + |E|)P3).
This parameter trades oﬀ accuracy against running time,
though we found that even for small values of P, the im-
pact on accuracy was minor; in this experiment we used
P = 15, where |V′| = 30. The running time of balanced
graph-matching [10] is also shown, though this is based on
a Matlab implementation, while the others were written in
C++. Our implementation is available online [25].
4.4. Video Sequence
In this experiment, we used the Harris-Hessian detec-
tor of [23] to identify keypoints in the ‘claire’ video se-
quence from [25], and extracted SIFT features for each key-
point [17]. Next, we selected 15 of these keypoints in each
frame corresponding to important points-of-interest (such
as the eyes/ears). Our goal is exactly the same as in the
previous experiments, though we are now dealing with a
very large number of outliers (typically, several hundred
keypoints were identiﬁed), as well as occlusions in both the
template and the target scenes (since the keypoint detector
may not capture some points-of-interest). Performance on
this dataset is shown in Figure 5(c); note that we do not use
the Hamming loss in this experiment, but rather the end-
point loss (i.e., the average distance from the ‘correct’ key-
point) – this is a more sensible choice in the presence of
many outliers. Quadratic assignment was not used, as it
was prohibitively expensive on graphs of this size.
5. Conclusion
In this paper, we have presented a uniﬁed formulation
for graph matching in Euclidean spaces, which accounts
for isometries, isomorphisms, homeomorphisms, and node
attributes. By means of structured estimation, the model
is able to automatically learn the extent to which each of
these properties are present in the training data instead of
relying on a priori assumptions about the speciﬁc ‘type’ of
graph matching problem under consideration. Inference in
this model is eﬃcient and exact since it comprises a junc-
tion tree of small tree-width. This method is provably op-
timal when there is no noise in the point coordinates and
attributes, while we have shown that it remains highly accu-
rate under reasonable noise levels.
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(c) Performance on SAMPL ‘claire’ dataset. The template graph is shown at center (yellow nodes indicate points-of-interest), while
its mapping in the target is shown at right. Intensity corresponds to error: yellow indicates a correct match, while black indicates an
error of 40 pixels.
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task: as the separation between frames increases, the transformations become less and less rigid. Images have been cropped for visibility.
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Figure 6. Additional results (see Figure 5). Template graphs are shown at center with their topologies. Target graphs are shown at right,
comparing accuracy with and without topological features. The color of each node indicates whether the correct match was identiﬁed by
both methods (yellow), neither method (gray), only without topological features (red), or only with topological features (blue).Exploiting Data-Independence for Fast Belief-Propagation
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Abstract
Maximum a posteriori (MAP) inference in
graphical models requires that we maximize
the sum of two terms: a data-dependent term,
encoding the conditional likelihood of a cer-
tain labeling given an observation, and a
data-independent term, encoding some prior
on labelings. Often, data-dependent fac-
tors contain fewer latent variables than data-
independent factors – for instance, many grid
and tree-structured models contain only ﬁrst-
order conditionals despite having pairwise
priors. In this paper, we note that MAP-
inference in such models can be made sub-
stantially faster by appropriately preprocess-
ing their data-independent terms. Our main
result is to show that message-passing in any
such pairwise model has an expected-case ex-
ponent of only 1.5 on the number of states
per node, leading to signiﬁcant improvements
over existing quadratic-time solutions.
1. Introduction
MAP-inference in a graphical model G consists of solv-
ing an optimization problem of the form
ˆ y(x) = argmax
y
X
C∈C
ΦC(yC|xC), (1)
where C is the set of maximal cliques in G. This
problem is often solved via message-passing algorithms
such as the junction-tree algorithm, loopy belief-
propagation, or inference in a factor graph (Aji &
McEliece, 2000; Kschischang et al., 2001).
Computing messages between two intersecting cliques
A and B in general involves solving a problem of the
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form
mA→B(yA∩B) = max
yA\B
ΦA(yA|xA)
X
D∈Γ(A)\{B}
mD→A(yA∩D),
(2)
where Γ(A) is the set of cliques that intersect with A.
If the nodes of our model have N states, solving (eq. 2)
appears to require Θ(N|A|) operations, since there are
N|A| possible values of yA.
Alternately, (eq. 1) can be expressed in the form
ˆ y(x) = argmax
y
X
F∈F
ΦF(yF|xF)
| {z }
data dependent
+
X
C∈C
ΦC(yC)
| {z }
data independent
, (3)
where each F ∈ F is a subset of some C ∈ C.
In this paper, we show that much faster algorithms
can be developed whenever the model’s data-dependent
factors contain fewer latent variables than its data-
independent factors, or equivalently when every F ∈ F
is a proper subset of some C ∈ C in (eq. 3). Al-
though our results apply to general models of this
form, we shall mainly be concerned with the most
common case, in which we have pairwise models with
data-independent priors, or problems of the form
ˆ y(x) = argmax
y
X
i∈N
Φi(yi|xi)
| {z }
node potential
+λ
X
(i,j)∈E
Φi,j(yi,yj)
| {z }
edge potential
. (4)
This encompasses a wide variety of models, including
grid-structured models for optical ﬂow and stereo dis-
parity as well as chain and tree-structured models for
text or speech. Examples are shown in Figure 1. In all
of these examples, we give a solution to (eq. 2) with
an expected-case running time of only O(N1.5), while
to our knowledge, the best currently known solution
is the na¨ ıve Θ(N2) version. Our result is achieved by
preprocessing the data-independent part of the model
oﬄine, simply by sorting the rows and columns of Φi,j.
As our optimizations apply directly to the message
passing equations themselves, they can be appliedExploiting Data-Independence for Fast Belief-Propagation
Figure 1. Some graphical models to which our results ap-
ply: cliques containing observations have fewer latent vari-
ables than purely latent cliques. Gray nodes correspond
to the observation, white nodes to the labeling. In other
words, cliques containing a gray node encode the data like-
lihood, whereas cliques containing only white nodes encode
priors. We focus on the case where the gray nodes have de-
gree one (i.e., they are connected to only one white node).
to many variants of belief-propagation, such as the
junction-tree algorithm, loopy belief-propagation, and
factor graphs. In particular, in models where belief-
propagation is known to produce the correct solution,
i.e., trees (and junction trees in general), our optimiza-
tions result in the asymptotically fastest solution for
exact inference.
1.1. Related Work
There has been previous work on speeding-up message-
passing algorithms by exploiting some type of struc-
ture in the graphical model. For example, Kersting
et al. (2009) study the case where diﬀerent cliques
share the same potential function. In Felzenszwalb &
Huttenlocher (2006), fast message-passing algorithms
are provided for the case in which the potential of a 2-
clique is only dependent on the diﬀerence of the latent
variables (which is common in some computer vision
applications); they also show how the algorithm can
be made faster if the graphical model is a bipartite
graph. In Kumar & Torr (2006), the authors provide
faster algorithms for the case in which the potentials
are truncated, whereas in Petersen et al. (2008) the
authors oﬀer speedups for models that are speciﬁcally
grid-like.
The latter work is perhaps the most similar in spirit
to ours, as it exploits the fact that certain factors can
be sorted in order to reduce the search space of a cer-
tain maximization problem. In practice, this leads to
linear speedups over a Θ(N4) algorithm. We too shall
rely on sorting to reduce the search space of a max-
imization problem, but additionally we exploit data-
independence to reduce a Θ(N2) algorithm to O(N1.5).
Notably, our assumption of data-independence in the
prior diﬀers substantially from those above; it is ar-
guably a much weaker assumption since it is in fact
satisﬁed by most graphical models of practical inter-
est.
2. Our Approach
We consider an (undirected) pairwise graphical model
G(N,E), where N is the set of nodes, and E the set of
edges, which factorizes according to (eq. 4). In such
a model, computing a message between two neighbor-
ing cliques A = (i,j) and B = (i,k) is equivalent in
complexity to solving
mA→B(yi) = Ψi(yi) + max
yj
Ψj(yj) + Φi,j(yi,yj), (5)
where Ψi(yi) is the sum of Φ(yi|xi) and any ﬁrst-order
messages over yi (similarly for Ψj(yj)). The general
form of (eq. 5) encompasses many variants of belief-
propagation. In all such cases, solving (eq. 5) appears
to be a Θ(N2) operation, since this is the number of
possible arguments to Φi,j.
For a speciﬁc value of yi = q, solving (eq. 5) amounts
to solving
mA→B(q) = Ψi(q) + max
yj
Ψj(yj)
| {z }
va
+Φi,j(q,yj)
| {z }
vb
, (6)
which appears to have linear time complexity, as it is
equivalent to solving
max
i
{va[i] + vb[i]}. (7)
However, we note that solving (eq. 7) is only O(
√
N)
if we know the permutations that sort va and vb. Our
algorithm for solving (eq. 7) is given in Algorithm 1;
the execution of this algorithm is explained in Figure
2. For now, we simply state the following theorem
regarding the algorithm’s running time:
Theorem 1. The expected running time of Algo-
rithm 1 is O(
√
N). This yields a speedup of at
least Ω(
√
N) in models containing pairwise priors and
unary data-likelihoods.
We have recently employed an algorithm of this type in
McAuley & Caetano (2010), where we showed that fast
algorithms can be developed for inference in graph-
ical models whose maximal cliques are larger than
their factors. Further discussion of this theorem can
be found in Section 3; complete proofs are given in
McAuley & Caetano (2009).
An apparent issue is that the cost of sorting every row
of Φi,j is Θ(N2 logN) (i.e., more expensive than the
na¨ ıve solution). However we make the observation that
this cost can be circumvented so long as only the data-
independent part of the potential is maximal (i.e., the
prior, such as in (eq. 6)). In such cases, the data-
independent part of the model can be sorted oﬄine.Exploiting Data-Independence for Fast Belief-Propagation
Algorithm 1 Find i that maximizes va[i] + vb[i]
Require: permutation functions pa and pb that sort
va and vb in decreasing order
1: Initialize: start ← 1
2: enda ← p−1
a [pb[1]] {enda is the index of the ele-
ment in va corresponding to the largest element
in vb; see the red line in Figure 2}
3: endb ← p
−1
b [pa[1]]
4: best ← argmaxi∈{pa[1],pb[1]} {va[i] + vb[i]}
5: max ← va[best] + vb[best]
6: while start < enda ∧ start < endb do
7: {consider the indices pa[start] and pb[start]}
8: start ← start + 1
9: if va[pa[start]] + vb[pa[start]] > max then
10: best ← pa[start]
11: max ← va[best] + vb[best]
12: end if
13: if p
−1
b [pa[start]] < endb then
14: endb ← p
−1
b [pa[start]]
15: end if
16: {repeat Lines 9–15, interchanging a and b}
17: end while
18: while start < enda do
19: {we have considered all candidate values in pb,
but some may remain in pa}
20: start ← start + 1
21: if va[pa[start]] + vb[pa[start]] > max then
22: best ← pa[start]
23: max ← va[best] + vb[best]
24: end if
25: end while
26: {repeat Lines 18–25, interchanging a and b}
27: return best {this takes expected time O(
√
N)}
Once Φi,j has been sorted, (eq. 6) can be solved via
Algorithm 2.1
Often the prior is homogeneous (every edge uses the
same prior), meaning that Φi,j can be sorted online,
so long as |E| ∈ Ω(logN) (i.e., the number of mes-
sages that must be computed is asymptotically larger
than logN). Similarly, when using iterative inference
schemes (such as loopy belief-propagation), the sort-
ing step takes place only during the ﬁrst iteration; if
inference is run for Ω(logN) iterations, then speed im-
provements can still be obtained with online sorting.
3. Runtime Analysis
In this section, we compute the expected-case running
time of Algorithm 2 under the assumption that the
1C++ implementations of our algorithms are available
at http://users.cecs.anu.edu.au/~julianm/
start = 1
8
> > > > > <
> > > > > :
 6  2 14 16  9  7 12  8 10  3 11 13  1 15  4  5
99 92 87 81 78 66 53 46 30 26 21 16 12 10  8  6
 3  4  8 11  7 16 13  9  6  2 15 10 12  5  1 14
98 93 85 76 71 70 67 65 63 57 48 42 39 37 26 17
don't search past this line
start = 2
8
> > > > > <
> > > > > :
 6  2 14 16  9  7 12  8 10  3 11 13  1 15  4  5
99 92 87 81 78 66 53 46 30 26 21 16 12 10  8  6
 3  4  8 11  7 16 13  9  6  2 15 10 12  5  1 14
98 93 85 76 71 70 67 65 63 57 48 42 39 37 26 17
start = 3
8
> > > > > <
> > > > > :
 6  2 14 16  9  7 12  8 10  3 11 13  1 15  4  5
99 92 87 81 78 66 53 46 30 26 21 16 12 10  8  6
 3  4  8 11  7 16 13  9  6  2 15 10 12  5  1 14
98 93 85 76 71 70 67 65 63 57 48 42 39 37 26 17
start = 4
8
> > > > > <
> > > > > :
 6  2 14 16  9  7 12  8 10  3 11 13  1 15  4  5
99 92 87 81 78 66 53 46 30 26 21 16 12 10  8  6
 3  4  8 11  7 16 13  9  6  2 15 10 12  5  1 14
98 93 85 76 71 70 67 65 63 57 48 42 39 37 26 17
start = 5
8
> > > > > <
> > > > > :
 6  2 14 16  9  7 12  8 10  3 11 13  1 15  4  5
99 92 87 81 78 66 53 46 30 26 21 16 12 10  8  6
 3  4  8 11  7 16 13  9  6  2 15 10 12  5  1 14
98 93 85 76 71 70 67 65 63 57 48 42 39 37 26 17
Figure 2. Algorithm 1 explained (best viewed in color):
the two arrows connect va[pa[start]] to vb[pa[start]], and
va[pb[start]] to vb[pb[start]]; the red line connects enda and
endb, which is updated each time an arrowhead lies to its
left; we only consider those arrows that whose tail lies to
the left of the red line – all others can be ignored; a dashed
arrow is shown when a new maximum is found.
rows and columns of the data-independent terms have
been sorted oﬄine. First note that if Algorithm 1
solves (eq. 7) in O(f(N)), then Algorithm 2 must take
O(N log(N) + Nf(N)); thus we need only compute
f(N). We shall demonstrate that f(N) ∈ O(
√
N) as
stated in Theorem 1.
We consider the expected-case running time, under the
assumption that the order statistics of va and vb are
independent. It is worth mentioning that we are lim-
ited to expected-case analysis, as there is provably no
deterministic solution that is sub-linear in N: other-
wise we could solve max-sum matrix multiplication (or
‘funny matrix multiplication’) in O(N2.5), though it is
known to have no deterministic sub-cubic solution (as-
suming that only addition and comparison operators
are used) (Kerr, 1970; Alon et al., 1997).
The running time of Algorithm 1 depends on the per-
mutation matrix that transforms the sorted values ofExploiting Data-Independence for Fast Belief-Propagation
Algorithm 2 Solve (eq. 6) using Algorithm 1
Require: a set of permutation functions p such that
pi sorts the ith row of Φi,j in decreasing order.
1: compute the permutation function pa by sorting
Ψj {takes Θ(N logN)}
2: for q ∈ {1...N} do
3: (va,vb) ← (Ψj,Φi,j(q,yj|xi,xj))
4: r ← Algorithm1 (va,vb,pa,pq) {O(
√
N)}
5: mA→B(q) ← Ψi(q) + Ψj(r) + Φi,j(q,r|xi,xj)
6: end for {expected-case O(N
√
N)}
7: return mA→B
va into the sorted values of vb, which in turn depends
only on their order statistics.
Figure 3 gives examples of diﬀerent permutation ma-
trices, and the number of addition operations that each
induces. Here we see that our method is Θ(1) when the
two vectors have the same order statistics, and Θ(N)
when the two vectors have ‘opposite’ order statistics.
Our analysis considers the case that the order statistics
of va and vb are independent (i.e., every permutation
matrix is equally likely). Further details and proofs
are given in McAuley & Caetano (2009).
As stated in Figure 3, we can compute the number
of additions as follows: starting from the top-left of
the permutation matrix, ﬁnd the smallest gray square
that contains an entry; if this square has width M,
we perform fewer than 2M additions. For a randomly
chosen permutation matrix, simple inspection reveals
that the probability that M > m is given by
PN(M > m) =
(N − m)!(N − m)!
(N − 2m)!N!
, (8)
and thus, using the identity E(X) =
P∞
x=1 P(X ≥ x),
we can show that the expected value of M is
EN(M) =
⌊N/2⌋ X
m=0
(N − m)!(N − m)!
(N − 2m)!N!
, (9)
which can be shown to be Ω(logN) and O(
√
N) (The-
orem 1). Thus we can solve (eq. 2) in expected-case
Θ(NEN(M)) which is O(N1.5). We shall verify these
statements experimentally in Section 5.1.
3.1. Correlated Data
As shown in Figure 3, our algorithm will perform bet-
ter or worse than the expected-case depending on the
particular permutations that sort the data. If the data
are positively correlated we will tend to observe per-
mutations that lie close to the main diagonal (the left
Step 1:
8
> > > > > > > > <
> > > > > > > > :
 6  2 14 16  9  7 12  8 10  3 11 13  1 15  4  5
99 92 87 81 78 66 53 46 30 26 21 16 12 10  8  6
 3  4  8 11  7 16 13  9  6  2 15 10 12  5  1 14
98 93 85 76 71 70 67 65 63 57 48 42 39 37 26 17
don't search past this line
11  4  5 10 14  6  9  7  3 16 12  2  8 13 15  1
97 95 81 78 75 60 55 50 44 39 37 31 30 27 26 20
Figure 4. Algorithm 1 can be generalized to handle any
number of lists. For K lists (corresponding to K
th-order
priors), it has running time O(KN
K−1
K ).
side of Figure 3); if the data are negatively correlated
we will tend to observe permutations that lie close to
the oﬀ-diagonal (the right side of Figure 3). In such
cases, we shall observe better or worse performance
(respectively) than the expected-case.
4. Generalizations
As we have suggested, our results apply not only
to pairwise models, but to any models whose data-
dependent cliques have fewer latent variables than the
data-independent cliques; in this section we shall state
our main result in this general case.
We have shown that Algorithm 1 solves (eq. 7) in
O(
√
N). By similar reasoning, it can be shown that
this algorithm can be adapted to solve
max
i
{v1[i] × v2[i] × ··· × vK[i]} (10)
in sub-linear time. As with our solution to (eq. 7), we
can substantially reduce the search space if we know
the permutations that sort the lists (see Figure 4). The
running time of our algorithm is given by the following
theorem (a proof is given in (McAuley & Caetano,
2009)):
Theorem 2. Algorithm 1 generalizes to K lists with
an expected running time of O(KN
K−1
K ) (it can be
adapted to be O(min(N,KN
K−1
K )), if we carefully
avoid rereading entries).
This generalization can be applied as follows: if the
data-independent factors are of dimension K (within
cliques containing more than K terms), we can obtain
an expected speedup of Ω( 1
KN
1
K ); setting K = 2 re-
covers precisely the Ω(
√
N) speedup for pairwise priors
discussed so far in this paper.
An example application to which this generalization
can be applied is that of Felzenszwalb (2005). This
model contains a third-order geometric prior, while the
data-dependent factors are only pairwise. Our methodExploiting Data-Independence for Fast Belief-Propagation
← best case worst case →
permutation:
operations: 1 1 3 3 5 7 7 9 10 10
Figure 3. Diﬀerent permutation matrices and their resulting cost (in terms of additions performed). Each permutation
matrix transforms the sorted values of one list into the sorted values of the other, i.e., it transforms va as sorted by pa
into vb as sorted by pb. For instance, if there is an entry in the ﬁrst row and ﬁfth column, this indicates that pa[1] = pb[5]
(equivalently that p
−1
b [pa[1]] = 5, or p
−1
a [pb[5]] = 1), meaning that the largest value of va has the same index as the ﬁfth
largest value of vb. The red squares show the entries that must be read before the algorithm terminates (each corresponding
to one addition). In reference to Algorithm 1, an entry in row number start corresponds to computing va[pa[start]] +
vb[pa[start]]; similarly, the entry in column number start corresponds to computing va[pb[start]]+vb[pb[start]]. A simple
method to determine the number of additions is as follows: starting from the top-left of the permutation matrix, ﬁnd the
smallest gray square that contains an entry; if this square has width M, we shall read fewer than 2M entries. Note that
the width of this gray square is precisely the value of start when the algorithm terminates.
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Figure 5. The number of addition operations required to
compute each entry of a message (average of 10 trials).
The na¨ ıve solution requires Θ(N) operations, whereas our
method requires O(
√
N) in the expected-case. The exact
expectation is also shown.
allows us to pass messages in this model in O(N
8
3),
i.e., Ω(N
1
3) faster than the standard cubic solution.
As the pairwise case is by far the most common, and
as it gives the largest speedup, we shall focus on this
case in our experiments.
5. Experiments
5.1. Number of Addition Operations
Figure 5 shows the number of addition operations re-
quired to solve to (eq. 7); multiplying by N+1 gives the
number of operations required to compute (eq. 5), i.e.,
the entire message. va and vb are chosen by sampling
uniformly from [0,1)N, and the average of 10 trials is
shown. The value reported is precisely the value of
2×start when Algorithm 1 terminates. This conﬁrms
that the expected value given in (eq. 9) matches the
experimental performance, and also veriﬁes that the
expectation is upper-bounded by 2 ×
√
N.
Due to the computational overhead of our solution,
we expect the running time of our algorithm to diﬀer
from the value shown in Figure 5 by a multiplicative
constant, except in cases where va and vb are highly
(positively or negatively) correlated.
5.2. Inference in Pairwise Models
In each of the following experiments we perform belief-
propagation in models of the form given in (eq. 4).
Thus each model is completely speciﬁed by deﬁn-
ing the node potentials Φi(yi|xi), the edge potentials
Φi,j(yi,yj), and the topology (N,E) of the graph.
Furthermore we assume that the edge potentials are
homogeneous, i.e., that the potential for each edge is
the same, or rather that they have the same order
statistics (for example, they may diﬀer by a multiplica-
tive or additive constant). This means that the sorting
can be done online without aﬀecting the asymptotic
complexity. When subject to heterogeneous potentials
we need merely sort them oﬄine; the online cost shall
be similar to what we report here.
5.2.1. Chain-Structured Models
In this section, we consider chain-structured graphs.
Here we have nodes N = {1...Q}, and edges E =
{(1,2),(2,3)...(Q − 1,Q)}. The max-sum algorithm
is known to compute the maximum-likelihood solution
exactly for tree-structured models.
Figure 6 (top) shows the performance of our method
on a model with random potentials, i.e., Φi(yi|xi) =
U[0,1), Φi,i+1(yi,yi+1) = U[0,1), where U[0,1) is theExploiting Data-Independence for Fast Belief-Propagation
uniform distribution. Fitted curves are superimposed
onto the running time, conﬁrming that the perfor-
mance of the standard solution grows quadratically
with the number of states, while ours grows at a rate
of N1.5. The residual error r shows how closely the ﬁt-
ted curve approximates the running time; in the case of
random potentials, both curves have similar constants.
Figure 6 (bottom) shows the performance of our
method on a ‘text-denoising’ experiment. In this ex-
periment random errors are introduced into a body
of text, which the model aims to correct. Here we
have Φi(yi|xi) = λ(1 − I{xi}(yi)), i.e., a constant
cost λ is incurred in the event that xi and yi are
not equal. Φi,i+1(yi,yi+1) returns the frequency of
the pair (yi,yi+1) in a training corpus. This experi-
ment was performed on text from each language in the
Leipzig Multilingual Corpora (Quasthoﬀ et al., 2006).
The ﬁrst 100,000 characters were used to construct the
pairwise statistics of Φi,i+1, and the next 2,500 char-
acters were used for the denoising experiment.
Although our algorithm results in a faster solution for
all languages, we observe a higher constant of complex-
ity than that obtained for random data. This suggests
that the pairwise priors in diﬀerent languages are not
independent of the messages; the higher residual error
may also suggest that diﬀerent languages have diﬀer-
ent order-statistics.
5.2.2. Grid-Structured Models
Similarly, we can apply our method to grid-structured
models. Here we resort to loopy belief-propagation
to approximate the MAP solution, though indeed the
same analysis applies in the case of factor graphs
(Kschischang et al., 2001). We construct a 50 × 50
grid model and perform loopy belief-propagation using
a random message-passing schedule for ﬁve iterations.
In these experiments our nodes are N = {1...M}2,
and our edges connect the 4-neighbors (similar to the
grid shown in Figure 1 (left)).
Figure 7 (top) shows the performance of our method
on a grid with random potentials (similar to the ex-
periment in Section 5.2.1). Figure 7 (bottom) shows
the performance of our method on an optical ﬂow task
(Lucas & Kanade, 1981). Here the states encode ﬂow
vectors: for a node with N states, the ﬂow vector
is assumed to take integer coordinates in the square
[−
√
N/2,
√
N/2)2 (so that there are N possible ﬂow
vectors). For the unary potential we have
Φ(i,j)(y|x) =
￿ ￿Im1[i,j] − Im2[(i,j) + f(y)]
￿ ￿, (11)
where Im1[a,b] and Im2[a,b] return the gray-level of
the pixel at (a,b) in the ﬁrst and second images (re-
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Figure 6. Running time of inference in chain-structured
models: random potentials (top), and text denoising (bot-
tom). Fitted curves conﬁrm that the exponent of our
method is indeed 1.5 (r denotes the residual error, i.e.,
the ‘goodness’ of the ﬁtted curve).
spectively), and f(y) returns the ﬂow vector encoded
by y. The pairwise potentials simply encode the Eu-
clidean distance between two ﬂow vectors.
Our ﬁtted curves in Figure 7 show O(N1.5) perfor-
mance for both random data and for optical ﬂow.
5.2.3. Failure Cases
In our previous experiments on text denoising and
optical ﬂow we observed running times similar to
those for random potentials, indicating that there is
no prevalent dependence structure between the order
statistics of the messages and the potentials.
In certain applications the order statistics of these
terms are highly dependent. The most straightforward
example is that of concave potentials (or convex po-
tentials in a min-sum formulation). For instance, in aExploiting Data-Independence for Fast Belief-Propagation
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Figure 7. Running time of inference in grid-structured
models: random potentials (top), and optical ﬂow (bot-
tom).
stereo disparity experiment, the unary potentials en-
code that the output should be ‘close to’ a certain
value; the pairwise potentials encode that neighboring
nodes should take similar values (Sun et al., 2003).
Whenever both va and vb are concave in (eq. 7), the
permutation matrix that transforms the sorted values
of va to the sorted values of vb is block-oﬀ-diagonal
(see the sixth permutation in Figure 3). In such cases,
our algorithm only decreases the number of addition
operations by a multiplicative constant, and may in
fact be slower due to its computational overhead. This
is precisely the behavior shown in Figure 8 (top), in
the case of stereo disparity.
It should be noted that there exist algorithms speciﬁ-
cally designed for this class of potential functions (Kol-
mogorov & Shioura, 2007; Felzenszwalb & Hutten-
locher, 2006), which are preferable in such instances.
We similarly perform an experiment on image denois-
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Figure 8. Two experiments whose potentials and messages
have highly dependent order statistics: stereo disparity
(top), and image denoising (bottom).
ing, where the unary potentials are again convex func-
tions of the input (see Lan et al., 2006). Instead of
using a pairwise potential that merely encodes smooth-
ness, we extract the pairwise statistics from image data
(similar to our experiment on text denoising); thus the
potentials are no longer concave. We see in Figure 8
(bottom) that even if a small number of entries exhibit
some ‘randomness’ in their order statistics, we begin to
gain a modest speed improvement over the na¨ ıve solu-
tion (though indeed, the improvements are negligible
compared to those shown in previous experiments).
6. Discussion and Future Work
At the core of our work is an O(
√
N) solution to
(eq. 7); this solution has many applications beyond
those covered in this paper. As suggested in Section
3, our analysis leads to an O(N2.5) expected-time so-
lution to ‘funny matrix multiplication’ – the analogueExploiting Data-Independence for Fast Belief-Propagation
of regular matrix multiplication where summation is
replaced by maximization.
It can be shown that a sub-cubic solution to funny
matrix multiplication has a variety of applications be-
yond those discussed here. For instance, it allows us
to solve the all-pairs shortest path problem in O(N2.5)
(Aho et al., 1983).
We have also applied similar techniques to a diﬀerent
class of graphical models, by exploiting the fact that
the data-dependent factors in triangulated graphical
models often contain fewer terms than their maximal
cliques. In such cases, exact inference in a junction-
tree is equivalent to a generalized version of funny ma-
trix multiplication. This leads to faster solutions to a
number of computer-vision problems in which large
maximal cliques factor into pairwise terms (McAuley
& Caetano, 2010).
7. Conclusion
We have presented an algorithm for message passing in
models whose data-dependent factors contain fewer la-
tent variables than their data-independent factors. We
ﬁnd this to be useful in models with pairwise priors,
as it allows us to do message passing in only O(N1.5)
for models with N states, thus substantially improving
upon the standard quadratic-time solution. In prac-
tice, we ﬁnd that in spite of the computational over-
head of our model, speed improvements are gained
even for modest values of N, resulting in substantial
speedups in a variety of real-world applications.
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Abstract
Maximum A Posteriori inference in graphical models is often solved via message-passing algo-
rithms, such as the junction-tree algorithm or loopy belief-propagation. The exact solution to this
problem is well-known to be exponential in the size of the maximal cliques of the triangulated
model, while approximate inference is typically exponential in the size of the model’s factors. In
this paper, we take advantage of the fact that many models have maximal cliques that are larger than
their constituent factors, and also of the fact that many factors consist only of latent variables (i.e.,
they do not depend on an observation). This is a common case in a wide variety of applications
that deal with grid-, tree-, and ring-structured models. In such cases, we are able to decrease the
exponent of complexity for message-passing by 0 5 for both exact and approximate inference. We
demonstrate that message-passing operations in such models are equivalent to some variant of ma-
trix multiplication in the tropical semiring, for which we offer an O(N2 5) expected-case solution.
Keywords: graphical models, belief-propagation, tropical matrix multiplication
1. Introduction
It is well-known that exact inference in tree-structured graphical models can be accomplished ef-
ﬁciently by message-passing operations following a simple protocol making use of the distributive
law (Aji and McEliece, 2000; Kschischang et al., 2001). It is also well-known that exact inference
in arbitrary graphical models can be solved by the junction-tree algorithm; its efﬁciency is deter-
mined by the size of the maximal cliques after triangulation, a quantity related to the tree-width of
the graph.
Figure 1 illustrates an attempt to apply the junction-tree algorithm to some graphical models
containing cycles. If the graphs are not chordal ((a) and (b)), they need to be triangulated, or made
chordal (red edges in (c) and (d)). Their clique-graphs are then guaranteed to be junction-trees,
and the distributive law can be applied with the same protocol used for trees; see Aji and McEliece
(2000) for a beautiful tutorial on exact inference in arbitrary graphs. Although the models in these
∗. Preliminary versions of this work appeared in The 27th International Conference on Machine Learning (ICML 2010),
and the 13th International Conference on Artiﬁcial Intelligence and Statistics (AISTATS 2010), The NIPS 2009
Workshop on Learning with Orderings, The NIPS 2009 Workshop on Discrete Optimization in Machine Learning,
and in Learning and Intelligent Optimization (LION 4).
†. Also at Research School of Information Sciences and Engineering, Australian National University, Canberra ACT
0200, Australia.
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(a) (b) (c) (d)
Figure 1: The models at left ((a) and (b)) can be triangulated ((c) and (d)) so that the junction-
tree algorithm can be applied. Despite the fact that the new models have larger maximal
cliques, the corresponding potentials are still factored over pairs of nodes only. Our
algorithms exploit this fact.
(a) (b) (c) (d)
Figure 2: Some graphical models to which our results apply: factors conditioned upon observations
have fewer latent variables than purely latent factors. White nodes correspond to latent
variables, gray nodes to an observation. In other words, factors containing a gray node
encode the data likelihood, whereas factors containing only white nodes encode priors.
Expressed more simply, the ‘node potentials’ depend upon the observation, while the
‘edge potentials’ do not.
examplescontainonlypairwisefactors, triangulationhasincreasedthesizeoftheirmaximalcliques,
making exact inference substantially more expensive. Hence approximate solutions in the original
graph (such as loopy belief-propagation, or inference in a loopy factor-graph) are often preferred
over an exact solution via the junction-tree algorithm.
Even when the model’s factors are the same size as its maximal cliques, neither exact nor ap-
proximate inference algorithms take advantage of the fact that many factors consist only of latent
variables. In many models, those factors that are conditioned upon the observation contain fewer
latent variables than the purely latent factors. Examples are shown in Figure 2. This encompasses
a wide variety of models, including grid-structured models for optical ﬂow and stereo disparity as
well as chain and tree-structured models for text or speech.
In this paper, we exploit the fact that the maximal cliques (after triangulation) often have po-
tentials that factor over subcliques, as illustrated in Figure 1. We will show that whenever this is
the case, the expected computational complexity of message-passing between such cliques can be
improved (both the asymptotic upper-bound and the actual runtime).
Additionally, we will show that this result can be applied in cliques whose factors that are
conditioned upon an observation contain fewer latent variables than those factors consisting purely
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of latent variables; the ‘purely latent’ factors can be pre-processed ofﬂine, allowing us to achieve
the same beneﬁts as described in the previous paragraph.
We show that these properties reveal themselves in a wide variety of real applications.
A core operation encountered in the junction-tree algorithm is that of computing the inner-
product of two vectors va and vb. In the max-product semiring (used for MAP inference), the
‘inner-product’ becomes
max
i∈{1   N}
{va[i]×vb[i]}  (1)
Our results stem from the realization that while (Equation 1) appears to be a linear time operation,
it can be decreased to O(
√
N) (in the expected case) if we know the permutations that sort va and
vb (i.e., the order statistics of va and vb). These permutations can be obtained efﬁciently when the
model factorizes as described above.
Preliminary versions of this work have appeared in McAuley and Caetano (2009), McAuley and
Caetano (2010a), and McAuley and Caetano (2010b).
1.1 Summary of Results
A selection of the results to be presented in the remainder of this paper can be summarized as
follows:
• Our speedups apply to the operation of passing a single message. As a result, our method can
be used regardless of the message-passing protocol.
• We are able to lower the asymptotic expected running time of max-product message-passing
for any discrete graphical model whose cliques factorize into lower-order terms.
• The results obtained are exactly those that would be obtained by the traditional version of the
algorithm, that is, no approximations are used.
• Our algorithm also applies whenever factors that are conditioned upon an observation contain
fewer latent variables than those factors that are not conditioned upon an observation, as in
Figure 2 (in which case certain computations can be taken ofﬂine).
• For pairwise models satisfying the above properties, we obtain an expected speed-up of at
least Ω(
√
N) (assuming N states per node; Ω denotes an asymptotic lower-bound). For exam-
ple, in models with third-order cliques containing pairwise terms, message-passing is reduced
from Θ(N3) to O(N2√
N), as in Figure 1(d). For pairwise models whose edge potential is not
conditioned upon an observation, message-passing is reduced from Θ(N2) to O(N
√
N), as in
Figure 2.
• ForcliquescomposedofK-aryfactors, theexpectedspeed-upgeneralizestoatleastΩ( 1
KN
1
K),
though it is never asymptotically slower than the original solution.
• The expected-case improvement is derived under the assumption that the order statistics of
different factors are independent.
• If the different factors have ‘similar’ order statistics, the performance will be better than the
expected case.
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• If the different factors have ‘opposite’ order statistics, the performance will be worse than the
expected case, but is never asymptotically more expensive than the traditional version of the
algorithm.
Our results do not apply for every semiring (⊕ ⊗), but only to those whose ‘addition’ oper-
ation deﬁnes an order (for example, min or max); we also assume that under this ordering, our
‘multiplication’ operator ⊗ satisﬁes
a < b∧c < d ⇒ a⊗c < b⊗d  (2)
Thus our results certainly apply to the max-sum and min-sum (‘tropical’) semirings (as well as max-
product and min-product, assuming non-negative potentials), but not for sum-product (for example).
Consequently, our approach is useful for computing MAP-states, but cannot be used to compute
marginal distributions. We also assume that the domain of each node is discrete.
We shall initially present our algorithm in terms of pairwise graphical models such as those
shown in Figure 2. In such models message-passing is precisely equivalent to matrix-vector mul-
tiplication over our chosen semiring. Later we shall apply our results to models such as those in
Figure 1, wherein message-passing becomes some variant of matrix multiplication. Finally we shall
explore other applications besides message-passing that make use of tropical matrix multiplication
as a subroutine, such all-pairs shortest-path problems.
1.2 Related Work
There has been previous work on speeding-up message-passing algorithms by exploiting different
types of structure in certain graphical models. For example, Kersting et al. (2009) study the case
where different cliques share the same potential function. In Felzenszwalb and Huttenlocher (2006),
fast message-passing algorithms are provided for cases in which the potential of a 2-clique is only
dependent on the difference of the latent variables (which is common in some computer vision
applications); they also show how the algorithm can be made faster if the graphical model is a
bipartite graph. In Kumar and Torr (2006), the authors provide faster algorithms for the case in
which the potentials are truncated, whereas in Petersen et al. (2008) the authors offer speed-ups for
models that are speciﬁcally grid-like.
The latter work is perhaps the most similar in spirit to ours, as it exploits the fact that certain
factors can be sorted in order to reduce the search space of a certain maximization problem.
Anothercourseofresearchaimsatspeeding-upmessage-passingalgorithmsbyusing‘informed’
scheduling routines, which may result in faster convergence than the random schedules typically
used in loopy belief-propagation and inference in factor graphs (Elidan et al., 2006). This branch of
research is orthogonal to our own in the sense that our methods can be applied independently of the
choice of message passing protocol.
Another closely related paper is that of Park and Darwiche (2003). This work can be seen to
compliment ours in the sense that it exploits essentially the same type of factorization that we study,
though it applies to sum-product versions of the algorithm, rather than the max-product version that
we shall study. Kjærulff (1998) also exploits factorization within cliques of junction-trees, albeit a
different type of factorization than that studied here.
In Section 4, we shall see that our algorithm is closely related to a well-studied problem known
as ‘tropical matrix multiplication’ (Kerr, 1970). The worst-case complexity of this problem has been
studied in relation to the all-pairs shortest-path problem (Alon et al., 1997; Karger et al., 1993).
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Example description
A;B capital letters refer to sets of nodes (or similarly, cliques);
A∪B;A∩B;A\B standard set operators are used (A\B denotes set differ-
ence);
dom(A) the domain of a set; this is just the Cartesian product of
the domains of each element in the set;
P bold capital letters refer to arrays;
x bold lower-case letters refer to vectors;
x[a] vectors are indexed using square brackets;
P[n] similarly, square brackets are used to index a row of a 2-d
array,
P[n] or a row of an (|n|+1)-dimensional array;
PX;va superscripts are just labels, that is, PX is an array, va is a
vector;
va constant subscripts are also labels, that is, if a is a con-
stant, then va is a constant vector;
xi;xA variable subscripts deﬁne variables; the subscript deﬁnes
the domain of the variable;
n|X if n is a constant vector, then n|X is the restriction of that
vector to those indices corresponding to variables in X
(assuming that X is an ordered set);
ΦA;ΦA(xA) a function over the variables in a set A; the argument xA
will be suppressed if clear, given that ‘functions’ are es-
sentially arrays for our purposes;
Φi j(xi xj) a function over a pair of variables (xi xj);
ΦA(n|B;xA\B) if one argument to a function is constant (here n|B), then
it becomes a function over fewer variables (in this case,
only xA\B is free);
Table 1: Notation
2. Background
The notation we shall use is brieﬂy deﬁned in Table 1. We shall assume throughout that the max-
product semiring is being used, though our analysis is almost identical for any suitable choice.
MAP-inference in a graphical model G consists of solving an optimization problem of the form
ˆ x = argmax
x ∏
C∈C
ΦC(xC) 
where C is the set of maximal cliques in G. This problem is often solved via message-passing
algorithms such as the junction-tree algorithm, loopy belief-propagation, or inference in a factor-
graph (Aji and McEliece, 2000; Weiss, 2000; Kschischang et al., 2001).
Often, the clique-potentials ΦC(xC) shall be decomposable into several smaller factors, that is,
ΦC(xC) = ∏
F⊆C
ΦF(xF) 
1353MCAULEY AND CAETANO
Some simple motivating examples are shown in Figure 3: a model for pose estimation from Sigal
and Black (2006), a ‘skip-chain CRF’ from Galley (2006), and a model for shape-matching from
Coughlan and Ferreira (2002). In each case, the triangulated model has third-order cliques, but the
potentials are only pairwise. Other examples have already been shown in Figure 1; analogous cases
are ubiquitous in many real applications.
It will often be more convenient to express our objective function as being conditioned upon
some observation, y. Thus our optimization problem becomes
ˆ x(y) = argmax
x ∏
C∈C
ΦC(xC|y) (3)
(for simplicity when we discuss ‘cliques’ we are referring to sets of latent variables).
Further factorization may be possible if we express (Equation 3) in terms of those factors that
depend upon the observation y, and those that do not:
ˆ x(y) = argmax
x ∏
C∈C
 
∏
F⊆C
ΦF(xF)
      
data-independent
× ∏
Q⊆C
ΦQ(xQ|y)
      
data-dependent
 
 
We shall say that those factors that are not conditioned on the observation are ‘data-independent’.
Our results shall apply to message-passing equations in those cliques C where for each data-
independent factor F we have F ⊂ C, or for each data-dependent factor Q we have Q ⊂ C, that
is, when all F or all Q in C are proper subsets of C. In such cases we say that the clique C is
factorizable.
The fundamental step encountered in message-passing algorithms is deﬁned below. The mes-
sage from a clique X to an intersecting clique Y (both sets of latent variables) is deﬁned by
mX→Y(xX∩Y) = max
xX\Y
 
ΦX(xX) ∏
Z∈Γ(X)\Y
mZ→X(xX∩Z)
 
(4)
(where Γ(X) is the set of neighbors of the clique X, that is, the set of cliques that intersect with X).
If such messages are computed after X has received messages from all of its neighbors except Y
(i.e., Γ(X)\Y), then this deﬁnes precisely the update scheme used by the junction-tree algorithm.
The same update scheme is used for loopy belief-propagation, though it is done iteratively in a
randomized fashion.
After all messages have been passed, the MAP-state for a set of latent variables M (assumed to
be a subset of a single clique X) is computed using
mM(xM) = max
xX\M
 
ΦX(xX) ∏
Z∈Γ(X)
mZ→X(xX∩Z)
 
  (5)
For cliques that are factorizable (according to our previous deﬁnition), both (Equation 4) and
(Equation 5) take the form
mM(xM) = max
xX\M
 
∏
F⊆X
ΦF(xF) ∏
Q⊆X
ΦQ(xQ|y)
 
  (6)
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(a) (b) (c)
Figure 3: (a) A model for pose reconstruction from Sigal and Black (2006); (b) A ‘skip-chain CRF’
from Galley (2006); (c) A model for deformable matching from Coughlan and Ferreira
(2002). Although the (triangulated) models have cliques of size three, their potentials
factorize into pairwise terms.
Note that we always have Z∩X ⊂X for messages Z →X, meaning that the presence of the messages
has no effect on the ‘factorizability’ of (Equation 6).
Algorithm 1 gives the traditional solution to this problem, which does not exploit the factor-
ization of ΦX(xX). This algorithm runs in Θ(N|X|), where N is the number of states per node, and
|X| is the size of the clique X (for a given xX, we treat computing ∏F⊂X ΦF(xF) as a constant time
operation, as our optimizations shall not modify this cost).
In the following sections, we shall consider the two types of factorizability separately: ﬁrst, in
Section 3, we shall consider cliques X whose messages take the form
mM(xM) = max
xX\M
 
ΦX(xX) ∏
Q⊂X
ΦQ(xQ|y)
 
 
We say that such cliques are conditionally factorizable (since all conditional terms factorize); ex-
amples are shown in Figure 2. Next, in Section 4, we consider cliques whose messages take the
form
mM(xM) = max
xX\M ∏
F⊂X
ΦF(xF) 
We say that such cliques are latently factorizable (since terms containing only latent variables fac-
torize); examples are shown in Figure 1.
3. Optimizing Algorithm 1: Conditionally Factorizable Models
In order to specify a more efﬁcient version of Algorithm 1, we begin by considering the simplest
nontrivial conditionally factorizable model: a pairwise model in which each latent variable depends
upon the observation, that is,
ˆ x(y) = argmax
x ∏
i∈N
Φi(xi|y)
      
node potential
× ∏
(i j)∈E
Φi j(xi xj)
      
edge potential
  (7)
This is the type of model depicted in Figure 2 and encompasses a large class of grid- and tree-
structuredmodels. Usingourpreviousdeﬁnitions, wesaythatthenodepotentialsare‘data-dependent’,
whereas the edge potentials are ‘data-independent’.
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Algorithm 1 Brute-force computation of max-marginals
Input: a clique X whose max-marginal mM(xM) (where M ⊂ X) we wish to compute; assume that
each node in X has domain {1   N}
1: for m ∈ dom(M) {i.e., {1   N}
|M|} do
2: max := −∞
3: for z ∈ dom(X \M) do
4: if ∏F⊂X ΦF(m|F;z|F) > max then
5: max := ∏F⊂X ΦF(m|F;z|F)
6: end if
7: end for {this loop takes Θ(N|X\M|)}
8: mM(m) := max
9: end for {this loop takes Θ(N|X|)}
10: Return: mM
Message-passing in models of the type shown in (Equation 7) takes the form
mA→B(xi) = Φi(xi|y)×max
xj
Φj(xj|y)×Φi j(xi xj) (8)
(where A = {i  j} and B = {i k}). Note once again that in (Equation 8) we are not concerned
solely with exact inference via the junction-tree algorithm. In many models, such as grids and
rings, (Equation 7) shall be solved approximately by means of either loopy belief-propagation, or
inference in a factor-graph, which consists of solving (Equation 8) according to protocols other than
the optimal junction-tree protocol.
It is useful to consider Φi j in (Equation 8) as an N ×N matrix, and Φj as an N-dimensional
vector, so that solving (Equation 8) is precisely equivalent to matrix-vector multiplication in the
max-product semiring. For a particular value xi = q, (Equation 8) becomes
mA→B(q) = Φi(q|y)×max
xj
Φj(xj|y)
      
va
×Φi j(q xj)
      
vb
  (9)
which is precisely the ‘max-product inner-product’ operation that we claimed was critical in Section
1.
As we have previously suggested, it will be possible to solve (Equation 9) efﬁciently if we
know the order statistics of va and vb, that is, if we know the permutations that sort Φj and every
row of Φi j in (Equation 8). Sorting Φj takes Θ(NlogN), whereas sorting every row of Φi j takes
Θ(N2logN) (Θ(NlogN) for each of N rows). The critical point to be made is that Φi j(xi xj) does
not depend on the observation, meaning that its order statistics can be obtained ofﬂine in several
applications.
The following elementary lemma is the key observation required in order to solve (Equation 1),
and therefore (Equation 9) efﬁciently:
Lemma 1 Foranyindexq, thesolutionto p=argmaxi∈{1   N}{va[i]×vb[i]}musthaveva[p]≥va[q]
or vb[p] ≥ vb[q]. Therefore, having computed va[q]×vb[q], we can ﬁnd ‘p’ by computing only those
products va[i]×vb[i] where either va[i] > va[q] or vb[i] > vb[q].
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Algorithm 2 Find i such that va[i]×vb[i] is maximized
Input: two vectors va and vb, and permutation functions pa and pb that sort them in decreasing
order (so that va[pa[1]] is the largest element in va)
1: Initialize: start := 1, enda := p−1
a [pb[1]], endb := p−1
b [pa[1]] {if endb = k, then the largest
element in va has the same index as the kth largest element in vb}
2: best := pa[1], max := va[best]×vb[best]
3: if va[pb[1]]×vb[pb[1]] > max then
4: best := pb[1], max := va[best]×vb[best]
5: end if
6: while start < enda {in practice, we could also stop if start < endb, but the version given here is
the one used for analysis in Appendix A} do
7: start := start+1
8: if va[pa[start]]×vb[pa[start]] > max then
9: best := pa[start]
10: max := va[best]×vb[best]
11: end if
12: if p−1
b [pa[start]] < endb then
13: endb := p−1
b [pa[start]]
14: end if
15: {repeat lines 8–14, interchanging a and b}
16: end while {this loop takes expected time O(
√
N)}
17: Return: best
This observation is used to construct Algorithm 2. Here we iterate through the indices starting
from the largest values of va and vb, stopping once both indices are ‘behind’ the maximum value
found so far (which we then know is the maximum). This algorithm is demonstrated pictorially
in Figure 4. Note that Lemma 1 only depends upon the relative values of elements in va and vb,
meaning that the number of computations that must be performed is purely a function of their order
statistics (i.e., it does not depend on the actual values of va or vb).
If Algorithm 2 can solve (Equation 9) in O(f(N)), then we can solve (Equation 8) in O(N f(N)).
Determining precisely the running time of Algorithm 2 is not trivial, and will be explored in depth
in Appendix A. At this stage we shall state an upper-bound on the true complexity in the following
theorem:
Theorem 2 The expected running time of Algorithm 2 is O(
√
N), yielding a speed-up of at least
Ω(
√
N) in cliques containing pairwise factors. This expectation is derived under the assumption
that va and vb have independent order statistics.
Algorithm 3 uses Algorithm 2 to solve (Equation 8), where we assume that the order statistics
of the rows of Φi j have been obtained ofﬂine.
While the ofﬂine cost of sorting is not problematic in situations where the model is to be re-
peatedly reused on several observations, it can be avoided in two situations. Firstly, many models
have a ‘homogeneous’ prior, that is, the same prior is shared amongst every edge (or clique) of the
model. In such cases, only a single ‘copy’ of the prior needs to be sorted, meaning that in any model
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Step 1:

      
      
 6  2 14 16  9  7 12  8 10  3 11 13  1 15  4  5
99 92 87 81 78 66 53 46 30 26 21 16 12 10  8  6
 3  4  8 11  7 16 13  9  6  2 15 10 12  5  1 14
98 93 85 76 71 70 67 65 63 57 48 42 39 37 26 17
don't search past this line
Step 2:

      
      
 6  2 14 16  9  7 12  8 10  3 11 13  1 15  4  5
99 92 87 81 78 66 53 46 30 26 21 16 12 10  8  6
 3  4  8 11  7 16 13  9  6  2 15 10 12  5  1 14
98 93 85 76 71 70 67 65 63 57 48 42 39 37 26 17
Step 3:

      
      
 6  2 14 16  9  7 12  8 10  3 11 13  1 15  4  5
99 92 87 81 78 66 53 46 30 26 21 16 12 10  8  6
 3  4  8 11  7 16 13  9  6  2 15 10 12  5  1 14
98 93 85 76 71 70 67 65 63 57 48 42 39 37 26 17
Step 4:

      
      
 6  2 14 16  9  7 12  8 10  3 11 13  1 15  4  5
99 92 87 81 78 66 53 46 30 26 21 16 12 10  8  6
 3  4  8 11  7 16 13  9  6  2 15 10 12  5  1 14
98 93 85 76 71 70 67 65 63 57 48 42 39 37 26 17
Step 5:

      
      
 6  2 14 16  9  7 12  8 10  3 11 13  1 15  4  5
99 92 87 81 78 66 53 46 30 26 21 16 12 10  8  6
 3  4  8 11  7 16 13  9  6  2 15 10 12  5  1 14
98 93 85 76 71 70 67 65 63 57 48 42 39 37 26 17
Figure 4: Algorithm 2, explained pictorially. The arrows begin at pa[start] and pb[start]; the red
dashed line connects enda and endb, behind which we need not search; a dashed arrow
is used when a new maximum is found. Note that in the event that va and vb contain
repeated elements, they can be sorted arbitrarily.
containing Ω(logN) edges, speed improvements can be gained over the na¨ ıve implementation. Sec-
ondly, where an iterative algorithm (such as loopy belief-propagation) is to be used, the sorting step
need only take place prior to the ﬁrst iteration; if Ω(logN) iterations of belief-propagation are to
be performed (or in a homogeneous model, if the number of edges multiplied by the number of
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Algorithm 3 Solve (Equation 8) using Algorithm 2
Input: a potential Φi j(a b)×Φi(a|yi)×Φj(b|yj) whose max-marginal mi(xi) we wish to compute,
and a set of permutation functions P such that P[i] sorts the ith row of Φi j (in decreasing order).
1: compute the permutation function pa by sorting Ψj {takes Θ(NlogN)}
2: for q ∈ {1   N} do
3: (va vb) := (Ψj Φi j(q xj|yi yj))
4: best := Algorithm2(va vb pa P[q]) {O(
√
N)}
5: mA→B(q) := Φi(q)×Φj(best)×Φi j(q best|yi yj)
6: end for {this loop takes expected time O(N
√
N)}
7: Return: mA→B
iterations is Ω(logN)), we shall again gain speed improvements even when the sorting step is done
online.
In fact, the second of these conditions obviates the need for ‘conditional factorizability’ (or
‘data-independence’) altogether. In other words, in any pairwise model in which Ω(logN) iterations
of belief-propagation are to be performed, the pairwise terms need to be sorted only during the ﬁrst
iteration. Thus these improvements apply to those models in Figure 1, so long as the number of
iterations of belief-propagation is Ω(logN).
4. Latently Factorizable Models
Just as we considered the simplest conditionally factorizable model in Section 3, we now consider
the simplest nontrivial latently factorizable model: a clique of size three containing pairwise factors.
In such a case, our aim is to compute
mi j(xi xj) = max
xk
Φi j k(xi xj xk)  (10)
which we have assumed takes the form
mi j(xi xj) = max
xk
Φi j(xi xj)×Φi k(xi xk)×Φj k(xj xk) 
For a particular value of (xi xj) = (a b), we must solve
mi j(a b) = Φi j(a b)×max
xk
Φi k(a xk)
      
va
×Φj k(b xk)
      
vb
  (11)
which again is in precisely the form shown in (Equation 1).
Just as (Equation 8) resembled matrix-vector multiplication, there is a close resemblance be-
tween (Equation 11) and the problem of matrix-matrix multiplication in the max-product semiring
(often referred to as ‘tropical matrix multiplication’, ‘funny matrix multiplication’, or simply ‘max-
product matrix multiplication’). While traditional matrix multiplication is well-known to have a
subcubic worst-case solution (see Strassen, 1969), the version in (Equation 11) has no known sub-
cubic solution (the fastest known solution is O(N3/logN), but there is no known solution that runs
in O(N3−ε) (Chan, 2007); Kerr (1970) shows that no subcubic solution exists under certain mod-
els of computation). The worst-case complexity of solving (Equation 11) can also be shown to be
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Algorithm 4 Use Algorithm 2 to compute the max-marginal of a 3-clique containing pairwise fac-
tors
Input: a potential Φi j k(a b c) = Φi j(a b) × Φi k(a c) × Φj k(b c) whose max-marginal
mi j(xi xj) we wish to compute
1: for n ∈ {1   N} do
2: compute Pi[n] by sorting Φi k(n xk) {takes Θ(NlogN)}
3: compute Pj[n] by sorting Φj k(n xk) {Pi and Pj are N ×N arrays, each row of which is
a permutation; Φi k(n xk) and Φj k(n xk) are functions over xk, since n is constant in this
expression}
4: end for {this loop takes Θ(N2logN)}
5: for (a b) ∈ {1   N}
2 do
6: (va vb) :=
 
Φi k(a xk) Φj k(b xk)
 
7: (pa pb) :=
 
Pi[a] Pj[b]
 
8: best := Algorithm2(va vb pa pb) {takes O(
√
N)}
9: mi j(a b) := Φi j(a b)×Φi k(a best)×Φj k(b best)
10: end for {this loop takes O(N2√
N)}
{the total running time is O(N2logN+N2√
N), which is dominated by O(N2√
N)}
11: Return: mi j
equivalent to the all-pairs shortest-path problem, which is studied in Alon et al. (1997). Although
we shall not improve the worst-case complexity, Algorithm 2 leads to far better expected-case per-
formance than existing solutions.
In principle Strassen’s algorithm could be used to perform sum-product inference in the set-
ting we discuss here, and indeed there has been some work on performing sum-product infer-
ence in graphical models that factorize (Park and Darwiche, 2003). Interestingly, there is also
a sub-quadratic solution to sum-product matrix-vector multiplication that requires preprocessing
(Williams, 2007), that is, the sum-product version of the setting we discussed in Section 3.
A prescription of how Algorithm 2 can be used to solve (Equation 10) is given in Algorithm 4.
As we mentioned in Section 3, the expected-case running time of Algorithm 2 is O(
√
N), meaning
that the time taken to solve Algorithm 4 is O(N2√
N).
5. Extensions
So far we have only considered the case of pairwise graphical models, though as mentioned our
results can in principle be applied to any conditionally or latently factorizable models, no matter the
size of the factors. Essentially our results about matrices become results about tensors. We ﬁrst treat
latently factorizable models, after which the same ideas can be applied to conditionally factorizable
models.
5.1 An Extension to Higher-Order Cliques with Three Factors
The simplest extension that we can make to Algorithms 2, 3, and 4 is to note that they can be
applied even when there are several overlapping terms in the factors. For instance, Algorithm 4 can
1360FASTER ALGORITHMS FOR MAX-PRODUCT MESSAGE-PASSING
Step 1:

      
      
(1,2)
99 92 87 81 78 66 53 46 30 26 21 16 12 10  8  6
98 93 85 76 71 70 67 65 63 57 48 42 39 37 26 17
(4,2) (3,2) (4,4) (2,1) (1,3) (3,4) (2,4) (2,2) (4,3) (2,3) (3,1) (4,1) (3,3) (1,4) (1,1)
(4,3) (1,4) (2,4) (2,3) (1,3) (4,4) (3,1) (2,1) (1,2) (4,2) (3,3) (2,2) (3,4) (1,1) (4,1) (3,2)
Figure 5: The reasoning applied in Algorithm 2 applies even when the elements of pa and pb are
multidimensional indices.
be adapted to solve
mi j(xi xj) = max
xk xm
Φi j(xi xj)×Φi k m(xi xk xm)×Φj k m(xj xk xm)  (12)
andsimilarvariantscontainingthreefactors. Herebothxk andxm aresharedbyΦi k m andΦj k m. We
can follow precisely the reasoning of the previous section, except that when we sort Φi k m (similarly
Φj k m) for a ﬁxed value of xi, we are now sorting an array rather than a vector (Algorithm 4, lines 2
and 3); in this case, the permutation functions pa and pb in Algorithm 2 simply return pairs of
indices. This is illustrated in Figure 5. Effectively, in this example we are sorting the variable xk m
whose domain is dom(xk)×dom(xm), which has state space of size N2.
As the number of shared terms increases, so does the improvement to the running time. While
(Equation 12) would take Θ(N4) to solve using Algorithm 1, it takes only O(N3) to solve using
Algorithm 4 (more precisely, if Algorithm 2 takes O(f(N)), then (Equation 12) takes O(N2f(N2)),
which we have mentioned is O(N2√
N2) = O(N3)). In general, if we have S shared terms, then the
running time is O(N2√
NS), yielding a speed-up of Ω(
√
NS) over the na¨ ıve solution of Algorithm 1.
5.2 An Extension to Higher-Order Cliques with Decompositions Into Three Groups
By similar reasoning, we can apply our algorithm to cases where there are more than three factors, in
whichthefactorscanbeseparatedintothreegroups. Forexample, considerthecliqueinFigure6(a),
which we shall call G (the entire graph is a clique, but for clarity we only draw an edge when the
corresponding nodes belong to a common factor). Each of the factors in this graph have been
labeled using either differently colored edges (for factors of size larger than two) or dotted edges
(for factors of size two), and the max-marginal we wish to compute has been labeled using colored
nodes. We assume that it is possible to split this graph into three groups such that every factor is
contained within a single group, along with the max-marginal we wish to compute (Figure 6, (b)).
If such a decomposition is not possible, we will have to resort to further extensions to be described
in Section 5.3.
Ideally, we would like these groups to have size ≃ |G|/3, though in the worst case they will
have size no larger than |G|−1. We call these groups X, Y, Z, where X is the group containing
the max-marginal M that we wish to compute. In order to simplify the analysis of this algorithm,
we shall express the running time in terms of the size of the largest group, S = max(|X| |Y| |Z|),
and the largest difference, S\ = max(|Y \X| |Z \X|). The max-marginal can be computed using
Algorithm 5.
The running times shown in Algorithm 5 are loose upper-bounds, given for the sake of express-
ing the running time in simple terms. More precise running times are given in Table 2; any of the
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5 6
8
7
4
3
2
1
(a) (b)
(a) We begin with a set of factors (indicated using colored lines), which are assumed to belong to some clique in our
model; we wish to compute the max-marginal with respect to one of these factors (indicated using colored nodes); (b)
The factors are split into three groups, such that every factor is entirely contained within one of them (Algorithm 5, line 1).
(c) (d) (e)
(c) Any nodes contained in only one of the groups are marginalized (Algorithm 5, lines 2, 3, and 4); the problem is now
very similar to that described in Algorithm 4, except that nodes have been replaced by groups; note that this essentially
introduces maximal factors in Y′ and Z′; (d) For every value (a b) ∈ dom(x3 x4), ΨY(a b x6) is sorted (Algorithm 5,
lines 5–7); (e) For every value (a b) ∈ dom(x2 x4), ΨZ(a b x6) is sorted (Algorithm 5, lines 8–10).
c
b
a
M
(f) (g)
(f) For every n ∈ dom(X′), we choose the best value of x6 by Algorithm 2 (Algorithm 5, lines 11–16); (g) The result is
marginalized with respect to M (Algorithm 5, line 17).
Figure 6: Algorithm 5, explained pictorially. In this case, the most computationally intensive step
is the marginalization of Z (in step (c)), which takes Θ(N5). However, the algorithm can
actually be applied recursively to the group Z, resulting in an overall running time of
O(N4√
N), for a max-marginal that would have taken Θ(N8) to compute using the na¨ ıve
solution of Algorithm 1.
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Algorithm 5 Compute the max-marginal of G with respect to M, where G is split into three groups
Input: potentials ΦG(x) = ΦX(xX)×ΦY(xY)×ΦZ(xZ); each of the factors should be contained in
exactly one of these terms, and we assume that M ⊆ X (see Figure 6)
1: Deﬁne: X′ := ((Y ∪Z)∩X)∪M;Y′ := (X ∪Z)∩Y; Z′ := (X ∪Y)∩Z {X′ contains the variables
in X that are shared by at least one other group; alternately, the variables in X \X′ appear only
in X (sim. forY′ and Z′)}
2: compute ΨX(xX′) := maxX\X′ ΦX(xX) {we are marginalizing over those variables in X that
do not appear in any of the other groups (or in M); this takes Θ(NS) if done by brute-force
(Algorithm 1), but may also be done by a recursive call to Algorithm 5}
3: compute ΨY(xY′) := maxY\Y′ ΦY(xY)
4: compute ΨZ(xZ′) := maxZ\Z′ ΦZ(xZ)
5: for n ∈ dom(X ∩Y) do
6: compute PY[n] by sorting ΨY(n;xY′\X) {takes Θ(S\NS\ logN); ΨY(n;xY′\X) is free over
xY′\X, and is treated as an array by ‘ﬂattening’ it; PY[n] contains the |Y′\X| = |(Y ∩Z)\X|-
dimensional indices that sort it}
7: end for {this loop takes Θ(S\NSlogN)}
8: for n ∈ dom(X ∩Z) do
9: compute PZ[n] by sorting ΨZ(n;xZ′\X)
10: end for {this loop takes Θ(S\NSlogN)}
11: for n ∈ dom(X′) do
12: (va vb):=
 
ΨY(n|Y′;xY′\X′) ΨZ(n|Z′;xZ′\X′)
 
{n|Y′ is the ‘restriction’ of the vector n to those
indicesinY′ (meaningthatn|Y′ ∈dom(X′∩Y′)); henceΨY(n|Y′;xY′\X′)isfreeinxY′\X′, while
n|Y′ is ﬁxed}
13: (pa pb) :=
 
PY[n|Y′] PZ[n|Z′]
 
14: best := Algorithm2(va vb pa pb) {takes O(
 
S\)}
15: mX(n) := ΨX(n)×ΨY(best;n|Y′)×ΨZ(best;n|Z′)
16: end for
17: mM(xM) := Algorithm1(mX M) {i.e., we are using Algorithm 1 to marginalize mX(xX) with
respect to M; this takes Θ(NS)}
terms shown in Table 2 may be dominant. Some example graphs, and their resulting running times
are shown in Figure 7.
5.2.1 APPLYING ALGORITHM 5 RECURSIVELY
The marginalization steps of Algorithm 5 (lines 2, 3, and 4) may further decompose into smaller
groups, in which case Algorithm 5 can be applied recursively. For instance, the graph in Figure 7(a)
represents the marginalization step that is to be performed in Figure 6(c) (Algorithm 5, line 4). Since
this marginalization step is the asymptotically dominant step in the algorithm, applying Algorithm 5
recursively lowers the asymptotic complexity.
Another straightforward example of applying recursion in Algorithm 5 is shown in Figure 8,
in which a ring-structured model is marginalized with respect to two of its nodes. Doing so takes
O(MN2√
N); in contrast, solving the same problem using the junction-tree algorithm (by triangulat-
ing the graph) would take Θ(MN3). Loopy belief-propagation takes Θ(MN2) per iteration, meaning
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Description lines time
Marginalization of ΦX, without recursion 2 Θ(N|X|)
Marginalization of ΦY 3 Θ(N|Y|)
Marginalization of ΦZ 4 Θ(N|Z|)
Sorting ΦY 5–7 Θ(|Y′\X|N|Y′|logN)
Sorting ΦZ 8–10 Θ(|Z′\X|N|Z′|logN)
Running Algorithm 2 on the sorted values 11–16 O(N|X′|√
N|(Y′∩Z′)\X′|)
Table 2: Detailed running time analysis of Algorithm 5; any of these terms may be asymptotically
dominant
Graph:
{A complete
graph KM,
with pairwise
terms}
(a) (b) (c) (d) (e)
Algorithm 1: Θ(N5) Θ(N3) Θ(N11) Θ(N6) Θ(NM)
Algorithm 5: O(N3√
N) O(N2√
N) O(N6√
N) O(N5) O(N5M/6)
Speed-up: Ω(N
√
N) Ω(
√
N) Ω(N4√
N) Ω(N) Ω(NM/6)
Figure 7: Some example graphs whose max-marginals are to be computed with respect to the col-
ored nodes, using the three regions shown. Factors are indicated using differently colored
edges, while dotted edges always indicate pairwise factors. (a) is the region Z from Fig-
ure 6 (recursion is applied again to achieve this result); (b) is the graph used to motivate
Algorithm 4; (c) shows a query in a graph with regular structure; (d) shows a complete
graph with six nodes; (e) generalizes this to a clique with M nodes.
that our algorithm will be faster if the number of iterations is Ω(
√
N). Naturally, Algorithm 4 could
be applied directly to the triangulated graph, which would again take O(MN2√
N).
5.3 A General Extension to Higher-Order Cliques
Naturally, there are cases for which a decomposition into three terms is not possible, such as
mi j k(xi xj xk) = max
xm
Φi j k(xi xj xk)×Φi j m(xi xj xm)×
Φi k m(xi xk xm)×Φj k m(xj xk xm) (13)
(i.e., a clique of size four with all possible third-order factors). However, if the model contains
factors of size K, it must always be possible to split it into K +1 groups (e.g., four in the case of
Equation 13).
Our optimizations can easily be applied in these cases simply by adapting Algorithm 2 to solve
problems of the form
max
i∈{1   N}
{v1[i]×v2[i]×   ×vK[i]}  (14)
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O(N2)
+
O(2N2√
N)
+
O(4N2√
N) (by Algorithm 4)
Figure 8: In the above example, lines 2–4 of Algorithm 5 are applied recursively, achieving a total
running time of O(MN2√
N) for a loop with M nodes (our algorithm achieves the same
running time in the triangulated graph).
Step 1:

              
              
 6  2 14 16  9  7 12  8 10  3 11 13  1 15  4  5
99 92 87 81 78 66 53 46 30 26 21 16 12 10  8  6
 3  4  8 11  7 16 13  9  6  2 15 10 12  5  1 14
98 93 85 76 71 70 67 65 63 57 48 42 39 37 26 17
don't search past this line
11  4  5 10 14  6  9  7  3 16 12  2  8 13 15  1
97 95 81 78 75 60 55 50 44 39 37 31 30 27 26 20
Figure 9: Algorithm 2 can easily be extended to cases including more than two sequences.
Pseudocode for this extension is presented in Algorithm 6. Note carefully the use of the variable
read: we are storing which indices have been read to avoid re-reading them; this guarantees that
our Algorithm is never asymptotically worse than the na¨ ıve solution. Figure 9 demonstrates how
such an algorithm behaves in practice. Again, we shall discuss the running time of this extension in
Appendix A. For the moment, we state the following theorem:
Theorem 3 Algorithm6generalizesAlgorithm2toK listswithanexpectedrunningtimeofO(KN
K−1
K ),
yielding a speed-up of at least Ω( 1
KN
1
K) in cliques containing K-ary factors. It is never worse than
the na¨ ıve solution, meaning that it takes O(min(N KN
K−1
K )).
Using Algorithm 6, we can similarly extend Algorithm 5 to allow for any number of groups
(pseudocode is not shown; all statements about the groups Y and Z simply become statements
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Algorithm 6 Find i such that ∏
K
k=1vk[i] is maximized
Input: K vectors v1   vK; permutation functions p1   pK that sort them in decreasing order; a
vector read indicating which indices have been read, and a unique value T / ∈ read {read is
essentially a boolean array indicating which indices have been read; since creating this array is
an O(N) operation, we create it externally, and reuse it O(N) times; setting read[i]=T indicates
that a particular index has been read; we use a different value of T for each call to this function
so that read can be reused without having to be reinitialized}
1: Initialize: start := 1,
max := maxp∈{p1   pK}∏
K
k=1vk[p[1]],
best := argmaxp∈{p1   pK}∏
K
k=1vk[p[1]]
2: for k ∈ {1   K} do
3: endk := maxq∈{p1   pK} p−1
k [q[1]]
4: read[pk[1]] = T
5: end for
6: while start < max{end1   endK} do
7: start := start+1
8: for k ∈ {1   K} do
9: if read[pk[start]] := T then
10: continue
11: end if
12: read[pk[start]] := T
13: m := ∏
K
x=1vx[pk[start]]
14: if m > max then
15: best := pk[start]
16: max := m
17: end if
18: ek := maxq∈{p1   pK} p−1
k [q[start]]
19: endk := min(ek endk)
20: end for
21: end while {see Appendix A for running times}
22: Return: best
about K groups {G1   GK}, and calls to Algorithm 2 become calls to Algorithm 6). The one
remainingcasethathasnotbeenconsiderediswhenthesequencesv1   vK arefunctionsofdifferent
(but overlapping) variables; na¨ ıvely, we can create a new variable whose domain is the product
space of all of the overlapping terms, and still achieve the performance improvement guaranteed by
Theorem 3; in some cases, better results can again be obtained by applying recursion, as in Figure 7.
As a ﬁnal comment we note that we have not provided an algorithm for choosing how to split
the variables of a model into (K +1)-groups. We note even if we split the groups in a na¨ ıve way,
we are guaranteed to get at least the performance improvement guaranteed by Theorem 3, though
more ‘intelligent’ splits may further improve the performance.
Furthermore, in all of the applications we have studied, K is sufﬁciently small that it is inexpen-
sive to consider all possible splits by brute-force.
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5.4 Extensions for Conditionally Factorizable Models
Just as in Section 5.2, we can extend Algorithm 3 to factors of any size, so long as the purely latent
cliques contain more latent variables than those cliques that depend upon the observation. The
analysis for this type of model is almost exactly the same as that presented in Section 5.2, except
that any terms consisting of purely latent variables are processed ofﬂine.
As we mentioned in 5.2, if a model contains (non-maximal) factors of size K, we will gain a
speed-up of Ω( 1
KN
1
K). If in addition there is a factor (either maximal or non-maximal) consisting
of purely latent variables, we can still obtain a speed-up of Ω( 1
K+1N
1
K+1), since this factor merely
contributes an additional term to (Equation 14). Thus when our ‘data-dependent’ terms contain only
a single latent variable (i.e., K = 1), we gain a speed-up of Ω(
√
N), as in Algorithm 3.
6. Performance Improvements in Existing Applications
Our results are immediately compatible with several applications that rely on inference in graphical
models. As we have mentioned, our results apply to any model whose cliques decompose into
lower-order terms.
Often, potentials are deﬁned only on nodes and edges of a model. A Dth-order Markov model
has a tree-width of D, despite often containing only pairwise relationships. Similarly ‘skip-chain
CRFs’ (Sutton and McCallum, 2006; Galley, 2006), and junction-trees used in SLAM applications
(Paskin, 2003) often contain only pairwise terms, and may have low tree-width under reasonable
conditions. These are examples of latently factorizable models. In each case, if the tree-width is
D, Algorithm 5 takes O(MND√
N) (for a model with M nodes and N states per node), yielding a
speed-up of Ω(
√
N).
Models for shape-matching and pose reconstruction often exhibit similar properties (Tresadern
et al., 2009; Donner et al., 2007; Sigal and Black, 2006). In each case, third-order cliques factorize
into second-order terms; hence we can apply Algorithm 4 to achieve a speed-up of Ω(
√
N).
Another similar model for shape-matching is that of Felzenszwalb (2005); this model again
contains third-order cliques, though it includes a ‘geometric’ term constraining all three variables.
Here, the third-order term is independent of the input data, meaning that each of its rows can be
sorted ofﬂine, as described in Section 3. This is an example of a conditionally factorizable model.
In this case, those factors that depend upon the observation are pairwise, meaning that we achieve a
speed-up of Ω(N
1
3). Further applications of this type shall be explored in Section 7.4.
In Coughlan and Ferreira (2002), deformable shape-matching is solved approximately using
loopy belief-propagation. Their model has only second-order cliques, meaning that inference takes
Θ(MN2) per iteration. Although we cannot improve upon this result, we note that we can typically
do exact inference in a single iteration in O(MN2√
N); thus our model has the same running time as
O(
√
N) iterations of the original version. This result applies to all second-order models containing
a single loop (Weiss, 2000).
InMcAuleyetal.(2008), amodelispresentedforgraph-matchingusingloopybelief-propagation;
the maximal cliques for D-dimensional matching have size (D+1), meaning that inference takes
Θ(MND+1) per iteration (it is shown to converge to the correct solution); we improve this to
O(MND√
N).
Interval graphs can be used to model resource allocation problems (Fulkerson and Gross, 1965);
each node encodes a request, and overlapping requests form edges. Maximal cliques grow with the
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Reference description running time our method
McAuley et al. (2008) D-d graph-matching Θ(MND+1) (iter.) O(MND√
N) (iter.)
Sutton and McCallum (2006) Width-D skip-chain O(MND) O(MND−1√
N)
Galley (2006) Width-3 skip-chain Θ(MN3) O(MN2√
N)
Tresadern et al. (2009) Deformable matching Θ(MN3) O(MN2√
N)
Coughlan and Ferreira (2002) Deformable matching Θ(MN2) (iter.) O(MN2√
N)
Sigal and Black (2006) Pose reconstruction Θ(MN3) O(MN2√
N)
Felzenszwalb (2005) Deformable matching Θ(MN3) Θ(MN
8
3) (online)
Fulkerson and Gross (1965) Width-D interval graph O(MND+1) O(MND√
N)
Table 3: Some existing work to which our results can be immediately applied (M is the number of
nodes in the model, N is the number of states per node. ‘iter.’ denotes that the algorithm
is iterative).
number of overlapping requests, though the constraints are only pairwise, meaning that we again
achieve an Ω(
√
N) improvement.
Finally, in Section 7.4 we shall explore a variety of applications in which we have pairwise
models of the form shown in (Equation 7). In all of these cases, we see an (expected) reduction of
a Θ(MN2) message-passing algorithm to O(MN
√
N).
Table 3 summarizes these results. Reported running times reﬂect the expected case. Note that
we are assuming that max-product belief-propagation is being used in a discrete model; some of the
referenced articles may use different variants of the algorithm (e.g., Gaussian models, or approxi-
mate inference schemes). We believe that our improvements may revive the exact, discrete version
as a tractable option in these cases.
7. Experiments
Wepresentexperimentalresultsfortwotypesofmodels: latentlyfactorizablemodels, whosecliques
factorize into smaller terms, as discussed in Section 4, and conditionally factorizable models, whose
factors that depend upon the observation contain fewer latent variables than their maximal cliques,
as discussed in Section 3.
We begin withan asymptotic analysis ofthe running timeof ouralgorithm onthe ‘innerproduct’
operations of (Equation 1) and (Equation 14), in order to assess Theorems 2 and 3 experimentally.
7.1 Comparison Between Asymptotic Performance and Upper-Bounds
For our ﬁrst experiment, we compare the performance of Algorithms 2 and 6 to the na¨ ıve solution of
Algorithm 1. These are core subroutines of each of the other algorithms, meaning that determining
their performance shall give us an accurate indication of the improvements we expect to obtain in
real graphical models.
For each experiment, we generate N i.i.d. samples from [0 1) to obtain the lists v1   vK. N is
the domain size; this may refer to a single node, or a group of nodes as in Algorithm 6; thus large
values of N may appear even for binary-valued models. K is the number of lists in (Equation 14);
we can observe this number of lists only if we are working in cliques of size K +1, and then only
if the factors are of size K (e.g., we will only see K = 5 if we have cliques of size 6 with factors
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Figure 10: Performance of our algorithm and bounds. For K = 2, the exact expectation is shown,
which appears to precisely match the average performance (over 100 trials). The dotted
lines show the bound of (Equation 23). While the bound is close to the true performance
for K = 2, it becomes increasingly loose for larger K.
of size 5); therefore smaller values of K are probably more realistic in practice (indeed, all of the
applications in Section 6 have K = 2).
The performance of our algorithm is shown in Figure 10, for K = 2 to 4 (i.e., for 2 to 4 lists).
When K = 2, we execute Algorithm 2, while Algorithm 6 is executed for K ≥ 3. The performance
reported is simply the number of elements read from the lists (which is at most K ×start). This
is compared to N itself, which is the number of elements read by the na¨ ıve algorithm. The upper-
bounds we obtained in (Equation 23) are also reported, while the true expected performance (i.e.,
Equation 19) is reported for K = 2. Note that the variable read was introduced into Algorithm 6 in
ordertoguaranteethatitcanneverbeasymptoticallyslowerthanthena¨ ıvealgorithm. Ifthisvariable
is ignored, the performance of our algorithm deteriorates to the point that it closely approaches the
upper-bounds shown in Figure 10. Unfortunately, this optimization proved overly complicated to
include in our analysis, meaning that our upper-bounds remain highly conservative for large K.
7.2 Performance Improvement for Dependent Variables
The expected-case running time of our algorithm was derived under the assumption that each list
has independent order statistics, as was the case for our previous experiment. We suggested that we
will obtain worse performance in the case of negatively correlated variables, and better performance
in the case of positively correlated variables; we shall assess these claims in this experiment.
Figure 11 shows how the order statistics of va and vb can affect the performance of our algo-
rithm. Essentially, the running time of Algorithm 2 is determined by the level of ‘diagonalness’ of
the permutation matrices in Figure 11; highly diagonal matrices result in better performance than
the expected case, while highly off-diagonal matrices result in worse performance. The expected
case was simply obtained under the assumption that every permutation is equally likely.
We report the performance for two lists (i.e., for Algorithm 2), where each (va[i] vb[i]) is an
independent sample from a 2-dimensional Gaussian with covariance matrix
Σ =
 
1 c
c 1
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← best case
permutation:
operations: 1 1 3 3 5
worst case →
permutation
operations: 7 7 9 10 10
Figure 11: Different permutation matrices and their resulting cost (in terms of entries
read/multiplications performed). Each permutation matrix transforms the sorted val-
ues of one list into the sorted values of the other, that is, it transforms va as sorted by pa
into vb as sorted by pb. The red (lighter) squares show the entries that must be read be-
fore the algorithm terminates (each corresponding to one multiplication). See Figure 23
for further explanation.
meaning that the two lists are correlated with correlation coefﬁcient c (here we are working in the
max-sum semiring). This dependence between the values of the two lists leads to a dependence in
their order statistics, so that in the case of Gaussian random variables, the correlation coefﬁcient
precisely captures the ‘diagonalness’ of the matrices in Figure 11. Performance is shown in Fig-
ure 12 for different values of c (c = 0, is not shown, as this is the case observed in the previous
experiment).
7.3 Message-Passing in Latently Factorizable Models
In this section we present experiments in models whose cliques factorize into smaller terms, as
discussed in Section 4.
7.3.1 2-DIMENSIONAL GRAPH-MATCHING
Naturally, Algorithm 5 has additional overhead compared to the na¨ ıve solution, meaning that it
will not be beneﬁcial for small N. In this experiment, we aim to assess the extent to which our
approach is faster in real applications. We reproduce the model from McAuley et al. (2008), which
performs 2-dimensional graph-matching, using a loopy graph with cliques of size three, containing
only second-order potentials (as described in Section 6); the Θ(NM3) performance of McAuley
et al. (2008) is reportedly state-of-the-art. We also show the performance on a graphical model with
random potentials, in order to assess how the results of the previous experiments are reﬂected in
terms of actual running time.
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Figure 12: Performance of our algorithm for different correlation coefﬁcients. The top three plots
show positive correlation, the bottom three show negative correlation. Correlation coef-
ﬁcients of c = 1 0 and c = −1 0 capture precisely the best and worst-case performance
of our algorithm, resulting in O(1) and Θ(N) performance, respectively (when c=−1 0
the linear curve obscures the experimental curve).
We perform matching between a template graph with M nodes, and a target graph with N nodes,
which requires a graphical model with M nodes and N states per node (see McAuley et al. 2008 for
details). We ﬁx M = 10 and vary N.
Figure 13 (left) shows the performance on random potentials, that is, the performance we hope
to obtain if our model assumptions are satisﬁed. Figure 13 (right) shows the performance for graph-
matching, which closely matches the expected-case behavior. Fitted curves are shown together with
the actual running time of our algorithm, conﬁrming its O(MN2√
N) performance. The coefﬁcients
of the ﬁtted curves demonstrate that our algorithm is useful even for modest values of N.
We also report results for graph-matching using graphs from the MPEG-7 data set (Bai et al.,
2009), which consists of 1,400 silhouette images (Figure 14). Again we ﬁx M = 10 (i.e., 10 points
are extracted in each template graph) and vary N (the number of points in the target graph). This
experiment conﬁrms that even when matching real-world graphs, the assumption of independent
order statistics appears to be reasonable.
7.3.2 HIGHER-ORDER MARKOV MODELS
Inthis experiment, weconstructa simpleMarkovmodel fortext denoising. Random noise is applied
to a text segment, which we try to correct using a prior extracted from a text corpus. For instance
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Figure 13: The running time of our method on randomly generated potentials, and on a graph-
matching experiment (both graphs have the same topology). Fitted curves are also ob-
tained by performing least-squares regression; the residual error r indicates the ‘good-
ness’ of the ﬁtted curve.
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Figure 14: The running time of method our on graphs from the MPEG-7 data set.
wondrous sight of th4 ivory Pequod is corrected to wondrous sight of the ivory
Pequod.
In such a model, we would like to exploit higher-order relationships between characters, though
the amount of data required to construct an accurate prior grows exponentially with the size of the
maximalcliques. Instead, ourpriorconsistsentirelyofpairwiserelationshipsbetweencharacters (or
‘bigrams’); higher-order relationships are encoded by including bigrams of non-adjacent characters.
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Figure 15: Left: Our model for denoising. Its computational complexity is similar to that of a
skip-chain CRF, and models for named-entity recognition (right).
Speciﬁcally, our model takes the form
ΦX(xX) =
|X|−1
∏
i=1
Φi i+1(xi xi+1)×
|X|−2
∏
i=1
Φi i+2(xi xi+2)
where
Φi j(xi xj) = ψi j(xi xj)p(xi|oi)p(xj|oj) 
Here ψ is our prior (extracted from text statistics), and p is our ‘noise model’ (given the observation
o). The computational complexity of inference in this model is similar to that of the skip-chain CRF
shown in Figure 3(b), as well as models for part-of-speech tagging and named-entity recognition,
as in Figure 15. Text denoising is useful for the purpose of demonstrating our algorithm, as there
are several different corpora available in different languages, allowing us to explore the effect that
the domain size (i.e., the size of the language’s alphabet) has on running time.
We extracted pairwise statistics based on 10,000 characters of text, and used this to correct a
series of 25 character sequences, with 1% random noise introduced to the text. The domain was
simply the set of characters observed in each corpus. The Japanese data set was not included, as the
Θ(MN2) memory requirements of the algorithm made it infeasible with N ≃2000; this is addressed
in Section 7.4.1.
The running time of our method, compared to the na¨ ıve solution, is shown in Figure 16. One
might expect that texts from different languages would exhibit different dependence structures in
their order statistics, and therefore deviate from the expected case in some instances. However, the
running times appear to follow the ﬁtted curve closely, that is, we are achieving approximately the
expected-case performance in all cases.
Since the prior ψi i+1(xi xi+1) is data-independent, we shall further discuss this type of model
in reference to Algorithm 3 in Section 7.4.
7.4 Experiments with Conditionally Factorizable Models
In each of the following experiments we perform belief-propagation in models of the form given in
(Equation 7). Thus each model is completely speciﬁed by deﬁning the node potentials Φi(xi|yi), the
edge potentials Φi j(xi xj), and the topology (N  E) of the graph.
Furthermore we assume that the edge potentials are homogeneous, that is, that the potential for
each edge is the same, or rather that they have the same order statistics (for example, they may
differ by a multiplicative constant). This means that sorting can be done online without affecting
the asymptotic complexity. When subject to heterogeneous potentials we need merely sort them
ofﬂine; the online cost shall be similar to what we report here.
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Figure 16: The running time of our method compared to the na¨ ıve solution. A ﬁtted curve is also
shown, whose coefﬁcient estimates the computational overhead of our model.
7.4.1 CHAIN-STRUCTURED MODELS
In this section, we consider chain-structured graphs. Here we have nodes N = {1   Q}, and edges
E = {(1 2) (2 3)   (Q−1 Q)}. The max-product algorithm is known to compute the maximum-
likelihood solution exactly for tree-structured models.
Figure 17 (left) shows the performance of our method on a model with random potentials, that
is, Φi(xi|yi) = U[0 1), Φi i+1(xi xi+1) = U[0 1), where U[0 1) is the uniform distribution. Fitted
curves are superimposed onto the running time, conﬁrming that the performance of the standard
solution grows quadratically with the number of states, while ours grows at a rate of N
√
N. The
residual error r shows how closely the ﬁtted curve approximates the running time; in the case of
random potentials, both curves have almost the same constant.
Figure 17 (right) shows the performance of our method on the text denoising experiment. This
experiment is essentially identical to that shown in Section 7.3.2, except that the model is a chain
(i.e., there is no Φi i+2), and we exploit the notion of data-independence (i.e., the fact that Φi i+1
does not depend on the observation). Since the same Φi i+1 is used for every adjacent pair of nodes,
there is no need to perform the ‘sorting’ step ofﬂine—only a single copy of Φi i+1 needs to be sorted,
and this is included in the total running time shown in Figure 17.
7.4.2 GRID-STRUCTURED MODELS
Similarly, we can apply our method to grid-structured models. Here we resort to loopy belief-
propagation to approximate the MAP solution, though indeed the same analysis applies in the case
of factor-graphs (Kschischang et al., 2001). We construct a 50×50 grid model and perform loopy
belief-propagation using a random message-passing schedule for ﬁve iterations. In these experi-
ments our nodes are N = {1   50}2, and our edges connect the 4-neighbors, that is, the node (i  j)
is connected to both (i+1  j) and (i  j+1) (similar to the grid shown in Figure 2(a)).
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Figure 17: Running time of inference in chain-structured models: random potentials (left), and text
denoising (right). Fitted curves conﬁrm that the exponent of 1 5 given theoretically is
maintained in practice (r denotes the sum of residuals, that is, the ‘goodness’ of the ﬁtted
curve).
Figure 18 (left) shows the performance of our method on a grid with random potentials (similar
to the experiment in Section 7.4.1). Figure 18 (right) shows the performance of our method on an
optical ﬂow task (Lucas and Kanade, 1981). Here the states encode ﬂow vectors: for a node with
N states, the ﬂow vector is assumed to take integer coordinates in the square [−
√
N/2 
√
N/2)2 (so
that there are N possible ﬂow vectors). For the unary potential we have
Φ(i j)(x|y) =
 
 Im1[i  j]−Im2[(i  j)+ f(x)]
 
  
where Im1[a b] and Im2[a b] return the gray-level of the pixel at (a b) in the ﬁrst and second images
(respectively), and f(x) returns the ﬂow vector encoded by x. The pairwise potentials simply encode
the Euclidean distance between two ﬂow vectors. Note that a variety of low-level computer vision
tasks(includingopticalﬂow)arestudiedinFelzenszwalbandHuttenlocher(2006), wherethehighly
structured nature of the potentials in question often allows for efﬁcient solutions.
Our ﬁtted curves in Figure 18 show O(N
√
N) performance for both random data and for optical
ﬂow. Clearly the ﬁtted curve for optical ﬂow deviates somewhat from that obtained for random data;
naturally the potentials are highly structured in this case, as exploited by Felzenszwalb and Hutten-
locher (2006); it appears that some aspect of this structure is slightly harmful to our algorithm,
though a more thorough analysis of this type of potential remains as future work. More ‘harmful’
structures are explored in the following section.
7.4.3 FAILURE CASES
In our previous experiments on graph-matching, text denoising, and optical ﬂow we observed run-
ning times similar to those for random potentials, indicating that there is no prevalent dependence
structure between the order statistics of the messages and the potentials.
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Figure 18: Running time of inference in grid-structured models: random potentials (left), and opti-
cal ﬂow (right).
In certain applications the order statistics of these terms are highly dependent in a way that
is detrimental to our algorithm. This behavior is observed for certain types of concave potentials
(or convex potentials in a min-sum formulation). For instance, in a stereo disparity experiment,
the unary potentials encode the fact that the output should be ‘close to’ a certain value; the pairwise
potentialsencodethefactthatneighboringnodesshouldtakesimilarvalues(ScharsteinandSzeliski,
2001; Sun et al., 2003).
In these applications, the permutation matrices that transform the sorted values of va to the
sorted values of vb are block-off-diagonal (see the sixth permutation in Figure 11). In such cases,
our algorithm only decreases the number of multiplication operations by a multiplicative constant,
and may in fact be slower due to its computational overhead. This is precisely the behavior shown
in Figure 19 (left), in the case of stereo disparity.
It should be noted that there exist algorithms speciﬁcally designed for this class of potential
functions(KolmogorovandShioura,2007;FelzenszwalbandHuttenlocher,2006), whichareprefer-
able in such instances.
We similarly perform an experiment on image denoising, where the unary potentials are again
convex functions of the input (see Geman and Geman, 1984; Lan et al., 2006). Instead of using a
pairwise potential that merely encodes smoothness, we extract the pairwise statistics from image
data (similar to our experiment on text denoising); thus the potentials are no longer concave. We see
in Figure 19 (right) that even if a small number of entries exhibit some ‘randomness’ in their order
statistics, we begin to gain a modest speed improvement over the na¨ ıve solution (though indeed, the
improvements are negligible compared to those shown in previous experiments).
7.5 Other Applications of Tropical Matrix Multiplication
As we have mentioned, our improvements to message-passing in graphical models arise from a
fast solution to matrix multiplication in the max-product semiring. In this section we discuss other
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Figure 19: Two experiments whose potentials and messages have highly dependent order statistics:
stereo disparity (left), and image denoising (right).
problems which include max-product (or ‘tropical’) matrix multiplication as a subroutine. Williams
and Williams (2010) discusses the relationship between this type of matrix multiplication problem
and various other problems.
7.5.1 MAX-PRODUCT LINEAR PROGRAMMING
In Sontag et al. (2008), a method is given for exact MAP-inference in graphical models using LP-
relaxations. Where exact solutions cannot be obtained by considering only pairwise factors, ‘clus-
ters’ of pairwise terms are introduced in order to reﬁne the solution. Message-passing in these clus-
ters turns out to take exactly the form that we consider, as third-order (or larger) clusters are formed
from pairwise terms. Although a number of applications are presented in Sontag et al. (2008), we
focus on protein design, as this is the application in which we typically observe the largest domain
sizes. Other applications with larger domains may yield further beneﬁts.
Without going into detail, we simply copy the two equations from Sontag et al. (2008) to which
our algorithm applies. The ﬁrst of these is concerned with passing messages between clusters, while
the second is concerned with choosing new clusters to add. Below are the two equations, reproduced
verbatim from Sontag et al. (2008):
λc→e(xe) ← −
2
3
 
λe→e(xe)+ ∑
c′ =c e∈c′
λc′→e(xe)
 
+
1
3
max
xc\e
 
∑
e′∈c\e
 
λe′→e′(xe′)+ ∑
c′ =c e′∈c′
λc′→e′(xe′)
  
(15)
(see Sontag et al., 2008, Figure 1, bottom), which consists of marginalizing a cluster (c) that decom-
poses into edges (e), and
d(c) =∑
e∈c
max
xe
be(xe)−max
xc
 
∑
e∈c
be(xe)
 
  (16)
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(see Sontag et al., 2008, (Equation 4)), which consists of ﬁnding the MAP-state in a ring-structured
model.
As the code from Sontag et al. (2008) was publicly available, we simply replaced the appropriate
functions with our own (in orderto provide a faircomparison, we also replaced theirimplementation
of the na¨ ıve algorithm, as ours proved to be faster than the highly generic matrix library used in their
code).
In order to improve the running time of our algorithm, we made the following two modiﬁcations
to Algorithm 2:
• We used an adaptive sorting algorithm (i.e., a sorting algorithm that runs faster on nearly-
sorted data). While Quicksort was used during the ﬁrst iteration of message-passing, sub-
sequent iterations used insertion sort, as the optimal ordering did not change signiﬁcantly
between iterations.
• We added an additional stopping criterion to the algorithm. Namely, we terminate the algo-
rithm if va[pa[start]]×vb[pb[start]]<max. In other words, we check how large the maximum
could be given the best possible permutation of the next elements (i.e., if they have the same
index); if this value could not result in a new maximum, the algorithm terminates. This check
costs us an additional multiplication, but it means that the algorithm will terminate faster in
cases where a large maximum is found early on.
Results for these two problems are shown in Figure 20. Although our algorithm consistently
improves upon the running time of Sontag et al. (2008), the domain size of the variables in question
is not typically large enough to see a marked improvement. Interestingly, neither method follows
the expected running time closely in this experiment. This is partly due to the fact that there is
signiﬁcant variation in the variable size (note that N only shows the average variable size), but it
mayalsosuggestthatthereisacomplicatedstructureinthepotentialswhichviolatesourassumption
of independent order statistics.
7.5.2 ALL-PAIRS SHORTEST-PATH
The ‘all-pairs shortest-path’ problem consists of ﬁnding the shortest path between every pair of
nodes in a graph. Although the most commonly used solution is probably the well-known Floyd-
Warshall algorithm (Floyd, 1962), the state-of-the-art expected-case solution to this problem is that
of Karger et al. (1993), whose expected-case running time is O(N2logN) when applied to graphs
with distances sampled from the uniform distribution.
Unfortunately, the solution of Karger et al. (1993) requires a Fibonacci heap or similar data
structure in order to achieve the reported running time (i.e., a heap with O(1) insertion and decrease-
key operations); such data structures are known to be inefﬁcient in practice (Fredman and Tarjan,
1987). When their algorithm is implemented using a standard priority queue, it has running time
O(N2log2N).
In Aho et al. (1983), a transformation is shown between the all-pairs shortest-path problem
and min-sum matrix multiplication. Using our algorithm, this gives us an expected-case O(N2√
N)
solution to the all-pairs shortest-path problem, assuming that the subproblems created by this trans-
formation have i.i.d. order statistics; this assumption is notably different than the assumption of
uniformity made in Karger et al. (1993).
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Figure 20: The running time of our method on protein design problems from Sontag et al. (2008).
In this ﬁgure, N reﬂects the average domain size amongst all variables involved in the
problem; ﬁtted curves are not shown due to the highly variable nature of the domain
sizes included in each problem instance.
In Figure 21, we show the performance of our method on i.i.d. uniform graphs, compared to the
Floyd-Warshall algorithm, and that of Karger et al. (1993). On graph sizes of practical interest, our
algorithm is found to give the fastest performance, in spite of its more expensive asymptotic cost.
Our solution is comparable to that of Karger et al. (1993) for the largest graph size shown; larger
graph sizes could not be shown due to memory constraints. Note that while these algorithms are fast
in practice, each has Θ(N3) worst-case performance; more ‘exotic’ solutions that improve upon the
worst-case bound are discussed in Alon et al. (1997) and Chan (2007), among others, though none
are truly subcubic (i.e., O(N3−ε)).
It should also be noted that the transformations given in Aho et al. (1983) apply in both direc-
tions, that is, solutions to the all-pairs shortest-path problem can be used to solve min-sum matrix
multiplication. Thus any subcubic solution to the all-pairs shortest-path problem can be applied to
the inference problems in graphical models presented in Section 4. However, the transformation
of Aho et al. (1983) introduces a very high computational overhead (namely, solving min-sum ma-
trix multiplication for an N ×N matrix requires solving all-pairs shortest-path in a graph with 3N
nodes), and moreover it violates the assumptions on the graph distribution required for fast infer-
ence given in Karger et al. (1993). In practice, we were unable to produce an implementation of
min-sum matrix multiplication based on this transformation that was faster than the na¨ ıve solution.
Interestingly, a great deal of attention has been focused on expected-case solutions to all-pairs
shortest-path, while to our knowledge ours is the ﬁrst work to approach the expected-case analy-
sis of min-sum matrix multiplication. Given the strong relationship between the two problems, it
remains a promising open problem to assess whether the analysis from these solutions to all-pairs
shortest-path can be applied to produce max-product matrix multiplication algorithms with similar
asymptotic running times.
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Figure 21: Our algorithm applied to the ‘all-pairs shortest-path’ problem. The expected-case run-
ning times of each algorithm are shown at right.
7.5.3 L∞ DISTANCES
The problem of computing an inner product in the max-sum semiring is closely related to computing
the L∞ distance between two vectors
||va−vb||∞ = max
i∈{1   N}
   va[i]−vb[i]
     (17)
Na¨ ıvely, we would like to solve (Equation 17) by applying Algorithm 2 to va and −vb with the mul-
tiplication operator replaced by a×b = |a+b|, however this violates the condition of (Equation 2),
since the optimal solution may arise either when both va[i] and −vb[i] are large, or when both va[i]
and −vb[i] are small (in fact, this operation violates the semiring axiom of associativity).
We address this issue by running Algorithm 2 twice, ﬁrst considering the largest values of va
and −vb, before re-running the algorithm starting from the smallest values. This ensures that the
maximum solution is found in either case.
Pseudocode for this solution is given in Algorithm 7, which adapts Algorithm 4 to the problem
of computing an L∞ distance matrix. Similarly, we can adapt Algorithm 3 to solve L∞ nearest-
neighbor problems, where an array of M points in RN is processed ofﬂine, allowing us compute the
distance of a query point to all M other points O(M
√
N).
Figure 22 shows the running time of our algorithm for computing an L∞ distance matrix (where
M = N), and the online cost of performing a nearest-neighbor query. Again the expected speedup
over the na¨ ıve solution is Ω(
√
N) for both problems, though naturally our algorithm requires larger
values of N than does Algorithm 4 in order to be beneﬁcial, since Algorithm 2 must be executed
twice in order to solve (Equation 17).
A similar trick can be applied to compute message in the max-product semiring even for poten-
tials that contain negative values, though this may require up to four executions of Algorithm 2, so
it is unlikely to be practical.
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Algorithm 7 Use Algorithm 2 to compute an L∞ distance matrix
Input: an M×N array A containing M points in RN
1: initialize an M×M distance matrix D := 0
2: for x ∈ {1   M} do
3: compute
− →
P[x] by sorting A[x] {takes ΘNlogN}
4: compute
← −
P[x] by sorting −A[x] {i.e.,
− →
P[x] in reverse order}
5: end for {this loop takes Θ(MNlogN)}
6: for x ∈ {1   M} do
7: for y ∈ {x+1   M} do
8: best1 := Algorithm2
 
A[x] −A[y] 
− →
P[x] 
← −
P[y]
 
{takes O(
√
N); Algorithm 2 uses the operator a×b = |a+b|}
9: best2 := Algorithm2
 
A[y] −A[x] 
− →
P[y] 
← −
P[x]
 
10: D[x y] := max
    A[x best1]−A[y best1]
    
   A[x best2]−A[y best2]
    
11: D[y x] := D[x y]
12: end for
13: end for {this loop takes expected time O(M2√
N)}
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Figure 22: The running time of our method compared to the na¨ ıve solution. A ﬁtted curve is also
shown, whose coefﬁcient estimates the computational overhead of our model.
8. Discussion and Future Work
Wehavebrieﬂydiscussedtheapplication ofouralgorithmtotheall-pairsshortest-pathproblem, and
also mentioned that a variety of other problems are related to max-product matrix multiplication via
a series of subcubic transformations (Williams and Williams, 2010). To our knowledge, of all these
problems only all-pairs shortest-paths has received signiﬁcant attention in terms of expected-case
analysis. The analysis in question centers around two types of model: the uniform model, where
edge weights are sampled from a uniform distribution, and the endpoint-independent model, which
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essentially makes an assumption on the independence of outgoing edge weights from each vertex
(Moffat and Takaoka, 1987), which seems very similar to our assumption of independent order
statistics. It remains to be seen whether this analysis can lead to better solutions to the problems
discussed here, and indeed if the analysis applied to uniform models can be applied in our setting to
uniform matrices.
It is interesting to consider the fact that our algorithm’s running time is purely a function of the
input data’s order statistics, and in fact does not depend on the data itself. While it is pleasing that
our assumption of independent order statistics appears to be a weak one, and is satisﬁed in a wide
variety of applications, it ignores the fact that stronger assumptions may be reasonable in many
cases. In factors with a high dynamic range, or when different factors have different scales, it may
be possible to identify the maximum value very quickly, as we attempted to do in Section 7.5.1.
Deriving faster algorithms that make stronger assumptions about the input data remains a promising
avenue for future work.
Our algorithm may also lead to faster solutions for approximately passing a single message.
While the stopping criterion of our algorithm guarantees that the maximum value is found, it is
possible to terminate the algorithm earlier and state that the maximum has probably been found.
A direction for future work would be to adapt our algorithm to determine the probability that the
maximum has been found after a certain number of steps; we could then allow the user to specify
an error probability, or a desired running time, and our algorithm could be adapted accordingly.
9. Conclusion
We have presented a series of approaches that allow us to improve the performance of exact and
approximate max-product message-passing for models with factors smaller than their maximal
cliques, and more generally, for models whose factors that depend upon the observation contain
fewer latent variables than their maximal cliques. We are always able to improve the expected com-
putational complexity in any model that exhibits this type of factorization, no matter the size or
number of factors.
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Appendix A. Asymptotic Performance of Algorithm 2 and Extensions
In this section we shall determine the expected-case running times of Algorithm 2 and Algorithm 6.
Algorithm 2 traverses va and vb until it reaches the smallest value of m for which there is some
j ≤ m for which m ≥ p−1
b [pa[j]]. If M is a random variable representing this smallest value of m,
then we wish to ﬁnd E(M). While E(M) is the number of ‘steps’ the algorithms take, each step
takes Θ(K) when we have K lists. Thus the expected running time is Θ(KE(M)).
To aid understanding our algorithm, we show the elements being read for speciﬁc examples of
va and vb in Figure 23. This ﬁgure reveals that the actual values in va and vb are unimportant, and
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Figure 23: (a) The lists va and vb before sorting; (b) Black squares show corresponding elements
in the sorted lists (va[pa[i]] and vb[pb[i]]); red squares indicate the elements read during
each step of the algorithm (va[pa[start]] and vb[pb[start]]). We can imagine expanding a
gray box of size start×start until it contains an entry; note that the maximum is found
during the ﬁrst step.
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Figure 24: (a) As noted in Figure 23, a permutation can be represented as an array, where there is
exactly one non-zero entry in each row and column; (b) We want to ﬁnd the smallest
value of m such that the gray box includes a non-zero entry; (c) A pair of permutations
can be thought of as a cube, where every two-dimensional plane contains exactly one
non-zero entry; we are now searching for the smallest gray cube that includes a non-zero
entry; the faces show the projections of the points onto the exterior of the cube (the third
face is determined by the ﬁrst two); (d) For the sake of establishing an upper-bound, we
consider a shaded region of width f(N) and height m.
it is only the order statistics of the two lists that determine the performance of our algorithm. By
representing a permutation of the digits 1 to N as shown in Figure 24 ((a), (b), and (d)), we observe
that m is simply the width of the smallest square (expanding from the top left) that includes an
element of the permutation (i.e., it includes i and p[i]).
Simple analysis reveals that the probability of choosing a permutation that does not contain a
value inside a square of size m is
P(M > m) =
(N−m)!(N−m)!
(N−2m)!N!
  (18)
This is precisely 1−F(m), where F(m) is the cumulative density function of M. It is immediately
clear that 1 ≤ M ≤ ⌊N/2⌋, which deﬁnes the best and worst-case performance of Algorithm 2.
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Using the identity E(X) = ∑
∞
x=1P(X ≥ x), we can write down a formula for the expected value
of M:
E(M) =
⌊N/2⌋
∑
m=0
(N−m)!(N−m)!
(N−2m)!N!
  (19)
The case where we are sampling from multiple permutations simultaneously (i.e., Algorithm 6)
is analogous. We consider K −1 permutations embedded in a K-dimensional hypercube, and we
wish to ﬁnd the width of the smallest shaded hypercube that includes exactly one element of the
permutations (i.e., i p1[i]     pK−1[i]). This is represented in Figure 24(c) for K =3. Note carefully
that K is the number of lists in (Equation 14); if we have K lists, we require K −1 permutations to
deﬁne a correspondence between them.
Unfortunately, the probability that there is no non-zero entry in a cube of size mK is not trivial
to compute. It is possible to write down an expression that generalizes (Equation 18), such as
PK(M > m) =
1
N!K−1 × ∑
σ1∈SN
    ∑
σK−1∈SN
m ^
i=1
 
max
k∈{1   K−1}
σk(i) > m
 
(20)
(in which we simply enumerate over all possible permutations and ‘count’ which of them do not fall
within a hypercube of size mK), and therefore state that
EK(M) =
∞
∑
m=0
PK(M > m)  (21)
However, it is very hard to draw any conclusions from (Equation 20), and in fact it is intractable
even to evaluate it for large values of N and K. Hence we shall instead focus our attention on
ﬁnding an upper-bound on (Equation 21). Finding more computationally convenient expressions
for (Equation 20) and (Equation 21) remains as future work.
A.1 An Upper-Bound on EK(M)
Although (Equation 19) and (Equation 21) precisely deﬁne the running times of Algorithm 2 and
Algorithm 6, it is not easy to ascertain the speed improvements they achieve, as the values to which
the summations converge for large N are not obvious. Here, we shall try to obtain an upper-bound
on their performance, which we assessed experimentally in Section 7. In doing so we shall prove
Theorems 2 and 3.
Proof [Proof of Theorem 2] (see Algorithm 2) Consider the shaded region in Figure 24(d). This
region has a width of f(N), and its height m is chosen such that it contains precisely one non-zero
entry. Let ˙ M be a random variable representing the height of the gray region needed in order to
include a non-zero entry. We note that
E( ˙ M) ∈ O(f(N)) ⇒ E(M) ∈ O(f(N));
our aim is to ﬁnd the smallest f(N) such that E( ˙ M) ∈ O(f(N)). The probability that none of the
ﬁrst m samples appear in the shaded region is
P( ˙ M > m) =
m
∏
i=0
 
1−
f(N)
N−i
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Next we observe that if the entries in our N ×N grid do not deﬁne a permutation, but we instead
choose a random entry in each row, then the probability (now for ¨ M) becomes
P( ¨ M > m) =
 
1−
f(N)
N
 m
(22)
(for simplicity we allow m to take arbitrarily large values). We certainly have that P( ¨ M > m) ≥
P( ˙ M > m), meaning that E( ¨ M) is an upper-bound on E( ˙ M), and therefore on E(M). Thus we
compute the expected value
E( ¨ M) =
∞
∑
m=0
 
1−
f(N)
N
 m
 
This is just a geometric progression, which sums to N/f(N). Thus we need to ﬁnd f(N) such that
f(N) ∈ O
 
N
f(N)
 
 
Clearly f(N) ∈ O(
√
N) will do. Thus we conclude that
E(M) ∈ O(
√
N) 
Proof [Proof of Theorem 3] (see Algorithm 6) We would like to apply the same reasoning in the
case of multiple permutations in order to compute a bound on EK(M). That is, we would like to
consider K−1 random samples of the digits from 1 to N, rather than K−1 permutations, as random
samples are easier to work with in practice.
To do so, we begin with some simple corollaries regarding our previous results. We have shown
that in a permutation of length N, we expect to see a value less than or equal to f after N/f steps.
There are now f −1 other values that are less than or equal to f amongst the remaining N −N/f
values; we note that
f −1
N− N
f
=
f
N
 
Hence we expect to see the next value less than or equal to f in the next N/f steps also. A conse-
quence of this fact is that we not only expect to see the ﬁrst value less than or equal to f earlier in
a permutation than in a random sample, but that when we sample m elements, we expect more of
them to be less than or equal to f in a permutation than in a random sample.
Furthermore, when considering the maximum of K −1 permutations, we expect the ﬁrst m el-
ements to contain more values less than or equal to f than the maximum of K −1 random sam-
ples. (Equation 20) is concerned with precisely this problem. Therefore, when working in a K-
dimensional hypercube, we can consider K −1 random samples rather than K −1 permutations in
order to obtain an upper-bound on (Equation 21).
Thus we deﬁne ¨ M as in (Equation 22), and conclude that
P( ¨ M > m) =
 
1−
f(N K)K−1
NK−1
 m
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Thustheexpectedvalueof ¨ M isagainageometricprogression, whichthistimesumsto(N/f(N K))
K−1.
Thus we need to ﬁnd f(N K) such that
f(N K) ∈ O
  
N
f(N K)
 K−1 
 
Clearly
f(N K) ∈ O
 
N
K−1
K
 
will do. As mentioned, each step takes Θ(K), so the ﬁnal running time is O(KN
K−1
K ).
To summarize, for problems decomposable into K +1 groups, we will need to ﬁnd the index
that chooses the maximal product amongst K lists; we have shown an upper-bound on the expected
number of steps this takes, namely
EK(M) ∈ O
 
N
K−1
K
 
  (23)
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Abstract
The problem of isometric point-pattern matching can be modeled as inference
in small tree-width graphical models whose embeddings in the plane are
said to be ‘globally rigid’. Although such graphical models lead to eﬃcient
and exact solutions, they can not generally handle occlusions, as even a
single missing point may ‘break’ the rigidity of the graph in question. In
addition, such models can eﬃciently handle point sets of only moderate size.
In this paper, we propose a new graphical model that is not only adapted to
handle occlusions, but is much faster than previous approaches for solving
the isometric point-pattern matching problem. We can match point-patterns
with thousands of points in a few seconds.
Keywords: Point-Pattern Matching, Graphical Models, Global Rigidity
1. Introduction
Identifying a correspondence between two sets of point features is a fun-
damental problem in pattern recognition, with many applications in Com-
puter Vision, including object detection [1], image categorization [2], scene
reconstruction [3], ﬁngerprint recognition [4], and shape matching [5]. There
are also several applications in other ﬁelds, such as molecular biology [6, 7],
Preprint submitted to Pattern Recognition January 24, 2011computational chemistry [8, 9], and astronomy [10].
A common setting of this problem is that of isometric point-pattern
matching, where we assume that a ‘copy’ of a graph G (the ‘template’) ap-
pears isometrically transformed within G′ (the ‘target’). Although such a
formulation allows for outliers in the target graph, it does not allow for out-
liers in the template graph, i.e., points that appear in G but not in G′. In
some scenarios, this is a realistic assumption, for instance if the user has
manually speciﬁed a set of interest points in a template image. However,
in many cases we are interested in identifying the largest common isometric
subgraph between the two point sets, for instance where automatic interest
point detectors have been used for a pair of images.
Amongst approaches concerned with isometric matching, there are further
subtle diﬀerences in the formulations used. Fast algorithms exist for the case
of exact isometric matching (i.e., no noise) [11, 12], but achieving an optimal
solution for even a small, known amount of noise becomes a computationally
diﬃcult (albeit polynomial) problem [13]. Others seek solutions that are
fast under certain conditions, but may be slow or inaccurate in other cases
(e.g. graphs such as grids) [4, 14]. Here, we shall follow the line of work of [15],
and later [16] and [17], which is concerned with algorithms that are provably
optimal and eﬃcient in the noise-free case, but which give empirically good
performance in the case of noise.
Along these lines, we aim to make two contributions: ﬁrstly we specify a
graphical model that allows us to solve the point-pattern matching problem
more eﬃciently than the existing state-of-the-art. This is done by adapting
previous results from [17] to use a diﬀerent graph topology, which allows us
2to use eﬃcient search algorithms. In practice, doing so reduces the running
time from O(|G||G′|3) in [17] to O(|G||G′|2 log|G′|). Furthermore, memory re-
quirements are reduced from O(|G||G′|3) to O(|G′|log|G′|), which in practice
allows the algorithm to be run on much larger point patterns (e.g. thousands
rather than dozens of points).
Our second contribution is to demonstrate that this model can easily be
adapted to handle occlusions, simply by running it multiple times under dif-
ferent conﬁgurations. The increase in running time depends on the number
of occlusions Nocc that we wish to handle. For Nocc < ⌊|G|/2⌋, we achieve a
running time of O(Nocc|G||G′|2 log|G′|), with no increase in memory require-
ments. We can handle any number of occlusions in O(|G|3|G′|2 log|G′|) time;
in practice, this allows us to ﬁnd the largest common isometric subgraph
in graphs with several hundred nodes, requiring only a few seconds on a
standard desktop machine.
2. Background
2.1. Point-Pattern Matching
The problem of point-pattern matching consists of ﬁnding an instance of a
‘template’ graph G within a ‘target’ scene G′.1 In this paper, we shall assume
that this instance corresponds to an isometric transformation, meaning that
1Strictly, we consider embeddings of graphs in the plane, i.e., the nodes of G and G′
encode 2-D coordinates. Similarly, by ‘globally rigid graph’ we mean a graph with a
globally rigid embedding. Note that rather than using the common notation G = (V,E),
we consider G to be a set of points for simplicity, and say (i,j) ∈ G when we want to refer
to edges.
3G′ can be formed by isometrically transforming G, and possibly adding out-
lying points (and possibly applying some noise to the point coordinates).2
More formally, we wish to ﬁnd a total function ˆ f : G → G′ such that the
distances between points in G are preserved by their image in G′ under ˆ f.
That is, we wish to ﬁnd
ˆ f = argmin
f:G→G′
 
(i,j)∈G
     d(gi,gj) − d(f(gi),f(gj))
     , (1)
where d( , ) is simply a Euclidean distance function. While this would appear
to be an instance of a quadratic assignment problem, which is NP-hard in
general [18], it has been shown in [15, 16] that this problem can be solved
in polynomial time by means of a globally rigid graphical model. In [16], a
graphical model is presented which allows exact inference to be performed in
O(|G||G′|3) memory and time; we will present this model and improve upon
it in Section 3.
2.2. Largest Common Subgraph
The above problem can be adapted to allow for outliers in G and G′, by
allowing the function f to be a partial function. Of course, in the case of
non-zero noise, the minimizing assignment of (eq. 1) then becomes the null-
match (i.e., no points are mapped), so we must add some penalty κ for each
point which is occluded in G:
ˆ f = argmin
f:G→G′
 
(i,j)∈G
     d(gi,gj) − d(f(gi),f(gj))
      + κ
 
|G| − |f(G)|
 
      
number of unmapped points
. (2)
2Additional points in G′ are referred to as ‘outliers’, while additional points in G are
‘occlusions’.
4Assuming that κ is equal to the maximum amount of noise we are likely to
observe (so that points perturbed by noise always incur a cost less than κ),
and that we always favor mappings over non-mappings in the case of equal
costs, this encodes the problem of identifying the largest common isomet-
ric subgraph between G and G′. To our knowledge, this problem has not
previously been approached using globally rigid graphical models, since the
absence of a single node will generally ‘break’ the rigidity of the graph in
question.
2.3. Matching with Globally Rigid Graphs
A graph G is said to be globally rigid if the pattern of distances for edges
in G uniquely determine the distances in the graph complement ¯ G. In simpler
terms, the only transformations that can be applied to the node coordinates
while preserving the distances in G are isometries.
Several papers have proposed to solve the matching problem in (eq. 1) by
using graphical models whose embedding in the plane are ‘globally rigid’ [15,
16, 17]. In these formulations, the nodes of the graphical model correspond
to points in G, while their assignments are points in G′. If the globally rigid
graph in question forms a junction-tree with small maximal clique size, then
min-sum belief propagation [19] results in an exact and eﬃcient solution to
the matching problem.
Essentially, if we have a rigid graph R (which includes the same nodes
as G, but only a subset of its edges), it is not necessary to solve the problem
described in (eq. 1), but only
ˆ f = argmin
f:G→G′
 
(i,j)∈R
     d(gi,gj) − d(f(gi),f(gj))
      (3)
5Figure 1: Models for rigid matching. The model from [17] is shown at left; the proposed
model is shown at right (the nodes labeled 1 to n represent the points g1 ...gn in G; r
is a boolean variable encoding whether or not the pattern is reﬂected). Both models are
globally rigid when embedded in the plane.
(similarly for (eq. 2) in the case of occlusions). Preserving the lengths of the
edges in R implies that the lengths of all edges (i,j) ∈ G are preserved, due
to the global rigidity result (see Theorem 1 from [15]).
Research in this direction has consisted of producing globally rigid graphs
with smaller maximal clique sizes. [15] proposed using a ‘3-tree’ model, which
had maximal cliques of size 4, allowing inference to be run in O(|G||G′|4) time
and space. [16] reduced this to O(|G||G′|3) using an iterative algorithm based
on loopy belief propagation. It was shown in [17] that this could be achieved
in a single iteration, resulting in a faster algorithm in practice. Examples of
such models are shown in Figure 1.
3. Our Model
We start from the model described in [17]. There, the authors start with
a graph that is rigid to translations and rotations (but not reﬂections). To
handle isometric transformations, a third-order term is added to (eq. 1) which
6either enforces or bans reﬂections:
ˆ f, ˆ r = argmin
f:G→G′,r∈{1,−1}
 
(i,j)∈R
     d(gi,gj) − d(f(gi),f(gj))
     
+
|G|−2  
i=1
r×det

(gi − gi+1)T
(gi − gi+2)T

 × det

(f(gi) − f(gi+1))T
(f(gi) − f(gi+2))T


      
r ‘selects’ whether the determinants should agree or disagree in sign
. (4)
If the points (gi,gi+1,gi+2) are reﬂected, it will change the sign of the deter-
minant above; thus the second term in (eq. 4) ensures that the points have
a consistent orientation. Either they should all be reﬂected in the target
(r = 1), or none of them should be (r = −1).
We improve this model by making a simple modiﬁcation to the topology
found in [17]. Whereas the graph from [17] forms a chain, it allows for more
eﬃcient inference if this model is replaced by a 2-tree, such as the one from
Figure 1 (right). We shall say that the variables g1 and g2 form the ‘root’ of
the 2-tree. Although this graphical model still has maximal cliques of size
3, meaning that min-sum belief propagation would take O(|G||G′|3) time, we
can achieve faster results by conditioning upon g1, g2, and r. By conditioning
on these three variables, the expected locations of the remaining points are
known; we can search for points close to these locations in logarithmic time
using a KD-tree [20]. Thus we have O(|G′|2) diﬀerent points to condition
on, O(|G|) points to search for, and an O(log|G′|) search algorithm; this
results in a ﬁnal running time of O(|G||G′|2 log|G′|). The algorithm requires
O(|G′|log|G′|) space, as required by the KD-tree [20].
The KD-tree also allows us to search for K-nearest-neighbors, multiplying
the running time by K. While this is not necessary in the exact case, it may
7prove beneﬁcial under noise.
Pseudocode for our method is shown in Algorithm 1. Although this
algorithm will not necessarily produce the same solution as running the
O(|G||G′|3) min-sum algorithm for point-patterns subject to noise, it will
produce the same solution if an isometric instance exists. Thus we replicate
precisely the theoretical results reported in [15]; in the case of noise, we will
show in Section 4 that the two algorithms perform comparably. Also, note
that due to the break statement on Line 10, the algorithm will be much
faster if a ‘good’ solution is found early on. Thus if bestcost is initialized
using a reasonable search heuristic, we may observe running times closer to
O(|G′|2).
3.1. Handling Occlusions
At this stage, our model does not handle occlusions (i.e., outliers in the
template pattern). However, the proposed 2-tree model does have the ad-
vantage that removing any nodes other than g1 or g2 (the ‘root’) will not
‘break’ the global rigidity of the model. Thus if we bound the distance in
Algorithm 1, Line 8 by κ (the occlusion cost), this algorithm will solve the
problem of matching with occlusions assuming that we know two points that
are not occluded, which are used as the root of the tree.
Of course, we do not in general know any two points that are not occluded,
so we would like to avoid such a requirement. Assuming that fewer than
⌊|G|/2⌋ points are occluded, doing so is easy – we can just choose ⌊|G|/2⌋+1
independent edges (i.e., edges with no nodes in common), and use each of
them as a root – at least one of these edges must contain a pair of non-
occluded points. By rerunning Algorithm 1 with each of these edges as
8Algorithm 1 Find the function f resulting in the best match.
Input: two graphs G and G′ (|G| ≤ |G′|)
Output: a function f : G → G′
1: Initialize: best = ∅, bestcost = ∞
2: for each possible mapping (f(g1),f(g2)) ∈ G′ × G′ do
3: for r ∈ {1,−1} = {reﬂected,not reﬂected} do
4: cost =
   |g1 − g2| − |f(g1) − f(g2)|
   
5: for each node gi ∈ G\{g1,g2} do
6: Find the expected position p of f(gi), given f(g1), f(g2), and r
7: Search for p’s nearest-neighbor, np
8: cost = cost +
   |g1 − gi| − |f(g1) − np|
   
+
   |g2 − gi| − |f(g2) − np|
   
9: if cost > bestcost then
10: break
11: end if
12: end for
13: if cost < bestcost then
14: best = f
15: bestcost = cost
16: end if
17: end for
18: end for
19: Return: bestcost,best
9the root, the minimum cost solution amongst all reruns shall correspond to
the desired solution. Thus for Nocc < ⌊|G|/2⌋, we require O(Nocc) reruns,
resulting in a running time of O(Nocc|G||G′|2 log|G′|).
It is not complicated to extend this result to Nocc ≥ ⌊|G|/2⌋. First, we
note that if all edges within a maximal clique of size K are used as the root,
then we can handle up to K − 2 occlusions, since the remaining two points
will be used as the root during some rerun. Now, suppose that we have C
such cliques; we only require that one of these cliques contains a pair of non-
occluded points, which is guaranteed if Nocc < (K −1)C. Thus using cliques
of size K, we can handle Nocc < (K − 1)⌊|G|/K⌋ occlusions, which requires
a total of ⌊|G|/K⌋
 K
2
 
∈ O(|G|K) reruns. This scales until we have |G| − 2
occlusions, in which case we must consider every edge as the root, requiring
precisely |G|2 reruns.
The behavior when |G|/K is not an integer is simple: to handle at most
Nocc occlusions, we will need to use a combination of cliques of size ⌊|G|/(|G|−
Nocc − 1)⌋ and cliques of size ⌊|G|/(|G| − Nocc − 1)⌋ + 1. We will need
|G| mod (|G| − Nocc − 1) of the larger cliques, and (|G| − Nocc − 1) − (|G|
mod (|G| − Nocc − 1)) of the smaller cliques. Thus for |G| = 8 and Nocc = 4
(for example), we would need 2 cliques of size 3, and 1 clique of size 2. A
demonstration of the number of edges required for diﬀerent values of Nocc is
shown in Figure 2.
Pseudocode for our algorithm is shown in Algorithm 2. Remember that
Nocc is the number of occlusions we wish to be able to handle; the actual
number of occlusions must be no greater than this value. Furthermore, we
adapt Algorithm 1, Line 1 so that it uses the value of bestcost from Algorithm
100 occlusions 1 occlusion 2 occlusions 3 occlusions 4 occlusions 5 occlusions 6 occlusions
1 rerun 2 reruns 3 reruns 4 reruns 7 reruns 12 reruns 28 reruns
Figure 2: The number of reruns required for diﬀerent values of Nocc, for a graph with
|G| = 8 nodes. Example choices of the edges to be used as the root are shown, though the
nodes may be permuted in any order.
2; this way we do not waste time searching for solutions that have larger cost
than the best solution already found.
A plot of the number of reruns required for diﬀerent values of Nocc is
shown in Figure 3, for |G| = 10000. The function is bounded below by the
linear function y = Nocc, and above by the quadratic function y =
 Nocc
2
 
; it
is not signiﬁcantly worse than linear for reasonable values of Nocc.
Note that at this point the problem can be ‘reversed’, i.e., we can just as
easily consider searching for G in G′ as we can consider searching for G′ in G.
Since our asymptotic running time has higher degree in |G| than in |G′| (at
least for large values of Nocc), we shall consider G to be the smaller of the
two graphs, without loss of generality.
The notion of constructing graphs that remain globally rigid when nodes
or edges are deleted is not new, and is commonly referred to as ‘redundant
rigidity’ [21]. Such a notion is useful in robotics applications (for example),
whereby a group of robots may maintain a rigid formation even if some are
unable to communicate. However, the goal in such applications is typically
to minimize the number of edges in the graph (i.e., the total amount of
11Algorithm 2 Find the maximal common isometric subgraph
Input: two graphs G and G′, and Nocc ≤ |G| − 2
Output: a function f : G → G′
1: Initialize: best = ∅, bestcost = ∞
2: Ksmall = ⌊|G|/(|G| − Nocc − 1)⌋ (size of small cliques)
3: Klarge = Ksmall + 1 (size of large cliques)
4: Nlarge = |G| mod (|G| − Nocc − 1)
5: Nsmall = (|G| − Nocc − 1) − Nlarge
6: ind = 1
7: for size ∈ {large,small} do
8: for c ∈ {1...Nsize} do
9: for (i,j) ∈
 {1...Ksize}
2
 
do
10: run Algorithm 1 using the root (gi+ind,gj+ind),
returning cost,f
11: if cost < bestcost then
12: best = f
13: bestcost = cost
14: end if
15: ind = ind + Ksize
16: end for
17: end for
18: end for
19: Return: bestcost,f
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Figure 3: The number of reruns required for diﬀerent values of Nocc when |G| = 10000.
The linear function y = x and the quadratic function y =
 Nocc
2
 
bound the function below
and above, and are shown in dotted lines (note the logarithmic scale).
communication), whereas we wish to minimize the maximal clique size (so
that inference is eﬃcient). Figure 4 (left) shows a graph that remains rigid
after a single deletion, though it has maximal cliques of size 4. Instead,
we are using a collection of graphs, each of which has maximal cliques of
size 3. To continue the analogy with robotics, our approach corresponds to
communication over several diﬀerent channels – at least one of which will
remain rigid even if some robots are unable to communicate.
13Figure 4: The ‘redundantly rigid’ graph (at left) has large maximal cliques, rendering
inference intractable. Our approach (at right) uses a collection of graphs (in this case, two
graphs for Nocc ≤ 1). The graphs are shown using two diﬀerent colors, where the dotted
edges are shared.
4. Experiments
4.1. Graph Matching Without Occlusions
First, we compare the accuracy and running time of our method to those
from [15], [16], [17], and [22].3 For these experiments, we assume that all of
the points in G have mappings in G′, i.e., there are no occlusions.
4.1.1. House Dataset
Figure 5 shows the accuracy (top) and running time (bottom) of our
method on the CMU ‘house’ dataset [23], which has been used in many
computer vision papers [16, 24, 25, 26]. This dataset consists of a series of
111 frames of a toy house, subject to increasing rotation in 3-D. The same
30 points have been identiﬁed in each frame, so that the points in a pair of
frames become G and G′. The further apart these two frames appear in the
video sequence, the more diﬃcult the matching problem becomes. The error
3Note that we implemented the method of [22] in Octave, which is not directly compa-
rable to the other methods, which were implemented in C++.
14measurement is simply the ‘Hamming error’, i.e., the proportion of points
incorrectly matched.
Figure 5 (top) shows how the accuracy of our method varies as the sepa-
ration between frames increases. When searching only for nearest-neighbors
(1NN), our method is worse than its competitors, though when performing
a 10-nearest-neighbor search (10NN), it achieves similar performance to the
other methods (it is worse for nearby frames, but better for distant frames).
The running time is shown in Figure 5 (bottom); here we note that even the
10-nearest-neighbor version of our algorithm is more than an order of magni-
tude faster than its nearest competitor. Although our asymptotic bounds do
not guarantee this level of improvement, our algorithm is able to achieve such
results by terminating each search as soon as it has a higher cost than the
best solution already found (see Algorithm 1, Line 10). By similar reason-
ing, the 10-nearest-neighbor version need not be signiﬁcantly slower than the
nearest-neighbor version, as it may ﬁnd a low-cost solution earlier on. Con-
sequently, the running time is not uniform across all baselines; it appears to
become slightly slower when subject to high noise.
4.1.2. Exact Matching in Large Graphs
Here we take a small graph G, with |G| = 10. Points in G are generated by
uniform sampling, and randomly transformed to form G′. Outliers are added
to G′, whose size is increased until each method takes over 5 seconds to
perform a single match. There is no jitter in the point coordinates, meaning
that each method reported obtains the same (correct) solution; thus only the
running time varies. Figure 6 shows the running time of each method as |G′|
increases. Our method is able to run on graphs with ∼ 10000 nodes in the
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Figure 5: Performance (top) and running times (bottom) on the CMU ‘house’ dataset.
Note the logarithmic scale of the timing plot. All methods obtain similar performance,
though ours is more than an order of magnitude faster.
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graph sizes tested.
same time as others are able to run on only ∼ 100. Our method exhibits a
high variance in running time, which is again due to how quickly a ‘good’
solution is obtained.
Importantly, the other methods could not be run on larger graphs due
to their memory footprints. The method from [15] has a memory footprint
of O(|G||G′|4), meaning that it requires several hundred megabytes even for
|G′| = 50. Alternately, with memory requirements of only O(|G′|log|G′|), our
method can in principle allow for graphs of several million nodes. Figure 6
has been annotated to show the memory requirements of each method, for
the largest graph on which it was run; the memory footprint of the proposed
method is signiﬁcantly smaller than its competitors, even for much larger
graphs.
174.2. Graph Matching With Occlusions
In this experiment, we create a graph G by uniform sampling in the
square [0,1000)2, with |G| = 50. The graph is randomly transformed to form
G′, though Nocc points are randomly replaced (again by uniform sampling).
Random jitter from [−5,5)2 is applied to all of the point coordinates.
Figure 7 (top left) shows how each method performs on these graphs,
for 0 ≤ Nocc ≤ |G| − 3 (beyond which the ‘correct’ match is not unique).
Naturally, only our method and that of [22] are able to detect occlusions,
whereas the other methods generate arbitrary (incorrect) assignments for
the occluded points. To allow for a meaningful comparison, we only measure
how many of the unoccluded points are correctly matched by each method.
Although the other models produce reasonable results for up to about Nocc ≃
10, this graph clearly demonstrates that the other models are invalid for large
numbers of occlusions (in fact, they are no better than random). Alternately,
the performance of our method does not degrade as Nocc increases, until
about Nocc ≃ 40; however with so few unoccluded points, there may be
spurious low-cost solutions, meaning that this result is to be expected.
The error on the remaining points (i.e., the proportion of occluded points
incorrectly identiﬁed as not being occluded) is shown in Figure 7 (top right).
Although the method of [22] is in principle able to handle occlusions using our
energy function, it quickly becomes inaccurate as the number of occlusions in-
creases; the problem appears to be that the method of [22] requires (eq. 2) to
be expressed as an ‘argmax’ problem with positive potentials, meaning that
when the potentials are rescaled to be positive, the ‘important’ part of the
potential (i.e., the part encoding Euclidean distances) is concentrated within
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Figure 7: Performance (top) and running times (bottom) as Nocc varies. 10 repetitions
were performed, with error bars indicating standard error. The top left plot shows the
error amongst only the unoccluded points, while the top right plot shows the error amongst
only the occluded points (i.e., whether they were correctly identiﬁed as occlusions); only
our method and that of [22] are shown in the top right plot, as the others are unable to
identify occlusions.
19a small range of values, and is subsequently ignored by the approximation.
Figure 7 (bottom) shows the running time of each method. Naturally, for
those models that do not encode occlusions, the running time is uniform as
Nocc varies. Our method is faster up to about Nocc ≃ |G|/2. However, at this
point, the results obtained by the other methods are no better than random,
as mentioned above. The running time of our method seems to closely follow
the asymptotic prediction made in Figure 3, though it is slightly better in
the case of large graphs due to the optimizations discussed in Section 4.1.1.
It is only after about Nocc ≃ 40 that our algorithm is slower by a signiﬁ-
cant margin. However, as our method is the only one that is able to perform
matching under these conditions, this is a promising result.
5. Conclusion
We have presented an algorithm for isometric graph matching that is
signiﬁcantly faster than its nearest competitors, while maintaining similar
results in the case of noise. The asymptotic improvements in running time
and memory requirements allow our algorithm to be run on graphs which
are orders of magnitude larger than those allowed by previous methods. Fur-
thermore, a simple modiﬁcation to our model allows it to handle isometric
matching with occlusions, meaning that we are able to solve what could be
called the maximal common isometric subgraph problem, which has thus far
not been possible for similar models based on global rigidity.
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Abstract. The recently proposed ImageNet dataset consists of several million
images, each annotated with a single object category. However, these annotations
may be imperfect, in the sense that many images contain multiple objects belong-
ing to the label vocabulary. In other words, we have a multi-label problem but the
annotations include only a single label (and not necessarily the most prominent).
Such a setting motivates the use of a robust evaluation measure, which allows for
a limited number of labels to be predicted and, as long as one of the predicted la-
bels is correct, the overall prediction should be considered correct. This is indeed
the type of evaluation measure used to assess algorithm performance in a recent
competition on ImageNet data. Optimizing such types of performance measures
presents several hurdles even with existing structured output learning methods.
Indeed, many of the current state-of-the-art methods optimize the prediction of
only a single output label, ignoring this ‘structure’ altogether. In this paper, we
show how to directly optimize continuous surrogates of such performance mea-
sures using structured output learning techniques with latent variables. We use the
outputofexistingbinaryclassiﬁersasinputfeaturesinanewlearningstagewhich
optimizes the structured loss corresponding to the robust performance measure.
We present empirical evidence that this allows us to ‘boost’ the performance of
existing binary classiﬁers which are the state-of-the-art for the task of object clas-
siﬁcation in ImageNet.
1 Introduction
The recently proposed ImageNet project consists of building a growing dataset using an
image taxonomy based on the WordNet hierarchy (Deng et al., 2009). Each node in this
taxonomy includes a large set of images (in the hundreds or thousands). From an object
recognition point of view, this dataset is interesting because it naturally suggests the
possibility of leveraging the image taxonomy in order to improve recognition beyond
what can be achieved independently for each image. Indeed this question has been the
subject of much interest recently, culminating in a competition in this context using
ImageNet data (Berg et al., 2010; Lin et al., 2011; S´ anchez and Perronnin, 2011).
Although in ImageNet each image may have several objects from the label vocab-
ulary, the annotation only includes a single label per image, and this label is not nec-
essarily the most prominent. This imperfect annotation suggests that a meaningful per-
formance measure in this dataset should somehow not penalize predictions that contain2 J. J. McAuley, A. Ramisa, and T. S. Caetano
legitimate objects that are missing in the annotation. One way to deal with this issue
is to enforce a robust performance measure based on the following idea: an algorithm
is allowed to predict more than one label per image (up to a maximum of K labels),
and as long as one of those labels agrees with the ground-truth label, no penalty is in-
curred. This is precisely the type of performance measure used to evaluate algorithm
performance in the aforementioned competition (Berg et al., 2010).
In this paper, we present an approach for directly optimizing a continuous surrogate
of this robust performance measure. In other words, we try to optimize the very measure
that is used to assess recognition quality in ImageNet. We show empirically that by
using binary classiﬁers as a starting point, which are state-of-the-art for this task, we
can boost their performance by means of optimizing the structured loss.
1.1 Literature Review
The success of visual object classiﬁcation obtained in recent years is pushing computer
vision research towards more diﬃcult goals in terms of the number of object classes and
the size of the training sets used. For example, Perronnin et al. (2010) used increasingly
large training sets of Flickr images together with online learning algorithms to improve
the performance of linear SVM classiﬁers trained to recognize the 20 Pascal Visual Ob-
ject Challenge 2007 objects; or Torralba et al. (2008), who deﬁned a gigantic dataset of
75,062 classes (using all the nouns in WordNet) populated with 80 million tiny images
of only 32 × 32 pixels. The WordNet nouns were used in seven search engines, but
without any manual or automatic validation of the downloaded images. Despite its low
resolution, the images were shown to still be useful for classiﬁcation.
Similarly, Deng et al. (2009) created ImageNet: a vast dataset with thousands of
classes and millions of images, also constructed by taking nouns from the WordNet
taxonomy. These were translated into diﬀerent languages, and used as query terms in
multiple image search engines to collect a large amount of pictures. However, as op-
posed to the case of the previously mentioned 80M Tiny Images dataset, in this case
the images were kept at full resolution and manually veriﬁed using Amazon Mechan-
ical Turk. Currently, the full ImageNet dataset consists of over 17,000 classes and 12
million images. Figure 1 shows a few example images from various classes.
Denget al. (2010) performedclassiﬁcationexperiments using a substantialsubsetof
ImageNet, more than ten thousand classes and nine million images. Their experiments
highlighted the importance of algorithm design when dealing with such quantities of
data, and showed that methods believed to be better in small scale experiments turned
out to under-perform when brought to larger scales. Also a cost function for classi-
ﬁcation taking into account the hierarchy was proposed. In contrast with Deng et al.
(2010), most of the works using ImageNet for large scale classiﬁcation made no use of
its hierarchical structure.
As mentioned before, in order to encourage large scale image classiﬁcation using
ImageNet, a competition using a subset of 1,000 classes and 1.2 million images, called
the ImageNet Large Scale Visual Recognition Challenge (ILSVRC; Berg et al., 2010),
was conducted together with the Pascal Visual Object Challenge 2010 competition.
Notoriously, the better classiﬁed participants of the competition used a traditional one-
versus-all approach and completely disregarded the WordNet taxonomy.Optimization of Robust Loss Functions for Weakly-Labeled Image Taxonomies 3
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Fig.1. Example images from ImageNet. Classes range from very general to very spe-
ciﬁc, and since there is only one label per image, it is not rare to ﬁnd images with
unannotated instances of other classes from the dataset.
Lin et al. (2011) obtained the best score in the ILSVRC’10 competition using a con-
ventional one-vs-all approach. However, in order to make their method eﬃcient enough
to deal with large amounts of training data, they used Local Coordinate Coding and
Super-Vector Coding to reduce the size of the image descriptor vectors, and averaged
stochastic gradient descent (ASGD) to eﬃciently train a thousand linear SVM classi-
ﬁers.
S´ anchez and Perronnin (2011) got the second best score in the ILSVRC’10 com-
petition (and a posteriori reported better results than those of Lin et al. (2011)). In
their approach, they used high-dimensional Fisher Kernels for image representation
with lossy compression techniques: ﬁrst, dimensionality reduction using Hash Kernels
(Shi et al., 2009) was attempted and secondly, since the results degraded rapidly with
smaller descriptor dimensionality, coding with Product Quantizers (J´ egou et al., 2010)
was used to retain the advantages of a high-dimensional representation without paying
an expensive price in terms of memory and I/O usage. For learning the standard binary
one-vs-all linear classiﬁers, they also used Stochastic Gradient Descent.
The diﬃculty of using the hierarchical information for improving classiﬁcation may
be explained by the ﬁndings of Russakovsky and Fei-Fei (2010). In their work Ima-
geNet is used to show that the relationships endowed by the WordNet taxonomy do not
necessarily translate in visual similarity, and that in fact new relations based only on
visual appearance information can be established between classes, often far away in the
hierarchy.4 J. J. McAuley, A. Ramisa, and T. S. Caetano
2 Problem Statement
We are given the dataset S =
 
(x1,y1),...,(xN,yN)
 
, where xn ∈ X denotes a feature
vector representing an image with label yn. Our goal is to learn a classiﬁer ¯ Y(x;θ) that
for an image x outputs a set of K distinct object categories. The vector θ ‘parametrizes’
the classiﬁer ¯ Y; we wish to learn θ so that the labels produced by ¯ Y(xn;θ) are ‘similar
to’ the training labels yn under some loss function ∆(¯ Y(xn;θ),yn). Our speciﬁc choice
of classiﬁer and loss function shall be given in Section 2.1.
We assume an estimator based on the principle of regularized risk minimization, i.e.
we aim to ﬁnd θ∗ such that
θ∗ = argmin
θ
 
1
N
N  
n=1
∆(¯ Y(xn;θ),yn)
                                            
empirical risk
+
λ
2
 θ 2
      
regularizer
 
. (1)
Our notation is summarized in Table 1. Note speciﬁcally that each image is annotated
with a single label, while the output space consists of a set of K labels (we use y to de-
note a single label, Y to denote a set of K labels, and Y to denote the space of sets of K
labels). This setting presents several issues when trying to express (eq. 1) in the frame-
work of structured prediction (Tsochantaridis et al., 2005). Apparently for this reason,
many of the state-of-the-art methods in the ImageNet Large Scale Visual Recognition
Challenge (Berg et al., 2010, or just ‘the ImageNet Challenge’ from now on) consisted
of binary classiﬁers, such as multiclass SVMs, that merely optimized the score of a
single prediction (Lin et al., 2011; S´ anchez and Perronnin, 2011).
Motivated by the surprisingly good performance of these binary classiﬁers, in the
following sections we shall propose a learning scheme that will ‘boost’ their perfor-
mance by re-weighting them so as to take into account the structured nature of the loss
function from the ImageNet Challenge.
2.1 The Loss Function
Images in the ImageNet dataset are annotated with a single label yn. Each image may
contain multiple objects that are not labeled, and the labeled object need not necessarily
be the most salient, so the method should not be penalized for choosing ‘incorrect’
labels in the event that those objects actually appear in the scene. Note that this is not
an issue in some similar datasets, such as the Caltech datasets (Griﬃn et al., 2007),
where the images have been selected to avoid such ambiguity in the labeling, or all
instances of objects covered in the dataset are annotated in every image, as in the Pascal
Visual Object Challenge (Everingham et al., 2010).
To address this issue, a loss is given over a set of output labels Y, that only penalizes
the method if none of those labels is similar to the annotated object. For a training image
with label yn, the loss incurred by choosing the set of labels Y is given by
∆(Y,yn) = min
y∈Y
d(y,yn). (2)Optimization of Robust Loss Functions for Weakly-Labeled Image Taxonomies 5
Table 1. Notation
Notation Description
x the feature vector for an image (or just ‘an image’ for simplicity)
xn the feature vector for the nth training image
X the features space, i.e., xn ∈ X
F the feature dimensionality, i.e., F = |xn|
N the total number of training images
y an image label, consisting of a single object class
yn the training label for the image xn
C the set of classes, i.e., yn ∈ C
C the total number of classes, i.e., C = |C|
¯ Y(x;θ) the set of output labels produced by the classiﬁer
ˆ Y(x;θ) the output labels resulting in the most violated constraints during column-generation
¯ Yn shorthand for ¯ Y(xn;θ)
ˆ Yn shorthand for ˆ Y(xn;θ)
K the number of output labels produced by the classiﬁer, i.e., K = |¯ Yn| = |ˆ Yn|
Y the space of all possible sets of K labels
θ a vector parameterizing our classiﬁer
θ
y
binary a binary classiﬁer for the class y
λ a constant that balances the importance of the empirical risk versus the regularizer
φ(x,y) the joint parametrization of the image x with the label y
Φ(x,Y) the joint parametrization of the image x with a set of labels Y
∆(Y,yn) the error induced by the set of labels Y when the correct label is yn
d(y,yn) a distance measure between the two classes y and yn in our image taxonomy
Zn latent annotation of the image xn, consisting of K − 1 object classes distinct from yn
Yn the ‘complete annotation’ of the image xn, i.e., Zn ∪ {yn}
In principle, d(y,yn) could be any diﬀerence measure between the classes y and yn. If
d(y,yn) = 1 − δ(y = yn) (i.e., 0 if y = yn, 1 otherwise), this recovers the ImageNet
Challenge’s ‘ﬂat’ error measure. If d(y,yn) is the shortest-path distance from y to the
nearest common ancestor of y and yn in a certain taxonomic tree, this recovers the
‘hierarchical’ error measure (which we shall use in our experiments).
For images with multiple labels we could use the loss ∆(Y,Yn) = 1
|Yn|
 
yn∈Yn ∆(Y,yn),
though when using the ImageNet data we always have a single label.
2.2 ‘Boosting’ of Binary Classiﬁers
Many of the state-of-the-art methods for image classiﬁcation consist of learning a series
of binary ‘one vs. all’ classiﬁers that distinguish a single class from all others. That is,
for each class y ∈ C, one learns a separate parameter vector θ
y
binary, and then performs
classiﬁcation by choosing the class with the highest score, according to
¯ ybinary(x) = argmax
y∈C
 
x,θ
y
binary
 
. (3)6 J. J. McAuley, A. Ramisa, and T. S. Caetano
In order to output a set of K labels, such methods simply return the labels with the
highest scores,
¯ Ybinary(x) = argmax
Y∈Y
 
y∈Y
 
x,θ
y
binary
 
, (4)
where Y is the space of sets of K distinct labels. The above equations describe many
of the competitive methods from the ImageNet Challenge, such as Lin et al. (2011) or
S´ anchez and Perronnin (2011).
One obvious improvement is simply to learn a new set of classiﬁers {θy}y∈C that opti-
mize the structured error measure of (eq. 1). However, given the large number of classes
in the ImageNet Challenge (|C| = 1000), and the high-dimensionality of standard image
features, this would mean simultaneously optimizing several million parameters, which
is not practical using existing structured learning techniques.
Instead, we would like to leverage the already good classiﬁcation performance of
existing binary classiﬁers, simply by re-weighting them to account for the structured
nature of (eq. 2). Hence we will learn a single parameter vector θ that re-weights the
features of every class. Our proposed learning framework is designed to extend any
classiﬁer of the form given in (eq. 4). Given a set of binary classiﬁers {θ
y
binary}y∈C, we
propose a new classiﬁer of the from
¯ Y(x;θ) = argmax
Y∈Y
 
y∈Y
 
x ⊙ θ
y
binary,θ
 
, (5)
where x ⊙ θ
y
binary is simply the Hadamard product of x and θ
y
binary. Note that when θ = 1
this recovers precisely the original model of (eq. 4).
To use the standard notation of structured prediction, we deﬁne the joint feature
vector Φ(x,Y) as
Φ(x,Y) =
 
y∈Y
φ(x,y) =
 
y∈Y
x ⊙ θ
y
binary, (6)
so that (eq. 4) can be expressed as
¯ Y(x;θ) = argmax
Y∈Y
 Φ(x,Y),θ . (7)
We will use the shorthand ¯ Yn ≔ ¯ Y(xn;θ) to avoid excessive notation. In the following
sections we shall discuss how structured prediction methods can be used to optimize
models of this form.
2.3 The Latent Setting
The joint parametrization of (eq. 6) is problematic, since the energy of the ‘true’ label
yn,  φ(xn,yn),θ , is not readily comparable with the energy of a set of predicted outputs
Y,  Φ(xn,Y),θ .
To address this, we propose the introduction of a latent variable, Z = {Z1 ...ZN},
which for each image xn encodes the set of objects that appear in xn that were not
annotated. The full set of labels for the image xn is now Yn = Zn ∪ {yn}. If our method
outputs K objects, then we ﬁx |Zn| = K − 1, so that |Yn| = K. It is now possible toOptimization of Robust Loss Functions for Weakly-Labeled Image Taxonomies 7
meaningfully compute the diﬀerence between Φ(xn,Y) and Φ(xn,Yn), where the latter
is deﬁned as
Φ(xn,Yn) = φ(xn,yn) +
 
y∈Zn
φ(xn,y). (8)
The importance of this step shall become clear in Section 3.1, (eq. 13). Note that we
still deﬁne ∆(Y,yn) in terms of the single training label yn, as in (eq. 2).
Following the programme of Yu and Joachims (2009), learning proceeds by alter-
nately optimizing the latent variables and the parameter vector. Optimizing the param-
eter vector θi given the latent variables Zi is addressed in Section 3.1; optimizing the
latent variables Zi given the parameter vector θi−1 is addressed in Section 3.2.
3 The Optimization Problem
The optimization problem of (eq. 1) is non-convex. More critically, the loss is a piece-
wise constant function of θ.3 A similar problem occurs when one aims to optimize a 0/1
loss in binary classiﬁcation; in that case, a typical workaround consists of minimizing
a surrogate convex loss function that upper-bounds the 0/1 loss, such as the hinge loss,
which gives rise to support vector machines. We will now see that we can construct a
suitable convex relaxation for the problem deﬁned in (eq. 1).
3.1 Convex Relaxation
Here we use an analogous approach to that of SVMs, notably popularized in Tsochan-
taridis et al. (2005), which optimizes a convex upper bound on the structured loss of
(eq. 1). The resulting optimization problem is
[θ∗,ξ∗] = argmin
θ,ξ

     
1
N
N  
n=1
ξn + λ θ 2

      (9a)
s.t.  Φ(xn,Yn),θ  −  Φ(xn,Y),θ  ≥ ∆(Y,Yn) − ξn (9b)
∀n,Y ∈ Y.
It is easy to see that ξ∗
n upper-bounds ∆(¯ Yn,yn) (and therefore the objective in (eq. 9)
upperboundsthatof(eq.1)fortheoptimalsolution).Firstnotethatsincetheconstraints
(eq. 9b) hold for all Y, they also hold for ¯ Yn. Second, the left hand side of the inequality
for Y = ¯ Yn must be non-positive since ¯ Y(x;θ) = argmaxY  Φ(x,Y),θ . It then follows
that ξ∗
n ≥ ∆(¯ Yn,yn). This implies that a solution of the relaxation is an upper bound on
the solution of the original problem, and therefore the relaxation is well-motivated.
Theconstraints(eq.9b)basicallyenforcealoss-sensitivemargin:θ islearnedsothat
mispredictions Y that incur some loss end up with a score  Φ(xn,Y),θ  that is smaller
than the score  Φ(xn,Yn),θ  of the correct prediction Yn by a margin equal to that loss
(minus the slack ξn). The formulation is a generalization of support vector machines for
the multi-class case.
3 There are countably many values for the loss but uncountably many values for the parameters,
so there are large equivalence classes of parameters that correspond to precisely the same loss.8 J. J. McAuley, A. Ramisa, and T. S. Caetano
There are two options for solving the convex relaxation of (eq. 9). One is to explic-
itly include all N × |Y| constraints and then solve the resulting quadratic program using
one of several existing methods. This may not be feasible if N × |Y| is too large. In this
case, we can use a constraint generation strategy. This consists of iteratively solving the
quadratic program by adding at each iteration the constraint corresponding to the most
violated Y for the current model θ and training instance n. This is done by maximizing
the violation gap ξn, i.e., solving at each iteration the problem
ˆ Y(xn;θ) = argmax
Y∈Y
{∆(Y,yn) +  Φ(xn,Y),θ }, (10)
(as before we deﬁne ˆ Yn ≔ ˆ Y(xn;θ) for brevity). The solution to this optimization prob-
lem (known as ‘column generation’) is somewhat involved, though it turns out to be
tractable as we shall see in Section 3.3.
Several publicly available tools implement precisely this constraint generation strat-
egy. A popular example is SvmStruct (Tsochantaridis et al., 2005), though we use
BMRM (‘Bundle Methods for Risk Minimization’; Teo et al., 2007) in light of its faster
convergence properties. Algorithm 1 describes pseudocode for solving the optimization
problem (eq. 9) with BMRM. In order to use BMRM, one needs to compute, at the
optimal solution ξ∗
n for the most violated constraint ˆ Yn, both the value of the objective
function (eq. 9) and its gradient. At the optimal solution for ξ∗
n with ﬁxed θ we have
 Φ(xn,Yn),θ  −
 
Φ(xn, ˆ Yn),θ
 
= ∆(ˆ Yn,yn) − ξ∗
n. (11)
By expressing (eq. 11) as a function of ξ∗
n and substituting into the objective function
we obtain the following lower bound on the objective of (eq. 9a):
oi =
1
N
 
n
∆(ˆ Yn,yn) −  Φ(xn,Yn),θ  +
 
Φ(xn, ˆ Yn),θ
 
+ λ θ 2 , (12)
whose gradient with respect to θ is
gi = λθ +
1
N
 
n
(Φ(xn, ˆ Yn) − Φ(xn,Yn)). (13)
3.2 Learning the Latent Variables
To learn the optimal value of θ, we alternate between optimizing the parameter vector θi
given the latent variables Zi, and optimizing the latent variables Zi given the parameter
vector θi−1. Given a ﬁxed parameter vector θ, optimizing the latent variables Zn can be
done greedily, and is in fact equivalent to performing inference, with the restriction that
the true label yn cannot be part of the latent variable Zn (see Algorithm 2, Line 5). See
Yu and Joachims (2009) for further discussion of this type of approach.Optimization of Robust Loss Functions for Weakly-Labeled Image Taxonomies 9
Algorithm 1 Taxonomy Learning
1: Input: training set {(xn,Yn)}
N
n=1
2: Output: θ
3: θ ≔ 0 {in the setting of Algorithm 2, θ can be ‘hot-started’ with its previous value}
4: repeat
5: for n ∈ {1...N} do
6: ˆ Yn ≔ argmaxY∈Y
 
∆(Y,yn) +  φ(xn,Y),θ 
 
7: end for
8: Compute gradient gi (equation (eq. 13))
9: Compute objective oi (equation (eq. 12))
10: θ ≔ argminθ
λ
2  θ 
2 + max(0,max
j≤i
 
gj,θ
 
+ oj)
11: until converged (see Teo et al. (2007))
12: return θ
Algorithm 2 Taxonomy Learning with Latent Variables
1: Input: training set {(xn,yn)}N
n=1
2: Output: θ
3: θ0 ≔ 1
4: for i = 1...I do
5: Zn
i ≔
 
argmaxY∈Y
 
Φ(xn,Y),θi−1  
\ {yn} {choose only K − 1 distinct labels}
6: θi ≔ Algorithm1
   
xn,Zn
i ∪ {yn}
  N
n=1
 
7: end for
8: return θI
3.3 Column Generation
Given the loss function of (eq. 2), obtaining the most violated constraints (Algorithm 1,
Line 6) takes the form
ˆ Yn = argmax
Y∈Y

   
   
min
y∈Y
d(y,yn) +
 
y∈Y
 φ(xn,y),θ 

   
   
, (14)
which appears to require enumerating through all Y ∈ Y, which if there are C = |C|
classes amounts to
 
C
K
 
possibilities. However, if we know that argminy∈ˆ Yn d(y,yn) = c,
then (eq. 14) becomes
ˆ Yn = argmax
Y∈Y′

   
   
d(c,yn) +
 
y∈Y
 φ(xn,y),θ 

   
   
, (15)
where Y′ is just Y restricted to those y for which d(y,yn) ≥ d(c,yn). This can be solved
greedily by sorting  φ(xn,y),θ  for each class y ∈ C such that d(y,yn) ≥ d(c,yn) and
simply choosing the top K classes. Since we don’t know the optimal value of c in
advance, we must consider all c ∈ C, which means solving (eq. 15) a total of C times.
Solving (eq. 15) greedily takes O(C logC) (sorting C values), so that solving (eq. 14)
takes O(C2 logC).10 J. J. McAuley, A. Ramisa, and T. S. Caetano
Although this method works for any loss of the form given in (eq. 2), for the spe-
ciﬁc distance function d(y,yn) used for the ImageNet Challenge, further improvements
are possible. As mentioned, for the ImageNet Challenge’s hierarchical error measure,
d(y,yn) is the shortest-path distance from y to the nearest common ancestor of y and yn
in a taxonomic tree. One would expect the depth of such a tree to grow logarithmically
in the number of classes, and indeed we ﬁnd that we always have d(y,yn) ∈ {0...18}. If
the number of discrete possibilities for ∆(Y,yn) is small, instead of enumerating each
possible value of c = argminy∈ˆ Yn d(y,yn), we can directly enumerate each value of
δ = miny∈ˆ Yn d(y,yn). If there are |L| distinct values of the loss, (eq. 14) can now be
solved in O(|L|C logC). In ImageNet we have |L| = 19 whereas C = 1000, so this is
clearly a signiﬁcant improvement.
Several further improvements can be made (e.g. we do not need to sort all C values
in order to compute the top K, and we do not need to re-sort all of them for each value
of the loss, etc.). We omit these details for brevity, though our implementation shall be
made available at the time of publication.4
4 Experiments
4.1 Binary Classiﬁers
As previously described, our approach needs, for each class, one binary classiﬁer able
to provide some reasonable score as a starting point for the proposed method. Since the
objective of this paper is not beating the state-of-the-art, but rather demonstrating the
advantage of our structured learning approach to improve the overall classiﬁcation, we
used a standard, simple image classiﬁcation setup. As mentioned, should the one-vs-all
classiﬁers of Lin et al. (2011) or S´ anchez and Perronnin (2011) become available in the
future, they should be immediately compatible with the proposed method.
First, images have to be transformed into descriptor vectors sensible for classiﬁca-
tion using machine learning techniques. For this we have chosen the very popular Bag
of Features model (Csurka et al., 2004): dense SIFT features are extracted from each
image xn and quantized using a visual vocabulary of F visual words. Next, the visual
words are pooled in a histogram that represents the image. This representation is widely
used in state-of-the-art image classiﬁcation methods, and despite its simplicity achieves
very good results.
Regarding the basic classiﬁers, a rational ﬁrst choice would be to use a Linear SVM
for every class. However, since our objective is to predict the correct class of a new
image, we would need to compare the raw scores attained by the classiﬁer, which would
not be theoretically satisfying. Although it is possible to obtain probabilities from SVM
scores using a sigmoid trained with the Platt algorithm, we opted for training Logistic
Regressors instead, which directly give probabilities as output and do not depend on a
separate validation set.
In order to deal with the computational and memory requirements derived from
the large number of training images, we used Stochastic Gradient Descent (SGD) from
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Bottou and Bousquet (2008) to train the classiﬁers. SGD is a good choice for our prob-
lem, since it has been shown to achieve a performance similar to that of batch training
methods in a fraction of the time (Perronnin et al., 2010). Furthermore, we validated
its performance against that of LibLinear in a small-scale experiment using part of the
ImageNet hierarchy with satisfactory results. One limitation of online learning methods
is that the optimization process iterations are limited by the amount of training data
available. In order to add more training data, we cycled over all the training data for 10
epochs.
With this approach, the θ
y
binary parameters for each class used in the structured learn-
ing method proposed in this work were generated.
4.2 Structured Classiﬁers
For every image xn and every class y we must compute  φ(xn,y),θ . Earlier we deﬁned
φ(x,y) = x ⊙ θ
y
binary. If we have C classes and F features, then this computation can be
made eﬃcient by ﬁrst computing theC×F matrix A whose yth row is given by θ
y
binary⊙θ.
Similarly, if we have N images then the set of image features can be thought of as an
N × F matrix X. Now the energy of a particular labeling y of xn under θ is given by the
matrix product
 φ(xn,y),θ  =
 
X × AT 
n,y . (16)
This observation is critical if we wish to handle a large number of images and high-
dimensional feature vectors. In our experiments, we performed this computation using
Nvidia’s high-performance BLAS library CUBLAS. Although GPU performance is of-
ten limited by a memory bottleneck, this particular application is ideally suited as the
matrix X is far larger than either the matrix A, or the resulting product, and X needs to
be copied to the GPU only once, after which it is repeatedly reused. After this matrix
product is computed, we must sort every row, which can be na¨ ıvely parallelized.
In light of these observations, our method is no longer prohibitively constrained
by its running time (running ten iterations of Algorithm 2 takes around one day for a
single regularization parameter λ). Instead we are constrained by the size of the GPU’s
onboard memory, meaning that we only used 25% of the training data (half for training,
half for validation). In principle the method could be further parallelized across multiple
machines, using a parallel implementation of the BMRM library.
The results of our algorithm using features of dimension F = 1024 and F = 4096
are shown in Figures 2 and 3, respectively. Here we ran Algorithm 2 for ten itera-
tions, ‘hot-starting’ θi using the optimal result from the previous iteration. The reduc-
tionintrainingerrorisalsoshownduringsubsequentiterationsofAlgorithm2,showing
that minimal beneﬁts are gained after ten iterations. We used regularization parameters
λ ∈ {10−1,10−2 ...10−8}, and as usual we report the test error for the value of λ that re-
sulted in the best performance on the validation set. We show the test error for diﬀerent
numbers of nearest-neighbors K, though the method was trained to minimize the error
for K = 5.
In both Figures 2 and 3, we ﬁnd that the optimal θ is non-uniform, indicating that
there are interesting relationships that can be learned between the features when a struc-
tured setting is used. As hoped, a reduction in test error is obtained over already good12 J. J. McAuley, A. Ramisa, and T. S. Caetano
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Test error:
1nn 2 3 4 5
Before learning 11.35 9.29 8.08 7.25 6.64
After learning 10.88 8.85 7.71 6.93 6.36
Fig.2. Results for training with 1024 dimensional features. (a) feature weights; (b)
reduction in training error during each iteration of Algorithm 2; (c) error for diﬀer-
ent numbers of nearest-neighbors K (the method was trained to optimize the error for
K = 5). Results are reported for the best value of λ on the validation set (here λ = 10−4).
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Test error:
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Before learning 9.27 7.29 6.23 5.53 5.03
After learning 9.02 7.08 6.05 5.38 4.91
Fig.3. Results for training with 4096 dimensional features. (a) feature weights; (b)
reduction in training error during each iteration of Algorithm 2; (c) error for diﬀer-
ent numbers of nearest-neighbors K (the method was trained to optimize the error for
K = 5). Results are reported for the best value of λ on the validation set (here λ = 10−6).
classiﬁers, though the improvement is indeed less signiﬁcant for the better-performing
high-dimensional classiﬁers.
In the future we hope to apply our method to state-of-the-art features and classiﬁers
like those of Lin et al. (2011) or S´ anchez and Perronnin (2011). It remains to be seen
whether the setting we have described could yield additional beneﬁts over their already
excellent classiﬁers.
5 Conclusion
Large scale, collaboratively labeled image datasets embedded in a taxonomy naturally
invite the use of both structured and robust losses, to account for the inconsistencies
in the labeling process and the hierarchical structure of the taxonomy. However, on
datasets such as ImageNet, the state-of-the-art methods still use one-vs-all classiﬁers,Optimization of Robust Loss Functions for Weakly-Labeled Image Taxonomies 13
which do not account for the structured nature of such losses, nor for the imperfect
nature of the annotation. We have outlined the computational challenges involved in
using structured methods, which sheds some light on why they have not been used
before in this task. However, by exploiting a number of computational tricks, and by
using recent advances on structured learning with latent variables, we have been able to
formulate learning in this task as the optimization of a loss that is both structured and
robust to weak labeling. Better yet, our method leverages existing one-vs-all classiﬁers,
essentially by re-weighting, or ‘boosting’ them to directly account for the structured
loss. In practice this leads to improvements in the hierarchical loss of already good
one-vs-all classiﬁers.
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