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Abstract. Let  n 1iii )Y,(X   be independent observation data and follows a model  Yi = f(Xi) + I , 
 i =1,2,...,n  with f is an unknown regression function and i are independent random variables 
with mean 0 and variance 2. The function f could be estimated by parametric and nonparametric 
appro-aches. In nonparametric approach, the function f is assumed to be a smooth function or 
quadratic integrable function. If f belongs to the Hilbert space L2(R) then the function f could be 
estimated by estimator of orthogonal series, especially by Fourier series estimator. Another 
estimator of orthogonal series  which could be use  to estimate f is wavelet estimator. Wavelet 
estimator is an extention of Fourier series estimator  but it is more effective than the Fourier series 
estimator because the its IMSE converges to zero quicker than the Fourier series estimator. 
 




 Sebelum dikembangkan wavelet 
para ilmuwan menggunakan barisan dan 
transformasi Fourier untuk menganalisa 
kelakuan fungsi gelombang dan meng-
analisa fungsi-fungsi tersebut. Karena tun-
tutan dunia terapan antara lain penganali-
saan gelombang bunyi, elektromagnetik 
dan lain-lain yang umumnya bukan gelom-
bang periodik sederhana tetapi gelombang-
gelombang lokal sehingga tidak mudah di-
hampiri dengan deret Fourier, kalaupun 
bisa, membutuhkan banyak koefisien Fou-
rier sehingga tidak efektif. Metode wavelet 
merupakan suatu metode yang relatif lebih 
baru dan lebih efektif dari deret Fourier 
karena basis dalam wavelet mampu mena-
ngani masalah-masalah lokal yang tidak 
dapat dilakukan oleh Fourier, karena basis 
wavelet ditentukan oleh letak dan skala-
nya. 
Misalkan ada sejumlah n data pe-
ngamatan independen  n 1iii )Y,(X   dan 
akan dicari hubungan antara X dan Y  yang 
memenuhi model  
Yi = f(Xi) + i, i=1,2,...,n,  (1.1) 
dengan f  fungsi regresi yang tidak diketa-
hui dan i  variabel galat random indepen-
den dengan mean 0 dan varian 2. Jika 
bentuk fungsi f diketahui maka untuk 
mengestimasi fungsi f digunakan pendeka-
tan parametrik, akan tetapi jika bentuk 
fungsi f tidak diketahui maka digunakan 
pendekatan nonparametrik . 
 Untuk mencari estimator dari fung-
si f dengan pendekatan nonparametrik, te-
lah diperkenalkan oleh Eubank [2] estima-
tor Fourier yang merupakan deret dengan 
basis fungsi konstan, sinus, dan cosinus. 
Kemudian beberapa peneliti ([3],[4] serta 
[6]) mengembangkan estimator deret Fou-
rier menjadi estimator wavelet yang mem-
punyai basis fungsi wavelet.  
 Suatu ukuran kebaikan estimator 
dari f dapat dilihat dari tingkat kesalahan-
nya. Semakin kecil tingkat kesalahannya 
semakin baik estimasinya. Salah satu ukur-
an kesalahan dapat dilihat dari IMSE (inte-
gral rata-rata kesalahan kuadrat) atau MSE 
(Rata-rata kesalahan kuadrat). Dalam pe-
nelitian ini dibandingkan kebaikan antara 
estimator regresi nonparametrik menggu-
nakan metode Fourier dan metode wavelet 
khususnya wavelet linier berdasarkan be-
sarnya IMSE asimtotis. 
 
 




2. METODE PENELITIAN 
 Penelitian ini merupakan kajian li-
teratur yang kemudian dikembangkan de-
ngan simulasi menggunakan software S+ 
Wavelets. Dalam penelitian ini dilakukan 
perbandingan estimator deret Fourier dan 
deret wavelet secara teoritik maupun seca-
ra visualisasi. Secara teoritik kebaikan esti-
mator dilihat dari besar kecilnya laju kon-
vergensi IMSE dan secara visualisasi ke-
baikan estimator dilihat dari kedekatan an-
tara fungsi estimasi dan fungsi aslinya.  Se-
makin besar laju konvergensinya semakin 
baik estimatornya. Secara visualisasi dila-
kukan simulasi pada data yang dibangkit-
kan dari suatu fungsi yang diberi error 
(noise). Dari data yang telah diberi error 
ini kemudian diestimasi fungsinya meng-
gunakan pendekatan deret Fourier dan de-
ret wavelet. Hasil estimasi fungsi selanjut-
nya dibandingkan dengan fungsi aslinya. 
Semakin cepat mendekati fungsi aslinya 
semakin baik estimasinya. 
 
3. HASIL DAN PEMBAHASAN 
 Sebelum dibahas tentang deret Fo-
urier dan deret wavelet perlu dijelaskan 
terlebih dahulu pengertian L2(R). L2(R) 
adalah ruang fungsi yang kuadratnya 




dxf(x)2 }. Menurut [7], L2(R) 
merupakan ruang Hilbert dengan perkalian 








 dxf(x)ff,f 2 .  
Dengan cara yang sama,   






  Jika f  L2[0,2], maka f dapat 
didekati dengan deret Fourier, 
  









dengan koefisien Fourier [2] 
aj = 1/ <f,cos(j.)>, j = 0,1,2,...  dan  
bj = 1/ <f,sin(j.)>, j = 1,2,3,...  
Deret Fourier (2) dapat didekati oleh  





















j  = 0,1,2,...,J, 







dx)jxsin()x(f ,    
j  = 1,2,3,...,J  untuk J besar.                                              
 
Deret Wavelet 
Fungsi wavelet pertama kali diper-
kenalkan oleh Haar tahun 1910. Jenis 
wavelet dibedakan menjadi 2 yaitu wavelet 
induk  dan wavelet bapak  yang kedua-
nya melahirkan seluruh keluarga wavelet  
j,k(x) = (p2j)1/2(p2jx-k) dan    
j,k (x) = (p2j)1/2(p2jx - k) 
untuk suatu  skalar p>0, dan tanpa mengu-
rangi keumuman dapat diambil p = 1, se-
hingga  
j,k(x) = 2j/2(2jx-k) dan  
j,k(x)  = 2j/2(2jx–k). 
 
Kemudian [1] mengembangkan wavelet 
Haar menjadi wavelet Daubechies, wavelet 
simetris dan coiflet. Pendekomposisian 
sembarang fungsi fL2(R) ke dalam basis 







 dj,k j,k, (3.3) 
dengan  
cjo,k = <f,jo,k> = R kjo, (x)dxf(x)  dan  
dj,k  = <f,j,k> = R kjo, (x)dxf(x) . 
Deret wavelet (4) dapat didekati oleh  

k








dj,k j,k,  (3.4) 
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dengan cjo,k = <f,jo,k>,  dj,k  = <f,j,k> dan  
J besar.   
 
Deret wavelet (5) ekivalen dengan    

k
kJ,J c(x)f J,k   dengan cJ,k = <f,J,k>. 
 (3.5) 
J merupakan parameter pemulus dan dina-
makan level resolusi. 
 
Estimator deret Fourier 
 Jika  n 1iii )Y,(X  , data observasi 
independen mempunyai model (3.1),            
Xi[0,2], dan f fungsi regresi tidak dike-
tahui, maka estimator deret Fourier dari f 










































j = 1,2,3,...,J,  






= [0,2] dan XiAi. 


















 ,      j = 1,2,3,...,J.  
 Tingkat kemulusan estimator deret 
Fourier Jf̂  ditentukan oleh pemilihan para-
meter pemulus J. Semakin kecil parameter 
pemulus J, semakin mulus estimasinya dan 
semakin besar parameter pemulus J,  
semakin kurang mulus estimasi dari f. Oleh 
karena itu,  perlu dipilih J yang optimal. 
Pemilihan J optimal didasarkan pada 
IMSE asimtotis minimal dari  Jf̂ . 
Sifat asimtotis estimator deret Fourier   
Estimator koefisien deret Fourier 
jâ dan jb̂  merupakan estimator tak bias 
[5] dari aj dan bj, sebab E )â( j  = aj dan 
E( jb̂ ) = bj. 





































var( 0â ) = 
24
n
, var( jâ ) = n
22
, j = 
1,2,…, J dan var( jb̂ ) = n
2 2
, j = 1,2,…,J. 






























































































































































, untuk  J . 



























JA 21  ,  untuk n, J   . 
           J optimal adalah nilai J yang memi-


























 n1/2. Pada J opt  n1/2 dida-
patkan  IMSE opt  n-1/2. 
 
Estimator wavelet 
 Jika ada sekumpulan data indepen-
den  n 1iii )Y,(X  , dengan n = 2m, m bila-
ngan bulat positip dan mempunyai model 
(3.1) dan Xi rancangan titik reguler pada 
ruang  [0,1] dengan Xi = i/n, maka estima-
tor regresi wavelet pada level resolusi J 
adalah (x)f̂ J 
k























  )(X ikj,   atau  
(x)f̂ J 
k
k,J,ĉ  (x)kJ, , 







 )(X ikJ,  (3.7) 
Estimator (3.6) atau (3.7) dinamakan es-
timator wavelet linier. Tingkat kemulusan 
etimator wavelet ditentukan oleh level re-
solusi J. Semakin kecil J semakin mulus 
estimasinya [6].  
 
Sifat asimtotis estimator wavelet linier 
 Estimator koefisien wavelet kj,ĉ  
dan kj,d̂  merupakan estimator tak bias dari 
cj,k dan dj,k [5]. 
 
Teorema 3.1. [4] misalkan f mempunyai 
derivatif yang kontinyu dan terbatas ting-




rx   1k0jika,0 2kjika,K0(x)dx   .  
Jika n, p   dan f̂  estimator  regresi 
wavelet pada level nol maka  







4  ,  














Estimator regresi wavelet pada level nol        
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adalah  f̂  =
k








 )(X ik0,  dan IMSE )f̂(  = 
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Karena keortonormalan  dan  diperoleh  













k0,k0, dcĉ   =  S1 + S2. 
Selanjutnya  
E(S1) = E (  2
k









22 ))(X(n   
pn 1 2 +o(n-1p),  untuk n, p. 




kj,d dan   




















   . 
Deret Taylor dj,k di sekitar k/pj adalah  
































1  . 

























fp   





2144 dxf21p 2 , 
sehingga 
IMSE )f̂(  )pApn(1))(Ao(1 42
1
1
  , 
dengan A1  =  2,  
A2 =  2(1-2-4)-1 
1
0






1  .  ■ 
  
 Dari teorema di atas terlihat bahwa 
untuk n, p   maka IMSE )f̂(   0. 
Tingkat kemulusan estimator wavelet )f̂(  
ditentukan oleh parameter pemulus p (jika 
j tetap). Nilai p kecil memberikan estimasi 
fungsi  yang sangat mulus dan p besar 
memberikan estimasi fungsi yang kurang 
mulus, sehingga dengan meminimalkan 
IMSE )f̂(  akan didapatkan p yang opti-
mal. Dengan kriteria meminimalkan IMSE 
)f̂(  maka diperoleh p opt  n1/5 dan 
IMSE opt  n-4/5. Sebaliknya jika p tetap 
(p=1), maka parameter pemulus j optimal 
dapat dicari dengan mengganti n1/5  2j, 
sehingga   j opt   nlog
5
1 2  dan IMSE opt 
 n-4/5 . 
 Berdasarkan sifat asimtotis dari 
estimator Fourier dan estimator wavelet 
linier, diperoleh IMSE opt untuk estimator 
Fourier  n-1/2 dan IMSE opt untuk esti-
mator wavelet  n-4/5. Perbandingan ting-
kat penurunan IMSE opt secara grafis disa-
jikan pada gambar 1. Secara visualisasi ter-
lihat bahwa IMSE opt dari estimator wave-
let lebih cepat menuju nol dari estimator 
Fourier. Ini menunjukan bahwa estimator 
wavelet lebih baik dari estimator Fourier. 









Contoh  Simulasi 
Diberikan suatu data yang dibang-
kitkan dari sebuah fungsi y = (sin x)3  +  
dengan  merupakan suatu noise yang ber-
distribusi N(0; 0,1) dan -  < x < . Akan 
dibandingkan fungsi asli dengan fungsi ha-
sil estimasi menggunakan metode Fourier 
dan metetode wavelet. Data diolah dengan 





Gambar 2. Estimasi regresi dengan 





Gambar 3. Estimasi regresi dengan 
 metode wavelet 
 
Keterangan gambar 2 dan gambar 3: 
     …………  : diagram pencar  
      _______   : fungsi asli 
      _______   : fungsi estimasi 
 
Dari hasil simulasi, secara visual 
dapat dilihat bahwa pada estimasi fungsi 
regresi dengan metode Fourier, fungsi esti-
masi mendekati fungsi aslinya dimulai pa-
da level resolusi 5, 6 dan seterusnya, tetapi 
untuk estimasi fungsi regresi dengan meto-
de wavelet dimulai pada level resolusi -3, -
4 dan seterusnya. Jadi secara visual estima-
si fungsi regresi menggunakan wavelet le-
bih cepat mendekati fungsi aslinya dari es-
timasi dengan deret Fourier. Jadi dalam 
estimasi fungsi regresi, metode wavelet le-
bih efisien dari metode Fourier . 
 
4. PENUTUP 
 Dekomposisi fungsi dalam wavelet 
merupakan generalisai dari deret Fourier. 
Deret wavelet dibangun oleh fungsi wave-
let ayah dan wavelet ibu beserta keluarga-
nya, sedangkan dalam deret Fourier diba-
ngun oleh fungsi konstan, sinus dan cosi-
nus. Estimator regresi wavelet lebih baik 
dari estimator deret Fourier karena laju 
 Gambar 1. IMSE opt dari estimator  
  Fourier dan estimator 
l
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konvergensi IMSE dalam estimator wave-
let lebih cepat menuju nol dari etimator 
deret Fourier. 
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