Abstract-In this paper, a color face recognition system is developed to identify human faces using Back propagation neural network. The architecture we adopt is All-Class-in-One-Network, where all the classes are placed in a single network. To accelerate the learning process we propose the use of Bhattacharyya distance as total error to train the network. In the experimental section we compare how the algorithm converge using the mean square error and the Bhattacharyya distance. Experimental results indicated that the image faces can be recognized by the proposed system effectively and swiftly.
I. INTRODUCTION
Face recognition can be defined as the ability of a system to classify or describe a human face. The motivation for such system is to enable computers to do things like human do it so to apply computers to solve problems that involve analysis and classification. Research in this area has been conducted for more than 30 years; as a result, the current status of the face recognition technology is well advanced. Face recognition has received this great deal of attention because of its applications in various domains like Security, identity verification, video surveillance, Criminal justice systems and forensic, Multi-media environments [12] .
Many research area affect the field of face recognition: pattern recognition, computer vision, neural networks, machine learning, etc… Neural networks have been widely used for applications related to face recognition. One of the first neural networks techniques used for face recognition is a single layer adaptive network called WISARD [13] . Many different methods based on neural network have been proposed since then and the major of them use neural networks for classification. In [16] Radial Basis neural network was used to detect frontal views of faces, curvelet transform and Linear Discriminant Analysis(LDA) were used to extract features from facial images, and radial basis function network(RBFN) was used to classify the facial images based on features taken from ORL database. In [14] the focus was to investigate the dimensionality reduction offered by random projection (RP) and perform a face recognition system using back propagation neural network. Experiments show that projecting the data onto a random lower-dimensional subspace yields results and give an acceptable face recognition rate. Bhattacharjee et al. developed in 2009 a face recognition system using a fuzzy multilayer perceptron using back propagation [15] .
The way in constructing the neural network structure is crucial for successful recognition. In general, neural networks are trained to minimize a squared output error which is equivalent to minimizing the Euclidian norm of the difference between the target and prediction vectors. The major limitations of this algorithm are the existence of temporary, local minima resulting from the saturation behavior of the activation function, and the slow rates of convergence .many researchers have be done to overcome these problems. In this context, a number of approaches have been implemented to improve the convergence speed. There are basically on selection of dynamic variation of learning rate and momentum, selection of better activation function and better cost function. Some related researches are presented in [3] .
Until recent years gray-scaled images were used to reduce processing cost [4] [5] . Nowadays, it is demonstrated that colour information makes contribution and enhances robustness in face recognition [6] .
Our aim in this paper is to introduce the use of color information with minimal processing cost using the Back Propagation algorithm, and to accelerate the training procedure we use Bhattacharyya distance instead of the traditional mean square error(MSE) based on the Euclidian distance to seeks the global minima on the error surface.
The remainder of the paper is organized as follows: Section (2) gives an overview about the back propagation neural network. Section (3) presents the Bhattacharyya distance for similarity measurement. In section (4), we present our proposal solution for face recognition. Section (5) gives the experimental results. Finally, Section (6) gives a conclusion.
II. THE BACK PROPAGATION NEURAL NETWORK
Back propagation is a multi-layer feed forward, supervised learning network. The network represents a chain of function compositions which transform an input to an output vector. It looks to minimize the error function using the method of gradient descent. The learning problem consists of finding the optimal combination of weights so that the network function approximates a given function as closely as possible. In other word, gradient descent is used to update weights to minimize the squared error between the network output values and the target output values; The update rules are derived by taking the partial derivative of the error function with respect to the weights to determine each weight's contribution to the error. Then, each weight is adjusted, using gradient descent, according to its contribution to the error. This process occurs iteratively for each layer of the network, starting with the last set of weights, and working back towards the input layer, hence the name back propagation. The aim is to train the network to perform its ability to respond correctly to the input patterns that are used for training and to provide good generalization ability to input that are similar.
Traditionally, Back propagation adjusts weights of the NN in order to minimize the network total mean squared error. E indicating the total error on all of the training data, it is defined as:
Where E i is the mean squared error (MSE) of the network on the i th training example, computed as follows:
In statistics, the mean squared error or MSE of an estimator is the expected value of the square of the 'error'. The error is the amount by which the estimator differs from the quantity to be estimated.
The Convergence value is the threshold value that is used in the training process. When the sum of the total error for all training data in the model is below this value, the training process is completed.
Summarizing, the learning process step is as follow:
Read data and specify the desired output for each vector.
Randomly initialize weights and bias.
Then gradually adjust the weights of the network by performing the following procedure for all patterns:
Compute the hidden layer and output layer neuron activation:
Calculate errors of the output layer and adjust weights.
With: η and α are learning rate and momentum factor (0<η,α<1).
These steps are repeated on all patterns until minimizing the error function.
The error calculations used to train a neural network is very important. Quantifying the output error provides a way for iteratively updating the network weights in order to minimize that error. It is therefore important for success the application, to train the network with a cost function that resembles the objective of the problem at hand; Falas and Stafilopatis present in [7] results of a comparative study on the impact of various error functions in multilayer feed forward neural networks used for classification problems.
III. BHATTACHARYYA MEASURE
The original interpretation of the Bhattacharyya measure was geometric. Two multinomial population each consisting of k classes with associated probabilities p 1 , p 2 , …., p k and p' 1 , p' 2 , …., p' k respectively. Then as p i =1 and p' i =1, Bhattacharyya noted that (p 1 ,p 2 ,….,p k ) and (p' 1 ,p' 2 , …., p' k) ) could be considered as de direction cosines of two vectors in kdimentional space referred to a system of orthogonal coordinate axes. As a measure of divergence between the two populations, he used the square of the angle between the two position vectors. If θ is the angle between the vectors then:
Thus, if the two population are identical we have: cos(θ)= ∑p i =1 corresponding to θ=0. Then we consider the Bhattacharyya distance as adopted in similarity measurement:
When a=b we obtain Bhatt(a,b)=0. Hence the intuitive motivation behind the proposed measure of similarity.
Bhattacharyya measure is a fidelity measures [8] . And it is shown in [9] that this measure is self consistent, unbiased and applicable to any distribution of data.
It was used in many application such classification. In
If j Є output layer
If j Є hidden layer [10] authors present a feature extraction method based on the Bhattacharyya distance, the classification error was approximated using the error estimation based on the Bhattacharyya distance and find a subspace of reduced dimensionality where the classification error is minimum. They also extended the algorithm to multiclass problems by introducing the Bhattacharyya distance feature matrix. Choi et al. [11] investigate the possibility of error estimation based on the Bhattacharyya distance for multimodal data. Assuming multimodal data can be approximated as a mixture of several classes that has the Gaussian distribution, they try to find the empirical relationship between the Bhattacharyya distance and the classification error for multimodal data. Experimental results with remotely sensed data showed that there exists a strong relationship and that it is possible to predict the classification error using the Bhattacharyya distance for multimodal data.
IV. THE PROPOSED FACE RECOGNITION SYSTEM
There are generally two architectures adopted to design a multilayer neural network: All-Class-in-OneNetwork where all the classes are lumped into one super-network and One-Class-in-One-Network where a single network is dedicated to recognize one particular class. Thus, this classification problem is a two classification problem.
We adopt the use of multilayer neural network with one hidden layer and All Class in One Network architecture. Neurons in the input layer are divided into three groups, each of which is connected to a separate input vector that represents one of the three color channels. The number of neurons in the output neural network equal to the number of people to be classified: The outputs will be a vector with all elements as zero only except the one corresponding to the pattern that the sample belongs to.
We calculate the feature extractor vector of the image database using RGB components. This vector is divided into three groups, each one is connected to a separate input vector that represents one of the three color channels.
For each channel we choose an incremental rate p, so the number of sample per channel numOfSamplePerChannel becomes 256/p then we calculate the result vector for this channel:
This was done to create areas with homogeneous color. We obtain the extractor vector by concatenating the three result vectors.
Then, Back propagation algorithm is used to train the NN Structure proposed above. Y designs the vector of the hidden layer neurons, X the vector of input layer neurons and Z represents the output layer neurons. w is the weight matrix between the input and the hidden layer. W 0 is the bias on the computed activation of the hidden layer neurons. v is the matrix of synapse connecting the hidden and the output layers, and v 0 is the bias on the computed activation of the output layer neurons.
The sigmoid activation function is defined by:
eout and ehid are the vector of errors for each output neuron and the vector of errors for each hidden layer neuron respectively, and d is the vector of desired output.
LR and MF are respectively the learning rate and the Momentum factor.
We repeat steps 2 to 7 on all pattern pairs, The BPNN change the current weights iteratively until convergence is achieved by the minimization of the network error. We implement the algorithm described above with these parameters: LR=0.2; MF=0.2 and ε=0.0008. The following tables show the results of the output network using the root mean square error (RMSE) and Bhattacharyya distance respectively. The following curves show respectively the rate of recognition in testing BD [1] and DB [2] . And also the time (in Millisecond) needed to train the BPNN using RMSE and Bhattacharyya. The experimental results indicate that faces can be recognized swiftly when training our network considering a total error calculated using Bhattacharyya distance.
VI. CONCLUSION
Traditionally in MLP, the total error considered to train the network is the mean square error (MSE) based on the Euclidean distance measure. In this paper, we propose the use of another total error calculation based on Bhattacharyya distance. The effect of the considered error appears clearly since the Euclidean distance does not take into account the correlation of its feature attribute. Indeed, the proposed method applied on the experimental dataset accelerates the learning process and result fast convergence without significant distortion of results comparing to the use of the MSE.
