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Abstract
The thesis tackles the planning and control of autonomous overtaking and subsequent
lane-keeping. While existing solutions attempt multi-lane overtaking involving simple and
static scenarios, the focus here is on single lane overtaking which require minimal intrusion
on to the adjacent lane in dynamically changing conditions.The method proposed utilizes
a heuristic rule-based strategy to select optimal maneuvers and then uses a combination of
safe and reachable sets to iteratively generate intermediate reference targets based on the
desired maneuver. A nonlinear model predictive controller then plans dynamically feasible
trajectories to these intermediate reference targets that avoid collisions. The proposed
method was implemented and tested under 7 different scenarios that cover many complex
lane-keeping and overtaking scenarios using the CARLA simulation engine with ROS
(Robotic Operating System) framework for inter-component communication with model
predictive controller developed using MATLAB. In every tested scenario, the proposed
planning and control paradigm was able to select the best course of action (maneuver)
and execute the same without collisions with other nearby vehicles.
Keywords Intelligent Control, Autonomous Vehicles, Behaviour Planning, Trajectory
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CFTOC Constrained Finite-Time Optimal Control
DOF Degrees of Freedom
EV Ego vehicle
ILQR Iterated Linear Quadratic Regulator
LQR Linear Quadratic Regulator
LV Lead vehicle (Vehicles other than the ego car)
MPC Model Predictive Controller





B Boundary of the Lead Vehicles −
β Angle between velocity vector & longitudinal axis of the car. [rad]
δf Front steering angle [rad]
δr Rear steering angle [rad]
Dmax Maximum length of the vertex [m]
R Reachable set [Rm×n]
S Safe set [Rm×n]
SSR Safe and reachable set [Rm×n]
Th Planning Horizon [s]
pdes Desired position [x, y]
pEV Position of Ego Vehicle [m,m]
pref Intermediate reference position [x, y]
ULV Obstacle potential [−]
Uroad Road potential [−]
v Velocity [ms−1]
vdes Desired Velocity [ms−1]
vEV Velocity of Ego Vehicle [ms−1]
vLV Velocity of Lead Vehicle [ms−1]
x Longitudinal position [m]
Xdes Desired reference state [x, y, ψ, v]
Xref Intermediate reference state [x, y, ψ, v]
ψ Heading angle [rad]
y Lateral position [m]
1 Introduction
Over the past century, automobiles have become the main mode of transportation. With
the ability to mass-produce vehicles that are safe, reliable, and affordable, the automotive
industry has seen exponential growth [1]. However, these vehicles still require a skilled
human driver to be able to get from one location to another. Unprecedented advances in
information technology have led to the transformation of old-fashioned and mechanical
means of commuting to a smart and infotainment-rich mode of transportation. Integration
of electronics into automobiles has enabled various features, namely Advanced Driver
Assistance Systems (ADAS) and Infotainment-On The-Go. ADAS features help drivers
to avoid drifting into adjacent lanes or making unsafe lane changes, or warn drivers of
other vehicles behind them when they back up. ADAS systems are nowadays even capable
of predicting collisions and automatically intervening to apply brakes and take evasive
maneuvers. These features have already helped save lives and prevent injuries, thus,
overall improving safety and convenience of the driver and passengers [2].
Even though ADAS features help to some extent, driving tasks are still primarily
performed by a human. A brief review of the traffic accidents statistics [3] reveals that the
amount of road traffic deaths has reached 1.35 million per year worldwide. Road traffic
injuries are now the primary cause of death of people aged 5-29 years. Automobile-related
accidents has also caused around 20-50 million injuries worldwide, often resulting in long-
term disabilities. 94% of all automobile crashes were caused by human error [4]. On the
other hand, the machines are not characterized by fatigue, boredom or distraction. Hence,
automotive systems tend to minimize an impact of human factors on transportation safety.
Thus, the end goal is to automate the whole process so as to avoid human intervention
altogether. Autonomous Vehicle (AV), also known as a self-driving car, is a promising
technology, which is able to sense its environment and perform the driving task without a
human in control. Recent advances in computing power can enable machine-learning-based
techniques to both process data from various sensors and take necessary control actions
to perform the driving task autonomously. This has the advantages of improving safety,
efficiency, comfort and convenience.
Improving Safety
Human beings are error-prone and easily distracted. Human drivers also experience driver
fatigue and require restful sleep before performing optimally [5]. In many high stake
situations, human drivers succumb to emotional reactions that could lead to irrational
decisions and, thus, road accidents. AVs can be programmed to perform driving tasks
without compromising safety. Since they are essentially machines, they do not feel fatigue
and are able to always make rational decisions no matter the situation. AVs are equipped
with sensors which have significantly better range and sensitivity. Hence, they are able to
collect a lot more data about the environment compared to human drivers, who are able
to only see in the visible spectrum.
Improving Efficiency
An AV can be efficient in numerous ways. (i) It can be programmed to optimize energy
efficiency and time. (ii) It can follow optimal trajectories that are devoid of unnecessary
and inefficient maneuvers. (iii) Once most of the vehicles on the road are automated,
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significant improvements in traffic efficiency and lower congestion may be achieved. This
is possible due to the fact that AVs can potentially communicate and coordinate with
each other at a scale that is impossible for humans [6]. Also, private vehicles are only
used 10% of the time while sitting idle for the rest. AVs can accelerate ride/car-sharing
technologies changing the concept of ownership of private vehicles. This could mean that
the personal mobility requirements can be met with approximately a third of the total
number of personal vehicles that are on the roads today [6]. All of this may translate to a
significantly lower impact on the environment and help us reach our climate change goals.
Improving Comfort & Convenience
Driving is a complex task that requires concentration and high levels of alertness to
guarantee the safety of other drivers and co-passengers. Driving task can be physically
and mentally exhausting to human drivers. Autonomous Driving (AD) can alleviate this
burden and increase convenience and productivity of passengers on the go. Passengers can
potentially, on-demand, request a pickup from any location, reach their destinations, and
go about their way, not worrying about parking. AVs can also be programmed to adapt
and provide a consistent driving experience to passengers based on their preferences. The
concept of car-sharing discussed above may also lead to a reduction in the costs of car
ownership and maintenance.
1.1 Motivation
Current AV technologies offer different levels of autonomy ranging from no autonomous
features (which constitute most of the vehicles on today’s roads) to recent offerings from
Tesla, Inc. (Palo Alto, California) and Waymo LLC (Mountain View, California, U.S.),
which enable autonomous driving in certain structured road conditions, though, still
requiring requiring partial human supervision [7]. These scenarios represent only a small
subset of all the complex situations that a truly driverless system should be capable of
handling. A useful classification is the ‘SAE Levels of Driving Automation’ which gauge
the level of automation of a vehicle, ranging from “No Driving Automation (level 0)” to
“Full Driving Automation (level 5)” [8]. Figure 1 illustrates this in detail. The holy grail
of AVs will be a system that is capable of handling each and every driving situation that
may arise without any human intervention, ensuring the safety of the passengers.
A Fully Automated System (Level 5) should be capable of handling multitudes of









Figure 1: SAE J3016™: Levels of Driving Automation (extracted from J3016BTaxonomyDefinitions).
Of these, overtaking is one of the hardest problems to solve as it is one of riskiest
maneuvers for both drivers and riders. While overtaking, the vehicle is in the direct path
of oncoming traffic, often at high speeds. In a head-on collision, the momentum of both
vehicles contribute to create a severe impact. In 2018, 368,559 accidents with personal
injury on rural roads were registered by the police in Germany [9]. These accidents also
led to 3,275 deaths. About 4 percent of these accidents occurred while the driver was
overtaking. In some regions, overtaking is banned on single lane roads to avoid accidents.
The final goal in this thesis is to understand the innumerable intricacies involved in various
overtaking scenarios, specifically those pertaining to single lane roads, identify the gaps in
current approaches, and devise possible solutions.
1.2 Problem Statement
This thesis addresses the problem of planning and execution of overtaking manuevers
in an AV. Road layouts differ from single lane roads (common in suburban & country-
side areas) to structured multi-lane highways that connect major cities. Road traffic
consists of different types of vehicles ranging from bicycles and motorbikes up to huge
trucks. The applicable road rules also factor into overtaking decisions. In highway driving
scenarios with multiple lanes, vehicles can use them to execute multiple lane changes to
overtake a slower moving vehicle. This is not an option on many roads that are single
lanes especially those in suburban and country-side regions. Overtaking is allowed and
sometimes unavoidable on these types of roads (which constitute the majority of the roads
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in the world). Moreover, in many cases, one might encounter other vehicles that may
be parked haphazardly on the roadside or curb. The automated driving (AD) system
also might encounter situations where it might not be aware of the actual length of the
vehicle/number of vehicles that it has to overtake at the start of the maneuver. Thus, it
has to adapt to this unexpected situation. It is of great importance for AD systems to
be able to execute overtaking maneuvers safely in all these scenarios to avoid a deadlock
situation and reduce travel time. Many existing methods in the literature are suitable
only for simple scenarios where the LV is static or moving at a constant velocity and the
simulated road environment consists of multiple lanes for easy overtaking. These methods
then are often tested in low-fidelity simulations which do not validate their applicability
to real-world scenarios described above.
Thus, the specific problems, an AD system has to solve is as follows. Firstly, it has to
understand the road geometry and keep track of other vehicles it might have to overtake.
The subsequent planning decisions depend on an accurate and updated representation of
the surroundings at each time step. Moreover, apart from the location, the footprint of
these obstacles should also be considered for overtaking them without collisions. Secondly,
the selection of the right maneuver has to be made. This decision is made based on the
current location of the obstacles, road layout, and active road rules and regulations. Safety,
comfort, and demands of the passengers also factor into this decision of the maneuver. It
is a challenge to compute the optimal decision in every situation, which many existing
methods in literature overlook. Finally, trajectories should be generated that correspond
to the selected maneuver. These trajectories should be dynamically updated to reflect the
changing road conditions and motion of the obstacle vehicles. It is also crucial that the
generated trajectories be dynamically feasible, meaning vehicle mechanics can track them
without fail. The trajectories should also be collision-free and relatively smooth to avoid
discomfort to the passengers.
The AD system then needs to be validated using a driving simulator that can imitate
real-world situations as close as possible. This can ensure that the gap between its
performance on the test simulations and the real world can be significantly reduced.
1.3 Objectives
The primary objective of this thesis is to develop a control architecture that performs
overtaking maneuvers autonomously whilst ensures safety, and is able to handle dynamic
and complex real-world scenarios.
This control architecture should be able to:
• Form a representation of the immediate environment to identify road layouts, neigh-
bouring vehicles, obstacles.
• Decide on actions that drive the vehicle closer to the final destination at the same
time avoiding collisions and obeying road rules. Thus, the system has to decide if it
is safe to overtake or keep following the lane.
• Generate trajectories based on decided maneuvers that are collision-free and feasible
for the vehicle to follow.
This thesis proposes a control architecture that attempts to solve the problem of overtaking
on single lane roads under complex situations by
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1. Novel iterative selection of target point by using a combination of artificial potential
fields and reachability set analysis that define the safe and reachable areas.
2. Adaptive planning of trajectory to the said target point by using an Nonlinear Model
Predictive Controller (NMPC).
This approach has the following advantages.
1. Road geometries are better expressed in the form of potential fields which are more
intuitive and computationally efficient for identifying safe areas.
2. Iterative selection of target points removes much of the environmental constraint
handling from the purview of the NMPC.
3. Prediction horizons can be kept short which leads to reduction in computational
requirements.
The proposed method, which draws inspiration from works of Dixit et al. [10], [11], chooses
an appropriate maneuver (overtaking, lane keeping, etc.) based on situational factors
and then selects safe, feasible intermediate reference targets that guide the subsequent
trajectory generation using an NMPC to execute the chosen maneuver. It is also capable
of detecting when overtaking is successful and switching to lane-keeping to resume journey
to the final destination. The proposed method also includes a Proportional-Integral-
Derivative (PID) controller that accurately tracks the generated trajectory by converting
the corresponding optimal control actions to the form required by the simulator (Throttle,
Brake and Steering angle).
The proposed architecture is then validated in simulation. Different scenarios that
correspond to the challenges discussed in Section 1.2 will be setup. Factors like (i) success
in selection of optimal maneuver, (ii) collision events, (iii) adherence to road layouts (iv)
intrusion onto the adjacent lane during overtake, (iii) adaptability to change, (iv) violation
of constraints, (v) quality of overall trajectory, will be used to evaluate the performance.
Thus, the secondary objective of the thesis is to develop a simulation setup which creates
various scenarios to test the limits of this control architecture.
The proposed control architecture was tested under 7 different simulated scenarios to
evaluate its performance based on factors discussed. The results of these tests showed
that the EV was able to select the appropriate maneuvers and, plan and execute them
without colliding with any other vehicles.
The thesis is organized as follows. In Section 2, related literature is reviewed. Section 3
describes the proposed control architecture in detail. The experimental design and various
scenarios that were used to test the proposed method are described in Section 4. The
results of these test scenarios are discussed in Section 5. The final Section 6 concludes
with a summary of the work and possible avenues to explore in the future.
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2 Background
2.1 Autonomous Driving Systems
A system that performs AD is complex and consists of many individual modules that
execute specific tasks in harmony to autonomously drive the car. These tasks include
perception, planning and control of the AV. Each module is expected to perform specific
sub tasks for successful execution of different driving maneuvers, such as overtaking or
lane-keeping. A brief overview of a typical AD software stack is outlined in Figure 2.
Figure 2: High-level Autonomous Driving Stack.
2.1.1 Sensors
Self-driving cars require a multitude of on-board sensors that stream information about
the surrounding environment and state of the ego vehicle(EV). These include cameras,
LIDARs, radars and, ultrasound sensors, which provide precise information about the
environment. Global Positioning System(GPS) and Inertial Measurement Unit (IMU) are
proprioceptive sensors that measure positions, velocities, and accelerations, crucial for
planning and control. Current self-driving systems depend on several combinations of
sensors, for example, Tesla’s (Tesla, Inc., Palo Alto, California) Autopilot [12] depends on
cameras forgoing the use of LIDARs, whereas Google’s Waymo (Waymo LLC, Mountain
View, California, U.S.) [13] utilizes both LIDARs and cameras. A hurdle is to make them
reliable enough and easy to incorporate into the design of the car without affecting the
aesthetics and aerodynamics of the car. Many of these sensors, especially traditional
LIDARs, are expensive and are electromechanical in nature, relying on moving parts.
Solid state LIDARs which are built entirely on a silicon chip are expected to solve these
issues [14].
2.1.2 Perception
Information collected by the sensors requires processing and extraction of relevant features
to create a coherent, consistent and reliable representation of the environment. Therefore,
the perception module is crucial for any AD system. The module develops contextual
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understanding of the environment, such as information about obstacles, road layouts,
traffic signs and other road features. This understanding is hard to program classically
and, thus, deep learning methods are particularly well suited, especially Convolutional
Neural Networks, thereby making them the de facto standard for detection and recognition
tasks [7]. The module also performs the important task of localizing the vehicle in its
environment, generally using data from IMUs and GPS, combined with visual odometry.
Although localization is predominantly done using classical algorithms such as Kalman
filters and other similar methods [15], deep learning-based methods are being researched
that can simultaneously perform localization as well as estimate and predict the motion
of the surrounding environment (known as scene flow)[7]. Prediction of surrounding
environment is of great importance in the planning stage, where it could influence the
decision making process and the subsequent trajectories that are planned.
2.1.3 Planning
This module is responsible for generating a safe and optimal trajectory which utilizes
perception information from the perception layer along with the current state of the
EV, subject to any dynamic constraints that ensure the comfort and preferences of the
passengers. The planning can be subdivided into the following modules described below.
Route Planning
The final goal of any AV system is to drive from one location to another. This requires
planning a route from an initial location to the final destination using a map source that
contains the road network information. Thus, a route planner provides the system with a
high-level plan that the lower levels can use as a guide for planning decisions. Traditional
“shortest path” algorithms such as Dijkstra [16] and A* [17] and its derivatives do not
translate well to large road networks that span cities or even continents, as these graphs
contain millions of edges. With latest advancements in route planning, algorithms can
compute driving plans in milliseconds or even less at these continental scales [18]. Most
proposed methods require a one-time pre-processing step after which they can return
optimal routes. They are also able to incorporate real-time traffic information to account
for time lost due to blocks or road congestions, thus, providing alternate routes that are
faster [19].
Behaviour Planning
After obtaining a route plan, the AV must be able to judiciously navigate through
it, meanwhile interacting with other vehicles, obeying traffic rules and following road
conventions. This involves selecting between various driving behaviours. Take, for example,
a scenario where the EV is stuck behind a slower moving LV. Overtaking might be possible
only if there are no oncoming vehicles in the other lane. Otherwise, lane keeping behaviour
must be continued keeping safe distance from the LV. Such a behaviour selection is
made based on cautious inspection of immediate surroundings using the information
from the perception module. Complexity is increased in a more dynamic setting where
split-second decisions must be made. Rapidity, consistency, providentness and determinism
are essential traits that any behaviour planning method for automated driving should
possess. Section 2.2 will provide more information on various methods through which
behaviour planning is achieved.
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Trajectory/Path Planning
The driving maneuver chosen by the behaviour planning module needs to be expressed as
a trajectory that the vehicle can track. It is also required that the generated trajectory
ensures the passenger comfort, respects road geometry and rules meanwhile keeps safe
distance from obstacles. This is made possible by the trajectory planner module, which
plans the vehicle’s transition from one feasible state to another while obeying the vehicle
dynamics. Tracking of this trajectory should not require actuation commands that are
not possible with the vehicle. Exact solutions to this problem are infeasible due to
computational requirements and, therefore, approximate numerical methods are usually
used. Section 2.2 below will go into more detail on these methods.
2.1.4 Control
The trajectory generated by the previous module should be tracked by effectively executing
appropriate actuation commands, which is the responsibility of the control module. It
consists of a closed-loop control system that uses an accurate vehicle model to control
the steering, throttle and brake commands. Since an accurate state estimation is of
prime importance, these controllers are also coupled with advanced state estimators
such as Kalman filters. Controllers need to ensure robustness and stability. Hence,
control methods with formal stability guarantees and capable of ensuring robustness are
preferred. Classical methods like PID are used in commercially available ADAS capable
vehicles. These, however, require expert tuning to have a good tracking performance
and require more complicated formulations like Sliding Mode Control and Adaptive PID
[20]. Advancements in vehicle modelling and onboard computational capability have
enabled the use of optimal control methods, e.g., Model Predictive Control (MPC), Linear
Quadratic Regulator (LQR) [20].
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2.2 Planning for Autonomous Overtaking
The planning module is of utmost importance in autonomous overtaking maneuvers. This
section goes into detail about control architectures in related works, especially the ones
that focus on overtaking maneuvers. Some works have attempted to tackle the problem
without adhering to the hierarchical approach discussed above and instead use a single
control method to capture both behaviour and trajectory planning requirements. Works
that have adopted the hierarchical layered approach are analysed in Section 2.2.
2.2.1 Tackling Behavioural Planning
Finite State Machines (FSMs)
A natural way to think about choosing between different driving behaviours is to consider
them as states and using driving rules and heuristic-based conditions to transition between
them in a FSM framework. This essentially means hand-engineering this rule-based state
machine. This approach was frequently used in early attempts at AD, like DARPA Urban
Challenge [21]. Ardelt et al. [22] described usage of hybrid state machines and decision
trees to define the required driving behaviour depending on the situation and feasibility.
The drawbacks of this approach is that they cannot handle all edge cases that arise in
driving. It is very difficult to manually capture all possible behaviours and transitions in
a state machine and is also prone to error [23]. Furthermore, usage of heuristic rules may
lead to sub-optimal decisions regarding the behaviour. Another challenge is to handle
uncertainty in intentions and trajectories of other participants like vehicles and pedestrians
[18].
Fuzzy Logic Based
Fuzzy logic based behaviour planning proposed by Safiotti [24] is more flexible as they allow
combining different recommendations from concurrent behaviours. Hagras [25] proposed
a hierarchical Type 2 fuzzy controller to better handle uncertainties in the environment.
It was then applied to indoor robot navigation where decision making is required for
navigating through unstructured environments. Jaafar et al. [26] proposed a novel action
selection method using fuzzy logic. Based on sensor inputs, different behaviours are
assigned weights and a final action is selected using Huwicz criterion. These also suffer
from the same lack of generalization that plague FSM based approaches as encoding all
possible behaviours is cumbersome.
Markov Decision Processes (MDP)
The MDPs are a general framework to model decision making and planning in situations,
where outcomes are partly stochastic in nature and partly dependent on decisions (actions).
They are essentially an extension of Markov chains, where transition to future states
depends only on current state. The fundamental issue of an MDP is to identify an optimal
policy that stipulates the action to take at the current state to maximize the cumulative
discounted reward over an infinite horizon [27].
Physical systems are never fully observable in practice. The measurements used to
determine the state of the system inherently contain uncertainty due to noise. The states
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may not be directly measurable and, hence, have to be estimated indirectly. The percep-
tion systems cannot fully ascertain the information of the surroundings due to occlusions
and sensor limitations. These also inject uncertainty into planning [23]. Thus, Partially
Observable Markov Decision Processes or POMDP[28] provides a superior framework that
is better suited to characterize the evolution of the EV and environment consisting of
other actors as a result of any decision. The states can be either continuous or discrete
depending on formulation. The planning framework solves for the optimal sequence of
actions(maneuvers) or policy that maximize a reward function. This reward function can
be formulated to optimize for time or effort, penalize collisions-prone situations.
Brechtel et al.[29] attempts to optimize behaviour planning for intersection merging sce-
narios, by employing a continuous POMDP. This allows for a continuous representation
of the traffic (pose, velocities etc.) compared to relying on a discretized symbolic repre-
sentation for every special driving situation. The process/prediction model that defines
the transition between states is formulated using a hierarchical Bayesian model, hand
engineered from underlying vehicle physics and road agent interaction knowledge.
The most challenging aspect is the development of a prediction model that captures
the transition probabilities between states. Computational complexity in finding optimal
policy is also another hurdle that limits their applicability to real-time situations, especially
those that require states and actions to be modeled as discrete values. Ulbrich et al.
[30] explores a similar POMDP based method which tries to solve many of these issues,
opting for mixed-integer spaces instead of purely continuous states. It also tries to reduce
computational complexity in finding optimal policy by keeping planning horizons short,
having sparse action choices at each state and limiting planning accuracy. Significant
breakthroughs in research on better POMDP solvers and prediction models make these
more viable for use in behaviour planning [31]. However, these works still do not cover
all driving situations and focus only on certain scenarios e.g. lane changing behaviour or
intersection merging. Any attempts to generalize would mean exponentially increasing
complexity in the prediction model.
Deep Reinforcement Learning
One way to side-step formulation of the prediction model is to use Deep Reinforcement
Learning (DRL). It enables learning the suitable behaviour from data. The basic idea of a
RL agent planning method is that it observes some state, which represents the vehicle as
well as the environment. Actions are selected based on the policy and then applied, after
which the agent receives rewards corresponding to action taken. The cumulative reward
is used as feedback to tweak the policy. Similar to MDP-based methods, this reward
can be designed based on desired policy that needs to be learned. The approximation
using deep neural nets (DNNs) avoids the need of explicitly designing prediction models.
Reinforcement learning (RL) has confirmed the capability of solving for the optimal policy.
It can map various observations to corresponding actions in complicated scenarios [32].
You et al. [33] describes one such work where optimal policy learned using RL techniques
specifically Q-learning [34]. Qiao et al. [32] describes a hierarchically structured RL-based
method with two levels similar to the structure of heuristic rule-based methods.The
top-level RL structure choses an option that represents an action subset corresponding to
a task. The lower-level RL structure then chooses an action from this subset. A hybrid
reward mechanism is also proposed that prioritizes the completion of the current task.
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The principle difficulty of these methods is that the agent will only be able to solve the
type of situations it encounters during the training process. Hence the quality of data
used for training is really important. It should capture as many edges as possible. It is
difficult to guarantee functional safety of an RL agent’s decisions due to the black-box
nature of DNNs. Using an underlying safety layer that makes sure that the planned
trajectory is safe before execution by the vehicle control system, is a means of preventing
this problem. Most of these methods are only validated using simulated data and are yet
to be implemented and tested in a high-fidelity simulator let alone in a real world scenario.
Predicting the intent of other vehicles is crucial for any behaviour planning paradigm.
To solve the problem of uncertainty of intent estimation, Mousavi et al. [35] uses a Kalman
filter to track obstacles in the surrounding. A superior probabilistic learning-based method
uses Gaussian mixtures and Gaussian process regression that are proposed in [36], [37].
These methods are able to anticipate the behaviours of other vehicles and obstacles. This
information can then be incorporated into the decision making process. Table 1 gives an
overview of the various behavioral planning approaches in the existing literature that was
discussed.
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Planning Strategy Strengths Weakness
Finite State Machines
(FSMs) • Easy to implement.
• Computationally cheap.
• Existing FSM frameworks
available
• Failure to generalize.
• Depends heavily on heuristics
and lacks optimality.
• Development requires in-depth
knowledge about system and
road rules.
Fuzzy-Based Logic
• Possibility to combine different
behaviours
• Similar drawbacks to FSMs
MDP-based
• Better suited for decision
making.
• Better generalization.
• Optimal solution is possible.
• Requires explicit process model
definition.
• Extent of generalization
depends on prediction model.
• MDP problem is large and
complex in autonomous driving
context.
• Existing MDP solvers
computationally inefficient.
Deep Reinforcement
Learning(DRL) • Enables learning from data.
• Explicit prediction model not
required.
• Capable of finding an optimal
policy.
• Existing RL frameworks can be
leveraged.
• Highly data-dependent (data
needs to cover all driving
situations).
• Prone to bias.
• Cannot ensure optimal solution
every time.
• Cannot ensure safety.
Table 1: Comparison of different Behavioural Planning methods.
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2.2.2 Tackling Trajectory Planning
Once an optimal behaviour is selected, a trajectory that conforms to the behaviour has
to be found; which is termed Trajectory Planning. Trajectory Planning can be further
described as the process of real-time planning of the vehicle’s transition from one viable
state to the next while avoiding obstacles and at the same time satisfying its kinematic
limits based on vehicle dynamics and constrained by occupant comfort, lane boundaries
and traffic rules [20]. Existing planning algorithms that originate primarily from the field
of indoor mobile robotics have been applied with varying degrees of success. Most methods
require modification to fit into the paradigm of AD. The vehicle is a non-holonomic
system and the environment is highly dynamic and the speeds involved are significantly
higher.
Sampling-Based Methods
One way to approach trajectory planning is to sample the state space using rapidly
exploring trees(RRTs) or probabilistic sampling (e.g. Probabilistic Road Maps). They
work well with high-dimensional spaces. Modification [38] to the original RRT formulations
can enable them to handle any vehicle constraints. Khakar et al. [39] describes one such
approach that is able to guide the AV in performing overtaking maneuvers in complex
situations. The main drawback with these methods is that the paths are often jagged and
non-optimal which are detrimental to passenger comfort, unless high sampling resolution
is used [40]. This leads to high computational complexity. High traffic density and road
curvatures also prove to be a achilles heel of these methods.
Potential Field-Based Methods
The core idea behind potential-field based algorithms is to use obstacles and goals as
attractive and repulsive differential fields analogous to electromagnetic or gravitational
fields [41]. These forces are utilized to develop the gradient of a potential field. These
algorithms compute trajectories along the steepest potential gradient in the resulting
field [42]. Khatib [43] describes one such algorithm for indoor navigation and obstacle
avoidance. Vector field histograms [44] and elastic band algorithms [45] also fall under
the same family. It is certain that the computed path will follow the lowest potential,
resulting in collision-free trajectories. The efficiency of the generated potential field
depends largely on its safety and accuracy, which is not possible in AD situations. Wolf
et al. [46] extended this idea for high-speed highway scenarios by conditional buffer zones
(that depend on headway time, velocities) around obstacles and, thus, constrained the
search space to ensure safety in these dynamic environments. Chipade [47] proposed an
overtaking controller utilizing vector field histograms taking into consideration the intent
of the LV and ensuring no collisions. One major drawback of these methods is that the
computed trajectories have the tendency to get stuck at local minima in these fields [42].
It is also not possible to handle vehicle kinematic constraints, thus, can compute infeasible
trajectories that demand unrealistic actuations.
Optimal Control Methods
Optimal control methods try to minimise a performance index (energy, jerk, etc.) or a
cost/objective that capture various kinematic and environmental constraints to obtain
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an optimal trajectory. A general form of this method for a finite horizon is known as
the Constrained Finite-Time Optimal Control (CFTOC) problem [48]. A special case of
a general nonlinear optimal control problem without considering constraints is a LQR.
This works well for linear systems with quadratic costs. In AD though, the model is
nonlinear and costs are almost always represented using non-quadratic functions. It
should also be able to handle constraints on input and control. Iterated Linear Quadratic
Regulator (ILQR) [49] approach for solving nonlinear and non quadratic equations uses
the same process as the LQR solution, but the dynamics and objective function are
linearized and quadratized locally and the LQR solution is iterated to increasingly get
better approximations of the optimal trajectory of the system. ILQR cannot handle
complex constraints which come in the form of state and input for occupant safety and
comfort that should be ensured by an AD system. Constrained Iterative Linear Quadratic
Regulator (CILQR) proposed by [50], [51] is modification to ILQR to directly handle
constraints and ensure the constraints are met for the whole trajectory. Chu et al. [52]
proposed a different approach that selects an optimal path from a finite number of path
candidates that is generated from splines from waypoints that minimizes a cost function
based on path safety cost, path smoothness, and path consistency. Optimal control based
methods are open loop in nature. Trajectories obtained by such open-loop single stage
optimisation do not account for uncertainties in a dynamic environment and, therefore,
these trajectory planning methods have limited potential unless used in either extremely
controlled or structured environments [20].
Model Predictive Control Methods
MPC [53] also tries to solve the CFTOC problem but in a receding time window, hence
MPC is also known as Receding Horizon Control (RHC). This means that an optimal
trajectory is found for the whole prediction horizon, but only the first control input
from the sequence is applied. The solution is then recomputed after every step unlike in
LQR-based control, where there is a single (optimal) solution for the whole time horizon.
This can be desirable due to the highly dynamic nature of autonomous driving. MPC has
seen widespread adoption in most industrial control problems due to the slower sampling
requirements [54]. For application in autonomous driving where MPC should be able to
handle (i) nonlinear vehicle dynamics, and (ii) time-varying state and input constraints
while navigating in a dynamic environment. MPC-based formulations can easily manage
issues in nonlinear multiple-input multiple-output system control, and clearly take both
hard and soft system constraints into consideration [55]. This can also lead to high
computational complexity hindering real-time execution. Feasibility and uniqueness of the
optimisation cannot be guaranteed. This may become an concern of the past as recent
developments in highly efficient algorithms for implementing MPC controllers are showing
promise [20].
Mousavi [35] proposed a stochastic path planning method to keep track of uncertainties
on the environment. The state estimation of EV and obstacles is done using Kalman
filters. Linear-Time Varying Model Predictive Control (LTV-MPC) method is used by
successive linearization of the system model to generate required optimal trajectories and
control inputs. Use of a point-mass system model severely limits the usage of this control
architecture for autonomous driving. Murgovski and Sjöberg [56] employs the MPC to
develop a predictive cruise control system that is able to overtake a slow-moving LV.
The constraints are in the form of mixed-integer lateral limits for guiding the overtake
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maneuver.
Molinari [57] proposes a similar but more efficient mixed-integer based formulation by
reducing the number of binary variables in the obstacle constraints and also considers the
scenario of an oncoming vehicle in the other lane. These methods however do not account
for LVs with variable speeds and curvy roads. The model used is also again a point-mass
model which is undesirable in real-world application since the planner does not take the
non-holonomic system dynamics into consideration. Complex nonlinear system models
that better represent the actual systems like e.g. The Kinematic Bicycle Model [58], helps
predict more realistic trajectories. Linear MPCs are plagued by approximation error due
to local linearization [54] in both system and cost functions. Li et al. [59] proposes a
Nonlinear Model Predictive Control (NMPC) to dynamically adjust an initial reference
trajectory that is predefined using a sigmoid function in accordance with road conditions.
The proposed controller only optimizes the lateral movement of the EV. It might be
necessary to modify the longitudinal position or velocity to account for any dynamic
obstacles which the method does not. However, the method is unique in the way the
predicted motion of the dynamic obstacles is accounted for in the optimized trajectory.
To summarize, MPCs provides a promising approach for trajectory planning due to
its ability to: (i) include system dynamics constraints, (ii) include both hard and soft
constraints, and (iii) perform receding horizon control which allows it to plan feasible
trajectories over a larger operating range [20].
Interdisciplinary Methods
These approaches assimilate features of several planning methods to take advantage of
desirable features of individual methods. For example, Dixit [10],[11] first utilizes artificial
potential fields to generate riskmaps that take into consideration the road layout and
obstacles. Target points are then selected keeping in mind the aforementioned riskmaps and
the reachability of the vehicle which guide the overtaking maneuver. A linear MPC (using
reduced, linear system model) generates trajectories that perform overtaking scenarios.
The obstacle avoidance constraints are simple lines that divide the whole state sub-space
into safe/unsafe regions. The overtaking maneuver is interpreted as a series of consecutive
lane changes that is only suitable for structured highway scenarios. This method will
not be able to manage situations consisting of multiple vehicles (oncoming or otherwise),
and any dynamicity from the LV. The utilization of a simplified, linearised model may
lead to computed trajectory having wide discrepancies from the real-world behaviour.
Motivated by the results presented in this method [11], in this thesis, the reachability
and safety sets combination is also used. However, the method proposed by this thesis
significantly enhances the method presented in [11] in multiple manners, mainly, the
additional ruled-based maneuver selection block and the modified intermediate target
selection. This allows the proposed method to chose the best maneuver for the current
situation be it overtaking or lane keeping, and select a intermediate target that is safe
and reachable, to which a trajectory planner based on an NMPC can generate feasible
trajectories.
Interdisciplinary methods like these, moreover, lack a systematic design procedure and
necessitate extensive experimental tests to be proven road worthiness [20]. Table 2 gives
an overview of the various trajectory planning approaches in the existing literature that
was discussed.
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Planning Strategy Strengths Weakness
Sampling-based meth-
ods (e.g. RRT, PRM) • Collison free trajectories.
• Existing efficient algorithms











• Trajectories can get stuck in
local minima.
• Inability to handle system
constraints (vehicle kinematics
not considered)
• No mechanism to handle
uncertainties
Optimal control (e.g.
LQR, CILQR) • Ability to handle constraints
• Optimal trajectories
guaranteed
• Handle uncertainties through
stochastic formulations
• Open-loop control (no
replanning based on state
feedback)
• Requires local linearization
resulting in approximation
errors.
• Not suitable for highly
nonlinear systems.
• No explicit handling of hard or
soft constraints.
Model Predictive Con-
trol (MPC) • Explicit handling of hard or
soft constraints
• Suitable for highly nonlinear
systems
• Closed-loop control
• Receding horizon results in
reduction of computational
complexity
• Stochastic formulations similar
to optimal control possible
• High computation complexity
due to high-order system
models, nonlinearity, and
non-convexity of constraints
• Feasibility and uniqueness of
optimization cannot be
guaranteed (NMPC)
Table 2: Comparison of different Trajectory Planning methods.
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2.2.3 Combined Behavioural/Trajectory Planning
Some approaches try to tackle both the selection of maneuver and trajectory planning
with a single control approach. Pan et al. [60] uses a CILQR framework discussed earlier
but with an analytic function that adaptively calculates the weights of the cost function
based on some heuristics. This paradigm enables the controller to be scenario-aware to
encourage different behaviours (overtaking vs lane-keeping) based on current situation.
Reinforcement learning is also a possible candidate which can learn a unified policy that
selects the optimal control inputs. Liu et al.[61] describes one such control strategy where
a Long Short Term Memory (LSTM) is utilized to forecast motion of vehicles and then a
RL formulation is used to guide the EV to perform overtaking. However, the development
of end to end RL methods are still in its infancy.
2.2.4 Discussion
After an exhaustive review of the various methods that contribute to solving the problem
of autonomous overtaking, following observations were made.
1. Autonomous overtaking is complex and the environment is constantly changing.
The planning methodology should be able to adapt to it.
2. Proposed methods in the existing literature solve only a subset of challenges.
3. Most methods only consider structured road environments with multiple lanes for
easy overtaking.
4. MPCs are best suited for adapting to sudden changes in the environment.
5. However, most MPC-based methods rely solely on the MPC itself to meet all
environmental and vehicular constraints.
6. Utilization of linear MPCs for planning is inadequate as they do not scale well to
all speeds and maneuvers.
7. MPCs can be effective planners if the number of constraints and optimization
horizons are kept small.
Many existing methods discussed above are suitable only for simple scenarios where the
LV is static or moving at a constant velocity and the simulated road environment consists
of multiple lanes for easy overtaking by executing two simple lane changes. The test
scenarios themselves are set up in a way that maneuvers require only a modification of the
lateral position to complete the overtake maneuver. Even works that consider dynamically
changing environments, is tested in low-fidelity simulations and use LQR based methods
that optimize for the whole maneuver; thereby requiring long optimization time horizons
and failing to account for deviations of the actual vehicle from the system model. In
contrast, this thesis proposes a multi-level planning algorithm that utilizes a rule-based
decision making system which enables selection of maneuvers that are safe and efficient.
The target selection algorithm is then able to adaptively select an intermediate reference
state that is safe and reachable and at the same time helps to keep optimization horizons
small. Such intermediate references ensure that the overtaking maneuver demands minimal
intrusion onto the adjacent lane, which is crucial for single lane overtaking. An NMPC is
further able to plan a trajectory that avoids collisions and adapt to any dynamic changes
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in the environment. The NMPC is also able to correct for any deviations of the actual
trajectory from the planned trajectory resulting from system model/vehicle mismatch,
since state is fed back at every time step.
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3 Autonomous Overtaking Method
This chapter describes the proposed pipeline and the various sub-modules that facilitate
overtaking. First section provides necessary background information such as conventions
followed, and system model used throughout the control architecture. Second section
discusses the behavioural planning stage in detail covering creation of risk maps and
selection of intermediate reference targets. The final section formulates the NMPC used
for trajectory planning.
3.1 Assumptions
The focus of this thesis is on execution of the overtaking maneuver, after a decision to
overtake has been made. Thus, in all scenarios that is considered, overtaking is assumed
to be the best maneuver possible at that instant. In actual real world situations, this
decision is made after careful analysis of the environment. All roads are assumed to be
straight infinite lines and, hence, curved roads are not present in any of the tested scenarios.
The kinematic model of the system used does not include tire interactions. Hence, the
performance of the proposed method is not tested on roads with different coefficients of
friction, e.g., slippery roads. The EV state is assumed to be known with completely at all
times. It is also assumed that no uncertainty exists in the information regarding the road
environment and the other obstacle vehicles (LVs) and is completely known. All tested
scenarios are conducted on single lane roads where conventional overtaking (that consists
of 2 consecutive lane changes) is not feasible. The competence of the proposed method
to adapt to sudden changes in the behaviour of LV (vehicle in front of the EV) will be
explored thoroughly. The following sections will go into detail on the proposed pipeline
and experimental results of the various scenarios that were tested on.
3.2 Proposed Pipeline
The control architecture is broadly split into two main modules that handle behaviour
planning and trajectory planning. The behaviour planning module identifies safe and
reachable regions and makes the decision to overtake based on simple heuristics, such
as closeness of the LV, its relative speed implemented as a FSM. The environmental
information regarding the location of the obstacles and road geometry along with the
current EV state is used to select a suitable reference state (target) that best suits both
the current active behaviour (overtaking or lane keeping) and high level route plan. The
trajectory planning module primarily consists of a NMPC-based trajectory planner. The
reference state (target) serves as an input to the NMPC along with any relevant obstacle
information. The NMPC then plans the optimal trajectory that moves the vehicle from
current state to the desired reference state. The reference state is updated at every control
interval to reflect the progress in the execution of the maneuver and any change in the
desired behaviour. The dynamic obstacle information is also updated so that the NMPC
can modify the path accordingly, to avoid collisions. The current EV state is fed back
to the NMPC to achieve continuous dynamic planning and tracking control. Finally,
a PID-based tracking controller is used for tracking the optimal control inputs a, δf ,
generated by the NMPC is translated into throttle and brake commands. Experiments
were conducted using the Carla AD simulator. The entire planning and control pipeline is
shown in Figure 3.
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Figure 3: Proposed Pipeline.
3.3 Background Information
3.3.1 Conventions
Figure 4 shows the frame of references that is followed in different modules. The World
Frame (W), which is inertial, is located at a fixed point defined by the map used in the
simulator. All other frames of reference are derived from the World Frame. The EV
Frame (E) and the LV Frame (L) are located at the center mass of the respective vehicles.
The simulator (Carla) uses a left-hand cartesian coordinate system (whereas a right-hand
cartesian coordinate system is common in AD applications). It is important to note that
the Tait-Bryan convention [62] (Roll - Pitch - Yaw) of rotational transformations are to
be applied here. Therefore, all information from the simulator is transformed accordingly
for uniformity and conformity.
3.3.2 Vehicle Model
The reachability analysis and the NMPC requires an accurate vehicle model. Low
dimensional point mass-based models are inadequate as they neglect the fact that the
vehicle is non-holonomic due to the 4 degrees of freedom (DOF) that are available for
motion versus the 2 DOF that are controllable. Complex dynamic models based on forces
that act on the vehicle and also incorporate tire dynamics are available and commonly used
[63]. These models normally demand a high computational cost for acceptable real-time
performance. For trajectory planning purposes kinematic bicycle models offer the best
compromise between performance and accuracy as shown by Kong et al. [64] . Hence, a
nonlinear bicycle model [64] is used in this work. The left and right side wheel of each
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Figure 4: Conventions and Frames of Reference.
axle are simplified to a single wheel at the center of the vehicle as shown in Figure 5.
Equations of motion:
ẋ = v cos(ψ + β) (1)
ẏ = v sin(ψ + β) (2)
ψ̇ = v
lf + lr
cos(β) tan(δf ) (3)
v̇ = a (4)









where x and y are the coordinates of the center of mass in an inertial frame (W). ψ is
the inertial heading and v is the speed of the vehicle. These 4 variables together define
the state of the system. Only 2 system parameters are required for identification (lr, lf )
which represent the distance from the center of the mass (CoM) of the vehicle to the front
and rear axles, respectively. β is the angle of the current velocity of the center of mass
with respect to the longitudinal axis of the car. In most vehicles, the rear wheels cannot
be steered, thus, δr is assumed to be 0. a is the acceleration of the CoM in the same
direction as the velocity. Therefore, the control inputs are the front steering angle δf , and
acceleration a.
3.4 Behaviour Planning
Identifying areas that are valid and safe to drive is a crucial part of AD. Different lane
configurations, road boundaries, and other vehicles or obstacles must be considered while
driving. In an AD system, data from various sensors like LIDARs, cameras are processed
by the perception module to extract information like the location of road boundaries,
lane markers, and other obstacles. Since perception processing is out of the scope of this
work, it is assumed that this information is already available. It is also assumed that the
perception layer can detect and track road features and obstacles in a 20 m radius, which
is a reasonable assumption [65]. The maneuver selection is performed by an FSM that
is designed to switch between various maneuvers like lane-keeping, overtaking, and lane
changing based on heuristic rules. The trajectory planning can be then performed that
conforms to the chosen maneuver using the NMPC. It is advantageous to restrict the
planning space to safe and reachable areas thus reducing the overall complexity of the
NMPC. The approach to identifying these areas is discussed in the following sections. All
boundaries and obstacles are represented using polytopes.
3.4.1 Generating Reachable Set
Every vehicle has kinematic and dynamic constraints that limit the configurations in state
space that it can reach. This is known as reachability analysis. It provides a powerful tool
to assess the capabilities of the vehicle and ensure that the state configuration demanded
is within the reach of the system. This reachable space can be computed and represented
in various ways. Many tools exist that perform this reachability analysis. CORA [66],
SpaceEx [67], Flow* [68] are a few of the methods that were considered initially. They use
zonotopes, ellipsoids, Taylor models, or similar set representations to over-approximate
the reachable space. However, these toolboxes require a special setup and do not provide a
straightforward way to integrate into the pipeline. They also do not provide any means to
compute the reachable set online, hence, a simpler quicker way was devised. The reachable
set defines all points the vehicle can reach in the entire time horizon Th (planning horizon).
The reachable set R ⊂ Rm×n for time Th can be represented using polytopes that bound
the reachable space. Since the position of the EV is more important for trajectory planning
and collision avoidance, the reachable set is limited to 2 DOF; x, y, which are longitudinal
and lateral positions, respectively. The kinematic model (described in section 3.3.2) is
utilized to find the bounds. Using extremes of actuation, namely, front steering angle,
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δf , and acceleration, a, possible with the vehicle, the system model is simulated for time
Th. The reachability set also excludes regions of space reachable only by exceeding the
desired velocity. Desired velocity vdes is limited by speed limits and comfort preferences.
Boundary of reachable set R ⊂ Rm×n is given by
δfmin < δf < δfmax (6)
v ≤ vdes (7)
amin ≤ ax ≤ amax (8)
Even though these are the bounds for the reachable set, the actual computation was
further simplified by just considering the points reachable with the velocity vdes without
accelerating as every other limit give reachable sets that are a subset of this set. Reverse
driving is not considered in this reachability analysis since it is not required for any of
the maneuvers that are tackled in this thesis, thus, velocity is always 0 or positive and
acceleration in the negative direction refers only to a deceleration in the ego car frame
(E). Reverse driving will be considered if this control paradigm is expanded to other
maneuvers. An example of the reachable set R generated is shown in Figure 6 represented
using a yellow polytope.
3.4.2 Generating Safe Set
It is possible to express the road boundaries and lane markers as constraints in the NMPC
during trajectory planning. This approach can lead to a complex control law that may
result in increased computational requirements and chances of optimization failure. So, it
Figure 6: Polytope representing reachable set.
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was decided to identify the safe driving zones beforehand and limit the trajectory planning
to these regions. Artificial potential fields as described in Wolf et al. [46] was adapted for
this purpose. It is employed to create a local risk map of the surroundings, which can
be used to identify safe driving zones. Every road feature and obstacle is mapped to a
potential function that assigns a risk value to all points in space. All roads are assumed
to straight infinite lines but these fields can be easily adapted to curved roads. A grid of
20x20 m with a resolution of 0.5 m with the EV at the center is used for mapping these
fields. The set of all points that are in this grid is represented by G. All potential fields
are calculated with respect to the EV in E frame.
Road Potential Function
The road potential function is given by an exponential function so that the risk value
approaches infinity at road edges. This ensures that the road edges and the space beyond
is marked as unsafe. The road potential [46] Uroad is given by:
Uroad = 0.5η exp
(︄
1
sin(ψ)(x− yi) + cos(ψ)(y − yi)
)︄2
(9)
where η is a scaling factor and yi is the ith road edge y-coordinate, i ϵ 1, 2. ψ is the heading
of the car used to account for the heading of the car with respect to the roads.
Car Potential Function
A repulsive field is generated around all obstacle vehicles to mark them as unsafe areas,
thus, enabling the EV to keep a safe distance from them. These fields are based on
Yukawa potential [69] which are exponential and approach infinity near the boundaries
of the obstacle vehicles. This only embeds the position and orientation of the obstacles
in the potential fields. It is beneficial to inflate the obstacle bounds to include velocity
information. This can ensure that the EV keeps a safe distance from LVs while overtaking
or lane-keeping. This is similar to the approach by Wolf et al. [46], though in that case,
triangular wedges were used to guide computed path in such a way as to encourage lane
change as the EV gets closer to the LV. In the proposed method, the triangular wedges
serve as safety margins for the safe set generation. To this effect, the original obstacle
bounding box is augmented with triangular wedges in the front and back of the obstacle
vehicles. A modified sigmoid function based on the relative and absolute velocities of
the obstacle vehicles is proposed to calculate the vertices of the triangles. The use of a
sigmoid function limits the size of the triangular wedges at very high velocities.




1 + e−γ(vLV −C)
)︃
(10)
It only depends on the velocity of the LV, thus, high velocities of the LV translate to a
high safety margin in front of the LV. Thus it ensures EV keeps enough distance in front
of LV during the final phase of the overtaking maneuver.













Figure 7: 3D risk map showing the U(p).
where vEV is velocity of the EV and vLV is the velocity of the LVs. The second term that
depends on the relative velocity of the EV with LV, is added to expand the safety margin
to account for the difference in velocities of the two vehicles. Dmax is the maximum length
of the vertex, thus, limiting the size of the triangle. Kabs, γ and C are parameters that
determine the scaling of the vertex length with respect to velocities.
After the triangular wedges are added to the LV polygon as described above, the final
polygon B is created for each LV. The minimum distance from the EV to this polygon B
is given by Kd:
Kd = min
b∈B
∥pEV − b∥2 (12)
where B is the set of points comprising the boundary of the LV. pEV is the current
position of the EV in E frame.
The potential function that exponentially increases as the distance to LVs decrease ULV s
is given by the following expression:





where α is a exponential scaling factor that determines the steepness of the potential field
towards the boundary of the LV. Acar is the amplitude of the Yukawa amplitude. The
final combined potential field U(p) (illustrated in Figure 7) is given by:
U(p) = Uroad + ULV s (14)
The safe set is then given by all points in G that have total risk values below a certain
safe threshold Uthreshold. Safe set S is given by:
S = {p ∈ G : U(p) ⩽ Uthreshold} (15)
This safe set is updated at each time interval so that the risk map reflects the dynamic
changes in the environment. Since the shape of the triangular wedges that were used
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Figure 8: Plot showing the safe and reachable area (shown in green).
augment the LV polygons depends on the relative and absolute velocities of EV, this
directly influences the safe set at every time step. The final safe and reachable set SSR is
obtained from the intersection of safe set and reachable set.
SSR = S ∩R (16)
Thus, the safe and reachable set SSR is generated, which is shown in Figure 8.
3.4.3 Behaviour Selection
Rule-based Strategy
After identification of safe and reachable areas, a suitable maneuver has to be chosen
by the AD system. The process that goes into deciding the best maneuver is complex
and depends on many factors such as the current road layout, applicable traffic rules,
and intentions of the passenger. The decision-making process is also affected by the
existence of vehicles other than the LV. Since the thesis focuses primarily on a subset of
all possible maneuvers, mainly overtaking, the approach was kept simple by using a finite
state machine (FSM) for the selection of maneuver. The proposed FSM uses heuristic
rules to dictate state transitions. This approach was selected due to its relative ease of





FSM selects the desired longitudinal and lateral positions pdes = [xdes, ydes], which is the
end target on completion of the maneuver.
Overtaking Mode
When the EV detects a vehicle in front, overtaking mode is selected if overtaking is allowed.
The desired position is selected as the point at the center of the lane, dovertake distance
in front of the LV (L frame) to facilitate overtaking. The position is calculated in the
LV frame (L) which eliminates the necessity of updating it. This also ensures that the
EV keeps certain safe distance from the previous LV when the overtaking maneuver is
complete.
Lane-Keeping Mode
When the overtaking maneuver is complete and the EV is at safe distance in front of the
current LV, the behaviour selection logic switches to lane-keeping mode. This is achieved
by selecting a desired position pdes that is distance dcruise away from the current position
of the EV (pEV ).
Lane Changing
In certain situations, overtaking may not be permitted by the active road rules and traffic
conventions. In these situations, a lane change may be possible if EV is travelling on a
multi-lane road and there are no other vehicles in the adjacent lane. Consequently, as the
EV approaches the LV, pdes is chosen as a point in the center of the adjacent lane.
The above rule-based strategy is illustrated as a flow chart in Figure 9. This module
also decides on desired heading ψdes and desired velocity vdes based on the behaviour. ψdes
is selected such that the final heading after maneuver aligns with the curvature of the
road. The vehicle should not violate any speed limits and or cause any sort of discomfort
to passengers due to excessive speeds. Thus, vdes is decided based on active speed limits
and passenger comfort. The pdes chosen above is currently in the LV frame (L) and is
transformed to the EV frame (E) before generating the final desired state Xdes.
Xdes = [xdes, ydes, ψdes, vdes] (17)
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Figure 9: Flow chart illustrating the rule-based logic of the FSM.1
1Remark: All the possible scenarios and transitions, e.g. Aborting Maneuver, were not considered in
the final rule-based strategy that was implemented due to lack of time and for the sake of simplicity
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Intermediate Reference Point Generation
This is a crucial step in the control process where a suitable intermediate state Xref is
selected from the safe and reachable set SSR described in the previous section, which
conforms with the maneuver chosen by the behaviour selection FSM. This approach is
similar to one taken by Dixit et al. [10], [11], though, it has been modified to improve
the selection of intermediate reference point for single lane overtaking. The modifications
allow for minimal intrusion onto adjacent lanes while overtaking. In practice, this is
achieved by selecting a point pref that is in the reachable and safe set SSR and minimizes




This is repeated at every time step, after which pref moves closer to final target pdes until
it coincides with it. The intermediate reference point selection process remains the same
regardless of the maneuver selected. This iterative process is able to guide the NMPC to
perform the required maneuver, consequently, reducing the complexity in the design of
the NMPC. This also captures any sudden changes in the environment or in the state
of the LV, thus, ensuring that the Xref is always safe (lies in the safe and reachable set
SSR). The overall behaviour selection and intermediate target selection is illustrated in
the Figure 10. Thus, the intermediate target selection ensures that:
• The NMPC always receives a reference target state that is safe and reachable.
• The length of trajectories planned by the NMPC are kept short, thus, requiring a
short prediction horizon.
The pref was computed from the safe and reachable set and is in the EV frame (E). Since,
the next stage of planning (NMPC Trajectory Planning) operates in the world frame (W),
necessary transformations are applied beforehand. Finally, the intermediate reference
target Xref provided as input reference to the NMPC is:
Xref = [pref , ψdes, vdes] = [xref , yref , ψdes, vdes] (19)
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Figure 10: Iterative selection of reference point.
3.5 Trajectory Planning
The next phase of planning involves generating a trajectory that follows the system
dynamics, devoid of collisions, obeys state and control limits. Since this problem can be
easily formulated as an optimal control problem (CFTOC), an NMPC can be used for
solving it. An NMPC plans an optimal trajectory from the current state xk = [x0, y0, ψ0, v0]
to the reference state Xref = [xref , yref , ψdes, vdes] and generates necessary optimal control
inputs to the system in form of acceleration a, and front steering angle δf . To review, a















where N = Th is the planning horizon, lk0 is the running cost and LN is the terminal cost.
xk is the state vector and uk control input to the system, defined by system model at time
step k.
This is subject to system model equation,
xk+1 = fk(xk, uk), (21)
and input constraints, state constraints and other custom constraints
umin ≤ uk ≤ umax, input constraints
xmin ≤ xk ≤ xmax, state constraints
gk(xk, uk) ≥ 0 other constraints
(22)
For trajectory planning, the system model fk(x, u) is the nonlinear kinematic bicycle
model discussed in the previous section. Input constraints are limits on the control
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inputs acceleration a, and front steering angle δf . This avoids control actions that are
unreasonable and impossible due to physical system constraints. State constraints are hard
limits that restrict the state space. gk(x, u) constitutes a family of nonlinear functions
that can express various constraints as functions of both state and control inputs. This is
later used for specifying collision avoidance constraints. In a NMPC, the above CFTOC
problem is solved at each time step as a receding horizon optimal closed loop control
problem. Since the current state is fed back and replanned at every time step, NMPC
is able to compensate for model/plant mismatch and adapt to dynamic changes in the
environment. A suitable solver is used for solving the optimization problem J(u, x) at
every time step, e.g. sequential quadratic programming(SQP) or interior point solver [70].
3.5.1 Obstacle Avoidance Constraints
Even though the reference state Xref is safe, it is necessary to ensure that the trajectory
planned by the NMPC is also safe and free from collisions. To achieve this, the obstacle
avoidance is expressed as state constraints in the form of constraint function gk(x, u).
For example, in Mousavi et al. [35], the obstacle avoidance constraint is a set of simple
lines that divide the space into safe/unsafe regions. The intersection of these individual
regions give the final safe space for vehicle trajectory. Hence, the constraints are linear.
The disadvantage is that the unsafe region is not restricted to the obstacle and requires
updating at every time step. In [51], the collision avoidance is expressed as the minimum
distance from the polygon that encompasses the obstacle vehicle. This gives the best
representation of the obstacle and the safe region is only devoid of the obstacle polygons.
The drawback is that this function is neither continuous nor easily differentiable. Many
CFTOC solvers like SQP require that the constraint functions be continuous and twice
differentiable. To achieve both, the following approach is adopted in this thesis. The
obstacles are represented using higher order ellipses. The equation for a higher-order
general ellipse is given by(︄





(x− xe) sin(ϕ)− (y − ye) cos(ϕ)
b
)︄n
−1 = 0 (23)
where a is the sub axis (radius) of the X axis of the ellipse given by a = f. (Lo+Le)2α α and b
is the sub axis (radius) of the Y axis of the ellipse given by b = f. (Wo+We)2α . Lo is length of
the obstacle vehicle, Le is length of the EV. n is the order of the ellipse, α is the inflation
factor, Wo is width of the obstacle vehicle, We is width of the EV. xe is the center at the
X axis of the obstacle ellipse given by x-coordinate of the center of mass of the vehicle.
ye is the center at the Y axis of the obstacle ellipse given by y-coordinate of the center of
mass of the vehicle. ϕ - orientation in radians of the ellipse given by the heading of the
obstacle vehicle.
Higher-order ellipses are used because they represent the vehicles, which are usually
rectangular in shape more accurately, as shown in Figure 11. The parameters of the ellipse
encompassing the rectangular obstacle vehicle are calculated using the length and breadth
of the obstacle rectangle. The ellipse is also padded with the length and breadth of the EV,
and an inflation factor α to ensure that collisions do not occur during the entirety of the
maneuver. It is important to note that the safety constraints formulated for the NMPC
are different from that which was considered for behaviour selection and intermediate
reference point selection. In the latter, velocity inflation margins are used to augment the
obstacle footprint while generating the safe set. However, in the purview of the NMPC,
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Figure 11: Comparison between using standard ellipses vs higher-order ellipses for LV obstacle avoidance
constraint.
this was avoided, instead only using the bounds of the obstacle vehicle to form the safety
constraint as discussed above. This was done to simplify the approximation of an obstacle
using ellipses. The inclusion of triangular wedges that embedded the velocity information
will lead to unnecessary restrictions and reduce the available space for trajectory planning.
The velocity inflation is artificial and will not actually cause collisions if violated. Moreover,
intermediate reference points are anyway chosen keeping these safety margins in mind.
The future trajectory of the LV is not currently considered in the obstacle avoidance
constraints. Instead, the NMPC will dynamically change the trajectory to account for the
motion of the LVs at each time step.












− 1 ≤ 0 (24)
where i indicates the index of the obstacle, i = 1, 2, 3...N , N = Number of obstacles under
purview of the NMPC.
3.5.2 Nonlinear Model Predictive Controller Trajectory Planner
The following section describes in detail the specifics of the NMPC formulation and the
control loop that computes the optimal trajectory and control inputs uk at every time
step k (Illustrated in Figure 12).The NMPC planning is carried out in the world frame
(W). Therefore, all inputs to the NMPC such as reference target Xref , state feedback,
obstacle polygons are transformed to the world frame (W).
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Figure 12: Overview of a MPC/NMPC.
System Model
As stated earlier, the system model used is the nonlinear kinematic bicycle model discussed
in section 3.3.2. Since the proposed pipeline is tested in simulations, it is assumed that
the system is completely observable and no uncertainty exists in the state feedback. Thus,
no measurement model was considered. In practical applications, though, it is necessary
to have a measurement model as all states may not be observable and might have plant
and measurement noise that should be accounted for. A state estimator such as Kalman
filter can be used for this purpose [71].
Constraints
Apart from the obstacle avoidance constraints, control inputs are also constrained. This
is in order to limit the acceleration and steering angle inputs to what is capable by the
vehicle. The acceleration in the positive direction is limited by power of the engine, mass
of the vehicle. given by amax. The acceleration in the negative direction is limited by the
braking capabilities of the vehicle, given by amin. The steering angle is also limited to
δfmin and δfmax.
Cost
The cost function Jk for every control step k is a standard quadratic cost with weights wx








where N = Th is the planning horizon, rk,i|k is the reference value for i prediction horizon
step, xk,i|k is the predicted state vector at i prediction horizon step, ∆uk is the change in
the control inputs from i− 1 to i prediction horizon steps.
wx penalise deviation from state reference Xref and wu penalise sudden, large changes
in the control inputs. During the overtaking maneuver, it is crucial to keep the lateral
position y, in check where as heading ψ and velocity v can be more flexible. Therefore,
the weights wx are chosen to facilitate this. The steering angle and acceleration cannot
instantaneously change in a real vehicle due to the physical constraints. Hence, appropriate
penalization on uk are also applied for discouraging this behaviour. The numerical values
of the weights along with other simulation parameters can be found in Appendix A
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Solver
A general purpose SQP(Sequential quadratic programming) [70] solver is used for solving
the CFTOC problem (20 - 22). Many implementations of this algorithm are available
e.g. MATLAB Optimization Toolbox [72], Python - SciPy [73] etc. The overall planning
algorithm from behaviour planning to the trajectory planning stage is described in
Algorithm 1.





wk, wu ←− initializeWeights
while TRUE do




SSR = S ∩R
xdes ←− selectBehaviour()
xref ←− getIntermediateReference(xdes, SSR)
begin Trajectory Planning Phase
xk ←− getCurrentState()
gki ←− getCollisionAvoidanceConstraints()
uk ←− solveNMPCstep(xk, uk−1, xref , N)
applyOptimalControlInput(uk)
k ←− k + 1
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4 Experimental Design
This chapter explains in detail the development process that went into setting up the
proposed pipeline and the simulation environment. Various simulated scenarios used to
test the proposed solution are also discussed.
4.1 Implementation Details
The proposed pipeline, except for the NMPC, was developed in Python. The NMPC
was developed using the Model Predictive Control Toolbox [72] from Mathworks. The
Robotic Operating System (ROS) [74] framework was used to integrate and facilitate the
inter-module communication. The Carla simulation engine [75] was used to create test
scenarios and simulate the vehicle physics. Some background information regarding these
tools is given below.
4.1.1 Robotic Operating System
ROS is an open-source middleware software framework that serves as a platform for
different software components to communicate with each other. These components spawn
processes, known as nodes, that communicate through topics and services using ROS
messages which are defined data structures that carry different data or message types.
Message transfer between these nodes follow a publisher-subscriber system. Nodes that
want to send messages publish it to a topic and the nodes that wish to receive these
messages subscribe to the respective topic. A node can also advertise services. Upon
invoking a service request, the node performs certain actions at the end of which it returns
a result similar to client-server paradigm. The ROS master, which is the main node, keeps
track of all other registered nodes and facilitates information exchange between them.
4.1.2 CARLA Simulation Platform
Several simulation platforms such as CarSim, LGSLV, IPG Carmaker. were considered
for testing the proposed method. Ultimately, CARLA (Figure 13), a simulator for AD
research, was selected since it has a strong community, is open source as well as having
built-in ROS integration. It provides state-of-the-art rendering quality, realistic physics
and a basic NPC logic. CARLA is designed as a server-client system where the server runs
the simulation and renders the scene, and the clients connect to the server and requests
for information or changes in the simulation via TCP/IP socket communication. The
client sends commands and meta-commands to the server and receives sensor readings
in return. A Python API is provided at the client side, which can be utilized to develop
code that controls the simulation, and administers commands to control the EV and other
non-player characters e.g. LVs.
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Figure 13: Carla Simulator.
4.1.3 Model Predictive Control Toolbox
The trajectory planner was formulated as NMPC as discussed in Section 3. Thus, a suitable
model predictive control library was required for implementation. Some existing Python
libraries such as SciPy and Do-mpc were considered initially as viable candidates. SciPy
offers SQP optimization but lacks the framework for an easy application of MPC paradigm
in control applications. Do-mpc offers an open-source toolbox in robust model predictive
controls and supports optimization of nonlinear systems. Ultimately, the Model Predictive
Toolbox from Mathworks was chosen since it offers an easy integration with Simulink,
thereby enabling GUI-based development and has a more comprehensive documentation.
Integration of the trajectory planner developed using this toolbox with the overall pipeline
was straightforward since MATLAB offers ROS support. Though there was an option to
specify the analytical Jacobians of the system model and constraint for better performance
of the SQP solver, initial attempts to implement it failed and later abandoned due to lack
of time. The SQP solver was eventually configured to compute the Jacobians numerically.
4.1.4 Pipeline Development
As mentioned earlier, the components were developed in Python and integrated as ROS
packages. The implemented pipeline and their inter-component communication is shown
in Figure 14. The data comprising of vehicle and environment state were queried from
the simulator using the CARLA Python API. Information regarding road boundaries and
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Figure 14: Block diagram showing the overall simulation setup.
lanes was not directly available from the simulator, therefore, an algorithm was developed
to generate it using the provided CARLA API. In a real AD stack, this information
is be available from the Perception Layer. The state information of other vehicles and
obstacles was also directly available by querying the simulator. This information was used
to generate the safe set and the reachable set. Shapely [76], a manipulation and analysis
of planar geometric objects library, was extensively used to represent the vehicle bounding
rectangles and boundaries of the safe and reachable set. It was also used to analyse
and filter out non-drivable regions. The generation of reachable sets required solving of
differential equations with different initial conditions. This was done with the help of the
SciPy library [73]. The intermediate reference state selected along with EV state and
obstacle information was published as ROS messages in the next step of planning.
The NMPC was developed as a Simulink model in MATLAB. MATLAB supports
ROS integration and is able to subscribe or publish ROS messages through the ROS
Toolbox, that enables Simulink models to interface with ROS server. The toolbox comes
with built-in support for common ROS message types and also supports addition of
custom messages types if required. These features were necessary to subscribe and publish
messages to CARLA ROS bridge. The simulink model subscribes to these messages so
it is able to plan the optimal trajectory and compute corresponding control commands.
It then publishes these final commands that control the EV in the simulation. Since
the NMPC generates control commands in the form of acceleration a and front steering
wheel angle values δf , they require translation to throttle, brake and steering wheel values.
Acceleration can be positive, indicating that throttle has to be adjusted, or negative,
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indicating brakes have to be applied. This was achieved using a bank of PID controllers
that map positive acceleration values to throttle command that varies from [0, 1] and
negative acceleration values to brake command that varies from [0, 1]. The PID was also
tuned to achieve optimal response. These were the commands that were finally published
by the model. The steering angle values δf was mapped to CARLA steering commands
which range from [−1, 1] using simple scaling and output saturation. To ensure that
the simulation and MATLAB NMPC planner runs in step, the CARLA simulator was
configured to run with fixed time-step and in synchronous mode.
4.2 Test Scenarios
Various driving scenarios were developed in the CARLA simulator to test the proposed
pipeline. The aim of these test scenarios was to evaluate the proposed pipeline in terms
of its capability to control the vehicle optimally in multiple overtaking and lane keeping
situations. The scenarios were developed keeping in mind the complex situations that
can arise in a real world driving situation. Different vehicle types such as motorcycles,
bicycles, and cars with different dimensions were used as LVs in these scenarios to evaluate
the ability of the planning algorithm to adapt.
The test scenarios were broadly classified to scenarios where overtaking was allowed and
where it was not.
Scenarios with No Overtaking
These scenarios focus on driving situations where the EV is supposed to keep to the center
of the current lane and maintain a constant speed. Overtaking is not allowed under any
circumstance. This is done to simulate road conditions/rules that do not allow overtaking,
for example, single lane roads with continuous lane markings, overtaking forbidden by
law.The vehicle can either change lanes in case of a multi-lane road or follow the LV
keeping safe distance.
• Scenario 1 - Simple Lane keeping - In this scenario, the EV which is at rest is
supposed to accelerate and eventually maintain the desired velocity vdes, at the time,
keep to the center of the lane adjusting for any slight curvature of the road.
• Scenario 2 - Lane Change, Static Vehicle - In this scenario, overtaking is forbidden
but lane change is allowed, if safe. It simulates multi-lane roads where lane change
can be a viable option. The obstacle is static and represents malfunctioning vehicle
or any other obstruction. The EV is expected to change lanes if it is safe. After
the lane change, the EV is expected to switch to lane keeping behaviour while
maintaining vdes.
• Scenario 3 - Lane Change, Moving Vehicle - This scenario is similar to the previous
one except the obstacle in front is moving. Overtaking is not allowed and since the
desired velocity vdes of the EV is higher than that of LV vobstacle, it has to execute a
lane change. After the lane change, the EV is expected to switch to lane keeping
behaviour while maintaining vdes.
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Scenarios with Overtaking
In these test scenarios, the overtaking is allowed. All scenarios are on a single lane roads
with dashed lane markings. Thus, the EV is allowed to overtake the LV or obstacle with
minimal intrusion on to the opposite lane. LVs can be static, moving at fixed speed or
even have dynamic speeds. Overtaking is allowed and encouraged in the following subset
of scenarios.
• Scenario 4 - Static Vehicle - In this scenario, the EV is expected to overtake the static
LV in front of it, all the while avoiding collisions. After the overtaking maneuver,
the LV is supposed to resume lane-keeping behaviour.
• Scenario 5 - Small Static Vehicle - This scenario is set up in a similar manner to
the previous one except for the size of the LV. It tests overtaking scenarios where
the obstacle might be a small vehicle like a bicycle or motorbike. The planning
algorithm must adapt and plan a trajectory that does not significantly encroach on
to the other lane, thereby, increasing the risk of head-on collisions with oncoming
traffic.
• Scenario 6 - Moving Vehicle - This scenario is similar to scenario 6, except the
LV is moving at constant velocity. Since the vdes = 8.33m/s is higher than the
vlead = 3m/s , the EV should overtake the LV and then resume lane keeping mode.
• Scenario 7 - 2 Vehicles - In some situations, the EV might not be aware of a second
obstacle vehicle in front of the LV. This may be due to perception limitations and
sensor obstruction by the LV. Thus, the planning algorithm has to adapt to the
existence of a second obstacle in the middle of the overtaking maneuver. Also,
EV should be able able seamlessly switch between lane keeping and overtaking
mode, and, thus, overtake vehicles as and when they are encountered. The LVs
can potentially occupy any position on the road, e.g., parked haphazardly on the
curb. These situations are tested in the following scenarios. The EV is supposed to
overtake both vehicles while avoiding any collisions.
Each scenario was also repeated 3 times using the same parameters to reduce the prob-
ability of a chance success. The following factors where used to evaluate the performance
of the proposed method in each test scenario.
• Success in selection of optimal maneuver
• Number of collision events
• Adherence to road layouts
• Intrusion onto the adjacent lane during overtake
• Adaptability to change
• Violation of state and control input constraints
• Quality of overall trajectory w.r.t. unnecessary heading and speed changes
• Sudden changes in acceleration and steering inputs
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Each simulation was closely observed during execution to detect any collisions. The
data consisting of positions, velocities, headings, control inputs of the EV, and positions,
velocities of LVs over the course of each scenario simulation was gathered after each
simulation and graphically plotted for further analysis.
The simulations were carried out on a laptop configured with Core i7 (8th gen) processor
with 16GB RAM and a Nvidia Geforce 1050 Ti (4 GB) graphics card running both the
ROS server and MATLAB instance. The results of the various test scenarios are discussed
in the following section. The various parameters used for the simulations like the NMPC
weights, vehicle parameters etc. are given in the Appendix for reference. The prediction
horizon of the NMPC, given by Thorizon/∆ts, is 20.
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5 Results
In all figures, the desired reference point pdes selected by the rule-based strategy is shown
in green. The intermediate reference point Xref finally selected by the behaviour selection
module (BSM) is shown in yellow. The EV bounds are represented using blue polygons
where as obstacles are represented using red shaded polygons. The obstacle vehicle in front
of EV is referred to as the LV. It is to be noted that plots that show the trajectories (Top
view of the maneuver) has different x and y scaling so as to fit the entire evolution of the
EV trajectory in one plot. There is a delay ( 1s) between initial application of acceleration
to point where the velocity starts to increase in every scenario. The acceleration commands
are mapped to the engine throttle command using a PID, as discussed in the Section 4.
Thus, the inertia and frictional forces of the simulated EV has to be overcome before the
EV can start moving. Also, the PID introduces certain amount of lag, contributing to the
delay.
5.1 Scenarios with No Overtaking
Scenario 1 - Simple Lane keeping
(a) Top view of the maneuver in the world frame (W).
(b) Lateral Position y with road/lane boundaries.
(c) v & ψ : Vdes = 8.33m/s(30km/h).
(d) Control inputs a,δ.
Figure 15: Simulation Results: Scenario 1 - Simple Lane Keeping.
Since in this scenario there are no obstacles in the form of any LVs, the lane-keeping
maneuver is successfully selected by the rule-based BSM. pdes is selected as point, dcruise
distance ahead of the EV. EV was able to keep to the center of the lane while achieving
the desired velocity as shown in Figure 15. The chosen reference points Xref seem to
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sway from side to side, leading to a slight oscillation in the overall trajectory. The control
inputs that were generated by the NMPC do not violate any of the hard constraints,
always keeping them between control input limits [amin, amax] and [δmin, δmax]. However,
sudden changes in acceleration input were observed which is detrimental to the comfort
of the passengers.
Scenario 2 - Lane Change, Static Vehicle
(a) Top view of the maneuver in the world frame (W).
(b) Lateral Position y with road/lane boundaries.
(c) v & ψ : Vdes = 8.33m/s(30km/h).
(d) Control inputs a,δ.
Figure 16: Simulation Results: Scenario 2 - Lane Change, Static Vehicle.
As seen in Figure 16, the EV approaches the LV and proceeds to attempt lane change to
circumvent it. The pdes is selected as the center of the adjacent lane on the left. The EV
then proceeds to complete the lane change maneuver meanwhile keeping a safe distance
from the vehicle. No collisions were observed during the whole scenario. It then resumes
lane-keeping and maintains vdes. The selection of Xref shows a slight deviation from the
lane center when lane-following, similar to the swaying nature observed in the previous
scenario. At the moment just before the switch to lane change mode, the chosen Xref
starts to deviate to the left of the lane center even though the pdes is still at the center
of the lane. This is due to the triangular velocity safety margins behind the LV that
influence the safe set (not shown in Figure). The bounds of the EV violated the road
boundaries for a short period during the lane change maneuver. This was due to the large
inflation radius of the LV obstacle avoidance constraint as is evident from Figure 16a.
This indicates that the inflation radius requires more fine-tuning. The control inputs that
were generated by the NMPC do not violate any of the hard constraints, always keeping
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them between control input limits [amin, amax] and [δmin, δmax]. However, sudden changes
in acceleration input were still observed.
Scenario 3 - Lane Change, Moving Vehicle
(a) Top view of the maneuver in the world frame (W).
(b) Lateral Position y with road/lane boundaries.
(c) v & ψ : Vdes = 8.33m/s(30km/h).
(d) Control inputs a,δ.
Figure 17: Simulation Results: Scenario 3 - Lane Change, Moving Vehicle.
As seen in Figure 17, the EV approaches the LV and proceeds to attempt lane-change to
circumvent it. The LV is constantly moving forward and as the EV approaches the LV from
behind, the triangular velocity safety margins cause the chosen Xref deviate to the left,
similar to the previous static lane-change scenario. Since the LV is still moving to influence
the safe set, it causes the chosen Xref to oscillate between the keeping the center of the
lane and deviating to the left for short period. Eventually, EV approaches the LV close
enough to trigger the lane-change and proceeds to complete the maneuver successfully.
The EV then resumes lane-keeping afterward and maintains vdes. No collisions were
observed during the entire scenario, though, road boundaries were violated by a corner of
the EV for a very short period. The control inputs that were generated by the NMPC
again do not violate any of the hard constraints, always keeping them between control
input limits [amin, amax] and [δmin, δmax]. However, sudden changes in acceleration input
were more pronounced during this scenario.
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5.2 Scenarios with Overtaking
Scenario 4 - Static Vehicle
(a) Top view of the maneuver in the world frame (W).
(b) Lateral Position y with road/lane boundaries.
(c) v & ψ : Vdes = 8.33m/s(30km/h).
(d) Control inputs a,δ.
Figure 18: Simulation Results: Scenario 4 - Overtake - Static Vehicle.
Figure 18 shows the EV executing the overtaking maneuver. As it approaches the LV,
the BSM detects the obstacle in front and switches to overtaking mode successfully. The
pdes is chosen dovertake in front of the obstacle vehicle. The intermediate reference points
Xref that is chosen, guide the NMPC to perform the overtake. The overall trajectory
planned by the NMPC is smooth without any sudden heading changes. The overtaking
maneuver causes the velocity to briefly fluctuate significantly above vdes as there are no
hard constraints on the velocity of EV. No collisions were observed during the entire
scenario and unlike previous scenarios, road boundaries were not violated by the bounds
of the EV. The intrusion onto the adjacent lane was just enough to ensure no collisions
and the time spent on the adjacent lane was also minimal ( 2s). The control inputs that
were generated by the NMPC again do not violate any of the hard constraints, always
keeping them between control input limits [amin, amax] and [δmin, δmax]. However, sudden
changes in acceleration input can still be observed. The steering angle inputs also seem to
contain significant oscillations that might be undesirable to the comfort of the passenger,
though, this does not translate to any oscillations in the actual heading of the vehicle.
This may be due to the simulated inertia and limits on the rate of change of steering
commands.
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Scenario 5 - Small Static Vehicle
(a) Top view of the maneuver in the world frame (W).
(b) Lateral Position y with road/lane boundaries.
(c) v & ψ : Vdes = 8.33m/s(30km/h).
(d) Control inputs a,δ.
Figure 19: Simulation Results: Scenario 5 - Small LV.
As Figure 19 shows, the EV approaches the LV, completes the overtaking maneuver,
and then resumes lane keeping. The graph showing the lateral position of the EV indicates
that the planned trajectory has very minimal intrusion on to the adjacent lane without
requiring any changes in the parameters. The EV did take longer to resume lane change,
as pdes was chosen with the same dovertake distance from LV as in the previous scenario. No
collisions were observed during the entire scenario. The control inputs that were generated
by the NMPC again did not violate any of the hard constraints, always keeping them
between control input limits [amin, amax] and [δmin, δmax]. The steering angle inputs again
seem to contain significant oscillations that are undesirable. Moreover, in this scenario,
it also seems to affect the actual heading of the vehicle causing brief fluctuations in the
heading.
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Scenario 6 - Moving Vehicle
(a) Top view of the maneuver in the world frame (W).
(b) Lateral Position y with road/lane boundaries.
(c) v & ψ : Vdes = 8.33m/s(30km/h).
(d) Control inputs a,δ.
Figure 20: Simulation Results: Scenario 6 - Moving LV(3m/s).
As expected, the EV can overtake the LV successfully without any collision events.
Figure 20 illustrates the trajectory in detail. The EV had to travel more distance in the
adjacent lane to complete the overtake as the LV was moving; as a result, time spent on
intruding on the adjacent lane was higher ( 4s). The chosen reference points Xref again
seem to sway from side to side, leading to the oscillation at the start of the maneuver.
The same test scenario was also attempted with different velocities (≤ vdes) for the LV
and the planning algorithm was able to successfully execute the overtaking maneuver
every time. No collisions were observed during the entire scenario and road boundaries
were not violated by the bounds of the EV at any point of time. The control inputs that
were generated by the NMPC again do not violate any of the hard constraints, always
keeping them between control input limits [amin, amax] and [δmin, δmax]. Sudden changes
in acceleration input were still observed. The steering angle inputs again seem to contain
large oscillations especially during the end of the overtaking maneuver.
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Scenario 7 - 2 Vehicles
(a) Top view of the maneuver in the world frame (W).
(b) Lateral Position y with road/lane boundaries.
(c) v & ψ : Vdes = 8.33m/s(30km/h).
(d) Control inputs a,δ.
Figure 21: Simulation Results: Scenario 7 - 2 Vehicles, one in front of the other.
Figure 21 shows the EV executing the overtaking maneuver when there are 2 vehicles
(one in front of the other). The EV approaches the first obstacle vehicle and the BSM
selects the overtaking mode. pdes is selected as the point dovertake distance ahead of the
first LV. As the overtaking maneuver is ongoing, the planning algorithm is notified of the
second vehicle in front of the first which was initially occluded. The BSM then updates the
pdes position to a point dovertake distance ahead of the second vehicle. The NMPC is only
aware of one obstacle at a time. This is a limitation due to the implementation of NMPC
in MATLAB rather than that of the proposed method. The collision avoidance constraints
can be modified to include multiple obstacles in the future. The intermediate points
Xref chosen are still safe and reachable, hence, the overtaking maneuver is completed
successfully. The EV then resumes lane keeping behaviour and tries to maintain vdes. No
collisions were observed during the entire scenario and, again, road boundaries were not
violated by the bounds of the EV at any point in time.
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(a) Top view of the maneuver in the world frame (W).
(b) Lateral Position y with road/lane boundaries.
(c) v & ψ : Vdes = 8.33m/s(30km/h).
(d) Control inputs a,δ.
Figure 22: Simulation Results: Scenario 7 - 2 Vehicles, second LV parked to the side of the road.
The scenarios in Figure 22 is similar to the previous one, except the second LV is
encountered after the EV resumes lane-keeping after overtaking the first LV. Since the
second LV is parked to the side of the road, the EV does not need to encroach much to
the oncoming lane and smoothly overtakes it to resume lane keeping.
Both these scenarios show the adaptability of the proposed method to different road
situations.
5.3 Discussion
The chosen reference points Xref seem to sway from side to side, leading to oscillations
primarily during lane-keeping maneuver. This is due to the grid resolution chosen for the
safe set computation. Since Xref is always chosen from this set, the point may not always
coincide with the center of the lane causing the deviations. This can be resolved by higher
grid resolutions but at the cost of computational requirements. In some scenarios, EV
violated the road boundaries to account for the large inflation radius of the LV. This
can be resolved by tuning the inflation radius of the LV. Another major issue that was
observed was large oscillations in the acceleration and steering angle control inputs. This
could cause heavy strain on an actual vehicle and prove to be detrimental to passenger
comfort. This can be remedied by introducing limits on the rate of the change of these
inputs. For example, the rate of change of acceleration (jerk) could be limited to ensure
passenger comfort and reduce the strain of vehicle actuators.
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5.3.1 Limitations
The proposed method is limited by the rule-based strategy which is fairly rudimentary
at this stage. For example, a scenario was run where the LV was moving unpredictably
with sudden changes in its heading and velocity after the overtaking maneuver started.
Even though the NMPC was able to dynamically update the planned trajectory to avoid
collisions, the EV was unable to recover fully and complete the overtaking maneuver.
In situations similar to this, the BSM should have the option to abort the overtaking
maneuver and fallback on lane-keeping mode. Thus, in situations where the overtaking
and lane change can potentially be dangerous and unsafe, the current rule-based strategy
should be extended to have the option to fallback and keep a safe distance from the LV.
The MATLAB NMPC was also not well optimized, thus, ran considerably slow. The
NMPC solver also had to compute the necessary Jacobians for system model and constraint
functions through numerical perturbation since an analytical version of the Jacobians was
not specified. In some simulation runs, the NMPC failed to optimize, consequently, failing
to execute the selected maneuver. These optimization failures were rare and not repeatable
and may be due to the ROS communication delays in state feedback. Only one obstacle
avoidance constraint was active at every time step, thus, keeping the computational load
quite low. This might not be feasible in more complex situations where the NMPC might
need to avoid multiple obstacles while overtaking, for example, an oncoming vehicle on the
other lane. These scenarios were not tested and the effectiveness of the behavior selection
logic and NMPC under these situations is unknown.
The CARLA simulator and ROS framework proved problematic while testing the proposed
method. The CARLA simulator lacks a solid vehicle dynamics engine and the parameters
of the simulated vehicle were hard to determine. CARLA-ROS communication bridge
introduced delays that are not ideal for testing real-time control applications. The tracking
of the control commands a and δf by the PID and CARLA simulator is also poor, evident
from Figure 23. This issue is also exacerbated by the communication delays and drops
due to the ROS communication framework.
Figure 23: A comparison: Input Acceleration vs Actual vehicle acceleration (Max and min acceleration
allowed is also shown.)
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Limitations of Experimental Study
Even though the experimental study was designed to cover many complex scenarios
and validate the proposed method with respect to many factors, some gaps were still
identified. To ensure reliability, each scenario was run at least than 3 times, thus making
sure the results were repeatable. The experiments were designed to include situations
with more than one vehicle. However, the experimental study failed to cover some
situations, primarily, ones that contain an oncoming vehicle in the opposite lane. The
proposed method has a high chance of failure in these situations leading to potential
collisions as there is no abort strategy. Scenarios with curved roads were omitted from
the experimental study. However, the proposed method has shown promise in adapting to
these road situations but requires validation through specifically designed test scenarios.
The experimental study also failed evaluate the real-time performance of the proposed
method as the experiments were conducted with the simulation step locked in (in step)
with execution of the planning algorithm.
5.3.2 Summary
The proposed method was tested under different scenarios to gauge its effectiveness and
generalization to many complex overtaking situations. In all of the scenarios discussed
above, the planning algorithm successfully met its objectives which were to select an
appropriate maneuver (lane keep, lane change, or overtake) and execute the maneuver
avoiding collisions and obeying the system dynamics. The results show the versatility of
the proposed method to adapt to the complex situations that are common in real-world
driving. In comparison to other related works proposed previously, the behaviour planning
module consisting of the rule-based maneuver selection and intermediate target selection
was able to choose between various predefined maneuvers and select the optimal reference
target for the NMPC suitable for the selected maneuver. This enabled the NMPC to
concentrate on generating short, safe, dynamically feasible paths.
The NMPC, on the other hand, was also able to compensate for the deviations from the
expected trajectory due to vehicle/system model mismatch and complete the maneuver
successfully. This shows the robustness and advantage of having state feedback compared
to the conventional optimal control methods that were discussed in the literature survey
(Section 2). Also, compared to the MPC chosen for trajectory planning in related works,
an NMPC can use a more accurate nonlinear system and can be subject to nonlinear
constraints. To conclude, the results clearly show the merits of the proposed method in
executing overtaking and related maneuvers in complex, dynamic scenarios.
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6 Conclusions
AD has the potential to revolutionize the automobile industry by improving the safety,
comfort, and convenience of passengers. When the majority of vehicles are driven by
autonomous systems, traffic efficiency could be significantly improved. There are numerous
challenges to overcome before a fully AD system becomes a reality. An AD system should
be capable of controlling the vehicle without any human intervention. It must understand
its environment, make the right decisions regarding maneuvers that move the vehicle
closer to the destination whilst obeying relevant traffic rules, and finally, execute these
maneuvers safely and efficiently. Overtaking and related maneuvers are a subset that the
AD system should be capable of executing.
This thesis proposes a planning and control paradigm that can plan and execute overtaking
maneuvers under complex scenarios, especially, those pertaining to single lane roads. The
combination of safe and reachable sets to iteratively generate intermediate reference
targets based on the desired maneuver, enabled the proposed method to re-plan and
respond to the dynamically changing environment. It also allowed for the use of short
prediction horizons, which can translate to better computational performance. This
planning algorithm was implemented and then tested to validate its effectiveness under
different overtaking scenarios. The experimental results have shown that the proposed
method was successful in selecting the best maneuver and executing it optimally in most
of the test scenarios, requiring minimal intrusion on to the adjacent lane. The hierarchical
approach combining behavioral planning and trajectory planning allows for use of the
best-suited method for any particular task. This allows for easy design and implementation
since the control architecture can be divided into individual modules. However, it is hard
to integrate them and can potentially lead to compatibility issues.
AD is a hard problem to solve. The task of developing a method that only handles a
few select maneuvers itself proved to be challenging, even with the crutch of testing in
a simulation environment. Development of an AD stack that can perform real-world
driving, making the right decisions, and executing all necessary maneuvers without human
intervention maybe even more challenging. Moreover, ensuring that the AD stack works
as designed in all situations, even which are highly improbable, is of utmost importance
for the general acceptance of AVs in the future. Thus, it is necessary to test the system in
complex scenarios to gauge its effectiveness and identify areas that are problematic or
might have been overlooked. Another observation was that existing methods in the control
engineering toolbox, e.g. MPC, can be effective in AD development, especially in planning
and control. These methods have strong stability and robustness theory backing, which is
of great importance for ensuring that the AD controllers built using these methods are
safe, stable, and robust. They may prove to be the backbone of the AD stack, on which
machine learning-oriented methods (e.g. RL) can be applied for higher-level planning
tasks and to enable learning from data.
6.1 Future Work
The test scenarios that were run showed that the current heuristics rule-based behaviour
has to be significantly expanded to handle all edge cases, e.g., aborting of the maneuver
if unsafe. Identifying all possible cases and then developing heuristic-based rules for
optimal decision making requires in-depth domain knowledge and skill. Even then, it
may fail in highly improbable but possible situations. A possible replacement to heuristic
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rule-based FSMs is MDP or RL based methods alluded to in Section 2. These methods
are better suited in capturing the probabilistic nature of the decision-making process and
also enable learning from data. The NMPC can also be improved in many ways. The
SQP solver used can be further optimized by providing analytical Jacobians, which can
dramatically increase the computational efficiency. The collision avoidance constraints
can be augmented to account for the predicted trajectory of the LV, which means less
dynamic modifications to the initial planned trajectory are required at every time step.
The current algorithm assumes deterministic values for the vehicle state and environment
information. Moreover, the system is assumed to be fully observable, which is not possible
in real practice. A state estimator that accounts for process and measurement noise and
also computes unobserved states from measurements can be incorporated.
The simulation environment better suited for vehicle dynamics together with an improved
test setup can help eliminate the issues faced due to communication delays and sub-par
performance of the PID controller in controlling the EV in CARLA simulation.
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Dmax 2.0 m Velocity Inflation
γv 0.05 − Velocity Inflation
Cv 10.0 ms−1 Velocity Inflation
Y ukawa_Acar 10.0 − Yukawa amplitude
Y ukawa_Alpha 0.5 − Yukawa scaling
∆x 0.5 m Grid resolution
Grid Range x [−20, 20] m Grid Size
Grid Range y [−10, 10] m Grid Size
ηroad 3 − Road potential
Uthreshold 8 −
Reachability parameters
∆t 0.1 s time step
Thorizon 1.0 s Reachability Horizon





Obstacle Ellipse Order 6 − Order of ellipse
Inflation factor 1.5 −
NMPC parameters
wx(1) 10 − weights(Penalty for x)
wx(2) 10 − weights(Penalty for y)
wx(3) 5 − weights(Penalty for ψ)
wx(4) 5 − weights(Penalty for v)
Th 1.0 s Planning horizon
NMPC ∆t 0.1 s
Prediction Horizon 10 − PredictionHorizon = Th/∆t








Table A1: Parameters used for simulation.
