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Radial positive definite functions are of importance both as the characteristic
functions of spherically symmetric probability distributions, and as the correlation
functions of isotropic random fields. The Euclid’s hat function hn (&x&), x # Rn,
is the self-convolution of an indicator function supported on the unit ball in Rn.
This function is evidently radial and positive definite, and so are its scale mixtures
that form the class Hn . Our main results characterize the classes Hn , n1,
and H=n1 Hn . This leads to an analogue of Po lya’s criterion for radial func-
tions on Rn, n2: If .: [0, )  R is such that .(0)=1, .(t) is continuous,
limt   .(t)=0, and
(&1)k
d k
dtk
[&.$(- t)]
is convex for k=[(n&2)2], the greatest integer less than or equal to (n&2)2,
then .(&x&) is a characteristic function in Rn. Along the way, side results on
multiply monotone and completely monotone functions occur. We discuss the rela-
tions of Hn to classes of radial positive definite functions studied by Askey (Technical
Report No. 1262, Math. Res. Center, Univ. of WisconsinMadison), Mittal (Pacific
J. Math. 64 (1976), 517538), and Berman (Pacific J. Math. 78 (1978), 19), and
close with hints at applications in geostatistics.  1999 Academic Press
AMS 1991 subject classifications: 60E10, 26A48, 26A51, 42B10, 86A32.
Key words and phrases: Askey’s theorem; characteristic function; completely
monotone; correlation function; Euclid’s hat; geostatistics; isotropic; multiply
monotone; Po lya’s criterion; positive definite; radial; scale mixture.
1. INTRODUCTION
The real-valued function h defined on n-dimensional Euclidean space is
positive definite if the inequality
:
k
i=1
:
k
j=1
cic jh(xi&xj)0
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holds for all finite systems of real numbers c1 , ..., ck and points x1 , ..., xk
in Rn. It is radial, spherically symmetric, or isotropic if there is a function
.: [0, )  R such that
h(x)=.(&x&), x # Rn,
where & }& stands for Euclidean norm on Rn. This paper is concerned with
functions that are both radial and positive definite. Functions of this type
play an important role in probability theory and statistics. They occur both
as the characteristic functions of spherically symmetric probability distribu-
tions, and as the covariance functions of isotropic random fields on
Euclidean spaces. Fang, Kotz, and Ng [11] present a survey of symmetric
multivariate distributions, and the texts of Matheron [23], Mate rn [22],
and Yaglom [34], among others, provide an introduction to isotropic
random fields, their correlation functions, and their applications in spatial
statistics.
In what follows, we denote by 8n the class of all continuous functions
.: [0, )  R which are such that .(0)=1 and the radial function
h(x)=.(&x&) is positive definite on Rn. We may then identify 8n with the
class of characteristic functions of spherically symmetric probability dis-
tributions on Rn, or with the class of correlation functions of mean-square
continuous, stationary and isotropic random fields on n-dimensional
Euclidean space. The characterization of the classes 8n is a classical result
due to Schoenberg [31]. The function .: [0, )  R belongs to 8n if and
only if it admits a representation of the form
.(t)=|
[0, )
1(n2) \ 2rt+
(n&2)2
J(n&2)2 (rt) dF(r), (1)
where F is a distribution function on [0, ), and where J denotes a Bessel
function. As a consequence, members of 8n have a continuous derivative of
order [(n&1)2]. The classes 8n are nonincreasing in n,
81 #82 #83 # } } } #8n # } } } , (2)
and the class 8=n1 8n consists of the functions .(t) of the form
.(t)=|
[0, )
exp(&r2t2) dF(r) (3)
for F some distribution function on [0, ). See Schoenberg [31] or
Yaglom [34, Section 22.1] for further details.
It is well-known that the self-convolution of a radial function with a
finite integral results in a radial positive definite function. Perhaps the
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simplest way of constructing such a function is to take the indicator
function of an n-dimensional ball of diameter 1. Self-convolution and
standardization give the radial function
hn (x)={
n1(n2)
?121((n+1)2) |
1
&x&
(1&v2)(n&1)2 dv, &x&1,
(4)
0, &x&>1,
defined on Rn, and the corresponding member hn (t) of the class 8n .
These functions and their scale mixtures are the focus of this article.
In many respects, we extend previous work in spatial statistics; compare
Hammersley and Nelder [17], Dalenius, Ha jek, and Zubrzycki [9],
Christakos [8], and Mate rn [22, Chapter 3]. Schaback [30] calls the
function in (4) Euclid’s hat, and we adopt his illustrative name. A plot of
Euclid’s hat for n=2 is found in Fig. 1, and the left-hand plot in Fig. 2
shows profiles of Euclid’s hat for diverse values of n.
The paper is organized as follows. In the brief Section 2, we derive
formula (4) and discuss the properties of Euclid’s hat. Section 3 is con-
cerned with the radial functions that arise as scale mixtures of Euclid’s hat.
More explicitly, we consider the classes Hn containing the functions
.: [0, )  R of the form
.(t)=|
(0, )
hn (rt) dG(r), (5)
where hn ( } ) is Euclid’s hat, and G is a distribution function with
G(0+)=0. Clearly, Hn is a subclass of 8n , because positive definiteness is
FIG. 1. Euclid’s hat h2 (&x&) in two dimensions.
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preserved under scale mixtures. The class H1 contains the continuous and
convex functions . with .(0)=1 and limt   .(t)=0. This gives the
celebrated criterion of Po lya [29].
Criterion 1.1 (Po lya). If .: [0, )  R is such that .(0)=1, .(t) is
continuous and convex, and limt   .(t)=0, then .( |x| ) is a characteristic
function.
The class H2 is the same as that considered by Ha jek and Zubrzycki in
Dalenius et al. [9]. The key results in Section 3 then characterize the
classes Hn for general n. Our findings culminate in the following useful
criterion.
Criterion 1.2. Let n be an integer, n2. If .: [0, )  R is such that
.(0)=1, .(t) is continuous, limt   .(t)=0, and
(&1)k
d k
dtk
[&.$(- t)]
is convex for k=[(n&2)2], the greatest integer less than or equal to
(n&2)2, then .(&x&) is a characteristic function in Rn.
The classes Hn are nonincreasing in n1, and the members of the class
H=n1 Hn have a representation of the form
.(t)=|
(0, )
erfc(rt) dG(r),
where G is a distribution function with G(0+)=0, and where erfc(t)
denotes the complementary error function. Proofs are deferred to Section 4
and base on Williamson’s [33] theory of multiply monotone functions.
Sections 5 and 6 discuss the relations of the classes Hn to classes of radial
positive definite functions considered earlier in the literature. Mittal [26]
and Berman [6] studied the classes Vn , n2, comprising the correlation
functions of certain isotropic random fields representable as a stochastic
integral over (n+1)-dimensional white noise. In Section 5 we show the
classes Hn and Vn (n2) to coincide, which leads to a significantly simpler
description of the MittalBerman class. We also consider the relation
between the distribution function G in (5) and the generating function g in
Mittal’s representation.
Askey [4] showed that the function
a2n&1 (x)={(1&&x&)
n,
0,
&x&1
&x&>1
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is positive definite on R2n&1 (compare Letac and Rahman [19]). The
classes A2n&1 , which we discuss in Section 6, contain the scale mixtures of
the corresponding univariate function a2n&1 : [0, )  R. If n=1, a1 (t) is
the same function as h1 (t), and A1=H1 gives Po lya’s class of convex func-
tions vanishing at infinity. If n2, the class A2n&1 is a proper subclass of
H2n&1=V2n&1 . This settles Berman’s [6] problem of the relation between
the classes A2n&1 and V2n&1 . Moreover, it shows Criterion 1.2 to be
stronger than the beautiful Askey’s criterion [3, 4].
Criterion 1.3 (Askey). If .: [0, )  R is such that .(0)=1, .(t) is
continuous, limt   .(t)=0, and (&1)k .(k) (t) is convex for k=[n2], the
greatest integer less than or equal to n2, then .(&x&) is a characteristic
function in Rn.
The motivation for the present work stems from problems in
geostatistics. Its results are useful in many ways, including the problem of
permissible correlation models and applications in geostatistical simulation.
We close with hints at this background in Section 7.
2. EUCLID’S HAT
Let Bn be the Euclidean ball of diameter 1 in Rn with volume
bn=
?n2
2n1(n2+1)
. (6)
The Euclid’s hat function hn ( } ) arises from the self-convolution of the
indicator function of Bn , scaled to attain the value 1 at the origin. Comput-
ing this function involves calculating the volume of the cap of Bn which is
cut off by a plane at distance &x&2 from its center. This leads to the radial
function
hn (&x&)=
2
bn |
12
&x&2
Vol(- 1&4v2 Bn&1) dv
=2
bn&1
bn |
12
&x&2
(1&4v2) (n&1)2 dv
=
bn&1
bn |
1
&x&
(1&v2) (n&1)2 dv
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for &x&1, and hn (&x&)=0 for &x&1 (Matheron [23, p. 56], Schaback
[30]). The corresponding member of the class 8n is the function
hn (t)=
n1(n2)
?121((n+1)2) |
1
t
(1&v2) (n&1)2+ dv (7)
defined on [0, ). Here, (u)+=max(0, u) stands for the positive part of
the real number u. When n=1 and n=2, we have the well-known formulas
h1 (t)={1&t,0,
0t1
t>1
(8)
and
h2 (t)={
2
?
(arccos t&t(1&t2)12), 0t1,
(9)
0, t>1.
If n=3, formula (7) reduces to the so-called ‘‘spherical’’ correlation model
of geostatistics. Partial integration in (7) gives the recursive formula
hn (t)=hn&2 (t)&
1(n2)
?121((n+1)2)
t(1&t2) (n&1)2+ (10)
which is valid for all positive integers n3. When n is odd, hn (t), 0t1,
is a polynomial of degree n in t. When n is even, it is a linear combination
of arccos t and a polynomial of degree n&1 in t multiplied by (1&t2)12.
The function h1 (t) is convex and nonincreasing in t0. If n2, the
derivative
h$n (t)=&
n1(n2)
?121((n+1)2)
(1&t2) (n&1)2+ (11)
is nonpositive and nondecreasing in t0, such that hn (t) is convex and
nonincreasing for all n1. This is illustrated in the left-hand plot of Fig. 2.
For each fixed t>0, hn (t) tends to zero as n tends to infinity. Scaling the
functions hn (t) appropriately changes this behavior. If we define cn=
((n&1)2)12 for n2, then
lim
n  
hn (tcn)=erfc(t), (12)
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where the convergence is uniform in t0, and where
erfc(t)=
2
?12 |

t
exp(&v2) dv (13)
denotes the complementary error function. Indeed, a change of variables in
(7) leads to the formula
hn (tcn)=
n1(n2)
cn?121((n+1)2) |

t \1&
s2
c2n+
c2n
+
ds. (14)
By Stirling’s formula, the first factor in (14) converges to the constant
2?12 as n tends to infinity. The integrand in (14) is monotone in n2 and
converges to exp(&s2) uniformly in s0. The uniform convergence in (12)
is now evident and illustrated in the right-hand plot of Fig. 2.
Finally, we note that an n-dimensional random vector with characteristic
function hn (&x&) is absolutely continuous with probability density function
pn (x)=
1
bn \
1
2n
Jn2 (&x&2)
(&x&2)n2 +
2
=
1(n2+1)
?n2
J 2n2(&x&2)
&x&n
, x # Rn, (15)
where J is a Bessel function. The squared term within the large brackets is
the Fourier transform of the indicator function of the ball Bn . As a function
of Euclidean distance &x&, the density (15) has an infinite number of suc-
cessive zeros and positive local maxima. This leads to the important fact
that hn (t) belongs to the class 8n , but not to 8n+1 or any higher class.
Indeed, if hn (&x&) were a characteristic function in Rn+1, the density (15)
FIG. 2. Profiles of Euclid’s hat. The plot on the left shows the functions hn (t) for
n=1, 2, 3, 4, 9, and 45 (top to bottom). The plot on the right displays the scaled functions
(14) for n=2, 3, 4, 9, and 45 jointly with the complementary error function (bottom to top).
94 TILMANN GNEITING
would arise as the n-dimensional marginal density of an (n+1)-dimen-
sional isotropic random vector. By Theorem 2.10 of Fang et al. [11], the
general form of such a marginal density function is
p(x)=
1((n+1)2)
?(n+1)2 |

&x&
dF(r)
rn&1 (r2&&x&2)12
, x # Rn, (16)
with F a distribution function on (0, ). Clearly (16) does not allow for
successive zeros and positive local maxima.
3. SCALE MIXTURES OF EUCLID’S HAT
In this section we study the classes Hn , n1, comprising the functions
.: [0, )  R of the form
.(t)=|
(0, )
hn (rt) dG(r), (17)
where hn ( } ) is Euclid’s hat (7), and G is a distribution function with
G(0+)=0. The assumption that G(0+)=0 assures that limt   .(t)=0
and has been chosen for reasons of convenience and tradition. The subse-
quent results clearly hold if we integrate over [0, ) and allow G to have
an atom at the origin, generally replace the condition that limt   .(t)=0
by limt   .(t)=c # [0, 1], and add this limit on the right of the equalities
(18), (20), and (24).
Since positive definiteness is preserved under scale mixtures (Yaglom
[34, p. 355]), Hn is a subclass of 8n . The case n=1 corresponds to the
celebrated criterion of Po lya [29] in the form of Dugue and Girault [10].
Thus the function .: [0, )  R belongs to the class H1 if and only if it
is continuous and convex with .(0)=1 and limt   .(t)=0. If .(t) is of
the form (17) with n=1, the formula
G(r)=&|
(0, r)
1
v
d.$ \1v+ , r>0, (18)
or, equivalently, G(r)=.(1r)&1r.$(1r), recovers the distribution func-
tion G. These results are well-known; see, for example, Lukacs [21,
pp. 8788] and the hints in Feller [12, pp. 504505].
Let us now turn to the classes Hn with n3 an odd integer. Theorem 3.1
characterizes these classes, and Theorem 3.2 gives an inversion formula
similar to Eq. (18). Criterion 1.2 is a consequence of Theorem 3.1 and the
inclusions (2). Proofs are generally deferred to Section 4.
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Theorem 3.1. Let n be an odd integer, n3. The function
.: [0, )  R belongs to the class Hn if and only if .(0)=1, .(t) is
continuous, limt   .(t)=0, and
(&1)k
d k
dtk
[&.$(- t)] (19)
is convex for k=(n&3)2.
Theorem 3.2. Let n be an odd integer, n3. Suppose .: [0, )  R is
of the form (17). Let *(t) be the function in (19) with k=(n&1)2 (a right-
hand derivative). The formula
G(r)=
?12
n1(n2) |(0, r)
1
vn
d* \ 1v2+ , r>0, (20)
recovers the distribution function G in (17).
The concise characterization of the classes Hn in Theorem 3.1 calls for
additional comments. If . belongs to Hn , n2, differentiation under the
integral sign in representation (17) gives
.$(t)=|
(0, )
h$n (rt) r dG(r)
=&
n1(n2)
?121((n+1)2) |(0, ) (1&r
2t2) (n&1)2+ r dG(r) (21)
for t>0. This is permissible, because the integrand in (17) is a bounded
and differentiable function that vanishes for large values of r. If n3 is
odd, the same argument shows that
(&1)k
d k
dtk
[&.$(- t)]
=
n1(n2)
?121((n+1)2&k) |(0, ) (1&r
2t) (n&1)2&k+ r
1+2k dG(r) (22)
is nonnegative, nonincreasing, and convex for k=0, 1, ..., (n&3)2 and
t>0. Here, we make use of the fact that mixtures of convex functions are
convex. Combining Theorem 3.1 with these observations leads to a less
concise but more illuminating characterization of Hn . Indeed, . # Hn ,
where n3 is odd, if and only if .(0)=1, .(t) is continuous with
limt   .(t)=0, and the function in (19) is nonnegative, nonincreasing,
and convex for k=0, 1, ..., (n&3)2. This characterization amounts to a
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truncation of the BernsteinHausdorffWidder conditions (28) for com-
pletely monotone functions, that we discuss below.
If n is even, n2, the characterization of the classes Hn is less simple and
does not lead to an easily applicable criterion of Po lya type. In particular,
the assertion for n even in Criterion 1.2 is a consequence of Theorem 3.1
and the inclusions (2) alone; no use is made of Theorem 3.3. The class H2
is also discussed by Ha jek and Zubrzycki in Dalenius et al. [9].
Theorem 3.3. Let n be an even integer, n  2. The function
.: [0, )  R belongs to the class Hn if and only if .(0)=1, .(t) is
continuous, limt   .(t)=limt   .$(t)=0, and
d k
dtk _&|
t
0
v(n&1)2.$(1- v)
?12 (t&v)12
dv& (23)
is nonnegative, nondecreasing, and convex for k=(n&2)2.
Theorem 3.4. Let n be an even integer, n2. Suppose .: [0, )  R is
of the form (17). Let +(t) be the function in (23) with k=n2 (a right-hand
derivative). The formula
G(r)=
?12
n1(n2) |(0, r)
1
v
d+(v2), r>0, (24)
recovers the distribution function G in (17).
Using derivatives of fractional order, it is not difficult to combine the
results for odd and even values of n in a single theorem. We refrain from
doing so, and rather turn to the relations between the classes Hn , n1.
The next result gives a recursive property, and Theorem 3.6 shows that the
classes Hn are nonincreasing in n.
Theorem 3.5. Let n3 be an integer. If the function .n : [0, )  R
belongs to the class Hn with associated distribution function G in the
representation (17), then
.n&2 (t)=.n (t)&
t
n
.$n (t) (25)
is a member of the class Hn&2 for the same associated distribution function G.
Theorem 3.6. Let n be a positive integer. If the function .: [0, )  R
belongs to the class Hn , then . is a member of Hm for all positive integers
mn.
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Thus we have the inclusions
H1 #H2 #H3 # } } } #Hn # } } } (26)
similar to relation (2). These are strict, because we know from Section 2
that hn (t) belongs to Hn but not to 8n+1 #Hn+1 . The latter also shows
that Criterion 1.2 is best possible of its kind. For even values of n,
Criterion 1.2 can be strengthened by incorporating the cumbersome condi-
tions of Theorem 3.3. This is straightforward and left to the reader.
A natural question is whether there are functions . that belong to Hn for
all positive integers n. We denote the corresponding class by
H= ,
n1
Hn .
Theorem 3.1, the inclusions in (26), and an obvious passage from convex
to nonnegative functions lead to the characterization of H in
Theorem 3.7. Theorem 3.8 gives an integral representation for members of
H similar to the canonical form (17) for members of Hn .
Theorem 3.7. The function .: [0, )  R belongs to the class H if
and only if .(0)=1, .(t) is continuous, limt   .(t)=0, and
(&1)k
d k
dtk
[&.$(- t)]
is nonnegative for infinitely many positive integers k.
Theorem 3.8. The function .: [0, )  R belongs to the class H if
and only if it is of the form
.(t)=|
(0, )
erfc(rt) dG(r), (27)
where G is a distribution function with G(0+)=0 and erfc(t) denotes the
complementary error function (13).
Here, some comments on completely monotone functions are in order.
Recall that a function : (0, )  R is completely monotone if it satisfies
the BernsteinHausdorffWidder conditions
(&1)k (k) (t)0, (t>0, k=0, 1, 2, ...). (28)
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By a celebrated theorem of Bernstein (Feller [12, p. 439]), the conditions
in (28) are satisfied if and only if (t) can be expressed in the form
(t)=|
[0, )
exp(&rt) dF(r), (29)
where F is nondecreasing but not necessarily bounded. If . belongs to the
class H , then Theorem 3.8 shows that (t)=&.$(- t) is of the form (29).
Accordingly, (t)=&.$(- t) is completely monotone and satisfies condi-
tion (28). In contrast, Theorem 3.7 requires that (&1)k (k) (t)0 for
infinitely many, but not necessarily all, values of k. Thus it appears that
(28) holds whenever (&1)k (k) (t)0 for an infinite number of positive
integers k. In [14] this is shown to be true under mild conditions.
The members of Hn are convex functions and tend to zero as their argu-
ment t approaches infinity. The class H1 consists of the convex members of
81 that vanish at infinity. One might therefore suspect that Hn generally
contains all convex members of 8n that vanish at infinity. Yet Ha jek and
Zubrzycki [9, Theorem 5.2] have an example of a convex function that
vanishes at infinity and belongs to 82 , but not to H2 . Their example can
be generalized as follows.
Theorem 3.9. Let 0<=14, and define
.= (t)=c= |

t
v&2= (1+v4)&14 dv, (30)
where c= is a norming constant such that .= (0)=1. Then .= (t) is convex and
belongs to the class 8=n1 8n , but not to H=n1 Hn . The function
.140 (t) belongs to 8 , but not to any of the classes Hn , n3.
Thus the classes Hn , n2, do not contain all convex members of 8n
vanishing at infinity, and the class H does not contain all convex mem-
bers of 8 that vanish at infinity. The surprise in Theorem 3.9 is the con-
vex function .140 that belongs to 8n for all n1, but not to any of the
classes Hn , n3. If =>0 is small enough, it is very likely, but difficult to
prove, that .= does not belong to any of the classes Hn , n2.
4. AUXILIARY RESULTS ON MULTIPLY MONOTONE
FUNCTIONS AND PROOFS
In this section, we first provide some auxiliary results on multiply
monotone functions. Our presentation is based on Williamson [33] with
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minor modifications in terminology. Some results are new. In the second
part of the section, we prove the theorems of Section 3.
Let m1 be a real number. The function : (0, )  R is m-times
monotone, if it can be expressed in the form
(t)=|
(0, )
(1&rt)m&1+ dF(r), (31)
where
(1&t)m&1+ ={(1&t)
m&1,
0,
0t1,
t>1,
and F is nondecreasing with F(0+)=0. Note we do not specify that F be
bounded or a distribution function. Yet we require that F(0+)=0, which
ensures that limt   (t)=0. Figure 3 shows the functions (1&t)n+ for
some selected values of n=m&1 and illustrates the uniform convergence
of the scaled versions (1&tn)n+ to the exponential function exp(&t).
If m=1, an m-times monotone function is simply a nonincreasing func-
tion vanishing at infinity. When m is an integer, m2, Williamson [33]
has the following results.
Proposition 4.1 (Williamson). Let m be an integer, m2. The func-
tion : (0, )  R is m-times monotone if and only if limt   (t)=0 and
(&1)k (k) (t) is nonnegative, nonincreasing, and convex for k=0, 1, ..., m&2
and t>0.
FIG. 3. The functions (1&t)n+ for n=1, 2, 3, 4, 5, and 15 (left, top to bottom), and the
scaled versions (1&tn)n+ for the same values of n, shown jointly with the limit function
exp(&t) (right, bottom to top).
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Proposition 4.2 (Williamson). Let m be an integer, m2. If (t) is of
the form (31) with F(0+)=0, then F(r) is given by
F(r)=
(&1)m&1
(m&1)! |(0, r)
1
vm&1
d(m&1) \1v+ , r>0, (32)
or
F(r)= :
m&1
k=0
(&1)k (k) (1r)
k! \
1
r+
k
, r>0. (33)
Here, (m&1) ( } ) stands for a right-hand derivative, and the formulas (32) and
(33) for F(r) are equal at points of continuity r>0.
The following lemma, which is needed in the proof of Theorem 3.1,
eliminates the redundancies in Proposition 4.1. Its proof borrows from
Section I.4 of Williamson [33]. Proposition 4.4 is then immediate upon
combining Proposition 4.1 and Lemma 4.3. Compare Theorem 4 of
Williamson [33] for a slightly weaker result.
Lemma 4.3. Let m be an integer, m2. Suppose the function
: (0, )  R is such that
(a) (&1)m&2 (m&2) (t) is convex;
(b) for all =>0 and K>0 there exists some t>K with |(t)|<=.
Then  is an m-times monotone function.
Proof. Let us first show that (&1)m&2 (m&2) (t) is nonnegative and
nonincreasing. Indeed, a convex function of t # (0, ) that attains negative
values or increases in some t0>0 must approach an infinite or a negative
finite limit as t tends to infinity. If either of these options holds for
(&1)m&2  (m&2) (t), then limt   |(t)|=, a contradiction.
If m=2, we have shown that (t) is nonnegative, nonincreasing, and
convex. Then limt   (t)=0 must hold, and Proposition 4.1 shows that
(t) is monotone of order 2. If m3, consider the Taylor expansion of
order m&3 with integral remainder about some point a>0:
(t)= :
m&3
k=0
(k) (a)
k!
(t&a)k+|
t
a
(m&2) (v)
(m&3)!
(t&v)m&3 dv.
101RADIAL POSITIVE DEFINITE FUNCTIONS
This is permissible because (m&2) (t) is absolutely continuous. Two-fold
integration by parts leads to
(t)= :
m&1
k=0
(k) (a)
k!
(t&a)k+
1
(m&1)! |
t
a
(t&v)m&1 d(m&1) (v), (34)
where the right derivative (&1)m&2 (m&1) (t) is nondecreasing, because
(&1)m&2  (m&2) (t) is convex. Thus the integral in (34) is nonnegative and
nondecreasing in t if m is even, and nonpositive and nonincreasing in t if
m is odd. Now let t tend to infinity in (34). The assumptions of the lemma
cannot hold, unless the leading coefficient of the polynomial on the right,
(m&1) (a)(m&1)!, satisfies the relation (&1)m&1 (m&1) (a)0. As this is
true for all a>0, the function (&1)m&3 (m&3) (t) is convex. Proceeding
inductively, we see that (&1)k (k) (t) is nonnegative, nonincreasing, and
convex for k=m&2, m&3, ..., 0. Thus limt   (t)=0 must hold as well.
In view of Proposition 4.1, the proof is complete. K
Proposition 4.4. Let m be an integer, m2. The function
: (0, )  R is m-times monotone if and only if limt   (t)=0 and
(&1)m&2  (m&2) (t) is convex.
The following proposition will be useful in Section 6. It is similar to but
not identical with Lemma 2.1 of Lorch, Muldoon, and Szego [20]. The
proof requires two subsequent lemmas, the second due to Williamson [33].
Proposition 4.5. Let m be an integer, m2. Suppose .(t) and (t) are
real-valued functions defined for t>0. If .(t) is m-times monotone and (t)
is a positive function with an (m&1)-times monotone derivative and
limt   (t)=, then the composite function .((t)) is m-times monotone.
Lemma 4.6. Suppose .(t) and (t) are real-valued functions defined for
t>0. If .(t) is nonnegative, nonincreasing, and convex, and (t) is positive,
nondecreasing, and concave, then the composite function .((t)) is
nonnegative, nonincreasing, and convex.
Proof. The nontrivial part is to show that the composite function is
convex. Let u, v>0 and fix some *, 0*1. Since (t) is concave, we
have (*u+(1&*) v)*(u)+(1&*) (v). Then
.((*u+(1&*) v)).(*(u)+(1&*) (v))
*.((u))+(1&*) .((v)),
because .(t) is nonincreasing and convex. K
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Lemma 4.7 (Williamson). If 1 (t) and 2 (t) are nonnegative, non-
increasing, and convex on an interval, then 1 (t) } 2 (t) is nonnegative,
nonincreasing, and convex there.
Proof of Proposition 4.5. It is clear that limt   .((t))=0. In view of
Proposition 4.4 the proof will be complete if
(&1)k
d k
dtk
[.((t))] (35)
is convex for k=m&2 and t>0. The chain rule for higher derivatives of
composite functions (Gradshteyn and Ryzhik [16, formula 0.430.2]) gives
(&1)k
d k
dtk
[.((t))]
=
k!
j1 !j2 ! } } } jk !
(&1) j1+ j2+ } } } + jk .( j1+ j2+ } } } + jk) ((t))
_\(&1)
0 $(t)
1! +
j1
\(&1) "(t)2! +
j2
} } } \(&1)
k&1 (k) (t)
k! +
jk
,
the summation taken over all k-tuples ( j1 , j2 , ..., jk) of nonnegative
integers for which j1+2j2+ } } } +kjk=k. The convexity of (35) for
k=m&2 is now evident on combining Proposition 4.1, Lemma 4.6, and
Lemma 4.7. K
We have so far considered m-times monotone functions, where m is an
integer, m1. The proofs of Theorems 3.3, 3.4, and 3.6 require results on
m-times monotone functions with m no longer an integer. These can be
found in Part II of Williamson [33] and will not be reproduced here.
Let us now turn to the proofs of the results in Section 3. The idea is to
show that . belongs to the class Hn , n2, if and only if .(0)=1,
limt   .(t)=0, and (t)=&.$(- t) is monotone of order (n+1)2.
Taking the limit as n tends to infinity leads to the characterization of the
class H by the complete monotonicity of (t)=&.$(- t).
Proof of Theorem 3.1, Theorem 3.2, and Criterion 1.2. The necessity of
the conditions in Theorem 3.1 has been shown in Section 3; it follows easily
from (22). To prove the sufficiency in Theorem 3.1, note that (t)=
&.$(- t) satisfies the assumptions of Lemma 4.3 for m=(n+1)2. Thus it
is monotone of order (n+1)2, and we may write
(t)=&.$(- t)=|
(0, )
(1&rt) (n&1)2+ dF(r), t>0,
103RADIAL POSITIVE DEFINITE FUNCTIONS
where F is the nondecreasing function with F(0+)=0 given by (32) or
(33) with ( } )=&.$(- } ) and m=(n+1)2. Replacing t by t2 and r by
r2 leads to
&.$(t)=|
(0, )
(1&r2t2) (n&1)2+ dF(r
2)
=
bn
bn&1 |(0, )
1
r
d
dt
[&hn (rt)] dF(r2),
where we recall the formulas for h$n (t) and bn in (11) and (6). Integration
with respect to t and an application of Fubini’s theorem give
.(0)&.(t)=
bn
bn&1 |(0, )
1
r
(hn (0)&hn (rt)) dF(r2). (36)
The integrand on the right of (36) is a nonnegative and nondecreasing
function of t that tends to 1r as t approaches infinity. Let us now apply
the monotone convergence theorem. Taking the limit as t tends to infinity
shows that G(r) defined by G(0)=0 and
G(r)=
bn
bn&1 |(0, r)
1
u
dF(u2) (37)
for r>0 is nondecreasing with total variation 1. We may now write (36)
as
.(t)=|
(0, )
hn (rt) dG(r)
with this G. Then G(0+)=0 must hold, because limt   .(t)=0. Thus .
belongs to Hn , and the proof of Theorem 3.1 is complete. Theorem 3.2
follows from inserting (32) with ( } )=&.$(- } ) and m=(n+1)2 into
formula (37). If n3 is odd, the assertion in Criterion 1.2 is immediate
from Theorem 3.1 and the fact that Hn is a subclass of 8n . This proves the
criterion in general, because 8n #8n+1 , and the conditions for n and n+1
are identical if n2 is even. K
Proof of Theorems 3.3 and 3.4. We start by showing the necessity of
the conditions in Theorem 3.3. If . # Hn , then clearly .(0)=1 and
limt   .(t)=0. Replacing t by - t in (21) shows that
&.$(- t)=
n1(n2)
?121((n+1)2) |(0, ) (1&r
2t) (n&1)2+ r dG(r)
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is monotone of order (n+1)2. By Theorem 6 of Williamson [33], the
function in (23) is nonnegative, nondecreasing, and convex for k=(n&2)2
and t>0. It is also clear that limt   .$(t)=0.
If . satisfies the assumptions of Theorem 3.3, then (t)=&.$(- t)
satisfies the conditions of Williamson’s Theorem 6 with :=(n+1)2. We
may therefore write
(t)=&.$(- t)=|
(0, )
(1&rt) (n&1)2+ dF(r), t>0,
where F is nondecreasing with F(0+)=0. Theorem 7 of Williamson [33]
shows that
F(r)=
1
1((n+1)2)
d n2
drn2 _&|
r
0
v(n&1)2.$(1- v)
?12 (r&v)12
dv&
for r>0. The proof is now completed in the same way as that of
Theorems 3.1 and 3.2. K
Proof of Theorem 3.5. Combining Eqs. (10) and (11) gives the recur-
sive property
hn&2 (t)=hn (t)&
t
n
h$n (t) (38)
of Euclid’s hat hn (t). The assertion is now evident upon inserting (38) into
the representation (17) for members of Hn and Hn&2 , respectively. K
Proof of Theorem 3.6. We have already shown that .: [0, )  R
belongs to Hn , n2, if and only if .(0)=1, limt   .(t)=0, and (t)=
&.$(- t) is monotone of order (n+1)2. By Theorem 8 of Williamson
[33], an :-times monotone function is ;-times monotone if 1;:. This
proves the theorem for 2mn. As for m=1, recall from Section 2 that
hn (t), n1, is convex. Thus members of Hn , n1, are convex and belong
to Po lya’s class H1 . K
Proof of Theorem 3.7. Suppose . satisfies the conditions of
Theorem 3.7. Then
(&1)k&2
d k&2
dtk&2
[&.$(- t)]
is convex for infinitely many integers k2. By Theorem 3.1, . # Hn for
infinitely many values of odd integers n3. In view of Theorem 3.6, we
have shown that . # H .
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Conversely, if . belongs to H , then . # Hn for all odd integers n3.
It is immediate from Theorem 3.1 that . satisfies the conditions of
Theorem 3.7. K
Proof of Theorem 3.8. The complementary error function (13) clearly
satisfies the assumptions of Theorem 3.7. Thus it belongs to the class H ,
and so does every scale mixture of the form (27). To show the necessity of
representation (27), suppose . is a member of H=n1 Hn . Then .
admits the representation (17) for all n2 and can be expressed in the
form
.(t)=|
(0, )
hn (rtcn) dGn (rcn),
where cn=((n&1)2)12 and Gn is a distribution function with Gn (0+)=0.
By Helly’s selection principle, there exists a subsequence Gk(rck) converging
weakly to a nondecreasing function G with G(0)=0. The proof is now
completed in the manner of Schoenberg’s classical demonstration of the
representation (3) for members of 8 (Schoenberg [31, pp. 820821]). K
Proof of Theorem 3.9. Let 0<=14. It is clear that .= (t) is a convex
function. By Schoenberg’s representation (3) and Bernstein’s theorem
(Feller [12, p. 439]), the function .: [0, )  R belongs to the class 8
if and only if .(0)=1 and .(- t) is completely monotone. The function
&
d
dt
[.= (- t)]=&
1
2 - t
.$= (- t)=
c=
2
t&12&= (1+t2)&14
is completely monotone (Askey and Pollard [5], Moak [27]), and thus so
is .= (- t). This shows that .= admits the representation (3) and belongs to
the class 8 . On the other hand, the function
&.$= (- t)=c= t&= (1+t2)&14
is not completely monotone (Moak [27]). In view of the comments after
Theorem 3.8, .= does not belong to the class H . Finally,
d 2
dt2
[&.$140 (- t)]=
c140
1600
41&678t2+1281t4
t8140 (1+t2)94
attains negative values in a neighborhood of t=12 such that &.$140 (- t)
is not convex. By Theorems 3.1 and 3.6, .140 does not belong to Hn if
n3. K
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5. THE MITTALBERMAN CLASS
Mittal [26] introduced and studied the classes Vn , n2, of certain
radial positive definite functions on Rn. Her construction is as follows. Let
f (u), u>0, be a probability density function such that f (u)un&1 is nonin-
creasing, and denote by Sn, u, % the surface area of a sphere with radius u
intersected by a right circular cone of angle % in Rn. Thus Sn, u, ? is the
surface area of the sphere. Define
g(u)=
f (u)
Sn, u, ?
, u>0, (39)
such that g(&x&), x # Rn, is a probability density function on Rn that
decreases in &x&. Mittal [26] constructs an isotropic random field on
n-dimensional Euclidean space with correlation function
c(x)=2 |

&x&2
Sn, u, %
Sn, u, ?
f (u) du
=2 |

&x&2
Sn, u, %g(u) du, x # Rn,
where %=arccos(&x&(2u)). The classes Vn , n2, contain the functions
.: [0, )  R that are representable as
.(t)=2 |

t2
Sn, u, %
Sn, u, ?
f (u) du (40)
=2 |

t2
Sn, u, %g(u) du, (41)
where %=arccos(t(2u)), and where the nonincreasing function g(u), u>0,
is of the form (39). From the construction it is clear that Vn is a subclass
of 8n . If n is odd, n3, Mittal [26] has the following characterization
of Vn .
Theorem 5.1 (Mittal). Let n be an odd integer, n3. The function
.: [0, )  R belongs to the class Vn if and only if
(a) .(t) is continuous and convex with .(0)=1 and limt   .(t)=0,
(b) .(k) (t) is absolutely continuous on [=, ) for all =>0,
limt  0 tk.(k) (t)=0 and limt   tk.(k) (t)=0 for k=1, 2, ..., (n&1)2,
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(c) and
(&1) (n&1)2
t (n&1)2 \ :
(n&3)2
i=1
a (n+1)2i
t i
.((n+1)2&i) (t)&.((n+1)2) (t)+ (42)
is nonnegative and nonincreasing in t.
The sum in (42) is interpreted as empty when n=3, and the coefficients
aki are defined as a
k
1=(k&1)(k&2)2, a
k
k&2=(&1)
k&1 1 } 3 } 5 } } } (2k&5),
and
aki =
(k+i&2)!
(2i)! (k&i&2)!
a i+2i (43)
for k3 and i=2, 3, ..., k&2. Mittal [26] also gives an inversion formula
for the density f (u) in terms of .(t); it involves the function in (42). The
characterization of the classes Vn , where n2 is even, is similar. Mittal’s
results were supplemented by Berman [6]. McCormick [25] and Mathew
and McCormick [24] have asymptotic results for certain random fields
with a correlation function of class Vn .
It is natural to ask for the connection between Mittal’s class Vn and our
class Hn . A partial answer is immediate, as Mittal shows V2 to coincide
with the class studied by Ha jek and Zubrzycki in Dalenius et al. [9]. The
class of Ha jek and Zubrzycki is our class H2 ; thus V2=H2 .
The following theorem shows that Vn=Hn for all n2.
Theorem 5.2. Let n be an integer, n2, and let bn the volume (6) of an
n-dimensional ball of diameter 1. If the function .(t) is of Mittal ’s form (41)
with the nonincreasing function g(u), u>0, of form (39), then
G(r)=bn |
r
0
1
un
d _g \ 12u+& (44)
is a distribution function with G(0+)=0, and .(t) admits the scale mixture
representation (17) with this G. Conversely, if .(t) is of the form (17), then
g(u)=
1
bn |
1(2u)
0
rn dG(r), u>0, (45)
is a nonincreasing function of the form (39), and .(t) admits Mittal ’s
representation (41) with this g. Thus the classes Vn and Hn are identical.
Proof. First suppose .(t) is of Mittal’s form (41) with the nonincreasing
function g(u), u>0, given by (39). Clearly g(&x&), x # Rn, is a probability
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density function in Rn which is nonincreasing in &x&. By the results in
Jensen and Good [18], any such function has a unique representation of
the form
g(&x&)=|
(0, )
g0 (r &x&) rn dG(r), x # Rn, (46)
where
g0 (&x&)={1bn ,0,
0&x&12
&x&>12
(47)
is the density of a uniform distribution on a ball of diameter 1 centered at
the origin, and G is a distribution function with G(0+)=0. Let us now
insert representation (46) into formula (41). Fubini’s theorem and a
straightforward change of variables give
.(t)=2 |

t2
Sn, u, %g(u) du
=2 |

t2
Sn, u, % \|(0, ) g0 (ru) rn dG(r)+ du
=2 |
(0, ) \|

t2
Sn, u, % g0 (ru) du+ rn dG(r)
=2 |
(0, ) \|

t2
Sn, ru, %g0 (ru) du+ r dG(r)
=2 |
(0, ) \|

rt2
Sn, u, %g0 (u) du+ dG(r)
=|
(0, )
hn (rt) dG(r), (48)
where
hn (t)={
2
bn |
12
t2
Sn, u, % du, 0t1,
(49)
0, t>1,
and where % stands for arccos(t(2u)) or arccos(rt(2u)), respectively.
We claim that (49) is the Euclid’s hat function (7) of Section 2. Indeed,
(49) and (7) just invoke two different ways of computing the volume asso-
ciated with Euclid’s hat. As the derivation just preceeding (7) shows, the
integration there is along (n&1)-dimensional hyperplanes, whereas the
integration in (49) is along n-dimensional spheres, as illustrated in Fig. 4.
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FIG. 4. Two different ways of computing the volume associated with Euclid’s hat. The
sketch on the left corresponds to the integration in (7), and the integration in (49) is
illustrated on the right.
Thus .(t) can be expressed in the form (17) and belongs to the class Hn .
Solving Eq. (46) for G leads to (44).
Conversely, suppose .(t) is of the form (17). Define g(u) by (46), which
is equivalent to (45). It is straightforward to reverse the above arguments
and check that g(u) is a nonincreasing function of the form (39), and that
.(t) admits Mittal’s representation (41) with this g. We have shown that
Vn=Hn , n2. K
In particular, the Euclid’s hat function (7) admits Mittal’s representation
(41) with the nonincreasing function g0 (u) given by (47). In terms of the
probability density function f (u), u>0, in (39), Euclid’s hat corresponds to
f0 (u)={n 2
n un&1,
0,
0u12,
u>12.
For n=2, this formula is due to Mittal [26, p. 522].
Theorem 5.2 suggests to compare Mittal’s characterization of the classes
Hn=Vn to our results in Section 3. In doing so, we restrict to odd values
of n and concentrate on n=3 and n=5; this will suffice to demonstrate the
general pattern. If n3 is odd, Theorem 3.1 requires that
(&1)(n&3)2
d (n&3)2
dt(n&3)2
[&.$(- t)] (50)
be convex; Theorem 5.1 specifies that
(&1)(n&1)2
t (n&1)2 \ :
(n&3)2
i=1
a (n+1)2i
ti
.((n+1)2&i) (t)&.((n+1)2) (t)+ (51)
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be nonnegative and nonincreasing for members of Hn=Vn . The coefficients
aki are defined in (43). Expression (50) looks mores friendly than formulas
(51) and (43) do; yet Theorems 3.1 and 5.1 characterize the same class
Hn=Vn . This calls for an explanation. To see the connection between
expressions (50) and (51), note that (50) is convex if and only if the right-
hand derivative
(&1) (n&1)2
d (n&1)2
dt(n&1)2
[&.$(- t)] (52)
exists and is nonincreasing in t. If n=3, this condition specifies that
."(- t)- t be nonincreasing in t. Replacing - t by t recovers Mittal’s
expression (51). If n=5, formula (52) can be written as a positive multiple of
1
t \
."(- t)
- t
&.$$$(- t)+ .
If we replace - t by t, we again recover (51). The general pattern is now
clear. Mittal’s expression (51) evidently involves a cumbersome version of
the general identity
d k
dtk
[(- t)]=
(k) (- t)
(2 - t)k
&
k(k&1)
1!
(k&1) (- t)
(2 - t)k+1
+
(k+1) k(k&1)(k&2)
2!
(k&2) (- t)
(2 - t)k+2
& } } } , (53)
a special case of the chain rule for higher derivatives of composite functions
(Gradshteyn and Ryzhik [16, formula 0.433]). In other words, if we set
( } )=&.$( } ), Mittal works with a recursive version of the right-hand side
in identity (53), whereas our approach is based on the simple expression on
the left-hand side.
Corollary 1 of Mittal [26] gives a recursive property of the classes
Hn=Vn that is similar to (25) but different. The precise statement is as
follows: If .n (t) belongs to the class Vn (n4) with associated density
function f in the representation (40), then
.n&2 (t)=.n (t)&
t
n&2
.$n (t) (54)
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is a member of Vn&2 for the same density function f. (The additional factor
in Mittal’s recursive formula is easily seen to equal 1.) There is a slight
problem with this statement. Consider the function
.5 (t)=h5 (t)= 18(8+9t+3t
2)(1&t)3+
that belongs to the class H5=V5 . Yet the corresponding function
.3 (t)=.5 (t)&t3.$5 (t) does not even belong to 83 , because its three-
dimensional Fourier transform attains negative values. The tricky issue
here is that the calculations in Mittal’s proof require f (u)un&3 to be a non-
increasing function of u>0. The function h5 (t) corresponds to the density
f0 (u)=160u4 on (0, 12), and f0 (u)=0 otherwise, and does not satisfy this
requirement. Mittal’s result is easily put right by adding the omitted addi-
tional assumption. Nevertheless, it appears that (25) rather than (54) gives
the natural recursion for the classes Hn=Vn .
Further advantages of the present approach are the effective incorpora-
tion of Po lya’s class H1 , and the characterization of the class H .
Moreover, we can now give a vastly simplified proof of the key result in
Section 3 of Berman [6].
Theorem 5.3 (Berman). Let n be an integer, n2, and suppose .(t) is
of Mittal’s form (41). The n-dimensional probability distribution with charac-
teristic function .(&x&) is absolutely continuous with probability density
function
p(x)=&
1
&x&n |

0
J 2n2(u &x&) u
n dg(u), x # Rn; (55)
here J denotes a Bessel function, and g(u) is the nonincreasing function in
(41).
Proof. By Theorem 5.2, .(t) can be expressed in the form (17) with the
distribution function G given by (44). Now write pn (&x&) for the probabil-
ity density function (15) of the n-dimensional random vector with charac-
teristic function hn (&x&). It is clear from representation (17) that the
n-dimensional random vector with characteristic function .(&x&) has prob-
ability density function
p(x)=|

0
1
rn
pn \&x&r + dG(r)
=
1(n2+1)
?n2 |

0
J 2n2(&x&(2r))
&x&n
dG(r), x # Rn.
If we insert formula (44) into this equation, we obtain (55). K
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6. ASKEY’S CLASS
A beautiful Po lya type result on radial positive definite functions is due
to R. Askey [3, 4]. Askey’s theorem, introduced earlier as Criterion 1.3, is
based on the following well-known result.
Theorem 6.1 (Askey). Let n be an integer, n1. The radial function
a2n&1 (x)=(1&&x&)n+ is positive definite on R
2n&1.
In addition to Askey’s elegant original work, various techniques are
known to demonstrate Theorem 6.1; see Letac and Rahman [19], Trigub
[32], and Chanysheva [7]. Theorem 6.3 below adds an attractive proof to
this list.
Let us write a2n&1 (t)=(1&t)n+ , t0, for the univariate function that
corresponds to Askey’s function and belongs to the class 8n . The classes
A2n&1 , n1, contain the functions .: [0, )  R that can be expressed in
the form
.(t)=|
(0, )
a2n&1 (rt) dG(r), (56)
where G is a distribution function with G(0+)=0. Evidently, A2n&1 is a
subclass of 82n&1 . The function a1 (t) is the same as h1 (t), such that
A1=H1 gives Po lya’s class of convex functions vanishing at infinity. More
generally, Proposition 4.4 leads to the following characterization of A2n&1 ,
from which Criterion 1.3 is immediate.
Theorem 6.2. Let n be an integer, n1. The function .: [0, )  R
belongs to the class A2n&1 if and only if .(0)=1, .(t) is continuous,
limt   .(t)=0, and (&1)n&1 .(n&1) (t) is convex.
In analogy to the discussion of the classes H2n&1 in Section 3, a less con-
cise but more illuminating characterization of A2n&1 will be helpful. In fact,
. # A2n&1 if and only if .(0)=1, .(t) is continuous with limt   .(t)=0,
and (&1)k .(k) (t) is nonnegative, nonincreasing, and convex for k=
0, 1, ..., n&1. This gives the relations
H1=A1 #A3 #A5 # } } } #A2n&1 # } } } , (57)
similar to the inclusions (2) and (26) for the classes 8n and Hn .
We have seen that A1=H1 is Po lya’s class of convex functions vanishing
at infinity. For n2, the relation between the classes A2n&1 and H2n&1 is
less obvious. Berman [6, p. 8] discussed the classes V2n&1=H2n&1 and
A2n&1 as ‘‘different but related’’ and found ‘‘no direct relation’’ between the
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canonical forms of their members. The following theorem shows that
Askey’s function a2n&1 (t) belongs to the class H2n&1 , n1, and thereby
gives a new proof of Theorem 6.1. Theorem 6.4 points out that A2n&1 is a
proper subclass of H2n&1 if n2. This should provide a satisfactory answer
to the problems raised by Berman. Moreover, Theorem 6.4 shows that
Criterion 1.2 is stronger than Askey’s criterion 1.3, as illustrated in
Example 7.1 below.
Theorem 6.3. Let n be an integer, n1. The function a2n&1 (t)=
(1&t)n+ belongs to the class H2n&1 .
Proof. If n=1, the assertion is obvious, because a1 (t)=h1 (t). If n2,
we make use of the results for multiply monotone functions in Section 4. By
Theorem 3.1 and Proposition 4.4, it suffices to show that &a$2n&1 (- t) is
monotone of order n. The function &a$2n&1 (t)=n(1&t)n&1+ is evidently
monotone of order n, and the function - t has a derivative that is
monotone of order n&1 for all n2. An application of Proposition 4.5
with .(t)=&a$2n&1 (t) and (t)=- t shows that .((t))=&a$2n&1 (- t) is
monotone of order n, as desired. K
Theorem 6.4. Let n be an integer, n2. The class A2n&1 is a proper
subclass of H2n&1 .
Proof. By Theorem 6.3, a2n&1 (t) belongs to the class H2n&1 . So does
every function of the form (56), because the class H2n&1 is closed under
scale mixtures. This shows that A2n&1 is a subclass of H2n&1 . The function
h2n&1 (t) evidently belongs to the class H2n&1 . Yet formula (11) shows that
&h$2n&1 (t) is not convex. By Theorem 6.2 with n=2 and the inclusions
(57), h2n&1 (t) does not belong to A2n&1 if n2. The proof is complete. K
It may be worthwhile to compare Theorem 6.3 with the results of Letac
and Rahman [19]. Letac and Rahman show that Askey’s function a2n&1 (t)
can be factored as
a2n&1 (t)=
h2n&1 (t)
q2n&1 (t)
,
where h2n&1 (t) is Euclid’s hat (7), and q2n&1 (t) is a polynomial in t whose
inverse 1q2n&1 (t) belongs to the class 8 . Theorem 6.3 shows that
a2n&1 (t) has a mixture representation
a2n&1 (t)=|
(0, )
hn (rt) dG(r)
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in terms of Euclid’s hat. Both representations involve Euclid’s hat, and
both prove the positive definiteness of Askey’s function. A possible advan-
tage of the present approach is its efficient use of multiply monotone func-
tions in the proof of Askey’s criterion. As pointed out by Letac and
Rahman [19] and the author [13], any proof of Askey’s criterion splits
into two parts. In a first step Theorem 6.1 is proved, by whatever techni-
que. The second steps leads to Askey’s criterion 1.3 via the natural passage
to scale mixtures and multiply monotone functions. Theorem 6.3 essentially
performs the first step with the tools of the second.
We close this section with a number of results for the class
A= ,
n1
A2n&1 .
The proofs are entirely analogous to those of Theorems 3.7 and 3.8 and
therefore omitted.
Theorem 6.5. The function .: [0, )  R belongs to the class A if
and only if .(0)=1, limt   .(t)=0, and (&1)k .(k) (t)0 for infinitely
many values of k.
Theorem 6.6. The function .: [0, )  R belongs to the class A if
and only if it is of the form
.(t)=|
(0, )
exp(&rt) dG(r), (58)
where G is a distribution function with G(0+)=0.
As in Section 3, we call the reader’s attention to the material in [14]. It
is also interesting to compare the classes
8 #H #A
in view of Bernstein’s theorem (Feller [12, p. 439]) and the representations (3),
(27), and (58). If .: [0, )  R is a continuous function with .(0)=1 and
limt   .(t)=0, then . is a member of 8 , H , and A , respectively, if and
only if .(- t), &.$(- t), and .(t), respectively, is completely monotone.
7. APPLICATIONS
The present work has its roots and motivation in applications in
geostatistics. The intention of this brief final section is to supplement the
preceding results by references and hints at this background.
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The criteria in Section 1 clearly lead to simple and efficient tests for the
positive definiteness of a given radial function. Such tests are useful in
spatial statistics, where isotropic correlation models are frequently fit to
observed data and need to be checked for positive definiteness (Armstrong
and Diamond [2], Christakos [8]). In our terminology, the problem is
conveniently rephrased by asking whether a given function .: [0, )  R
belongs to the class 8n , usually n=2 or 3. Criterion 1.2 shows that .
belongs to 82 or 83 if .(0)=1, .(t) is continuous with limt   .(t)=0,
and &.$(- t) is convex. If . has a third derivative, the latter condition is
equivalent to the nonnegativity of the function ."(t)&t.$$$(t). This suggests
comparison with Christakos’ [8] criterion of permissibility COP-2: If
.: [0, )  R is such that .(0)=1, the right-hand derivative .$(0) is
negative, limt   t.(t)=0 and ."(t)&t.$$$(t) is nonnegative, then .
belongs to 83 . This is a somewhat weaker version of Criterion 1.2 with
n=3, based on essentially the same approach. Christakos’ COP-2 also
covers the cases n=1 and n=2. COP-2 for n=1 is a slightly weaker
version of Po lya’s criterion. COP-2 for n=2 is not easily applicable and
presumably involves a typographical error. Details are difficult to check,
because Christakos does not provide proofs.
Let us consider the following example.
Example 7.1. Pearce [28] suggested the function
c(x)=1&
2
?
arctan(&x&), x # R2,
as an isotropic planar correlation model in agricultural studies, but did not
establish its permissibility. Clearly Pearce’s model is permissible if and only
if the function .(t)=1&2? arctan(t) belongs to the class 82 . Let us check
which criteria work. Evidently, . is continuous with .(0)=1 and
limt   .(t)=0, and &.$(- t)=2?(1+t)&1 is convex. The assumptions
of Criterion 1.2 with n=2 or n=3 are satisfied, and Pearce’s model is per-
missible. However, neither Christakos’ COP-2 for n=3 nor Askey’s
criterion for n=2 or n=3 apply, because limt   t.(t)=2? does not
vanish, and &.$(t)=2?(1+t2)&1 is not convex.
The author’s initial interest in the area stems from work by Alfaro
Sironvalle [1] in geostatistical simulation, a stochastic simulation
approach now widely used in the geological and environmental sciences.
The recent paper of Gotway [15] and the discussion thereof offer an
excellent introduction to a methodology which is still in vigorous develop-
ment. The approach relies on the availability of simulated random fields
with a prescribed correlation structure. Alfaro Sironvalle’s [1] random
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coin method generates realizations of isotropic random fields by an attrac-
tive geometric technique that leads to a correlation structure of the form
(17). His two-dimensional approach is easily generalized to n dimensions
and calls for a description of the classes Hn and an inversion formula for
the distribution function G in (17). In this context, an entirely forgotten
paper by Hammersley and Nelder [17] emerged as a great surprise. Way
before the introduction of geostatistical simulation during the 1970s,
Hammersley and Nelder considered an ingenious version of Alfaro’s
random coin method, and thereby established variants of the inversion
formulas (18), (20), and (24) for the practically important cases n=1, 2,
and 3. Despite of the extensive literature on geostatistical simulation, a
search through the Science Citation Index revealed not a single reference to
Hammersley and Nelder [17]. This pioneering work definitely deserves
recognition, and the author hopes to present a more detailed account
elsewhere.
Talking about pioneering works, a good final point is to draw attention
to Matheron [23], a reference with a wealth of interesting material on
radial positive definite functions. Well-known among geostatisticians, but
gone almost unnoticed by the mathematical community, Matheron’s work
may stand for the scattered literature in the field.
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