Este artigo discute testes para uma rafz unita.ria permitindo a possibilidade de uma quebra unica no intercepto e/ou na inclin�ao da fun�ao de tendencia do modelo de outlier aditivo discutido em Perron (1989). Detectamos e corrigi mos urn erro na fun�ao de distribuic;ao assint6tica do teste proposto neste caso. A modific�fio fcita nos permite construir uma estatlstica com a mesma distribuic;a.o assint6tica da encontrada em Perron (1989). Discutimos, tambem, a propriedade de aproxirnac;Oes assint6ticas e varias extensOes onde 0 ponto de quebra e descon hecido.
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R. de Econometria Rio de Janeiro v.l3, n2. 2, p.l8l-20l novembro 1993/abrill994 when the change is sudden, and b) the innovational outlier model, appropriate when the change is gradual. In this note, we discuss an error in the treatment of the asymptotic distributions of the tests associated with the additive outlier model. We point out that the asymptotic distributions of these statistics are different than those stated in P89 and also that they depend on the correlation structure of the data when a change in intercept is involved, even if the appro priate order of the autoregression is used. Fortunately, in these cases, a simple modification is available which yields statistics having the same asymptotic distributions (invariant to nuisance parameters) as stated in P89. This transformation is discussed, as well as the asymp totic approximation that is related. We also discuss extensions to the case where the breakpoint is unknown and present corresponding asymptotic critical values.
The present note contains an extended discussion and proofs of assertions stated in Perron (1992) . It covers cases dealing with trend ing data, where as Perron and Vogelsang (1992) cover similar correc tions and extensions to Perron (1990) for the case of non-trending data. The case of trending data offers some interesting contrasts, especially when a change in slope is involved with both segments of the trend joined at the time of change. Here, the two-step method suggested in Perron (1989) is still valid. The asymptotic distribu tions are, however, different from those stated earlier for a known breakpoint and also different from the limiting distribution stated in Zivot and Andrews (1992) for an unknown breakpoint. We provide tabulated critical values, in this and other settings, that should be useful for applications.
1. The models and the statistics.
The additive outlier models allow for a sudden change in the intercept and/or slope of a series {Yt}f, say, at time To(1 < To < T).
Model A (the cmsh modeQ specifies a change in the intercept, model B a change in the slope (restricting the segments to be joined) and Model C allows for both a change in intercept and slope. The models are specifi ed, respectively, as (for t = 1, ... , T):
where DU, = 1, DT; = t -Tb and DT, = t if t > nand DU, = DT; = DT, = 0 otherwise. The noise component Z, is assumed to be a finite order ARMA(p,q) process of the form A(L)Z, = B(L)v,(Zo = 0) with v, � i.i.d.(O,oD with finite fourth moment. It is assumed that all the roots of B(z) = 0 are strictly outside the unit circle and that the polynomial A(z) = 0 has at most one root on the unit circle with all others strictly outside. Denote by a the sum of the autoregressive coefficients, 1-A(1), and write A(L) = (l-aL)A*(L). Under the null hypothesis a = 1, and under the alternative hypothesis a < 1. Using this notation, we can write Z, = aZ'_l + e, where
Let {ii!;i = A, B, e} be the residuals from a regression of y, on { I , t, n U,}(i = A), { I , t, DT;}(i = B), { I , t, DU" DT,}(i = e). The tests based on the additive out lier models froin P89 are the normalized bias T(ai-1) and the t-statistic for testing the null hypothesis a = 1, denoted by tai, in the following second step regression:
(i = A,B,e) t=2, ... ,T.
2. The limiting distributions.
(2)
Let wi(r) be the projection residual of a Wiener process w(r) on the subspace generated by the functions {l,r,du(r)}(i = A), {l,r,dr*(r)}(i = B) and {l,r,du(r),dr(r)}(i = e) where du(r) = 1, dr*(r) =r-oX,dr(r) =r if r > oX and du(r) = dr*(r) = dr(r) =O oth erwise. Here, oX = [Tb/TJ is the ratio of pre-break sample size to total sample size. Denoting by "==?" weak convergence in distribution, the limiting distributions of T(a i -1) and tai are, instead of those stated in Thceorem 2 of P89 (with 9i(i = A, B, e), '1/11 , 1/J4, 1/J5, D4 and D1 2 as define<l in that Theorem, see also Perron (1992) where 9E and ge are correctly stated to be defined by gB = A3/3 and go = (1 -A)3/12): 
j = 1 does not eliminate the dependency of the t-statistic on nuisance pa rameters even when Zt is an autoregressive process of known order. There is, however, a simple way to modify the second step regression (2) to avoid these problems. Consider fi rst the modification:
Let t&i be the t-statistic for testing a; = 1 in (8). It is shown in the Appendix that:
.1 1 Table 4 (A, B) and 6 (A, B) of P89.
Consider now the case of. Model B. Here things are different. First, the limiting distributions are different from the innovational outlier case only insofar as an extra term (independent of nuisance parameters) is present in the numerator. Hence, on the one hand, the application of the Phillips-Perron transformations (as discussed in section 4.1 of P89) is still valid provided the asymptotic distribution in (8) and (9) with Oe = ° are used. Also, contrary to the case with Models A and C, the limiting distribution of the t-statistic, obtained using the augumented regression (7), is given by (6) with Oe = ° when the noise component is an autoregression.
Hence, the critical values of the limiting distributions (5) and (6) with a e = ° can be used for inference purposes. These are different R. de Econometria 13(2) novembro 1993/abril 1994 from those stated in P89 and are tabulated in Perron (1992) . Ta ble 1 reproduces the asymptotic distribution of taB and reports finite sample critical values to assess the adequacy of the asymptotic ap proximation (the data-generating process used being a random walk with N(O, 1) innovations and initial condition set at zero; 10,000 replications are used). The approximation is seen to be adequate for common sample sizes. Comparing the results with those in Tables 5.A and 5.B of P89, it is seen that the differences in the asymptotic distributions are mainly in the right tail, the left tail being very sim ilar. Furthermore, the corrected asymptotic distribution is, unlike the other cases, clearly asymmetric around A = 0.5 (again, especially given the behavior of the distribution in the right tail).
Extensions to more general error processes.
Consider first the case of model B. Applying the augumented regression (7) when the DGP is an AR(p) with a unit root leads to a t-statistic with an asymptotic distribution equivalent to that stated in (6) with r7e = r7 (details of the proof are available on request). Hence, the limiting distribution is different from that tabulated in P89 but is otherwise free of nuisance parameters, and the appropriate critical values are those in Table 1 Tables 1 and 2 of this note are used.
Consider now the transformations to (8), for Models A and C, necessary for the limiting distributions of the tests to be invariant to nuisance parameters when Z , is an ARMA(p, q). First, the extensions of the Phillips and Perron (1988) statistics, discussed in Section 4.1 of P89, remain valid provided & ; and tai in equations (6) and (7) of P89 are replaced by a; and t&i from (8) above (similarly & 2 and &� need to be replaced by estimators based on the residuals from that regression). The asymptotic critical values are still those in Table  4 .A-B and 6.A-B of P89. Secondly, the Said-Dickey (1984) extension, discussed in Section 4.1 of P89, remains valid for Models A and C provided the augmented regression (7) is replaced by:
The introduction of the dummies {D(T Blt -j }j; o makes the asymp totic distribution of the t-statistic for Ct = 1 in (11), t&i, be that stated in (10) with q = 17 •• The introduction of these dummies is sufficient to correct the problems discussed above for the additive outlier model and the critical values in Tables 4.B and 6.B of P89 are appropriate.
Extensions to unknown break points.
Several recent studies have considered extensions of the tests proposed in P89 to the case where the break point is unknown (see Banerjee, Lumsdaine and Stock (1992) 
Tabulated critical values of the asymptotic distribution in (12)
are presented in Table 3 . These are obtained using simulation meth ods with a grid of 1,000 values for A and 50,000 replications. The critical values of the corresponding asymptotic distributions of the t-sta.tistics associated with Models A and C are presented in Zivot and Andrews (1992). Note that Table 3 of Zivot aud Andrews (1992)
does not provide the asymptotic distribution of t&B(inf) as obtained from regression (7). They use a one step procedure which does not permit the change in slope to be present under the null hypothesis. For completeness Table 4 gives the asymptotic critical values of the distribution of inf»,A[ JJ wB(r)dw(r) + (.p4/gB)Jl wB(r)dr]
[JJ wB(r) 2 drJ-l , for Model B. These critical values can be used when considering the minimal value (over all break points) of the Phillips Perron Z( a) statistic in the additive outlier model assuming the break point to be unknown. Also presented in Table 4 
Mathematical App endix
We first note that the exact distributions of the statistics of in terest are invariant to the parameters fl, {3, >-, a nd (J in (1.A)-(1.C). Therefore, without loss of generality, we derive the following asymp totic results under the simplifi ed data-generating process, where e" a finite order ARMA(p, q) process, is as defined in the text:
(A.l) PROOF OF (3)-(4), MODEL A: Let 'iJf be the residuals from a pro jection of y, on {I, t, DU,} (t = 1, ... , T). Straightforward algebra yields: 
where D4 is as defined in P89 (Theorem 2). Hence,
Consider now the denominator of (A.4). As in P89, we have:
This proves (3), with i = A, using (A.4), (A.6) and (A.7). To prove (4) we only need to further derive the limit of 81 = T -1 z=i = 2 u� with Ut the estimated residuals from (2). The proof of (4), with i = A, follows using (A.6) through (A. 
T -A 2 T -A 2
We can write: 
Similar to model A, we have T -l Y�{E =? CT 2 Ho/go == CT 2 fwo(r)dr(r) + 8.
o Also:
The proof of (3), with i = C, follows using (A.ll) and T-2 Y.:'{Y. :' 1 => <7 2 Ke/ge == <7 2 J� we(r) 2 dr. Derivations analogous to those for Model A show that sb => <7; + <7 2 Lb. PROOF OF (5)-(6), MODEL B: Let fir be the residuals from a projection of Yt on {l, t, DTt}(t = 1, ... , T). Straightforward algebra yields:
.. t= l t. ote that T-1 / 2 y => <7 J� w(r)dr, T-1 1 => 1/2, T-1 t => (1 -,\) 2 /2. The variables Ca and C4 are defined by rCa, C4]'
T-t T -n-t
We !lave T 1 / 2 C 3 => -a,p 3 /gB and T 1 / 2 C4 => -a,p4/gB with g B, ,p 3 and ';"4 as defi ned in P89 (Theorem 2, see also Perron (1992». The first-differences are given by:
'" Yt -Yt-1 = et -C 3 , t :::; .Lb, (A.13) or in vector notation: y B -y& = E -c3i -C4DU. Consider the numerator of T(a B -1):
This proves (5) nothing that To prove (6), we simply need to show that s� -t a�. Using (A.13):
PROOF OF (9)- (10): We prove the results for Model A only; the proof for Model C is entirely analogous and therefore omitted. Let 1J � t be the residuals from a regression of yf on D(TB} t (t = 2, ... , T) and let 1Jf, t-l be the residuals from a regression of iif -l on D(TB} t (t = 2, ... , T ). We have, for t = 2, ... ,T : 1J�t = iif if t i= Tb + 1 and 0 otherwise; 1Jf,t-l = ii f -l if t i= Tb + 1 and 0 otherwise. Also, ii�t -1Jft -l = e t-C if t i= Tb +1 and 0 otherwise. The least-squares estimate a�d t-statistic from regression (8) are given by : 
Similarly the limit of the denominator of T( & A -1) is given by: A.15) This proves (9) using (A.14) and (A.15). To prove (10), we show that (A.15) and (9), t=2 Tb T = T -1 2:=(e, -c) 2 + T -1 2:= (e, -cj 2 + op(l ) , using (A.13), t=2 t=Tb+2
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Percentage Points of the Asymptotic Distribution of inf'\EA t,,(-X). Table 4 . .
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