Many tribological problems are expensive to solve due to the requirement of heavy and iterative computation. In this study, a direct mapping between design variables and merits is obtained using a neural network. Data from limited numerical simulations of the behaviors of fluid film of a slider in the thermohydrodynamic regime were used to train the network, which replaces further lengthy simulations. A balance between the modeling accuracy and generalization capability of the network is achieved by optimizing the network size using an efficient optimization scheme, DIviding RECTangles (DIRECT). Performance comparison of the optimization method is based on a hybrid learning strategy that combines the steepest descent and Levenberg-Marquardt method.
INTRODUCTION
Interpolation techniques, such as artificial neural networks [1] and Kriging functions [2] , can be useful for the construction of multidimensional models based on sampled data.
Although without physical insights that are common in mathematical models, these interpolation models can be used as universal lookup tables. The models can offer valuable quantities corresponding to prescribed conditions within extent of sampled data. As experimental data are usually costly and simulation data typically demand heavy computation, interpolation models are useful for both analysis and design purposes.
In this paper, we use a multilayered feedforward neural network (MFNN) [3] as the interpolation model. Without loss of generality, the MFNN has two hidden layers. The hidden layers are composed of neurons with a hyperbolic tangent sigmoid activation function, and the activation function of the output layer is the linear function. This specific architecture has been shown to provide outstanding fitting capability in various situations [3] .
Generalization capability of interpolation models is particularly important when limited data sets are available for assessment. In this paper, the performance of the network in generalization is investigated, and characteristics in training strategy are presented.
METHODS
In this study, the mathematical model for the fluid film of a slider in the thermohydrodynamic regime [4] is composed of the coupled Reynolds equation and energy equation. The Reynolds equation was solved iteratively using a successive over relaxation (SOR) method. The numerical scheme used for the time dependent energy equation is the alternating direction implicit (ADI) method.
From this thermohydrodynamic system, we chose the bearing velocity, lubricant viscosity and slider wedge as design inputs, and maximum temperature in lubricant and bearing load capacity as merit outputs.
Thus, the MFNN serves as a three-input and two-output interpolation model. Data prepared from 100 numerical simulations of fluid films of sliders were used to train the network and 25 data sets are used for validation of generalization capability. These 125 data sets are generated such that each input variable has five levels of variation, and shuffled into training and test data sets.
The Levenberg-Marquardt backpropagation (LMBP) algorithm is a modification to Gauss-Newton method. This algorithm takes ill-conditioned Jacobian matrices into account by augmenting the matrices to be inversed with a positive diagonal matrix [5] . The LMBP normally works well in the training of MFNNs, and has become a standard in neural network training.
However, the LMBP algorithm is sensitive to initial values of the network connection weights. If we define 'failure' in training as the premature discontinue in network connection weight adjustment, the probability of failure is more than 5% in this study. We thus modified the original the LMBP algorithm by executing the algorithm after 40 epochs of the standard steepest descend (SD) algorithm. In the approach, the SD algorithm is itself initialized by small random values within ±0.01. With this modification, potential training failure is avoided almost completely. Fig. 1 shows the convergence history of a typical training course, where each epoch corresponds to a complete presentation of training data batch to the network. September 12-16, 2005, Washington, D.C., USA 
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Generalization capability of the MFNN depends on the network architecture. With the assumption of two hidden layers, the optimal layer sizes are searched for by an efficient optimization scheme, DIviding RECTangles (DIRECT) [6] [7] . It is a global deterministic algorithm based on the classical one-dimensional Lipschitzian optimization scheme. Figure 2 shows the hidden-layer size searching process conducted by the algorithm. The cost of the optimization procedure is defined as the prediction accuracy. The optimum network architecture was found at the 26-th iteration, after 151.45 minutes, with a Pentium 4 2.8 GHz PC. For comparison, a total of 3,600 iterations are required in an exhaustive search, which will take more than 20,000 minutes.
According to this search, generalization performance of the network is optimum when the first hidden layer has 32 neurons and the second hidden layer has 8 neurons. This 3-32-8-2 architecture has totally 368 connections between the neurons and 42 bias weights to be trained by the hybrid algorithm.
CONCLUSIONS
A multilayered feedforward neural network was built to interpolate 100 data sets of fluid film behaviors of a slider in the thermohydrodynamic regime. With the optimal network size found by the DIRECT algorithm, the network is trained by an efficient hybrid learning strategy, which modifies the Levenberg-Marquardt method.
The network has efficient generalization capability. Deviations between network predictions and simulation results are below 6.85% for maximum temperature, and below 5.6% for bearing load capacity. Figure 3 demonstrates one of the applications of the trained network by showing bearing load capacity as function of wedge and velocity. For a three-dimensional visualization, viscosity value is fixed at 105.5 mPa-s in this figure. 
