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Abstract
We consider the Cauchy problem for linear and quasilinear symmetrizable hyperbolic systems with coef-
ficients depending on time and space, not smooth in t and growing at infinity with respect to x. We discuss
well-posedness in weighted Sobolev spaces, showing that the non-Lipschitz regularity in t has an influ-
ence not only on the loss of derivatives of the solution but also on its behaviour for |x| → ∞. We provide
examples to prove that the latter phenomenon cannot be avoided.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we study the Cauchy problem{
∂tu = K(t, x,Dx)u + f (t, x),
u(0, x) = g(x), (1.1)
u = u(t, x), (t, x) ∈ [0, T ] × Rn, Dx = −i∇x, where K is a matrix of pseudo-differential oper-
ators with symbol k(t, x, ξ) satisfying an estimate of the form∣∣Dαξ Dβx (k(t, x, ξ)− k(s, x, ξ))∣∣ Cαβ |t − s|∣∣log |t − s|∣∣〈ξ 〉1−|α|〈x〉1−|β| (1.2)
for every α,β ∈ Zn+, x, ξ ∈ Rn, 0 < |t−s| < 1/2, for some positive constant Cαβ , where through-
out the paper we are going to denote 〈x〉 = (2 + |x|2)1/2, 〈ξ 〉 = (2 + |ξ |2)1/2.
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Log-Lipschitz (LL) regularity. We remind that a function a(t) ∈ LL[0, T ] if
sup
t,s∈[0,T ]
0<|t−s|<1/2
|a(t)− a(s)|
|t − s|| log |t − s|| < +∞.
F. Colombini, E. De Giorgi and S. Spagnolo first proved in [6] that this regularity is the optimal
one to get H±∞ and so C∞ well-posedness for second order strictly hyperbolic equations with
coefficients depending only on time. After [6], many authors analyzed various ways of weakening
the Lipschitz regularity in t of the coefficients of hyperbolic problems and their effects on the
well-posedness, see, for example, [7,16,17] and references quoted therein. In particular, in the
case of Log-Lipschitz coefficients, the results in [6] have been extended by F. Colombini and
N. Lerner [8] to the case of coefficients smooth and uniformly bounded in x. A further extension
to higher order equations and symmetrizable first order systems is due to M. Cicognani [3]. For
quasilinear equations, under the same assumptions of regularity, C∞ well-posedness still holds
locally in t , see [1].
Whenever dealing with Log-Lipschitz coefficients, a finite loss of derivatives occurs for the
solution of the Cauchy problem as shown by means of examples in [6,8] (see also the recent
papers [4,5]).
With respect to the above mentioned papers, here we admit a polynomial growth of the co-
efficients for |x| → ∞. To be precise, a growth of type (1.2) characterizes a class of systems
usually referred to as “SG-hyperbolic” systems, cf. [10,11]. These systems have been studied by
H.O. Cordes [9] in the case of smooth dependence on time. Namely, he proved well-posedness
in the Schwartz spaces S(Rn), S ′(Rn) and in weighted Sobolev spaces Hs = H(s1,s2), defined for
s = (s1, s2) ∈ R2 by
H(s1,s2) =
{
u ∈ S ′(Rn): 〈x〉s2〈Dx〉s1u ∈ L2(Rn)}, (1.3)
and generalizing the usual Sobolev spaces. Indeed, a geometrical invariant setting for these sys-
tems is given by a class of manifolds (the so-called SG-compatible manifolds, cf. [18]) including
in particular manifolds with ends considered in [9,14,18,19]. The results in [9] have been ex-
tended by S. Coriasco [10], S. Coriasco and L. Rodino [11] to weakly hyperbolic systems with
constant multiplicities and, more recently, to quasilinear symmetrizable systems by the second
author and L. Zanghirati [2].
In this paper we examine the role played by Log-Lipschitz regularity in SG systems of the
type considered in [2,9].
In Section 3 we prove that the Cauchy problem (1.1), (1.2) is well posed in S(Rn), S ′(Rn).
In this new setting, besides the expected loss of derivatives, we find that the solution presents
also a different behaviour at infinity with respect to the initial data. For instance, if we start from
data with a prescribed decay at infinity, a loss of decay appears in the solution. Similarly, if the
data have a fixed polynomial growth at infinity, the solution presents a stronger growth which
increases with time. We notice that when k(t, x, ξ) is bounded with respect to x, our technique
allows to recapture the results in [3], giving more precise information about the behaviour of
the solution at infinity, see Remark 2. The arguments in our proofs show that the two losses are
related to each other, due to the symmetry in x and ξ of (1.2).
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appears. Furthermore, we prove that Log-Lipschitz regularity is the optimal threshold also for
well-posedness in S ′(Rn).
Finally, in Section 5, we focus on quasilinear systems, dealing with the Cauchy problem{
∂tu = K(t, x,u,Dx)u + f (t, x,u),
u(0, x) = g(x), (1.4)
where, for every fixed w ∈ Rm, the symbol k(t, x,w, ξ) satisfies (1.2) for some Cαβ smoothly
depending on w. Combining the techniques used in [1,2], we prove that (1.4) is well posed in
S(Rn). In this way, we provide also an extension of the results in [1] to systems of SG type.
2. SG operators and weighted Sobolev spaces
In this preliminary section we recall some basic facts concerning SG classes of pseudo-
differential operators and the weighted Sobolev spaces defined by (1.3). We refer to [9,12,15,18,
19] for proofs and details. Given s = (s1, s2), t = (t1, t2), we will write s  t if sj  tj , j = 1,2,
and s < t if sj < tj , j = 1,2. Moreover, we will denote e1 = (1,0), e2 = (0,1), e = (1,1).
Proposition 2.1. Consider for every s = (s1, s2) ∈ R2, the space Hs defined by (1.3). The follow-
ing properties hold:
(i) Hs is a Hilbert space endowed with the inner product
(u, v)s =
(〈x〉s2〈Dx〉s1u, 〈x〉s2〈Dx〉s1v)L2 .
(ii) Hs is the space of all u ∈ S ′(Rn) such that 〈Dx〉s1(〈x〉s2u) ∈ L2 and the norms
‖〈x〉s2〈Dx〉s1u‖L2 and ‖〈Dx〉s1(〈x〉s2u)‖L2 are equivalent.
(iii) If s2 = 0, Hs = H(s1,0) coincides with the space Hs1 of all u ∈ S ′(Rn) such that 〈ξ 〉s1 uˆ(ξ) ∈
L2(Rn).
(iv) If s  t , then Ht ⊆ Hs . Moreover, if s < t , then the embedding Ht ↪→ Hs is compact.
(v)
⋂
s∈R2
Hs = S
(
R
n
)
,
⋃
s∈R2
Hs = S ′
(
R
n
)
.
(vi) If s1 ∈ Z+, then Hs is the space of all functions u ∈ L2(Rn) such that 〈x〉s2∂αx u(x) ∈
L2(Rn) for all |α| s1 and an equivalent norm is given by∑
|α|s1
∥∥〈x〉s2∂αx u(x)∥∥L2 .
(vii) If s1 > n/2 + j for some j ∈ Z+, then we have the compact embedding
Hs ↪→
{
u ∈ Cj (Rn): 〈x〉s2∂αx u(x) ∈ C(o)(Rn) ∀|α| j},
where C(o)(Rn) is the space of all functions f (x) ∈ C(Rn) such that f (x) → 0 when
|x| → +∞.
(viii) The Fourier transformation F is a linear and continuous bijection from H(s1,s2) to H(s2,s1).
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properties of these spaces. The next proposition gives an extension of Schauder’s lemma.
Proposition 2.2. Given s, σ, τ ∈ R, with s > n/2, there exists a positive constant C = C(s,σ, τ )
such that
‖uv‖(s,σ+τ)  C‖u‖(s,σ ) · ‖v‖(s,τ )
for all u ∈ H(s,σ ), v ∈ H(s,τ). In particular, if s > n/2, σ  0, then H(s,σ ) is a Banach algebra.
Proof. If u ∈ H(s,σ ), v ∈ H(s,τ), then both 〈x〉σ u and 〈x〉τ v are in Hs . Since s > n/2, by Schaud-
er’s lemma we get 〈x〉σ u · 〈x〉τ v = 〈x〉σ+τ uv ∈ Hs and∥∥〈x〉σ+τ uv∥∥
(s,0)  C˜s
∥∥〈x〉σ u∥∥
(s,0) ·
∥∥〈x〉τ v∥∥
(s,0)  C(s,σ, τ )‖u‖(s,σ ) · ‖v‖(s,τ ). 
Definition 2.3. For any m = (m1,m2) ∈ R2, we shall denote by SGm the space of all functions
p(x, ξ) ∈ C∞(R2n) such that
sup
(x,ξ)∈R2n
〈ξ 〉−m1+|α|〈x〉−m2+|β|∣∣Dαξ Dβx p(x, ξ)∣∣< +∞
for all α,β ∈ Zn+. We shall write SG0 for SG(0,0).
Given any p ∈ SGm, we can consider the pseudo-differential operator P = Op(p) with symbol
p defined as standard by
Pu(x) = (2π)−n
∫
Rn
eix·ξp(x, ξ)uˆ(ξ) dξ, u ∈ S(Rn), (2.1)
where uˆ denotes the Fourier transform of u. We denote by LGm the space of all operators of
the form (2.1) with symbol in SGm and by K the space of all operators (2.1) with symbol in
S(R2n) =⋂m∈R2 SGm.
Proposition 2.4. Given p ∈ SGm, the operator P is linear and continuous from S(Rn) to S(Rn)
and it extends to a linear continuous map from S ′(Rn) to itself. Precisely, P is linear and con-
tinuous from Hs to Hs−m for every s ∈ R2.
Proposition 2.5. Every P ∈K can be extended to a linear and continuous map from S ′(Rn) to
S(Rn).
Proposition 2.6. Let p ∈ SGm, q ∈ SGm′ . Then, the following statements hold:
(i) there exists s ∈ SGm+m′ such that PQ = Op(s) + K for some K ∈K;
(ii) denoting by R the commutator [Op(p),Op(q)], we have R = Op(r) + K ′ for some
r ∈ SGm+m′−e, K ′ ∈K;
(iii) denoting by P 
 the L2-adjoint of P , we have P 
 = Op(p′) + K ′′ for some p′ ∈ SGm,
K ′′ ∈K.
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and SG symbols having Log-Lipschitz regularity with respect to a parameter t and generaliz-
ing (1.2).
Definition 2.7. Let m = (m1,m2) ∈ R2. We shall denote by LL([0, T ],SGm) the space of all
symbols p(t, x, ξ) such that p(t, · , ·) ∈ SGm for every t ∈ [0, T ] and∣∣Dαξ Dβx (p(t, x, ξ)− p(s, x, ξ))∣∣Cαβ |t − s| · ∣∣log |t − s|∣∣ · 〈ξ 〉m1−|α|〈x〉m2−|β|
for all α,β ∈ Zn+, x, ξ ∈ Rn, 0 < |t − s| < 1/2.
Definition 2.8. Given m = (m1,m2) ∈ R2, we shall denote by SGmlog the space of all functions
p(x, ξ) ∈ C∞(R2n) such that
sup
(x,ξ)∈R2n
〈ξ 〉−m1+|α|〈x〉−m2+|β|
log(〈x〉〈ξ 〉)
∣∣Dαξ Dβx p(x, ξ)∣∣< +∞
and by LGmlog the class of all pseudo-differential operators (2.1) defined by a symbol in SGmlog.
The following properties hold:
(i) SGmlog ⊂
⋂
ε>0 SGm+εe;
(ii) given p ∈ SGm,q ∈ SGm′log, we have pq ∈ SGm+m
′
log .
Using property (ii) above and following the standard arguments of the SG calculus in
[9,15,18], it is easy to prove the following composition theorem.
Theorem 2.9. Let p ∈ SGm, q ∈ SGm′log for some m,m′ ∈ R2. Then, there exist S1, S2 ∈ LGm+m
′
log
such that PQ = S1 +K1, QP = S2 +K2 for some regularizing operators K1,K2 ∈K.
We conclude this section recalling some definitions and properties of linear SG hyperbolic
systems.
Definition 2.10. Consider the problem (1.1) and set k = k1 + ko, with k1 ∈ C([0, T ],SGe) and
ko in C([0, T ],SG0). The system (1.1) is said to be
• symmetric hyperbolic if, denoting by K
(t) = Op(k
(t)) the L2-adjoint of K(t), then we
have k + k
 ∈ C([0, T ],SG0);
• strictly hyperbolic if k1 has distinct purely imaginary eigenvalues iλj (t, x, ξ), j = 1, . . . ,m,
satisfying the following condition:
λj+1(t, x, ξ) − λj (t, x, ξ) C〈x〉〈ξ 〉, j = 1, . . . ,m− 1, (2.2)
for some positive constant C > 0 and for all t ∈ [0, T ], (x, ξ) ∈ R2n.
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LG0) satisfying the following conditions:
(i) (Su,u)L2 Co‖u‖L2 (2.3)
for all u ∈ L2(Rn) and for some Co > 0;
(ii) (SK)
(t)+ (SK)(t) ∈ C([0, T ],LG0). (2.4)
Every strictly hyperbolic system admits a global symmetrizer S(t) (cf. [9, Theorem 4.4,
p. 214]). Moreover, it is easy to check that S(t) inherits the same regularity of k(t, x, ξ) with
respect to the parameter t . Thus, by the same arguments of [9], we obtain the following result.
Proposition 2.12. If (1.1) is strictly hyperbolic according to Definition 2.10 and k satisfies (1.2),
then (1.1) admits a global symmetrizer S ∈ LL([0, T ],LG0).
3. Well-posedness for the linear problem
We deal here with the Cauchy problem (1.1) where the symbol k(t, x, ξ) of K is such that
k = k1 + k0 with
k1(t, x, ξ) ∈ LL
([0, T ];SGe), (3.1)
k0(t, x, ξ) ∈ C
([0, T ];SG0). (3.2)
We will assume (1.1) to be symmetric hyperbolic or strictly hyperbolic, or, more generally, that
there exists a global symmetrizer
S ∈ LL([0, T ];LG0) (3.3)
for K according to Definition 2.11.
The main result of this section is stated in the following theorem.
Theorem 3.1. Let us consider the Cauchy problem (1.1) with k satisfying assumptions (3.1),
(3.2). Let us assume that L = ∂t − K(t, x,Dx) admits a global symmetrizer S satisfying (3.3).
Then, there exists a positive constant δ such that, given f ∈ C([0, T ];Hs), g ∈ Hs , s = (s1, s2),
there exists a unique solution
u ∈ C([0, T ];Hs−δT e)∩C1([0, T ];Hs−(δT+1)e)
of (1.1). Moreover, the solution satisfies the following energy estimate:
∥∥u(t)∥∥2
s−δte Cs
(
‖g‖2s +
t∫
0
∥∥f (τ)∥∥2
s
dτ
)
(3.4)
for every t ∈ [0, T ] and for some Cs > 0.
Before giving the proof of Theorem 3.1, we state and prove an a priori estimate which holds
true for first order symmetric hyperbolic systems of SG type.
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L1 = ∂t − K˜(t, x,Dx)+ A(t, x,Dx), (3.5)
where K˜ = Op(k˜) is such that
k˜ ∈ C([0, T ];SGe), (3.6)
k˜ + k˜
 ∈ C([0, T ];SG0) (3.7)
and the remainder A = Op(a) satisfies∣∣∂αξ ∂βx a(t, x, ξ)∣∣ δαβ〈ξ 〉−|α|〈x〉−|β| log(〈x〉〈ξ 〉) (3.8)
for α,β ∈ Zn+, t ∈ [0, T ], x, ξ ∈ Rn and for some positive constant δαβ , that is
a ∈ C([0, T ];SG0log). (3.9)
Then, there exists δ > 0 such that for every v ∈ C([0, T ];Hs+e) ∩ C1([0, T ];Hs), s ∈ R2, the
following a priori estimate holds:
∥∥v(t)∥∥2
s−δte  Cs
(∥∥v(0)∥∥2
s
+
t∫
0
∥∥L1v(τ)∥∥2s−δτe dτ
)
, t ∈ [0, T ], Cs > 0. (3.10)
Proof. For a positive constant δ to be chosen later on, we consider the system
Lδ = 〈x〉−δt 〈Dx〉−δtL1〈Dx〉δt 〈x〉δt . (3.11)
A simple calculation gives
Lδ = ∂t − K˜ +A + δ log
(〈x〉〈Dx〉)+A0
for an operator A0 such that
a0(t, x, ξ) ∈ C
([0, T ];SG0). (3.12)
Estimate (3.10) for v will be so proved if we prove for the new variable w = 〈x〉−δt 〈Dx〉−δt v the
estimate
∥∥w(t)∥∥2
s
Cs
(∥∥w(0)∥∥2
s
+
t∫
0
∥∥Lδw(τ)∥∥2s dτ
)
, t ∈ [0, T ], Cs > 0. (3.13)
We give the proof of (3.13) only for s = 0 for the sake of simplicity. For s = (s1, s2) = (0,0) one
can argue similarly observing that
〈x〉s2〈Dx〉s1Lδ〈Dx〉−s1〈x〉−s2 = Lδ +Rs, rs ∈ C
([0, T ];SG0).
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d
dt
∥∥w(t)∥∥2
L2 = 2
(
w′(t),w(t)
)
L2
= ((K˜ + K˜
)w,w)
L2 − 2
((
A + δ log(〈x〉〈Dx〉))w,w)L2
+ 2(A0w,w)L2 + 2(Lδw,w)L2 . (3.14)
Now we can choose
δ =: sup
(x,ξ)∈R2n, t∈[0,T ]
|α+β|
〈ξ 〉|α|〈x〉|β|
log(〈x〉〈ξ 〉)
∣∣Dαξ Dβx a(t, x, ξ)∣∣= sup|α+β| δαβ
for some  = (n) sufficiently large, and apply the sharp Gårding inequality for SG symbols
(see [13, Theorem 18.6.14] for the metric g = |dx|2/〈x〉2 + |dξ |2/〈ξ 〉2 and with h(x, ξ) =
〈x〉−1〈ξ 〉−1) to the matrix A + δ log(〈x〉〈Dx〉). We get
((A+ δ log(〈x〉〈Dx〉))w,w)L2 −C1‖w‖2L2 .
On the other hand, from (3.7) and (3.12) we have∣∣((K˜ + K˜
)w,w)
L2
∣∣+ ∣∣(A0w,w)L2 ∣∣+ ∣∣(Lδw,w)L2 ∣∣C2(‖Lδw‖2L2 + ‖w‖2L2)
for some C2 > 0 and so
d
dt
∥∥w(t)∥∥2
L2  C
(‖Lδw‖2L2 + ‖w‖2L2), C > 0.
An application of Gronwall’s inequality leads finally to the desired estimate (3.13) for s = 0. The
proof is complete. 
Remark 1. Notice that the choice of the positive constant δ depends only on the constants δαβ
in (3.8), |α + β|  ,  = (n), by Caldéron–Vaillancourt theorem. Thus, the energy estimate
(3.10) implies well-posedness of the Cauchy problem for the system (3.5) in S(Rn), S ′(Rn).
Proof of Theorem 3.1. It is sufficient to prove the existence of δ,Cs > 0 such that the estimate
∥∥u(t)∥∥2
s−δte  Cs
(∥∥u(0)∥∥2
s
+
t∫
0
∥∥Lu(τ)∥∥2
s−δτe dτ
)
, t ∈ [0, T ], (3.15)
L = ∂t −K(t, x,Dx), holds for every u ∈ C([0, T ];Hs+e)∩C1([0, T ];Hs), with δ not depend-
ing on s.
We are going to obtain estimate (3.15) by reducing L to an equivalent system of the form
(3.5)–(3.9) and by applying Theorem 3.2. To this purpose, let us consider the square root of the
positive symmetrizer S and denote it by R. Since R is invertible, by (2.4) we have
RK = K˜R (3.16)
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variable. First of all we extend r(t, x, ξ) on Rt defining
r(t, x, ξ) = r(0, x, ξ) for t < 0, r(t, x, ξ) = r(T , x, ξ) for t > T . (3.17)
Then we consider a function  ∈ C∞0 (R) such that 0   1,
∫
(τ) dτ = 1, and we define the
operator R˜ = Op(r˜) by
r˜(t, x, ξ) =
∫
r
(
t − s〈x〉−1〈ξ 〉−1, x, ξ)(s) ds. (3.18)
We claim now that {
(r − r˜)(t, x, ξ) ∈ C([0, T ];SG−elog),
∂t r˜(t, x, ξ) ∈ C
([0, T ];SG0log). (3.19)
In fact, using the property
∫
(τ) dτ = 1 we can write
(r − r˜)(t, x, ξ) =
∫ (
r(t, x, ξ) − r(t − s〈x〉−1〈ξ 〉−1, x, ξ))(s) ds
=
∫ (
r(t, x, ξ) − r(τ, x, ξ))((t − τ)〈x〉〈ξ 〉)〈x〉〈ξ 〉dτ.
Moreover, since
∫
′(τ ) dτ = 0 we have
∂t r˜(t, x, ξ) =
∫
r(τ, x, ξ)′
(
(t − τ)〈x〉〈ξ 〉)〈x〉2〈ξ 〉2 dτ
= 〈x〉〈ξ 〉
∫ (
r(τ, x, ξ) − r(t, x, ξ))′((t − τ)〈x〉〈ξ 〉)〈x〉〈ξ 〉dτ.
Hence,
∣∣∂αξ ∂βx (r − r˜)(t, x, ξ)∣∣ ∑
α1+α2+α3=α
β1+β2+β3=β
cαj ,βj ·
∫ ∣∣∂α1ξ ∂β1x (r(t, x, ξ) − r(τ, x, ξ))∣∣
· ∣∣∂α2ξ ∂β2x ((t − τ)〈x〉〈ξ 〉)∣∣ · ∣∣∂β3x 〈x〉∣∣ · ∣∣∂α3ξ 〈ξ 〉∣∣dτ
 cα,β〈x〉1−|β|〈ξ 〉1−|α|
∫
|t − τ |∣∣log |t − τ |∣∣dτ
= cα,β〈x〉−1−|β|〈ξ 〉−1−|α|
∫ ∣∣s log s − s log(〈x〉〈ξ 〉)∣∣ds
 c′α,β〈x〉−1−|β|〈ξ 〉−1−|α| log
(〈x〉〈ξ 〉),
and similarly ∣∣∂αξ ∂βx ∂t r˜(t, x, ξ)∣∣ c′′α,β〈x〉−|β|〈ξ 〉−|α| log(〈x〉〈ξ 〉).
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∣∣r˜(t, x, ξ)∣∣ ∣∣r(t, x, ξ)∣∣− ∣∣(r − r˜)(t, x, ξ)∣∣
C1 −C2〈ξ 〉−1〈x〉−1 log
(〈x〉〈ξ 〉) C1
2
, (3.20)
if |x| + |ξ | is sufficiently large. Thus R˜ is invertible modulo a regularizing operator. Now we
introduce the new variable v = R˜u. We have
u = R˜−1v + Ju for some J ∈ C([0, T ],K), (3.21)
where
R˜−1 ∈ C([0, T ],LG0) (3.22)
denotes the left parametrix of R˜. From (1.1), (3.16) we obtain
∂tv = R˜∂tu + [∂t , R˜]u = R˜Ku + R˜f + (∂t R˜)u
= RKu + (R˜ − R)Ku + R˜f + (∂t R˜)u
= K˜Ru + (R˜ − R)Ku + (∂t R˜)u + R˜f
= K˜R˜u + K˜(R − R˜)u + (R˜ −R)Ku + (∂t R˜)u + R˜f
= K˜v + [K˜(R − R˜)R˜−1 + (R˜ −R)KR˜−1 + (∂t R˜)R˜−1]v + J ′u + R˜f (3.23)
for some J ′ ∈ C([0, T ],K). Thus, we come to a system of the form
∂tv = K˜v +Av + f˜ ,
where f˜ = J ′u + R˜f . The conditions (3.1), (3.2), (3.6), (3.19), (3.22) together give that the
symbol a of A satisfies (3.9). The reduction to a system of type (3.5), (3.9) is performed. By
Theorem 3.2 we obtain that estimate (3.10) holds for every v ∈ C([0, T ];Hs+e)∩C1([0, T ];Hs).
From (3.21), by standard arguments, we obtain (3.15). Theorem 3.1 is then proved. 
Remark 2. We remark that when the symbol k1 in (3.1) belongs to LL([0, T ];SGe1), our method
can be simplified and reduced to the one used in [3], and it provides well-posedness in weighted
Sobolev spaces H(s1,s2) with only a loss of derivatives. Hence, in this case our results are consis-
tent with those of [3] for s2 = 0 and give in general precise information about the behaviour at
infinity of the solution.
By Proposition 2.1(v), Theorem 3.1 and Remark 1, we obtain the following result.
Corollary 3.3. Under the same assumptions of Theorem 3.1, the Cauchy problem (1.1) is well
posed in S(Rn), S ′(Rn).
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can be reduced to systems of the type (1.1)–(1.2). Among these we find equations of the form
⎧⎪⎪⎨⎪⎪⎩
∂mt u−
m−1∑
j=0
Am−j (t, x,Dx)∂jt u = 0, (t, x) ∈ [0, T ] × Rn,
∂kt u(0, x) = gk(x), k = 0, . . . ,m− 1,
(3.24)
where the operators Am−j (t, x,Dx) ∈ C([0, T ],LG(m−j)e) admit principal symbols a¯m−j ∈
LL([0, T ],SG(m−j)e), j = 0, . . . ,m− 1 and the characteristic equation
(iτ )m −
m−1∑
j=0
a¯m−j (t, x, ξ)(iτ )j = 0
admits only purely imaginary roots iλj (t, x, ξ), j = 1, . . . ,m, satisfying (2.2). The equations
(3.24) can be reduced to a strictly hyperbolic system of SG type. This can be achieved by intro-
ducing the regularized characteristic roots λ˜j (t, x, ξ), j = 1, . . . ,m, obtained from the λj ’s as in
(3.17), (3.18), then factorizing as follows
∂mt −
m−1∑
j=0
Am−j (t, x,Dx)∂jt
= (∂t − iλ˜m(t, x,Dx)) · · · (∂t − iλ˜1(t, x,Dx))+R(t, x,Dx)
for some R ∈ C([0, T ],LGm−elog ) and finally performing the reduction⎧⎪⎪⎪⎨⎪⎪⎪⎩
u0 = 〈x〉m−1〈Dx〉m−1u,
u1 = 〈x〉m−2〈Dx〉m−2(∂t − iλ˜1)u,
...
um−1 = (∂t − iλ˜m−1) · · · (∂t − iλ˜1)u.
4. Examples and counterexamples
In this section, we show by means of examples that the “loss” of Hs regularity stated in
Theorem 3.1 effectively appears. Our examples are inspired by the results in [4,6,8]. Let M > 0
and set
A(M) = {a :R → R: ∣∣a(t)− 1∣∣ 1/2 and ‖a‖LL(R) M}.
We shall test our results on the simple model equation
∂2t u + a(t)x2u = 0, (4.1)
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hyperbolic system in the variable U = (u0, u1) setting{
u0 = 〈x〉u,
u1 =
(
∂t − i
√
a(t)〈x〉)u,
and diagonalizing by the matrix (
1 (2i
√
a(t) )−1
0 1
)
.
For every fixed s = (s1, s2) ∈ R2, we shall denote
Es(u)(t) = E(s1,s2)(u)(t) =
∥∥u(t)∥∥2
s
+ ∥∥∂tu(t)∥∥2s−e. (4.2)
Moreover, we denote by gk =F(eikx) ∈ S ′(R), k ∈ Z, x ∈ R. Precisely, by Proposition 2.1(viii)
we have gk ∈ H(s1,s2)(R) for all s1 < −1/2, s2 ∈ R.
Theorem 4.1. For every fixed M > 0 there exist a sequence {ak(t)}k∈Z+ ⊂A(M) and a sequence
{uk(t, x)}k∈Z+ satisfying⎧⎨⎩ ∂
2
t uk + ak(t)x2uk = 0, (t, x) ∈ [0, T ] × R,
uk(0, x) = 0,
∂tuk(0, x) = gk(x)
(4.3)
and such that for every σ < −1/2, we have
E(σ,1)(uk)(0) = C
σ
for some constant C
σ independent of k and
sup
k∈Z+
E(σ,1)(uk)(t) = +∞ for all t ∈ ]0, T ]. (4.4)
Proof. Consider the sequence
εk = M5πk log
(
k
π
)
and define
ak(t) = 1 − 4εk sin(2kt)− ε2k
(
1 − cos(2kt))2. (4.5)
Observe that εk → 0 for k → +∞, then εk  1/10 for k  k¯M . Arguing as in [4], the choice of
εk and ak implies that ak ∈A(M) for every k  k¯M . Moreover, the solution of (4.3) is given by
uk(t, x) = vk(t)gk(x),
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k (t)+ ak(t)k2vk(t) = 0, t ∈ [0, T ],
vk(0) = 0,
v
′
k(0) = 1.
(4.6)
Following [4], it follows that
vk(t) = 1
k
sin(kt) · exp
(
εk
(
kt − 1
2
sin(2kt)
))
.
By the initial data of (4.6) and by Proposition 2.1(viii), we have
E(σ,1)(uk)(0) = ‖gk‖2(σ−1,0) = 2π
∥∥eikx∥∥2
(0,σ−1) = C
σ ,
with C
σ = 2π
∫ +∞
−∞ 〈x〉2σ−2 dx < +∞ since σ < −1/2. Moreover, by Proposition 2.1(vi) we
notice that
E(σ,1)(uk)(t) = v2k (t)‖gk‖2(σ,1) +
(
v′k
)2
(t)‖gk‖2(σ−1,0)
= 2π(v2k (t)∥∥eikx∥∥2(1,σ ) + (v′k)2(t)∥∥eikx∥∥2(0,σ−1))
= 2π(k2v2k (t)∥∥eikx∥∥2(0,σ ) + (v′k)2(t)∥∥eikx∥∥2(0,σ−1))
 C
σ
(
k2v2k (t)+
(
v′k
)2
(t)
)
for every t > 0. Finally,
k2v2k (t)+
(
v′k
)2
(t)
= {sin2(kt) + [cos(kt)+ εk sin(kt)(1 − cos(2kt))]2} exp(2εk(kt − 12 sin(2kt)
))
= {1 + ε2k sin2(kt)(1 − cos(2kt))2 + 2εk sin(kt) cos(kt)(1 − cos(2kt))}
· exp
(
2εk
(
kt − 1
2
sin(2kt)
))
 (1 − 4εk)e−εk e2εkkt  12e
2Mt
5π log(
k
π
)
= 1
2
(
k
π
) 2Mt
5π → +∞ for k → +∞,
for every t ∈ ]0, T ]. This gives (4.4) and concludes the proof. 
Remark 4. We observe that σ is arbitrary in Theorem 4.1. This yields in particular that the
energy (4.2) goes to infinity for k → +∞ even if we allow a finite loss of derivatives in the
energy estimate, that is even if in (4.4) we take any σ ′ < σ , σ being the fixed index for the initial
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for a new positive constant C

σ not depending on k,
E(σ,1−δo)(uk)(t) = v2k (t)‖gk‖2(σ,1−δo) +
(
v′k
)2
(t)‖gk‖2(σ−1,−δo)
= 2π(v2k (t)∥∥eikx∥∥2(1−δo,σ ) + (v′k)2(t)∥∥eikx∥∥2(−δo,σ−1))
= 2π(k2v2k (t)∥∥eikx∥∥2(−δo,σ ) + (v′k)2(t)∥∥eikx∥∥2(−δo,σ−1))
 C

σ k−2δo
(
k
π
) 2Mt
5π → +∞ for k → +∞,
if δo < Mt/5π whereas
sup
k
E(σ,1−δo)(uk)(t) < +∞
for δo MT/5π . Then, Theorem 4.1 states that in problem (4.3) no loss of derivatives appears
but the growth at infinity of the solution is stronger than the one of the initial data. Furthermore,
we have also an estimate from below of this increase of growth at each time t .
On the same model (4.3) we can show that the Log-Lipschitz regularity in t is the sharp
modulus of continuity also for the well-posedness of systems (1.1), (1.2) in S ′(Rn). In fact, let
us consider a positive continuous and decreasing function Ω : (0,1/2) → R such that
lim
τ→0+
Ω(τ)
log(1/τ)
= +∞ (4.7)
and set, for a fixed M > 0
A(Ω,M) =
{
a :R → R: ∣∣a(t)− 1∣∣ 1/2, sup
|τ |<1/2
|a(t + τ)− a(t)|
|τ | MΩ
(|τ |)}.
Theorem 4.2. For every fixed M > 0 there exist a sequence {ak(t)}k∈Z+ ⊂ A(Ω,M) and a
sequence {uk(t, x)}k∈Z+ of solutions of the problems (4.3) such that for every σ < −1/2, we
have
E(σ,1)(uk)(0) = C
σ
for some constant C
σ independent of k and
sup
k∈Z+
E(σ,1−δo)(uk)(t) = +∞
for every δo > 0 and for all t ∈ ]0, T ].
Proof. Let us set
εk = M Ω
(
π
)5πk k
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Then, we can repeat the arguments of the proof of Theorem 4.1 and Remark 4 and we obtain, for
every δo > 0 and for every σ < −1/2,
E(σ,1−δo)(uk)(t) C
σ k−2δo exp
(
2Mt
5π
Ω
(
π
k
))
. (4.8)
Moreover, (4.7) yields
lim
k→+∞ k
−2δo exp
(
2Mt
5π
Ω
(
π
k
))
= +∞
for every t ∈ ]0, T ] and for every fixed δo > 0. 
5. The quasilinear case
In this last section we deal with the quasilinear Cauchy problem (1.4). As standard, we can
reduce (1.4) to the problem {
∂tu = K(t, x,u,Dx)u + f (t, x),
u(0, x) = g(x). (5.1)
Thus, we are going to state our results directly on (5.1).
Theorem 5.1. Let k(t, x,w, ξ) = k1(t, x,w, ξ)+ k0(t, x,w, ξ) with
k1 ∈ LL
([0, T ];C∞(W ;SGe)),
k0 ∈ C
([0, T ];C∞(W ;SG0)),
W an open neighborhood of g, and assume that the system ∂t − K(t, x,w,Dx) admits a global
symmetrizer
S(t, x,w,Dx) ∈ LL
([0, T ];C∞(W,LG0)). (5.2)
Then, there exists δ > 0 and s¯ = (s¯1, s¯2) ∈ R2 such that for every f ∈ C([0, T ];Hs), g ∈ Hs ,
s¯  s, the Cauchy problem (5.1) admits a unique solution
u ∈ C([0, T0];Hs−δT0e)∩ C1([0, T0];Hs−(δT0+1)e)
for some T0  T . Moreover, u satisfies the energy estimate (3.4) for every t ∈ [0, T0].
To prove Theorem 5.1, we shall need to deal with SG symbols with a finite regularity.
Definition 5.2. Given m = (m1,m2) ∈ R2, M = (M1,M2) ∈ R2+, we denote by SGmM the Banach
space of all functions p(x, ξ) such that
‖p‖ = sup
|α|M1
sup
(x,ξ)∈R2n
〈ξ 〉−m1+|α|〈x〉−m2+|β|∣∣Dαξ Dβx p(x, ξ)∣∣< +∞ (5.3)
|β|M2
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SGmlog,M .
The results about Sobolev continuity and composition of operators given in Section 2 can be
extended to operators from LGmM in the following way, cf. [2].
Proposition 5.3. Given m ∈ R2 and μ  0, there exists M˜ = M˜(μ,m,n) ∈ R2+ such that, if
p ∈ SGm
M˜
, then the operator Op(p) is continuous from Hs to Hs−m for any s ∈ R2 with |s1| μ,
|s2| μ.
Proposition 5.4. Given m,m′ ∈ R2, M ∈ R2+ there exist μ,μ′ ∈ R2 such that if p is in SGmμ ,
q ∈ SGm′
μ′ , then Op(p)Op(q) ∈ LGm+m
′
M , Op(p)
 ∈ LGmM and [Op(p),Op(q)] is in LGm+m
′−e
M .
Composition of smooth SG symbols with functions from Hs give SG symbols with finite
regularity as it is proved in the following proposition.
Proposition 5.5. Let p(w,x, ξ) ∈ C∞(Rν;SGm) and let u ∈ Hs with s1 > n/2 + k for some
k ∈ Z+, s2  0. Then p(u(x), x, ξ) ∈ SGmM , with M = (s1,min{k, s2}).
Proof. Let α,β ∈ Zn+ with |α| s1, |β|min{s2, k}. Then, by (vii) of Proposition 2.1, we have
〈ξ 〉−m1+|α|〈x〉−m2+|β|∣∣Dαξ Dβx p(u(x), x, ξ)∣∣
= 〈ξ 〉−m1+|α|〈x〉−m2+|β|
∣∣∣∣ ∑
γ+δ=β
δ1+···+δμ=δ
cγ δ1···δμ
(
∂δ1x u
) · · · (∂δμx u)(Dαξ Dγx Dμwp)(u(x), x, ξ)∣∣∣∣

∑
γ+δ=β
δ1+···+δμ=δ
Cαγ δ1···δμ〈x〉|β|−|γ |
∣∣∂δ1x u(x)∣∣ · · · ∣∣∂δμx u(x)∣∣< +∞. 
Given p and u as in Proposition 5.5, we can always write
p(u,x, ξ) = p(0, x, ξ)+ [p(u,x, ξ)− p(0, x, ξ)]= p˜(x, ξ)+ ˜˜p(u,x, ξ)
with p˜ ∈ SGm and ˜˜p ∈ SGmM . We will refer to this situation writing briefly
p(u,x, ξ) ∈ SGm + SGmM. (5.4)
As standard in non-linear problems, we construct the solution of (5.1) applying a fixed point
argument. To this end, we need to define an appropriate functional setting, following [1].
Definition 5.6. Given δ, T > 0 and s = (s1, s2) ∈ R2, we denote by C1T (Hδs ) the space of all
functions u(t, x) such that 〈x〉−δt 〈Dx〉−δt ∂jt u ∈ C([0, T ],Hs−je), j = 0,1.
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δ
s ) is a Banach space endowed with the norm
‖u‖C1T (Hδs ) = supj=0,1 supt∈[0,T ]
∥∥∂jt u(t)∥∥s−(j+δt)e.
Moreover, by Proposition 2.2, we immediately deduce that C1T (Hδs ) is an algebra if s1 > n/2 +
δT + 1, s2  δT + 1.
Proof of Theorem 5.1. Without loss of generality, we can assume from the beginning g = 0.
First of all, let us fix u ∈ C1T (Hδs ), with u(0, x) = 0, ‖u‖C1T (Hδs )  r , for r, δ > 0 to be chosen
later on, and for some s = (s1, s2) ∈ R2, s1 > n/2 + 1 + δT , s2  1 + δT . Then, consider the
linear problem {
∂tv = K(t,u, x,Dx)v + f (t, x), (t, x) ∈ [0, T ] × Rn,
v(0, x) = 0, (5.5)
where, by Proposition 5.5 and using the notation (5.4), we have
k(t, x,u, ξ) ∈ LL([0, T ];SGe)+ LL([0, T ];SGeM), (5.6)
M = (s1 − δT ,min{[s1 − δT − n/2], s2 − δT }). The proof is divided into four steps.
Step 1. Enlargement of the system. Following [2,20], we enlarge the size of the system (5.5) by
introducing new equations for some weighted derivatives of v, in order to obtain (see Proposi-
tion 5.3) continuous operators on Hs spaces. We define
U(t, x) = (〈x〉qDβx u; |β| < s1 − n/2, 0 q  s2),
V (t, x) = (〈x〉qDβx v; |β| < s1 − n/2, 0 q  s2),
F (t, x) = (〈x〉qDβx f ; |β| < s1 − n/2, 0 q  s2). (5.7)
Denoting uβq = 〈x〉qDβx u(t, x), vβq = 〈x〉qDβx v(t, x), fβq = 〈x〉qDβx f (t, x), for |β| < s1 −n/2,
0 q  s2, from (5.5) we get
∂tvβq = 〈x〉qK(t, uoo)vβo
+
∑
γ+δ+σ=β, σ<β
δ1+···+δμ=δ
cγ δ1···δμσ · uδ1o · · ·uδμo · 〈x〉q
(
D
γ
x D
μ
u K
)
(t, uoo)vσo
+ fβq. (5.8)
We introduce commutators in (5.8) and notice that for γ = 0 and β = 0 we have δ = 0; thus we
can write (5.8) as follows:
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[〈x〉q,K(t, uoo)]vβo
+
∑
γ+δ+σ=β, σ<β, γ =0
δ1+···+δμ=δ
cγ δ1···δμσ · uδ1o · · ·uδμo · 〈x〉q
(
D
γ
x D
μ
u K
)
(t, uoo)vσo
+
∑
δ+σ=β, σ<β
δ1+···+δμ=δ
coδ1···δμσ · uδ1q · · ·uδμo ·
(
Dμu K
)
(t, uoo)vσo
+ fβq. (5.9)
Following [2,20], we replace now vσq in (5.9) by PσqV , V in (5.7), where Pσq is the operator
of order (−s1 + |σ | + n/2,−s2 + q) defined by
PσqV = 〈x〉−s2+q〈Dx〉−s1+|σ |+n/2
∑
|δ|=s1−n/2|γ |=s2
cσqδγ (x,Dx)vδγ
for some operators cσqδγ (x,Dx) ∈ LG0. Hence, we write (5.9) in the form
∂tvβq = K(t,PooU)vβq +
[〈x〉q,K(t,PooU)]PβoV
+
∑
γ+δ+σ=β, σ<β, γ =0
δ1+···+δμ=δ
cγ δ1···δμσ (Pδ1oU) · · · (PδμoU)〈x〉q
(
D
γ
x D
μ
u K
)
(t,PooU)PσoV
+
∑
δ+σ=β, σ<β
δ1+···+δμ=δ
coδ1···δμσ · (Pδ1qU) · · · (PδμoU)
(
Dμu K
)
(t,PooU)PσoV
+ fβq. (5.10)
All the equations (5.10), for |β| < s1 − n/2 and 0 q  s2, can be summarized in the following
system with respect to the variable V in (5.7):{
∂tV = K ′(t,PooU,x,Dx)V +H(t, x,PooU,Dx)V + F(t, x), (t, x) ∈ [0, T ] × Rn,
V (0, x) = 0, (5.11)
where
• K ′(t,PooU,x,Dx) is a block diagonal matrix having each block equal to K in (5.5). Notice
that if u ∈ C1T (Hδs ), then by Proposition 2.4
U ∈ C1T
(
Hδσ
)
for some σ ∈ R2 with n
2
< σ1 
[
n
2
]
+ 1, 0 σ2  1, (5.12)
and PooU ∈ C1T (Hδs ); hence, by Proposition 5.5
k′(t,PooU,x, ξ) ∈ C
([0, T ];SGe)+C([0, T ];SGeM), (5.13)
with M as before;
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h(t, x,PooU, ξ) ∈ C
([0, T ];SG0)+C([0, T ];SG0M); (5.14)
• the function
F ∈ C([0, T ];Hσ ), (5.15)
with σ as in (5.12).
We observe that M increases with s, then by Proposition 5.3 we can choose s so large that
K ′ :Hσ → Hσ−e and H :Hσ → Hσ are continuous.
Step 2. Symmetrization. We focus now on the system (5.11). By (5.2) and by the structure of K ′,
we deduce that there exists a global symmetrizer S′(t, x,w,Dx) for (5.11) such that
S′(t, x,PooU,Dx) ∈ LL
([0, T ];LG0)+ LL([0, T ];LG0M ′) (5.16)
for some M ′ ∈ R2+, M ′ M . Denoting by R′ the square root of S′ and arguing as for the linear
case, we obtain, possibly enlarging M ′:
R′K ′ = K˜ ′R′ (5.17)
for an operator K˜ ′ satisfying
K˜ ′ ∈ C([0, T ];LGe)+C([0, T ];LGeM ′), (5.18)
K˜ ′ + (K˜ ′)
 ∈ C([0, T ];LG0)+ C([0, T ];LG0M ′). (5.19)
Following the proof of Theorem 3.1, we extend R′ on Rt as in (3.17) and we regularize it by
defining
r˜ ′(t, x,PooU, ξ) =
∫
r ′
(
t − s〈x〉−1〈ξ 〉−1, x,PooU
(
t − s〈x〉−1〈ξ 〉−1, x), ξ)(s) ds
for some function  ∈ C∞0 (Rn),0    1, with
∫
(τ) dτ = 1. For any α,β with |α| M ′1,|β|M ′2, we get, for example, reminding (5.4):∣∣∂αξ ∂βx (r ′ − r˜ ′)(t, x,PooU, ξ)∣∣
 cα,β
(
1 + ‖PooU‖C1T (Hδs )
)〈x〉−1−|β|〈ξ 〉−1−|α| log(〈x〉〈ξ 〉)
 cα,β(1 + r)〈x〉−1−|β|〈ξ 〉−1−|α| log
(〈x〉〈ξ 〉).
Hence, similarly to (3.19) we have{
(r ′ − r˜ ′)(t, x,PooU, ξ) ∈ C
([0, T ];SG−elog)+C([0, T ];SG−elog,M ′),
∂t r˜
′(t, x,PooU, ξ) ∈ C
([0, T ];SG0 )+C([0, T ];SG0 ′). (5.20)log log,M
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W = R˜′(t, x,PooU(t, x),Dx)V. (5.21)
Again, with the same notation of Section 3, there exist R˜−1 and J such that V = R˜−1W + JV ;
from (5.11), (5.17) we have
∂tW = R˜′∂tV + [∂t , R˜′]V
= R˜′K ′V + R˜′HV + R˜′F + (∂t R˜′)V +
m∑
j=1
(∂wj R˜
′)(∂tPooU)V
= R′K ′V + (R˜′ −R′)K ′V + [R˜′,H ]V +HR˜′V + (∂t R˜′)V
+
m∑
j=1
(∂wj R˜
′)(∂tPooU)V + R˜′F
= K˜ ′R˜′V + K˜ ′(R′ − R˜′)V + (R˜′ −R′)K ′V + [R˜′,H ]V + HR˜′V
+ (∂t R˜′)V +
m∑
j=1
(∂wj R˜
′)(∂tPooU)V + R˜′F
= K˜ ′W +
{
K˜ ′(R′ − R˜′)(R˜′)−1 + (R˜′ −R′)K ′(R˜′)−1 + [R˜′,H ](R˜′)−1
+H + (∂t R˜′)(R˜′)−1 +
m∑
j=1
(∂wj R˜
′)(∂tPooU)(R˜′)−1
}
W
+ J ′V + R˜′F
= K˜ ′W − A(t, x,PooU,Dx)W + J ′V + R˜′F.
From (5.13), (5.14), (5.18), (5.20) and by Propositions 5.4, 5.5 we conclude that there exists
M ′′ M ′ and increasing with M ′ such that
a
(
t, x,PooU(t, x), ξ
) ∈ C([0, T ];SG0log)+ C([0, T ];SG0log,M ′′). (5.22)
The system (5.11) is then reduced to the equivalent one{
∂tW = K˜ ′(t,PooU,x,Dx)W −A(t, x,PooU,Dx)W + F˜ (t, x),
W(0, x) = 0, (5.23)
(t, x) ∈ [0, T ] × Rn, where by (5.15) we have
F˜ = R˜′F + J ′V ∈ C([0, T ];Hσ ), (5.24)
with σ as in (5.12).
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the Cauchy problem (5.23) admits a unique solution W ∈ C1T (Hδσ ) satisfying
∥∥W(t)∥∥2
σ−δte  Cσ,r,T
t∫
0
∥∥F˜ (τ )∥∥2
σ−δτe dτ (5.25)
for some Cσ,T ,r > 0 bounded with respect to t ∈ [0, T ].
We apply conjugation (3.11) to the operator L1(t, x,PooU,Dx) = ∂t − K˜ ′ +A, and by (5.22)
we obtain
Lδ = ∂t − K˜ ′ +A + δ log
(〈x〉〈Dx〉)+A0,
with
a0 ∈ C
([0, T ];SG0)+C([0, T ];SG0M ′′′), M ′′′ M ′′. (5.26)
Then we define W˜ = 〈x〉−δt 〈Dx〉−δtW and, possibly enlarging s, we argue as in Section 3 ob-
taining the estimate
d
dt
∥∥W˜ (t)∥∥2
σ
 Cσ,r
(∥∥〈x〉−δτ 〈Dx〉−δτ F˜∥∥2σ + ‖W˜‖2σ ), Cσ,r > 0.
Gronwall’s inequality gives
∥∥W˜ (t)∥∥2
σ
 eCσ,rT
t∫
0
∥∥〈x〉−δτ 〈Dx〉−δτ F˜ (τ )∥∥2σ dτ, t ∈ [0, T ],
which becomes (5.25) for the variable W .
Step 4. Fixed point scheme. Now, let us come back to the system (5.5). By (5.21), (5.25), we
deduce that there exists s¯ ∈ R2 such that for every s with s¯  s the Cauchy problem (5.5) admits
a unique solution v ∈ C1T (Hδs ) satisfying the estimate
∥∥v(t)∥∥2
s−δte  C˜s,T ,r
t∫
0
∥∥f (τ)∥∥2
s−δτe dτ (5.27)
for some C˜s,T ,r > 0 bounded with respect to t ∈ [0, T ]. From (5.5) we get moreover that∥∥∂tv(t)∥∥s−(1+δt)e  Cr∥∥v(t)∥∥s−δte + ‖f ‖s−δte. (5.28)
Then, (5.27) and (5.28) give
‖v‖ 1 δ  (1 + C˜s,T ,r
√
T )‖f ‖C([0,T ];Hs). (5.29)CT (Hs )
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depending on the Cauchy data, then (5.29) gives
‖v‖C1T (Hδs )  r.
Finally, we define the space
E = {u ∈ C1T0(Hδs ); u(0, x) = 0, ‖u‖C1T0 (Hδs )  r}.
We have shown that if T  T0, then the map S :E → E, S(u) = v is well defined. We construct
the sequence {un}n∈N setting {
u0 = 0,
un+1 = S(un).
Since Hs is compactly embedded in Hs−e by Proposition 2.1(iv), there exists a subsequence
{unk }k∈N of {un}n∈N converging in C1T0(Hδs−e) to a function u(t, x) solution of (5.1). By (5.27)–
(5.29), we deduce that in fact u ∈ C1T (Hδs ) and that the solution of (5.1) is unique. The proof is
complete. 
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