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Abstract
We generalise the positive solution of the Frobenius conjecture (by J. Thompson) and
refinements thereof (by Higman, Kreknin, and Kostrikin). This allows us to also extend
the positive solution of the restricted Burnside problem for prime exponents (by Kostrikin)
and a generalisation of it (by E. Khukhro).
We do this by studying the structure of groups that admit an automorphism with a
prescribed polynomial identity. In fact, to each polynomial r(t) = a0+a1 ·t+ · · ·+ad ·td ∈
Z[t], we assign integer-valued invariants ι1 and ι2, and we will prove that they satisfy the
following property. Let G be a finite group with an automorphism α : G −→ G satisfying
{xa0 · α(xa1 ) · · ·αd(xad) | x ∈ G} = {1G}.
If G has no ι1-torsion, then G is nilpotent and the subgroup Γd2d+1(G) of the lower central
series is a ι2-group.
By specialising r(t) to linear, cyclotomic or Anosov polynomials, we can also recover
and extend a number of results in the literature.
∗MSC2010: 20D45 (automorphisms of groups), 20D15 (nilpotent groups), 17B70 (graded Lie algebras).
†This work was supported by the Austrian Science Fund (FWF) grants: J − 3371 − N25 (“Represen-
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obstructions”).
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1 Introduction
1.1 Motivation
Let us begin by recalling three well-known results in the theory of finite groups and let
us see how they have been generalised using identities of automorphisms.
Theorem 1.1.1 (Rowley [50]). A finite group G is solvable if it admits an automorphism
that displaces every element of G other than 1G.
Such an automorphism is also called regular or fixed-point-free. Theorem 1.1.1 has a
long history, going back to at least Gorenstein—Herstein [18], and it was finally confirmed
by means of the classification of the finite, simple groups. We refer to Rowley’s paper for
a particularly short proof.
By considering a special case, we can hope to obtain a stronger conclusion.
Theorem 1.1.2 (J. Thompson [60]). A finite group is nilpotent if it admits a regular
automorphism of prime order.
Such automorphisms naturally appear in the study of groups acting simply-transitively
on finite sets, and theorem 1.1.2 gives a positive answer to (what is generally known as) the
Frobenius conjecture. Thompson’s proof used the celebrated p-complement theorem [61]
and an earlier result of Witt and Higman, but it did not require the classification of the
finite, simple groups.
A follow-up result is:
Theorem 1.1.3 (Higman [23]; Kreknin—Kostrikin [37, 38]). A nilpotent group G has
class at most (p− 1)2
(p−1)
if G admits a regular automorphism of prime order p.
In [23], Higman proved that there exists some (huge) upper bound for c(G) that de-
pends only on p. Later, Kreknin and Kostrikin showed in [37, 38] that the bound can be
reduced to the much lower value (p − 1)2
(p−1)
. But it is conjectured that the minimal
upper bound h(p) on c(G) satisfies h(p) = ⌈(p2 − 1)/4⌉. This problem has been referred
to as the Higman conjecture, and it still open for primes p ≥ 11.
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We next make some elementary, but important, observations that do not use any of the
impressive results mentioned above. We suppose that the group G is finite or nilpotent,
and we suppose that α : G −→ G is a regular automorphism of finite order n. Then the
transformation 1 + α+ α2 + · · ·+ αn−1 of G, defined by x 7→ x · α(x) · α2(x) · · ·αn−1(x),
vanishes identically. If, moreover, n is a prime, then the group G will have no n-torsion.
These observations show that theorem 1.1.1 partially extends to:
Theorem 1.1.4 (Ersoy [17]). A finite group G is solvable if it admits an automorphism
α : G −→ G and an odd number n such that the map 1 + α + α2 + · · · + αn−1 vanishes
identically.
Such automorphisms naturally appear in the study of automorphisms with finite or-
der and with finite Reidemeister-number [7, 30]. Examples show that the oddness of n is
necessary, and the proof of theorem 1.1.4 uses the classification of the finite, simple groups.
By specialising to n a prime, we can hope to obtain a stronger result. And, indeed,
theorem 1.1.2 extends to:
Theorem 1.1.5 (Hughes—Thompson [26]; Kegel [33]). A finite group G is nilpotent if it
admits an automorphism α : G −→ G and a prime p such that the map 1+α+ · · ·+αp−1
vanishes identically.
Such automorphisms naturally appear in the study of almost-regular automorphisms of
prime order by Bettio, Endimioni, Jabara, Wehrfritz, Zappa, and others [7,16]. The solv-
ability of G was proven by Hughes—Thompson using the fundamental results of Hall and
Higman about minimal polynomials of operators on finite-dimensional vector spaces [22].
The nilpotency of G is due to Kegel.
We also mention a result that complements theorem 1.1.3. Let d(G) be the minimal
cardinality of a generating set for a group G. E. Khukhro showed the existence of a map
C : N× P −→ N with the following property.
Theorem 1.1.6 (E. Khukhro [34]). Consider a finite p-group G admitting an automor-
phism α : G −→ G, for which the map 1 + α+ · · ·+ αp−1 vanishes identically. Then the
class of G is bounded from above by C(d(G), p).
This theorem applies, in particular, to finite p-groups with a partition. By specialising
theorem 1.1.6 to finite groups of exponent p (and the automorphism x 7→ x), we also
recover Kostrikin’s positive solution of the restricted Burnside problem in exponent p.
We note that Zel′manov later proved an impressive extension1 of theorem 1.1.6:
Theorem 1.1.7 (Zel′manov [68]). Consider a p-group G that is residually-finite. Suppose
that G admits an automorphism α : G −→ G such that the map 1+α+· · ·+αp
n−1 vanishes
identically. Then G is locally-nilpotent.
1We refer to proposition 1 of [68] for a quantitative, but much more technical, version of this result.
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Together with J. Wilson’s earlier use of the classification of the finite, simple groups
[64], this gave a positive solution of the compact Burnside problem (also known as the
Platonov conjecture).
In view of these results, we propose the following family of problems.
Meta-Problem 1.1.8. We are given a finite number of polynomials
r1(t) :=
∑
0≤j≤d1
a1,j · t
j , . . . , rk(t) :=
∑
0≤j≤dk
ak,j · t
j
with integer coefficients, and we are told that some finite group G admits an endomorphism
γ : G −→ G such that the map
G −→ G : x 7→
∏
1≤i≤k
∏
0≤j≤di
γj(xai,j )
vanishes identically. Prove that the group G is “close to abelian” provided that the torsion
of G is “compatible” with certain invariants of the polynomial r(t) := r1(t) + · · ·+ rk(t).
We refer to section 8 for additional, motivating examples with polynomials r(t) that
are linear or Anosov.
1.2 Main results
This text aims to give a partial solution to the above Meta-Problem 1.1.8. In order
to make our results precise, we first fix some terminology and notation. We consider a
group (G, ·), together with an endomorphism γ : G −→ G, and a polynomial r(t) :=
a0 + a1 · t+ · · ·+ ad · t
d ∈ Z[t]. We say that r(t) is a monotone identity of γ if and only if
the map r(γ) : G −→ G, defined by
x 7→ xr(γ) := xa0 · γ(xa1) · · · γd(xad),
vanishes identically. In this case, we will simply write r(γ) = 1G. More generally, we say
that r(t) is an identity of γ if and only if there exists a decomposition r(t) = r1(t)+ · · ·+
rk(t) of r(t) into polynomials r1(t), . . . , rk(t) ∈ Z[t], such that the map r1(γ) · · · rk(γ) :
G −→ G, defined by
x 7→ xr1(γ) · · ·xrk(γ),
vanishes identically. We will abbreviate this to r1(γ) · · · rk(γ) = 1G. We will verify in
proposition 2.1.3 that the identities of a given endomorphism form an ideal of Z[t].
Existence results. We begin in section 2 by observing that identities of endomor-
phisms are easy to obtain — at least in the context of solvable groups.
Proposition 1.2.1. Consider a group G with an endomorphism γ : G −→ G. If G
admits a subnormal series G = G1 D G2 D · · · D Gl D Gl+1 = {1G} of γ-invariant
subgroups such that each factor Gi/Gi+1 is free-abelian of finite rank or elementary-abelian
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of finite rank, then the endomorphism γ has a monic identity of degree d(G1/G2) + · · ·+
d(Gl/Gl+1).
We see, in particular, that automorphisms of virtually-polycyclic groups have an iden-
tity of degree equal to the Hirsch-length of the group. We will prove proposition 1.2.1
by generalising the theorem of Cayley—Hamilton. In the other direction, techniques of
Higman and the Mal′cev-correspondence give us:
Proposition 1.2.2. Consider a monic polynomial r(t) ∈ Z[t]. Let λ and µ be roots of
r(t) in Q, and let k be any natural number satisfying r(λ · µ) = · · · = r(λ · µk−1) = 0.
Then there is a finitely-generated, torsion-free, k-step nilpotent group N admitting an
endomorphism β : N −→ N with r(t)k as an identity.
Such a natural number k always exists and we see that long(er) arithmetic progressions
of roots yield groups of high(er) class. We will derive an analogous result for finite groups.
Structure results. In definitions 1.3.5 and 1.3.9, we will introduce the integer-valued
invariants Cong(r(t)), Discr∗(r(t)), and Prod(r(t)) of a polynomial r(t) ∈ Z[t] and we will
prove:
Theorem 1.2.3 (Main). Consider a finite group G, together with an endomorphism
γ : G −→ G, and an identity r(t) of γ, say of degree d. If G has no (r(1) · Cong(r(t)))-
torsion, then G is nilpotent and Γd2d+1(G) is a (Discr∗(r(t)) · Prod(r(t)))-group.
Here, we recall that G = Γ1(G) D Γ2(G) D · · · is the lower central series of G, defined
recursively by Γ1(G) := G and Γk+1(G) := [Γk(G), G]. And, if the order of every ele-
ment in a group G divides a natural power of a fixed integer m, then we say that G is an
m-group. If {1G} is the onlym-group contained inG, then we say thatG has nom-torsion.
In section 7.1, we will use standard techniques in order to extend theorem 1.2.3 from
finite groups to periodic, residually-finite groups.
Corollary 1.2.4. Consider a periodic, residually-finite group G, together with an au-
tomorphism α : G −→ G and a monic and monotone identity r(t) of degree d. If
G has no (r(1) · Cong(r(t)))-torsion, then G is locally-nilpotent and Γ
d2d+1
(G) is a
(Discr∗(r(t)) · Prod(r(t)))-group.
In section 7.2, we will (implicitly) use the classification of the finite, simple groups in
order to give a more general answer to Meta-Problem 1.1.8:
Corollary 1.2.5. Consider a finite group G admitting a regular automorphism α : G −→
G and let r(t) be an identity r(t) of α, say of degree d. Then G is a split extension of
a solvable (r(1) · Cong(r(t)) ·Discr∗(r(t)) · Prod(r(t)))-group by a nilpotent group of class
at most d2
d
.
6
Applications. Once we have obtained a partial answer to Meta-Problem 1.1.8, it
makes sense to consider applications. In subsection 8.1, we will specialise our main re-
sults to linear polynomials. This will allow us to extend a classic result (of Baer [4],
Schenkman—Wade [51], and J. Alperin [2]) about the structure of finite groups admitting
a universal power automorphism:
Proposition 1.2.6. Consider a finite group G admitting an endomorphism with a linear
identity a0 + a1 · t ∈ Z[t]. If gcd(|G|, a0 · a1 · (a0 + a1)) = 1, then G is abelian.
In subsection 8.2, we will specialise our theorems to cyclotomic polynomials. Let us
say that an automorphism α : G −→ G is cyclotomic of natural index n > 1 if the
cyclotomic polynomial Φn(t) is a monotone identity of α, i.e.: Φn(α) = 1G. Let us also
say that an automorphism is cyclotomic if it is cyclotomic of some index n > 1. Theorem
1.1.2 of Thompson and theorem 1.1.5 of Hughes—Thompson and Kegel then extend to:
Theorem 1.2.7. A residually-finite group is locally-nilpotent if it admits a cyclotomic
automorphism.
Theorem 1.1.3 of Higman and Kreknin—Kostrikin, and theorem 1.1.6 of Khukhro
further extend to:
Theorem 1.2.8. Consider a locally-nilpotent group G with a cyclotomic automorphism
of index n > 1 and let p be the largest prime divisor of n. Then every finitely-generated
subgroup N of G is nilpotent of class c(N) ≤ max{(p− 1)2
(p−1)
,C(p · d(N), p)}.
In subsection 8.2, we will also recover two recent results of Jabara about automor-
phisms with finite Reidemeister-number (cf. corollaries 8.2.7 and 8.2.8).
Corollary 1.2.9 (Theorem A of Jabara [30]). Consider a residually-finite group G ad-
mitting an automorphism α : G −→ G of prime order p. If the Reidemeister-number of
α is finite, then G has an α-invariant subgroup N of finite index that is nilpotent of class
c(N) ≤ (p− 1)2
(p−1)
.
Let A : P× N −→ N be the map in J. Alperin’s theorem 1 of [1].
Corollary 1.2.10 (Theorem B of Jabara [30]). Consider a finitely-generated, solvable
group G with an automorphism α : G −→ G of prime order p. If the Reidemeister-
number n of α is finite, then G has a finite-index subgroup N that is nilpotent of class
c(N) ≤ (p− 1)2
(p−1)
and dl(G) ≤ 22
n
+A(p, n) + (p− 1)2
(p−1)
.
We note that Jabara’s proofs of these corollaries implicitly used the classification of
the finite simple groups, as well as Zel′manov’s positive solution of the restricted Burnside
problem in arbitrary exponent, and the theorems of Hartley, Hartley—Meixner, Fong, and
Khukhro (cf. corollary 5.4.1 of [35]). Our proofs, on the other hand, avoid all of these
rather difficult results.
In subsection 8.3, we will specialise our results to Anosov polynomials. This will allow
us to make a minor contribution related to S. Smale’s problem about the existence of
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Anosov diffeomorphisms on compact manifolds (see proposition 8.3.3). In subsection 8.4,
we will show (by means of explicit examples) why our methods must fail for polynomials
of the form Ψn(t) := (t
n − 1)/(t− 1) = 1 + t+ · · ·+ tn−1, with n ∈ N \ P.
1.3 Strategy to prove theorem 1.2.3
Proving the nilpotency of a finite group. For a polynomial r(t) := a0 + a1 ·
t+ · · ·+ ad · td ∈ Z[t] and integers u > j ≥ 0, we define the partial sum
ru,j(t) :=
∑
i≡jmodu
ai · t
i,
so that we obtain the periodic decomposition r(t) = ru,0(t) + · · · + ru,u−1(t) of r(t). In
section 3, we will extend techniques of Higman [23,24] and J. Thompson [60] in the context
of the Frobenius conjecture in order to prove the technical result:
Theorem 1.3.1. Consider a finite group G admitting a regular automorphism α : G −→
G, and an identity r(t) of α. Suppose that, for every prime q dividing |G|, and for every
natural 2 ≤ u ≤ deg(r(t)) + 1, we have
gcd
0≤j≤u−1
(ru,j(t)mod q) = 1Fq . (1)
Then G is nilpotent.
Condition (1) can be verified efficiently by means of the Euclidean algorithm in Fq[t].
The nilpotency and bounded nilpotency of Lie rings. Let us briefly recall
a definition and a recent result about the nilpotency of graded Lie rings. A finite subset
X of an abelian group (A, ·) is arithmetically-free if and only if, for each x and y in X ,
there exists a natural number n such that the element x · yn is not in X .
Example 1.3.2. The roots of a polynomial r(t) := ad · td+ · · ·+a1 · t+a0 ∈ Z[t] form an
arithmetically-free subset X of (Q
×
, ·) in each of the following cases: X is product-free
and r(0) 6= 0; r(t) is irreducible and r(0) · r(1) 6= 0; r(t) is an Anosov polynomial, or more
generally:
r(0) ·
∏
1≤u≤d
det (circ0≤j≤u−1(ru,j(1))) 6= 0.
This property is particularly relevant when trying to prove the nilpotency of graded
Lie rings.
Theorem 1.3.3 (Moens [44, 45]). For every finite, arithmetically-free subset X of the
multiplicative group (F×, ·) of a field F, there exists a minimal natural number H(X,F×)
with the following property. Consider a decomposition
L =
⊕
λ∈F×
Lλ
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of a Lie ring L into additive subgroups Lλ that are labeled by the elements λ of F
×, and
suppose that for all labels λ, λ′ ∈ F×, we have the inclusion
[Lλ, Lλ′ ] ⊆ Lλ·λ′ .
Suppose further that the support {λ ∈ F×|Lλ 6= {0L}} of this grading is contained in X.
Then L is nilpotent and
c(L) ≤ H(X,F×) ≤ |X |2
|X|
.
Example 1.3.4. For a prime p, we let Xp be the set of primitive p’th roots of unity
in Q
×
. Higman showed in [23] that H(Xp,Q
×
) is well-defined and at least ⌈(p2 − 1)/4⌉.
Kreknin and Kostrikin later showed in [37, 38] that H(Xp,Q
×
) ≤ (p− 1)2
(p−1)
.
In order to apply this theorem to Lie rings with an endomorphism satisfying an identity,
we introduce two invariants.
Definition 1.3.5 (Discr∗(r(t)) and Prod(r(t))). Consider a polynomial r(t) ∈ Z[t]. If
r(t) is constant, we define Discr∗(r(t)) := r(t) and Prod(r(t)) := 1. Else, we let a be the
leading coefficient of r(t), we let λ1, . . . , λl be the distinct roots of r(t) with corresponding
multiplicities m1, . . . ,ml, and we set m := max{m1, . . . ,ml}. We then define
Discr∗(r(t)) := a1+2d
2
· (m− 1)! ·
∏
1≤i,j≤l
i6=j
(λi − λj)
m
and
Prod(r(t)) := a2d
3
·
∏
1≤i,j≤l
r(λi·λj) 6=0
r(λi · λj) = a
2d3 ·
∏
1≤i,j,k≤l
r(λi·λj) 6=0
a · (λi · λj − λk)
mk .
We will show in lemmas 6.4.1 and 6.4.3 that Discr∗(r(t)) and Prod(r(t)) are integer-
valued and non-zero invariants of r(t) unless r(t) is itself the zero polynomial. In section
4, we will use these invariants to prove:
Theorem 1.3.6. Consider a Lie ring L, together with an endomorphism γ : L −→ L of
the Lie ring, and a non-zero polynomial r(t) ∈ Z[t] satisfying r(γ) = 0L. Suppose that the
roots of r(t) form an arithmetically-free subset X of (Q
×
, ·). Then the additive group of
the lower central ideal Γ
H(X,Q
×
)+1
(L) of L is a (Discr∗(r(t)) · Prod(r(t)))-group.
We will prove the theorem by combining theorem 1.3.3 with classic techniques of
Higman [23, 24], Kreknin [37], Kostrikin [38], and E. Khukhro [35].
A bound on the class of a nilpotent group. These results about the structure
of Lie rings can easily be lifted to the analogous results about the structure of nilpotent
groups (cf. section 5):
Theorem 1.3.7. Consider a nilpotent group G, together with an automorphism α : G −→
G, and a non-zero identity r(t) of α. Suppose that the roots of r(t) form an arithmetically-
free subset X of (Q
×
, ·). Then Γ
H(X,Q
×
)+1
(G) is a (Discr∗(r(t)) · Prod(r(t)))-group.
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This infinitesimal approach should not really come as a surprise. Indeed, infinitesimal
Lie rings were used with great efficiency in the proof of theorem 1.1.3 by Higman and
Kreknin—Kostrikin and in the proof of 1.1.6 by (Kostrikin and) E. Khukhro. They were
also crucial in Zel′manov’s solution of the restricted Burnside problem [66,67] and in the
vast generalisation of that result to pro-p groups with an identity [70] (using the com-
mutator collection process of Wilson—Zel′manov [65] and Lazard’s well-known linearity-
criterion of [39]). Infinitesimal Lie rings and their gradings also appeared in solutions of
the co-class conjectures (of Leedham-Green and Newman) by Shalev—Zel′manov [52] and
Shalev [54].
We refer to the literature for more examples of how certain problems about residually-
finite groups can be solved by studying the correct Lie ring corresponding with that group
and problem (e.g.: the book [35] and the surveys [24, 56, 57, 69]).
Corollary 1.3.8. If the group G of theorem 1.3.7 has no (Discr∗(r(t)) · Prod(r(t)))-
torsion, then c(G) ≤ H(X,Q
×
).
In contrast: if the roots of r(t) do not form an arithmetically-free subset of Q
×
, then
proposition 1.2.2 gives us finitely-generated, torsion-free, nilpotent groups N of arbitrarily
large class k such that r(t)k is an identity of some automorphism of N .
Proof of our main theorem 1.2.3. In order to combine our two auxiliary results,
we introduce some more terminology.
Definition 1.3.9 (Cong(r(t))). We define the periodic congruence number Cong(r(t))
of a polynomial r(t) ∈ Z[t] to be the (unique) non-negative generator of the (principal)
Z-ideal
Z ∩
⋂
1<u≤deg(r(t))+1
(ru,0(t) · Z[t] + · · ·+ ru,u−1(t) · Z[t]).
One can easily check, by evaluating in t = 0, that r(0) | Cong(r(t)).
Example 1.3.10. If an irreducible polynomial r(t) ∈ Z[t] does not coincide with any of
its partial sums ru,j(t) (where u ≥ 2), then Cong(r(t)) 6= 0.
In subsection 6.2, we will use this invariant to verify the technical conditions of our
auxiliary theorems 1.3.1 and 1.3.7:
Proposition 1.3.11. Consider a polynomial r(t) ∈ Z[t] and a field F of characteristic
q ≥ 0. If q does not divide r(1) · Cong(r(t)), then property (1) holds and the roots of
r(t)mod q in F form an arithmetically-free subset of the multiplicative group (F
×
, ·).
We can finally prove our main theorem 1.2.3:
Proof. Suppose that γ maps an element x of G to x or 1G. Then x
r(1)·r(0) = 1G, so that
also xr(1)·Cong(r(t)) = 1G. Since gcd(|G|, r(1) · Cong(r(t))) = 1, we conclude that x = 1G.
This observation proves that γ is injective and therefore an automorphism of the finite
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group G. It also proves that γ is regular.
According to proposition 1.3.11, we may apply theorem 1.3.1 in order to conclude that
G is nilpotent. Proposition 1.3.11 also implies that the of roots r(t) form an arithmetically-
free subset X of (Q
×
, ·) of cardinality at most d. So we may apply theorem 1.3.7 in order
to conclude that Γd2d+1(G) is a (Discr∗(r(t)) · Prod(r(t)))-group.
1.4 Overview
In section 2, we will prove propositions 1.2.1 and 1.2.2 about the existence of identities. In
sections 3, 4, and 5, we prove the three steps in our proof of our main theorem 1.2.3: theo-
rem 1.3.1, theorem 1.3.6, and theorem 1.3.7. In section 6, we briefly discuss the invariants
Cong(r(t)), Discr∗(r(t)), and Prod(r(t)) of a polynomial r(t) ∈ Z[t]. We will show how
to compute them in general and in special cases. In section 7, we prove corollaries 1.2.4
and 1.2.5. Finally, in section 8, we specialise our results to linear identities, cyclotomic
identities, Anosov identities, and split identities.
2 Existence of identities
2.1 Proof of proposition 1.2.1
In view of our main results, it makes sense to inquire about the general existence of
identities.
Problem 2.1.1. We are given a group G and an endomorphism α : G −→ G. Construct
a (non-trivial) identity r(t) of the endomorphism.
Elementary examples show that we cannot expect a positive solution to problem 2.1.1
for arbitrary groups G. But we claim that the automorphisms of a finitely-generated,
torsion-free, nilpotent group come with a non-trivial identity. In order to make this
precise, we first make a basic observation.
Lemma 2.1.2 (Composition of polynomial maps). Let m, k1, . . . , km ∈ N and let
u(1,1)(t), . . . , u(1,k1)(t), . . . , u(m,1)(t), . . . , u(m,km)(t)
be polynomials with integer coefficients. Then there exists an n ∈ N and polynomials
s1(t), . . . , sn(t) ∈ Z[t] such that∏
1≤j≤m
∑
1≤i≤kj
u(j,i)(t) = s1(t) + · · ·+ sn(t)
and such that for all group endomorphisms γ : G −→ G, we have the equality of maps
(u(m,1)(γ) · · ·u(m,km)(γ)) ◦ · · · ◦ (u(1,1)(γ) · · ·u(1,k1)(γ)) = s1(γ) · · · sn(γ). (2)
In particular: if (2) vanishes identically, then
∏
j
∑
i u(j,i)(t) is an identity of γ.
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The proof is a simple induction on m ∈ N, and we leave it to the reader. As an
immediate consequence, we obtain:
Proposition 2.1.3. Let G be a group and let γ : G −→ G be an endomorphism of G.
Then the identities of γ form an ideal of Z[t].
Proof. Let r(t) and s(t) be identities of γ and let us show that r(t) + s(t) is again an
identity of γ. By assumption, there exist decompositions r(t) = r1(t) + · · · + rn(t) and
s(t) = s1(t)+· · ·+sm(t) such that r1(γ) · · · rn(γ) = 1G = s1(γ) · · · sm(γ). Then, obviously,
we also have r1(γ) · · · rn(γ) ·s1(γ) · · · sm(γ) = 1G, so that
∑
i ri(t)+
∑
j sj(t) = r(t)+s(t)
is an identity of γ.
Now let r(t) be an identity of γ and let s(t) ∈ Z[t] be a polynomial. In order to show
that r(t) · s(t) is again an identity of γ, we first consider a decomposition r(t) = r1(t) +
· · ·+rn(t) of r(t) such that r1(γ) · · · rn(γ) = 1G. Next, we use lemma 2.1.2 to find, for each
1 ≤ j ≤ n, a natural number kj ∈ N and polynomials u(j,1)(t), . . . , u(j,kj)(t) ∈ Z[t] such
that s(t)·rj(t) = u(j,1)(t)+· · ·+u(j,kj)(t) and such that rj(γ)◦s(γ) = u(j,1)(γ) · · ·u(j,kj)(γ).
We then need only verify that s(t) · r(t) =
∑
j s(t) · rj(t) =
∑
j
∑
i u(j,i)(t) and that, for
an arbitrary x ∈ G, we have:
1G =
∏
1≤j≤n
(
xs(γ)
)rj(γ)
=
∏
1≤j≤n
∏
1≤i≤kj
xu(j,i)(γ) = xu(1,1)(γ) · · ·xu(n,kn)(γ).
Lemma 2.1.4. Consider a group G with an endomorphism γ : G −→ G. Suppose that
G admits a subnormal series G = G1 D G2 D · · · D Gl D Gl+1 = {1G} of γ-invariant
subgroups and identities r1(t), . . . , rl(t) ∈ Z[t] of the induced endomorphisms γGi/Gi+1 :
Gi/Gi+1 −→ Gi/Gi+1 on the factors Gi/Gi+1. Then r1(t) · · · rl(t) is an identity of γ.
Proof. For each rj(t), there exists a kj ∈ N and polynomials u(j,1)(t), . . . , u(j,kj) ∈ Z[t]
such that
∑
i u(j,i) = rj(t) and such that uj,1(γGj/Gj+1) · · ·uj,kj (γGj/Gj+1) = 1Gj/Gj+1 . So
the map u(j,1)(γ) · · ·u(j,kj)(γ) sends Gj into Gj+1. The composition of these maps there-
fore vanishes on all of G. Lemma 2.1.2 now implies that
∏
j
∑
i u(j,i)(t) = r1(t) · · · rl(t) is
an identity of γ.
Proposition 2.1.5 (Cayley—Hamilton). Consider a group G with an endomorphism
γ : G −→ G. If G admits a subnormal series G = G1 D G2 D · · · D Gl D Gl+1 = {1G}
of γ-invariant subgroups such that every factor Gi/Gi+1 is free-abelian of finite rank or
elementary-abelian of finite rank, then the endomorphism γ has a monic identity χ(t) of
degree d(G1/G2) + · · ·+ d(Gl/Gl+1).
Proof. If Gi/Gi+1 is free-abelian, then we may compute the characteristic polynomial
χi(t) = det(t · 1Gi/Gi+1 − γGi/Gi+1) ∈ Z[t] of the induced endomorphism γGi/Gi+1 . Else,
the factor Gi/Gi+1 is elementary-abelian, say isomorphic to (Z
k
p,+), so that we may
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compute the characteristic polynomial χi(t) ∈ Fp[t] of γGi/Gi+1 over the field Fp. There
then exists a monic polynomial χi(t) ∈ Z[t] of the same degree k as χi(t) such that
χi(t)mod p = χi(t). According to the (classic) theorem of Cayley—Hamilton and lemma
2.1.4, the product
χ(t) := χ1(t) · χ2(t) · · ·χl(t) ∈ Z[t],
is an identity of γ, and χ(t) clearly has degree d(G1/G2) + · · ·+ d(Gl/Gl+1). Since each
χi(t) is monic, so is χ(t).
If all the factors Gi/Gi+1 in theorem 2.1.5 are free-abelian of finite rank, then the
polynomial χ(t) is uniquely determined by this construction, so that we may refer to χ(t)
as the characteristic polynomial of the endomorphism with respect to the series (Gi)i. One
can verify that if G is a finitely-generated, torsion-free, nilpotent group, then the factors
Γ∗i (G)/Γ
∗
i+1(G) will all be free-abelian of finite rank.
Corollary 2.1.6. Consider a virtually-polycyclic group N . Then every automorphism
α : N −→ N of N admits an identity r(t) of degree equal to the Hirsch-length of N .
Proof. Let us consider a characteristic series N D G1 D · · · D Gl D Gl+1 = {1N},
such that N/G1 is finite and such that all the factors Gi/Gi+1 are free-abelian of finite
rank. Then the constant polynomial |N/G1| is an identity of the induced automorphism
on N/G1. Now let χ(t) be the characteristic polynomial of the induced autormorphism
αG1 : G1 −→ G1 with respect to the series G1 D · · · D Gl D Gl+1 = {1G}, as in
proposition 2.1.5. Then lemma 2.1.4 shows that r(t) := |N/G1| ·χ(t) ∈ Z[t] is an identity
of α and it has the correct degree.
We conclude with some remarks that will be useful later on.
Remark 2.1.7. Assume that the γ of theorem 2.1.5 is an automorphism. If χ(0) = ±1,
then every γ-invariant subgroup M of G is also 〈γ〉-invariant, so that the induced map
γM :M −→M is an automorphism of G.
Proof. It suffices to show that γ−1(M) ⊆ M . One can use induction on l ∈ N to show
that for every x ∈M , we have (χl(γ) ◦ · · · ◦χ1(γ))(x) ∈ xχ(0) · γ(M). Then theorem 2.1.5
gives 1G ∈ xχ(0) · γ(M). So, if χ(0) = ±1, then γ−1(x) ∈M .
Remark 2.1.8. Assume that the γ of theorem 2.1.5 is an automorphism. If χ(0) ·χ(1) =
±1, then γ is regular and uniform in the sense that the map −1 + γ : G −→ G : x 7−→
x−1 · γ(x) is injective and surjective.
Proof. Suppose that χ(0) ·χ(1) = ±1. The automorphism is regular since any fixed point
x of γ satisfies x±1 = xχ(1) = 1G. In order to prove the uniformity of γ, it suffices
to prove that each of the induced automorphisms γGi/Gi+1 is uniform (cf. lemma 1.b
of [29]). The condition χ(1) = ±1 implies that χ1(1), . . . , χl(1) ∈ {±1}. The latter is
equivalent to det(γG1/G2−1G1/G2), . . . , det(γGl/Gl+1−1Gl/Gl+1) ∈ {±1} (since the factors
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Gi/Gi+1 are abelian, we use the additive notation for them.). The latter implies that the
maps γG1/G2 − 1G1/G2 , . . . , γGl/Gl+1 − 1Gl/Gl+1 are isomorphisms. This means that the
automorphisms γG1/G2 , . . . , γGl/Gl+1 are (regular and) uniform.
Remark 2.1.9 (Lemma 2.4 of Endimioni [16]). Consider a virtually-polycyclic group G
of Hirsch-length l, together with an automorphism α : G −→ G of finite orderm. Suppose
that α fixes only finitely-many elements. Then G has a characteristic subgroup N of finite
index such that (1 + t+ · · ·+ tm−1)l and ml−1 · (1 + t+ · · ·+ tm−1) are identities of the
induced automorphism αN : N −→ N .
Proof. Let us abbreviate Ψm(t) := 1+ t+ · · ·+ tm−1 and let us consider the map Ψm(α) :
G −→ G. Endimioni’s lemma shows that the l-fold composition Ψm(α)l vanishes on a
characteristic, polycyclic subgroup N of finite index in G. Lemma 2.1.2 then implies that
Ψm(t)
l is an identity of the induced automorphism αN . Since the identities of αN form
an ideal of Z[t], and since tm − 1 = (t − 1) ·Ψm(t) is an identity of αN , we see that also
Res(t− 1,Ψm(t)l−1) ·Ψm(t) = ±ml−1 ·Ψm(t) is an identity of αN .
2.2 Proof of proposition 1.2.2
We have just seen that every endomorphism of a finitely-generated, torsion-free, nilpotent
group comes with a family of monic identities (the characteristic polynomials). It is
natural to also consider the converse problem:
Problem 2.2.1. We are given a monic polynomial r(t) ∈ Z[t]. Construct a finitely-
generated, torsion-free, nilpotent group G and an endomorphism γ : G −→ G such that
r(t) is an identity of the endomorphism.
We will show, in several steps, that this problem has a positive answer. We begin by
proving the corresponding statement for Lie algebras.
Proposition 2.2.2. Consider a monic polynomial r(t) ∈ Z[t] with r(0) 6= 0. Let λ and
µ be roots of r(t) in Q, and let k be any natural number satisfying r(λ · µ) = · · · =
r(λ · µk−1) = 0. Then there is a finitely-generated, k-step nilpotent Lie algebra L over the
rational numbers with an automorphism α : L −→ L such that r(α) = 0L.
Proof. According to proposition 2.1.3, the identities of an endomorphism form an ideal of
Z[t]. So we may assume that r(t) is square-free and that Discr r(t) 6= 0. If k = 1, then we
simply consider the companion operator γ : Qdeg(r(t)) −→ Qdeg(r(t)) of r(t) on the abelian
group (Qdeg(r(t)),+). It is well-known that this endomorphism γ satisfies r(γ) = 0Qdeg(r(t)) .
So we may further assume that k ≥ 2. We let F be the free k-step nilpotent Lie
algebra (over the rational numbers) on the generators x1,1, . . . , x1,d, x2,1, . . . , x2,d. Let
C ∈ GLd(Q) be the companion operator of r(t) and let A be the direct sum C ⊕ C ∈
GL2d(Q) ∩Mat2d,2d(Z). This A defines a linear transformation of the Q-span of the gen-
erators of F (in the obvious way) and A extends (in a unique way) to an automorphism
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α : F −→ F of the Lie algebra F . We now consider the ideal I of F that is generated by
the subset (r(α))(F ) of F . This ideal is 〈α〉-invariant, so that we may consider the quo-
tient Lie algebra L := F/I with the induced automorphism α : L −→ L. By construction,
we have r(α) = 0L.
In order to prove that c(L) ≥ k, we may assume that L has coefficients in the com-
plex numbers. Indeed, the larger Lie algebra LC := L ⊗Q C over the complex numbers
satisfies c(L) = c(LC) and it naturally admits the automorphism αC := α ⊗ 1 satisfying
r(αC) = 0LC .
Let V be the (complex) span of the generators x1,1, . . . , x2,d. Since r(t) has no repeated
roots, the operator C ∈ GLd(Q) can be diagonalised over C. So we may choose an ordered
eigenbasis (y1,1, . . . , y1,d, . . . , y2,d) of V and scalars λ1, . . . , λd, µ1, . . . , µd ∈ C such that,
for each i ∈ {1, 2} and j ∈ {1, . . . , d}, we have
α(y1,j) = λj · y1,j and α(y2,j) = µj · y2,j.
It is clear that {λ1, . . . , λd} = {µ1, . . . , µd} is the set of roots of r(t). After permuting
these basis vectors, may further assume that
r(µ2) = r(λ1) = r(λ1 · µ2) = · · · = r(λ1 · µ
k−1
2 ) = 0. (3)
Let us define a partial order on the elements of Mat2,d(Z). For a = (ai,j)i,j , b = (bi,j)i,j ∈
Mat2,d(Z) we write a ≤ b if and only if a1,1 ≤ b1,1, . . . , a2,d ≤ b2,d. For each element
a ∈ Mat2,d(Z) satisfying 0 ≤ a, we define the family B(a) of all left-normed Lie monomials
in the eigenvectors y1,1, . . . , y2,d such that each yi,j appears with multiplicity exactly ai,j .
For the remaining a, we define B(a) := ∅. If F (a) = 〈B(a)〉 denotes the (complex) splan
of B(a), then we naturally obtain the grading
F =
⊕
a∈Mat2,d(Z)
F (a) (4)
of the Lie algebra F by the grading group (Mat2,d(Z),+).
In order to understand the structure of the ideal I, we introduce some notation. For
left-normed monomials [v1, . . . , vi] and [w1, . . . , wj ], we define the expression
[[v1, . . . , vi]; [w1, . . . , wj ]] := [v1, . . . , vi, w1, . . . , wj ].
For each a ∈Mat2,d(Z), we define the C-span
I(a) =
∑
0≤b,c∈Mat2,d(Z)
c<b+c=a
r(Λb) · 〈[v;w] | v ∈ B(b), w ∈ B(c)〉, (5)
where
Λb :=
 ∏
1≤j≤d
λ
b1,j
j
 ·
 ∏
1≤j≤d
µ
b2,j
j
 ∈ C.
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By construction, we have I =
∑
a∈Mat2,d(Z) I(a). Since we also have the inclusions I(a) ⊆
F (a), we derive from (4) the direct sum decomposition
I =
⊕
a∈Mat2,d(Z)
I(a).
Since I(a) ⊆ F (a), we conclude that the Lie algebra L is also graded:
L =
⊕
a∈Mat2,d(Z)
L(a),
with homogeneous components L(a) := F (a)/I(a). Since
Γk(L) =
⊕
0≤a∈Mat2,d(Z)∑
i,j
ai,j=k
L(a),
we need only show that there exists an a ∈Mat2,d(Z) with
∑
i,j ai,j = k and I(a) ( F (a).
We claim that
a :=
(
1 0 0 · · · 0
0 k − 1 0 · · · 0
)
∈ Mat2,d(Z)
is such an element. If we define the monomials
v1 := [y1,1, y2,2, . . . , y2,2]
v2 := [y2,2, y1,1, y2,2, . . . , y2,2]
...
vk := [y2,2, . . . , y2,2, y1,1],
of length k, then B(a) = {v1, v2, . . . , vk}. Now (5) implies that
I(a) = 〈r(λ1) · v1, r(λ1 · µ2) · v1, . . . , r(λ1 · µ
k−1
2 ) · v1,
r(µ2) · v2, r(λ1 · µ2) · v2, . . . , r(λ1 · λ
k−1
2 ) · v2,
r(µ2) · v3, r(µ
2
2) · v3, . . . , r(λ1 · µ
k−1
2 ) · v3,
. . . ,
r(µ2) · vk, r(µ
2
2) · vk, . . . , r(λ1 · µ
k−1
2 ) · vk〉.
Since the anti-symmetry of the Lie bracket implies v3 = v4 = · · · = vk = 0, we may
use (3) in order to conclude that I(a) = {0} ( 〈v1, v2, . . . , vk〉 = F (a). This finishes the
proof.
Remark 2.2.3. If λ 6= µ, then the above proof can be simplified by replacing the free
k-step nilpotent Lie algebra on 2d generators with the free k-step nilpotent Lie algebra on
d generators, and by replacing the operator C := A⊕A with the operator C := A. In this
case, the resulting Lie algebra will have all the correct properties, but it will have a strictly
smaller dimension. The details are straightforward and we omit them. Cf. examples 2.3.2
and 2.4.3.
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Remark 2.2.4. This proof was inspired, in part, by Higman’s construction in [23] of
regular automorphisms of prime order on groups of prescribed class. But it is also closely
related to the so-called Auslander—Scheuneman relations for the construction of semi-
simple Anosov automorphisms (cf. Payne’s construction in [47]).
We now consider the Mal′cev-correspondence:
Proposition 2.2.5. Consider a finite-dimensional, nilpotent Lie algebra L over the ra-
tional numbers, together with an automorphism γ : L −→ L. Suppose that for every
lower central factor Γi(L)/Γi+1(L), we are given a monic polynomial ri(t) ∈ Z[t] such
that the induced automorphism γi : Γi(L)/Γi+1(L) −→ Γi(L)/Γi+1(L) satisfies ri(γi) =
0Γi(L)/Γi+1(L).
(i). Then s(t) := r1(t) · · · rc(L)(t) is a monic identity of the automorphism
exp(γ) : exp(L) −→ exp(L).
(ii). Then the characteristic polynomial χ(t) of γ divides a natural power of s(t) and χ(t)
has integer coefficients.
Proof. (i.): Let us abbreviate G := exp(L) and β := exp(γ). We recall that the Baker—
Campbell—Hausdorff formula defines the group operation on G. This formula implies, in
particular, that the induced automorphisms γi : Γi(L)/Γi+1(L) −→ Γi(L)/Γi+1(L) and
βi : Γi(G)/Γi+1(G) −→ Γi(G)/Γi+1(G) on the lower central factors coincide. So ri(t)
is an identity of βΓi(G)/Γi+1(G). We may now apply lemma 2.1.4. (ii.): Since ri(γi) =
0Γi(L)/Γi+1(L), the characteristic polynomial χi(t) = det(t · 1Γi(G)/Γi+1(G) − γi) ∈ Q[t] of
γi divides a natural power of ri(t). Since ri(t) is monic with integer coefficients, Gauss’
lemma tells us that χi(t) has integer coefficients as well. Since each term Γi(L) of the
lower central series of L is invariant under γ, the characteristic polynomial χ(t) of γ is
just the product χ1(t) · · ·χc(L)(t). This suffices to prove the second claim.
Proposition 2.2.6. Consider a monic polynomial r(t) ∈ Z[t]. Let λ and µ be roots of
r(t) in Q, and let k be any natural number satisfying r(λ ·µ) = · · · = r(λ ·µk−1) = 0. Then
r(t)k is an identity of an endomorphism β : N −→ N of a finitely-generated, torsion-free,
k-step nilpotent group N .
Proof. We may assume that r(0) 6= 0, since otherwise we may simply consider a finitely-
generated, free nilpotent group F of class k and the endomorphism γ : F −→ F : x 7−→ 1F .
So we may apply proposition 2.2.2 in order to find a finitely-generated, k-step nilpotent Lie
algebra L over the rationals and automorphism α : L −→ L satisfying r(α) = 0L. Let us
consider the torsion-free, k-step nilpotent, divisible groupG := exp(L) corresponding with
L, together with the automorphism β := exp(α) of G corresponding with α. According
to proposition 2.2.5, the polynomial r(t)k is a monic identity of β. We see, in particular,
that if N is any β-invariant, full subgroup of G, then r(t)k is an identity of the restriction
βN : N −→ N . Now, since the characteristic polynomial χ(t) of α has integer coefficients
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(cf. proposition 2.2.5), we may apply theorem 6.1 of [12] in order to obtain the desired
subgroup N of G. This finishes the proof.
We immediately obtain:
Corollary 2.2.7. Consider a monic polynomial r(t) ∈ Z[t] and a prime number p. Let
λ and µ be roots of r(t) in Q, and let k be any natural number satisfying r(λ · µ) = · · · =
r(λ · µk−1) = 0. Then r(t)k is an identity of an endomorphism γ : P −→ P of a finite,
k-step nilpotent p-group P .
Proof. As before, we may assume that r(0) 6= 0. We first construct the finitely-generated,
torsion-free, k-step nilpotent group N and automorphism β : N −→ N of proposition
2.2.6. A well-known result of Gruenberg then tells us that the group N is residually-(a
finite p-group). Since N is finitely-generated, there exists a characteristic subgroup S of
p-power index in N such that P := N/S is a finite p-group of class k. Let γ : P −→ P be
the induced automorphism. Since r(t)k is an identity of β, it is clear that r(t)k is also an
identity of γ.
2.3 Examples
Let us illustrate the construction of 2.1 with a concrete example.
Example 2.3.1. We consider the discrete Heisenberg group H , defined as the subgroup:
H :=


1 x z
0 1 y
0 0 1
 |x, y, z ∈ Z
 ⊆ GL3(Z).
Let γ : H −→ H be the automorphism that is given by
1 x z
0 1 y
0 0 1
 7→

1 y x · y + y·(y−1)2 − z
0 1 x+ y
0 0 1
 ,
and let us use the seriesH ≥ [H,H ] ≥ {13} with factorsH/[H,H ] ∼= Z2 and [H,H ]/{13} ∼=
Z. A straight-forward computation gives us the characteristic polynomials χ1(t) = −1−
t+t2 and χ2(t) = 1+t, so that the characteristic polynomial of γ with respect to the series
is given by χ(t) := (−1 − t+ t2) · (1 + t). By substitution, as in the proof of Proposition
2.1.5, we obtain
∀v ∈ H : γ3(v) · γ2(v−1) · γ(v−1) · γ2(v) · γ(v−1) · v−1 = 13,
so that the inverse automorphism γ−1 : H −→ H is given by the formula γ−1(v) =
γ2(v) · γ1(v−1) · (v−1) · γ(v) · v−1, and therefore by
1 x z
0 1 y
0 0 1
 7→

1 −x+ y x · y − x·(1+x)2 − z
0 1 x
0 0 1
 .
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We may use (a minor variation on) the construction of 2.2 to go in the other direction:
Example 2.3.2. Let r(t) := (t2 − t− 1) · (t+1) be the polynomial of example 2.3.1. Let
us construct a regular automorphism β : N −→ N on a finitely-generated, torsion-free,
two-step nilpotent group N such that r(t) is the characteristic polynomial of β.
The roots of r(t) are −1, 1−
√
5
2 , and
1+
√
5
2 , and the product of the latter two roots is
the first root (cf. remark 2.2.3). So we consider the free two-step nilpotent Lie algebra
F = Q ·x1+Q ·x2+Q · [x1, x2] on the generators x1 and x2. Then the companion matrix
A :=
(
0 1
1 1
)
∈ GL4(Z)
of (t2− t− 1) defines a linear transformation of the Q-span of the generators: α(x1) := x2
and α(x2) := x1+x2. This map extends (in a unique way) to an automorphism α : F −→
F of the Lie algebra F : α([x1, x2]) = [α(x1), α(x2)] = −[x1, x2]. We let I be the ideal of F
that is generated by the subset (α2−α−1F )(Q·x1+Q·x2)+(α+1F )(Q·[x1, x2]) of F . Then
the induced automorphism α : L −→ L on the quotient Lie algebra L := F/I satisfies
r(α) = 0L. In fact: I = {0F} and, with respect to the ordered basis (x1, x2,
[x1,x2]
2 ), the
automorphism of L is given by the matrix
0 1 0
1 1 0
0 0 −1
 .
We may now use the Baker—Campbell—Hausdorff formula to define the group operation
∗ on L. For rational numbers c1, c2, c12 and C1, C2, C12, we define (c1 · x1 + c2 · x2 + c12 ·
[x1,x2]
2 ) ∗ (C1 · x1 + C2 · x2 + C12 ·
[x1,x2]
2 ) to be
(c1 + C1) · x1 + (c2 + C2) · x2 + (c12 + C12 + (c1 · C2 − c2 · C1)) ·
[x1, x2]
2
.
One can then verify that
N := Z · x1 + Z · x2 + Z ·
[x1, x2]
2
is an α-invariant subgroup of (L, ∗) of class two and Hirsch-length 3. The restriction
β : N −→ N of α to N is an endomorphism of N and r(t) is the characteristic polynomial
of β (with respect to the series of the isolators of the lower central series of N). Since
also r(0) = −1, we may use remark 2.1.7 in order to conclude that β is, in fact, an
automorphism of N . Since r(1) = −2 and since N is torsion-free, we know that all fix-
points of β are trivial, so that β is regular. In fact, the group N is a twisted Heisenberg
group:
N ∼=


1 x z2
0 1 y
0 0 1
 |x, y, z ∈ Z
 ⊆ GL3(Q).
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And, under this identification, the automorphism β : N −→ N is given by:
1 x z2
0 1 y
0 0 1
 7→

1 y 2·x·y+y
2−z
2
0 1 x+ y
0 0 1
 .
This group N is not the discrete Heisenberg group H of example 2.3.1. But H is a normal
subgroup of index 2 in N .
2.4 Constructing regular automorphisms of finite order
Let us explain how the construction of subsection 2.2 can be used to obtain regular
automorphisms of finite order on finitely-generated, torsion-free, nilpotent groups of class
2.
Example 2.4.1 (A regular automorphism of order 2 on an abelian group). We consider
the cyclotomic polynomial r(t) := Φ2(t) = 1 + t and the case k = 1. The companion
operator of r(t) is given by γ : Z −→ Z : x 7−→ −x. This endomorphism is clearly an
automorphism of order 2. Since Z has no Φ2(1)-torsion, this automorphism is regular.
Example 2.4.2 (A regular automorphism of order 3 on a nilpotent group of class 2). Let
r(t) := Φ3(t) = 1+ t+ t
2 be the minimal polynomial of the primitive third roots of unity.
Define the semi-simple operator
A :=

0 1 0 0
−1 −1 0 0
0 0 0 1
0 0 −1 −1
 ∈ GL4(Z).
Then A naturally extends to a semi-simple automorphism α : F −→ F of the free 2-step
nilpotent Lie algebra on the generators x1, x2, x3, x4. The commutator ideal [F, F ] is
α-invariant and the matrix of α with respect to the (ordered) basis
(x1, x2, x3, x4, [x1, x2], [x1, x3], [x1, x4], [x2, x3], [x2, x4], [x3, x4])
is given by:
M :=

0 1 0 0 0 0 0 0 0 0
−1 −1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 −1 −1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 −1 −1 0
0 0 0 0 0 0 −1 0 −1 0
0 0 0 0 0 1 1 1 1 0
0 0 0 0 0 0 0 0 0 1

.
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One can easily verify that
r(M) =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 3 0 0 0 0 0
0 0 0 0 0 2 1 1 2 0
0 0 0 0 0 −1 1 −2 −1 0
0 0 0 0 0 −1 −2 1 −1 0
0 0 0 0 0 2 1 1 2 0
0 0 0 0 0 0 0 0 0 3

has rank 4. Define the vectors
v1 := r(α)([x1 , x2]) = 3[x1, x2],
v2 := r(α)([x1 , x4]) = [x1, x3] + [x1, x4]− 2[x2, x3] + [x2, x4],
v3 := r(α)([x2 , x3]) = [x1, x3]− 2[x1, x4] + [x2, x3] + [x2, x4],
v4 := r(α)([x3 , x4]) = 3[x3, x4],
v5 := [x1, x3],
v6 := [x2, x4].
Then (x1, x2, x3, x4, v1, v2, v3, v4, v5, v6) is an ordered basis of F that restricts to the or-
dered basis (v1, v2, v3, v4) of I (the ideal of F that is generated by the subset r(α)(F )).
So we obtain an ordered basis (x1, x2, x3, x4, v5, v6) for L := F/I. The Lie bracket of L
is determined by the relations:
[x1, x2] = 0L [x1, x4] = v5 + v6 [x1, x3] = v5 [v5, L] = {0L}
[x3, x4] = 0L [x2, x3] = v5 + v6 [x2, x4] = v6 [v6, L] = {0L}.
The product w∗w′ of two elements w =
∑
i aix1≤i≤4+a5
v5
2 +a6
v6
2 and w
′ =
∑
1≤i≤4 bixi+
b5
v5
2 + b6
v6
2 of L is then (explicitly) defined by the Baker—Campbell—Hausdorff formula:
w ∗ w′ := w + w′ +
1
2
· [w,w′]
=
∑
1≤i≤4
(ai + bi)xi
+
(
a5 + b5 +
a1 b1
a3 b3
+
a1 b1
a4 b4
+
a2 b2
a3 b3
)
v5
2
+
(
a6 + b6 +
a1 b1
a4 b4
+
a2 b2
a4 b4
+
a2 b2
a3 b3
)
v6
2
.
We see, in particular, that
N := Z · x1 + Z · x2 + Z · x3 + Z · x4 + Z ·
v5
2
+ Z ·
v6
2
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is a (2-step nilpotent) subgroup of (L, ∗).
With respect to the ordered basis (x1, x2, x3, x4,
v5
2 ,
v6
2 ) of L, the induced automor-
phism α : L −→ L is given by the matrix
M =

0 1 0 0 0 0
−1 −1 0 0 0 0
0 0 0 1 0 0
0 0 −1 −1 0 0
0 0 0 0 0 −1
0 0 0 0 1 −1

.
We see, in particular, thatN is mapped into itself by α, so that the restriction β : N −→ N
of α to N is an endomorphism of the group (N, ∗). By construction, (r(t))2 is an identity
of β and it is even the characteristic polynomial of β w.r.t. the isolators of the lower
central series of N . Since (r(0))2 = (1)2, we may use remark 2.1.7 to conclude that β is
an automorphism. Since N has no (r(1))2-torsion, we see that β is regular. So the order
of β is exactly 3.
Example 2.4.3 (A regular automorphism of odd order n > 1 on a nilpotent group of
class 2). Since example 2.4.2 treats the case n = 3, we may assume that n ≥ 5. Then
every primitive n’th root λ factorises as the product of two distinct primitive n’th roots:
λ = λ−1 ·λ2, so that remark 2.2.3 is relevant. Our construction (applied to the free 2-step
nilpotent Lie algebra on ϕ(n) generators and to the companion matrix of Φn(t)) then
produces a regular automorphism β : N −→ N of a finitely-generated, torsion-free, 2-step
nilpotent group N of Hirsch-length 12 · (ϕ(n) + f(n)), where f(n) := |{(i, j) ∈ Z
×
n × Z
×
n |
i+ j ∈ Z×n }|. We omit the computations.
Example 2.4.4 (A regular automorphism of order 2a+1 > 2 on a nilpotent group of class
2). We let C be the companion operator of Φ2a+1(t), and we define A := C ⊕ C. We
then consider the free, 2-step nilpotent Lie algebra F on ϕ(2a+1) + ϕ(2a+1) generators,
which span a subspace V of F . We extend A to an automorphism α : F −→ F of F . We
define the ideal I := Φ2a+1(α)V +Φ2a(α)[F, F ] = Φ2a(α)[F, F ] of F . Then L := F/I will
have class 2, and we obtain a regular automorphism of order 2a+1 on a finitely-generated,
torsion-free group of class 2. The computations are straight-forward and we omit them.
Corollary 2.4.5. For every natural number n > 2, there exists a finitely-generated,
torsion-free, 2-step nilpotent group G with a regular automorphism of order n.
Proof. If n is odd, then we may use example 2.4.3. If n is a natural power of 2, then
we may use example 2.4.4. If n is 2 times an odd number, then we may take the direct
product of the group in example 2.4.1 and the group in example 2.4.3. Else, we may take
the direct product of the group in example 2.4.4 and the group in example 2.4.3. This
covers all natural n > 2. In each case, the group has class 2 and the automorphism is
regular of order n.
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Remark 2.4.6. The condition n > 2 is also necessary.
Proof. If n = 1, then it is clear that the automorphism cannot be regular. If n = 2, then
the group cannot have class two. For, suppose that n = 2 and c(G) = 2. Then, according
to the Bass—Guivarch formula [6, 21], the growth of G is at least of degree l + 1 (where
l is the Hirsch-length of G). Since G is polycyclic, we may use remark 2.1.9 to find a
characteristic subgroup K of finite index in G such that (1+ t)l is a monotone identity of
the induced automorphism αK : K −→ K. According to theorem 1.3.7, [K,K] is then a
torsion subgroup of G, and therefore the trivial group. So G is virtually-abelian. By using
the Bass—Guivarch formula once more, we conclude that G grows with degree at most l.
But, since the growth of G is an invariant of G, we have obtained a contradiction.
Remark 2.4.7. If n is not a natural power of a prime, then the automorphism β of
example 2.4.3 will even be uniform (by Remark 2.1.8, cf. Lemma 6.3.8). So, in particular:
by specialising n := 15, we obtain a uniform automorphism of order 15 on a nilpotent
group N of class 2 and Hirsch-length 12 · (ϕ(15) + f(15)) = 16. This may be compared
with a result of Jabara (example 5 of [29]). We do note that there appears to be a minor
(and fixable) error in the construction of Jabara’s example.
3 Proving the nilpotency of a finite group
Preliminaries. We recall some basic terminology. Let G be a group and let α be one
of its automorphisms. We say that α is regular if it displaces all elements other than
1G. A subgroup A of G is α-invariant if α(A) ⊆ A. An α-invariant section of G is a
quotient A/B of a α-invariant subgroup A of G by a α-invariant, normal subgroup B of A.
The following result is well-known, but we include its proof for completeness.
Lemma 3.0.1. Let G be a finite group and let α be a regular automorphism. (i.) The
map τ : G −→ G : x 7−→ x−1 · α(x) is a bijection. (ii.) If A/B is an α-invariant section
then the corresponding automorphism α : A/B −→ A/B : a ·B 7−→ α(a)·B is also regular.
(iii.) If p is a prime, then G has a p-Sylow subgroup that is α-invariant.
Proof. (i.) Since α is injective, so is τ . Since G is finite, τ is also surjective. (ii.) Since
α is a bijection and since B is α-invariant, we also have τ−1(B) = B. Now suppose that
α(a) · B = a · B. Then τ(a) ∈ B, so that also a ∈ B. (iii.) If P is a p-Sylow subgroup,
then so is α(P ). By Sylow’s theorem, there exists a ∈ G such that α(P ) = P a. Choose
b ∈ G such that τ(b−1) = a. Then P b is a p-Sylow subgroup of G that is α-invariant:
α(P b) = α(b−1) · α(P ) · α(b) = (b−1 · a) · (a−1 · P · a) · (a−1 · b) = P b.
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3.1 Special case: solvable groups
Proposition 3.1.1. Consider a finite, solvable group G with a regular automorphism
α : G −→ G and an identity r(t) of α. Suppose that, for every prime q dividing |G|, we
have ∏
2≤u≤deg(r(t))+1
gcd
0≤j≤u−1
(ru,j(t)mod q) = 1Fq .
Then G is nilpotent.
We suppose that the statement is not true and we will eventually derive a contra-
diction. We may suppose that G is a counter-example of minimal order. Then every
characteristic section of smaller order satisfies the conditions of the theorem and is there-
fore nilpotent.
Claim 1: There exist distinct primes p and q, together with an elementary-abelian
p-group P and an elementary-abelian q-group Q such that
1. G = Q⋊ P ,
2. α(Q) = Q 6= 1Q and α(P ) = P 6= 1P ,
3. CG(Q) = Q, and
4. For every u ∈ {2, . . . , deg(r(t)) + 1}, we have gcd0≤j≤u−1(ru,j(t)mod q) = 1Fq .
Proof. Let Q be the Fitting subgroup of G, which is known to satisfy CG(Q) = Q. Since
G is solvable and not nilpotent, we have
1G < Q < G.
Suppose for a moment that the group Q has at least two minimal characteristic sub-
groups, say A and B. Then these subgroups are also characteristic in G, so that the
proper sections G/A and G/B are nilpotent by the minimality of G as a counter-example.
But then also G/(A ∩B) = G/1G ∼= G is nilpotent, which contradicts our assumption on
G. So we may assume that the group Q has exactly one minimal characteristic subgroup.
Since the Fitting subgroup is nilpotent, this Q is necessarily a q-group (for some prime
q).
Suppose for a moment that Frat(Q) 6= 1G. Then the characteristic section G/Frat(Q)
is proper, so that (by the minimality of G as a counter-example) the section G/Frat(Q)
is nilpotent. Since Q is normal in G, we have the inclusion Frat(Q) ⊆ Frat(G). Then also
G/Frat(G) ∼= (G/Frat(Q))/(Frat(G)/Frat(Q)) is nilpotent, so that G is nilpotent. But
this contradicts our choice of G. This contradiction allows us to conclude that Q is an
elementary-abelian q-group.
Suppose next that K/Q is a proper, characteristic subgroup of G/Q. Then K is a
proper, characteristic subgroup of G. The minimality of G as a counter-example then
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implies that the characteristic subgroup K of G is nilpotent. So K is contained in the
Fitting subrgoup Q of G and K/Q is the trivial subgroup of G/Q. This shows that the
solvable group G/K is characteristically-simple, and therefore an elementary-abelian p-
group (for some prime p).
Since G is not nilpotent, we necessarily have p 6= q. Now let P˜ be a p-Sylow subgroup
of G. Since α is regular, we can use lemma 3.0.1 in order to find a conjugate P := P˜ g =
g−1 · P˜ · g of P˜ in G that is α-invariant: α(P ) = P . Since gcd(|Q|, |P |) = 1, we have
G = Q⋊ P. The characteristic subgroup Q of G is, of course, also α-invariant.
Claim 2: There is a (non-trivial) finite-dimensional vector space V over Fq, a (non-
trivial) elementary-abelian p-group R ≤ GL(V ), and a β ∈ GL(V ) such that:
1. r(β)(V ) = {0V }, and
2. β ∈ NGL(V )(R) \ CGL(V )(R).
Proof. Since α(P ) = P , we have the decomposition (Q ⋊ P )⋊ 〈α〉 = Q⋊ (P ⋊ 〈α〉). Let
θ : P ⋊ 〈α〉 −→ Aut(Q) be the action of P ⋊ 〈α〉 on Q via conjugation within G. Define
the elementary-abelian p-group R := θ(P ) and the linear automorphism β := θ(α). Then
we clearly have β ∈ NAut(Q)(R).
Suppose for a moment that β centralizes R. For every x ∈ P , we then have
θ([α, x]) = [θ(α), θ(x)] = 1Aut(Q).
So the element [α, x] of P acts trivially on Q via conjugation within G. So [α, x] ⊂
P ∩CG(Q) = P ∩Q = 1G. In other words: α fixes every element of P . Since α is assumed
to be regular on G, we conclude that P = 1G, so that G = Q ⋊ P ∼= Q is nilpotent.
This contradicts our choice of G as a minimal counter-example. So we may conclude that
β ∈ NAut(Q)(R) \ CAut(Q)(R).
The elementary-abelian q-groupQ naturally admits the structure of a finite-dimensional
vector space V over Fq. Its group of automorphism Aut(Q) can then be identified with
GL(V ). Under this identification, we naturally have R ≤ GL(V ), β ∈ GL(V ), and
β ∈ NGL(V )(R)\CGL(V )(R). Since r(t) is an identity of α : G −→ G, and since β : Q −→ Q
is obtained by restricting α to the characteristic subgroup Q of G, we see that r(t) an-
nihilates the corresponding vector space endomorphism β : V −→ V . We may finish the
proof by extending the scalars of V in the obvious way.
Since p 6= q, the elements of the abelian group R are semi-simple operators of V . So we
may consider the decomposition of V into its R-character spaces Vχ := {v ∈ V |∀A ∈ R :
A(v) = χ(A) · v}. Since V is finite-dimensional, there are necessarily only finitely-many
of these (non-zero) character spaces, say:
V = Vχ1 ⊕ · · · ⊕ Vχk . (6)
25
Since β ∈ NGL(V )(R), we also have 〈β〉 ⊆ NGL(V )(R). So, for each χ ∈ R̂ and for each
n ∈ Z, we may define the (possibly new) character
(βn ∗ χ) : R −→ F
×
q : A 7−→ χ(β
−n ◦A ◦ βn).
Claim 3: The group 〈β〉 naturally acts on the set C := {Vχ1 , . . . , Vχk} of (non-zero)
character spaces via the rule : 〈β〉 × C −→ C : (βn, Vχi) 7−→ β
n(Vχi).
Proof. Consider an arbitrary χ ∈ R̂ and n ∈ Z. Let us first show that βn(Vχ) ⊆ Vβn∗χ.
To do this, we select an arbitrary v ∈ Vχ and A ∈ R. Then
A(βn(v)) = βn((β−1 ◦A ◦ βn)(v)) = βn(χ(β−n ◦A ◦ βn) · v) = ((βn ∗ χ)(A)) · βn(v).
So V = βn(V ) = βn(Vχ1 ) + · · ·+ β
n(Vχk ) ⊆ Vβn∗χ1 + · · ·+ Vβn∗χk ⊆ V . Since V is finite-
dimensional and since the sum (6) is direct, we may in fact conclude that (βn∗χ1, . . . , βn∗
χk) is a permutation of (χ1, . . . , χk). We see, in particular, that β
n(Vχi ) = Vβn∗χi . So,
for all n,m ∈ Z, we have βn(βm(Vχi)) = (β
n ◦ βm)(Vχi ).
Claim 4: There exists a character ζ ∈ R̂ such that β(Vζ ) 6= Vζ .
Proof. By assumption, β acts non-trivially on R by conjugation within GL(V ). So there
exists an element A ∈ R such that β−1 ◦ A ◦ β and A are distinct operators of V . This
difference can be detected in some vector v of some character space, say Vζ :
(β−1 ◦A ◦ β)(v) 6= A(v).
Suppose for a moment that β(Vζ) = Vζ . Then β(v) ∈ Vζ and we obtain the contradiction
A(v) 6= (β−1 ◦A ◦ β)(v)
= β−1(A(β(v)))
= β−1(ζ(A) · β(v))
= ζ(A) · v
= A(v).
So we may indeed conclude that β(Vζ) 6= Vζ .
Claim 5: We have Vζ = {0V }.
Proof. Let u be the minimal natural number such that Vζ = β
u(Vζ). Then this u
is at least 2 according to claim 4. It is clear from the definition of the partial sums
ru,0(t), . . . , ru,u−1(t) that we have ru,0(t) + · · ·+ ru,u−1(t) = r(t). By evaluation in β, we
obtain the equality ru,0(β)+· · ·+ru,u−1(β) = r(β) of linear maps. Since (r(β))(V ) = {0V },
we have the equality of vector spaces
(ru,0(β))(Vζ ) + (ru,1(β))(Vζ ) + · · ·+ (ru,u−1(β))(Vζ ) = (r(β))(Vζ ) = {0V }. (7)
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Since βu(Vζ) = Vζ , we have the inclusions (ru,0(β))(Vζ ) ⊆ Vζ , . . . (ru,u−1(β))(Vζ ) ⊆
βu−1(Vζ). Since the subspaces Vζ , β(Vζ), . . . , βu−1(Vζ) of V are distinct, they are also
linearly independent. We may conclude, in particular, that each term in (7) vanishes:
ru,0(β)(Vζ ) = · · · = ru,u−1(β)(Vζ ) = {0V }. (8)
By assumption, gcdj(ru,j(t)mod q) = 1Fq[t]. So, Bezout’s identity guarantees the existence
of polynomials s0(t), . . . , su−1(t) in Fq[t] such that 1Fq[t] = s0(t) · ru,0(t) + · · ·+ su−1(t) ·
ru,u−1(t). By evaluating in β and then in Vζ , we obtain the equality of vector spaces
Vζ = (s0(β))((ru,0(β))(Vζ )) + · · · (su−1(β))((ru,u−1(β))(Vζ )). (9)
By combining (8) with (9), we obtain Vζ = {0V }.
But claim 4 contradicts claim 5. This finishes the proof of proposition 3.1.1.
3.2 Proof of theorem 1.3.1
Let us consider a finite group (G, ·), a regular automorphism α : G −→ G, and an identity
r(t) of α. We suppose that, for every prime q dividing |G|, we have∏
2≤u≤deg(r(t))+1
gcd
0≤j≤u−1
(ru,j(t)mod q) = 1Fq .
Claim: G is nilpotent.
Proof. According to proposition 3.1.1, we need only show that G is solvable. We suppose
that the statement is not true and we will deduce a contradiction.2 Let G be a counter-
example of minimal order. Then every proper, α-invariant section of G is nilpotent.
If |G| is the power of a single prime, then the class equation tells us that G is nilpotent,
and therefore solvable. So we may assume that some odd prime p divides |G|. By lemma
3.0.1, we obtain a p-Sylow subgroup P of G that is α-invariant. We now distinguish
between two cases.
(i.) If P has a non-trivial, normal, α-invariant subgroup H with NG(H) = G, then G
is the extension of a p-group H by a (proper, α-invariant section, and therefore) nilpotent
group NG(H)/H . (ii.) Else, every non-trivial, normal, α-invariant subgroup H of P has
a normaliser NG(H) that is properly contained in G. This subgroup NG(H) is also α-
invariant, and therefore nilpotent. So every p′-element normalising H must also centralise
H . We may therefore apply Thompson’s normap p-complement theorem of [61] to obtain
a normal p-complement K to P . Since this group K is proper and α-invariant, it is also
nilpotent. So we see, in particular, that G is the extension of a nilpotent group K by a
2This is essentially Thompson’s proof of the Frobenius conjecture [60], and we include it here for complete-
ness.
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p-group P .
In either case, G is nilpotent-by-nilpotent, and therefore solvable.
4 Proving the bounded nilpotency of Lie rings
4.1 Special case: Lie algebras
Before proving theorem 1.3.6, we consider an easier case that will be useful for applications.
Lemma 4.1.1 (Binomial commutator formula). Consider a Lie ring L with coefficients
in a ring R. Let γ : L −→ L be a Lie endomorphism of L, let λ, µ ∈ R be coefficients,
and let v, w ∈ L. For all m ∈ N, we then have
(γ − (λ · µ) · 1L)
m([v, w]) =
∑
0≤i≤m
(
m
i
)
· [λm−i · (γ − λ · 1L)i(v), γi ◦ (γ − µ · 1L)m−i(w)].
If, for some mλ,mµ ∈ N, we have (γ − λ · 1L)
mλ(v) = 0L = (γ − µ · 1L)
mµ(w), then we
also have
(γ − λ · µ · 1L)
mλ+mµ([v, w]) = 0L.
Proof. One can prove the first formula by a simple induction on m and Pascal’s binomial
identity
(
n
i
)
=
(
n−1
i−1
)
+
(
n−i
i
)
. By specializing to m = mλ+mµ, we also obtain the second
formula.
Proposition 4.1.2. Consider a Lie algebra L over a field F, together with an auto-
morphism α : L −→ L, and an identity r(t) of α. Suppose that L is the direct sum
L =
⊕
n∈N Ln of finite-dimensional, α-invariant subspaces Ln. If X := {λ ∈ F | r(λ) = 0}
is an arithmetically-free subset of F
×
, then L is nilpotent and c(L) ≤ H(X,F
×
).
Proof. We define the Lie algebra L˜ := F⊗FL with coefficients in F and the automorphism
1 ⊗ α˜ of L˜. Then L naturally embeds into L˜ via the map v 7→ 1 ⊗ v and we still have
the property r(α˜) = 0L˜. We also note that L˜ is the direct sum of the finite-dimensional,
α-invariant subspaces L˜n := F⊗ Ln.
So we may consider the generalised eigenspace decomposition L˜n =
⊕
λ∈F E(n, λ) of
L˜n with respect to α˜L˜n : L˜n −→ L˜n, where
E(n, λ) := {v ∈ L˜n | ∃m ∈ N : (α˜L˜n − λ · 1L˜n)
mv = 0}.
Since r(α˜L˜n) = 0L˜n , all the generalised eigenvalues of α˜L˜n : L˜n −→ L˜n are contained inX .
By defining E(λ) :=
⊕
n∈NE(n, λ), we obtain the generalised eigenspace decomposition
of L˜:
L˜ =
⊕
λ∈F
E(λ),
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and we see that all the generalised eigenvalues of α˜ are contained in X ⊆ F
×
. According
to the commutator-formula of lemma 4.1.1, this decomposition is, in fact, a grading of L˜
by F
×
. Since X is an arithmetically-free subset of F
×
, we may apply theorem 1.3.3 in
order to conclude that c(L) ≤ c(L˜) ≤ H(X,F
×
).
4.2 Proof of theorem 1.3.6
For an integer h and a Lie ring M with coefficients in a ring R, we define the h-torsion
ideal Th(M) of M by
Th(M) := {v ∈M |∃n ∈ N : h
n · v = 0M}.
It is clear that such a set Th(M) is a Lie ideal ofM that is invariant underR-multiplications
and M -endomorphisms.
Theorem 4.2.1 (Embedding modulo bad torsion). Consider a Lie ring L with an endo-
morphism γ : L −→ L and identitiy r(t) of γ. Then the Lie ring Discr∗(r(t)) · L embeds
into a Lie ring K such that the quotient K of K by its (Discr∗(r(t)) · Prod(r(t)))-torsion
ideal is the direct sum
K =
⊕
λ∈Q
Kλ
of additive subgroups Kλ, and such that, for all λ, µ ∈ Q, we have
[Kλ,Kµ] ⊆ Kλ·µ,
and {λ ∈ Q|Kλ 6= {0K}} ⊆ {λ ∈ Q|r(λ) = 0}.
Let us use the abbreviations δ := Discr∗(r(t)) and pi := Prod(r(t)). We may assume
that r(t) is not a constant polynomial, since otherwise we trivially have δ · L = 0L, and
there is nothing to prove. Let λ1, . . . , λl be the distinct roots with respective multiplicities
m1, . . . ,ml and let a be the leading coefficient, so that
r(t) = a ·
∏
1≤i≤l
(t− λi)
mi .
Let R := Z[λ1, . . . , λl] be the ring generated by the roots and let F be the field of fractions
of R. We next introduce a new Lie ring L˜ := R ⊗Z L with coefficients in R. This new
Lie ring L˜ naturally admits the Lie ring endomorphism γ˜ : L˜ −→ L˜ :
∑
j aj ⊗ vj 7−→∑
j aj⊗ (γ(vj)) and this map inherits the property r(γ˜) = 0L˜. We further define the ideal
T := Ta·δ·pi(L˜) = Tδ·pi(L˜)
of L˜. And for each λ ∈ R, we define the R-submodule
Eλ := {v ∈ L˜|∃n ∈ N : (γ˜ − λ · 1L˜)
nv ∈ T }
of L˜.
Claim 1: For all λ, µ ∈ R, we have
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a. T ⊆
⋂
ν∈REν .
b. [Eλ, Eµ] ⊆ Eλ·µ.
c. If r(λ) = 0 = r(µ) and r(λ · µ) 6= 0, then [Eλ, Eµ] ⊆ T .
Proof. (a.) This property holds by definition.
Proof. (b.) Select arbitrary v ∈ Eλ and w ∈ Eµ. By definition, there exist m,n, k, k
′ ∈ N
such that (a·δ ·pi)k ·(γ˜−λ·1L˜)
mv = 0L˜ = (a·δ ·pi)
k′ (γ̂−µ·1L˜)
nw. By using the commutator
formula of lemma 4.1.1, we get: (a · δ · pi)k+k
′
· (γ˜ − λ · µ · 1L˜)
m+n[v, w] = 0L˜.
Proof. (c.) In view of the above, it suffices to show that Eλ·µ ⊆ T . Let us abbreviate
ν := λ·µ. Let r(t) be given by r(t) :=
∑
0≤i≤d ai ·t
i ∈ Z[t]. Then r(t)−r(ν) = s(t)·(t−ν),
where s(t) =
∑
0≤i≤d ai ·(
∑
j+k=i t
j ·νk) ∈ R[t]. Select an arbitrary v ∈ Eν . By definition,
there exist m, k ∈ N such that (a · δ · pi)k · (γ˜ − ν · 1L˜)
mv = 0L˜. Then also
(a · δ · pi)k · (r(γ˜)− r(ν) · 1L˜)
mv = s(γ˜)m
(
(a · δ · pi)k · (γ˜ − ν · 1L˜)
mv
)
= 0L˜. (10)
But, since r(γ˜) vanishes on L˜, we also have:
(r(γ˜)− r(ν) · 1L˜)
mv =
∑
j+k=m
(
m
j, k
)
· r(γ˜)j
(
(−r(ν))k · v
)
= (−r(ν))m · v. (11)
By combining (10) and (11), we obtain (a · δ · pi)k · r(ν)m · v = 0L˜. Since r(λ) = 0 = r(µ)
and r(λ · µ) 6= 0, there exists a k′ ∈ N such that (a · δ · pi)k+k
′
· v = 0L˜. So v ∈ T .
For each λ ∈ F, we define the R-submodule Kλ of L˜ by:
Kλ :=
Eλ if r(λ) = 0,T if r(λ) 6= 0.
Claim 2: For all λ, µ ∈ F, we have the grading-property [Kλ,Kµ] ⊆ Kλ·µ.
Proof. We need only combine claims 1.a, 1.b, and 1.c.
We further consider the R-submodule
K :=
∑
λ∈F
Kλ.
Claim 3: This K is a Lie subring of L˜.
Proof. According to the Jacobi-identity and the bi-linearity of the Lie bracket, the Lie
R-subalgebra of L˜ generated by the R-submodule K of L˜ is the R-span of left-normed
words w of the form
w := [v1, . . . , vn],
where each vi is contained in some Kµi . So it suffices to show that for such a word w,
we have w ∈ K. Let us do this. We may suppose that r(µ1) = · · · = r(µn) = 0, since
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otherwise w is contained in the ideal T and therefore in K. If µ1, µ1 ·µ2, . . . , µ1 · · ·µn := λ
are all roots of r(t), then we need only apply claim 1.b (n− 1)-times in order to conclude
that w ∈ Kλ and therefore w ∈ K. Else, there exists an index n0 ∈ {1, . . . , n − 1},
such that µ1 · · ·µn0 := µ is a root, but µ · µn0+1 is not. Define u := [v1, . . . , vn0 ]. By
applying claim 1.b (n0− 1)-times, we see that u ∈ Kµ. By applying claim 1.c, we see that
[u, vn0+1] ∈ T . So also w = [[u, vn0+1], vn0+2, . . . , vn] ∈ T ⊆ K.
We now note that T := Tδ·pi(L˜) = Tδ·pi(K) is also the (δ · pi)-torsion ideal of K and we
consider the quotient K := K/T . For each λ ∈ F, we define the R-submodule Kλ of K
by:
Kλ := Kλ/T.
Claim 4: K =
⊕
λ∈FKλ is a grading of the Lie ring K by (F, ·) and the support of
this grading is contained in X.
Proof. In view of claims 2 and 3, we need only show that the above decomposition is
direct. We select arbitrary vλ1 ∈ Kλ1 , . . . , vλl ∈ Kλl such that vλ1 + · · ·+ vλl ∈ T and we
then need to show that vλ1 , . . . , vλl ∈ T . So we select an arbitrary i ∈ {1, . . . , l} and will
show that vλi ∈ T .
By definition, there exist m, k ∈ N such that for all j ∈ {1, . . . , l}, we have:
(a · δ · pi)k · (γ˜ − λj · 1K)
mvλj = 0K (12)
Define the auxiliary polynomial s(t) =
∏
j 6=i(t−λj)
m ∈ R[t]. Then the theory of resultants
tells us that there exist polynomials g(t), h(t) ∈ R[t] such that
g(t) · s(t) + h(t) · (t− λi)
m = Res(s(t), (t− λi)
m) = s(λi)
m. (13)
Since T is invariant under γ˜ and multiplication by elements of R, we see that (a · δ · pi)k ·
s(γ˜)(vλi ) = (a · δ · pi)
k · s(γ˜)(vλ1 + · · ·+ vλl) ∈ T. So, by definition, there exists a k
′ ∈ N
such that
(a · δ · pi)k+k
′
· s(γ˜)(vλi) = 0K . (14)
By first evaluating (13) in γ˜ and then in vλi , and by substituting (12) and (14), we obtain:
(a · δ · pi)k+k
′
· s(λi)
mvλi = (a · δ · pi)
k+k′ · g(γ˜) (s(γ˜)vλi)
+ (a · δ · pi)k+k
′
· h(γ˜) ((γ˜ − λi · 1K)
mvλi)
= 0K .
Since the factor s(λi) divides δ in the ring R, there exists some k
′′ ∈ N such that also
(a · δ · pi)k+k
′+k′′ · vλi = 0K . We may therefore conclude that vλi ∈ T .
Claim 5: We have the inclusion 1⊗ (δ · L) ⊆ K.
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Proof. For each i ∈ {1, . . . , l} and each j ∈ {0, . . . ,mi − 1}, we define the polynomial
Pi,j(t) := r(t)/(t − λi)mi−j with coefficients in the ring R := Z[λ1, . . . , λl]. Let us first
show that, for each polynomial Pi,j(t), there exists a coefficient θi,j ∈ R such that
Discr∗(r(t)) =
∑
1≤i≤l
∑
0≤j≤mi−1
θi,j · Pi,j(t). (15)
The partial fraction decomposition of a/r(t) is given by
a
r(t)
=
∑
1≤i≤l
∑
0≤j≤mi−1
1
j!
·
((
a
Pi,0(t)
)(j)
(λi)
)
· (t− λi)
j−mi .
For each i ∈ {1, . . . , l}, we define the auxiliary polynomial si(t) :=
∏
1≤j≤l
j 6=i
(t− λj) ∈ R[t].
Then the j’th derivative of a/(Pi,0(t)) is clearly of the form bi,j(t)/(si(t))
2m, for some
explicitly computable bi,j(t) ∈ R[t]. We see, in particular, that
a =
∑
1≤i≤l
∑
0≤j≤mi−1
bi,j(λi)
j! · (si(λi))2m
· Pi,j(t).
After multiplying both sides of this equality by Discr∗(r(t))/a, we see that
θi,j :=
(m− 1)!
j!
·
(−1)m(l−1) · a2d2 · ∏
1≤k,n≤l
i6=k 6=n6=i
(λk − λn)
m
 · bi,j(λi)
is a solution to (15) in the ring of coefficients R, where m := max{m1, . . . ,ml}.
We now select an arbitrary v ∈ L. Corresponding with the (i, j)’th term of 15, we
define vi,j := Pi,j(γ˜)(1⊗v) ∈ L˜. Then we observe that (γ˜−λi ·1K)mi−jvi,j = r(γ˜)(1⊗v) =
0K , so that vi,j ∈ Kλi . By evaluating the expression (15) in γ˜ and then in 1 ⊗ v, we see
that
1⊗ (δ · v) =
∑
1≤i≤l
∑
0≤j≤mi−1
θi,j · vi,j ∈
∑
1≤i≤l
∑
0≤j≤mi−1
R ·Kλi ⊆ K.
So we may indeed conclude that 1⊗ (δ · L) ⊆ K.
By restricting the map ι : L −→ L˜ : v 7−→ 1⊗v, we obtain an embedding ι′ : δ·L −→ K
of Lie rings with integer coefficients. This finishes the proof of theorem 4.2.1.
We recall that the derived series of a Lie ring L is defined recursively by ∆0(L) := L
and ∆i+1(L) := [∆i(L),∆i(L)].
Corollary 4.2.2. Consider a Lie ring L with an endomorphism γ : L −→ L and a
polynomial r(t) ∈ Z[t] of degree d such that r(γ) = 0L. If r(0) · r(1) 6= 0, then the additive
group of the derived ideal ∆2d(L) of L is a (Discr∗(r(t)) · Prod(r(t)))-group.
Proof. Let K be the graded Lie ring of theorem 4.2.1 and let T be the corresponding
ideal. According to Shalev’s proposition 2.4 in [53], we have ∆2d(K/T ) = {0K/T }, so
that ∆2d(Discr∗(r(t)) · L) ⊆ ∆2d(K) ⊆ T . So every element of ∆2d(L) is annihilated by
a natural power of (Discr∗(r(t)) · Prod(r(t))).
Corollary 4.2.3. Consider a Lie ring L with an endomorphism γ : L −→ L and a
polynomial r(t) ∈ Z[t] such that r(γ) = 0L. If the roots of r(t) form an arithmetically-free
subset X of (Q
×
, ·), then the additive group of the lower central ideal Γ
H(X,Q
×
)+1
(L) of L
is a (Discr∗(r(t)) · Prod(r(t)))-group.
Proof. Let K be the graded Lie ring of theorem 4.2.1 and let T be the correspond-
ing ideal. According to theorem 1.3.3, we have Γ
H(X,Q
×
)+1
(K/T ) = {0K/T }, so that
Γ
H(X,Q
×
)+1
(Discr∗(r(t)) · L) ⊆ ΓH(X,Q×)+1(K) ⊆ T . So every element of ΓH(X,Q×)+1(L)
is annihilated by a natural power of (Discr∗(r(t)) · Prod(r(t))).
This finishes the proof of theorem 1.3.6.
5 Bounding the class of a nilpotent group
5.1 Infinitesimal Lie rings of nilpotent groups
We will prove theorem 1.3.7 by reducing it to an analogous problem about the (corre-
sponding) Lie ring. So let us briefly recall some elementary constructions and properties
of infinitesimal Lie rings. We fix a group G, an automorphism α : G −→ G, and an iden-
tity r(t) of the automorphism. Let us suppose that G admits a characteristic Lie-series 3,
that is: a series
G = G1 ≥ G2 ≥ · · · ≥ Gi ≥ Gi+1 ≥ · · ·
of characteristic subgroups with trivial intersection
⋂
i∈NGi = {1G}, satisfying the grading-
like property
[Gi, Gj ] ⊆ Gi+j
for all i, j ∈ N. Then each term Gi+1 is normal in its predecessor Gi and we can define
the structure of an abelian group on the corresponding factor group Li := Gi/Gi+1:
x ·Gi+1 + y ·Gi+1 := (x · y) ·Gi+1,
for all x, y ∈ Gi. We obtain, in particular, an abelian group
L :=
⊕
i∈N
Li.
Let us also use the additive notation for this group: (L,+).
For each x ·Gi+1 (with x ∈ Gi) and y ·Gj+1 (with y ∈ Gj), we may further define the
bracket
[x ·Gi+1, y ·Gj+1] := [x, y] ·Gi+j+1
and extend it Z-linearly to all of L. One can then verify, using the Hall—Witt identities
on G, that this operation is a Lie bracket on the additive group L. So we have obtained
3Also sometimes referred to as a “strongly-central series,” or a “central series in the strong sense.”
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the infinitesimal Lie ring (L,+, [·, ·]) of G corresponding with the characteristic Lie-series
(Gi)i.
Since the subgroups Gi are all characteristic in G, the automorphism α : G −→ G
of G naturally descends to an automorphism αi : Gi/Gi+1 −→ Gi/Gi+1 of each of the
factors Gi/Gi+1:
αi(x ·Gi+1) := α(x) ·Gi+1.
By extending these automorphisms α1, . . . , αk in a Z-linear fashion to all of L, we obtain
an automorphism α : L −→ L of the Lie ring L.
Since r(t) is an identity of α, it is also an identity of each αi, and therefore an identity
of α: r(α) = 0L.
All of this can be summarised in:
Proposition 5.1.1. Consider a group G with a characteristic Lie-series and let L be the
corresponding Lie ring. If α : G −→ G is an automorphism of G with identity r(t), then
the induced automorphism α : L −→ L of the Lie ring satisfies r(α) = 0L.
Two characteristic Lie-series will be used in this text in order to say something about
the nilpotency of a group: the lower central series (in subsection 5.2) and the Zassenhaus
series (in subsection 7.1.1).
5.2 Proof of theorem 1.3.7
We consider a nilpotent group G, together with an automorphism α : G −→ G, and
a monic identity r(t) of α of degree d. We suppose that the roots of r(t) form an
arithmetically-free subset X of (Q
×
, ·). Let us abbreviate δ := Discr∗ (r(t)) and pi :=
Prod(r(t)). Let us show that Γd2d+1(G) is a (δ · pi)-group.
Since G is nilpotent, we need only show that, for all natural i ≥ d2
d
+ 1, the factor
Γi(G)/Γi+1(G) is a (δ · pi)-group.
Since the lower central series (Γk(G))k of G is a characteristic Lie-series of G, it makes
sense to consider the corresponding Lie ring L and the induced automorphism α : L −→ L
(as in proposition 5.1.1). Since r(α) = 0L, we may apply theorem 1.3.6 in order to conclude
that the additive group of the ideal Γd2d+1(L) is a (δ · pi)-group. In particular: for all
natural i ≥ d2
d
+ 1, the additive group of Γi(L)/Γi+1(L) is a (δ · pi)-group. And, by
construction, the latter is isomorphic to the factor group Γi(G)/Γi+1(G).
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6 Verifying the technical conditions of our auxiliary
theorems
Our main result relies on two auxiliary theorems and each of these results makes some
rather technical assumptions on a polynomial r(t). We had already mentioned that
condition (1) of theorem 1.3.1 can be decided easily by means of the Euclidian algo-
rithm over a field of finite characteristic. We will show in subsection 6.1 that also the
technical condition of theorem 1.3.7 can be decided via a straight-forward computation.
Moreover, in subsection 6.2, we will prove that both technical conditions are satisfied if
gcd(r(1) ·Cong(r(t)), q) = 1. This then finishes the last step in our proof of theorem 1.2.3.
We also verify that Discr∗(r(t)) and Prod(r(t)) are non-zero integers (provided that
r(t) 6= 0). And we will illustrate all of this with examples.
6.1 Arithmetically-free subsets
Proposition 6.1.1. We consider a monic polynomial r(t) ∈ Z[t] of degree d and we let
C be its companion operator. We next define the homogeneous polynomial
r̂(t1, . . . , td) := det
(
t1 · r(C ⊗ C
1) + · · ·+ td · r(C ⊗ C
d)
)
of degree d2 in the variables t1, . . . , td with integer coefficients. Let F be an algebraically-
closed field of characteristic q ≥ 0. Then the following statements are equiavalent:
1. The roots of r(t) in F form an arithmetically-free subset of (F×, ·).
2. r̂(t1, . . . , td) 6≡ 0mod q.
Proof. Let λ1, . . . , λd be the roots of r(t) in F, listed with the correct multiplicities. Then
X := {λ1, . . . , λd} is an arithmetically-free subset of (F×, ·) if and only if the auxiliary
polynomial
s(t1, . . . , td) :=
∏
1≤i,j≤d
(
t1 · r(λi · λ
1
j) + · · ·+ td · r(λi · λ
d
j )
)
in the variables t1, . . . , td with coefficients in F does not vanish identically. So it suffices
to show that r̂(t1, . . . , td) ≡ s(t1, . . . , td)mod q.
To do this, we consider the companion matrix C of r(t)mod q. Its generalised eigen-
values are precisely λ1, . . . , λd. So the generalised eigenvalues of the (d
2 × d2)-matrix
M := t1 · r(C ⊗ C
1
) + · · · + td · r(C ⊗ C
d
) with coefficients in F[t1, . . . , td] are exactly
t1 · r(λi · λ1j) + · · ·+ td · r(λi · λ
d
j ), where i and j run over {1, . . . , d}. Since r(t) is monic,
we have C ≡ Cmod q, so that we may indeed conclude that
s(t1, . . . , td) = det(M)
≡ det
(
t1 · r(C ⊗ C
1) + · · ·+ td · r(C ⊗ C
d)
)
mod q
≡ r̂(t1, . . . , td)mod q.
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6.2 Proof of proposition 1.3.11
We consider a polynomial r(t) ∈ Z[t] of degree d and an algebraically-closed field F of
characteristic q ≥ 0. We suppose that r(1) · Cong(r(t)) 6≡ 0 mod q.
Claim 1: For every natural number u ≥ 2, we have
gcd(ru,0(t)mod q, . . . , ru,u−1(t)mod q) = 1F.
Proof. Since q does not divide Cong(r(t)), there exists an integer n such that n·Cong(r(t)) ≡
1 mod q. By definition, there exist polynomials s0(t), . . . , su−1(t) ∈ Z[t] such that
Cong(r(t)) =
∑
j sj(t) · ru,j(t). Then
∑
j(n · sj(t) mod q) · (ru,j(t) mod q) ≡ 1 mod q.
So, the greatest common divisor of the ru,j(t) mod q in F[t] divides 1F.
Claim 2: The roots of r(t) mod q in F form an arithmetically-free subset X of the
multiplicative group (F×, ·).
Proof. First, we note that Cong(r(t)) 6≡ 0 mod q, so that r(0) 6≡ 0 mod q. We may sup-
pose that r(t) is not a constant polynomial, since otherwise X = ∅ and there is nothing
to prove. Since r(1) 6≡ 0 mod q, we see that X ⊆ F \ {0F, 1F} ⊆ F×.
We suppose that X is not arithmetically-free, and we will derive a contradiction. By
assumption, there exist a, b ∈ X such that the internal arithmetic progression a, a · b, a ·
b2, a · b3, . . . is contained in X . Let u be the (multiplicative) order of b, which is at least
2 (since 1 6∈ X). Consider the partial sum decomposition of r(t):
r(t) =
∑
0≤j<u
ru,j(t) =
∑
0≤j<u
Ru,j(t
u) · tj ,
where R0(t), . . . , Ru−1(t) ∈ Z[t]. For every k ≥ 0, we may evaluate this expression in
t = a · bk to obtain:
0F = r(a · b
k)
=
∑
0≤j<u
Ru,j
(
(a · bk)u
)
·
(
a · bk
)j
=
∑
0≤j<u
(
Ru,j(a
u) · aj
)
· (bk)j
=
∑
0≤j<u
ru,j(a) · (b
k)j .
So (ru,0(a), . . . , ru,u−1(a)) is a solution to the linear Vandermonde system
1 1 · · · 1
1 b · · · bu−1
...
...
. . .
...
1 bu−1 · · · (bu−1)u−1
 ·

θ0
θ1
...
θu−1
 =

0
0
...
0
 .
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The determinant of this system is given by the well-known formula
∏
0≤i<j≤u−1
(
bi − bj
)
.
None of the factors (bi − bj) vanishes, since otherwise bj−i = 1, which would imply that
b has order less than u (a contradiction). So the partial sums ru,0(a), . . . , ru,u−1(a) all
vanish.
In the proof of claim 1, we saw that there exist polynomials s0(t), . . . , su−1(t) ∈ Z[t]
such that 1F =
∑
0≤j<u(sj(t) · ru,j(t)mod q). By evaluating in t = a, we obtain:
1F =
∑
0≤j<u
sj(a) · ru,j(a) =
∑
0≤j<u
sj(a) · 0F = 0F.
This contradiction finishes the proof of claim 2.
6.3 The invariant Cong(r(t))
6.3.1 Reduced resultants
In order to compute the periodic congruence number of the linear, cyclotomic, and split
polynomials, we introduce some terminology. We recall that the resultant Res(r(t), s(t))
of two polynomials r(t), s(t) ∈ Z[t] can be defined as the determinant of the correspond-
ing Sylvester matrix Syl(r(t), s(t)). By applying Cramer’s rule, we see that there exist
polynomials R(t), S(t) ∈ Z[t] such that
Res(r(t), s(t)) = r(t) · R(t) + s(t) · S(t).
The set of all integers that can be obtained as such a polynomial combination of r(t)
and s(t) forms an ideal I = Z ∩ (r(t) · Z[t] + s(t) · Z[t]) of Z. And, since Z is a principal
ideal domain, I is generated by a single element (unique up to a unit): the reduced resul-
tant RRes(r(t), s(t)) of r(t) and s(t). This RRes(r(t), s(t)) clearly divides the resultant
Res(r(t), s(t)), and it appears in the work of Myerson [46] and Pohst [49] (cf. subsection
2.3 of [59], as well as the threads MathOverflow17501 and MathOverflow248574).
It is possible to extend this definition to more than two polynomials.
Definition 6.3.1. We define the reduced resultant RRes(r1(t), . . . , rn(t)) of polynomials
r1(t), . . . , rn(t) ∈ Z[t] to be the (unique) non-negative generator of the principal ideal
Z ∩ (r1(t) · Z[t] + · · ·+ rn(t) · Z[t]) .
We will be interested in the reduced resultants corresponding with periodic decompo-
sitions of a polynomial r(t) := a0+a1 · t+ · · ·+ad · td ∈ Z[t]. Recall from the introduction
that, for integers u > j ≥ 0, we define the partial sum
ru,j(t) :=
∑
i≡jmodu
ai · t
i ∈ Z[t].
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Definition 6.3.2. Let u ∈ N. We define the u’th reduced resultant RResu(r(t)) of a
polynomial r(t) ∈ Z[t] to be the reduced resultant RRes(ru,0(t), . . . , ru,u−1(t)) ∈ Z, cor-
responding with the u’th periodic decomposition r(t) = ru,0(t) + · · ·+ ru,u−1 of r(t).
We immediately obtain:
Proposition 6.3.3. The periodic congruence number Cong(r(t)) of a non-constant poly-
nomial r(t) ∈ Z[t] of degree d ∈ N is the least common multiple of the reduced resultants
RRes2(r(t)), . . . ,RResd+1(r(t)).
We will need two elementary properties of reduced resultants.
Lemma 6.3.4 (Division). Consider integer polynomials a(t), b(t), c(t) ∈ Z[t] with a(t) ·
b(t) = c(t). For every integer u ≥ 2, we have
RResu(a(t))|RResu(c(t)).
Proof. We first note that for every natural i ≥ 0, we have
cu,i(t) =
∑
j+k≡imodu
au,j(t) · bu,k(t). (16)
By definition, there exist polynomials C0(t), . . . , Cu−1(t) ∈ Z[t] that give us the equality
RResu(c(t)) =
∑
0≤i<u Ci(t) · cu,i(t). Using (16), we obtain:
RResu(c(t)) =
∑
0≤i<u
Ci(t) ·
 ∑
j+k≡imodu
au,j(t) · bu,k(t)
 .
So RResu(c(t)) ∈ (au,0(t) · Z[t] + · · ·+ au,u−1(t) · Z[t]) ∩ Z. This proves the lemma.
Lemma 6.3.5 (Composition). Consider r(t) ∈ Z[t]. Consider natural numbers u ≥ 2,
and n,m. If m · n ≡ 1modu, then
RResu(r(t
m))|RResu(r(t)).
Proof. Let the polynomial be given by r(t) =
∑
0≤j≤d aj · t
j and define s(t) := r(tm).
Then for all 0 ≤ i < u, we have
su,i(t) =
∑
0≤j≤d
m·j≡imodu
aj · (t
m)j =
∑
0≤j≤d
j≡n·imodu
aj · (t
m)j = ru,n·imodu(tm).
By definition, there exist cu,0(t), . . . , cu,u−1(t) ∈ Z[t] such that RResu(r(t)) =
∑
j cu,j(t) ·
ru,j(t). By substituting t 7→ tm, we obtain
RResu(r(t)) =
∑
j
cu,j(t
m) · ru,j(t
m) ∈ su,0(t) · Z[t] + · · ·+ su,u−1(t) · Z[t].
We conclude that RResu(r(t)) ∈ (su,0(t) · Z[t] + · · ·+ su,u−1(t) · Z[t]) ∩ Z.
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6.3.2 Examples
Example 6.3.6 (Cf. Examples 2.3.2 and 2.3.1). Let us consider the polynomial r(t) =
t3 − 2t− 1 again. Then
r(1) · Cong(r(t)) = (−2) · (2).
Moreover, the roots of r(t) in an algebraically-closed field F form an arithmetically-free
subset X of the multiplicative group (F
×
, ·) if and only if char(F) 6= 2. Finally, we have
H(X,Q
×
) = 2.
Proof. (i.) We first use the Euclidian algorithm inQ[t] to find that 2 = −2·r2,0(t)+0·r2,1(t)
and 2 = −2 · r3,0(t)− 1 · r3,1(t) + 0 · r3,2(t), so that Cong(r(t))|2. On the other hand, we
note that Cong(r(t)) 6= 1, since otherwise there exist s0(t), s1(t), s2(t) ∈ Z[t] such that
1 ≡ s0(t) ·r3,0(t)+s1(t) ·r3,1(t)+s2(t) ·r3,2(t) ≡ s0(t) · (t3−1)mod 2. So we may conclude
that Cong(r(t)) = 2.
(ii.) We next note that r(t) ≡ (t3 − 1)mod 2, so that the roots of r(t) in F2 do
not form an arithmetically-free subset of (F
×
2 , ·). Now suppose that char(F) 6= 2. Since
r(1) ·Cong(r(t)) = −22, we may use proposition 1.3.11 in order to conclude that the roots
of r(t) in F form an arithmetically-free subset of (F
×
, ·). But we may also use proposition
6.1.1 to come to the same conclusion. Let
C :=

0 1 0
0 0 1
1 2 0

be the companion operator of r(t). A straight-forward computation in the ring Z[t1, t2, t3]
then shows that the homogeneous polynomial
r̂(t1, t2, t3) := det
(
t1 · r(C ⊗ C) + t2 · r(C ⊗ C
2) + t3 · r(C ⊗ C
3)
)
= 29 · (t1 + t3)
3 ·
(
t22 + 7 · t2 · t3 + t
2
3
)
·
(
t21 + 7 · t1 · t2 + 35 · t1 · t3 + t
2
2 + 25 · t
2
3 + 10 · t2 · t3
)
·
(
5 · t21 + 30 · t1 · t2 + 135 · t1 · t3 + 9 · t
2
2 + 99 · t
2
3 + 63 · t2 · t3
)
in the variables t1, t2 and t3 vanishes precisely if the characteristic of the field is 2.
(iii.) Finally, we consider a grading
⊕
λKλ of a Lie ring K by the group (Q
×
, ·) such
that the support is contained in X . Then
[K,K] ⊆ [K−1,K−1] + [K−1,K 1+√5
2
] + [K−1,K 1−√5
2
]
+[K 1+√5
2
,K 1+√5
2
] + [K 1+√5
2
,K 1−√5
2
] + [K 1−√5
2
,K 1−√5
2
]
⊆ K−1,
and therefore [[K,K],K] ⊆ [K−1,K−1] + [K−1,K 1+√5
2
] + [K−1,K 1−√5
2
] ⊆ {0K}. This
proves the inequality H(X,Q
×
) ≤ 2. Example 2.3.2 shows that also H(X,Q
×
) ≥ 2.
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Example 6.3.7 (Constant and linear polynomials). For r(t) := a0+a1 · t ∈ Z[t], we have
r(1) · Cong(r(t)) = (a0 + a1) · |a0|.
Proof. We had already observed in the introduction that a0 = r(0)|Cong(r(t)). But we
also have a0 = 1 · r2,0(t) + 0 · r2,1(t). So Cong(r(t)) = |a0|.
Before computing Cong(Φn(t)), we record some elementary properties of the cyclo-
tomic polynomials.
Lemma 6.3.8. Let n > 1 be a natural number and let m be its radical. Then deg(Φn(t)) =
φ(n), where φ is the Euler totient-function. Then
Φn(t) = Φm(t
n/m). (17)
Let p be an odd prime that does not divide m. Then
Φp·m(t) · Φm(t) = Φm(tp). (18)
If m is odd, then
Φ2·m(t) = Φm(−t). (19)
If n = m, then Φn(1) = m. If n 6= m, then Φn(1) = 1.
Proposition 6.3.9. For every square-free natural number n and natural number u ≥ 2,
we have RResu(Φn(t)) = 1.
Proof. Define r(t) := Φn(t). Since RRes2(−1 + t) = 1, we may assume that n > 1.
Case: n is a prime. Suppose first that u ≥ φ(n) + 1 = (n − 1) + 1 = n. Then
ru,0(t) = 1, so that 1 = 1 · ru,0(t) + 0 · ru,1(t) + · · · + 0 · ru,u−1(t), and therefore
RResu(r(t)) = 1. Next, we suppose that 2 ≤ u < n. Then n − 1 6≡ u − 1 mod u,
so that 1 = ru,0(t) + 0 · ru,1(t) + · · · + 0 · ru,u−2(t) − t · ru,u−1(t). This also implies that
RResu(r(t)) = 1.
Case: n is square-free and odd. Let us proceed by induction on the number l of
distinct prime factors of n. The base of the induction, l = 1, is given by the previous
paragraph. So we suppose that l > 1. Let n = p1 · · · pl be the decomposition of n
into (distinct, odd) primes. We may, as before, suppose that u is an integer satisfying
2 ≤ u ≤ φ(n) + 1 = (p1 − 1) · · · (pl − 1) + 1. Then we note that there is at least one
i ∈ {1, . . . , l} such that pi does not divide u. Formula (18) tells us that Φn(t)|Φn/pi(t
pi).
Lemma 6.3.4, lemma 6.3.5, and the induction hypothesis then imply that
RResu(Φn(t))|RResu(Φn/pi(t
pi))|RResu(Φn/pi(t)) = 1.
Case: n is square-free and even. Formula (19) gives us the equality Φn(t) = Φn/2(−t).
The odd case then tells us that
RResu(Φn(t)) = RResu(Φn/2(−t)) = RResu(Φn/2(t)) = 1.
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This finishes the proof.
Proposition 6.3.10. For every natural number n, we have:
Cong(Φn(t)) =
1 if n is square-free,0 if n is not square-free.
Proof. Let m be the radical of n. If n is not square-free, then the n/m-partial decom-
position of Φn(t) is Φn(t) + 0 + · · · + 0, so that RResn/m(Φn(t)) = 0, and therefore
Cong(Φn(t)) = lcmu>1RResu(Φn(t)) = 0. Else, n is square-free, and we may apply
proposition 6.3.9 to conclude that Cong(Φn(t)) = lcmu>1RResu(Φn(t)) = 1.
We immediately obtain:
Example 6.3.11 (Cyclotomic polynomials). Consider a natural number n > 1 and the
corresponding cyclotomic polynomial Φn(t). Then
Φn(1) · Cong(Φn(t)) =

n if n is a prime,
1 if n is square-free but not a prime,
0 if n is not square-free.
Example 6.3.12 (Split polynomials). Let n > 1 be a natural number, and let us consider
the corresponding split polynomial Ψn(t) := (t
n − 1)/(t− 1) = 1 + t+ · · ·+ tn−1 ∈ Z[t].
Ψn(1) · Cong(Ψn(t)) =
n if n is a prime,0 if n is not a prime.
Proof. If n is a prime, then Ψn(t) = Φn(t), and we may apply 6.3.11. So suppose that n
is composite, and let 1 < u < n be a divisor of n. Then the u’th partial decomposition is
Ψn(t) = t
0 ·Ψn/u(t
u) + · · ·+ tu/n−1 · Ψn/u(tu). These terms generate the principal ideal
Ψn/u(t
u) ·Z[t] in Z[t]. Since deg(Ψn/u(t
u)) = (n/u−1) ·u ≥ 1, we have RResu(Ψn(t)) = 0.
So also Cong(Ψn(t)) = lcm2≤u≤nRResu(Ψn(t)) = 0.
6.4 The invariants Discr∗(r(t)) and Prod(r(t))
Let us fix a non-zero polynomial r(t) ∈ Z[t], say of degree d. In the introduction, we
had claimed that the invariants Discr∗(r(t)) and Prod(r(t)) are non-zero integers. Let us
briefly verify this and let us also give an effective way of computing these invariants.
6.4.1 Integrality and computation
Discr∗(r(t)). When considering Discr∗(r(t)), we may assume that r(t) has degree at least
2, since otherwise the computation is quite straight-forward. As before, we let a be the
leading coefficient of r(t), we let λ1, . . . , λl be the distinct roots of r(t) with corresponding
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multiplicities m1, . . . ,ml, and we set m := max{m1, . . . ,ml}. In other words: we have
the factorisation
r(t) = a ·
∏
1≤i≤l
(t− λi)
mi
of r(t). We may then use the standard algorithms to compute the square-free factorisation
r(t) = u1(t)
1 · u2(t)
2 · · ·un(t)
n
of r(t) in Z[t], with the convention that n be minimal. Then u(t) := u1(t) · · ·un(t) is a
greatest square-free factor u(t) := u1(t) · · ·un(t) of r(t) in Z[t], and it is unique up to its
sign. Then m = n, l = deg(u(t)), and the leading coefficient a¯ of u(t) divides a in Z. So
the polynomial
v(t) := (a/a¯) · u(t) = a · (t− λ1) · · · (t− λl)
has integer coefficients. Let Syl(v(t), v′(t)) be the Sylvester matrix of v(t) and its formal
derivative v′(t).
Lemma 6.4.1. We have
Discr∗(r(t)) = a1+2d
2−2m(l−1)−m · (m− 1)! · (det (Syl(v(t), v′(t))))m (20)
and Discr∗(r(t)) ∈ Z \ {0}.
Proof. By using the formula Discr∗(v(t)) = (−1)l(l−1) ·a2l−2 ·
∏
1≤i6=j≤l(λi−λj) we obtain
Discr∗(r(t))/((m − 1)! · (Discr(v(t)))m) = (−1)ml(l−1)/2 · a1+d
2−2m(l−1)
Since m, l ≤ d, we have 0 ≤ 1 + 2d2 − 2m(l − 1) and therefore a1+2d
2−2m(l−1) ∈ Z \ {0}.
Since v(t) ∈ Z[t], we also have Discr(v(t)) ∈ Z \ {0}. So we may indeed conclude that
Discr∗(r(t)) ∈ Z \ {0}. Finally, by using the formula
Discr(v(t)) = (−1)l(l−1)/2 · a−1 · det (Syl(v(t), v′(t)))
we obtain (20).
Remark 6.4.2. Formula (20) allows us to compute Discr∗(r(t)) without having to extract
roots. Indeed: the invariants m, v(t), and l are given by the algorithm for the square-free
factorisation of r(t).
Prod(r(t)). Let us now find a similar formula for Prod(r(t)). Let C be the companion
matrix of (1/a) · v(t) and let us consider its Kronecker square C ⊗C. The corresponding
characteristic polynomial is given by
χC⊗C(t) =
∏
1≤i,j≤l
(t− λi · λj).
We may next use the Euclidean algorithm in order to compute a greatest factor w(t) of
χC⊗C(t) (in the ring Q[t]) that is co-prime to r(t). Since such a factor w(t) is determined
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only up to a (non-zero) rational number, we may choose the unique w(t) with leading
coefficient a2 deg(w(t)). We then have the factorisation
w(t) =
∏
1≤i,j≤l
r(λi·λj) 6=0
a2 · (t− λi · λj).
Lemma 6.4.3. We have
Prod(r(t)) = a2(d
2−deg(w(t)))d · det (Syl(r(t), w(t))) (21)
and Prod(r(t)) ∈ Z \ {0}.
Proof. We define the auxiliary, monic polynomials
r¯(t) :=
∏
1≤i,j≤l
r(λi·λj) 6=0
(t− a2 · λi · λj) and r¯(t) :=
∏
1≤i,j≤l
r(λi·λj)=0
(t− a2 · λi · λj).
These polynomials have rational coefficients since their roots are permuted by every auto-
morphism σ ∈ Gal(Q(λ1, . . . , λl) : Q). In order to prove that r¯(t) ∈ Z[t], we next consider
the auxiliary polynomial
s(t; t1, . . . , tl) :=
∏
1≤i,j≤l
(t− ti · tj)
in the variable t with coefficients in the domain Z[t1, . . . , tl]. According to Vieta’s formula,
we have
s(t; t1, . . . , tl) =
∑
0≤k≤l2
(−1)k · e
[l2]
k (t1 · t1, t1 · t2, · · · , tl · tl) · t
l2−k,
where each e
[i]
j (t1, . . . , ti) :=
∑
1≤n1<···<nj≤i tn1tn2 · · · tnj is the elementary symmetric
polynomial in the variables t1, . . . , ti. We note that each coefficient e
[l2]
k (t
2
1, . . . , t
2
l ) in
this expression is a also symmetric polynomial in the variables t1, . . . , tl with coefficients
in Z. So, according to the fundamental theorem for symmetric functions, there exist
polynomials P1(t1, . . . , tl), . . . , Pl2(t1, . . . , tl) ∈ Z[t1, . . . , tl] such that
s(t; t1, . . . , tl) =
∑
0≤k≤l2
Pk(e
[l]
1 (t1, . . . , tl), . . . , e
[l]
l (t1, . . . , tl)) · t
l2−k.
By evaluating ti 7→ a · λi, we obtain
s(t; a · λ1, . . . , a · λl) =
∑
0≤k≤l2
Pk(a · e
[l]
1 (λ1, . . . , λl), . . . , a
l · e
[l]
l (λ1, . . . , λl)) · t
l2−k.
Since u(t) =
∑
(−1)k ·a · e
[l]
k (λ1, . . . , λl) · t
l−k and P1(t1, . . . , tl), . . . , Pl2(t1, . . . , tl) all have
integer coefficients, we see that the monic polynomial s(t; a ·λ1, . . . , a ·λl) also has integer
coefficients. Since s(t; a · λ1, . . . , a · λl) is a product
s(t; a · λ1, . . . , a · λl) = r¯(t) · r¯(t)
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of two monic polynomials with rational coefficients, we may use Gauss’ lemma to conclude
that also r¯(t), r¯(t) ∈ Z[t]. We see, in particular, that w(t) = r¯(a2 · t) ∈ Z[t], so that
Res(r(t), w(t)) ∈ Z. We now observe that
Prod(r(t)) := a2d
3
·
∏
1≤i,j≤l
r(λi·λj) 6=0
r(λi · λj)
= a2(d
2−deg(w(t)))d ·Res(r(t), w(t))
is a non-zero integer. By using the formula Res(r(t), w(t)) = det (Syl(r(t), w(t))), we
finally obtain formula (22).
Remark 6.4.4. Formula (22) allows us to compute Prod(r(t)) without having to extract
roots. Indeed: we only need the algorithm for the square-free factorisation of r(t) in Z[t]
and the Euclidean algorithm in the ring Q[t].
6.4.2 Examples
Example 6.4.5 (Cf. Examples 2.3.2, 2.3.1, and 6.3.6). Once more we consider the monic
polynomial r(t) := t3 − 2t− 1 with integer coefficients. We then have
Discr∗(r(t)) · Prod(r(t)) = (−5) · (−27 · 5).
Proof. The roots of this polynomial are simple and given by λ1 := −1, λ2 :=
1−√5
2 and
λ3 :=
1+
√
5
2 . By definition, we therefore have
Discr∗(r(t)) := −(λ1 − λ2)2 · (λ2 − λ3)2 · (λ3 − λ1)2 = −5.
We next note that r(λi · λj) = 0 if and only if {i, j} = {2, 3}. So definition 1.3.5 gives us
Prod(r(t)) :=
∏
1≤i,j≤3
{i,j}6={2,3}
r(λi · λj) = −2
7 · 5.
Let us now come to the same conclusions without using the polynomial’s roots.
Proof. Since r(t) is monic, we do not have to keep track of leading coefficients. The
square-free factorisation of the monic polynomial r(t) is given by r(t) = u1(t)
1, so that
r(t) = u(t) = v(t) and m = 1. By using formula (20), we obtain
Discr∗(r(t)) = (1 − 1)! · det

1 0 −2 −1 0
0 1 0 −2 −1
3 0 −2 0 0
0 3 0 −2 0
0 0 3 0 −2

= −5.
The companion matrix of r(t) is
C :=

0 1 0
0 0 1
1 2 0
 ,
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so that its Kronecker-square is given by
C ⊗ C :=

0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 1 2 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 2 0
0 1 0 0 2 0 0 0 0
0 0 1 0 0 2 0 0 0
1 2 0 2 4 0 0 0 0

.
We therefore have χC⊗C(t) = −(−1 + t)(1 + t)2(1 − 3t + t2)(−1 + t + t2)2 and w(t) =
(t2 + t− 1)2(t2 − 3t+ 1)(t− 1). Formula (21) allows us to conclude once more that
Prod(r(t)) = det

1 0 −2 −1 0 0 0 0 0 0
0 1 0 −2 −1 0 0 0 0 0
0 0 1 0 −2 −1 0 0 0 0
0 0 0 1 0 −2 −1 0 0 0
0 0 0 0 1 0 −2 −1 0 0
0 0 0 0 0 1 0 −2 −1 0
0 0 0 0 0 0 1 0 −2 −1
1 −2 −5 9 3 −11 6 −1 0 0
0 1 −2 −5 9 3 −11 6 −1 0
0 0 1 −2 −5 9 3 −11 6 −1

= −27 · 5.
Example 6.4.6 (Linear polynomials). For every polynomial r(t) := a0 + a1 · t ∈ Z[t] of
degree 1, we have
Discr∗(r(t)) · Prod(r(t)) =
(a31) · (a0 · a1 · (a0 + a1)) if a0 · (a0 + a1) 6= 0,(a31) · (a21) if a0 · (a0 + a1) = 0.
Proof. By definition, we have Discr∗(r(t)) := a1+2·1
1
1 · (1− 1)! · 1 = a
3
1. The root of r(t) is
λ1 := −a0/a1. If λ21 6= λ1, then a0(a0+a1) 6= 0 and Prod(r(t)) := a
2·13
1 ·(a1(λ1 ·λ1)+a0) =
a0a1(a0 + a1). Else, we have a0(a0 + a1) = 0, so that Prod(r(t)) := a
2·13
1 .
Example 6.4.7 (Cyclotomic polynomials). Consider a natural number n > 1 and the
corresponding cyclotomic polynomial Φn(t). Then Discr∗(Φn(t)) · Prod(Φn(t)) divides a
natural power of n.
Proof. If n = 2, then Φ2(t) = 1 + t, so that we need only apply example 6.4.6. So we
assume that n > 2. Since the cyclotomic field Kn corresponding with Φn(t) is monogenic,
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we know that Discr(Φn(t)) coincides with the field discriminant
∆Kn = (−1)
ϕ(n)/2 · nϕ(n)/
∏
p∈P
p|n
pϕ(n)/ϕ(p)
of Kn. We see, in particular, that Discr∗(Φn(t)) divides nn.
By construction, for each root λ of the monic polynomial Φn(t), there exists a natural
m (properly) dividing n, such that λ is an m’th root of unity. Since also Φn(t) ∈ Z[t],
there exist non-negative integers am such that
Φn(t) =
∏
m|n
m 6=n
Φm(t)
am .
So
Prod(Φn(t)) = Res(Φn(t),Φn(t)) =
∏
m|n
m 6=n
Res(Φn(t),Φm(t))
am .
The factors in this expression were computed explicitly by E. Lehmer [40], Apostol [3],
Dresden [15], and several others [8]. We see, in particular, that also Prod(Φn(t)) divides
a natural power of n. This finishes the proof.
We have, for example: Discr∗(Φ6(t)) · Prod(Φ6(t)) = (3) · (22) and Discr∗(Φ15(t)) ·
Prod(Φ15(t)) = (3
4 · 56) · (324 · 58).
Example 6.4.8 (Split polynomials). Consider a natural number n > 1 and the corre-
sponding split polynomial Ψn(t) = 1 + t+ · · ·+ tn−1. Then
Discr∗(Ψn(t)) · Prod(Ψn(t)) =
(
nn−2
)
·
(
nn−1
)
.
Proof. According to formula (20), we have:
Discr∗(Ψn(t)) = det (Syl(Ψn(t),Ψ′n(t)))
= Res(Ψn(t),Ψ
′
n(t))
= Res(t− 1,Ψ′n(t))
−1 · Res(tn − 1,Ψ′n(t))
= (−1)n ·
(
n
2
)−1
· det (Syl(tn − 1,Ψ′n(t))) .
By performing row and column operations on the matrix Syl(tn − 1,Ψ′n(t)), we obtain
det (Syl(tn − 1,Ψ′n(t))) = − det

0 1 2 · · · n− 1
n− 1 0 1 · · · n− 2
n− 2 n− 1 0 · · · 1
...
...
...
. . .
. . .
1 2 3 · · · 0

= (−1)n ·
(
n
2
)
· nn−2.
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So Discr∗(Ψn(t)) = nn−2. Now let ωn be a primitive n’th root of unity. We then have
Ψn(t) =
∏
0<i,j<n
i+j≡0 mod n
(t− ωi+jn ) = (t− 1)
n−1,
and therefore Prod(Ψn(t)) = Res(Ψn(t),Ψn(t)) = Ψn(1)
n−1 = nn−1.
7 Corollaries of the main theorem
7.1 Periodic groups that are residually-finite
7.1.1 Special case: p-groups that are residually-finite
The Zassenhaus series. We fix a prime p and we recall some definitions from the
literature. The Zassenhaus4 series (∆n(G, p))n∈N of a group G with respect to p is defined
by the formula
∆n(G, p) :=
∏
i·pj≥n
Γi·pj (G)
pj .
Alternatively, it can be defined by ∆n(G, p) := {g ∈ G | g − 1 ∈ ∆n}, where ∆ is the
augmentation ideal of the group algebra FpG of G over the prime field Fp. It is easy
to verify that a finitely-generated group G is residually-(a finite p-group) if and only if⋂
n∈N∆n(G, p) = {1G}.
The (restricted) Lazard Lie algebra. This series (∆n(G, p))n is known to be a
characteristic Lie-series of G. So we can define a Lie ring
L(G, p) :=
⊕
n∈N
∆n(G, p)/∆n+1(G, p),
as in proposition 5.1.1. And, since the additive group (L(G, p),+) has exponent p, the
Lie ring L(G, p) also admits coefficients in Fp. This Lie algebra over Fp is the Lazard Lie
algebra of G with respect to the prime p. But L(G, p) admits even more structure. For
each homogeneous subspace Ln := ∆n(G, p)/∆n+1(G, p) of L(G, p), we can define a map
[p] : Ln −→ Lp·n : g ·∆n+1(G, p) 7−→ gp ·∆p·n+1(G, p).
One can then verify that these maps extend to a map [p] : L(G, p) −→ L(G, p) on all
of L(G, p) such that (L(G, p), [p]) is a p-restricted Lie algebra over Fp (in the sense of
Jacobson [32]). We note that L(G, p) is generated, as a restricted Lie algebra, by the
homogeneous component L1 = ∆1(G, p)/∆2(G, p).
The nilpotency of L(G, p). Just like the Lie ring corresponding with the lower
central series, this restricted Lie algebra L(G, p) captures important properties of a group
G. Let us prove one property (proposition 7.1.3) that will be used in the proof of corollary
1.2.4.
4This series is also known as the Jennings, Lazard, Brauer, or p-lower central series.
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Lemma 7.1.1. Consider a finitely-generated group G that is residually-(a finite p-group).
Suppose that G admits an automorphism α : G −→ G with a monic identity r(t) satisfying
r(1) · Cong(r(t)) 6≡ 0mod p. Then L(G, p) is nilpotent.
Proof. We recall that the induced automorphism α : L(G, p) −→ L(G, p) of the Lie algebra
L satisfies r(α) = 0L(G,p). Since G is finitely-generated and since the Zassenhaus-series
is characteristic, each of the homogeneous components Ln := ∆n(G, p)/∆n+1(G, p) of
L(G, p) will be a finite-dimensional, α-invariant subspace of L(G, p). So we may combine
propositions 1.3.11 and 4.1.2 in order to conclude that L(G, p) is nilpotent.
Lemma 7.1.2. Consider a finitely-generated group G that is residually-(a finite p-group)
and suppose that L(G, p) is nilpotent. If G is periodic, then G is finite.
Proof. Define M to be the ordinary subalgebra of L(G, p) that is generated by the (finite-
dimensional) homogeneous component L1 = ∆1(G, p)/∆2(G, p) of L(G, p). As a sub-
algebra of L(G, p), this M is nilpotent. Since M is also finitely-generated, this M is
finite-dimensional over Fp. Let {v1, . . . , vl} be a basis for M . Bahturin’s lemma for re-
stricted Lie algebras (proposition 2, p. 17, of [5]) now implies that L(G, p) is spanned by
the elements of
B :=
⋃
j∈Z≥0
{v
[p]j
1 , . . . , v
[p]j
l }.
By assumption, each element of G is annihilated by a natural power of p, so that this set
B is finite. As a result, we may conclude that L(G, p) is finite-dimensional over Fp, and
therefore finite. Since G is residually-finite, we have |G| = |L(G, p)| · |
⋂
n∆n(G, p)| =
|L(G, p)|. So also G is finite.
Proposition 7.1.3. Consider a finitely-generated p-group G that is residually-finite. Sup-
pose that G admits an automorphism α : G −→ G with a monic identity r(t) satisfying
r(1) · Cong(r(t)) 6≡ 0mod p. Then G is finite.
Proof. We need only combine lemmas 7.1.1 and 7.1.2.
7.1.2 Proof of corollary 1.2.4
We consider a periodic, residually-finite group G, together with an automorphism α :
G −→ G and a monic and monotone identity r(t) = a0 + a1 · t+ · · ·+ ad · td ∈ Z[t] of α.
We assume that G has no (r(1) · Cong(r(t)))-torsion. We may assume that ad = 1.
Claim 1: Every finitely-generated subgroup S of G is contained in a finitely-generated,
〈α〉-invariant subgroup S˜ of G.
Proof. The subgroup S is contained in the finitely-generated subgroup
S˜ := 〈α−(d−1)(S), . . . , α−1(S), S, α(S), . . . , αd−1(S)〉
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of G. We need only show that S˜ is invariant under α and α−1. Since ad = 1, we
have α(S˜) ⊆ 〈S˜, αd(S)〉 = 〈S˜, αd(Sad)〉 ⊆ 〈S˜, S, α(S), . . . , αd−1(S)〉 = S˜. Since a0 |
Cong(r(t)) and since G has no Cong(r(t))-torsion, we see that α−1(S˜) ⊆ 〈α−d(S), S˜〉 =
〈α−d(Sa0), S˜〉 ⊆ 〈S, α−1(S), . . . , α−(d−1)(S), S˜〉 = S˜.
Claim 2: G is locally-(finite and nilpotent).
Proof. Let S be an arbitrary finitely-generated subgroup of G, and let us show that S
is finite and nilpotent. According to the previous claim, we may assume that S is 〈α〉-
invariant. As a subgroup of the residually-finite group G, this S admits a family of
finite-index, characteristic subgroups (Si)i with trivial intersection. Since none of the
finite quotients S/Si has any (r(1) ·Cong(r(t)))-torsion, we may apply our main theorem
1.2.3 in order to conclude that each finite quotient S/Si is nilpotent.
Since S is finitely-generated, periodic, and residually-nilpotent, we may use a well-
known result of Baer (as in [55]) in order to conclude that S decomposes as the direct
product
∏
p Tp of finitely-many maximal p-subgroups, Tp (where each p is a prime). Since
every such subgroup Tp is finitely-generated and 〈α〉-invariant, we may further suppose
that S is a finitely-generated, residually-finite, p-group. So we may apply proposition
7.1.3 to S in order to conclude that S is a finite (and therefore nilpotent) p-group.
Claim 3 : Γd2d+1(G) is a (Discr∗(r(t)) · Prod(r(t)))-group.
Proof. We need only show that the order of each element in Γd2d+1(G) divides a natural
power of (Discr∗(r(t)) · Prod(r(t))). The group G is the union of its finitely-generated
subgroups. According to claims 1 and 2, each of these subgroups S is contained in a
finite, 〈α〉-invariant subgroup S˜. So G =
⋃
F F and Γd2d+1(G) =
⋃
F Γd2d+1(F ), where
F runs over the finite, 〈α〉-invariant subgroups of G. We now apply theorem 1.2.3 to
these subgroups F , the induced automorphism αF : F −→ F , and the polynomial r(t) in
order to conclude that every element of Γd2d+1(F ) is a (Discr∗(r(t)) · Prod(r(t)))-torsion
element.
This finishes the proof of corollary 1.2.4.
7.2 Regular automorphisms of finite groups
7.2.1 Special case: finite, solvable groups
Theorem 7.2.1. Consider a finite, solvable group G, together with a regular automor-
phism α : G −→ G and an identity r(t) of α. Then G has a characteristic subgroup K
such that
1. C is a Cong(r(t))-group, and
2. G/K is nilpotent and it has no Cong(r(t))-torsion.
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Let us use the abbreviation κ := Cong(r(t)). We first observe that the conclusions of
the theorem are satisfied in three special cases:
(O.a.) Every nilpotent group satisfies the conclusions, since its κ-torsion subgroup is char-
acteristic and the corresponding quotient is a nilpotent κ′-group.
(O.b.) Every κ-group also satisfies the conclusions in a trivial way.
(O.c.) Every finite κ′-group satisfies the conclusions according to proposition 3.1.1.
We assume that the theorem is false and we will eventually derive a contradiction. Let
G be a counter-example of minimal order. We then observe that,
(O.d.) Every proper characteristic section of G satisfies the conclusion of the theorem.
We will repeatedly use observations (O.a.), (O.b.), (O.c.), and (O.d.) in the proof.
Claim 1: If a characteristic subgroup D of G is a κ-group, then D = {1G}.
Proof. Suppose otherwise. Then G/D is a proper quotient of G. By the minimality of
G as a counter-example, there exists some characteristic subgroup E/D of G/D that is
a κ-group with nilpotent, κ′ quotient (G/D)/(E/D). As an extension of two κ-groups
(D and E/D), the characteristic subgroup E of G is also a κ-group. Moreover, G/E ∼=
(G/D)/(E/D) is nilpotent and it has no κ-torsion. This contradicts our choice of G.
Claim 2: If a characteristic subgroup D of G has κ-torsion, then D = G.
Proof. Suppose otherwise. Then D is proper, so that it has a non-trivial, characteristic
κ-subgroup E. The subgroup E is then also characteristic in G. This contradicts the
previous claim.
Let F be the Fitting subgroup of G. Since G is assumed to be a finite, solvable group,
we have
1G < F < G.
Claim 3: Then F has no κ-torsion.
Proof. Since F is a proper, characteristic subgroup of G, we need only apply the previous
claim.
Claim 4: Then F is elementary-abelian.
Proof. Let P be an arbitrary, non-trivial, characteristic subgroup of F . Then G/P has a
characteristic, κ-subgroup E/P with κ-torsion-free, nilpotent quotient (G/P )/(E/P ) ∼=
G/E. This E is naturally also characteristic in G.
Suppose for a moment that E 6= G. Then the second claim implies that E has no
κ-torsion. Since E/P is a κ-group, we conclude that E = P . But, in this case, G is the
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extension of two groups (P and G/P ) that are both κ-torsion-free. So G has no κ-torsion.
Observation (O.c.) implies that G is nilpotent, which contradicts our choice of G.
So we may conclude that for every non-trivial, characteristic subgroup P of F , the
quotient G/P is a κ-group. Now note that |G/P | = |G/F | · |F/P |. Since F has no
κ-torsion, neither has F/P . So |F/P | = 1 and F = P . This implies that the Fitting
subroup F coincides with each of its non-trivial characteristic subgroups. This proves
that F is characteristically-simple. Since F is also nilpotent, we conclude that F is
indeed elementary-abelian.
Claim 5: Then G/F is elementary-abelian.
Proof. SinceG is solvable, so isG/F , so that we need only prove thatG/F is a characteristically-
simple group. Let E/F be a proper characteristic subgroup of G/F and let us show that
it is the trivial group. This E is proper and characteristic in G. According to the second
claim, this E has no κ-torsion. According to observation (O.c.), this E is nilpotent. As a
normal, nilpotent subgroup of G, this E is contained in the Fitting subgroup F of G. So
E/F is indeed the trivial subgroup of G/F .
Claim 6: There exist distinct primes p and q, together with an elementary-abelian
p-group P , and an elementary-abelian q-group Q such that:
i. G = Q⋊ P ,
ii. α(Q) = Q 6= 1Q and α(P ) = P 6= 1P ,
iii. CG(Q) = Q, and
iv. For every u ∈ {2, . . . , deg(r(t)) + 1}, we have gcd0≤j≤u−1(ru,j(t)mod q) = 1Fq .
Proof. According to claim 4, the (non-trivial, characteristic, self-centralising) subgroup F
of G is isomorphic to an elementary-abelian q-group Q, for some prime q. According to
claim 5, the (non-trivial) quotient G/F is isomorphic to an elementary-abelian p-group,
for some prime p. If p = q, then G is obviously nilpotent (contradicting our choice of G).
So p 6= q and we may use lemma 3.0.1 to find an α-invariant subgroup P of G (necessarily
isomorphic to G/F ) that complements Q:
G = Q⋊ P.
By definition, for each 2 ≤ u ≤ deg(r(t)) + 1, there exist polynomials s0(t), . . . , su−1(t) ∈
Z[t] such that s0(t) · ru,0(t) + · · ·+ su−1(t) · ru,u−1(t) = κ. According to claim 3, we have
κ 6≡ 0mod q. So we may indeed conclude that gcd0≤j≤u−1(ru,j(t)mod q) = 1Fq .
We have now shown that our group G satisfies claim 1 in the proof of proposition 3.1.1.
We may now re-cycle steps 2, 3, 4, 5 and 6 of that proof (verbatim) in order to obtain our
contradiction. This finishes the proof of theorem 7.2.1.
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7.2.2 Proof of corollary 1.2.5
We consider a finite group G admitting a regular automorphism α : G −→ G. Let r(t) be
any non-zero identity r(t) of α, say of degree d, and let X be its set of roots in Q.
Claim: Then G is a split extension of the form G = S ⋊ N, where S is a solvable
(r(1) · Cong(r(t)) ·Discr∗(r(t)) · Prod(r(t)))-subgroup and where N is a nilpotent subgroup
of class at most d2
d
.
Proof. Let us abbreviate κ := Cong(r(t)), δ := Discr∗(r(t)), and pi := Prod(r(t)). Ac-
cording to Rowley’s theorem 1.1.1, the group G is solvable. So we may apply theorem
7.2.1 in order to find a characteristic κ-subgroup K of G such that G/K is a nilpotent
κ′-group. Let S/K be the (r(1) ·δ ·pi)-torsion subgroup of G/K. Then S is a characteristic
(r(1) · κ · δ · pi)-subgroup of G and the nilpotent quotient G/S ∼= (G/K)/(S/K) has no
(r(1) · κ · δ · pi)-torsion.
We may assume that r(1) ·κ 6= 0, since otherwise G/S is the trivial group, and there is
nothing further to prove. We then consider the induced automorphism α : G/S −→ G/S.
Since r(t) is an identity of α, we may use our main theorem 1.2.3 in order to conclude that
the quotient G/S is nilpotent of class at most H(X,Q
×
) ≤ d2
d
. Since gcd(|S|, |G/S|) = 1,
we may use the theorem of Schur—Zassenhaus in order to conclude that G is a split
extension of S by G/S.
Let us illustrate this proof with an example.
Example 7.2.2. Consider a finite group G with a regular automorphism α : G −→ G
and suppose that r(t) := t3− 2t− 1 is an identity of α. Then Γ3(G) is a solvable 10-group
and the Fitting-height of G is at most 2.
Proof. Let X be the set of roots of r(t) in Q. According to example 6.3.6 and example
6.4.5, we have:
r(1) Cong(r(t)) Discr∗(r(t)) Prod(r(t)) H(X,Q
×
)
r(t) −2 2 −5 −27 · 5 2
.
So K is a 2-group and G/K is a nilpotent group of odd order. This already shows
that the Fitting-height of G is at most 2. Finally, the lower central term [[G,G], G] =
Γ
H(X,Q
×
)+1
(G) of the group G is contained in the solvable (2 · 5)-group S.
Remark 7.2.3. The groups of example 7.2.2 exist. For (non-trivial) examples, we refer
to the discrete Heisenberg group of example 2.3.1, to the twisted Heisenberg group of
example 2.3.2, and to corollary 2.2.7.
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8 Applications
8.1 Linear polynomials
We recall that an endomorphism γ : G −→ G of a group G is a (universal) power
endomorphism if there exists an integer m such that for all x ∈ G we have γ(x) = xm.5
It is immediately clear that such an endomorphism has r(t) = −m + t as a monotone
identity. Moreover, we see that γ is a regular automorphism if and only if
gcd(|G|, r(0) · r(1)) = gcd(|G|,m · (m− 1)) = 1.
Power endomorphisms naturally appear in the study of autoprojectivities [9] and of Schur-
multipliers [42]. More generally, we may consider endomorphisms admitting a linear
identity that is not necessarily monic or monotone.
Proposition 8.1.1. Consider a finite group G admitting an endomorphism with a linear
identity a0 + a1 · t ∈ Z[t]. If gcd(|G|, a0 · a1 · (a0 + a1)) = 1, then G is abelian.
Proof. Set r(t) := a0 + a1 · t. According to Example 6.3.7, we have r(1) · Cong(r(t)) =
(a0+a1) · |a0|. Since G has no a0 · (a0+a1)-torsion, we may apply our main theorem 1.2.3
in order to conclude that [G,G] is a (Discr∗(r(t)) · Prod(r(t)))-group. But, according to
Example 6.4.6, we have Discr∗(r(t)) · Prod(r(t))|a0 · a41 · (a0 + a1). And, since we have
assumed that G has no a0 ·a1 · (a0+a1)-torsion, we may conclude that [G,G] = {1G}.
We recover, in particular, a classic result of Baer [4], Schenkman—Wade [51], and
Alperin [2]: a finite group is abelian if it admits a regular power automorphism.
8.2 Cyclotomic polynomials
8.2.1 Proof of theorems 1.2.7 and 1.2.8
Let us do this in a few steps. For a natural number n, we let n be the radical of n: the
product of the distinct primes that divide n.
Lemma 8.2.1. Let G be a group with a cyclotomic automorphism α : G −→ G of index
n > 1. Then αn/n : G −→ G is a cyclotomic automorphism of square-free index n.
Proof. According to formula (17) of lemma 6.3.8, we have Φn(t) = Φn(t
n/n). So, if Φn(t)
is a monotone identity of α, then Φn(t) is a monotone identity of α
n/n.
Proposition 8.2.2. A finite group is nilpotent if it admits a cyclotomic automorphism.
Proof. According to lemma 8.2.1, we may assume that the index n is square-free. If n is
a prime, then we apply Kegel’s theorem 1.1.5. Else, we may combine example 6.3.11 with
theorem 1.2.3.
5A group admitting such an endomorphism is also said to be m-commutative (or m-abelian).
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We can also give an upper bound on the class of the group.
Proposition 8.2.3. Consider a finite group G with a cyclotomic automorphism of index
n > 1. Let p be the largest prime dividing n and let n be the radical of n.
1. If n = p and G has no p-torsion, then c(G) ≤ (p− 1)2
(p−1)
.
2. If n = p and if G is a p-group, then c(G) ≤ C(d(G), p).
3. If n 6= p, then c(G) ≤ (p− 1)2
(p−1)
.
More generally: if P is the p-Sylow subgroup of G, then we have
c(G) ≤ max{(p− 1)2
(p−1)
,C(d(P ), p)} ≤ max{(p− 1)2
(p−1)
,C(d(G), p)}.
Proof. Proposition 8.2.2 tells us that G is nilpotent. Let α : G −→ G be the cyclotomic
automorphism of index n > 1. According to lemma 8.2.1, we may assume that n is square-
free. (i.) We combine our main theorem 1.2.3 with examples 6.3.11 and 6.4.7. (ii.) We need
only apply theorem 1.1.6. (iii.) We need only show that an arbitrary q-Sylow subgroup Q
of G satisfies c(Q) ≤ (p− 1)2
(p−1)
. We let L be the Lie ring of Q corresponding with the
lower central series of Q, as in proposition 5.1.1. Then the Lie automorphism α : L −→ L
satisfies Φn(α) = 0L. Since n is composite, there exists a prime l, distinct from q, that
divides n. We may then apply (17) of lemma 6.3.8 in order to obtain a natural number u
such that Φn(t) divides Φl(t
u) in the ring Z[t]. Then the Lie automorphism αu satisfies
Φl(α
u) = 0L. The first claim now gives us c(Q) = c(L) ≤ (l− 1)2
(l−1)
≤ (p− 1)2
(p−1)
.
This already proves theorems 1.2.7 and 1.2.8 in the finite case. In order to extend these
results from finite groups to locally-(residually-finite) groups, we make some elementary
observations.
Lemma 8.2.4. Consider a group G with an automorphism α : G −→ G and a monotone
identity r(t) := a0+a1 ·t+· · ·+an ·tn ∈ Z[t] of degree n ≥ 1. Suppose that a0, an ∈ {1,−1}.
Let H be a finitely-generated subgroup of G and define the subgroup
H˜ := 〈α−n+1(H), . . . , α−1(H), H, α(H), . . . , αn−1(H)〉
of G. Then H˜ is 〈α〉-invariant and d(H˜) ≤ (2n − 1) · d(H). Suppose, moreover, that
G is residually-finite. Then H˜ admits a family (H˜i)i of H˜-characteristic, finite-index
subgroups with trivial intersection, so that r(t) is a monotone identity of all the induced
automorphisms αH˜/H˜i : H˜/H˜i −→ H˜/H˜i.
Proof. Let us show that H˜ is invariant under α and α−1. Since an ∈ {1,−1}, we ob-
serve that α(H˜) ⊆ 〈α−n+2(H), . . . , αn−1(H), αn(H)〉 ⊆ 〈H˜, αn−1(H), . . . , α(H), H〉 ⊆ H˜.
Since a0 ∈ {1,−1}, we similarly observe that α−1(H˜) ⊆ H˜ . So H˜ is 〈α〉-invariant. By
construction, we also have d(H˜) ≤ (2n − 1) · d(H). Finally, we suppose that G, and
therefore the subgroup H˜ , is residually-finite. Let H˜ = N1 D N2 D · · · be a normal series
of finite-index subgroups with finite intersection. Since H˜ is finitely-generated, every sub-
group Ni contains the H˜-characteristic subgroup H˜i :=
⋂
β∈Aut(H˜) β(Ni) of finite index in
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H˜ (the characteristic core). Since
⋂
i H˜i ⊆
⋂
iNi = {1H˜}, we see that (H˜i)i is the desired
series.
Theorem 8.2.5. Consider a residually-finite group G with a cyclotomic automorphism
of index n > 1. Then every finitely-generated subgroup H of G is locally-nilpotent and
c(H) ≤ max{(p− 1)
(p−1)
,C(p · d(H), p)},
where p is the largest prime dividing n. If, moreover, n is not a natural power of p, then
H is nilpotent of class c(H) ≤ (p− 1)
(p−1)
.
Proof. We need only combine proposition 8.2.3 with lemma 8.2.4.
This proves theorem 1.2.7. Since finitely-generated, nilpotent groups are known to
be residually-finite, we have also obtained theorem 1.2.8. By requiring that our auto-
morphism be almost-regular (in the sense that it fixes only finitely-many elements of the
group), we obtain the related result:
Proposition 8.2.6. Consider a residually-finite group G with a cyclotomic automorphism
of index n > 1 and let p be the largest prime dividing n. Suppose that the automorphism is
almost-regular. Then G is nilpotent and it has an α-invariant subgroup N of finite index
and of class c(N) ≤ (p− 1)2
(p−1)
.
Proof. Let α : G −→ G be the automorphism of the locally-nilpotent group G. In view of
lemma 8.2.1 and theorem 8.2.5, we may assume that n = p. Since G is locally-nilpotent,
we may consider the p-Sylow subgroup P of the torsion subgroup T of G. This P is a
characteristic subgroup of G such that the locally-nilpotent factor G/P has no p-torsion.
Let us first show that this P is finite. Since G is residually-finite, so is its subgroup
P . Since α fixes only finitely-many elements of G, we may select a finite-index subgroup
M of P such that M ∩CG(α) = {1G}. After replacing M with the finite-index subgroup⋂
0≤i≤p−1 α
i(M) of P , we may further assume that M is α-invariant. So the restriction
of α to the locally-nilpotent p-groupM is a regular, cyclotomic automorphism of index p.
But it is well-known that such a group M is trivial (cf. [23] and [35]). We conclude that
P is indeed a finite group.
Since P is a finite p-group, P is nilpotent. Theorem 1.3.7 implies that also the quotient
G/P is nilpotent. We see, in particular, that G is solvable, and therefore nilpotent (by
Khukhro’s theorem of [28]).
Since P is a finite subset of the residually-finite group G, we may select a subgroup
N of finite index in G such that N ∩P = {1G}. After replacing N with
⋂
0≤i≤p−1 α
i(N),
may further suppose that it is α-invariant. Since the nilpotent group N has no p-torsion,
we may apply theorem 1.3.7 and conclude that c(N) ≤ (p− 1)2
(p−1)
.
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8.2.2 Proof of corollaries 1.2.9 and 1.2.10
We had already mentioned in the introduction that cyclotomic automorphisms appear in
the study of automorphisms with a finite Reidemeister-number. And, indeed:
Corollary 8.2.7 (Theorem A of Jabara [30]). Consider a residually-finite group G ad-
mitting an automorphism α : G −→ G of prime order p. If the Reidemeister-number of
α is finite, then G has an α-invariant subgroup N of finite index that is nilpotent of class
c(N) ≤ (p− 1)2
(p−1)
.
Proof. It is easy to show that G has an 〈α〉-invariant, finite-index subgroup M such that
the induced automorphism αM :M −→M is cyclotomic of index p (cf. lemma 5 of [30]).
It is also easy to see that αM is almost-regular (cf. lemma 1 and 4 of [30]). We then
apply theorem 8.2.6 to this M and the induced automorphism αM in order to obtain the
α-invariant subgroup N of finite index in G.
Let A : P× N −→ N be the map in J. Alperin’s theorem 1 of [1].
Corollary 8.2.8 (Theorem B of Jabara [30]). Consider a finitely-generated, solvable
group G with an automorphism α : G −→ G of prime order p. If the Reidemeister-
number n of α is finite, then G has a finite-index subgroup N that is nilpotent of class
c(N) ≤ (p− 1)2
(p−1)
and dl(G) ≤ 22
n
+A(p, n) + (p− 1)2
(p−1)
.
Proof. We re-consider Jabara’s proof of theorem B in [30] and we replace theorem A
of [30] with corollary 8.2.7. This way, we obtain the subgroup N without relying on
the classification. By assumption, G is finitely-generated. So, after replacing N with⋂
β∈Aut(G) β(N), we may further assume that N is characteristic in G. Then the induced
automorphism αG/N : G/N −→ G/N on the finite, solvable group G/N fixes at most 2
2n
elements (cf. lemma 1 and 4 of [30]) and its order divides p. If αG/N has order 1, then
|G/N | ≤ 22
n
. Else, we may apply Alperin’s theorem 1 of [1] to G/N and αG/N in order
to conclude that dl(G/N) ≤ A(p,m). Since dl(G) ≤ dl(G/N) + dl(N), we are done.
8.3 Anosov polynomials
We recall that a monic polynomial r(t) ∈ Z[t] is said to be Anosov if and only if r(0) = ±1
and r(t) has no roots of modulus one. Such polynomials naturally appear in the study
of Anosov-diffeomorphisms on compact manifolds (e.g. [10,13,47]) and we recall one such
situation in particular:
Theorem 8.3.1 (Manning – [43]). A nil-manifold M admits an Anosov diffeomorphism
if and only if the fundamental group pi1(M) of M admits an automorphism α : pi1(M) −→
pi1(M) with an Anosov identity.
In fact: every known example of an Anosov-diffeomorphism on a compact manifold is
topologically-conjugated to an infra-nil-manifold endomorphism (cf. [11]) and it is conjec-
tured that there are no other examples (cf. Smale’s problem 3.5 in [58]). So it makes sense
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to ask which (fundamental) groups admit an automorphism with an Anosov identity and
one might be tempted to conjecture:
Problem 8.3.2. A finitely-generated, residually-finite group is virtually-nilpotent if it
admits an automorphism with an Anosov identity.
We have not been able to give a positive answer in the most general case, but we can
prove it for a large family of examples.
Proposition 8.3.3. Consider a finitely-generated group G, together with an automor-
phism admitting an Anosov identity r(t). If G has a p-congruence system such that
Discr∗(r(t)) · Prod(r(t)) 6≡ 0mod p, then G is virtually-nilpotent.
Here we do not assume that the p-congruence system comes with a bound. So we use
the terminology of definition B.1 in [14], rather than the original terminology of Lubotzky
in [41].
Proof. After replacing G with an appropriate characteristic subgroup of finite index,
we may assume that G is finitely-generated and residually-(a finite p-group). Let us
consider the Zassenhaus series (∆i(G, p))i∈N of G with respect to the prime p. Since⋂
i∆i(G, p) = {1G}, we need only show that each factor G/∆i(G, p) is nilpotent of class
at most d2
d
, where d is the degree of r(t). Let α : G −→ G be the automorphism. Since the
series is characteristic, we obtain the induced automorphism αG/∆i(G,p) : G/∆i(G, p) −→
G/∆i(G, p) with identity r(t). Since G/∆i(G, p) is a finite p-group and since the roots
of an Anosov-polynomial form an arithmetically-free subset of (Q
×
, ·), we may apply
theorem 1.3.7 in order to conclude that c(G/∆i(G, p)) ≤ d2
d
. This finishes the proof.
We recall that the invariants Discr∗(r(t)) and Prod(r(t)) of a polynomial r(t) are easy
to compute with the methods of section 6. We refer to Table 1 for some examples that
have been studied in the literature.
Corollary 8.3.4. Consider a finitely-generated group G with an automorphism α : G −→
G admitting an Anosov identity r(t). If G is linear in characteristic zero, then G is
virtually-nilpotent.
Proof. Platonov’s theorem [48] tells us that, for almost-all primes p, the group G has a
p-congruence system. On the other hand, we saw in lemma 6.4.1 and lemma 6.4.3 that
only finitely-many primes divide Discr∗(r(t)) · Prod(r(t)). So almost-all primes p satisfy
the conditions of proposition 8.3.3.
8.4 Split polynomials (fail)
In this final subsection, we show how our methods must fail for an important family of
polynomials. According to theorem 1.1.2, a finite group is nilpotent if it admits a regular
automorphism of prime order. Theorem 1.1.3 even provides an upper bound on the class
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Table 1: Invariants of Anosov polynomials in Table 1 of [47].
r(t) Discr∗(r(t)) Prod(r(t))
t2 − t− 1 −5 −22
t3 − 3t− 1 −34 23 · 39
t3 − t− 1 23 −23
t4 + t3 − 4t2 − 4t+ 1 32 · 53 −24 · 519
t4 + 3t2 + 1 24 · 52 28 · 516
t4 − t3 − t2 + t+ 1 32 · 13 212 · 7
t4 + 2t3 + 3t2 − 3t+ 1 52 · 132 220 · 58 · 2392
t4 − t− 1 −283 −24
t5 + t4 − 4t3 − 3t2 + 3t+ 1 114 −25 · 432 · 67
t5 − t3 − 2t2 − 2t− 1 472 −25 · 59 · 1912
t5 + t4 + 2t3 + 4t2 + t+ 1 24 · 133 −225 · 59 · 135 · 191
t5 − t− 1 19 · 151 −25
of such a group. More generally, we have theorem 1.1.1, which states that a finite group
G is solvable if it admits a regular automorphism, say of order n.
Open Problem 8.4.1. Given a finite group G with a regular automorphism of order n,
find an upper bound on the derived length of G.
If n is a prime, then theorem 1.1.3 provides the obvious bound dl(G) ≤ log2(c(G)) +
1 ≤ log2((n − 1)
2(n−1)) + 1 for the derived length dl(G) of G. The combined work of
Gorenstein—Herstein [18] and Kovac [36] further shows that dl(G) ≤ 3 if n = 4. All other
cases are still unresolved (cf. Example 8.4.6 below). But, by replacing the derived length
of G with a coarser invariant, we can obtain a meaningful answer.
Theorem 8.4.2 (Hoffman [25], Gross [19], Khukhro [27]; Jabara [31]). Consider a finite
group G admitting a regular automorphism of order n, and let ln be the number of primes
dividing n (counted with multiplicity).
(i.) Then the Fitting-height of G is at most 7 · l2n.
(ii.) More specifically: if gcd(|G|, n) = 1, then the Fitting-height of G is at most ln.
Since the Fitting-height gives us a measure of how close a group is to being nilpotent,
we see that theorem 8.4.2 refines theorem 1.1.1 and 1.1.4 in the spirit of Meta-Problem
1.1.8. We refer to [62] and [63] for more general results and to Shalev’s interesting note [55]
for applications thereof. Moreover, it is known that the latter bound on the Fitting-height
is best possible:
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Example 8.4.3 (Gross [20]). Let n be a natural number and let p, q be two primes not
dividing n. Then there is a finite {p, q}-group G of Fitting-height ln admitting a regular
automorphism α : G −→ G of order n.
Before using this example, we introduce some terminology.
Definition 8.4.4 (Split automorphisms). Let n be a natural number. Let us say that
an automorphism α : G −→ G of a group G is split of index n if the split polynomial
Ψn(t) := (t
n − 1)/(t− 1) = 1 + t + · · ·+ tn−1 is a monotone identity of α: Ψn(α) = 1G.
Let us further say that an automorphism is split if it is split of some natural index n > 1.
Remark 8.4.5 (Cf. remarks 1 and 2 of [30]). (i.) One can verify that, for every split
automorphism of index n and for every x ∈ G, we have the additional properties
αn(x) = x and (x · α)n = 1G⋊Aut(G).
For this reason, some authors also speak of “split automorphisms of order n.” But this
terminology is (slightly) misleading because the order of α need only divide n. For exam-
ple: in every group of exponent n, the automorphism x 7→ x is split of index n but it has
order 1. These examples are particularly relevant in the context of the (general, ordinary,
restricted, and compact) Burnside problem. (ii.) One can similarly verify that if a regular
automorphism α : G −→ G of a finite group G satisfies αn = 1G, then that automorphism
is also split of index n. (iii.) We conclude that, for a regular automorphism α : G −→ G
of a finite group G, the properties αn = 1G and Ψn(α) = 1G are equivalent.
Let us now consider the non-nilpotent group G and the regular automorphism α of
Example 8.4.3. Since α is regular of order n, it is also a split automorphism of index n. So
theorem 1.2.3 must fail to prove the nilpotency of finite groups admitting a split automor-
phism of composite (and co-prime) index. The invariants of Ψn(t) further show how the
theorem fails. On the one hand, we have gcd(|G|,Ψn(1) ·Discr∗(Ψn(t)) · Prod(Ψn(t))) =
gcd(|G|, (n) · (nn−2) · (nn−1)) = 1. But, on the other hand, we (fortunately) have
Cong(Ψn(t)) =
0 if n is composite,1 else.
We conclude with a more positive observation related to problem 8.4.1. We had
already mentioned that is not known whether the derived length of a finite group G can
be bounded if it is known to admit a regular automorphism α : G −→ G satisfying
Ψ6(α) = 1G — even with the additional assumption gcd(|G|, 6) = 1. Our methods have
not been able to decide this either. But we do have the partial result:
Example 8.4.6. Let r(t) be a proper divisor of Ψ6(t) = 1+ t+ t
2+ t3+ t4+ t5 in Z[t] and
suppose that a finite group G admits an automorphism α : G −→ G satisfying r(α) = 1G.
Then G has 6-torsion or [[G,G], G] = {1G}.
Proof. We suppose that gcd(|G|, 6) = 1 and we will show that c(G) ≤ 2. We first observe
that Ψ6(t) factors into irreducibles as Ψ6(t) = Φ2(t) · Φ3(t) · Φ6(t). We may suppose that
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r(t) 6= 1, since otherwise G = {x1|x ∈ G} = {1G}, so that there is nothing to prove. If
r(t) = Φ2(t) · Φ6(t), then also Φ2(α3) = 1G. Similarly, if r(t) = Φ3(t) · Φ6(t), then also
Φ3(α
2) = 1G. So, after replacing α with a suitable power of α, we need only consider
the cases in which r(t) is Φ2(t),Φ3(t),Φ6(t), or Φ2(t) · Φ3(t). A simple computation (as
explained in subsection 6.4) shows that, for such a polynomial r(t), we have gcd(|G|, r(1) ·
Cong(r(t)) ·Discr∗(r(t)) · Prod(r(t))) = 1:
r(t) r(1) Cong(r(t)) Discr∗(r(t)) Prod(r(t))
Φ2(t) 2 1 1 2
Φ3(t) 3 1 3 3
2
Φ6(t) 1 1 3 2
2
Φ2(t) · Φ3(t) 2 · 3 2 · 3 3 −2
7 · 35
.
So our main theorem 1.2.3 implies that G is nilpotent of class at most 32
3
= 6561. But,
with a little more work, we can obtain a sharper bound. Let X be the set of roots of r(t)
in Q
×
. Another simple computation (as explained in subsection 6.3) then shows that X
is an arithmetically-free subset of (Q
×
, ·) with H(X,Q
×
) ≤ 2:
r(t) r̂(t1, . . . , td) H(X,Q
×
)
Φ2(t) 2 · t1 1
Φ3(t) 3
4 · t21 · t
2
2 2
Φ6(t) 2
2 · t41 + 2 · 3 · t
3
1 · t2 + 3
2 · t21 · t
2
2 1
Φ2(t) · Φ3(t) 29 · 37 · t21 · (t1 − t2)
2 · t22 · (t1 + t3)
3
2
.
So we may use corollary 1.3.8 to conclude that [[G,G], G] = {1G}.
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