The problem of partitioning irregular graphs and meshes for parallel computations on homogeneous systems has been extensively studied. However, these partitioning schemes fail when the target system architecture exhibits heterogeneity in resource characteristics. With the emergence of technologies such as the Grid, it is imperative to study the partitioning problem taking into consideration the differing capabilities of such distributed heterogeneous systems. In our model, the heterogeneous system consists of processors with varying processing power and an underlying non-uniform communication network. We present in this paper a novel multilevel partitioning scheme for irregular graphs and meshes, that takes into account issues pertinent to Grid computing environments. Our partitioning algorithm, called MiniMax, generates and maps partitions onto a heterogeneous system with the objective of minimizing the maximum execution time of the parallel distributed application. For experimental performance study, we have considered both a realistic mesh problem from NASA as well as synthetic workloads. Simulation results demonstrate that MiniMax generates high quality partitions for various classes of applications targeted for parallel execution in a distributed heterogeneous environment.
I. INTRODUCTION
Exploiting existing heterogeneous systems to solve problems faster is a cost-effective approach as opposed to replacing these systems with yet powerful machines. The popularity of Grid computing infrastructures [5] has stirred active research in the arena of harnessing computational capacity from distributed heterogeneous systems. The Grid couples geo_aphically distributed heterogeneous resources to provide a metacomputing platform promising computational power of magnitude never anticipated before at affordable cost. However, these promises come with challenges for the research community to successfully map varied applications on such heterogeneous collections of high performance systems.
The Information
Power Grid (IPG) [14] , NASA's successful venture into the Grid computing arena, aims to provide scientific and engineering communities orders of magnitude increase in their ability to solve problems that depend on the use of large-scale dispersed resources: aggregated computing, diverse data archives, laboratory instruments, engineering test facilities, and human collaborators. However, the scope of this work is limited only to the parallel and distributed solution of large-scale computational problems. Mesh applications are a class of problems that require such high-end computational power since performance must be scalable to hundreds of processors under the current technology [1] , [4] . In the literature, these are termed as distributed supercomputing applications [5] . The IPG provides an infrastructure for parallel distributed computing across heterogeneous systems, thus satiating the computational demands of such applications. A parallel application could be initiated at any node (a uniprocessor workstation or a tightly-coupled supercomputer) on the Grid. The application would then have to be partitioned among available processors on the Grid, and the computation carried out in a parallel distributed fashion to generate results that are finally collected at the application initiator node. tions). There are also cases where the inter-node communication is slower than the intra-node links. Apart from these variations, there are no constraints on the network topology connecting these resources.
In other words, we impose no uniformity on the processor architecture or the links that connect them. This leads to a purely heterogeneous system model with varying system characteristics such as processor computational speed, network communication speed, and network topology.
In this paper, we demonstrate how diversity in system characteristics affects the partitioning of an application in such environments. Workload heterogeneity is reflected by the differing (random) weights of the vertices and edges of the graph representation of the application. Unlike previous models of mesh applications, we do not assume the graph to be sparse or uniformly distributed in terms of weights. Thus, a partitioning scheme for such general purpose graphs encompasses a wide variety of parallel distributed computing applications on the Grid.
Multilevel algorithms have been a universal approach to solving the graph partitioning problem for homogeneous system models. Partitioning schemes such as Metis [16] , Chaco [12] , and Jostle [23] employ multilevel strategies but fail to address the limitations imposed by heterogeneity in the underlying system model. They all assume the processing speeds of the computing resources to be uniform and the communication stratum connecting any two resources to be of equal capacity. They also assume a uniform network topology. Furthermore, they do not delve into the mapping problem that addresses how partitions are assigned to processors in a system to reduce application execution time, which is the ultimate objective. Above all, these schemes optimize the wrong metrics. Traditionally, the standard approach has been to divide the vertices of a graph into approximately equal-weight partitions (balance computations) and minimize the number of cut edges between partitions (minimize total runtime communication). We first show that minimizing edgecut may not necessarily reduce the parallel execution time of an application on a distributed suite of heterogeneous resources. Previous work reported in [ 10] , [11] have also pointed out similar flaws of standard partitioning schemes. Our objective is to relax the above assumptions on system models, thereby overcoming the inherent shortcomings, and propose a novel partitioner for distributed heterogeneous environments.
Little prior work has been done on partitioning applications for heterogeneous Grid computing environments. Das et al. [3] studied heterogeneity in inter-cluster communication speeds to determine the feasibility of mesh applications in the Grid. The work did not consider heterogeneity within a cluster and diversity in system parameters, such as processing speeds and network connectivity, that are characteristic of any Grid. However, the authors attempted to optimize the correct metric, namely the execution time of the application, when partitioning a mesh application for a distributed environment. The optimization was based on a throttle value that depend on the input mesh application.
As a result, this partitioning scheme will not work well for all possible types of applications. Furthermore, their optimization scheme suffers from the danger of failing into a local minima. Walshaw and Cross [24] modeled a heterogeneous communication network and considered the mapping problem, but the work was limited with respect to the extent of heterogeneity experienced in Grid computing environments.
In particular, they optimize on edgecuts, a flawed metric for parallel computation as argued above. Schnekenburger and Huber [20] partitioned a data parallel program on a network of workstations with varying processor weights, but did not take into account the network heterogeneity.
We propose a more general purpose heterogeneous partitioner, called MiniMa.,c, in the sense that it allows full heterogeneity in both the system and workload characteristics, and attempts to directly minimize the application runtime. MiniMax is tested against diverse systems and workloads to establish its feasibility for The Grid imposes no limitations on a system that could be coupled to the resource pool. Each node thus has different resource characteristics.
The communication stratum coupling these diverse resources is also non-homogeneous. Again, the Grid imposes no constraint on the network topology and the communication latency between the nodes. Figure  1 shows a heterogeneous system model, with machines of different makes and a non-homogeneous communication network. This is a scaled-down model of the Grid, whereas actual Grid implementations like the IPG proposes an infrastructure coupling thousands of diverse resources.
Each node in Fig. 1 is shown within a solid rectangle, and comprises of one or more processors communicating with other processors within the node via intra-node links, and with other nodes via inter-node links. Processors and links within a node could also be heterogeneous. With respect to the partitioning problem, the Grid can be viewed as a pool of processors dedicated to solving a parallel application.
Each dark oval in Fig. 1 In order to reflect full heterogeneity in the system model, vertex and edge weights in the system graph shouldtakerandomvalues.The networktopology(connectivity)shouldalsobe random. The motivation behindtheserequirements is thedesireto modela true Grid computingenvironment.Wegenerate system graphs havingrandomnetworktopologywithrandomvertexandedgeweights.Wenextcomputethecommunicationcostmatrixbasedon theshortest pathbetweenprocessors, asdiscussed above.Wegenerate several instances of the systemgraphin thisway,to evaluate ourpartitioningscheme.
A. Processing Cost
Given an assignment of vertices in the workload graph to processors in the system graph, vertices incur a processing cost. When a vertex v is assigned to a processor p, the processing cost is given by W_ = W '_ x sp, the product of the computational weight of v and the processing weight of p. Processing cost reflects time units required by p to process v.
B. Communication Cost
If there exists an edge between vertices u and v of the workload graph, the data communication from u to v incurs a communication cost. When u and v are assigned to the same processor p, the data set for v is already present in the local memory of p. Thus the communication cost is zero, assuming that local memory access delays are incorporated within the processing weight of a processor. However, when u and v are assigned to different processors, the communication latency between the processors comes into play. Suppose u is assigned to processor p and v is assigned to processor q. Hence, data is transferred from the local memory of p to the local memory of q via an interprocessor message.
In this case, the communication cost is given by 
C. System Potential
Given a system graph, it is necessary to derive a composite metric to denote the overall potential of the system (Grid).
By system potential, we mean the computational power of the Grid taken as a whole, a conglomerate of diverse resources solving a single distributed supercomputing application. This metric is required to evaluate the scalability of any partitioning scheme with increases in the potential of the Grid. Given a heterogeneous setting, it is not necessarily true that a system with more processors has a higher system potential than one with fewer processors. System potential is a function of several factors: the number of processors, the individual processor's computational speeds, the connectivity between nodes, and the communication cost matrix. A system with high processor speeds could have a lower system potential than a system with relatively lower processor speeds because the communication cost matrix of the former may be weaker than that of the latter. This means that the communication network plays an important role in determining the system potential of a Grid.
We model system potential relative to a given workload. Given a workload graph G = (V, E), and a system graph S = (P, L), we compute the system potential ffsus as the sum of individual processor potentials. Thus,
where the potential ffp of a processor p is defined as
(1)
Here, ep is the mean time required by p to compute a vertex, averaged over all vertices of the workload; cp is the mean time required by p for an inter-vertex communication, averaged over all edges of the workload; and 5 is the average degree of the workload graph:
The term 5p is the mean link weight at p, averaged over all links incident on p, and is given by (5) Z; (6) q6 N, q:,fip
where 5p is the degree of processor p in the system graph. Thus, Cp is the reciprocal of the average time required by p to execute a vertex of the workload.
(It is analogous to the clock rate of a processor which is defined as the inverse of the cycle time.) Therefore, it is reasonable to compute the overall system potential as a sum of individual processor potentials.
It is important to mention that we use average values of the parameters for both the workload graph and the system graph to calculate _Ssus. Thus, ffsu_ is an approximate metric and applies only in the mean; however, we shall observe its merit in Section VI.
We assume, for modeling purposes, that all inter-vertex communications incur a communication cost that is dependent on the link weights (see Section III-B). This assumption does not weaken our model as it is consistent for all processors in the system and over all system graphs that we have generated. Succinctly, our formulation of _Ssus is an estimate of the absolute power of a heterogeneous system relative to a given workload; it is needed to evaluate the scalability of a partitioning scheme.
As mentioned earlier, system potential is a function of the number of processors ([P[), their processing weights (sp), the link weights (qo,q), and network connectivity (A). We adjust network connectivity by varying A, the ratio of the number of links in the system graph to the maximum possible number of links: A = 21LI/(IPI(IPI-1)). It also represents the probability of a link between any two processors in the system. For example, A = 1 represents a fully connected system graph. Smaller values of A model a system with weaker connectivity. Figure 3 shows how I's_, varies with changes in these four parameters.
For all experiments, if,u, is calculated with respect to the dual graph of a real life mesh application. For each case, we vary one of the parameters, keeping the others constant. For example, when varying processing weights, a set of nine graphs are generated with A = 1, constant link weights, and a fixed number of processors.
Here we allow processing weights to vary randomly in the range 10-100 for each graph in the set. Similarly, when generating system graphs for link weights, we randomly change the link weights and keep the other parameters constant. For the case of processor count, we alter the number of processors from 10 to 100, and keep other parameters constant. However, for the case of network connectivity, we vary A from 0.1 to 1. In Fig. 3(a) , A is expressed as a percentage ranging from 10 to I00. It is clear from the plots that ff,_ has a positive correlation with the number of processors in the system, provided other parameters are held constant. For network connectivity,
we also see a gradual increase in Osus with an increase in A. However, for the other two cases, we see _5,_ decreasing with an increase in the respective weights.
It is worth noting that the steepest change in ff,_ occurs with a change in the link weights whereas processing weights affect it the least. This demonstrates the important role of communication cost associated with parallel execution in a distributed environment. Figure 4 (b) shows another partition for the same graph on the same number of processors where the execution time is lowered to t + 9 while edgecut has risen to 79. This validates our claim that edgecut is a flawed metric when the objective of partitioning is the efficient parallel execution of an application. We therefore attempt to directly minimize the application execution time in MiniMax.
Parallel communication may not be a valid assumption in a truly distributed heterogeneous environment owing to the lack of I/O ports or explicit links between communicating processors. Even for the case of sequential communication, the execution time in Fig. 4(a) is t + 44, which is higher than the t + 39 time for the partition in Fig. 4(b) . In our experiments, we have assumed sequential communication at each processor to calculate the execution time. However, this assumption can easily be relaxed by associating a parameter with each link denoting the possibility of parallel communication.
Then, the communication cost of a processor would be the maximum among all communications at that processor. Approaches based on sequential communications to compute the parallel execution time have been considered in [3] . Our contribution is that we attempt to optimize the correct metric, i.e., the execution time of the application.
• Third, existing partitioning schemes do not take into account any heterogeneity in the system graph. They produce partitions with the assumption that all processors are of equal processing capability, the system graph is fully or uniformly connected, and links between processors are of equal weight. With the aim of parallel distributed processing on the Grid, our partitioning scheme eliminates all such assumptions. Edgecut in itself is not a correct measure for the communication cost owing to the heterogeneity in the link weights; each edgecut and the communication link to which it is assigned together determine the cost of communication.
However, previous schemes have been successful despite these shortcomings by imposing constraints on the workload graph: a sparse graph representation, uniform distribution of vertex and/or edge weights, and geometric locality [11] . Results of our scheme show success with more general problems where the workload gaph is also non-uniform.
Given a workload graph G = (V, E) representation of the application, and a system graph S = (P, L) representation of the Grid, the objective is to assign vertices of the workload graph to partitions, where a partition is mapped to a vertex of the system graph, such that the execution time of the application is minimized.
Clearly, the problem is extensible to the classical graph partitioning and task assignment problem [6] , and is thus NP-complete. The generalization of this problem by considering heterogeneous workload (task) and system graphs makes the problem more complex. Given a partitioning of G over S, the execution time of the application is the maximum over the execution time of individual processors: MiniMax is a graph/mesh partitioning scheme developed for distributed heterogeneous systems such as the Grid. It differs from existing partitioning schemes in that it takes into consideration heterogeneity in both the system and workload graphs, and produces high quality partitions for all types of parallel Grid applications.
We employ a multilevel strategy where the given graph is first coarsened through several levels to a smaller number of vertices. Next, the coarsest graph is partitioned among processors with the objective of minimizing the application execution time. However, the best partition for a coarsened graph may not be optimal for the original graph. Hence, while the coarse _aph is refined back to the original, an optimization scheme is used at each level to reduce application execution time. At each refinement level, we consider the possible migration of vertices to other processors which could minimize the maximum execution time among all processors. In the following, we describe each step of our scheme in more detail.
A. Graph Coarsening
Given a graph Gi = (Vi, El) at level i, we generate a coarsened graph Gi+l = (Vi+I, Ei+l) for level i+ 1 by finding a maximal matching of Gi and collapsing edges in this matching. Maximal matching of a graph is the set of edges Em C Ei such that no two edges in Em are incident on a common vertex, and that any edge not in the maximal matching has at least one of its endpoints matched [16] . Vertices ul and us at the endpoints of matched edges in Em are merged to form a new vertex v E Vi+l with weight W _' = W '_1 + W "_. Vertices in V/that are not endpoints of the matching are copied over to V/+_. If merged vertices are adjacent to a common vertex, a new edge replaces the merged edges with weight equal to the sum of the edge weights it replaces.
A number of procedures to determine the maximal matching has been discussed in [16] to the number of edges in the finer graph, O(IEil). The motivation behind low degree matching is that the coarsest graph will have a high degree of connectivity and hence give more options for our initial partitioning to obtain a low execution time. Also, since we use a graph growing algorithm for the initial partition, a higher degree of connectivity ensures more directions for growth. In addition, our refinement]optimization step at each level also benefits from a graph with a large number of edges.
B. Initial Partition
The graph coarsening process is terminated when the number of vertices in the coarsest graph falls below a given threshold. An initial partition of the coarsest graph is then made among the processors of the system graph with the objective of minimizing the application execution time. VvSth iPi vertices in the system graph.
we employ a rPi-way graph growing algorithm to assign each vertex in 1." to one of the vertices in P. To begin, each processor p is assigned a vertex from V and a region is grown around it for all processors with the objective of minimizing the maximum execution time. Each region continues to grow until all vertices in V have been assigned to one of the processors in P. The choice of initial vertices to start the growing procedure affects the quality of the partitioning.
We choose a list L of IP] vertices from V with the highest degrees as the one to begin the growing procedure.
The motivation behind this approach is that higher the degree, the greater will be the directions for partition growth at a processor. This approach for choosing initial vertices produces fairly good partitions.
A vertex from L is assigned to a processor in accordance with the processor's processing weight. We employ a linear time bucket sort to order processors with non-increasing processing weight. Similarly, we order vertices in L with non-decreasing computational weight, and assign the i-th element of L to the i-th processor. Once each processor has a vertex assigned to it, it has an associated execution time (see Eq. 8). A region could be grown around each assigned vertex in a breadth first fashion as in [7] . However, we employ a greedy approach whereby the region corresponding to a processor is allowed to grow only along a neighboring vertex w that leads to a minimum increase in the execution time of the processor. The gain in the execution time of processor p on assignment of an unassigned vertex v is given by
u.Aq, VqEP, q¢p Thus, the increased execution time on assignment of v to p is ET_ = ETp' + GainS, where ETp' is the execution time prior to the assignment.
Each region has a candidate vertex w among all its neighbors, the gowth along which will lead to the minimum increase in execution time at the processor.
where N(Rp)represents the set of vertices that are neighbors to the region corresponding to processor p. Over all w's associated with each region, only one region is allowed to grow in each iteration. A region is selected for growth if its candidate vertex w on inclusion into the region results in the lowest execution time over all processors.
In total, IVc I-]PI iterations of individual growing are required, where tVcl is the number of vertices in the coarsest graph. To speed up the graph growing procedure, we use a min-heap to store vertices on the frontier of each region, defined to be the set of vertices on the boundary.
Each element of the heap has three fields, namely the vertex on the frontier, the region to which it could be assigned, and the corresponding execution time of the application if the vertex is assigned to that region. The rain-heap is keyed on the application execution time. Thus, the vertex with the minimum application execution time is inserted first into its corresponding region. When a vertex is inserted, the adjacent vertices already in the heap are updated to reflect the new application execution time and those vertices not in the heap are inserted. A table of pointers to heap elements is also maintained to allow constant time access. The motivation behind this graph growing strategy is that it attempts to minimize the application execution time as well as the variance of individual processor execution times. The graph growing algorithm only requires O(lVcl) time since it is performed on the coarsest graph.
C. Refinement
The coarsened graph is projected back to the original through several levels of refinement. At each refinement level, the partition for a coarsened graph is mapped to a partition for the finer graph, by assigning vertices u and v that were merged to produce vertex w to the processor to which w was assigned at the coarser level. However, a good initial partition does not guarantee a high quality partition for the original gaph. Hence, at each refinement level, the application execution time is optimized by checking for fruitful vertex migrations across partitions. Finer granularity and a high degree of connectivity (which was our objective in the coarsening step) gives greater scope for optimization. Given a partition, with processor m having the maximum execution time MaxET, we attempt to reduce it using three types of vertex migration asdiscussed below.It is importantto notethatnoothervertexmigrationsapartfrom thosediscussed below canreducethe executiontime of _. A vertexmigrationthat reducesthe executiontime of m shouldnot simultaneously increase theexecutiontime of otherprocessors in thesystembeyondMazET.
• Migrate vertex from m: In this migration class, we consider only the border vertices in the partition for m because empirical results show that almost all fruitful vertex migrations are along a partition border. Each border vertex of m is checked for mi_ation to every other processor in the system. We compute TentMazET_,, the tentative maximum execution time that would result if a border vertex v is migrated to processor p. If
TentMaxET < MaxET, the migration is fruitful. Note that several border vertices could be candidates for a fruitful migration. We choose the vertex with the lowest value of TentMaxET as the successful candidate for migration.
• Migrate vertex to m." Owing to the diversity in weights of the edges in both the system and workload graphs, migration of a vertex to the processor with MaxET could also reduce the execution time. This situation arises when the processing cost associated with a vertex being migrated is very low compared to its communication cost. However, in this class, migration of only the neighbors of the border vertices of m that are assigned to other processors can lead to a reduction in MaxET. We compute TentMaxET for each possible vertex migration in this fashion and choose the one causing the largest decrease in execution time.
• Migrate vertex from p to q (p ¢-q _ rn): This class deals with vertex migration among processors other than m. It is possible to reduce MaxET by migrating vertices among processors not involving m because of the heterogeneity in link and processing weights of a system _aph. However, the vertex being migrated from p to q must have an edge into m for the migration be to fruitful. Hence we consider only a subset of P for possible choices ofp and q. As in the other two cases above, we compute TentMaxET for each possible migration and select the one with the lowest value. At each refinement level, the above-mentioned migrations are carried out iteratively. During each iteration, each of the three classes produce their best candidate vertices for fruitful migration. Among the three, the one for which TentMaxET is minimum is ultimately committed for migration. On commitment, we update the processor assignment for vertices, and the values for MaxET and m. Our iterative refinement scheme continues in this fashion until none of the three classes produces a candidate vertex.
Unfortunately, this could denote a situation where the partitioning process has reached a local minima and a sub-optimal solution could be obtained by stopping the refinement step. We therefore have a mechanism for climbing out of local minima. Basically, when a minima is achieved, a non-fruitful vertex is still allowed to make a false migration with the expectation that future fruitful migrations will compensate positively for the incurred rise in execution time. We record a sequence of false migrations and if we encounter a cumulative overall decrease in execution time, we commit these migrations. Experimental results with our test cases have
shown that a sequence of 10 false migrations helps MiniMax avoid local minima in most cases and produces good results.
With false migrations, the vertex-processor combination is recorded so that the same vertex cannot be re-migrated to the same processor in two consecutive migrations. This avoids toggling vertices between processors during the false sequence of migrations.
VI. EXPERIMENTAL STUDY
Experiments to evaluate our MiniMax partitioner were performed on a wide range of workloads ranging from realistic size computational meshes used for aerodynamics simulations at NASA to synthetic workloads. The NASA test case is a dual graph representation of a finite element mesh whereas the synthetic workload graphs are more general in the sense that vertex and edge weights as well as the degree of connectivity can be chosen arbitrarily. Partitioning quality is measured using the following three metrics.
• Execution
Time of the application (ET): This is a direct measure of any partitioning or assignment solution and reflects the total time taken for the application to complete. Given a partition, the execution time of individual processors is calculated according to Eq. 8, and the maximum value gives the execution time (ET) of the application. Ourobjectiveis tominimizethismetric.
• Standard Deviation (_r): An alternative way to evaluate a partitioning scheme is to determine the deviation of each processor's execution time from the average execution time among all processors. This reflects the variance among each processor's load assignment:
where the average execution time ETa_ is given by (10)
pEP A low value for a is desired.
• Imbalance Factor (Imb): Load imbalance is defined as the ratio of the maximum execution time to the average execution time among processors. It is defined as
Clearly, the best possible value for Imb is unity. During the generation of these workload graphs,
A. Performance Results
we considered the computation-to-communication ratio at a vertex. Generally, the computational requirements of an application targeted for parallel distributed execution on the Grid are significantly larger than the communication requirements, otherwise the benefits of Grid computing would be limited. Also, in order to incorporate heterogeneity in the workload graph, the vertex and edge weights vary randomly. Therefore, we have kept the computation-to-communication ratio diverse, ranging from 1000:1 to 2:1. We have chosen the range of random values for vertex and edge weights, and the degree of connectivity of the workload graph in such a way that this ratio falls within the desired range. Table II shows results for a workload graph where vertex and edge weights are random, but with a uniform distribution. record the system potential (_sys) corresponding to each system graph. The choice of vertex and edge weights for system and workload graphs determines the execution time of individual processors. Therefore, the results generated by our experiments are dependent on the range of random values assigned to the vertex and edge weights as discussed above. We need to assume a unit of time that is consistent throughout our experiments.
The results from our experiments yield very large values and thus, without the loss of generality, we have assumed the smallest unit of time to be microseconds.
The execution times are reported in seconds, whereas the standard deviation is shown in microseconds. The imbalance factor is a dimensionless quantity, while system potential is expressed as the inverse of time in seconds. It is apparent from the results that MiniMax produces very high quality partitions. We observe that a is orders of magnitude lower than ET for all the experiments we have performed. These imply that all processors have approximately the same ET and hence a near perfect fmb is obtained.
We also observe that ET is a function of _s_s, as described in Section HI-C, and not strictly dependent on the number of processors in the system. The reduction in ET more closely follows an increase in _Ssy_ rather than an increase in the number of processors. This is clear from the ET entries in the tables for systems having full heterogeneity. For the case of fully-heterogeneous and processor-heterogeneous systems, this observation is obvious. The same claim can be made for link-heterogeneous and connectivity-heterogeneous systems, but with a lesser emphasis for our test cases. The reason is that our workload graphs are computeintensive owing to our choice of keeping the computational weights much higher than the communication weights.
This causes the change in _sus to be directly proportional to the change in number of processors if processing weights are kept constant. As _s_s is measured with respect to a workload graph (see Section III-C), the low values of communication weights in our test cases have their effect subdued by much larger computational weights. When communication weights were given larger values, similar lack of correlation has been observed. These experimental results validate our claim in Section III-C that _sys is a more powerful metric along which a partitioner for heterogeneous systems can be measured for scalability. Our experimental results are dependent on the random weights assigned to the workload and system _aphs.
However, we can draw insightful conclusions from these results. For a compute intensive workload, F_,T is largely dependent on processor heterogeneity and to a lesser extent on link heterogeneity. For example, in We can also compare the improvement in ET against changes in cI'su_. For our test applications, there is a dramatic improvement in ET for an initial increase in _sus as seen in Figure 6 . Figure 6 (a) plots absolute change in ET for a corresponding change in cI,_us for the NASA test application for each of the four types of system graphs.
Gradually, a state of saturation is reached where further increases in _sus causes little improvement in ET. This indicates that for a given application, there would be very little gain by employing more processors once a saturation point is achieved. The steep initial increase for all types of system graphs confirms that our partitioner attains this saturation point very quickly. Figure 6 (b) shows changes in ET against changes in _us for three different workload graphs when the system graph is fully heterogeneous. Similar observations can be made here. Again, the data for these figures were obtained from Tables I-III. VII 
