Given the large number of categories, or class types, in the Chinese language, the challenge offered by character recognition involves dealing with such a large-scale problem in both training and testing phases. This paper addresses three techniques, the combination of which has been found to be effective in solving the problem. The techniques are: 1) a prototype learning/matching method that determines the number and location of prototypes in the learning phase, and chooses the candidates for each character in the testing phase; 2) support vector machines (SVM) that post-process the top-ranked candidates obtained during the prototype learning or matching process; and 3) fast feature-vector matching techniques to accelerate prototype matching via decision trees and sub-vector matching. The techniques are applied to Chinese handwritten characters, expressed as feature vectors derived by extraction operations, such as nonlinear normalization, directional feature extraction, and feature blurring.
Introduction
The support vector machine (SVM) classification method (Cortes and Vapnik [1] ) represents a major development in pattern recognition research because it produces highly accurate results for optical character recognition (Vapnik [2] ). In applying SVM to Chinese character recognition (CCR), however, we face a challenge given the large number of class types (at least 3,000) in the Chinese language.
SVM is essentially a method of binary classification, (in which each object is classified as one of two classes). When dealing with a multi-class classification, in which each object is classified as one of m classes, where m > 2, the problem must be decomposed into binary classification sub-problems, and the SVM method can be applied to the sub-problems.
Two possible ways exist to decompose the problem: one-against-others (Bottou, et al. [3] ) and one-against-one (Knerr, et al. [4] and Platt [5] ). In the former approach, we train m SVM classifiers, each of which classifies a sample (character) as A or not A, where A is one of the m class types. In the latter approach, we train m(m-1)/2 class types, each of which classifies a sample as A or B, where A and B are any two class types. The one-against-others approach is computationally costly in terms of CCR training, since it constructs m classifiers, each derived from n training samples, where n is the number of training samples. The one-against-one approach also costs in terms of F. Chang training, since it constructs m(m-1)/2 classifiers; however, each classifier derives from a smaller set of training samples.
To cope with the size of the CCR application, we propose a novel decomposition scheme. First, we use a prototype learning method (Chang, et al. [6] and Chou, et al. [7] ) to reduce the number of training samples to a much smaller set of prototypes. We assume that Chinese characters are represented as d-dimensional feature vectors. Therefore, the resultant prototypes are also d-dimensional, and they decompose the feature-vector space into disjoint domains of attraction (DOA) 1 , where the DOA of a prototype p is defined as the set of feature vectors that find p as the nearest prototype.
This decomposition scheme can be useful to SVM. In the training phase, we collect the pairs, referred to as confusing pairs, of class types that are the top-k 1 candidates of some training samples. We then construct SVM classifiers for these pairs. In the testing phase, when a test character x is given, we collect the top-k 2 candidates of x and apply SVM classifiers to the confusing pairs found among the candidates. We then apply a simple voting scheme to re-arrange the involved candidates of x.
To reduce the number of CCR candidates further in the testing phase, we can combine of the following methods (Liu, et al. [8] ). The first method employs multiple decision trees to determine the candidates collectively for each test character. The second method employs sub-vector matching in a few intermediate steps, using a subset of features in each step. A decision tree then decomposes the feature space into disjoint hyper-rectangles, each of which associates with a number of candidates. Since multiple trees are used, we rely on a voting scheme to decide the candidates for the next step, which uses sub-vectors to further reduce the computational cost of matching test characters with prototypes.
The remainder of the paper is organized as follows. Section 2 contains the learning algorithm for constructing prototypes out of training samples. In Section 3, we describe the post-processing technique that uses SVM in the training and testing phases. Section 4 discusses the methods that accelerates prototype matching, and Section 5 details the experiment results. Finally, in Section 6, we present our conclusions.
The Prototype Learning Algorithm
The prototype learning algorithm (PLA) described in this paper is a special version of the adaptive prototype learning (APL) algorithms detailed in Chang, et al. [9] . In fact, the PLA is a simple version of APL, but, unlike general APL, it does not involve any parameters, and thus avoids high computational cost of searching for optimal parameter values. PLA represents a rather fast and reasonable way to decompose the feature vector space so we do not have to spend too much time on the expensive optimization process.
We assume n training samples (x 1 , y 1 ), …, (x n , y n ) drawn independently from the set R d ×Λ according to the same distribution, where Λ = {1, 2,…, m} is a set of labels or class types. Prototypes also lie in R d , but they are not necessarily training samples. Moreover, each prototype associates with a label that is also a member of Λ. Two entities (samples or prototypes) are regarded as homogeneous if they have the same label, or heterogeneous if their labels are different. When given a set of prototypes, we say that a sample x is absorbed, if
where p is the nearest homogeneous prototype to x, and q is the nearest heterogeneous prototype. 
Selection of Unabsorbed Samples in P1 and P3:
In P1, a y-sample is selected as follows. We let each y-sample cast a vote to its nearest y-sample, and select the one that receives the highest number of votes. In P3, an unabsorbed y-sample is selected as follows.
is the label of an arbitrary x. We let each member of y Ψ cast a vote for the nearest member in this set. The selected y-sample is the member of y Ψ that receives the highest number of votes.
Fuzzy c-means in P3:
In FCM [9] [10] , the objective function to be minimized is
under the constraint
where ij u is the membership grade of sample j x to prototype i c . Using the Lagrangian method, we can derive the following equations:
for i = 1, 2, …, I, and j = 1, 2, …, J respectively. FCM, a numerical method, finds a locally optimal solution for (4) and (5) . Using a set of seeds as the initial solution for
, the algorithm computes The prototypes are thus the cluster centers computed by FCM, which are the weighted sum of all the samples. For this reason, it is possible that the iterative process in steps P1 to P3 could continue to construct new prototypes and never converge [7] . To remedy this problem, we modify P3 .
Recall that in P3, we employ FCM to compute a set y Λ of y-prototypes, using an un-absorbed y-sample x and existing y-prototypes as seeds.
be the set of y-samples for which p is the nearest y-prototype. If there exists any p in y Λ , for which D y (p) is empty, we declare x to be a futile sample. If a sample is declared futile in an iteration, it will not be used as a sample in any subsequent iteration. This modification of P3 ensures the convergence of PLA [9] .
SVM for Post-processing
When given a set of prototypes, we define the top-k candidates of a sample x as the top-k class types found within the prototypes, which are sorted according to their distances from x. We may have to search for more than k nearest prototypes to obtain the top-k candidates, because two different prototypes could bear the same class type. We then collect the pairs (C i , C j ), where C i and C j are, respectively, the i th and j th candidates of x for 1 ≤ i, j ≤ k. Note different values of k can be chosen in the training and the testing phases. We assume that k 1 and k 2 candidates are selected in the training testing phases, respectively.
For each confusing pair (C, D), the samples of C and D are labeled, respectively, as 1 and -1. The task of the SVM method is to derive from the C-and D-training samples a decision function f(x) in the following form.
where s i are support vectors, i α is the weight of s i , β is the biased term, y i is the label of s i , i = 1, …., I, and K(·, ·) is a kernel function. The character x is classified as a C-or Dobject, depending on whether f(x) is positive or negative; details are given in [2] . For our application, we adopt the kernel function:
where > < x s , is the inner product of s and x, and δ is the degree of the polynomial kernel function.
In the testing phase, for a character x, we first use the prototype-matching process to find k 2 candidates for x. We then compute the decision functions associated with all confusing pairs found within the top-k 2 candidates of x. If a confusing pair (C, D) is found among the candidates, and x is classified as a C-type, then C scores one unit. The candidate with the highest score ranks first, the candidate with the second highest score ranks second, and so on. If two candidates receive the same score, their relative positions remain the same. We then rearrange the involved candidates according to their assigned ranks.
Note, three parameters are involved here: δ, k 1 
Acceleration of Prototype Learning
Two methods are used to accelerate matching samples with prototypes: multiple trees and sub-vector matching. They have advantages and disadvantages. The tree method, for example, is fast, but has a high risk of excluding the nearest known objects from the candidate list given a short list. In contrast, with the sub-vector matching method, in a lower risk exists of minimizing the candidate list, but the computational cost is high. One way to maximize the benefits of both methods, we combine them as follows. First, we use the tree method to reduce the number of candidates substantially, then apply the sub-vector method to the remaining candidates to find the nearest known object.
Multiple Trees
Each decision tree is a CART (Breiman, et al. [10] ) or a binary C4.5 tree (Quinlan [11] ). On each node of the tree, the feature and the split point is chosen to maximize the reduction of impurity [10] . With such a tree structure, we must resolve three issues: 1) how to grow multiple trees, instead of a single tree; 2) how to know when to terminate the tree; and 3) a mechanism to retrieve candidates from the multiple trees.
With regard to the first problem, suppose the training samples are expressed as d-dimensional feature vectors, and we decide to grow t number of trees. We divide each d-dimensional vector into t times e-dimensional sub-vectors so d t e ≥ × . If the equality holds, the t sub-vectors will not share any features; otherwise, they will overlap partially. The training samples then split into t sets of sub-vectors and each set is input to a tree. When the tree-growing process has been completed, we store at each leaf the class types of the samples that have reached that leaf.
For the second problem, we do not want to grow a tree to many levels, since the further we go, the smaller the leaves, and the greater the risk of losing critical candidates. Suppose the input samples are e-dimensional vectors, and the total number of training samples is n. One way to limit the growth of the tree is to stop splitting all nodes at level l, where e l ≤ ≤ 1 , and count the root level as 1. However, it is unreasonable to require that all paths stop at the same level l, thereby generating leaves of various sizes. Instead, we limit the size of leaves to
because, if a tree terminates at level l, the average leaf size of the tree will be u. Therefore, if a node contains less than u samples, we do not split it further. Since the value of u depends on that of l, we write it explicitly as u(l). The optimal value of l is determined in the procedure for solving the third problem, i.e., candidate retrieval.
To retrieve candidates from multiple trees, we first grow t trees, in which the leaf sizes are bounded from above by u(l). We then assume that a training sample is input to these trees and locates on the leaf i L of tree i, i = 1, 2, …, t. For each class type C stored on these leaves, we define its vote count as the number of leaves on which it is stored. We then take the candidate list as the set of C, whose vote count exceeds v, i.e.,
The optimal values of l and v are determined by means of the validation data (cf. Section 3). We first compute the accuracy rate R prototype , defined as the proportion of validation samples that match in class type with their nearest prototypes. This represents the accuracy rate we obtain without multiple trees. To obtain the accuracy rate with multiple trees, we first grow multiple trees that terminate at leaves no larger than u(l). We then input the validation samples into the trees to obtain the accuracy rate R tree (l, v) , defined as the proportion of validation samples, whose class types fall within Candidate_List(l, v). We choose l and v such that
The set Θ of ) , ( v l that satisfies (9) is never empty, since
is then the pair in Θ that maintains the minimal size of Candidate_List(l, v).
Sub-Vector Matching
When we input a test character to the multiple trees, we retrieve from the trees the prototypes with class types that fall within Candidate_List(l, v), for the optimal value of l and v. To avoid wasting time on unlikely candidates, we take the following intermediate steps, each of which performs sub-vector matching.
The first step handles sub-vectors of length d 1 , the second step handles sub-vectors of length d 2 , and so on, where d 1 < d 2 < … < d. At the end of each step, the prototypes whose distance to the unknown object falls below a certain threshold are input to the next step for further processing. In the last step, full-length vectors are matched and the nearest prototypes are output. Two elements must be determined for each step: the feature types included in the sub-vectors and the threshold.
We first sort all feature types by means of their information gain [8, 11] . Then, we employ the features of the top-d 1 ranks in the first step, and the features of the top-d 2 ranks in the second step, and so on.
In the sub-vector matching method, we must determine three elements: the quantity of steps we need to perform, the dimension of the sub-vector used in each step, and the threshold associated with this dimension. Let us assume that the dimension is given, and we want to determine the threshold associated with it. Again, we use validation data for this purpose. We pass the validation samples through full-vector matching as well as sub-vector matching, because we want to set the threshold in such a way that the two matching approaches achieve a comparable performance.
To ensure a robust performance, we associate a threshold with each sample s as follows:
where λ is a value between 0 and 1, Avg_Dist is the average sub-vector distance between x and all prototypes, and Min_Dist is the minimum sub-vector distance. If p is a prototype with || || x p − < ) , ( λ s Threshold , p is said to be λ-acceptable. We define the Accuracy_Rate(λ) as the proportion of validation samples that match in class type with the nearest λ-acceptable prototypes. Let R full be the proportion of validation samples that match in class type with their nearest prototype, with respect to the full-vector distance. The optimal value of λ is then the smallest value for which
We now consider the number of steps to be performed, and the dimension, or the number of features, for each step. We use n e to denote the number of prototypes passed to the next step if we perform sub-vector matching with dimension e. Suppose the dimension for step i is d i . We describe what to do for step i+1. To perform sub-vector matching at step i+1, we need to compute 
we adopt sub-vector matching with dimension 1 + i d ; otherwise, we adopt full-vector matching. We proceed in this fashion, until dimension d is reached at a certain step.
Experiment Results
We evaluated the three techniques by applying them to the ETL9B dataset, which consists of 3,036 Chinese/Hiragana character types. From this dataset, we took 100 samples per character type for training purposes and another 100 samples per character type as validation data. The feature extraction method consisted of three basic techniques (Chang, et al. [12] [13] [14] ): non-linear normalization (Lee and Park [15] and Yamada, et al. [16] ), directional feature extraction ( [12] , [14] ), and feature blurring (Liu, et al. [17] ).
If we had to train all one-against-one SVM classifiers for the 3,036 character types out of 303,600 training samples, it would have taken an estimated 32 days using a PC with a Pentium IV 2.4GHz CPU and 2GB RAM. In the testing phase, a fast method like DAGSVM [5] , would have required 31.78 seconds to recognize a character and would have stored approximately 1.5×10 8 support vectors in the memory. However, if we use the proposed approach, we need to store only 19,237 prototypes (6.3% of the training samples), and 11,104,041 support vectors (approximately 7% of the support vectors, if all pairs are given as confusing pairs). It is noteworthy that we spent only 61.1 hours training both the prototypes and SVM. The three parameters δ, k 1 , and k 2 (cf. Section 3) were found to be 2, 3, and 5, respectively.
By applying multiple trees and sub-vector methods to accelerate the matching of test samples and prototypes, we can recognize 1418.7 characters per second, compared to 57.6 characters per second if a sample had to match all prototypes; thus, the acceleration ratio is 24.6. From the results shown in Table 1 , we observe the acceleration methods do not cause any loss in test accuracy. Using SVM for post-processing boosts the test accuracy rate from 93.68% to 96.59%, but it adds 9,537 seconds to the recognition time so the recognition speed drops from 1418.7 to 31.1characters per second (Table 2) . 
Conclusions
We have proposed a combination of three methods to solve the Chinese handwriting recognition problem: prototype learning/matching, SVM, and fast vector matching using multiple trees and sub-vectors. The prototypes and trees provide the means to decompose the feature vector space and help reduce the number of candidates for matching. Sub-vector matching is obviously useful because it avoids wasting time on less likely candidates. By using these techniques in the pre-processing stage, we can exploit the effectiveness of SVM to enhance the test accuracy of the recognition task. The combination of the techniques is not only useful for the current application, but also for many other types of classification problems that involve a large number of class types and training samples.
