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We demonstrate experimentally and theoretically that the dissipative state of superconducting samples
with a periodic array of holes at high current densities consists of flux rivers resulting from a short-range
attractive interaction between vortices. This dynamically induced vortex-vortex attraction results from the
migration of quasiparticles out of the vortex core (kinematic vortices). We have directly visualized the
formation of vortex chains by scanning Hall probe microscopy after freezing the dynamic state by a field
cooling procedure at a constant bias current. Similar experiments carried out in a sample without holes
show no hint of flux river formation. We shed light on this nonequilibrium phenomena modeled by time-
dependent Ginzburg-Landau simulations.
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Self-organization and its associated pattern morpholo-
gies belong to the most striking phenomena in nature.
Usually periodic, such features are often the result of
competing interactions. One of the most common struc-
tures is stripe patterns, which are found in magnetic, col-
loidal, or biological systems [1]. In most of them, the long-
range (dipolarlike) repulsion is balanced by a short-range
attraction, with an origin specific to each system.
An interesting analogue can be found in superconduc-
tivity. Although this state of matter is magnetophobic, the
magnetic field can penetrate (type-II) superconductors in
the form of vortices with each bearing a flux quantum 0.
Since the magnetic energy increases when vortices ap-
proach each other [2], their interaction is purely repulsive,
and they form a triangular lattice. However, an attractive
component in the vortex-vortex interaction may appear
even in type-II superconductors. For example, such phe-
nomenon is observed in anisotropic superconductors with a
magnetic field tilted away from the principal symmetry
axes [3–5], or as a result of the nonlocal relationship
between supercurrents and vector potential in clean and
low- materials [6]. Another example can be found in the
case of type-1.5 superconductors where two weakly
coupled order parameters, each of which belong to a differ-
ent type of superconductivity, coexist in the same material
[7,8]. In all cases when vortex attraction is present, a vortex
chain formation is observed.
However, the formation of vortex chains in isotropic
type-II superconductors is still energetically unfavorable
due to purely repulsive interactions [9]. The only instance
where vortex chains are predicted to attract each other in
type-II isotropic superconductors is when they are out of
equilibrium. Namely, in an applied dc drive, fast moving
vortices due to a Lorentz force create an excess of quasi-
particles behind themselves generating a wake of depleted
order parameter [10,11]. This effect gives rise to the so-
called kinematic vortices characterized by a very aniso-
tropic vortex core elongated in the direction of motion
[11]. Under these circumstances, vortices attract the fol-
lowing vortices and interconnect into a ‘‘vortex river.’’ This
directional interaction between kinematic vortices is in-
deed similar to several soft-matter systems [12,13], with a
difference that vortex rivers are dynamic.
In this Letter we image dynamically induced vortex
chains by promoting the proliferation of kinematic vortices
in the sample via (i) a dc electric current and (ii) by
structuring the film with a periodic array of antidots. The
reason for patterning is twofold. First, the narrow constric-
tions between the antidots favor the appearance of kine-
matic vortices [14] and also magnify the current density.
Second, the multiply connected structure permits the sta-
bilization of stationary vortex chains. In what follows, we
show direct visualization of vortex stripes by scanning Hall
probe microscopy (SHPM) after ‘‘freezing’’ the dynamic
phase by quickly cooling the sample in the presence of a
bias current and applied field.
The investigated sample was a 50 nm thick Pb film with
a square array of square antidots made by e-beam lithog-
raphy and subsequent lift-off. The sample is deposited on
top of a Si=SiO2 substrate. The period of the pattern isw ¼
1:5 m and the size of the antidots is a ¼ 0:6 m (see the
inset of Fig. 1). The average roughness of the Pb film is
1.2 nm on an area of 1 m2. In all cases the external field
was applied perpendicular to the plane of the film and
therefore to the current direction. Transport measurements
performed in a sister sample show clear commensurability
effects (i.e., enhancements of the critical current) at H=
H1¼1=2, 1, 3=2, and 2, where H1¼0=w2¼0:92mT.
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From the superconducting phase boundary of an unpat-
terned Pb film we obtain the superconducting coherence
length ð0Þ  33 nm and critical temperature Tc ¼ 7:2 K.
All samples were patterned in a 300 m wide and 2.1 mm
long transport bridge with voltage contacts which permit-
ted transport measurements and SHPM to be done simul-
taneously. The microscopy images were taken with a
commercial SHPM [15] after field cooling (FC) the sam-
ple. At 4.2 K, the scanning area is 13 13 m2. The
Hall sensor sits about 500 nm above the surface of the
sample. Under these conditions vortices in Pb produce a
maximum signal of2:5 G whereas the field resolution of
the Hall cross is better than 0.1 G.
Our experimental results are supported by a theoretical
analysis based on the time-dependent Ginzburg-Landau














¼ ð5 iAÞ2c þ ð1 T  jc j2Þc ; (1)
coupled with the equation for the electrostatic potential
’ ¼ div½Imðc ðr  iAÞc Þ in a self-consistent Euler
iterative procedure. All quantities in Eq. (1) are scaled
to units at zero temperature, distances to coherence
length ð0Þ, time to GL ¼ @=8kBTcu, the electrostatic
potential to ’0 ¼ @=2eGL, and vector potential A to
0=2ð0Þ. In Eq. (1),  ¼ 2Ec 0=@ 10, with E the
inelastic scattering time, c 0 the order parameter at H ¼ 0,
and u ¼ 5:79 [16]. Neumann boundary conditions for c
and ’ are applied at all sample boundaries (including
antidots), except at the interface with lateral current leads
where r’ jn¼ j.
Prior to transport experiments, we took a series of im-
ages at 4.2 K after the FC procedure with fields ranging
from 4 to þ4 mT in steps of 0.02 mT. We observed a
variety of commensurate vortex states [17–20], and deter-
mined that a maximum of two flux quanta can be trapped in
each antidot, in agreement with Ref. [17]. Our first at-
tempts to simultaneously record images while moving
vortices with an external dc current showed that vortices
remain pinned until reaching the critical current beyond
which severe heat dissipation drives the sample to the
normal state. This transition is very abrupt and we were
unable to visualize the actual vortex motion. To overcome
this experimental shortcoming we applied current pulses to
minimize heating effects.
Figure 1(a) shows a typical voltage response for a pulse
of 150 s duration and amplitude 90 mA obtained at
H=H1 ¼ 0:1 and temperature T ¼ 7 K. Three clear re-
gimes can be identified: at short times no dissipation is
observed, at intermediate times the voltage signal mono-
tonically increases as a function of time indicating a pro-
gressive heating of the sample, and for long pulses the
system transits abruptly to the normal state. Interestingly,
the images obtained after applying pulses of long duration
are identical to those obtained by field cooling procedure.
Namely, long pulses heat the sample above Tc and, there-
fore, once the bias current is switched off (nanoseconds)
the thermal relaxation of the sample towards the original
temperature takes about 100 ms [21]. This (unconven-
tional) field cooling procedure is very convenient and fast
since it enables us to heat the sample without warming up
the rest of the bulky addenda.
For short enough current pulses the superconducting
state was sustained in the sample, and we searched for
evidence of vortex motion under Lorentz force. The pro-
tocol used for visualizing the vortex dynamics was (1) the
sample is cooled down at a given field, (2) a short 50 s
long current pulse is applied, (3) an image scan is per-
formed, and (4) a new pulse, 10 s longer than the pre-
vious pulse, is applied. Then, steps (3) and (4) were re-
peated until superconductivity was destroyed. In the lower
panels of Fig. 1 we show the differential images, obtained
by subtracting two consecutive scans, for short [1(b)] and
intermediate pulse duration [1(c)]. The lack of any contrast
in Fig. 1(b) indicates that short pulses are unable to set
vortices in motion. In contrast to that, pulses of intermedi-
FIG. 1 (color online). (a) Voltage signal as a function of time
(t) for a 150 s current pulse of 90 mA amplitude. The inset
shows an oblique view of the sketched system consisting of a
superconducting film with a periodic array of antidots, in an
applied magnetic fieldH and dc current J. The lines illustrate the
inhomogeneous current distribution due to the array of antidots.
(b) Differential images obtained by subtracting two consecutive
pictures for t ¼ 40 and 50 s and (c) for t ¼ 110 and
100 s, for H=H1 ¼ 0:1. The black (white) spots indicate the
initial (final) position of vortices before (after) the last pulse. The
frames in (b) and (c) are 13:5 13:5 m2. The arrows indicate
the direction of the applied current.




ate duration lead to a clear vortex motion, visible in
Fig. 1(c) through pairs of black (vortex disappearance)
and white spots (vortex appearance) compared to the pre-
vious image.
Of course, the vortex mobility is highly dependent not
just on the duration of the current pulse but on the ampli-
tude of the pulse as well. Besides this expected behavior, in
Fig. 2 we show a nontrivial dependence of vortex mobility
on applied magnetic field, both experimentally determined
and theoretically simulated. Namely, the number of moved
vortices after a pulse depends on the vortex density in
comparison to the density of pinning sites. In the vicinity
of matching fields H ¼ nH1, the rigidity of the pinned
vortex lattice prevents the individual vortex motion. The
minima of vortex mobility are found close to integer-
matching fields, where vortices form a highly ordered
lattice with no available places to hop in [22].
After determining the needed pulse duration for vortex
motion, we subjected the sample to a series of pulses of
intermediate width with a long delay between two con-
secutive pulses. Figure 3 shows images of the vortex
distribution obtained at T ¼ 6:5 K immediately after field
cooling at H H1=2 [3(a)] and after a series of 100 s
pulses with 36 mA amplitude [3(b)] [corresponding im-
ages from theoretical simulations are given in Figs. 3(c)
and 3(d)]. Strikingly, after applying the train of pulses, the
vortex lattice is neither fully disordered nor similar to the
equilibrium FC image, but instead exhibits a clear ten-
dency of vortices towards alignment. Observed vortex
rows in Fig. 3(b) follow both principal directions of the
underlying pinning potential. This is understood from the
known rearrangement of vortex lattice under applied drive
[11]. Namely, prior to phase slippage in the aforemen-
tioned samples, the simulations show that the vortex lattice
in motion rearranges towards a square lattice. This non-
equilibrium feature is made stationary in our samples due
to the antidot lattice which pins the partially rearranged
vortex lattice, as shown in Fig. 3. As shown in Fig. 3(d),
after the current pulse, vortices are trapped in parallel rows,
as their dynamic preparation for continuous motion across
the sample is intercepted.
We hereby realized that the known nonequilibrium
states can be equilibrated in our sample. To investigate
this point further, we employed an alternative method by
cooling the sample while maintaining a dc current through
it. In this way we avoid the heating issues upon cooling,
and freeze the vortex structure at a resultant (current-
dependent) temperature Tf. Because of the irreversible
behavior of the current-voltage characteristics, differences
with respect to the pulsed-current procedure may be ex-
pected. Figure 4 shows a selected set of images after field
cooling down to T ¼ 4:2 K with different magnetic fields
without applied current (top row) and with an applied
current of 36 mA (bottom row). The most pronounced
features of this figure are the parallel (and frozen) rivers
of flux. This unique state is composed of vortices trapped
by antidots, in linear chains which are presumed to be
unstable in type-II superconductors. This is the primary
result of this Letter, showing the history-dependent meta-
stability of vortex states in the presence of pinning (mea-
surements performed in a coevaporated plain unpatterned
Pb film under identical conditions show no hint of stripe
formation [23]), and the existence of an attractive interac-
tion between vortices when moving at high velocities.
The number of observed vortex rivers inside the scan-
ning area is two, irrespective of the applied magnetic field.
It is important to notice that since the sample is acting as a
microheater, the control of cooling rates with an external
thermometer is meaningless. The importance of the actual
cooling rate T is highlighted in Fig. 5, where the calcu-
lated voltage VðTÞ is shown for four different cooling rates.
We found that fast cooling is of prime importance for the
‘‘freezing’’ of kinematic vortex lines, as only the fastest
sweep of temperature resulted in good agreement with
experimental observations [see images 5(a)–5(c)]. At
slower cooling rates, the vortex state equilibrates at lower
temperatures towards latticelike structures (i.e., no vortex
rivers).
It is worth mentioning that SHPM images taken at the
border of the sample showed that at T ¼ 6 K a current of


























FIG. 2 (color online). Number of displaced vortices as a func-
tion of applied field after a current pulse of fixed amplitude and
duration—experiment versus theory. The experimental data were
obtained at T ¼ 6:5 K with pulses of 36 mA amplitude.
FIG. 3 (color online). SHPM image obtained at T ¼ 6:5 K and
H ¼ H1=2 after field cooling (a) and after current pulses of
duration 100 s and amplitude 36 mA (b). Panels (c) and
(d) are the corresponding images from TDGL simulations on a
12 24 m2 sample. The arrows indicate the direction of the
applied current.




27 mA produces a field of 0.03 mT. This is far smaller than
the field range covered in this Letter thus indicating that
self-field effects are not relevant.
To summarize, we provide unambiguous evidence for
the formation of kinematic vortices in a type-II supercon-
ducting film patterned with an array of antidots. These
kinematic vortices attract each other forming stripe pat-
terns that can be stabilized by literally freezing their mo-
tion via a fast thermal quench. Contrary to other systems
exhibiting stripe phases [5–7], vortices in our samples have
no attractive interaction in equilibrium conditions, and
stripe formation results solely from the dynamic history
of the superconducting condensate.
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(b) field cooled with applied current of 36 mA. The arrows
indicate the direction of the applied current.
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