This article provides an overview of commonly used terminology related to quality of service assurance in IP networks. Several approaches to QoS definition, including those of IETF, ITU, and ETSI, are presented and compared. Terms associated with QoS like class of service, grade of service, service level agreement, as well as SLS, TCA, and TCS are discussed. Terminology used in two QoS architectures, IntServ and DiffServ, is also introduced.
INTRODUCTION
Interest in modern Internet applications is constantly growing among service providers and potential customers. Some existing and emerging services require a high level of quality and impose great demands on the network. Realtime applications (e.g., videoconferences), which are very sensitive to transmission delay and jitter and usually require guaranteed high-capacity bandwidth, are a good example. In the presence of even momentary bandwidth scarcity in some areas of the Internet, the need for the development of specific mechanisms for service quality assurance has emerged. A lot of people and organizations around the world are devoting their attention to service quality. The effects of this work can easily be seen. Various network protocols and architectures supporting quality of service (QoS) assurance are available now and are still being developed. One of the side effects is growing havoc in QoS related terminology. There are a lot of terms related to this issue, but they are often used inappropriately. It is clear that the confusion should be eliminated. We provide an overview of this terminology and attempt to clarify it. Our work is based on International Telecommunications Union (ITU), European Telecommunications Standards Institute (ETSI), and The Internet Engineering Task Force (IETF) approaches.
The article is constructed around division of all the terminology associated with service quality in IP networks into three groups of terms related to:
• The definition of service quality, class, and grade
• The specification of a contract between a customer and a service provider • The QoS architectures of IP networks
The first group encompasses terms such as QoS, class of service (CoS), and grade of service (GoS). Since the first is the most extensive, we devote much attention to clarification of this term.
A separate group of terms is used to describe a contract between a customer and a service provider or network operator. The most general term is service level agreement (SLA). More specific parts of an SLA are service level specification (SLS), traffic conditioning agreement (TCA), and traffic conditioning specification (TCS).
We also present an overview of the network architectures supporting service quality assurance in IP networks such as the integrated services (IntServ) and differentiated services (DiffServ) models. Multiprotocol label switching (MPLS) is another technique often mentioned in the context of service quality assurance, but its real role in QoS assurance is not exactly the same as that of the IntServ and DiffServ models. This issue will be explained in the last section of the article.
QUALITY OF SERVICE
The term service in the telecommunications context seems to be obvious. It pertains to the capability to exchange information through a telecommunications medium, provided to a customer by a service provider. Features and parameters of the service are well specified. A service in an IP environment (IP-based service) is defined by ITU as "a service provided by the service plane to an end user (e.g., a host [end system] or a network element) and which utilizes the IP transfer capabilities and associated control and management functions, for delivery of the user information specified by the service level agreements" [1] . ITU describes parameters, attributes and classes of IP-based services.
The term quality, defined in [2] as "the totality of characteristics of an entity that bear on its ability to satisfy stated and implied needs," is less tangible. In fact, the meaning of this term is very broad. In telecommunications the term quality is commonly used in assessing whether the service satisfies the user's expectations. The evaluation, however, depends on various criteria related to the party rating the service. Customers assess it on the basis of a personal impression and in comparison to their expectations, while an engineer expresses quality in terms of technical parameters. This discrepancy may sometimes lead to misunderstandings. Hence, the term QoS is used in many meanings ranging from the user's perception of the service to a set of connection parameters necessary to achieve particular service quality. This problem is also reflected in the literature. To reconcile all points of view we will briefly discuss the general QoS model provided in [3] and use it as a reference to present the ITU, ETSI, and IETF approaches.
THE GENERAL MODEL
There are three notions of QoS defined in [3] intrinsic, perceived, and assessed -that constitute the general model (Fig. 1) .
Intrinsic QoS pertains to service features stemming from technical aspects. Thus, intrinsic quality is determined by a transport network design and provisioning of network access, terminations, and connections [3] . The required quality is achieved, among other things, by an appropriate selection of transport protocols, the QoS assurance mechanisms, and related values of parameters. Intrinsic QoS is evaluated by the comparison of measured and expected performance characteristics. User perception of the service does not influence the intrinsic QoS rating.
Perceived QoS reflects the customer's experience of using a particular service. It is influenced by the customer's expectations compared to observed service performance. In turn, personal expectations are usually affected by the customer's experience with a similar telecommunications service and other customers' opinions. Thus, the QoS with the same intrinsic features may be perceived differently by various customers . It follows that just ensuring particular service (network) parameters may not be sufficient to satisfy customers who are not concerned with how a service is provided. The QoS offered by a provider must reflect the intrinsic QoS as well as some nontechnical parameters that are meaningful to the customer and relevant to a particular community's expectations.
The assessed QoS starts to be seen when the customer decides whether to continue using the service or not [3] . This decision depends on the perceived quality, service price, and responses of the provider to submitted complaints and problems. It follows that even a customer service representative's attitude to a client may be an important factor in rating the assessed QoS. Neither ITU nor ETSI nor IETF deal with the assessed QoS. The assurance of a satisfactory level of intrinsic, perceived, and assessed QoS may be considered separately. The first is the responsibility of a network provider and depends on network architecture, planning, and management. It is mainly a technical problem dealt with by engineers, designers, and operators. An appropriate use of the intrinsic QoS capabilities adjusted to a particular service offered, together with market analysis, are necessary to ensure a high level of perceived QoS. This is the duty of the service provider. Advertising and marketing efforts have an impact on perceived QoS as well. The assessed QoS mainly depends on the charging policy of a provider as well as reliable customer service representatives and technical support.
THE ITU/ETSI APPROACH
The ITU and ETSI approaches to QoS-related terminology are almost the same. In fact, both organizations adopted the concepts of each other while developing the notion of QoS (compare ETSI [4] and ITU [5] [6] [7] [8] documents). They use the same basic definition of QoS expressed for the first time in [5] as "the collective effect of service performance which determine the degree of satisfaction of a user of the service." Some minor differences between the ITU and ETSI approaches can be seen, but they are out of the scope of this article and do not affect the understanding of the topic.
As the above definition suggests, QoS in the ITU/ETSI approach adheres mainly to perceived rather than intrinsic QoS. Besides, they introduce the notion of network performance (NP) to cover technical facets. They make a clear distinction between QoS, understood as something focused on user-perceivable effects, and NP, encompassing all network functions essential to provide a service. QoS parameters are user-oriented and do not directly translate into network parameters. On the other hand, the network performance parameters determine the quality observed by customers but are not necessarily meaningful to them [6] . But there must exist a consistent mapping between the QoS and NP parameters. Relations between QoS and NP in the light of the general model are shown in Fig. 1 . Network performance, as mentioned above, corresponds to intrinsic QoS. It is defined in [5] as "the ability of a network or network portion to provide the functions related to communications between users." NP is defined and measured in terms of parameters of particular network components involved in providing a service. These parameters are the key to network efficiency and effectiveness in providing a service. A high level of NP is achieved by appropriate system design, configuration, operation, and maintenance [4] . Some network performance parameters are defined by ITU in [5, 7] .
To cover various points of view on QoS, ITU and ETSI distinguish four particular definitions ( The requirements of the customer state their preferences for a particular service quality. They may be expressed in technical or nontechnical language understandable to both the customer and the service provider. The latter designs the service offered to the customer on the basis of their requirements, even though the service provider may not always be in a position to meet the customer's expectations. The QoS offered may be influenced by the considerations of a service provider's strategy, benchmarking, service deployment cost, and other factors [8] . It is expressed by values assigned to parameters understandable to the customer (e.g., "service availability in a year is 99.95 percent"). The QoS achieved is usually expressed by the same set of parameters. Comparison of the quality offered and achieved gives the service provider a preliminary rating of perceived service performance. However, the most important feedback, from the service provider's perspective, is QoS perceived by the customer, who finally rates the service quality comparing the experienced quality to his/her requirements. The ITU defines a set of QoS parameters in [5] .
QoS and NP are interrelated. Ensuring high network performance is crucial to a successful service provision. Parameters of the QoS offered can be categorized as network-and non-network-related. The former, in turn, can be translated into NP parameters. Target values of these parameters are assigned. The achieved network performance is obtained on the basis of a parameter measurement. It gives feedback to the network provider. The combination of the NP achieved and non-network-related QoS constitutes the QoS achieved.
THE IETF APPROACH
IETF focuses on intrinsic QoS and does not deal with perceived QoS. It stems from the main objectives of IETF, concerned with the Internet architecture and its development, dependability, and effectiveness. QoS is understood by IETF as "A set of service requirements to be met by the network while transporting a flow" [9] . It is closely equivalent to the notion of NP defined by ITU/ETSI and is defined in terms of parameters.
During the past few years IETF has devoted a lot of attention to QoS assurance in IP networks. It developed various QoS mechanisms for the Internet. It proposed two significant network architectures: IntServ [10] and DiffServ [11] . It standardized the Resource Reservation Protocol (RSVP) signaling protocol, originally intended for IntServ model implementation and extended later for other purposes. It also developed the notion of IP-QoS architecture as a comprehensive approach to QoS, and proposed several solutions. IETF defines some architecture-independent QoS parameters as well as specific parameters of network components, such as traffic meters, packet markers, droppers, or schedulers, constituting a particular network architecture. There is a close relationship between parameters of network components and the "quality" experienced by packets.
QOS PARAMETERS
Intrinsic QoS in packet networks is expressed by at least the following set of parameters that are meaningful for most IP-based services:
• Bit rate of transferring user data available for the service or target throughput that may be achieved.
• Delay experienced by packets while passing through the network. It may be considered either in an end-to-end relation or with regard to a particular network element.
• Jitter -variations in the IP packet transfer delay. Again, it can be applied to an endto-end relation or a single network element.
• Packet loss rate, usually defined as the ratio of the number of undelivered packets to sent ones. These parameters describe the treatment experienced by packets while passing through the network. They can be translated into particular parameters of the network architecture components used to ensure QoS. They are finally mapped into the configuration of network elements. They are also closely connected with protocols used in the network and equipment abilities.
Additionally, intrinsic QoS may have the following attributes depending on the network architecture as well as the application demands:
• End-to-end (e. 
Parameters of perceived QoS are, to a large extent, more difficult to define. They depend not only on the network architecture, technique, or mechanisms used to enure service quality. They are usually expressed in different terms but should be always somehow translatable into specific network parameters regardless of the network architecture. An example of an extensive set of parameters of the perceived QoS is provided by ITU [5] .
Service support, in general, reflects the provider's ability to provide a service and assist in its utilization. Parameters related to service operability determine the service ability to be operated by a user. Servability related parameters determine the service ability to be obtained when requested by the user and continue to be provided without excessive impairment for a requested duration. Service security specifies the level of a service's protection against unauthorized monitoring, fraudulent use, natural disaster, and other impairments [5] .
CLASS OF SERVICE
The CoS is a broad term describing a set of characteristics available with a specific service. Both IETF and ITU-T define the CoS term. It is defined by IETF as "The definitions of the semantics and parameters of a specific type of QoS" [9] . The ITU -Telecommunications Standardization Sector (ITU-T) definition of CoS can be found in [12] . Services belonging to the same class are described by the same set of parameters, which can have qualitative or quantitative values. Usually, the set of parameters within the class is defined without assignment of concrete values, but these values can be bounded.
The idea of service classification is relatively mature. For example, the original IP was intended to provide a simple way of classifying packets, but this capability of IP is rarely used. Traffic in asynchronous transfer mode (ATM) networks is divided into classes as well. Currently, concrete service classes are defined within IP-QoS architectures proposed by IETF, such as IntServ and DiffServ. The following three classes are defined within IntServ architecture: guaranteed, controlled load, and best effort. Also, in DiffServ three classes were initially defined (olympic, premium, and best effort), but this classification is currently of historical importance.
ITU-T introduced IP transfer capability, which is related to CoS [13] . The following three transfer capabilities are defined:
• Dedicated bandwidth (DBW) IP transfer capability • Statistical bandwidth (SBW) IP transfer capability • Best effort (BE) IP transfer capability Each IP transfer capability is characterized by the service model, traffic descriptor, conformance definition, and any QoS commitments. IP transfer capabilities strive for compatibility with CoS defined in IETF QoS architectures. For example, DBW is related to guaranteed service and end-to-end services based on the expedited forwarding per-hop behavior.
GRADE OF SERVICE
The notion of GoS is sometimes used to categorize services with respect to high-level requirements. Survivability issues or probability of physical damage of a connection due to natural disasters (earthquakes, volcano eruptions, etc.) may be taken into account. For example, services may be differentiated with respect to provision of a protection path that may be physically disjoint with the working path or not. Another criterion may be the possibility of offering connections over the path crossing regions of low damage probability. The term GoS applies, for example, to leased line service or switched connections in optical networks.
THE SPECIFICATION OF A CONTRACT BETWEEN THE CUSTOMER AND THE SERVICE PROVIDER
In compliance with the ITU definition, a service level agreement (SLA) is "a negotiated agreement between a customer and the service provider on levels of service characteristics and the associated set of metrics. The content of SLA varies depending on the service offering and includes the attributes required for the negotiated agreement" [1] . An SLA may be in form of a document containing names of the parties signing the contract. According to [1] it should be composed of service level objectives, service monitoring components, and financial compensation components. Service level objectives encompass QoS parameters or class of the service provided, service availability and reliability, authentication issues, the SLA expiry date, and so on. Service monitoring specifies the way of measuring service quality and other parameters used to assess whether the service complies with the SLA. It may also include an agreement on form and frequency of delivering the report on service usage. The financial component may include billing options, penalties for breaking the contract, and so forth [1] . The IETF defines an SLA in a similar way as "a service contract between a customer and a service provider that specifies the forwarding service a customer should receive" [11] . An SLA should be expressed in a way intelligible to a customer. It encompasses basic features of the service and well-defined unambiguous criteria of assessing whether the service delivered is consistent with the contract. On the other hand, limits imposed on the customer must be clear. An SLA must consist of responsibility rules for breaking the contract by the service provider as well as by the customer. It usually includes other parameters such as those defined by ITU. Regarding the IETF definition, SLA may also include traffic conditioning rules that, at least in part, constitute a TCA.
Summarizing, SLA is a broad term encompassing technical features and parameters of the service as well as legal and charging aspects. SLA parameters and attributes define IP-based service.
The notion of service level specification (SLS) was introduced to separate a technical part of the contract from SLA. It is defined as "a set of parameters and their values which together define the service offered to a traffic" [14] . In other words, it specifies a set of values of network parameters related to a particular service. The IP transport services are technically described by SLSs. Work aimed at specifying a set of basic parameters that will compose the elementary contents of an SLS is in progress.
A traffic conditioning agreement (TCA) is an agreement specifying packet classification rules and traffic profiles as a description of the temporal properties of a traffic stream, such as the rate and burst size. The customer is obliged to adjust the generated traffic streams to a contracted profile. In order to force a customer's traffic conformance to the profile particular metering, marking, discarding, and shaping rules are defined. The treatment of out-of-profile packets is also specified by a TCA. Moreover, according to the IETF definition, "TCA encompasses all of the traffic conditioning rules explicitly specified within a SLA along with all of the rules implicit from the relevant service requirements and/or from a DiffServ domain's service provisioning policy" [11] .
The traffic conditioning specification (TCS) is a set of parameters with assigned values that unambiguously specify a set of classifier rules and a traffic profile. A TCS is a technical part of TCA. A TCS is also an integral element of an SLS [14] .
Interrelations between SLA, SLS, TCA and TCS are shown in a simplified way in Fig. 2 .
TERMINOLOGY RELATED TO ARCHITECTURES SUPPORTING INTRINSIC QOS IN IP NETWORKS
A level of intrinsic QoS assurance in an IP network depends on the amount of resources allocated to the traffic served. Different resource
Overprovisioning is such an allocation of network resources that never allows them to become a bottleneck of a communication system. In a network managed in such a way there is no differentiation between users' flows (they belong to a single service class), so architecture remains very simple. All traffic is served with the same QoS level. The main argument for overprovisioning is the fact that new transmission technologies, especially dense wavelength-division multiplexing (DWDM), provide very high bandwidth. The usual counterargument is that the usage of bandwidth grows as fast as the increase of bandwidth. The other counterargument is that this technique can be less profitable for Internet service providers (ISP) than explicit resource management because there is no possibility to differentiate between traffic of different users; for example, one cannot use different tariffs for different customers.
Explicit resource management techniques are based on the concept of dividing all served flows to traffic classes that are served with various QoS levels. This requires additional traffic control mechanisms to be introduced to the standard IP network, such as admission control, policing, classification, and scheduling. There are two well defined and standardized architectures for IP networks with class-based resource management: IntServ and DiffServ. The basic difference between those two is a level of granularity of independent treatment of flows in the network.
As the first QoS model of an IP network, IntServ was developed with the following assumptions [10] : • Resources must be explicitly managed by applications in order to meet their requirements.
• New architecture should be an extension of the existing best effort (BE) IP network model which supports real-time and elastic applications with an expected QoS level.
• Data flows (microflows) are independently served and cannot influence each other. The IntServ architecture offers two new classes of service: guaranteed service (GS) and controlled load service (CL). They are related to DBW and SBW transfer capabilities defined by ITU-T, respectively. These service classes and RSVP are the basic building blocks of the IntServ architecture. The GS and CL specify the treatment of flows in a single node on a data path, and when used with the signaling protocol provide end-to-end service with QoS guarantees to the application. GS was developed for realtime applications. It is based on an approximation of the fluid model and ensures maximum bound of the queuing delay in end-to-end transmission, guaranteeing the transmission bandwidth and no queuing loss for all conforming packets. CL service provides the requestor with service closely equivalent to that provided to uncontrolled (BE) traffic under lightly loaded conditions. 
TCS is also an integral element of an SLS.
RSVP serves for the IntServ model as an end-to-end signaling protocol used for resource reservation along the data path between the sender and the receiver. RSVP can also be used for authorization and authentication purposes.
Per microflow service guarantees in the IntServ/RSVP architecture cause the well-known scalability problems. This is not only an RSVP signaling processing problem but a problem of serving individual streams in all nodes (microflow policing, classification, and scheduling problems).
The DiffServ model was an alternative QoS model developed by IETF. The basic assumption of this model was to achieve scalability in the core. A limited number of services provided by the network and a simplified architecture of the core nodes are the key factors of DiffServ network scalability.
As specified in [11] , in the DiffServ architecture, traffic entering a network is classified and conditioned at the boundaries of the network only, and assigned to different behavior aggregates. A DiffServ behavior aggregate is a collection of packets with the same DiffServ codepoint, crossing a link in a particular direction. This causes QoS assurance to be applied only in one direction of data transmission as in the IntServ model. The number of services is limited to 64.
In the DiffServ model independent flows select one of the predefined services and are served in the same way as other flows that choose the same service. Flows (packets) served by the same service are aggregated and experience the same QoS level. Aggregated packet processing by a network node is called per hop behavior (PHB) and is defined as "externally observable forwarding behavior applied at a DiffServ-compliant node to a DiffServ aggregate" [11] . PHBs may be specified in terms of their resources (e.g., buffer, bandwidth), priority relative to other PHBs, or their relative observable traffic characteristics (e.g., delay, loss). Currently there are two PHBs defined:
• Expedited forwarding PHB -for real-time traffic, related to DBW transfer capability • Assured forwarding PHB -for elastic traffic, related to SBW transfer capability PHBs in the DiffServ model are not strictly defined and should be the same only within one DiffServ domain. PHBs are basic building blocks of services in DiffServ. A DiffServ domain is a contiguous set of DiffServ nodes that have implemented the same PHB mechanisms and operate with a common service provisioning policy set. All nodes in one DiffServ domain serve data streams in the same way, depending on the aggregated CoS membership. A DiffServ domain has a well-defined boundary consisting of DiffServ boundary nodes that classify and possibly condition ingress traffic. A DiffServ region is a set of one or more contiguous cooperating DiffServ domains. The DiffServ domains in a DiffServ region may support different PHB groups internally. Then traffic conditioning is needed between such DiffServ domains.
A specific PHB (or a group of PHBs) and traffic conditioning requirements in a DiffServ domain create per-domain behavior (PDB). PDB is the expected treatment a traffic aggregate will receive from edge to edge of a DiffServ domain; thus, PDB can be seen as a service that is applied to flows through the domain.
An application of the DiffServ architecture to the access network forces the use of a dynamic SLA. In the case of a dynamic SLA it is necessary to use some signaling for service requests and network resource management. A mobile IP network with roaming users is an example of dynamic SLA usage. A possible way to implement dynamic SLAs is the introduction of a bandwidth broker that makes a centralized call admission control decision for a DiffServ domain.
When comparing the DiffServ and IntServ architectures one notices they have some features that may make them complementary (Table 1) . IETF has proposed an interoperability framework for the IntServ and DiffServ architectures [15] . The integrated IntServ-DiffServ model is used to provide QoS in the endto-end relation. To avoid per-microflow servicing in the core, the proposed architecture uses DiffServ in the core to support aggregated IntServ microflows. The IntServ model is used in the access part of the network to provide the applications with the mechanisms necessary to express the QoS requirements. It provides a user-network QoS signaling interface and forwards the requests for resources to the net-I 
CONCLUSIONS
The aim of the article was to clarify the QoS related terminology associated with IP networks. As we have shown, most confusing was the term QoS itself. It is used in various meanings depending on the context. We discuss and compare these meanings, presenting definitions developed by several standardization bodies. We also give an overview of other important terms and present terminology used in the IP QoS architectures.
