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Let Gσ be a weighted oriented graph with skew adjacency matrix
S(Gσ ). Then Gσ is usually referred as the weighted oriented graph
associated to S(Gσ ). Denote by φ(Gσ ; λ) the characteristic polyno-
mial of the weighted oriented graph Gσ , which is defined as
φ(Gσ ; λ) = det(λIn − S(Gσ )) =
n∑
i=0
ai(G
σ )λn−i.
In this paper, we begin by interpreting all the coefficients of the
characteristic polynomial of an arbitrary real skew symmetric
matrix in terms of its associated oriented weighted graph. Then we
establish recurrences for the characteristic polynomial and deduce
a formula on the matchings polynomial of an arbitrary weighted
graph. In addition, somemiscellaneous results concerning the num-
ber of perfectmatchings and the determinant of the skew adjacency
matrix of an unweighted oriented graph are given.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Throughout the paper, graphs have no loops, all matrices are real and the weights of all arcs, or
edges, of a graph are real and positive. The identity matrix is denoted by I and the transpose of the
matrix A by AT . Let A be an n× n real matrix, then A is symmetric if AT = A; and A is skew symmetric if
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AT = −A. The characteristic polynomial of an n × nmatrix A, denoted by φ(A, λ), is defined by
φ(A, λ) = det(λI − A).
Let Gσ be a simple weighted undirected graph with an orientation σ , which assigns to each edge
a direction so that Gσ becomes a weighted oriented graph, or a weighted digraph. (We will refer to an
unweighted graph, oriented or not, which is just a weighted graph with weight of each edge, or arc,
equals to 1.) The skew-adjacency matrix associated to the weighted oriented graph Gσ with vertex set
{1, 2, . . . , n} is defined as the n × nmatrix S(Gσ ) = [sij] whose (i, j) entry satisfies:
sij =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
θ, if there has an arc with weight θ fromi to j;
−θ, if there has an arc with weight θ from j to i;
0, otherwise.
For an n×n real skew symmetric matrix S, the weighted oriented graph associated to S is the oriented
graph whose skew-adjacency matrix is S. Because Gσ contains no loops, the skew-adjacency matrix
S(Gσ ) of a weighted oriented graph is real skew symmetric. Thus each real skew symmetric matrix
corresponds a weighted oriented graph with fixed vertex labeling and vice versa. Therefore, we in the
following do not distinguish the real skew symmetric matrix and its associated oriented graph. The
characteristic polynomial of a weighted oriented graph Gσ is defined by the characteristic polynomial
of its skew adjacency matrix S(Gσ ), denoted by φ(S(Gσ ), λ) or φ(Gσ , λ) briefly. Let G be a weighted
undirected graph containing n vertices and m edges. Denote by O(G) the set of all oriented graphs
obtained from G by giving an arbitrary orientation of all its edges. Because each of the m edges in G
may be oriented in two different ways, it follows that the setO(G) has 2m elements.
Let G = (V(G), E(G)) be a weighted graph on n vertices. An r-matching in G is a subset with r
edges such that every vertex of V(G) is incident with at most one edge in it. The r-matching M is a
perfect matching (of G) if every vertex of G is incident with exactly one edge in M. The weight of an
r-matching is defined by the product of the weights of all edges in it. Denoted by p(G, r) the sum of
the weights of all r-matchings in D and set p(G, 0) = 1. (In particular, p(G, r) denotes the cardinality
of all r-matching in G if such a graph G is unweighted.) The matchings polynomial μ(G, λ) of a graph
G is defined by
μ(G, λ) = ∑
r≥0
(−1)rp(G, r)λn−2r .
We refer to Cvetkovic´ et al. [3] for more terminology and notation not defined here.
Thematchings polynomial is a crucial concept in Combinatorics, Statistical Physics and Theoretical
Chemistry (see e.g. [6,8–10,16,19]) and is also called as the acyclic polynomial [9,19] or the reference
polynomial [1]. The computation of thematchings polynomial of a general graph (even an unweighted
graph) is NP-complete [12]. In general, to compute the matchings polynomial of an unweighted graph
we should use the recurrence formulas relating the matchings polynomial of such a graph to the
matchings polynomial of its subgraphs, and the connections between the matchings polynomial and
the characteristic polynomial of the adjacency matrix of its underlying graph, which is the undirected
graph obtained by removing the orientations of all its arcs; see for example [5].
Research applying the skew symmetric matrix theory to combinatorial theory can be traced back
to 1947 when Tutte [20] derived his famous characterization of the graphs with no perfect matchings.
Tutte’s resultmotivates a lot ofwork on thematchings polynomial and enumerating perfectmatchings
of graphs in terms of its skew adjacency matrix, see for example [13–15,17,21–24]. Below we recall
some results concerning the matchings polynomial of a graph. A formula due to Godsil [4] relating
the matchings polynomial of a general unweighted graph to the matchings polynomial of a certain
associated tree is given. Unfortunately, this tree is too large in general to be of any help in concrete
computations. Let G be an unweighted graph with m edges and adjacency matrix A(G) = (aij)n×n.
If S is a subset of E(G), let AS be the matrix such that (AS)ij = aij if (vi, vj) /∈ S and (AS)ij = −aij if
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(vi, vj) ∈ S. Godsil and Gutman [7] showed that
μ(G, λ) = 1
2m
∑
S⊆E(G)
det(λI − AS).
In [5,12], the number of perfect matchings of an unweighted graph G withm edges is enumerated by
1
2m
∑
Go∈O(G)
det(S(Go)), (1.1)
where the summation ranges over all oriented graphs in O(G). Then Yan et al. [21] investigate the
matchings polynomial of an unweighted graph in terms of the characteristic polynomial of its skew
adjacency matrix and generalize formula (1.1) as
μ(G, λ) = 1
2m
∑
Gσ ∈O(G)
det(λI + iS(Gσ )), (1.2)
where the summation ranges over all oriented graphs in O(G), m is the number of arcs contained in
Gσ and i = √−1.
Recently, many researchers have studied the spectral properties of skew symmetric matrices in
terms of oriented graphs. IMA-ISU Research Group on Minimum Rank [11] study the problem the
minimum rank of skew-symmetric matrices. In 2010, Adiga et al. [2] study the properties of the skew
energy of an unweighted oriented graph, which is defined as the summation of the singular values
of its skew adjacency matrix; In that paper, Adiga et al. posed several open problems on the skew
adjacency matrix of an oriented graph. Then Shader and So [18] investigate the spectra of the skew
adjacency matrix of an unweighted oriented graph.
The question below is posed by Adiga et al. in [2]:
Interpret all the coefficients of the characteristic polynomial φ(Gσ , λ) in terms of the oriented
graph Gσ .
The present paper studies this problem for a general version. In Section 2, we interpret all the
coefficients of the characteristic polynomial φ(S, λ) of an arbitrary real skew symmetric matrix S
in terms of its associated oriented graph and establish some recurrences for φ(G, λ), obtaining some
analogues of recursions formatchingspolynomials. In Section3,wededuce a formula on thematchings
polynomial of an arbitrary weighted graph, which is a generalization for both of the formulas (1.1) and
(1.2). In addition, some miscellaneous results concerning the number of the perfect matching and the
determinant of skew adjacency matrices of an unoriented weighted graph are given in terms of its
characteristic polynomial.
2. The coefficients of the characteristic polynomial of a weighted oriented graph
Let G = (V, E) be a graph with vertex set V = V(G) = {v1, v2, . . . , vn} and edge set E = E(G).
Denote by N(v) the neighborhood of the vertex v in G, by G\e the graph obtained from G by deleting
the edge e and by G\v the graph obtained from G by removing the vertex v together with all edges
incident to it. A walk W of length k from u to v in G is a sequence of k + 1 vertices starting u and
ending v such that consecutive vertices are adjacent. If all vertices in a walk are distinct, then such a
walk is called a path of G, denoted by P. Let P = v1v2 · · · vk be a path with k ≥ 3. Then P together with
the edge (vk, v1) (if there exists) is called a cycle of G. The complete graph and the path of order n are
usually denoted by Kn and Pn, respectively.
For convenience, in terms of defining subgraph, degree and matching of an oriented graph, we
focus only on its underlying graph. Certainly, each subgraph of an oriented graph is also referred as an
oriented graph and preserve the orientation of each arc, even if we do not indicate specially. Moreover,
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wewill briefly use notations Cn, Kn and Pn to denote the oriented cycle, the oriented complete and the
oriented path on n vertices, respectively, if no conflict exists there.
Let Gσ be a weighted oriented graph on n vertices with skew adjacency matrix S = [sij]n×n and
C = u1u2 · · · uku1(k ≥ 3), an oriented cycle of Gσ . The sign of the cycle C, denoted by sgn(C), is
defined by
k∏
i=1
sgn(suiui+1) (mod k).
Let C¯ = u1uk · · · u2u1 be the oriented cycle by inverting the order of the vertices along the cycle C.
Then one can find that
sgn(C¯) =
⎧⎪⎨
⎪⎩
− sgn(C), if k is odd;
sgn(C), if k is even.
Hence, for an even oriented cycle, we can simply refer it as an evenly oriented cycle or an oddly oriented
cycle according its sign is positive or not, regardless the order of its vertices. Note that, to involve the
sign of an oriented cycle with length odd, we need indicate its vertex order. For another definition for
an evenly (or oddly) oriented cycle, one can also see e.g. [13,14,17].
An oriented graph is called an “elementary oriented graph” if such an oriented graph is
(a) K2 or
(b) a cycle with length even.
The weight of an elementary oriented graph H is defined as the square of the weight of the unique arc
if H is K2; or the product of all weights of those arcs if H is an even cycle.
An oriented graph H is called a “basic oriented graph” if each component of H is an elementary
oriented graph. The weight of a basic oriented graph, denoted byW(H), is the product of all weights
of those elementary oriented graphs contained in it.
To interpret the coefficients of the characteristic polynomial φ(Gσ , λ) of the oriented graph Gσ ,
the following well known result is needed.
Lemma 2.1 [5, Lemma 2.1.1]. Let X and Y be any two n × n matrices. Then det(X + Y) is equal to the
sum of the determinants of the 2n matrices obtained by replacing each subset of the columns of X by the
corresponding subset of the columns of Y.
Lemma 2.2 [5, Lemma 2.1.2]. Let A be any n × n matrix and
φ(A, λ) = det(λI − A) =
n∑
i=0
(−1)iaiλn−i.
Then ai is equal to the sum of the principal minors of A with order i.
Theorem 2.3. Let Gσ be a weighted oriented graph on n vertices with skew adjacency matrix S(Gσ ) and
its characteristic polynomial
φ(Gσ , λ) =
n∑
i=0
(−1)iaiλn−i = λn − a1λn−1 + a2λn−2 + · · · + (−1)n−1an−1λ + (−1)nan.
Then ai = 0 if i is odd; and
ai =
∑
H
(−1)c+2cW(H) if i is even,
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where the summation is over all basic oriented subgraphsHof Gσ having i vertices and c+, c are respectively
the number of evenly oriented even cycles and even cycles contained inH.
Proof. By Lemma 2.2, ai is equal to the summation of all principal minors of S(G
σ ) with order i. By
the fact that the determinant of each skew symmetric matrix with odd order is zero, then ai = 0 if i
is odd. Therefore, the first part follows.
Let A = (aij) be a principal minor of S(Gσ ) with order i and the oriented graph associated to A be
H. Then
det(A) = ∑
τ∈Sym(i)
(−1)p(τ )ii=1ai,iτ , (2.1)
with summation taken over all permutations
τ =
⎛
⎝ 1 2 · · · i
1τ 2τ · · · iτ
⎞
⎠
in the symmetric group Sym(i), where p(τ ) denotes the parity of τ . Then the contribution of a term
Sτ = (−1)p(τ )a1,1τ a2,2τ · · · ai,iτ
in the summation (2.1) is nonzero if and only if all pairs (1, 1τ ), (2, 2τ ), . . . , (i, iτ ) are arcs of H. The
permutation τ can be partitioned as a product
τ = (11τ · · · )(· · · ) · · · (· · · )
of disjoint cycles. Hence, if Sτ = 0, the subgraph, of H, corresponding to each cycle of τ is either K2 or
an oriented cycle with length no less than 3, since Gσ as well as H contains no loops.
LetnowC1, C2, . . ., Ck beall cyclesofτ and their associatedoriented subgraphs, ofH, beH1,H2, . . .,
Hk, respectively. Note that the determinant of A is independent to the labeling of the vertices in its
associated oriented graph H, then we below always refer the vertices of each oriented subgraph Hi of
H is labeled by a natural sequence. Moreover, without loss of generality, we suppose that
C1 = (1 2 · · · t − 1 t) =
⎛
⎝ 1 2 · · · t − 1 t
2 3 · · · t 1
⎞
⎠
with length t(≥ 2). According the length of the cycle C1, we discuss the contribution, to det(A), of the
subgraph H1 below.
If t is odd, then there has another permutation, say τ ′, which is obtained by replacing just the
subset of C1 by its inverse, and hence having the same permutation partition as τ , since the cycle
(1 t t − 1 · · · 2) =: C¯1 has the same parity as that of C1. However, sgn(H1) = − sgn(H¯1),W(H1) =
W(H¯1) andhence the contribution of the sumof permutations τ and τ
′ is zero,where H¯1 is the oriented
cycle corresponding to cycle C¯1.
If t = 2, then C1 = (1 2 1) and thus the contribution of the cycle C1 is the square of the weight of
such an arc, i.e., the weight of H1, since
(−1)p(C1)s12s21 = s212 =W(H1).
If t is even and t > 2, then there has another permutation, say τ ′, which is obtained by replacing
just the subset of C1 by its inverses, say C¯1, and hence having the same permutation partition as τ .
Note that sgn(H1) = sgn(H¯1) andW(H1) =W(H¯1), where H¯1 is the oriented cycle corresponding to
the cycle C¯1. Consequently, the contribution of C1 is
(−1)p(C1)
t∏
i=1
si,i+1 + (−1)p(C¯1)
t∏
i=1
si+1,i = −2 sgn(C1)W(C1) (mod t).
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Similarly, we can discuss the contribution of each other cycle, and thus det(A) has the form
∑
H
(−1)c+2cW(H)
where the summation is over all basic oriented graphsHofDhaving i vertices and c+, c are respectively
thenumberof evenly orientedeven cycles andeven cycles contained inH. Hence, the result follows. 
If the oriented graph Gσ is restricted to be unweighted, then the weight of each arc is 1 and thus
W(H) = 1 for any basic oriented subgraphwith even order, regardless such a basic oriented subgraph
contains even cycles or not. Therefore, Theorem 2.3 can be simplified as follows.
Corollary 2.4. Let Gσ be an unweighted oriented graph on n vertices with the characteristic polynomial
φ(Gσ , λ) =
n∑
i=0
(−1)iaiλn−i = λn − a1λn−1 + a2λn−2 + · · · + (−1)n−1an−1λ + (−1)nan.
Then ai = 0 if i is odd; and
ai =
∑
H
(−1)c+2c if i is even,
where the summation is over all basic oriented subgraphsHof Gσ having i vertices and c+, c are respectively
defined as Theorem 2.3.
By the method parallel to the proof of Theorem 2.1.5 in [5], we can obtain recursions for the char-
acteristic polynomial of a weighted oriented graph, each of those can be considered as an analogue for
the recursion concerning the matchings polynomial of a graph in Theorem 2.1.5 of [5].
Theorem 2.5. The characteristic polynomial of weighted oriented graphs satisfy the following identities:
(a) φ(G ∪ H, λ) = φ(G, λ)φ(H, λ);
(b) φ(D, λ) = φ(D\e, λ) + s2uvφ(D\uv, λ) if e = uv is an arc not contained in any even cycle;
(c) φ(D, λ) = λφ(D\u, λ)+∑v∈N(u) s2uvφ(D\uv, λ) if u is a vertex that is not contained in any even
cycle;
(d) d
dλ
φ(D, λ) = ∑i∈V(D) φ(D\i, λ),
where G ∪ H denotes the union of two disjoint weighted oriented graphs.
Proof.
(a) If A and B are square matrices, not necessarily of the same order, then
det
⎛
⎝ A 0
0 B
⎞
⎠ = det(A) det(B).
Hence the result follows.
(b) If e is contained in some basic oriented graph, then e must form an elementary oriented graph
K2 by itself, since e is not contained in any even cycle. Consequently, all basic oriented graphs
H of D having i vertices can be divided into two parts: those that do not contain e and those
that contain the arc e as an elementary oriented graph. The former can be considered as the
coefficient of λn−i in φ(D\e, λ) and the later can be considered as the coefficient of λn−i in
φ(D\uv, λ) multiplied by the square of the weight of the arc e.
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(c) Similarly, if u is contained in some basic oriented subgraph, then umust be contained in some
elementaryorientedgraphK2. Consequently, all basicoriented subgraphsHofDhaving ivertices
can be divided into two parts: those that do not contain the vertex u and those that contain u
togetherwith a neighbor v of it as the elementary oriented graphK2. The former is the coefficient
of λn−i−1 in φ(D\u, λ) and the later can be considered as the coefficient of λn−i in φ(D\uv, λ)
multiplied by the square of the weight of the arc (u, v).
(d) Note that
φ(S(D), λ + h) − φ(S(D), λ) = det((λ + h)I − S(D)) − det(λI − S(D)).
Set X and Y equal to λI − S(D) and hI respectively. Applying Lemma 2.1 to expand det((λ +
h)I − S(D)), we have a polynomial in hwith constant term equal to det(X) and the linear term
in h is the sum of the determinants of the matrices obtained by replacing the ith row of X with
the ith row of Y , for i = 1, 2, . . . , n. But the ith such determinant is
h det(λI − S(D\i))) = hφ(D\i)
and so the coefficient of h in the right hand side of above equality is
∑
i∈V(D) φ(D\i, λ). Since the
coefficient of h in the polynomial φ(S(D), λ + h) − φ(S(D), λ) is the derivative of φ(S(D), λ),
the result is proved. 
3. The matchings polynomial of a weighted oriented graph
As an application of Theorem 2.3, we generalize both of the formulas (1.1) obtained by Godsil and
Gutman [5] and (1.2) obtained by Yan et al. [21]. Then we interpret that it is valid to compute the
matching polynomials of graphs containing small number of even cycles.
Let Gσ be a weighted oriented graph on n vertices. We define an n × n matrix related to Gσ as
S∗(Gσ ) = [s∗ij], where
s∗ij =
⎧⎪⎪⎨
⎪⎪⎩
√
θ, if there has an arc with weight θ from i to j;
−√θ, if there has an arc with weight θ from j to i;
0, otherwise.
(3.1)
Obviously, for each entry s∗ij in S∗(Gσ ),
s∗ij = sgn(sij)
√
|sij|,
where sij is the entry corresponding to s
∗
ij in S(G
σ ). In particular, S∗(Gσ ) = S(Gσ ) if Gσ is unweighted.
Hence, by the method parallel to the proof of Theorem 2.3, the following result can be obtained im-
mediately.
Lemma 3.1. Let Gσ be a weighted oriented graph on n vertices and the matrix S∗(Gσ ) is defined as (3.1).
Suppose that
det(λI−S∗(Gσ ))=
n∑
i=0
(−1)ia∗i λn−i = λn−a∗1λn−1+a∗2λn−2+· · ·+(−1)n−1a∗n−1λ+(−1)na∗n.
Then a∗i = 0 if i is odd; and
a∗i =
∑
H
(−1)c+2c
√
W(H) if i is even,
where the summation is over all basic oriented subgraphsHof Gσ having i vertices, c+ and c are respectively
defined as Theorem 2.3.
Now we give a formula on the matchings polynomial of an arbitrary weighted oriented graph.
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Theorem 3.2. Let Gσ be a weighted oriented graph containing n vertices and m arcs. Then
μ(Gσ , λ) = 1
2m
∑
Go∈O(G)
det(λI + iS∗(Go)),
where the matrix S∗(G) is defined as (3.1) and the summation ranges overO(G) and i = √−1.
Proof. We first show that p(Gσ , r) equals to the coefficient of λn−2r in polynomial
1
2m
∑
Do∈O(G)
det(λI − S∗(Go)).
From Lemma 3.1, the coefficient a∗2r of λn−2r in polynomial det(λI − S∗(Gσ )) of a given oriented
graph Gσ has the form
∑
H
(−1)c+2c
√
W(H)
where the summation is over all basic oriented subgraphs H in Gσ having 2r vertices, c+ and c are
respectively defined as Theorem 2.3.
Let nowH be a basic oriented subgraph in Gσ containing 2r vertices and denote byHo the corre-
sponding basic oriented subgraph in Go ∈ O(G). IfH contains an oriented cycle C1 with length more
than 2. Then the length of such a cycle must be even and hence there has equal number of re-oriented
oriented graphs among O(G) such that the re-oriented cycle C1 in the corresponding basic oriented
graphHo are evenly oriented and oddly oriented, respectively, and preserving the orientations of all
other arcs in H, since each oriented graph Go is a random re-oriented oriented graph, obtained by
re-orienting each arc in Gσ independently of the others with probability 1/2 in either direction. On
the other hand, note that the contribution, to the term (2.1), of C1 is 2
√
W(C1) if C1 is an oddly oriented
cycle, and −2√W(C1) otherwise by Lemma 3.1. Consequently,
∑
Go∈O(G)
(−1)c+2c
√
W(Ho) = 0 (3.2)
holds for each basic oriented graph which contains even cycles with length more than 2, where c+
and c are respectively the number of evenly oriented even cycles and even cycles in the corresponding
basic oriented subgraphHo in Go.
If each elementary oriented subgraph ofH is K2, i.e.,H is an r-matching of G
σ . ThenHo is also a
basic oriented subgraph all of whose elementary oriented subgraphs are K2 and thus, from the proof
of Theorem 2.3, the contribution to a2r is
√
W(H), the weight of such an r-matching, regardless the
orientation of each of those arcs. Consequently, for each basic oriented subgraphHwhose elementary
oriented graphs are all K2,
1
2m
∑
Go∈O(G)
√
W(Ho)
equals the weight of the r-matching contained inH.
Therefore, combining with (3.2), the contribution to the coefficient of λn−2r in polynomial
1
2m
∑
Go∈O(G)
det(λI − S∗(Go))
are all coming from those basic oriented subgraphs all of whose elementary oriented graphs are K2,
i.e., the summation of the weights of all r-matchings contained in Gσ . Then the result follows from the
fact that the coefficient of λn−2r in det(λI + iS∗(Go)) equals (−1)r multiplied by coefficient of λn−2r
in det(λI − S∗(Go)) for each oriented graph Go inO(G), where i satisfies i2 = −1. 
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Remark 1. If the oriented graph Gσ is unweighted, then Theorem 3.2 is consistent with Yan’s result
[21]. Moreover, Theorem 3.2 reduces to formula (1.1) if λ = 0. Hence Theorem 3.2 generalizes both of
the formulas (1.1) and (1.2).
Although Theorem 3.2 gives us algebraic expressions for the matching polynomial, in general, the
computation of this formula, aswell as the formulae (1.1) and (1.2), is not polynomial time.Wefind that
it is feasible that using the formula above to compute the matching polynomials of graphs containing
small number of even cycles.
Let v be an arbitrary vertex of the oriented graph D. The operation by reversing the orientations of
all arcs incident with v and preserving the orientations of all its other arcs is called a reversal of D at v,
the resultant graph is denoted byDv. Let S(D) and S(Dv) be the skewadjacencymatrices of the oriented
graphs D and Dv, respectively. Then S(D) = PS(Dv)P−1, and hence S(D) similar to S(Dv), where P is
diagonal matrix obtained from the identity matrix I by replacing the diagonal entry corresponding to
vertex v by−1. The graphG1 = (V(G1), E(G1)) is called as the spanning subgraphofG = (V(G), E(G))
if G1 is a subgraph of G with V(G1) = V(G). It is straightforward to prove the following lemma.
Lemma 3.3. Suppose that Gσ is a connected oriented graph and T is any spanning tree of G. Let Go ∈ O(G)
be any re-orientation of Gσ and let To be the corresponding re-orientation of Tσ . Then there is a sequence
of reversals of Go that re-orients Go so that the resulting re-orientation of To agrees with the orientation of
Tσ .
Let Gσ be an oriented graph with n vertices and m arcs and T be any spanning tree of G. Applying
Lemma 3.3, we can fix the orientations of all arcs of Tσ in each re-oriented oriented graphGo, by giving
reversals of Go at some of its vertices repeatedly if necessary. Hence we can simplify Theorem 3.2 as
follows, in which we only need to consider the 2m−n+1 oriented graphs in O(G) that have the same
spanning oriented tree Tσ as Gσ .
Theorem 3.4. Let Gσ be a connected oriented weighted graph with n vertices and m arcs and T be any
spanning tree of G. Denote by O(G\T) the set of all oriented graphs obtained from G by giving arbitrary
orientations of all arcs in G\T and preserving the orientations of all arcs in Tσ . Then
μ(G, λ) = 1
2m−n+1
∑
Go∈O(G\T)
det(λI + iS∗(Go)),
where the summation ranges over all oriented graphs inO(G\T) and i = √−1.
In addition, as a consequence of Theorem 2.3, we have the following result, which can also be
considered as a generalization of Theorem 8(1) in [21].
Corollary 3.5. Let Gσ be an oriented graph, weighted or not, on n vertices and the matrix S∗(Gσ ) related
to Gσ be defined as (3.1). If G contains no even cycles, then
det(λI − S∗(Gσ )) = ∑
r≥0
p(Gσ , r)λn−2r,
that is
μ(Gσ , λ) = det(λI + iS∗(Gσ )),
where p(Gσ , r) denotes the summation of the weight of all r-matchings in Gσ .
Proof. Note that Gσ contains no evenly oriented cycles, then each basic oriented subgraph of Gσ
with order 2r is consisted of r elementary oriented subgraphs K2, which forms an r-matching of G
σ .
Moreover, the contribution of each basic oriented subgraph of Gσ with order 2r, to the coefficient
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λn−2r , is theweight of such an r-matching, regardless the orientations of all arcs contained in it. Hence
the result follows. 
Applying Corollary 3.5, we can by further simplify Theorem 3.4 as follows.
Theorem 3.6. Let Gσ be a connected weighted oriented graph with n vertices and m arcs, and G1 be any
spanning subgraph of G. Suppose that thematrix S∗(Gσ ) related to Gσ is defined as (3.1) and the number of
edges contained in G1 is l. Denote byO(G\G1) the set of all oriented graphs obtained fromGσ by preserving
the orientations of all arcs in Gσ1 and giving arbitrary orientations of all other arcs. If G1 contains no even
cycles, then
μ(G, λ) = 1
2m−l
∑
Go∈O(G\G1)
det(λI + iS∗(Go)),
where the summation ranges over all oriented graphs inO(G\G1) and i = √−1.
In 1947, Tutte [20] established a relation between the perfect matching of an unweighted oriented
graph Gσ and the determinant of its skew adjacency matrix S(Gσ ), showing that if Gσ has no perfect
matching then det(S(Gσ )) = 0. However, the converse is not true! From the proof of Theorem 2.3 we
can obtain some miscellaneous results on det(S(Gσ )) = 0 of an unweighted oriented graph Gσ .
Theorem 3.7. Let Gσ be an unweighted oriented graph on n vertices with skew adjacency matrix S(Gσ ).
Suppose that Gσ contains no evenly oriented even cycles and has a perfect matching. Then
det(S(Gσ )) = 0.
Proof. Obviously n is even. Let M be a perfect matching of Gσ . Then M can be considered as a basic
oriented subgraphwith order n, and then its contribution to det(S(Gσ )) is 1 asM = n
2
K2,
n
2
elementary
oriented subgraphs K2. On the other hand, note that G
σ contains no evenly oriented even cycles, then
the contribution of all basic oriented subgraphs with order n of Gσ to det(S(Gσ )) is positive (if there
exist). Hence the result follows. 
Theorem 3.8. Let Gσ be an unweighted oriented graph on n vertices with skew adjacency matrix S(Gσ ).
Suppose that the number of perfect matchings of Gσ is odd. Then
det(S(Gσ )) = 0.
Proof. The result follows from the fact that the contribution of each basic oriented subgraph whose
elementary oriented subgraphs are all K2 is 1, and the contribution of each basic oriented subgraph
which contains at least one cycle with length greater than 2 is an even integer. 
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