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Abstract 8 
A method to estimate permeability of cement-based materials using pore areas and perimeters from SEM images 9 
is presented. The pore structure is idealised as a cubic lattice having pores of arbitrary size. The hydraulic con-10 
ductance of each pore is calculated using the hydraulic radius approximation, and a stereological factor is applied 11 
to account for the random orientation of the image plane. A ‘constriction factor’ is applied to account for varia-12 
tions in pore radius along the pore axis. Kirkpatrick’s effective medium equation is then used to obtain an effec-13 
tive pore conductance, from which the macroscopic permeability is derived. The method was tested on forty-six 14 
pastes and mortars with different w/c ratio, cement, age and sand content. The permeabilities ranged from 3×10-15 
18 m2 to 5.8×10-16 m2. It was found that 76% of the permeabilities were predicted to within a factor of ±2, and 16 
98% within a factor of ±5 from measured values.  17 
Keywords: Backscattered electron imaging (B); Image analysis (B); SEM (B); Porosity (B); Permeability, Effec-18 
tive medium theory 19 
 20 
1.  Introduction 21 
This study concerns the use of images of the microstructure as a starting point to predict the rate of mass trans-22 
port in cement-based materials, and ultimately, to predict the rate of deterioration and service life. The ability to 23 
estimate transport properties would be of great value, because laboratory measurements are expensive and time-24 
consuming. Conventional laboratory testing of permeability that involves applying a pressure gradient and 25 
measuring the fluid flux through the sample is a slow process, particularly for samples with low permeability, 26 
because of the long time required to condition samples and to obtain measureable flow at steady state. Several 27 
novel techniques such beam bending, thermopermeametry and dynamic pressurisation have been proposed for 28 
rapid permeability testing of saturated cement pastes, but these methods are generally not practical for mortars 29 
and concretes [1]. Their principles, relative merits and limitations are reviewed in Scherer et al. [1]. Since trans-30 
port properties are essentially governed by the pore geometry, it follows that it should be possible to estimate 31 
transport properties from quantifiable attributes of the pore structure. Indeed, there are many examples of such 32 
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work, particularly in geological sciences, where the focus is on understanding the transport of oil and gas in hy-33 
drocarbon reservoirs, and contaminants and solutes in rock formations.  34 
 35 
An important issue is identifying the pores and size range that are most relevant to transport. The effect of capil-36 
laries, ‘gel’ pores, air voids, hollow-shell pores, cracks and their relative contribution to transport needs to be 37 
determined. Concretes contain micro-cracks originating from drying shrinkage, thermal actions or mechanical 38 
loading. It is expected that microcracks facilitate transport, and that when they form interconnected channels, 39 
their effect will be large. The aggregate-paste ‘interface transition zone’ (ITZ) is another feature of interest. Al-40 
though the ITZ contains higher porosity than the ‘bulk’ paste region farther away from the aggregate, its net ef-41 
fect on transport is small, even when the ITZ fraction is sufficiently high to be considered overlapping [2].  An 42 
appropriate model would allow the effects of individual aspects of pore structure, that cannot be isolated in labo-43 
ratory tests, to be investigated and quantified.  44 
 45 
A range of modelling techniques is available to estimate transport properties from pore structure. The simplest 46 
approach is the classical Kozeny-Carman model [3, 4] that requires only two parameters that are averaged over 47 
the entire pore space: the porosity and specific surface. This model generally works well for unconsolidated and 48 
granular media, but loses accuracy for materials with a wide range of pore sizes, such as concrete. At the most 49 
fundamental level, transport coefficients can be derived from flow simulations through the actual 3D pore space. 50 
The governing equations are the Laplace equation for calculating diffusivity or conductivity, and the Navier-51 
Stokes equations for calculating permeability.  52 
 53 
Another approach is to convert the pore space into a ‘resistor network’ and then solve for the flow that results 54 
from an applied potential gradient (hydraulic, electrical, concentration) across the network. The conductivity of 55 
each pore channel can be estimated for irregular pores [5, 6] and if the network topology is known, the problem 56 
is reduced to solving Kirchhoff’s equations for the network, i.e. a large, sparse system of linear equations. This 57 
can be done explicitly [7], but at the cost of extensive computations. In recent years, the second author of this 58 
paper, and his collaborators, have developed a method using Kirkpatrick’s effective medium approximation to 59 
obtain accurate permeability estimates, which uses the same input data as do the explicit methods, but requires 60 
the solution of only a single nonlinear algebraic equation.  61 
 62 
The method requires only the areas and perimeters of pores, as measured from images, as inputs, and is not com-63 
putationally intensive. It is a refinement of previous models by Koplik et al. [8] and Schlueter [9], the principal 64 
difference being the application of stereological corrections to convert apparent pore geometries measured from 65 
a random 2D section to determine the true cross-sections, and hydraulic corrections to account for converging-66 
diverging pore cross-sections along the pore length. This method has been applied to a range of sandstone and 67 
carbonate rocks having permeabilities that varied over three orders of magnitude from 1-1000 mD (10-15-10-12 68 
m2) [7, 10, 11] and it was found that the predictions were generally accurate to within a factor of two. The objec-69 
tive of this study is to investigate, for the first time, the feasibility of this method to predict the permeabilities of 70 
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a range of cement-based materials which generally have a wider range of pore size, a more complex pore struc-71 
ture and lower permeabilities than rocks.  72 
 73 
2. Modelling 74 
2.1 Conductance of individual pores 75 
The pore structure will be idealised as a network of tubes arranged in a simple cubic lattice. To determine the 76 
permeability of this network, we need to know the volumetric flow rate through each pore, which we will esti-77 
mate using hydraulic radius approximation. Consider a single pore tube of arbitrary cross-section with a pressure 78 
gradient ∆P/L along its length. The volumetric flow rate through this pore can be written as   
 
Q = C∆P / µL ac-79 
cording to Poiseuille’s law, where µ is the fluid viscosity and C, which has dimensions of L4, is referred to as the 80 
pore hydraulic conductance. For a cubic lattice network of identical pores, each having a conductance C, the 81 
permeability of the network would be   
 
k = nC , where n is the number of pores per unit area in a plane perpen-82 
dicular to the lattice direction [10]. 83 
 84 
For an idealized case of a cylindrical tube of radius r and constant cross section, the volumetric flow rate is given 85 
by the Hagen-Poiseuille’s equation as   
 
Q = πr4∆P / 8µL . The hydraulic conductance is therefore   
 
C = π r4/ 8 .  86 
Given that the cross-sectional area of the cylindrical tube is   
 
A = π r2  and the perimeter is   
 
Γ = 2π r  the hydraulic 87 
conductance can also be written as 88 
  
 
C = π r
4
8
=
ARh2
8
=
A3
2Γ 2
         (1)  89 
where Rh is the hydraulic radius, defined by Rh = 2A/Γ. The equation above can also be used to estimate the con-90 
ductance of an arbitrary shaped pore (i.e., the so-called hydraulic radius approximation [12]) if the area and pe-91 
rimeter of the pore are known or measured (e.g. from images). This approach avoids the use of computationally 92 
intensive procedures to solve the actual flow equation for non-cylindrical pores. The error due to this approxima-93 
tion has been calculated for various pore shapes [12, 9], including actual pores of rocks from SEM micrographs 94 
by numerical simulations [5, 8]. These studies showed that the approximation does not systematically overpre-95 
dict or underpredict conductance, and that the error is generally within ± 30% of the exact conductance. 96 
 97 
2.2 Effect of converging-diverging cross-section 98 
The hydraulic radius approximation is valid for a pore with constant cross-section along its length. However, the 99 
cross-section of a real pore is non-uniform, so this effect must be taken into account. We can consider the simple 100 
case of a pore with radius that varies as a sinusoidal function of the position along the pore such that 101 
  
 
r(z) = r [1+ε sin(2πz / λ)], where ε is the amplitude and λ is the wavelength of the radius variation. The hy-102 
draulic conductance of this idealised pore can be found by integrating the Hagen-Poiseuille equation along the 103 
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tube length to obtain the overall pressure drop, and expressing the result in the general form   
 
Q = C∆P / µL, 104 
which in general gives  105 
  
 
C = π
8
r−4
−1
          (2) 106 
where the brackets 
 
⋅  represent the average value along the length of the pore tube. If the conductance of this 107 
pore is to be determined from a single random section through the pore, the best estimate would be found (on 108 
average, over a collection of such pores) by multiplying this conductance by a constriction factor f, defined as 109 
the ratio of conductance of the sinusoidal pore to that of the cylindrical pore with an average radius   
 
r . The 110 
constriction factor can be expressed as [10, 13] 111 
  
 
1
f
=
r−4
r
−4
=
1
λ
[1+ε sin(2πz / λ)]
0
λ
∫ dz        (3) 112 
which in this case leads to 113 
  
 
f = 256ρ
7 /2
(1+ ρ)4(5ρ3 + 3ρ2 + 3ρ + 5)
         (4) 114 
where ρ is the ratio of the minimum to maximum pore radius, (rmin/ rmax). The above expression is strictly valid 115 
for pores with a sinusoidal profile, but similar analyses using sawtooth and step-function profiles show that the 116 
constriction factor is relatively insensitive to the details of the radius variation, except for very small values of 117 
rmin/ rmax [10]. We note that it would be difficult to derive a generalised constriction factor for irregular pores, 118 
and that this method is only a first order approximation to the more fundamental Navier-Stokes equations.  119 
 120 
The constriction factor can be calculated with Eq. 4 using a suitable estimate of rmin/ rmax, which we will assume 121 
to be 0.43 for all samples, giving a constriction factor of 0.44. We applied the same constriction factor to all 122 
samples for the sake of consistency, and since a more refined approach would probably require three-123 
dimensional imaging, which we aim to avoid. The estimate for rmin/ rmax is based on the average of the value for a 124 
pore space formed by a simple cubic arrangement of mono-dispersed spheres (= 0.57) and the value for a more 125 
compact hexagonal packing (= 0.29) obtained by Cargill [14]. Lock et al [10] showed that a ±10% change in rmin/ 126 
rmax from the chosen value will produce a change in f of about 20%.  127 
 128 
2.3 Stereological corrections 129 
The area and perimeter of every pore in the microstructure will be measured from backscattered electron images 130 
(see Section 3.3). These pores are assumed to form an interconnected cubic lattice, where the conductance of 131 
each pore is calculated using Eq. 1 along with the constriction factor in Eq. 4. However, a two-dimensional im-132 
age will sample the pore structure at an arbitrary plane. Because the imaging plane intersects the pore axis at a 133 
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random angle that is not likely to be normal to this axis, the pore area and perimeter measured from images will 134 
generally be larger than the actual values. This will cause the calculated pore conductances to be overestimated. 135 
Thus, it is necessary to apply stereological corrections factors to the raw image data in order to determine the 136 
‘actual’ pore areas and perimeters.   137 
 138 
Lock et al. [10] derived an approximate stereological correction factor that converts the measured values of the 139 
hydraulic conductance Cmeas to the ‘actual’ values Cact. A cylindrical pore with radius r and constant cross-140 
section intersected by the image plane at an angle θ relative to the pore axis will appear as an ellipse on the im-141 
age. Lock et al. [10] showed that the ratio of the actual to the measured conductance can be expressed as 142 
  
 
Cact
Cmeas
=
cosθ (1+ cos2 θ )
2
        (5) 143 
A stereological correction factor can then be derived by averaging the over-estimation in the conductance (Eq. 5) 144 
for all possible angles assuming that the pores are randomly oriented with respect to the imaging plane. This 145 
yields  146 
  
 
Cact
Cmeas
=
cosθ
0
π /2
∫ (1+ cos2 θ ) sinθdθdφ
0
π
∫
2 sinθdθdφ
0
π /2
∫
0
π
∫
=
3
8
      (6) 147 
where θ  and φ are the angles of spherical coordinates.  148 
 149 
Lock et al. [10] also considered the overestimation of the number density, i.e. the number of pores per unit area, 150 
as a result of making measurements on an arbitrary two-dimensional image that is not likely to be in a plane per-151 
pendicular to a lattice direction. To evaluate this effect, the pore structure is again idealised as a hypothetical 152 
cubic lattice and the number of pore intersections made by an arbitrary slice ρslice is related to the ‘actual’ num-153 
ber density in a lattice direction ρact. The result of averaging over all possible angles yields  154 
  
 
ρslice
ρactual
=
(sinφ cosθ
0
π / 4
∫ + sinφ sinθ + cosφ) sinθdθdφ
0
π / 4
∫
2 sinθdθdφ
0
π /2
∫
0
π
∫
=
3π − 4
4π 1− 0.5  
  
 
 
= 1.47    (7) 155 
 156 
2.4 Network model and effective medium approximation 157 
In the final step, the values of all the individual pore conductances are used to compute the macroscopic conduc-158 
tance of the network. Given that the topology of the network is known (i.e., an assumed cubic lattice), the flow 159 
equation   
 
Q = C∆P / µL is applied to each pore tube to relate flux to the pressure drop and mass conservation is 160 
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applied at each node to yield a large set of linear equations, which can be solved explicitly, but requires exten-161 
sive computations. The total flow rate is obtained by summing up the fluxes through every pore that exit the lat-162 
tice at the outflow face and the permeability is calculated using Darcy’s law from the total flow rate and overall 163 
pressure drop.  164 
 165 
An alternative approach to this exact network calculation is the effective medium approach where each pore 166 
conductance Ci in the network is replaced by a conductor having an effective value Ceff. A widely used method 167 
of estimating the effective conductance is Kirkpatrick’s approximation [15] by solving the following equation 168 
  
 
Ceff − Ci
[(z / 2) −1]Ceff + Ci
= 0
i=1
N
∑          (8) 169 
where z is the co-ordination number that represents the number of pores connected at each node and N is the total 170 
number of pores. For a cubic lattice, z = 6. Note that the effective medium approach uses the same input data as 171 
the exact network calculation, but requires the solution of only one nonlinear algebraic equation. Eq. 8 is an Nth-172 
order polynomial that can be solved using a standard root-finding algorithm such as the bisection or Newton-173 
Raphson procedure. Kirkpatrick’s approximation effectively transforms a heterogeneous medium to a hypotheti-174 
cal homogeneous one with the same topology, but in which all the conductances have a single effective value, 175 
thus simplifying the computation of macroscopic properties [16, 17]. We note that Lock et al. [10] evaluated and 176 
compared the results from Kirkpatrick’s approximation with exact solutions of the network equations, and errors 177 
of less than 3% were observed.   178 
 179 
Finally, the permeability of the porous medium k is calculated from the effective pore conductance Ceff. This is 180 
carried out by considering the total flow Q through a plane that slices the cubic lattice, perpendicular to one of 181 
the lattice directions. This plane has an area A and contains N number of pores, which we can estimate from im-182 
age analysis and the stereological correction factor in Eq. 7. The total flow rate through this plane is given by 183 
  
 
Q = NCeff ∆P / µL. Comparing this to Darcy’s law yields  184 
  
 
k =
NCeff
A
          (9) 185 
The above equation can be directly applied to estimate the permeability of neat cement paste samples. Mortar 186 
samples contain sand particles, which we will model as non-conducting spherical inclusions randomly embedded 187 
in a continuous porous cement paste matrix. The paste matrix is treated as a uniform phase for simplicity, and no 188 
special treatment is accorded to the aggregate-paste ITZ, consistent with the findings of Wong et al. [2]. Using 189 
the classical Maxwell’s approximation, the permeability of a mortar km is estimated as  190 
  
 
km =
(1−Va)
(1+ 0.5Va)
k          (10) 191 
where Va is the sand volume fraction, and k is the permeability of the cement paste. 192 
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3. Experimental 193 
3.1 Samples  194 
Our intention is to test the method on a range of cement pastes and mortars with different microstructural charac-195 
teristics. Seven neat cement pastes and nine mortars were prepared according to the proportions shown in Table 196 
1. The main mix variables were the free water-to-cement mass ratio (0.25, 0.30, 0.35, 0.40 and 0.50), cement 197 
type, sand volume fraction (0-60 % vol.) and curing age (3-90 days). The cements were CEM I, CEM II with 8% 198 
silica fume (SF) and CEM III with 60% slag (GGBS). Mortars were prepared using medium graded Thames Val-199 
ley sand (<5 mm). A range of sand content was used to vary the amount of cement paste and aggregate-paste 200 
interfaces. Tap water was used as batch water and a sulphonated naphthalene-based superplasticizer was added 201 
to improve workability of mixes with low w/c ratio, containing silica fume or high sand content. 202 
 203 
Materials were mixed in a pan mixer and cylindrical samples of 100 mm diameter and 250 mm length were cast 204 
by compaction in three layers using a vibrating table. The samples were covered with plastic sheets and wet hes-205 
sian for the first 24 hours, demoulded, sealed in cling-film and polythene bags, and left to cure at 20˚C. After a 206 
specified curing period, each cylinder was cut with a diamond saw from the centre to produce three 50 mm thick 207 
disks for oxygen permeability testing and three 8 mm thick disks for microscopy. The disks were subsequently 208 
towelled dry and preconditioned in CO2-free incubators.  209 
 210 
The disks were preconditioned by gradual drying at 20˚C 52% r.h. for one week, then at 35˚C 30% r.h. for a n-211 
other week and finally at 50˚C 10% r.h. until  the mass loss was less than 0.01%/day. The final step provides a 212 
similar vapour density and drying condition as 20˚C 55% r.h, which is sufficient to minimise the effect of moi s-213 
ture content on oxygen permeability. All pores relevant to transport are emptied at this level as further drying 214 
produced negligible increase in transport properties [18-21]. The entire conditioning regime required about 90 215 
days for completion. To avoid subsequent moisture uptake, the disks were cooled and kept in a vacuumed desic-216 
cator at room temperature on the day before testing. Checks by weighing before and after cooling in the desicca-217 
tors found negligible change in mass. The disks were taken out only when required for transport testing.  218 
 219 
 220 
 221 
 222 
 223 
 224 
 225 
 226 
 227 
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Table 1 Samples 228 
Sample Cement type Free w/c ratio 
Cement content 
(kg/m3) 
Sand content, 
kg/m3 (% vol.) 
Curing age 
(days) 
Paste CEM I 0.25 1746 - 3, 7, 28, 90 
 CEM I 0.30 1606 - 3, 7, 28, 90 
 CEM I 0.35 1487 - 3, 7, 28, 90 
 CEM I 0.40 1384 - 3, 7, 28, 90 
 CEM I 0.50 1216 - 3, 7, 28, 90 
 CEM II (8% SF) 0.30 1606 - 3, 7, 28, 90 
 CEM III (60% GGBS) 0.30 1606 - 3, 7, 28, 90 
Mortar CEM I 0.30 1446 260 (10) 3, 90 
 CEM I 0.30 964 1040 (40) 3. 90 
 CEM I 0.30 642 1560 (60) 3. 90 
 CEM I 0.50 1330 260 (10) 3. 90 
 CEM I 0.50 887 1040 (40) 3. 90 
 CEM I 0.50 591 1560 (60) 3. 90 
 CEM II (8% SF) 0.30 1446 260 (10) 3. 90 
 CEM II (8% SF) 0.30 964 1040 (40) 3. 90 
 CEM II (8% SF) 0.30 642 1560 (60) 3. 90 
 229 
3.2 Oxygen permeability 230 
The test involved applying a pressure gradient across the disk and measuring the outflow rate at steady-state 231 
condition. Oxygen was selected because it is relevant to reinforcement corrosion, and it does not react with the 232 
sample. Gaseous permeation testing is also potentially less damaging as it requires a lower pressure gradient 233 
compared to liquid permeation. The test was carried out on bulk material through a cut face to avoid possible 234 
gradient effects in the cast surface. 235 
 236 
The disk was fitted into a silicon rubber ring in a permeability cell and sealed by axially loading the rubber ring, 237 
which expands laterally to provide an airtight seal. Tests were carried out at three input pressures of 0.5, 1.5 and 238 
2.5 bars above atmospheric pressure. Blank testing on a steel disk of similar dimensions at the highest pressure 239 
found no measurable outflow, confirming that the seal is effective. At each pressure, five readings were taken to 240 
obtain an average flow, from which the apparent permeability coefficient, kg (m2) was calculated from Darcy’s 241 
equation for compressible fluid flow: 242 
  
 
Q =
kg A
2ηL
(P12 − P22)
P2
         (11) 243 
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where Q is the outflow rate (m3/s), η is the oxygen viscosity at 20oC (= 2.02 × 10-5 N s/m2), and P1 and P2 are the 244 
absolute pressures (N/m2) on the inlet and outlet faces respectively. The apparent permeability decreases with 245 
applied pressure due to gas slippage, and this effect was corrected using the Klinkenberg method: 246 
  
 
kg = kintrinsic 1−
β
Pm
 
 
 
 
 
          (12) 247 
where Pm (bar) is the mean pressure (= (P1 + P2)/2), and β is the Klinkenberg constant. The intrinsic permeability 248 
coefficient was obtained from the y-intercept of the best-fit line of the plot of apparent permeability versus in-249 
verse mean pressure. All plots showed a strong linear correlation with a regression coefficient of the least 250 
squares fit always greater than 0.99. Three replicate disks were tested to obtain an average intrinsic permeability 251 
coefficient. 252 
 253 
3.3 Image analysis of pore structure 254 
The pore areas and perimeters were measured on backscattered electron images captured using a field-emission 255 
scanning electron microscope. Imaging was carried out on a 40×20×10 mm block obtained from the centre of 256 
each cylinder and conditioned following the procedures described above. The block was then fully resin impreg-257 
nated, ground with silicon carbide and diamond polished to a ¼-micron finish [22]. Thirty backscattered electron 258 
images were collected from each polished block at 10keV beam energy. The brightness and contrast settings 259 
were calibrated so that the brightness histogram of the recorded image spans the entire range of available grey 260 
scale. The same setting was applied to all images for consistency.  261 
 262 
The images were obtained at random locations by moving the stage in a grid and stopping at thirty predefined, 263 
equally spaced coordinates. For mortar samples, this sampling procedure ensures that the pastes in the ‘interfa-264 
cial transition zone’ (ITZ) and ‘bulk’ region were represented. Thus, the frequency of an image containing areas 265 
in the ITZ and bulk paste depends on aggregate distribution and volume fraction. The images were captured at 266 
500× magnification. Each image contains 2560×2048 pixels with a pixel spacing of 0.094 μm. The field of view 267 
of each image was 240×192μm.  268 
 269 
The pores were segmented according to the ‘overflow’ method [23], whereby the inflection point of the cumula-270 
tive brightness histogram is taken as the upper threshold level for pores. For mortars, sand particles were first 271 
removed from the original image prior to pore segmentation. The segmented pores consist of capillaries, hollow-272 
shells and some microcracks. Air voids and bond cracks at the aggregate-paste interface due to damage from 273 
sample preparation were carefully excluded from the analysis. Unreacted cement and hydration products were 274 
also segmented and measured. Fig. 1 shows an example of the original BSE image and segmented image.  275 
 276 
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The segmented pores may consist of single pixel features and small pixel clusters that are probably disconnected, 277 
or are artefacts of the imaging and thresholding process. In the study by Lock et al. [10] these artefacts were re-278 
moved by eliminating features whose areas are less than 1% of the largest pore in the image. However, pores in 279 
cement-based materials are more heterogeneous and have a wider size range than in sandstones or carbonates. 280 
Thus, applying this procedure to cement-based materials would remove too many features and could result in a 281 
loss of more than 25% of the total conductance, which is unacceptable. For this study, the smallest features in the 282 
dataset are truncated, but only up to the limit where 99% of the total conductance is retained. We note that this 283 
approach is somewhat arbitrary, and further investigation to identify the most suitable method may be required.   284 
 285 
3.4 Predicting permeability 286 
The procedure for predicting permeability can be summarised as follows. First, the pore structure is segmented 287 
from backscattered electron images and the apparent area and perimeter of each pore are measured. Next, the 288 
individual pore conductances are calculated using Eq. 1. The stereological correction factor of Eq. 6 to account 289 
for the random orientation of the imaging plane with respect to the pore axis, and the sinusoidal constriction fac-290 
tor of 0.44 from Eq. 4 to account for the variation in pore radius along its length are applied. The resulting set of 291 
pore conductances is truncated to remove small artefacts and non-conducting features, and is then entered into 292 
Eq. 8 to obtain an effective conductance Ceff. Finally, the permeability is estimated from Ceff using Eq. 9 and Eq. 293 
10 (for mortars), after applying the stereological correction factor for apparent number density in Eq. 7. 294 
 295 
 296 
 297 
 298 
 299 
 300 
 301 
 302 
 303 
 304 
 305 
Figure 1 Area-matched backscattered electron micrograph (A) and segmented image (B) of a cement paste high-306 
lighting the pores, hydration products and unreacted cement. Field of view is 77×77 μm.  307 
 308 
(A) (B) 
Unreacted 
cement 
Pore 
Hydration 
products 
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4. Results 309 
Table 2 summarizes the results from image analysis, permeability measurements and modelling. The measured 310 
permeability spans more than two orders of magnitude, from 3×10-18 m2 to 5.8×10-16 m2. The image measured 311 
porosity for all samples range from 5.8% to 37.5% and the pore specific surface from 4.5 μm-1 to 13.0 μm-1. As 312 
expected, samples with lower w/c ratio and longer curing time had lower porosity and permeability. Samples 313 
containing silica fume had the lowest porosity and permeability. For mortars, the measured permeability de-314 
creases with increasing sand content. Generally, the specific surface increases as the porosity decreases. The 315 
pore size (equivalent spherical diameter) ranges from 0.2 μm to 50 μm. The individual pore conductance spans 316 
more than seven orders of magnitude. 317 
 318 
Fig. 2 shows the predicted permeability for all samples, compared to the measured values. The dotted lines in 319 
Fig. 2 indicate errors of a factor of two in either direction. Most of the data are close to the equality line. From 320 
the total of 46 sets of individual data, about 76% of the predicted values are within a factor of ±2 from the meas-321 
ured values, and 98% are within a factor of ±5. The average percentage error based on absolute values is 63% 322 
and 62% for paste and mortars, respectively. Generally, the predicted values lie within the upper and lower 95% 323 
confidence limits of the measured values. This suggests that the error in the prediction is no worse than the in-324 
herent error in laboratory measurements.  325 
 326 
An important issue is the total area that is required to yield representative permeability predictions. Our experi-327 
ence has been that about twenty or more images at a magnification of 500× are required for measuring porosity 328 
and unreacted cement content [23, 24]. Fig. 3 shows the change in the predicted permeability with the number of 329 
frames analysed for four paste samples at different w/c ratios and curing ages. It can be observed that the pre-330 
dicted permeability settles to a relatively stable value after analysing about thirty images. This suggests that the 331 
predictions of the model will not change significantly if more images were to be analysed. Although the total 332 
imaged area after thirty frames is only about 1.4 mm2, the total number of individual pores N that is sampled and 333 
analysed can be up to 2×105, which is probably a sufficiently large dataset to capture a representative size distri-334 
bution.  335 
 336 
 337 
 338 
 339 
 340 
 341 
 342 
 343 
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Table 2 Results  344 
  Age (d) w/c 
Sand 
(%) 
k meas  
(m2) 
Std error    
(m2) 
Porosity 
(%) 
No. of 
pores, N 
C eff   
(m4) 
k pred 
(m2) 
Paste  0.50  9.74E-17 1.54E-17 37.4 17473 1.69E-26 1.45E-16 
  0.40  8.01E-17 9.96E-18 28.4 36126 7.04E-27 1.25E-16 
 3 0.35 - 7.58E-17 8.10E-18 23.3 65139 3.47E-27 1.11E-16 
  0.30  4.73E-17 1.77E-18 20.3 164739 6.57E-28 5.32E-17 
   0.25  1.18E-17 9.37E-19 14.6 120983 3.38E-28 2.01E-17 
  0.50  7.13E-17 1.23E-17 30.4 38583 6.01E-27 1.14E-16 
  0.40  7.22E-17 1.37E-17 22.8 94083 1.54E-27 7.11E-17 
 7 0.35 - 5.87E-17 7.49E-18 20.5 95214 1.43E-27 6.70E-17 
  0.30  4.16E-17 3.38E-18 19.5 104289 1.35E-27 6.92E-17 
   0.25  1.17E-17 5.84E-19 13.8 111774 7.32E-28 4.02E-17 
  0.50  9.57E-17 1.58E-17 27.5 53817 3.86E-27 1.02E-16 
  0.40  6.53E-17 7.04E-18 19.3 123336 8.33E-28 5.05E-17 
 28 0.35 - 5.93E-17 4.34E-18 18.1 97812 1.26E-27 6.06E-17 
  0.30  4.67E-17 2.71E-18 14.9 179803 4.15E-28 3.67E-17 
   0.25  1.21E-17 6.96E-19 12.6 186545 3.64E-28 3.34E-17 
  0.50  6.82E-17 1.47E-17 28.6 94194 1.81E-27 8.37E-17 
  0.40  6.70E-17 1.40E-17 21.6 132542 7.69E-28 5.01E-17 
 90 0.35 - 3.91E-17 3.02E-18 17.0 145236 6.33E-28 4.52E-17 
  0.30  4.55E-17 1.03E-17 15.1 144969 6.30E-28 4.49E-17 
    0.25  8.16E-18 1.59E-18 13.0 235125 1.42E-28 1.64E-17 
Mortar  0.50 10 5.75E-16 2.98E-16 33.7 15692 4.40E-26 2.91E-16 
  0.50 40 1.98E-16 1.96E-17 22.3 15237 1.74E-26 6.51E-17 
 3 0.50 60 6.54E-17 3.39E-19 15.0 10469 6.32E-26 1.00E-16 
  0.30 10 1.18E-16 8.80E-18 18.3 59343 4.60E-27 1.15E-16 
  0.30 40 2.34E-17 2.89E-18 12.0 58198 2.33E-27 3.33E-17 
   0.30 60 8.75E-18 1.84E-18 8.2 47543 1.61E-27 1.16E-17 
  0.50 10 5.00E-16 1.50E-16 25.6 75713 2.01E-27 6.40E-17 
  0.50 40 1.69E-16 1.16E-17 14.8 48086 3.22E-27 3.81E-17 
 90 0.50 60 8.31E-17 1.30E-17 10.8 45613 3.09E-27 2.13E-17 
  0.30 10 9.96E-17 2.88E-18 13.6 210354 1.09E-27 9.70E-17 
  0.30 40 2.16E-17 2.72E-18 9.0 199583 3.79E-28 1.86E-17 
    0.30 60 9.62E-18 2.49E-18 5.8 132997 2.65E-28 5.33E-18 
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Figure 2 Measured permeability plotted against predicted values for all samples. The dashed lines correspond to 345 
errors of a factor of two in both directions. 346 
 347 
 
Figure 3 Effect of number of frames analysed on the predicted permeability for selected paste samples. 348 
 349 
 350 
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5. Discussion 351 
The method employed in this study is only slightly less accurate when applied to cement pastes and mortars as 352 
compared to sedimentary rocks, despite the fact that the permeabilities of the latter are significantly higher. For 353 
example, in the study by Lock et al. [10] on sandstones (k ~ 10-14 to 10-12 m2), 80% of the data were estimated to 354 
within a factor of ± 2 with an absolute value error of only 48%. In a subsequent work by Jurgawczynski et al. 355 
[11] on sandstones and carbonates (k ~ 10-15-10-12 m2), 76% of the predictions were within a factor of ±2 and 356 
90% were within a factor of ±3. 357 
 358 
However, the method is a significant improvement over a previous Kozeny-Carman model that also uses 2D 359 
image-derived pore data as inputs [23]. In that study, the permeabilities of mortars were consistently over-360 
predicted by a factor of 5 to 10, with errors increasing with decreasing permeability. A major difference between 361 
the two approaches is that the Kozeny-Carman model uses total porosity and specific surface area as inputs, 362 
while the current method uses data from individual pores to predict macroscopic permeability via a network 363 
model. However, the network model presented by Koplik et al. [8], which is also based on 2D images, consis-364 
tently over-predicted the permeability of rocks by a factor of ten. The large error from in this model seems to be 365 
due to lack of consideration for appropriate stereological correction factors [10].   366 
 367 
There is a small tendency for the method to over-estimate slightly in the low permeability range, and under-368 
estimate at the high permeability range. This behaviour was also observed by Lock et al. [10] and Jurgawczynski 369 
et al. [11]. This could be due to the application of the same co-ordination number for all samples. It is conceiv-370 
able that samples with high permeabilities are more interconnected and thus have a higher co-ordination number 371 
compared to samples with low permeabilities. Indeed, the work by Lindquist et al. [25] using synchrotron X-ray 372 
tomography to study the 3D pore structure of sandstones found a positive correlation between permeability and 373 
connectivity. Our assumption that z = 6 for all samples is expected to lead to over-estimation in the low perme-374 
ability region and under-estimation in the high permeability region. Clearly, more work is needed in this area to 375 
characterise and better understand the way in which pores in cement-based materials are connected. Better esti-376 
mations of the co-ordination number and constriction factors may be obtained by using advanced three-377 
dimensional imaging techniques such as FIB-nanotomography, synchrotron computed tomography or confocal 378 
microscopy [26-29]. However, it is our intention to use only information derived from 2D images in this work 379 
for the sake of simplicity and rapid estimation of permeability. 380 
 381 
The model does not accord a special treatment to the aggregate-paste ‘interfacial transition zone’, but assumes 382 
that all the image-segmented pores contribute to transport regardless of their location in the cement paste. This 383 
includes the hollow-shell pores, despite the fact that their influence on transport is not well established. On a 2D 384 
image, hollow-shell pores appear to be enclosed by a dense layer of hydration product. Using 3D laser scanning 385 
confocal microscopy, Head et al. [26] found that the hollow-shell pores are in fact connected to the capillary 386 
pore system, but it is still unclear whether the connections are intrinsic, or a result of sample drying.  387 
 388 
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It is important to emphasise that the method is based entirely on measured pore data from 2D images as inputs. 389 
Although this may at first seem to pose a limitation, we note that Münch and Holzer (2008) recently showed that, 390 
if properly interpreted, two-dimensional pore space images can yield essentially equivalent information as is 391 
obtained from three-dimensional images. The method contains several adjustable parameters, but the same val-392 
ues for these have been applied to all samples. In this study, we tested the method on cement-based materials 393 
with only one modification compared with its application to rocks, which is to the way small artefacts are trun-394 
cated to account for the difference between the pore structure of cement based materials and rocks. We have 395 
used the same stereological corrections, constriction factors, and have again assumed that the pore structure is 396 
cubic network with a co-ordination number of six. Based on our analysis, it appears that the method works as 397 
well for cement-based materials as it did for sedimentary rocks.  398 
 399 
It may be instructive to compare our method to others, such as the Katz-Thompson [30] approach, which is 400 
based on percolation theory, and provides rapid permeability estimation using the critical pore size measured 401 
from mercury intrusion porosimetry and the formation factor from electrical conductivity measurement as inputs. 402 
Several studies have evaluated this method on cementitious materials with varying degrees of success. El-Dieb 403 
& Hooton [31] tested a wide range of cement pastes and concretes, and found errors of several orders of magni-404 
tude. They concluded that the Katz-Thompson method is not applicable to cement-based materials. Christensen 405 
et al. [32] predicted the permeabilities reported by Nyame & Illston [33] by measuring the formation factors and 406 
critical pore diameters of cement pastes similar to those tested by Nyame & Illston [33]. The calculated perme-407 
abilities were within 1.5 orders of magnitude from measured values, with largest errors for samples with low w/c 408 
ratio and long curing ages. In another study, Halamickova et al [34] measured the formation factor, critical pore 409 
diameter and permeability from a common set of mortars. Using a constant of 180 (instead of 226 proposed by 410 
Katz & Thompson [30])  they found that the permeabilities of w/c 0.5 mortars can be predicted to within a factor 411 
of five, but for the w/c 0.4 mortars, the errors were up to an order of magnitude. This suggests that the method is 412 
more applicable for samples with relatively high w/c ratios. However, in another study, Tumidajski & Lin [35] 413 
tested a range of normal concretes and concretes containing fly ash and slag at w/c 0.55 and 0.65. They found 414 
that all calculated permeabilities were two orders of magnitude lower than measured values. More recently, 415 
Nokken & Hooton [36] reviewed the above studies and carried out additional testing. Their findings suggest that 416 
the inconsistency in previous studies is due to difficulties and variability in measuring water permeability and 417 
formation factor.   418 
 419 
Koster et al. [37] simulated the permeation of water through the microstructure of cement paste obtained from 420 
3D microtomographic images. A thinning algorithm was applied to extract the skeleton of the pore space, which 421 
was then converted into a network of cylindrical tubes.  Laminar flow was assumed in every tube by applying 422 
Hagen-Poiseuille’s law, and the total flow through the network was then obtained to calculate permeability using 423 
Darcy’s law. A ‘loss coefficient’ was included to account for the effects of self-sealing or friction losses on per-424 
meability. The authors tested the method on one cement paste (w/c 0.45, hydration degree 0.67) and found excel-425 
lent agreement with the permeability coefficient measured by Powers [38]. Network models have also been ap-426 
plied to predict permeability of cement pastes from a simulated pore structure such as in the work of Pignat et al. 427 
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[39] and Ye et al. [40]. However, the simulated permeabilities were several orders of magnitude higher than 428 
measured values.  429 
 430 
Quenard et al [41] applied results from mercury porosimetry and BSE imaging with advanced multi-scale com-431 
putational modelling techniques involving 3D reconstruction from 2D images and renormalisation using a cubic 432 
lattice pore network model to predict air permeability of lime-silica brick, clinker brick and Baumberger sand-433 
stone. The permeabilities of the materials investigated ranged from 1×10-15 m2 to 3.9×10-14 m2, which are slightly 434 
higher than the most porous samples tested in the present study. The reconstruction technique and subsequent 435 
image-based computations by solving Stokes’s equation using a finite-difference method gave computed air 436 
permeability to within a factor of 2 of the measured values. Interestingly, the renormalisation technique that rep-437 
resent the pore structure as networks of tubes gave permeabilities that were close to measured values (<50% er-438 
ror). Therefore, the accuracy of our approach seems comparable to the most sophisticated and difficult to apply 439 
computational models that have been presented.  440 
 441 
Finally, it is worth briefly discussing the relationship between our method and the Kozeny-Carman (K-C) model. 442 
The K-C model can be derived by assuming a network of pores arranged in a cubic lattice, and using the hydrau-443 
lic radius assumption to estimate the hydraulic conductivity of each pore, as is done in our model. However, in 444 
order to yield the K-C equation, one would also have to make the additional assumption that each pore has the 445 
same cross-sectional size and shape. In this case, the “cubic lattice” approximation leads to Eq. 9, and the as-446 
sumption of identical pores allows one to identify Ceff  in Eq. 9 with the conductance of any/each individual pore, 447 
as calculated in Eq. 1. Inserting Eq. 1 into Eq. 9 would essentially yield a form of the K-C equation. 448 
 449 
However, our model does not assume that each pore has the same geometry or size. On the contrary, we use the 450 
area and perimeter of each sampled pore to calculate, from Eq. 1, the hydraulic conductance of that individual 451 
pore. But Eq. 9 can then only be used to calculate to overall permeability if we replace this distribution of con-452 
ductances by a single “effective conductance”, for which purpose we use Kirkpatrick’s effective medium ap-453 
proximation, Eq. 8. Consequently, the final predictions of our model cannot be written in the form of a K-C equ-454 
ation, mainly because the “averaging” process inherent in the Kirkpatrick equation is highly nonlinear. Moreo-455 
ver, if we were to express the effective conductance that emerges from the Kirkpatrick equation in terms of an 456 
“effective pore radius” reff, the total pore volume represented by a set of pores each having this radius could not 457 
be identified with the actual porosity. Hence, although our model can perhaps be thought of as an extension of 458 
the K-C model, it cannot be reduced to the K-C model.    459 
 460 
We should note that any amount of drying would change the microstructure of cement-based materials, such as 461 
by coarsening of the pore structure and inducing micro-cracks from drying shrinkage. However, most concrete 462 
structures will experience some form of drying and the associated changes to the microstructure. Therefore, the 463 
treatment imposed to our samples, i.e. drying before measuring permeability and pore structure, is not unrealistic 464 
given that our aim is to predict transport rates and durability. Testing dried samples gives a conservative estimate 465 
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of permeability for concretes in service. In contrast, measuring permeability of undried and unaltered cement 466 
pastes or concretes produces very low permeability values that would seem unrepresentative of the performance 467 
of concretes in practice.  The samples tested, although covering several w/c ratios, cement type, sand content and 468 
age, were by no means exhaustive. More work is required to apply the method to a wider range of samples to 469 
substantiate findings. It would also be interesting to study the sensitivity of the predictions to factors such as 470 
resolution, image magnification, co-ordination number and the choice of the constriction factor. Extension of the 471 
method for the prediction of diffusivity and resistivity, and transport under non-saturated conditions is ongoing.  472 
 473 
6. Conclusions 474 
A method for estimating permeability, developed by the authors and not previously applied to cement-based ma-475 
terials or materials of such low permeability, is described in this paper. The model is entirely based on pore data 476 
obtained from two-dimensional images, requiring only the pore areas and perimeters as input, and involves 477 
minimal computational effort. The method has been applied to 46 cement pastes and mortars having a wide 478 
range of mix proportions, age and microstructure characteristics. The measured oxygen permeability covered 479 
more than two orders of magnitude of data, from 3×10-18 m2 to 5.8×10-16. Results show that about 76% of the 480 
predicted values are within a factor of ±2 from the measured values, and 98% are within a factor of ±5. The av-481 
erage percentage error based on absolute values is 63% and 62% for paste and mortars, respectively. The pre-482 
dicted values lie within the 95% confidence limits of the measured values. These results, which are obtained 483 
from a wide range of samples, show that the model can yield predictions with comparable accuracy to complex 484 
methods that involve flow simulation through the three-dimensional pore space that are much more computa-485 
tionally intensive and difficult to apply. The simplicity and precision of our approach lends support to the use of 486 
images of microstructure as the starting point to predict durability.  487 
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