In this paper we give a new formula for adding 2-coverings and 3-coverings of elliptic curves that avoids the need for any field extensions. We show that the 6-coverings obtained can be represented by pairs of cubic forms. We then prove a theorem on the existence of such models with integer coefficients and the same discriminant as a minimal model for the Jacobian elliptic curve. This work has applications to finding rational points of large height on elliptic curves.
Introduction
Let E be an elliptic curve defined over a number field K. For each n 2 there is an exact sequence 0
where the n-Selmer group Sel (n) (E/K) is finite and effectively computable. It gives information about both the Mordell-Weil group E(K) and the Tate-Shafarevich group X(E/K). Elements of the Selmer group may be represented by n-coverings of E. Coverings π : C → E and π : C → E are isomorphic if there is an isomorphism α : C → C with π = π • α. An n-covering π : C → E is then, by definition, a twist of the trivial n-covering [n] : E → E, where [n] is multiplication-by-n on E. In particular, C is a smooth curve of genus 1 defined over K. The n-Selmer group Sel (n) (E/K) is the set of K-isomorphism classes of n-coverings for which C has points everywhere locally. A theorem of Cassels [10] tells us that every such n-covering admits a K-rational divisor of degree n, and so (for n 3) may be embedded in P n−1 as a curve of degree n. If m and n are coprime integers then it is immediate that Sel (mn) (E/K) ∼ = Sel (m) (E/K) × Sel (n) (E/K).
Moreover, if we are given an m-covering C m → E and an n-covering C n → E then the fibre product C mn = C m × E C n is an mn-covering. We would like to realize these constructions explicitly, that is, given equations for C m and C n as curves of degree m and n in P m−1 and P n−1 , find equations for C mn as a curve of degree mn in P mn−1 . This problem has applications to finding generators of E(K) of large height. The solution in [14] in the case (m, n) = (2, 3) involves calculations in an extension of the number field K, typically of degree 9. In § 2 we give a new formula that removes the need for any field extensions.
For the application to point searching, it is important that we give equations for our ncoverings with respect to a good choice of coordinates on P n−1 . This is both to make the equations have smaller coefficients, and the rational points we are searching for have smaller height. This problem can be solved by a combination of minimisation and reduction, as described in [13] in the cases n = 2, 3, 4 and [17] in the case n = 5. By minimisation we mean changing coordinates so that the data defining our n-covering still has integer coefficients, yet prime factors are removed where possible from some suitably defined discriminant. minimal models for 6-coverings 
of elliptic curves
In this paper we represent 6-coverings C ⊂ P 5 by pairs of cubic forms defining the secant variety Sec C. We then define a discriminant function, and prove results on minimisation analogous to those in the papers cited above. It turns out that if we add minimal models for a 2-covering and a 3-covering, using the formula in § 2, then the model we get for a 6-covering is not minimal. Therefore in numerical examples we should still make a change of coordinates before searching for rational points.
In a remarkable series of papers [2] [3] [4] [5] , Bhargava and Shankar have shown for n = 2, 3, 4, 5 that the average number of elements in Sel (n) (E/Q) of order n is exactly n, when elliptic curves E/Q are ordered by naive height. (The average size of Sel (n) (E/Q) is then the sum of the divisors of n.) They conjecture that the same is true for all integers n 2, and indeed proving this for larger n would improve the upper bound they give for the average rank of an elliptic curve. Their method relies on counting orbits of lattice points in an affine space, under the action of a suitable linear algebraic group. The representations and invariants required for n = 2, 3, 4 are classical: see [1, 26, 28, 29] . The corresponding results for n = 5 were obtained in [15, 18] . We think it is unlikely there is any directly analogous construction for n > 5 for the following reasons.
(1) In the cases n = 2, 3, 4, 5 the n-coverings are represented by collections of forms of degree 6−n. The representations studied have dimension 10n/(6−n), and the rings of invariants are generated in degrees 4n/(6 − n) and 6n/(6 − n). (2) The modular curve X(n) has genus 0 for n = 2, 3, 4, 5 but not for n > 5. (3) In [18] the cases n = 2, 3, 4, 5 are related to the exceptional Lie groups G 2 , F 4 , E 7 , E 8 . (4) None of the representations studied in [6] appear to be suitable. However, one might still hope that some construction can be made to tackle the above conjecture, say for n = 6. Put more simply, we would like to know how to write down genusone curves of degree 6 at random. We do not know a good answer to this question, but our work might provide a useful starting point for further investigations.
In § § 3 and 4 we study the secant variety of a genus-one curve of degree n, first in general, and then in the case n = 6. Some of the results are justified by explicit formulae recorded in § 5. One application of the invariants in the cases n = 2, 3, 4, 5 is that they give a formula for the Jacobian elliptic curve. In § 6 we prove an analogue of this in the case n = 6. We then present our results on minimisation in § 7, and finally give a numerical example in § 8 to illustrate the application of our work to finding rational points of large height on an elliptic curve.
We work throughout over a field K with char K = 2, 3. A genus-one normal curve is a smooth curve C ⊂ P n−1 of genus 1 embedded by a complete linear system of degree n. This last condition is equivalent to demanding that C has degree n, and is not contained in a hyperplane. We write (x 1 : . . . : x n ) for our coordinates on P n−1 . We also write L(D) for the Riemann-Roch space of a divisor D on C, and H for the divisor of a hyperplane section. We may identify L(H) with the space of linear forms on P n−1 , and more generally S d L(H) with the space of forms (that is, homogeneous polynomials) of degree
The word 'normal' in the definition of a genus-one normal curve refers to the fact that these curves are projectively normal, that is, the natural map
shows that the space of quadrics vanishing on C has dimension n(n+1)/2−2n = n(n−3)/2. If n 4 then these quadrics generate the homogeneous ideal I(C), and so, in particular, define C. Proofs of these standard facts may be found, for example, in [7, 15, 22, 23] .
Adding 2-coverings and 3-coverings
In this section we give an explicit formula for adding a 2-covering and a 3-covering of an elliptic curve, to give a 6-covering. We assume that the 2-covering is represented by a binary quartic, and the 3-covering is represented by a ternary cubic. In other words, we assume that these curves have trivial obstruction, in the sense of [11, 12, 24] . This hypothesis is always satisfied by Selmer group elements (by the result of Cassels [10] cited above), and more generally in all cases where the 6-covering we are trying to compute has trivial obstruction.
First we need to review some classical invariant theory of binary quartics and ternary cubics. See, for example, [1, 13, 15, 26, 28, 29] . For f a form in n variables, say x 1 , . . . , x n , and M an n × n matrix, we write f • M for the form obtained by substituting x i ← The contravariants P = P (G) and Q = Q(G) are the ternary cubics determined by
and
We write M −T for the inverse transpose of M . Then P and Q have the covariance properties
A binary quartic F , or ternary cubic G, with non-zero discriminant ∆ defines a smooth curve of genus 1. This is either a double cover C 2 → P 1 with equation y 2 = F (x, z), or a plane cubic C 3 ⊂ P 2 with equation G(x, y, z) = 0. With c 4 and c 6 defined as above, the Jacobian is the elliptic curve E with Weierstrass equation y 2 = x 3 − 27c 4 x − 54c 6 . For f a polynomial which is homogeneous of degree d in each of the sets of variables x 1 , x 2 and y 1 , y 2 , y 3 , we write {f } for the polynomial in z 11 , z 12 , z 13 , z 21 , z 22 , z 23 obtained by substituting
Let H be the Hessian of a binary quartic F . Let P and Q be the contravariants of a ternary cubic G. Then for i = 1, 2 we put
Theorem 2.1. Suppose that F and G have the same invariants c 4 , c 6 and ∆. Then: (i) the partial derivatives of f 1 − g 1 and f 2 − g 2 define a genus-one normal curve
(iii) the composite of the morphism C 6 → C 2 and the double cover C 2 → P 1 is given by
where it is possible that some (but not all) of these pairs of forms vanish identically on C 6 .
Proof. We write 2 and 3 for the standard representations of GL 2 and GL 3 . Then as representations of GL 2 × GL 3 we have
In other words, the 21-dimensional space of quadrics in z 11 , z 12 , z 13 , z 21 , z 22 , z 23 naturally decomposes into subspaces of dimensions 3 and 18. The first of these is spanned by the 2 × 2 minors in (ii). We may project onto the second factor by substituting z ij = x i y j , and a section for this map, respecting the action of GL 2 × GL 3 , is given by f → 1 2 {f }. The curve C 6 in (i) is defined by the nine quadrics
for 1 i j 2 and 1 k 3. By the covariance properties of F, H, P and Q we are free to change coordinates by any pair of matrices in GL 2 × GL 3 with the same determinant. We are also free to extend our field K. We may therefore reduce to the case where C 2 → P 1 and C 3 ⊂ P 2 are copies of the same elliptic curve E, and the maps to projective space are via the complete linear systems |2.0 E | and |3.0 E |. If E has Weierstrass equation
By direct calculation, the quadrics (1) define the image of E embedded in P 5 via
We checked, using the discriminant condition 4a 3 + 27b 2 = 0, that the rational functions on the right are a basis for the Riemann-Roch space L(6.0 E ). The image is therefore a genus-one normal curve.
Since the fibre product of the trivial 2-covering and the trivial 3-covering is the trivial 6-covering, it only remains to prove that the maps in (ii) and (iii) are [2] E and [3] E , where [n] E is multiplication-by-n on E. For the first of these we simply checked that the 2 × 2 minors of (2) define [2] E . The x-coordinate of [3] E (x, y) is given by θ 3 /ψ 2 3 where
After making the substitution (2) we find
Since the numerical factors are of the form 2 r 3 s , and we cannot have a = b = 0, this proves (iii).
Secant varieties
In this section we work over an algebraically closed field and review some geometric facts about secant varieties of genus-one normal curves. Many of the results have been generalized to higher secant varieties; see, for example, [9] .
Let C ⊂ P n−1 be a genus-one normal curve of degree n. We write H for the divisor of a hyperplane section, and identify the Riemann-Roch space L(H) with the space of linear forms on
For example, if D is the sum of two points P, Q ∈ C then D is the secant line P Q if P = Q, and the tangent line T P C if P = Q. The secant variety Sec C is the Zariski closure of the union of all secant lines, equivalently the union of all lines D for D a degree-2 effective divisor on C. If n 5 and P ∈ D for two such divisors D, then it is easy to show (see [16, Lemma 2.6] ) that P ∈ C.
Lemma 3.1. If n 5 then Sec C ⊂ P n−1 is an irreducible variety of dimension 3.
Proof. See [20, Proposition 11.24] .
We write I(X) for the homogeneous ideal of a projective variety X. Suppose we know a basis for the space of quadrics in I(C). The next lemma shows it is easy to solve for the cubic forms in I(Sec C) by linear algebra. Lemma 3.2. If n 6 then I(Sec C) is generated by cubics. A cubic form f vanishes on Sec C if and only if it is singular at every point on C, equivalently ∂f /∂x i ∈ I(C) for all 1 i n.
Proof. The first statement is a special case of results in [9, 19] . Now let P 1 , . . . , P n be any points on C spanning P n−1 . We choose coordinates so that P 1 = (1 : 0 : . . . : 0), P 2 = (0 : 1 : . . . : 0), etc. For each 1 i < j n the secant variety contains the line P i P j . So if f ∈ I(Sec C) is a form of degree d, then f can contain no monomials involving x i and x j only. Therefore d 3. Moreover, if d = 3 then f is singular at P 1 . Since P 1 ∈ C was arbitrary, f is singular at every point of C.
Conversely, suppose f is singular at every point of C. Then for distinct points P, Q ∈ C the restriction of f to the line P Q is a binary cubic with at least two double roots. Therefore f vanishes on the line P Q, and it follows that f ∈ I(Sec C).
Lemma 3.3. If n 5 then C is the singular locus of Sec C.
Proof. If P ∈ C then the line P Q is contained in the tangent space T P Sec C for every Q ∈ C. Since C spans P n−1 it follows that T P Sec C = P n−1 . Since Sec C ⊂ P n−1 is a proper subvariety (by Lemma 3.1) it follows that the singular locus of Sec C contains C. The reverse inclusion is proved in [9, Proposition 8.15] and [19, Proposition 5.1] . In fact if P ∈ D for D a degree-2 effective divisor on C, and P ∈ C, then T P Sec C = 2D.
The next two lemmas count the dimension of the space of cubics in I(Sec C). The exact statements are also of interest.
Let P ∈ C be any point. We choose coordinates x 1 , . . . , x n so that L(H − iP ) has basis x 1 , . . . , x n−i for i = 0, 1, 2. In other words, P = (0 : . . . : 0 : 1) and T P C = {(0 : . . . : 0 : λ : µ)}. We write C and C for the genus-one normal curves with hyperplane sections H − P and H − 2P obtained by projecting away from P and T P C.
for some quadric g ∈ I(C ) and cubic h.
(ii) The space of cubics vanishing on Sec C has dimension at most n(n − 4)(n − 5)/6.
Proof. (i) We write f (x 1 , . . . , x n ) = x r n−1 x s n g rs (x 1 , . . . , x n−2 ). Since f vanishes on T P C we have g rs = 0 whenever r + s = 3. Since ∂f /∂x i ∈ I(C) for all 1 i n − 2 we also have g 11 = g 02 = 0. Therefore f is of the form (3) and
(ii) In the case n = 5 it is known (see [22, VIII.2.5] ) that Sec C ⊂ P 4 is a hypersurface of degree 5. So there are no cubic forms in I(Sec C). The proof is now by induction on n 6. By (i), and the observation that
the space of cubic forms in I(Sec C) has dimension at most
where the first term is our inductive upper bound for the dimension of the space of cubics in I(Sec C ), and the second term is the dimension of the space of quadrics in I(C ).
As before, we identify the Riemann-Roch space L(H) with the space of linear forms on
It is clear that Φ (D 1 , D 2 ) has rank at most 1 on C, and hence rank at most 2 on Sec C. So the 2 × 2 minors are quadrics in I(C) and the 3 × 3 minors are cubics in I(Sec C). Combining Lemmas 3.4 and 3.5 shows that the space of cubics in I(Sec C) has dimension exactly n(n − 4)(n − 5)/6.
Pencils of cubic forms
We drop our assumption that K is algebraically closed, and write K for the algebraic closure. The Hessian H(F ) of a cubic form F ∈ K[x 1 , . . . , x 6 ] is the form of degree 6 obtained as the determinant of the 6 × 6 matrix of second partial derivatives of F . To avoid confusion with our earlier notation, we will now write h = h(f ) for the Hessian of a binary quartic.
Theorem 4.1. Let C ⊂ P 5 be a genus-one normal curve of degree 6 with secant variety defined by cubic forms F 1 and F 2 . Then, working over K, there are exactly four 'special' cubics F in the pencil spanned by F 1 and F 2 , with H(F ) a scalar multiple of F 2 . Moreover: (i) each cubic in the pencil spanned by F 1 and F 2 has singular locus C, with the exception of the special cubics which have singular locus a Veronese surface; (ii) there is a binary quartic f ∈ K[s, t], with roots corresponding to the special cubics, and cubic forms
where h is the Hessian of f , as defined in § 2; (iii) the covering map from C to its Jacobian factors via a quadratic twist of y 2 = f (x, z).
Proof. For the first part of the proof we may take K = K. Let D 1 and D 2 be degree-3 divisors on C with D 2 ) is a cubic form vanishing on Sec C and so belongs to the pencil spanned by F 1 and F 2 . By Lemmas 3.4 and 3.5 the pencil is spanned by cubics of this form. We now show that every cubic in the pencil is of this form. We say that divisor pairs (D 1 , D 2 ) and ( 
In particular, these two cubic forms are linearly independent.
We claim that the map ( D 2 ) is a bijection between the equivalence classes of divisor pairs and the pencil of cubics spanned by F 1 and F 2 . To prove this let C be the image of an elliptic curve E embedded in P 5 by |6.0 E |. Then writing det Φ(2.0 E + P, 4.0 E − P ) = s(P )F 1 + t(P )F 2 ,
for P ∈ E, we can see that s/t is a rational function on E. It therefore defines a morphism (s : t) : E → P 1 . By the previous paragraph, this morphism is non-constant, and indeed has fibres of the form {P, −P }. It must therefore be surjective. This proves the claim.
By 
2 . Moreover, the partial derivatives of F , equivalently the 2 × 2 minors of M , define a Veronese surface, that is, the image of the 2-uple embedding P 2 → P 5 . The identity (4) is well behaved under the natural action of GL 2 × GL 6 . Specifically, if the identity is satisfied by (F 1 , F 2 ) and f , then it is also satisfied by
for any M ∈ GL 2 , and by
for any N ∈ GL 6 . Therefore (ii) follows from any of the special cases computed in § 5.
To complete the proof of (i) it remains to show that if (s : t) ∈ P 1 is not a root of f then sF 1 + tF 2 is not a special cubic, and its partial derivatives define C. Taking s = 1 in (4) and using Euler's identity, we have
In particular, if f (1, t) = 0 then F 1 + tF 2 is not a special cubic, and indeed it does not even divide its own Hessian. If the partial derivatives of a cubic form F vanish at a point P = (a 1 : . . . : a 6 ), then by Euler's identity the vector (a 1 , . . . , a 6 ) is in the kernel of the matrix of second partial derivatives of F evaluated at P . Therefore H(F ) vanishes at P . If f (1, t) = 0 and P is singular on {F 1 + tF 2 = 0} ⊂ P 5 it now follows by (7) that F 2 (P ) = 0. But then P ∈ Sec C and it follows by Lemma 3.3 that P ∈ C. This completes the proof of (i).
We now drop our assumption that K is algebraically closed. To complete the proof of (ii) we must show that G 1 , G 2 and f have coefficients in K. However by a change of coordinates defined over K we may assume that C is of the form described in Theorem 2.1. We are then done by the last of the special cases computed in § 5. This also proves (iii).
Remarks 4.2. (i)
The identity (4) only defines f up to sign. It can be computed by using (7) to solve for f (1, t)
2 for several values of t and then interpolating. (ii) The geometric interpretation of the cubic forms G 1 , G 2 is that F 1 , F 2 , G 1 , G 2 are a basis for the space of cubic forms vanishing on the tangent variety of C.
(iii) The set of special cubics is a torsor under E [2] , where E is the Jacobian of C. This can be seen either by considering the divisors D on C with 2D ∼ H, or as a consequence of Theorem 4.1(iii). 
Explicit formulae
We check the identity (4) first in the case of an elliptic curve E embedded via |6.0 E |, then for a binary quartic 3-uply embedded, then for a ternary cubic 2-uply embedded, and finally for the sum of a binary quartic and ternary cubic as computed using Theorem 2.1. (For the general definition of a d-uple embedding see [21, p. 13] .)
Let E be the elliptic curve y 2 = x 3 + ax + b. The embedding of E in P 5 via |6.0 E | is given by (x 1 : . . . : x 6 ) = (1 : x : y : x 2 : xy : x 3 ) and has image C ⊂ P 5 defined by quadrics
By Lemma 3.2 the cubics defining Sec C are
These are of the form specified in Lemma 3.4, where C ⊂ P 3 is the quadric intersection defined by q 1 and q 2 . We remark that if C ⊂ P 4 is the genus-one normal curve of degree 5 defined by q 1 , . . . , q 5 then Sec C is defined by the quintic form
By following the proof of Theorem 4.1 we find that F 1 and F 2 are the determinants of the matrices  
Moreover (4) is satisfied with f (s, t) = 4(s 3 t + ast 3 − bt 4 ) and
More general formulae are obtained if we start with a binary quartic
defining a double cover C 2 → P 1 , and then embed C 2 in P 5 via
The image has secant variety defined by
Moreover, the identity (4) is satisfied with f (s, t) = 4F (−t, s), and G 1 , G 2 certain cubic forms with coefficients in Z[a, b, c, d, e] .
Alternatively, we start with a ternary cubic G(x 1 , x 2 , x 3 ) defining C 3 ⊂ P 2 and then embed C 3 in P 5 via (x 11 : x 12 : x 13 :
The image has secant variety defined by 
Finally, we start with a generalized binary quartic y 2 + A(x, z)y = B(x, z) and a ternary cubic G(x, y, z) with the same invariants c 4 , c 6 and ∆. We put F (x, z) = 1 4 A(x, z) 2 + B(x, z), and define e i , f i , g i , h i as in § 2. Then putting
for i = 1, 2, the identity (4) is satisfied with f (s, t) = 4∆F (s, t). This is proved by a generic calculation, which is made feasible by reducing to the special case considered in the proof of Theorem 2.1. Suppose that the Weierstrass equations, computed using [13, Theorem 2.10], for the Jacobians of y 2 + A(x, z)y = B(x, z) and G(x, y, z) = 0 are related by x ← x + r and y ← y + sx + t. Then a generic calculation shows that the coefficients of F 1 , F 2 , G 1 , G 2 are integer coefficient polynomials in r, s, t and the coefficients of A, B and G. The reason for introducing r, s, t is to avoid having denominators of the form 2 a 3 b .
Computing the Jacobian
Suppose we are given equations for a genus-one curve C that is either a double cover of P in [1, 15] give a formula for the Jacobian of C. If n = 6 then Theorem 4.1(iii) and Remark 4.2(i), together with the invariants in the case n = 2, determine the Jacobian up to quadratic twist. In this section we explain how Theorem 2.1 can be used to compute the Jacobian exactly. By Lemma 3.2 we may solve for cubic forms F 1 and F 2 defining Sec C. We know by Lemma 3.3 that the partial derivatives of F 1 and F 2 define C. In fact, by the formulae in § 5, they generate I(C). The 12 partial derivatives of F 1 and F 2 , in the 9-dimensional space of quadrics vanishing on C, therefore satisfy three linear dependence relations.
By properties of the obstruction map, as cited in § 2, we know that C is of the form arising in Theorem 2.1, up to a change of coordinates on P 5 defined over K. We now find this change of coordinates, up to the action of GL 2 (K) × GL 3 (K). The cubic forms f 1 − g 1 and f 2 − g 2 in Theorem 2.1 satisfy
Therefore substituting
a ijk z jk into F 1 and F 2 , for suitable constants a ijk , gives cubic forms
for k = 1, 2, 3. The coefficients of the three linear dependence relations mentioned above are therefore exactly the numbers we need in order to write down the required change of coordinates on P 5 . We have now reduced to the case where C = C 6 is as described in Theorem 2.1. In particular, the 2 × 2 minors of the matrix (z ij ) define a morphism C 6 → C 3 , where C 3 is a plane cubic. We can solve for an equation for C 3 by linear algebra. The Jacobian of C 6 is now the same as that of C 3 , which may be computed using the classical formulae cited above.
Minimal models
We represent a genus-one normal curve of degree 6 by a pair of cubic forms defining its secant variety. In this section we define the discriminant of such a model. We then prove a result on the existence of models with the same discriminant as a minimal Weierstrass equation for the Jacobian elliptic curve.
. . , x 6 ] be cubic forms defining the secant variety of a genus-one normal curve of degree 6. The discriminant of (
where f is the binary quartic in Theorem 4.1, and ∆(f ) is as defined in § 2.
Since Theorem 4.1 only determines f up to sign, Definition 7.1 relies on the fact that the discriminant of a binary quartic has even degree (in fact degree 6). Since f has distinct roots, we have ∆(F 1 , F 2 ) = 0.
where
Proof. This follows from (5), (6) and properties of the discriminant of a binary quartic, namely that it has degree 6 and weight 12.
Let O K be a discrete valuation ring with uniformizer π, discrete valuation v, residue field k, and field of fractions K. As usual, we assume char K = 2, 3.
Theorem 7.3. Suppose that F 1 and F 2 have coefficients in O K , and that their reductions mod π (which we denote F 1 and F 2 ) are linearly independent over k. Then the binary quartic f has coefficients in O K .
Proof. Suppose H(F 1 ) ≡ αF 2 2 (mod F 1 ) for some α ∈ K. If α is not in O K then F 1 divides F 2 2 . Then F 1 and F 2 have a common quadratic factor, and F 1 + ξF 2 divides F 2 2 for at most two ξ ∈ k. It follows by (7) that 2f (1, t) ∈ O K for all t ∈ O K , avoiding at most two residue classes mod π. If |k| 7 we see by interpolation that 2f has coefficients in O K . In general we may reduce to this case by making an unramified extension.
A generic calculation shows that if F is a cubic form in x 1 , . . . , x 6 then the coefficients of Theorem 7.4. Let C ⊂ P 5 be a genus-one normal curve of degree 6 defined over K. Suppose that C(K) = ∅. Then, after a change of coordinates on P 5 defined over K, the secant variety Sec C is defined by cubic forms F 1 , F 2 ∈ O K [x 1 , . . . , x 6 ] with ∆(F 1 , F 2 ) = ∆ E , where ∆ E is the minimal discriminant of the Jacobian E of C.
Proof. If C is an elliptic curve E embedded by |6.0 E |, or the 3-uple embedding of a binary quartic, or the 2-uple embedding of a ternary cubic, then the theorem already follows from the formulae in § 5, and the corresponding results for 2-coverings and 3-coverings in [13] . If, however, we use Theorem 2.1 to add a binary quartic and ternary cubic then we only get F 1 , F 2 ∈ O K [x 1 , . . . , x 6 ] with ∆(F 1 , F 2 ) = ∆ 7 E . In other words, adding a minimal 2-covering and a minimal 3-covering does not give a minimal 6-covering.
In general we argue as follows. We first observe that if P ∈ C(K) then there is a unique point Q ∈ C(K) such that C has hyperplane section 5P + Q. The complete linear system |P + Q| defines a morphism C → P 1 . This gives an equation for C of the form y 2 + A(x, z)y = B(x, z) where A and B are binary forms of degrees 2 and 4. By [13, Theorem 3.4] we may change coordinates on P 1 (and make a substitution for y) so that y 2 +A(x, z)y = B(x, z) has coefficients in O K , yet has discriminant ∆ E . Since SL 2 (O K ) acts transitively on P 1 (K) we may assume that P and Q are the points on C above (x : z) = (1 : 0). By a substitution y ← y + λx 2 we may further assume that Q is the point (x : z : y) = (1 : 0 : 0). Setting z = 1 gives an affine equation y 2 + (lx 2 + mx + n)y = bx 3 + cx 2 + dx + e where P and Q are now the points at infinity. We have x ∈ L(P + Q), y ∈ L(2P + Q) and bx − ly ∈ L(2P ). The embedding C ⊂ P 5 via |5P + Q| is given by (x 1 : . . . : x 6 ) = (1 : x : y : (bx − ly)x : (bx − ly)y : (bx − ly) 2 x).
