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ON POLYNOMIAL RINGS OVER NIL RINGS IN SEVERAL
VARIABLES AND THE CENTRAL CLOSURE OF PRIME
NIL RINGS
M. CHEBOTAR, W.-F. KE, P.-H. LEE AND E. R. PUCZYŁOWSKI
Abstract. We prove that the ring of polynomials in several commuting
indeterminates over a nil ring cannot be homomorphically mapped onto a
ring with identity, i.e. it is Brown-McCoy radical. It answers a question
posed by Puczyłowski and Smoktunowicz. We also show that the central
closure of a prime nil ring cannot be a simple ring with identity solving a
problem due to Beidar.
1. Introduction
Let R[x] be a polynomial ring over a nil ring R. Many recent papers on poly-
nomial rings in one indeterminate over nil rings were inspired by the following
three questions:
(1) Is it true that R[x] is nil?
(2) Is it true that R[x] is Jacobson radical?
(3) Is it true that R[x] is Brown-McCoy radical?
The first question was posed by Amitsur [1] and Krempa [8], and was an-
swered negatively by Smoktunowicz [14]. The second question is open, and
is equivalent to the famous Koethe’s Conjecture as shown by Krempa in [8].
The third question was posed by Puczyłowski [9], and was answered positively
by Puczyłowski and Smoktunowicz [11]. The results answering questions (1)
and (3) can be considered as approaches towards a solution of the Koethe
Conjecture.
It is not surprising that the question whether the ring of polynomials in two
or more commuting indeterminates over a nil ring is Brown-McCoy radical
attracted a lot of attention. Originally posed in the paper by Puczyłowski
and Smoktunowicz [11, Question 1a], this question appears in a number of
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papers and surveys dedicated to the Koethe Conjecture and related topics
such as [5, p. 210], [10, Question 2.12a], [12, p.140], [15, Question 26] and [16,
p. 235], to mention just a few. The problem again had a clear connection to
Koethe’s Conjecture, as the theorem due to Smoktunowicz [16] showed that
the existence of a nil ring R such that R[x, y] is not Brown-McCoy radical
would give a counterexample to the Koethe Conjecture. In 2008 the authors
published the paper [4] where they proved that a polynomial ring R[x, y] is
Brown-McCoy radical provided that R is a nil algebra over a field of nonzero
characteristic. However, it is well-known that questions (1)–(3) may have
different answers for nil algebras over fields of different nature. For example,
it was not clear whether the result of [4] could be extended to nil algebras over
the field of rational numbers. One more doubt came from another striking
result by Smoktunowicz [17, Theorem 1.3]: Over every countable field K there
is a nil algebra R such that the polynomial ring R[x1, . . . , x6] in six commuting
indeterminates x1, . . . , x6 over R contains a noncommutative free K-algebra of
rank two. The existence of such a surprising ring makes one imagine that
it would be quite possible that this polynomial ring or a similar ring can be
mapped onto a ring with 1.
Motivated by the above question, we study and present the following result
on prime nil rings.
Theorem 1. Let R be a prime nil ring with extended centroid C. Let c1, . . . , cn ∈
C, n ≥ 1, be such that S = R[c1, . . . , cn] is a simple ring. Then S has a zero
center.
The extended centroid C of a prime ring R can be defined as the center of
the maximal right ring of quotients of R, and the ring RC is called the central
closure [2, p. 68]. The central closure approach to handle the above mentioned
problem was advocated by Ferrero and Wisbauer [5] and Beidar [12], but
again there were some serious doubts whether such approach could work. One
obstacle was that there were no known solutions of question (3) that relied on
the central closure approach. Another and more serious obstacle was connected
to the following question by Beidar [12, p. 140]: Does there exist a prime ring
with zero center whose central closure is a simple ring with identity? It is
natural to expect that such ring does not exist, but the example constructed
by Chebotar [3] showed that the situation is more complicated. Fortunately,
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together with some ideas from Convex Geometry, the central closure approach
does work.
We conclude this section with some applications of Theorem 1.
First of all, the following theorem follows immediately from Theorem 1 and
[5, Theorem 4.12], and answers a question posed by Puczyłowski and Smok-
tunowicz [11, Question 1a].
Theorem 2. Let R be a nil ring. Then the ring of polynomials in two or more
commuting indeterminates over R is Brown-McCoy radical.
Proof. Assume on the contrary that R[x1, . . . , xn] is not Brown-McCoy radical
for some set {x1, . . . , xn} of commuting indeterminates over R. Then there
exists a maximal idealM of R[x1, . . . , xn] such that R[x1, . . . , xn]/M is a simple
ring with identity. Replacing R by R/(M ∩ R), we may assume that R is
prime and M ∩ R = 0. By [5, Theorem 4.12], there exist c1, . . . , cm ∈ C, the
extended centroid of R, such that RC = R[c1, . . . , cm] is simple with identity,
a contradiction by Theorem 1. 
As a corollary, the next result answers a question [10, Question 2.13b] raised
by Beidar.
Corollary 3. The central closure of a prime nil ring contains no identity.
Proof. Let A be a prime nil ring. Assume that a1c1 + · · · + ancn = 1 where
ai ∈ A and ci ∈ C, the extended centroid of A. Let R be a subring of A
generated by a1, . . . , an. The map θ : R[x1, . . . , xn] → R[c1, . . . , cn] given
by θ(p(x1, . . . , xn)) = p(c1, . . . , cn) is a ring epimorphism, and θ(c1x1 + · · · +
cnxn) = a1c1 + · · ·+ ancn = 1, which is not possible by Theorem 2. 
The next result answers an old question posted by Puczyłowski [9, Question
13b]. It can be deduced from Theorem 2 by means of [5, Theorem 5.1] or [16,
Remark 1].
Theorem 4. Let R be a nil ring. Then the ring of polynomials in two or more
noncommuting indeterminates over R is Brown-McCoy radical.
Finally, we make a remark that the above results can help to answer some
other open problems in Radical Theory. For example, using Theorem 2 to-
gether with [5, Proposition 5.5], one sees that for any ring R the upper nil
radical is contained in the u-strongly prime radical of R, a question formu-
lated by Kaučikas and Wisbauer [7, Problem]. Also, as noted in [10, p. 7],
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Theorem 4 implies that for two nil algebras A and B, the algebra A ⊗ B is
Brown-McCoy radical. This answers Question 23 in [9].
2. Simple Facts from Convex Geometry
To make the paper a bit self-contained we record several facts about convex
polytopes which will be used in the proof of the Main Theorem. For a con-
cise reading about basic properties of convex polytopes, one is referred to [6,
Chapter 16].
A convex polytope in the n-dimensional real space Rn is the convex hull of
a finite set. Here, the convex hull of the set X = {x1, . . . , xm} ⊆ Rn is defined
to be
conv(X) =
{ m∑
i=1
λixi
∣∣∣∣ λi ≥ 0,
m∑
i=1
λi = 1
}
.
Equivalently, a convex polytope is a bounded solution set of a finite system of
linear inequalities:
P (A, b) =
{
x ∈ Rn ∣∣ aTi x ≤ bi for all 1 ≤ i ≤ m},
where A is a real m×n matrix with rows aTi , and b ∈ Rm with entries bi. Here
boundedness means that there is a constant N such that ‖x‖ < N holds for
all x ∈ P (A, b).
A Minkowski sum of two sets of A and B in Rn is formed by adding each
vector in A to each vector in B.
Fact 1. The intersection of finitely many convex polytopes is a convex polytope.
And, a cut-off of a convex polytope by a hyperplane is also a convex polytope.
This follows from the definition of the convex polytope.
Fact 2. If S is a convex set then µS+λS (in the Minkowski sum sense) is also
a convex set for all positive integers µ and λ. Moreover, µS + λS = (µ+ λ)S.
This follows from the definitions of the convex set and the Minkowski sum.
Fact 3. Let B2 ⊂ B1 be two balls with the same center. Then there exists a
convex polytope D such that B2 ⊆ D ⊆ B1.
This fact can be deduced, for example, from [13, Theorem 1.8.19] which
asserts that a convex body can be approximated arbitrarily closely by convex
polytopes.
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The following is the key fact to be used in the proof of Theorem 1. The idea
of the proof was suggested to us by Fedor Nazarov.
Theorem 5. Let P be a convex polytope. Then there is an integer µ and
convex polytopes K1, . . . , Kµ so that:
(1) P is a union of K1, . . . , Kµ.
(2) Each of Ki can be bounded by a ball of radius 1.
(3) For each positive integer ν, the union ∪µi=νKi is a convex polytope.
Proof. Let B1 be the smallest bounding ball for P . Let R be the radius of B1
and O its center. If R = 1, we have nothing to prove, so assume that R > 1.
We will choose a ball B3 with the same center O which is sufficiently close
to B1. More precisely, if D is a convex polytope such that B3 ⊆ D ⊆ B1
then the cut-off of B1 (the part not containing B3) by any of its facet-defining
hyperplanes can be bounded by a ball of radius 1. This can be done in the
following way. First, pick a point A on B1 and make a ball B0 of radius
1
2
centered at A. The intersection of the surfaces of B1 and B0, which are
(n− 1)-spheres, will be an (n− 2)-sphere and is contained in some hyperplane
H . We then pick the ball B3 centered at O having H as a tangent hyperplane.
Write the radius of B3 as (1− 2γ)R for some γ > 0.
Now let B2 be the ball centered at O of radius (1−γ)R. Let D1 be a convex
polytope such that B3 ⊆ D1 ⊆ B2. Order the facets of D1 as F1,1, . . . , F1,r1.
For each facet F1,i, the facet-defining hyperplaneH1,i cuts off a convex polytope
K1,i from P which does not contain B3 in a sequel: First, H1,1 cuts off the
piece K1,1 from P , then H1,2 cuts off the piece K1,2 from the remaining, and so
on. Let P1 = P ∩D1 which is again a convex polytope. By our construction,
we have that each K1,i is bounded by a ball of radius 1, P = (∪r1i=1K1,i) ∪ P1,
and for any integer t, the union (∪r1i=tK1,i) ∪ P1 is a convex polytope.
Note that P1 is bounded by the ball B2 of radius (1−γ)R < R. If (1−γ)R <
1, then we are done. Assume this is not the case, and let B4 be the ball
centered at O of radius (1 − 3γ)R, and let D2 be a convex polytope such
that B4 ⊆ D2 ⊆ B3. Order the facets of D2 as F2,1, . . . , F2,r2. For each facet
F2,i, the facet-defining hyperplane H2,i cuts off a convex polytope K2,i from
P1 which does not contain B4 in a sequel: First, H2,1 cuts off the piece K2,1
from P1, then H2,2 cuts off the piece K2,2 from the remaining, and so on. Let
P2 = P1 ∩D2 which is again a convex polytope. By our construction, we have
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that each K2,i is bounded by a ball of radius 1, P1 = (∪r2i=1K2,i) ∪ P2, and for
any integer t, the union (∪r2i=tK2,i) ∪ P2 is a convex polytope.
We continue in this fashion until we have (1 − sγ)R < 1 for some s ≥ 0.
Then we rename K1,1 as K1, K1,2 as K2, . . . , Ks,rs as Kµ−1, and Ps as Kµ.
These Ki, i = 1, . . . , µ, will fulfill the required conditions. 
3. Proof of the Main Theorem
Let R be a prime ring with extended centroid C and let c1, . . . , cn be elements
of C. For any multi-index α = (α1, . . . , αn), where each αi is a non-negative
integer, let
cα =
n∏
i=1
cαii = c
α1
1 · · · cαnn .
Like in case of polynomial rings in several variables, let us call cα a monomial
element and define its (total) degree |α| as |α| = ∑ni=1 αi. An element p ∈
R[c1, . . . , cn] can be represented as a polynomial expression
p =
∑
α
aαc
α, (1)
where aα = aα1,...,αn ∈ R.
Slightly modifying ideas of [11, p. 2474] we define the degree deg(p) of a
nonzero element p represented by formula (1) as the largest degree of a mono-
mial occurring with nonzero coefficient in the expression of p, the minimal
degree min(p) as the smallest degree of a monomial occurring with nonzero
coefficient and the length l(p) = deg(p)−min(p) + 1.
Let us note that the same element may have many different polynomial
representations. For an ideal I of R, we write p ∈ I[c1, . . . , cn] to mean that
we are looking at the polynomial representation of p with coefficients in the
ideal I of R.
Our first lemma is inspired by [11, Lemma 1]. We basically use the same
argument presented there with just a slight modification.
Lemma 6. Let R be a prime ring with extended centroid C, and let c1, . . . , cn ∈
C, n ≥ 1. Suppose that S = R[c1, . . . , cn] is a simple ring with 1. Let
w ∈ R[c1, . . . , cn] be a polynomial representation of 1 such that min(w) ≥ 1.
Then for any nonzero ideal I of R there exists a polynomial representation
t ∈ I[c1, . . . , cn] of 1 with min(t) ≥ deg(w) and l(t) ≤ deg(w).
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Proof. Denote d = deg(w). Let J be a nonzero ideal of R such that c−d1 J ⊆
R. Since S is a simple ring and J [c1, . . . , cn] a nonzero ideal of S, we have
S = J [c1, . . . , cn]. Let p = pk + pk+1 + . . .+ pl ∈ J [c1, . . . , cn] be a polynomial
representation of 1 where pi is a sum of monomials of degree i, with 0 ≤ k ≤
i ≤ l. Using the definition of J , every coefficient j ∈ J in the expression
of p can be replaced by cd1r, for some r ∈ R, so there exists a polynomial
representation q = qη + . . . + qζ ∈ R[c1, . . . , cn] of 1 where qi is a sum of
monomials of degree i, with d ≤ η ≤ i ≤ ζ . For any polynomial representation
of 1 with coefficients in a nonzero ideal I we can multiply it by q, so we can
assume that s = sγ+ . . .+sδ ∈ I[c1, . . . , cn] is a polynomial representation of 1
where si is a sum of monomials of degree i, with d ≤ γ ≤ i ≤ δ. Assume that
sγ is not zero. Let s
∗ = wsγ + sγ+1 + . . . + sδ. We get that s
∗ ∈ I[c1, . . . , cn]
is a polynomial representation of 1. Since min(w) ≥ 1, we have min(s∗) ≥
min(s) + 1. If deg(wsγ) > δ, then deg(w) + deg(sγ) = deg(w) + γ > δ, and
so l(s) = δ − γ + 1 ≤ deg(w). In this case, we are done as we can use s as
the required polynomial representation of 1. So assume that deg(wsγ) ≤ δ,
and then l(s∗) ≤ l(s) − 1. Repeating the ∗-operation enough many times we
arrive at the polynomial representation of 1 denoted by t ∈ I[c1, . . . , cn] with
min(t) ≥ deg(w) and l(t) ≤ deg(w). 
Lemma 7. Let R be a prime ring with extended centroid C, and let c1, . . . , cn ∈
C, n ≥ 1. Suppose that S = R[c1, . . . , cn] is a simple ring with 1. Then there
exist a positive integer m and ai1,...,in ∈ R, with ij ≥ 0, i1 + . . .+ in = m, such
that ∑
i1+...+in=m
ai1,...,inc
i1
1 · · · cinn = 1.
Proof. Let I be a nonzero ideal of R such that c−11 I ⊆ R. Since S is a simple
ring and I[c1, . . . , cn] a nonzero ideal of S, we have S = I[c1, . . . , cn]. Thus,
there is a representation of 1 of the form (1) with coefficients aα ∈ I. Replacing
aα by c1bα where bα ∈ R we get that 1 can be written as a polynomial expression
w ∈ R[c1, . . . , cn] with min(w) ≥ 1.
Denote d = deg(w). Let L be a nonzero ideal of R such that c−j1 L ⊆ R for all
j = 1, . . . , d. According to Lemma 6 there exists a polynomial representation
t ∈ L[c1, . . . , cn] of 1 with min(t) ≥ d and l(t) ≤ d.
Now, if a ∈ L and 0 ≤ j ≤ d, then for some suitable bj ∈ R, we have
a = bjc
j
1. For a monomial ac
α1
1 c
α2
2 · · · cαnn of t, where a ∈ L, we have min(t) ≤
|α| ≤ deg(t). If j = deg(t) − |α|, then j < l(t) ≤ d, and we can rewrite
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acα11 c
α2
2 · · · cαnn as bcβ1 cα22 · · · cαnn , where b ∈ R and β = α1 + j. Therefore,
β +
∑n
i=2 αi = deg(t).
This way, we rewrite every monomial of t into a monomial with coefficients in
R, and degree deg(t). The resulting polynomial g is an element in R[c1, . . . , cn]
with the same min(g) and deg(g), i.e., l(g) = 1, which proves the lemma. 
Replacing the ring R in Lemma 7 by any nonzero ideal I of R, we immedi-
ately get
Corollary 8. Let R be a prime ring with extended centroid C, and let c1, . . . , cn ∈
C, n ≥ 1. Suppose that S = R[c1, . . . , cn] is a simple ring with 1 and I a
nonzero ideal of R. Then there exist a positive integer m and ai1,...,in ∈ I, with
ij ≥ 0, i1 + . . .+ in = m, such that∑
i1+...+in=m
ai1,...,inc
i1
1 · · · cinn = 1.
Proof of Theorem 1. Assume that the simple ring S has a nonzero center,
so that S contains an identity element, and we will derive a contradiction.
Let I be a nonzero ideal of R such that cic
−1
j I ⊆ R for all i, j = 1, . . . , n.
Observe that I is chosen in such a way that
for any a ∈ I, aci = bcj for some b ∈ R.
Thus, if a ∈ I, then for some b ∈ R
acα11 · · · cαi+1i · · · cαj−1j · · · cαnn = bcα11 · · · cαii · · · cαjj · · · cαnn . (2)
Let J0 = I
2n and L0 = J0I. These two parts of L0 (and those of Li later)
will play different but important roles in the proof.
By Corollary 8 for the nonzero ideal L0, there exist a positive integer m and
ai1,...,in ∈ L0, with ij ≥ 0, i1 + . . .+ in = m, such that
p =
∑
i1+...+in=m
ai1,...,inc
i1
1 · · · cinn = 1.
Let P be a convex hull of the set
{(i1, . . . , in) | ij ≥ 0, 1 ≤ j ≤ n, and i1 + · · ·+ in = m}.
By Theorem 5, P is a union of convex polytopes K1, . . . , Kµ such that each of
Ki can be bounded by a ball of radius 1, and for each positive integer ν, the
union ∪µi=νKi is a convex polytope.
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We point out that Ki can be bounded by a ball of radius 1 means that the
(Euclidean) distance between two exponential vectors (i1, . . . , in) and (j1, . . . , jn)
(of ci11 · · · cinn and cj11 · · · cjnn respectively) which belong to the same Ki is at
most 2. For any positive integer ℓ, any two exponential vectors (i1, . . . , in) and
(j1, . . . , jn) in ℓKi would have distance at most 2ℓ, and we have
|i1− j1|+ · · ·+ |in− jn| ≤
√
n
[
(i1 − j1)2 + · · ·+ (in − jn)2
] 1
2 ≤ √n(2ℓ) ≤ 2nℓ.
Since i1 + · · · + in = j1 + · · · + jn, using (2), we see that if a = a1a2 · · · a2nℓ,
where each ai ∈ I, then there is some b ∈ R such that aci11 · · · cinn = bcj11 · · · cjnn .
Consequently, we have the following statement.
For (i1, . . . , in), (j1, . . . , jn) ∈ ℓKi, ℓ ≥ 1, ǫ ≥ 0, and a ∈ I2nℓ+ǫ,
there is some b ∈ R such that aci11 · · · cinn = bcj11 · · · cjnn .
(3)
Let w =
∑
α∈K1
aαc
α be the sum of the monomials of p having the exponen-
tial vectors in K1. We claim that w is nilpotent. Pick an arbitrary monomial
aα0c
α0 from w, α0 ∈ K1. We have aα ∈ L0 = J0I = I2n+1 for all α ∈ K1. If
α′ ∈ K1, then there is some b′ ∈ R, depending on α′, such that aα′cα′ = b′cα0
as we have seen in (3). In this way, we see that w = (aα0 +
∑
α′∈K1\{α0}
b′)cα0 .
Since aα0 +
∑
α′∈K1\{α0}
b′ ∈ R is nilpotent, we conclude that w =∑α∈K1 aαcα
is indeed nilpotent.
Now we write p = w+ q, where the exponential vectors of the monomials of
q all fall into P \K1 ⊆ P1 = ∪µi=2Ki, and P1 is a convex polytope.
Due to the Minkowski sum property, for any positive integer ℓ the monomials
of qℓ will have the following property: the convex hull of their exponential
vectors is contained in ℓP1.
If w is zero, we would simply proceed to the next iteration. Thus, without
loss of generality, we assume that w is nonzero. Let k1 be a positive integer
such that wk1 = 0. Let l1 = mk1, and set
p1 = p
l1 = (q + w)l1 = ql1 +
(
l1
1
)
ql1−1w + . . .+
(
l1
k1 − 1
)
ql1−k1+1wk1−1.
All monomials in p1 have coefficients in L
l1
0 = J
l1
0 I
l1. We put J1 = J
l1
0 , and
L1 = J1I.
Using (3), we will now rewrite the monomials of p1 so that the resulting
monomials will have their exponential vectors lying in the convex polytope
l1P1 and the coefficients in L1.
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For 0 ≤ s ≤ l1 and 0 ≤ t < k1, s + t = l1, we look at qswt. Let aαbβcαcβ
be a monomial occurring in qswt, where aαc
α is a monomial in wt, and bβc
β
is a monomial in qs. Note that aαbβ ∈ Ll10 = J l10 I l1, and so aαbβ = u0v0 for
some u0 ∈ J l10 and v0 ∈ I l1 . (In general, J l10 I l1 consists of the finite sums of
products of elements from J l10 and that from I
l1, but here we are only looking
at a single monomial aαbβc
αcβ.)
Choose an arbitrary monomial y0 = bγc
γ in q (thus, γ ∈ P1). As cα and
yt0 have the same degree tm < k1m, there is some element v
′
0 ∈ RI l1−tm
such that aαbβc
α = u0v0c
α = u0v
′
0c
tγ . Thus aαbβc
αcβ = u0v
′
0c
tγ+β . From
tγ + β ∈ tP1 + sP1 = l1P1, we see that u0v′0ctγ+β is a monomial with the
exponential vector in l1P1 and coefficient in J
l1
0 I.
As a result, we get
p1 =
∑
i1+...+in=ml1
bi1,...,inc
i1
1 · · · cinn = 1,
where all coefficients bi1,...,in of p1 are in L1 and all exponential vectors of the
monomials fall into l1P1 = ∪i=2l1Ki.
To illustrate the iteration process, we let w1 =
∑
α∈l1K2
bαc
α be the sum of
the monomials of p1 having their exponential vectors in l1K2. Again, we claim
that w1 is nilpotent. Pick an arbitrary monomial bα1c
α1 from w1, α1 ∈ l1K2.
For all α ∈ l1K2, we have bα ∈ L1 = J1I = I2l1n+1. If α′′ ∈ l1K2, then
there is some b′′ ∈ R, depending on α′′, such that bα′′cα′′ = b′′cα1 as we have
seen in (3). In this way, we see that w1 = (bα1 +
∑
α′′∈l1K2\{α1}
b′′)cα1 . Since
bα1 +
∑
α′′∈l1K2\{α1}
b′′ ∈ R is nilpotent, we conclude that w1 =
∑
α∈l1K2
bαc
α is
indeed nilpotent.
Next we write p1 = w1+ q1, where the exponential vectors of the monomials
of q1 all fall into l1P1 \ l1K2 ⊆ P2 = ∪µi=3l1Ki, and P2 is a convex polytope.
Again, due to the Minkowski sum property, for any positive integer ℓ the
monomials of qℓ1 will have the property that the convex hull of their exponential
vectors is contained in ℓP2.
If w1 is zero, we would proceed to the next iteration. Thus, we assume that
w1 is nonzero. Let k2 be a positive integer such that w
k2
1 = 0. Let l2 = l1mk2,
and set
p2 = p
l2
1 = (q1 + w1)
l2 = ql21 +
(
l2
1
)
ql2−11 w1 + . . .+
(
l2
k2 − 1
)
ql2−k2+11 w
k2−1
1 .
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All monomials in p2 have coefficients in L
l2
1 = J
l2
1 I
l2. We put J2 = J
l2
1 , and
L2 = J2I.
Using (3), we will rewrite the monomials of p2 so that the resulting mono-
mials will have their exponential vectors lying in the convex polytope l2P2 and
the coefficients in L2.
For 0 ≤ s ≤ l2 and 0 ≤ t < k2, s+ t = l2, we look at qs1wt1. Let bα′′eβ′′cα′′cβ′′
be a monomial occurs in qs1w
t
1, where bα′′c
α′′ is a monomial in wt1, and eβ′′c
β′′
is a monomial in qs1. Note that bα′′eβ′′ ∈ Ll21 = J l21 I l2 , and so bα′′eβ′′ = u1v1 for
some u1 ∈ J l21 and v1 ∈ I l2 .
Choose an arbitrary monomial y1 = bγ′′c
γ′′ in q1 (thus, γ
′′ ∈ P2). As cα′′ and
yt1 have the same degree l1tm < l1k2m, there is some element v
′′
1 ∈ RI l1k2m−l1tm
such that bα′′eβ′′c
α′′ = u1v
′′
1c
α′′ = u1v
′′
1c
tγ′′ . Thus bα′′eβ′′c
α′′cβ
′′
= u1v
′′
1c
tγ′′+β′′.
From tγ′′ + β ′′ ∈ tP2 + sP2 = l2P2, we see that u1v′′1ctγ′′+β′′ is a monomial with
the exponential vector in l2P2 and coefficient in J
l2
1 I.
As a result, we get
p2 =
∑
i1+...+in=ml1l2
ei1,...,inc
i1
1 · · · cinn = 1,
where all coefficients ei1,...,in of p2 are in L2 and all exponential vectors of the
monomials fall into l2P2 = ∪i=3l1l2Ki.
As we proceed the iteration steps, we will finally arrive at
pµ−1 =
∑
i1+...+in=ml1l2···lµ−1
zi1,...,inc
i1
1 · · · cinn = 1,
where all coefficients zi1,...,in of pµ−1 are in Lµ−1 = Jµ−1I, Jµ−1 = J
l1l2···lµ−1
0 ,
and all exponential vectors of the monomials of pµ−1 fall into lµ−1Pµ−1 =
l1l2 · · · lµ−1Kµ. Again, using Jµ−1, we can write pµ−1 as a single monomial
with coefficient in R, and so pµ−1 is nilpotent. But then, 1 = pµ−1 is nilpotent,
a contradiction.
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