Abstract-Energy is the most critical resource in the life of a wireless sensor node. Therefore, its usage must be optimized to maximize the network life. It is known that for higher path loss exponent values, utilizing shorter communication links reduces the transmitter energy, whenever the radio equipment has power adjustment capability. Although the transmitter energy is one of the major factors of total energy dissipation, neglecting the overhead energy could result in suboptimal energy usage. Routing algorithms should also be concerned about the overhead energy which is wasted at each hop of data transfer. In this paper, we investigate the use of multi-hop communication links and compare the amount of energy gain upon alternative routes using analytical techniques. We show that employing multi-hop links does not always result in energy gain, and try to quantify situations when it is advantageous. The analytical results are used in routing decisions and their effect in energy efficiency is validated using simulations. Moreover, we also quantify the gain achieved in terms of lifetime by considering overhead energy on power adjustable sensors for different environmental conditions. We show that the network lifetime can dramatically decrease, if the overhead energy component is neglected during routing decisions.
I. INTRODUCTION
NDUSTRIAL sensors are responsible to perceive a physical phenomenon in the environment. Thereafter, the data gathered through the sensors has to be forwarded to a control center for further processing. Advances in technology enabled construction of small, low-cost, low-power electronic devices coupled with sensing and wireless communication capabilities. These sensor elements can easily build a self-organizing network for information propagation [1] , [2] . There are several surveys providing with in-depth background research on sensor networks [3] - [6] .
Power is one of the most important design constraints in wireless sensor network architectures [7] . The life of each sensor node depends on its energy dissipation. In applications where the sensors are not equipped with energy scavenging tools like solar cells, sensors with exhausted batteries cannot operate anymore. Moreover, since sensor nodes behave as This work was supported in part by the State Planning Organization of Turkey (DPT) under the grant number DPT98K120890, and by Opnet Technologies, Inc. through "Teaching with OPNET" program. relay nodes for data propagation of other sensors to sink nodes, network connectivity decreases gradually [8] . This may result in disconnected subnetworks of sensors, i.e., some portions of the network cannot be reachable at all. Therefore, the level of power consumption must be considered at each stage in wireless sensor network design.
Sensor nodes have a short transmission range due to their limited radio capabilities. Therefore, the data must be relayed using intermediate nodes towards the sink. In addition, it may be more advantageous to use a multi-hop path to the sink node consisting of shorter links rather than using a single long connection. The energy consumption at the transmitter is known to be proportional to α d where d is the range of the radio signals and α is the path loss exponent [8] - [12] . In [9] , a minimum energy connection protocol based on the distributed Bellman-Ford algorithm is investigated. The effect of mobilization is also analyzed. In [10] , a power-aware routing algorithm for wireless ad-hoc networks is presented, which helps to minimize the transmission power needed to forward data packets. In [11] , directional antennae are used to construct the minimum energy tree. Here again, the cost of a link is assumed to consist of only the dominant component, i.e., the transmitter energy. Energy efficiency on constructing multicast trees on wireless networks is considered in [13] , where the energy gain is focused on transmitter energy.
There are also different studies for energy based optimizations. In [14] , optimum one-hop transmission distance is calculated that will minimize the total system energy. In this work, it is assumed that each node is communicating with its next-hop node in a linear network topology. In [15] , a communication protocol for wireless sensor networks is proposed, based on energy efficiency. Here, only free space propagation model is assumed and the effects of different path loss exponent values are not investigated. A different minimum energy routing model is proposed in [16] , where the effects of shadowing and fading is also considered. Although the importance of the receiver energy is not opposed, this factor is neglected in detailed analysis.
The design of energy efficient routing algorithms is important in ad hoc networks, since mobile nodes operate on stand alone battery power. In traditional ad hoc networks, the packet transmission energy is much larger than the packet reception energy and the idle energy. However, in sensor networks, the communication distance is very short due to the [17] . When only the transmission energy is considered, using shorter multi-hop links seems to be more advantageous. However, due to other energy consuming activities on the sensor nodes, such as reception of relayed messages, sensing and computation tasks, a considerable overhead energy might be dissipated during forwarding a message. Therefore, multi-hopping is not always advantageous in wireless sensor networks. In this paper, we try to investigate, when the usage of an intermediate node results in energy gain. We analyze the amount of energy gain using multi-hop links to construct a communication path. We focus on uniformly deployed sensor nodes, each having identical communication capabilities. The sensor nodes are assumed to be able to adjust their transmission power. Therefore, each sensor consumes only the amount of energy that will suffice to reach for the transmitted radio waves to the destined receiver antenna. A similar transmitter model is proposed in [18] .
The remainder of the paper is organized as follows. In the next section we provide a simple network to explain the importance of overhead energy on network topology. In Section 3 and 4, we introduce the network and power model that we use in the paper. These models are applicable to most of the applications where a random deployment strategy is used. The analytical results for energy saving are presented in Section 5. Section 6 presents experimental results which are derived using simulations. We conclude the paper in Section 7.
II. MOTIVATION FOR OVERHEAD ENERGY CONSIDERATIONS
The path loss exponent α has a great impact on energy dissipation at the sensor nodes, since the transmitter energy is proportional to On the other hand, the route calculations should also consider the overhead energy dissipation at the sensor nodes, which include the receiver energy, the computation energy, and the sensing energy. These overhead energy requirements and path loss exponent values may result in different minimum energy tree structures, consequently different routing topologies.
Consider a small wireless sensor network with three sensor nodes s 1 , s 2 , s 3 and one destination node d whose layout is given in Fig. 1 . Even in such a small network, we can see that routing decisions based on energy calculations may result in different routes depending on the assumptions about the underlying model. Fig. 1 (a) and (c) shows the minimum energy routing tree where the overhead energy τ is neglected during routing calculations assuming τ = 0 mJ, for different environmental situations with α = 2 and α = 3 respectively. In real world sensor nodes, however, we must not forget the overhead energy which is dissipated at each hop of data transfer. Assuming a realistic 1 overhead energy value with τ = 20 mJ, different routing topologies would be found which are presented in Fig. 1 (b) and (d). These alternatives show that the actual minimum energy routes are different from the initial ones. The most important point is that, neglecting the significance of the overhead energy dissipation would result in a considerable amount of energy waste. In Table I , the average energy dissipations at sensor nodes are compared for the small sensor network given in Fig. 1 . The routing topologies where only the transmitter energy is considered and the overhead energy is not taken into account will cause an obvious energy waste on sensor nodes.
In summary, the overhead energy is an intrinsic component of energy dissipation at sensor nodes. Neglecting this important factor during routing decisions may result in worse routing alternatives while promoting meaningless multi-hop communication links and resulting in a significant amount of energy waste.
III. NETWORK MODEL

A. Definitions
The sensor network is represented by a directed graph 1 For assumptions that are used during energy calculations, the reader should refer to the parameters on If the sensors are equipped with undirected antennae then each node is connected to every other node within the transmission range of its radio signals. The sensors are assumed to be identical having the same radio equipment. Therefore, whenever a node u can reach to another node v, it is evident that backward communication is also possible, i.e., node u can be reached by node v.
Routing decisions will dictate sensor nodes with different transmission power levels in order to save energy. Therefore, it may easily happen that node u transmitting with a high power level to reach to a distant node v, and node v transmitting with a lower power level to a closer node w. In this case, it is clear that node v cannot be heard by node u. Therefore, we assume directed edges in the network graph G.
B. Communication Scenario
In general, sensor communication resembles the wireless ad hoc network architecture. The communication takes place between the sensor nodes and the sink node.
Each node generates a small data packet containing the knowledge gathered from the environment. This data packet is sent to the sink using the underlying routing method with the help of intermediate sensor nodes. In Fig. 2 , sensor nodes s 1 and s 2 transmit data packets simultaneously. Their packets are routed to the destination node d through intermediate nodes i 1 , i 2 and i 3 . The underlying routing method may choose to merge the data packets into one packet on the way to the destination, which is not done in our simulations. All other nodes in the environment may stay idle during this communication.
C. Multi-Hop Links
During selection of the most energy effective route, alternative links must be considered. In the simplest case, one has to choose between a direct link from source to destination and a multi-hop link using intermediate nodes, if available. Fig. 3 shows such a subproblem during routing decision. A communication request between nodes i and j may trivially result in a direct link (i, j) between those two nodes, whereas a "good" alternative would be found by using the intermediate node k resulting in the path <i, k, j>.
IV. ENERGY MODEL
A. Transmitter Power Model
As mentioned before, the main concern in wireless sensor network design is power. The underlying architecture must consider power efficiency as a major constraint.
The transmitted power falls as
, where α is the path loss exponent and d is the distance between the two communicating parties. In many sensor applications, it is assumed that α ranges between 2 and 4, since the sensors have short antennae which are very close to the ground.
We also use this power model assuming radio circuitry with power adjustable transceivers. Therefore the transmitter energy is related with the distance between the communicating sensor nodes.
B. Energy Consumption
Energy consumption in an arbitrary sensor node has in general following components depending on the operations performed within the node: 1) Sensing Energy: In order to activate sensing circuitry within the node, and gathering data from the environment, an amount of energy must be dissipated, which is called sensing energy, E s . The magnitude of this energy depends on the task that is assigned to the sensor. Different sensors require different level of energy during operation.
2) Transmitter Energy: Afterwards, this data must be transmitted towards the destination. Therefore, the transmitter circuitry must be operated. For this operation, the transmitter energy, E t must be consumed which depends on the transmitter power, P t , size of the data packet, and the data transfer rate.
3) Receiver Energy: As a relay node, a sensor node is also in charge of forwarding data packets of other sensor nodes. For this operation, sensors must be able to receive those data packets. The receiver energy, E r , will be consumed during this operation, which is irrelevant of the distance between nodes. During reception, receiver power, P r , will be spent during the reception of the data packet with the given data transfer rate.
4) Computation Energy:
To operate these circuitries, sensor's processing unit must be activated. Moreover, whenever data aggregation is performed additional computations must be realized. Compared to the previous items, computation energy, E c , is relatively low [17] .
During the life cycle of a typical sensor node, each event or query will be followed by a sensing operation, performing necessary calculations to derive a data packet and transmitting this packet to the destination. In addition, sensor nodes often relay data packets received from other sensors. Thus, the total energy, E Total , in an arbitrary active time frame can be presented as the sum of above energy requirements.
Efficient sensing circuitries and computation algorithms help to reduce E s , and E c . The other two components E t , and E r are dependent on the communication architecture and underlying techniques. Therefore, power aware methods must be employed in order to reduce the energy consumption during communication [17] . In this paper, we focus on the energy gain achieved using shorter multi-hop communication links rather than longer direct links.
Only the transmitter energy, E t , is related with the distance between the communicating sensor nodes. The other components of total energy remain constant with varying distance between communicating pairs. Therefore, we can rewrite (1) as a function of d as follows.
where ℜ ∈ τ κ , are real numbers, κ being a constant multiplier depending on the power model, and 
V. ENERGY SAVING
Routing algorithms in sensor networks should consider communication links with less energy consumption among other alternatives. Suppose that we have two sensor nodes i and j within the sensor field where n i wants to send a data packet to n j . This situation is represented in Fig. 4 (a) . Trivially, n i should adjust its transmitter circuitry power so that n j will receive the transmitted signals. Alternatively, the routing algorithm may decide to use an intermediate node k which is lying between both the transmitter and the receiver nodes. Energy saving, E δ , can be formulated as the difference of total energy consumption between two alternatives
give the total energy consumption values of these two alternatives, respectively.
Here, we will consider three different scenarios where an intermediate node can be used, and compare the energy saving achieved at each scenario.
1) 1-D Communication Links
In the simplest case, we assume a one dimensional environment. Here, the intermediate node k lies on the line connecting the source and the destination nodes, as given in Fig. 4 (b) . It is clear that energy loss would occur when n k would be beyond n i or n j . Therefore, we consider
. Using (2), we have
gives the total energy consumption when a direct communication link between nodes i and j is established, and
gives the total energy consumption when an intermediate node k is used. Therefore, a two-hop communication path is utilized, the first link connects n i with n k , and the second link connects n k with n j .
By using (4), energy saving can be found as follows.
Here, using the fact that 
We keep the distance between n i and n j constant and observe the energy saving behavior. An intermediate node k is used that is found on the line between n i and n j . For simplicity, we take 0 τ τ = , an arbitrary fixed energy requirement at each sensor node. The behavior can be observed in Fig. 5 . When n k is close to the source or the receiver, a significant amount of energy loss occurs. Using an intermediate node becomes only meaningful when this node is distant from both the sender and the receiver. For different values of path loss exponent α, this behavior remains the same. However, the amount of energy that is required for successful data transmission increases exponentially with increasing α.
The point of maximum energy saving can be found by setting
The first derivative of energy saving with respect to distance between n i and n k can be written as follows.
Here, we have
In other words, maximum energy saving would be achieved when n k is exactly on the midpoint between n i and n j . Using this result, we can find the places for an intermediate node where energy is saved when this node is used as a relay node. In other words, we want to find d ik , so that 0 > 
Equation (8) provides with another important result. We know from (2) that
Therefore, we can conclude with an energy saving, whenever the following inequality between the overhead energy τ and transmitter energy E t holds.
2) Isosceles Triangular Communication Links
In the second scenario, we let the intermediate node lie on the top corner of an isosceles triangle whose other two corners are the source and the destination nodes. This scenario is presented in Fig. 4 (c) . Obviously, the distance between the intermediate node and either the source or the destination cannot be larger than the distance of a direct link between the source and the destination. Therefore, in this case we consider
Since the routing triangle is isosceles, we know
Therefore, the energy saving defined in (3) can be represented as follows.
The energy saving with respect to increasing d ik can be seen in Fig. 6 . It is monotonically decreasing because the total distance of data links is increasing and more transmitter energy would be necessary to communicate. Maximum energy saving is achieved when the intermediate node k lies on the line connecting n i and n j .
In order to find the places where the amount of energy saving is positive, we put 0 > E δ in (11) and derive the following inequality.
3) Arbitrary Triangular Communication Links
In real life situations, however, arbitrary triangular routing alternatives will be found, and the routing algorithm has to decide whether to choose the direct link or to choose the multi-hop one. Fig. 7 shows this scenario.
Here, we assume that the nodes are lying on a 2-D plane where node i is at the origin, and node j lies on the x-axis with coordinates (d ij , 0). Then, the intermediate node k has coordinates (x, h), where h is the height of the triangle. In this case, energy saving can be found as follows, using ( )
This equation is plotted in Fig. 8 . We have seen this behavior in the first two scenarios. The generalization can easily be reduced to these scenarios by putting h = 0 or 2
for the first and second scenarios respectively.
4) Generalization
Until now, we have presented techniques for two-hop scenarios. However, these techniques can easily be applied recursively on situations where a multi-hop communication link should be considered as an alternative.
Considering the situation in Fig. 9 (a) , when n i wants to reach n j , there might be more than one intermediate node, such as nodes k and l. In this case, the underlying routing algorithm should consider the amount of energy saving when nodes k and l are used as relay nodes.
When a distributed routing algorithm is used, n i will decide on its output power level according to its neighbors. Therefore, n i will compare the alternatives (i, j) with the path <i, k, j>, as in Fig. 9 (b) . n i is not responsible on the routing decisions of n k . Therefore, n k should decide whether to send packets through n l or sending it directly to n j .
VI. SIMULATIONS ON OVERHEAD ENERGY CONSIDERATIONS
In order to validate the effect of utilizing multi-hop communication links in energy saving, we performed simulations using Opnet Modeler v9.1 [19] on different scenarios.
In this work, we monitor the average hop count and the average energy spent per packet at each node. These values are calculated as follows. After the network setup phase, a communication tree is formed. This tree is established using the distributed Bellman-Ford algorithm, where the expected energy dissipation that is given in (2) is used as the cost function. The data packets are routed using this minimum energy tree towards the sink node. Thereafter, for each sensor, the communication path from itself to the sink node is traversed, and both the number of hops and the necessary energy is recorded.
A. Simulation Setup
We focus in our simulations on three different types of sensor nodes varying on their transmission power adjustment capability. The first node type, P max , is unable to make any power control on transmitter circuitry. This type of nodes should always send packets with the maximum transmission power, independent of the distance between source and destination nodes. The second node type, P 3 , can adjust its transmission power at three different power levels, whereas the third node type, P cont , has a continuous power level adjustment capability. In simulations, however, we have used 20 discrete power levels instead of a continuous scale. P 3 and P cont type sensors try to change their transmission power to the minimum level that will be sufficient for their radio packets to reach to their destination.
For each experiment, 10 different random sensor networks are generated. The graphs are plotted using the average values derived from these networks, with a 95% confidence interval.
Each sensor network consists of one sink node and 100 sensor nodes. The sink node is located in the middle of the area, whereas the sensor nodes are distributed uniformly. We have also considered locating the sink node to one of the corners of the area, which did not change the overall behavior of the system. ). This data is used to calculate the corresponding radio range for each different environment types with different path loss exponent values. These assumptions are summarized in Table II .
The initial battery capacity of the sensors is chosen to be 200 J. In [20] , it is given that for an alkaline-manganese dioxide battery, the typical volumetric energy density is 428 Watt hour per liter. In other words, a battery of size one cubic centimeter would have the capacity 1540 J. However, we have chosen a smaller value to shorten the simulation time. The behavior of the simulations will not change, since the battery capacity only causes the results to appear earlier.
The sensors are assumed to perform independent readings, and therefore independent packet generations. The packet generation process is assumed to be a Poisson process with rate λ = 1 packets per hour, where we assume a continuous monitoring application. Nevertheless, here a periodic process could also be chosen where the sensors are polled with a predefined frequency.
The energy model in (2) is used to calculate the average energy spent at each sensor node for one packet transmission.
Here, the overhead energy τ has a typical value of 20 mJ per packet where 400 mW receiver power is assumed, and both sensing and computation energy is neglected. However, we have considered τ = 0 mJ to 50 mJ to examine the effect of different overhead energy levels. The network lifetime is defined as the length of time until the first battery drain-out among all sensor nodes occurs [21] .
B. Results
In the first experiment, the default simulation parameters are used. The results are presented in Fig. 10 and Fig. 11 .
Multi-hop communication paths are utilized whenever the overhead at each hop is small. Therefore, at higher overhead energy values, direct links are preferred to multi-hop paths. When the sensors are communicating with the maximum transmission power, then the resulting routing tree will be independent of the overhead energy, i.e., each sensor will try to communicate with the one that is furthest away from itself. Hence, we have a constant average hop count for P max nodes. Since P cont nodes can make a finer power adjustment than P 3 nodes, this optimization results in a higher average hop count.
It is evident that average node energy should increase when the overhead energy increases (see Fig. 11 ), since this is a constant added to the total energy of every node. The increase in the total energy, however, is more than the additional overhead. The reason for this is that the tendency to direct links increases as the overhead energy increases, which require more energy than multi-hop paths consisting of shorter links. As the amount of power adjustment levels increases, the energy spent at each node decreases. In other words, sensor nodes can use their energy more effectively. As an example, for the typical case where τ = 20 mJ, P max nodes spend on the average E Total = 282 mJ, whereas P cont nodes spend on the average E Total = 137 mJ. This results in an improvement of more than 50% energy saving, which doubles the lifetime of each sensor node.
In Fig. 12 , we consider only the P cont nodes. Here, the results of all experiments with different overhead energy values are plotted. The trendline indicates clearly that whenever the network is able to use multi-hop links, average node energy decreases. The usage of multi-hop links, however, is determined by considering the amount of the overhead energy, as we have seen in Fig. 10 .
In the second experiment, the effect of sensor density is analyzed. Therefore, the area size is increased to 400 m x 400 m while the number of sensors is kept the same. As shown in Fig. 13 , the network shows the same behavior as in the dense scenario, with a difference that the average node energy requirement becomes larger. This is because the average distance between each sensor node has been increased. For our typical case where τ = 20 mJ, the improvement achieved by using P cont nodes instead of P max nodes is found as 42%, which again approximately doubles the lifetime of each sensor node.
The third experiment focuses on different environmental conditions by varying path loss exponent α. In this experiment, only P cont nodes are used which are proven to provide with the most efficient energy management scheme. We know that in urban areas or in more obstructed environments, the value of α increases. Therefore, radio transmission range decreases for the same transmission power values. As a result, the sensor nodes can be connected to the sink node only with shorter links, and therefore using more hops (see Fig. 14) . Moreover, we can clearly observe that the degree of multi-hopping reduces when the overhead energy at each sensor node increases. This shows that the nodes prefer rather direct links than multi-hop paths. For α values greater than 4, even the maximum transmission power that our sensor nodes are capable becomes insufficient to form a connected network. In rural areas (α = 2), however, the sensors can be more densely deployed, as the radio range is higher. In our experiment, each sensor node starts to communicate via a direct link with the sink node, as the overhead for using a multi-hop link is relatively high. Only for the case where the overhead is omitted (τ = 0 mJ), some multi-hop links are established. In Fig. 15 , we observe that the energy dissipation of each sensor node is exponentially related with the path loss exponent. Therefore, in more obstructed environments, one must expect shorter sensor lifetime which is exponentially related with α.
An interesting result is that, the average hop count is also exponentially related with path loss exponent. The typical case with τ = 20 mJ is shown in Fig. 16 . Here, we have a larger confidence interval for larger α values, since interconnection degree of the network decreases, which results in more deviated values. However, the exponential trend can easily be seen, since we use a logarithmic scale. Therefore, the degree of multi-hopping increases with increasing path loss exponent exponentially, which is increases the end-to-end delay and packet loss rate, but decreases the total energy dissipation.
In Fig. 17 , the change in the network lifetime is observed. It is obvious that increasing the overhead energy shortens the lifetime, since the energy dissipation at the sensor nodes becomes higher. In addition, we can observe undoubtedly that ignoring the overhead energy parameter in routing calculations result in suboptimal routing trees. As an example, consider τ = 50 mJ. The network would be alive only 3.6 days where the routing tree is constructed ignoring the overhead energy. At the same overhead energy level, more efficient routing trees could be created when the overhead energy is considered in energy calculations, where the lifetime would increase up to 5.5 days, with a gain of more than 50%. For larger overhead energy values, we have observed larger gains in network lifetime up to 65%.
VII. CONCLUSION
In order to maximize the network lifetime, energy resources of each individual sensor node must be consumed effectively. Using multi-hop paths that consist of shorter links instead of one long link might result in considerable energy gain. In this paper, we proposed a new analytical approach to quantify energy saving using multi-hopping and power level adjustments. We have studied different multi-hop communication scenarios and calculated the energy saving in each scenario. We have also expanded these scenarios to general cases. The generalization can be applied into any arbitrary triangle and can be used in energy optimized route calculations. We also tried to quantify the effect of path loss exponent α, and overhead energy τ on energy saving. These analytical methods can be used for developing faster power aware routing algorithms. We have also validated our analytical study using simulations.
Although the transmitter energy reduces by using multi-hop communication links, we have shown that the total communication energy might increase depending on the overhead energy that has to be dissipated at every hop in the network. Therefore, the degree of hopping should decrease whenever higher overhead energy values are under consideration. We have compared the effect of overhead energy with average hop count and with average node energy per packet on different scenarios. It is shown that the sensor lifetime can easily be doubled using power adjustable transmitter circuitry.
The overhead energy is an intrinsic component of energy dissipation at sensor nodes. Neglecting this important factor during routing decisions may result in worse routing alternatives while promoting meaningless multi-hop communication links and resulting in a significant amount of energy waste. The network lifetime would decrease significantly if the routing algorithm does not consider overhead energy dissipation. 
