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Introduction and Overview 
The computer analysis of structures and solids using 
finite element methods has now taken on very significant pro-
portions [1-4J. In many cases the safety of a structure may 
be significantly increased and its cost reduced if an appro-
priate finite element analysis can be and is performed. 
In the development and use of finite element methods, 
we recognize that, considering static linear analysis, already 
towards the end of the nineteen sixties the methods were highly 
developed -- thus it had taken only about one decade from the 
inception to the extensive practical use of finite element 
methods. Although difficulties were still encountered in the 
linear static analysis of some structures, e.g. complex shells, 
most of the structures could already be analysed in a routine 
manner. 
This situation in engineering analysis was, however, quite 
different when dynamic or nonlinear conditions had to be con-
sidered. Whereas the finite element methods could be developed 
relatively quickly for linear static analysis, methods for 
practical dynamic and nonlinear analyses are much more difficult 
to establish. Although much emphasis has been placed on re-
search in nonlinear analysis, the progress in the development 
of valuable techniques has been quite slow [5-7J. 
The practical objectives in the development of finite 
element methods for dynamic and nonlinear analysis are, in 
essence, that we want to be able to analyze increasingly 
more complex structures which are subjected to loads that 
vary rapidly -- causing dynamic response -- and loads of high 
intensity -- causing the structure to respond beyond its 
linear range. In nonlinear conditions, geometric and/or 











These analysis conditions are encountered already in many in-
dustries (e.g. design of nuclear power plants) and, with the 
current needs towards usage of new materials and more efficient 
structures, nonlinear analysis will undoubtedly be required to 
an increasing extent. 
Considering research in finite element analysis procedures, 
emphasis must be placed on the development of reZiabZe~ generaZ 
and cost-effective techniques. The reliability of the analysis 
techniques is of utmost concern in order that the analyst can 
employ the methods with confidence. The results of an analysis 
can only be interpreted with confidence if reliable methods 
have been employed. The generality and cost-effectiveness of 
the methods are important in order to produce analysis tools 
that, in a design office, are applicable to a relatively large 
number of problems. 
With the above aims in mind, the development of finite 
element procedures for dynamic and nonlinear analysis becomes 
a very formidable task. Not only is it necessary to propose --
guided by knowledge and intuition -- improved analysis tech-
niques and then to implement and test these methods, but it is 
of major importance and di ffi cul ty to "fully" veri fy and 
qualify these theories and their computer program implementa-
tions. Whereas the verification and qualification of a finite 
element method is usually quite straight-forward in linear 
static analysis, this process may represent the major task 
in the development of a method for nonlinear analysis. 
During the last decade I have endeavored to advance the 
state-of-the-art of general and reliable finite element analysis 
procedures for dynamic and nonlinear response calculations. 











- the development of eigensolution methods for large 
eigenproblems that arise in dynamic and buckling 
analysis of structures; 
- the development of finite element procedures for non-
linear analysis with emphasis on 
- the formulation of finite elements and material 
models, 
- the methods of solution for the nonlinear equations. 
The finite element procedures proposed in this research have 
been implemented in computer programs that are now in very wide 
use [8-12]. 
In accordance with the above areas of my research activities, 
I am presenting in this document relevant papers in three dif-
ferent Parts. The contents of each Part are briefly described 
below. 
Part I Solution Methods for Large Generalized Eigenproblems 
The eigenproblems considered in this research are the one 
arising in dynamic analysis, 
K "'. = A. ~1 "'. - I, , - I, 
and the one arising in linearized buckling analysis, 
K "'. = A. K,. "'. - I, , ~ I, 
(1) 
(2) 
where ~, ~ and M are the linear stiffness, geometric stiff-
ness and mass matrices of the finite element assemblage, and 











Part II Formulation and Implementation of Finite Elements and 
Material Models for Nonlinear Analysis 
In these papers effective finite elements for nonlinear 
analysis and various nonlinear material models with their im-
plementations are developed. Emphasis in this work was placed 
on continuum-mechanics-based consistent and effective finite 
elements and on general, practical and effective material de-
scriptions. 
Part III Solution of Finite Element Equations in Nonlinear 
Dynamic Analysis 
The efficient and accurate solution of the finite element 
equations in nonlinear analysis is a very important aspect of 
the complete solution process. In these papers the stability 
and accuracy of time integration schemes, the selection of 
appropriate time step sizes and the development and use of ef-
fective iterative schemes for the nonlinear equations are dis-
cussed. The analyses and experiences given in these papers 
result into recommendations on the actual usage of the tech-
niques available at present. 
This document really represents a progress report on 
some of my work in finite elment analysis, or more generally, 
in the area of computational mechanics. I am indeed very 
fortunate to work in this field: to me the area of computa-
tional mechanics represents a most exciting research area and 
promises to provide a very rich research environment for many 
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INTRODUCTION 
Problem Dejinition.-The equations of motion for a system of structural 
elements can be written as 
Mii + cil + Ku = P ......... ' . . . . . . . . . . . . . . . . . . . . . . . (1) 
in which M = the mass, C = the damping, and K = the stiffness matrix of the 
system; vectors u, iI, ii, and Pare the displacements, velocities, accelerations 
and loads, respectively (4). The matrices M, C, and K are obtained in the 
analysis of building structures idealized as an assemblage of beam elements 
and in the analysis of continuums using a discretization technique such as the 
finite element method (13). 
Assume that the elements in the stiffness, mass, and damping matrix are 
constant and that a mode superposition analysis is considered to be most eco-
nomical. The first step in this analysis is to consider free vibration conditions 
Mii + Ku = 0 ...... . . . . . . . ..... (2) 
Substituting u = </> sin w(t - to) • 
the generalized eigenvalue problem 
. .•... (3) 
K</> = w2 M</> ..................................... (4) 
is obtained. The n eigenvalues give the natural frequencies of the system and 
the eigenvectors are the corresponding vibration modes. The complete solu-
Note.-Discussion open until May 1, 1973. To extend the closing -date one month, a 
written request must be filed with the Editor of Technical Publications, ASCE. This 
paper is part of the copyrighted Journal of the Engineering Mechanics Division, Pro-
ceedings of the American Society of Civil Engineers, Vol. 98, No. EM6, December, 
1972. Manuscript was submitted for review for possible publication on April 5, 1972. 
1 Asst. Research Engr., Civ. Engrg. Dept., Univ. of California, Berkeley, Calif. 











1472 December, 1972 EM 6 
tion to Eq. 4 can be written as 
Kof1 = Mof102 •••••••••••••••••••••••••••••••••••• (5) 
in which the columns in of1 are the eigenvectors I/Ji and 0 2 = diag (w~). 
The basis is now changed from the physical coordinate basis which was 
used to establish Eq. 1 to the M-orthonormal basis of eigenvectors. Using u = 
of1X with the vector, X, listing the coordinates in the new basis, the equilibrium 
Eqs., Eq. 1, become 
X + ~X + 02X = of1Tp ••••••••••••••••••••••••••••• (6) 
in which ~ = of1T Cof1 and is assumed to be diagonal. This requires that the 
damping matrix is of a restricted form as described in Ref. 12; Eq. 6 then 
consists ofn uncoupled equations, which can readily be solved (4). 
The most time consuming step in the analysis can be the solution of the 
eigenvalue problem. If the order of the matrices is large, the computer time 
required to solve for all eigenvalues and vectors can be enormous. However, 
the structure may respond primarily in a few modes and the contribution of the 
other modes may be negligible. In particular, in earthquake response analysis 
it is often sufficiently accurate to consider only the lowest frequencies and 
corresponding vibration modes. In this case a solution routine is needed which 
calculates only the required frequencies and vectors with optimum efficiency. 
For the eigenvalue solution it is of particular importance that for most 
structural systems both matrices K and M are banded, i.e., k ij = .0 for j > i 
+ mK and mij = 0 for j > i + mM in which (2mK + 1) and (2mM + 1) are the 
bandwidths of the matrices. If all rigid body modes have been removed from 
the system, K is positive definite; If a consistent mass formulation is used, M 
is alsoposttive definite and mM = mK. But experience has shown that accurate 
results may often be obtained USing a lumped mass formulation in which M is 
diagonal with mii positive or zero. 
Rayleigh-Ritz Method.-For large structural systems the order of the 
matrices can be several thousand; therefore, approximate techniques have 
been developed to calculate the lowest eigenvalues and vectors. A very general 
technique is the Rayleigh-Ritz analysis (5). Let V n denote the n-dimensional 
space in which the operators K and M are defined. The Rayleigh minimum 
principle states that 
w~ = min p(v) .............................•..... (7) 
in which the minimum is taken over all vectors v in V nand p(v) is the Rayleigh 
quotient defined as 
vTKv 
p(v) = VI Mv > 0 ............•.................... (8) 
In the Ritz analysis all vectors v in a q-dimensional subspace of V n are 
considered. A typical element in the subspace is given by 
q 
v = l: aiXi •.•...........•....•.•..•••....•••... (9) 
i=l 
in which the Xi = the Ritz basis vectors and the ai = the Ritz coordinates. 
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q q •..........•........•.•••... (10) 
~ ~ aj ai mij 
j=l i=l 
is obtained with kij = xf K Xj 
~ T 
mij = xi M Xj 
(11) 
(12) 
The necessary condition for a minimum of p(v) is ap(v)/aai = 0, i = 1, ... q. 
This gives 
~ ~ 
Ka =pMa •............................•...... (13) 
~ ~ 
in which a = a vector listing the Ritz coordinates; K and M = the generalized 
stiffness and the generalized mass matrix with typical elements given in Eqs. 
11 and 12. 
The ~olution o..! Eq. 13 yields q values PI' ••• , Pq and corresponding 
vectors V1' ••• , vq , which are obtained using Eq.9. The values Pi, i = 1, 
... , q are upper bound approximations to the exact eigenvalues of Eq. 4, (5), 
i.e.: 
w~ :s PI; w~ :s P2 ; ••• ; w~ :s Pq .•.•.••••.••••••.••. '. (14) 
The actual error in the solution is, in general, not estimated. It depends on 
the Ritz basis vectors chosen because the approximate eigenvectors V1' ... , 
Vq are elements of the subspace. 
The Ritz analysis has been implemented in various ways (9), Ritz basis 
vectors can be obtained from a static analysis in which q load patterns are 
specified in PD(4); then 
K XD = PD 
and K = XbPD; M = XbMXD 
The obvious difficulty is in selecting good load patterns. 
(15) 
(16) 
Static Condensation Method.-In another scheme which is known as static 
condensation of the massless degrees-of-freedom, it is assumed that all mass 
can be lumped at q degrees-of-freedom. Therefore, as an approximation to 
Eq. 4 
fKaa Ka~fl/Jal = W2[Ma °lfl/Jal ..................... (17) 
LKca KcJlJJ 0 oJbJ 
is obtained with q finite and (n - q) infinite eigenvalues. A reduced eigenvalue 
problem for the finite eigenvalues is obtained by using static condensation on 
the l/J c degrees-of-freedom, then 
Ka l/J a = w2 Ma l/Ja .................•.•. 
in which Ka = Kaa - ZT Z; Kcc = LLT; LZ = Kca . 
(18) 
(19) 
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in Eq. 17. The Ritz basis vectors are the displacement patterns associated 
with the !/I a degrees-of-freedom when the !/I e degrees-of-freedom are released. 
Solving 
rKaa Ka~[f~ = [Il ............................. (20) 
LKea Ked f d oj 
in which fa = K;?, 
..............•.............. (21) 
-and in Eq. 16 K Ka and M = Ma. In this analysis the lowest q eigenvalues 
of the lumped mass model in Eq. 17 are calculated exactly, because the Ritz 
basis vectors span the q-dimensional subspace corresponding to the finite 
eigenvalues. The accuracy with which the eigenvalues of the lumped mass 
model approximate the q lowest eigenvalues of the original model in Eq. 4 
depends on how well mass was lumped. 
In both analyses, the Rayleigh-Ritz and the static condensation method, the 
smallest eigenvalues are usually approximated best; however, nothing can be 
said about the accuracy of the eigenvalue approximations obtained. In fact, an 
approximation to an important eigenvalue may be missed completely. 
Accurate Calculation of Required Eigensystem.-Various solution routines 
have been established to calculate the lowest eigenvalues and corresponding 
vectors in the generalized eigenvalue problem, Eq. 4, exactly (10). The prob-
lem may be transformed into a standard eigenvalue problem and then a Ray-
leigh quotient iteration with matrix deflation can be used (6). This has the 
disadvantage that M must be diagonal and positive definite. It is more efficient 
to solve Eq. 4 directly without a transformation. This is done in Ref. 7. How-
ever, the algori hm uses only the Sturm sequence property and is therefore 
costly unless the bandwidth of the system is very small. A very effiCient so-
lution routine has been developed for systems with small to medium bandwidth 
by combining a determinant search technique with the information obtained 
from the Sturm sequence property and vector inverse iteration (1). But for 
systems with large bandwidth and which cannot be taken into high speed stor-
age of the computer, this solution becomes also expensive, mainly because 
many triangular factorizations are required. The most promiSing approach 
for the solution of systems of large order and large bandwidth is the simul-
taneous iteration with a number of vectors (2,3,8). 
The aim of this paper is to present the simultaneous iteration with p vec-
tors in Eq. 4 as a subspace iteration which then leads to a very effective im-
plementation. The algorithm was developed as part of an automatic package 
for the calculation of eigenvalues and eigenvectors in a general structural 
analysis program (1,11). The mass matrix can be diagonal with zero elements 
or may be banded as in a consistent mass formulation. Operation counts are 
given for both cases inorder to enable solution cost estimates. The algorithm 
is particularly suited for the solution of systems which are too large for the 
high speed storage of the computer. A program which was written for systems 
of practically any order and bandwidth is described herein. Two example so-
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dimensional building frame, are given in order to show typical convergence 
characteristics and iteration times needed. 
SUBSPACE ITERATION ALGORITHM 
Basic Theory.-The objective is to solve for the p lowest eigenvalues and 
associated eigenvectors satisfying 
K ~ = M ~ 0 2 • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • (22) 
in which ~ stores the p eigenvectors and 0 2 the corresponding eigenvalues. 
The eigenvectors are an M-orthonormal basis of the p-dimensional, least 
dominant subspace of the operators, which will now be called Eoo' 
Before developing the algorithm, it may be pointed out that the essential 
idea is to iterate simultaneously with p linearly independent vectors which 
initially span the starting subspace Eo, WltH E", is spanned. The required ei-
genvectors are then computed without further iteration. The total number of 
required iterations depends, of course, on how close Eo is to Eoo. But the ef-
fectiveness of the algorithm lies in that it is much easier to establish a p-
dimensional starting subspace which is close to Eoo than to find p vectors 
which each are close to a required eigenvector. Also, convergence of the sub-
space is all that is required and not of individual iteration vectors to 
eigenvectors. 
To present the algorithm let Xo store the p starting vectors which span Eo. 
ConSider simultaneous inverse iteration with the vectors, expressed as 
KXk = MXk-1 k = 1,2, ... ..................... (23) 
The iteration vectors in Xk span a p-dimensional subspace Ek and the sequence 
of subspaces generated converges to Eoo' This seems to contradict the fact 
that in this iteration each column in Xk is known to converge to the least 
dominant eigenvector Wlless the column is deficient in cf>l' Actually, there is 
no contradiction. Although in exact arithmetic the vectors in Xk span Ek, they 
do become more and more parallel and therefore a poorer and poorer basiS. 
One way topreserve numerical stability is to generate orthogonal bases in the 
subspaces Ek using the Gram-Schmidt process. In this case the iteration is 
KXk = M~-l Rk"l k = 1,2, . . . . .......••....•... (24) 
in which Rk = an upper triangular matrix; provided the starting vectors in Xo 
are not deficient in the eigenvectors corresponding to w~, w~, ... , wp in which 
w~ :S ~ :S w~ ... :S wp < W~+l it holds Xk - ~; Rk"l - 0 2 as k - 00. 
Apart from round-off, this iteration generates the same sequence of subspaces 
as Eq. 23, but in this case the i'th column in Xk converges to cf>i with a rate of 
max {W~-l/W~, W~/W~+l}' Essentially, this poor convergence rate results from 
the orthogonalization of the iteration vectors from the left to the right. For 
example, no advantage is taken if the third column in Xk is much closer to ¢l 
than the first column. In particular, assume that the vectors in Xk span Eoo 
but are not eigenvectors; then, although the subspace already converged, many 
more iterations may be needed in order to turn the orthogonal basis of itera-
tion vectors into the basis of eigenvectors. 
The following algorithm finds an orthogonal basis of vectors in Ek, thus 
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in one step the required eigenvectors when Ek converged to Ea:>. 
For k = 1,2, ... iterate from Ek-l to Ek 
K~ = M~-l .................................. (25) 
Find: the projections of the operators K and M onto Ek 
~=xIK~ ........................ . (26) 
(27) 
Solve for the eigensystem of the projected operators 
~ ~ = ~ ~ ot ............................... (28) 
Find an improved approximation to the eigenvectors 
Then provided Eo is not orthogonal to one of the required eigenvectors, 
o~ - 0 2 ; Xk - <I> as k - cO 
is obtained. 
(29) 
Assuming that Ek is close to E a:> the convergence rate of the i'th column in 
Xk to f/>i is wVwP+1• Although this is an asymptotic convergence rate, it indi-
cates that the lowest eigenvalues converge fastest. Also, faster convergence 
can be obtained by using q iteration vectors, with q > p. In the implementation 
q = min {2p, p + 8} has been used. Note that then multiple eigenvalues do not 
decrease the convergence rate provided W~+l > wp. 
In practice, it is of interest to know what happens in the first few iterations 
when Ek is not yet cl~se to Ea:>. Eqs. 26 to 29 are identified as a Ritz analy-
sis with the vectors in ~ as the Ritz basis vectors. Therefore, the eigenvalues 
in 0: are stationary points in conformity with the Rayleigh minimum princi-
ple, Eq. 7, and they are upper bound approximations on the eigenvalues sought, 
Eq.t4. 
Starting Subspace.-The number of subspace iterations required for con-
vergence depends on how close the starting subspace is to E
oO
• Whenever 
starting vectors approximate quite well the eigenvectors sought, these vectors 
should be used in Xo. In this case, the algorithm is ideally suited for solutipn. 
For instance, in dynamic optimization, as the structure is modified in small 
steps, the eigensystem of the previous structure would be a good approxima-
tion to the eigensystem of the new structure. Sometimes it may be difficult to 
judge if the transformation vectors at hand can be considered to be good. In 
particular, it is important to note that in exact arithmetic, convergence to an 
eigenvector is not possible, if the starting vectors in Xo are all orthogonal to 
the eigenvector. But the conventional Ritz analysis, if excellent load patterns 
are known, the component mode synthesis and related methods summarized 
by Uhrig can all be good first subspace iterations (9). 
Assume that good transformation vectors are not present and that it is de-
sirable to establish Xo from the elements in K and M only. It is not necessary 
to use vectors in Xo which are close to the required eigenvectors, but only 
vectors which span a subspace close to Ea:>. . 
The following scheme has been found very effective. The first column in 
MXo is simply the diagonal of M. This assures that all mass degrees-of-
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are unit vectors with + 1 at the coordinates with largest ratios mi/kii. This 
scheme is used because for the special case when K and M are diagonal, these 
vectors span E "". Inactual analysis, the same or nearly the same ratio miilkji 
may occur at many coordinates and it is equally important that the unit entries 
in the vectors are well spaced for better convergence. 
Convergence.-It is apparent that the closeness of Ek to E"" and thus con-
vergence, can be measured by the eigenvalue (or eigenvector) approximations 
calculated using Eqs. 26 to 29. Assuming that in the iterations (k - 1) and k 
(k -1) 2(k) 
eigenvalue approximations w~ and wi are calculated, then the ratio 
I (k) (k-1) I / (k) w~ - w~ / w~ may be used as a measure of convergence. For ex-
ample, for the eigenvalues to be accurate to about 5 digits, it is necessary to 
iterate until this tolerance is less than 10 -6. 
Verification of Results. -The starting subspace previously described has 
proven to be very satisfactory. However, the resulting eigenvalues and eigen-
vectors may be checked by using the Sturm sequence property (10). This 
states that in Gauss elimination to evaluate LDLT = K - IlM, in which Il 
= the shift, the number of negative elements in D = the number of eigenvalues 
smaller than Il. In order to use a meaningful Il, it is necessary to find bounds 
(k) 
for the exact eigenvalues w~ using the calculated values w~ . A conservative 
estimate for a region in which the exact eigenvalues lie is given by 
(k) (k) 
0.99 w~ < wi < 1.01 wi ... (30) 
TABLE I.-OPERATION COUNT FOR SUBSPACE ITERATIONS 
Number of Operations 
Method Calculation 
m : mK : mM m : mK; mM : 0 
(1) (2) (3) (4) 
-
Simple Kx,. : Yk-,. nq(2m + 1) nq(2m + 1) 
inverse 
Yk : MXk nq(2m + 1) iteration 
nq 
Total 2nq(2m + 1) 2nq(m + 1) 
-
Inverse Kx,. : Yk-, nq(2m + 1) nq(2m + 1) 
iteration with - -
nq(2m + 1) 
Gram-Schmidt Yk : MXk 
nq 
orthogonalization Yk : Yk R;' nq/2(3q + 3) nq/2 (3q + 3) 
Total 2nq(2m + 3/4 q + 7/4) 2nq(m + 3/4 q + 7/4) 
-
Inverse Kx,. : Yk-, nq(2m + 1) nq(2m + 1) 
iteration with 
~ : X{Yk-, nq/2(q + 1) nq/2 (q + 1) calculation of - -operator Yk : MXk nq(2m + 1) nq 
projections VT-
Mk : Xk Yk nq/2 (q + 1) nq/2 (q + 1) 
~~ : M,,~a~ 
0(,') ""F ... - nq2 Yk : Yk~ 
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in which only the lowest eigenvalues, which all converged to a tolerance of 
10-6 , should be included. Eq. 30 can be used to estabUsh bounds on eigenvalue 
clusters, at which a meaningful Sturm sequence check can be applied. 
Operation Count and Summary of Algorithm.-In order to obtain an esti-
mate of the cost to solve an eigenvalue problem consider the number of Central 
Processor (high speed storage) operations required for solution. The actual 
cost includes, of course, the cost of the Peripheral Processor (tape and disc 
reading) time. However, this time is very system and programming dependent 
and is therefore not considered in this investigation. 
Let one operation equal one multiplication which nearly always is followed 
by an addition. Assume that the half bandwidths of K and M, i.e., mK andmM, 
are full, and neglect terms which involve the bandwidths and number of itera-
tion vectors only. 
Before the subspace iteration is started K is factored into LDLT using 
Gauss elimination without interchanges. In particular 
L;.!.1 ... L;l L;l K = U .................•....... (31a) 
1 
1 
in which Li1 = 
1 
. . • • • • • . • . • • . . . • • • • . . . .• (31b) 
and k~:k denotes the (l, m) element after the first i - 1 row reductions have 
been carried out. Writing L = L1 ... Ln-1' U = DLT and it is only necessary to 
store the upper band of K. This factorization requires (1/2) n m k + (3/2) n m K 
operations. 
A summary of the steps in a subspace iteration together with the corre-
sponding number of operations is given in Table 1. Referring to the table, ~ 
is calculated using 
LDLT ~ = Yk-1 ............ : ....•.............. (32) 
The reduction gives 
LT ~ = D-1 L -1 Yk -1 ............................ (33) 
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Table 1 shows that for m » q about the same number of operations are 
needed in all three iteration schemes. Note that about twice as many operations 
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FIG. 2.-BLOCK STORAGE OF STIFFNESS MATRIX, MASS MATRIX, AND ITERA-
TION VECTORS 
Let the eigenvalues be required to about five digit precision and let q min 
{2p, p + 8}, then, with the starting subspace described, by experience about 
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are calculated in each iteration, then the number of triangular factorizations 
equivalent in operations to the subspace iterations are -
32qm m+
2 
:2~~+ 48q for mM = 0 ..................... (34) 
and 64qm m+
2 
:2~:n+ 48q for mM = mK ..•....•.•••••.•••.• (35) 
Fig. 1 shows these relations for various values of p. It is seen that with m 
large the operations required in the subspace iterations are of the order of a 
triangular factorization. But when m is small, the iterations are equivalent 
to many factorizations. In this case a determinant search solution algorithm 
is more efficient (1). Note that at convergence in the iteration a Sturm se-
quence check is carried out which requires one more triangular factorization. 
LARGE CAPACITY SOLVER 
A large capacity solver was written for the solution of systems which have 
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matrix, the mass matrix, and the iteration vectors in blocks on tape (Fig. 2). 
In the solution, the same number of Central Processor operations as in an 
in-core solution are performed. But in all operations it is now necessary to 
have at anyone time the required matrix elements in high speed storage. In 
the stiffness factorization, Eq. 31, always only two blocks of K are in high 
speed core. To perform the reduction and back-substitution of the iteration 
vectors in Eq. 33, sequentially one block of the factored stiffness matrix and 
as many vector blocks as are necessary to reduce one block of vectors-or, 
TABLE 2.-CALCULATED EIGENVALUES AND SOLUTION TIMES TAKEN IN EXAM-
PLE ANALYSES 
Calculated Eigenvalues w~ Solution time, central Example 
. t 
i = 1 i = 2 i = 3 i = 4 processor sec on CDC 6400 
(1) (2) (3) (4) (5) (6) 
Plane 
frame 0.589541.. 5.52695 •• 16.5878 •. 24.48 
Building 
frame 0.41537 •• 0.54930 •• 0.78606 .• 1.0325 •• 159.59 
TABLE 3.-CONVERGENCE CHARACTERISTICS OF SUBSPACE ITERATIONS 
Analysis 
Number of Eigenvalue approximations 
iteration 
(1) (2) (3) 
Plane 1 0.5971 6.937 27.30 80.59 101.1 142.3 
frame 2 0.5895 5.530 16.73 38.44 46.91 75.81 
3 0.5895 5.527 16.59 35.75 42.85 67.93 
4 0.5895 5.527 16.59 35.48 41.74 65.41 
5 0.5895 5.527 16.59 35.43 41.38 64.44 
6 0.5895 5.527 16.59 35.42 41.26 64.02 
Building 1 0.5206 0.9007 1.329 1.869 4.320 7.550 23.67 296.7 
frame 2 0.4177 0.5529 0.7992 1.075 1.676 3.002 4."666 194.9 
3 0.4154 0.5493 0.7864 1.035 1.498 2.210 2.395 3.656 
4 0.4154 0.5493 0.7861 1.033 1.488 2.008 2.293 3.463 
5 0.4154 0.5493 0.7861 1.033 1.487 1.971 2.272 3.432 
6 0.4154 0.5493 0.7861 1.033 1.487 1.962 2.268 3.415 
7 0.4154 0.5493 0.7861 1.033 1.487 1.959 2.266 3.403 
8 0.4154 0.5493 0.7861 1.033 1.487 1.958 2.266 3.391 
in the back-substitution, to obtain the new iteration vectors in one block-are 
taken into high speed storage. In the stiffness factorization and in the vector 
reductions and back-substitutions, due account is taken of the varying band-
width of the system and of zero elements within the band. 
The starting subspace is established as previously described. In each sub-
space iteration the projections of K and M are calculated. When m is large, 
relatively little more operations are required for the vector orthogonalization, 
and the advantage is that eigenvalue estimates are obtained in each iteration. 
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starting vectors may be nearly parallel and should be orthogonalized in the 
first subspace iteration. With the storage scheme adopted, a Gram-Schmidt 
orthogonalization would require much tape handling and is not preferable. 
For the solution of the eigenvalue problem in Eq. 28, a generalized Jacobi 
iteration is used. In this iteration KR and M7z are reduced simultaneously to 
diagonal form, without a transformation to the standard eigenvalue problem. 
This avoids numerical difficulties when Mk is ill-conditioned and takes ad-
vantage of the fact that ~ and M7z tend towards diagonal form as the number 
of subspace iterations increases. 
EXAMPLE SOLUTIONS 
The program described in the previous section was used for the example 
analyses. The solution times always include the initial factorization of the 
stiffness matrix, the subspace iterations and the Sturm sequence check. 
Eigensolution of Plane Frame.-The three lowest eigenvalues and corre-
sponding eigenvectors of the 9-story high and lO-bay long frame shown in Fig. 
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bandwidth was 29, and three blocks were used. A lumped mass formulation 
was employed with zero masses at all rotational degrees-of-freedom. Table 2 
gives the final eigenvalues calculated at convergence to a tolerance of 10-6 
together with the solution time taken. The convergence characteristics of the 
subspace iteration can be observed in Table 3. Note that the calculated eigen-
values are already accurate to four digits after only three iterations. It is of 
interest that a Ritz analysis with five transformation vectors obtained by ap-
plying unit loads into the y-direction at levels 1, 2, 3, 4, and 5 in Fig. 3 gave 
as eigenvalue approximations w~ = 0.6113, w~ = 7.320 and <L'~ = 30.08. 
Eigensolution of Three-Dimensional Building Frame.-Fig. 4 shows the 
building which was analyzed for the four lowest eigenvalues and corresponding 
vectors. The building was idealized as an assemblage of beam elements only 
with six degrees-of-freedom at each joint. A lumped mass matrix was used 
with no mass at all rotational degrees-of-freedom. The order of the system 
was 468, the maximum half bandwidth was 155, and 13 blocks were used in the 
solut~on. Tables 2 and 3 give the eigenvalue approximations calculated in each 
iteration, the final eigenvalues at convergence to a tolerance of 10-6 and the 
solution time taken. The good convergence of the starting subspace can again 
be observed. 
Note that in both solutions the lowest eigenvalues converge fastest and, that, 
in each iteration there are upper bounds to the eigenvalues of the discrete 
element assemblage. 
CONCL USIONS 
A very efficient solution technique for large eigenvalue problems in dynamic 
analYSis has been presented. The subspace iteration algorithm solves the ei-
genvalue problem directly without a transformation to the standard form. The 
mass matrix may be diagonal with zero elements or banded. The operation 
counts and the example analyses show the cost effectiveness of the solution 
technique. Ap ogram has been described which solves the eigenvalue problem 
for any system size and bandwidth. Very large systems, which generally have 
been analyzed uSing approximate techniques such as the Rayleigh-Ritz and 
static condensation method, can economically be solved with this solution 
routine. 
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subspace spanned by vectors in Xk ; 
flexibility matrices defined in Eq. 20; 
indices of matrix elements; 
stiffness matrix; 
generalized stiffness matrix; 
projection of stiffness matriX, see Eq. 26; 
submatrices of K, see Eq. 17; 
stiffness matrix obtained from K by static condensa-
tion of massless degrees-of-freedom, see Eq. 19; 
subscript indicating number of iteration; 
element of K; 
element of K, see Eq. 11; 
lower unit triangular matrix; 
Cholesky factor of K cc ' see Eq. 19; 
element of L; 
mass matrix; 
generalized mass matrix; 
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maximum of mK and mM ; 
element of M; 
element of M, see Eq. 12; 
half bandwidth of K; 
half bandwidth of M; 
order of stiffness and mass matrix; 
load vector; 
load matrix used in Ritz analysis, see Eq. 15; 
1485 
number of required eigenvalues and eigenvectors; 
eigenvectors of stiffness and mass matrix projections, 
see Eq. 28; 
number of iteration vectors used; 
upper triangular matrix, see Eq. 24; 
upper triangular matrix; 
displacement, velocity, and acceleration vectors; 
element of U; 
n-dimensional space in hich K and M are defined; 
element of Vn ; 
element of q-dimensional subspace of V n' see Eq. 9; 
eigenvector approximations calculated in Ritz analysis; 
modal displacement, velocity, and acceleration vectors; 
displacement matrix calculated in Ritz analysiS, see 
Eq.15; 
iteration vectors; 
Ritz basis vector; 
iteration vectors weighted with M; 
matrix used in the static condensation, see Eq. 19; 
damping matrix; 
Rayleigh quotient, see Eq. 8; 
eigenvalue approximations calculated in Ritz analysis; 
matrix of M-orthonormal eigenvectors; 
M-orthonormal eigenvector; 
displacements associated with mass and massless 
degrees-of-freedom, see Eq. 17; 
diagonal matrix storing the eigenvalues; 
diagonal matrix storing eigenvalue approximations; 
eigenvalue and circular frequency squared; and 
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ABSTRACT: An effective solution technique is presented to calculate the p lowest 
eigenvalues and corresponding vectors in the problem K<j> = Cl)2M<j>, when the order 
and bandwidth of the matrices is large. The eigenvalue problem is solved directly 
without a transformation to the standard form. The mass matrix, M, may be diagonal 
with zero elements as in a lumped mass analysis or may be banded as in a consistent 
mass formulation. The algorithm establishes q starting vectors, q > p, from the 
elements in M and K and iterates with all vectors simultaneously. This iteration is 
described as a subspace iteration, where best eigenvalue and eigenvector 
approximations can be calculated in each iteration. Operation counts are given which 
show the cost effectiveness of the algorithm when the bandwidth of the system is 
large. A program is described to solve the eigenvalue problem when the system has 
practically any order and bandwidth. Two example analyses are presented. 
REFERENCE: Bathe, Klaus-Jurgen, and Wilson, Edward L., "Large Eigenvalue 
Problems in Dynamic Analysis," Journal of the Engineering Mechanics Division, 




















EIGENSOLUTION OF LARGE STRUCTURAL SYSTEMS 
WITH SMALL BANDWIDTH 
By KJaus.JUrgen Bathe l and Edward L. WiIson,l M. ASCE 
INTRODUCT1ON 
The solution of large generalized eigenvalue problems arising in dynamic and 
in buckling analysis of discrete parameter structural systems has attracted much 
attention during the last few years (1,3,4,14). 
The most important eigenvalue problem arising in dynamic analysis is the 
calculation of the lowest eigenvalues and corresponding eigenvectors in the 
equation 
K<I>=w 2 M<I> .................................. (1) 
in which K = the stiffness matrix; and M = the mass matrix of the system. 
The eigenvalues are the free vibration frequencies squared, and the eigenvectors 
represent the corresponding vibration mode shapes (4). 
In bifurcation buckling analysis the eigenvalue problem to be solved is 
K GIjI = K K IjI • . • • • • • • • • • • • • • • • • • • • • • • • • • • • • •• • (2) 
in which KG = the geometric stiffness matrix of the system. The eigenvalues 
give the buckling loads, with the largest eigenvalue giving the lowest critical 
load, and the eigenvectors are the corresponding buckling modes (10). 
Both generalized eigenvalue problems can be written in the form 
Av = A Bv ............ (3) 
in which A and B = symmetric and banded matrices. Corresponding to Eq. 
Note.-Discussion open until November I, 1973. To extend the closing date one month, 
a written request must be filed with the Editor of Technical Publications, ASCE. This 
paper is part of the copyrighted Journal of the Engineering Mechanics Division, Proceedings 
of the American Society of Civil Engineers, Vol. 99, No. EM3, June, 1973. Manuscript 
was submitted for review for possible publication on October 2, 1972. 
1 Asst. Research Engr., Civ. Engrg. Dept., U niv. of California, Berkeley, Calif. 











468 JUNE 1973 EM3 
1, the matrix, A, is positive definite, the matrix, B, is either also positive definite 
and has the same bandwidth as A (in a consistent mass formulation) or is 
diagonal with possibly some zero diagonal elements (in a lumped mass formula-
tion). Therefore, all eigenvalues are positive. Corresponding to Eq. 2, the matrix, 
A, is in general indefinite, the matrix, B, is positive definite and both matrices 
have, in general, the same bandwidth. There are in this case negative and positive 
eigenvalues, but it ca.n be assumed that only the largest eigenvalue (and possibly 
the next smaller one) is required. 
As is well known, the cost of finding the required eigensystem of Eq. 3 
can be high when the order of the matrices is large. For this reason variations 
approximate solution techniques, such as the Ritz analysis and the static conden-
sation method, are in use (4,11). However, recognizing the various shortcomings 
of these approximate techniques currently much research is being devoted 
towards the development of accurate and economical solution algorithms (1,3,7). 
As the order of the matrices is large and only the smallest or largest eigenvalues 
are required, solution methods which calculate all eigenvalues, such as the 
Householder-QR method (12) are inefficient regarding computer storage and 
number of operations. Instead, one of the following techniques need be consid-
ered. 
One solution method is based on the fact that the leading principal minors 
of the matrix A - ILB, in which IL is a shift, form a Sturm sequence. Specific 
eigenvalues can, therefore, be found by bisection exactly as first proposed by 
Givens for tridiagonal matrices (6). When an eigenvalue has been isolated by 
bisection, it can be calculated accurately using linear interpolation (7,9). . 
In an alternative technique the eigenvalues are calculated using the fact that 
they are the zeros of the polynomial P(IL) = det(A - ILB). To locate the 
zeroes of p, the Newton iteration, Muller's method, the secant method, and 
other techniques can be used (12). Once the required eigenvalue has been ob-
tained accurately by some technique, two steps of inverse iteration gives the 
corresponding eigenvector (12). 
In both these solution methods first the eigenValue and then the eigenvector 
is calculated. A different strategy is adopted in inverse iteration. In this case 
the eigenvector is calculated first and the eigenvalue is then obtained using 
the Rayleigh quotient. Alternatively, if a Rayleigh quotient iteration is carried 
out convergence is achieved simulataneously to both an eigenvalue and the 
corresponding eigenvector. After calculation of an eigenpair it is necessary to 
deflate (in some sense) in order to insure convergence to the next required 
eigenvalue and eigenvector (12). 
A very effective technique is the subspace iteration method, which was pre-
sented in an earlier paper (2). In this case inverse iteration is used with an 
orthogonalization procedure to calculate all required eigenvalues and vectors 
simultaneously. As was demonstrated, the technique is most efficiently used 
in the analysis of systems with large bandwidth. It is the aim now to present 
an algorithm which is very efficient in the analysis of small banded systems. 
Polynomial iterations, algorithms based on the Sturm sequence property, and 
vector iteration techniques have been implemented on various occasions. (A 
list of references is found in Ref. 12). The purpose of this paper is to consider 
the methods in terms of their solution efficiencies and to present a combination 
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In the design of the algorithm the question is whether to iterate first for 
the eigenvalue and then calculate the corresponding eigenvector, or vice versa, 
or whether to iterate for both of them simultaneously. Basically, the cost of 
a triangular factorization to the cost of a vector inverse iteration plus the total 
number of iterations needed to obtain convergence with the particular accelera-
tion techniques used determine the choice. The algorithm thus arrived at com-
bines an accelerated secant iteration, in which the Sturm sequence information 
is used with stationary vector inverse iteration. Example analyses using the 
algorithm are given in order to show typical convergence characteristics and 
solution times. 
GENERAl CoNSIDERATIONS ON FINDING EJGENPAIRS OF A v = A Bv 
Assume that an eigenvalue, Ai' and the corresponding eigenvector, Vi' satisfy-
ing Eq. 3 are required. Let the eigenvalues be ordered so that A I S A2 S 
A 3 ... SA", in which n is the order of the matrices. 
A first observation is that if either member of the eigenpair Ai' V i is given, 
then theoretically the other member can be obtained immediately, i.e.: 
1. Given A i the eigenvector, Vi' is obtained solving the equation (A - Ai B) 
Vj = O. 
2. Given Vi the eigenvalue, Ai' is vi Av/(v;Bvi), in which the superscript, 
T, denotes transpose. 
If only an acceptable approximation to either A i or V i is given, then a member 
of the eigenpair can be obtained as follows. 
3. Given J..L with IAj - J..LI/IAj - J..LI small for all i, i t= i, inverse iteration 
is used to calculate v j 
(A - J..LB)x k = BX k _ 1 ~k; k = 1,2, ... and Xo = e T = (1, ... ,1) ....... (4) 
in which ~k is selected so that IIXkll2 = 1 (11v112 = (v T B v) 1/2). Unless x~Bv i 
= 0 the iteration gives x k - v i as k _ 00. 
4. Given x k making a much smaller angle with v j than with any other eigenvec-
tor the Rayleigh quotient 
x[ Axk 
p(xk) = T ................................ (5) 
x k BXk 
can be computed as an approximation to Ai' If this approximation is not satisfac-
tory, the Rayleigh quotient iteration can be used 
[A - P(X k _ l ) B] X k = BX k _ 1 ~k i . .................. (6) 
inwhich xk-Vpp(Xk)-A j as k_oo~ 
Basically, therefore, the problem reduces to finding an approximation to either 
the next required eigenvalue or the corresponding eigenvector. Once an accept-
able approximation has been obtained, convergence by the iteration in 3 or 
4 herein is assured. Naturally, the choice of finding an approximation to the 
eigenvalue or the eigenvector or to both of them simultaneously depends on 
the relative cost of the corresponding solution procedures. 
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to an eigenvalue is to work with the characteristic polynomial p(J.&.) = det(A 
- J.&. B). A typical polynomial is shown in Fig. 1. The polynomial can be evaluated 
at J.&. using Gauss elimination; i.e., factorizing 
(A - J.&.B) = LDLT ............................... (7) 
in which L = a lower unit triangular matrix; and D= a diagonal matrix, p(J.&.) 
FIG. 1.-Characteristic Polynomial p(/L) 
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FIG. 2.-Eigenvalues of Simply Supported Beam and of Associated Constraint Prob-
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As an estimate of the work involved in the evaluation of Eqs. 7 and 8 consider 
the number of operations. One operation is equal to one multiplication which 
nearly always is followed by an addition. Assume that the half bandwidths 
mA and mB of A and B, respectively, are full and constant; i.e., the bandwidth 
of A is (2m A + 1) and the bandwidth of B is (2m B + n. Taking account 
of symmetry, i.e., working on the upper band of A - fJ. B (1), and neglecting 
terms involving the bandwidth only the number of operations required are 
I 5 
- nm1 + - nm + 2n, when 
2 2 
I 3 
- nm1 + - nm + 2n, when 
2 2 
m = m A = mB ~ 
.............. (9) 
m=mA,mB=O 
in which it must be pointed out that Gauss elimination without interchanges 
is used. Therefore, the stability of the decomposition is theoretically not guaran-
teed when fJ. > A I' i.e., multiplier growth could occur (12) but will always 
be detected. As will be examined later. it is most economical to calculate in 
the iteration only modest approximations to the eigenvalues. Therefore. if in 
the algorithm to be presented unacceptable mUltiplier growth occurs. fJ. is slightly 
changed and another factorization is carried out. This condition has not been 
observed so far in extensive applications. 
There are a number of different iterative methods available for calculating 
the eigenValues from the knowledge of p(fJ.) (12). Best known are the secant 
method (successive linear interpolation) and the Newton method. Also much 
used is Muller's method (successive quadratic interpolation). The Newton itera-
tion requiring the derivative p'(fJ.) has efficiently been used when A and B 
are tridiagonal. but for systems with larger bandwidth the method does not 
seem competitive (I). . 
In addition to the polynomial values at each triangular factorization. a very 
important information obtained from the Sturm sequence property of the leading 
principal minors of A - fJ.B can be us.ed. Let A,rl be the matrix of order 
n - r obtained by deleting from A the last rrows and columns; similarly define 
B Irl. Then A Irl VIr) = A Irl Blrl V lrl , in which V lrl is a vector of order n - r. 
is the eigenvalue problem of the rth associated constraint problem (Fig. 2). 
It can be shown that the eigenvalues of the r + 1st constraint problem separate 
those of the rth constraint problem (1.12). i.e., the characteristic polynomials 
of the eigenvalue problem Av = ABv and the associated constraint problems 
form a Sturm sequence. as shown for the example in Fig. 2. It follows that 
in Eq. 7 the number of negative elements in D is equal to the number of eigenval-
ues smaller than fJ.. As will be described later. it is largely this property that 
made possible the design of an accelerated secant iteration as part of the solution 
algorithm to be presented. 
Vector Iteration.-The basic technique for calculating an eigenvector is inverse 
iteration. Assume that the first t eigenpairs have been found and that inverse 
iteration with Gram-Schmidt orthogonalization is used at the shift fJ. to calculate 
the eigenvector Vi' Then one step of inverse iteration can efficiently be formulat-
ed as 
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in which the triangular factorization of Eq. 7 is used to solve for i k; furthermore 
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A(.k) = + x k Yk-I 
I fJ. - T-
X k Y k 
.............. (15) 
Convergence in the iteration is obtained when 




in which tol should be 10 - .• or smaller when the eigenvalues are required to 
s digit accuracy. In these convergence calculations no account is taken of round-
off errors. The calculation of accurate error bounds is possible as given in 
(1,12) but in practice, accurate error bounds are probably not needed; instead 
s is chosen conservatively (say by two larger than the required accuracy). 
Let I be the last iteration. then 
Xf l ............................ (l7) 
and Vi \ 
A.=A IO 
I I 
(i J Y f) 1/2 ) 
Noting that the Wi' j = 1. 2 •...• t, are kept in high speed storage and are 
therefore not calculated. the total number of operations performed in Eqs. IO 
to 15 are " 
4nm + 2nt + 5n. for 
2nm + 2nt + 5n, for 
m = m A = mB f 
_ _ ................. (18) 
m-mA.mB-O 
Recalling that A i is the eigenvalue nearest to fJ.. (excluding the eigenvalues 
already calculated) the ultimate convergence rate in this iteration is max {IA i 
- fJ.1 / IA; - fJ.\} for all j > t and j ~ i. The simplest scheme would use fJ. 
= 0.0; however. in this case convergence is slow if eigenvalues are of nearly 
equal magnitude. 
Very fast convergence is obtained using the Rayleigh quotient iteration in 
which case a new fJ. is evaluated in each iteration. i.e. 
iIYk_1 . 
fJ. k = fJ. k -I + _ T _ .....•••••..•••..••.•....•..• (19) 
x k Y k 
Therefore. each iteration requires a triangular factorization plus a vector inverse 
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possibility, in this iteration j.L k' X k converge cubically to an eigenpair as k -
00 (7). However, it is not easy to control to which eigenpair the iteration con-
verges. For the objective of finding only the lower eigenvalues, it would be 
necessary to wait until the iteration vector has settled down and then make 
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Triangular Factorization Versus Vector Iteration.-In the choice for a polyno-
mial or a vector iteration scheme it is important to consider the relative cost 
of a triangular factorization to a vector inverse iteration. Fig. 3 shows the 
number of inverse iterations equivalent in operations to a polynomial evaluation. 
For systems with small bandwidth the cost of calculating the determinant is 
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vector iteration is much cheaper. In order not to limit the efficiency of the 
algorithm to be presented tc? systems with very small bandwidths it is concluded 
that the algorithm should use a minimum number of triangular factorizations 
but at the same time have a high overall solution efficiency. For this reason 
the solution technique developed uses a secant iteration merely to shift into 
the vicinity of the next required eigenvalue. The convergence rate in the vector 
inverse iteration is then sufficiently high to calculate the corresponding eigenpair 
with only a few vector iterations. 
The algorithm solves for the smallest (or largest) eigenvalues and associated 
eigenvectors. 
Consider the iteration for the eigenpair AI' V 1 which, as is pointed out later, 
is typical. Let .... k-2 and .... k-I be two approximations to A l' where .... k-2 < 
.... k -I SAl (Fig. 1). The algorithm uses an accelerated secant iteration expressed 
as 
in which 1'1 is a constant. When 1'1 = 1 this is the standard secant iteration, 
in which .... k - A 1 as k - 00. Convergence in this iteration can be slow. However, 
for the objective of obtaining only a shift near A 1 the algorithm uses 1'1 2: 
2. For 1'1 = 2 it is known that .... k S .... a in which .... a is the smallest stationary 
point of p (12). Thus the iteration with 1'1 = 2 can only jump over one root, 
which would be detected by a sign change in p; but it must be observed that 
in case A 1 is a multiple root the iteration can still be slow. 
If the only information available is the value of p then· it is vitally important 
that the iteration not be able to jump over more' than one root. It would be 
impossible to detect when a number of roots had been passed. Fortunately, 
the triangular factorization at .... k also yields the number of eigenvalues smaller 
than .... k. Therefore, there is no restriction to 1'1 = 2 and the iteration can be 
accelerated further. In the algorithm 1'1 is doubled after each iteration in which 
the iterates did not change in their two most significant digits, i.e., when the 
correction to the current shift is already relatively small. The iteration may 
thus jump over a single root, a multiple' root or into a cluster of roots, but 
this is always detected by counting the number of negative diagonal elements 
in the triangular factorization. Also, with the strategy adopted the algorithm 
cannot jump far beyond the unknown roots. 
Once it has been established that the secant iteration jumped over one or 
more unknown eigenvalues, vector inverse iteration is used to calculate the 
eigenvalues and eigenvectors accurately as described in Eqs. 10-16. Except 
in rare cases, no Rayleigh quotient shift is carried out, because once the iteration 
vector is an approximation to the eigenvector sought convergence is rapid; and 
another factorization would be inefficient. Note that in this iteration eigenvectors 
corresponding to eigenvalues larger than .... k may be calculated if .... k lies in 
an eigenvalue cluster. This is hardly a disadvantage because these eigenvalues 
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As the aim is to merely obtain a shift near the next unknown eigenvalue, 
it may hap.pen that before any jump occurs two successive iterates in Eq. 20 
do not differ any more in their six most significant digits. The last iterate is 
then accepted as the place at which to switch to inverse iteration. 
This iteration for A I and v I is typical because the advantage of the one-sided 
approach to the root is also obtained for any other eigenpair, say A j+I' V j+1 ' 
by using instead of p(v-) in Eq. 20 the deflated polynomial Pj(V-) (Fig. 4) in 
which 
p(V-) 
Pj(V-) = -j ----
II (v- - A ~/) 
i-I 
............................ (21) 
Therefore, to iterate towards the next unknown eigenvalue, Eq. 21 is used 
to suppress all calculated eigenvalues from two previously obtained polynomial 
values which are the starting points in Eq. 20. Note that in order not to divide 
in Eq. 21 by values close to zero, two V-- values need be selected which are 
far enough from the calculated roots. 
A few practical details are worth mentioning: 
I. A principal advantage of this solution procedure is that .each eigenpair 
is essentially obtained independently from all those previously calculated. Eigen-
values and eigenvectors, therefore, need not be calculated to very high precision 
as . is the case when an explicit matrix deflation procedure is used (12). If 
a not very high accuracy is required the errors in earlier computed eigenpairs 
will not prevent attaining the required accuracy in the remaining eigenvalues 
and eigenvectors. 
2. At a shift near the next required eigenvalue Gram-Schmidt orthogonalization 
to all previously calculated eigenvectors is not necessary. Allowing for multiple 
eigenvalues in the program developed the iteration vector is only orthogonalized 
to the last six calculated eigenvectors. 
3. Note that in practical examples p(v-) can be much larger than the overflow 
of the computer; therefore a scale factor need be introduced in the evalu!ltion 
of Eq. 8. 
4. To start the secant iteration two lower bounds on A I are needed. The 
first bound is V- I = 0.0; the other bound is obtained from an approximation 
to v I calculated by vector inverse iteration at V- equal to zero. Assume that 
x k is the iteration vector after k inverse iterations, then the following V- 2 can 
be used 
x T Ax 
f.L~ = (1 - 0.01) k k 
x[B x k 
....... (22) 
It may happen that V-2 is larger than A I. However, this is detected by the 
Sturm sequence count in the factorization at V-2. Let 'Y be the number of negative 
pivots in the triangular factorization then f.L2 is divided by ("( + I) until "( equals 
zero. 
5. The algorithm is most efficiently used in an in-core solution routine. Be-
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eigenpair, a relatively great deal of Peripheral Processor (tape and disc reading 
and writing) time would be required in an out-of-core solution 0,2). Since the 
algorithm has been designed for the analysis of small banded systems, on reason-
able size computers relatively large order systems can be solved in high speed 
storage. 
Calculation of Largest Eigenvalues and Corresponding Eigenvectors.-The pro-
cedure for the calculation of the largest eigenvalues and associated eigenvectors 
in a buckling analysis using Eq. 3 should be mentioned. In this case the solution 
scheme is modified to iterate from the right towards A n' As the starting value 
fL I the quantity IIAII/AIB is used, in which A IB is the smallest eigenvalue of 
Band IIAII is any convenient norm of A. Only an approximation for A IB is 
required which is obtained from an approximation to the least dominant eigenvec-
TABLE 1.-Analysis of Plane Fram..-n = 297; mA = 29; mB = 0 
Number of Number of Central 
polynomial vector processor Computer 
Eigenvalues evaluations iterations seconds used 
(1 ) (2) (3) (4) (5) 
0.589541280301 3 8 9.1 CDC 6400 
5.52695591012 5 5 12.3 
16.5878695983 8 4 18.2 
TABLE 2.-Analysis of Piping System-n = 566; mA = 11; mB = 0 
Number of Number of Central 
polynomial vector processor Computer 
Eigenvalues evaluations iterations seconds used 
(1 ) (2) (3) (4) (5) 
19.2365110867 4 13 2.2 CDC 6600 
40.6501461634 I 8 1.0 
97.5359717709 3 5 1.3 
188.081456300 1 7 1.0 
480.676129205 5 4 1.8 
593.988388279 1 7 1.1 
TABLE 3.-Sturm-Uouville Problem-n = 200; mA = 3; mB = 3 
Number of Number of Central 
polynomial vector processor Computer 
Eigenvalues evaluations iterations seconds used 
(1 ) (2) (3) (4) (5) 
79.7492188875 4 II 1.8 CDC 6400 
238.742921619 8 4 1.3 
396.722312473 8 4 1.3 
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tor of B. If J.i.1 < A n the shift is increased until in the factorization, Eq. 7, 
all elements d ii are negative. 
EXAMPLE ANALYSES 
An in-core solution routine for the calculation of the smallest eigenvalues 
and corresponding eigenvectors has been incorporated into a dynamic analysis 
program (l, 13). To obtain relatively high precision in the eigenvalues and vectors 
tol = 10- 12 is used in the convergence calculations (see Eq. 16). From many 
different analyses the results of two typical cases are summarized in Tables 
1 and 2, where also the necessary informations about the system sizes and 
the bandwidths are given. Table 1 refers to a nine-story lO-bay frame, which 
was already analyzed in Ref. 2. The solution of a piping system is described 
in Table 2. In both analyses a lumped mass formulation was used. Experience 
shows that in general about six secant steps and six inverse iterations are required 
for the solution of an eigenpair. 
Table 3 refers to a less practical but instructive finite element solution for 
the smallest eigenvalues and corresponding eigenvectors of a Sturm Liouville 
problem (5). Both matrices have in this case the same bandwidth. 
CONClUSIONS 
For the solution of the eigenvalue problems in mode superposition and bifurca-
tion buckling analysis, accurate and more economical algorithms are required. 
In the analysis of small banded systems the evaluation of the characteristic 
polynomial is not much more costly than a vector iteration. For the design 
of an optimum algorithm the choice lies, therefore, between polynomiahteration 
schemes, vector iteration methods, and in particular, combinations of these 
techniques. In this paper, a very effective solution technique which uses an 
accelerated secant iteration with Sturm sequence information and vector inverse 
iteration has been presented. 
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APPENDIX II.-NoTATION 
The following symbols are used in this paper: 
A = matrix of order n in generalized eigenvalue groblem 
considered; 
8 = matrix of order n in generalized eigenvalue problem 
considered; 
o = diagonal matrix; 
d jj = ith diagonal element of 0; 
K = stiffness matrix; 
KG = geometrix stiffness matrix; 
k = subscript indicating number of iteration (superscript in 
brackets when quantity has already subscript); 
i,j = subscripts indicating number of eigenvalue or eigenvec-
tor; 
L = lower unit triangular matrix, see Eq. 7; 
I = subscript indicating last iteration; 
M = mass matrix; 
m = maximum of mA and ma; 
m A = half bandwidth of A; 
m a = half bandwidth of 8; 
n = order of matrices; 
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P j (IJ.) = characteristic polynomial with A I to A j suppressed see 
Eq.21; 
t = number of eigenvectors already calculated; 
tol = conventence tolerance, see Eq. 16; 
Vi = ith B-orthonormalized eigenvector; 
Wi = ith B-orthonormalized eigenvector weighted with B, 
see Eq. 14; 
x k' i k = iteration vectors obtained in kth interation; 
Y k' Y k = iteration vectors x k' i k weighted with B, see Eq. 11; 
a = constant defined in Eq. 13; 
'TI = constant used in accelerated secant iteration, see Eq. 
20; 
K = eigenvalue calculated in buckling analysis, see Eq. 2; 
Ai = ith eigenvalue of generalized eigenvalue problem; 
IJ. k = shift calculated in kth iteration; 
~k = normalizing factor in kth inverse iteration, see Eq. 4; 
p = Rayleigh quotient defined in Eq. 5; 
<I> = eigenvector calculated in dynamic analysis, see Eq. I; 
1/1 = eigenvector calculated in buckling analysis, see Eq. 2; 
and 
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analysis 
ABSTRACf: The basic techniques for the accurate calculation of the smallest (largest) 
eigenvalues and cooresponding eigenvectors in large generalized eigenvalue problems 
arising in dynamic and buckling analysis are considered. This leads to the design of a 
very efficient practical algorithm when the system has small bandwith. The solution 
technique combines an accelerated secant iteration in which the Sturm sequence of the 
leading principal minors is used with vector inverse iteration. Example analyses are 
presented to show typical convergence characteristics and solution times. 
REFERENCE: Bathe, Klaus-Jurgen, and Wilson, Edward L., "Eigensolution of Large 
Structural Systems with Small Bandwidth," Journal of the Engineering Mechanics 
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SOLUTION METHODS FOR EIGENV ALUE PROBLEMS IN 
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SUMMARY 
A survey of probably the most efficient solution methods currently in use for the problems K~ = w2M~ and 
K\jI = AKG\jI is presented. In the eigenvalue problems the stiffness matrices K and KG and the mass matrix M can 
be full or banded; the mass matrix can be diagonal with zero diagonal elements. The choice is between the well-
known QR method, a generalized Jacobi iteration, a new determinant search technique and an automated sub-
space iteration. The system size, the bandwidth and the number of required eigenvalues and eigenvectors deter-
mine which method should be used on a particular problem. The numerical advantages of each solution technique, 
operation counts and storage requirements are given to establish guidelines for the selection of the appropriate 
algorithm. A large number of typical solution times are presented. 
INTRODUCTION 
In the dynamic response analysis of an assemblage of structural elements using conventional mode super-
position the generalized eigenvalue problem 
Kef.» =,w2Mef.» (1) 
is considered. In this equation K is the stiffness matrix and M is the mass matrix of the element assemblage, 
both are of order n.7,20 The n solutions to equation (1) can be written as 
Kelt = MeltQ2 (2) 
. . 
where the columns in eIt are the M-orthonormalized eigenvectors (free vibration modes) <PI' ... , ef.»" and Q2 is 
a diagonal matrix listing the eigenvalues wf, ... , w; (free vibration frequencies squared). 
Considering the complete dynamic analysis the most time consuming phase is usually the solution of the 
eigenvalue problem. For a most efficient solution it is necessary to take maximum advantage of the special 
properties of the matrices K and M and the specific solution requirements. 
It is of particular importance that in structural analysis both matrices K and M are banded, i.e. 
ki,j = 0 for j>i+m
KM 
} 
~j = 0 forj>i+m 
(3) 
where (2mK+ 1) and (2mM + 1) are the bandwidths of the matrices K and M, respectively. Assuming that all 
rigid body modes have been removed from the system, K is positive definite. If in a finite element formulation 
a consistent mass matrix is used, M is also positive definite and mM = mK . In a lumped mass analysis M is 
diagonal with mii positive or zero. 7,20 
With regard to solution requirements it is usually not necessary to include in the mode superposition 
analysis the response in all modes. Many structures respond to particular types of dynamic loading primarily 
in a few modes, and the contribution of the other modes can be neglected. Also, the element assemblage 
must have been selected such that its lower frequencies and vibration mode shapes can accurately represent 
the structural response.1 Therefore, in the solution of the eigenvalue problem we may reduce the numerical 
effort by only solving for the required lowest eigenvalues and corresponding eigenvectors. 
* Assistant Research Engineer. 
t Professor of Civil Engineering. 
@ 1973 by John Wiley & Sons, Ltd. 
Received 24 June 1972 











214 KLAUS-JURGEN BATHE AND EDWARD L. WILSON 
Another generalized eigenvalue problem arises in buckling analysis. The equations governing buckling 
of an assemblage of structural elements are 
K'I1 = ,\KG '11 (4) 
where K is the small deflection stiffness matrix used in equation (1) and KG, which is always banded, is the 
geometric stiffness matrix of the element system. The eigenvalues give the buckling loads and the eigenvectors 
represent the corresponding buckling modes.1? Because KG is in general indefinite, equation (4) is re-written 
as 
(5) 
where I( = 1/). and can be negative or positive. In this equation the maximum value of I( is required (and 
possibly the next lowest values) which gives the lowest buckling load. Using a shift which is an upper bound 
on the maximum eigenvalue in equation (5), the problem is to determine the eigenvalue nearest to the 
shift.2 
Many different solution procedures have been developed for eigenvalue problems in general, see Reference 
19 for a list of references. More specifically of interest are the solution methods surveyed by Peters and 
Wilkinsonl6 and Bronlund.6 Reference should also be made to the work by Bauer,S Dong and others,S 
Jennings,l! Jennings and Orrp Gupta,ll Felippa10 and Rutishauser.ls With a large number of different 
solution techniques available it need be noted that for the specific eigenvalue problems considered here, there 
is no single algorithm which always provides an efficient solution; however, it is only necessary to choose 
between a few most effective techniques. 
The purpose of this paper is to summarize the probably most efficient solution techniques currently in 
use and to establish guidelines for the selection of the appropriate solution method for a given problem. 
The methods under consideration are the Householder-QR-inverse iteration technique,19 a generalized 
Jacobi iteration,2,9 a determinant search method2,3 and an automated subspace iteration.2,4 Only the basic 
steps of these solution methods are presented, where it is hoped that a structural analyst with relatively 
little experience in eigenvalue solution techniques can follow the exposition. The development of the 
individual techniques and their detailed relationships to other meth9ds are given in the references. 
The proper choice of solution method is most important in the analysis of large systems; however, the 
guidelines given are general and apply to the solution of any order eigenvalue problem. The numerical 
advantages of each of the solution methods are discussed. The high speed storage requirements and the 
number of operations needed for solution largely determine which of the methods is most efficient in specific 
practical problems. Typical solution times using the algorithms in a wide spectrum of practical analyses 
are presented in order to emphasize the recommendations given for their use. 
As will be apparent later, there is little difficulty in choosing the appropriate algorithm in buckling analysis. 
For this reason, in the next sections specifically the solution of the problem Kcp = w2 Mcp is discussed; 
however, guidelines for the choice of algorithm in the solution of buckling problems also follow. 
TRANSFORMATION OF GENERALIZED EIGENVALUE 
PROBLEM TO STANDARD EIGENVALUE PROBLEM 
Much attention has been given to the solution of the standard eigenvalue problem.19 The solution procedures 
developed can be used if the more general form of the eigenvalue problem 
(6) 
is first transformed to the standard form. 
Assume that M is positive definite, then ifM = SST for any non-singular matrix S, the problem in equation 
(6) is equivalent to the solution of the standard eigenvalue problem 
(7) 
where 
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It is computationally efficient to use as S the Cholesky factor tM of M, i.e. M = tM t~. The trans-
formation is then a stable process provided M is well-conditioned with respect to inversion. However, if 
Mis ill-conditioned the transformation process is also ill-conditioned; namely, as M becomes semi-definite, 
the system has very large eigenvalues and as w! ~ II L~l Kt~lllt the elements in K are large and the eigen-
values of normal size are determined inaccurately. 
Another transformation matrix S is obtained using the spectral decomposition of M, i.e. M = RD2RT, 
in which case S = RD, where the columns in R are the eigenvectors and D2 is a diagonal matrix with the 
eigenvalues of M. The use of this transformation matrix has an advantage because an ill-conditioning of M 
may now be concentrated in only a few small elements of D. Then in K only those rows and columns corre-
sponding to the small elements in D will have large elements and the eigenvalues of normal size are more 
likely to be preserved. 
It is important to note that K has the same bandwidth as K when M is diagonal. In this case both trans-
formation procedures give K = M-iKM-i, and the transformation is very cheap. However, consider that 
M is not a diagonal matrix; then the Cholesky transformation is still quite economical, but K is full, and if 
the order of the matrices is large, the solution of the standard eigenvalue problem in equation (7) can be very 
expensive. 
It should also be pointed out that if M is ill-conditioned we may consider the problem Mcp = {l/w2)Kcp 
and use a decomposition of K instead. However, K is banded and therefore the transformation always leads 
to a full matrix. 
STATIC CONDENSATION 
The transformation of the generalized eigenvalue problem Kcp = w2 Mcp to the standard eigenvalue problem 
K;j) = w 2 ;j) can only be carried out when M is positive definite. In lumped mass analysis M can have in general 
zero elements on the diagonal. In this case it is necessary to use first static condensation on the massless 
degrees of freedom. 
Re-writing equation (6) as 
[ 
Kaa Kac 1 [ CPa 1 = w 2 [Ma 0 1 [ CPa 1 
Kca Kcc CPc 0 0 CPc 
(9) 
where Ma is positive definite, we obtain the reduced generalized eigenvalue problem 





In practice Ka can be obtained as follows 
(13) 
where Lc is the Cholesky factor of Kcc. 
Instead of using equation (10), alternatively, a flexibility matrix Fa corresponding to the mass degrees of 
freedom, i.e. F" = K;;l, could be calculated.2 The eigenvalue problem then to be considered is 
(1/w2) CPa = F aMa CPa' which using a factorization of Ma can obviously also be transformed to the standard 
form. 
Although the order of the matrices in the eigenvalue problem has been reduced, matrix Ka (and certainly 
Fa) is in general full. To decrease computational requirements in the solution of equation (10) the mass of 
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the structure may have been lumped at only a few degrees offreedom. This can be appropriate in the analysis 
of some structures, such as high-rise buildings. However, depending on the engineer's experience, in the 
analysis of complex structures the calculated eigensystem may then only be a very crude approximation to 
the required eigensystem of the actual structure. 
HOUSEHOLDER-QR-INVERSE ITERATION SOLUTION 
A very efficient procedure, which is probably regarded as the best method for finding the complete eigen-
system of t in equation (7), is the Householder-QR-inverse iteration solution.19 The name suggests the 
following three solution steps: 
1. Householder transformations are used to reduce the matrix to tridiagonal form. 
2. QR iteration yields the eigenvalues. 
3. Using inverse iteration the eigenvectors of the tridiagonal matrix are calculated and transformed to the 
eigenvectors of t. 
The Householder reduction 
The Householder reduction to tridiagonal form involves (n - 2) orthogonal similarity transformations 
where 
Pk = 1- OWkwl 
0=_2_ 
WlWk 
Consider the case k = 1, which is typical. Let 
PI = [+I--3~l WI = [ ~l-J 
and 
Then 
~ = [-pf!t~--l--pfi;~~--] 
The vector WI is determined from the: condition 






where e1 is the (n- 1) dimensional unit vector, i.e., e[ = [1 00 .. , 0]. It is only necessary to solve from 
equation (18) for a multiple of WI' and we can use 
(19) 
The equivalent steps for k = 2,3, ... , n - 2 are obvious. 
In the calculations we can use the symmetry property of t and store only the lower triangular part of the 
matrix. Also, we can use the storage locations of the elements which are zeroed in the reduction in order to 
store the wk for the calculation of the eigenvectors. 
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The QR iteration 
Consider now the QR iteration with shifts on the tridiagonal matrix Kn - 1, which we call T1. The iteration 
is as follows 
Tk-lLk I = QkRk 
Tk+1 = RkQk+ILk I, k = 1,2, ... 
(20) 
(21) 
where Qk is an orthogonal matrix, Rk is an upper triangular matrix and ILk is the shift. In each iteration we 
perform an orthogonal similarity transformation 
Tk+1 = QITkQk (22) 
and then 
Tk+1-+Sl2 as k-+oo 
Regarding the convergence of the iteration it can be shown that the QR iteration is intimately related to 
the probably more familiar inverse iteration.19 In particular, the QR iteration with ILk properly chosen 
corresponds to the Rayleigh quotient iteration, which converges cubically in the neighbourhood of an 
eigenvalue.15 In the iteration the eigenvalues are not found in order of their magnitudes and it is usual 
practice to calculate them all. Ortega and Kaiser14 have developed explicit formulae which relate the elements 
in T k+1 to the elements in T k. 
Solution of eigenvectors 
Once the eigenvalues have been obtained to full machine precision we calculate only the required eigen-
vectors of Tl by simple inverse iteration with shifts equal to the corresponding eigenvalues. Two steps of 
inverse iteration are usually sufficient. These vectors need be transformed with the Householder trans-
formations used to obtain the eigenvectors of K. 
Table I summarizes the Householder-QR-inverse iteration algorithm and gives the high speed storage 
and number of operations required for solution. In the operation counts one operation is assumed to consist 









Table I. Summary of Householder-QR-inverse iteration solution 
Calculation 
- T-
Kk+l = P k Kk P k , k = 1,2, ... , n-2 
KI = K 
Tk+l = QfTkQk, k = 1,2, ... 
T1 = K"-l 
(K"-l- w7 I) x\k+l) = X\k" k = 1,2 
i = 1,2, ... , p 










As was noted above, the complete solution of the generalized eigenvalue problem requires static con-
densation of the massless degrees of freedom and the transformation to the standard eigenvalue problem. 
The storage requirements and operations for these calculations are not included in the table. 
It should be noted that this operation count as well as those given in the next sections represents an 
estimate of the actual number of operations performed by a solution routine. Only the significant terms are 
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GENERALIZED JACOBI ITERATION SOLUTION 
For solution of the generalized eigenvalue problem using the Householder-QR-inverse iteration technique, 
we first need to transform the problem to the standard form. A generalized Jacobi iteration avoids this 
transformation and solves directly for all eigenvalues and eigenvectors of the generalized eigenvalue problem. 
The massless degrees of freedom in a lumped mass analysis do not need to be statically condensed. When the 
off-diagonal elements are small or sparse this direct solution can be very efficient. Another advantage of the 
method is that the algorithm is very simple.2.9 
In the iteration let Kl = K and Ml = M, then we form for k = 1,2, ... 
Kk+1 = PIKkPk, Mk+1 = PI MkPk 
where P k is a generalized rotation matrix 
j 
1 I I 
ct ---i 




The variables ct and yare selected to zero simultaneously the (i,j) elements in Kk and M k, where then 
assuming that M is positive definite . 
Kk+1 ~diag(~), M k+1 ~diag(.4r) as k~oo 
The required eigenvalues are 
S2z = diag(Jf;/.4r) 
and if I iterations were required for convergenc~ the required eigenvectors are 
cit = P1Pz ... P1diag(.4;-!) 
(25) 
(26) 
When M is diagonal with zero diagonal elements simple provisions need be made for it in the algorithm. 
The generalized Jacobi iteration has been found to be very efficient when implemented as a threshold 
iteration in which a rotation is applied if either of the coupling factors 
k~~)' (k)t 
\1 and mii (27) 
k\~) kj(~) m\~) m\~) 
n 1 n 11 
where the superscript refers to the matrices Kk and M k , is larger than the current threshold. Naturally, when 
M is diagonal the mass coupling factor is always set equal to zero. 
The calculations in general performed in the solution are summarized in Table II, where the storage 
requirements and an operation count are also given. The total number of operations in one sweep are an 
upper bound because it is assumed that both matrices are full and that all off-diagonal elements are zeroed, 
i.e. the threshold tolerance is never passed. The actual number of operations per sweep is naturally much 
less if the off-diagonal elements are already small or the matrices are not full. The total number of sweeps 
for solution depends on the magnitude and positioning of the off-diagonal elements and the eigensystem 
accuracy required. In general, the solution can be obtained in two to eight sweeps. 
DETERMINANT SEARCH SOLUTION 
In the solution of large eigenvalue problems the number of required eigenvalues and corresponding vectors 
is usually much smaller than the order of the matrices. In this case it is much more economical to find only 
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For matrices with small bandwidth a determinant search algorithm provides a very efficient solution.2,3 
The algorithm uses triangular factorization and vector inverse iteration directly on the general problem 
Kcp = w2 Mcp and solves for the required eigenvalues and vectors in succession from the leastdom inant 
eigenpair upwards. In the eigenvalue problem M can be diagonal, with zero diagonal elements, or may be 








Figure l. Characteristic polynomial p(/-,) 
Consider the solution for the eigenpair (wi, CPJ, where wi may be a multiple root. 
The first objective in the iteration is to obtain a shift near wi. Here we use the fact that the eigenvalues 
are the roots of the characteristie polynomial p(f') = det (K - f'M). To evaluate p{JL) the matrix K - f'M is 
factored into LDLT using Gauss elimination, where L is a unit lower triangular matrix and D is a 
diagonal matrix. We then have p(f') = IIf=l du. 
Let f'k-l < f'k < wi as shown in Figure l. The next shift f'k+1 is calculated using an accelerated secant 
iteration in which 
(28) 
where 7J is a constant. When 7J = 1·0 we have the well-known secant iteration in which case f'k+1 ::::; wi and 
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a shift near wi the program uses an efficient acceleration scheme in which 'Y} ~ 2·0. Starting the iteration 
'Y} equals 2·0 because in this case /-Lk+l ::;; w~. where w~ is the smallest stationary point of p. A jump over a 
simple root would be detected by a sign change in p. However, when we iterate towards a multiple root or a 
cluster of roots, convergence with 'Y} = 2·0 is still slow. Fortunately, in this case the eigenvalue separation 
theorem (Sturm sequence prqperty) allows us to accelerate the iteration further by increasing 'Y} still more. 
Once a shift near wi has been obtained by either jumping over it or by approaching it sufficiently close 
from below, inverse iteration is used to calculate the eigenvector <P1 and the Rayleigh correction pC, which 
added to the shift gives the eigenvalue to the required precision (see Table III). 
Table III. Summary of determinant search solution 
Number of operations 





K = K-/-L"M 
K = LDLT 
Ki'k+l = Ylc 
YIc+1 = Milc+1 
ct; ) i'f+l Y k 
P \Xk+l = -T -xt +1 YIc+1 
Yk+l = (Yk+l - Jl C'ti_j ;{;t-i) / (if+l Yk+1)l 








Total for p lowest eigenvalues and associated eigenvectors 
assuming six secant and six inverse iterations per eigen-




m = mK = mM m = mK' mM = 0 
Using symmetry of matrices 










This iteration for wi and CP1 is typical because the advantage of the one-sided approach to wi is also obtained 
for any other root, say w~+l by using instead of p(/-L) in equation (28) the deflated polynomial Pj(/-L), Figure 2, 
where 
(29) 
The calculations in a secant iteration and in a vector inverse iteration are summarized in Table III, where 
also the required number of operations and the storage requirements are given. Note that the factorization 
of K -/-LM is performed without interchanges which has proven to be numerically adequate.2 Also, the 
iteration vector is orthogonalized in each iteration to the last found six eigenvectors. In this operation count 
the half bandwidths mM and mK are assumed to be full, and terms involving the bandwidths only have been 
neglected. In most actual systems the bandwidths vary and many zeros occur within the band. The solution 
routine should take due account of both. The number of iterations required for the solution of an eigenpair 
depends on the system under consideration; experience shows that about six secant steps and six inverse 
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The determinant search technique is most efficient and has been implemented as an in-core solution 
routine. Because relatively many triangular factorizations are required, much tape handling would be 
necessary in an out-of-core solution.2 Also, the technique is most efficient in the analysis of small-banded 
systems, and in this case relatively large order systems can be solved on reasonable size computers. 
Figure 2. p(p.) with w~ suppressed 
SUBSPACE ITERATION SOLUTION 
In the subspace iteration solution the required eigenvalues and vectors are also calculated directly without a 
transformation to the standard form.2.4 
The aim is to solve for the p lowest eigenvalues and associated eigenvectors satisfying 
Kef» = Mef»S22 (30) 
where the columns in ef» are the p eigenvectors and S22 is a diagonal matrix with the corresponding eigen-
values. The specific idea" used in the solution is that the eigenvectors foim an M-orthonormal basis of the 
p-dimensional least dominant subspace of the operators K and M. 
In the solution we iterate simultaneously with q linearly independent vectors, where q > p. In the kth 
iteration the vectors span the q-dimensional subspace Sk+1 and 'best' eigenvalue and eigenvector approxi-
mations are calculated, i.e. when the vectors span the p-dimensional least dominant subspace the required 
eigenvalues and eigenvectors are obtained. 
Let Xl store the starting vectors, then the algorithm is defined as follows: 
For k = 1,2, ... iterate from Sk to Sk+1 
KXk +1 = MXk 
Find the projections of the operators K and M onto Sk+1 
Kk+1 = XI+1 KXk +1 
Mk+1 = XI+l MXk +1 
Solve for the eigensystem of the projected operators 
Kk+1 Qk+1 = Mk+1 Qk+1 S2%+1 
Find an improved approximation to the eigenvectors 
Xk +1 = Xk +1 Qk+1 
Then provided the starting subspace is not orthogonal to one of the required eigenvectors, we have 
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The iteration is performed with q vectors because the asymptotic convergence rate of the ith column in 
Xk+1 to <Pi is given by wilW~+1; therefore, the larger q the higher" the convergence rate for the p vectors of 
interest, but also more operations need be carried out in each iteration. In the implementation of the 
algorithm q = min{2p,p+8} has been found to be effective. 









n"+1 = Y" 
Kt+1 = XI+1 Y" 
y 1:+1 = MXI:+1 
Mt+1 = XI+1 Y 1:+1 
KI:+1 QI:+1 = M"+1 Qk+1 n~+1 
Y H1 = Y"+1 Qt+1 
K = K-f£M 
K = LDLT 
Total for solution of p lowest eigenvalues and 
associated eigenvectors assuming that eight 
iterations are required and q = min {2p, p + 8} 
Number of operations 
m = 1711( = mM m = 1711(, mM = 0 
nq(2m+1) nq(2m+ 1) 
inq(q+ 1) inq(q+ 1) 
nq(2m+ 1) nq 
inq(q+ 1) inq(q+ 1) 
O(q3) neglected 
nq2 nq2 
n(m+ 1) n 
inm2+inm tnm2 + !nm 
nml + 4nm nm2 +3nm 






The total number of iterations required depends on how 'close' the starting subspace is to the p-dimensional 
least dominant subspace of the operators and, of course, on the required accuracy of the eigenvalues and 
associated eigenvectors. Also, it should be noted that in exact arithmetic convergence to an eigenvector is 
not possible if the starting vectors are all orthogonal to the eigenvector. It is therefore most important to 
establish a 'good' starting subspace. But there is no need to find for the columns in Xl vectors each of which 
is 'close' to a required eigenvector. In the implementation a scheme has proven very effective which, for the 
special case when K and M are diagonal, establishes a starting subspace, which is the least dominant one of 
the operators. At convergence error bounds on the eigenvalues can be evaluated and a Sturm sequence 
check can be applied to verify the results. As the solution accuracy for the lowest eigenvalues and corre-
sponding vectors is highest, in general, a four to five digit accuracy in the pth eigenvalue can be sufficient. 
Table IV summarizes the algorithm and gives the number of operations required for solution. Based on 
the experience with the algorithm it is assumed that eight iterations are required. Also, it is assumed that 
the number of required eigenvalues and vectors is much smaller than the order of.the matrices. In this case 
the solution for the eigensystem of the subspace operators requires a negligible amount of operations. 
The subspace iteration solution is most efficient in the analysis of systems with large bandwidth and in 
out-of-core solutions because relatively little tape handling is necessary. For the routine developed the high 
speed storage requirements are small, and the lowest eigenvalues and corresponding vectors of very large 
systems can be calculated. However, it should be noted that the actual cost of an out-of-core solution also 
includes the cost of the Peripheral Processor (tape and disc reading) time. This time is very system and 
programming dependent and is not mentioned in Table IV. 
SELECTION OF SOLUTION TECHNIQUE 
The appropriate solution technique for a given problem should be selected by considering the information 
given in Tables I-IV. The choice for a solution routine is governed by the number of operations needed for 
solution and the required high speed storage. The Householder-QR-inverse iteration solution, the generalized 
Jacobi iteration and the determinant search method have been presented as in-core solution routines because 
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techniques are implemented in out-of-core solution routines, relatively much tape handling is necessary, but 
the high speed storage requirements would be small. 
The generalized Jacobi iteration is most efficient when the complete eigensystem is required and either 
not many off-diagonal elements are present or they are already small, i.e. the eigenproblem is already 
'nearly' solved. For this reason the technique is efficiently used for the solution of the eigensystem of Kk+1 
and Mk+1 in the subspace iteration, equation (34). When the order of the matrices is relatively small, the 
solution of the eigenvalue problem is not very expensive and the Jacobi iteration may also be attractive 
because of its simplicity and elegance of solution. 
The Householder-QR-inverse iteration solution is most efficient when all eigenvalues and eigenvectors 
of a matrix are required which has a large bandwidth or is full. As was pointed out, this solution requirement 
can arise after static condensation of the massless degrees of freedom. A full matrix is also obtained if the 
generalized eigenvalue problem with a banded mass matrix is transformed to the standard form. 
Whether the procedure of static condensation and solution of the reduced eigenvalue problem is efficient 
depends on the original bandwidth of the stiffness matrix, the increase in bandwidth due to static conden-
sation, the number of original and final degrees of freedom and the number of required eigenvalues and 
vectors. In most analyses mass is associated with about one half or more of the degrees of freedom; therefore, 
if the order of the system is large, the static condensation still leads to a large order system which may have 
lost the bandform. In this case a direct solution of the eigenvalue problem which takes full advantage of 
the banding characteristics and solves only for the required eigenvalues and associated vectors is more 
efficient. 
When the mass matrix is banded and the system is large the transformation to the standard eigenvalue 
problem is practically always very inefficient: 
The determinant search technique is very effectively used to calculate the lowest eigenvalues and corre-
sponding vectors of systems with small bandwidth. In the solution the eigenvalues and vectors are calculated 
to high precision. If compacted storage is used also relatively large order systems can be solved in core. 
The use of a banded mass matrix increases the cost of solution relatively little. Note also that depending on 
the bandwidth to find the complete eigensystem the determinant search method can be more efficient than the 
Householder-QR-inverse iteration solution. 
The subspace iteration solution is very efficient in the calculation of the lowest eigenvalues and corre-
sponding eigenvectors of systems with large bandwidth and which are too large for the high speed storage 
of the computer. Note, however, that the eigensystem of the projected operators in equation (34) is calculated 
in high speed storage, and that, in case many vectors are calculated, this high speed storage requirement may 
solution govern the problem size. 
The most important eigenvalue problem in dynamic analysis is the solution of the lowest eigenvalues and 
corresponding eigenvectors. However, in some dynamic analyses eigenvalues within a specified intermediate 
range only are of interest.l7 If the order of the matrices is not large, a solution using the Householder-Q R-
inverse iteration technique or the determinant search method is efficient, unless only a few eigenvalues and 
corresponding eigenvectors are needed. In that case a bisection technique such as described in References 
11 and 16 can be economical. When the order and bandwidth of the matrices is large, a subspace iteration 
solution with a shift should be carried out.2 
The above considerations for the choice of the appropriate algorithm are also applicable to buckling 
analysis, equation (4). As only one eigenvalue is required, for large order systems the Householder-QR 
inverse iteration solution and the Jacobi method are obviously inefficient. Depending on the order and 
bandwidth of the system either the determinant search or the subspace iteration method provides the more 
efficient solution. 
SAMPLE SOLUTIONS 
The sample solutions summarized in Table V are actual practical analyses. They have been selected to show 
typical solution times. In the Jacobi, Householder-QR-inverse iteration and the determinant search 










Table V. Sample solutions 
Maximum Number Central 
Sample System half band- of required Solution Computer processor 
number System order n width m Mass matrix vectors technique used seconds 
Plate-beam 50 Full Full . 50 Jacobi CDC 7600 2 
system ~ t'"' 
2 General system 100 Full Banded 100 Householder- CDC 6400 46 >-e 
positive definite QR-inverse '" I .... 
iteration e: 






4 Plane frame 297 29 Diagonal 3 Subspace CDC 6400 25 to >-semi-definite iteration ...j 
5 Three-dimensional 468 155 Diagonal 4 Subspace CDC 6400 160 
::c 
tt1 
building frame semi-definite iteration >-Z 
6 Three-dimensional 403 114 Diagonal 8 Subspace CDC 7600 12 0 
box semi-definite iteration tt1 0 
7 Dam 724 113 Banded 20 Subspace CDC 6600 518 ~ 
iteration >-:a 
8 Dam 226 68 Banded 7 Determinant CDC 6600 71 0 
search r 
9 Piping system 566 II Diagonal 28 Subspace CDC 6600 142 ~ 
semi-definite iteration r: 
'" 10 Piping system 566 II Diagonal 7 Determinant CDC 6600 II 0 Z 
semi-definite search 
II Building with 1174 137 Diagonal 45 Subspace CDC 6600 890 
foundation semi-definite iteration 
12 Building 340 31 Diagonal 7 Determinant CDC 6600 20 
semi-definite search 
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solved in each case for the largest required eigenvalue to about 5 digit precision with the lower eigenvalues 
being more accurate. Note that the central processor speeds of the CDC 6400, CDC 6600 and CDC 7600 
computers are approximately as 1 : 3 : 8. 
The Jacobi iteration was only used on rather small order systems such as indicated in the table. The size 
of the systems which have been solved by the Householder-QR-inverse iteration and the determinant 
search technique was restricted by the maximum high speed storage available. As indicated in Tables I and 
III the determinant search method can solve larger order systems. The subspace iteration solution has been 
used in most cases because the algorithm has been programmed to allow practically unlimited system size 
and bandwidth. 
The solution times in Table V can only be used as a guide to estimate the computer effort involved in 
using the appropriate algorithm in a required analysis. The table does not demonstrate the relative efficiencies 
of the different solution techniques when used on the same problems. Tables I-IV do this and it would 
be too expensive to run comparative example analyses merely to arrive at the same conclusions. However, 
the solution times do emphasize the points made in the previous section about the selection of the 
appropriate algorithm for a given problem. 
CONCLUSIONS 
A single algorithm which always gives a very efficient solution of the generalized eigenvalue problems does 
not exist. In this paper the probably most efficient solution methods currently in use have been summarized. 
An efficient solution of a specific eigenvalue problem is obtained if the appropriate one of these methods is 
used. 
The Householder-QR-inverse iteration technique is a general method for the solution of standard eigen-
value problems and requires a transformation into this form. 
The generalized Jacobi iteration, the determinant search method and the subspace iteration algorithm 
have been developed specifically for direct solution of the generalized eigenvalue problems. The methods 
are very efficient because advantage is taken of the specific solution requirements and the specific properties 
of the stiffness and mass matrices, e.g. the banding characteristics, the relative magnitude and the relative 
positioning of the elements in the matrices. Using the specific properties of the matrices it appears that much 
potential lies in the subspace iteration solution. The starting subspace generated by the algorithm has proven 
to be very effective, i.e. only about eight iterations are required for convergence. However, the potential of 
the method lies in that a 'better' starting subspace would further reduce the number of required iterations, 
and it is felt that future research should be directed towards this aim. 
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The subspace iteration method for solving symmetric eigenproblems in computational mechanics is 
considered. Effective procedures for accelerating the convergence of the basic subspace iteration 
method are presented. The accelerated subspace iteration method has been implemented and the 
results of some demonstrative sample solutions are presented and discussed. 
1. Introduction 
The analysis of a number of physical phenomena requires the solution of an eigenproblem. 
It is therefore natural that with the increased use of computational methods operating on 
discrete representations of physical problems the development of efficient algorithms for the 
calculation of eigenvalues and eigenvectors has attracted much attention [1]-[8]. In particular, 
the use of finite element and finite difference techniques on the digital computer can lead to 
large systems of equations, and the efficiency of an overall response analysis can depend to a 
significant degree on the effectiveness of the solution of the required eigenvalues and vectors. 
In this paper we consider the solution of the smallest eigenvalues and corresponding 
eigenvectors of the generalized eigenproblem arising in dynamic analysis: 
K4J = AM4J, (1) 
where K and M are the stiffness and mass matrices of the discrete degree of freedom system, 
and (Ai, 4Ji) is the ith eigenpair. If the order of K and M is n, we have n eigenpairs which we 
order as follows: 
(2) 
The solution for the lowest p eigenvalues and corresponding eigenvectors can be written as 
KtP = MtPA, (3) 
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the eigenvalues on its diagonal: 
(4) 
It should be noted that the eigenproblem given in eq. (1) also arises in heat transfer analysis, 
the analysis of associated field problems and buckling analysis. 
Amo'ng the techniques for calculating the lowest p eigenvalues and corresponding eigen-
vectors of eq. (1) the subspace iteration method has proven to be efficient. This solution 
method - referred to in this paper as the basic subspace iteration method - consists of the 
following three steps [3], [7], [10]: 
Step (1). Establish q starting iteration vectors, q > p, which span the starting subspace E I. 
Step (2). Perform subspace iterations, in which simultaneous inverse iteration is used on the 
q vectors, and Ritz analysis is employed to extract optimum eigenvalue and eigenvector 
approximations at the end of each inverse iteration. 
Step (3). After iteration convergence use the Sturm sequence check to verify that the 
required eigenvalues and corresponding eigenvectors have been obtained. 
Considering step (1), the variable q is input by the user or q = min{2p, p + 8}, and the 
starting iteration vectors are established as discussed in [7] or by using the Lanczos algorithm. 
Both procedures are briefly summarized in appendix A. . 
Consider next step (2) and store the starting iteration vectors in XI' The subspace iterations 
are performed as follows: . 
For k = 1,2, ... iterate from subspace Ek to subspace E k + l : 
Calculate the projections of the matrices K and M onto E k + l : 
K k + 1 = Xlc+IKXk +h 
M k+1 = X~+IMXk+i. 
Solve for the eigensystem of the projected matrices: 






Then, provided that the iteration vectors in XI are not orthogonal to one of the required 
eigenvectors (and assuming an appropriate ordering of the vectors), we have that the ith 
diagonal entry in A k + 1 converges to Ai and the ith vector in Xk + 1 converges to ,pi' In this 
iteration the ultimate rate of convergence of the ith iteration vector to ,pi is AJAq+J, and the 
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measured on the eigenvalue approximations [7, p. 504], 
(10) 
where for convergence tole must be smaller than tol. This final convergence tolerance tol is 
typically equal to 10-6 , which yields a stable eigensolution and sufficient accuracy in the 
calculated eigenvalues and eigenvectors for practical analysis [7]. 
In this basic subspace iteration method, convergence has been achieved if tolc::s tol for 
i = 1, ... , p and the Sturm sequence check is passed. Considering the Sturm sequence check in 
step (3) above, the procedure to apply this check has been described in detail in [7]. The Sturm 
sequence check is very important in that it is the only means to make sure that indeed the 
required number of eigenpairs has been evaluated. 
Considering the solution of problems for a relatively large number of eigenpairs, say p > 50, 
experience shows that the cost of solution using the above basic subspace iteration method 
rises rapidly as the number of eigenpairs considered is increased. This rapid increase in cost is 
due to a number of factors that can be neglected when the solution of only a few eigenpairs is 
required. An important point is that a relatively large number of subspace iterations may be 
required if the default value for q given above is employed. Namely, in this case, when p is 
large, the convergence rate to q,p, equal to Ap/Aq+lo can be close to one. On the other hand, if q 
is increased, the numerical operations per subspace iteration are increased significantly. 
Another shortcoming of the basic subspace iterations with q large is that a relatively large 
number of iteration vectors is used throughout all subspace iterations in eqs. (5) to (9) 
Namely, convergence to the smallest eigenvalues is generally achieved in only a very few 
iterations, and the converged vectors plus the (p + 1 )st to qth iteration vectors are only 
included in the additional iterations to provide solution stability and to accelerate the 
convergence to the larger required eigenvalues. A further important consideration pertains to 
the high-speed core and low-speed back-up storage requirements. As the number of iteration 
vectors q increases, the number of matrix blocks that need be used in an out-of-core solution 
can also increase significantly and the peripheral processing expenditures can be large. Finally, 
it is noted that the number of numerical operations required in the solution of the reduced 
eigenproblem in eq. (8) becomes significant when q is large and cannot be neglected in the 
operation count of the subspace iteration method. For these reasons the operation count given 
in [7, p. 507] is not applicable when q is large. 
The above brief discussion shows that modifications to increase the effectiveness of the basic 
subspace iteration procedure are very desirable, in particular when the solution of a large 
number of eigenpairs is considered. The development of acceleration procedures to the 
subspace iteration method has been the subject of some earlier research [9]-[11]. In principle, 
. a number of techniques can be employed, such as Aitken acceleration, overrelaxation, the use 
of Chebyshev polynomials and shifting; however, the difficulty is to provide a reliable and 
significantly more effective solution method, and such technique has not as yet been presented. 
The objective in this paper is to describe an accelerated subspace iteration method that is 
reliable and significantly more effective than the basic scheme. We first discuss the theory and 
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been implemented and used in the solution of a large number of problems. To demonstrate 
the basic features of the solution method, we present some soluti9n results in the paper and 
compare these with the results obtained using the determinant search method and the basic 
subspace iteration method [7]. We conclude that the new accelerated subspace iteration 
solution technique represents a very significant extension of the basic subspace iteration 
method. 
2. Overrelaxation of iteration vectors 
Overrelaxation techniques are commonly employed in iterative solution methods, and it can 
be expected that overrelaxation is also useful in the subspace iteration solution of eigen-
problems. To incorporate overrelaxation into the subspace iterations, eqs. (5) to (8) remain 
unaltered, but the new iteration vectors Xk+l are obtained using instead of (9) the relation 
(11) 
where a is a diagonal matrix with its diagonal elements equal to individual vector over-
relaxation factors ai, i = 1, ... ,q, which are calculated as discussed below. 
2.1. Preliminary considerations on vector overrelaxation 
The use of overrelaxation of an iteration vector assumes that the vector has settled down 
and reached its asymptotic convergence rate.· The overrelaxation factor is a function of this 
rate of convergence, and if the overrelaxation factor is chosen based on Aq+!, the analysis in 
[10] gives 
1 (12) 
It is therefore necessary to have a reliable scheme for the calculation of the vector con-
vergence rate A;/Aq+l' Such a scheme is the essence of our method of overrelaxation. 
2.2. The overreiaxation method used 
Assuming that some of the iteration vectors have reached their asymptotic rate of con-
vergence and we have a reasonable approximation to the corresponding eigenvalues, our 
objective is to calculate an approximation to Aq+t. so that eq. (12) can be employed to evaluate 
the overrelaxation factors. The approximation to Aq+1 is calculated effectively using the 
successive eigenvalue predictions obtained during the subspace iterations. 
Considering the convergence to Ai, let 
\ (k+l) \ 
(k+\) _ 1\ i - I\i 
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where thus 
(14) 
Then we can say that, approximately, 
i = 1, ... ,p. (15) 
Depending on the iteration number, the convergence rate estimates in eq. (15) can be grossly 
in error and, due to finite precision arithmetic, will certainly be meaningless at or near 
convergence. However, the estimates are fairly reliable if the following two conditions are 
satisfied: 
I 
dk+1) - dk)1 
(k+1) S tolr rj and 
10-3 stoic s 10-10, (16) 
where tolr is typically 0.2 to 0.35, and tolc is defined in eq. (10). In using the above tolerances 
and all tolerances specified in the discussion to follow, we assume that a computer with 14 or 
more digit arithmetic is employed (e.g. CDC machines in single precision arithmetic, IBM and 
UNIVAC machines in double precision arithmetic). 
Assume that in iteration I there are some eigenvalue estimates (of the p eigenvalues to be 
calculated) for which the tests in eq. (16) are passed; then, using each of these eigenvalue 
estimates, we can calculate an approximation to Aq+l: 
A (/+1) 
Aq+1 == ~ Ar+n 
v rr··' 
(17) 
and use as the best estimate for Aq+1 the average i q + 1 of all estimates ever calculated in the 
iterations. 
The value i q + 1 is employed instead of Aq+1 in eq. (12) to evaluate the overrelaxation factor 
3. Acceleration through shifting 
The basic premise of using shifting procedures in the subspace iterations is that the rates of 
convergence to the required eigenpairs can be increased significantly and to such an extent as 
to outpay the added computational expense that is due to the additional triangular fac-
torizations. It was shown earlier, when considering the solution of only a few eigenpairs, that 
for small-banded systems the determinant search algorithm is more effective than the basic 
subspace iteration method [7], and that for large-banded systems the subspace iteration 
method is more efficient. It can therefore be conjectured that, depending on the bandwidth of 
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that is similar to the one employed in the determinant search method should be effective in the 
subspace iteration method. 
3.1. Preliminary considerations on matrix shifting 
Considering shifting in the subspace iterations, it is most important to develop a stable and 
reliable solution scheme. A major difficulty in the use of shifting is that if a shift is on or very 
close to an eigenvalue, all iteration vectors immediately converge to the eigenvector cor-
responding to that eigenvalue. The vectors can then not be orthogonalized any more and the 
iteration is unstable. If the shift is very close to an eigenvalue, the last pivot element in the 
LDV factorization of the coefficient matrix is small (compared to its original value) and the 
shift must be changed, but two serious situations can arise that are described qualitatively as 
follows: 
(1) If a shift is close but not very close to an eigenvalue (which is a situation in between the 
case of a shift "exactly" on an eigenvalue and the case of a shift far away from an 
eigenvalue), the attraction of an iteration vector to the shift may just be counter-
balanced by the vector orthogonalization process. In such case, if the convergence 
tolerance employed is not high enough, an iteration vector is erroneously considered to 
have converged to an eigenvector. 
(2) Although an iteration vector may have converged already to a required eigenvector, if a 
shift is imposed, and this iteration vector is still included in the subspace iterations, it is 
possible that this iteration vector may deteriorate and suddenly converge to another 
eigenvector. 
With due regard to these difficulties the shifting procedure presented below is a simple and 
stable algorithm to accelerate the convergence of the subspace iterations. 
3.2. The shifting procedure used 
Assume that the smallest r eigenvalues have already converged, i.e. we have tole =:; tol 
(using eq. (10)) for the approximations to the r smallest consecutive eigenvalues. The 
calculated r eigenvalue approximations the estimate for Aq +! defined in section 2.2 as Aq+! 
and the eigenvalue iterates that are converging to the higher eigenvalues (i > r) and satisfy eq. 
(10) with tole =:; 10-2 are employed to establish an appropriate algorithm for shifting in the 
subspace iterations. 
In order that the iteration vectors continue to converge monotonically to the required p 
eigenvectors, the shift J.L. must satisfy the following condition: 
(18) 
which means that J.L. is in the left half of the eigenvalue spectrum A! to Aq +!. After shifting to 
J.L. the new convergence rates to the eigenvectors are IAi - J.L.I/IAq + 1 - J.L.I. To satisfy eq. (18) in 
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where AI is the calculated approximation to A I. 
A second requirement for continued stability of the subspace iterations is that J.Ls must be 
relatively far away from an eigenvalue, The shift J.Ls is therefore chosen to lie midway between 
two well-spaced eigenvalue approximations, and these iterates must have converged to a 
tolerance (tole) equal to 10-10 in eq. (10), 
The criterion for shifting in the iterations is that the improvement in the convergence to the 
higher eigenvalues must outweigh the computational expense of performing a shift, Therefore, 
a shift is performed if the following condition is met: 
[ 
b f t ' t] [number of operations to] num er 0 opera Ions 0 . 
f th h 'ft + obtam convergence per orm e SIft h'ft' a ers I mg 
[
nUmbe~ of operations to] 
< obtam convergence 
without shifting 
(20) 
Let A ~k+l) be the latest estimate of Ai with tole s 10-2 in eq. (10), where r < i S p, and let Aq+1 
be the latest estimate for Aq+l; then we can estimate the convergence rate to Ai as d = 
(A~k+I)/Aq+I)2. Also, let t be the number of additional iterations to reach convergence without 
shifting. We can estimate t using 
d t = toli, (21) 
where toti is the increase in accuracy still to be gained in the subspace iterations; here we have 
toti = toll tole. Hence 
t = log(toti) 
log(d) . (22) 
Using the information in eqs. (20)-(22), we can evaluate whether it is efficient to shift. Assume 
that a stable shift is given by J.Ls (Le. J.Ls is chosen using eq. (19»; then the convergence rate d 
to Ai after shifting would be approximately 
(23) 
Hence the number of subspace iterations required for convergence after shifting are ap-
proximately 
t = log(to!i). 
log(d) 
(24) 
The above values for t and t are calculated for all eigenvalue iterates A ~k+l), where r < is p, 
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where A * is the largest eigenvalue estimate calculated in the current subspace iteration, and Ii 
represents the calculated approximation to Ai. The number of Gram-Schmidt orthogonaliza-
tions thus performed is conservative. 
Considering the selection of additional shifting, we note that once accurate approximations 
to the eigenvectors tP}, ... , tPj have been calculated and stored on back-up storage, the 
smallest eigenvalue to be calculated next is Aj+!, and hence eq. (19) is modified to 
(27) 
where ~+l is the calculated approximation to Aj+l. 
This shifting strategy is used effectively if q < p, but to avoid convergence difficulties, the 
strategy is also best employed if q is only slightly larger than p. We thus recommend using the 
iteration vector replacement strategy when q is smaller than the default value quoted in 
section 1, i.e. when q < min{2p, p + 8}. 
4. Computer implementation 
The solution scheme presented in the previous section has been implemented in the 
computer program SSP ACE [7, p. 509]. The purpose of this section is to summarize how the 
solution procedures have been implemented in the program (see fig. 1). 
4.1. Ove"eiaxation 
Having calculated X k + 1 in eq. (9), an overrelaxation is performed for an iteration vector if 
eq. (16) is satisfied. In the overrelaxation the iteration vectors from the previous iteration are 
read from back-up storage, and we calculate 
(28) 
4.2. Shifting 
Considering the matrix shifting strategy, the initial shift is zero and then /-Ls is increased with 
each shift. Based on the considerations in section 3.2, we assess after 4 subspace iterations at a 
shift whether it is effective to shift to a new position. Namely, about 4 subspace iterations are 
required for the iteration vectors to settle down after a shift, so that the analysis presented 
above is approximately applicable. Also, a shift is performed only if there is a saving of at least 
3 subspace iterations, i.e. in addition to satisfying eq. (25), we must also have (t - t)max ~ 3. 
After 4 subspace iterations have been performed at the current shift the following 
procedure is employed to establish a new shift /-Ls. 
(a) Calculate the convergence rates 'j of the eigenvalue iterates using eq. (15) at the end of 
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(b) Establish the largest allowable shift J.Ls. This shift is calculated as 
As + A'-l 
J.L. = 2 ' (29) 
where As is the calculated approximation to As and As is the largest eigenvalue for which 
all eigenvalue iterates, below and including As> have converged to a tolerance of 10-10 
using eq. (10). Check whether this shift satisfies eq. (19) (or eq. (27)) and also the 
condition 
1.01A.-1 S J.L. s 0.99As. (30) 
If either eq. (19) (or eq. (27)) or eq. (30) is not satisfied, decrease s (using s~s -1) until 
both conditions are met. It is next assessed whether shifting to J.L. is effective if the value 
of J.L. thus obtained is still larger than the current shift. 
(c) If only a few subspace iterations have been performed, reaso ably accurate estimates 
for all Am, S < m S p, may not yet be attainable. Hence, to evaluate eqs. (21)-(25), we 
use only the eigenvalue iterates Am for which tole s 10-2 • In order that shifting to J.Ls be 
performed, eq. (25) must be satisfied. 
(d) If a shift is performed, use the Sturm sequence information and error estimates on the 
calculated eigenpair approximations to establish whether all eigenvalues between the 
previous shift and the new shift have been obtained [7, p. 505]. Assume that j 
eigenvalues have been calculated between the previous and the current shift; then the 
following physical error norms [7, p. 413] should be small for all eigenpairs calculated: 
(31) 
and j additional negative elements must be measured in D, where 
K - J.L.M = LDLt. (32) 
In theory, it could happen that an eigenpair has been missed [7, p. 505]. However, in 
practice, such a situation is extremely rare and would always be detected; therefore, the 
solution procedure is a reliable analysis tool. Also, because the missing of an eigenpair 
is so rare, the recommended remedy is somewhat crude; namely, stop the solution and 
repeat with a larger number q of iteration vectors and possibly a tighter convergence 
tolerance tol [7]. 
Considering the case q < min{2p, p + 8}, the matrix shifting strategy is as described above 
with one additional calculation procedure. Assume that the candidate shift is discarded based 
on eq. (25) and is the maximum value possible satisfying eq. (19) (or eq. (27)). In this case, all 
iteration vectors that correspond to the smallest eigenvalue iterates and that consecutively all 
satisfy eq. (10) to a tolerance of 10-10 are written on back-up storage and replaced by new 
starting iteration vectors. Further checking on whether additional matrix shifting is effective is 
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5. Demonstrative sample analyses 
The accelerated subspace iteration method has been employed in the computer program 
ADINA [12] for the solution of a large number of eigenproblems. We present in this section 
the analysis results of three solutions that demonstrate typical features of the solution scheme. 
5.1. Solution of a 16-degree-of-freedom tridiagonal system 
The eigenvalue problem summarized in fig. 2 was solved with p = 4 and q = 8 using the 
basic subspace iteration scheme and the accelerated method. Using the basic subspace 
iteration method, the solution of this problem requires theoretically about 55 iterations to 
calculate the 4 smallest eigenvalues with tol = 10-6 • Thus, the eigensolution requires a 
relatively large number of iterations and provides a good testing ground for the accelerated 
iteration scheme. Table 1 gives the actual number of iterations employed in the solutions using 
the basic subspace iteration method and the accelerated procedure. The table shows that the 
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Table 1. Analysis of the tridiagonal system (p = 4, q = 8) 
Accelerated scheme 
Standard starting subspace Lanczos starting subspace 

















Fig. 3 shows a computer plot of the piping system considered in this study. For this system 
the order n of the stiffness and mass matrices is 330, the mean half-bandwidth mK of the 
stiffness matrix is 26, and a diagonal mass matrix was employed. The sixty smallest eigenvalues 
and corresponding eigenvectors were required. 
Table 2 summarizes some relevant solution data corresponding to the various analyses 
performed. 
Considering the solution with 68 iteration vectors (q = 68), the ratio (>"no/>"n9)2 is equal to 0.3, 
resulting in rapid convergence using the basic scheme. In this case there is no reduction in the 
number of iterations and the required high speed storage using the accelerated method. 
However, considering the solution with q = 20 and q = 4, significantly less high speed storage 
is needed at no increase in central processor time. Since the average bandwidth of the stiffnes~' 
matrix is small, the determinant search method is equally effective for this problem [7]. 
It is interesting to note that in the solution using the Lanczos starting subspace, with q = 68, 
after two iterations the first 34 eigenvalue iterates and after a total of only five iterations the 
smallest 45 eigenvalue iterates had converged to tole = 10-10 . Since the converged iteration 
vectors are no longer included in the iterations (see section 3.2), about the same total solution 
Table 2. Comparison of different solution strategies in the analysis of the piping system (n = 330, mg = 26). 
Diagonal mass matrix was used (Computer used was CDC Cyber 175, tol = 10-") 
Accelerated scheme 
Basic Lanczos starting Determinant 
scheme Standard starting subspace subspace search 
p/q 60/68 60/68 60/20 60/4 60/68 60/100 60/1 
Total number of subspace 
iterations 13 13 74 408 23 2 (5 + 6)* 
Total high speed core 
storage used 42,494 42,494 17,870t 11,700t 42,494 64,094 12,490t 
Solution time (CPU sec) 90 74 65 63 77 71 63 
* Average number of factorizations and inverse iterations per eigenpair 
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Fig. 3. Geometric view of piping system (order of matrices n = 330, mean half-bandwidth mK = 26). 
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times are required using the "standard" and the Lanczos starting subspaces although more 
iterations are required using the Lanczos starting vectors. 
Finally, table 3 summarizes the complete solution steps for the case q = 20. As seen from 
this table, a total of ten matrix shifts were performed in the solution, and the required sixty 
eigenpairs were calculated in bundles of 15, 13, 15, 5 and 12 each from five iteration vector 
sets. 
5.3. Analysis of a building frame 
The building frame shown in fig. 4 was earlier analyzed in [3). We analyzed the same 
structure in this study to demonstrate some important features of the 'accelerated subspace 
iteration method. For this system n = 468 and mK = 91, and a diagonal mass matrix was 
employed. The sixty smallest eigenvalues and corresponding eigenvectors were required. 
Since the stiffness matrix has a relatively large bandwidth, a determinant search solution is 
not effective, and only subspace iteration solutions have been calculated. 
Table 4 gives the characteristics of the solutions obtained. It is seen that the accelerated 
subspace iteration method yields a significantly more effective solution than the basic scheme. 
Table 5 summarizes the solution steps for the case q = 20. 
In this analysis the. Lanczos starting subspace was not employed because the stiffness matrix 
had to be processed in blocks due to high speed storage limitations [7]. The generation of the 
starting vectors using the Lanczos method in such a case requires considerable peripheral 
processing and is not effective when a large number of vectors need be calculated in the 
solution. 
Table 3. Solution steps in the analysis of the piping system (p = 60. q = 20) 
Converged Matrix shifts applied 
trial vectors at 1/2(A. + A.-I) 
Iteration Iterations simultaneously Eigenpair based on convergence 
vector performed removed to approximations of Ak Calculation of A.+I 
set Eigenpairs with these back-up carried over Iteration q+l AqTI Aq+1 
numbers sought vectors storage to next step no. k (estimated value) 
1-15 5 14 24,501 
1-20 1-17 at iteration 16-20 l) 4 17 21 29.738 
~7 13 11 17 32.847 40.373 
16-28 24 18 35 125.604 
2 16-35 18-36 at iteration 29-35 28 22 35 36 118.106 
36 32 25 35 113.883 102.360 
29-43 40 31 44 182.623 
3 29-48 37-52 at iteration 44-48 44 34 46 49 227.682 
52 48 41 46 232.584 254.685 
44-48 
4 44--63 53-66 at iteration 49-63 61 49 60 64 658.386 548.048 
66 
4~) 
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Table 4. Comparison of different solution strategies in the analysis of the building frame (n = 468, 
mK = 91). Diagonal mass matrix was used (Computer used was CDC Cyber 175, tol = 10-6) 
Accelerated scheme 
Basic scheme (standard starting subspace) 
p/q 60/68 60/68 60/20 
Total number of subspace iterations 47 36 80 
Total high speed core storage used 66850* 66850* S5282t 
Solution time (CPU sec) 570 279 209 
*Stiffness matrix was stored out-of-core (4 blocks) 
tStifiness matrix was stored in-core, but additional secondary storage was required for storing 
converged iteration vectors 
Table 5. Solution steps in the analysis of the building frame (p = 60, q = 20) 
Converged Matrix shifts applied 
trial vectors at 1/2(Aj + Aj_l) 
based on convergence Iteration Iterations simultaneously Eigenpair 
vector performed removed to approximations of Ak Calculation of Ao+1 
set Eigenpairs with these back-up carried over Iteration q+l Aq+1 Aq+1 
numbers sought vectors storage to next set no. k (estimated value) 
1-12 9 6 15 21 9.59 
1-20 1-17 at iteration i3-20 13 9 16 10.01 11.58 
17 
13-27 21 13 24 33 17.71 
2 13-32 18-37 at iteration 28-32 25 17 30 28.38 
37 29 24 32 29.64 
33 25 32 30.31 29.44 
28-42 42 29 34 48 41.51 
3 28-47 38-54 at iteration 43-47 46 34 42 55.03 
54 50 41 43 65.23 86.12 
43-48 58 43 48 63 87.64 
4 43-62 55-72 at iteration 4~2 64 46 59 122.75 
72 68 47 60 122.81 122.63 
49-60 
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Fig. 4. A three-dimensional building frame (order of matrices n = 468, mean half-bandwidth mK = 91). 
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Effective strategies for accelerating the basic subspace iteration method in the calculation of 
the smallest eigenvalues and corresponding eigenvectors of generalized eigenproblems have 
been presented. The solution strategies have been implemented, and the results of some 
sample analyses are reported. Based on the theory used and the experience obtained with the 
accelerated subspace iteration method, we conclude that the technique can in some cases 
provide significantly more effective solutions than the basic method. The increase in solution 
effectiveness depends on the properties of the eigensolution sought, such as the number of 
eigenpairs to be calculated, the spreading of the eigenvalues and the order and bandwidths of 
the matrices. The accelerated solution scheme is in particular more effective than the basic 
subspace iteration method when the basic method converges only using relatively many 
iterations. Also, since the accelerated subspace iteration method can be employed with a small 
or large number of iteration vectors q, the method is more general than the basic method; e.g. 
the accelerated method can be applied effectively to the solution of eigenproblems in which 
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Appendix. Calculation of starting iteration vectors 
Two procedures have been employed to generate the starting iteration vectors. 
Using the "standard" procedure, the vectors are generated as described in [7, p. 501]. 
Briefly, the first starting iteration vector is a full unit vector, the next q - 2 vectors each are 
unit coordinate vectors with the unit entries corresponding to degrees of freedom with large 
mass and low stiffness values, and the qth starting iteration vector is a random vector. This 
procedure was always used in the basic subspace iteration method. 
In the second procedure the Lanczos algorithm is employed to' generate the starting 
iteration vectors [8]. This procedure is in general effective if q is considerably larger than p. 
Using this method, we proceed as follows: 
Let 
. it = {1 1 ... 1} 
Calculate 
(with all elements 1). 
and take the first starting iteration vector as 
Xl = ita. 
Now calculate the starting iteration vectors X2, ..• ,Xq _\, using the following equations (with 
131 = 0): 
KXi + 1 = Mx;, 
fJ.2 -t M-






The qth starting iteration vector is established using a random vector and orthogonalizing this 
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Theoretically, the vectors Xi, i = 1, '" , q, that are generated by the above algorithm form an 
M -orthonormal basis. However, in practice, the computed vectors are in general not ortho-
gonal because of round-off errors. For this reason we orthogonalize the vectors Xi+l obtained 
in eq. (A.5) to all previously computed vectors Xi> j = 1, ... , i. 
Another consideration is that the generated vector Xi+! would theoretically be a null vector 
if the starting vector Xl lies in an i-dimensional subspace of the operators K and M. Hence, we 
cOVlpute 'Yi+l = (.il+!M.ii+ I )1/2, and whenever the catio f3i+d'Yi+1 is smaller than 10-\ the 
computed vector Xi+l is discarded. Then we use the (i + 1)st vector generated by the above 
"standard" procedure as the vector Xi+h orthogonalize it to all vectors Xi> j = 1, .. , , i, and with 
f3i+1 equal to zero we continue the recurrence algorithm in eqs. (A.1)-(A.5). 
References 
[1] O.E. Bn~nlund, Eigenvalues of large matrices, Symposium on Finite Element Techniques at the Institut fUr 
Statik and Dynamik der Luft- und Raumfahrtskonstruktionen, Univ. Stuttgart, Jun. 1969. 
[2] K.K. Gupta, Solution of eigenvalue problems by the Sturm sequence method, Int. J. Numer. Meths. Eng. 4 
(1972) 379-404. 
[3] K.J. Bathe, Solution methods for large generalized eigenvalue problems in structural engineering, Report UC 
SESM 71-20 (Civil Eng. Dep., Univ. California, Berkeley, CA, Nov. 1971). 
[4] P.S. Jensen, The solution of large symmetric eigenproblems by sectioning, SIAM J. Numer. Anal. 9 (1972) 
534-545. 
[5] R.B. Corr and A. Jennings, A simultaneous iteration algorithm for symmetric eigenvalue problems, Int. T 
Numer. Meths. Eng. 10 (1976) 647-663. 
[6] H.R. Schwarz, The eigenvalue problem (A - AB)x = 0 for symmetric matrices of high order, Compo Metb~ 
Appl. Mech. Eng. 3 (1974) 11-28. 
[7] K.J. Bathe and E.L. Wilson, Numerical methods in finite element analysis (Prentice-Hall, Englewood Cliffs. 
NJ,1976). 
[8] c.c. Paige, Computational variants of the Lanczos method for the eigenproblem, J. Inst. Math. Appl. 10 
(1972) 373-381. 
[9] Y. Yamamoto and H. Ohtsubo, Subspace iteration accelerated by using Chebyshev polynomials for eigenvalue 
problems with symmetric matrices, Int. J. Numer. Meths. Eng. 10 (1976) 935-944. 
[10] K.J. Bathe, Convergence of subspace iteration, in: K.J. Bathe, J.T. Oden and W. Wunderlich (eds.), 
Formulations and numerical algorithms in finite element analysis (MIT Press, Cambridge, MA, 1977). 
[11] K.J. Bathe and S. Ramaswamy, Subspace iteration with shifting for solution of large eigensystems, Report 
AVL 82448-7 (Dept. Mech. Eng., MIT, Cambridge, MA, Dec. 1977). 
[12] K.J. Bathe, ADINA - a finite element program for automatic dynamic incremental nonlinear analysis, Report 










Part II Formulation and Implementation of Finite Elements and 
Material Models for Nonlinear Analysis 
An Assessment of Current Finite Element Analysis of Nonlinear 
Problems in Solid Mechanics 
Finite Element Formulation, Modeling, and Solution of Nonlinear 
Dynamic Problems 
Finite Element Formulations for Large Deformation Dynamic Analysis 
Large Displacement Analysis of Three-Dimensional Beam Structures 
A Geometric and Material Nonlinear Plate and Shell Element 
A Simple and Effective Element for Analysis of General Shell 
Structures 
On Transient Analysis of Fluid-Structure Systems 
Elastic-Plastic Large Deformation Static and Dynamic Analysis 
On Finite Element Large Displacement and Elastic-Plastic Dynamic 
Analysis of Shell Structures 
On Some Current Procedures and Difficulties in Finite Element 
Analysis of Elastic-Plastic Response 
A Solution Procedure for Thermo-Elastic-Plastic and Creep 
Problems 
On Three-Dimensional No"nlinear Analysis of Concrete Structures 
NONSAP - A Nonlinear Structural Analysis Program 












NUMERICAL SOLUTION OF PARTIAL 
DIFFERENTIAL EQUATIONS. III 
lEi 1976 
ACADEMIC PRESS, INC. 
N_ York Son fronci6co ~ 
AN ASSESSMENT OF CURRENT FINITE ELEMENT ANALYSIS OF 
NONLINEAR PROBLEMS IN SOLID MECHANICS 
Klaus-Jurgen Bathe* 
1. Introducti on 
The finite element analysis of nonlinear problems in 
solid mechanics has acquired increasing attention. Presently, 
various large scale computer programs and smaller special pur-
pose codes are used, that offer various analysis capabilities. 
However, although a large number of problems can already be 
solved effectively, all computer programs have serious limita-
tions. The objective in this paper is to survey some important 
aspects of finite element solid mechanics nonlinear analysis, 
to point o~t the potential of the finite element method, and 
to identify some important present research areas with emphasis 
on numerical analysis procedures. In the presentation we con-
sider what are believed to be the most effective finite 
element nonlinear analysis techniques presently in use. 
The development of finite element nonlinear analysis 
procedures is based on knowledge in essentially three diffe~t 
disciplines; namely continuum mechanics, numerical analysis 
procedures and computer implementation. Figure 1 summarizes 
important areas in these three disciplines. Although the ~is­
ciplines can be identified separately, an important point is 
that for the development of effective finite element nonlinear 
analysis techniques, it is necessary to take into account the 













interaction that exists between them. For example, the con-
tinuum mechanics formulation used in dynamic analysis must be 
amenable to the numerical time integration scheme that shall be 
employed, which in turn must be implemented in a cost effective 
manner on the computer. The objective in this paper is to 
discuss mainly the formulation of the finite element equations 
and the numerical procedures used for solution. However, when 
important, reference is briefly made to the computer implementr 
tion, and throughout the paper the important interaction 
between the areas summarized in Fig. 1 is emphasized. 
The material presented in this paper is largely based 
on the experience gained during the development and use of the 
general purpose nonlinear static .and dynamic finite. element 
analysis computer program ADINA [1], which is a further devel-
opment of program NONSAP [2] [3]. In order to enhance finite 
element nonlinear analysis procedures it is necessary, both, 
to develop new techniques, establish theoretical basis to the 
techniques used, and to test the procedures on actual difficult 
practical problems. In this way, the assumptions and limita-
tions of the procedures are demonstrated and researchers are 
stimulated to improve and further develop the methods employed. 
It is for this reason that we shall discuss first the theory 
used and then present practical applications in order to 
emphasize the present capabilities and important research areas 











NONLINEAR PROBLEMS IN SOLIC MECHANICS 
A CONTINUUM B NUMERICAL C COMPUTER 
MECHANICS METHODS TECHNIQUES 
FORMULATION OF NUMERICAL INTEGRA- PROGRAMMING 
NONLINEAR EQUA- TION IN SPACE METHODS 
TIONS OF MOTION 
2 TIME INTEGRATION 2. USAGE OF 
2. DEVELOPMENT OF AVAILABLE HARD-
FI NITE ELEMENT WARE AND SOFT-
EQUATIONS 3. SOLUTION OF WARE 
EQUATIONS 
3. DEvELOPMENT OF 3. EFFICIENT 
MATERIAL MODELS 4. CALCULATION PROGRAM 
OF EIGENSYSTEM ORGANIZATION 
4. FLExIBILITY FOR 
MOD I FICATIONS 
FIGURE I IMPORTANT DISCIPLINES IN THE DEVELOPMENT OF FINITE ELEMENT 
ANALYSIS PROCEDuRES 
2. Finite Element Formulations 
The finite element formulation of nonlinear problems 
comprises the kinematic formulation of the problems using 
continuum mechanics principles, the identification of the 
constitutive relations, and finally the discretization of the 
equations using finite element procedures. We deal in the 
following with these individual aspects and discuss the impor-
tant relations between them. 
2.1 Continuum Mechanics Formulation 
For the continuum mechanics formulation of nonlinear 
problems, there exist, in general, two approaches, namely using 
a Lagrangian (material) formulation or a Eulerian (spatial) 
formulation [4] [5] [6]. The important difference between the 
two approaches is that in the Lagrangian formulations atten-
tion is focussed on the material itself as it moves, whereas 












happens at a specific spatial location. Eulerian formulations 
are used almost exclusively in fluid flow analysis, whereas 
Lagrangian descriptions are widely employed in finite element 
analysis of solid mechanics problems. In this context it may 
be noted that in some cases formulations have been termed 
Eulerian although material coordinates are used. Considering 
solid mechanics problems Lagranqian descriptions are generally 
employed, because the boundaries of the body under considera-
tion change durinq the history of solution, and it is natural 
to use a description which follows the material of the body. 
In the following we summarize the important concepts of the 
Lagrangian formulation used in ADINA. The formulation has been 
presented in detail in references [7] and [8]. 
Consider a general body subjected to large displacements, 
large strains and linear or nonlinear constitutive relations. 
A schematic sketch of the body is shown in Fig. 2. 
CONFIGURATION 
AT TIME 0 
t+~tx = Ox + t+Atu ) 
1 1 1 
t x . = Ox .. tu l=L2,1 
1 1 1 
t+6t x = tx .. U 
1 1 1 











NONLINEAR PROBLEMS IN SOLID MECHANICS 
To describe the motion of the body, we use rectangular 
Cartesian coordinates. The coordinates of a material particle ° t t+6t are xi at time 0, xi at time t, and xi at time 
t+6t , i = 1,2,3. Thus, we have 
(1) t+6t = Ox. + t+6t xi 1 ui 
t = Ox. t Xi 1 + ui (2 ) 
where tUi ' t+6tui are the Cartesian displacements of the 
particle at times t and t+6t , respectively. We define . 
the incremental displacements from times t to t+t.t to be 
and hence 
( 3) 
The governing equilibrium equations can be derived 
using the principle of virtual displacements. This principle 
is used to formulate a displacement-based finite element solu-
tion, which at present is egarded to be most effective. Con-
sider that the solution of the body under static or dynamic 
loading is requi red for times 0, 6t , 26t , ... , t , 
t+6t, ... and assume that the solution has been obtained up 
to time t To calculate the solution for time t+6t, in 
essence two different approaches can be followed that lead to 
explicit and implicit time integration. For explicit time 
integration the equilibrium equations are established at time 
t using a stress rate that is invariant with respect to body 
rotation [9] [10]. An important disadvantage of such formula-
tions for qeneral applications is that small time steps (load-
steps in static analysis) must be used even though the con-
stitutive relations may allow a much larger time step. The 












or dynamic analysis lies in that simple forward integration is 
employed. In dynamic analysis it is further necessary to use 
a small enough time step for integration stability. 
Although not for all types of problems most effective, 
it is believed that a formulation in which the equilibrium of 
the body is considered at time t+~t is most efficient for 
general static and dynamic analysis. In dynamic analysis such 
formulation leads to implicit time integration, which using an 
appropriate integration operator is unconditionally stable in 
1 inear analysi s.. In nonl inear analysi s, a control on the 
accuracy of solution is established by satisfying the equilib-
rium equations at·time t+~t within a "specified tolerance. 
Considering the equilibrium of the body at time t+~t, 
the principle of virtual displacements states the 
(4) f t+~t'"" 6 e .. t+~td = t+~tR lJ t+~t lJ v . 
t+~tv 
where 
(5) t+~tR = J t+~citk 15uk °da + J pt+~cifk 5~ °dv 
0A 0v 
and t+~t'"" are the Cartesian components of the Cauchy stress 
lJ t+~t t+~t 
tensor at time t+~t, Otk and Ofk are the Cartesian 
components of the surface traction and body force vectors at 
time t+~t referred to time 0, Op is the specific mass of 
the material in the original configuration, 
(6) 
t+~t au I with ul,m = , t+~t 
a um 











NONLINEAR PROBLEMS IN SOLID MECHANICS 
the current displacement components t+~tuk It should be 
noted that in Eq. (4) the internal virtual work is evaluated 
.by integration over the volume at time t+~t. 
The virtual work principle given above is general and is 
used in linear, material and geometric nonlinear analysis. In 
small displacement and small strain analysis, the configuration 
of the body is assumed not to change and Eq. (4) can be used 
directly for the finite element solution. In this case Eq. (4) 
becomes 
(7) 
t+~t where a i j are the Cartesi an components of the sma 11 
displacement stress tensor at time t+~t, and e
1
•· are the . J 
Cartesian components of the infinitesimal strain increment 
tensor, 
( 8) e .. = -21 (u .. +u .. ) . 
1J 1,J J,1 
The strain components are evaluated from the finite 
element displacement interpolations discussed in Section 2.3, 








a .. + C. . e 
1 J 1 J rs rs 
is the tangent constitutive tensor at time 

















(10) f C.. ers Be .. °dv = t+l'lt R - I to' .. Be .. °dv • lJrs lJ lJ lJ 
0v . 0v 
Considering now large displacement and large strain 
analysis, the configuration of the body changes continuously 
with the individual material particles being subjected to 
large rotations and stretches. Since the configuration at 
time t+~t is unknown, for solution the stress and strain 
variables are referred to a previously calculated known geo-
metric configuration. A very general and effective formula-
tion is the total Lagrangian formulation, in which the initial 
configuration of the body is used as reference. Using the 
relations 
(11 ) t+~t 
t+~t t+~t t+~t t+~ts 
't'sr = -----2. x OXr,j ° i j ° ° s,i p 
where t+~t OXs , i = 
t+~t I 0 a Xs a Xi and 
( 12) o 0 t+~t Bt+~t esr = t+~t Xi,s t+~tXj,r 6 OE;j 
and 
( 13) o 0d t+~t t+~td p v = p v 
where t+60t S.. are the Cartesian components of the second lJ 
Piola-Kirchhoff stress tensor and t+~~Eij are the Cartesian 
components of the Green-Lagrange strain tensor, we can express 
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(14 ) 
J 
t+~ts t+~t 0 t+~tR. o ij 6 Oeij dv = 
°v 
t+~ts The unknown stresses 0 ij can now be incrementally 
Ots.. pl us increments in lJ 
decomposed into known stresses 
stresses OSij • Then Eq. (4) 
as given in Table 1, to obtain 
(15 ) 
can be rewritten and linearized 
Instead of-using the initial configuration at time 0, alter-
natively any other previously calculated configuration can be 
used. Specifically, if the configurati n at time t is 
employed as reference the updated Lagrangian formulation also 
used in ADINA is obtained [lJ [7J [8J. 
It must be noted that Eq. (14) is applicable to any 
magnitude of displacements and strains. However, Eq. (15) is 
the linearization of Eq. (14) about the configuration at time 
t and its solution only approximates the exact solution. If 
large non1inearities are present within the individual time 
intervals, this linearization introduces large uncontrolled 
errors. In general, therefore, it is necessary to seek a 
more accurate solution within each interval of time, and such 
solution can frequently be obtained effectively using a 
modified Newton iteration. If we define 
(16 ) t+~tu.(k) = t+~tu.(k-l) + ~u. (k) 












where t+~tu_(O) = tu_ , the equation considered in the 
1 1 
materially nonlinear 9nly formulation is 
(17) f c (k) <5 (k) °dv = t+~t_ - J t+~t~~~-1) I:.e~~) °dv ijrs ers eij IR vlJ U lJ 
0v 0v 
1 ,2, ... 
and in the total Lagrangian formulation we use 
= t+l\~ t+l\tS(k-l) "t+l\t (k-l) 0d ° ij U Oeij v 
1,2, . .. . 
The important problem in using these equilibrium equa-
tions is the problem of convergence of the iteration in 
general analysis. The mathematical properties of the modified 
Newton iteration and experience show that convergence difficul-
ties can generally be xpected when the structure stiffens, 
which may be the result of a number of different physical 
phenomena. The result is that a very small time step may have 












NONLINEAR PROBLEMS IN SOLID MECHANICS 
TABLE 1 TOTAL LAGRANGI~~ FORMULATION 
1. Equations of Motion 
J 
t+fl ts t+ flt 0dv = t+fl t_ 
O ij 6 (fij ~ 
°v 
where 
t+fl t 0 
"sr t+fltXj,r 
t+fl t _ 1 (t+fl t t+fl t t+fl t t+fl t ) 
6 Oe .. -'25 OU .. + OU .. + OUk' OUk,J" 1J l,J J,l ,1 
2. Incremental Decomposit;0~s 
a. stresses 
t+fl ts 
o ; j 
b. strains 
t+flt _ t + + 
Oeij - Oeij Oeij; Oeij = Oeij O~ij; 
Oe ij = ~(OUi,/OUj,i+6Uk,i OUk,/Ouk,i 6Uk,j); 
3. Equations of Motion with Incremental Decompositions 
. t+fl t 
Not1ng that 6 Oeij = 60eij and 05 ij = OC ijrS Oe rs 
the equations of motion are 
f OCijrs Oe rs 00eij °dv + f 6S;j 
0v 0v 
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tensor relates 2nd Piola-Kirchhoff stresses to Green-lagrange 
strains as is the case in hyperelasticity, the stress-strain 
law can directly be used in the formulation [llJ. However, if 
the material law is defined in terms of Cauchy stresses, it 
need be transformed as discussed in detail in references [7J 
[lOJ [12J. These transformations can add significantly to the 
total solution cost and for this reason more effective stress-
strain relationships are sought. 
Considering the difficulties that are encountered in 
the analysis of nonlinear material behav-ior, as probably 
expected, solution difficulties generally increase as the 
material to be described becomes more complex. One important 
practical problem is excessive solution cost, because in 
history dependent analysis the constitutive relations can 
depend on many previously calculated variables and may be 
expensive to evaluate. Solution-difficulties are also fre-
quently encountered when discontinuities are present in the 
material behavior. This is, for example, the case in elastic-
plastic analysis under cyclic loading conditions and in crack 
propagation analysis. Convergence difficulties are encountered 
when the material suddenly stiffens. In order to deal with 
such situations, the material discontinuity has been smeared 
over a small time domain, or simply iterations have not been 
carried out, well realizing that this way errors are introduced 
in the solution. As another means to obtain a solution 
artificial viscosity is used as described in Section 3.2. 
2.3 Finite Element Discretization 
During the course of nonlinear finite element analysis 
various different finite elements for different stress and 
strain conditions have been developed. However, considering 
general nonlinear analysis the discretization of the continuum 












is considered to be most effective. In particular, the 
variable-number-nodes elements presented in [8J [9J [13J can 
be used very efficiently for the analysis of many problems. 
In the isoparametric finite element discretization, the 
finite element equilibrium equations are obtained by inter-




respect; ve ly, 
o N 
x = I 
j k=l 
t+~t 




as applicable N t+~t k = I hk x. 
k=l J 
t k N k uj ~Uj = I hkLluj k=l 
j=l ,2,3 
as applicable 
where °x~ is the coordinate of nodal point k corresponding 
t k t+~t k t k k to direction j at time 0, x., x., u. and ~u. 
J J J J 
are defined similarly, and N is the total number of nodal 
points of the element. The function, hk is the interpolation 
function corresponding to nodal point. k . 
Figures 3 and 4 show the variable-number-nodes elements 
presently used in program ADINA. The effectiveness of these 
elements lies in that any number of nodes between the minimum 
and the maximum number can be chosen. This way it is possible 
to model adequately a variety of structural configurations and 
continua using basically one element. In particular, it is 
possible to change from a coarse to a fine mesh always pre-
serving displacement compatibility between elements. An 
important extension of the variable-number-nodes isoparametric 
elements would be the possibility of degenerating the elements 
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shown in Fig. 5. With the options of using a variable number 
of nodes and degenerate forms of the basic element, in essence 
one element can be used to model two and three-dimensional 
continua and thick and thin shell structures with full compat-
ibility between element boundaries. 
x 
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FIGURE 3 4 TO 8 VARIABLE - NUMBER - NODES 
TWO-DIMENSIONAL PLANE STRESS. 









FI GURE 4 8 TO 21 VARIABLE - NUMBER - NODES 
THREE - 01 MENSIONAL SOLI 0 
















GENERAL 4 TO 12 NODE E:.."EMENT. ANY NODES 
FROM NUMBER 5 ro NUMBER 12 CAN BE OMITTED 
SUPEPPARAMETRIC THIN SHELL ELEMENT 
TYPICAL MODELLING USING AN ISQPARAMETRIC AND 
J. ClEGENERATE ELEMENT 
CIGURE 5 TWO -DIMENSIONAL SHELL ELEMENTS 
Once the interpolation functions for an element domain 
have been defined, the expressions in Eqs. (19) and (20) are 
used in Eqs. (17) and (18) to evaluate the finite element 
equilibrium equations. Realizing that in dynamic analysis 
body force components include inertia forces and damping 
forces, the equilibrium equations for a single element corre-
sponding to Eq. (17) are 
(21) tK ~u(k) = t+~tR _ t+~tF(k-l) _ C t+~tu(k) _ M t+~tU(k) 
k=1,2, ... 
Similarly, including large dis~lacement and large strain 
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k=l,2, ... 
where tKl is the element linear strain stiffness matrix at 
time t when material nonlinear effects are considered only, 
~KL and ~KNl are the linear and nonlinear strain stiffness 
matrices. t+6tR is the vector of externally applied nodal 
point loads, t+6~F(k-1} is a vector of nodal point forces 
equivalent to the current element stresses. M and Care 
the mass and damping matrices and 6U(k} is a vector of 
nodal point displacement increments. with t+Hu(k} = t+6tu(k-l} 
+ 6U(k} . The vectors of nodal point accelerations and 
velocities are evaluated differently depending on the time 
integration scheme used (see Section 3.3). Table 2 summarizes 
the evaluation of the matrices. The calculation of the finite 
element matrices is given in more detail in references [7J 
and [8J. 
TABLE 2 FINITE ELEMENT MATRICES 
ANALYSIS TYPE IIlTEGRAl MATRIX EVALUATION 
IN ALL 
J 
° tHt·· 0d Mt +6 t·u 
ANALYSES t 
P uk a uk v 
=O~ f H THO dv)t+Ltij °v 
°v 
t+6tR = J t+6tt 
° k 
aUk ° da t+L'.tR = J H~ t+6~t ada 
°A °A 
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continuum may individually be described by different kinematic 
formulations. Thus, nonlinear elements with material non-
linearities only or with combined material and geometric non-
linearities may be used in one finite element mesh to represent 
the actual continuum. 
3. Numeri ca 1 Hethods 
A most important part of finite element analysis is the 
use of effective numerical methods, firstly, to evaluate the 
required finite element matrices and, secondly, to calculate 
the solution of the equilibrium equations. In this section, 
the important numerical techniques used in nonlinear finite 
element analysis are surveyed with the objective to point out 
where significant improvements are needed. 
3.1 Numerical Integration in Space 
The evaluation of the finite element matrices as 
summarized in Table 2 must be performed using numerical inte-
gration. The technique widely used in isoparametric finite 
element analysis is Gauss quadrature [9] [15J. For example, 
the linear strain stiffness matrix in the total Lagrangian 
formulation is evaluated using 
where ai is a weighting factor and the summation is carried 
out over all integration points. Since the numerical effort 
is directly proportional to the number of integration points 
used, it is desirable to employ integration methods that 
minimize the number of integration points required for a given 
accuracy. Various integration schemes have been devised 













been reported usina selective integration, in which different 
\veighting factors are assigned to the different strain compo-
nents. Although some excellent improvements in solution 
accuracy of some problems have been reported in 1 inear analysis, 
the proposed techniques have. not been evaluated to such an 
extent that they can be used with confidence in practical 
linear and nonlinear analysis. 
It should be noted that in addition to ultimate con-
vergence analyses. in particular, theoretical analyses are 
required that show under what conditions stable and for practi-
cal purposes sufficiently accurate solutions are obtained. 
Such guidelines are very difficult to establish when 
material and geometric nonlinearities are considered. However, 
for finite element analysis to be effective and reliable using 
a minimum number of integration points, rigorous guidelines 
for the choice of integration scheme and required order of 
integration are needed. 
3.2 Solution of Static Equilibrium Equations 
The equilibrium equations considered in static analysis 
are 
(24) tK (k) _ t+~tR t+~tF(k-l) ~u - -
k= 1 .2 •••• 
As discussed in Section 2.1. the above solution corresponds 
to a modified Newton iteration for the zero of the function 
f , where 
(25) 
The k'th iteration in essence requires the evaluation 
of the vector t+~tF(k-l) and then the solution of a set of 
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using an iterative scheme or a direct method. Although prob-
ably not always most efficient, implementations of the basic 
Gauss elimination method are currently most effective for 
general applications [9J. An important advantage of Gauss 
elimination is that the number of numerical operations and 
hence the computer time required for the solution of the system 
of equations can be determined a priori, whereas using an 
iterative scheme such as the Gauss-Seidel method, the solution 
time can in general not be predicted accurately. It should 
also be noted that the direct solution solvers have been devel-
oped to be very efficient so that in many nonlinear analyses 
most of the computational effort is spent in the calculation 
of t+~tF(k-l) rather than in the solution of the equations. 
The effectiveness of the direct equation solvers is 
largely a result of the specific storage scheme used and the 
specific implementation of the basic Gauss solution method. 
Namely, in the solution only the elements under the skylin~ 
of the matrix are considered as shown in Fig. 6 [lJ [9J [16J. 
Although the number of ooerations required for the LDLT or 
Cholesky factorization of a given matrix is predetermined, 
for a specific solution scheme, large reductions in the number 
of operations can frequently be obtained by rearranging the 
equations prior to the solution. It should be noted that for 
the compacted column storage reduction schemes, diffey'ent 
algorithms than those developed for bandwidth minimization 
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The modified Newton iteration in Eq. (24) converges 
provided the correction 6U(k) is small enough, but rela-
tively large corrections can be dealt with, if the first and 
second derivatives of f satisfy certain conditions. If a 
one degree of freedom system is considered, these conditions 
are that f' < 0 and fll::: O. However, for multiple degree 
of freedom systems f represents a multiple dimension surface 
and the change in f corresponding to all components must be 
considered. In practice, those components that are subjected 
to the most significant changes will decide whether converg-
ence within a specified tolerance will occur. The practical 
implications of these statements are that convergence diffi-
culties can be expected if the finite element assemblage is 
stiffening under the applied load. The stiffening may be due 
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If iteration divergence is encountered in practive, it 
frequently is effective to include in the analysis viscous 
effects in form of a damping matrix C, i.e. instead of Eq. (24) 
the following equilibrium relation is considered, 
k=1,2, ... 
where t+6tu(k) is evaluated using a time integration scheme 
(see Section 3.3). The viscous nodal point forces prevent 
large sudden changes in displacements, and vanish once no more 
changes in displacements occur. Hence the static solution is 
obtained. In a number of static analyses with convergence 
difficulties, simply the Newmark time integration scheme was 
used wi th zero mass and small concentrated nodal dampi ng values. 
These concentrated dampers were delected using engineering 
judgment. 
Considering the difficulties in convergence, it is 
realized that a very important field is the development of 
solution strategies to speed up convergence in general 
analysis. The solution algorithms should detect convergence 
difficulties, and then choose appropriate measures to stabi-
lize the solution. This can be achieved by means of automatic 
load step (time step) selection, over or under-relaxation, 
temporary modification of the equations or other measures. 
In addition to acceleration techniques for iteration converg-
ence, also effective schemes for automatic load or time step 
selection are to be developed. It is in these areas that a 
great deal of research is still required in finite element 
analysis because very few generally applicable results have 
been obtained. Advances towards more effective solution 













analysis, if the solution methods are to be generally applica-
ble and self-adaptive. 
3.3 Solution of Dynamic Eguilibrium Eguations 
In dynamic analysis including mass and damping effects 
the equations to be solved are 
M t+t.t .. (k) - u 
k=l ,2, .... 
The solution to this system of equations is obtained using 
direct integration. As pointed out in Section 2.1, the 
equilibrium equations have been developed for use with an 
implicit integration method. The most effective implicit 
integration methods for general application are presently the 
Newmark method and Wilson e-method [19J [20] [21J [22J [23]. 
The Houbolt method.has similar characteristics of stability 
and accuracy as the Wilson method but the disadvantage that 
special starting strategies are required. Table 3 lists the 
assumptions used in these three methods. Although not included 
in the table, a great deal of potential appears to lie in the 
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TABLE 3 COMMON IMPLICIT DIRECT INTEGRATION METHODS 
HOUBOl T METHOD: 
t+6tu = _1_{2t+6tU _ stu + 4t -6tu _ t-26tul 
6t2. )" 
NEWMARK METHOD: 
WILSON 6 - METHOD 
t+66t. 
u = 3 (t+66t t) 2t. 6l1t t .. 66t u - u - u - -2- u 
In the computer program ADINA the Newmark method and 
Wilson 6-method are presently used, but it is expected that 
additional integration schemes will be implemented. Consider-
ing the various classes of problems that shall be solved using 
a general purpose finite element program, it is likely that a 
library of different integration methods should be provided. 
The important task is then to identify clearly for which 
classes of nonlinear problems each of the available operators 
is most effective. Indeed, it might well be that substantial 












solution from one operator to another. At present, very little 
information other than engineering experience with specific 
nonlinear problems is available for the selection of an 
integration operator. 
An important aspect is the generality of the integration 
algorithm used. Table 4 summarizes the dynamic step-by-step 
solution performed in program ADINA. Essentially one inte-
gration algorithm is used in which the constants are selected 
ei ther to employ the Newmark method or the Wil son e-method. 
It should be noted from Table 4 that if no mass and 
damping effects are considered the step-by-step solution 
reduces to the solution of Eqs. (24) and (26) solved in static 
analysis. Therefore, the various solution aspects consider-
ing convergence and accuracy discussed in Section 3.2 are 
also applicable in dynamic analysis. However, it may be noted 
here that, as probably expected physically, the dynamic solu-
tion of a problem is more stable. This is mathematically 
demonstrated by the fact that the mass effects contribute to 
the effective stiffness of the system as shown in the calcula-
tion of tR in Table 4. Convergence in the iteration is 
frequentl y assured provi ded the elements ,i n the effecti ve 
stiffness matrix are large enough, meaning in practical analy-
sis that a small enough time step ~t has to be chosen 
(see Section 4). 
It is interesting to note that until a few years ago 
almost all nonlinear dynamic finite element analysis has been 
performed without equilibrium iteration. Indeed, at present, 
it appears 'that the only general purpose computer programs 
that have specifically designed ,for equilibrium iteration in 
dynamic analysis are program ADINA and its forerunner NONSAP. 
This is the case, although thi~ccurate solution of the equi-
librium equations at each time step is even more important in 
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that is introduced into the dynamic step-by-step solution will 
accumulate and cannot be compensated for later, as in the 
solution of many static geometrically nonlinear elastic 
analyses. 
TABLE 4 STEP-BY-STEP INTEGRATION IN ADINA 
INITIAL CALCULATIONS - -
1. Form linear stiffness matrix K, mass matrix M, and damp-
ing matrix C; initialize 0u, °u , °u . 
2. Calculate the following constants: 
tol ~ 0.01 ; nitem ~ 3 ; in static analysis 9 = and 
go to '3. 
Wilson 9-method: 9 ~ 1.37 ,usually 9 = 1.4 , ~ = e~t 
aO = 6/~2 a, = 3/~ a2 = 2a, a3 = 2 
a4 = 2 as = ~/2 a6 = aO/9 a7 = -a2/9 
2 as = 1 - 3/9 ag = ~t/2 a,O = ~t /6 
Newmark method: 9 = '.0 , 5 ~ 0.50 , a ~ 0.25(0.5 + 5)2 , 
~ = ~t 
aO = '/(a~t2) al = 5/(a~t) a2 = l/(a~t) a3 = 1/(2a) - 1 
a4 = 5/a - 1 as = ~t(5/a - 2)/2 a6 = aO a7 = -a2 
ag = ~t(l - 5) alO = Mt 
3. Form effective linear stiffness matrix: K = K + aOM + alC. 
4. In linear analysis triangularize K. 
FOR EACH TIME STEP 
A. IN LINEAR AI"IALYSIS 
(i) Form effective load vector 
t+~R - tR + 9(t+~tR t R) + M(a tu + a t. + t .. ) - - 0 2 u a3 u 













TABLE 4 (cont.) 
A. (ii) Solve for displacement increments: 
"t+t t+t" t+t t K u = R; u = u - u. 
(iii) Go to C. 
B. IN NONLINEAR ANALYSIS 
(i) If a new stiffness matrix is to be formed, update 
" t" K for nonlinear stiffness effects to obtain K; 
triangularize tK: 
tK = LDLT . 
(ii) Form effective load vector: 





+ C( t. tOO) tF a4 u + as u - . 
(iii) Solve for displacement increments using. latest 
D , L factors: 
LDLT u = t+TR . 
(iv) If required, iterate for dynamic equilibrium; 
then initialize u(O) = u , i = 0 
(a) i = i + 1 • 
(b) Calculate (i-l)st approximation to accelera-
tions, velocities, and displacements: 
t+Too (i -1) = ( i -1) tu' t .. u aO u - a2 - a3 u 
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TABLE 4 (cont.) 
(c) Calculate (i-l)st effective out-of-balance 
loads: 
t+rR( i -1) = tR + e (t+ll t R_ t R) _ M t+r·u( i-1) 
_ C t+ru(i-l) _ t+rF(i-l) . 
(d) Solve for i'th correction to displacement 
increments: 
LDLT llU(i) = t+rR(i-l) . 
(e) Calculate new displacement increments: 
u(i) = u(i-l) + llU(i) 
(f) Iteration convergence if IlllU(i)11 2/l!u(i) 
t + ul!2 < tol 
If convergence: u = u(i) and go to C; 
If no convergence and i < nitem: go to (a); 
otherwise restart using new stiffness matrix 
and/or a smaller time step size. 
C. CALCULATE NEI~ ACCELERATIONS, VELOCITIES, AND DISPLACEMENTS 
Wil son e -method: 
t+llt.. t. t.. u = a6 u + a7 u + as u 
t+llt. t. (t+llt.. t·u·) u = u + ag u + 
t+llt t t (t+lltu" + 2 t·u·) u = u + lit u + alO 
Newmark method: 
t+llt.. t. t .. u = a6 u + a7 u + as u 
t+lltu = tu + ~g tu + alO 
t+llt u 












3.4 Solution of Eigenproblems 
In nonlinear analysis of solid mechanics problems eigen-
solutions are required at various occasions. A most frequently 
considered eigenproblem is the calculation of the smallest 
eigenvalues and corresponding eigenvectors of the finite 
element system. In this case the generalized eigenproblem 
considered is 
(28) 
and the solution is sought for the p lowest eigenvalues 
o < oo~ ~ oo~ ~ ••• ~ 00; and the corresponding eigenvectors 
¢l ' ¢2 ' "', ¢ . The w- and the ¢. represent the free p 1 1 
vibration frequencies and mode shapes of the finite element 
system at time t. The frequencies are used to estimate an 
appropriate ti~e step ~t for the direct integration solution, 
and they are usually calculated at some representative time in 
order to take into account that they change during the solution. 
Another important eigenproblem arises in linearized 
buckling analysis. This problem can be written in the form 
of Eq. (28) by introducing a shift [9J. 
A large number of different solution methods are avail-
able for the problem in Eq. (28) [9J [27J. However, consider-
ing that in finite element analysis large systems shall be 
. solved on a routine basis, only a relatively few number of 
solution methods can be used, and indeed more effective 
solution techniques are still required. At present, for most 
practical finite element analyses the determinant search 
method and subspace iteration technique are considered to be 
most effective [9J [28J. These two solution methods have 
been described in detail earlier, and the only objective is 
here briefly summarized the subspace iteration method in order 
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In essence, the subspace iteration method consists of 
the following steps: 
(1) Establish q starting iteration vectors, q > p 
(2) Use simultaneous inverse iteration on the q 
vectors and Ritz analysis to extract the "best" 
eigenvalue and eigenvector approximations from 
the q iteration vectors. 
(3) After iteration convergence use the Sturm 
sequence check to verify that the required 
eigenvalues and corresponding eigenvectors 
have been calculated. 
The technique has been called subspace iteration method 
because the iteration is equivalent to iterating with a 
q-dimensiona1 subspace, and should not be regarded as a 
simultaneous iteration with q individual iteration vectors. 
Let Xl store the q linear independent starting iteration 
vectors, then the k'th iteration step can be summarized as 
follows: 
Iterate from the subspace Ek to the subspace Ek+l I 
(29) t -K Xk+l = M Xk 
Calculate the projections of tK and M onto Ek+l I 
(30 ) Kk+l 
-T = Xk+l 
t -
K Xk+l 
Calculate the eigensystem of the projected stiffness and 
mass matri ces, 
(31) 













In Eqs. (31) and (32) the "best" eigenvalue and eigen-
vector approximations that can be obtained in the sense of a 
Ritz analysis are calculated, and provided that the starting 
vectors in Xl are not orthogonal to the required eigenvectors 
2 2 convergence occurs to <Pl ' ... '<Pp and (J)l ' ..• , wp . 
It should be noted that the selection of the starting 
iteration vectors and the Sturm sequence check are considered 
important parts of the subspace iteration method. Namely, 
the closer the starting subspace is to the p-dimensional least 
dominant required subspace, the smaller will be the number of 
iterations required for convergence. Indeed, if q starting 
vectors can be established that span the least dominant p-
dimensional subspace, convergence will occur in the first step 
of the iteration. Hence, one way to improve the effectiveness 
of the iteration, is to find algorithms that establish more 
effective starting iteration vectors. At present, the start-
ing vectors are selected using the magnitudes of the diagonal 
elements in tK and M and, depending on the problem and the 
required eigensolution accuracy, of the order 10. iterations are 
required. In addition to improving the starting subspace, 
also reliable shift strategies and other acceleration techni-
ques should further be investigated. 
The last phase of the subspace iteration method consists 
of the Sturm sequence check, which assures that the required 
eigenvalues and vectors have indeed been obtained. This check 
can be relatively costly when a large banded system is consid-
ered and it is certainly desirable to develop equivalent more 
effective techniques. 
The important point to emphasize is that, in theory, any 
order of eigenproblem of the form in Eq. (28) can be solved. 
However, in practice, restrictions on the order of the eiqen-
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mainly because of cost limitations. Therefor2, additional 
research should be conducted to increase the effectiveness of 
the eigensolution of Eq. (28). 
4. DH1JNSTRATIVE SAMPLE SOLUTIONS 
During the last years a large number of analysis r:=sults 
of nonlinear problems in solid mechanics hove been obtained 
using various finite element co~puter ~rograms [29J. But in 
almost all published material relatively little has b~en said 
about the practical difficulties encountered during the solu-
tions. Aoart from indicating the current caoabilities and the 
potential of the finite element method for solving nonline.ar 
Droblems, the primary objective in this section is to shO\·/ some 
examples where the typical difficulties of nonlinear analysis 
described in the previous sections have been encountered. The 
analysis results used here for this purpose ~ave been obtained 
using the computer programs ADIIIA [1] and SAP IV [13J. 
4.1 Static and Dynamic Large Disolacement Analysis of a 
Cantilever Beam 
A simple cantilever beam subjected to uniformly distrib-
uted loading "las analyzed using the total Lagrangian formula-
tion. The cantilever beam is shown in Fig. 7. 
L = 10 In 
h = 1 In 
b = 1 In 

















For the finite element analysis the beam was idealized as an 
assemblage of 5 plane stress isoparametric elements. 
This sample analysis demonstrates that excellent results 
can be obtained in some nonlinear static analyses, but a 
. relatively large co.mputational effort may be required. Figure 
8 shows the calculated displacement response of the cantilever, 
when 100 equal load steps are used to apply the total load. 
The solution compares very well with the response predicted by 
Holden [30]. Although no attempt was made to optimize the 
solution cost, [8], a relatively large computational effort is 
required, in order to obtain accurate results, because the 
structure is stiffening with increasing displacements. 
Considering next the dynamic behavior of the beam, the 
importance of equilibrium iterations in the dynamic analysis 
of this structure could be demonstrated. Figure 9 shows the 
displacement response predicted for an instantaneously applied 
pressure when two different values of solution time step 6t 
are used. It is noted that the response predicted with the 
three times larger time step is accurate provided equilibrium 
iterations are performed. If the step-by-step solution is 
used without equilibrium iterations errors accumulate, which 
in this case decrease the response significantly. In general, 
the calculated response would simply diverge from the actual 
response of the system, without the analyst knowing about the 
error accumulation. It is interesting to note that in the 
analysis with the larger time step an average of 4 iterations 
were required per time step, and that the dynamic analysis 
required a total computational effort which was of the same 
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4.2 Elastic-Plastic Static Analysis of a Thick-Halled Cylinder 
A very common computer program check-out problem is the 
elastic-plastic analysis of a thick-walled cylinder under 
internal pressure, because an accurate solution has been 
provided by Hodge and White [31J. To compare with their solu-
tion the finite element model shown in Fig. 10 was analyzed. 
Figure 11 shows the predicted displacement response in 
the finite element analysis. It is observed that the finite 
element solution compares very well with the solution by Hodge 
and White. The reason for discussing this analysis here is to 
point out the difficulties that arise when unloading of the 
cylinder is considered. Namely, if at the unloading point the 
elastic-plastic stiffness matrix is used. the equilibrium 
iteration will not converge. In order to calculate in this 
finite element analysis the displacement response for loading 
and unloading the initial elastic stiffness matrix was used 
with equilibrium iterations in each load step. In this 
analysis good results have been obtained because of the special 
geometry and loading condition. In general, however, the use 
of the elastic stiffness matrix throughout an elastic-plastic 
analysis can introduce large uncontrolled errors. 
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4.3 Elastic-Plastic Dynamic Analysis of a Simply Supported 
Beam 
.The simply supported beam shown in Fig. 12 was analyzed 
for the step loading indicated. The figure also gives the 
finite element idealization used in the analysis. The material 
of the beam was assumed to be elastic-perfectly plastic. 
Figure 13 shows the calculated displacement response. 
The initial calculated displacement response is shown again 
in Fig. 14, but this time normalized with respect to the static 
elastic deflection of the beam subjected to PO' In the 
figure, also the displacement response predicted by Nagarajan 
and Popov is shown [32], who only presented the initial 
response and did not use equilibrium iterations. When the 
analysis was repeated with the time step used by Nagarajan 
and Popov and no equilibrium iterations close comparison with 












a later time the solution started to oscillate and diverge 
from the response given in Fig. 13, until finally the solution 
was meaningless. It can be concluded that the error accumula-
tion was so severe that in effect the solution became unsta-
ble •. The purpose of discussing this sample solution is to 
underline the importance of error control through equilibrium 
iterations in a dynamic analysis. 
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4.4 Analysis of a Pipe Whip Problem 
In the design of nuclear reactor piping equipment an 
important problem is the analysis of pipes that are subjected oJ 
to high impact f~rces and impinge on displacement stops. The 
purpose of installing the displacement stops is to prevent the 
occurrence of large displacements in case of a pipe break. 
Figures 15 and 16 show a simple finite element model of 
a cantilevered pipe and its displacement stop, \'Jhich was 
analyzed using the program ADINA [33]. The behavior of the 
system is highly nonlinear, because the material of the pipe 
and the stop is assumed to be elastic-perfectly plastic and 
the stop introduces instantaneously a large stiffness into 
the system. The purpose of presenting this analysis is to 
indicate some present practical requirements in nonlinear 
analysis. 
Figures 15 and 16 give the displacement and veloci~y 
response of the model. The response predicted for the pipe 
is compared with a solution obtained using the computer pro-
gram HEMP using 720 zones [34], in which it was assumed that 
the stop is perfectly rigid. It is noted that the blo solu-
tions compare well, although only 6 elements have been used in 
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FIGURE 16 PIPE WHIP MODEL RESPor~SE 












4.5 Analysis of Tunnel Opening 
In many important practical problems it is necessary to 
take into account the stiffness deterioration of the material 
under increasing load. The finite element method is much 
suited to the analysis of such problems. 
Figure 17 shows a plane strain finite element model of 
a tunnel subjected to overburden pressure. In this analysis 
the variable-number-nodes elements have been used [8] [9], 
thus having complete displacement compatibility between 
elements. The material was characterized using the curve 
description model with tension cut-off to simulate the crack-
ing of the material [8]. 
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Figures 18 and 19 show the displacement response and 
crack distributions as a function of the overburden pressure. 
Accurate results can be obtained with this model provided 
small enough load steps are used and the material is loading. 
On the other hand, unloading conditions are difficult to 
analyze because the material is stiffening. Indeed, a great 
deal of additional research is still required to develop 
constitutive models that predict adequately stiffness deterio-
rating material response and are numerically stable and 
accurate under cyclic loading conditions. 
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4.6 Calculation of Frequencies and Mode ShaDes 
As was pointed out earlier a significant computational 
effort in finite element analysis is frequently expended in 
the calculation of eigenvalues and corresponding eigenvectors. 
To indicate the present capabilities and expense involved in 
the calculation of eigensystems, Table 5 summarizes the solu-
tion times for various problems using the subspace iteration 
method. In all cases the lowest frequencies and corresponding 
vibration mode shapes have been calculated. It is noted that 
very large finite element systems can already be solved with-
out excessive 'cost, but that improvements in the efficiency 
of present eigensolution techniques are necessary, if very 
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Table 5 CALCULATION OF FREQUENCIES AND MODE SHAPES 
USING SUBSPACE ITERATION METHOD 
CENTRAL 
SYSTEM SYSTEM MAXIMUM HALF NUMBER OF COMPUTER PROCESSO~ 
ORDER n BANDWIDTH EIGENPAIRS USED SECONDS 
PIPING 




FOUNDA- 1174 138 45 CDC 6600 890 
nON 
DAM 2916 492 4 CDC 7600 495 
WIND-
TUNNEL 5952 216 10 CDC 7600 1000 
3-DIM. 
BUILDING 468 156 4 CDC 6400 160 
FRAME 
5. Concl us ions 
The objective in this paper was to survey present non-
linear finite element analysis procedures with specific 
emphasis on the numerical techniques used. It is concluded 
that although already many practical problems can be solved 
effectively, there are a number of important research areas 
that require attention. The specific problems to be consider-
ed are, in essence, those of the stability, accuracy and cost 
of solution. Because of the inherent potential in the finite 
element method, major advances towards more effective solution 
strategies are anticipated, but it is concluded that an 
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Finite Element Formulation, Modeling, 
and Solution of Nonlinear Dynamic Problems 
Klaus-Jurgen Bathe 
ABSTRACT 
Finite element procedures for analysis of nonlinear 
dynamic problems in solid and structural mechanics and 
fluid-structure interaction are surveyed and assessed. 
Effective finite element formulations for highly non-
linear continuum and structural mechanics problems are 
summarized, modeling considerations for analysis of 
structural dynamics and wave propagation problems are 
described, and time integration procedures for the 
solution of the equations of motion are discussed. Some 
demonstrative analysis results are given that indicate 
the present state-of-the-art in nonlinear dynamic 
analysis. 
1. INTRODUCTION 
During recent years an increasing demand for nonlinear 
dynamic analysis of various engineering problems has develop-
ed, and, correspondingly, a relatively large amount of re-
search effort has been devoted to the development of effi-
cient solution procedures for problems in nonlinear dynamics. 
The increasing importance of nonlinear analysis is largely 
due to the emphasis placed by agencies on realistic modeling 
and accurate analysis of critical structural components as 
arise, for example, in the safety deliberations of strategic 
structures and nuclear reactor components, and the design of 
satellites. At present some nonlinear dynamic problems can 
already be solved quite efficiently and with confidence, but 
most problems are still difficult and computationally very 
expensive to analyze, or cannot be solved at all. 
1 
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In general, dynamic problems can be classified as wave 
propagation problems or structural vibration problems. An 
effective and accurate nonlinear finite element analysis of 
either type of problem is based on the use of appropriate ki-
nematic formulations, constitutive models, time integration 
schemes, and most importantly on the use of an appropriate 
finite element model of the system under consideration. The 
finite element model and the time integration step to be 
chosen for the analysis of a problem depend on the type of 
loading, the geometry, and the material conditions. The com-
plexity of practical nonlinear dynamic analysis lies in the 
interdependency between the various important analysis con-
siderations, and the difficulties in establishi g appropriate 
finite element meshes and integration time steps. 
The objective in this paper is to survey and assess what 
are believed to be at present the most effective finite ele-
ment procedures for analysis of nonlinear dynamic problems in 
solid and structural mechanics, and fluid-structure inter-
action. In the first part of the paper the general finite 
element formulation of nonlinear dynamic problems is present-
ed. Continuum and st~uctural mechanics problems are consid-
ered with large displacement, large strain and material non-
linearities. Also briefly summarized are the time integration 
schemes used, and a mode superposition method which is effec-
tive for problems that contain local nonlinearities only. 
In the second part of the paper the finite element 
modeling of nonlinear dynamic problems is presented. The use 
of lumped versus consistent mass idealization, the choice and 
required number of elements and degrees of freedom, and the 
selection of appropriate time steps in the solution of struc-
tural dynamics and wave propagation problems are discussed. 
Of particular concern in the analysis of nonlinear dy-
namic problems is the stability and accuracy of the step-by-
step solution. In the third part of the paper some important 
stability and accuracy characteristics of the time integra-
tion methods in use are described, and the importance of 
these characteristics in practical nonlinear analysis is 
emphasized. Finally, in the last part of the paper, the anal-
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of these analyses and the results obtained demonstrate the 
use of the finite element modeling and solution procedures 
discussed in the paper, and indicate the present state-of-the-
art in the analysis of nonlinear dynamic problems. 
2. FINITE ELEMENT FORMULATION AND SOLUTION 
The use of effective finite element formulations and 
solution procedures is of main importance in the analysis of 
nonlinear dynamic problems. Indeed, whether in practice, the 
analysis of a problem is deemed possible or not can depend 
to a large degree on the selection of the appropriate finite 
element formulation and solution procedures. 
2.1 Formulation of Nonlinear Dynamic Problems 
The solution of general nonlinear dynamic problems is 
at present most effic~ently obtained using isoparametric dis-
placement-based finite element discretization. Assume that 
in an incremental analysis of a general body as shown in 
Fig. 1, the solution has been obtained from time 0 to time t, 
and that the solution is required for time t+6t. For the 
analysis we use the princip.le of virtual displacements to 
express the equilibrium of the body in a stationary Cartesian 
coordinate system; in explicit time integration the equilib-
rium is considered at time t [1, 2], 
~tTij 0teij tdv = tR 
tv 
t where Tij is a Cartesian component of the Cauchy stress 
tensor at time t, "0" means "variation in", teij is a 
Cartesian component of the infinitesimal strain tensor 
referred to the configuration at time t, 




and tR is the virtual work of the externally applied loads 
and inertia forces. 
In implicit time integration the equilibrium of the 
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Finite Elem~nt Formulation 
(3) 
where the variables are defined as in Eq. (1) but correspond-
ing to time t+~t. 
For solution by finite element discretization we recog-
nize that Eq. (1) can be solved directly, because the config-
uration and static and kinematic variables of the body at 
time t are known. Substituting the finite element interpola-
tions (see Section 2.2) into Eq. (1) we obtain for a single 
element or an element assemblage (the element assemblage pro-
cess is carried out using the direct stiffness method) [1], 
where 
(4 ) 
M = mass matrix, 
t; = vector of externally applied nodal loads at time t, 
tF = vector of nodal point forces that are equivalent to 
the element stresses at time t, 
t·· 
U = vector of nodal point accelerations at time t. 
Equation (4) is used directly to calculate the dis-
placements and stresses at time t+~t using an explicit time 
integration scheme (see Section 2.3). 
Considering next the solution of Eq. (3) we recognize 
that the configuration.of the body at time t+~t is unknown 
and that, therefore, the static and kinematic variables must 
first be referred to a known, previously calculated, configu-
ration. A very effective and general formulation is the 
total Lagrangian formulation [ 3-6 ] in which the initial con-





t+~ts where 0 ij is a Cartesian component of the 2nd Piola-
. t+~t 
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component of the Green-Lagrange strain tensor. The unknown 
stresses and strains can now be incrementally decomposed, 
and Eq. (5) can be linearized as given in [ 4-6 1. Then the 
solution of the linearized incremental equation results in an 
approximation to the solution of Eq. (5). If large nonlin-
earities are present within the individual time intervals, the 
linearization can introduce significant uncontrolled errors. 
In general, therefore, it is necessary to seek a more accu-
rate solution wi thin each interval of time, and such solution 
can be obtained effectively using a Newton-type iteration [7]. 
If we define 
(6) 
where t+6tu . (0) t ~ u i ' a Newton-type iteration obtained by 




/k = 1,2, ... 
where in the Newton iteration T corresponds to t+6t and iter-
ation (k-1), and in the modified Newton iteration T corres-
ponds to t or any previously considered time. 
The finite element discretization of Eq. (7) gives [41 






/k = 1,2, ... 
where damping forces could be included in the usual way [1]. 
In Eq. (8) T~ is the stiffness matrix of the finite element 
discretization and the other variables are analogous to those 
used in Eq. (4). 
An important concern in using Eg. (8) is the problem of 
convergence of the iteration in general analysis, as dis-
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2.2 Element Displacement Interpolations 
In the formulation of the finite element equilibrium 
equations we assumed that the element displacement interpola-
tion functions are known, so that the displacement and 
strain-displacement interpolation matrices can be constructed. 
In the development of finite element matrices it is conve-
nient to distinguish between continuum elements and struc-
tural elements. 
In the formulation of isoparametric continuum elements 
the solution variables are the displacements u, v and w for 
one, two and three-dimensional elements, respectively, and 
the following interpolations are employed [4-6), 
for the coordinates, 
N N 
0 =L hk o k t L hk t k x. x. x. x. J J J J 
k=l k=l 
N 
t+8t =L hk t+t.t k (9) x. x. J J /j = 1,2,3 k=l 
as applicable 
for the displacements, 
N N 
t L hk t k L hk k (10) u. u. u. u. J J J J 
k=l k=l 
/j = 1,2,3 
as applicable 
where °x~ is the coordinate of nodal pOint k corresponding 
J . t k t+t.t k t k k . 
to direction j at t1.me 0, x j ' x j , u j and u j are def1.ned 
similarly, and N is the total number of nodal points of the 
element. The function hk is the interpolation function cor-
responding to nodal point k. 
Figures 2 and 3 show variable-number-nodes continuum 
elements that can be employed efficiently in analysis. The 
effectiveness of these elements lies in that any number of 
nodes between the minimum and the maximum number can be 




















Fig. 3. Three-dimensional continuum element. 
(a) Transition from 4-node to 8-node elements. 
(b) Transition from coarse to fine mesh. 
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variety of structural configurations and continua using 
basically one element. In particular, it is possible to 
change from a coarse to a fine mesh always preserving dis-
placement compatibility between elements, as shown in Fig. 4. 
The continuum elements can be employed to model solid 
9 
or fluid continua, where it is assumed that the fluid under-
goes relatively small deformations when using the T.L. formula-
tion [8], in the analysis of field problems, and in the anal-
ysis of some structural configurations. However, in the 
analysis of beam structures, piping configurations, plates 
and shells it is usually more effective to employ a structural 
element [9, 10]. Two basic assumptions are employed in the 
formulation of isoparametric structural elements. Firstly, 
it is assumed that normals to the mid-surface of a structural 
member r~main straight during deformation (but not necessari-
ly normal to the mid-surface) and, secondly, it is assumed 
that the stresses normal to the mid-surface can be neglected 
and do not contribute to the structural response. 
The assumption on the displacement behavior of the nor-
mals directly makes it possible to interpolate the geometry 
of the structural elements at time t. For a three-dimension-
al bending element we have, Fig. 5, 
N 
tvk s" b h tvk (11) 
hk ti + 2~ k k si 
k=l 
Ii = 1,2,3 
and for a plate or shell element we have, 
N N 




tx Cartesian coordinate of any point in the 
i 
hk (r), hk (r , s) 
t k x. 
~ 
element at time t, 
isoparametric interpolation functions, 












(a) 3/D bending element. 
3 
(b) Plate/shell element. 
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Finite Element Formulation 
a k thickness of element in t direction, 
bk thickness of element in s direction, 
Y. t~i , tJ<. component i of unit vector, Sl. nl. 
t~ , t~ , ~ , at nodal point k at time t. 
Also, in Eqs. (11) and (12) the variable N is equal to 
the number of nodes of the element. Considering the three-
dimensional bending element we note that the interpolation 
for a three-dimensional truss element is obtained by not in-
cluding the last two terms in Eq. (11). 
11 
To obtain an expression for the incremental displace-
ments, consider the evaluation of u i (6ulk) would be obtained 
in an analogous manner). We have 
t+6t x. -l. (13) 
and substituting from Eqs. (11) and (12) we obtain for the 







u~ + t 
I 
k 




2 2: b k hk v k . Sl. 
k=l 




+iI u. l. 
k=l k=l 
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For the finite element solution we express the com-
Vk vk Vk " f "" ponents t"' "' "Ln terms 0 rotatLon Lncrements. To 
L SL nL t k t_k t k 
do so we use the vectors V , 'V , and V corresponding to the 
-t -s -n 
configuration at time t which are known (the initial vectors 
°vk °vk °vk d" . to the configuration at time ° are -t' -s' -n correspon Lng 
defined and input to the analysis). Then we have approximate-




_tvk k + tvk Sk 
-2 a -1 
(17) 
ek ek k 1 , 2 , and e3 , 
about vectors 
where ek lists the incremental rotations 
d k- d Sk" 1 " an a an are Lncrementa rotatLons 
t k t k t k 
~l and ~2 that are normal to ~ [9]. 
As pointed out in Section 2.1, in the linearization of 
the nonlinear response equations, approximate values for the 
incremental displacement and rotational quantities are cal-
culated. These values correspond to the first iteration in 
the solution of the nonlinear equations of motion. The cor-
rections to the incremental displacements and rotations are 
then interpolated in the same way as the incremental quanti-
ties, until convergence of the iteration. 
The effectiveness of the structural element formulation 
given above lies in that it is a natural extension of the 
continuum element formulation with the basic assumptions of 
beam, plate and shell theory. The elements can be employed 
with a variable number of nodes, and can thus model a large 
number of structural configurations. Also, special transi-
tion elements as illustrated in Fig. 5 can be employed to 
enable a fully compatible transition between structural and 
continuum elements [9, 10]. 
2.3 Time Integration Schemes 
For the solution of the dynamic equilibrium equations 
a time integration scheme must be employed. In explicit 
time integration, solution of Eq. (4), the central differ-
ence method can be employed effectively; and in implicit 
time integration, solution of Eq. (8), the Newmark method is 
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employed using these techniques are [1,11]: 
central difference method, 
13 
t" U (18) 
t· u t- t; t!!) I( 2H) (19) 
Newmark method, 
tu + {(l - 0) tQ + ot+t;tQ} t;t (20) 
tu + tu t;t + {(! - ex) tu + ex t+HU} t;t 2 2 - - (21) 
where ex and 0 are parameters that are selected to obtain 
best stability and accuracy characteristics of the integra-
tion scheme. Table 1 summarizes the efficient use of the 
central difference method and the Newmark method in a 
computer program. 
Considering implicit methods for the time integration, 
also the Houbolt method, the Wilson 8-method and the Park 
method are used significantly [12-14], and for a specific 
nonlinear analysis these techniques may display some 
solution advantages [15]. In addition, the use of simul-
taneous explicit and implicit time integration for different 
parts of finite element systems has been proposed and used 
with success [16]. 
2.4 Solution Using Mode Superposition 
The required computations in solving Eq. (8) by direct 
integration can in the analysis of some problems be reduced 
significantly using mode superposition. Basically, mode 
superposition analysis consists of a transformation from the 
element nodal point degrees of freedom to the generalized 
degrees of freedom of the vibration mode shapes [1]. Since 
the dynamic equilibrium equations in the basis of the mode 
shape vectors decouple (assuming proportional damping) mode 
superposition analysis can be very effective in linear analy-
sis if only some vibration modes are excited by the loading. 
In nonlinear analysis the vibration mode shapes and frequen-
cies change, and to obtain decoupled modal response equations 










TABLE 1 SUMMARY OF STEP-BY-STEP TIME INTEGRATION 
DYNAMIC ANALYSIS USING THE NEWMARK METHOD (implicit time integration), OR THE CENTRAL 
DIFFERENCE METHOD (explicit time integration) 
INITIAL CALCULATIONS ---
1. Form linear stiffness matrix ~, mass matrix ~ and damping matrix ~, whichever applicable; 
Calculate the following constants: 
Newmark method: 8 <': 0.50, 0. ~ 0.25 (0.5 + 8)2 
a o 1/ (o.H2) a l 8/(o.H) a 2 l/(o.H) a 3 1/(20.) - 1 
a 4 8/0. - 1 a 5 H(8/0. 2)/2 a 6 -a2 a 7 -a 3 
as lIt(l - 8 ) a g 8lIt 
Central difference method: 
a l = 1/ (2H) 
2. Initialize o~, O~, o~ ; 
For central difference'method only, calculate lItu from initial conditions: 
3. 
0" U 
Form effective linear coefficient 
in implicit time integration: K 
in explicit time integration: M 
matrix; 
K + aO~ + al~ 










FOR EACH TIME STEP ---
(i) In implicit time integration if a new stiffness matrix is to be formed, update 
K for nonlinear stiffness effects to obtain tK ; triangularize tK 
ti( = L D LT 
(ii) Form effective load vector; 
in implicit time integration: 
t+6tR = t+~t~ + ~(a2 to + a 3 t~) + ~(a4 to + as tV) _ tF 
in explicit time integration: 
tR = tR + a M(tu _ t-6tU) + M t-6tu - - 2--
(iii) Solve for displacement increments: 
in implicit time integration using latest ~, L factors: 
L D LT U = tHtR 
in explicit time integration: 
M tHtu = tR 
(iv) In implicit time integration iterate for dynamic equilibrium: 
u(O) = u i 
- -' 0; then 










TABLE 1 SUMMARY OF STEP-BY-STEP TIME INTEGRATION (Cont.) 
(b) Calculate (i-l)st approximation to accelerations, velocities, and 
displacements: 
U(i-l) tu _ a tu a
O
_ - a 2 _ 3 
t+lItu (i-l) a u(i-l) _ tu tu 1 - a 4 - a 5 
tH tu (i-l) u(i-l) + tu 
(c) Calculate (i-l)st effective out-of-ba1ance loads: 
t+lItR(i-l) = t+lItR _ M t+lItO(i-l) _ C t+lItu (i-l) _ t+lItF (i-l) 
(d) Solve for ith correction to displacement increments: 
L D LT lIu(i) = t+lItR(i-l) 
(e) Calculate new displacement increments: 
u(i) = u(i-l) + W(i) 
(f) Check for iteration convergence. If convergence: ~ = ~(i) and go to (v); 
If no convergence and (i) < (number of allowable iterations) go to (a); 
otherwise restart using new stiffness matrix reformation strategy and/or 
a smaller time step size. 


















tb + as tu + a
9 
t+~tu 
tu + U 
Central Difference Method: 
t· u 
t·· u 
a (t+~tu _ t-~tU) 
1 -
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to be used in the transformation. The calculation of the 
vibration mode shapes and frequencies at time L, when these 
quantities have been calculated at a previous time, can be 
achieved economically using the subspace iteration method [1]; 
however, the complete mode superposition analysis of nonlin-
ear dynamic response is generally only effective when the 
solution can be obtained without updating the stiffness 
matrix [17, 18]. In this case, the governing finite element 
equilibrium equations for the solution of the response at 
time t+6t are 
t+6tR _ t+6tF (k-l) 
(22) 
/k=1,2, ... 
where OK is the stiffness matrix corresponding to the con-







where t+6t ;s the 'th l' d d 1 d' 1 t t xi ~ ~ genera ~ze mo a ~sp acemen a 
time t+6t, and 
i = r, ... ,s 
(23) 
(24) 
that is, (wi' ¢' ) 
-~ 
are free vibration frequencies (rad/sec) 
and mode shape vectors of the system at time 0. Using 
Eq. (23) in the usual way, Eq. (22) is transformed to a set 
of equations in the 
where 
generalized modal displacements [1], 





2 t+llt . 
[
t+llt J 
~ = : (26) 
t+llt 
Xs 
Equation (25) can be solved effectively using the Newmark 
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presented in Section 2.3 [18]. 
The use of the mode superposition solution in Eqs. (23) 
to (26) is effective if only a few mode shapes need to be 
considered in the analysis and if the system is only locally 
nonlinear. Such conditions are, for example, encountered in 
earthquake response analysis, and in the analysis of vibration 
excitation problems. 
3. FINITE ELEMENT MODELING FOR DYNAMIC ANALYSIS 
In order to obtain an effective finite element solution 
of a nonlinear dynamic problem, it is imperative that an ap-
propriate finite element model of the actual physical prob-
lem is employed. The finite element model is established 
differently depending on whether a structural dynamics or a 
wave propagation problem is solved [1]. 
3.1 Modeling of Structural Dynamics Problems 
The basic consideration in the selection of an appro-
priate finite element model of a structural dynamics problem 
is that only the lowest modes (or only a few intermediate 
modes) of a physical system are being excited by the load 
vector. Thus, if a Fourier analysis of thedy~amic load 
input shows that only frequencies below Wu are contained in 
the loading, the finite element mesh should represent accu-
rately the frequencies to about 4wu of the actual system. 
There is no need to represent the higher frequencies of the 
actual system accurately in the finite element system, 
because the dynamic response contribution in those frequen-
cies is negligible as illustrated in Fig. 6 [1, 19]. For 
values of wL/wF smaller than 0.25, a static response is 
measured and this response is directly included in the di-
rect integration step-by-step dynamic response calculations. 
The complete procedure for the modeling of a structural 
vibration problem is therefore: 
(1) Identify the frequencies contained in the loading, 
using a Fourier analysis if necessary. 
(2) Choose a finite element mesh that accurately re-
presents all frequencies up to about four times 
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Fig. 7. Response of 900:1 bilinear elastic system 
(see Fig. 8 (a); K2 = 9 x 10 8 I Xo = 0.955). 
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(3) Perform the direct integration analysis. The time 
step lit for this solution should equal 1 about 20 
where Tu = 21T/W u , or be smaller for stability 
reasons, as discussed in Section 4. 
When analyzing a structural dynamics problem, in most 
cases, an implicit time integration is most effective. In 
this integration the time step lit need generally only be 
T 
1 20 Tu ' and not smaller, unless convergence problems are en-
u' 
countered in the iteration for the solution at time t+lIt (see 
Section 4.2). If an implicit time integration is employed, 
it is important to operate on a finite element system that 
is of the smallest order possible. Namely, the analysis 
involves factorizations of effective stiffness matrices and 
vector forward reductions and back-substitutions (see 
Table 1), with each factorization requiring in essence }Nm2 
and each vector solution requiring 2N m operations, where 
N = total number of degrees of freedom and m = effective 
half-bandwidth of the coefficient matrix. However, the 
bandwidth varies roughly proportionally with N, and the com-
putational effort i~ the calculation of the element ~atrices 
and their assemblage into the total stiffness matrix, TK , 
and force vector t~ , varies about linearly with N. Th;re-
fore, de?ending on the fraction of total computational effort 
spent in the setting up of the equations and their solution, 
the total analysis cost will vary a little more than linear-
ly to almost cubically with the number of degrees of freedom 
employed in the finite element mesh. In addition, it must 
be noted that the analysis increases significantly in cost 
if an out-of-core solution is required. 
For the solution cost reasons given above, it is fre-
quently effective to use in implicit time integration higher-
order finite elements, for example, the 8 and 20 node elements 
of Figs. 2 and 3 in two- and three-dimensional analysis, 
respectively, and a consistent mass idealization. The 
higher-order elements are effective in the representation of 
bending behavior, but need generally be employed with a con-
sistent load vector, so that the mid-side and the corner 
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in the analysis. 
The observation that the use of higher-order elements 
can be effective with implicit time integration in the analy-
sis of structural dynamics problems is consistent with the 
fact that higher-order elements have generally been found to 
be efficient in static analysis, and structural dynamics 
problems can be thought of as "static problems including 
inertia effects." If, on the other hand, the finite element 
idealization is so large that a multiple block out-of-core 
solution is necessary with a large bandwidth it can be more 
efficient to use explicit time integration with a lumped mass 
matrix, in which case no effective stiffness matrices are 
assembled and triangu1arized (see Table 1), but a smaller 
time step ~t must generally be employed in the solution 
(see Section 4.1). 
In the above discussion we assumed that the time step 
~t is constant, but the same considerations may be used to 
establish a varying time step considering that the frequen-
cies of the system vary in nonlinear analysis. 
3.2 Modeling of Wave Propagation Problems 
The major difference between a structural dynamics 
problem and a wave propagation problem can be understood to 
be that in a wave propagation problem a large number of fre-
quencies (and possibly all from 0 to infinity) are excited 
in the system. It follows that one way to analyze a wave 
propagation problem is to use the procedure given in Section 
3.1, with a sufficiently high cut-off frequency Wu to obtain 
enough solution accuracy. The difficulties are in identify-
ing the cut-off frequency to be used and in establishing a 
corresponding finite element model. 
Instead of using the considerations outlined in Section 
3.1 to obtain an appropriate finite element mesh for the 
analysis of a wave propagation problem, it is generally more 
effective to employ the concepts used in finite difference 
analysis and the method of characteristics in order to estab-
lish an appropriate finite element mesh and time step ~t for 
the analysis [20]. 
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time for the wave to travel past a point is 
t = w c (27) 
where c is the wave speed. Assuming that n time steps are 
necessary to represent the wave, we use 
lit (28) 
and the "length" of a finite element should be 
(29) 
Using Eqs. (27) to (29) and the central difference 
method in a one-dimensional analysis with lumped mass ideali-
zation (for example, in the analysis of a truss element 
assemblage) results into the exact solution, because the 
spatial and temporal discretization is equivalent to the use 
of the method of characteristics (see Section 5.1). In this 
case Le \vould simply be the length of the two-noded elements 
(assumed to be all equal). 
In more complex two- and three-dimensional analyses, 
the. exact solution is generally not obtained, and Le must 
be chosen depending on whether the central difference method 
or an implicit method is employed for solution. If the ex-
plicit central difference method is used, a lumped mass 
matrix should be employed and in this case low-order finite 
elements are probably most effective, for example the 4 and 
8 node elements of Figs. 2 and 3 in two- and three-dimen-
sional analysis, respectively. In this case Le is equal to 
the smallest distance between any two of the nodes of the 
mesh employed. On the other hand, if an implicit uncondi-
tionally stable time integration method is used, Le should 
be equal to the smallest distance between any two of the 
nodes that lie in the direction of the wave travel. If 
material nonlinearities are also included and higher-order 
elements are used, L is best chosen as the smallest distance e 
between integration points that lie in the direction of the 
wave travel (see Section 5.3). In this case it should also 
be noted that it is best to choose for the wave speed c the 
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response calculations. 
Some demonstrative sample solutions that illustrate the 
modeling procedures discussed in this section are given in 
Section 5. 
4. SOME STABILITY AND ACCURACY CONSIDERATIONS 
The stability and accuracy characteristics of the com-
mon time integration schemes used in finite element analysis 
have been discussed extensively for the case of linear dynam-
ic analysis [1]. The conclusions reached in those investiga-
tions are also useful in nonlinear analysis, if it is real~ 
ized that the frequencies and mode shapes change during the 
response calculations, apd that the stability properties 
applicable to a linear analysis may not be directly applica-
ble in a nonlinear solution [14]. 
4.1 Explicit Time Integration 
In explicit time integration using the central differ-
ence method it is important to note that the time step 6t 
is selected usin~ Eqs. (28) and (29), where the wave speed 
changes with time. Therefore, to obtain a stable solution 
6t may have to be adjusted during the time integration, and 
any reduction in 6t should be carried out in a conservative 
manner, so that with certainty the time integration is stable 
at all times. 
To emphasize the importance of the above point, con-
sider an analysis in which the time step is always smaller 
than the critical time step except for a few successive 
solution steps, and for these solution steps the time step 
6t is just slightly larger than the critical time step. In 
such case, the analysis results may not show an "obvious" 
solution instability, but instead a significant solution 
error is accumulated over the solution steps for which the 
time step size was larger than the critical value for stabil-
ity. This situation can arise, for example, in the analysis 
of a stiffening system as demonstrated by the simple analysis 
in Fig. 7. Namely, it is noted that the response prediction 
for the single degree-of-freedom system considered in Fig. 7 
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of-freedom system would correspond to the higher frequency 
of a larger finite element model, a significant error accu-
mulation must be expected without an obvious blow-up of the 
solution. This response characteristic is quite different 
from what is observed in linear analysis, where the solution 
quickly blows up if the time step is larger than the critical 
time step size for stability. 
4.2 Implicit Time Integration 
Considering the use of implicit time integration meth-
ods, such as the Newmark, Wilson, Houbolt or Park methods, 
the time step size is chosen such that the response in 
all modes that are excited significantly is integrated accu-
rately. Therefore, the time step may be much larger than 
the smallest period in the finite element system. However, 
in the integration using the implicit techniques it is usu-
ally necessary to iterate for dynamic equilibrium in order 
to assure a stable and accurate solution [5, 21], and if 
convergence difficulties arise in this iteration a smaller 
time step has to be chosen. In the iteration of Eq. (8) 
convergence may be measured using [15], 
and 
n t+~tR - t+~tF(k-l) - ~ t+~t~(k-l) ~2 
TR _ T-~tF _ M T-~t0 ~(max) 
- 2 
< RTOL (30a) 
where RTOL is a force tolerance, and ETOL is an energy toler-
ance. To assure an accurate solution both criteria above 
may have to be satisfied. To illustrate the effect of iter-
ating in a simple nonlinear dynamic analysis, the response 
of a single degree-of-freedom system as predicted with and 
without iteration is shown in Fig. 8. It is seen that with-
out iteration a large error accumulation occurs. Additional 
sample results that demonstrate the importance of iteration 
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(a) 4: 1 bilinear elastic system. t-1.aterial law is 
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5.4 and 5.5. 
Since it can be important to iterate in a nonlinear 
dynamic analysis using implicit time integration, rapid 
convergence in this iteration is desirable. Convergence is 
assured and fast, provided the time step is small enough, 
however for a larger time step, convergence difficulties 
27 
can be encountered [7]. In such case the use of an accelera-
tion technique, or possibly a reduction in the time step size 
may be required [IS]. 
5. DEMONSTRATIVE SAMPLE SOLUTIONS 
During the last few years a large number of nonlinear 
dynamic analyses have been performed using various computer 
programs. The objective in this section is to report on some 
analyses that demonstrate the application of the procedures 
discussed in the previous sections. The analyses have been 
performed using the ADINA computer program with the time 
integration schemes summarized in Table 1 [22]. 
5.1 Linear Analysis of a Rigidly-Contained Water Column 
A simple axisymmetric water column idealized using 4-
node continuum elements as shown in Fig. 9 was analyzed for 
a step pressure applied at its free end [8]. Lumped and con-
sistent mass idealizations were employed in this analysis, 
and the objective was to study the accuracy with which the 
response of the water column is predicted. 
Figure 9 shows the calculated longitudinal displace-
ments at the free end of the column and compares these dis-
placements with the analytical solution. It is seen that 
using implicit time integration (Newmark method) the free-end 
displacements in the consistent mass analysis were predicted 
accurately for a time period that included 6 wave reflec-
tions, whereas the lumped mass analysis results are in-
accurate. 
Considering the analysis of the problem using the ex-
plicit central difference time integration method with a 
lumped mass matrix idealization, because this is a one-
dimensional wave propagation problem, the exact solution is 












;W---+of-.L.. ... Y 
0.5 
25 175 200 225 
BULK MODULUS: 
K: 30110· PSI 
00 \ 
• 35.3 706 1060 / 1 413,\. 
DENSITY: -3 SLUGS .... 
p: 1.123.10 Iij'3 ~ -05 
WAVE SPEED tl 
C : jf, 56.627'10 3 ~ 













\v<, ? / "" 
~'" / / \ \,'X / I 
~ ~ ~ 
'\ 
''x P / '\ ---- ANALYTICAL SOLUTION 
" '. / I \ 
\
' " I '\, 
, x / I . ........., '\ 
~ Q. ", ,,/.~ \ \\ 
\ \ x. !J/x-""\.,. Q\ 
\, \, ',x "Id " \.,'''' , 
\ \ . 'x-' / I x,. ',\ . .·f 
. \ \ /'1 CENTRAL DIFFERENCE _~ x....... \ \ x/ / 
q \ ,'/ (TIME STEP "I ~C '353188'10 SECI><-' '/1- .~-.' 1/ 
\ \ 10 \ 'd/ 11 / 0-- -0 LUMPED MASS , 't:{P' \ / ~ 
PERIOD. 70.6' 10- 5 SEC 
\ / NEWMARK METHOD 
,,0 (TIME STEP "I'10-5 SEC) 
LUMPED MASS 
-0- PERIPHERY DISPLACEMENT (POINT Bl 
(a) Finite element model. - x- CENTER DISPLACEMENT (POINT Al 
CONSISTENT MASS 
- -{:)- - FREE END DISPLACEMENT (POINT A a Bl 
(b) Longitudinal displacement of rigidly contained 
water column. 










Finite Element Formulation 
5.2 Linear Analysis of a Two-Dimensional Wave Propagation 
Problem 
The wave propagation produced by a suddenly applied 
strip load to an infinite elastic half space was analyzed. 
Figure 10 depicts the finite element idealization employed 
for the analysis and the loading applied. 
29 
Fig. 11 shows the stress response at point A (indicated 
in Fig. 10) calculated using ADINA and an analytical solution 
[23]. The analysis was performed using lumped and consistent 
mass approximations and for the time integration the central 
difference method and Newmark method were used. It is seen 
that with this finite element mesh and time step selection 
accurate results have been obtained. 
5.3 Nonlinear Transient Analysis of a Pipe Test 
The water-filled straight piping configuration shown 
in Fig. 12 was analyzed for its dynamic response when sub-
jected to a pressure pulse at its end [8]. The finite ele-
ment model employed in the analysis is shown in Fig. 12. The 
elastic-plastic response of this pipe was experimentally as-
sessed as reported in [24J. 
In "this analysis, a consistent mass matrix was employed 
and the time integration was carried out using the Newmark 
method. The time step was changed to half its size at the 
time the pulse entered the nickel pipe so that the pulse 
front would pass through a solid element in about three time 
steps. The effective stiffness matrix used in this analysis 
was reformed only at times t = 1.905, 2.302, and 3.435 msec. 
However, to take into account the elastic-plastic response 
of the pipe, equilibrium iterations were used at each time 
step once the pulse reached the nickel pipe. The equilibri-
um iterations were found to be necessary for a stable solu-
tion, although an average of only 1 to 2 iterations per time 
step were carried out. 
Figure 13 shows the calculated pressures and hoop 
strains at various locations along the pipe as a function 
of time and compares the ADINA results with the experimental 
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compares well with the experimentally observed response. 
It may be noted that the consistent mass idealization 
and implicit time integration employed in this analysis were 
effective, because using higher-order isoparametric elements 
only relatively few elements needed to be employed, the half 
band-width of the stiffness and mass matrices was small and 
a relatively large time step could be used in the time in-
tegration. 
5.4 Nonlinear Transient Analysis of a Pipe Whip Problem 
Figure 14 shows a simple model of a cantilevered pipe, 
subjected to an instantaneously applied tip load. The tip 
of the cantilever is restrained to undergo very large dis-
placements by a stop with a gap. Such system is generally 
analyzed using direct integration [5], but we include here 
the response predicted when using the mode superposition anal-
ysis technique described in Section 2.4. Figure 14 shows 
that the response is predicted accurately in the analysis, 
when using in the mode superposition analysis only the first 
two modes of the structure and a time step of ~t=O.OOOl sec. 
5.5 Nonlinear Transient Analysis of a Cantilever Beam 
A simple cantilever beam subjected to a uniformly dis-
tributed loading was analyzed for its large displacement 
dynamic response. Figure 15 shows the finite element model 
employed, the applied loading, and the predicted response. 
The analysis was performed using two different time 
step sizes, as shown in Fig. 15. It is noted that the re-
sponse predicted with the larger time step is accurate pro-
vided equilibrium iterations are performed. If the step-by-
step solution is used without equilibrium iterations errors 
accumulate, which in this case decrease the response signif-
icantly. In general, the calculated response would simply 
diverge from the actual response of the system, without the 
analyst knowing about the error accumulation. It is inter-
esting to note that in the analysis with the larger time 
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5.6 Elastic-Plastic Large Displacement Dynamic Analysis 
of a Spherical Cap 
The dynamic response of the spherical cap in Fig. 16 
subjected to a distributed step pressure p = 600 lb/in2 was 
calculated. The material was assumed to obey the von Mises 
yield condition with linear isotropic hardening. Figure 16 
shows the dynamic response of the cap predicted using the 
Newmark time integration scheme in linear analysis, materi-
ally nonlinear only analysis, i.e., assuming small displace-
ments and small strains, and combined geometric and material 
nonlinear analysis. In the fully nonlinear analysis the 
solution was obtained using the T.L. formulation. 
The solutions in the figure demonstrate the effect 
of including different degrees of nonlinearities. It is 
observed that the materially nonlinear only solution differs 
a great deal from the linear elastic response, and that the 
effect of large displacements is also significant. The 
decrease in amplitude of vibration and increase in the mean 
deflection of the shell when nonlinearities are taken into 
account should be noted. 
6. CONCLUSIONS 
The use of the current finite element capabilities for 
nonlinear 'dynamic analysis of solids, structures, and fluid-
structure systems requires the selection of appropriate 
finite element idealizations and effective 'numerical tech-
niques. 'The objective in this paper was to survey the im-
portant considerations that lead to an efficient nonlinear 
dynamic finite element analysis using the current state-of-
the-art analysis techniques. It is concluded that some 
nonlinear dynamic problems can already be analyzed quite 
effectively, but major improvements in the solution tech-
niques are greatly needed to obtain more stable, accurate, 
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SUMMARY 
Starting from continuum mechanics principles. finite element incremental formulations for non-linear static 
and dynamic analysis are reviewed and derived. The aim in this paper is a consistent summary. comparison. 
and evaluation of the formulations which have been implemented in the search for the most effective procedure. 
The general formulations include large displacements. large strains and material non-linearities. For specific 
static and dynamic analyses in this paper. elastic. hyperelastic (rubber-like) and hypoelastic elastic-plastic 
materials are considered. The numerical solution of the continuum mechanics equations is achieved using 
isoparametric finite element discretization. The specific matrices which need be calculated in the formulations 
are presented and discussed. To demonstrate the applicability and the important differences in the formulations. 
the solution of static and dynamic problems involving large displacements and large strains are presented. 
INTRODUCTION 
In non-linear dynamic finite element analysis involving large displacements. large strains and 
material non-linearities. it is necessary to resort to an incremental formulation of the equations 
of motion. Various formulations are used in practice (see References). Some procedures are 
general and others are restricted to account for material non-linearities only. or for large displace-
ments but not for large strains. or the formulation may only be applicable to certain types of 
elements. Limited results have been obtained in dynamic non-linear analysis involving large 
displacements and large strains. 
Currently. the general purpose non-linear finite element analysis program NONSAP is being 
developed at the University of California. 8erkeley.z An important aspect in the development 
of the program is to assess which general finite element formulation should be implemented. 
In dynamic analysis numerical time integration of the finite element equations of motion is 
required. Extensive research is currently heing devoted towards the development of stable and 
accurate integration schemes. 1.5.20.31 However. it need be realized that a proper evaluation and 
use of an integration method is only possible if a consistent non-linear finite element formulation 
is used. 
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The earliest non-linear finite element analyses were essentially based on extensions of linear 
analyses and have been developed for specific applications (for a comprehensive list of References, 
see the books by Oden33 and Zienkiewicz43 ). The procedures were primarily developed on an 
intuitive basis in order to obtain solutions to the specific problems considered. However, to 
provide general analysis capabilities using isoparametric (and related) elements a general formula-
tion need be used. The isoparametric finite element discretization procedure has proved to be 
very effective in many applications, and lately it has been shown that general non-linear formula-
tions based on principles of continuum mechanics can be efficiently implemented. 
Basically, two different approaches have been pursued in incremental non-linear finite element 
analysis. In the first, static and kinematic variables are referred to an updated configuration in 
each load step. This procedure is generally called Eulerian, moving co-ordinate or updated 
formulation. Murray and Wilson,28 Felippa,9 Yaghmai,39 Yaghmai and POpOV,40 Farhoomand,8 
Sharifi and POpOV,35 Yamada,41 Stricklin and many others,38 Heifitz and Costantino,15 
Belytschko and Hsieh6 have presented some form of this formulation. 
In the second approach, which is generally called Lagrangian formulation, all static and 
kinematic variables are referred to the initial configuration. This procedure is used by Oden,32.33 
Marcal,26 Hibbitt et ai,16 Larsen,22 McNamara,30 Sharifi and Yates,36 Stricklin and many 
others,37,38 Haug and Powell. 13 A survey paper of the Lagrangian formulation in static analysis 
was presented by Hibbitt et ai, 16 where it is stated that additional research is required for use of 
an equivalently consistent updated formulation. 
It is apparent that with the different formulations available, in the development of a general 
purpose non-linear dynamic analysis program a decision need be made on the procedure to be 
used. An important consideration is that Lising any formulation based on continuum mechanics 
principles, in which all non-linear effects are included, the same results should be obtained in the 
analyses. Stricklin and many others, discussed a moving co-ordinate formulation and a Lagrang-
ian formulation and pointed out that the latter is more general and computationally more 
efficient. 38 Yamada compared an Eulerian and Lagrangian formulation and predicted for a 
simple truss structure a maximum difference of about 25 per cent in the displacements. 41 Dupuis 
and many others, analyzed arches using the Lagrangian and an updated formulation and also 
calculated a much different response by either formulation. 7 
The purpose of this paper is to present and compare in dttail the general formulations that 
have been implemented in program NONSAP, and to show their general applicability in non-
linear static and dynamic analysis. The formulations are termed total Lagrangian and updated 
Lagrangian formulations and they are based on the work of the authors cited above. For specific 
solutions in this paper, elastic, hyperelastic, and hypoelastic materials are considered. 
The procedures are derived from the basic principle of virtual work and are valid for non-linear 
material behaviour, large displacement~ and large strains. It is pointed out that, in theory. there 
is no difference in the formulations. Any differences in the numerical results arise from the fact 
that different descriptions of material behaviour are assumed, and if the material constants are 
transformed appropriately, identical numerical results are obtained. Therefore, the question of 
which formulation should be used merely depends on the relative numerical effectiveness of the 
methods. In the paper specific attention is directed to the numerical efficiency of either formula-
tion. 
To demonstrate the applicability and the important differences in the formulations. the 
numerical operations required for solution are studied and a variety of sample solutions are 
presented. These include the large displacement static and dynamic analysis of a cantilever. 
the large displacement and large strain static and dynamic analysis of a rubber-like material 
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FORMULATION OF THE CONTINUUM MECHANICS 
INCREMENTAL EQUATIONS OF MOTION 
355 
Consider the motion of a body in a Cartesian co-ordinate system as shown in Figure 1. The 
aim is to evaluate the equilibrium positions of the body at the discrete time points 0, flt, 2 flt, 
3 flt, ... , where flt is an increment in time. Assume that the solution for the kinematic and static 
variables for all time steps from time ° to time t. inclusive. have been solved, and that the solution 
for time t + flt is required next. It is noted that the solution process for the next required equi-
librium position is typical and would be applied repetitively until the complete solution path 
has been solved. 
Nomenclature 
CONFIGURATION 
AT TIME 0 
AT TIME I 
AT TIME 1+t>1 
Figure I. Motion of body in Cartesian co-ordinate system 
It is useful at this point to layout the notation which will be employed. 
The motion of the body is considered in a fixed Cartesian co-ordinate system, Figure I. in 
which all kinematic and static variables are defined. 
The co-ordinates describing the configuration of the body at time ° are Ox I' Ox 2' Ox 3. at time t 
are 'x I' 'x 2 ' IX3 , and at time t+ flt are I+~IX I' 1+~IX2' 1+~IX3' where the left superscripts refer to the 
configuration of the body and the subscripts to the co-ordinate axes. 
The notation for the displacements of the body is similar to the notation for the co-ordinates: 
at time t the displacements are lUi' i = I. 2. 3 and at time t+M the displacements are IH.I Ui • 
i = I. 2. 3: therefore 
The unknown increments in the displacements from time t to t + l'lt are denoted as 
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During motion of the body, its volume, surface area. mass density, stresses and strains are 
changing continuously. The specific mass, area and volume of the body at times O. t and t + tlt 
are denoted by 0p, Ip, IH.l p : ° A, lA, IHI A: and °V, I V. 1+ 6I V: respectively. 
Since the configuration of the body at time t + ~t is not known, the applied forces, stresses and 
strains are referred to a known equilibrium configuration. In analogy to the notation used for 
co-ordinates and displacements a left superscript indicates in which configuration the quantity 
(body force, surface traction, stress, ... ) occurs: in addition, a left subscript indicates with respect 
to which configuration the quantity is measured. 
The surface and body force components per unit mass at time t + tlt, but measured in con-
fi · 1+61 1+ 61! k I 2 3 guratlOn t. are Itk' I k' = , , . 
Considering stresses. the Cartesian components of the Cauchy stress tensor at time t + tlt are 
denoted by I Hlr ij (since Cauchy stresses are always referred to the configuration in which they 
do occur IH.lrij == ::~:rij)' and the Cartesian components of the 2nd Piola-Kirchhoff stress 
tensor corresponding to the configuration at time t + ~t but measured in configuration at time t 
are denoted by IH.:Sij . 
Considering strains, the Cartesian components of Cauchy's infinitesimal strain tensor referred 
to the configuration at time t + tlt are denoted by 1+ c\leij: and the Cartesian' components of the 
Green-Lagrange strain tensor using the displacements from the configuration at time t to the 
configuration at time t + ~t. and referred to the configuration at time t are denoted by 1+ .l:I;ij' 
The reference configurations. which will be used for applied forces. Kirchhoff-Piola stresses 
and Green-Lagrange strains. are those at time 0 and at time t. 
, In the formulation of the governing e.quilibrium equations derivatives of displacements and 
co-ordinates need be considered. In the notation adopted. a comma denotes differentiation 
with respect to the co-ordinate following, and the left time subscripts indicate the configuration 
in which this co-ordinate is measured: thus. for example. 
;".1 + ,\I
Ui 
~ . I 
and 
Prillciple of virtual displacements 
t + \~xm.1I 
('OX", 
""'.t + _ll 
( X" 
With the notation having been explained briefly .. consider again the body in Figure l. Since 
the solution is known at all discrete time points 0 .. ~t.1 ~t ...... t. the basic aim of the formulation 
is to establish an equation of virtual work from which the unknown static and kinematic variables 
in the configuration at time t + tlt can be solved. Since the isoparametric displacement based finite 
element procedure shall be employed for numerical solution .. the principle of virtual displace-
ments is used to express the equilibrium of the body in the configuration at time t + ~t. The 
principle of virtual displacements requires that 
J' , + ,\1 r ' , c5 ",' I .. \1 d l' = ,+ ,\1 Ji lJ t + .."J.t( If . ( .. ~rv (I) 
where I HI.~ is the external virtual work expression. 
1+!l.Id1t = f 1+61 t c5u I+.lldl/+ f 1+.\IIJ I +'\'}')lI 1+,\ld1' 1+.11 k k 1+.11 ,,( " 
t ... 6tA t .. 6tv 
(2) 
In equations (I) and (2) ()lI k is a (virtual) variation in the current displacement components 
'+\I Uk • and c51 +.lle jj are the corresponding (virtual) variations in strains. i.e. 
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It need be noted that in equation (I) and the equations to follow the summation convention of 
tensor notation is implied. 
Equation (1) cannot be solved directly since the configuration at time t + ~t is unknown. 
A solution can be obtained by referring all variables to a known previously calculated equilib-
rium configuration. For this purpose, in principle, anyone of the already calculated equilibrium 
configurations could be used. In practice, however, the choice lies essentially between two different 
formulations, namely, the total Lagrangian formulation (T.L.) and the updated Lagrangian 
(U. L.) formulation, which are presented in the following sections. 
Total Lagrangian formulation 
The formulation called here total Lagrangian (T.L.) formulation is generally referred to as 
Lagrangian formulation and has been used a great deal in static analysis.14.16.26,38 
In the formulation all variables in equations (1) and (2) are referred to the initial configuration 
at time 0 of the body. The applied forces in equation (2) are evaluated using 
:!~:tk IHI da = IH~tk °da: } 
1+ll.lpl+Mj' 1+.';1 dr = 0pl+.';lj' 0dr 
1+.';1. k 0, k 
(3) 
where it is assumed that the direction and magnitude of the forces I+~tk and 0pl+~jk are inde-
pendent of the specific configuration at time t + ~t. Loading conditions that depend on the 
deformations will be considered later. 
The volume integral of Cauchy stresses times variations in infinitesimal strains in equation (I) 
can be transformed to give25 
(4) 
where I H~Sij = Cartesian components of the 2nd Piola- Kirchhoff stress tensor corresponding 
to the configuration at time t + M but measured in the configuration at time O. 
(5) 
and (51 +.';~I:i) = variations in the Cartesian components of the Green-Lagrange strain tensor in the 
configuration at time t + ~t. referred to the configuration at time O. 
S.I +.';1 )' 1 (I +.';1 1+ \1 1+ \1 1+.\1 ) 
U OEij = ( '2 OU i. i + 0 11 /,1 +oll,."oLlk,) (6) 
It should be noted that the integral of Piola-Kirchhoff stresses times variations in the Green-
Lagrange strains is defined over the initial configuration at time 0 of the body, 
Substituting the relations in equations (3) and (4) into equations (I) and (2). the following 
equilibrium equation for the body in the configuration at time t + ~t but referred to the configura-
tion at time 0 is obtained. 










358 K.-J. BATHE, E. RAMM AND E. L. WILSON 
where 1+t.191 is now calculated using 
1+t.191 = r I+t.JtkOUk 0da+ r 0p'+t.Jfkouk 0dv 
JO A Joy 
(8) 
Since the stresses 1+ <1JSij and strains 1+ <1Jl: jj are unknown, for solution, the following incremental 
decompositions are used 
(9) 
(10) 
where JSij and Jl:ij are the known 2nd Piola-KirchhotT stresses and Green-Lagrange strains in 
the configuration at time t. Using the displacement definition of the Green-Lagrange strain 
tensor, it follows from equation (10) that c5/+t.Jl: jj = Ool:ij and 
where 
Oe jj = i(ou j • j + oU j.i + JUk•i oUk•j + OUk•i Juk) 
1 




The incremental 2nd Piola-KirchhotT stresses oSij are related to the incremental Green-
Lagrange strains Ol:ij using the constitutive tensor oCijrS ' i.e. 
( 14) 
Equation (7) can now be written as 
1 C -, °d + 1 IS -, °d ' - 1+ <11 @l -1 IS s: °d ' o ijrs ol:.s uOl:ij V 0 ij UO'1ij [ .71- 0 ij UOt!ij (; oy oy oy (15) 
which represents a non-linear equation for the incremental displacements lI i . 
-Updated Lagrangian formulation 
Most updated formulations previously .used are approximate in that they are restricted to 
small strains or even constant strain conditions within each finite element used for numerical 
solution.6 .28 However, Yaghmai introduced a general procedure, and the U.L. formulation 
given here is largely based on his work. 39 
In the U.L. formulation all variables in equations (I) and (2) are referred to the configuration 
at time t, i.e. the updated configuration of the body. By an analogous procedure to the derivation 
of the T.L. formulation, equation (l) is in this case transformed to 
(16) 
where t+t.:S ij = Cartesian components of the 2nd Piola-KirchhotT stress tensor and t+~:l:ij = 
Cartesian components of the Green-Lagrange strain tensor from the configuration at time t 
to the configuration at time t + tlt and referred to the configuration at time t. The quantities 
t H:S ij and t + .l:f.ij are defined by equations (5) and (6), respectively, if the superscript and 'subscript 
'0' is replaced by '( and dis·placements are measured from the configuration at time t. Since 
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The incremental stress decomposition used in this case is 
t+MS - t + S 
t ij - 'ij t ij 
359 
(17) 
where t'ij = Cartesian components of the Cauchy stress tensor and tSij = Cartesian components 
of the 2nd Piola-Kirchhoff stress increment tensor referred to the configuration at time t. Con-
sidering the strain increments t + <1:eij , the following.relations hold 
where 
teij = t(tUi.j+tUj.i) 
1 
,Ylij = "2 tUk.i tUk.j 
The con~titutive relation between stress and strain increments used now is 
and eq uation (16) can be rewritten as 
J. C "td + J. t ., Id ' - 1+ <1t,lJ) - J. I .s: td ' t ijrs tGrs UtGij V rij U/lij r -;;n Lij u,eij l tV ry tV 
which. as equation (15). is a non-linear equation in the incremental displacements Ui. 







It should be noted that equations (15) and (23) are, theoretically, equivalent and provided the 
appropriate constitutive relations are used. the equations yield identical solutions. However, 
as will be seen, the finite element matrices established for solution are different. 
The solution of equation (15) and of equation (23) cannot be calculated directly. since they are 
nonlinear in the displacement increments. Approximate solutions can be obtained by assuming 
that in equation (15) oGij = oeij and in equation (23) tGij = tei~' This means that, in addition to 





FINITE ELEMENT SOLUTION 
In the T.L. formulation the approximate equilibrium equation to be solved is 
r oCijrS oers Doei/dr + r JSij DotJi/dv = t Ht:~ - r ~Sij boei/dv Jov Jov Jov (26) 
whereas in the U.L. formulation the equation is 
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Equations (26) and (27) are linear equations in the incremental displacements and are used as the 
basis for isoparametric finite element analysis. 32 .43 Referring to the standard procedures for 
assembling the structure matrices, attention need only be given to the derivation of the matrices 
corresponding to a single element. 
Finite element matrices 
In the isoparametric element solution the co-ordinates and displacements are interpolated 
using 
N 
N I °X j = L 11k °X~; I L I I k Xj = 1k Xj k= 1 k= 1 i= \,2,3 (28) 
N 
I+MXj = L 11k I+MX~ 
k = 1 
N N 
IUj = L 11k Iu~; Uj = L 11k U~ i= \,2,3 (29) 
k= 1 k= 1 
where I x~ is the co-ordinate of nodal point k corresponding to direction i at. time t, I u7 is defined 
similarly to Ix~, 11k is the interpolation function corresponding to nodal point k, and N is the 
number of element nodal points.43 
Using equations (28) and (29) to evaluate the displacement derivatives required in the integrals, 
equation (26) becomes, considering a single element 
(30) 
where ~KLU, ~KNLU and ~F are obtained from the finite element evaluation of Sov OC;jrs oe,s x 
c5 oe;j °dv, Sov ~Sjj c5 0lJij °dv, and Sov ~Sij c5 oe;; °dv, respectively, i.e. 
JKL = f. JBI oC JBL °dv 
ov 
(31 ) 
'K - f. IBT IS 'B °d o NL - 0 NL 0 0 NL V 
ov 
(32) 
IF - f. IBT IS~ °dz;· o - 0 L 0 
ov 
(33) 
The vector I H/R in equation (30) is obtained from the finite element evaluation of equation (8) 
in the usual way:B In the above equations. ~Bt and ~BNt are linear and non-linear strain-
displacement transformation matrices, oC is the incremental material property matrix, JS is a 
matrix of 2nd Piola-Kirchhoff stresses. and ~S is a vector of these stresses. All matrix elements 
correspond to the configuration at time t and are defined with respect to the configuration 
at time O. 
Similarly. the finite element solution of equation (27). which was obtained using the U.L. 
formulation, results into 
(34). 
where 
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In Equations (35) to (37) the elements of the linear and non-linear strain-displacement trans-
formation matrices :BL and :BNL' respectively, and the elements of the incremental material 
property matrix IC correspond to and are defined with respect to the configuration at time t, 
It is a matrix and It is a vector of Cauchy stresses in the configuration at time t. 
It should be noted that the elements of the matrices in equations (30) to (37) are functions of 
the natural element co-ordinates and that the volume integrations are performed using a co-
ordinate change from Cartesian to natural co-ordinates.43 Table I gives the strain-displacement 
and stress matrices used for two-dimensional (plane stress, plane strain and axisymmetric) 
analysis in the U.L. and T.L. formulations. Figure 2 shows the 4 to 8 variable-number-nodes 













AT TIME 0 
Figure 2. Two-dimensional element shown in the global' x 1 -'x 2 plane 
In dynamic analysis, the applied body forces include inertia forces. Assuming that the mass 
of the body considered is preserved, the mass matrix can in both formulations be evaluated 
prior to the time integration using the initial configuration at time 0 as reference. Employing the 
standard finite element formulation to evaluate the element mass matrix,43 the incremental 
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Table I. Matrices used in two-dimensional analysis 
Total Lagrangian formulation 
Incremental strains 
06\l = OU!.I +riU!.1 OU!.I +riUZ•I oU Z•1 +H(ouI.I)Z +(oUz.JlZ] 
0622 = OU2.2 + riu u OU1.2 + riUz.z OU2.2 +H(ou!.z)Z +(OUz.z)2] 
06 12 = HoU1.2 + OUZ.I] +Hriu!.1 OUu + riU2.1 oUz.z + riu u OU!.I + riu2.2 OU2.1] +Hou!.1 OU1.2 + OU2.1 OU2.2] 
UI I UIUI l( UI ) 2 









oU i .} = OOx·' 
} 




ohl.l 0 oh2. 1 0 
0 oh l .2 0 oh 2.2 
~BLo = 








III ohl.l 1210hl.l 
1120hl.! 1220h l .2 
oh 3 . 1 0 ohN. 1 0 
0 oh 3 . 2 0 oh N•2 






N = number of nodes 
III oh2. 1 121 oh2. 1 
1120h 2.2 122 oh2.2 








112 ohN•2 122 ohN•2 
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Table I-continued 
where 
N N N 
III = I ohk• 1 'u~; 122 = I ohk•Z 'u~; 121 = I ohk.\ 'u~; 
k=1 k=1 
N 
1\2 = I ohk,2 'u~; 
k= I 
N on-linear strain-displacement transformation matrix 
oh1.1 0 ohz.1 0 oh3.1 
oh1.Z 0 ohZ.2 0 Oh3.Z 
OBNL = 0 oh l . 1 0 ohz.1 0 





0=- 0=- 0=-XI XI XI 
2nd Piola-Kirchhoff stress matrix and vector 
JSII JS12 0 0 0 
JS21 JS22 0 0 0 
JS = 0 0 JSII JSIZ 0 
0 0 JSZI JSzz 0 
0 0 0 0 JS33 
, Updated Lagrangianformulation 
Incremental strains 
'£11 = ,ul.l +![(,Ul.l)z +(,UZ.I)Z] 









[~S" 1 JS22 




Linear strain-displacement transformation matrix 
Using 
where 
,hl,l 0 ,hz.1 
0 ,h I.Z 0 
;BL = 





0 ,h3,1 0 ,h",1 
,hz.z 0 ,hJ ,2 0 





























,hk •j = arx. ; u~ = '+~'u~-'u~; ',XI = I hk 'X~ ; N = number of nodes 
. } k = I 
N on-linear strain-displacement transformation matrix 
,h l • 1 0 ,hz.1 0 ,h3 • 1 0 ,h'l.1 0 
,h l •z 0 ,hz.z 0 ,h3 •2 0 ,hN•2 0 
:BNL = 0 ,h 1.1 0 ,h 2 •1 0 ,h 3 • 1 0 ,hN • I 




0 ~ 0 h'l 0 ,- ,- ,- ,-
XI XI XI XI 
Cauchy stress matrix alld stress ['ector 
't II 't 12 0 0 0 
'tZ I 't22 0 0 0 
["" 1 't = 0 0 'til 'tlz 0 
't 22 
,. , 
0 0 'tz l 'tn 0 
t = ,t lZ 
0 0 0 0 't 33 
t33 
and in the U.L. formulation this equation is 
GKL + :K."du = I +!l'R -:F - M '+!llti (39) 
where' + ~'ti is a vector of the element nodal point accelerations at time t + ~t. and M is the element 
mass matrix calculated at time O. In integrations (38) and (39), damping effects defined by a 
matrix C have been ignored. 4 
Equilibrium iteration 
It is important to realize that equations (38) and (39) are only approximations to the actual 
equations to be solved in each time step. i.e. equations (7) and (16), respectively. Depending 
on the non-Iinearities in the system, the linearization of equations (15) and (23) may introduce 
errors which ultimately result into solution instability. For this reason it may be necessary to 
iterate in each load step until, within the necessary assumptions on the variation of the material 
constants and the numerical time integration, equations (7) and (16) are satisfied to a required 
tolerance. The equation used in the T.L. formulation is 
(~KL+~KNL)~U(i) = '+~IR_'H~F(i-l)_MI+~lti(i) i = 1.2,3 ... 
where '+~IU(i) = 1+~IU(i-l)+~U(i). 
(40) 
It should be noted that for i = 1 equation (40) corresponds to equation (38), i.e. ~u( 1) = U, 
'+~Iti(l) = '+~Iti. I+~IU(O) = 'u. and '+~JF(O) = JF. 
The calculation of the acceleration approximation I +!llti(i) depends on the time integration 
scheme used. 
'The vector of nodal point forces equivalent to the element stresses, I + ~JF(i), is the finite element 
evaluation of Jov ,+ ~S\'/ ()I + ~I;\jl ndr. where the superscript (i) shows that stresses and strains are 
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nodal point forces are 
(41) 
in which the matrices '+~~B~) and 1+..\~S(i) correspond to the matrices ~BL and ~S in Table I, 
but are defined for time t + ~t and iteration (i), respectively. 
In the V.L. formulation the equation used for a single element with equilibrium iteration is 
i = 1, 2, 3, ... (42) 
in which the ith displacement and acceleration approximations are calculated as above and 
:: ~:F(i) is the finite element evaluation of 
i.e. (43) 
where ::~:Bt) and ,H'T(i) correspond to the matrices :BL and IT in Table I, respectively. but are 
defined for time t + ~t and iteration (i), respectively. 
It may be noted that the equilibrium iterations correspond to a modified Newton iteration 
within each load step.43 Table II summarizes the step-by-step algorithm used. For details on 
the Wilson (} and Newmark integration schemes see References 4. 5. 31. 
Table II. Summary of step-by-step integration 
lllitia/ ca/cu/atiol1$ 
1. Form mass matrix M; initialize au. oil. "ii 
1 Calculate the following constants: 
tol ~ 0·01; nitem ~ 3; in static analysis () = I and go to A. 
Wilson () method: () ~ 1·37. usually () = 1-4. r = {).1t 
£1 2 = 2 
£1 3 = ao/O a4 = -£lIfO £1 5 = 1-3/0 
£1 0 = .1t/2 a, = .1t
2 /6 
Newmark method: 0 = 1·0. b ~ 0·50. :x ~ 0·25 (0·5 + b)2. r = .1t 
3. Calculate mass contribution to effective stiffness matrix: K = £10 M 
For each time step 
A. Calculation oj" Disp/acement increment 
(i) I f a new stiffness matrix is to be formed. calculate and triangularize IK : 
'K = 'K+K; 'K = LDLT 
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Table II-continued 
(iii) Solve for displacement increments using latest D, L factors: 
LDLTu = '+'R 
(iv) If required. iterate for dynamic equilibrium; then initialize u{O) = U. i = 0 
(a) i = i+l 
(b) Calculate (i-l)st approximation to accelerations and displacements: 
(c) Calculate (i -1 )st effective out-of-balance loads: 
l+rR(i-l) = 'R+8('+~R-'R)- M1+'ii{i-l)_I+'F(i-l) 
\ d) Solve for ith correction to displacement increments: 
LDLT ~U(i) = 1+'R{i-l) 
(e) Calculate new displacement increments: 
(f) Iteration convergence if II~u(i)1I2/llu(i)+IUI12 < tol 
If convergence: u 0= u{i) and go to B; 
If no convergence and i < nitem: go to (a); otherwise restart using new stiffness matrix and/or a 
smaller time step size. 
S. Calculate new accelerations. velocities and displacements 
Wilson () method: 
Newmark method: 
1+ ~'ii = a3u+ a4 'U+£l S 'ii 
't.lIU = 'u+a6('+.l'ii+'ii) 
'+.l'u = 'u+~t 'u+£l7 ('+.llii +2'ii) 
,+ \'ii = (/3U+(/4 'U+£l s 'ii 
'+\IU = 'u+(/6'ii+a7 '+.l'ii 
1+.l'U = 'u+u 
CONSTITUTIVE RELA nONS 
An important aspect in the solution of non-linear problems is the calculation of the constitutive 
tensors. which define the stress-strain matrices in the finite element evaluations. In the iso-
parametric finite element discretization it is necessary to evaluate the stress-strain matrices 
at the element integration points. and they are required for the calculation of the element stiffness 
matrices and stress vectors. 
Linear elasticity and hyperelasticity 
Elastic and hyperelastic materials are relatively easy to deal with in practical analyses . .In the 
T. L. formulation the stress-strain relations are 11 
(44) 
where ~Sij is the 2nd Piola-Kirchhoff stress tensor. ~i;rs is the Green-Lagrange strain tensor and 
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can be written for all configurations at time 0, dt, 2 dt,. .. . In the V.L. formulation the consti-
tutive relation equivalent to equation (44) is 
'rij = :Cijrs 'crs (45) 
in which 'rij is the Cauchy stress tensor, 'crs is the Almansi strain tensor and :Cijrs is the material 
property tensor at time t. 
Considering linear elasticity ~Cijrs and :Cjjrs are both constant and defined in terms of the 
Young's mqduli and Poisson's ratios of the material. However, it should be noted that specifying 
constant :Cjjrs is equivalent to using a material tensor ~Cijrs' which is deformation dependent, 
and vice versa; namely the following relations exist 
o 
'c Po 0 'c 0 0 o mnpq = tp ,Xm• j ,xn']' jjrs ,xp •r ,xq•s (46) 
(47) 
The constitutive relations in equations (44) and (45) are used in the evaluation of the element 
stress matrices and stress vectors (see Table I), i.e. total 2nd Piola-Kirchhoff and Cauchy stresses 
are calculated directly from total Gree·n-Lagrange and Almansi strains, respectively. However, 
in the calculation of the linear strain stiffness matrices at time t. tangent material property tensors 
are required. In the T.L. and V.L. formulations the relations considered are oSij = oC jjrs OCrs and 
tSij = tCjjrs ,C", respectively, in which. for linear elastici.ty, 
(48) 
(49) 
Considering hyperelasticity the stress-strain relations are derived from the strain energy 
function.II.19.J3 In this study the constitutive relations defining ~Sij and oC jjrs in terms of the 
Green-Lagrange strain at time t for a rubber-like material in plane stress conditions have been 
derived.4 • 19 Therefore, to use the V.L. formulation, it is necessary to transform ~Sij and oCjjrs 
to trij and tCjjrs, respectively, as expressed in equations (5) and (47). 
It is important to note that in the analysis of elastic and hyperelastic materials identical 
numerical results are obtained using the T.L. and V.L. formulations provided the material 
tensors are related as given in equations (46) and (47). Also, since the material constants are 
independent of the history of solution, analysis errors result only from the isoparametric finite 
element formulation and the time integration scheme. provided equilibrium iterations are 
performed. Therefore. in the analysis of elastic and hyperelastic materials the analysis errors 
are quite similar to those in small displacement linear elastic analysis. 
Hypoelasticity including elastoplasticity 
For hypoelastic materials the constitutive tensors relate increments in stresses to increments 
in deformations. II Since the constitutive relations depend. in general. on the stress and strain 
history. the use ofa material law corresponding to the T.L. or the V.L. formulation must depend 
to a large degree on the possibility of performing experiments to obtain the appropriate material 
constants. In this context it should be noted that a great deal of additional research is still required 
to formulate and evaluate appropriate material constants for hypoelastic materials. in particular. 
for the identification of large strain behaviour.19.22.23 Although the formulations presented 
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most likely to be defined only for small strains.4 An important such case here included is the 
elastic-plastic material behaviour characterized using the flow theory, which can be used in 
the analysis of large displacement but small strain problems. 
Using the T.L. formulation, hypoelastic material behaviour can be described using equation 
(14), i.e. 
(14) 
in which oCijrs depends on the history of the Green-Lagrange strains and 2nd Piola-Kirchhoff 
stresses. The stresses at time t + fl.t are calculated using equation (9), i.e. 
I+,'''S - IS + S o ij - 0 ij 0 ij (9) 
In the analysis using equations (14) and (9) it is assumed that the material tensor oCijrs is 
evaluated in the same way as in small displacement analysis, but the stress and strain variables 
of the T.L. formulation are used to define the history of the material. A main advantage of adopt-
ing this material description is that it is relatively simple to use. Namely, assume that a subroutine 
to calculate the material law in small displacement analysis has been written; then the same 
program would also calculate oCijrs in large displacement analysis by simply using Green-
Lagrange strains and 2nd Piola-Kirchhoff stresses to define the stress and strain history.lo.22 
Similarly to equation (14), in the U.L. formulation hypoelastic material behaviour may be 
described using equation (22), i.e. 
(22) 
in which ICijrs is defined by the history of Cauchy stresses and the accumulation of the instan-
taneous plastic strain increments. The constitutive relation in equation (22) may be more appeal-
ing than the T.L. material law in equation (14) since physical stress components are used to 
define the material constants, and Ie,s approximated by Ie,s can 'kinematically be understood to 
be the addition of elastic and plastic strain increments, just as in small displacement analysis. 
Having calculated ISij .from the relation ISij = C;jrs e", the Cauchy stresses at time t + Mare 
obtained using equation (17), i.e. 
1+<1IS I S 
I ij = 'ij + I ij (17) 
and the transformation 
1+<11 
I + ~I 's, = __ PI + <11 X . 1+ MS .. r + .ll 
Ip r S.I r I} rX,.j (50) 
A third possibility is to characterize the material behaviour using a stress rate which is defined 
with respect to the current moving co-ordinates within the time interval t to t + fl.t. 11.15. 10.23 
The stress rate used must be invariant with respect to rigid body rotations. and one possibility 
is to use the Jaumann stress rate, which, at time t, is defined as 
(5\ ) 
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and tQ pj are the Cartesian components of the spin tensor, 
tQ pj = ~ ~t (tUj.P - tUp.) 
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(53) 
Equations (51) to (53) need to be considered in the evaluation of the tangent.stiffness matrix 
and in the calculation of the current stress conditions. The constitutive tensor relating the Jau-
mann stress rate tensor tr~ to the incremental strain rate tensor (D/Dt)ters is calculated in the 
same way as in small displacement analysis, but using Cauchy stresses to define the history of the 
material. In the evaluation of the linear strain tangent stiffness matrix, instead of equation (22), 
the following approximate relation may be used, 
(54) 
where D signifies 'discrete increment in', and therefore DterS = ters' Considering the calculation 
of Cauchy stresses at time t+.6t, tHtrij' it is important to use equations (51) to (53) in small 
enough increments of time. In elastic-plastic analysis it is in any case necessary to evaluate the 
st.ress increments by numerical integration of the elastic-plastic material law times the strain 
increments, and it is efficient to include equation (51) in this integration. 
In this study the T.L. material description using equations (14) and (9) and the U.L. material 
descriptions given in equations (22), (17), (50) and in equations (51) to (54) have been implemented. 
The U.L. formulations will be referred to as U.L. with transformation, U.L.(T), and U.L. with 
Jaumann stress rate. U.L. (J), respectively. The calculation of the elastic-plastic material constants 
and stress vectors in the T.L., U.L.(T) and U .L.(J) formulations is presented in detail in Reference 4. 
In the above enumeration it was assumed that the solution procedure, namely the T.L. or u.L. 
formulation, is chosen according to the definition of the constitutive tensor. Since the constitutive 
tensor is dependent on stress and strain quantities, it is expedient to use the specific incremental 
finite element formulation. for which the material law is defined. If this is not done, it is necessary 
to evaluate the required stress and strain quantities for the calculation of the material constants 
and transform the constitutive relations using equation (46) or equation (47). 
DEFORMATION DEPENDENT LOADING 
So far it has been assumed that the loads are independent of the configuration of the body. 
In practice, therefore, the external loads for each step can be calculated and stored on back-up 
storage before the actual time integration is carried out. However, when the structure undergoes 
large displacements or large strains it may be necessary to consider the externally applied loads 
to be configuration dependent. 
An important type of loading, which may need to be considered as deformation dependent, 
is pressure loading.)3 In this case the loading to be used in the T.L. formulation is 
(55) 
and in the U.L. formulation 
tp r+ \t t r t 
t +~tttk tda = ~ d 
-t+ \tp P t+~tXi.k n i a (56) 
where t ni = component i of the normal n in the configuration at time t, and similarly for time O. 
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in the form 
(57) 
and similarly equation (56) becomes 
(58) 
where in both formulations the first integral enters the load vector and, assuming that tHtUi,k == 
tUi.k' the second integral contributes to the system tangent stiffness matrix. It should be noted 
that this is a non-symmetric contribution to the stiffness matrix, and is therefore, in practice, 
computationally inefficient to handle. Using equilibrium iterations, it appears more efficient, 
at least when pressures are reasonably small, to neglect the contribution of the pressure loads 
to the stiffness matrix. In the iteration the loads are then evaluated as 
and 
in the T.L. and U.L. formulations, respectively, where the right superscript (j) indicates the 
configuration of the iteration. It is seen that although the same approximations are involved 
in both formulations, the U.L. formulation requires less numerical operations and seems more 
natural to use. 
SAMPLE SOLUTIONS 
All solutions presented in the following have been obtained using the algorithm presented in 
Table II, in which the selected parameters were tol = 0·001, nitem = 15. e = 1-4, b = 0·50 and 
CJ. = 0·25. No attempt was made to optimize the solution times by selecting the most effective 
load step increments. In the dynamic analyses. nearly always one or two equilibrium iterations 
were sufficient in each time step and the computer time used was in all analyses rather small. 
The time step used in an analysis is denoted by .1.t and was selected as a reasonable fraction 
of the fundamental period, Tf , of the structure at time O. In all dynamic analyses zero initial 
conditions on the displacements. velocities and accelerations were assumed. 
For the finite element discretization 4- or 8-node two-dimensional elements have been 
employed (Figure 2). The material properties given ha,,:e always been assumed to be defined 
corresponding to the specific formulation used for solution. 
Large displacemellt static alld dynamic analysis of a calltilever 
. The cantilever in Figure 3 under uniformly distributed load was analyzed using the T.L. and 
U.L. formulations. The cantilever was idealized using five 8-node plane stress elements. 
Static solutions were obtained for the loading retaining its vertical direction. and for the 
loading remaining perpendicular to the top and bottom surfaces of the cantilever, i.e. deformation 
dependent follower loading. In the finite element solution the follower loading can be defined 
by specifying the direction of the nodal loads to pass through two nodal points. the co-ordinates 
of which are updated in each load step. In this specific analysis. the top and bottom surface nodal 
points of the cantilever have been used to define the direction of the loading. In addition to the 
U.L. and T.L. formulations also the U.L.(T) and U.L.(J) formulations have been used in the 
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Figure 3. Cantilever under uniformly distributed load 
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expected in elastic-plastic analysis. It is seen that, to the precision possible to show in Figure 4, 
the T.L., U.L., U.L.(T) and U.L.(J) solutions predict the same response (although the same E and v 
have been used in each analysis, Figure 3) and that excellent agreement has been obtained with 
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Figure 4. Large deflection analysis of cantilever under uniformly distributed load 
For the dynamic analysis the T.L. formulation was selected. Figure 5 shows the results obtained 
using the Newmark integration scheme. It is seen that the solution predicted using a time step 
llt ~ Tf142, where Tf is the fundamental period of the cantilever. is significantly different from 
the solution obtained with the smaller time step M ~ Tfl 126, unless equilibrium iterations are 
used. An average of 4 iterations per time step were required. The analysis therefore shows the 
importance of using equilibrium iterations in the response calculations of this structure, unless 
a small time step, llt, is used. 
It should be noted that a main characteristic of the cantilever is that the structure stiffens with 
increasing displacement, which, as shown in Figure 5, results in a substantial decrease in ampli-
tude and effective period of vibration. It is the stiffening of a structure that can result in con-
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Figure 5. Large displacement dynamic response of cantilever under uniformly distributed load. Newmark method 
J = 0·50. :x = 0·25 
Static large displacement analysis oj' a spherical shell 
The clamped shallow spherical shell in Figure 6 subjected to uniform pressure was analyzed 
using a finite element idealization of eight 8-node elements. 
Figure 6 shows the load deflection curve predicted using the T.L. formulation. In the analysis, 
36 load steps with an average of about 3 to 4 equilibrium iterations in each step were used. 
The results are compared with an analytical solution of Kornishin and Isanbaeva. 2 I and a finite 
element solution of Yeh.42 As shown. good agreement between the different solutions has been 
obtained. Since equilibrium iterations were performed in the present solution, the oscillating 
behaviour at the beginning of the post-buckling range in Yeh's solution was not obtained. 
The U.L. formulation gave almost indistinguishable results to those of the TL. formulation. 
Static and dynamic large displacement analysis or a second spherical shell 
The spherical shell subjected to a concentrated apex load shown in Figure 7 was analyzed 
for static and dynamic response. 
Figure 7 shows the static load-deflection response predicted in this study and by Stricklin 37 
and MescalL27 Good agreement between the different solutions has been obtained. In the present 
solutions, the TL. and U.L. formulations were used and no equilibrium iterations have been 
performed. In addition, to assess the accuracy that may be obtained in elastic-plastic analysis. 
the U.L.(T) and U.L.(J) formulations have been used. Figure 8 compares the TL. response predic-
tions with two U.L.(T) and U.L.(J) solutions. It is seen that the U.L.(T) and U.L.(J) solutions 
approach the T.L. solution as the load steps become smaller. 
The dynamic response calculated using the Wilson () integration method when the apex load 
is applied as a step load is shown in Figure 9. It is observed that for this problem the differences 
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Figure o. Load-deflection curve for a shallow spherical shell 
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The much larger response and effective period predicted in the non-linear analysis is a result 
of the softening behaviour of the structure with increasing load. It should be noted that in the 
analysis of this highly non-linear shell no difficulties were encountered using the Wilson or the 
Newmark integration methods, and practically identical results were obtained. ~ 
Large displacement static buckling analysis oran arch 
The clamped circular arch shown in Figure 10 was analyzed for buckling due to a single 
static load using the T.L. and U.L. formulations with equilibrium iterations. 
Figure 10 shows the calculated load-deflection curve of the arch. The differences in the displace-
ments calculated using the U.L. and T.L. formulations were less than two per cent. The solutions 
were obtained using 28 load steps with an average of two to three equilibrium iterations per step. 
The same arch was also analyzed by Mallet and Berke, who used four 'equilibrium-based' 
elements. 24 Dupuis and many others, analyzed the arch with curved beam elements, and used 
this example to demonstrate the convergence of their Lagrangian and 'updated' formulations. 7 
In the latter formulation only the nodal points were updated. but not the geometry within the 
elements. As shown in Figure 10. the results are very sensitive to the number of elements used 
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Figure 7. Load-deflection curves for spherical shell 
experimental results by Gjelsvik and Bodner.12 whose predicted buckling load is about 10 
per cent lower than that calculated by Mallet. However, it need be realized that an arch with a 
parameter;' = 11·6 s already influenced by antisymmetric buckling modes, which, although 
possible in the experiment, have not been taken account of in the analyses. 34 The results obtained 
in this study are therefore satisfactory. 
Elastic dynamic snap buckling of a second arch 
A dynamic buckling analysis of the circular arch shown in Figure II was carried out. The 
material of the arch was assumed to be isotropic linea~ elastic. 
In the analyses the T.L. formulation was used. The uniformly distributed pressure load was 
applied as a step load. The time step to fundamental period ratio, !1t/Tf • was approximately \/70. 
The arch is an example of Humphreys' analytical and experimental investigation, who solved 
the governing differential equation using an analogue computer. 18 Humphreys concluded that 
the buckling load of this arch is not influenced by antisymmetric modes. 
Figure 12 shows the displacement response predicted in this study using the Wilson () integra-
tion scheme. The solution obtained by Humphreys is also shown. In the Figure, the deflection 
ratio !1 defined as 
!1 = average normal deflection w 
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Figure 8. Load-deflection curves for spherical shell 
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is used. The dynamic buckling of the arch occurs at that load level at which a sudden increase 
in the deflection ratio L\ is measured. Figure 12 shows that at Po = 0·190 the arch oscillates about 
a position of approximately L\ = 0·25, and that at Po = 0·200 the arch first snaps through, and 
then oscillates about a position of approximately L\ = 2·5. Therefore, the buckling load predicted 
here lies between Po = 0·190 and Po = 0·200, which is about five per cent lower than that predicted 
by Humphreys. 
It should be noted that for a load larger than the buckling load, i.e. for Po = 0·25, the maximum 
response increases only little. The results for Po = 0·250 are in essential agreement with 
Humphreys' results, where the slightly larger response agrees with the observation that a smaller 
buckling load was predicted in this study. The discrepancies in the results can arise from approxi-
mations in either analysis. Humphreys' series solution is based on the assumption of shallowness. 
i.e. q and ware measured vertically, and in the series solution only a finite number of terms have 
been included. 
It is noted that in a practical analysis damping should be included and a longer time range may 
be considered as well. 
Large displacement and large strain static and dynamic analysis oja rubber sheet with (/ hole 
A plane stress analysis of the rubber sheet shown in Figure 13 was carried out. The purpose of 
this analysis was to test the capability of predicting static and dynamic large strain response. 
The material of the rubber sheet was assumed to be of Mooney-Rivlin type .. The specific 
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7 psi. These constants are based on an analytical and experimental investigation of the rubber 
sheet by Iding. 19 The finite element mesh used in the analysis is presented in Figure 13. 
Figure 14 shows the static load deflection curves for different points on the sheet. Only five 
equal load increments with an average offour equilibrium iterations have been used to reach the 
final load position with a displacement of more than 11 in at point B. At this stage Green-
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Figure 13. Finite element mesh of rubber sheet with hole 
excellent agreement with those of Iding. The results of [ding have been obtained with the com-
puter program developed in Reference 19. but are not given in the Reference. 
The dynamic analysis was performed for the step load shown in Figure 16 using the Wilson 0 
and Newmark integration schemes with fl.tlTf ~ 120. 
Figure 16 compares the displacement response predicted using the two integration methods. 
As is seen. practically the same response was calculated using the Wilson 0 and the Newmark 
methods. In addition. it should be noted that identical solutions have been obtained using either 
integration scheme and an interval of stiffness reformation of 10. 5 or 1 time steps (see Table II) . 
. This should be expected. since the solution is unique for the selected time step fl.t. 
Elastic-plastic large displacement dynamic analysis of a third spherical shell 
The dynamic response of the spherical shell in Figure 17 subjected to a distributed step pressure 
p = 600 Iblin 2 was calculated. The material was assumed to obey the von Mi~es yield condition 
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Figure 14. Static load-deflection curve for a rubber sheet with hole 
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using the various non-linear large displacement formulations available for elastic-plastic response 
calculations. 
Figure 17 shows the dynamic response of the cap predicted using the Newmark time integra-
tion scheme in linear analysis, materially non-linear only analysis, i.e. assuming small displace-
ments and small strains, and combined geometrically and materially non-linear analysis. In the 
fully non-linear analysis the solutions using the T.L.. U.L.IT) and U.L.(J) formulations have 
been obtained. It is observed that all three formulations predict essentially. the same response. 
The reason for obtaining almost identical solutions lies partly in that the mathematical repre-
sentation of the yield function is almost the same in the 2nd Piola-Kirchhoff stress space and 
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Figure 16. Displacements versus time for rubber sheet with hole. TL. solution with equilibrium iterations 
an~.lysis of shells, the physical components of the Cauchy stress tensor in rotated (surface) 
co-ordinates are approximately equal to the Cartesian components of the 2nd Piola-Kirchhoff 
stress tensor. 
The solutions in Figure 17 demonstrate the effect of including different degrees of non-
linearities. It is observed that the materially non-linear only solution differs a great deal from the 
linear elastic response, and that the effect of large displacements is also significant. The decrease 
in amplitude of vibration and increase in the mean deflection of the shell when non-linearities 
are taken into account should be noted. 
The response of the cap was also calculated using the Wilson () method. which gave practicall y 
the same results.4 
A compariso  of the results obtained in this study with those calculated by Nagarajan29 
is given in Figure 18. Nagarajan used degenerate isoparametric elements. in which it is assumed 
that the transverse normal stresses are negligibly small. This assumption affects the effective 
stress patterns which control plastic loading and contributes to the different response predicted 
in his study. 
CONCLUSIONS 
The objective in this paper was to review, derive and evaluate finite element formulations for 
general non-linear static and dynamic analysis which have been implemented in the search for 
the most effective procedure. 3 The formulations have been derived from general principles of 
continuum mechanics and include material. large displacement and large strain non-linearities. 
The conceptual difference between the formulations is the reference configuration that is used 
for the linearization of the incremental equations of motion. In the T.L. formulation the initial 
configuration is used as reference, whereas in the U.L. formulations. the reference configuration 
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Figure 17. Llrge displacement dynamic clastic-plastIc analysis of spherical cap. Newmark method. ,) = 0·50. "J. = 0·15 
A first important observation is that provided the constitutive tensors are defined appropri-
ately. all formulations give the same numerical results. The only advantage of using one formula-
. tion rather than the others is its better numerical effectiveness. Theory and sample analyses 
show that in small strain but large displacement analyses the differences which arise by using the 
same material constants in the formulations-because. for instance. a clear definitioI. of the 
constants may not be available~an be expected to be small. 
With regard to the numerical operations required. Table I shows that all matrices of the 
formulations have corresponding patterns of zero elements. except for the linear strain-displace-
ment transformation matrices. In the T. L. formulation. this matrix is full. because of the initial 
displacement effect in the linear strain terms. Therefore. the calculation of the element matrices 
requires less time in the U.L. formulations. 
An advantage of the T.L. formulation is that the derivatives of the interpolation functions 
are with respect to the initial configuration. and therefore need only be formed once. if they are 
stored on back-up storage for use in all load steps. However. in practice. the use of tape or disc to 
store and retrieve the required derivatives in each step may be more costly than simply to re-
calculate them. and. in particular. the required storage is a problem size governing factor since 
saturation of back-up storage may be reached. Auxiliary storage considerations are particularly 
important. if a considerable amount of stress and strain history need to be stored already. 
It should be noted that the U.L. formulations are quite different from the moving co-ordinate 
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Figure 18. Large displacement dynamic elastic-plastic analysis of spherical cap. Newmark method 
formulation, which was used in the comparative study by Dupuis and many others. 7 The incre-
mental moving co-ordinate formulation surveyed by Stricklin and many others.38.10.35 was 
stated to be restricted to small strains and have distinct computational disadvantages. These 
conclusions do not apply to the U.L. formulations used here. The 'updated' formulation employed 
by Dupuis and many others, in their comparative study of this formulation versus a Lagrangian 
formulation did not give satisfactory results. 7 However, using the U.L. formulation with iso-
parametric elements as presented in this paper, the results are as good as those obtained using 
the T.L. formulation. The only errors are due to the numerical solution of the governing con-
tinuum mechanics equations. 
In general, using both the T.L. and the U.L. formulations equilibrium iterations should be 
performed in order to ensure an accurate solution and possibly dispense with the calculation of a 
new non-linear stiffness matrix in each load step. If no equilibrium iterations are carried out. the 
linearization can introduce uncontrolled large errors. In the elastic and hyperelastic analyses 
presented here, it was possible to calculate the stresses in the configuration at time t + M directly 
from the corresponding total strains. Therefore, the non-linear finite element equations have been 
solved 'exactly' within the assumptions of the time integration scheme and the convergence limit 
of the iteration. In path dependent problems this is not possible and total stresses are calculated 
by adding increments in stresses. 
An important consideration in path dependent problems is the definition and calculation of 
the constitutive tensors, which depends on the stress and strain history. A great deal of additional 
research is still required to identify various materials. Using the T.L. formulation. the effort to 
implement a non-linear constitutive relation can, in some cases, be less than in the U.L. formula-
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a new material law in a general non-linear analysis program that makes the T.L. formulation 
very attractive. 
In conclusion, both the U.L. or T.L. formulations can effectively be used in a general non-
linear analysis program. It depends largely on the program design and the material constants 
available which formulation is most effective. 
APPENDIX 
Notation 
The following convention for tensor and vector subscripts and superscripts is employed: 
A left superscript denotes the time of the configuration in which the quantity occurs. 
A left subscript can have two different meanings. If the quantity considered is a derivative, the 
left subscript denotes the time of the configuration, in which the co-ordinate is measured with 
respect to which is differentiated. Otherwise the left subscript denotes the time of the configura-
tion in which the quantity is measured. 
Right lower case subscripts denote the components of a. tensor or vector. Components are 
referred to a fixed Cartesian co-ordinate system: i,j, .. : = 1, 2, 3. Differentiation is denoted 
by a right lower case subscript following a comma, with the subscript indicating the co-ordinate 
with respect to which is differentiated. 
°A, lA, I +UtA = Area of body in configuration at time 0, t, t+~t 
~Cijrs' :Cjjrs = Component of constitutive tensor at time t referred to configuration at 
time 0, t 
oCjjrs , tCjjrs = Component of tangent constitutive tensor at time t referred to configuration 
. at time 0, t 
IH~/;, :!~:/; = Component of body force vector per unit mass in configuration at time 
t + ~t referred to configuration at time 0, t + ~t 
11k = Finite element interpolation function associated with nodal point k 
(i) = Superscript indicating number of iteration 
°n j , Inj , t+6t nj = Component of surface normal in configuration at time 0, t, t+~t 
I+Mp = Pressure load at time t+~t 
I +\I:~ = External virtual work expression corresponding to configuration at time 
t + ~t, defined in equation (8) 
r, S = Natural element co-ordinates 
~Sjj' tH~Sij = Component of 2nd Piola-Kirchhoff stress tensor in configuration at time 
t, t + ~t referred to configuration at time ° 
tH:S jj = Component of 2nd Piola-Kirchhoff stress tensor in configuration at time 
t + ~t referred to configuration at time t 
oSij' tSjj = Component of 2nd Piola-Kirchhoff stress increment at time t 
t, t + ~t = time t and t + ~t, before and after time increment M 
IH~tj, :!~:tj = Component of surface traction vector in configuration at time t+~t. 
referred to configuration at time 0, t + ~t 
tUj' I+MUj = Component of displacement vector from initial position at time 0 to con-
figuration at time t, t + M 
Uj = Increment in displacement component, U j = '+·\'uj-'u. 
tu; = Displacement component of nodal point k in configur;tion at time t 
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~Uj.j' I + ~Uj.i = Derivative of displacement component to configuration at time t, t + Ilt with 
respect to co-ordinate °Xj 
oUi•j , rUi,j' r+3rUj,j = Derivative of displacement increment with respect to co-ordinate °x j , 
rx. 1+3rx . l' 1 
°V, 'V, rHr V = Volume of body in configuration at time 0, t, t+ Ilt 
°Xj' 'Xi' 1+3IX ; = Cartesian co-ordinate in configuration at time 0, t, t+llt 
°X7, IX;, IHIX7 = Cartesian co-ordinate of nodal point k in configuration at time 0, t, t+llt 
~Xi.j' JXj,i = Derivative of co-ordinate in configuration at time ~, t with respect to 
co-ordinate 'Xj' °X j 
(j = Denoting 'variation in' 
1+3Ieij .'eij = Component of Almansi strain tensor in configuration at time t + Ilt, t, re-
ferred to configuration at time 0 
IHJe ji , ~eij = Component of Green-Lagrange strain tensor in configuration at time 
t + Ilt, t, referred to configuration at time 0 
1+ 3:eij = Component of Green-Lagrange strain tensor in configuration at time t + Ilt, 
referred to configuration at time t (i,e, using displacements from the con-
figuration at time t to the configuration at time t + Ilt) 
ot:ij"t:ij = Component of strain increment tensor (Green-Lagrange) referred to 
configuration at time 0, t 
oeij"eij = Linear part of strain incrementOt: ji , It:ij 
OY/ij"Y/ij = Non-linear part of strain incrementot:ij , reij 
'Op; = Component of spin tensor in configuration at time t 
o p, I p, 1+ jl P = Specific mass of body in configuration at time 0, t, t + Ilt 
Icij , 1+3tcij = Component of Cauchy stress tensor in configuration at time t, t + Ilt 
Ici; = Component of Jaumann stress rate tensor in configuration at time t 
Matrices 
JBL, :BL = Linear strain-displacement matrix in configuration at time t referred to 
configuration at time 0, t 
JBNL' :BNL = Non-linear strain-displacement matrix in configuration at time t referred to 
configuration at time 0, t 
oc' ,e = Tangent material property matrix at time t and referred to configuration 
at time 0, t 
JF,:F = Vector of nodal point forces in configuration at time t (referred to configura-
tion at time 0, t) 
JKL• :KL = Linear strain stiffness matrix in configuration at time t (referred to configura-
tion at time 0, t) 
JKNL . :KNL = Non-linear strain stiffness matrix in configuration at time t (referred to 
configuration at time 0. t) 
M = Mass matrix 
1+ 31R = Vector of external loads in configuration at time t + III 
~S, ~S = 2nd Piola-Kirchhoff stress matrix and vector in configuration at time t and 
referred to configuration at time 0 
't. 'f = Cauchy stress matrix and vector in configuration at time t 
'u, r + ~\IU = Vector of displacements at time t, t + Ilt 










LARGE DEFORMA nON DYNAMIC ANALYSIS 385 
REFERENCES 
I. J. H. Argyris, P. C. Dunne and T. Angelopoulos, 'Nonlinear oscillations using the finite element technique', Com-
puter Meth. Appl. Mech. Engng, 2, 203-250 (1973). 
2. K. J. Bathe and E. L. Wilson, 'NONSAP-A general finite element program for nonlinear dynamic analysis of 
complex structures', Paper M3/l, Proc. 2nd Int. Conf. Struct. Mech. Reactor Technology, Berlin (1973). 
3. K. J. Bathe, E. L. Wilson and R. H. (ding, 'NONSAP-A structural analysis program for static and dynamic 
response of nonlinear systems', SESM Report No. 74-3, Dept. of Civ. Engng, Univ. of California, Berkeley (1974). 
4. K. J. Bathe. H. Ozdemir and E. L. Wilson, 'Static and dynamic geometric and material nonlinear analysis', SESM 
Report No. 74-4, Dept. Civ. Engng, U niv. of California, Berkeley (1974). 
5. K. J. Bathe and E. L. Wilson, 'Stability and accuracy analysis of direct integration methods'. Int. J. Earthq. Engng 
Struct. Dyn .• 1,283-291 (1973). 
6. T. Belytschko and B. J. Hsieh, 'Nonlinear transient analysis of shells and solids of revolution by convected elements', 
AIAA paper No. 73-359, AIAAjASMEjSAE 14th Structures, Struct. Dyn. Materials Con/., Williamsburg, Virginia 
(1973). 
7. G. A. Dupuis, H. D. Hibbitt, S. F. McNamara and P. V. Marcal, 'Nonlinear material and geometric behavior of 
shell structures', Computers Struct., 1,223-239 (1971). 
8. I. Farhoomand. 'Nonlinear dynamic stress analysis of two-dimensional solids', Ph.D. Dissertation, Univ. of Cali-
fornia, Berkeley, 1970. 
9. C. A. Felippa, 'Refined finite element analysis of linear and nonlinear two-dimensional structures', SESM Report 
No. 66-22. Dept. Civ. Engng, Univ. of California. Berkeley (1966). 
10. C. A. Felippa and P. Sharifi, 'Computer implementation of nonlinear finite element analysis', Proc. Symp. ASME, 
Detroit (1973). 
II. Y. C. Fung, Foundations of Solid Mechanics, Prentice-Hall, Englewood Cliffs, N.J., 1965. 
12. A. Gjelsvik and S. R. Bodner, 'The energy criterion and snap buckling of arches', J. Engng Mecl!. Dil'., ASCE, 88, 
87-134 (1962). 
13. E. Haug and G. H. Powell, 'Finite element analysis of nonlinear membrane structures', SESM Report No. 72-7, 
Dept. ofCiv. Engng, Univ. ofCalirornia, Berkeley (1972). 
14. B. J. Hartz and N. D. Nathar, 'Finite element formulation of geometrically nonlinear problems of elasticity', Recent 
Advances in Matrix Methods of Structural Analysis and Design, 1st Japan-U.S. Seminar Matrix Meth. Struct. 
Analysis and Design, U niv. of Alabama Press, 415-440 ( 1971 ). 
15. J. H. Heifitz and C. J. Costantino, 'Dynamic response of nonlinear media at large strains', J. Engng Mecl!. Dh,., 
ASCE,98, 1511-1527 (\972). 
16. H. D. Hibbitt, P. V. Marcal and J. R. Rice, 'Finite element formulation for problems of large strain and large dis-
placements'.lnt. J. Solids Struct. 6, 1069-1086 (1970). 
17. J. T. Holden, 'On the finite deflections of thin beams', Int. J. Solids Struct. 8, 1051-1055 (1972). 
18. J. S. Humphreys, 'On dynamic snap buckling of shallow arches'. AIAA 1. 4, 878-886 (1966). 
19. R. H. (ding, 'Identification of nonlinear materials by finite element methods', SESM Report No. 73-4, Dept. of Civ. 
Engng, Univ. of California, Berkeley (1973) .. 
20. P. S. Jensen, 'Transient analysis of structures by stiffly stable methods', Computers Struet .. 4, ·615-626 (1974). 
21. H. S. Kornishin and F. S. lsanbaeva, Flexible Plates and Panels, (in Russian), Nauka, Moscow, 1968. 
22. P. K. Larsen, 'Large displacement analysis of shells of revolution, including creep, plasticity and viscoelasticity'. 
SESM Report No. 71-22. Dept. of Civ. Engng, Univ. of California, Berkeley (1971). 
23. E. H. Lee, 'Elastic-plastic deformation at finite strains', J. Appl. Mech., Trans. ASM E, 38 (1969). 
24. R. H. Mallet and L. Berke, 'Automated method for the large deflection and instability analysis of 3-dimensional 
truss and frame assemblies', AFFDL-TR-66-102 (1966). 
25. L. E. Malvern, Introduction to the Mechanics of a Continuum Medium. Prentice-Hall, Englewood Cliffs, N.J.. 
1969. 
26. P. V. Marcal, 'The effect of initial displacements on problems of large deflection and stability', Tech. Report ARPA 
E54, Brown University. Division of Engineering (1967). 
27. J. F. Mescall. 'Large deflection of spherical shells under concentrated loads', J. Appl. Meel!. 32. 936-938 (1965). 
28. D. W. Murray and E. L. Wilson, 'Finite element large deflection analysis of plates', 1. Engng Mecl!. Dil'., ASCE, 
94, 143-165 (1965). 
29. S. Nagarajan, 'Nonlinear static and dynamic analysis of shells of revolution under axisymmetric loading', SESM 
Report No. 73-11. Dept. of Civ. Engng, Univ. of California, Berkeley (1973). 
30. J. F. McNamara, 'Incremental stiffness method for finite element analysis of the nonlinear dynamic problem', 
Ph.D. Thesis, Dept. of Civ. Engng, Brown University, 1972. 
31. R. E. Nickell, 'Direct integration methods in structural dynamics', J. Engng Meeh. Dil'., ASCE, 99. 303-317 (1973). 
32. J. T. Oden, 'Finite element applications in nonlinear structural analysis', Proc. Srmp. Application Finite Eletnelll 
Meth. Cif'. Engng, Nashville, Tenn. (\969). 
33. J. T. Oden, Finite Elements of Nonlinear Continua, McGraw-Hili, New York, 1972. 
34. H. Schreyer and E. Masur. 'Buckling of shallow arches', J. Engng Mc(k Dil' .. ASCE. 92, 1-19 (1966). 











386 K.-J. BATHE, E. RAMM AND E. L. WILSON 
36. P. Sharifi and D. N. Yates, 'Nonlinear thermo-elastic-plastic and creep analysis by the finite element method', 
AIAA Paper No. 73-358, AIAA/ASMEISAE 14th Structures. Struct. Dyn. Materials Con/., Williamsburg, Virginia 
(1973). 
37. J. A. Stricklin, 'Geometrically nonlinear static and dynamic analysis of shells of revolution', High Speed Computing 
Elastic Struct., Proc. Symp.IUTAM, Univ. of Liege, 383-411. 
38. J. A. Stricklin, W. A. Von Riesemann, J. R. Tillerson and W. E. Haisler, 'Static geometric and material nonlinear 
analysis', Advances ill Computational Methods in Computational Methods in Structural Mechanics and Design, 
2nd U.S.-Japan Seminar Matrix Meth. Struc!. Analysis and Design, Univ. of Alabama Press, 301-324 (1972). 
39. S. Yaghmai, 'Incremental analysis of large deformations in mechanics of solids with applications to axisymmetric 
shells of revolution', SESM Report No. 69-17, Dept. of Civ. Eagng, Univ. of California. Berkeley (1968). 
40. S. Yaghmai and E. P. Popov, 'Incremental analysis oflarge deflections of shells of revolution', Int. J. Solids Struct. 7, 
. 1375-1393 (1971). 
41. Y. Yamada, 'Incremental formulation for problems with geometric and material nonlinearities', Advances in 
Computational Methods in Structural Mechanics and Design, 2nd U.S.-Japan Seminar Matrix Meth. Struct. Analysis 
Design, Univ. of Alabama Press, 325-355 (1972). 
42. C. H. Yeh, 'Large deflection dynamic analysis of thin shells using the finite element method', SESM Report No. 
70-78, Dept. of Civ. Engng, Univ. of California (1970). 










INTERNATIONAL JOURNAL FOR NUMERICAL METHODS IN ENGINEERING. VOL. 14.961-986 (1979) 
LARGE DISPLACEMENT ANAL YSIS OF 
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SUMMARY 
An updated Lagrangian and a total Lagrangian formulation of a three-dimensional beam element are 
presented for large displacement and large rotation analysis. It is shown that the two formulations yield 
identical element stiffness matrices and nodal point force vectors, and that the updated Lagrangian 
formulation is computationally more effective. This formulation has been implemented and the results of 
some sample analyses are given. 
INTRODUCTION 
The possibility of practical static and dynamic nonlinear analysis of structures has during recent 
years progressed substantially, due to the effective use of digital computers operating on finite 
element representations of the structures. To enable general nonlinear analysis the develop-
ment of versatile geometric and material nonlinear finite elements is in much need, and among 
these elements the use of an effective three-dimensional beam element is very important. 
Since the first applications of computers to nonlinear analysis of structures, various nonlinear 
beam elements have been presented. 1-11 The large number of publications on nonlinear analysis 
of beam structures is, at least partially, due to the fact that various kinematic nonlinear 
formulations can be employed, and that at this time it is not clear which formulation is most 
effective. The difficulty of obtaining effective solutions is particularly pronounced in the analysis 
of three-dimensional beam structures. Namely, considering a beam element it is noted that a 
general three-dimensional nonlinear beam formulation is not a simple extension of a two-
dimensional formulation, because in three-dimensional analysis large rotations have to be 
accounted for that are not vector quantities. 
In the development of a geometrically nonlinear beam element, basically an updated 
Lagrangian or a total Lagrangian formulation can be employed. 12.13 These formulations must be 
implemented using appropriate displacement interpolation functions. Considering the choice of 
these functions it is recognized that for a beam of constant cross-section in small displacement 
analysis the Hermitian functions should be employed to interpolate the transverse bending 
displacements, and linear interpolation must be used to interpolate the torsional and longi-
tudinal displacements. Therefore, in the search for a beam element that can undergo large 
rotations (with small strains), it is natural to employ the same functions but referred to the beam 
convected co-ordinate axes. In this way the usual beam kinematic assumptions are used referred 
to the current beam geometry. 
t Associate Professor of Mechanical Engineering. 
:j: Research Assistant. 
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962 K. J. BATHE AND S. BOLOURCHI 
Considering the formulation of a large displacement beam element, once specific beam 
assumptions have been made and the interpolation functions have been selected, basically the 
same element stiffness matrices and nodal point force vectors should be calculated using anyone 
formulation. Therefore, the response predicted using different formulations must be the same, if 
the same number of beam elements are employed to model a structure. Indeed, the choice for a 
total Lagrangian or an updated Lagrangian formulation should be decided only by the relative 
numerical effectiveness of the formulations. However, considering large displacement beam 
formulations using the Hermitian interpolations to describe bending deformations and linear 
interpolations to specify axial and torsional displacements, a moving co-ordinate formulation 
appears quite natural. Namely, in a total Lagrangian formulation for large rotation analysis, the 
fact that the different displacement components are interpolated using different order poly-
nomials establishes an interpolation directionality that requires special attention. 
In another approach to formulate a beam element that includes large rotation effects, the 
transverse displacements, axial displacements and the rotations are interpolated independently. 
If the same interpolation functions are employed for all these kinematic variables, the problem 
of interpolation directionality under large rotations does not arise in the total Lagrangian 
formulation. 14 However, tQ obtain the same accuracy as with the beam elements based on 
Hermitian functions, in this element formulation about twice as many degrees of freedom are 
needed. It can be concluded that, for straight beams, it is more efficient to employ the 
conventional beam interpolation functions, but to formulate more general and curved beam 
elements the independent interpolation of displacements and rotations is effective. 
The objective in this paper is to present two consistent large rotation nonlinear three-
dimensional beam formulations: an updated Lagrangian (U.L.) and a total Lagrangian (T.L.) 
formulation. The formulations are derived from the continuum mechanics based Lagrangian 
incremental equilibrium equations. 12 The beam elements are assumed to be straight, and the 
conventional beam displacement functions are employed to express the displacements of the 
elements in convected co-ordinates. In the paper the two formulations are evaluated, and it is 
shown that the governing incremental equilibrium equations of the beam elements are identical 
but that the updated Lagrangian-based element is computationally more effective. This element 
is a very efficient three-dimensional nonlinear beam element. The element has been implemen-
ted for use in elastic, elastic-plastic, static and dynamic analysis and in the paper a few 
demonstrative sample solutions are presented. 
INCREMENTAL T.L. AND U.L. CONTINUUM MECHANICS FORMULATIONS 
The beam element formulations are based on the general incremental T.L. and U.L. continuum 
mechanics equations,12 which are briefly summarized below. 
Consider the motion of a body in a fixed Cartesian co-ordinate system, as shown in Figure 1. 
Assume that the solutions measured in the co-ordinate system corresponding to all time points 
0, tlt, 2tlt, ... , t are known. It is required to solve for the unknown static and kinematic variables 
in the configuration at time t + tlt. In static analysis and implicit time integration the equilibrium 
of the body at time t + tlt is expressed and used to solve for the static and kinematic variables 
corresponding to time t + tlt. On the other hand, in explicit time integration, the equilibrium at 
time t is employed to solve for the displacements at time t + tlt. 12•15 
Total Lagrangian (T.L.) formulation 
In the total Lagrangian formulation all static and kinematic variables are referred to the initial 
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CONFIGURATION 
AT TIME 0 
CONFIGURATION 
AT TIME t+t.t 
CONFIGURATION 
AT TIME t 
Figure 1. Motion of body in Cartesian co-ordinate system 
virtual displacements gives 
f '+A.'S·· ~.+A. •. od - .+A.triZl o 1/ 0 oE 1/ V - ;n Oy 
963 
(1) 
where '+A. tSi2 is the total external virtual work expression due to the surface tractions with 
components t+A.~tk' and body forces with components t+A.~A, 
.+4triZl - J t+4tt ~ °d + f 0 t+A.tl ~ °d 
;n - 0 kOUk a P O/kOUk V 
0A 0v 
(2) 
In equations (1) and (2), 8Uk is a (virtual) variation in the current displacement components 
'+A.tUk , 8t+~:Eii is a (virtual) variation in the Cartesian components of the Green-Lagrange strain 
tensor in the configuration at time t + !1t referred to the initial configuration, and t+4~Sij are the 
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measured in the configuration at time 0: 
I+~I 1('+~' I+~I I+~I I+~I ) 
OEii = 1: OUi,i + OUi,i + OUk,i OUk,i (3) 
o 
I+~I S P 0 1+.11 0 
o ij = t+AI I+~I Xi,k Tk"+~' Xi,' 
P 
(4) 
where ,"'~?Xi,j = aOxJa'+~IXj and the t+~ITk' are the components of the Cauchy stress tensor at time 
t + tl.t, 
In dynamic analysis the body force components in equation (2) include the mass inertia 
effects. 12 
Since the stresses 1+~~Sij and strains 1+~~Eij are unknown, for solution the following incremen-
tal decompositions are used: 
I+~IS 'S S 
o ij = 0 ij + 0 ij (5) 
(6) 
where ~Sii and ~Eij are the known 2nd Piola-Kirchhoff stresses and Green-Lagrange strains in 
the configuration at time t. It follows from equation (6) that 8'+~~Eij = 80Eij. The strain increment 






Finally, the constitutive relations with tensor components oC/r. can be used to relate incremental 
2nd Piola-Kirchhoff stresses to incremental Green-Lagrange strains 
(10) 
Using equations (5)-(10), equation (1) can now be transformed to 
(11) 
Equation (11) is nonlinear in the incremental displacements Ui, and can be linearized by using 
the approximations OSi/ = oCijr• oer• and 80Eij = 80eij' We thus obtain 
(12) 
which is a linear equation in the incremental displacements. 
Equation (12) is employed in static analysis or implicit time integration. In explicit time 
integration, equation (1) is used corresponding to time t. 
Updated Lagrangian (U.L.) formulation 
In the U.L. formulation the same incremental stress and strain decompositions as in the T.L. 
formulation are employed, but all variables are referred to the configuration at time t, i.e. the last 
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is in the U.L. formulation 
f tCiirs te,s Steii t dv + f tTij StTlii t dv = 1+~t911_ f 'Tii Steii t dv tv tv tv (13) 
where the tTi; are the Cartesian components of the Cauchy stress tensor at time t; reii and tTlii are 
the Cartesian components of the linear and nonlinear strain increments, respectively, and the 
tCi;rs are the components of the tangent constitutive tensor relating small strain increments to the 
corresponding stress increments. 
U.L. AND T.L. FORMULATIONS OF BEAM ELEMENT 
The general three-dimensional straight beam element is formulated based on the continuum 
mechanics theory summarized above. The element has two nodes with 6 degrees-of-freedom 
per node, and can transmit an axial force, two shear forces, two bending moments and a torque. 
Figure 2 shows a typical beam element. 




Q9 a r2" 
o 0 
• 2 = BEAM ELEMENT END NODES 
:3 = AUXILIARY NODE 
Figure 2. Schematic view of the three-dimensional beam element local co-ordinate axes 
The element is assumed to be straight and of constant cross-section. It is assumed that plane 
sections of the beam element remain plane during deformation, but not necessarily perpendic-
ular to the neutral axis, i.e. a constant shear is allowed. The element can undergo large 
deflections and rotations, but small strains are assumed. Thus, the cross-sectional area and the 
length of the beam element do not change during deformation. 
The principal moment of inertia axes of the beam element define the local co-ordinate system 
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node, 3, are used to define these axes, where it should be noted that in the computations the r-s 
plane is defined by nodes 1,2 and 3. 
Incremental equilibrium equations 
In equations (12) and (13) the incremental equilibrium equations of a body in motion are 
given corresponding to the global co-ordinate system T Xi, T = 0 or t. Considering a typical beam 
element it is more effective to first evaluate the finite element matrices corresponding to the local 
principal axes TXi of the element (see Figure 3), and then transform the resulting matrices to 
correspond to the global Cartesian co-ordinate axes prior to the element assemblage process. 16 
s, 
OJ. t lI. t+lIt)C. 
3' 3' 3 
t + Cot 
LENGTH L 
CONFIGURATION 
AT TIME t+lIt 
L 
L 
t-r, J. 1 
CONFIGURATION 
AT TIME t 
CONFIGURATION 
AT TIME 0 
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The finite element matrices corresponding to the axes T Xi are simply obtained by measuring all 
static and kinematic quantities in this co-ordinate system. These new quantities are denoted by a 
bar placed over them. Thus, using equations (12) and (13) we obtain for a single beam element, 
using the U.L. formulation and considering only static analysis 
(!KL + !KNdu = 1+<1IR - :r 
and using the T.L. formulation and considering only static analysis 
(~KL + ~KNL)u = t+<1tR - ~F 
(14) 
(15) 
where ~KL' :KL are linear strain incremental stiffness matrices; ~KNL' :KNL are nonlinear strain 
(geometric or initial stress) incremental stiffness matrices; 1+<1IR is the vector of externally 
applied element nodal loads at time t + ~t; ~F, :F are vectors of nodal point forces equivalent to 
the element stresses at time t; and u is the vector of incremental nodal displacements. 
In dynamic analysis using implicit time integration the inertia forces corresponding to time 
t + ~t are added to the left-hand sides of equations (14) and (15), whereas in dynamic analysis 
using explicit time integration the stiffness effect is not included, the inertia forces corresponding 
to time t are added to the left-hand sides of equations (14) and (15), and the applied external 
loads correspond to time t. 
The element matrices in equations (14) and (15) are evaluated using the displacement 
interpolation functions of the beam element. Table I summarizes these calculations. The 
following notation is used in Table I with all quantities referred to the co-ordinate systems T Xi, 
T=O or t: 
6BL' :BL = linear strain-displacement transformation matrices 
6BNL' :BNL = nonlinear strain-displacement transformation matrices 
0(:' 1(: = incremental stress-strain material property matrices 
If', Ii = matrix and vector of Cauchy stresses 





Table I. Finite element matrices 
L 'fi; 8,iiii dv 
L 'fii 8rii; dv 
'K- - (J 'B- T 'S- 'B- d)-o NL oU = V 0 NL 0 0 NL V oU 
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It should be noted that the elements of the stress matrices and vectors in the T.L. and the U.L. 
formulations are equal, because small strain conditions are assumed. 
Interpolation functions for incremental displacements 
To describe the motion of the beam elements the incremental displacement field within the 
elements as a function of the incremental nodal point displacement components is required, 
N 
- ~ hi _k 
lUi = i. I k ,U (16) 
k=1 
where the ,h~ are the interpolation functions corresponding to the local axes 'Xi, and the ,uk are 
the nodal point displacement increments measured in the local axes at time t (see Figure 3). 
The interpolation functions in equation (16) are constructed assuming cubic bending dis-
placement variations and a linear variation in the axial and torsional displacements. In order to 
include shear effects, constant shear deformations can be included. Using the usual beam 
incremental nodal displacements (these are shown for time 0 in Figure 2) and leaving the shear 
deformations as independent variables, we obtain the incremental displacement interpolation 
functions given in Table II. In this table the variable N in equation (16) is equal to 12 if no shear 
deformations are included; otherwise N is equal to 14. If shear deformations are included the 
element stiffness matrices and nodal point force vectors are of order 14, and are reduced to order 
12 by static condensation prior to the element assemblage process. 
Strain-displacemeilt transformation matrices in the U.L. formulation 
The kinematic assumptions used in defining the interpolation functions of Table II hold for 
small strains, small rigid body incremental rotations in each solution step, but any size 
translational displacements. These assumptions are appropriate for the updated Lagrangian 
formulation of beams, because the kinematic variables are linearized about the last-known body 
position. 
Using the interpolation functions in Table II, the strain-displacement matrices of the U.L. 
formulation can directly be evaluated. Table III(B) summarizes the calculation of the matrices 
:BL and :BNL that are required to evaluate the tangent stiffness matrix and nodal point force 
vector of an element corresponding to co-ordinate axes 'Xi (i = 1, 2, 3). The element matrices 
have to be transformed to the global co-ordinate system prior to their assemblage into a system 
of beam elements. 
Strain-displacement transformation matrices in the T.L. formulation 
In the discussion of the total Lagrangian formulation and the comparative study of the total 
and updated Lagrangian formulations we do not include, for clarity, the effect of shear 
deformations. Referring to the definitions in Figures 2 and 3, the displacement increments 
within the element at time t measured in the local axes at time 0 are related to the nodal point 
displacement increments of the element in its local axes using 
12 
- ~ hi -k 
OUi = i. 0 k oU (17) 
k=1 
where the oUk are the element nodal point displacement increments at time t, but measured in 
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Table II. Beam interpolation functions 
We define: 
( ,)1 ( ,)3 '( ,)1 (,)3 1/14=1-3 £ +2 £ ; 1/1,=£-2 £ + £ 
(,)2 ( ,)3 '( ,)2 ( ,)3 1/16=3 £ -2 £ ; 1/17=£-3 £ +2 £ 
Inc,emental displacement inte'polation matrix 
, s t , 
1-- 61/11- 61/1] - 0 1/12t -I/I2S L L L L 
0 1/14 0 -( l-i)t 0 I/IsL 0 




0 -I/I3t 1/13S 
, 




0 1/16 -s 
L 
where 
L == length of the beam element 
,hi == vector of interpolation functions in 'i, direction 
r, S, t = beam convected co-ordinate axes (see Figure 3) 
The incremental displacement vector is 






functions corresponding to the convected axes r, s, t and measured in the co-ordinate system 0 Xi 
(j=1,2,3). 
The interpolation functions oh k are obtained using 
3 
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Table III. Matrices used in beam analysis 
A. TOTAL LAGRANGIAN FORMULATION 
1. Incremental strains 
oill = OUI.I + ~UI.I OU1.1 + ~U2.1 OU2.1 + ~U3.1 OU3.1 + t[(OUI.I)2 + (0122.1)2 + (OU3.1)2J 
Oil2 = H[OUI.2 + OU2.IJ + [~U1.1 012 1.2 + ~U2.1 0122.2 + ~U3.1 012 3.2 + ~U1.2 OU1.1 + ~U2.2 OU2.1 + ~U3.2 OU3.IJ} 
+ Koul.1 OUI.2 + OU2.1 OU2,2 + 0143.1 Oa3.2J 
oi13 = H[Oa l.3 + Oa3.IJ + [~U1.1 0121.3 + ~U2.1 0142.3 + ~a3.1 0 143.3 + ~UJ,3 0121.1 + ~a2.3 0122.1 + ~a3.3 oa3.d} 
+Koul.1 014 1.3 + 0142.1 OU2.3 + OU3.1 0143.3) 
where 
_ iloUj 










oU = vector of incremental nodal displacements measured in °Xj (i = 1, 2, 3) co-ordinate system 
u = vector of incremental nodal displacements in global co-ordinate system 
oR = transformation matrix 






(Oht2 + ohi.l) 
(ohb +oh~.d 
ohb.1 J 
(oh b.2 + oh I2.1) 
(oh b.3 + oh ~2.1 ) 
[
(111 oh LI + 121 oh I.I + i31 oh td 
~BLI = (/11 ohL2 + i12 oh 1.1 + i21 Ohr,2 + i22 oh i,1 + 131 oh t2 + i32 ohtl) 
(/11 ohL3 +i13 ohLI +121 ohi,3 +i230hI.1 + i31 oht3 +/33 ohtt> 
(111 ohl.l + /21 ohL + 131 ohtd ... 
(111 ohi,2 + 112 ohb + /21 ohi.2 + 122 ohi.1 + 131 oht2 + 132 ohtd ... 
(/11 ohb + 113 ohb + 121 oh~.3 + In ohi.1 + 131 oht3 + 133 ohtl)' .. 
. . . (111 oh :2.1 + 121 oh hI + 131 oh i2.1 ) J 
... (/11 Oh:2.2 +/12 oh:2.1 + i21 ohI2.2 +/22 ohI2.1 +131 ohi2.2 +/32 Oh~2.d 
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Table III-continued 
where 





































4. 2nd Piola-Kirchhoff stress matrix and vector 
o 
o 
where h is a 3 x 3 identity matrix. 
1. Incremental strains 
where 
B. UPDATED LAGRANGIAN FORMULATION 
,E12 = ![,a l •Z + ,az.l ] + ![,a1.l ,al.Z + ,a3 •1 ,a3•Z] 
,E 13 = ![,a 1.3 + ,a 3.1] + ![,a 1.1 ,a 1.3 + ,a 2.l ,a 2.3] 
_ a,ai 
,Ui.; = -a'-; 'x; (j = 1, 2, 3) == r, s, t 
X; 
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Table III-continued 
where 
,a = vector of incremental nodal displacements measured in the 'ii U = 1, 2, 3) co-ordinate system 
u = vector of incremental nodal displacements in the global co-ordinate system 
'R = transformation matrix between the local co-ordinate system at time t and the global co-ordinate 
system 
where 
. aM L' _ 
rt'/c,j - ~,_ 
oXj 
,hb .Id.I' . . ,h}...1 J 
(,hi,z+,hL) (,hb+,M.d ... (,h}...z+,h~.d 
(,hi.3 +rhtd (,ht3 +M.d '" (,h~.3 +,h~.d 
N = 12 if shear effects are neglected 
N = 14 if shear effects are included 












0 0 ,-'Tl! 
'i= 
,. 





1'13 0 0 





























where 'Rim is the element (i, m) of the matrix 'R, which transforms displacements measured in 
the co-ordinate system 'Xi (i = 1, 2, 3) to displacements measured in the system °Xi (i = 1,2,3) as 
defined in equation (22). 
A typical derivative required in the calculation of the strain-displacement transformation 
matrix is (oou;jaOXj) = I.!: 1 (aoh~/aOXj)ouk. To evaluate these derivatives it should be noted that 
the axes °Xj (j = 1, 2, 3) correspond to the convected co-ordinates axes r, 5, t at time 0 (i.e. 
°Xl=r; °X2=S; °X3=t). Using Eq. (18) we have 
". 12 3 12 " h on 
"OOU.i = '" '" "" - ur n , - .k 
L... L... L... Rim 0::- R"k oU o Xj k;1 m;1 n;1 a Xj 
(19) 
Therefore, double transformations are needed for the strain calculations in the T.L. formula-. 
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In order to evaluate the strain increments it is also necessary to calculate the derivatives of the 
total displacements. The kinematics of the rigid body rotations of the beam give 
I _ I - ( i = 1, 2, 3) 
oU" = R .. -5 .. I., _" I, j=1,2,3 (20) 
where the 'ij.ii are the direction cosines of the 'ii axes with respect to the 0 ii axes, as defined in 
equation (23), and 5ii is the Kronecker delta. 
Transformation between cu"ent and original beam co-ordinate axes 
In the V.L. and T.L. formulations a transformation matrix 'i{ that relates displacements 
measured in the current configuration to displacements measured in the original configuration is 
needed. 
The 'i{ transformation matrix is evaluated using Euler angles which define the rotations 
of the beam. These angles are shown in Figures 4(a) and 4(b). To arrive at the information given 
in this illustration it is required first to evaluate the relative translational displacements of nodes 
'a ROTATION OF COORDINATE 
(OXI ' °X2 ,OX3) TO 
'{3 ROTATION OF COORDINATE 
- 0- -
(IJ1' X2" I TO 
AXES ABOUT 0)(2 AXIS 
(IJ1 , o~ , T I 
AXES ABOUT tAXIS 
(7,5, II 
PLANE PI IS PERPENDICULAR TO PLANE P2 
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0-
X2 
'y = ROTATION OF COORDINATE AXES ABOUT r AXIS 
(r, 5, t) TO ('XI' 'X 2 • 'X 2 ) 
PLANE P3 IS PERPENDICULAR TO r AX IS 
Figure 4(b). Rotation of beam element co-ordinate axes in large displacement analysis (final step). 
1 and 2 measured in the beam original co-ordinate system. Denoting for clarity nodes 1 and 2 as 
nodes I and J, these relative displacements are evaluated as 
I _i _ oR (I ;+6 I;) 
OUJI - i; U - U ( 
i = 1,2,3 ) 
sum on j = 1, 2, 3 
(21) 
where the IU k are the element nodal point displacements measured in the global co-ordinate 
system, and the ° Rij are components of the matrix oR that transforms the global nodal point 
displacements to the element local axes at time o. 
The components of the matrix Ii. are then constructed from the direction cosines of the axes 
IXi (i = 1, 2, 3) with respect to the axes ox; (j = 1, 2, 3). We have 
Ii. = ['ij. 'ij. 'ij. ~l 
o I~ 
(22) 
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In equation (23) '({d is the transformation matrix due to the relative translational displacements 
of nodes I and I, and ,~a is the transformation matrix that takes into account the axial rotation 
of the beam. 
The components of the matrix 'j d are the direction cosines of the axes ;, s, ; with respect to 0 Xi 
(i = 1, 2, 3). These components are 
'" 
[
cos('a)cos t'/3) sin ('/3) 
'tJd = -cos ('a) sin ('/3) cos ('/3) 
-sin ('a) 0 
sin ('a) cos ('/3)J 
-sin ('a) sin ('/3) 
cos ('a) 
where the angle 'a represents the rotation about the (negative) °X2 axis 
0L+' -I 
(' ) OUII cos a =-=--
III 
and 0 L is the original length of the beam, 
III = {(oL + ~a}I)2 + (ba~I)2}1/2 
The angle '/3 represents the rotation about the positive; direction; 
where 
, _2 







The components of the 'ja matrix, which are the direction cosines between 'ii (i = 1, 2, 3) and 
the;' S, r axes are computed using 
o 0] 
cos (y) sin ('I') 
-sin ('I') cos ('I') 
(29) 
where II' is the rigid body rotation of the beam about th~ ;-axis in the configuration at time t. This 
angle is calculated using 
I{ _4+ _IO} I'=2,U ,U 
_!{'R-d ( _4+ -IQ..+'R-d ( _5+ -ll)+'R-d ( _6+ -12)} - 2 _ II oU oU) _ 12 oU oU _ 13 oU oU (30) 
and then 
I '-~I + 
1'= I' I' (31) 
Substituting the relations in equations (23)-(31) into equation (22) we obtain the transformation 
matrix between the beam local axes at times t and o. 
Calculation of beam element stresses 
In the development of the incremental V.L. and T.L. equilibrium equations corresponding to 
time t, we assumed that the stress components corresponding to the configuration at time tare 
known (see Table I). The solution of the incremental equations (14) and (15) will then yield 
nodal point displacement increments, from which the corresponding stress increments must be 
calculated. These stress increments are added to the stress components at time t to obtain the 
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To evaluate the stress increments accurately it is realized that the tangent approximation in the 
strain-displacement relation for the normal strain, as employed in the :BL and ~BL matrices, 
does not yield an increment in normal strain if the element deflects transversely without 
oending.However, for large displacement analysis, the corresponding extension of the element 
is taken into account in the incremental strains using in the U.L. formulation 
(32) 
where the :BL,j are the components of the linear strain-displacement matrix given in Table III(B) 
and 8ii is the Kronecker delta; also 
Using the T.L. formulation the corresponding calculations are 
12 
- "'ii -i ('- '-A'-)~ Oeli = £.. QLlL;j oU + ell - ell Uli (33) 
i-I 
where the constraints 
-1 ('R- -2 'R- -3)/'R-oU = 12 oU + 13 oU 11; (34) 
should be imposed to evaluate the appropriate normal strains. 
With the incremental strains known, the corresponding stress increments can be calculated as 
usual. 15 In general large displacement and elastic-plastic analysis, the stiffness matrices and 
nodal point force vectors must be evaluated using numerical integration. Also, to improve the 
solution accuracy it may be necessary to employ equilibrium iterations in the incremental 
solution. The iterative equations are directly obtained from equations (14) and (15) in the usual 
manner.12 
COMPARISON OF T.L. AND U.L. FORMULATIONS 
In the T.L. formulation the reference co-ordinate system used is given by the element principal 
axes of inertia in the configuration at time 0, 0 ii (i = 1, 2, 3). Therefore, the complete stiffness 
matrix (including the linear and nonlinear strain stiffness matrices), the nodal point force vector 
and the local displacement increments are referred to this co-ordinate system and must be 





where OR is the transformation matrix that expresses the nodal point displacements measured in 
the beam local co-ordinate system °ii (j = 1, 2, 3) in terms of the global nodal point displace-
ments. 
The reference co-ordinate system used in the U.L. formulation is defined by the principal 
axes of the beam element in the position at time t, i.e. 'ii (i = 1,2,3). Therefore, the local 
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where 'il is the transformation matrix relating the co-ordinate systems 'Xi and °Xi (i = 1, 2, 3), as 
defined in equation (22). 
The principal difference between the V.L. and the T.L. formulations is that in the T.L. 
formulation the transformation on the interpolation functions in equation (18) is carried out to 
refer the displacement interpolations to the original configuration, and the ~jLl matrix is 
included in the calculations_ The transformations on the interpolation functions and the use of 
the ~jLl matrix in the T.L. formulation together are equivalent to the additional transformation 
matrix 'il that is employed in equation (36) in the V.L. formulation. Indeed, as shown in more 
detail in the Appendix, using these formulations the same element stiffness matrices and nodal 
point force vectors are obtained. 
Although the same final element stiffness matrices and nodal point force vectors are 
generated in the two formulations, it is noted that using numerical integration the trans-
formation on the interpolation functions in equation (18) and the evaluation of the ~jL1 matrix is 
carried out at each integration point. Therefore, the V.L. formulation is computationally more 
effective. 
SAMPLE SOLUTIONS 
The updated Lagrangian-based beam element was implemented in the computer program 
ADINA 17 and a number of sample analyses were carried out. We report here the results of some 
of the analyses. In these analyses the beam linear strain stiffness matrices :KL were evaluated in 
closed form, and the nonlinear strain stiffness matrices :KNL and force vectors :F (see Table I) 
were evaluated using Newton-Cotes integration 16. Also, in all analyses beam shear deformations 
were neglected. 
Large deflection analysis of a shallow arch 
The clamped circular arch with a single static load at the apex was analysed for buckling using 
the beam element, as shown in Figure 5. The material of the arch was assumed to be isotropic 
linear elastic. One half of the arch was idealized using 6, 12 and 18 equal beam elements. The 
same arch was also analysed using eight six-node isoparametric elements with 2 x 2 Gauss 
integration. 
This arch was also analysed by Mallet and Berke, who used four 'equilibrium-based' 
elements. \0 Dupuis et al. 11 analysed the same arch using curved beam elements, and used this 
example to demonstrate the convergence of their 'Lagrangian' and 'updated' formulations. 
Figure 5 shows the predicted load-deflection curve of the arch. It is observed that in this 
analysis the use of the beam elements is quite effective. 
Large deflection and rotation analyses of a cantilever beam 
The objective in this analysis was to investigate the performance of the beam element in large 
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R = 133.//4 in 
h : 3116 in 
b : 1.0 in (WIOTH) 
L = 34.0 in 
H = 1.09 in 
(!J = 7.3397· 
A = 0.188 in2 
I = 0.00055 in4 
E = 10. I06 ,b/in 2 
FOR HALF OF ARCH 
18 BEAM ELEMENTS 
NO EQUILI8RIUM ITERATION 
12 BEAM ELEMENTS 
NO EQUILIBRIUM ITERATION 
12 BEAM ELEMENTS 
WITH EQUILIBRIUM ITERATION 
• 6 BEAM ELEMENTS 
NO EQUILIBRIUM ITERATION 
EIGHT 6 NOOE 
ISOPARAMETRIC ELEMENTS 
NO EQUILIBRIUM ITERATION 
OL-______ ~ ______ ~ ________ L_ ______ _L ______ __ 
o 0.1 0.2 0.3 0.4 
VERTICAL DISPLACEMENT AT APEX Wo [in.] 
Figure 5. Large deflection analysis of shallow arch under concentrated load. 
moderate rotation analysis of a clamped cantilever with a concentrated end load was carried out 
as shown in Figure 6. The second problem was the large displacement and large rotation analysis 
of a cantilever beam subjected to a concentrated end moment (Figure 7). 
In the cantilever analysis SUbjected to the concentrated tip load, the objective was to 
demonstrate the effects of the aspect ratio of an element on its performance in the geometric 
nonlinear range. Figure 6 shows the response predicted by ADINA using four different models 
and an analytical solution.9 It is noted .that the cantilever models using beam elements and 
two-dimensional isoparametric elements (2 x 2 Gauss integration), with an aspect ratio of 2, 
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1.0 2.0 3.0 4.0 
PL2 
LOAD PARAMETER k = --
EI 
Figure 6. Large deflection analysis of a cantilever subjected to a concentrated load. 
979 
beam element does not change with its aspect ratio. However, as is well known, the predicted 
response using two-dimensional isoparametric elements deviates from the analytical solution 
with increasing element aspect ratios. 
Figure 7 shows the results obtained in the analysis of the cantilever sUbjected to an end 
moment. The cantilever was modelled using 5 and 20 beam elements. The figure shows that 
the predicted response compares well with the analytical solution up to 90 degrees rotation. 18 It 
is also seen that as the number of elements increases the numerically predicted response 
improves. This increase in accuracy is due to the fact that the geometry of the deformed 





























- "":-' ANALYTICAL SOLUTION 
L= 100 IN. 
r = 0.01042 IN.4 




ADINA, 90 STEPS, NO EQUILI8RIUM ITERATION 
- 208EAM ELEMENTS 
o • 4 5 8EAM ELEMENTS 
0.0 ~"'-;;"""-'--__ ..L-__ -'-__ --'-__ 
0.0 0.1 0.2 0.3 0.4 
ML 
MOMENT PARAMETER .,., = 2lrE I 
Figure 7. Moment-deftection curve. 
Large displacement three-dimensional analysis of a 45-degree bend 
The large displacement response of a cantilever 45-degree bend subjected tQ a concentrated 
end load, as shown in Figure 8, was calculated. The bend has an average radius of 100 in, 
cross-sectional area 1 in2 and lies in the X-Y plane. The concentrated tip load is applied into the 
Z -direction. 
The bend was idealized using 8 equal straight beam elements and 16 sixteen-node three-
dimensional solid elements. For the beam elements the Newton-Cotes formula of order 
3 x 3 x 3 was used and, for the iso'parametric elements, Gauss integration of order 2 x 2 x 2 was 
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NODE LAY-OUT FOR ONE OF THE 
SIXTEEN EQUAL SOLID ELEMENTS 
~.,~--------------.. Y 






R = 100" 




BE A M 
CROSS - SECTION 
Figure 8. Finite element modelling of a 45·degree circular bend. 
981 
Figure 9 shows the tip deflection predicted by AD IN A using the two finite element models. To 
the accuracy that can be shown in the illustration, the same response is predicted using the beam 
element idealization and the isoparametric element discretization. The deflected shapes of the 
bend at various load levels are shown in Figure 10. 
CONCLUSIONS 
To develop capabilities for large displacement and large rotation analysis of beam structures, an 
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{LARGE DISPLACEMENT RESPONSE 
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2.0 3.0 4.0 5.0 
PR 2 




Figure 9. Three-dimensional large deflection analysis of a 45-degree circular bend. 
have been presented. The incremental displacement fields within the straight two-noded beam 
element are defined using the usual beam displacement functions. It has been shown that the two 
formulations yield identical element stiffness matrices and nodal point force vectors, and that 
the updated Lagrangian formulation is computationally more effective. This formulation can be 
used efficiently for the general nonlinear analysis of beam structures. 
ACKNOWLEDGEMENT 
The work reported in this paper has been supported financially by the ADINA users group. We 















A (15.9,47.2, 5 3.4 ) 





- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - ..!/ 
30. - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
x 
Figure 10. Deformed con'tigurations of a 45·degree circular bend. 
APPENDIX: DETAILED COMPARISON OF BEAM T.L. AND U.L. 
FORMULATIONS 
In the text we showed that the U.L. formulation is more effective than the T.L. formulation for 
beam analysis. The objective in this appendix is to compare the T.L. and U.L. formulations 
presented in detail. Assume that the beam is deformed to the configuration at time t, as shown in 
Figure 3. It is shown in this appendix that all element matrices are identical in both formulations. 
Linear strain stiffness matrices 
Consider first the T.L. formulation. The initial displacement effect is taken into account using 
equation (20). Thus we have corresponding to Table III(A) 
(i.:l,2,3) J - 1,2,3 (37) 
The' 8i; are the direction cosines of the 'Xi axes with respect to the ox; axes defined in equation 
(23), and Oi; is the Kronecker delta. Using equation (37) the ~BLl matrix defined in Table III(A) 
is 
,- 1 ,- 2 ,- 3 ] (811 -1) oh.1 + 821 oh.1 + 831 oh.1 
,- ,- 1 ,- 1 ,- 2 ,- 2 ,- 3 ,- 3 
OBLl = [( 1].11 -1) Oh.2 + 1].12 oh,1 + 1].21 oh.2 + (1].22 -1) oh,1 + 1].31 oh.2 + 1].32 oh.1 (38) 
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where (not considering shear deformations) 
ob:j == [ohL oh~.j . .. Oh~2.j] (39) 
Adding the ~BL1 matrix of equation (38) to the matrix ~BLO defined in Table III(A) yields the 
linear strain-displacement matrix, 




o 0 ][OH.1] o .0 oH.2 
'821 '8,31 oH,3 
(40) 
where we define 
(1'=0, t) (41) 
The derivatives of the interpolation functions oh ~ defined in equation (18) are 
3 12 
h i '" '" 'R- h m 'R-o k.i = I.J I.J • im t n.i nk 
m=1 n=1 
e: 1,2, 3) 
J-1,2,3 
(42) 
where the incremental interpolation functions ,h,1t are defined in Table III. Equations (42) may 
be rewritten in matrix form 
[
OH'l] ['ij. 0 0] [,H.l] 
UH.2 = ·0 . 'ij.,! ,H,2'ii 
OH.3 0 0 , ,H.3 
(43) 
where Ii and I~ are defined in equations (22) and (23), respectively. Substituting equations (43) 
into equation (40) and simplifying gives, 
[ 
th\ ] ,- 2 1,-
oBL = (th.! + th.2) R 
(,b~l + tb.~) 
(44) 
In the u.L. formulation the geometric linear strain-displacement matrix is given in Table 
III(B) 
(45) 
Comparing equations (44) and (45) yields 
(46) 
Substituting the above relation into Table I to evaluate the linear strain stiffness matrices in both 
formulations, and comparing, we obtain 
(47) 
Therefore the two formulations lead to identical linear-strain stiffness matrices corresponding 
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Nodal point force vectors 
The components of the Cauchy stress tensor referred to the 'Xi axes are numerically equal to 
the components of the 2nd Piola-Kirchhoff stress tensor referred to the °Xi axes, i.e. the stress 
vectors 'i and ~S [as defined in Table III) are equal. It follows (rom equation (46), Table I and the 
above fact that the nodal point force vectors corresponding to the global axes are equal in both 
formulations. 
Nonlinear strain stiffness matrices 
The nonlinear strain-displacement matrix in the T.L. formulation is defined in Table III(A): 
[
OH'I] 
~BNL = oH.2 
OH.3 
(48) 
Substituting equation (43) into (48) gives 
[
'tt ,- -
OBNL= : ': 
o O]['H'I] ~ , .2 'i 
8 ,H.3 
(49) 
The geometric nonlinear stiffness matrix is evaluated as defined in Table I, 
~:i:NL = 'iAJ [::::]T[': .; .;]T ~S l v ,H.3 0 0 8 
(50) 
[
'tt 0 0] ['H'I] } o r tt , ~ ,H.2 dv 'i 
o 0 8 ,H.3 
where the 2nd Piola-Kirchhoff stress matrix is given in Table III(A). We also have 
o 'lj ~ ~S .; Ii! ~ =~S (51) [
'ii. 0 O]T ['i 0 0] 
o 0 '8 0 0 '8 
and the ,h~2 and ,h:3 are null vectors. Thus equation (50) can be written as 
, - , - T\ J ,- T ,-, - } , -OKNL = R v ,B NL oS ,BNL dv R (52) 
where the matrix :BNL is defined in Table III(B), and 
:,511 




:,S= JS12 0 o· 0 (53) 
() () ~S12 () 0 , -
uSl3 0 () () 0 0 
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The geometric nonlinear stiffness matrix based on the U.L. formulation is evaluated by using 
the matrices of Table III, 
,- f ,- T ,- ,-,KNL = v,BNL l' ,BNL dv (54) 
Since the stress vectors '-i and ~S are numerically identical for the beam element we have 
(55) 
Therefore the two formulations lead to identical nonlinear strain stiffness matrices correspond-
ing to the global co-ordinate system. 
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Abstract-A displacement-based versatile and effective finite element is presented for linear and geometric 
and material nonlinear analysis of plates and shells. The element is formulated by interpolating the element 
geometry using the mid-surface nodal point coordinates and mid-surface nodal point normals. A total and an 
updated Lagrangian formulation are presented, that allow very large displacements and rotations. In linear 
analysis of plates, the element reduces to well-established plate bending elements based on classical plate 
theory, whereas in linear analysis of shells and geometrically nonlinear analysis of plates and shells by use of 
the element, in essence, a very general shell theory is employed. The element has been implemented as a 
variable-number-nodes element and can also be employed as a fully compatible transition element to model 
shell intersections and shell-solid regions. In the paper various sample solutions are presented that illustrate 
the effectiveness of the element in practical analysis. 
1. INTRODUCTION 
The analysis of plate and shell structures is of 
considerable interest in various areas of structural 
mechanics. It is, therefore, natural that with the 
development of the finite element method a large 
number of different finite elements have been 
formulated for the analysis of plate and shell problems. 
In these developments, basically two approaches have 
been followed: firstly, what may be called a classical 
procedure and, secondly, an approach in which 
displacement/rotation isoparametric elements are 
employed. 
In the first approach a classical concept is mployed, 
in which a plate or shell theory is used as the starting 
point of the finite element formulation. This plate or 
shell theory has been developed from the three-
dimensional field equations by incorporating various 
assumptions appropriate to the structural behavior. 
Using variational formulations based on these theories 
various finite element models have been developed; 
namely, displacement, hybrid, and mixed formulations 
[1-5J. 
In the second approach, isoparametric elements 
with independent rotational and displacement degrees 
of freedom are employed. This procedure was 
originally introduced by Ahmad et al. [6] for the linear 
analysis of moderately thick and thin shells, and has 
recently been applied also to the nonlinear analysis of 
shells by Ramm [7] and Krakeland [8]. 
The basic ideas for the development of the 
displacement/rotation isoparametric elements evolved 
from the difficulties that are encountered when using 
the usual displacement isoparametric elements in the 
analysis of plates and shells. Firstly, computational 
difficulties can result when these isoparametric 
elements are very thin, because the stiffness coefficients 
corresponding to the transverse displacement degrees 
23 
of freedom are considerably larger than those 
corresponding to the longitudinal displacements. 
Secondly, errors are introduced in the analysis because 
erroneous strain energy corresponding to the normal 
stresses in the thickness direction is included. These 
two difficulties are overcome in the approach 
introduced by Ahmad et al., because it is assumed that 
the normal to the shell surface remains straight and 
does not extend, and the normal stresses in the 
direction of the shell thickness are ignored in the 
element formulation. 
The conceptual advantage of the displacement/rota-
tion isoparametric elements is their inherent gen-
erality, which is analogous to the generality of the 
isoparametric elements in the analysis of two- and 
three-dimensional continuum problems. In contrast to 
the classical approach, no specific classical plate or 
shell theory is employed; instead. the geometry and the 
displacement field of the structure are directly 
discretized and interpolated as in the analysis of 
continuum problems. This approach is equivalent to 
using a general shell theory and can be employed 
efficiently for the analysis of general structural 
configurations by using variable-number-nodes ele-
ments [9,1OJ. 
The objective in this paper is to present the 
formulation, implementation and application of a 
general variable-number-nodes rotation/displace-
ment isoparametric element for linear and geometric 
and material nonlinear analysis of plates and shells. 
This element has been developed to be employed in 
much the same way as the variable-number-nodes 
isoparametric continuum elements and can directly be 
connected to these elements. The underlying philo-
sophy of the development was that it is user-effective to 
be able to analyze various types of structures with what 
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analysis and geometric and material nonlinear 
analysis [11,12]. 
The concepts of the formulation of the shell element 
are those used earlier by Ahmad et al. for linear elastic 
analysis, and Ramm and Krakeland for nonlinear 
analysis [6-8]. However, the actual effective usage of 
those concepts depends on the details of the 
formulation and implementation, and the element 
presented in this paper is in a number of important 
aspects, that are discussed in the paper, more general 
and more effective than the shell elements published 
eartier. These aspects include the choice of effective 
rotational degrees offreedom; the use of quacjrilateral 
or triangular, low or high-order elements for geometric 
and/or materially nonlinear analysis;' the use of a 
special transition element to model structural inter-
sections, and the use of the element in the analysis of 
stiffened plates and shells. 
In the paper, we first present the large displacement 
formulation of the variable-number-nodes element. 
Starting from the basic continuum mechanics virtual 
work theorem an updated Lagrangian (U. L.) and a 
total Lagrangian (T. L.) formulation are presented, 
that allow very large displacements and rotations, and 
materially nonlinear conditions. Considering linear 
analysis we point out that the simplest elements (the 
three-node triangular and four node-quadrilateral 
plate elements) of the variable-number-nodes element 
are the elements considered by Hughes et al. using the 
Mindlin plate theory [13]. 
Next we describe some important aspects pertaining 
to the formulation, implementation and usage of the 
element. In the practical analysis of shell structures it is 
important that a shell element can be employed to 
model arbitrary and complex geometries with variable 
shell thickness, cut-outs, discrete reinforcing and 
eccentric stiffeners and branches and intersections. In 
the paper we show how the element can be employed 
to model such analysis complexities using special 
transition elements and compatible three-dimensional 
bending elements. Also, it is pointed out that using 
higher-order shell elements no reduced integration 
need be employed. 
Finally, we present in the paper the results of a 
number of sample analyses that demonstrate the 
versatility and effectiveness of the element. First, 
solutions are presented to some simple problems 
merely to demonstrate some important features of the 
element: its high accuracy without reduced integration 
and its use in the analysis of stiffened shells and shell 
intersections are illustrated, and the results of a 
convergence study using various nodal point config-
urations are given. In this convergence study the shell 
element was used as a parabolic and cubic, 
quadrilateral and triangular element. Next, the 
solution results of some highly nonlinear problems are 
given and discussed, and based on the experiences with 
the element it is concluded that the shell element 
presented in this paper is highly effective and versatile 
for the practical analysis of general shell structures. 
2. FORMULATIONS OF THE SHELL ELEMENT 
Consider the large displacement motion ofa general 
body as a function of time and assume that the 
solutions for the static and kinematic variables are 
known for the discrete time points, 0, M, 2 M, ... , t. The 
basic aim of the analysis is to establish an equation of 
virtual work from which the unknown static and 
kinematic variables in the configuration at time t + !1t 
can be solved. Since the displacement-based finite 
element procedure shall be employed for numerical 
solution, we use the principle of virtual displacements 
to express the equilibrium of the body. 
In order to solve for the static and kinematic 
variables of the body at time t + !1t, in essence, two 
different formulations can be employed [14]. In the 
total Lagrangian (T. L.) formulation all static and 
kinematic variables are referred to the initial 
configuration at time O. The updated Lagrangian 
(U. L.) formulation is based on the same procedures 
that are used in the T. L. formulation, but in the 
solution all static and kinematic variables are referred 
to the last calculated configuration at time t. Various 
applications of both formulations in the analysis of 
continuum problems are presented in [14,15], where it 
was shown, in particular, that both the T. L. and U. L. 
formulations include all nonlinear effects due to large 
displacements, large strains and material non-
linearities. The only advantage of using one formula-
tion rather than the other is that it may yield a more 
effective numerical solution. 
In the following sections, we develop the governing 
equations for the geometric and material nonlinear 
analysis of shell structures. In the discussion, we 
develop first the matrix expressions that describe the 
nonlinear kinematic behavior of the shell element, and 
we discuss afterwards' briefly the use of appropriate 
constitutive relations. 
2.1 Updated Lagrangian formulation 
In the U. L. formulation the virtual work principle 
expressing the equilibrium and compatibility require-
ments of the body at time t + M is [14) 
ft+lJ.ts .. bt+lJ.te .. tdv = t+lJ.tBl (I) r lJ t lJ 
tv 
where the t + lJ.:Sij and the t + lJ.:eij are the components of 
the 2nd Piola-Kirchhoff stress tensor and Green-
Lagrange strain tensor (both referred to the configura-
tion at time t), respectively; t+lJ.tJi is the external 
virtual work due to surface tractions and body forces, 
and b means "variation in". 
Equation (1) represents a nonlinear equation in the 
unknown static and kinematic variables of the body at 
time t + !1t. Using our usual notation, Table 1 
summarizes the linearization and solution of eqn (I) 
by the modified Newton-Raphson iteration. 
Geometry and displacement interpolations 
The updated Lagrangian formulation in Table 1 was 
used in [14,15] to obtain finite element solution 
schemes for solid continua using isoparametric 
elements with displacement degrees of freedom only. 
In our derivation of an effective shell element we follow 
the work presented earlier, but use displacement and 
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Table I. Updated Lagrangian formulation 
J. Equation oj Motion 
f' + &'S .. D' + &'E .. 'dv = ,+ &'iJt t IJ I I) 
'v 
where 
r +.:ll tp t t + lit 
,Sjj = ~t+4tXi.s tsrt+&:XJ,r 
p 
2. Incremental decompositions 
a. stresses 
b. strains 
3. Equation oj motion with incremental decompositions 
Noting that ,Sij = ,Cij",E" the equation of motion is 
f,Cij",E"D,Eij'dv + f'TijD,'1ij'dv = '+&'iJt - f'TijD,eij'dV 
tv tv ty 
4. Lineari=ation oj equation oj motion 
Using the approximations ,Sij = ,Cij",e,.. D,Eij = D,eij 
we obtain as approximate equation of motion 
'v 'v 'v 
5. Equilibrium iteration (modified Newton-Raphson iteration) 
Notation 
f e l'1e Dl'1e 'dv+ fIT 11'1 .. 'dv-'+~'~- f ,+MT(i-I)D (i-I) I+"'dL,li-l) f ijr.~ r r." t ij Ji ( ,', ij - . ij t + att:' ij 
tv IV t+ 4I y ti- 1) 
6. Finite element discreti:ation (for a single element) 
{f:SLC :SI.'dv+ f:SVT :S,I.'dV}I'1U1il ='U'R - f ::~:S~-w,u,iIi-)t+&'dvli-l) 
tv tv t+illy(i-l) 
t 1"" .lIU(i) = f + Aluli - I) + SUli) 
2. the geometry of the variable-number-nodes shell 
element at time "I" is interpolated using 
where 
'Xi = Cartesian coordinate of any point in the 
elemen tat time I; 
hdr. s) = isoparametric interpolation functions; 
'X~ = Cartesian coordinate of nodal point kat 
time t; 
(2) 
Uk = thickness of plate (in t direction) at nodal 
point k; 
To obtain an expression for II" we use 






I V~'i = component i of unit normal vector, 'V~, to 
the surface of the plate at nodal point k and time t. 
Also. in egn (2). the isoparametric element 
coordinates are r. sand t and N is the number of nodes 
of the element. 
For the finite element solution we express the 
components V~i in terms of rotations. To do so we use 
the vector 'V~ corresponding to the configuration at 
time 1 which is known. The vector 'V~ does not pertain 
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Fig. I. Variable-number-nodes shell element. 
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prior to the incremental analysis. Thus, all shell 
elements meeting at the nodal point k of a shell surface 
have the same vector as mid-surface normal as 
illustrated in Fig. 3. 
When defining the normal at a nodal point it may be 
that the assumption of a single normal is inappropriate 
at the intersection of shell surfaces. These intersections 
can be modeled using a different nodal point (with the 
same coordinates) corresponding to each shell surface 
and constraint equations to couple the nodal degrees 
of freedom [11], or, more effectively, using transition 
elements (see Section 3.4). 
To express the components V~i in terms of rotation 
angles, we first define two unit vectors 'V~ and 'V~ that 
are orthogonal to tv~ (see Fig. 4), 
(6) 
where we set 'v~ equal to X3 if'V~ is parallel to X2, and 
'V~ = 'V~ x'V1. (7) 
Let rxk and pk be the rotations of the normal vector 
about the vectors 'V1 and 'V~ from the configuration 
at time no the configuration at time t + tlt, then we 
have approximately (for small incremental angles ~ 
and Pk) 
V~ = -'V~~ + 'V1'. (8) 
Substituting from eqn (8) into eqn (4) we thus obtain 
the incremental internal element displacements in 
terms of the nodal point incremental displacements 
and rotations 
N N 
Ui= L hkU~+~ L akhk[-V~irxk+'vtpk].(9) 
k=l 2k =1 
The finite element solution will yield the nodal point 
variables u~, cI and pk, which can then be employed to 
evaluate accurately' + AtV~, 
,+ &'V~ = 'V~ + f -'V~ d~ + 'V1 dPk. (10) 
%k,pk 
If rxk and pk are small, the integration in eqn (10) can 
be carried out to sufficient accuracy using the Euler 
method [9J, 
,+&'V~ ='V~-'V~~+'V1' (11) 
which corresponds to the assumption employed in eqn 
(8). 
Calculation of element matrices 
Considering a single shell element, as summarized in 
Table 1, the linear strain-displacement transfor-
mation matrix,: L, the nonlinear strain-displacement 
matrix, :BNL' the stress matrix, 't, and the stress vector, 
't, are required. 
To evaluate the strain-displacement matrices we 
obtain from eqn (9) 
where we use the notation 
'gt = -tak'V~i 
'g~i = tak'Vt. 
CONFIGURATION 
AT TIME t 
-----\ 
~ S"ELL 
) ) MID-SURFACE 
(12) 
(13) 
CONFIGURATION AT TIME 0 










28 KLAUS-JURGEN BATHE and SAID BOLOURCHI 
Fig. 4. Definition of vectors at nodal point k. 
To obtain the displacement derivatives corres-
ponding to the axes 'Xi' i = 1,2,3, we now employ the 
Jacobian transformation [8, p. 134] 
(14) 
where the Jacobian matrix,'J, contains the derivatives 
of the current coordinates' Xi, i = 1,2,3 of eqn (2) with 
respect to the isoparametric coordinates r, sand t. 
Substituting from eqn (12) into eqn (14) we obtain 
tilli 
(itXl 
" [,he> 'g1i ,G~ '~"G\l n r'lUi I ,hk . 2 'gt ,G~ 'g~i ,G~ cl {"X2 k ~ I 






,hk• i = 'J ill hk., + 'J iii hk• s (16) 
,G~ = t ('J ill h k., + 'J i21 h k•s ) + 'J 8 1 hk 
and 'J ij 1 is the element (i,j) of the matrix 'J - 1 in eqn 
(14). 
With the displacement derivatives defined in eqn 
(15) we can now directly assemble the strain-
displacement matrices ~BI. and ~BNI.. Table 2 gives these 
matrices and defines also the corresponding stress 
matrix 't and stress vector It. 
2.2 Total Lagrangian j(lrmulation 
In the T. L. formulation, the same basic concepts as 
in the U. L. formulation are employed, but the initial 
configuration at time 0 is used as reference. Thus, the 





,/; .. 0dv ='+6'!!Jl J{ LJ IJ 
°v 
(17) 
where the' + 6JSij and' + 6J/;ij are the components of the 
2nd Piola-Kirchhoff stress tensor and Green-
Lagrange strain tensor, both referred to the initial 
configuration at time O. 
Table 3 summarizes the linearization and solution of 
eqn (17). The main difference to the U. L. formulation 
(see Table 1) is that in the T. L. formulation an initial 
displacement-effect is present in the calculation of the 
linear strain-displacement transformation matrix. 
This initial displacement effect is taken into account 
using eqn (2) at time t and time o. Then, because lUi 
= 'Xi - °Xi , we have 
and using eqns (14) and (16) corresponding to the 




I oh k.} 'U~ + 
k ~ 1 
The strain-displacement transformation matrices 
(~BL and ciB'I. can now be obtained using eqn (15) 
corresponding to the coordinates 0.';' ; = 1,2,3, and 
eqn (19). Table 4 summarizes the evaluation of these 
matrices and defines also the corresponding stress 
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Table 2. Matrices used in updated Lagrangian formulation 
1. Linear strain-displacement transformation matrix 
,e =:BLU 
,eT = [,ell ,e22 ,e33 2,el2 2,e!3 2,e23 J 
uT = [ul u} u~ IXI /JI ;ur u~ ... ;u~ u~ u~ "JoN r J 
,hk.1 0 0 'rlltG~ 'g~ItG~ 
0 ,hk.2 0 'g~2,G~ 'rl2,G~ 
0 0 ,hk.3 'gbG~ 'rl3,G~ 
~Bl. = ... 
,hk• 2 ,hk.1 0 ('g~I,G~ + 'rl2,G~) ('g11,G1 + 'g~2,G~) 
,hk.3 0 ,hk, I ('rlItG~ + 'rl3,GD ('g1ItG~ + 'rl3,GD I 
I 
10 ,hk,3 ,hk,2 ('g~2,G~ + 'rl3,G1) (,rl2,G~ + 'g~3,G1) 1 
for nodal point k 
2. Nonlinear strain-displacement transformation matrix 
i ,hk,l 0 
:0 ,hk, I 
:0 0 
I 
I ,hk.2 0 
:BNL = I 10 ,hk.2 
0 0 
,hk.3 0 






























for nodal point k 
3. Stress matrix 
where 
[
1 0 0] 
13 = 0 1 0 
001 
4. Stress vector 
2,3 Constitutive relations 
In the previous sections we assumed that appro-
priate constitutive relations are used (see Tables I and 
3), as was already discussed for continuum elements in 
[14, 15]. Consider first a linear elastic material. In this 
case the usual Young's moduli and Poisson ratios are 
employed to define the constitutive tensor, which in the 
U. L. formulation relates Cauchy stresses and Almansi 
strains, and in the T. L. formulation relates 2nd 
Piola-Kirchhoff stresses to Green-Lagrange strains. 
In analyses with large rotations but small strains (as in 
mOst shell problems) negligible differences can then be 
observed between the response predictions using the 
U. L. and T. L. formulations. 
Considering elastic-plastic analysis, as pointed out 
earlier [14], it is effective to employ the T. L. 
formulation for large rotation but small strain 
analysis, because the convected Cauchy stresses and 
small strain increments are numerically equal to the 
2nd Piola-Kirchhoff stresses and Green-Lagrange 
strain increments, respectively. Hence, the stresses and 
strains in the T. L. formulation can directly be 
employed as usual to establish the elastic-plastic 
constitutive relations. 
We should note that in the formulations given all six 
stress and strain components in the Cartesian 
coordinate directions are calculated, and the con-
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Table 3. Total Lagrangian formulation 
1. Equation of motion 
I




2. Incremental decompositions 
a. stresses 
b. strains 
3. Equation of motion with incremental decompositions 
Noting that b' +6.d8,; = boB,; and oS,; = oC,;"os" 
the equation of motion is 
Notation 
f oC,;"oB"boGijodv + fdS,;bo'1,/dV = '+M:JIl_ IdSijboe,;Odv 
Oy Oy OV 
4. Linearization of equation of motion 
Using the approximations oS,; = oc,;rsOe,,, boB,; = boeij 
we obtain as approximate equation of motion 
5. Equilibrium iteration (modified Newton-Raphson iteration) 
I 
C Ae .<A e °dv + Its -'A n °dv t+.1t/iiJ It+6.otS~i.-I)S.t+AOI(-'~i.-IIOd" ° ij.s Uo rs voo ij 0 ij voo'''; = <7£ - 'J v~!) • 
0v Oy Oy 
6. Finite element discretization (for a single element) 
{ Id8:. oC /)81. °dv 
°v 
+ f~8~1. ~SABvl.°dV}L\U(i)=t+<1tR 
0y vy 
r .... .ltutil = I + 6.uti - 11 + AutO 
used in Tables 1 and 3. To obtain this tensor with the 
shell assumption that the stress normal to the shell is 
zero, we use the usual three-dimensional constitutive 
relations corresponding to the r, sand t directions, 
impose the condition that the normal stress is zero and 
then transform the modified constitutive relations to 
correspond to the Cartesian coordinate axes. Here, it 
should be noted that if the element is employed to 
model a plate which is flat initially, but not necessarily 
aligned with the global coordinate system, in 
geometrically linear analysis and when using the T. L. 
formulation only one transformation matrix to 
calculate the constitutive matrix need be established 
for each element. 
3. SOME IMPORTANT FEATURES OF THE ELEMENT 
The variable-number-nodes shell element is a very 
versatile element. In this section we summarize some of 
its pertinent theoretical and practical features. 
3.1 I nterpo/ation functions 
As shown in Fig. I, the element can have a minimum 
of three nodes and a maximum of sixteen nodes, in 
which case the functions IIdr,5) are the usual 
Lagrangian cubic interpolation functions. The inter-
polation functions of an N-node element are basically 
constructed using the procedure in [9, p. 130 J, and 
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3.2 Comparison of element with elements 
based on plate theory 
In the previous section, we presented the formula-
tion of a general shell element for large displacement 
and rotation analysis. Both, the U. L. and the T. L. 
formulations reduce as usual to a linear analysis in the 
first step of the incremental solution. 
In the linear analysis of plates, the element is 
identical to those discussed by Ahmad et al. [6], 
Zienkiewicz [2], and Hughes et al. [13]. Ahmad, Irons 
and Zienkiewicz used the formulation employed in this 
paper, whereas Hughes et al. employed the Mindlin 
plate theory that includes shear deformations to 
obtain the stiffness matrix of the four-node 
quadrilateral element and then studied element 
improvements by selective integration. 
The important point is that in linear analysis of 
plates, therefore, the shell element is based on classical 
plate theory including shear deformations and all 
element matrices can also be derived using this theory. 
Considering large displacement analysis, the basic 
assumptions of the linear plate theory are still 
employed, but the element matrices are calculated 
using general nonlinear continuum mechanics equa-
tions with no assumptions on the magnitude of the 
plate displacements and rotations. This approach is 
equivalent to using a general nonlinear shell theory. 
3.3 Numerical integration 
To evaluate the element matrices, it is necessary, in 
general, to employ numerical integration. In this study, 
we employed for the quadrilateral elements the usual 
Gauss integration used in isoparametric finite element 
analysis, and for the triangular elements the integra-
tion formulas proposed by Cowper [16], the order of 
integration being dependent on the order of interpola-
tion employed r9, p. 1651 and whether elastic or 
elastic-plastic material conditions are modeled. It 
should be noted that with the higher-order elements no 
reduced integration is necessary to obtain accurate 
solutions (see Section 4.1). This observation is 
important; namely, in general shell analysis reduced 
integration in the evaluation of an element stiffness 
matrix must be employed with care and, in practice, is 
still best avoided. Using reduced or selective 
integration the difficulties are that, for all possible 
geometric shapes, the finite element must not contain 
small spurious eigenvalues (or develop such eigen-
values in the incremental solution), and the element 
must satisfy all convergence requirements and 
display good accuracy characteristics. The precise 
effect of using reduced integration in general large 
. displacement analysis is very difficult to assess and has 
not yet been established. Furthermore, considering 
materially nonlinear analysis, a higher-order integra-
tion may be desirable anyway, in order to capture the 
variation in the constitutive relations. 
3.4 Use of top and bottom displacement nodes 
In the analysis of an actual shell structure, it may be 
necessary to model shell intersections and shell to solid 
transitions. These geometric regions can be modeled 
elTedively without the use of constraint equations 
using transition elements, which have mid-surface 
nodes to couple into other shell elements and top and 
bottom nodes to connect to each other or to the usual 
three-dimensional isoparametric elements (see Fig. 5). 
The interpolation functions corresponding to the top 
and bottom nodes are the usual functions used in 
three-dimensional analysis, and the interpolation 
functions associated with the mid-surface nodes are 
those of the shell element. 
3.5 Element description 
To describe an assemblage of variable-number-
nodes shell elements the following input is required: 
(i) the shell nodal point coordinates; 
(ii) the shell mid-surface normals, °V~, at all mid-
surface nodes; 
(iii) the shell thickness, ak, at all mid-surface nodes; 
one thickness is defined at each mid-surface node; 
(iv) the material properties of the elements. 
3.6 Formulation of a compatible bending element 
The procedure of the shell element formulation 
presented in Section 2 can also be employed to 
formulate a three-dimensional bending element. 
Assuming a rectangular solid cross-section as shown in 
Fig. 6, we use in the formulation instead of eqn (2) 
where all variables are defined as in eqn (2), but the 
function hk is now an interpolation function in r only, 
and 
ak = thickness of element in t-direction at nodal 
point k, 
bk = thickness of element in s-direction at nodal 
point k, 
• 
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Table 4. Matrices used in total Lagrangian formulation 
1. Linear Strain-Displacement Transformation Matrix 
oe =~~ u; . JBL =JBw +oBLI 
oe
T = [oe[[ Oe220e3320e[220e[320e23J 
ul = [ulu1 lIS:X[ P[:u 1u~ ... ;u'~ u'~ u~:xv PNJ 
Ohk. [ 0 0 't:[ oG~ 
0 ohk.2 0 't:2 oG~ 
JBLO = 
0 0 ohk.3 't: 30G~ ... 
ohk.2 ohk. [ 0 ('tt [ oG~ + 'tt2 oG~) 
ohk. 3 0 ohk. [ ('tt[ oG; + 'tt3 oG~) 




('tz[ oG~ + 'tz2 oG~) 
('tz[ oG; + 'tz3 oG~) 
('tz2 oG; + 'tz3 oG~) 
for nodal point k 
" .. 
!lllOhk.[ 12[ohk.[ 13[ohk.[ 4>LoG~ 4>~[oG~ 
I 
: 1[20hk,2 122 ohk. 2 132ohk.2 4>~20G~ 4>~20G~ 
ciBLI = 
! 1[30hU 1230hk,3 1330hk,3 4>~30G~ 4>~30G~ 
(I[ [ohk,2 + 1[2 ohk. [)(I2[ Ohk,2 + 122 ohk. dU3[ ohk,2 + 132 ohk. [)(4)~2 oG~ + 4>~[ OG~)(4)~2 oG~ + 4>~[ oG~) 
(Ill ohu + I[ 3 ohk.[ )(12 [ ohk,3 + 123 ohk,[ )U3[ ohu + 133 ohk.[ )(4)~3 oG~ + 4>~ [ OG;)(4)~3 oG~ + 4>~ [ oG;) 
(I[20hu + 1[3 ohk,2)(l22 ohu + 123 ohk.2)(l32 ohu + 133 ohk.2)(4)~3 oG~ + 4>~2 OG;)(4)~3 oG~ + 4>~z oG;) 
for nodal point k 
where 
2. Nonlinear strain-displacement trans/ormation matrix 
"hk. [ 0 






ohk • 3 0 
0 ohk• 3 
0 0 
3. Stres.~ matrix 
[
6S[[13 




' 0 0] 
13 = 0 I 0 
00' 
4. Stress ['ector 
0 'g~ [oG7 'g1[ oG7 
0 'g~ 2 oG7 'rl 20G7 
ohk. [ It: 30G7 'rl30G7 
0 'g~[ oG~ 'rl[ oG1 
0 'g~2oG1 'rl zoG1 
ohk.2 It: 30G1 'rl30G~ 
0 'g~ [oG; 'g1[ oG; 
0 'g720G; 'g120G; 
ohk • 3 'g~ 30G; 'rl30G; 
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POSSIBLE NODAL POINTS 
Fig. 6. Three-dimensional bending element. 
'V~i= component i of unit normal vector, 'V~, in t-
direction, 
'V:i = component i of unit normal vector, 'V~, in s-
direction, and N is the number of nodes of the element, 
N = 2,3 or 4. 
Using eqn (20) in the same way as eqn (2) for the 
shell element, the bending element matrices correspon-
ding to the six degrees of freedom per node shown in 
Fig. 6 can directly be calculated. Since the same 
interpolation functions are employed for this element 
as in the formulation of the shell element, the bending 
and shell elements are compatible and can be used 
together effectively to model stiffened plates and shells 
as illustrated in Section 4.1. 
4. SAMPLE SOLUTIONS 
The variable-number-nodes element has been 
implemented in the computer program ADINA, and 
we present here the results of a selection of sample 
analyses. I n Section 4.1 we report on some very simple 
analyses merely to illustrate the modeling capabilities 
with the element. 
4.1 Linear analyses at" three cantilevers 
Three simple cantilevers were analyzed using the 
shell element. The results of the analysis of a uniform 
cantilever ~ubjected to a tip transverse load are listed in 
Table 5. These results show that the cubic element can 
be employed without selective or reduced integration 
with very large aspect ratios, and the element does not 
display the stiffening effect that is observed with the 
low -order elements [2]. 
The objective in reporting on the second cantilever 
analysis is to demonstrate the use of the transition 
element between solid and shell elements. Figure 7 
shows the tapered cantilever analyzed, the model 
employed and the analysis results. In this analysis, a 
transition element was employed to model the 
transition region between the relatively thick root <md 
thin tip of the structure. The transition element can be 
very useful in the analysis of some practical shell 
structures for which shell-solid regions must be 
included in the analysis (e.g. analysis of arch dams and 
foundations, turbine blades mounted.on a shaft) and in 
the modeling of shell intersections and branches. 
The third cantilever analysis illustrates the use of the 
shell element in conjunction with the three-dimen-
sional bending element in the analysis of stiffened 
plates and shells. Figure 8 shows the cantilever, the 
plate model used and the response predicted. The 
analysis results compare well with the solution 
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v = 0 
L = 100 IN 
b = 10 IN 
Y 
h= 10/(1 +9 L ) IN 
• y 
0= CALCULATED TIP DEFLECTION 
8 TH =THEORETICAL TIP DEFLECTION 
(NO SHEAR DEFORMATION INCLUDED) 
M = CONCENTRATED END MOMENT 
GAUSS INTEGRATION ORDER = 3x2x2 
STRESSES (AT INTEGRATION POINTS) 
LOCATION _':'Th er 
y z ern 
3.3811 2.2133 0.0375 
15.0 1.2284 -0.0044 
26.6190 0.8501 0.0375 
33.381 I 0.7209 0.0013 
45.0 0.5716 -0.000 I 
56.6190 0.4736 0.0013 
64.5081 0.4242 0.0006 
80.0 0.3520 - 0.000 I 
95.4919 0.3009 0.0005 
Fig. 7. Linear analysis of a tapered cantilever. 
4.2 Linear analysis of a cylindrical shell 
The thin cylindrical shell shown in Fig. 9 was 
analyzed for its static response. The cylinder is freely 
supported at its ends and is loaded by two centrally 
located and diametrically opposed concentrated 
forces. Using the double symmetry of the structure and 
the loading, only one-eighth of the cylinder was 
analyzed. 
This structural problem was employed to study the 
convergence of the shell element when using different 
element nodal configurations and increasing the 
number of elements. 
Figures iO and II show some displacements and 
stresses predicted in the finite element analyses. For 
comparison also the analytical solution is shown 
[17 J. Figure 10 gives the ratios of the calculated and the 
theoretical displacements for We and U/), see Fig. 9. It is 
seen that, as expected, using the lower-order 
integration in the finite element analyses, in general, 
the displacements are predicted more accurately. 
However, Fig. iO also shows that using the cubic 
element with high-order integration the displacements 
converge rapidly as the number of elements used in the 
idealization is increased. Figure II shows that for the 6 
x 6 element idealizations, the stress distributions are 
predicted accurately using the 8-node element with 2 
x 2 x 2 Gauss integration and the 16-node element 
with 4 x 4 x 2 Gauss integration. 
4.3 Large displacement/rotation analysis ofa cantilever 
A cantilever subjected to a concentrated end 
moment was idealized using one 8-node cubic element. 
Figure 12 shows the load deflection curves for different 
displacement/rotation variables. The predicted res-
ponse shows excellent agreement with the analytical 
solution [7]. 
4.4 Elastic-plastic instability analysis of a column 
The column shown in Fig. 13 was analyzed for its 
large displacement elastic-plastic response. Two 
different finite element idealizations were employed in 
the study. Namely, one model using six quadratic shell 
elements (using 2 x 2 x 2 Gauss integration) and 
another model using twenty-five 6-node isopara-
metric two-dimensional elements (with 4 x 4 Gauss 
integration ). 
Figure 13 shows the calculated response of the 
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Table 5. Effect of aspect ratio in linear analysis of a cantilever 
subjected to a transverse tip load 
L= Length of cantilever (along r-direction). 
a = Thickness (along t-direction). 
a = Width (along s-direction ~ 
I = Second moment of area 
E = Young's modulus 
P = Applied tip load 
i5 = Computed tip deflection pIJ 
i5 TH = Theoretical tip deflection = -3EI 
V= 0 
One 8-node cubic shell element to model the cantilever. 
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0' •• :-B3.413(05 1 ) 
NORMAL STRESSES AT., 8.34" 
seen that the predicted collapse load is slightly higher 
using the two-dimensional element model. 
4.5 Large deflection analysis of a diamond structure 
A diamond structure constructed of four equal 
length bars and loaded as shown in Fig. 14 was 
analyzed using 6-node quadratic shell elements. Using 
the symmetry of the structure and its loading only one 
quarter of the structure (one of the beams) was 
modeled. The finite element model used and the 
predicted load deflection response of the structure are 
shown in Fig. 14. The predicted response shows 
excellent agreement with the analytical solution [18]. 
Figure 15 shows various equilibrium positions of the 
structure predicted at different load levels. The 
deformed shapes of the structure compare very closely 
to the shapes calculated in [18]. 
4.6 Large displacement analysis of an elastic simply-
supported plate 
The simply supported square plate subjected to a 
uniformly distributed pressure shown in Fig. 16 was 
analyzed for its large deflection response. One single 
16-node shell element was used to model one quarter 
of the plate. The total Lagrangian formulation was 
employed. 
Figure 16 shows the displacement response predic-
ted in the finite element analysis. The computed 
displacement response is very close to the solutions 
given by Levy [19], where the effect of using different 
assumptions' on the plate edge in-plane displacements 
should be noted. 
TIP DEFLECTION 
P/2 
u, =u l +(3.5)e , 
e, = e, 
etc. 




























----'<,...-?';....c~ .. Y E = 3.0x10 7 psi 
1/ = 0.3 
t = 10 IN 
p R/t=IOO LlR = 2 
n 
A 




16 - NODE <'LEMENTS 
n = LAYERS OF 
ELEMENTS 










A geometric and material nonlinear plate and shell element 
TYPE OF INTEGRATION 
SYMBOL ELEMENTS ORDER 
TYPE OF INTEGRATION 
SYMBOL ELEMENTS ORDER 
3.3.2 ---0-- 4.4.2 _·-v·_· 
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ANALyTICAL SOLuTION LINDBERG EL. At. 
a-NODE ELEMENTS (6.6 MESH) 
WITH 2.2.2 GAUSS INTEG. 
16-NODE ELEMENTS (6.6 MESH) 
WITH 4.4.2 GAUSS INTEG. 




MEMBRANE STRESS ALONG DC 
Fig. 11. Pinched cylindrical shell, stress distribution (the 
element stresses have been calculated in the finite element 















































L = 12 IN 
I = 1/12 IN4 
A = I tN 2 
E= 3.0x 107 PSI 
v = 0 
M = CONCENTRATED 
END MOMENT 
ANALYTICAL SOLUTION 
ONE CUBIC 8-NODE SHELL ELEMENT 
45 EQUAL STEPS 
NO EQUILIBRIUM ITERATION 
4 x 2 x 2 GAUSS INTEGRATION 
0.2 0.3 0.4 0.5 
MOMENT PARAMETER '7 = MLl27rE I 
Fig. 12. Large deflection response of a cantilever subjected to 
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--X-- 25 TWO-DIMENSIONAL SOLID ELEMENTS 
- 6 QUADRATIC SHELL ELEMENTS 
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Fig. 15. Deformed shapes of the diamond structure for dif-
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E 'YOUNG MODuLUS' 107 PSI 
~ = POISSON RATIO' /01 
h = PLATE THICKNESS = 0.12 IN 
a = PLATE WIDTH = 24 IN 
q = UNIFORM APPLIED PR.ESSURE 
PER UNIT AREA 
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a:: NO IN- PLANE EDGE DISPLACEMENT w 
t- -- PRESENT STUDY z 
w • LEVY u 1.0 
Fig. 16. Large deflection analysis of a simply-supported 
square plate subjected to pressure loading. 
4.7 Elastic-plastic dYllamic allalysis of a simply 
supported plate 
A dynamic analysis of a simply supported square 
plate sUbjected to lateral pressure loading was carried 
out. The Newmark time integration method was used 
with the time step increment /1t = Tf /48, where Tf is 
the fundamental period of the linear elastic plate. Nine 
8-node quadratic plate elements were used to model 
one quarter of the plate. In a first analysis an elastic 
and in a second analysis an elastic-perfectly-plastic 
material was assumed. 
Figure 17 shows the predicted response for both 
material property assumptions, and compares the 
calculated response with a solution given by Liu and 
Lin [20]. 
4.8 Large displacement al1alysis oj two shells 
The large displacement response of two shells was 
calculated. U!iing symmetry conditions, the shells 
shown in Figs 18 and 19 were modeled with only one 
16-node cubic element. The predicted transverse 
displacemcnts under the loads are compared in the 
figures with the solutions of Leicester [21] and 
Horrigmoe [22]. It is seen that the one cubic element 
idealizations used in this study yield accurate 
displacement predictions. 
5. CONCLUSIONS 
The efficient practical finite element nonlinear 
analysis of shells requires the use of a shell finite 
element that is accurate, reliable, and versatile. In this 
paper a shell element has been presented that is very 
effective in those respects. The shell element can have a 
variable number of nodes, it can be employed as a 
transition element to model shell intersections or shell 
to continuum transition regions, and it can be used 
with a compatible bending element to model stiffened 
shells. The element can be employed in material and 
geometric nonlinear analysis of plates and general 
shells in which very large displacements and rotations 
can be measured. The results of various sample 
solutions have been given in the paper to indicate the 
accuracy that is obtained using various element nodal 
configurations and integration orders. 
Considering further work on the element, it is 
desirable that possibilities of improving the element 
performance in the general analysis of shells using 
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, NINE 8-NODES ELEMENTS PLATE 
Q: UNIFOR'" APPLIED PRESSURE 
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Fig. 17. Elastic and elastic-plastic dynamic response of a 
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L = 254 mm 
h = 12.7 mm 
8 = 0.1 rod. 
E = 3102.75 N/mm2 
v = 0.3 
STRAIGHT EDGES ARE HINGED 
AND IMMOVEABLE 
CURVED EDGES ARE FREE 
PRESENT STUDY 
ONE 16-NODE CUBIC ELEMENT 
INT. ORDER 4~4x2 
PMAX = 2.24 KN 
0.5 ~.- HORRIGMOE 
P MAX = 2.22 KN 
o 5.0 10.0 13.0 
CENTRAL DEFLECTION, We (mm I 
Fig. 19. Central deflection of a hinged cylindrical shell. 
The difficulties lie in that such schemes must be put on 
a firm theoretical foundation and should be generally 
applicable and reliable in linear, and geometric and 
material nonlinear analysis. 
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A SIMPLE AND EFFECTIVE ELEMENT FOR ANALYSIS 
OF GENERAL SHELL STRUCTURES 
KLAUS-JURGEN BATHE and LEE-WING Ho 
Department of Mechanical Engineering, Massachusetts Institute of Technology, Cambridge, MA 02139, U.S.A. 
Abstract-A simple flat three-node triangular shell element for linear and nonlinear analysis is presented. The 
element stiffness matrix with 6 degrees-of -freedom per node is obtained by superimposing its bending and 
membrane stiffness matrices. An updated Lagrangian formulation is used for large displacement analysis. The 
application of the element to the analysis of various linear and nonlinear problems is demonstrated. 
1. INTRODUCTION 
Two approaches have basically been employed in the 
recent efforts on the development of general shell analy-
sis capabilities [1,2]: 
• High-order isoparametric elements based on 
degenerating fully three-dimensional stress conditions 
have been proposed . 
• Low-order simple elements that are basically 
obtained by superimposing plate bending and membrane 
stiffnesses have been developed. 
The higher-order isoparametric elements are very ver-
satile (they can be employed as transition elements [2,3]) 
and are quite effective, but they can be costly in use. The 
element stiffness matrix is relatively large in size and a 
sufficiently high enough integration order must be used to 
avoid the introduction of spurious zero energy modes. 
The premise of the simple low-order elements lies in 
that their related matrices can be formed inexpensively. 
Thus, even when a large number of elements are 
required to model a complex structure, the overall 
analysis effort may still be less than with the use of the 
higher-order isoparametric shell elements. Also, the 
direct use of stress resultants (moments, membrane 
forces) may not only decrease the cost of analysis, but 
also facilitates the interpretation of the computed results. 
Various simple low-order elements have been pro-
posed recently [4-8]. When evaluating these elements for 
practical analysis, we believe that the following three 
criteria should be considered: 
(1) The element should yield accurate solutions when 
modeling any shell geometry and under all boundary and 
loading conditions. In particular, the element should 
exactly contain the required 6 zero rigid modes, so that 
reliable results can always be expected. The theory of 
the element formulation must be well-understood and 
should not contain any "numerical fudge factors". 
(2) We should be able to use the element in the 
modeling of general shell structures with beam stiffeners, 
cut-outs, intersections, and so on, 
(3) The element should be cost-effective in linear as 
well as in nonlinear, static and dynamic analysis. In 
nonlinear analysis, the element should be applicable to 
large displacement, large rotation, and materially non-
linear conditions. 
Considering the above criteria we want to emphasize 
that the reliability aspect in (l) is the most important. 
Yet, a considerable number of elements that have been 
published do not satisfy this criterion. Such element 
developments represent interesting research, but should 
not be used in actual engineering analyses, because the 
generated analysis results cannot be interpreted with 
confidence. 
The objective in this paper is to present a shell element 
that is simple and effective and that has been developed 
with due regard to the above requirements. The element 
is shown schematically in Fig. I. We observe that the 
element is flat and has 3 nodes with 6 degrees of freedom 
per node. The total element stiffness matrix is formulated 
by superimposing-in the way some of the earliest shell 
elements were formulated [9]-a plane stress membrane 
stiffness KM , a bending stiffness KB and an in-plane 
rotational stiffness Kez• In the next section we discuss the 
derivation of these stiffness matrices for linear analysis. 
The updated Lagrangian formulation used in large dis-
placement analysis is then presented in Section 3 and 
finally in Section 4 we present the results obtained in 
various demonstrative sample analyses. 
2. FORMULATION OF ELEMENT FOR INFINITESIMAL 
DISPLACEMENT ANALYSIS 
Since the complete stiffness matrix of the element is 
obtained by the direct superposition of KM , KB and Kez 
we can discuss the formulation of these matrices in-
dependently. 
2.1 Membrane stiffness matrix 
The element membrane stiffness KM is simply the 
constant strain plane stress stiffness matrix of a 3-node 
element. 
673 
2.2 Bending stiffness matrix 
The bending stiffness matrix is formulated using the 
Mindlin theory of plates with shear deformations in-
cluded. Using the variables defined in Fig. 2, the dis-
placement components of a point with coordinates x, y, z 
are in this theory [8] 
u = z/3Ax, y); v = - z/3y(x, y); and w = w(x, y) (1) 
where w is the transversal displacement, /3x and /3y are 
the rotations of the normal to the undeformed middle 
surface about the y and x axes, respectively. 
The bending strains vary linearly through the thickness 
(2) 
where I( is the three component vector of curvatures 
[ 
/3x.x] 
I( = - /3y.y 
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Fig. 1. The shell element. 
and the transverse shear strains are constant through the 
thickness, 
(4) 
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Fig. 2. Notation used in calculation of bending stiffness matrix. 
the plate is defined with plane stress assumption, i.e. 





where the matrices C and C. are the elasticity 
matrices in plane stress and shear deformations, 
respectively [1,2]. 
With the kinematics as given by eqns (1)-(4) and the 
material descriptions given by eqns (5) and (6) the strain 
energy is 
OIl = OUb + OIl. (7) 
where 
OUb =~L "TOb "dA (8) 


















Ds = k C. dz. 
-h/2 
(11) 
The variables aub and au. represent the bending and 
transverse shear contributions, respectively, and k in eqn 
(11) is a shear correction factor to account for the 
non-uniformity of the transverse shear stresses through 
the plate thickness. 
In eqns (8) and (9) the matrices Db and Ds are func-
tions of the thickness of the plate, h, and of the elastic 
properties of the different layers; the variable A is the 
area of the middle surface of the plate. For the important 
practical case of an isotropic homogeneous plate of 
constant thickness we have 
Eh
3 
[ I ~ ~ ] Ehk [1 0] 
Db =12(1-,,2) (sym) 1;" ;D'=2(1+,,) 0 l' 
(12) 
The variables E and " in eqn (12) are the Young's 
modulus and Poisson's ratio, and k is usually taken as 
5/6. 
By definition, the bending moments M and shear 
forces Q are obtained by integration of the stresses 
through the thickness: 
[
M. ] Jh/2 M = My = uz dz = Dbl( 
M -h/2 .y (13) 
and 
Q = [Qy] = k Jh/2 U. dz = Ds1'. 
Q. -h/2 (14) 
For thin plates the transverse shear strains are small and 
therefore the transverse shear strain energy au. is negligi-
ble compared to the bending energy. The finite element 
model based on the energies in eqns (7)-(9) must be able to 
represent this constraint. Therefore, the stiffness matrix of 
the element for the analysis of thin plates is based only on 
the expression, 
(15) 
and this results in a discrete-Kirchhoff-theory (OKT) 
element formulation. 
Equation (15) contains only the first derivatives of {3. 
and {3y and hence it is relatively easy to establish inter-
polation functions that satisfy the compatibility 
requirements. However, since {3 .. {3y are the only vari-
ables in eqn (15), it is necessary to relate the rotations of 
the normal to the middle surface to the transverse dis-
placement W (which does not appear in eqn (15)). We use 
that {3. and {3y vary quadratically over the element, i.e. 
6 6 
{3. = L hi 8/; {3y = L hi 8; (16) 
;=1 i=1 
where 8; and 8/ are the nodal values at the corners and 
at the mid-points of the sides (see Fig. 2), and then we 
used the following constraints: 
(1) the Kirchhoff hypothesis is imposed at: 
(a) the corner nodes 
l' = [w,y - {3y] = 0 at nodes 1,2 and 3 (17) 
w,x + {3x 
(b) the mid-points of the sides (defined anticlockwise 
around the element boundary), 
W .. - {3. = 0 k = 4, 5, 6; (18) 
(2) the variation of w along the sides is cubic, i.e. 
w,s 1= - 2ti Wi - i w .. 1 + 2t Wj- i w .. 1 (19) 
, at node k at node i at node j 
with k denoting the mid-node of side ij and Iii equal to 
the length of the side ij; and 
(3) a linear variation of {3n is imposed along the sides, 
i.e. 
(20) 
where k = 4, 5, 6 denotes the mid-points of the element 
sides. Using eqns (16)-(20) we obtain[8] 
(3x = HxT(~, 1]) UB 
(21) 
where the Hx and Hy are nine component vectors of new 
shape functions, and ~, 1] are the natural elements coor-
dinates. 
The evaluation of the stiffness matrix now follows the 
standard procedures of the finite element displacement 
method. We have 
I(=DBUB (22) 
where DB is the strain-displacement transformation 
matrix, 
The bending stiffness matrix of the element is then 
(24) 
If the thickness and the material properties are constant 
over the element, the exact integration of KB is obtained 
using three numerical integration points located at the 
mid-points of the edges or inside because the integral 
involves only quadratic terms. 
Once the nodal displacements have been calculated, 
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where 
y = l1Y3. 
2.2 In -plane rotation stiffness 
(26) 
The superposition of KM and KB in a three-dimen-
sional space yields an element stiffness matrix that in a 
local coordinate system has zero in-plane rotational 
stiffness. The value of Kez equal to 10-
4 times the 
smallest bending stiffness is thus added into this degree-
of-freedom to obtain 6 stiffness degrees-of-freedom per 
node. This value is chosen to remove the in-plane rota-
tional singularity from the element stiffness matrix when 
the local x-y-z axes coincide with the global X- Y-Z 
axes. 
3. FORMULATION FOR LARGE DISPLACEMENT 
ANALYSIS 
The formulation of the element for large displacement 
analysis follows closely the developments presented in 
[10]. In that work we studied an updated and a total 
Lagrangian formulation of a beam element that was 
based on Hermitian interpolation of the bending dis-
placements and linear interpolation of the longitudinal 
and torsional displacements. We concluded in that study 
that the use of both formulations yields in an analysis 
identically the same numerical results, but that the up-
dated Lagrangian formulation requires less com-
putations. For the same reasons, considering the 3-node 
shell element, which is also based on different inter-
polations for the bending and membrane displacements, 
an updated Lagrangian formulation wiII be more 
effective. 
3.1 Governing equilibrium equations 
The application of the principle of virtual displace-
ments to an element yields in the incremental large 
displacement analysis [2] 
where :KL and :KNL are the linear and nonlinear strain 
stiffness matrices, 1+<1IR is the load vector corresponding 
to the external loads at time t + dt, ::~:f<i-I) is a 
vector of nodal point forces corresponding to the ele-
ment stresses at time t + dt and iteration (i - I), and 
In eqn (27) we consider the equilibrium equations of a 
single element from which the equilibrium equations of 
an assemblage of elements can be obtained using stan-
dard procedures [2]. Also, the updated Lagrangian for-
mulation is used because the reference configuration 
(denoted by left subscripts) corresponds to the times at 
which the quantities are calculated (denoted by the left 
superscripts). 
Figure 3 shows schematically an element undergoing 
large displacements, and defines the coordinate systems 
and displacements used in the calculation of the stiffness 
matrix and force vector. We note that the global coor-
dinate system X, y, Z is stationary and that the total 
and incremental nodal point displacements and rotations 
are evaluated in this coordinate system. In addition, we 
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AT TIME 0 
OX2. t x 2.t +6'x2 
'" y 
Fig. 3. Large displacement motion of the element. 
matrix and force vector of the element corresponding to 
the global stationary coordinate system are evaluated by 
calculating these matrices first in the current body-
attached coordinate frame. Since small strain but large 
rotation conditions are assumed, the membrane and 
bending contributions can-in the body-attached coor-
dinate system-be evaluated separately much in the 
same way as in linear analysis. The matrices are then 
transformed to the global coordinate frame. In the fol-
lowing sections we, therefore, only need to discuss how 
the bending and membrane stiffness matrices and the 
corresponding nodal point force vectors are calculated in 
the body-attached coordinate system. 
3.2 Membrane force vector and stiffness matrix 
The membrane displacements at any time l' yield the 
membrane forces corresponding to that time. Let TUM be 
the total membrane displacements at time l' in the plane 
of the element as shown in Fig. 4. These displacements 
are calculated from the difference in the local element 
coordinates at times equal to l' and zero. The element 
internal membrane forces, TN, are then calculated as in 
linear analysis. Using the strain-displacement matrix 
corresponding to the original element configuration, 
CONFIGURATION 
AT TIME r 
-- CONFIGURATION 
AT TIME 0 
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BM , and the displacements shown in Fig. 4, we have ,I 
(29) 
where the bar over a quantity signifies that it is defined in 
the local coordinate system. 
The nodal point force vector corresponding to the 
internal membrane forces is then 
(30) 
The linear strain stiffness matrix in the local coor-
dinate system is calculated as in linear analysis, 
(31) 
and the nonlinear strain stiffness matrix is 
~KNLM = L B ~L TN B NL dA (32) 
where BNL and TN are given in Appendix A. 
3.3 Bending force vector and stiffness matrix 
Whereas the membrane internal element forces are 
calculated from the total membrane displacements at 
time 1, the element bending moments are calculated by 
incrementation, i.e. we have 
, _ OC,r 
:~~~; _ 6 • 
h'05,r, ~ t , f' 
! 






























Fig. 5. Large deflection response of a cantilever. 
the analyses of some problems. Tests of the element in 
(33) the linear analysis of plates have been presented in [8]. 
The incremental bending moments are obtained from the 
local curvature increments, 
(34) 
(35) 
where BB is the constant generalized strain-displacement 
matrix defined in eqn (23), and T-<1, fJ B is a vector storing 
the bending displacement increments from the 
configuration at time l' - Ilt. 
The nodal point force vector corresponding to the 
element bending moments is then 
(36) 
Considering the element stiffness matrix, the linear 
strain stiffness matrix is evaluated as in linear analysis 
(37) 
and the effect of the nonlinear strain stiffness matrix is 
neglected. This assumption is appropriate because the 
bending effect is relatively small, and only an approximate 
stiffness matrix is required in the analysis. 
The above calculations (eqns (33)-(35» assume that 
the incremental displacements are small, and the bending 
distortions of the element can be neglected in the evalua-
tion of the generalized strain-displacement matrix. 
4. SAMPLE SOLUTIONS 
To indicate the applicability and effectiveness of the 
element we present in this section the results obtained in 
4.1 Large deflection and rotation analysis of a cantilever 
The cantilever shown in Fig. 5 was analyzed for its 
large deflection response. Five layers of elements were 
used in the analysis. This is a problem that is frequently 
used to study the characteristics of an element[6, 10]. 
Figure 5 shows the predicted response in the analysis 
and the response calculated analytically. We observe 
good correspondence between the two solutions. 
4.2 Analysis of a pinched cylindrical shell 
The structure analyzed and a typical finite element 
idealization used are shown in Fig. 6. In the figure the 
10 x 10 mesh used is shown, but the analysis was 
also carried out with 4 x 4, 6 x 6, 8 x 8 and 16 x 16 mesh 
topologies. Figures 7-9 give calculated displacement and 
stress resultant distributions along the lines DC, BC and 
AD of the shell, respectively. It is seen that the finite 
element predictions converge rapidly to the analytical 
solution[lI] as a reasonable number of shell elements is 
employed in the structural idealization. Table I sum-
Table I. Total solution times in analysis of pinched cylindrical 
shell (on a CDC Cyber 175) 
ir.;;J-' Solution time (,('c.) 
I 
1.110 
1. 80 r ::: I 
i~ 8x8 I __ 3_._~9 __ 
, I 11 xl 11 I 5.-' 
r------+--------------~--____i 
, l()xlh I :1.,)~ , 
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v - displacements and 
rotations about X,Z 





X axis zero along 
thi s arc 
Y,V 
Fig. 6. Analysis of a pinched cylindrical shell structure. 
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Fig. 8. Predicted displacement and stress distributions along Be of shell in Fig. 6. 
marizes the solution times used in the analysis of the 
shell structure. 
4.3 Large displacement analysis of a simply-supported 
plate 
The plate was subjected to a uniform pressure loading 
q. Figure 10 shows the finite element idealization used for 
the plate and the response predicted. In a first analysis, the 
edges were constrained not to move in the plane of the 
plate, and in a second analysis, the u and v edge dis-
placements were left free. The predicted responses in 
these analyses are compared in Fig. 10 with other solu-
tions reported earlier [12, 3]. 
4.4 Large displacement analysis of a spherical shell 
The shell described in Fig. \I was analyzed for its 
large displacement response using a 5 x 5 mesh. Figure 12 
shows the response predicted when the shell is subjected 
to the concentrated apex load. The post-buckling res-
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to the We degree-of-freedom. This stiffness renders the 
stiffness matrix of the total structure positive-<iefinite 
throughout the response history. 
The result obtained in the finite element analysis is 
compared in Fig. 12 with the solution reported by 
Leicester[13,14]. 
CONCLUDING REMARKS 
The objective in this paper was to present a simple and 
effective 3-node triangular plate/shell element. The ele-
ment is easy to use and very versatile. It is also reliable 
because the element stiffness matrix is integrated 
exactly: hence, the element contains no spurious zero 
energy modes. The element has excellent bending 
characteristics but a shortcoming is that the membrane 
forces are assumed to be constant. Therefore, it is still 
desirable to improve the element membrane behavior. 
We have tested the element in various applications and 
some solution results are presented in the paper. Our 
experiences with the element show that it complements 
in a very effective way the higher-order isoparametric 
shell elements also available in ADINA. 
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ON TRANSIENT ANALYSIS OF FLUID-STRUCTURE SYSTEMS 
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Abstract-Finite element procedures for the dynamic analysis of fluid-structure systems are presented and 
evaluated. The fluid is assumed to be inviscid and compressible and is described using an updated Lagrangian 
formulation. Variable-number-nodes isoparametric two- and three-dimensional elements with lumped or consistent 
mass idealization are employed in the finite element discretization, and the incremental dynamic equilibrium 
equations are solved using explicit or implicit time integration. The solution procedures are applied to the analysis . 
of a number of fluid-structure problems including the nonlinear transient analysis of a pipe test. 
1. INTRODUCTION 
The accurate and efficient transient analysis of fluid-
structure problems has during recent years attracted 
much research effort[I-5J. Fluid-structure problems need 
to be considered in various engineering disciplines, and 
to a great deal in reactor safety deliberations(1J. In this 
paper we consider the response of fluid-structure 
systems in which the fluid can be idealized as being 
inviscid and compressible, and we focus particular 
attention on the analysis of problems in which the fluid 
transmits a significant amount of energy in a relatively 
short time duration (such as might occur under accident 
conditions). 
An obvious approximate procedure to analyze a fluid-
structure problem is to perform the complete analysis in 
two steps: first, the fluid response is calculated assuming 
that the structure is rigid; and then the structural 
response is predicted that is due to the calculated fluid 
pressures. In most cases this analysis approach will 
(probably) yield a conservative estimate of the structural 
deformations. Thus, a drawback of this decoupling of the 
fluid and the structural analysis is that a substantial 
overdesign may be reached. On the other hand, this 
procedure of analysis may yield an unsound design if 
significant resonance between the fluid and the structure 
occurs. 
A decoupled analysis of the fluid and the structural 
response is somewhat a natural engineering solution, 
because, historically, finite difference analysis proce-
dures are employed for analysis of fluid response and 
finite element procedures are used for structural analysis. 
Thus, it is natural to employ a finite difference-based 
computer program to perform the fluid analysis and a 
finite element program to predict the structural response. 
Recognizing the serious deficiency of a decoupled 
analysis, emphasis has been directed in recent years 
towards the development of solution algorithms that can 
be employed to directly analyze the coupled response of 
fluid-structure systems. In the search for effective solu-
tion procedures the versatility and generality of the finite 
element method for structural analysis and the close 
relationship between finite difference and finite element' 
procedures suggest that it be very effective to include 
fluid elements in the finite element programs. These 
elements can then be directly employed together with 
structural elements to model fluid-structure systems. At 
present, some solution capabilities are available, but the 
programs use only lower-order fluid elements, are 
restricted to two-dimensional analysis, and, in general, 
lack versatility with regard to explicit and implicit time 
integration and lumped and consistent mass 
idealizations [1]. 
The objective of this paper is to report on our recent 
developments of solution capabilities for fluid-structure 
interaction problems. In the paper, first the Lagrangian 
formulation of the inviscid and compressible variable-
number-nodes 3-8 two-dimensional and 4-.21 three-
dimensional isoparametric fluid elements is briefly 
summarized [6]. These elements have been implemented 
in the computer program ADINA[7]. The elements can 
. undergo large displacements, they can be employed with 
implicit (Newmark or Wtlson-8 methods) or explicit 
(central difference method) time integration schemes, 
and lumped or consistent mass idealizations. Next, the 
elements, time integration schemes and modeling consi-
derations that lead to either a lumped or consistent mass 
idealization are discussed. Finally, a number of demon-
strative sample solutions are presented. Here, the analy-
sis of a fluid pressure pulse propagating in a pipe section 
and leading to elastic-plastic structural response is dis-
cussed in detail with regard to the finite element mode-
ling and the time integration scheme employed. 
1. CALCULATION OF FLUID FINITE ELEMENTS 
The objective in this work was to develop a fluid-
structure analysis capability that can be employed in the 
analysis of problems in which no gross fluid motion 
occurs. For these types of problems a Lagrangian 
formulation is effective. The fluid elements can then be 
employed in conjunction with structural elements that 
are also based on Lagrangian descriptions. The following 
two basic assumptions have been used in the formulation 
of the fluid elements: 
1. The fluid is compressible and inviscid. 
2. Interaction between mechanical and thermal pro-
cesses is negligible; thus only the mechanical equations 
are needed to describe the fluid response. 
Using a Lagrangian formulation, in principle, a total or 
updated Lagrangian formulation can be employed, but 
considering the numerical operations required for fluid 
systems, an updated Lagrangian (U.L.) formulation is 
more effective[8]. 
2.1 Continuum mechanics formulation 
Consider a body of fluid undergoing large defor-
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discrete time points 0, ilt, Ut, ... t. The basic aim of the 
formulation is to establish an equation of virtual work 
from which the unknown static and kinematic variables 
in the configuration at time t + ilt can be solved. Since 
the displacement-based finite element procedure shall be 
employed for numerical solution, we use the principle of 
virtual displacements to express the equilibrium of the 
fluid body. In explicit time integration equilibrium is 
considered at time t [6] 
f. -'p8,e/dv = '92 'v (1) 
whereas in implicit time integration equilibrium is consi-
dered at time t + ilt, 
Table I. Updated Lagrangian formulation of ftuid elements 
I. Equation of motion ' 
or 
where 
1+41 _ 'P t 1+4, I 
,S'i - t+I!., P '+l!.iXi., - P '+l!.iXi.,; 
f. _'+4'p" e··,+4'd - '+4'1l1I Ut+~t II V - ;;no (2) 2. Incremental decompositions t+~v 
In eqn (1) 'p is the pressure at time t, 8,e'l is a virtual 
variation of the volumetric strain at time t, 
., ., aUI ( .) U,ejj =, U -a' sum on I XI (3) 
'V is the volume at time t and '92 is the external 
virtual work corresponding to time t, and includes the 
effect of body, surface and inertial forces[8]. The quan-
tities in eqn (2) are defined analogously. 
Equations (I) and (2) contain the momentum balance 
and continuity equations used in analytical fluid 
mechanics [9]. In addition we also use the constitutive 
relation 
'p = - 'a il VIVo (4) 
where il V is the'total volume change of a differential 
volume Vo and 'a is a variable that may be pressure 
dependent. Using eqn (4) we can directly employ eqn (1) 
in transient analysis. For static analysis or implicit time 
integration we linearize eqn (2) as summarized in Table 1 
and obtain[8,9], 
r 'K,ejj 8,e,,'dv - r 'p8,1//dv = '+4'92 + r 'p8,eii'dv ltv Jtv )tv 
(5) 
where 'p is evaluated using eqn (4) and 'K is the tangent 
fluid bulk modulus. 
The linearization used to arrive at eqn (5) introduces 
errors in the solution which may be large if the time step 
is relatively large. In order to reduce solution errors and 
in some cases instabilities (see sample problem 4.4) 
equilibrium iterations are used. In this case, we employ 
the following equation to solve for the incremental 
displacements [10] 
i ' A (k)., 'd i,.,A (k)'d K ~,eii u,e" V - pu~,1/" v tv tv 
= '+4'92 + r '+4'p(k- ll 8'+4,el~-1)'+4' dv(k-ll 
J'+4'V(k-ll 
k = 1,2, ... (6) 
where 
and eqn (6) reduces to eqn (5) when k = I. 
(a) Stresses 
(b) Strains 
3. Equation of motion with incremental decompositions 
Substituting from (a) and (b) into the equation of motion we 
obtain 
4. Linearization of equation of motion 
Using the approximations ,Si/ = 'K ei/-6ij> ~'€ii = ~,ei/ we obtain an 
approximate equation of motion 
2.2 Finite element discretization 
Using isoparametric finite element discretization, the 
basic assumptions for an element are [6] 
N 
'XI = L hk'X/ 
k-I 
N 
'UI = L hk 'Ulk 
k-I 
N 
ilul = L hk ilUik 
k-I 
i = 1,2,3 depending on 




where N is the number of nodes of the element consi-
dered, the hk are the element interpolation functions, and 
the 'Xlk, 'U,k and ilUlk are the coordinates, displacements 
and incremental displacements of nodal point k at time t. 
Substituting the relations in eqn (7) into eqns (1) and 
(6) and including the effect of inertia forces, we obtain 
the governing finite element equations in explicit time 
integration, 
M'ii='R-:F (8) 
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where the first iteration, i = 1, corresponds to the solu-
tion of eqn (5). 
In eqns (8) and (9) we have 
M = time independent lumped or consistent mass 
matrix 
:KL' :KNL = linear, nonlinear strain (tangent) stiffness 
matrix in the configuration at time t 
'ii, '+A'ii = vector of nodal point accelerations in the 
configuration at time t, t + flt 
flu = vector of incremental nodal point displace-
ments 
'R, '+A'R = vector of external loads at time t, t + flt 
:F, :!!:F = vector of nodal point forces at time t, t + flt 
and 
the superscript (i) indicates ith iteration. 
The matrices in eqns (8) and (9) are defined in Table 2 
for a single element using the following notation: 
U = displacement transformation matrix 
US = surface displacement transformation matrix 
:V = dilatation-displacement transformation 
matrix 
:BNL = nonlinear strain-displacement trans-
formation matrix 
'+A~t:+A~f = traction and body force vectors. 
The displacement transformation matrices and force 
vectors are defined as usual [6,10], and. Table 3 gives the 
matrices :V and :BNK for the two and three dimensional 
fluid elements. 
Using the above formulation, the 4-S and 8-21· vari-
able-number nodes elements (shown in Fig. 1 [6]) with 
lumped or consistent mass assumptions have been im-
plemented in ADINA for two- and three-dimensional 
analysis, respectively. The lumped mass matrix of an 
element is calculated by simply allocating liN times the 
total element mass (where N = number of nodes) to the 
nodal degrees of freedom. 
We may note that the continuum mechanics equations 
of motion (eqns 1 and 2) are valid for general displa~e­
ments. However, considering the finite element equations 
of motion severe mesh distortions that are due to large 
Table 2. Finite element matrices 
Integral 
I. -'p8,,.,;;'dv 'v 
I. -'p8,e;;'dv 'v 
Matrix evaluation 
M'+4'ii = 0p (Lv aT aOdv) '+4'ii 
(consistent mass) 
'+4'R = ( aST'+4~tOda 
JOA 
'u _I ( "BT 'B 'd) ,aNLU- V'v - p, NL, NL V U 
Table 3. Linear and nonlinear strain-displacement trans-
formation matrices 
Two-dimensional analysis 
Dilatation-displacement transformation vector: 
:V = [(,h l •1 + ,~:) ,hl:l (,h2•1 + ,~~) ... (,hN.1 + ~) ,hN.2] 
where 
Nonlinear strain-displacement transformation matrix: 
r" 0 ,h2,1 ,hN,1 o ] ,hl:l 0 ,h2;l ,hN:l ,h~'1 :BNL = 0 ,hl,l 0 0 o ,h l,2 0 0 ,hN,2 
~ . 0 h2 hN 
0 ,- t=- t=-
XI XI XI 
(,~jl is included only in axisymmetric analysis) 
Three-dimensional analysis 
Dilatation-displacement transformation vector 
Nonlinear strain-displacement transformation matrix: 
[:iNL 0 )]'0'[:] :BNL= ' : :iNL 
0 ,BNL. 0 
[ ,hll 0 0 ,h2,1 0 0 
"N'] :iNL = thl~ 0 0 ,h2;l 0 0 ,hN:l 
,hl .3 0 0 ,h2.3 0 0 ,hN.3 
displacements reduce the accuracy of a finite element 
solution. In order to preserve solution accuracy rezoning 
would have to be used which is not considered in this study, 
2.3 Analysis of fluid finite elements 
The variable-number-nodes fluid elements shown in 
Fig. 1 are compatible with the solid elements available in 
ADINA. This compatibility is important because higher-
order isoparametric solid elements have proven to be 
significantly more effective than lower-order elements in 
analysis of problems with significant bending response 
and would naturally be employed with high-order fluid 
elements. However, to model the complete fluid domain 
appropriately, the basic characteristics of the fluid ele-
ments need to be known. 
The basic characteristics of a fluid element are dis-
played by the element eigenvalues and eigenvectors [6]. 
Figure 2 summarizes the eigensystem of a 4-node two-
dimensional element. The figure shows that, as reported 
earlier, using reduced Gauss integration (1 point in-
tegration) for the 4-node element the hourglass patterns 
correspond to zero eigenValues. Various attempts have 
been made to remove the instability of the hourglass 
deformation modes without increasing the computational 
expense significantly, but it is believed to be best to use 
2 x 2 Gauss integration. Indeed, the formulation-consis-
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Fig. I. Fluid elements in ADINA. 
Gauss quadrature is an advantage of a finite element 
formulation over a finite difference analysis. 
Figure 2 also gives the number of zero eigenValues of 
the 8-node two-dimensional and 8 and 2O-node three-
dimensional elements. As for the 4-node two-dimensional 
element, reduced integration introduces additional zero 
eigenValues that can result in solution instabilities in the 
analysis of a fluid-structure system. 
Of particular interest is the analysis of fluid-fined 
pipes. If the geometry and loading are axisymmetric, 
these fluid-structure systems can be modeled using the 
axisymmetric elements, and the question is whether 
higher or lower-order elements should be employed. It is 
well-known that in axisymmetric analysis of solids, 
higher-order isoparametric elements need be employed 
for accurate prediction of stresses. The same conclusion 
is reached for the fluid elements. Figure 3 shows the 
Xs ,x7 ,0 IN 
I POINT GAUSS 
QUADRATURE 
(HOURGLASS MODES) 
(0) EIGENVALUES AND EIGENVECTORS OF 4-NODE TWO -DIMENSIONAL 
PLANE FLUID ELEMENT. EXACT INTEGRATION 
INTEGRATI()N 
NO. OF ZERO EIGENVALUES / NO. OF dot 
ORDER TWO- DIMENSIONAL THREE-DIMENSIONAL 
4-NOOF B-NODE B-NOOF ~l- NUlit 
212 5/8 12/16 17/24 52160 
313 10116 43/60 
(b) NUM8ER OF ZERO STRAIN ENERGY MODES FOR FLUID ELEMENTS 
(INCLUGING RIGID 80DY MODES) 
I 
Fig. 2. Eigensystems of two and three-dimensional fluid 
elements. 
stresses calculated in axisymmetric plane strain fluid-
solid models with a varying bulk modulus in the fluid and 
compares the results with theoretical values. 
The use of higher-order fluid and solid elements in 
transient analysis requires that a distinct choice be made 
on the use of a lumped or consistent mass idealization. If 
4-node two-dimensional elements (and 8-node three-
dimensional elements) are employed it is probably most 
effective to use a lumped mass model. Not only is the 
computational expense less when using a lumped mass 
matrix but the similarity between the finite element 
equations and the finite difference equations (in some 
cases these are the equations used in the method of 
characteristics) requires the use of a lumped mass 
matrix for best solution accuracy [11]. On the other hand, 
-- SOLID ELEMENTS 
(RADIAL STRESSI 
E ' 1'10 7 PSI. v ' 0.3 
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considering the use of higher-order elements, a lumped 
mass characterization leads to spurious oscillations that 
arise because a lumped mass distribution does not 
represent a consistent loading on the elements. Since it is 
the objective to employ as few higher-order elements as 
possible to model the fluid-structure domain, a consistent 
mass idealization is in most cases desirable. 
3. TIME INTEGRATION 
In ADINA, the central difference method is employed 
in explicit time integration and the Newmark method or 
the Wilson-8 method can be used in implicit time 
integration[6]. Using implicit time integration a lumped 
or consistent mass matrix can be employed, but in 
explicit time integration only a lumped mass idealization 
can be specified. Table 1 in [7] summarizes the complete 
solution algorithm employed. 
The stability and accuracy characteristics and the 
computational details of using these techniques in linear 
analysis have been summarized in [6]. Considering 
general nonlinear analysis the main difficulty is to assure 
the stability of a time integration solution. In explicit 
time integration the solution is simply marched forward, 
and it may be difficult to identify an instability that 
manifests itself only as a significant error accumulation 
over a few time steps. On the other hand, using an 
implicit time integration method, in each time step the 
incremental eqUilibrium equations are solved and equili-
brium iterations can be performed on the solution quan-
tities. These equilibrium iterations are equivalent to an 
energy balance check and can be very important to 
assure a stable and accurate solution (see sample prob-
lem 4.4). 
4. SAMPLE SOLUTIONS 
The sample analyses presented in this section have 
been performed using the computer program ADINA in 
which the fluid elements discussed in this paper have 
been implemented. 
4.1 Analysis of rigidly-contained water column 
A simple axisymmetric water column idealized using 
4-node elements as shown in Fig. 4 was analyzed for a 
-05 
z 1 P' 15"0' PSI 
.+A B + 25 50 
step pressure applied at its free end. Lumped and 
consistent mass idealizations were employed in this 
analysis, and the objective was to study the accuracy 
with which the response of the water column is pre-
dicted. 
Figure 4 shows the calculated longitudinal displace-
ments at the free end of the column and compares these 
displacements with the analytiqi/ solution. It is seen that 
using implicit time integration (Newmark method) the 
free-end displacements in the consistent mass analysis 
were predicted accurately for a time period that included 
6 wave reflections, whereas the lumped mass analysis 
results are inaccurate. 
Because of the simplicity of the problem the method 
of characteristics shows that in this analysis the exact 
solution can be calculated using the central difference 
explicit solution method [11]. To obtain the exact solution 
the pressure and lumped mass idealizations must be such 
that the displacements are uniform over the column 
cross section and ~t = ~Llc, where c is the wave velo-
city and ~L is the length of an element. 
4.2 Static analysis of an assemblage of concentric fluid-
filled cylinders _ 
Five concentric fluid-filled cylinders were analyzed for 
a load applied on a stiff cap. This same problem was 
studied by Munro and Piekarski[12]. Figure 5 shows tHe 
finite element model employed and the predicted fluid 
pressures. The finite element solution is compared with 
the approximate analysis results of Munro and Piekarski. 
4.3 Transient analysis of a water-filled copper tube 
The dynll!l1ic response of a water-filled copper tube 
subjected to an impact loading was analyzed. The struc-
ture, the loading and the fi-nite element model employed 
are shown in Fig. 6. This problem was also analyzed by 
Walker and Phillips [13], who established governing 
differential equations based on a number of assumptions 
and solved these equations using the method of charac-
teristics. 
Two finite element analyses were performed: a lumped 
mass and a consistent mass idealization was used. The 
mass allocation employed in the lumped mass analysis is 
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shown in Fig. 6. This distribution of mass corresponds to 
the assumption used by Walker and Phillips. It should be 
noted that a thin layer of elements was used at the tube 
wall in order to "release" the axial displacements of the 
fluid. 
In both finite element analyses the Newmark method 
was employed with a time step IlJ.sec, i.e. 65 time steps 
correspond to the pulse length. The length of the ele-
ments (axial direction) was about l/IOth of the pulse 
length. The aspect ratio of the elements was very high 
(l: 34). 
Figures 7 and 8 show the response of the system at 
Z = 5in (see Fig. 6) as predicted in this study and by 
Walker and Phillips. It is seen that for t < 100 IJ.sec the 
finite element solutions correspond reasonably well with 
the results of Walker and Phillips, but relatively large 
solution discrepancies are observed at larger times. 
These solution discrepancies are due to the different 
assumptions employed in the analyses. Since no 
experimental or "exact analytical" results are available, 
it is difficult to assess the actual accuracy of the different 
models. However, considering the finite element solution 
results it is seen that the consistent mass model predicts 
a somewhat smoother response for the hoop strain than 
does the lumped mass model and gives also results that 
~ 2.0 
compare somewhat better with the response predicted in 
[13]. 
4.4 Nonlinear transient analysis of a pipe test 
The experience gained in the above analysis was used 
to analyze the water-filled straight pipipg configuration 
show in Fig. 9 subjected to a pressure pulse at its end. 
The elastic-plastic response of this pipe was experi-
mentally assessed as reported in [14]. Figure 9 shows 
also the finite element model employed in the analysis. 
In this analysis, a consistent mass matrix was 
employed and the time integration was carried out using 
the Newmark method. The time step was changed to half 
its size at the time the pulse entered the nickel pipe so 
that the pulse front would pass through a solid element in 
about three time steps. The effective stiffness matrix 
used in this analysis was reformed only at time t = 1.905, 
2.302, and 3.435 msec. However, to take into account the 
elastic-plastic response of the pipe, equilibrium iterations 
were used at each time step once the pulse reached the 
nickel pipe. The equilibrium iterations (energy balance 
check) were found to be necessary for a stable solution, 
although an average of only 1 to 2 iterations per time 
step were carried out. 
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Fig. 9. Finite element model of straight pipe test. 
strains at various locations along the pipe as a function 
of time and compares the ADINA results with the 
experimental data. It is noted that in general the cal-
culated response compares well with the experimentally 
observed response. 
tions are solved using explicit or implicit time in-
tegration. The solution capabilities have been implemen-
ted in the ADINA computer program, and the solution 
results of various sample analyses are presented. 
The study performed here indicates that higher-order 
isoparamatric finite elements can be effective in the 
representation of the fluid. Depending on the dis-
cretization used, the elements may have to be employed 
with a consistent mass idealization and implicit time 
integration. 
S. CONCLUSIONS 
The transient analysis of fluid-structure systems 
presents a great deal of difficulties because an ap-
propriate structural and fluid representation together 
with effective numerical procedures must be employed. 
In this paper, the fluid is assumed to be inviscid and 
compressible, an updated Lagrangian formulation is used 
to describe the fluid motion, isoparametric finite element 
discretization is employed with lumped or consistent 
mass idealizations and the incremental eqUilibrium equa-
Considering nonlinear analysis, it can be important 
that equilibrium iterations be performed .in order to 
prevent solution instability. In some analyses only very 
few iterations are needed to greatly improve the solution 
accuracy (see Section 4.4). 










On transient analysis of fluid-structure systems 391 
200 
- ADINA 80 
- ADINA - ADINA 80 ---- EXPERIMENTAl ---- EXPERIMENTAL -._- EXPERIMENTAL 
175 70 70 
150 60 
~ 
125 ~ 50 
til 
100 ~ 40 
75 if 30 
50 20 
25 10 
00 00 0.5 
TIME IMSECI TIME IMSECI 
1.1 PITI AT 12 IN FROM NICKEL PIPE IP31 Ibl PIT} AT 1.5 IN. INTO NICKEL PIPE IP41 lei PIT} AT 6.0 IN. INTO NICKEL PIPE IP51 
80 
- ADINA 

















........ ' .. 
~ .... -.. -.---
20 
10 







TIME IMSECI TIME IMSECI TIME IMSECI 
IdI PIT} AT 36 IN. INTO NICKEL PIPE IP81 ,,1 STRAIN AT 15 IN INTO NICKEL PIPE III STRAIN AT 6 IN INTO NICKEL PIPE 
Fig. 10. Pulse propagation in water filled straight pipe system. 
that is always most effective for the analysis of fluid-
structure problems, it is deemed best at this time to have 
versatile computational capabilities available. This way, 
different finite element discretizations, mass idealizations 
and time integration procedures can be chosen for an 
effective solution to a particular problem. In this paper 
much emphasis has been placed on the use of higher-
order isoparametric finite elements, consistent mass 
idealization and implicit time integration. However, it 
need be noted that these techniques have been employed 
primarily in two-dimensional analysis and can be pro-
hibitively expensive in three-dimensional response cal-
culations. . 
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Abstra~-:-The p~oblem of formulating and numerically implementing finite element elastic-plastic large deformation 
analysIs IS considered. In general. formulations can u~e different kinematic descriptions and assumptions in the 
m~te~iallaw. and a~alysis results can vary by a large amount. In this paper. starting from continuum mechanics 
p~l~clples. two c?nslstent formulations for elastic· plastic large deformation analysis are presented in which either the 
inItial configuralton or the current configuration is used for the description of static and kinematic variables. The 
differences between the formulations are clearly identified and it is established that. depending on the elastic-plastic 
material description. identical numerical results can be obtained, If. in practice. certain constitutive transformations 
are not included. the differences in the analysis results are relatively small in large displacement but small strain 
problems. The formulations have been implemented and representative sample analyses of large deformation 
response of beams and shells are presented. 
SOME!I1CLATURE 
The following convention for tensor and vector subscripts and 
superscripts is employed: 
A left superscript denotes !he time of the configuration in which 
the quantity' occurs. 
A left subscript can have two different meanings. If the quantity 
considered is a derivative. the left subscript denotes the time of 
the configuration. in which the coordinate is measured with 
respect to which is differentiated. Otherwise the left· subscript 
denotes the time of the configuration in which the quantity is 
measured. 
Right lower case subscripts denote the components of a tensor 
or vector. Components are referred to a fixed Cartesian coordi-
nate system: i. j •. .. = 1.2.3. Differentiation is denoted by a right 
lower case subscript following a comma, with the subscript 
indicating the coordinate with respect to which is differentiated. 
° A = Area of body in configuration at time 0 
.C, .... C'n = Component of tangent constitutive tensor at 
time I referred to configuration at time O. I 
(superscript E indicating elastic) 
· -~:J = Component of body force vector per unit 
mass in configuration at time I +,11 refer-
red to configuration at time O. 
F = Yield function. 
h. = Finite element interpolation function as-
sociated with nodal point k. 
(i) = Superscript indicating number of iteration. 
• '~'J/ = External virtual work expres~ion correspond-
ing to configuration at time I + ,1/. defined in 
equation (2) . 
• ··~Sii'· '~:Si' = Component of 2nd Piola-Kirchhoff stress ten-
sor in configuration at time I +,11 referred 
to configuration at time 0.1. 
nSi~ .Si; = Component of 2nd Piola-Kirchhoff stress in-
crement at time I. 
1.1 +,11 = time I and I + ,11. before and after time incre-
ment l/. 
• ·~.~/i = Component of surface traction vector in con-
figuration at time I + ,1/. referred to configu-
ration at time O. 
·u,.· '~'Ui = Component of displacement vector from ini-
tial position at time 0 to configuration at 
time I, 1+,1/. 
CAS VOL 6 NO. 2-1 
81 
U, = Increment in displacement component, U, = 
'·""u- -'u-
.lUi = Correc;ion ;~ displaceme.'t increment Ui• 
'II: = Displacement component of nodal point k in 
configuration at time I. 
~Ui.;'· ··~u,.; = Derivative of displacement component in con-
figuration at time I. I +,11 with respect to 
coordinate ·x;. 
oUi.;, .UiJ, •• ~.Ui.j = Derivative of displacement increment with 
respect to coordinate ox;. 'Xlo "6'X~ 
°v, ·v, ··~·V = Volume of body in configuration at time 0, i, 
/ +.1/. 
ox" 'Xi' • '~'Xi = Cartesian coordinate in configuration at time 
0, I, 1+,1/. 
ox.', 'x," ····x .. = Cartesian coordinate of nodal point k in 
configuration at time 0, t, / + dt. 
~x,." ... ~~ •• = Derivative of coordinate in configuration at 
time 0, I + t.t with respect to coordinate' Xlo 
°x~ 
• '~~E,;, ~E'I = Component of Green-Lagrange strain tensor 
in the configuration at time I + dt, I, 
referred to the configuration at time O. 
;'E ~ = Component of total plastic strain tensor at 
.. ~. time I in total Lagrangian formul~tion. 
.E" = Component of Green-Lagrange stram tensor 
in the configuration at time I + d/, referred 
to the configuration at time I (i.e. using 
displacements from the configuration at 
time I to the configuration at time I + d/). 
oEi;' .E;; = Component of strain increment tensor refer-
red to configuration at time O. /. 
Oei;' .e,; = Linear part of strain increment oE.;. ,Ei, 
.1/i/ •• 1/" = Nonlinear part of strain increment .Eo;. .E.,. 
0p, 'p, ""p = Specific mass of body in configuration at time 
0, I, 1+,1/. 
'T", '·~·T./ = Component of Cauchy stress tensor in con-
figuration at time I, I + d/. 
• A = Constant of proportionality at time I 
Malrias 
~ B •• : B,. = Linear str.lin-displacement matrix in configu-
ration at time I referred to configuration at 
time 0, /. 
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figuration at time I referred to configuration 
at time O. I. • 
oC" C = Tangent material property matrix at time I 
and referred to configuration at time O. I 
~ F.: F = Vector of nodal point forces in configuration 
at time I referred to configuration at time O. 
I. 
:.K •.• :KL = Linear strain stiffness matrix in configuration 
at time I referred to configuration at time O. 
I. 
~ KNLo :KNL = Nonlinear strain stiffness matrix in configura-
tion at time I referred to configuration at 
time O. I. 
M = Mass matrix. 
'''''R = Vector of external loads in configuration at 
time 1+41. 
~S.~S = 2nd Piola-Kirchhoff stress matrix and vector 
in configuration at time I and referred to 
configuration at time O. 
'T. 'f = Cauchy stress matrix and vector in configura· 
tion at time I. 
, u. '+4' U = Vector of displacements at time I. I + M. 
u = Vector of incremental displacements at time I. 
du = Vector of corrections to u. 
INTRODUCTION 
The importance of investigating the elastic-pla5tic 
dynamic behavior of structural components for adequate 
design is being recognized to an increasing extent. In the 
analysis of some problems. large deformation effects can 
be neglected. but in other cases geometry changes 
significantly influence the predicted response. 
Lately. the finite element method has proven to be very 
effective in linear analysis and solutions have also been 
obtained to some complex nonlinear problems. However. 
much research is now underway to improve the con-
tinuum mechanics. material and finite element formula-
tions. the numerical integration procedures and computer 
program implementations. 
The specific problem considered in this paper is the 
formulation and implementation of incremental finite 
element equations of motion for large deformation 
elastic-plastic dynamic analysis. It is assumed that 
isoparametric finite element discretization and an implicit 
time integration scheme shall be used. because these 
techniques are believed to be most effective for a wide 
range of problems. 
Considering the formulation of the incremental finite 
element equilibrium equations. using an implicit time 
integration procedure all static and kinematic variables 
must be referred to a known equilibrium configuration. In 
practice the choice lies between using the initial 
configuration or the last calculated configuration as 
reference. For elastic-plastic analysis. Hibbitt. Marcal 
and Rice [9]. Larsen[I!]. McNamara and Marcal[I3]. 
Stricklin el al.[21]. Sharifi and Yates (19). Felippa and 
Sharifi[6] and Nagarajan[16] have used the initial 
configuration. However. Hibbitt el al. pointed out that it 
may be more effective to employ the current configuration 
as reference [9]. Larsen[ll] and Felippa and Sharifi[6] 
rejected the idea of updating the reference configuration 
without giving details about a possible implementation. 
Murray and Wilson[15]. Yaghmai[22] and Yaghmai and 
Popov [23] updated the reference configuration in static 
analysis. and Belytschko and Hsieh[5] in dynamic 
analysis using an explicit time integratipn scheme. 
Considering the different procedures currently in use. an 
important question is under what conditions. if at all. the 
same numerical results are obtained. 
The objective in this paper is to present in detail tw 
formulations in which either the initial configuration 
the last calculated configuration is used for referenc 
These formulations have been termed total Lagrangi .' 
and updated Lagrangian formulations and have bee' 
described in detail earlier for elastic analysis [3.4]. A 
important feature to be discussed is that provided t 
constitutive relations are defined appropriately, identical 
numerical results are obtained using the two formulation; 
and indeed the same finite element matrices are employed .',' 
If. however. the appropriate constitutive transformations 
are not included. the differences can be expected to be 
small in case large displacement but small strain respo~se 
is considered. The formulations have been implemented , 
and various sample solutions are described in the paper. ' ',,"; 
CO:'lTl'llTM MECH.-\SICS FOR~It:LATION 
Consider the motion of a general body such as shown in , r ,: 
Fig. 1 and assume that the solution has been obtained for 
the time points 0, j,/. ZAI ••.. , I. The basic aim is to (, 
establish an equation from which the unknown static and ,,',' 
kinematic variables in the configuration at time I +.il can ' ,J 
be solved. Because it is the objective to use a 
displacement·based finite element procedure with an 
implicit time integration scheme. the principle of virtual 
displacements is used to express the equilibrium of the 
body in the configuration at time 1+ j,t. Using the 
notation in Fig. 1. the principle of virtual displacements 
requires 
where 
and :+~'T'i are Cartesian components of the Cauchy stress 
tensor at time I + !l/. and ,.~,~t. and '.~,~/. are surface 
tractions and body force components at time I + .il. but ,-;, 
referred to time O. Also. ~ denotes 'variation in'. ~u, is a 
variation in the current displacement components •• ... 111 
and 
(3) " . 
where 
au, 
,_~,U,.". = ij'+,l,x,. 
It should be noted that in a dynamic analysis the body 
force components include mass inertia effects. 
Using an implicit time integration procedure equation 
(1) cannot be solved directly. because the configuration at 
time 1 + AI is unknown. For solution the equation is 
recast into a form in which all variables are referred to a 
previously calculated equilibrium configuration. In this 
form the equilibrium relation can be linearized and be 
employed effectively in a Newton iteration[7]. 
In principle. anyone of the already calculated 
equilibrium configurations could be used as a reference. 
configuration. However. in practice the choice lies 
essentially between two formulations which have been 
termed total Lagrangian (T,L.) and updated Lagrangian 
(UL) formulations[3.4]. In the TL solution all static 
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CONFIGURATION 
AT TIME 0 
°XI;X •. ,+At ... 
Fig. 1. Motion of body in Cartesian coordinate system. 
configuration at time O. The U.L. formulation is based on 
the same procedures that are used in the T.L. formulation, 
but in the solution all static and kinematic variables are 
referred to the configuration at time t. 
Using the T.L. formulation, equation (I) is transformed 
torS, 12, IS], 
(4) 
where '+'~Sij are components of the 2nd Piola-Kirchhoff 
stress tensor and "'~Eij are components of the Green-
Lagrange strain tensor using the displacements ,··'u •. 
Similarly, in the U.L. formulation equation (1) becomes 
(5) 
As pointed out above the objective is to linearize the 
equations of motion. Tables I and 2 summarize the 
relations used to arrive at the linearized equations of 
motion in the T.L. and the U.L. formulations. As shown in 
the tables. the linearized equilibrium equations are in the 
T.L. formulation 
_,.J.I"" J. 'e' ~ °d - ;:n - OJi; Ooei; v 
'v 
(6) 
and in the U.L. formulation 
It need be noted that in equations (6, 7) ~Sij and 'Tlj are 
given 2nd Piola-Kirchhoff and Cauchy stresses acting in 
the configuration at time t; and .eij, .1"/ij and, elj, ,1"/lj are the 
linear and nonlinear incremental straiTls referred to the 
configurations at times 0 and t, respectt.ely. 
Having linearized equation (I) about the equilibrium 
configuration at time t, a modified Newton iteration is 
employed effectively to evaluate an accurate solution. 
Defining for the k'th iteration 
(S) 
where '·"ui·' = 'Ui, the equation considered in the T.L. 
formulation is 
(9) 
where oe:~' and .1"/\~1 are evaluated as given in Table 1 but 
using AU .... instead of Ui; and '··~S\:-I) and '·"~E\:-I) are 
the stresses and strains calculated using '."'U;"-II. 
Similarly, using the U.L. formulation tho 'uation 
considered is . 
k = 1,2, ... (10) 
It need be noted that for k = I equations (9, 10) reduce 
(7) to equations (6, 7), respectively. 
where .C." and ,Co;.. are the incremental material 
property tensors in the configuration at time t and re-
ferred to the configurations at times 0 and t. respectively. 
FINITE ELEMENT SOLUTION 
For the finite element solution of equations (9, 10) 
isoparametric elements have been employed[24]. In the 
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Table I, Total Lagrangian formulation 
I. Equations of motion 
where . 
1·'\~S,j = .... .f. ,+~~Xi.. ··.a'T5I• 1 • .1~Xj., 
p 
5' ""'~ij = S ~ ('''~~UI.I + 1+"~Uj.j + r "4~Uk.i "4~Uk..j) 
2. Incremental decompositions 
(a) Stresses 
(b) Strains 
3. Equations of motion with incremental decompositions 
Noting that 1i"~:'E.; ; 5"E,; And ~S.; ; .. c,;" oE" the equations of motion are 
4. Linearization of equations of motion 
U sing the approximations oS.; ; "c,;" ,,c.,. !JoE.; ; line.; we obtain as approximate 
equations of motion 
Table 2. Updated Lagrangian formulation 
I. Equations of motion 
where , 
, .. .1:S;; = , ... f. 1+.1;Xi.1 , • .afT,,. 1+4:.1',.,. 
p 
8' ... .1:~i, = S; (,Ui.; + lUi., + ,"*.; ,"*.J) 
2. Incremental decompositions 
(a) Stresses 
(b) Strains 
1·~Eq = rEi;; lEt, = ,eil + .Tlil 
3. Equations of motion with incremental decompositions 
Noting that ,S,; ; ,C,; .. ,E .. the equations of motion are 
f C "d'+J" 'd'-"~'''' J ' lIn ,E,.~ o,E" 1 Til o,1}., 1 - .:7[ -~ ~ ~ 
4. Linearization of equations of motion 
U sing the approximations ,S" ; ,c';n , e ... li.E,j ; Ii. e., we obtain as approximate 
equations of motion 
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displacements of an element are interpolated using 
(11) 
Ii Ii 
'UI= L ht 'ult;Au; = L h. AUlt j = 1,2,3 (12) 
6;-1 t"l 
where ox;' is the coordinate of nodal point k correspond-
ing to direction j at time 0, 'Xi', '·~'x;', 'u/ and fl/l;' are 
defined similarly, ht is the interpolation function corres-
ponding to nodal point k, and N is the number of nodal 
points of the element. Using these interpolations to 
evaluate equations (9, 10) and taking into account that in 
dynamic analysis the body force components include 
inertia forces, the matrix equilibrium equation for a single 
element is in the T.L. formulation 
k = 1,2,3. .. (13) 
where ~ KL and ~ KNL are the linear and nonlinear strain 
stiffness matrices, '·~'R is the vector of externally applied 
nodal point loads, '.~~ yt-I} is a vector of nodal point 
forces equivalent to the current element stresses, M is the 
mass matrix and Au'" is a vector of nodal point 
displacement increments, with ,." u'"· = '·~U"-I. + Au"·. 
The vector of nodai point accelerations is evaluated 
differently depending on the time integration scheme 
used. 
Considering next the U.L. formulation the eqUilibrium 
equations to be solved are 
_::~~Fk-Il-M'''~'ii~&.) k = 1,2,3 ... 
(14) 
in which matrices equivalent to those in equation (13) are 
used. Table 3 summarizes the matrix evaluations. The 
strain-displacement and stress matrices used in Table 3 
have been defined in(3, 4]. 
Once the matrices corresponding to a single element 
have been calculated, the equilibrium equations corres-
ponding to an assemblage of elements are obtained using. 
standard procedures (24]. These equations are 
k = 1,2.3... (15) 
where the left subscript indicating whether the T.L. or 
U.L. formulation is used has been omitted, because 
equation (15] is applicable to an assemblage of elements 
that individually may be described by either formulation. 
For the numerical solution of equation (15) the 
Newmark scheme and Wilson 8 method have been 
employed [I, 17]. Table 4 summarizes the integration 
procedures. It should be noted that because implicit 
numerical time integration is used, the step-by-step 
algorithm reduces to a static analysis wl-ten inertia effects 
are not considered. 
ELASTIC-PLASTIC COSSTlTl;IlVE RELATIONS 
Comparing the V.L. and T.L. formulations in Tables I 
and 2, it is noted that the formulations are analogous and, 
in fact, the only theoretical difference between the two 
Table 3. Evaluation of integrals 
Integral 
f. 0p ""'ii,. liu,. °dt: ·v 
.... ~r9t = f. '+~!,., 8u. °da 
°A 
+ f.v 0p "":.t. 8u. "dv 
~1atrix evaluation 
In all analyses 
M .-A·ii=Op(f.v HTH "dr)""'ii 
'·~'R= f. H~t I·~!t °da 
"A 
+opf, HT .-A!f °dv 
"v 
Total Lagrangian formulation 
~ KL .1u"· = (J.v : B[ r£ :. BL -dv) /lfA'" 
:,KN , • .1u'" = (f.v ~B~,. ~S !B"'L ndV) .:\u'·· 
"A~F"'u= f.v "A!B,·,-ur .... !S'.-u °dv 
Updated Lagrdngian formulation 
f C .. , ~ '" 'd , ij,.. ,tr • ""til r 'v 
f 'Til 8.1J~:1 'dv 'v 
:K,.j,u"'=(L :B[.e :B, 'dc)j,U'" 
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Table 4. Summary of step-by-step integration 
Initial calculations 
J. Form mass matrix :\1: initialize "u. "0. "ii. 
2. Calculate the following constants: 
tol:s 0·01; nitem ~ 3: in static analysis IJ = I and go to A. 
Wilson IJ method: IJ ~ 1·37. usually IJ = 1·4 •• = 8~1 
au =6/T' 
a. = AI/2 
a, =6/T 
a7 = AI'/6 
a,=a,JIJ a,= -a,/IJ 
Newmark method: IJ = 1·0. 5 ~O·~O. a ~0'25 (0·5 + 5)'. T =.11 
a. = I/(a~l') 
a.=.1I(1-5) 
a, = 1/(a~1} 
a7 = 5.11. 
a, = Ima)-I 
3. Calculate mass contribution to effective stiffness matrix: K = a.M 
For each timestep 
(A) Calculation of displacement increment 
a.=1-3/IJ 
a .. = -a~ 
(i) If a new stiffness matri!, is to be formed. calculate and triangularize 'K 
(ii) Form effective load vector: 
(iii) Solve for displacement increments using latest D. L factors: 
LDL'u="'Jl 
(iv) If required. iterate for dynamic equilibrium: then initialize u"" = u. i = 0 
(a) i = i+L . 
(b) Calculate (i -I)st approximation to accelerations and displacements: 
(c) Calculate (i - I)st effective out-of-balance loads: 
(d) Solve for i'lh correction to displacement increments: 
(e) Calculate new displacement increments: 
10 Iteration convergence if II~u" ~,~iu'" + 'uib < tol. 
If convergence: u = u'" and go to B; 
If no convergence and i'< nitem: go to (a); otherwise restart using new 
stiffness matrix. and/or a smaller time step size 
(B) Calculate new acceleratillns. velocities and displacements 
Wilson II-method: 
t "~'u = Q,U+ Q,:u + a/i 
,".l.rli ='iI + a..(' ',),'0+ 'iil 
,·.l.'u.:: tu + .l,'u+ 0..(' ~..1!ii + ~'ii) 
Newmark method: 
, • .llil = Q,U + Q4' U + a ... 'ii 
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formulations lies in the choice of different reference 
configurations for kinematic and static variables. Indeed. 
if in the numerical solution the appropriate -constitutive 
tensors are used. the evaluation of the corresponding 
integrals in equations (6. 7) results into the same matrices 
and thus identical response is predicted using either 
formulation. The conditions for obtaining the same 
equations are that the stresses must be related as given in 
Tables I and 2 and the relation between the constitutive 
tensors must be as follows, 
where 
• 
UC","I'Cf =!- ~Xm.f ~x,..; ,eiir• ~Xr.r ~Xq., p 
I 
,C"'"PIf = I- ~Xm.i .'IXn.j OCijfJ ~XP., ~XCl.S 
P 
I a IX; 




These relations are precisely the kinematic transforma-
tions required for the integrals in equations (6, 7) to be 
identical. Any differences in response calculations would 
then lie in the definition of IC;" or .C
"
,. However, in 
practice. the transformations in equations (16. 17) add to 
the total computational effort required for solution. 
Therefore. the aim is to formulate the elastic-plastic 
constitutive relations directly corresponding to the 
specific kinematic nonlinear formulation used, and the 
following two constitutive formulations have been im-
plemented and evaluated in this work. The basic 
ingredients of the constitutive relations are those used in 
small displacement analysis; namely. in addition to the 
elastic stress-strain relations. the following assump-
tions are employed: (I) a yield condition. which specifies 
the state of multiaxial stress corresponding to start of 
plastic flow; (2) a flow rule relating plastic strain 
increments to the current stresses and stress increments 
subsequent to yielding; and (3) a hardening rule. which 
specifies how the yield condition is modified during plastic 
flow [S]. 
Total Lagrangian fonnulation 
For an elastic-plastic material, the constitutive rela-
tions depend on the complete stress and strain history. At 
any time between the discrete time points t and t + ~t the 
elastic-plastic material behavior is therefore described in 
the T.L. formulation using 
(IS) 
where duS" and d"E" are differential increments in 2nd 
Piola-Kirchhoff stresses and Green-Lagrange strains, 
respectively. and "C;" is the elastic-plastic constitutive 
tensor at the current stress and strain conditions. 
Referring to Tables I and 3 and equation (13), it is noted 
that in the calculation of the linear strain stiffness matrix 
:. K, . the following approximate relation is employed 
(19) 
where "e" is the linear part of "E,,, and oC,,, is the 
stress-strain rdation at time t. However, in the equilib-
rium iterations the total incremental strains are calculated 
using 
and then, because "C;" is a function of the stresses and 
strains, 
(21) 
To evaluate the integral in equation (21) Euler's method 
has been used[7]. The stresses corresponding to "'~E~' 
are then 
(22) 
The above description shows that basically the material 
tensor HC;" need be evaluated for a given stress and strain . 
state. Consider the calculation of I'C;" corresponding to 
:.E,; and :,s'i' In the investigation carried out isothermal and 
elastic-perfectly plastic or isotropic hardening conditions 
have been assumed. In this case the initial and subsequent 
yield condition is 
F<:,s,;. I K ) = 0 (23) 
where I K is a hardening parameter that depends on the 
total plastic strains :.ff;. The total plastic strain is obtained 
by addition of the incremental plastic strains duE~, 
(24) 
where d"f ~ is the elastic part of the differential increment 
in strain dof,;. Assuming an associated flow rule 
A P I, tJF 
""E,; = 1\ ~IS 
Uo ij 
and becal!se F = 0 during plastic deformation 
aF aF P 
a 'S·· doS,; + -:i'Pa I dof 'j = 0 o IJ uE;; 




where .Cff" is a component of the elasticity tensor relat-
ing 2nd Piola-Kirchhoff stresses to Green-Lagrange 
strains [3]. . 
Equations (23-27) enable the calculation of the compo-
nents of the constitutive tensor .CiM in equation (IS) in the 
usual way [S]. 
CE i/F CE tJF U jj",,. ""i'S 0 nlkf a'S 
C - CE _ 0 ",n 0 C4 ('S) o ';" - 0 .;" tJF tJF E tJF tJF -
~-;r-S +oC"""i/'S "S uuE,'u,u".... (I &.JUO".., 
It may be noted that once ' ":'S:~ I has been evaluated 
and the iteration converged. Cauchy stresses are calcu-
lated as given in Table 1 whenever stress output is 
required. 
Updated Lagrangian fonnlliation 
In the U.L. formulation the elastic-plastic material 
response is described using 
d,S,; = Ie,,, d, e" (29) 
I." r .. lr ,11 f 
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Piola-Kirchhoff stress referred to the configuration at 
time t and the linear part of ,E". respectively. In analogy 
to the T.L. formulation. in the calculation of the linear 
strain stiffness matrix: K,. the relation used is 
(30) 
A main difference appears in the calculation of stresses. 
The solution of equation (14) yields :::'11,'41 and thus corres-
ponding strain components ,e',~' can be calculated and 
(31) 
where IC,,, is a function of the current total stress and 




The calculation of the constitutive relations is carried 
out as in the T.L. formulation but using Cauchy stresses 
and the small displacement strain increments I e". It 
should be noted that in the evaluation total plastic strains 
are obtained by addition of the plastic components of Ie" 
occurring in each time step. The V.L. formulation is 
therefore quite similar to the calculation of elastic-plastic 
constitutive relations in small displacement analysis. but 
to take large displacements into account the transforma-
tion in equation (33) is used for stress calculations. 
Comparison of fonnlliations 
On comparing the evaluation of the elastic-plastic 
constitutive relations in the V.L. and T.L. formulations. it 
is noted that different basic assumptions are used. In the 
T.L. formulation the elastic properties. the yield function 
and flow rule are defined in the 2nd Piola-Kirchhoff stress 
space whereas in the V.L. formulation the Cauchy stress 
space is employed. Vnder large displacement and large 
strain conditions. it would therefore be necessary to 
specify the appropriate elasticity constants. yield stresses 
and hardening constants. If the same material constants 
were used large differences between the response pre-
dicted using the T.L. and V.L. formulations WOUld. in 
general. be observed. However. if only moderate defor-
mations are considered the response predicted using the 
V.L. and T.L. formulations can be expected not to differ a 
great deal. Namely. for moderate deformations 
(34) 
where a signifies 'of order'. But then considering the 
calculation of the elastic-plastic incremental constitutive 
relations. it is noted that products of stresses are emp-
loyed and hence the differences in the elements of the 
stress-strain matrices used in the T.L. and V.L. formula-
tions will be small. 
Considering the implementation of the two formula-
tillns. it is noted that the T.L. formulation is programmed 
more ea~ily. Namely. in this case large displacement 
analysis is a simple extension of ,mall displacement 
analysis in that the same subroutine which calculates the 
material matrix in small displacement analysis can be used 
without modification for large displacement conditions. It 
is only necessary to work with 2nd Piola-Kirchhoff 
stresses and Green-Lagrange strains instead of conven-
tional small displacement strains and stresses. 
S .. ntPLE SOLlTIO~S 
To implement the T.L. and V.L. formulations described 
above program NONSAP was employed[2J. The program 
is available with the T.L. formulation for elastic-plastic 
analysis and thus had to be modified for the V.L. 
formulation. 
Static large displacellletlt analysis of II cantilaer 
The cantilever in Fig. :2 was analyzed for a uniformly 
distributed load using five 8-node plane stress isoparamet-
ric elements. The material of the cantilever was assumed 
to be isotropic and linear elastic. An analytical solution 
for the response of the cantilever was given by 
Holden[IOJ. 
The purpose of this analysis was to compare the Holden 
solution with the response predicted using the T.L. and 
V.L. formulations. Since the beam is elastic. to prevent 
plastic response the yield stress of the material was 
selected sufficiently high. It should be noted that in this 
case the same material constants have bee!! employed in 
both formulations. 
The response of the cantilever using the T.L. and V.L. 
formulations and 100 equal load steps is shown .in Fig. 3. 
in which Holden's solution is also given. It is seen that for. 
the accuracy with which the response can be presented in 
the figure all three solutions are identical. 
In order to observe the effect of the load step size the 
analysis was repeated using only five equal load steps. 
Fig. 4 shows the calculated response. In this case the 
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Fig. 4. Large displa.:ement analysis of a cantilever. comparison of 
nonlinear formulations. 
tions is ~ignificantly different. because the incremental 
solution using either formulation was not obtained 
accurately. 
Static large displacement analysis of a spherical shell 
The elastic sphl!rical shell shown in Fig. 5 was analyzed 
for its static response due to a concentrated apex load. 
The shell was idealized using the 8-node isoparametric 
elements. The same shell was also analyzed by 
Stricklin (:!Ol and :-tescall (loll. and the objective was to 
compare those solutions with the response predicted in 
this study. As in the analysis of the cantilever. because the 
shell is assumed to remain elastic. the yield stress of the 
material was s.:lected sufficiently high and in both 
formulations thl! same material constants have been used. 
Figures 5 and 6 show the response predicted by 
Stricklin. Mescall and in this study. Taking into account 
that this shell behaves highly nonlinear. good agreement 
between the different solutions is observed. It should be 
noted that the difference between the U.L. and T.L. 
solutions becomes smaller as the number of load step  is 
increased. 
Dynamic large displacement analysis of a second .~pheri­
cal shell 
The dynamic response of the spherical cap shown in 
Fig. 7 was investigated. The shell was subjected to a 
distributed step pressure p '" 600 Ib/in'. The material was 
assumed to obe\' the von ~tises vield condition with linear 
isotropic harde~ing. The objective in the analysis was to 
compare the response predicted using the U.L. and T.L. 
formulations. 
Figure 7 shows the response calculated using the 
Newmark time integration scheme. In this analysis the 
difference between the response predicted using the T.L. 
and U.L. formulations is very small indeed. (It should be 
noted that in this analysi'i using the U.L. formulation :!nd 
Piola-Kirchhoff stresse, referred to the configuration at 
time t instead of CauchY strl!sses have been used to define 
,C,,, in equation (31 ).) 'In order to observe the effect of 
elastic-plastic b<!havior and the additional effect due to 
large displacements on the response. a linear analysis and 
an analysis including onl~ the nonlinear material effects 
were carried out. As shown in Fig. 7 the material and 
geometric nonlinear effects are very significant. A 
comparison of the results obtained in this study with'the 
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isoparametric clements and a = O' 276. 0 = 0·55 in the 
Newmark method is given in Fig. 8[16). 
The objective in this work was to study the T.L. and 
U.L. incremental formulations for clastic-plastic analysis. 
However. since the errors in dynamic response calcula-
tions are also due to the numerical time integration 
scheme used. it i's also of interest to compare the solutions 
presented in fig. 7 with solutions obtained using the 
Wilson II-method for time integration. These results are 
given in Fig. 9. 
SDNARY ASD COSCLl"SIOSS 
In the analysis of geometrically nonlinear static or 
dynamic response using an implicit time integration 
method. it is necessary to employ a known configuration 
as reference for stresses and strains. Corresponding to the 
choice of reference coniiguration different stress and 
strain measures must be used. In elastic-plastic analysis 
the constitutive relations depend on stresses and strains. 
and an important problem is how to define the material 
behavior in conjunction with the specific kinematic 
formulation used. 
In this paper two consistent and effective formulations 
for elastic-plastic analysis have been presented and 
compared. In the total Lagrangian formulation all static 
. and kinematic variables are referred to the initial 
configuration whereas in the updated Lagrangian formula-
tion the last calculated configuration is used as reference. 
It is pointed out that provided the same material 
description is employed and the appropriate kinematic 
transformations are carried out identical numerical results 
are obtained bv either formulation. On the other hand. if 
the constitutiv"e relations are defined directly for each 
-006 
-004 -J 
T, '0 55. 10 sec 
III • 0 5. 10~sec 
-002 
o 
formulation. as given in the paper. because such material 
descriptions are numerically more cffe.:li"e. differences 
will be relatively small provided "moderate" deforma-
tions are considered. Since the implementation of the total 
Lagrangian formulation is simplest. it appears that this 
formulation is most attractive. 
The updated and total La~rangian formulations have 
been implemented and in the paper the large deformation 
response of a cantilever and two ~hells as predicted using 
the formulations has been presented. 
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Abstract-Finite element procedures for nonlinear dynamic analysis of shell structures are presented and assessed. 
Geometric and material nonlinear conditions are considered. Some results are presented that demonstrate current 
applicabilities of finite element procedures to the nonlinear dynamic analysis of two-dimensional shell problems. 
The nonlinear response of a shallow cap, an impulsively loaded cylindrical shell and a complete spherical shell is 
predicted. In the analyses the effects of various finite element modeling characteristics are investigated. Finally, 
solutions of the static and dynamic large displacement elastic-plastic analysis of a complete spherical shell 
subjected to external pressure are reported. The effect of initial imperfections on the static and dynamic buckling 
behavior of this shell is presented and discussed. 
I. INTRODUCTION 
The calculation of the nonlinear dynamic response of 
shell structures including instability or buckling 
phenomena has received considerable attention in recent 
years and much literature has appeared on this 
subject[I-25). The elastic dynamic buckling of spherical 
caps was solved using the Galerkin method [2), finite 
difference methods[3-5) and finite element methods[6-
8). The dynamic response of spherical caps and domes 
subjected to large external loads that cause plastic 
deformations was analyzed using finite element 
methods[6-101, and the analysis of dynamic buckling of 
some cylindrical shells was performed using analogue 
computers [11), finite difference methods [12-15], and 
finite element methods [8, 16, 17]. The dynamic buckling 
of hemispheres and complete spherical shells was dis-
cussed in' references [13,18) and [19-21], respectively. 
The results of these studies showed that initial shell 
imperfections have the effect of reducing the dynamic 
buckling loads, as well as the static buckling 
loads [1,5,22-25]. 
It is not our intention in this paper to survey all the 
work that has been performed on dynamic shell buckling 
(and the list of reports referred to above is by no means 
a complete reference list on this subject), but based on 
the previous work performed it is concluded that to 
calculate the dynamic buckling load of a shell using 
numerical methods, an evaluation of the transient res-
ponse of the shell for various load levels is required [5]. 
Furthermore, based on the experiences obtained with 
finite element procedures, these techniques appear to be 
much suited for the calcldation of dynamic buckling loads. 
Considering the use of the finite element method for 
the analysis of nonlinear dynamic problems, it is neces-
sary to employ consistent and stable finite element for-
mulations. A shell structure may undergo large dis-
placements and large strains; hence, the finite element 
procedures must be based on large deformation kinema-
tic formulations and appropriate constitutive equations. 
Also, for the dynamic analysis, numerical time in-
tegration of the finite element equations of motion is 
necessary. Here, it is important that a time integration 
scheme be used that is stable and accurate, since other-
wise buckling loads are predicted numerically that are 
309 
physically non-existent. Also, the appropriate use of 
these techniques is not straight-forward and is generally 
based on much solution experience. 
The objective of this paper is to demonstrate the 
application of some state-of-the-art finite element analy-· 
sis procedures to the nonlinear dynamic analysis of shell 
structures, and thus contribute to the body of knowledge 
available for the proper finite element modeling of the 
problems considered. In addition, the solutions obtained 
summarize the static and dynamic large deflection and 
instability characteristics of some important shell struc-
tures. 
In the first part of the paper, the general finite element 
formulations used for the nonlinear dynamic analyses are 
presented. The incremental kinematic formulations in-
clude large displacements and large strains. Also, the 
time integration and the equilibrium iteration schemes 
employed are briefly summarized. 
In the second part of the paper, the finite element 
formulations that have been discussed earlier are applied 
to the nonlinear large displacement and elastic-plastic 
dynamic analysis of three different two-dimensional 
shells: a spherical cap SUbjected to an external step 
pressure, an infinitely long cylinder subjected to an im-
pUlse, and a complete spherical shell subjected to uni-
form external pressure. These analyses have been per-
formed to identify the effects of some important mode-
ling variables used, such as the number of finite ele-
ments, the mass idealization, the number of Gauss in-
tegration points, the time step size Ilt, and the use of 
equilibrium iteration. The finite element solutions 
obtained are compared in some cases with other finite 
element results reported elsewhere and experimental 
predictions. 
In the last part of the paper, further analysis results of 
the complete spherical shell with and without initial 
imperfections are reported. The shell is subjected to 
uniform external pressure and was analyzed for its large 
displacement elastic-plastic static and dynamic response. 
The results of the analysis show the static and dynamic 
characteristics of the shell when different levels of 
geometric imperfections are assumed. The shell instability 
characteristics identified in this paper should be valuable in 
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l SUMMARY OF THE FINITE ELEMENT PROCEDURES USED 
In the finite element analysis of shell structures it is most 
important to employ consistent kinematic continuum and 
finite element formulations, appropriate constitutive rela-
tions and stable and accurate procedures for the solution of 
the finite element equations. 
2.1 Incremental equations of motion 
As previously summarized [6, 7], for large displace-
ment elastic-plastic analysis, basically two different 
kinematic formulations can be employed, i.e. the total 
Lagrangian (T.L.) and the updated Lagrangian Jaumann 
(U.LJ.) formulations can be used. 
Tolal Lagrangian formulation. The principle of virtual 
displacements for the T.L. formulation is 
l '+<l.'S ~ r+<l.' d V - r+b.tfll> Oiio OEil - ;:n. V (1) 
where °V is the volume of the body at time 0, r+<l.~Sii is 
the 2nd Piola-Kirchhoff stress tensor at time t +!:.t 
referred to the configuration at time 0, '+<l.~Eii is the 
Green-Lagrange strain tensor at time t +!:1t referred to 
the configuration at time 0, and f+<l.'£il is the external 
virtual work at time t + !:.t. 
Linearizing eqn (1) about the state at time t the 




where the total Green-Lagrange strains corresponding to 
time t +!:1t are calculated from the total nodal-point 
displacements. This formulation can be employed 
effectively for large displacement but small strain elas-
tic-plastic analysis [6]. 
Updated Lagrangian Jaumann stress formulation. In 
the U.LJ. formulation, all variables are referred to the 
configuration at time t, i.e. the updated configuration of 
the body. In this case the principle of virtual displace-
ments used is 
f, f+<l.'S ~ '+<l.' d V - '+<l.'fll> t ij U IEij - ::n 'v (5) 
where 'V is the volume of the body at time t, ,+<l.:Sli is 
the 2nd Piola-Kirchoff stress tensor at time I + !:.t refer-
red to the configuration at time t and f+<l.:Eij is the 
Green-Lagrange strain tensor at time t +!:.t referred to 
the configuration at time t. 
Proceeding as in the T.L. formulation, the governing 
linearized continuum mechanics equation is in the U.LJ. 
formulation, 
_,+<l.'fll> f, , ~ dV - :n - Tij u ,eii . 
'v 
(6) 
This formulation can directly be employed for large 
displacement and latge strain elastic-plastic analysis 
provided the Young's modulus and strain hardening 
modulUS corresponding to the Cauchy stress and 
logarithmic (true) ~train increments are used instead of 
the usual small displacement quantities [26,27]. With this 
constitutive tensor, the solution of eqn (6) yields an 
increment of displacements and hence an increment of 
strains, after which the stresses corresponding to time 
t +!:1t are calculated. 
The large strain formulation accounts for rigid body 
rotations on the current stresses using 
(7) 
where '~ii is the Jaumann stress rate tensor at time I, 'iii 
is the time derivative of the Cauchy stress tensor at time 
I and 'Oij is the spin tensor. The Jaumann stress rate 
tensor is evaluated using 
(8) 
where ,e" is the rate of strain increment. Integrating eqn 
(8) over the time increment !:.t, which is assumed to be 
small, and using eqn (7), we obtain as an approximation 
to the Cauchy stresses at time t + !:1t 
Considering elastic-plastic analysis the integration in 
eqn (9) with all the ingredients of the elastic-plastic 
formulation chosen can be performed effectively using 
an Euler method or the trapezoidal rule. 
.2.2 Finite element formulations 
The finite element implementation of eqn (2) in the 
T.L. formulation can be written in matrix form, for a 
single finite element, as 
(~KL +~KNdU= f+<l.'R-:"~F (10) 
where ~K, and ~KNL are the linear and nonlinear strain 
stiffness matrices, U is the vector of incremental nodal-
point displacements, '+<l.'R is the external nodal-point 
force vector and ~F is the vector of nodal-point forces 
equivalent to the element stresses. Considering eqns (2) 
and (10), the integrals of eqn (2) are approximated in eqn 
(10) as follows: 
(11) 
(12) 
where ~BL and ~BNL are the linear and nonlinear strain-
displacement transformation matrices, oC is the in-
cremental stress-strain material property matrix, and ~S 
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stresses. Once the matrices corresponding to a single 
element have been calculated, they are assembled into 
the complete system matrices in the usual manner [28]. 
Similarly, the finite element implementation of eqn (4), 
which was obtained using the U.LJ. formulation, is 
where 
:F= r :B['fdV j,v (15) 
where :BL and :BNL are the linear and nonlinear strain-
displacement transformation matrices, ,e is the in-
cremental stress-strain material property matrix and '1' 
and 'f are a matrix and vector of Cauchy stresses. 
2.3 Deformation-dependent pressure loadinR 
So far the external loads, which resulted in the load 
vector in eqns (10) and (13), have been assumed to be 
independent of the configuration of the body. However, 
when shell structures undergo large displacements, it is 
necessary to consider the externally applied pressures to 
be configuration-dependent. The vector of nodal-point 
forces equivalent to the applied pressure at time t + t::.t, 
'+l..,p, can then be evaluated approximately using 
(16) 
where 'A is the area and :8' is the matrix of surface 
displacement interpolation functions at time t. 
2.4 Time integration 
Considering dynamic analysis, using an implicit time 
integration scheme, the external loads in eqns (10) and 
(13) include the d'Alembert forces at time t + t::.t. The 
equilibrium equations of a pressure loaded shell dis-
cretized in finite element analysis, as above, can be 
written generally as follows [6, 7], 
'K V = '+<I.'Rp -'F - M ,+<I.'V (17) 
where 'K is the stiffness matrix at time t, M is the mass 
matrix and '+<I.'V is the vector of nodal-point ac-
celerations at time t + M. 
Using the trapezoidal rule of time integration, the 
following assumptions are employed, 
From the above equations, we obtain 
,+<I.'V = _4_('+<1., V - 'V) - ~'U -'V (20) 
(t::.tf t::.t 
and substituting into eqn (17) we obtain 




'K+ 4 M V='+<I.,V-'V = (t::.t)2; (22) 
(23) 
By solving eqn (21) we obtain the increment of nodal-
point displacements, V, and then the velocities and ac-
celerations at time t + t::.t, ,+<I.'U and '+<I.'V, are obtained 
using eqns (19) and (20). 
2.5 Equilibrium iteration 
The step-by-step solution of the nonlinear response 
of a shell can in general only be performed accurately 
using equilibrium iterations during a time 
increment [7, 29, 30], 
where TI{ is the effective stiffness matrix corresponding 
to time T, 
and 




,+<I.'R (i-I) = f, , +<1., HS(i_I)T ,+<1., dA 
p ,+<1., p. 
t+6tA(i-I) 
Furthermore, in the T.L. formulation, 





In the equilibrium iteration of eqn (24), the modified 
Newton method may be used. In this method, the 
coefficient matrix, TI{, is constant during iteration and 
"T" is equal to "t." However, when a time increment is 
not sufficiently small, the modified Newton method may 
display slow convergence or even divergence. 
The BFGS (lJroydon-fietcher-Goldfarb-Shanno) 
method, in which the coefficient matrix is modified to 
improve the convergence, is frequently more effective 
than the modified Newton method [30, 31]. The basic 












312 T. ISHIZAKI and K. J. BATHE / 
where {3 is a scalar that is evaluated to satisfy the 
condition 
.lU(ilT ('+d'R(il _ '+d'f<il):::; 
STOL [.lU(OT ('+d'R(i-I) - '+d'f<i-I))] (32) 
with STOL a tolerance. The coefficient matrix in eqn (30) 
is evaluated as follows, 
(33) 
where the matrices A(i-I) are of the simple form 
(34) 
with the vectors v(i-I) and w(i-I) given by the calculated 
nodal-point displacements and forces. 
Effective convergence criteria for the equilibrium 
iterations are [30], 
and 
where EF is an out-of-balance force tolerance and EE is 
an energy tolerance. In eqn (35) the superscript (max) 
denotes the maximum value ever calculated during the 
solution, andl~lb is the Euclidean norm of vector a. 
Both convergence criteria, eqns (35) and (36), have to 
be satisfied for the termination of the iteration. 
3. ANALYSES OF THREE SHELL STRUCTURES 
Except for the deformation-dependent pressure load 
option (which we had to implement during this study), 
the finite element procedures summarized in the previous 
sections are available in the computer program 
ADINA [32], and we have used this program for the 
nonlinear dynamic analysis of the shell structures des-
cribed in the following sections. In all analyses equili-
brium iterations were performed with EF = O. I and EE = 
0.001 in eqns (35) and (36), unless otherwise stated. In 
general, the modified Newton method was used, but 
when convergence difficulties were encountered the 
BFGS method was employed. To model the elastic-
plastic conditions in all analyses the Prandtl-Reuss 
equations were used with the \,on Mises yield condition 
and isotropic strain-hardening. 
3.1 Analysis of a spherical cap 
In order to identify the applicability of the finite ele-
ment procedures discussed in the previous section, the 
nonlinear dynamic analysis of a spherical cap subjected 
to a uniformly distributed external step pressure was 
performed using different finite element models and 
solution variables. 
The cap dimensions and material properties are given 
in Fig. I. Ten equal 8-node axisymmetric elements were 
used to discretlze the cap from its apex to the fixed 
support with one element through the thickness. 
~lt~"""OC V h~O.41,n 
01=26·67-
Ten a-nOde aXisymmetric eo!:!; 
~rk !nte U=O·55,a:Q·27G) 
2)( 2 Gauss Integration 
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Fig. 1. Dynamic elastic-plastic response of a spherical cap, p 
deformation independent. 
Figure I shows the dynamic response of the spherical 
cap predicted with 2 x 2 Gauss integration [28], a consistent 
mass matrix assumption,. equilibrium iterations using the 
BFGS method, the Newmark time integration scheme 
(8 = 0.55, a = 0.276) with M = 1.0 X 10-5 sec and using the 
T.L. formulation. Also shown is the finite element solution 
calculated by Nagarajan and Popov [9]. 
The effects of using a lumped mass idealization, 
different Gauss integration orders and different 
tolerances in the equilibrium iterations are shown in Figs. 
2-4. Based on the results obtained in this analysis, and 
previous experiences, we used in all the following 
analyses a consistent mass idealization and 2 x 2 Gauss 
integration. 
3.2 Analysis of a cylindrical shell 
In this study, the nonlinear dynamic response of an 
impUlsively loaded cylindrical shell was calculated and 
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numerical results obtained by Lindberg and 
Kennedy [17]. 
The cylindrical shell is shown in Fig. 5. The material is 
6061-T6 aluminum. An impulse, uniform in axial direc-
tion, was applied to the shell with a circumferential 
variation of a cosine curve, as shown in Fig. 5. This 
loading was expressed by the following initial inward 
radial velocity, wM» [in/sec], 
wM» = 1327+ 2079 cos 4> + 835 cos 24> -172 cos 44> 
(37) 
where 4> is the circumferential angle. 
In our finite element analysis one half of the cross-
section of the cylindrical shell was idealized using sixty 
8-node isoparametric plane strain elements, with one 
element layer modeling the thickness of the shell. 
Fig. 3. Effect of numbers of Gauss integration points on the cap 
response predicted. 
A plot of the radial displacement at 4> = 15" as a 
function of time is shown in Fig. 5. Also shown are 
experimental results and the finite element solution 
obtained by Lindberg and Kennedy. The ADINA solu-
tions based on the T.L. and V.L.J. formulations show 
good agreement with the experimental results. The effect 
of large strain is small, because the V.LJ. formulation 
including the large strain effect predicts almost the same 
response as the T.L. formulation. Figures 6 and 7 show 
the circumferential strain vs time at 4> = 0 and the peak 
circumferential strain measured during the complete 
response history as a function of the angle 4>, respec-
tively. It is observed that the peak strain is (locally) 
about 4%, which represents the limit of a small-strain 
assumption [26]. 
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3.3 Analysis of a complete spherical shell 
no Iteration 
Fig. 4. Effect of equilibrium tolerance on the cap response 
predicted. 
Axisymmetric static and dynamic analyses of the 
complete spherical shell shown in Fig. 8 with initial im-
perfections were performed. The finite element model 
used is also given in the figure. As shown, the complete 
spherical shell was idealized using twenty 8-node 
axisymmetric elements, with one element layer through 
the shell thickness. An initial geometric imperfection in 
the form of a function Wj(4)) was assumed. This imper-
fection was proportional to the static elastic buckling 
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Fig. 8. Spherical shell and finite element model considered, p deformation dependent. 
T is the following nondimensionalized time 
(39) 
complete spherical shell, 8 is the amplitude of the im-
perfection, h is the shell thickness and P1S(cos 4» is the 
Legendre polynomial of order 18. These initial imper-
fections were specified in the analysis by changing the 
nodal-point coordinates of the finite element model. The 
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responding to elastic small displacement assumptions 
(E), elastic-plastic small displacement assumptions (E-
P), elastic large displacement assumptions using the T.L. 
formulation (E, T.L.) and elastic-plastic large displace-
ment assumptions using the T.L. formulation (E-P,T.L.) 
are compared in Fig. 9. The pressure is nondiinen-
sionalized with respect to the classical elastic static 
buckling pressure Pcn 
2E (h)2 
Pc, = [3(1- j12)]1/2 Ii . (40) 
As expected the elastic small displacement analysis 
(E) does not predict buckling of the shell. The analysis 
assuming elastic-plastic small displacements (E-P) does 
also not predict buckling, but at the load level equal to 
0.67 Pc, (which is close to the analytical yield pressure 
0.673) the displacements suddenly increase at the larger 
rate because the complete shell is plastic. The (E, T.L.) 
and (E-P, T.L.) formulations predicted buckling of the 
shell as shown in Fig. 9 because, although a perfect shell 
was to be analyzed (case 8 = 0), considering the finite 
element model the coordinates of the nodal-points were 
only specified to 4 digit accuracy which is equivalent to a 
very small geometry imperfection in the analysis .. As 
shown in Fig. 9 the predicted elastic buckling load is very 
close to the classical value given by eqn (40). 
Figure 10 shows the static response of the shell with 
an imperfection of 8 equal to 0.1. In this case, the 




0·8 .. ~ ElastIc small dlsP. (E) .. 
d: Elastic. T L -~ ----









0 0·2 OA 06 08 
RADlAl DISPLACEMENT AT 4>=0 - inches 
Fig. 9. Static response of a perfect (8 = 0) complete spherical shell 
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Fig. 10, Static response of an imperfect (8 = 0.1) complete spheri-
cal shell under uniform external pressure, 
CAS Vol. 12, No. l-O 
load is 0.599 Pcr- When plastic deformations are included, 
the (E-P, T.L.) analysis predicts that the shell buckles at 
the pressure 0.503 Pcr- The distribution of the inward 
radial displacement obtained by the (E-P, T.L.) static 
analysis is shown in Fig. 11. It should be noted that the 
displacement distribution has the same form as the 
specified initial imperfection expressed by the Legendre 
polynomial of order 18, and that the displacement at 
c/J == 0, where the geometric imperfection was maximum, 
becomes very large. 
The dynamic response of the perfect shell (8 = 0) and 
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Both shells were subjected to a step pressure of 0.5 Pcr 
of infinite duration. The predicted response is given in 
terms of the mean displacement A vs the nondimen-
sionalized time T, where 
A = volume generated by the shell deformation 
, shell volume . 
(41) 
This mean displacement measure was employed in ear-
lier investigations on the static and dynamic behavior of 
axisymmetric shells and was, in particular, employed to 
measure the buckling of an elastic cap[5]. 
Considering the analysis of the perfect shell, the pre-
dicted dynamic response assuming small displacements 
and large displacements (T.L. formulation) were the 
same to the accuracy that can be shown. The elastic 
analyses, (E) and (E, T.L.), show that the shell vibrates 
steadily and A becomes 0 after each cycle. The plastic 
analysis results, (E-P) and (E-P, T.L.), show the typical 
characteristics of elastic-plastic behavior; namely, the 
period and amplitude of vibration are larger and smaller, 
respectively, than in elastic conditions, and there is a 
permanent displacement set when considering plastic 
conditions. 
In Fig. 13 the analysis results of the imperfect shell are 
presented. It is found that the imperfect shell is unstable, 
as predicted by the (E, T.L.) and (E-P, T.L.) analyses 
because the peak displacement is increased cycle by 
cycle. 
The distributions of radial displacement obtained by 
the'(E-P. T.L.) analysis are shown in Fig. 14. As in the 
static response shown in Fig. II, the displacement at 
cb = 0 becomes very large with increasing time. 
A comparison of s{)lution results using the T.L. for-
mulation and the U.L.J. formulation is shown in Fig. 15. 
Also shown is the sensitivity of the analysis results to the 
number of finite elements and the time step used. The 
pressure was selected to be 0.4 Pm because, as shown in 
the next section, the shell is just unstable under this 
pressure. Therefore, the predicted response should be 
sensitive to the finite element modeling used. As shown 
in Fig. 15, the U.LJ. formulation predicts somewhat 
smaller displacements than the T.L. formulation, but in 
both cases the unstable response of the shell is predicted. 
In the dynamic buckling analyses to be discussed in 
the next section, the T.L. formulation was employed in 
the large displacement calculations. For large displace-
S • 0·' 
p: 0 ~Pcr 
E-P, T L. 
,~,~ 
o 10 20 30 40 50 60 70 80 90 
ANGL E '" - degrees 
Fig. 14. Distribution of radial displacement of the imperfect 
(8 = 0.1) complete spherical shell under step external pressure. 
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Fig. 15. Elastic-plastic dynamic response of the imperfect (8 = 
0.1) complete spherical shell under step external pressure. 
ment but small strain elastic-plastic analysis this for-
mulation is effective, because considering the kinematics 
only, the increment in displacements can be large (pro-
vided the equilibrium iteration converges), whereas using 
the U.LJ. formulation of eqns (6H9), the time (or 
displacement) increment must be relatively small. 
Figure 15 also shows that the model of forty elements 
predicts the same response as the model of twenty 
elements. Therefore, it can be concluded that the model 
of twenty elements is appropriate for the analysis of this 
problem. The results also show that the time step AT = 
0.05 is sufficiently small. 
4. ELASTIC-PLASTIC ANALYSIS OF mE AXISYMMETRIC 
BUCKLING BEHAVIOR OF mE COMPLETE 
SPHERICAL SHELL 
The analyses described in the previous sections were 
performed in order to verify the numerical procedures 
and models used for the nonlinear elastic-plastic analysis 
of shell structures. and to obtain familiarity with the 
analysis difficulties of the complete spherical shell. The 
objective in this section is to report on some detailed 
buckling behavior characteristics that were predicted for 
the complete spherical shell considered in Section 3.3. In 
the analyses the 20 finite element model with the (E-
P, T.L.) formulation was used. The loading on the shell 
was as before the uniform external pressure, and in the 
dynamic analyses the pressure was applied as a step 
function of infinite duration. 
The elastic-plastic static axisymmetric buckling 
behavior of the complete spherical shell is shown in Fig. 
16. This analysis includes only axisymmetric defor-
mations, hence the buckling load is equal to the limit 
load. As shown in Fig. 16, the limit load is reduced 
significantly by the existence of the initial imperfections 
and the deformations at" the limit load are larger for 
greater initial imperfections. In all these analyses the 
limit loads were detected by the sign change of the 
determinant of the tangent stiffness matrix from positive 
to negative. 
The static limit load can be determined by a single 
incremental step-by-step solution. On the other hand, to 
calculate the dynamic elastic-plastic buckling load of a 
shell the transient response for various load levels must 
be calculated. Figures 17-20 give the dynamic response 
of the complete spherical shell with various amplitudes 
of imperfections under the step pressure. Figure 21 
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Fig. 16. Elastic-plastic static buckling behavior of the complete 
spherical shell with various levels of initial imperfection. 
the imperfection sensitivity of the shell when subjected 
to dynamic loading. The static buckling loads are also 
shown in order to be able to compare the imperfection 
sensitivities in static and dynamic buckling. As shown in 
this figure, the dynamic buckling load is significantly 
smaller than the static buckling load for 0 < 8 < 0.2, but 
the difference in the buckling loads becomes small when 
8 is greater than 0.2. These results are similar to the 
analysis results reported by Kao and Perrone, who con-
sidered the static and dynamic elastic buckling of shal-
low caps [5]. 
6. CONCLUSIONS 
The nonlinear static and dynamic analysis of a shell 
structure is in general still difficult to perform, and 
considering a general shell a nonlinear dynamic buckling 
analysis is frequently beyond the current state-of-the-art. 
In this paper some finite element procedures for non-
linear static and dynamic analysis have been briefly 
summarized. These analysis techniques are available in 
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Fig. 19. Elastic·plastic dynamic response of the imperfect (S = 0.2) 
complete spherical shell. 
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Fig. 20. Elastic-plastic dynamic response of the imperfect (S = 
0.4) complete spherical shell. 
the computer program ADINA, but much difficulty can 
lie in their appropriate use for a complex nonlinear 
dynamic solution; namely, it is most important to select 
an appropriate finite element model for a specific analy-
sis. The discussions and results presented in this paper 
suggest some finite element modeling procedures and 
show that the techniques can be employed effectively for 
elastic-plastic and large displacement studies of two-
dimensional shell structures. The computer times 
required to analyze the two-dimensional shells con-
sidered in the paper were in all cases relatively small. 
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Fig. 21. Effect of initial imperfections on the elastic-plastic 
buckling load of the complete spherical shell. 
is still desirable to increase the effectiveness of finite 
element two-dimensional shell analysis procedures, much 
additional research and development efforts are still 
needed before we can analyze general three-dimensional 
shell structures[33-35] with about the same confidence 
and at a reasonable cost. 
Acknowledgements-We would like to thank Prof. N. Jones, 
Department of Ocean Engineering, M.LT., for valuable dis-
cussions on the buckling of shells. We are grateful to the ADINA 
users group for the financial support of our computational work. 
REFERENCES 
I. 1. H. Argyris and P. C. Dunne, Nonlinear and post-buckling 
. analysis .of structures. In Formulations and Computational 
Algorithms in Finite Element Analysis (Edited by K. J. 
Bathe, 1. T. Oden and W. Wunderlich). M.I.T. Press, Cam-
bridge, Massachusetts (\ 977). 
, B. Budiansky and R. S. Roth, Axisymmetric dynamic buck-
ling of clamped shallow spherical shells. TN D-151O, NASA, 
1962, pp. 597-606. 
3. R. R. Archer and C. G. Lange, Nonlinear dynamic behavior 
of shallow spherical shells. AlAA 1. 3(12), 2313-2317 (1965). 
4. W. B. Stephens, Computer program for static and dynamic 
analysis of symmetrically loaded orthotropic shells of rev-
olution. TN D-6158, NASA (1970). 
5. R. Kao and N. Perrone, Dynamic buckling of axisymmetric 
spherical caps with initial imperfections. Compo Structures 9, 
463-473 (1978). 
6. K. 1. Bathe, E. Ramm and E. L. Wilson, Finite element 
formulations for large deformation dynamic analysis. Int. 1. 
Num. Meth. Engng 9, 353-386 (1975). 
7. K. 1. Bathe, Static and dynamic geometric and material 
nonlinear analysis using ADIN A. Rep. 82448-2, Acoustics 
and Vibration Laboratory, M.LT., May 1976. (rev. May 
1977). 
8. S. Klein, The nonlinear dynamic analysis of shells of rev-
olution with asymmetric properties by the finite element 
method. 1. Pressure Vessel Tech. 97(3), 163-171 (\975). 
9. S. Nagarajan and E. P. Popov, Nonlinear dynamic analysis 
of axisymmetric shells. Int. 1. Num. Meth. Engng 9, 535-550 
(1975). 
10. M. Harzmann, Comparison of calculated static and dynamic 
collapse pressure of clamped spherical domes. AIAA 1. 
12(4), 568-570 (1974). 
11. 1. N. Goodier and I. K. Mel vor, The elastic cylindrical shell 
under nearly uniform radial impulse. 1. Appl. Mech. 31(2), 
259-266 (1964). 
12. 1. W. Leech, E. A. Witmer and T. H. H. Pian, Numerical 
calculation technique for large elastic-plastic transient 
deformation of thin shells. AlAA 1. 6( 12), 2352-2359 (1968). 
13. P. Underwood, Transient response of inelastic shells of 
revolution. Compo Structures 2,975-989 (1972). 
14. C. M. Ni and L. H. N. Lee, Dynamic behavior of inelastic 
cylindrical shells at finite deformation. Int. 1. Non-Linear 
Mech.9, 193-207 (1974) . 
15. D. L. Wesenberg, Elastic-plastic buckling of aluminum cyl-
indrical shells subjected to axisymmetric impulse loads. 1. 
Appl. Mech. 41(4),985-988 (1974). 
16. R. W.-H Wu and E. A. Witmer, The dynamic responses of 
cylindrical shells including geometric and material non-
linearities. Int. 1. Solids Structures 10,243-260 (1974). 
17. H. E. Lindberg and T. C. Kennedy, Dynamic plastic pulse 
buckling beyond strain-rate reversal. 1. Appl. Mech. 42(2), 
411-416 (1975). 
18. E. A. Witmer, H. A. Balmer, J. W. Leech and T. H. H. Pian, 
Large dynamic deformations of beams, rings, plates and 
shells. AlAA 1. 1(8), 1848-1857 (1963). 
19. I. K. Mcivor and D. A. Sonstegard, Axisymmetric response 
of a closed spherical shell to a nearly uniform radial impulse. 
1. Acou~ticai Soc. Am. 40(6),1540--1547 (1966). 
20. N. Jones and C. S. Ahn, Dynamic buckling of complete 
rigid-plastic spherical shells. 1. Appl. Mech. 41(3), 609-614 
(1974). 
21. N. Jones and C. S. Ahn, Dynamic elastic and plastic buckling 
of complete spherical shells. Int. 1. Solids Structures 10, 
1357-1374 (1974). 
22. D. L. Anderson and H. E. Lindberg, Dynamic pulse buckling 
of cylindrical shells under transient lateral pressures. AIAA 
1.6(4),589-598 (1968). 
23. J. W. Hutchinson, On the postbuckling behavior of imper-
fection-sensitive structures in the plastic range. 1. Appl. 
Mech 39(1), 155-162 (1972). 
24. P. Tong and . H. H. Pian, Postbuckling analysis of shells of 
revolution by the finite element method. In Thin Shell Struc-
tures, Theory, Experiment and Design (Edited by Y. C. Fung 
and E. E. Sechler), pp. 435-452. Prentice-Hall, Englewood 
Cliffs, New Jersey (1974) . 
25. S. Gellin, Effect of an axisymmetric imperfection on the 
plastic buckling of an axially compressed cylindrical shell. 1. 
Appl. Mech. 46(1), 125-131 (1979). 
26. K. J. Bathe, M. D. Snyder and A. P. Cimento, On finite 
element analysis of elastic-plastic response. Proc. Con/. 
Engng Application of the Finite Element Method, Computas, 
Hl<wik, Norway, May 1979. 
27. S. Key, J. H. Biffle and R. D. Krieg, A study of the com-
putational and theoretical differences of two finite strain 
elastic-plastic constitutive models. In Formulations and 
Computational Algorithms in Finite Element Analysis 
(Edited by K. 1. Bathe, 1. T. Oden and W. Wunderlich). 
M.I.T. Press Cambridge, Mass. (1977). 
28. K. J. Bathe and E. I. Wilson, Numerical Methods in Finite 
Element Analysis. Prentice-Hall, Englewood Cliffs, New 
Jersey (1976). 
29. K. 1. Bathe, Finite element formulation, modeling and solu-
tion of nonlinear dynamic response. Chapter in Numerical 
Methods for Partial Differential Equations (Edited by S. V. 
Parter).Academic Press, New York (1979). 
30. K. 1. Bathe and A. P. Cimento, Some practical procedures 
for the solution of nonlinear finite element equations. 1. 
Comput. Meth. Appl. Mech. Engng in press. 
31. H. Matthies and G. Strang, The solution of nonlinear finite 
element equations. Int. 1. Num. Meth. Engng 14, 1613-1626 
(1979). 
32. K.1. Bathe, ADINA-a finite element program for automatic 
dynamic incremental nonlinear analysis. Rep. 82448-1, 
Acoustics and Vibration Laboratory, Dept. Mechanical 
Engineering, M.I.T., Sept. 1975 (rev. Dec. 1978). 
33. B. Brendel and E. Ramm, Linear and nonlinear stability 
analysis of cylindrical shells. Proc. Con/. Engng Application 
of the Finite Element Method, Computas, H0vik, Norway, 
May 1979. 
34. Argyris et aI., Finite element method-the natural appr9ach. 
1. Comput. Meth. Appl. Mech. Engng 17/18, 1-106 (1979). 
35. K. J. Bathe and S. Bolourchi, A geometric and material 











Compulm .t 51,.ct."s Vol. 12. pp. 607-624 004S-7949I8O/IOOI-0607/Sln.OO/O 
© Perpmon Press Ltd .• 1980. Printed in Great Britain 
ON SOME CURRENT PROCEDURES AND DIFFICULTIES 
IN FINITE ELEMENT ANALYSIS OF ELASTIC-PLASTIC 
RESPONSE 
KLAUS-JURGEN BATHE, MARK D. SNYDER, ARTHUR P. CIMENTO and W. DoNALD ROLPH, III 
.Massachusetts Institute of Technology, Department of Mechanical Engineering, Cambridge, MA 02139, 
U.S.A. 
(Received 12 December 1979; received for publication 29 January 1980) 
Abstract-Some finite element procedures for the analysis of elastic-plastic response are presented and critically 
discussed: a consistent large displacement and large strain formulation is summarized, a versatile elastic-plastic model 
applicable to the analysis of metals and geological materials is presented, the choice of an appropriate finite element 
discretization is discussed, and some effective methods for the solution of the nonlinear finite element equations are 
briefly summarized. Finally, to illustrate the strength and shortcomings of the procedures used, the results of some 
sample analyses are presented and evaluated. 
1. INTRODUCTION 
The current activities in finite element analysis show that 
there is a continuing need and strong incentive to 
develop improved finite element computational models 
and numerical procedures. These improvements are 
needed for representing and analyzing more effectively 
structures that are already being analyzed, as well as to 
develop techniques for modeling new phenomena that 
could not be considered computationally before. 
In the development of improved capabilities for struc-
tural analysis, we need to recognize that increasingly 
physically representative, stable, accurate and cost-
effective finite element schemes are needed. An area 
where these thoughts are particularly germane is the 
analysis of general elastic-plastic response: here are 
needed increasingly better material representations, 
consistent finite element formulations, accurate and 
stable integration schemes, and appropriate finite ele-
ment mesh representations of the actual physical prob-
lems to be analyzed[l, 2]. Considering research in 
methods for elastic-plastic analysis, it must furthermore 
be recognized that progress is best achieved by simul-
taneously advancing the techniques in each of these fields. 
The objective in this paper is to summarize some of 
the procedures that are employed at present for the 
analysis of elastic-plastic response of structures and 
continua, to identify some of the strengths and short-
comings of these procedures, and to provide some direc-
tions for future research efforts. In the paper the analysis 
of static and dynamic large deformation elastic-plastic 
response is considered. Based on the fact that the com-
plete solution of a problem requires the use of an 
effective continuum mechanics formulation, finite ele-
ment discretization, constitutive description, and in-
cremental solution strategy, various current state-of-the-
art practices in each of these areas are summarized and 
assessed, and sample solutions are presented to demon-
strate in a critical manner some of the important features 
of the techniques employed. 
2. INCREMENTAL KINEMATIC FORMULATION 
Although continuum mechanics formulations for 
general elastic-plastic analysis have been presented a 
number of times, there is still confusion as to what 
represents a consistent and effective large strain for-
mulation. An excellent survey of various possible kine-
matic descriptions has been given by Key et al. [3], and 
of the formulations considered, the updated Lagrangian 
description is probably the most natural one to use. 
2.1 Updated Lagrangian formulation 
Assume that the static and kinematic variables have 
been calculated for time t and that the solution is next 
required for time t + at, where at is, as usual, a small 
time increment. In static analysis, the time increment at 
simply indicates a load increment, whereas in dynamic 
analysis, the time step must be chosen judiciously for an 
accurate response prediction [4-8]. For the updated 
Lagrangian formulation, which was previously described 
in [9], the governing virtual work principle is: 
i '+~:SiiBt+~:Eii dv = '+~'92 'v (I) 
where 'V is the volume of the body at time t, t+~:Sii is 
the 2nd Piola-Kirchhoff stress tensor at time t + !:J.t 
referred to the configuration at time t, '+~:Eii is the 
Green-Lagrange strain tensor at time t + at, referred to 
the configuration at time t, and '+~92 is the external 
virtual work at time t + at. The stress tensor can be 
decomposed into the sum of a Cauchy stress tensor at 
time t, 'Ti/' and a 2nd Piola-Kirchhoff stress increment 
tensor, ,Si/' 
(2) 
The strain tensor can be separated into a linear strain 
increment, ,eii> and a non-linear strain increment, ,'TIii' 
(both referred to the configuration at time t) where 
607 
(3) 
Introducing the incremental material property tensor 
referred to the configuration at time t, ,eii,., and using 
the approximations ,Sii = ,ei/rs,en and B,Eii = B,eii' the 
virtual work theorem can be rewritten, using eqns (2) and 
(3), as 
f. ,eiirs ,e" B,eii dv + f. 'Tii B,'TIii dv tv tv 











608 K. J. BATHE et al. 
which is the linearized equilibrium equation used in the 
updated Lagrangian formulation. The finite element im-
plementation of eqn (4) for a single element can be 
written in matrix form as 
evaluated at time t. The spin tensor 'Oi; is defined by 
(10) 
(5) The material relationship used to evaluate the Jaumann 
stress rate tensor is 
where :KL and :KNL are the linear and nonlinear strain 
incremental stiffness matrices, U is the vector of in-
cremental nodal displacements, '+~'R is the external nodal 
point force vector, :F is the vector of nodal point forces 
equivalent to the element stresses at time t and M is the 
mass matrix. Considering eqns (4) and (5), the integrals of 
eqn (4) are approximated in eqn (5) as follows: 
f. ,Ci;" ,er.8,eij dv: 'v 
:KLU = (L :B[ ,C:BL dv )U (6) 
,v C . 
Tij = t ijrs ters (II) 
where ,er• in the velocity strain. Integrating eqn (II) over 
the increment of time which is assumed to be small, and 
using eqns (9) and (10) we obtain as an approximation to 





1 'Ti;8,'T/i; dv: 'v 
:KNLU = (L :B~L'1':BNL dV)U 
The implementation of these plasticity relations is 
illustrated in Fig. 1. It remains to discuss the evaluation 
of the constitutive tensor ,C;;r. that is used in eqns (6) 
(7) and (11). 
(8) 
where :BL and :BNL are the linear and non-linear strain-
displacement transformation matrices, '1' and 'f are a 
matrix and vector of Cauchy stresses, and ,C is the 
incremental stress-strain material property matrix, all 
referred to the configuration at time t. 
The equilibrium equations in eqn (5) are those cor-
responding to a single element, from which the equili-
brium equations of an assemblage of elements are 
obtained using standard procedures[4]. 
Equation (5) is the incremental governing equilibrium 
equation in dynamic analysis using implicit time in-
tegrafion (e.g. the trapezoidal rule) or in static analysis, 
when the inertia terms are not included. In explicit time 
integration (e.g. using the central difference method), the 
right-hand-side of eqn (5) is evaluated at time t and set 
equal to zero, which means that the dynamic equilibrium 
is considered at time t. 
Assuming that the constitutive matrix in eqn (6) is 
calculated as discussed in Section 3, the solution of eqn 
(5) yields an increment in displacements and hence an 
increment in strains. We must then proceed to calculate 
the stresses corresponding to time t + At. 
Assume that the Cauchy stresses at time t are known 
and the displacement increments have been calculated 
from eqn (5). The large strain plasticity formulation 
accounts for rigid body rotations on the current stresses 
using 
(9) 
where'ii; is the Jaumann stress rate tensor at time t and 
'Ti; is the time derivative of the Cauchy stress tensor 
3. FORMULATION OF ELASTIC-PLASTIC CONSTITUTIVE 
EQUATIONS 
A number of elastic-plastic constitutive equations 
have been proposed for finite element calculations. We 
present here the governing equations of a plasticity 
model which reduces to the isotropic hardening, von 
Mises and Drucker-Prager models as special 
cases [10, 11], but which has the additional features of a 
tension cutoff limit and hydrostatic yielding. 
The yield (failure) surfaces associated with the new 
model are shown in Fig. 2. If the tension cutoff limit and 
Evaluate Strain Increments 
teij 
1 (au. au.) 
= 2" atH~Xj + ~
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Increments 
[t+~t t+t~t-
= t + tCijrs dters t ij t ij 
t 
+ 
Add Rotation Corrections 
t+6t 
= tHt- + t r . t t ta .6t t .. t ij Qpj 6t + t jp ~) ~p p~ 
When iterating 
Return 
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Fig. 2. Yield surface of plasticity model. 
the cap are initially positioned outside the range of 
behavior for a particular problem, we obtain the 
Drucker-Prager model or the von Mises model (a = 0). 
The model presented herein is applicable to metals as 
well as geological materials. In the latter situation, it has 
the advantages (over the Drucker-Prager model) of 
yielding under hydrostatic loading, limited tensile strength, 
and limited dilatency. 
Theoretical development 
As discussed in Section 2, it is necessary to obtain an 
expression for the constitutive tensor ,Ciirs' In this sec-
tion we develop the plasticity model within the context 
of material nonlinearity only analysis. That is, strains and 
displacements are assumed to be infinitesimal. However, 
the formulation is directly applicable to the general case 
of large deformation, elastic-plastic analysis when 'Uii is 
replaced by 'Tii and deii is replaced by a logarithmic (or 
true) strain increment. Therefore, in large strain analysis 
the Young's modulus and strain hardening modulus must 
be obtained from the uniaxial Cauchy stress-logarithmic 
(or true) strain curve. 
The first basic assumption in the development of the 
model is that the strain increment can be decomposed 
into elastic and plastic parts 
deij = deff + der;. (13) 
The elastic stress-strain law is 
For the case of an isotropic, elastic material with con-
stant properties, 
(15) 
where A and JL are the Lame constants 
A = Ell 
(I + 11)(1- 211) (16) 
(17) 
where E is the Young's modulus and II is Poisson's ratio. 





where 'F is the yield function. 
and 
reP = accumulated increments of effective 
plastic strain 
= l' diP 




In the developments which follow, the Drucker-Prager 
yield function depends on 'Uii and 'eP while the cap yield 
function depends on 'Uii and ref;. 
To obtain a suitable expression for diP, consider the 




'II ='Uii (22) 
(23) 
, 
'Sii = 'Uii - Ujm 8ii (24) 
(25) 
For yielding under a uniaxial state of stress' U y (' U y > 0), 
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Substituting eqn (26) into eqn (fl), we can define the 
effective stress 'ij associated with the Drucker-Prager 
yield function, 
(27) 
Hence, yielding occurs when 'ij = 'ay • Note that 'ay = 
'ay('eP ) and that a = 0 gives the von Mises yield func-
tion and effective stress [11]. 
Having obtained an appropriate expression for the 
effective stress, it is now required that 
(28) 
Using eqns (21)-(24), it can be shown that 
a'FDP 'Si' 
a'aij =a8ij+~' (29) 
Substituting eqns (18), (27) and (29) into eqn (28) and 
noting that 
we obtain 
'ij diP = 'A[a'II + Y'h] = 'A[ a + ~3lij. 
Now consider 
d PdP '-2 a'F a'F eij eij = A -a' -a' 
O'ij O'ij 





Note that a = 0 gives the von Mises effective plastic 
strain increment. 
During plastic flow, the stress state remains on the 
yield surface so that 
a'F a'F _p a'F P_ 
-a' dUij + a'-P de + a' P deij - O. aij e eij 
(34) 
Substituting eqns (18) and (33) into eqn (34), 
- a'F a'F 
-'A.,-p-a' . a eij aii (35) 
a 'F7a 'aij, we obtain 
a'F a'F E ( ,-a'F) 
-a' daii=-a' Ciirs ders - A-a' . 
O'ij O'ij O'ij 
(36) 
Setting eqns (35) and (36) equal to one another and 
solving for' A results in 
- [a'F ] [a'F a'F a'F a'F 
'A = -a' .. Cffrs ders -a'" Cffrs -a, --a' .. a'e~ U,} 0"1 O'rs O"J I} 
a'k l(a'F a'F)( a + (l/V3) )]-1 
- a'eP V a'aii a'aij V(3a2 + 1/2) . (37) 
Finally, substituting eqns (18) and (37) into eqn (14) we 
obtain 
d (CE [CE a'F a'F CE ] O'ab = abed - abmn -a-' --at.. ijcd 
0',"" 0"1 
[
a'F E a'F a'F a'F a'F 
x -a' ., Ciirs-a' --a' .. a'e~-a'e-P 
0"1 a,s fI'l 1/ 
I (a' F a' F)( a + (l/v3) )]-1) 
X V a'aii a'aij V(3a2 + 1/2) deed' 
The elastic-plastic constitutive tensor is defined as 
CEP - cE [CE a'F a'F cE ] 
abed = abed - abmn a tUm" a'Uij ijcd 
X [aa7, Cffrs aa,'F - aa:~, aa:e~ - aa:e!; 0'" 0' rs v I} I} 
(38) 
l(a'F alF) ( a + (l/V3) )]-1 
X -y a'aii a'aii V(3a2 + 1/2) (39) 
and hence 
(40) 
As a first step in evaluating the terms in eqn (39), we 
observe that both the Drucker-Prager and cap (to be 
presented later) yield functions depend explicitly on 'II 
and V'J2 • Therefore, 
a'F a'F a 'II a'F av'J2 
-'-=-'1 -,-+ .1'] -,-. a aii a I a aii a v 2 a aii 
It can also be shown that 




Substituting eqns (42) and (43) into eqn (41) ~esults In 
a'F a'F 'Si' a'F 
a'aii = 8ii a'II +~ ay'J2 ' 
(44) 
To complete the evaluation of the terms in eqn (39), it 
is now necessary to consider the Drucker-Prager and 
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Drucker-Prager: Finally, substituting eqns (15) and (54)-(55) into eqn (39), 
after some algebra we obtain 
'FDP = a 'It +V'h-'k. (45) C~:"d = [A8"b8cd + p,(8"c8bd + 8"d8bc)] 
From eqn (29), 
(46) 
Since 'FDP does not depend on 'ef;, the second term in 
the deminator of eqn (39) is dropped. Recalling from eqn 
(25) that 'k is a function of 'eP , 
a'F a'F a'k a'k 
a 'iP =ar;c a'iP = - a'iP (47) 
where a'k/a'iP is the strain hardening modulus and 
must be determined from experimental data. Substituting 
eqns (15) and (46) to (47) into eqn (39), we obtain after 
some algebra 
Cap: 






Equation (50) is the cap hardening law which relates the 
cap position to the volumetric plastic strain. From the 
work of Sandler et al.[12, 13], one possible form for the 
hardening law is 
(52) 
. where Wand D are material constants 
To initially position the cap off the origin, we use 
Noting that 'Fe does not depend on 'iP, we can drop the 
third term in the denominator of eqn (39). Then, using 
eqns (50)-(53), we find 
a'Fe _ a'Fe a'e~ 
a'ef; - a'evP a'ef; 
_ a'Fe a'I1 a'e~ 
- a 'It " a'e~ a'e~ 
- ~/ 
- D(W-'eC)" . (54) 
(56) 
3 
3[3A +2p,] + D(W -'e!') 
Intersection of the cap and Drucker-Prager 'yield sur-
faces: 
At the point of intersection of the cap and the 
Drucker-Prager yield surface exists a vertex in the yield 
surface and hence there is no uniquely defined normal. 
The plastic strain increment is defined as 
d P ,- a'FDP ,- a'Fe eij = ADP - a-'-+ Ae-a, , _ Uij _ Uij 
(' ADP and 'Ae > 0) (57) 
where 'ADP and 'Ae are obtained using eqn (37), 
(58) 
3 
3(3A +2p,)+ D(W -'e~) 
(59) 
Substituting eqns (46), (55) and (58)-(59) into eqn (18), 
we obtain 
P _ [a(3A +2p,)8rs + p,~] ders [ 'Si' ] 
deij - 2 a'k ( I) a8ij +zV!h 
3a (3A +2p,)+p, + a'iP a+ y'3 
+ (3)'' + 2",,)8rs 8ers ~ .. 3 0'1" 
3(3A + 2p,) + D( W -'evP ) 
(60) 
When eqns (15) and (60) are substituted into eqn (14), 
it can be shown after some algebra that 
C~:"d = [A8"b8cd + p,(8"c8bd + 8ad8bc )] 
- [ a(3A + 2p,)8ab + p, ';~jJ 
x [ a(3A + 2p, )8cd + p, ';~;.J 
3 
3(3A +2p,)+ D(W -'e~) 
(61) 
Now consider the special case where the stress state is 
at the vertex and 
'ADP >0 
'Ae=O 
dUii =dlt =0. 
(62) 
Substituting eqn (49) into eqn (44) results in 
a'Fe_ -a' --8i/. 
Ui/ 
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the stress state. To prevent this type of behavior from 
occurring, a modified flow rule is used. This flow rule is 
derived so that de & == devP = O. Then the cap remains 
fixed since the cap position has been defined to be a 
function of volumetric plastic strain. 
The modified elastic-plastic material law is obtained 
by simply setting a = 0 in eqn (48). Then the following 
expression results, 
C~:Cd = [A8ab8ed + 1L(8ae8bd + 8ad8be )] 
IL 2(' Sab' Sed) 
Tension cutoff 
(63) 
Stress states beyond the tension cutoff are not al-
lowed. When this limit is reached or exceeded, the 
procedure followed is to set 1+4.'Sij = 0 and '+4.'Uij = 
T/38ij. The elastic constitutive law Cff,., is then used to 
form the stiffness matrix for the next solution step. 
Tables 1-3 give Cff:: in matrix form for three-dimen-
sional analysis. The accompanying stress and strain vec-
tors are 
and 
4. EQUILIBRIUM ITERATION 
The step-by,step. solution of the linearized equations 
of motion, eqn (5), can be made more effective using 
equilibrium iteration during a time step, 
GKL + :KNdIlU(i) = '+4.'R - ::~:F'i-I) - M'+4.'U(i) 
(66) 
where IlU(i) is the displ~cement increment during tht: ith 
iteration and ::~:F'i-!) can be evaluated from 
'+4.,.,o:i-l) = J. 1+4.'8 (i-I)T 1+4.' A(i-I) dv (67) 
1+l1t r - 1+41 L T 
t+ Atv(i-1) 
which is similar to eqn (8). Iteration proceeds until the 
solution calculated by eqn (66) is within a specified 
tolerance. Solution of the equilibrium equations through 
iteration over a time step reduces errors caused by 
linearization and may prevent instabilities in the in-
cremental analysis [1,5, 14]. 
There are two impnrtant poin~s that must be ':on-
sidered in the equilibrium iteration. Firstly, the stresses 
must be calculated accurately by integration from an 
accepted equilibrium configuration to the configuration 
that corresponds to the current iteration values. For 
example, considering the stresses at an integration point 
within an element, and assuming small displacement 






where the I u are the stresses corresponding to the ac-
cepted or converged equilibrium configuration. The in-
tegration In eqn (68) is performed by numerical in-
tegration using, for example, the Euler forward 
method [4]. 
The next important point concerns the convergence of 
the iteration. As discussed in [15], convergence is 
measured effectively using as termination criteria the 
following two conditions, 
and 
where EF is an out-of-balance force tolerance and EE is 
an "energy" tolerance. In eqn (69) the superscript (max) 
denotes the maximum value ever calculated during the 
solution, and Iialb is the Euclidean norm of the vector a. 
Of particular concern in the solution is the speed of 
convergence of the iteration. U sing the standard 
modified Newton iteration, the convergence can be slow 
(or the solution may even diverge) when the time step 
size Ilt is not small enough. To speed up the con-
vergence, Aitken acceleration can be employed in some 
analyses. Alternatively, the BFGS method can be 
effective, in which the coefficient matrix of eqn (66) is 
modified implicitly to improve the convergence of the 
iterative solution[15, 16]. The basic equations used in the 
BFGS method are 
IlU(i) = CK- 1)(i-I)('+4.IR - M;+4.'U(i-!) _ ::~:F'i-!» 
(71) 
where 'K is the effective stiffness matrix corresponding 
to time T[l], and 
where f3 is a scalar that is evaluated to satisfy the 
condition 
[IlU(i)T (1+4.'R - MI+4.IU(i) - ::~:F'i)] 
$ STOL[IlU(i)T ('+4.'R - MI+4.'U(i-!) _ ::~:F'i-!»] (73) 
with STOL a tolerance. The coefficient matrix in eqn (71) 
is evaluated as follows, 
where the m?trices A(i-I) are of the simple form A(i-Il = 
(I + W(i-I)V(i-I)T). The vectors w(i-I) and v(i-I) are given 
by the calculated nodal point displacements and forces, 
so that the solution of eqn (71) can be obtained with 
relatively little cost. 
A detailed description and evaluation of the BFGS 
method and Aitken acceleration in the solution of non-
linear finite element equations is given in [15, 16]. 
s. SOME REMARKS ON THE EFFECT OF ELEMENT 
INTEGRATION ORDER AND MFSH LAYOUT IN 
ELASTIC, PERFECTLY·PLASTIC ANALYSIS 
The inadequacy of some isoparametric elements in cal-
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Table 2. Elastic-plastic material property matrix (Cap) 
, 2 t ,\_ty 
,+ "- Yl 
1 




been examined by several investigators. Herrmann[17] 
observed that the conventional displacement formulation 
can be inadequate for incompressible or nearly incom-
pressible materials and developed a special formulation 
for such materials. Nagtegaal et al. [18] summarized that 
accurate plasticity solutions in finite element analysis 
depend on the number of kinematic constraints that are 
present in the deformation modes 'of an element, and 
examined some implications of using various finite ele-
ments. Naylor[19] investigated the effel;t of integration 
order on stress calculations in incompressible, eight-
noded isoparametric elements by solving a number of 
examples. In the study Naylor found that the calculated 
stresses were in close agreement with theoretical values 
when taken at the 2 x 2 Gauss integration points, but 
oscillated about the theoretical values when taken at the 
3 x 3 integration points. The conclusions arrived at by 
Naylor tie the accuracy of stress calculations to both the 
integration order and the total number of degrees of 
freedom in the model. Specifically, the constraint of a 
zero volumetric strain increment must be satisfied at 
each integration point. Since the strain increments and 
nodal displacements are related by the shape functions, 
Naylor reasoned that the satisfaction of the strain con-
straints is possible only if the number of integration 
points is less than the total number of degrees of 
freedom. While this may be a useful rule of thumb for 
establishing a finite element model, it is not the absolute 
determinant of whether a model can predict stresses 
accurately, because reduced integration is used, and the 
topology of the mesh as well as the boundary conditions 
do not enter into this criterion. 
A mathematically intriguing approach based on the 
penalty method was used by Bercovier in order to 
generate some elements that satisfy the incompressibility 
constraints [20]. The result of the investigation is that a 
mixed integration scheme, in which lower-order in-
tegration is used on the hydrostatic part than on the 
deviatoric part of the stresses, assures a stable and 
accurate solution. However, this result is only applicable 
to certain rectangular-shaped elements and need still to 
be extended to large deformation analysis. 
The finite element model and the selection of the 
optimum integration order for elastic-plastic analysis 
must account for both the plasticity and elasticity which 
exist in the structure. The presence of large regions of 
plastic, incompressible material requires ~atisfaction of 
volumetric strain contraints. However, in practice, the 
t 
A - Y 1 0 0 0 
t 
,\- y 1 0 0 0 
t 
A+2~- Y 1 0 0 0 
0 0 
0 
simultaneous presence of a large elastic region, large de-
formations and non-parallelogram shaped elements may 
make the use of special incompressibility formQlations 
or mixed integration schemes unattractive, and it would 
be most effective to use the usual elastic analysis pro-
cedures also for the plasticity solutions. This approach is 
possible provided the plasticity kinematic constraints can 
be satisfied, either by reducing the integration order or 
by a special arrangement of the finite element mesh. The 
effect of using a reduced integration order, such as 
proposed by Naylor, however, can introduce solution diffi-
culties because additional kinematic modes with zero (or 
very small) eigenvalues may be introduced in the model. 
Unfortunately, at present, the determination of an ap-
propriate mesh layout and integration order is largely a 
matter of experience and no rigid rules have been 
established as yet. This deficiency is particularly dis-
comforting, because in many areas finite element 
schemes are employed for the analysis of ultimate load 
conditions and strain localization [2, 21], where for a 
realistic and accurate response prediction, appropriate 
mesh layouts can frequently only be established by some 
numerical experimentation. 
6. SOME SAMPLE SOLUTIONS 
The following problem solutions are described to 
illustrate the use of the elastic-plastic analysis pro-
cedures described in the previous sections. The solution 
results are also given to illustrate some problem areas 
where further research work is required. For the finite 
element solutions, the computer program ADINA was 
used [22]. 
6.1 Analyses of some simple specimens 
The simple four-node element shown in Fig. 3 was 
loaded axially to 30% plastic strain. As shown in Fig. 3, 
for a one-dimensional stress situation, the updated 
Lagrangian formulation follows the path indicated by the 
material stress-strain law up to large plastic strains. The 
strain plotted in these figures is the true or logarithmic 
strain, which is calculated by referring displacement 
increments to the current configuration. The comparison 
of the large strain analysis results with the response 
predicted in an analysis accounting for only material 
non-linearities indicates that the large strain formulation 
must be used for plastic strains larger than about 4%. 
In order to demonstrate the use of the Drucker-
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Fig. 3. Large strain plasticity solution of one-dimensional stress problem (von Mises yield condition). 
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LONGITUDINAL STRAIN €a 
Fig. 4. Uniaxial strain test for McCormack Ranch sand [Ref. 12] 
(unloading calculated using D = -0.78 ksi-'; 31 load steps). 
reproduce a uniaxial strain test of McCormack Ranch 
sand [12]. Figures 4 and 5 show the model used and a 
comparison of finite element and experimental results. 
6.2 Dynamic analysis of a pipe whip problem 
The pipe whip problem illustrated in Fig. 6 was 
modeled using 6 beam elements of a pipe cross-section 
that impinge on an elastic-plastic stop. The trapezoidal 
rule for time integration was employed in this 
analysis [5]. When the gap closes, there is a large 
stiffening effect that renders the convergence of the 
modified Newton iteration difficult. 
Figure 7 shows the predicted displacement response 
when the BFGS method was used with time steps fl.t of 
0.0001, 0.0002, 0.001, 0.002 sec and fF = 0.0001, fe = 
10-6 • As expected, it can be seen that increasing the time 
step results in a loss of accuracy, even though equili-
brium has been established at all time steps. This loss of 
accuracy is due to the errors associated with the time 
integration scheme [4,6]. The use of iteration, however, 
does assure the accurate solution of the time-wise dis-
cretized equilibrium equations. 
6.3 Elastic-plastic, large deflection, static analysis of a 
circular plate 
A simply supported circular plate was subjected to a 
monotonically increasing load and then unloaded. The 
finite element model of the plate is shown in Fig. 8. 
Twenty-one axisymmetric elements were used to model 
the plate. The plate material was assumed to be elastic, 
perfectly plastic. This assumption was necessary because 
the experimental results available for comparison did not 
provide sufficient information about the material strain 
hardening [27]. 
Three analyses were performed. The first considered 
only nonlinear material behavior while the last two ac-
counted for both geometric and material nonlinearities. 
In all cases the stiffness matrix was reformed at the start 
of each solution step, however equilibrium iterations 
were not performed. The element stiffness matrices were 
evaluated using 2 x 2 Gauss integration. 
Figure 9 is a plot of total applied load vs centerpoint 
vertical deflection. The results from all analyses as well 
as experimental results[23] are presented. Note that the 
lack of strain hardening causes the finite element results 
. to overpredict the maximum deflection. However, there 
is still good qualitative agreement between the experi-
mental results and the analyses which considered both 
geometric and material nonlinearities. On the other hand, 
the analysis which considered only material non-
Iinearities grossly underpredicted the load-carrying 
capacity of the plate. 
6.4 Limit load analysis of a plane strain punch indenting 
an infinite half space 
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Fig. 5. Trajectory in stress space for uniaxial test of McCormack Ranch sarid (D = - 0.78 ksi- '). 
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of finite element limit load analysis. The problem is a 
rigid, plane strain punch indenting an infinite half space 
of elastic perfectly plastic material. The situation is 
similar to those analyzed in metal forming processes and 
encountered in foundation analyses [24, 25]. The theoreti-
cal solution to the problem is well known, and has been 
determined by Hill [26] and Martin [11]. 
be obtained with no increase in load. The approximate 
plastic zone and slip mechanism as postulated by Hill are 
also shown in Fig. 10. The theoretical limit load Plim is 
given by 
Plim = (2+ 'TT)(2b)(k) (75) 
The problem geometry is illustrated in Fig. 10. The 
punch with width 2b is subjected to an applied load P 
causing it to settle a distance w into the material. The 
limit load is reached when an increment in settlement can 
where k is the critical shear stress for the material and is 
equal to the uniaxial yield stress divided by y'3 when the 
von Mises yield criterion is employed. 
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Fig. 7. Predicted displacement in pipe whip problem. 
problem: a fine mesh with 160 plane strain elements and 
a coarse mesh with 25 plane strain elements. In order to 
simulate the rigid, fiat punch, displacement boundary 
conditions specifying w were imposed over the distance 
b shown in Figs. 11 and 12. The corresponding applied 
load was found by integrating the stress distributions at a 
fixed distance below the surface. All stresses were 
determined at the integration points. 
Fine mesh analysis 
The first finite element model, shown in Fig. 11, used 
160 two-dimensional elements and 366 nodal points for a 
total of 696 degrees of freedom. The limit load was 
determined using 2 x 2 and 3 x 3 Gauss integration. 
As a test of the element mesh and of the effect of 
integration order on the elastic solution, the model was 
first analyzed for a point load applied at the centerline. 
The resulting stress distributions were compared with the 
Boussinesq solution [27] and the results, taken at a dis-
tance below the free surface, are shown in Figs. 13 and 
14. The finite element results for both integration 
schemes show good agreement with the theoretical 
results at the sections considered, but this correspon-
dence in the solutions deteriorates very close to the 
concentrated load, because of the stress singularity. 
The load-displacement curves obtained for the punch 
problem are shown in Fig. 15. The 2 x 2 integration 
scheme obtained a normalized limit load Plim /(2kb) of 
5.28, only 2.7% higher than the theoretical value of 5.14. 
For 3 x 3 integration, the limit load was higher, Plim /(2kb) 
reaching 5.62 before leveling off, a value 9.5% above the 
theoretical value. In both analyses, the load displacement 
curves did level off and did not exhibit the continuing 
increase in slope that some investigators noticed in the 
analysis of similar problems. 
The development of the plastic zone under the punch 
with increasing settlement is shown in Fig. 16. The 
plastic zone growth is very similar in both. cases and 
slightly larger using three point integration. A zone of 
plastic material extends a distance of approx. 8b under 
the punch and extends roughly 3.5 punch widths to either 
side of the punch. Comparison with the plastic zone size 
postulated by Hill and shown in Fig. 10 shows that the 
finite element model predicts a much deeper extent of 
plasticity under the punch but approximately the same 
plastic zone width at the surface. The theoretical analysis 
assumes a slip mechanism extending one to two punch 
widths below the surface, and the finite element results 
agree with this postulate. The plastic strain distribution 
using the 2 x 2 integration at a settlement of (wI b) = 0.2 
21 axisymmetric elements 
108 degrees-of-freedom. 2x2 Gauss inte\jration 
z E • 30xl06 psi cr. - 32000 psi - y - . 
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Fig. 9. Load vs deflection for a simple-supported circular plate. 
(when the limit load mechanism is fully established) is 
shown in Fig. 17. The magnitudes and directions of the 
strains correspond to the assumed slip mechanism 
(shown in Fig. 10) used to calculate the theoretical limit 
load. The three point integration results are similar. 
Therefore, although the plastic zone size is larger than 
that assumed by Hill, the slip mechanism and the limit 
load for the punch problem are adequately predicted 
using the fine mesh. 
Coarse mesh analysis 
Using the coarse finite element mesh, Fig. 12, 25 
two-dimensional elements and 58 nodal points (101 
degrees of freedom) were employed to model the prob-
lem. This mesh is similar to that used by Yamada and 
Wifi [28] to analyze footing problems. The load settle-
ment curves using 2 point and 3 point integration are 
shown in Fig. 15. Unlike the fine mesh results, the coarse 
mesh exhibits no limit load, but reaches a terminal slope 
-- ..... _- PLASTIC ZONE 
Fig. 10. Plane strain punch problem. 
at large settlements with values much larger than what 
theory predicts. Again, the loads predicted using 3 x 3 
integration are higher than those using 2 x 2 integration. 
Examination of the plastic zone growth showed that 
plasticity extended all the way through the mesh under-
neath the punch and extended roughly four punch widths 
from the centerline. Again, 3 x 3 integration predicted a 
larger plastic region than predicted using 2 x 2 in-
tegration. 
Discussion of results 
The two questions about this analysis which need to be 
considered are: (1) Why did the analysis not predict a 
limit load using the coarse mesh (2 and 3 point in-
tegration)? (2) Why did the analysis predict larger limit 
loads when three point integration was used in the fine 
mesh than when using two point integration. 
The failure of the coarse mesh to attain a limit load 
illustrates the inadequacy of the Naylor criterion [12] that 
accurate stress solutions depend on having fewer in-
tegration points than degrees of freedom. As shown in 
Table 4, three point integration in the fine mesh predicts 
a limit load (although there are about twice as many 
integration points than degrees of freedom) while two 
point integration in the coarse mesh does not, despite 
having one more degree of freedom than integration 
points. In view of the earlier conclusions that accurate 
plasticity analysis depends on the satisfaction of the 
kinematic incompressibility constraints. it is possible that 
the inadequacy of the coarse mesh is due to its inability 
to satisfy the constraints under the imposed displace-
ment boundary conditions because of the spread of 
plasticity entirely through the mesh. The results demon-
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Fig. 16. Growth of plastic zone-fine mesh. 
element model is appropriate to analyze a limit load 
problem and points to the need for further in-
vestigations. 
The loads predicted using three point integration are 
higher than using two point integration because in three 
point integration displacement constraints are imposed at 
more points in the mesh. Satisfaction of the incom-
pressibility constraints at more points in the mesh con-
strains the displacement field to a greater extent and 
tends to increase the loads in the plastic solution. Con-
sidering the results in Fig. 15, the load-displacement 
curves for the different integration schemes separate 
Table 4. Degrees of freedom and integration points for punch model 
Number of 
Finite element Integration Number of integration degrees of 
model order points freedom 
Fine mesh 
(2 x 2) 640 694 
(3 x 3) 1440 .696 
Coarse mesh 
(2 x 2) 100 101 
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Fig. \7. Plastic strain distribution under punch-fine mesh, 2 x 2 integration. 
only when plastic regions begin to become large, indicat-
ing that the plastic part of the solution is responsible for 
the larger loads predicted. The similarity of the elastic 
solutions considered in Fig. 14 using either integration 
procedure also substantiates this point. 
7. CONCLUDING REMAJtKS 
The objective in this paper was to summarize some 
finite element procedures for elastic-plastic analysis. It 
was pointed out that general elastic-plastic analysis 
requires the use of a consistent continuum mechanics 
formulation, the use of appropriate elastic-plastic 
models, the effective implementation of these models, 
the use of an appropriate finite element spatial dis-
cretization and the efficient solution of the nonlinear 
finite element equations. Since there is a strong inter-
action between each of these solution aspects, progress 
in elastic-plastic finite element analysis is best achieved 
by simultaneously advancing the state-of-the-art in each 
of these areas. Some of the current difficulties in elastic-
plastic analysis have also been summarized in this paper, 
and it can be concluded that although some solutions can 
already be obtained, significant further progress is 
necessary to obtain solution capabilities that are 
generally applicable, reliable and effective. Since elastic-
plastic analysis can be a very important ingredient in 
practical analysis and in research of fundamental 
phenomena, such as fracture, much motivation and chal-
lenge lies in providing more effective elastic-plastic 
analysis procedures in the years to come. 
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A SOLUTION PROCEDURE FOR THERMO-ELASTIC-PLASTIC AND CREEP PROBLEMS 
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An effective solution procedure for finite element thermo-elastic-plastic and creep analysis with temperature-dependent 
material properties is presented. The material model employed is summarized, the basic iterative equations are developed 
and the solution procedure is theoretically analyzed and numerically tested for its stability and accuracy properties. 
1. Introduction 
The application of the finite element method to the inelastic analysis of structures and continua has received 
considerable attention over the last fifteen years [1-21]. To a large extent, this effort has been motivated by the 
need to safety and economically predict material response under conditions of extreme mechanical and thermal 
loading. Some examples are the design and analysis of pressure vessels, ships, and aircraft, as well as the study of 
metal forming, welding, and nuclear weapon effects on soils and structures. 
Based on extensive experience, the solution of problems with inelastic material behavior has proven to be much 
more difficult than the analysis of linear elastic behavior. The currently available solution procedures can be quite 
costly, unstable, and inaccurate. In addition, the models of inelastic material behavior in current engineering use 
are not always suitable for complex loading conditions. All of these factors have placed a severe constraint on the 
routine use of inelastic finite element analysis. 
The cost of inelastic analysis is particularly high in three-dimensional calculations. However, a more critical fac-
tor is that considerable user knowledge' and judgment are involved in selecting an appropriate solution strategy. In 
practice, this situation almost always means that obtaining a reliable solution requires some, if not extensive, 
numerical experimentation. There is surely a need for solution techniques with increased accuracy and stability 
properties as well as self-adaptive algorithms that adjust computational strategy as the solution proceeds. 
Our objective in this paper is to present the development, analysis, and testing of,a solution procedure for the 
finite element analysis of thermo-elastic-plastic and creep problems with temperature-dependent material proper-
ties. The solution procedure is based on a one-parameter integration method (the a-method) for a system of ordi-
nary differential equations. This integration method, which contains the well-known Euler forward and backward 
methods, was previously proposed and analyzed for the finite element analysis of certain heat conduction [22,23] 
and viscoplasticity [3,4,6] problems. In this paper we use the a-method as the basis of an effective algorithm for 
the analysis of significantly more complex thermo-elastic-plastic and creep problems. 
We first summarize in section 2 the formulation of the thermo-elastic-plastic and creep material model. Section 
3 contains the development of the finite element solution procedure and a theoretical analysis of its stability charac-
teristics. The procedure has been implemented in the finite element computer program ADINA [21] and in section 
4 we present and discuss the solutions for three test problems. The conclusions are contained in section 5. 
• Invited paper, presented at the 5th International Conference on Structural Mechanics in Reactor Technology, Berlin (West), 
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All notation is deflned in the text when it is flrst introduced. A left superscript denotes the time at which a 
quantity occurs. No left superscript indicates a flnite increment. Differentiation with respect to time is indicated 
by an overhead dot. Right lower case subscripts denote the components of Cartesian vectors and tensors. Finally, 
right superscripts and subscripts contained within parentheses are iteration counters. 
2_ Thermo-elastic-plastic and creep material model 
In this section we present a material model which includes the combined effects of thermoelasticity, thermo-
plasticity, and creep. All material properties (e.g., Young's modulus, yield stress, etc.) are allowed to vary with tem-
perature. The thermoplasticity part of the model utilizes the von Mises yield function with the option of either iso-
tropic or kinematic hardening. The creep formulation is a modifled equation-of-state approach which is suitable 
for cyclic loading conditions. 
2.1. Formulation a/the model 
A basic assumption in the formulation of the model is that the usual small strain tensor can be expressed as the 
sum of elastic, plastic, creep and thermal strains, 
where 
T eii = component of total strain tensor, 
T e~ = component of elastic strain tensor, 
T e~ = component of plastic strain tensor, 
T e~ = component of creep strain tensor, 
T e~H = component of thermal strain tensor,
(1) 
This assumption allows the use of the so-called classical theories of plasticity and creep which make a distinction 
between time-dependent and time-independent inelastic strains. 
The constitutive law for an isotropic, thermoelastic material with temperature-dependent moduli is [38,39], 
T _ TeE (T T PTe T TH) aii - iirs ers - erJ - ers - ers ' 
where 
T Cffrs = component of elastic constitutive tensor 
= ™i/)rs + T p.(5 jr5is + 5jJ5jr) , 
TA-
TE TV 
= (1 + TV)(1 - 2 TV) , 
Tp. 
TE 
= 2(1 + TV) , 
TE = Young's modulus, 
TV = Poisson's ratio, 
5ii = Kronecker delta, 
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TO = temperature, 
Tam = mean coefficient of thermal expansion, 
OR = reference temperature. 
51 
The creep strain rate is determined using a modified equation-of-state approach which includes strain hardening 
for variable loading and the Oak Ridge National Laboratory auxiliary hardening rules for cyclic behavior [27,28]. 
The final resuit [18] is stated as 
Te<7.=Tr TS " II II ' 
where 
T Si; = component of deviatoric stress tensor 
= T ai; - ! T ammOi; , 
37c 
Tr ='2 1(j , 
1(j = von Mises effective stress 
= y'~ T si; T Sf; , 
T~~ effective creep strain rate 
= f(1(j, Te-H, TO) , 
TeH= modified effective creep strain. 
(3) 
The plastic strain rate is calculated using the classical theory of time-independent plasticity [29-39]. The gene-
ral form of the yield or loading function for non-isothermal conditions is assumed to be 
TF-TFi(T T T ) - aii' ai;' ay , (4) 
where T ai; and T ay depend on the history of plastic deformation and temperature. For elastic behavior, TF < 0, 
and for plastic behavior, TF = O. . 
As a consequence of Drucker's postulate for stable inelastic materials under isothermal conditions, the yield 
function T F defines a convex yield surface in nine-dimensional stress space. Furthermore, when stress and plastic 
strain rate axes are coincident the plastic strain rate vector is normal to the yield surface. In developing a noniso-
thermal plasticity model, it is assumed that TF dermes a convex yield surface in a ten-dimensional stress-tempera-




II a T a .. ' 
II 
(5) 
where T A. = positive scalar variable. 
The calculation of T A. requires that a hardening rule be selected. A hardening rule describes the change in the 
yield surface with continuing plastic deformation. Two commonly used hardening rules are isotropiC hardening 
[39], and kine~atic hardening [33]. 
2.1.1. Isotropic hardening rule 
The isotropic hardening rule for isothermal conditions assumes that the size of the yield surface increases uni-
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the yield stress, is based on either the plastic work or the accumulated effective plastic strain. In the following 
extension of the isotropic hardening rule to non-isothermal conditions [31,37], it is assumed that the yield stress 
depends on the accumulated effective plastic strain and instantaneous temperature. 
The von Mises yield function for non-isothermal, isotropic hardening can be written as 
Tp= FSlm TSlm - F a~ , 
where 
T ay = yield stress 
= Tay(TeP,TO) , 
reP = accumulated effective plastic strain 
T 
= f reP dt, 
o 
reP = effective plastic strain rate 
=v'i Te~ . 
(6) 
The objective is to determine T A in terms of the current strain and temperature rates. Taking the derivative of 
eq. (2) with respect to time and then substituting from eq. (5) results in 
T' _ TCE (T . TA ~ T:C T' TH) TC' E T E 
aji - jimn emn - a T a
mn 
- emn - emn + lied ecd • 
During plastic straining, the stress-temperature state remains on the yield surface so that 
. aTp aTp aTp 
Tp= __ TiJ .. + __ Ta. +-_Ta =0 a Tal; . I] a T (Y-ij il aT ay y . 




aTp = _ ~ Tay , a Tay 
aTp 
a Tall = T Sii ' 
T . a T ay r-':-P a T ay T . 
ay = a TeP e + a TO O. 
Substituting eqs. (9)-(12) into eq. (8) and using the previously stated defInitions of reP and T e~ results in 
[
a Tay a Ta ] 
T T • 2 T TA . h TTY TO' 
SI; al; = "3 ay a reP V"3 Si; SII + ~ . 
Since T F = 0 during plastic straining, 
T T _2.T2 
Sij Slj -"3 ay ' 
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Premultiplying eq. (7) by TSij , setting the result equal to eq. (15) and solving for T A gives 
T TeE (T· T·C T·TH) T TeE T E 2..T aTaYT(j 
Sij ijmn emn - emn - emn + Sij ijed eed - 3 ay aTe 
TA = . (16) 
a T a + T TeE T 
! T a2 ~ Si; ijmn Smn 
9 Ya TeP 
In order to further evaluate the above expression for T A, it is necessary to obtain a T ayla T eP and a T ayla Te. 
It is assumed that a relationship between T ay , TeP, and T e can be derived from the data obtained in a series of 
tensile tests at different temperatures using virgin material specimens. This data is used to develop the idealized, 
bilinear, engineering stress-strain curves shown in fig. 1. 
To convert the curves shown in fig. 1 to stress-plastic strain curves, we have for constant temperature T e and 
T a;;;;' T ayv , 
T a = T a + TE (T e _ T ayv ) 
yv T TE' (17) 
(18) 
Combining the above equations and noting that the current stress is the current yield stress (Le., T a = T ay) results in 
TETE 
Ta = T TeP+Ta 
y TE _ TET yv· 
(19) 
Thus, eq. (19) gives the relationship between yield stress and plastic strain for monotonic uniaxial loading at con-
stant temperature. The curves described by eq. (19) are shown in fig. 2. 
It is now assumed that eq. (19) relates the yield stress and the accumulated. effective plastic strain for multiaxi-
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,. We then obtain 
aTo TETE y _ T 
a 7 P -TE_ TET 
and 
aT Oy _ T-::-P a (TETET) a TOyv 
a TO - e a TO TE _ TET + ~. 
Substituting eqs. (20) and (21) into eq. (16) and using the definitions ofT 0Y' TCi~rs and T Sij yields: 
T A = 2 T 0 2 [ 1 TE TE ] -=-::.z. T + _ T 
3 Jl. 3 TE - TET 




The kinematic hardening rule for isothermal conditions assumes that the size of the yield surface remains con-
stant and that the yield surface can translate as a rigid body in nine-dimensional stress space. The translation is 
a measure of the hardening of the material and the incremental translation components are generally assumed to 
be linearly related to the incremental plastic strains. 
In the extension of the rule to non-isothermal conditions [31,36,37] ,it is assumed that both the size of the 
yield surface and the hardening of the material can depend on temperature. The von Mises yield function for non-
isothermal, kinematic hardening can be written as 
Tp= HTSI~ - Tex,m)(Slm - Tex,m ) - !TO~ , (23) 
. where 
Toy = yield stress 
= TOy(TO) , 
T ex'm = component of yield surface translation tensor 
TC = hardening parameter 
= TC(O) . 
Following the development of eq. (22), it can be shown [18] that 
( T T) TeE IT' T' C T 'TH) IT T) TC' E T .F. 1 T a TOy TO' $ij - CXjj ijmn\ emn - emn .- emn + \ $i/- exil ilcd eat -"3 Oy a TO 
T A = 1 T _2 TC + (T T·) TcE (T T) . 
l ~ $i/- exil ilmn Smn - amn 
(29) 
To further evaluate eq. (24), it is necessary to obtain both TC and a T oyla TO. As was done for the case of isotropic 
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relationship'between Tay and T8 is the same as that between the virgin material yield stress and temperature. That 
is, T ay is simply the virgin material yield stress corresponding to T8. 
For the hardening parameter TC, consider a case of uniaxial loading at constant temperature such that 
Tall =1= 0, 
Tall =1= 0 , 
all other TaU = 0 , 
all other TaU = 0 , 
TS22 = TS33 = -!TSll , 
T e~2 = T er3 = -r el't , all other T e!'· = 0 
'I ' 
T'P _T'P _ IT'P e22 - e33 - -;: ell , all other T e!" = 0 II ' 
T ay = constant . 
Evaluating TF = 0 and Tp = 0 for the above loading condition results in 
CSll _TtXll)2 ='Fa~ 
and 
CSll - TtXll)(TOll -FCTeil)=O. 
The above equations require that 







Referring to the idealized stress-plastic strain curves shown in fig. 2, the infinitesimal stress increment da at con-
stant temperature is given by 
TETET P 
da- T T de. E- ET' 
Comparing eqs. (29) and (30) shows that 
TC_ 2 TETET 
3 TE - TET . 
Substituting eq. (31) into eq_ (24) and using the definitions ofT ay , TCffrs' and T Sij, we obtain 




The model is suitable for use in small strain and displacement analysis. However, it is also directly applicable to 
problems involving small strains and large rotations [20]. 
When using the model for practical engineering analyses, it is important to be aware of the limitations of the 
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material behavior under general, non-radial loading conditions [27-29]. In addition, the O.R.N.L. auxiliary strain 
hardening rules were developed for radial or near-radial loading. Based on limited experimental results [27,28], 
the kinematic hardening formulation is recommended for cyclic, radial or near-radial loading. The isotropic harde-
ning formulation is recommended only for situations involving monotonically increasing, radial or near-radial 
loading. 
3_ Solution procedure 
The proposed solution procedure is based on a one-parameter integration method for ordinary differential equa-
tions (the a-method) which is used in conjunction with the thermo-elastic-plastic and creep material model deve-
loped in section 2. For a range of values of the parameter, this integration method has been shown to be uncondi-
tionally stable for certain heat conduction [22,23] and viscoplasticity problems [3,4,6]. 
The solution procedure uses one time step size for the calculation of nodal point displacements and a smaller 
one for element integration point stresses, plastic strains, and creep strains. This approach is based on the observa-
tion that for many problems of engineering interest involving inelastic behavior, the time-wise variation in the 
stresses and inelastic strains is greater than that of the displacements [16-19]. 
In the following, we investigate the stability of the solution procedure via the calculations for the element inte-
gration point stresses. We assume that the stability characteristics associated with these particular calculations 
carry over to the other solution variables. Only the case of isotropic hardening is examined. However, similar con-
clusions can be reached for kinematic hardening [20]. 
3.1. The a-method 
Consider a system of fIrst-order, ordinary differential equations of the form 
where T denotes some arbitrary time. Assuming that an approximate numerical solution tx is known, the next 
approximate solution t+ Atx is given by 
where 
t+QAt,i= t+QAtA t+QAtx , 
t+QAtx = (1 - a) tx + at+Atx , O:s,;; a:s,;; 1 , 
t+QA~ = t+QA~(t+QAtx, t + a~t) . 
. Substituting eqs. (35)-(37) into eq. (34) yields: 







Eq. (38) must generally be solved for t+Atx in an iterative manner, but a direct solution is possible when TA is a 
constant matrix. Note that a = 0 and a = 1 are the Euler forward and backward methods, respectively. Additionally, 
a = t corresponds to the usual trapezoidal rule only when TA is a constant matrix. It can be shown [20] that 
a =- 0, 1 have local truncation errors of O(~t2) and that a = ! has a local truncation error of O(~t3). 
3.2. Theoretical stability analysis 
In investigating the solution procedure's stability characteristics, we are primarily interested in how roundoff 
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be magnified as the numerical calculations progress. We note that the following analysis is not concerned with 
the truncation errors of the solution method. Such errors exist even if all arithmetic operations are performed 
exactly. While the truncation error directly affects the accuracy of a numerical method, stability is a primary 
requirement for an accurate solution. On the other hand, a stable solution can still be inaccurate due to large 
truncation errors or an excessive number of solution steps which result in roundoff accumulation (but not step-
wise magnification). 
In the development of the solution procedure in section 3.3, it will be shown that the calculations for the ele-
ment integration point stresses lead to nonlinear algebraic equations of the form 
[/- aDoT T+.6.TA T+.6.TC 1 T+.6.TX = [/ + (1 - a) DoT T+.6.TA T+Ot.6.TC + T+.6.TAS] TX + L + T+.6.TAT , 
where 
T X = known vector of stresses, 
T+.6.T x = unknown vector of stresses, 
L, T = known vectors with time-dependent components 
T+.6.TA,S= known square matrices with time-dependent components 
T+Ot.6.TC = square matrix which is a function of the known and unknown solution variables 
/ = identity matrix. 
Additionally, we require that T+.6.TA be negative definite and that T+.6.TCbe positive semi-definite. 
Now assume that there is some roundoff error T e in the numerical solution at time T such that 
TX* =Tx+Te. 
If all arithmetic calculations are performed exactly, then the solution at time T + DoT is 
[/ - aDoT T+.6.TA T+Ot.6.T C*] T+.6.T x* = [/ + (1 - a) DoT T+.6.TA T+Ot.6.T C* + T+.6.TAS] T x* + L + T+.6.TAT , 
where 





It can be seen by referring to the definitions OF+Ot.6.TC in sections 3.3 and 3.4 that T+Ot.6.T C* is also a positive 
semi-definite matrix. 
Now consider the generalized eigenproblem [40]: 
T+Ot.6.TC*q) = A T+.6.TA- 1cp* , 
with solutions 
T+Ot.6.TC*(J)* =T+.6.TA- 1(J)* A* , 
(J)* = [cp~, ... ,q,~] , 
A* = diag[An, A; ~ 0 . 
The orthogonality properties of the eigenvectors are such that 
(J)*T T+.6.TA-1(J)*' =/, 
(J)*T T+Ot.6.TC*(J)* = A* • 
The n eigenvectors span an n-dimensional vector space. Therefore, we can write 

















T+~T&= cD* T+~Te, 
7&= cD* T e . 
M.D. Snyder, K.-J. Bathe / Thermo-elastic-plastic and creep problems 
Premultiplying eq. (41) by T+~TA -1 yields: 




Substituting eqs. (47)-(50) into eq. (51), premultiplying by fJ)* and using the orthogonality properties, eqs. (45) 
and (46), results in . 
[/ - O:~T A *] (T+~TZ + T+~Te) = [/ + (1 - 0:) ~T A*] (TZ + Te) + cD*T ScD*rz + Te) + cD*T T+~TA -1 L + cD*T T. 
. ~~ 
To obtain an expression relating T e and T+~T e, we assume that T+Q~TC* ==- T+Q~TC, cD* ==- cD, and A * ==- A. 
The error terms now separate directly out of eq. (52) and we have 
[/ - O:~TA] T+~Te = [/+ (1 - 0:) ~TA] Te + cDT ScDTe _ (53) 
For thejth component ofT+~Te, we obtain 
T+~T _ 1 + (1 - 0:) ~TA; T {cDT ScD Te}j 
~- ~+ . 
1 - O:~TA; 1 - O:~TAj 
(54) 
Note that the second term on the right-hand side couples T+~T ej to all the components of T e. 
As discussed previously, stability means that any roundoff error present at time T is not magnified when the 
solution for time T + ~T is calculated. Specifically, we require that 
Substituting eqs. (49) and (50) into eq. (55) and using eq_ (45) results in 
1T+~TeT T+~Tel.r;;;; ITeT Tel. 
A sufficient, but not necessary condition for eq. (56) to hold is 
1T+~Tejl.r;;;; ITejl . 
Consider eq. (54) and examine the cases of S == 0 and S * O. In the first case, eq. (57) is satisfied if 
----'-----'- .r;;;; 1. 
1
1 + (1 - O:)~TA; I 





Recalling that A;.r;;;; 0, 0 .r;;;; o:.r;;;; 1, and ~T > 0, some algebraic manipulation shows that eq. (58) is satisfied for all 




(20: - 1) AI 
(59) 
We note that this conditional stability limit may not be useful for practical computations since AI generally depends 
on the unknown solution at time T + ~T. The only exception is when 0: = 0, in which case A; is determined by the 
known conditions at time T. 
However, when S * 0 there is no a priori information available concerning the second term on the right-hand 
side of eq. (54). At present, the best approach is to make all of the coefficients of 7 ej as small as possible. This 
means having the condition in eq. (58) as well as requiring that the denominator of the above-mentioned term be 
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3.3. Special case· 
In this section we develop an algorithm for the special case in which a common time step size is used for all 
solution variables. Assuming that a numerical solution has been obtained at discrete time points At, 2At, ... , t, 
the solution for t + At is desired. 
3.3.1. Equilibrium and constitutive equations 
At time t + At, consider the virtual work equation for an isoparametric, finite element assemblage [40] and the 
constitutive equations for a thermo-elastic-plastic and creep material with isotropic hardening. All equations are 
expressed in vector form [18] as 
N 
~ f BI t+Atcsdv = t+AtR , 
m-l (m) 
v 
t+Atcs = t+AtCE (t+Ate _ t+AteP _ t+AteC _ t+AteTH ) , 
T eP = TAD T cs , 
T eC = T "(D T cs , 
t+AteTH = t+AtOtm(t+Ato - OR) 0 , 
where 
t+Ate = BL t+AtU 
and 
BL = total strain-displacement transformation matrix, 
t+AtU = nodal point displacement vector, 
t+AtR = nodal point external load vector, 
N = number of elements in the assemblage, 
D = deviatoric stress operator matrix, 







Henceforth, the summation sign in eq. (60) will be dropped for convenience, but the summation is implied for all 
subsequent volume integrals_ Although eqs. (61)-(64) are valid at any point in the structure or continuum, only 
the stresses and strains at the element integration points [40] will be of interest. 
Substituting eqs. (61) and (65) into eq_ (60) results in 
t+AtKE t+AtU= t+AtR + fBI t+AtcE(t+AteP +t+AteC + t+AteTH ) dv, 
v 
where 
t+AtKE = fBI t+AtCEBL dv 
v 
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3.3.2. Algorithm development 
The a-method is used to obtain t+t.teP and t+t.tec . Quantities at time t + At are fust decomposed as 
t+t.t e P = teP + e P , 
t+t.teC = teC + eC 
and then the increments are given by 
e P = At t+Olt.teP = At t+Ctt.t AD t+CtAt a, 
eC = At t+Ctt.teC = At t+Ctt.trD t+Ctt.t a, 
where 
t+Ctt.ta = (1 - a) ta + a t+t.ta 
and 












Eqs. (61), (64), (66), and (68) to (73) are a coupled set of nonlinear algebraic equations where eqs. (61), (64) and 
(68) to (73) apply at each integration point. 
Nonlinear algebraic equations generally require an iterative solution procedure [42]. Starting with the simplest 
approach - successive substitution - an appropriate algorithm is 
t+t.teC(i+l) = teC + At t+CtAtr(l) D t+CtAta(i) , 
t+t.teP(i+l} = teP + At t+Ctt.t A (l)D t+Ctt.ta(i) , 
t+t.tKE t+t.tU(i+l) = t+t.tR + fBI t+t.tcE(t+t.teP(i+l) + t+t.teC(i+l) +t+t.teTH ) dv , 
v 
The right superscript i is the iteration number and i = 0 refers to conditions at time t. 
The above scheme can be rewritten by defining 
AU(it-l) = t+t.tU(i+l) _ t+t.tU(i) . 
Substituting eq. (78) into eq. (76) and using eqs. (65) and (67) results in 








Noting the similarity between the right-hand sides of eqs. (77) and (79), the successive substitution algorithm is 
now written as 
t+t.teC(/+l} = teC + At t+CtAtr(i) D t+CtMa(i) , 
t+t.teP(I+l} = teP + At t+Ctt.tA{i') D t+Ctt.ta(i) , 
t+Ma(i+l) = t+t.tCE(t+Me(i) _ t+t.teP(i+l) _ t+MeC(i+l) _ t+t.teTH ) , 
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i = 0,1,2, .... (84) 
Assuming that the iteration converges, 1::.U(i+1) ~ 0 and hence all of the governing equations are satisfied. 
Furthermore, by iterating with 1::.U(i+l) instead of t+ll. t U(i+l) , it is possible to use stiffness matrices other than 
t+ll.tK E in eq. (83) so as to obtain faster convergence [24]. 
The scheme described in eqs. (81)-(84) has two immediate drawbacks. Successive substitution can have a slow 
rate-of-convergence [42]. Additionally, disk I/O operations are required in each iteration (assuming that integra-
tion point variables are not continually stored in-core). If the restriction of no disk writing during the iteration is 





















t+ Il.teC(i) = teC! + 1::.t t+Qll.tr(i) D t+Qll.ta(i) 
(k+ 1) (k) (k) , 
t+ll.teP(i) = teP + 1::.t t+Qll.t A (i) D t+Qll.ta(i) 
(k+l) (k) (k) , 
t+ll.ta(i) = t+ll.tCE(t+ll.te(i) _ t+ll.teP(i) _ t+ll.teC(i) _ t+ll.te TH) 
(k+l) (k+1) (k+ 1) , 
t+ll.tKE 1::.U(i+l) = t+ll.tR - fBI t+ll.ta(i) dv , 
u 
i=0,1,2, .... 






The right subscript k is the integration point loop iteration counter and the right superscript i is the displace-
ment loop iteration counter. Note that k = ° indicates conditions at time t and that t+ll.tU(O) = tu, t+ll.te(O) = teo 
The integration point loop iteration continues until a steady value is obtained for t+ll.ta(i). The displacement 
loop iteration continues until 1::.U(i+l) ~ O. When i = 0, the integration point calculations are performed only once 
(Le., for k = ° only). 
The above algorithm trades disk writing operations for more computational effort. For each value of t+ll.te(i) , it 
is necessary to calculate t+ll.taCi) , t+ll.teP(i) , and t+ll.teC(i) by starting from the corresponding values at time t. On the 
other hand, the converged integration point loop values satisfy the constitutive equations (within the approxima-
tions of the a-method). This can be advantageous in plasticity problems when yielding or unloading occurs during 
a solution step [24]. 
However, both computational loops can still suffer from slow rates-of-convergence. Considering first the integra-
tion point loop, one possible improvement is to solve eqs. (85)-(87) using Newton-Raphson iteration [42]. In 
three dimensional analysis, this means that a system of eighteen algebraic equations must be repeatedly solved at 
each integration point. The increased rate-of-convergence could easily be offset by the increase in computational 
effort. 
As a compromise, the following scheme is proposed. It assumes that the stress-dependent terms in the creep 
constitutive law are the most troublesome from a convergence point-of-view. From eqs. (69) and (71), define 
t+Qll.tf= teC + eC = teC + 1::.t t+Qll.tr D t+Qll.ta • (90) 
Expanding t+Qll.tfin a two-term Taylor series [42] about the kth approximate solution t+Qll.ta(k) yields: 
[
a t+Qll.tf] (t+Qll.t t+Qll.t) (91) 
t+Qll.t[, = t+Qll.t[, +a(k l) - tl(k) , 
(k+l) (k) a t+Qll.ta 
(k) 
where the Jacobian matrix is 
[
a t+Qll.tf] = 1::.t [D t+Qll.t a t+Qll.tr + t+Qll.tr DJ (92) 
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The evaluation of the term a trOtll.tr/a t+O<AtO' depends on the particular type of creep law being considered [20]. 
Substituting eqs. (88)-(90) into eq. (61) and solving for trAtO'(k+l) results in; 
[ I + a.tlt trAtCE [D traAtO' a t+aAtr + trAtr DJ ] trAtO" = a traAtO' '(k+l) 
(k) 
trAtCE(BL trAtu _ trAteP _ teC _ t+AteTH _ tlt t+aAtr(k) D t+aAtO'(k») 
+ a.f:lt trAtcEr D traAtO' a t+aAtr + traAt", DJ trAtO' L a t+aAtO' I (k) . 
(k) 
(93) 
When i> 0, eqs. (85)-(87) (the integration point loop) are replaced by 
trAter~11) = teP + tlt t+aAt i\~~) D traAtO'~~) , (94) 
[ I + a.tlt trAtCE [D traAtO'(i) a t+aAtr(i~ + traAtr(O DJ ] t+AtO'(i) = a t+aAtO'(I) (k+l) 
(k) 
trAtCE(trAte(i) _ t+AteP(i) _ teC _ trAte TH _ tlt t+aAtr(O D rt-aAtO'(i») 
(k+ 1) , (k) (k) 
[
a rt-aAt",(i) . ] . 
+ a.tlt trAtcE D t+aAtO'(i) I. + t+aAtr(l) D trA to' (I) a t+aAtO'(I) (k) , 
(k) 
(95) 
t+AteC(i) = teC + tlt t+aAt",(i) D traAtO'(i) 
(k+l) I(k) (k) 
[
a traAt",(i) ] + a.f:lt D t+aAt (J) I + traAtr(i)D (t+AtO'(i) _ t+aAtO'(i) ) 
0' a traAtO'(i) (k+l) (k) . 
(k) 
(96) 
However, when i = 0 we still use eqs. (85)-(87) and the integration point calculations are performed only once 
(Le., for k = 0 only). We also note that when there are no creep effects, the above algorithm degenerates back to 
successive substitution. 
In the displacement loop, the rate-of-convergence can be improved by several methods. The most common 
approach is to use an elastic-plastic [2,17]' elastic-creep [10] or elastic-plastic-creep [14,15] stiffness matrix in 
eq. (88). Alternatively, the use of matrix updating and search algorithms has been found to be highly effective 
[24] . 
3.3.3. Stability analysis 
To investigate the stability of the solution procedure we establish a set of equations relating trAtq and to' at 
each integration point in the finite element assemblage. First, the decompositions 
are substituted into eqs. (61) and (66) along with eqs. (65) and (67)-(69) so as to obtain 
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where 
tFE ta = te _ teP _ tee _ teTH . (100) 
Assuming an equilibrium configuration at time t, the corresponding virtual work equation is 
(101) 
and hence eq. (97) simplies to 
(102) 
v v 
In isoparametric finite element analysis, the volume integrals in eq. (102) are typically evaluated using Gauss 
numerical integration [40]. That is, a volume integral over the element assemblage can be expressed as 
N M 
jf(x) du = ~ j f(x) du = ~ Wi f(xi) , 
v 1= 1 (i) ,= 1 
v 
where 
Wj = Gauss weighting factor; Wi > 0, 
N = number of elements, 
M = number of integration points, 
(103) 
Following the approach taken in [5], we define super matrices and vectors where each submatrix and subvector 
corresponds to a particular integration point (denoted by a right subscript). 
BLl 
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(107) 
(108) 
where n is the number of degrees-of·freedom in the element assemblage. In addition, the super matrices CE , tiE, 
and iE are defined to be of the same form as t+~tCE, the super vectors. t+~tt: and iTH are of the same form as 
tt:, and the super matrices t+a~t:y and t+a~tA are of the same form as if. Using eqs. (103)-(108), the volume 
integrals in eq. (102) are expressed as 
fBI t+~tcE(eP +eC +eTH ) dv=BI t+~tcEw(iP +iTH), 
u . 
jBIcE tFE t(J dv = iiI c E tirwti. 
u 
Substituting eq. (72) into eqs. (70) and (71) results in 
eP = ~t t+a~t A D[(1 - a) t(J + t+~t(J] , 
eC = ~t t+a~t'Y D[(l - a) t(J + a t+~t(J] 
and hence the corresponding super vectors are 
i P = ~t t+a~tAD [(1 - a) ti + a t+~t1;] , 
i C = ~t t+~t:YD [(1 - a) t1;,+ a t+~ti] . 
Now substituting eqs. (1Q9), (110), (113) and (114) into eq. (102) yields: 
t+~tKE U=R + iiI t+~tcEw i TH + [(1- a) ~t iiI t+~tcEw t+a~tGD -iiI cE tiEwpi 
+ a~t iiI t+~tcE w t+~tG jj t+~ti , 
where 
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Substituting eqs. (111) and (112) into eq. (98) and then generalizing to a complete set of integration point 
equations yields: 
65 
[j + aAt tt-aAtG t+AteED] tt-Atl: = t+AteE(jjL U _iTH) 
(117) 
+ [j +eE tFE -(l-a)Attt-atO t+AtCED]fi;, 
where j is a 6M X 6M identity matrix. The final set of integration point stress equations is now obtained by sub-
stituting eq. (115) and the identity [20] 
(t+AtcEiiL tt-AtKE-1iiI _ W-1) weE tFE = _ (tt-AteEBL t+AtKE-1iiI tt-AtCE _ t+AteE'Ur-1) WF E (118) 
into eq. (119). The result is: 
[j _ aAt[tt-AreEiiL t+AtKE- 1 iiI t+AtCE - tt-AtCEW-1] W tt-aAtGD] t+Ati = 
tt-AtCEjj L t+AtK E-
1 
R + [t+AtCEjj L t+AtK E- 1 iiI t+Ate E _ tt-Atew-1] weTH 
+ [1 + (1 + a)At[tt-AteEjjL t+AtKE-IjI tt-AtC E _ t+AteEW- 1] tt-aAtGD 
+ [tt-Ate EjjL tt-AtKE - 1 iiI tt-Ate E - tt-AteEW-1] W FE] ti;. (119) 
We note that eq. (119) shows the contributions to tt-Ati; from external loading, thermal strains, change in elastic 
moduli, creep, and plasticity. 
To determine if the solution procedure can be made unconditionally stable as discussed in section 3.3, we com-
pare eqs. (39) and (119). It is observed that 
t+AtA = tt-AteEjjL t+AtKE-1iiI t+Ate E _ t+AteEw-1 , (120) 
t+aAtC= W t+aAtGD (121) 
and 
S=WFE , 
L = tt-AteEii t+AtKE-lR 
L , (122) 
T= WiTH. 
The matrices S, L, and T satisfy their basic definitions accompanying eq. (39) and /'tArA and t+aAtC are symmetric. 
However, since the criteria for unconditional stability also assume that t+AtA is negative definite and t+aAtC is po-
sitive semi-definite, the properties of these matrices must be investigated. 
The matrix tt-AtA is examined in Appendix A. It is shown therein that the matrix is negative definite only when 
the elastic stiffness matrix tt-At K E is approximate. In the case of t+aAtC, the structure of the matrix is: 
t+aAtc= 
W (t+aAt'Y 1 
I I I 
+ t+aAt AI)D I 
- -- -- ~;-(i+aAti-' 
1 z z: 






I W (tt-aAt'V 
1 M 1M 
: + t+aAtAM)D 
The terms tt-aAt'Yi and t+aAt Ai are> 0, the Gauss weights Wi are> 0, and D is positive semi-definite. Therefore, 
each submatrix in t+aAtC is positive semi-definite and so is the complete matrix. 
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3.4. General case 
In this section we present an algorithm for the general case in which one time step size is used for the nodal 
point displacements and a smaller one for the integration point stresses, plastic strains, and creep strains [16-19]. 
We assume that a numerical solution has been obtained at discrete time points ~t, 2M, ... , t and the solution at 
time t + ~t is desired. 
3.4.1. Equilibrium and constitutive equations 
The virtual work equation and the thermo-elastic-plastic and creep constitutive equations have been presented 
in eqs. (60)-(64). In addition, eqs. (66) and (67) remain directly applicable. 
3.4.2. Algorithm development 
The time step ~t is divided into q, not necessarily equal, subdivisions OT with the time at the start and end of 
the jth subdivision denoted by Tj and Tj+l, respectively. At the end of the jth subdivision, the stresses are given by 
, 
Tj+lo= Tj+ 1 CErj+1e - Tj+1eP _ Tj+1eC - Tj+ 1eTH ) , (124) 
where Tj+ 1e P and Tj+ 1eC are evaluated using the a-method. This evaluation is accomplished using eqs. (68)-(73) 
so as to obtain the decompositions 
Tj+1eP = TjeP + eP , 
Tj+1eC = TjeC + eC 
and then the increments 
eP = OT Tj+a6T eP = OT T,+a6T AD Tfa6T 0 , 
eC = OT Tj+a6T eC = OT Tfa8T rD Tj+a8T.o , 
where 








Eqs. (124)-(130) are a coupled set of nonlinear, algebraic equations which must be solved for each subdivision at 
every integration point. After q subdivisions, 
t+tl.to = Tq+lo , 
t+tl.teP = Tq+leP , 
t+tl.teC = Tq+ 1eC • 
(131) 
In addition to the above equations, it is also necessary to relate Tj+ 1e to t+tl.te , which is obtained using eqs. (65) 
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Thus, eq. (66) must be solved simultaneously with the subdivision equations, eqs·. (124)-(130). As previously 
discussed in section 3.3.2, an iterative solution procedure is required. Following the developments in that section, 
the final algorithm proposed for practical analysis is summarized in table 1. In this table, the right subscript k is 
Table 1 
Algorithm for practical analysis a 
(1) Loop to (11) for each solution step. 
(2) Set the displacement loop iteration counter i = 0 (t+-AlC;<O) = tu, t+-Ale(O) = te ). 
(3) Loop to (9) for each integration point. 
(4) Set the subdivision counter j = 1. 
(5) Calculate the size cST of the jth subdivision. When i = 0 andj = 1, set cST = tJ.t. 
(6) Calculate the total strain at the end of the jth subdivision. 
. t+-AI il) _ t e 
Tj+li' ) = te + (Tj+l - t) . 
tJ.t 
X (TJ+a.cST (I) Tra.cSTa(i) 
a(k+l) - (k) . 
(9) Check for integration point loop convergence. If i = 0, bypass check and go to (3) for the next integration point. 
No convergence: k = k + 1, go to (8). 
/' Yes: go to (3) for the next integration point. 
Tj+ 1 = t + tJ.t? 
...,. No: j = j + 1, go to (5) for the next subdivision. 
Convergence: 
(10) Solve for tJ.U(i+l) and t+-tJ.tU(i+l) after looping through steps (3)-(9) for each integration point. 
t+tJ.tKEtJ.U(i+l) = t+tJ.tR _ for t+tJ.ta(i) du, 
u 
t+tJ.tU(i+l) = t+tJ.tU(i) + tJ.U(i+l) . 
(11) Check for displacement loop convergence. 
No convergence: i = i + 1, go to (3). 
Convergence: go to (1) for the next solution step. 
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the integration point loop iteration counter and the right superscript i is the displacement loop iteration counter. 
We note that when there are no creep effects, the scheme is essentially successive substitution. Additionally, 
the comments given in section 3.3.2 concerning improvement of the displacement loop rate-of-convergence remain 
relevant. The algorithm presented in table 1 contains as a special case, the algorithm developed and analyzed in 
section 3.3. That is, when q = 1 the general algorithm reduces to the special case. 
3.4.3. Stability analysis 
We have not yet been able to derive a set of clear and useful equations which relate the entire set of integration 
point stresses at times !1t and t + !1t, as was done in the stability analysis described in section 3.3.3. However, by 
following an approach similar to the one in that section, the integration point computations in eqs. (124)-(130) 
can be shown to be unconditionally stable for each subdivision when 0: ~! [20]. We therefore infer that the overall 
solution procedure is also unconditionally stable when 0: ~ !. 
4. Test problems 
The material model and solution procedure presented in sections 2 and 3 have been implemented in the finite 
element computer program ADINA [21], and further details of the implementation are given in [20]. Below we 
report the numerical solutions obtained for three problems - the creep bending of a cantilever beam, the creep of 
a pressurized, thick-walled cylinder, and the thermo-elastic-plastic response of a pressurized, thick-walled cylinder. 
These results indicate some of the actual stability and accuracy characteristics of the solution procedure. 
4.1. Creep bending of a cantilever beam 
A cantilever beam was subjected to a constant tip bending moment of 6000 in-Ibs. The finite element model of 
the beam is shown in fig. 3.1t was possible to model only the portion of the beam above the neutral axis by apply-
ing the appropriate displacement boundary conditions to the nodes on the neutral axis. Eight, plane stress, iso-
parametric elements were used in the model and the element stiffness matrices were evaluated using 3 X 3 Gauss 
integration. The work-equivalent nodal forces used to represent the tip bending moment were derived from the 
elastic beam theory stress distribution. 
An analytical solution for the tran ient bending stress distribution was not found. It is possible, however, to 
obtain an expression for steady state conditions [25] when the uniaxial creep strain rate is of the form 
TiF =KTa"' , (139) 
where m and K are constants. The Y-direction bending stress at steady state is then 
a = _ M 2m + 1 (!!...)-<2m+l)/m Zl/m Z ~ 0 , 
YY 2b m 2 . ' 
(140) 
where M, b, h, and Z are defined in fig. 3. 
By varying the integration parameter, 0:, the time step size, !1t, and the number of subdivisions per time step, q, 
results were obtained for a number of problem cases which are summarized in table 2. Figs. 4-12 present the 
results for the Y-direction bending stress at the point marked A in fig. 3. Problem cases 1 and 2, which are shown 
in fig. 4, define a 'baseline solution' against which all of the other results are compared. Since these two cases have 
a maximum difference between them of approximately 4%, problem case 1 is used in figs. 5 to 12 for the baseline 
solution. 
When 0: = 0.0, q = 1, the solution becomes unstable with increasing !1t. On the other hand, stable results are 
obtained when q = 10. This indicates that subdividing the time step (Le. q > 1) can stabilize what would otherwise 
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Fig. 3. Finite element mesh for a cantilever beam. 
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Fig. S. Bending stress at location A. 
For the cases with C( = 0.5, q = 1 and C( = 1.0, q = 1, it is possible to obtain stable solutions for values of Ilt that 
are unstable when C( = O.O,q = 1. However, when C( = 0.5 the solution converges to the baseline solution in an oscil-
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Fig. 9. Bending stress at location A. 
ing tlt. For a = 1.0, the loss in accuracy with increasing tlt is quite small. If q is increased to 10, the a = 0.5 
cases no longer exhibit the oscillatory convergence. It is also interesting to note that the a = 0.5 cases are slightly 
















a = 1.0 
lit = 50. 
o I SUBDIVISION PER TIME STEP 
o 10 SUBDIVISIONS PER TIME STEP 
- BASELINE SOLUTION 
100 200 300 400 500 600 700 800 900 1000 
TIME (hr) 


























a = 1.0 
lit = 100. 
o I SUBDIVISION PER TIME STEP 
010 SUBDIVISIONS PER TIME STEP 
- BASELINE SOLUTION 
'. 
\ I, 
\l , ' , 0... __ 
100 200 300 400 500 600 700 800 900 1000 
TIME (hr) 






















w 6100 0:: 










4.2. Creep of a thick-walled cylinder 
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Fig. 12. Bending stress at location A. 
A thick-walled cylinder was subjected to a constant internal pressure of 3650 psi. The finite element model of 
the cylinder is shown in fig. 13. Plane strain conditions were assumed and twelve axisymmetric elements were 
used in the model. The element stiffness matrices were evaluated using 3 X 3 Gauss integration. The material 
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Table 3 
Material properties for the thick-walled cylinder 
800°F 
Young's modulus (psi) 24.07 X 106 
Poisson's ratio 0.3 
Virgin material 
yield stress (psi) 1.11 X 104 
Hardening modulus 
(psi) 7.3 X 105 
Mean coefficient of 
thermal expansion 
(in/in/" F) 11.18 X 10-6 
900°F 
23.30 X 106 
0.3 
1.004 X 104 
7.3 X 105 
11.28 X 10-6 
22.51 X 106 
0.3 
9.344 X 103 
7.3 X 105 
11.38 X 10-6 
All properties were assumed to vary in a piecewise linear manner between the tabulated values. 
Uniaxial creep law: 
Tee = F(1 _ e-RT) + GT, 
F =ao Taa1 
T' 
R =a2ea3 a, 
G =a4[sinh(as Ta»)a6 , 
T a = constant uniaxial stress, 
00 = 1.608 X 10- 1°, 
01 = 1.843, 
a2 = 5.929 X 10-5, 
03 = 2.029 X 10-4, 
04 = 6.73 X 10-9 , 
as = 1.479 X 10-4, 
06 = 3.0. 
21.71 X 106 
0.3 
11.48 X 10-6 
properties at 1 100°F and the uniaxial creep law given in table 3 were used. Thermal strains were not considered 
and there were no plasticity effects. 
The cases considered for this problem are summarized in table 4. Figs. 14-19 show the von Mises effective 
stress (see eq. (3)) at the point marked A in fig. 13. Problem case 1 in fig. 14 is defined to be the 'baseline solu-
tion'. When ex = 0.0, the solution results eventually become unstable as.M is increased from the baseline value. 
73 
It is interesting to note that although cases 2 and 3 (figs. 15 and 16) are initially inaccurate, the baseline solution 
is attained as time increases_ When ex = 0.5 and 1.0, the solution results are stable for !:It = 5000.0, which is signi-
ficantly larger than the values possible with ex = 0.0. However, both solutions initially oscillate about the baseline 
solution, and although ex = 1.0 has smaller oscillations, the ex = 0.5 case attains the baseline solution at an earlier 
time. 
Table 4 
Problem cases for the creep of a thick-walled cylinder 
Case No. Integration Time step 
parameter (0:) size (at) 
1 0.0 10.0 (0.0 .. t .. 100.0) 
100.0 (t> 100.0) 
2 0.0 100.0 
3 0.0 200.0 
4 0.0 500.0 
5 0.5 5000.0 
6 1.0 5000.0 
Number of subdivisions 
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Fig. 14. Baseline solution for the effective stress at location A. 
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Fig. 15. Effective stress at location A. 
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Fig. 19. Effective stress at location A. 
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Fig. 21. Baseline solution for the radial and circumferential 
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Fig. 22. Total radial and circumferential strains at location A. 
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a = O. 
I SUBDIVISION PER TIME STEP 
o 6t =.05 
" 6t = .1 
x 6t=.2 
4 0 BASELINE SOLUTION 
(UNIFORM TIME INCREMENTS 
BETWEEN PLOTTED DATA 
POINTS) 
- I I 
PLASTIC RADIAL STRAIN (,n/lO x103) 
Fig. 23. Plastic radial and circumferential strains at location A. 
4.3. Thermo-elastic plastic response of a thick-walled cylinder 
A thick walled cylinder was subjected to a constant internal pressure of 3650 psi and a transient temperature 
distribution. The model of the cylinder is shown in fig. 13 and the temperature dependent material properties are 
contained in table 3. Kinematic hardening was used and no creep effects were considered. The cylinder was at 
Table 5 



























a Time step subdivisions are of equal size. 
Number of subdivisions 
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5 SUBDIVISIONS PER 
TIME STEP 
" 6t=.1 '" 9 \ 10 SUBDIVISIONS PER Q TIME STEP x 6t=.2 c , B 20 SUBDIVISIONS PER = TIME STEP 
° BASELINE SOLUTION :!; 7 
(UNIFORM TIME INCREMENTS ~ 






w 5 -a: 
w 
~ 









-2 - I I 2 
TOTAL RADIAL ·STRAIN (iMn x 103) 


















a = O. 
o 6t =.05 
5 SUBDIVISIONS PER 
TIME STEP 
" 6t=.1 
10 SUBDIVISIONS PER 
TIME STEP 
x 61=.2 
20 SUBDIVISIONS PER 
TIME STEP 
° BASELINE SOLUTION 
(UNIFORM TIME INCREMENTS 




PLASTIC RADIAL STRAIN (,n/ln x 10 3)' 
Fig. 25. Plastic radial and circumferential strains at location A. 
800°F (reference temperature) at the start of the transient and the radial temperature distribution was of the 
form 
(
y - 0.16 ) 
T 8 = 800 + 300 1"0.4 exp In 1" , 1" > 0 . 
0.09 
(141) 
Radial temperature profiles at various times are shown in fig. 20. 
The cases considered for this problem are summarized in table 5. Figures 21 to 25 show radial and circumferen-
tial strain components (total and plastic) at the point marked A in fig. 13. Problem case 1 in fig. 21 is defined to 
be the 'baseline solution'. In contrast to the results for the previous two problems, increasing Ilt when a = 0.0 
only causes the solution results to become more inaccurate. The growth of an oscillating instability is not 
observed. When q > 1, a significant improvement in accuracy is obtained for all values of Ilt considered. 
S. Conclusions 
In this paper we have presented an efficient procedure for the finite element solution of problems with thermo-
elastic-plastic and creep behavior. We believe that it is an effective tool for engineering analysis. 
The material model used in conjunction with the solution procedure is based on the classical theories of plasti-
cityand creep. All assumptions made in the derivation of the material model are clearly stated and the model's 
range of applicability is discussed_ The solution procedure is based on a one-parameter integration scheme and can 
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retical stability analysis. Numerical results are reported for three test problems. These results show the actual nume-
rical characteristics of the implemented procedure and it is concluded that they agree with the predictions of the 
theoretical stability analysis. 
We plan to obtain additional solutions using the procedure and to report these results at a future date. Since the 
whole development was carried out with the goal of providing engineers with a means for effectively solving practi-
cal thermo-e1astic-p1astic and creep problems, we are also looking forward to exchanging experiences with other 
ADINA users. 
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Appendix A. Investigation of the properties of the matrix 
t'tAtA = t'ttltcEiiL t+iltKE-1'BI t'tiltC E _ t+iltCEw- 1 . 
Instead of dealing directly with t+AtA, we examine the expression 
b = iTw t+iltA Wi, (A.!) 
where W is dermed in eq. (107) and i is an arbitrary vector. It can be shown [20] that W t'tiltA Wbeing negative 
definite is necessary and sufficient for t'tiltA to be so also. 
Consider an arbitrary body subjected to surface tractions t'tiltfS and body forces t'tiltfB which cause an equi-
librium elastic stress and strain field 
(A.2) 
We assume that we have a finite element representation of the body and interpret i as a supervector of the actual 
elastic strains at the element integration points. ~y eq. (103), 
iTW t'tiltCEi = fxT t'tiltCEx dv 
u 
(A.3) 
where U:is the exact elastic strain energy [38,39,44]. In eq. (A.3), we have assumed that a sufficient number 
of integration points have been used so that the integration is performed exactly. In practice, this assumption is 
frequently violated and, indeed, it may not be possible to perform an exact integration numerically. Similarly, 
we find that ' 
N 
iiI t+AtCEWi = fBI t+iltCEx dv = fBI t+ilt(J dv = L; f BI t+ilt(J dv , 
u u m=l (m) 
_ u 
(A.4) 
where N is the number of elements in the finite element assemblage. 
Consider the virtual work principle [38-40,44] 
(A.5) 
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where 8u and 8e are arbitrary, kinematically-admissible variations. Once again noting eq. (103), Eq. (A.5) can be 
written as 
N N N 
6 fie T t+ilto dv = 6 f 8u T t+iltfS cis + 6 f 8u T t+iltfB dv . 
m=l I)(m) m=l (m) m=l I)(m) 
s 
(A.6) 
Since t+ilto is in equilibrium with the applied loading, eq. (A.6) must hold for all admissible variations. Further-
more, the equation must also hold when the finite element approximations [40,41] 
8u =H8U, 
8e=BL 8U 
are employed. Thus, we obtain 
N N N 
6 f BT t+ilto dv = 6 f HT t+iltfS ds + ~ f T t+ilt B t+ilt 
L LJ H f dv= R 
m=1 I)(m) m=1 s(m) m=1 (m) 
I) 
where t+tR is the work-equivalent, nodal point force vector. 
Substituting eqs. (A.3), (A.4) and (A.9) into eq. (A.l) results in 
-1 
b = t+iltR T t+iltKE t+iltR - 2U: . 
It can be shown for a linear elastic system [40,41] that 
-1 







where U: is the elastic strain energy of the finite element approximation. Since U: is a lower bound to the exact 
elastic strain energy [38-40,44], it follows that b ~ 0. 
When b ~ 0, the matrix t+iltA is negative semi-defmite. However, in most applications we find that U: < U:, 
due to the approximate nature of the elastic stiffness matrix. Then t+iltA is negative definite. 
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ON THREE-DIMENSIONAL NONLINEAR ANALYSIS OF CONCRETE STRUCTURES 
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Solution capabilities for three-dimensional geometric and material nonlinear finite element analysis of concrete struc-
tures are presented. The concrete material is modeled including triaxial nonlinear stress-strain behavior, tensile cracking, 
compression crushing and strain-softening. The objective in this work was the development of a practical nonlinear con-
crete analysis capability. The material model can also be employed to represent some rock materials. The results of various 
sample analyses are given, in which the stability and accuracy of the fmite element representations have been studied. 
1. Introduction 
During recent years interest in nonlinear analysis of concrete structures has increased steadily, because of the 
wide use of plain, reinforced and prestressed concrete as a structural material, and because of the development of 
relatively powerful analysis techniques implemented on electronic digital computers. A most important analysis 
procedure that is already in wide use for the linear analysis of structures is the finite element method [1,2]. If a 
realistic nonlinear analysis of a concrete structure can be carried out, the safety of the structure is increased and 
the cost can frequently be reduced. 
Concrete exhibits a complex structural response with various important nonlinearities; namely, a nonlinear 
stress-strain behavior, tensile cracking and compression crushing material failures, and temperature dependent 
creep strains [3-16]. All these concrete nonlinearities depend strongly on the triaxial state of stress, and in addi-
tion the nonlinearities introduced by the reinforcing and prestressing steel should in general be taken into account. 
There are a number of factors that prevent at present the wide acceptability of nonlinear finite element anal-
ysis procedures in the analysis of concrete structures. A first important consideration is that the constitutive prop-
erties of concrete have not as yet been identified completely, and there is at present no generally accepted mate-
rial law available to model concrete behavior. A second important factor is that nonlinear finite element analysis 
of concrete structures is very costly and requires much user sophistication. The high cost of nonlinear analysis 
of concrete structures is largely due to the difficulties encountered in the stability and accuracy of the solutions. 
These difficulties, however, are a direct consequence of the specific numerical implementation of the concrete 
nonlinearities. Since even linear three-dimensional analysis can be expensive to the analyst, the practical difficul-
ties of three-dimensional nonlinear concrete analysis are particularly pronounced. 
It is important to realize that progress in practical nonlinear analysis procedures is largely based on the develop-
ment of improved constitutive models and kinematic descriptions, and on the development of stable and effective 
computational procedures. Since there is a strong interaction between the development of improved constitutive 
models and their effective numerical implementation, it is important to endeavor to advance the development of 
new material descriptions and their numerical implementations at the same time. The situation at present is that 
a linear analysis of a concrete structure can be performed in almost a routine manner, but nonlinear analyses that 
would represent the structural behavior more accHT:ltely, :Inn th:lt mmt hp pm!,l"yp d to predict the ultimate load 
carrying capacity of a structure are difficult, if not impossible, to perform. Also, only a few general analysis tools 











386 K.J. Bathe. S. Ramaswamy /3D nonlinear analysis of concrete structures 
The objective in this paper is to present the formulation and numerical implementation o(a three-dimensional 
concrete model that has been incorporated and evaluated in the computer program ADINA [17]. Based on the 
above considerations, the basic aim in this work was to implement in the program a model that with the present 
constitutive descriptions, numerical methods and computing equipment available and with the general high cost 
of three-dimensional analysis would satisfy the following two criteria. Firstly, the model should be as simple as 
possible, but reproduce the important nonlinear and strength characteristics consistent with experimental results. 
Secondly, the model should be theoretically sound and numerically stable, so that reliable analysis results are ob-
tained. 
The material model is a"hypoelastic model based on a uniaxial stress-strain relation that is generalized to take 
biaxial and triaxial stress conditions into account. Tensile cracking and compression crushing conditions are iden-
tified using failure surfaces. The use of tensile and compression failure criteria (including strain-softening condi-
tions) prevents that unrealistically large stress and strain conditions are predicted as can be the case when using 
some plasticity models, (e.g. Drucker-Prager model with Prandtl-Reuss plasticity theory). 
The concrete model is defined with a number of input parameters that provide versatility in its use. By employ-
ing the appropriate material parameters, the model can be employed also to represent some rock materials [18]. 
In this paper, we first review the kinematic nonlinear incremental fonnulation that is employed in the analysis. 
Then the material model which has been implemented is described. The material representation includes triaxial 
nonlinear stress-strain behavior, material tensile cracking and compression crushing characteristics and strain-
softening effects. The model can be employed in two- and three-dimensional analysiS. Following the general 
description of the model the computer implementation is presented. Finally, a few sample solutions are given. In 
the studies, various nonlinear characteristics of the material model have been evaluated in detail, in order to 
identify the stability and accuracy characteristics of the finite e!ement representations. " 
2. The governing incremental equilibrium equations 
A very general geometric and material nonlinear fonnulation is obtained using the principle of virtual displace-
ments. Using this principle in the total Lagrangian formulation, the governing eqUilibrium equation at time t + t:J 
for a body undergoing large displacements and exhibiting constitutive nonlinearities is [19,20], 
J t+t.;'Sjjot+t.;'Ej/dv = t+t.t "R , (1) 
Ov 
where the t+t.bSjj are the components of the 2nd Piola-Klrchhoff stress tensor referred to the body configura-
tion at time 0, and the t+t.bEji are the components of the Green-Lagrange strain tensor, 
t+t.t E .. = !(t+t.tu . . + t+t.t u . . + t+t.tu . t+t.tu .) t+t.t u . . = at+t.tu./aox" o 11 2 0 IJ 0 J,I 0 k,1 0 kJ ' 0 I,J I J ' (2) 
where the t+t.tUj , i = 1,2,3 are the displacement components at time t + t:J, and the °Xj' j = 1,2,3, denote the 
coordinates of the body at time O. The symbol "0" in eq. (1) means "variation in", and t+t.t "R is the total external 
virtual work that is performed by the body forces and surface tractions when the body is subjected to a variation 
in the displacements at time t + At. 
In the incremental solution of eq. (1), we assume that the solution is known at time t. Then, linearizing eq. (1) 
about the state at time t, and using a modified Newton-Raphson iteration for the solution at time t + At, we ob-
tain the governing equation (for static analysis or dynamic analysis with implicit time integration) [20] 
J Coo 0 -p .. A _p(k) °dv + J t S .. oA T/{!c) °dv = t+t.tC'fl - J t+t.t <,(!c-l) 0 t+t.t E{!c-l) °dv o 1/"$ I1""IJ 11"""$ 0 IJ 0 IJ OU/J 0 IJ ' (3) 
~ ~ ~ 
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2nd Piola-Kirchhoff stress tensor at time t, and 
~ ~p{[c) = !(~ ~IA~) + ~ ~1I{~) + ot Ul . ~ oU(~) + ot Ul . ~ ~II(~» Ir'IJ 2 v-I,I V-/,I ,I t,l ,I v-t,1 , ~ o'l7{[c) = !.!l ~/l . .!l ~1I1 . II 2 v- ,I v- ,I ' 
t+~tU}k) = t+~tufk-1) + ~fk) . (4) 
Also, the t+~bsfl-l) and t+~b~f-l) are components of the 2nd Piola-Kirchhoff stress tensor and Green-la-
grange strain tensor corresponding to the displacements t+~tufk-l). 
It should be noted that in eq. (3), the displacements are updated until the right-hand-side of the equation is 
zero. At this point, the equilibrium configuration corresponding to the loading at time t + ~ has been established. 
For the finite element solution, we are using isoparametric finite element discretization, in which at any time t 
[2], 
(5) 
where tx { is the coordinate and tu{ is the displacement of element nodal point j at time t and in direction i; i = l, 
2,3 in three-dimensional analysis. Substituting the relations in eq. (5) into eq. (3) and introducing inertia forces 
as part of the body forces, we obtain the discretized equilibrium equations 
(6) 
where M is the time independent mass matrix, the bKL and bKNL are the linear and nonlinear strain stiffness ma-
trices, t+~tR is (he externally applied· nodal point force vector, the vector Ulists the nodal point displacements, 
and t+~bF(k-l) is the nodal point force vector that is work equivalent to the element stresses. Table 1 summarize 
for a single element, the calculation of the matrices JKubKNL and vector t+~bF(k-l) used in eq. (6). 
In the finite element solution using eq. (6), we iterate, in essence, until the finite element system is in equilib-
rium. Since a displacement-based compatible finite element discretization is employed, the compatibility condi-
tions are also satisfied. Hence, any errors in the solution beyond the finite element discretization errors which of 
course are encountered in linear analysis also, are those introduced in the inaccurate calculation of the constitu-
tive relations. Since the stress-strain relationships depend on the stress.and strain histories, it is important to inte-
grate the stresses and strains accurately in the incremental solution and, in general [20] 
t+~be~:-l) 
t+~tS(k-l) - ts + fed o Ij - 0 ij 0 ij,.s E,.s, 
be,.s 
where t+~bE~~-l) are the total Green-Lagrange strains correspondiug to the loading at time t + ~t and at the 
start of iteration (k). 
(7) 
Eq. (6) holds for large displacements and large strains, but the appropriate constitutive relations must be 
defined: Concrete and rock materials cannot sustain large relative deformations and it is appropriate to assume in 
most analyses infinitesimal displacement conditions. In these analyses, all nonlinear strain terms are neglected, i.e., 
the nonlinear strain stiffness matrix bKNL and the nonlinear strain contributions in t+~bF(k-l) are not included 
in the solution, and the 2nd Piola-Kirchhoff stresses bSij reduce to the engineering physical stress.es, tOij • How-
ever, although the material can only sustain small relative deformations, in some cases, rigid body rotations of the 
material may be significant. These large rotation effects are directly taken into account in the total Lagrangian 
formulation, because the 2nd Piola-Kirchhoff stresses are numerically equal to the rotated physical engineering 
stresses. Hence the constitutive relations once formulated for infinitesimal displacement conditions can directly 
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Table 1 
Evaulation of stiffness matrix and nodal point force vector equivalent to element stresses 
f OCjjrs ~ oe~~) 0 Oejj °dv 
°v 
f (,sjj 0 ~ OTlIr °dv 
°v 
f t+~t('('/C-l) 0 t+~tf(!,-l) °dv OUi) 0 1/ 
Ov 
JKL ~U<k) = (f {,BloC 6BL °dv) ~U<k) 
Ov 
JKNL ~U<k) = (f 6B~L Js 6BNL °dv) ~U<k) 
°v 
t+~Jpk-l) = f t+~JB£'-l)T t+~JS<k-l) °dv 
Ov 
JBL = linear strain-displacement transformation matrix corresponding to time t. 
JBNL = nonlinear strain-displacement transformation matrix corresponding to time t. 
JS = stress matrix of stresses at time t. 
t+~JS<k-l) = stress vector of stresses corresponding to time t'+ ~t and iteration (k - 1). 
t+~JB£'-1) = linear strain-displacement transformation matrix corresponding to time t + ~t and iteration (k - 1). 
3. The concrete or rock material model 
The model implemented employs three basic features to describe the material behavior, namely, (i) a nonlinear 
stress-strain relation including strain-softening to allow for the weakening of the material under increasing com-
pressive stresses, (ii) a failure envelope that defines cracking in tension and crushing in compression, and (iii) a 
strategy to model the post-cracking and crushing behavior of the material. In the solution, the material can be 
subjected to cyclic loading conditions, i.e., the numerical solution allows for unloading and reloading including 
deactivation of tensile failures. 
In the follOwing, the material model is described for infinitesimal displacement conditions using the engineer-
ing stresses tUjj and engineering strains tejj. In order to analyze problems with large rotation conditions, the total 
Lagrangian stress and strain variables must be substituted for the engineering variables [20]. 
3.1. Stress-strain relations 
The general multiaxial stress-strain relations are derived from a uniaxial stress-strain relation ta versus te [4-
7]. In this section, we describe the uniaxial and multiaxial stress-strain relations employed in the model prior to 
tensile cracking or compression crushing. 
In the following discussion, all uniaxial parameters are identified by a curl (-) placed over them, (i.e., all param-
eters that have been obtained from fig. 1 carry a curl). 
3.1.1. Uniaxial conditions 
A typical uniaxial stress ta to uniaxial strain te relation (assuming loading of the material) is shown in fig. 1. 
This stress-strain relation shows that there are basically three strain phases; namely, corresponding to te ~ 0, 
0> te ~ ec and ec > te ~ eu where ec is the strain corresponding to the minimum (crushing) stress, ac' that can be 
reached, and eu is the ultimate compressive strain. If te> 0, i.e. the material is in tension, the stress-strain rela-
tion is linear and a constant Young's modulus, Eo, is employed. 
(8) 
d t -U -
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Fig. 1. Material model uniaxial stress-strain law. 
For te";;; 0, ~e assume the following relation, 
t- - _ (Eo/Es) (!e/ee) 
alae - I + A ere/ee) + B(te/ee)2 + Cere/ee)3 ' 
(10) 
and hence, 
t- _ EoU -B(te/ee)2 - 2C(te/ee)3] 
E - [1 + A (te/ee) + B(te/ee? + C(!e/ee?F ' 
(II) 
where 
[£o/Eu + (p3 - 2p2) Eo/Es - (2p3 - 3p2 + 1)] 
A==------==---=--~-,---:-,...:....~-=-,----:-~--=----'-" 
[(P2-2p+I)p] 
B = [(2£0/Es - 3) - 2A] , 
C= [(2 -Eo/Es)+A] , 
and the strength parameters Eo, ae, ee' Es = ae/ee, au, eu, p = eu/ee and Eu = aJeu are obtained from uniaxial tests. 
The stress-strain relation in eq. (10) assumes monotonic loading conditions. For unloading conditions and load-
ing back to the stress state from which unloading occurred, the initial Young's modulus £0 is used. 
3.1.2. Multiaxial conditions 
The behavior of concrete and rock materials under multiaxial stress conditions is very complex and has not 
been assessed experimentally in a complete manner. Various material models with considerable simplifying assump-
tions have been proposed to characterize the behavior of concrete and rock materials using plasticity relations, hy-
poelastic descriptions and the endochronic theory of inelasticity [9-16]. However, considering the variability of 
concrete materials that need be described in practice, and recognizing that the model should also be useful to 
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model that provides sufficient flexibility to the analyst to fit basic material behaviors. 
The stress-strain relations are evaluated differently depending on whether the material is loading or unloading. 
The Poisson ratio is assumed to be constant under all stress conditions. 
To characterize loading and unloading conditions we define a loading function 
(12) 
h . t t ( 11 t') t - 1 t t- - (1 t t )1/2 t - t !: t d!:' th Kr were 0: IS a cons an usua y nega 1ve , am - 3 0ii, S - 2 Si; Si; , Si; - 0i; - Vi; am an Vi; IS eon-
ecker delta. The material is loading if 




where [max ,is the maximum value of the loading function that has been reached during the complete solution. In 
unloading, the material is assumed to be isotropic and. the initial Young's modulus, Eo, is used to form the incre-
mental stress-strain matrix, both for stiffness and stress c~c.lations. 
To obtain the stress-strain relations in loading conditions, the principal stresses are calculated and for each 
principal stress direction a uniaxial tangent Young's modulus, t E pi> corresponding to the strain in the principal 
stress direction, tep;, is evaluated using eqs. (9) and (II). When using eq. (II), the current strain tep; is employed 
and to account for multiaxial stress conditions the material variables ae, au' ee and eu are replaced by the variables 
a~, a~, e~ a!ld e~.gefined i~ eq. (20). Let tap!, tOp2 and tOp3 be the principal stresses at tiI'!1e t, with tOp3 ~ tOp2 ~ 
tOp1 and tEp !, tEp2 and tEp3 the corresponding uniaxial Young's moduli. The material is considered as isotropic 
with an equivalent multiaxial Young's modulus when subjected to tension or low compression, where such a state 
is defined by tOp3 ~ Ka~. The variable K is typically 0.4. For the material the equivalent multiaxial Young's mod-
ulus, t E, is then obtained using the following weighting scheme; 
It I tE- I t I tE- I t· I tE-tE __ 0p! pI + ap2 p2 + 0p3 p3 (14) 
I
tap 11 + Itap21 + It Op31 
and the Poisson ratio is assumed to be constant as noted earlier. 
If the material is under high compression, i.e., rOp3 < Ka~, an orthotropic stress-strain matrix with the direc-
tions of orthotropy defined by the principal stress directions is employed. The stress-strain matrix corresponding 
to these directions is, considering three-dimensional stress conditions, 
1(l-v)tEp1 vtE12 V tE 13 






(I "XI - 2v) l sym. l (I - v) tEp3 0 0 0 I 1 t ' 2(1- 2v) E12 0 0 
!(I - 2v) tE13 0 J 
!(1 - 2v) tE23 
(IS) 
where v is the constant Poisson ratio, and the shear modulus in a coordinate plane is calculated from the weighted 
Young's modulus corresponding to that plane, 
tG .. = lEi; _ 1 ItOPiltEpi+ltop;ltEp; 
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The above stress-strain relations for material loading conditions:are only employed in the calculation of the 
stiffness matrix at time t. Considering the evaluation of the stress increment from time t to time t + D.t, the inte· 
gration in eq. (7) is approximated in the following manner, 
a = Ce. (17) 
If the material was under tension or low compression at time t, i.e., tUp 3 ~ Ka~, the stress-strain matrix tin 
eq. (17) corresponds to an isotropic material with Young's modulus TE and constant Poisson ratio v, 
t - t - t -
TE = I upII TEpI + I up 21 TEp2 + I up 31 TEp3 (18) 
Ituptl + ItUp21 + ItUp31 
In eq. (18), the uniaxial Young's moduli TEPi corresponding to the current strain increment e are evaluated using 
the uniaxial stress-strain relationship in fig. 1, 
where the t e pi and e pi are the strain components and incremental strain components at time t measured in the 
directions of the principal stresses t U pi' 
(19) 
If the material was under high compression at time t, the stress-strain matrix employed in eq. (17) is the one 
defined in eq. (15) but using the Young's moduli T£ pi given in eq. (19). Also, in this case the stress and strain vec-
tors in eq. (17) must correspond to the axes of orthotropy used in eq. (15). 
3.2. Material failure envelopes 
To model the failure of the material in tension and compression in two and three·dimensional analysis and to 
account for multiaxial conditions in the uniaxial stress-strain behavior, failure envelopes are employed. Based on 
the current knowledge of concrete material behavi r, the tensile and compression failure envelopes shown in figs. 
2 and 3 have been implemented. The tensile failure envelope given in fig. 2 is commonly employed. It is noted that 
r----------::2~',O,O) 
. ;;';=0 
(O,O'~ ,O'~ ) 
0',' • ~~~~~~Ax~Atu6~~~TioE:;1LE STRESS UNDER 
;;., 'UNIAXIAL CUT-OFF TENSILE STRESS 
"e' 'UNIAXIAL COMPRESSIVE FAIL URE STRESS UNDER 
MULTIAXIAL CONDITIONS 
'~." 1~.2 ,t~.3' r~6N~I~t f;~~~SES IN DIRECTKlNS I, 2 
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Fig. 3. Triaxial compressive failure envelope of model. 
considering one principal stress direction the tensile strength of the material in this direction does not change with 
the introduction of tensile stresses in the other principal stress directions, but compressive stresses change this 
tensile strength. 
Considering the compression failure envelope, it should be noted that the failure envelope shown in fig. 3 can 
be used to represent a large number of different envelopes like the biaxial envelope of Liu et al. [7] and the triax-
ial failure surface of Khan and Saugy [8]. The shape of the compressive failure surface used is largely based on the 
experimental results reported by Kupfer et al. [6] and Launay and Gachon [9], but the flexibility provided in the 
envelopes used here makes it Possible to model various concrete and rock materials. The envelope can be employed 
to model a Mohr-Coulomb or Drucker-Prager failure surface. 
The compression failure envelope is input using 24 discrete stress values. Firstly, the values c!"doc are input. 
These values define at what stress magnitudes top 1 the discrete two-dimensional failure envelopes for additional 
stresses tOp2 and tOp3 are input. These failure envelopes are defined by the failure stress values dp~/ac (i = 1, ... , 6; 
j = 1,2,3) that correspond to the stress magnitudes tOp2 = t Opl , tOp2 = ~ tOp3 W is a constant) and fOp2 = tOp3' 
The failure envelopes are employed to establish the uniaxial stress-strain iaw accounting for multiaxial stress 
conditions, and to identify whether tensile or crushing failure of the material has occurred. Having established the 
current principal stresses, to establish the uniaxial stress-strain law it is assumed that tOPI and tOp2 are held con-
stant and the minimum stress that would have to be reached in the third principal stress direction to cause crush-
ing of the material is calculated using the failure envelopes, see fig. 3. Let this stress be o~, and 'YI = a ~/oc' then we 
also use 
--, - -I __ -I --
Ou='YI Ou ; ec='YI'Yec; eu='YI'Yeu (20) 
where 'Y is a constant. The constants o~, o~, e~, e~ are employed instead of the un primed variables in order to esta-
blish using eq. (11), the uniaxial stress-strain law under multiaxial conditions (see fig. 4). 
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Fig. 4. Increase of strength parameters for model under multiaxial conditions. 
393 
the failure envelopes. In the following we consider how one single plane of tensile failure develops and how the 
material fails in compression crushing. 
Tensil~ failure occurs if the tensile stress in a principal stress direction exceeds the tensile failure stress. In thi~ 
case it is assumed that a plane of failure develops perpendicular to the principal stress direction. The effect of thi. 
material failure is that the normal and shear stiffnesses across the plane of failure are reduced, and the corresponc. 
ing normal stress is released (see fig. 5). Assume that the material is subjected to low compression conditions, ther 
before tensile failure the stress-strain relation is, considering three-dimensional analysis, 
1(1 - v) v v 0 0 0 
(l - v) v 0 0 0 
tE I (1 - v) 0 0 0 
c= (21 ) 
(l + v)(I - 2v) sym. ~(I - 2v) 0 0 
!(I - 2v) 0 
I 
~(I -2v)J 
where tE was evaluated in eq. (14). Assuming that tUPI is larger than the tensile failure stress, the new material 
stress-strain relation is 









sym. !Tls(1 - v) 0 0 
!'Tls(I - v) 0 
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ON FURTHER LOADING 
y 
Fig. 5. Illustration of tensile failure at an integration point. 
where, typically, TIn = 0.001 and TIs = 0.5, and it should be noted that plane stress conditions are assumed to exist 
at the plane of tensile failure. The factor TIn is not set exactly equal to zero in order to avoid the possibility of a 
singular stiffness matrix. The value to be employed for TIs must depend on a number of physical factors, and fur-
ther research is necessary to determine appropriate values [16,22]. In the numerical solution it is at this point 
best to leave TIn and TIs as variab.les that are input at the start of solution. 
In previous publications, the "plane of tensile failure" has been referred to asa "crack" [13,16], but we choose 
not to employ this terminology because a physical crack does not actually develop at the element integration point. 
Instead, the material has failed in one principal stress direction. 
If the material is subjected to high compression in orthogonal principal directions, i.e. t 0p3 < Ka~, the same 
solution procedure is followed to incorporate a tensile failure, but the matrix C in eq. (21) is replaced by the ma-
trix given in eq. (15). 
ConSidering the loading function in eq. (12) to describe loading or unloading of the material, we note that 
after a tensile failure in loading f max is set equal' to the value of the loading function corresponding to the stress 
state in which the stress release has been taken into account. 
Eqs. (21) and (22) describe the solution when tensile failure occurs. To identify compressien failure, the largest 
principal stress tOPl is employed to establish from fig. 3, by interpolation, the biaxial failure envelope on tOp2 and 
tOp3' The material has crushed if the stress state corresponding to t 0p2 and tOp3lies on or outside this biaxial fai-
lure envelope. 
3.3. Post tensile cracking and post compression crushing behavior 
Once a tensile plane of failure has formed, it is checked in each subsequent solution step whether the failure is 
still active. The failure is considered to be inactive provided the normal strain across the plane becomes negative 
and less than the strain at which the failure occurred initially and is active otherwise (see fig. 9). Therefore, a ten-
sile failure plane may repeatedly be active and inactive. 
If a tensile failure plane has developed, which mayor may not be active, the material stress-strain relations 
are always established as described above but corresponding to the prinCipal stress directions in the failure plane 
and the direction perpendicular to this plane. Hence, instead of using the stresses principal stresses and correspond-
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failure plane are used to evaluate the stress-strain matrix. Also, when a failure plane is or was active, a subsequent 
failure plane is assumed to form perpendicular to the direction of the one that developed first, once a normal 
stress along the original failure plane has reached the tensile failure stress. It follows that at any integration point, 
the direction of the third tensile failure plane is fixed once failure has occurred in two directions. 
It may also happen that after tensile failure of the material (in one or two directions) the material fails in com-
pression crushing, which is identified, as usual, by entering the compression crushing envelope in fig. 3 with the 
principal stress( es) that act(s) along the tensile failure plane(s). 
If the material has crushed in compression, it is assumed that the material strain-softens into ail directions until 
the minimum principal strain, tep3, reaches e~. When tep 3 becomes equal to e~, all stresses are completely released 















PERFECTL Y- PLASTIC 
STRAIN -SOFTENING 





(0) ILLUSTRATION OF SOLUTION PROCEDURES FOR POST-
FAILURE ANALYSIS 
rE<O' FOR STRESS CALCULATIONS 
=0, FOR ST IFFNESS CALCULATIONS 
(~Cl, u~ '.cl , eJ - CORRESPOND 
TO MULTIAXIAL CONDITIONS 
AT CRUSHING) 
(b) SOLUTION STRATEGY ADOPTED FOR MODELl NG STRAIN-
SOFTENI NG CONDITIONS 










396 K.J. Bathe, S. Ramaswamy /3D nonlinear analysis of concrete structures 
3.4. Strain-softening behavior 
Consider first uniaxial stress conditions. As shown in fig. 1, for a uniaxial strain smaller than e~, the material 
has crushed and softens with increasing compressive strain, i.e. t £ is negative. The difficulty of including this ma-
terial behavior lies in that the stiffness matrix can become indefinite if a negative Young's modulus is used. The 
solution of the finite element equations can become difficult and subject to relatively large errors when the stiff-
ness matrix of the element assemblage is not positive definite. To circumvent this difficulty if tff in eq. (11) is 
negative, in this study a zero value (actually a small positive value) for rff is employed instead. However, in the cal-
culation of the stress increments the actual negative value of r£ is used. It should be noted that this solution strat-
egy, as illustrated in fig. 6, is a direct generalization of the common incremental procedures employed to analyze 
perfectly-plastic conditions and conditions of complete stress release [10,20]. 
Under multi axial stress conditions the compression crushing is identified using the multiaxial failure envelope, 
and once the material has crushed isotropic conditions are assumed. As in uniaxial conditions, in the subsequent 
solution steps the Young's modulus is assumed to be zero in the stiffness matrix calculations, but the stress incre-
ments are computed from the uniaxial stress-strain law with the constants a~, e~ and so on (see fig. 4) correspond-
ing to the multiaxial conditions at crushing. The Young's modulus 'TE corresponding to the current strain incre-
ment e p3 is evaluated using the uniaxial stress-strain relationship in fig. 1, 
(23) 
where the rep 3 and ep 3 are the strain component and incremental strain component at time t measured in the 
direction of the principal stress tap 3. To obtain the stress increment, eq. (17) is used where the matrix (; corre-
sponds to isotropic material conditions with Young's modulus 'TE. 
If unloading of the crushed material in the strain-softening region occurs, characterized by ep 3 ~ 0, the stress 
increments are assumed to be zero. 
4. Computer implementation of material model 
The material model has been implemented in the computer program ADINA [17,21]. The follOwing material 
model parameters have to be input to the program: 
(a) the uniaxial stress-strain law parameters £0, at, ae, ee, au, eu, defined in section 3.1; 
(b) the constant Poisson ratio, v; 
(c) the triaxial compressive failure envelope defmed by six values dptioe' eighteen values dp~/ae and the con-
stant {3, described in section 3.2 and shown in fig. 3; 
(d) other analysis control parameters: 'Y = a constant used for scaling ec and eu under multiaxial conditions," = 
a control parameter that defines when to use isotropic or orthotropic stress-strain relations, a = a constant multi-
plier for the hydrostatiC component in the loading function; these three parameters are described in section 3.1; 
'TIn, 'TIs = normal and shear stiffness reduction factors, defmed in section 3.2. 
Considering an incremental analysis, the complete solutjon for the calculation of the stresses and the stress-
strain relations is summarized in table 2. 
The basic equation considered in this table is, 
(24) 
Assuming that all stresses and the tensile failure and crushing conditions at time t are known, the table summa-
rizes the evaluation of C and r+tl.r(J. It should be noted that the stresses at time t + I::..t are calculated using, firstly, 
the material moduli corresponding to the current strain increment and secondly, any new conditions of tensile 
failure and crushing that have to be taken into account. 
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Computer implementation of concrete and rock material model 
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into account by replacing the total incremental strain, e, in eq. (3) (and in table 2) by the strain increment, e -
eth - eC, where eth and eC must be calculated depending on the temperature, stress and strain conditions [20]. 
5. Modeling of steel reinforcement, prestressing and steel liners 
As a structural material, concrete is used with steel reinforcement, prestressing cables, and steel liners. In the 
computer program ADINA, depending on the structure to be analyzed, steel reinforcement can be modeled. by 
discrete truss elements or plane stress elements. Steel liners are represented by plane stress elements. Prestressing 
cables are modeled using cable elements with initial forces. In order to represent the time lag between the appli· 
cation of different prestressing, an element birth option is employed in which an element becomes active only 
from its time of birth. 
The elements available in ADINA for modeling concrete and the reinforcement are depicted in fig. 7. 
6. Sample solutions 
The model described in the previous sections has been implemented in the computer program ADINA and was 
used to analyze a number of problems. In this section, we report some of the solution results. In almost all the 
,l __ ~ ~7,-;---:7' 
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analyses, the material model was used to model concrete structures because some comparisons with analytical or 
experimental results are available. 
In all the following analyses, the three-dimensional compressive failure envelope shown in fig. 3 was used. 
6.1. Demonstrative analyses of a concrete or rock sample 
Some simple loading conditions were analyzed in order to numerically identify the essential characteristics of 
the material model that are summarized in figs. 1-6 and to identify typical numerical solution errors. We present 
here the one-dimensional stress and strain response of a simple 4-node plane stress element. 
Fig. 8 shows the single 4-node element which was subjected to a linearly increasing stress in the first analysis 
and to a strain-controlled loading in the second analysis. The comparison of the response predicted with the anal-
ytical stress-strain law (which is input to the program) shows that, as expected, in each analysis the calculated 
stress-strain points are on the analytical curve. In the strain-controlled analysis the strain-softening branch is also 
traced out. 
Con~idering the analysis results obtained in the stress-controlled loading only the response up to the maximum 
stress, ae, could be predicted, and the strain-softening region could not be reached, because a reduction in applied 
stress is considered as unloading (using Eo). In addition, fig. 8 shows that, as would be anticipated, the predicted 
stress is smaller than the applied stress if eqUilibrium iteration is not employed. 
The same element was then also subjected to cyclic one-dimensional strain-controlled loading as shown in fig. 
9. The response sequence shows how unloading from compression at point A, cracking at point B with subsequent 
stress release to point C is predicted. Next, the element was unloaded further to point D and then reloaded to 
points E and F to reach the original maximum load level. Finally, the element was loaded to crushing at point G 
and into the strain-softening region until ultimate material failure at point H. 
6.2. Two and three-dimensional analysis of a simply-supported concrete beam 
The simply supported beam shown in fig. 10 was modeled using the following finite element idealizations: 
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Fig. 9. Uniaxial behavior of model with unloading and reloading in compression. 
Gauss numerical integration was employed. The steel reinforcement, 2 in~, was modeled using the 6-node mem-
brane elements. 
Case 2: five 6-node two-dimensional elements with Gauss numerical integration order 3 X 3. The steel reinforce-
ment, 2 in.2 , was modeled using 3-node truss elements. 
Case 3: ten 6-node two-dimensional elements with Gauss numerical integration order 2 X 2. The steel reinforce-
ment, 2 in.2 , was modeled using 3-node truss elements. 
Case 4: the element idealization of case 3 was used but the steel reinforcement was 0.62 in.2 • 
The objective was to compare the beam response predicted in this analysis with the response calculated by 
Sui dan and Schnob rich [13] and an analytical solution [23]. 
Fig. 11 shows the midspan displacement of the beam, and fig. 12 gives the maximum steel stress as it function 
of the applied load. It is seen that using the three different finite element idealizations of cases 1 to 3 essentially 
the same response is predicted. The loading procedure used is also shown in fig. 11. An average of three equilib-
rium iterations were required in these analyses. The case 4 analysis results are compared in fig. 11 with the results 
published by Suidan and Schnob rich [13]. 
The zone of tensile failure at the constant moment section of the beam as a function of the applied load P is 
shown in fig. 13, in which the response predicted by ADINA is compared with the analytical results obtained by 
Krahl et al_ [23]. 
The case 3 model was also analyzed for its nonlinear dynamic response when subjected instantaneously to con-
centrated loads. A constant lumped mass matrix was used in the analysis. For the time integration, Newmark's 
method was employed. The nonlinear displacement response predicted by ADINA is shown in fig. 14 in which 
also the linear dynamic response and the static response are given. 
6.3_ Large displacement analYSis of a concrete beam 
The simply-supported concrete beam considered in the previous analysis (fig. 10) but with a span of 236 in. 










K.J. Bathe, S. Ramaswamy /3D nonlinear analysis of concrete strnctures 
P/2 P/2 
A~ 
50" t 36" -t 50" 
+ It 
f-6"--j 







_L i: 20"----+-18'~2' 
" 9 9 
21D FINITE ELEMENT IDEALIZATION 
P/4 
3/0 FIN ITE ELEMENT IDEALIZATION 
MATERIAL PROPERTIES' -:::ONCRETE. Eo =6100ksl O"c = - 3.74 ksi O"u = - 3.225 ksi 








ec =-0.002iniin p =0.217 x 10-3slugs/in3 
STEEL· E = 30000 ksi O"y = 44.0 ksi P = 0.734 x 10-
3 slugs/ in 3 
Er = 300 ksi 
y = 1.0 ; K = I 0; 7]n=OOOOI; TJs : 0.5 
Fig. 10. Analysis of a simply-supported reinforced concrete beam. 
40] 
cross-section. Fig. 15 shows the finite element model used and the predicted load displacement response of the 
beam with and without the axial load Q. In one analysis, small displacements were assumep, hence the axial load 
causes only a compressive normal stress in the uncracked beam; and in another analysis, large displacement effects 
were included. In this case, the load Q also introduces a bending moment in the beam model as the structure 
deflects, and a smaller ultimate load is predicted. Fig. 16 shows the rebar stress at the midspan of the beam as pre-
dicted in the analyses. 
Although the decrease in the ultimate load prpnicten in thi~ !,mhlpm i~ nnt nr~stic when including large dis-
placement effects, the analysis does indicate that it may be important to account for large displacement effects in 
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Fig. 11. Load displacement curve for the simply-supported beam. 
6.4. Analysis of a prestressed concrete reactor vessel 
The prestressed concrete reactor vessel (PCRV) for which experimentally obtained test results were reported in 
ref. [24] and numerical results were given in ref. [10] was analyzed. Fig. 17 shows the test vessel and the finite ele-
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403 
cables and the material properties employed are also shown. Small displacement conditions were assumed in the 
analysis. 
The loading procedure used in the analysis is given in fig. 18. In the first step only the circumferential prestress-
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uniaxial tensile strength of at equal to 500 psi and 615 psi, respectively, because the splitting test indicated a ten-
sile strength of at = 500 psi [24], whereas the ultimate tensile strain of the material indicated a tensile strength of 
615 psi [10]. Fig. 18 shows that the ADINA solutions pcedict reasonably well the ultimate load of the structure 
but that the calculated displacements at the ultimate load are much too small. In the analyses, an average of two 
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6.5. Analysis of a corner supported concrete slab 
A materially nonlinear only analysis of a reinforced concrete slab was performed. The slab was supported at its 
four corners and subjected to a concentrated center load. Fig. 20 shows the slab and the finte element model used. 
[t should be noted that the concrete material below the reinforcement layer was neglected in the finite element 
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model. Also, the weight of the plate was not included in the load application. Experimental and finite element 
solutions for this problem have been obtained by Jofriet and McNeice [25] and Un and Scordelis [15], respec-
tively. 
Fig. 21 gives the loading procedure used in the ADINA analysis and compares displacements predicted in this 
study with the experimental results. Essentially, the same analysis results were also obtained with a total of 10 
load steps. It is seen that the calculated and experimentally observed displacements at large load levels compare 
reasonably well. In the analysis, very large displacements were predicted at p = 3.5 kips indicating collapse of the 
slab. 
7. Conclusions 
A finite element model for geometric and material nonlinear three-dimensional analysis of concrete and some 
rock structures has been presented. The model is based on a nonlinear uniaxial stress-strain relation that is gener-
alized for two- and three-dimensional stress conditions. Tensile cracking and compression crushing, strain-soften-
ing and cyclic loading conditions are considered. The model has been implemented and some sample solutions 
have been presented. 
When developing material nonlinear solution capabilities the two major difficulties encountered are that appro-
priate nonlinear material descriptions must be employed and that these descriptions must be numerically tract-
able, i.e., a stable and effective irriplementation must be possible. It is, of course, imperative that physically appro-
priate material descriptions be employed in a finite element formulation, but it is also important to operate on 
these descriptions in a stable, accurate and efficient manner, because otherwise the predicted response may be 
meaningless and can certainly not be interpreted with confidence. In the work reported in this paper, emphasis 
was placed on both of these aspects of material nonlinear finite element analysis. 
The model proposed in this paper can already be employed effectively for the solution of various problems. 
The objective in the paper was to describe the basic model and some applications. However, it is realized that sig-
nificant further studies, evaluations and improvements of the model are needed. For example, a detailed compari-
son of the model with other concrete and rock material models, the evaluation of the model in situations with sig-
nificant strain softening effects, and the evaluation of the model to predict fracture discontinuities and strain 
localizations is important [26,27]. Such studies are currently being pursued and are expected to lead to further 
insight and improvements in the model. 
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The current version of the computer program NONSAP for linear and nonlinear, static and dynamic linite clement 
analysis is presented. The solution capabilities. the numerical techniques used. the finite element library. the logical 
construction of the program and storage allocations are discussed. The solutions of some sample problems con-
sidered during the development of the program are presented. 
I. Introduction 
The endeavor to perform nonlinear analyses has steadily 
increased in recent years [1-4). The safety of a struc-
ture may be·increased and the cost reduced if a non-
linear analysis can be carried out .. Primarily. nonlinear 
analyses of complex structures have become possible 
through the use of electronic digital computers operat-
ing on discrete representations of the actual structure. 
A very effective discretization procedure has proven to 
be the finite clement method [5). Based on this method, 
various large-scale general purpose computer programs 
with nonlinear capabilities are now in use (6). 
The development of a nonlinear finite element analy-
sis program is a formidable challenge. The proper 
formulation of the nonlinear problem and its idealiza-
tion to a representative finite element system demands 
a modern background in structural mechanics. For the 
solution of the equilibrium equations in space and 
time, stable and efficient numerical techniques need 
be employed. The efficiency of a nonlinear program 
depends largely on optimum usage of computer hard-
ware and software where, specifically, the appropriate 
allocation of high- and low-speed storage is important. 
• fnvited paper ~13/1· presented at the Second International 
Conferem:e on Structural ~techanics in Reactor Technology. 
Berlin. Germany, 10-14 September, 1973. 
The earliest attempts to obtain nonlinear analysis 
programs essentially involved simple modifications of 
established programs for linear analysis, much in the 
same way as the linear structural theory was modified 
to account for some nonlinearities. However. to ana· 
Iyze systems with large geometrical and material non· 
Iinearities, the program should be designed specifically 
for the required iteration process and not be merely 
an extension of a linear analysis program. Naturally, a 
linear analysis program should be flexible and easy to 
modify or extend; however, this applies even more to 
a nonlinear analysis program. In particular, it should 
be realized that a great deal of research is still required 
and currently pursued in the nonlinear static and 
dynamic analysis of complex structures. Therefore. 
unless the general nonlinear analysis code is easy to 
modify, it may be obsolete within a few years of 
completion. 
The nonlinear analysis program NONSAP presented 
in this paper is not an extension of the linear analysis 
program SAP [7]. but rather a completely new develop· 
ment (8). Program NONSAP is designed with two 
primary objectives. The first aim is the efficient solu-
tion of a variety of practical nonlinear problems with 
the current capabilities of nonlinear analysis procedures 
and computer equipment. The second objective is to 
have a program which can be used effectively in the 
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lkc3use of continuous improvements in nonlinear 
analysis procedures, both objectives are attained simul-
tan<!ously by the development of an effiCient, modular, 
and easily modifiable general analysis code. The pro-
fram is designed for ~ general incremental solution of 
nonlinear problems, but naturaIly can also be used for 
Iin<!ar analysis. . 
The structural systems to be analyzed may be com-
pnsed of combinations of a number of different finite 
~kll1ents. The program presently contains the follow-
ing dement t}:pes: 
(a) three·dimensional truss element, 
(b) two-dimensional plane stress and plane strain 
element, 
(c) two·dimensional axisymmetric shell or solid 
~cme~, . 
(d) three-dimensional solid element, and 
(e) three·dimensional thick shell element 
The nonlinearities may be due to large displacements. 
IJrgc strains. and nonlinear material behavior. The 
material descriptions presently available are: 
(J) For the truss elements: linear elastic and non-
linear elastic. 
(2) For the t\,-:o·dimensional elements: isotropic 
linear elastic; orthotropic liRear elastic; Mooney-
Rivlin material; elastic-plastic materials, von Mises or 
Drucker-Prager yield conditions; variable tangent 
moduli model: and curve description model (with 
tension cut-off). 
(3) For the three-dimensional elements: isotropic 
linear elastic and curve description model. 
Program NO:\SAP is an in-core solver. The capacity 
of the program is essentially determined by the total 
number of degrees of freedom in the system. How-
ewr. all structure matrices arc stored in compacted 
form. i.e. only nonzero elements are processed, result-
ing in maximum system capacity and solution 
efficiency. 
The system response is calculated using an incre-
mental solution of the equations of equilibrium with 
the Wilson (J or ~ewmark time integration scheme. 
Before the time integration is carried out. the con-
stant structure matrices. namely the linear effective 
stiffness matrix. the linear stiffness. mass and damping 
matrices, whiche\'er is applkable, and the load vectors 
J'C assembled and stored on low·speed storage. During 
the step·by·step solution the linear effective stiffness 
matrix is updated for the nonlinearities in the system. 
Therefore, only the nonlinearities are dealt with in 
the time integration and no efficiency is lost in linear 
analysis. 
The incremental solution scheme used corresponds 
to a modified Newton iteration. To increase the solu-
tion efficiency. the user can specify an inferval of time 
steps in which a new effective stiffness matrix is to be 
formed and an interval in which equilibrium iterations 
are to be carried out. 
There is practically no high·speed storage limit on 
the total number of finite elements used. To obtain 
maximum program capacity, the finite elements are 
processed in blocks according to their type and 
whether they are linear or nonlinear elements. In the 
solution low-speed storage is used to store alI informa-
tion pertaining to each block of finite elements, which, 
in the case of nonlinear elements, is updated during 
the time integration. 
The purpose in this paper is to present the general 
program organization, the current element library, the 
numerical techniques used and some sample solutions. 
The different options available for static and dynamic 
analyses are described. In the presentation emphasis 
is directed to the practical aspects of tile program. 
For detailed information on the formulation of the 
continuum mechanics equations of motion. the finite 
element discretization. and the material models used, 
see refs (9) and [10). 
2. Incremental equilibrium equations of structural 
systems 
The incremental nodal point equilibrium equations 
for an assemblage of nonlinear finite elements have 
been derived in refs (9) and [10). At time t we have 
(I) 
where M is the constant mass matrix; C is the constant 
damping matrix; t K is the tangent stiffness matrix at 
time t; t+ At R is the external load vector applied at 
time t + tot; t F is the nodal point force vector equi-
valent to the element stresses at time t; t+At ii, t+Atii 
are vectors of nodal point velocities and accelerations 
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placement increments from time t to t + .:1t, i.e. 
u = t+Atu _. tu. 
As discusst;d in refs [9) and (10). the solution of 
eq. (1) yields. in general, approximate displacement 
increments u. To improve the solution accuracy, and, 
in some cases, to prevent the development of instabili-
ties, it may be necessary to use equilibrium iteration 
in each or preselected time steps. In this case we con-
sider the eqUilibrium equations 
M r+/lr ii(l) + ct+~r Ii(i) + t K AlP) 
i = I,::!_ 3 ... (2) 
where /If, C, t K, and r+/lt R are as defined above, and 
r+ At "(i) 
II , t+ /l t liCi), 
are the approximations to the accelerations, velocities, 
and displacements obtained in iteration i. The first 
iteration, i.e. i = I in eq. (2), corresponds to the 
solu tion of eq. (I), where 
AuCJ) = u, 
t+AtU(I) = t+Atil, 
The vector of nodal point forces r+AtF(i-1) is eqUi-
valent to the element stresses in the configuration 
corresponding to the displacements r+~t U(i-I). The 
approximations to the velocities and accelerations, 
t+Ar lie;) and t+At;;(I), respectively, depend on the 
time integration scheme used [11]. It should be
noted that the solution scheme used in eq. (::!) corres-
ponds to a modified Newton iteration [3.5]. 
b program NONSAP, the Wilson O-method or the 
Newmark method is used for the step-by-step solution 
[11, 12]. Table 1 summarizes the algoritlun in linear 
or nonlinear, static or dynamic analysis [10]. The 
specific operations performed during the step-by-step 
solution are discussed in section 7. 
2.1. Element to stmcture matrices and furce l'ecturs 
The structure matrices in table I are formed by direct 
addition of the element matrices and vectors [5, 13J; 
for example 
(3) 
where Km is the stiffness matrix of the 11lth element. 
Although K m is formally of the same order as K, only 
those terms in Km which pertain to the element de-
grees of freedom are nonzero. The: addition of the ele· 
ment matrices and vectors can', therefore, be performed 
by using the element lnatrices in compact form to-
gether with identification arrays which relate element 
to structure degrees of freedom. 
In program NONSAP, either a diagonal or consistent 
mass matrix may be used. In addition, concentrated 
masses corresponding to selected degrees of freedom 
can be specified, Rayleigh damping is assumed with 
the addition of concentrated nodal point dampers, 
The assumptions used in lumped mass analysis and 
Raleigh damping have been discussed on various 
occasions [5,14, IS]. 
2. 2. Boundary conditions 
If a displacement component is zero, the correspond· 
ing equation is not retained in the structure equilibrium 
equations, eq. (2), and the corresponding element 
stiffness and mass terms are disregarded. If a nonzero 
displacement is to be specified at a degree of freedom 
i,.say IIi = x, the equation 
ku; =kx (4) 
need be added into eq. (2), where k > k ii• Therefore, 
the solution of eq. (2) must give ul = x. Physically, 
this can be interpreted as adding at the degree of 
freedom i a spring of large stiffness k and specifying a 
load, which, because of the relatively flexible structure 
at this degree of freedom, produces the required dis-
placement x. This approach simplifies programming 
problems which are normally associated with specifying 
displacements. 
A special boundary element could have been in-
corporated into NONSAP [7]. However, in the current 
version of NONSAP only translational displacements 
are considered (since only isoparametric elements are 
available, see section 4), Therefore, nonzero displace-
ment boundary conditions can be specified by using 
the truss element to provide the stiffness kin eq. (4) 
and applying the load kx. 
3. Program organization 
The complete solution process in program NONSAP 
is divided into three distinct phases: 
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Table 1. 
Summary of step-by-step integration. 
----------------------- ------_._----
Initial calculations 
(1) Form linear stiffness matrix K. mass matrix M and damping matrix C: initialize 0". 0li, 0ii. 
(2) ·Calculate the following constants: 
tol" 0.01; Ilitem ;;. 3; in static analysis 9 a I and go to (3). 
Wilson 9·method: 9 .. 1.37, usually 9'" 1.4, T = 9At 
a4 '" 2 as = T/2 a6 '" ao/9 a7 '" -a2/9 
as'" I - 3/9 a9 '" M/2 atO -= At2/6 
Newmark method: 9 '" 1.0,6 ;;. 0.50, a ;;. 0.25(0.5 + ')')2, T = Al 
ao = 1/(aAt2) al = 6/(aAI) a2 '" 1/(aAI) a3'" 1/(2a) - I 
a4 '" 6/a - 1 as '" At(6/a - 2)/2 a6 '" ao a7'" -a2 
a9 '" At(l - 6) alO '" flAI 
(3) Form effective linear stiffness matrix: K '" K + aaM + ate. 
(4) In linear analysis triangularize K. 
For each time step 
(A) In linear analysis 
(i) Form effective load vector: 
t+T R = tR + 9('+AtR _ 'R) + M(aoru + a/u + aJ';;) +C(at'u + a4'u + ascii). 
(ii) Solve for displacement increments: 
(iii) Go to (C). 
(B) In nonlinear analysis 
(i) If a new stiffness matrix is to be formed, update it for nonlinear stiffness effects to obtain 
I K: triangularize t K: 
Ii =LDL T. 
(ii) Form o:ffective load vector: 
t+TR '" 'R + 9{,+A'R - tR ) + M(a2'1i + a/ii) + C(a/Ii + a/ii) _ 'F. 
(iii) Solve for displacement increments using latest D, L factors: 
LDL Tu '" t+Tk 
(iv) If required, iterate for dynamic equilibrium: then initialize u(O) = u, i '" 0 
(a) i '" i + \. 
(b) Calculate (i - I lst approximation to accelerations, velocities, and disl'lal.'Cments: 
t+Tii(/-I) '" aou(/-1) - ~2 rli - a/ii: 
t+T u(i-I) '" u(/-I) + tu. 
(c) Calculate (i - I )st effective llU t-of-balance loads: 
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Table I (continued). 
(d) Solve for ith eorrection to displacement increments: 
LDL T ~U(I) = t+T R(i-J). 
(e) Calculate new displacement increments: 
U(I) = u(i-I) + ~u(i). 
(0 Iteration conve.rgence if II ~u(i)lIl/lIu(i) + tulll < tol. 
If convergence: u = u(i) and go 10 (C); 
If no convergenee and i < /litem: go to (a); otherwise restart using new stiffness matrix 
and/or a smaller lime step size. 
(C) Calculate new accelerations. velocities. and displacements 
Wilson 8-method: 
t+~t;; = a6u + o,tu + 08 tii. 
t+Mu = tu + a9(t+~t;; + tii). 
t+~tu = tu + ~t tu + alO(t+~tii + 2tii). 
Newmark method: 
t+~til =a6u +a,tu +a8 tii• 
t+~tli = tli + a9 tii + a,o t+~rii, 
t+~tu = tu + U. 
(a) The control information and nodal point input 
data are read and generated by the program. In this 
phase the equation numbers for the active degrees 
of freedom at each nodal point are established. 
(b) The externally applied load vectors for each time 
(load) step are calculated and stored on tape (or 
other low-speed storage). 
(c) The element data are read and generated, the 
element connection arrays are calculated and all 
element information is stored on tape. 
(2) Assemblage of constant structure matrices. Be-
fore the solution of eq. (2) is carried out. the linear 
structure stiffness. mass. and damping matrices are 
assembled and stored on tape (or other low-speed 
storage). In addition. the effective linear structure 
stiffness matrix is ~alculated and stored (see table I ). 
(3) Step-by·step solution. During this phase the 
solution of eq. (2) is obtained at all time points. In 
addition to the displacement. velocity. and accelera-
tion vectors (whichever is applicable). the element 
stresses are calculated and printed. Before the time 
integration is performed, the lowest frequenCies and 
corresponding mode shapes may be calculated. Details 
of the step-by-step solution are presented in section 7. 
ft should be noted that these basic steps are inde-
pendent of the element type used and are the same 
for either a static or dynamic analysis. However, only 
those matrices actually required in the analysis are 
assembled. For example, no mass and damping matrices 
are calculated in a static analysis. 
Program NONSAP is an in-core solver and the high-
speed storage capacity of the program is determined 
by the maximum storage that is required during the 
three phases. Figs 1-3 show the dynamic storage alloca· 
tions used in each phase. We note that, in general, 
maximum high-speed storage is required during the 
step-by-step solution. However. in some cases the 
storage required during the input phase may govern 
the system size that can be solved. 
Figures I -3 show that the lowest high-speed storJge 
locations are reserved throughout the solution for 
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Fig. I. Storat:e alloc:ltion during input phase. (I)NU~fNP -= number of nodal points, (2)NEQ -= number of equations. 
elemcnts of the complete assemblage need be divided 
into element groups according to their type, the non-
lincar formulation (see section 4). and the material 
T11lldels used (see section 5). One clement group must 
(.msist of the same type of elements, must use one 
nunlinear formulation and only one specific material 
model. The data pertaining to each individual element 
group need to fit into the :-.JUMEST storage locations. 
l'if!. I. Therefore, the minimum that NUMEST should 
be 'pedfied is equal to the locatic'lls required to store 
the data pertaining'tu anyone of the elements. 
The use of element groups reduces input--output 
trJnsfers during the solution process, since the data 
. If the elements is retrieved in blocks during the solu-
tion of eq. (2) and element stress calculations (see 
section 7). Usually, NUMEST is some reasonable frac-
tion of the total number of high-speed storage locations 
available, and is not reset for each problem. During 
the input phase the program calculates the exact num-
ber of high-speed storage locations required for each 
element group, and NUMEST is reset to MAXEST, 
which is the actual maximum number of locations 
needed. see figs 2 and 3. Therefore. an optimum of 
high-speed storage allocation is obtained during the 
step-by-step solution. Fig. 4 shows the tape storage 
used for the element group information. 
To further improve high-speed sturage capacity • 
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Fig. 2. Sturage allocation during matrix assemblage phase. (I )NEQ = number of equations. 
has been chosen to correspond to the three phases of 
execution listed above. the element library. the mater-
ial models available. and the frequency calculation 
option. Fig. 5 shows the overlay structure of NONSAP. 
3.1. Nodal point inpltl dl1ta and degrees of freedom 
The nodal point data read during the first step of the 
input phase comists of the boundary condition codes 
(stored in the 1D array) and the global X, Y, Z co-
ordinates of each nodal point. The same input is also 
required for program SAP [7]. A maximum of three 
boundary condition codes need currently be defined, 
since a finite clement node can have at most three 
(translational) degrees of freedom (see section 4). As 
shown in fig. I. all nodal point data is retained in 
high-speed storage during the complete input phase, 
i.e. during the calculation of the externally applied 
load vectors and the reading and generating of the 
clement group information. 
It need be noted that the user should allow only 
those degrees of freedom which are compatible with 
the elements connected to a nodal point. The program 
can deal with a maximum of six possible degrees of 
freedom (three translations and three rotations) at 
each nodal point, and all non-active degrees of freedom 
need be deleted. Specifically. a 'I' in the 1D array de· 
notes that no equation shall be associated with the 
degree of freedom. whereas a '0' indicates that this 
is an active degree of freedom P]. Fig. 6 shows for 
the simple truss structure the ID array as it was read 
and/or generated by the program. Once the complete 
ID and X. Y. Z arrays have been obtained, equation 
numbers are associated with all active degrees of free· 
dom, i.e. the zeros in the ID array are replaced by 
corresponding equation numbers, and each one is 
replaced by a zero, as shown in fig. 7 for the simple 
truss example. 
3.2. Calculation of extemalload l'ectors 
TIle loading in the analysis can consist only of con-
centrated nodal point loading, i.e. all distributed body 
or surface loading must be transformed to nodal point 
loading prior to using NONSAP. The load correspond· 










J\.J. Bathe, E./ •. lVilsOlI, No"linl'Qr strllct/lrQ/ QnQ/ysis prnKrQm 273 
ADDRESSES DIMENSION ARRAYS 
[ I 
1- Element property MAXEST Storage 
til I· IIEO+1 I MAXA addresses of di~ry~naJ elements of the· stiffness matrix 
n I- tIEO( 1) I DISP displacements 
to ,e I R loads or rlEO DISPI displacement increments 
"'L N!'IK I Effective stiffness or mass matrix 
tIS Ii tlEO I RE 
tl6 II I 
I/orking vectors 
NEO WV 
tl7 Ii NEQ I VEL velocities '" c 0 
Nil Ii NED I '" ACC accelerati"ns 1.1 e 






mass "-ma trix 0 
~ .... Tr."'~.~ 
Fig. 3. Storage allocation during time integration. (I )NEQ = number of equations. 
time as expressed by a time function and a load multi· 
plier. both defined in the input. 
3.3. Read·ill of elemem data 
In the last step of the input phase. element information 
for each element group is read and generated. Speci· 
fically, the element coordinates. the material properties 
Jlld the element connection arrays are established. 
Also, working vectors which store required element 
strains, stresses and other variables are initialized. For 
each element group this information is processed in 
the first NUMEST high·speed storage locations and 
then written together in one block on secondary stor· 
Jge. During the next phases of the solution, therefore, 
the required element data can be read in blocks, sequen· 
tially one block at a time, into the same high·speed 
storage locations. 
The element connection aTTay, i.e. vector LM of an 
element, is established from the ID matrix and the 
specified nodal points of the assemblage pertaining to 
the element. The connection array for a typical ele· 
ment of the truss example is shown in fig. 8. 
ft should be noted that the reading and generation 
of the element data of one group requires only one 
call of the specific element overlay needed since all 
elements in one group are of the same kind. After a1l 
element information has been established, the ID and 
X, Y, Z arrays are no longer required, and the corres-
ponding storage area is used for the formation of the 
constant structure matrices and later for the solution 
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TRUSS ELEMENT 
IN FIGURE 8 
7 
NODAL POINT LAYOUT OF TRUSS 




10 = 4 0 0 
5 0 0 
6 0 0 
7 0 0 
+ NODAL POINT 
NUMBERS 
Fig. 6. Nodal point layout of truss example and ID array as 
r~ad and/or generated. 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 Z 0 0 0 
10 .- 0 3 4 0 0 0 
0 5 6 0 0 0 
0 8 0 0 0 
0 9 10 0 0 0 
Fig. 7. ID array of truss example after allocation of equation 










Fi~_ 8. Connection array (vector LM) for a typic:lI clement 
"'" the truss example. 
3.4. Formatioll of COllstallt siruclllre matrices 
All structure matrices which are not time dependent 
are calculated before the time integration is carried 
out. At this stage it is necessary to distinguish between -
the different kinds of analyses possible, namely whether 
a linear or nonlinear, static or dynamic analysis is re-
quired. The storage allocation during this phase was 
given in fig. 2, where it is shown that all required linear 
structure matrices are assembled using the same high-
speed storage locations. 
Figure 9 lists the sequence of assemblage and the 
tape storage used for the constant structure matrices 
corresponding to the different analyses. Note that 
only those matrices to be used later in the step-by-
step solution are stored on tape. The assemblage of a 
structure matrix is effected by reading the data of all 
required element groups in succession, and by cal-
culating and adding the element matrices to the struc-
ture matrix, as was discussed in section 2.1. 
It should be noted that in linear analysis the struc· 
ture stiffness or effective stiffness matrix is triangular-
ized before storage on tape. In the step·by·step solu-
tion only forw rd reductions and b'lck substitutions 
of the (effective) load vectors are then required (see 
section 7). 
3.5. Compacted storage scheme 
An important aspect is the efficient storage of the 
structure matrices and an effective solution of the 
equilibrium equations. The storage scheme need be 
optimized to obtain maximum capacity. The effective 
solution of the equations is necessary to reduce total 
solution cost. 
In program NONSAP a compacted storage scheme is 
used in which all structure matrices are stored as one· 
dimensional arrays, and only the elements below the 
skyline of a matrix are processed [I 6]. Fig. 10 shows, 
as an example, the element pattern in a typical stiffness 
matrix before and after triangularization. It should be 
noted that. in general. zero elements within the sky-
line do not remain zero during the equation solution 
and must be stored, whereas all elements outside the 
skyline do not need to be considered. Therefore, by 
storing and processing in the equation solution only 
the elements within the skyline, a minimum number 
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3.6. I:'l/llalirm .Wl/lIliun 
The solution of equations is obtained using the linear 
equation solver (,OLSOL. This subroutine uses Gauss 
elimination on the positive definite symmetrical sys-
tem of equations (16]. The algorithm performs - for 
pra<;tical purposes- a minimum number of arithmetic 
operations. sin<;e only the elements within the skyline 
of the matrix are processed. The algorithm is used 
in all analysis types. i.e. in linear, nonlinear, static or 
dynamk analysis. and consists of the LDL T decom-
position of the stiffness matrix (or effective stiffness 
matrix), and the reduction and back substitution of 
the (effedive) load vector. For example, in linear 








where Land D are a lower triangular and a diagonal 
matrix. respectively. 
4. Element library 
In the current version of program NONSAP all finite 
elements are isoparametric (or subparametric) elements 
[5]. Corresponding to the nonlinearities in the system, 
four different analysis procedures may be considered 
for a finite element: 
(I) linear elastic analysis. The displacements of 
the clement are assumed to be negligibly small and the 
strains infinitesimal. The material is isotropic or ortho-
tropic linear elastic. 
(2) Material nonlinear only analysis. The displace-
ments of the element are negligibly small, and the 
strains are infinitesimal. The material stress-strain 
description is nonlinear. 
(3) Total Lagrangian formulation. The element may 
experience large displacements and large strains. The 
material stress-strain relationship is linear or nonlinear. 
(4)'Updated Lagrangian formulation. The element 
may experience large displacements and large strains. 
The material stress-strain description is linear or 
nonlinear. 
The linear elastic analysis does not allow for any 
nonlinearities, whereas the materially nonlinear only 
analysis indudes material nonlinearities, but no geo· 
metric nonlinearities [10]. The different linear and 
nonlinear material models currently available in 1'\0\· 
SAP are described in section 5. The total Lagrangian 
and updated Lagrangian formulations may include all 
nonlinearities, and which formulation should be em· 
ployed depends essentially on the definition of the 
material model used [10]. 
In the following, the finite elements currently 
available in NONSAP are briefly described. It should 
be noted that a particular element group must consist 
of finite elements of the same type, described by one 
of the four element formulations above, and must use 
one material model only. Since all four formulations 
and all material models have not been implemented 
for all element types, it is important to identify the 
nonlinear formulations and material models currently 
available in NONSAP for a speCific element type, as 
illustrated in figs 11-13. 
4.1. Trnss element 
A three-dimensional truss element is available in 
NONSAP. The element is assumed to have constant 
area, and may be used in linear elastic analysis, materi· 
ally nonlinear and/or large displacement geometrically 
nonlinear analysis. In the large displacement analysis, 
the updated Lagrangian formulation is used, but small 
strains are assumed in the calculation of element 
stresses. The nonlinear elastic model is described in 
section 5. As noted earlier, the truss element can be 
used to specify nonzero boundary displacements [7]. 
4.2. Plalle stress alld plane strain element 
A variable·number-nodes isoparametric finite elemenl 
is available for two-dimensional plane stress and plane 
strain analysis. The element may have from 4 to 8 nodI 
where anyone of the nodes 5-8 can be omitted. The 
variable·number-nodes option allows effective model!iJI 
from coarse to finer finite element meshes. The plane 
stress and plane strain element can be used in all four 
formulations. The material models available are de-
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LIt/EAR ANALYSIS 
STATIC ANALYSIS 
T) Calculate linear structure 
stiffness matrix K. 
2) Triangu1arize K and 
store on tape 7. 
DYNAMIC ANALYSIS 
1) Calculate linear structure 
stiffness matrix K. 
2) If Rayleigh damping is specified 
store K on tape 4. 
3) If frequency analysis is to 
be performed. store K on 
tape 10. 
4) .Add mass and damping effects 
to K to obtain linear A 
effective stiffness matrix K. 
5) Triangu1arize K and store 
on tape 7. 
6) Calculate mass matrix M 
and store on tape 4 (if con-
sistent ~ass matrix) or tape 
7 (if diagonal mass matrix). 
7) If concentrated nodal dampers 
specified. store nodal damp-
ing veCtor Cd on tape 4. 
T aoe L ayout ~T~a:oe=L:a:yo=u:t=--_____ -., 
Tape 4: (not used) Tape 4: K (if Rayleiqh damping) 
M (consistent mass 
case only) 
Tape 7: I K = LDL T I 
Cd (if nodal da~pin9) 
Tape 7: R = LOLl 
, 
M (dia90na1 mass 
case only) 
Tape 10: (not uSl!d) Tape 10: K (for fre<Juency 
analysiS only) 
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NONLINEAR ANALYSIS 
STATIC ANALYSIS DYNAMIC ANALYSIS 
1) Calculate linear structure 1 ) Calcul~te linear structure 
stiffness matrix K. i.e •• stiffness matrix K. 
that part of the total 
structure stiffness matrix 2) Store K on tape 4. 
which corresponds to the 
linear element groups. 3) If frequency analysls is to 
performed. store K on 
2) Store K on tape 4 and on tape 11}. 
tape 7. 
4) Add mass and damping effects 
to K to obtain linear ef-
fective stiffness matrix R. 
5) Store K on tape 7. 
6) Calculate mass matrix M and 
store on tape 4 (if consist-
ent ~ass matrix) or on tape 7 
(if diagonal mass matrix). 
7) If concentrated nodal dampers 
specified. store nodal damp-
ing vector Cd on tape 4. 
Tal1e La:r:out Tal1e Layout 
Tape 4: I K I Tape 4: K 
M (conSistent mass 
case only) 
Cd (if nodal dampin") 
Tape 7: I K I Tape 7: K 11 (diagonal mass case 
only) 
Tape 10: (not-used) Tape 10: I K (forlfre~uen~~l ana ySl on I 
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ELEMENTS IN ORIGINAL ST1FFNESS MATRIX 
ELEMENTS IN DECOMPOSED STIFFNESS MATRIX 
Fig. 10. Typical clement pattern in a stiffness matrix. X = 






I. UNEAR ANALYSIS 
1. ""'TERIAlLY ~IHEAR 
ONlY 
1. L-'OAT[O·lAGIIMGIAII 
.I~H lAR6E DISPLACEIlEHTS 
!IU":" SMAlL STUIHS 
AVAILABLE 
MATERIAL MODELS 
I. LINEAII ELASTIC 
2. IION\.INEAR ELASTIC 
.Fig. 11. Truss element. 
3 
4 L---------____ v 
AVAILABLE 
NONLINEAR FORMULATIONS 
1. 1I NEAR ANAl. YS I S 
1. MATERIALLY NONliNEAR 
ONlY 
3. UPOAT£D LAIIlIANr.I'" 
c. TOTAl LAGIIANGIAII 
AVAILABLE 
MATERIAL MODELS 
I. LINEAR ISOTROPIC ELASTIC 
• LINEAR DATItOTROPIC ELASTIC 
3. VARIAIU TANGENT 
MOOULI MOOEL 
c. CURVE DESCRIPTION ~1O~lINEAR '1OOEL 
(WITH OR WITHOUT TENSION 
CUT·Off ASSUMPTION) 
5. PLASTICITT I100ELS 
(VON MIS£5 OR ORUCIt£R. 
PRAGER YIELO CONOITlON) 
5. NONLINEAR, ISOTROPIC 
IHCOIf'RESSI8LE ELASTIC 
(MOONEY·RIVLIN MATERiAl) 







1. LINEAR AIIAl YSIS 




1. LINEAR ISOTROPIC 
ELASTIC 
2. CURVE DESCRIPTION 
NONLINEAR MOOEL 
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4.3. Axisymmetric shell or solid element 
The variable-number-nodes element described above is 
also available for axisymmetric two-dimensional analy-
sis of shells or solids (with axisymmetric loading). 
4.4. l7lree-dimensional solid or thick shell element 
A general three-dimensional isoparametric element 
with a variable number of nodes from 8 to 21 can be 
used. The first eight nodes are the corner nodes of the 
element, nodes 9-20 correspond to midside nodes and 
nodes 21 is a center node. The element can be used 
for three-dimensional analysis of solids and thick shells. 
As for the two-dimensional elements, the possibility of 
choosing different element node configurations allows 
effective finite element modelling. The three-dimen-
sional element can currently only be used in linear iso-
tropic analysis and in nonlinear analysis with material 
nonlinearities. 
S. Material models 
The largest number of material models is available for 
two-dimensional analysis, since it is anticipated that 
the two-dimensional elements will be used in most 
analyses. For the same reason, also all three nonlinear 
formulations can be used for the two-dimensional 
elements. All material models available in NONSAP 
are discussed in ref. [10]. 
5.1. Truss element material models 
The truss element material behavior can be described 
by means of two models: 
(I) Unear elastic material. The material can be 
linear clastic defined by Young's modulus only. 
(2) Nonlinear elastic material. The nonlinear elastic 
material behavior is defined.by specifying the stress as 
a piecewise linear function of the current (infinitesimal) 
strain. Thus, the total stress and the tangent modulus 
are directly defined in terms of the total strain. 
5.2. Two-dimensional element material models 
The stress-strain relationship of the two-dimensional 
elements can be described by various linear and non-
linear material models. In the definition of a material 
model, it may have been assumed that a specific non· 
linear formulation is used. The application of the 
different material models is discussed in ref. [10], 
where the assumptions used are pointed out. 
5.2.1. Isotropic and orthotropic linear elastic material 
The stress-strain relationships are defined by means 
of the constant Young's moduli and Poisson's ratios 
[28]. 
5.2.2. Mooney-Rivlin material model 
A hyperelastic incompressible material model is avail-
able for the analysis of rubber-like materials [3, 17J. 
The stress-strain relationship is defined using the 
Mooney-Rivlin material constants. In NONSAP the 
model can only be used in plane stress analysis. 
5.2.3. Elastic-plastic material models 
Elastic-plastic analysis using a plastic potential func· 
tion can be carried out. The plasticity relations availllbl: 
are those based on the use of the von Mises yield con-
dition and the Drucker-Prager yield condition. Both 
forms of describing material behavior have been em· 
ployed extensively in practice [2, 18-20]. Using the 
von Mises criterion, linear isotropic hardening can br 
assumed. In analysis using the Drucker-Prager yield 
condition, the material is assumed to be elastic-
perfectly plastic. 
5.2.4. Variable tangent moduli model 
The variable tangent moduli model is available for the 
analysis of geological materials [21]. The model des-
cribes an isotropic material, in which the bulk and 
shear moduli are functions of the stress and strain 
invariants. The functional relationship used replaces 
an explicit yield condition_ 
5.2.5. Curve description model 
The curve description model is used in essentially the 
same way as the variable tangent moduli modeL The 
model also describes the response of geological mater· 
ials. In the model, the instantaneous bulk and shear 
moduli are defined by piecewise linear functions of 
the current volume strain. An explicit yield condition 
is not used, and whether the material is loading or un-
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In the analysis of some problems, tensile stresses 
due to applied loading cannot exceed the gravity ill 
situ pressure. In such conditions the model can be 
used to simulate tension cut·off, i.e. the material 
model assumes reduced stiffness in the direction of 
the tensile stresses which exceed in magnitude the 
gravity pressure. 
5.3. Three·dimellsional element I1wterial models 
In principle, most two·dimensional models would 
;liso be applicable in three·dimensional analysis. How-
ever, in the current version of NONSAP. only the iso· 
tropic linear elastic model and the curve description 
Illodel (without tension cut·off capability) are available. 
6. Eigensystem solution 
In dynamic analysis it is necessary to select a suitable 
time step Ilt. The time increment must be small enough 
for solution accuracy, but for a cost effective solution, 
it should not be unnecessarily small. To estimate an 
appropriate time step, it may be necessary to solve for 
the fundamental frequencies of the system [1 I). For 
this purpose an eigenvalue solution routine has been 
incorporated into NONSAP. 
The algorithm considers the solution of the general· 
ized eigenvalue problem 
(8) 
where oK is the tangent stiffness matrix at time 0, M 
is the mass matrix of the' system and wand <p are free 
\ibration frequency and mode shape, respectively. The 
mass matrix can be diagonal (lumped mass assumption) 
or banded (consistent mass assumption), and the stiff· 
ness matrix oK is assumed to be positive definite. The 
solution to eq. (8) can be written as 
°K<J)=M<J)n2 , (9) 
where<J) is a matrix with its columns equal to the mass· 
orthonormalized eigenvectors and n2 is a diagonal 
matrix of the corresponding eigenvalues, Le. 
(10) 
The solution algorithm used in NONSAP is the 
determinant search method presented in ref. [22). 
Basically, the algorithm combines triangular factoriza. 
tion and vector inverse iteration in an optimum man· 
ncr to calculate the reqUired eigenvalues and e"igen. 
vectors; these arc obtained in sequence starting from 
the least dominant eigenpair (wi, <p\). An efficient 
accelerated secant iteration procedure which operates 
on the characteristic polynomial 
(II ) 
is used to obtain a shift near the next unknown eigen· 
value. The eigenvalue separation theorem (Sturm 
sequence property) is used in this iteration. Each . 
determinant evaluation requires a triangularfactoriza. 
tion of the matrix K - w 2 M. Once a sh'ift near the 
unknown eigenvalue has been obtained. inverse itera· 
tion is used to calculate the eigenvector and the eigen· 
value is obtained accurately by adding the Rayleigh 
quotient correction to the shift value. 
7. Step·by·step solution 
The main phase in the analysis is the step·by·step 
solution of the equilibrium equations, eq. (2). The 
algorithm used was presented in table 1. The aim in 
this section is to describe in more detail the actual 
computer solution. Since the program can perform 
static and dynamic, linear and nonlinear analysis, it is 
convenient to consider in the foIlowing the different 
analysis types separately. . 
7.1. Linear static analysis 
In a linear static analysis, all element groups are linear 
and only the linear stiffness matrix is calculated in the 
matrix assemblage phase. The stiffness matrix is tri-
angularized before entering the step·by·step solution 
phase. It should be noted that this solution corresponds 
to a linear dynamic analysis. in which mass and damp-
ing effects are neglected. Therefore. by specifying time 
varying loads. the solution can be obtained for multiple 
load conditions. Fig. 14 shows the tape operations 
used in the analysis. 
7.2. Linear dynamic analysis 
In a linear dynamic analysis all elements are linear, 
with mass and possibly damping effects included. The 
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LINEAR STIFFNESS MATRIX 
fROM TAPE 1 
FOR EACH T IHE STEP 
3 
READ lOAD YECTOR 
FROM TAPE 1 
t _. 






Fig. 14. Flow chart for step-by-step solution in linear static 
analysis. 
or banded (consistent mass analysis) and additional 
concentrated masses may be specified at selected 
degrees of freedom. The damping matrix C is assumed 
to be of the form. 
(12) 
where Q and {3 are the Rayleigh damping coefficients 
and Cd is a diagonal damping matrix. assembled from 
concentrated dampers which are specified at selected 
degrees of freedom [14} .In eq. (12). K and Mare 'the 
linear stiffness and mass matrices of the complete 
element assemblage. 
The tape operations performed during a linear dyna-
mic analysis depend on the characteristics of the mass 
and damping matrices employed. Fig. 15 illustrates the 
various possibilities for storage and retrieval of the 
matrices used. 
7. 3. Nonlillear static allalysis 
In nonlinear static analysis linear and nonlinear element 
groups are defined. Damping and mass effects are 
neglected. 
Before the step-by-step solution, the linear stiffness 
matrix corresponding to the linear elements of the 
complete clement assemblage was calculated (see 
fig. 9). This matrix is now updated in preselected load 
steps by the stiffness matrices of the nonlinear ele-
ments to form the current tangent stiffness matrix. 
The interval of load steps in which a new tangent stiff. 
ness matrix is to be formed is input to the program. 
Depending on the nonlinear formulations and the 
nonlinear material models used. and also depending 
on the magnitude of the load steps. the accuracy of 
the solution may be significantly increased using equili· 
brium iteration. In the program the interval of load 
steps, in which equilibrium iterations are to be per-
READ ~.ASS MATRIX FROM 
TAPE 7 (FOR LUMPED MASS CASE) 
READ TRIA~GULARllED EFFECTIYE 
STlFF~ESS ~.ATRIX FROM TAPE 7 
(IF NO CONSISTENT MASS OR DAMPI~) 
OR EACH TIME STEP 
FIND EFFECTIVE LDAO VECTOR: 
1) IF RAYLEIGH OA~PING SPECIFIED. 
READ STiFFhESS MATRIX FROM TAPE 4, 
2) FOR CO~SIST£NT MASS CASE. 
READ ~.ASS MATRIX FROM TAPE 4. 
1) IF -CDAl DAMPING SPECIFIED. 
READ O_ING VECTOR F1IOH TAPE 4. 
(SEE TABLE 1 FOR OPERATIONS 
REQUIRED WITH AIOVE MATRICES) 
4) REAO lOAD VECTOR FROM TAPE 1 
READ TRIANGUlARllEO EFFECTIVE 
STIFFNESS MATRIX FROM TAPE 7 
(IF NOT ALREADY DONE BEFORE TIME STEPS) 
CALL COLSOt. TO FIND DISPLACEMENT, 
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START 
CALCULATE LINEAR EFFECTIVE LOAOS: 
1) READ LINEAR STIFFNESS FROM 
TAPE 4 AND CALCULATE NDDAL 
FORCES EQUIVALENT TO ELEMENT 
STRESSES. 
2) READ LOAD VECTOR. FROM TAPE 3. 
CALCULATE NONLINEAR STIFFNESS MATRIX 
AND NONLINEAR EFFECTIVE LOADS: 
1) READ LINEAR STIFFNESS MATRIX FROM 
TAPE 7 (IF NEW NONLINEAR STIFFNESS 
TO BE CALCULATED IN THIS TIME STEP) 
OR READ TRIANGULARIZED NONLINEAR 
STIFFNESS DIRECTLY FROM TAPE 10. 
2) READ NONLINEAR ELEMENT GROUP 
INFORMATION FROM TAPE 2 OR TAPE g, 
UPOATE LINEAR STIFFNESS MATRIX FOR 
NONLINEARITIES, AND CALCULATE NON-
LINEAR EFFECTIVE LOAD VECTOR. 
CALL COLSOL TO CALCULATE 
DISPLACEMENT SOLUTION 
STORE TRIANGULARIZED NONLINEAR 
STIFFNESS MATRIX ON TAPE 10. 
ITERATE FOR STATIC EQUILIBRIUM: 
1) READ LOAD VECTOR FROM TAPE 3, 
LINEAR STIFFNESS MATRIX FROM TAPE 4, 
ANO NDNLINEAR ELEMENT GROUP 
PROPERTIES FROM TAPE 2 OR TAPE 9 
IN ORDER TO FIND CURRENT NONLINEAR 
EFFECTIVE LOAO VECTOR. 
2) READ TRIANGULARIZED PlONLINEAR 
STIFFNESS FP.OM TAPE 10 AND CALL 
COLSOL TO FIIlD DISPLACEMENT INCREMENT. 
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START 
I N LUMPED MASS ANAL YS I S 
REM ,..ASS MATRIX FROM TAPE 7 
CALCULATE LINEAR EFFECTIVE LOADS: 
1) READ LINEAR STIFFNESS MATRIX 
FROM TAPE 4. 
2) READ MASS MATRIX FROM TAPE 4. 
(CONS I STENT MASS CASE ONLY) 
3) IF NODAL DAMPING IS SPECIFIED, 
READ DAMPING VECTOR FROM TAPE 4. 
(SEE TABLE 1 FOR OPERATIONS 
REQUIRED WITH ABOVE MATRICES) 
4) READ LOAD VECTOR FROM TAPE 3. 
CALCULATE ~IOf.lll!IEAR EFFECTIVE ST!~~S 
AND NONLINEAR EFFECTIVE LOAOS: 
1) READ LINEAR EFFECTIVE STIFFNESS 
MATRIX FROM TAPE 7 (IF NEW 
NOI/L1NEAR EFFECTIVE STIFFNESS IS 
TO BE GEIIERATEO ON THIS TIME STEP) 
OR READ TRIANGULARIZED NONLINEAR 
EFFECTIVE STIFFNESS OIRECTLY 
FROM TAPE 10. 
2) REAO rlDrlllNEAR ELEMENT GROUP 
INFORMATION FROM TAPE 2 OR TAPE 9, 
UPOATE LINEAR EFFECTIVE STIFFNESS 
FOR NONLHlEARITIES, AND FIND 
NONLINEAR EFFECTIVE LOAD VECTOR. 
CALL COL SOL TO FIND DISPLACEMENT, 
VElOCITY AND ACCELERATION SOLUTION 
STORE TRIANGULARIZED EFFECTIVE 
NONLINEAR STIFF/lESS ON TAPE 10 
ITERATE FOR DnlAMIC EQUILIBRIUM 
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formed, can be defined in the input control data. The 
storage of the matrices and tape operations carried out 
in the analysis are shown in fig. 16. 
7.4. NOl/linear dynamic analysis 
A nonlinear dynamic analysis is carried out essentially 
in the same way as a nonlinear static analysis, but mass 
allli possibly damping effects are included. The mass 
and damping matrices are defined as in linear dynamic 
analysis, where the Rayleigh damping coefficient (3 is 
now applied to the linear stiffness matrix of the ele· 
ment assemblage. It should be noted that the structure 
mass and damping matrices are calculated before the 
step·by·step solution, see fig. 9. The tape storage 
scheme and program flow in a nonlinear dynamic 
analysis are given in fig. 17. 
8. Analysis restart 
In nonlinear analysis it is often the case that the reo 
sponse of a structure has been calculated for some 
time (load) steps and that on interpretation of the 
results, it is decided to analyze the structure for more 
time (load) steps. If this is anticipated, the program 
can be used to restart at.the end of the successfully 
completed analysis. 
9. Data check run 
In the analysiS of large structures it is important to be 
able to check the data read and generated by the pro· 
gram. For this purpose an option is given in which the 
program simply reads, generates, and prints all data. 
This printout should be used to carefully verify the 
input data, since the program itself does not perform 
extensive data checking. 
10. Sample analyses 
In the following the solutions of some problems are 
presented that have been considered during the develop-
ment of NONSAP. Additional problem solutions are 
given in refs [9) and [10). All solutions have been ob· 
tained using the algorithm presented in table I, in 
which the selected parameters were tul = 0.00 I, 
lIitem = 15,0 = 1.4.15 = 0.50 and Q = 0.:!5. Since only 
relatively small order systems have been considered the 
solution times have always been small [) 0). 
J 0.1. Static ami frequellcy al/alysis vf a tower cable 
The cable stretched between a ground anchor point 
and a tower attach point shown in fig. 18 was analyzed 
for static displacements and irequencies of vibration. 
The cable was modelled using 11 truss elements of 
linear elastic material. The total vertical load acting' 
on the cable nodes was 5677.83 lb which includes the 
insulator weights and the cable selfweight. 
Figure) 8 shows the cable in the static equilibrium 
configuration with the total load applied. TIle non· 
linear displacement response of node 8 is shown in 
fig. 19. 
For the frequency analysiS a lumped mass matrix 
of the cable has been assumed to which the masses of 
the insulators have been added. The periods of vibra· 
tion of the cable about the static equilibrium con· 
figuration are given in table 2. 
J O. 2. Static and dYllamic: displac:emcllt alla(vsis vf a 
cantilever 
The cantilever in fig. 20 under uniformly distributed 
load was analyzed using a finite element idealization 
of five eight·node plane stress elements. The material 
of the cantilever was assumed to be isotropie linear 
elastic. 
The static response of the cantilever using 100 load 
steps to reach the final equilibrium configuration is 
shown in fig. 21, in which the NONSAP solution is 
compared with an analytical solution by Holden [23). 
Excellent agreement between the solutions has been 
obtained. The dynamic response of the cantilever is 
shown in fig. 22, where also the importance of equili· 
brium iterations in an analysis using a relatively large 
time step Ilt is demonstrated [10). 
10.3. Static large ciisplacemellt allalysis of a spherical 
shell 
The spherical shell subjected to a concentrated apex 
load shown in fig. 23 was analyzed for static response. 
The NONSAP solution could be compared with the 
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Table 2. 
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Fig. 18. Static configuration of tower cable. 
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Fig. 20. Cantilever under uniformly distributed load. 
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Fig. 19. Load deflection curve of tower cable. 
Figure 23 shows the static load·deflection response 
calculated by NONSAP. Good correspondence with 
the solutions obtained by Stricklin and Mescall is 
observed. 
The rubber sheet shown in fig. 24 was analyzed for the 
uniform end loading indicated. The material was as· 
sumed to be of the Mooney-Rivlin type, for which 
experiments by (ding et al. gave C 1 = 21.605 Ib/in. ~ , 
C2 = 15.743Ib/in.
2 (17) . 
Figure 25 shows the static displacement response of 
the sheet. It is noted that the final displacement at the 
loaded end is of the order of the original length of the 
sheet, at which stage Green-Lagrange strains of 1.81 
are measured. The final configuration of the sheet was 
reached in four equal load steps with an average of 
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agreement between the experimental results by lding 
et al. [17] and those predicted by NONSAP has been 
obtained. 
10.5. Elastic-plastic static analysis of a thick-walled 
cylinder 
Fig. 21. Large deflection analysis of c:mtilever under uniformly 
distributed load. 
The thick-walled cylinder in fig. 26 subjectl!d to 
internal pressure was analyzed using four eight-node 
axisymme!ric elements. The material of the cylinder 
was assumed to obey the von Mises yield condition' 
with elastic perfectly plastic response. The same 
analysis was also carried out using the Drucker-Prager 
yield condition with material variables corresponding 
to those used in the von Mises condition. Since dis-
placements and strains are small, the analysis of the 
cylinder was carried out using the materially nonlinear 
only formulation. Fig. 27 shows the radial displace-
ment response of the cylinder as a function of the 
applied load, and fig. 28 gives the stress distribution 
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Fig. 23. load-deflection curves for spherical shell 
through the wall of the cylinder at a given level of 
internal pressure. Excellent agreement with the solu-
tion given by Hodge and White has been obtained [26]. 
J 0.6. Elastic-plastic small displacement dYllamic 
alla(vsis of a simply-supported beam 
The beam shown in fig. 29 was analyzed for the step 
loading indicated. The material of the beam was taken 
10 be elastic perfectly plastic using the von Mises yield 
condition. In the analysis small displacements were 
assumed. i.e. materially nonlinear only solutions were 
calculated. 
The dynamic response of the beam is shown in 
fig. 30. in which the NONSAP solutions are compared 
with solutions provided by Baron et aI. [27] and 
Nagarajan and Popov [28]. 
u 
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Fig. 24. Large 4isplaccment and large strain static analysis of 
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1 U. 7. Static analysis of an underground opening 
r\ simplified analysis of an undergorund opening under 
static overburden pressure was carried out. Fig. 31 
shows the underground opening, the finite element 
mesh and the material data used. The analysis was 
performed using the materially nonlinear only formula-
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Fig. 26. Finite element mesh of thick-walled cylinder. 
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tion, i.e. large displacement effects were neglected. 
The rock material wasossumeC: to be a no-tension 
material with constant Young's modulus and Poisson's 
ratio. 
Figure 32 gives the load-deflection relations for two 
points of the opening_ The influence of the no-tension 
material assumption on the displacements can be ob-
served_ Fig. 33 shows the crack regions around the 
opening at two load levels_ 
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11. Concluding remarks 
The objective in this paper was to present a brief de!. 
scription of the current version of the computer pro· 
gram NONSAP. The program is a general analysis tool 
for the linear and nonlinear, static and dynamic an:!I}";;! 
of complex structures. A few applications of the pro-
gram have been presented. 
Although NONSAP can be a powerful analysis tool. 
it should be realized that depending on the problem 
considered. the program may not be easy to use and. 
for example, much more difficult to handle than the 
linear analysis program SAP IV (7). The use of ~O\S.-\F 
requires a thorough understanding of the theoretical 
basis of the program, of the numerical techniques 
employed and their computer implementation. This 
is particularly the case because not many nonlinear 
solutions are yet possible on a routine basis [4, 10). 
Therefore, it is necessary to apply the program only 
under the conditions and assumptions for which it 
was developed. 
One important option which NONSAP does not 
have available is efficient pre· and postprocessing. 
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Preprocessing is important for generation and check-
ing of data, whereas postprocessing resulting in effi-
cient display of the calculated response can be essential 
for obtaining a good understanding of the structural 
behavior. 
With regard to future work on NONSAP, it is hoped 
that the program can be further developed in various 
areas. It can be important to have out-of-core solution 
c,lpability, the element library need be increased and 
additional material models are required. Altogether. 
the program provides a basis for further work in a 
variety of problem areas, such as in thermal elastic-
plastic and creep analysis, buckling analysis, and soil 
response calculations. 
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SOME COMPUTATIONAL CAPABILITIES FOR NONLINEAR FINITE ELEMENT ANALYSIS * 
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Received 26 September 1977 
The computational capabilities available in the current version of the computer program ADINA for stress analysis of 
structures and continua are described. The program can be employed effectively for various linear and nonlinear static and 
dynamic finite element analyses. The solutions of some problems using ADINA are presented to indicate the solution 
capabilities of the program. 
1. Introduction 
In recent years it has been recognized to an increasing 
extent that the capability of performing effective 
linear and nonlinear analysis can be a very important 
asset in the design of structures. A particularly impor-
tant area in which nonlinear analysis must be carried 
out is the design of nuclear power generating plants 
[I). The safety of a structure may be increased and the 
cost reduced if an accurate analysis can be performed. 
Primarily, linear and nonlinear analyses of complex 
structures have become possible through the use of 
electronic digital computers operating on discrete 
representations of the actual structure [2-5]. 
At the Second International Conference on Struc-
tural Mechanics in Reactor Technology a paper on 
the computer program NONSAP was presented [6]. 
Since that time we have continued with the research 
and development of nonlinear analysiS capabilities. 
The final phase of these activities has been the imple-
mentation of the techniques developed in the computer 
program ADINA, which can be employed effectively 
for static and dynamic, linear and nonlinear analysis. 
The computer program ADINA (Automatic Dynamic 
* Expanded version of Invited Paper M4/1* presented at the 
4th International Conference on Structural Mechanics in 
Reactor Technology, San Francisco, California, 15-19 
August 1977. 
Incremental Nonlinear Analysis) is a significant further 
development of the programs NONSAP and SAP IV 
[7]. Our objective in this paper is to survey the current 
capabilities of the code, and thus report on our latest 
and current activities. Since the program ADINA is a 
further development of the program NON SAP, to . 
make this presentation self-contained and comprehen-
sive, some overlap with the material presented in [61 
is necessary. 
The research that we are conducting in the area of 
nonlinear finite element analysis and the associated 
development of ADINA is expected to continue over 
the years to come, and this paper can be regarded as a 
progress report on our activities. 
It should be pointed out that the theory and nume-
rical techniques used in ADINA are not presented in 
this paper, but can be found in refs. [4,8-17], where 
more sample solutions are also given. Also, in this 
paper we summarize only our developments in the 
capabilities for stress analysis of structures and con-
tinua. The associated research and development in heat 
transfer analysis capabilities and analysis of field 
problems is described elsewhere [18,19]. 
The structural systems that can be analyzed using 
ADINA can be composed of combinations of a num-
ber of different finite elements. The program presently 
contains the following element types: 
(a) three-dimensional truss element; 
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element; 
(c) three-dimensional plane stress element; 
(d) two-dimensional axisymmetric shell or solid 
element; 
(e) three-dimensional solid element; 
(f) three-dimensional thick shell element; and 
(g) three-dimensional beam element. 
The nonlinearities may be due to large displace-
ments, large strains, and nonlinear material behavior. 
The material descriptions presently available are as 
follows. 
For the truss elements: (a) linear elastic, (b) non-
linear elastic, (c) thermo-elastic, (d) elastic-plastic, 
(e) thermo-elastic-plastic and creep; 
for the two-dimensional elements: (a) isotropic 
linear elastic, (b) orthotropic linear elastic, (c) isotropic 
thermo-elastic, (d) curve description model, (e) con-
crete model, (f) elastic-plastic materials, von Mises or 
Drucker-Prager yield condition, (g) thermo-elastic-
plastic-creep, von Mises yield condition, (h) Mooney-
Rivlin material; 
for the three-dimensional elements: (a) isotropic 
linear elastic, (b) orthotropic linear elastic, (c) isotropic 
thermo-elastic, (d) curve description model, (e) con-
crete model, (f) elastic-plastic materials, von Mises 
yield condition, (g) thermo-elastic-plastic-creep, von 
Mises yield condition; 
for the beam element: (a) linear elastic, (b) elastic-
plastic, von Mises yield condition_ 
Program ADINA is an out-of-core solver, i.e. the 
equilibrium equations are processed in blocks, and 
very large finite element systems can be considered_ 
Also, all structure matrices are stored in compacted 
fonn, i.e~ virtually only nonzero elements are processed, 
resulting in maximum system capacity and solution 
efficiency. 
In addition to out-of-core solution of the equili-
brium equations, there is also virtually no high-speed 
storage limit on the total number of fmite elements 
that can be used. To obtain maximum program capac-
ity, the finite elements are processed in groups ac-
cording to their type and whether they are linear o~ 
nonlinear elements. 
The fmite element system response is calculated 
using an incremental solution of the equations of 
equilibrium. In dynamic analysis, implicit time integra-
tion (the Newmark or Wilson methods) or explicit 
time integration (the central difference method) can 
be employed. Before the incremental solution is car-
ried out, the applicable constant structure matrices, 
namely the linear effective stiffness, linear stiffness, 
mass, and damping matrices, and the load vectors are 
assembled and stored on low-speed storage. During 
the step-by-step solution the linear effective stiffness 
matrix is updated for the nonlinearities in the system. 
Therefore, only the nonlinearities are dealt with in the 
time integration and no efficiency is lost in linear 
analysis. 
In this paper we first describe the different options 
available in ADINA for static and dynamic analysis, 
and then present the analysis results of some sample 
problems. We conclude the paper with a discussion of 
future important research and program developments. 
2. The incremental equilibrium equations of structural 
systems 
The incremental nodal point equilibrium equations 
for an assemblage of nonlinear finite elements have 
been derived in refs. [8-11]. At time t we have, using 
implicit time integration, 
Mt+ MV + Ct+MiJ + tKU = t+ MR - tF , (I a) 
and using explicit time integration, 
MtV + CtU= tR _ tF , 
where 
M = constant mass matrix, 
C = constant damping matrix, 
tK = tangent stiffness matrix at time t, 
(I b) 
tR, t+.1tR = external load vectors applied at time t. 
t + ~t, 
tF = nodal point force vector eqUivalent to the 
element stresses at time t, 
tU. t+.1tu = vectors of nodal point velocities at time t, 
t+~. 
tV. t+ MV = vectors of nodal point accelerations at 
time t, t +~, and 
U = vector of nodal point displacement incre-
ments from time t to time t + M. i.e_ 
U = t+.1tu _ tU. 
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Table 1 
Summary of step-by-step integration. Static analysis or dynamic analysis using implicit time integration (the Wilson o-method or 
:-.:cwmark method), or explicit time integlation (the central difference· method). 
Initial Calculations 
\. Form linear stiffness matrix K, mass matrix M and damping matrix C, whichever is applicable. 
Calculate the following constants: 
tol .;; 0.01; nitem ;;. 3; in static analysis 8 =; 1 and go to 3. 
Wilson O-method: 0 ;;. 1.37, usually 8 = 1.4, r = 8M: 
00 = 6/r2 al=3/r a2=2a 1 a3=2 
a4 = 2 as = r/2 a6 = ao/8 a7 = -a2/8 
a8 = 1 - 3/8 a9 = At/2 alO = At2/6. 
Newmark method: 8 = 1.0,6 ;;. 0.50,01 ;;. 0.25(0.5 + 6)2, r = At: 
00 = 1/(QAt2) al = 6J(QAt) a2 = 1/(QAt) 
a4 = 6/01 - 1 as = At(6/Q - 2)/2 a6 = ao 
a8=-a3 a9=At(1-6) aIO=6AI. 
Central difference method: 
aO = I/AI2 al = 1/241 
2. Initialize OU, OiJ, 0u 
a3 = 1/(201) - 1 
a7=-o2 
For central difference method only, calculate AtU from initial conditions: 
AtU = °u + At °iJ + a3 au . 
3. Form effective linear coefficient matrix. 
In implicit time integration or static analysis: K = K + aoM + a, C; 
in explicit time integration: M =aoM TalC. 
4. In linear static analysis and linear dynamic analysis IIsing implicit time integration triangularize K_ 
For Each Time Step 
A. In linear analysis 
(i) Form effective load vector. 
In static analysis or implicit time integration: 
t+rR = tR + 8(t+ AtR - tR) + M(ao tu + a2 tiJ + a3 tm + C(al tu +a4 tiJ +as tm; 
in explicit time integration: 
tR = tR +a2 MeU _ t-AtU) + Mt-AtU _ tF. 
(ii) Solve for displacement increments. 
In static analysis and implicit time integration: 
u = t+ru - tu; 
in explicit time integration: 
Mt+AtU = tR. 
(iii) Go toC. 
B. In nonlinear analysis 
(i) ]n static analysis or implicit time integration if a new stiffness matrix is to be formed, update K fgr nonlinear stiffness effects 
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Table 1 (continued) 
--------------------------------------------------------1 
(ii) Form effective load vector. 
In static analysis or implicit time integration: 
t+TR = tR + 0(1+ ~tR - tR) + M(a2 tiJ + a3 tii) + C(a4 tiJ + as tij) _ tF; . 
in explicit time integration: 
tR = tR + a2MeU - t-~tU) + Mt-MU _ tF. 
(iii) Solve for displacement increments. 
In static analysis or implicit time integration using latcst D, L factors: 
LDLTU=t+TR; 
in explicit time integration: 
Mt+~tU = tR. 
(iv) If required iterate for static or dynamic equilibrium (in implicit time integration): 
u(o) = U, 
(a)i '" i + 1. 
i= 0; then 
(b) Calculate (i - Ost approximation to accelerations, velocities, and displacements: 
t+T(1(i-I) =aoU(i-I) -a2 to -a3 tt}; t+TO(i-I) =alU(i-l) -a4 to - as tt}; 
t+TU(i-l) = U(i-I) + tU. 
(c) Calculate (i - 1)st effective out-of-balance loads: 
t+TR(i-l) = tR + O(t+~tR _ tR) _ M t+T{j{i-l) _ Ct+TiJ(i-l) _ t+TF(i-l). 
(d) Solve for ith correction to displacement increments: 
LDLT ~U(i) = t+TR(i-l). 
(e) Calculate new displacement increments: 
U(i).= U(i-l) + ~U(i). 
(f) Iteration convergence if (8 ~U(I)12/ max giUI21 " tol. 
j= ~t • ..•• t. t+T 
If convergence: U = U{i) and go to C; 
if no convergence and i < nitem: go to (a); othcrwise restart using new stiffness matrix reformation strategy and/or a 
smaller time step size. 
C. ~1culate new accelerations, velocities, and displacements 
Wilson 8-method: 
t+~tt} =a6U +a, to +as tt}, 
t+~tO = to +a9(t+4tt} + tt}), 
t+MU = tu + ~t to +alo{t+~tt} + 2 tt}). 
Newmark method: 
t+~tt}=a6U+a, to+as tt}, 
t+ ~'O = to + a9 tt} + a 1 0 t+ ~tt} , 
t+~tu = tu + U . 
Central difference method: 
to = a 1 (t+ ~tu _ ,-~tu) , 
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incremental equilibrium equations in static analysis if 
mass and damping effects are not included. As was 
discussed in [8-11], the solution of eq. (1 a) yields, 
in general, approximate displacement increments U. 
To improve the solution accuracy (and in some cases 
to prevent the development of instabilities) it may be 
necessary to use equilibrium iteration in each or pre-
selected time steps. In this case we consider the equili-
brium equations 
Mt+Atij(l) + ct+~tti(1) + t~U(l) = t+~tR _ t+~tF(i-l), 
i = 1,2,3, ... , (2) 
where M, C, tK, and t+~tR are as defined above, and 
t+Atij(/1, t+At1J. /1, t+~tU(i)= t+AtU(i-l) + ilU<i) are 
the approximations to the accelerations, velocities, 
and displacements obtained in iteration i. The first 
iteration, i.e. i = 1 in eq. (2), corresponds to the solu-
tion of eq. (1 a) where ilU(l) = U, t+~tU(O) = tu, 
t+Atij(J) = t+~tij, t+AtU<l) = t+~tiJ, t+~tF(O) = tF. 
The vector of nodal point forces t+~tF(i-l) is work 
equivalent to the element stresses in the configuration 
corresponding ·to the displacements t+~tU<;-l). The 
approximations to the velocities and accelerations, 
t+ Atir(i) and t+ ~tij<i), respectively, depend on the 
time integration scheme used [4]. 
It should be noted that the solution scheme used 
in eq. (2) corresponds to a modified Newton iteration. 
In the program ADINA, the central difference 
method is employed in explicit time integration and 
the Newmark method or the Wilson method can be 
employed in implicit time integration of the dynamic 
response. Table 1 summarizes the algorithm for linear 
or nonlinear, static or dynamic analysis. The specific 
operations performed during the step-by-step solution 
are discussed in section 3.4. 
2.1. Element to structure matrices and force vectors 
The structure matrices in table 1 are formed by 
direct addition of the element matrices and vectors 
[4]; for example 
(3) 
where Km is the stiffness matrix of the mth element. 
Although Km is formally of the same order as K, only 
those terms in Km which pertain to the element 
degrees of freedom are nonzero. The addition of the 
element matrices and vectors can therefore be performed 
by using the element matrices in compact form together 
with identification arrays which relate element degrees 
of freedom to structure degrees of freedom. 
In the program ADINA either a lumped or consis-
tent mass matrix may be used. In addition, concen-
trated masses corresponding to selected degrees of 
freedom can be input. Damping can only be specified 
in the form of concentrated nodal point dampers. 
The advantages oflumped mass and consistent mass 
analysis have been discussed in [4]. 
2.2. Boundary conditions 
If a displacement component is zero, the corres-
ponding equation is not retained in the structure 
equilibrium equations, eqs. (1) and (2), and the corre-
sponding element stiffness and mass terms are disre-
garded. If a non-zero displacement is to be specified f 
at a degree of freedom i, say U; = x, the equation 
kUj = kx, (4) 
need be added, where k» k il . Therefore, the solution 
of eqs. (1) and (2) must give U; = x. Physically, eq. 
(4) can be interpreted as adding at the degree offree-
dom i a spring of large stiffness k and specifying a load 
which, because of the r~latively flexible structure at this 
degree of freedom, produces the required displacement 
x. This approach Simplifies programming problems 
which are normally associated with specifying displace-
ments. 
In ADINA, nonzero deflection boundary conditions 
must be specified by using the truss element to provide 
the stiffness k in eq. (4) and applying the load R; = Kx, 
since a special boundary element (as used for example 
in SAP IV [7]) is not available. 
3. Program organization 
The complete solution process in program ADINA 
is divided into four distinct phases. 
(1) Finite element mesh and element data input. In 
this phase the control information and the nodal point 
input data are read and generated by the program. The 
equation numbers for the active degrees of freedom at 
each nodal point are established. The initial conditions 
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element connectivity arrays are calculated and all ele-
ment information is stored on tape. 
(2) Assemblage of constant structure matrices. 
Before the solution of eqs. (I b) or (2) is carried out, 
the linear structure stiffness, mass, and damping ma-
trices are assembled and stored on'tape (or other low-
speed storage). In addition, the effective linear struc-
ture stiffness matrix is calculated and stored (see 
table I). 
(3) Load vector calculations. The externally applied 
load vectors for each time (load) step are calculated 
and stored on tape. 
(4) Step-by-step solution. During this phase the 
solution of eqs. (1b) or (2) is obtained at all time 
points. In addition to the displacement, velocity, and 
acceleration vectors (whichever applicable), the ele-
ment stresses are calculated and printed. Before the 
time integration is performed, the lowest frequencies 
and corresponding mode shapes may be calculated. 
It need be noted that these basic steps are indepen-
dent of the element type used and are the same for 
either a static or dynamic analysis. However, only 
those matrices actually required in the analysis are 
assembled. For example, no mas,s and damping matrices 
are calculated in static analysis, and no stiffness matrix 










group 2 _ -
I Linear elemen~ 
group "NEGL" LNEGL 
Program ADINA is an out-of-core solver and allo-
cates storage in BLANK COMMON dynamically during 
the different phases of solution. On some computers 
the total storage required can be dynamically adjusted 
up to the maximum high speed storage available during 
the execution process. If this option is not available; 
the maximum high speed storage to be used is flXed 
and the storage required in each phase is checked so 
that the maximum is not exceeded. 
In the solution the highest numbered high speed 
storage locations are reserved for element group infor-
mation. For the analysis, the fInite elements of the 
complete assemblage need be divided into element 
groups according to their type, the nonlinear formula· 
tion, and the material model used (see section 5). 
Each element group must consist of the same type of 
elements, must use one nonlinear formulation, and 
only one specifIc material modeL The data pertaining 
to each individual element group is stored in the ele-
ment group information. The maximum storage 
required for anyone of the element groups is MAX EST. 
The use of the element groups reduces input-output 
transfers during the solution process, since the data of 
the elements is retrieved in blocks during the solution 
of eqs. (1 b) and (2) and element stress calculations. 
Fig: 1 shows the low speed storage layout used for the 
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OVERLAY (0,0) 
ADINA 
(length=3l00) (1 ength-5200) (length=6600) (1 ength=6000) 
see TABU/3 
(*) length in decimal and 




see TABLE 4 
Fig. 2. Overlay structure of ADINA. 
element group information. 
To further improve high speed storage capacity, 
ADINA has an overlay structure, as shown in fig. 2. 





to the four phases of execution listed above and con-
sidering the element library, the material models 
available, and the eigensystem calculation option. The 
(0,0) overlay consists of the main program and driving 
subroutines. The first level of overlays is made up of the 
input phase subroutines in OVERLAY 0, 0), the ele-
ment subroutines in OVERLAY (2, 0) to OVERLAY 
(5,0) and the subroutines for the eigensystem solution 
in OVERLAY (6, 0). The second level of overlays 
consists of the different material models. The program 
is thus modular and special purpose programs can be 
assembled with ease. 
NODAL POINT LA'IOUT OF TRUSS 
3.1. Finite element mesh and element data input 
Z 3 
I I I 
Z I I 
3 o 0 
IrJ • 4 o 0 
5 o 0 
6 o 0 




4 5 6 __ DEGREES 
OF FREEDOM 
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The nodal point infonnation read during the input 
phase consists of the boundary condition codes (stored 
in the ID array) and the global X, Y, Z coordinates of 
each nodal point. The number of rows in the 10 array is 
equal to the maximum number of degrees offreedom 
Fig. 3. Nodal point layout of truss example and ID array as 
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n] 
Fig. 4. 10 array of truss example after allocation of equation 
numbers to active degrees of freedom. 
admitted at a nodal point (NDOF). For example, in a 
two-dimensional analysis without rotational degrees of 
freedom NDOF = 2. 
It need be noted that the user should allow only 
those degrees of freedom which are compatible with 
the elements connected to a nodal point. The program 
can deal with a maximum of six possible degrees of 
freedom (three translations and three rotations) at 
Table 2 








Fig. 5. Connection array (vector LM) for a typical element of 
the truss example. 
each nodal point, and all non-active degrees of freedom 
need be aeleted. Specifically, a '1' in the ID array . 
denotes that no equation shall be associated with the 
degree of f~eedom, whereas a '0' indicates that this is 
an active degree of freedom [4]. Fig. 3 shows the ID 
array for a simple truss structure as it was read and/or 
generated by the program. Once the complete ID and 
X, Y, Z arrays have been obtained, equation numbers 
Read/write 





2 not used 
3 
4 
linear element group data 
load vectors 
linear stiffness matrix 
nonlinear element group data 
(random access) 
7 not used effective linear 
coefficient matrix 









Unit 5 = input; unit 6 = output. 
10 array; displacement (velocity and acceleration if applicable) vectors and 
nonlinear element group data for restart (saved at restart save intervals) 
not used 
nodal point coordinates for pressure load calculations 
LDL T factor of (effective) stiffness matrix 
(1) mass matrix 
(2) damping vector 
not used 
(random access) 
(1) mass matrix 
(2) damping vector 
not used effective nonlinear stiffness matrix 
mode shape vectors and frequencies 
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are associated with all active degrees of freedom, i.e. 
the zeroes in the ID array are replaced by corres-
ponding equation numbers, and each '1' is replaced 
by a zero, as shown in fig. 4 for the simple truss 
example of fig. 3. 
A second important part of the input phase is the 
reading and generating of element group information 
for each element group. Specifically, the'element coor-
dinates; the material properties, and the element con-
nectivity arrays are established. Also, working vectors 
which store required element strains, stresses and other 
variables are initialized. For each element group this 
information is processed together (in the element group 
information) and then written together in one block 
on secondary storage. During the next phases of the 
solution, therefore, the required element data can be 
read in blocks, sequentially one block at a time, into 
the same high speed storage locations. 
The element connectivity array (vector LM) of an 
element is established from the ID array and the speci-
fied nodal points of the assemblage pertaining to the 
element. The connectivity array for a typical element 
of the truss example is shown in fig. 5. 
It should be noted that the reading and generating 
of the element data of one group requires only one 
call of the specific element overlay needed since all 
elements in one group are of the same kind. After all 
element information has been established, the ID and 
X,Y, Z arrays are no longer required, and the corre-
sponding storage area is used for the formation of the 
constant structure matrices and later for the solution 
of the equations of equilibrium. 
3.2. Formation of constant structure matrices 
All structure matrices which are not time dependent 
are calculated before the time integration is carried 
out. At this stage it is necessary to distinguish between 
the different kinds of analyses possible, namely whether 
a linear or nonlinear, static or dynamic analysis is 
required. The storage allocation during this phase is 
such that all required linear structure matrices are 
assembled using the same high-speed storage locations. 
Table 2 shows the low speed storage used corres-
ponding to the different analyses. The assemblage of a 
structure matrix is effected by reading the data of all 
required element groups in succession, and by calcu-
lating and adding the element matrices to the structure 
matrix, as was discussed in section 2.1. 
It should be noted that in linear analysis the struc-
ture stiffness or effective stiffness matrix is triangu-
larized directly after assemblage. In the step-by·step 
solution only forward reductions and back-substitu-
tions of the (effective) load vectors are then required. 
3.3. Calculatioll of extentalload vectors 
The external loading in the analysis can consist of 
concentrated ,nodal point loading and surface pressure 
loading. In addition, gravity loading can be specified. 
The loads are assumed to vary with time as expressed 
by time functions and load multipliers'defined in the 
input. 
3.4. Step-by-step solution 
The main phase in the analysis is the step-by-step 
solution of the equilibrium equations, eqs. (I b) and 
(2). The algorithm used was presented in table 1. Since 
the program can perform static and dynamic, linear 
and nonlinear analyses, it is convenient to consider the 
different types of analyses as follows. 
(1) Linear static analysis. In a linear static analysis, 
all element groups are linear and only the linear stiff-
ness matrix is calculate!.! in the matrix assemblage 
phase. The stiffness matrix is triangularized before 
entering the step-by-step solution phase. It should be 
noted that this solution corresponds to a linear dyna-
mic analysis, in which mass and damping effects are 
neglected. Therefore, in linear static analysis, solutions 
for multiple load cases can be obtained by varying the 
loads with time so as to obtain one inolvidualload case 
at each time step. 
(2) Linear dynamic analysis. In a linear dynamic 
analysis all elements are linear, with mass and possibly 
damping effects included. The mass matrix may be 
diagonal (lumped mass analysis) or banded (consistent 
mass analysis) and additional concentrated masses 
may be specified at selected degrees of freedom. The 
damping matrix C is assumed to be diagonal. 
If explicit time integration (the central difference 
method) is employed, a diagonal mass matrix, must be 
used. 
(3) Nonlinear static analysis. In nonlinear static 
analysis linear and nonlinear element groups are dermed. 
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Before the step-by-step solution the linear stiffness 
matrix corresponding to the linear elements of the 
complete element assemblage was calculated (see table 
1). This matrix is now updated in preselected load 
steps by the stiffness matrices of the nonlinear elements 
to form the current tangent stiffness matrix. The speci-
fic load steps at which a new tangent stiffness matrix . 
is to be calculated are input to the program. 
Depending on the nonlinear formulations and the 
nonlinear material models used, and· also depending 
on the magnitude of the load steps, the accuracy of 
the solution may be significantly increased using equili-
brium iteration. The program load steps at which equili-
brium iterations shall be performed can be defined in 
the input control data. 
(4) Nonlinear dynamic analysis. A nonlinear dynamic 
analysis using implicit time integration (Newmark or 
Wilson method) is carried out essentially in the same 
way as a nonlinear static analysis, but mass and pos-
sibly damping effects are included. The mass and 
damping matrices are defined as in linear dynamic 
analysis. It should be noted that the structure mass 
and damping matrices are calculated before the step-
by-step solution (see table 1). . 
If explicit time integration (the central difference 
method) is employed, a diagonal mass matrix must be 
used. 
4. The compacted storage scheme and solution of 
equations 
An important aspect is the efficient storage of the 
structure matrices and an effective solution of the 
equilibrium equations. The storage scheme need be 
optimized in order to obtain maximum capacity. The 
effective solution of the equations is necessary to 
reduce total solution cost. 
In the program ADINA a compacted storage scheme 
is used in which :ill structure matrices are stored as one-
dimensional arrays and only the elements below the 
'skyline' of the matrices are processed [4]. Fig. 6 
shows, as an example, the element pattern in a typical 
stiffness matrix before and after triangularization. It 
should be noted that zero elements within the skyline 
in general do not remain zero during the equation 
solution and are therefore stored, whereas all elements 
outside the skyline are not considered. 
X, NONZERO ELEMENT 
0' ZERO ELEMENT 
SYMMETRIC 
ELEMENTS IN ORIGINAL STIFFNESS MATRIX 
BLOCK I 
BLOCK 2-1---- BLOCK 3 
BLOCK 4 
ELEMENTS IN DECOMPOSED STIFFNESS MATRIX 
Fig. 6. Typical element pattern in a stiffness matrix using 
block storage. 
Fig. 6 also shows the block storage scheme used for 
the stiffness and mass matrices in out-of-core solution. 
The number of blocks and the number of columns per 
each block are calculated by the program prior to the 
assemblage process and depend on the total high speed 
storage available during the matrix assemblage and 
time integration phases. It should be noted that the 
number of columns per block vary and hence optimum 
advantage is taken of the high speed storage available 
for solution. 
The solution of equations is obtained using the out· 
of-core linear equation solver COLSOL. This subroutin 
uses; in essence, Gauss elimination on the positive' 
definite symmetrical system of equations, but operates 
columnwise on the coefficient matrix [4]. The block 
operations performed during the solution process are 
shown in fig. 7. The same solution algorithm is used in 
all analysis types, i.e: in linear, nonlinear, static or 
dynamic analysis, and consists of the LDL T decompos 
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I Start: I • I I 
Read block I I 
! 
K • First coupling 
block of block I 
IF(K.EQ. II 
~ 
Read block K~ Reduce block I 
taking into account effect of 
block K onto block I. 
I K • K + I I 
IF (K.LT.I) 
Reduce block I by itself 
I I • I + I I NBLOCK = number of blocks 
I 
IF (i.LT .NBLOCK) ~ 
I END I 
• Note that (effective) stiffness matrix blocks are stored on a rand ... 
access u.,it~ 
Fig. 7. Block operations in LDLT factorization of (effective) 
stiffness matrix. 
trix), and the reduction and back-substitution of the 
(effective) load vector. For example, in linear static 
analysis, the equations are KU = R and the program 
calculates 






where Land D are a lower triangular and a diagonal 
matrix, respectively [4]_ 
S. The element library 
In the current version of program ADINA, general 
truss, beam, two and three-dimensional isoparametric 
(or subparametric) elements are available [4,8]. Cor-
responding to the nonlinearities' in the system, four 
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ISOTROPIC LINEAR ElASTIC 
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ISOTROPIC THERMO-EL'STIC 
CURVE DESCRIPTION NONLINEAR MOOEL 
fOR ANALYSIS Of GEOlOGICAL P1ATERIALS 
(INCLUOING TENSION CUT-Off AND 
!~~~~~~~~A~~~~~l.ne strain and 
•. CONCP.ETE HODEL (INClUDING CRACK INC; 
AND CRUSHING) 
f. ISOTHERMAL PLASTICITY MOOELS; 
YON MISES YIELD CONDITION (ISOTROPIC 
OR KINEMATIC HARDENING) OR DRUCKER-
PRAGER YIELD CONDITION 
9. THERHO-ELASTlC·PLASTlC and CREEP IIlIlELS 
YON MISES YIELD CONDITION (ISOTROPIC 
OR KINEMATIC HARDENING) 
h. ISOTROPIC NONLINEAR ElASTIC. IIICCM-
PRESSIBLE (HOONEY-RIYlIN MATERIAL) 
(pl.~e strf's! only) 















•• LINEA. ANALYSIS 
b. KU[RIAllY NONLINEAR ONLY 
c. UPDAT(D LAGRANGIAN 
d. TOTAL lAGMMGJAN 
AVAILAIII.E 
MATERIAL MODELS 
o. ISOTROPIC LINEAR ELASTiC 
b. OMTHOTROPIC LINEAR HASTIC 
c. ISOTROPIC THERM:)·[LA5TIC 
d. CURvE DESCRIPTION NONLINEAR ~O£l 
rOR ANAL ,SIS OF r.rOlOGI(Al MAT[RIAlS 
(INCLUDINC T(NSION CUT-orF AND 
TENS hlN RELEASE) 
e. CONCRETE HODEL (INCLUDING CRACkiNG 
AND CRUSHING) 
f. ISOTHERMAL PLASTICITY MODELS, 
VON MIS(S TIElO CONDITION (ISOTROPIC 
OR kiNEMATIC HARDENING) 
,. THERMO-ELASTlC·PLASTIC and CREEP HOOElS; 
YON MIS[S vlELD CONDITION (ISOTROPIC 
OR KINEMATIC HA!lOEhING) 
Fig. 10. Three-dimensional solid and thick shell element. 
(1) Linear elastic analysis. The displacement of the 
element are assumed to be negligibly small and the 
strains infinitesimal. The material is isotropic or ortho-
tropic linear elastic. 
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o. ISOTROPIC LINEA. ELASTIC 
b. ElASTIC-PLASTIC ('E.rEcn,-
PLASTIC OR ISOTROPIC STRAIN 
HARD£~JNG. RECTANGULAR AND 
PIPE SECTION) 
Fig. 11. Three-dimensional beam element. 
ments of the element are negligibly small, and the strai1 
are infinitesimal. The material stress-strain description 
is nonlinear. : 
(3) Total lagrangian formulation. The element may I 
experience large displacements and large strains. The i 
material stress-strain relationship is linear or nonlinear.1 
(4) Updated lagrangian formulation. The element . 
may experience large displacemerits and large strains. 
The material stress-strain description is linear or non. 
linear. 
The linear elastic analysis does not allow for any 
nonlinearities, whereas the materially nonlinear only 
analysis includes material nonlinearities, but no geome· 
tric nonlinearities [8]. The total lagrangian and up-
dated lagrangian formulations may include all non-
Iinearities, and which formulation should be employed 
depends essentially on the definition of the material 
model used, as described in the next section. 
In the following, the finite elements and material 
models currently available in ADINA are summarized. 
It should be noted that a particular element group 
must consist of finite elements of the same type, des-
cribed by one of the four element formulations above, 
and must use one material model only. Since aU four 
formulations and all material models have not been 
implemented for all element types, it is important to 
identify the nonlinear formulations and material 
models currently available in ADINA for a specific 
element type, as illustrated in figs. 8-11. 
5.1. Trnss element 
A variable-number-nodes three-dimensional truss 
element is available in ADINA. The element is assumed 
to have constant area, and may be used in linear elastic 
analysis, materially nonlinear and/or large displacement 
geometric nonlinear analysis. In the large displacement 
analysis the updated lagrangian formulation is used. 
The element can be employed with a linear elastic, 
nonlinear-elastic, thermoelastic, elastic-plastic, and 
thermo-elastic-plastic and creep material model [8]. 
5.2. Plane stress and plane strain element 
A variable-number-nodes isoparametric finite ele-
ment is available for two-dimensional plane stress and 
plane strain analysis. The element is assumed to lie in 
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have from 4 to 8 nodes, where anyone of the nodes 
5-8 can be omitted. A 3-node triangular element can 
be formed by having nodes 3 and 4 coincide. The 
variable-number-nodes option allows affective model-
ling from coarse to finer finite element meshes. 
The plane stress element can also be employed in 
the general three-dimensional X-y":,,Z space, i.e. the 
element need not lie in the Y -Z plane, but then it 
must be·a flat element (all nodes must lie in one 
plane). 
The plane stress and plane strain elements can be 
lIsed in all four formulations. The material models 
available are summarized in fig. 9. 
5.3. Axisymmetric shell or solid element 
The variable-number-nodes element described above 
is also available for axisymmetric two-dimensional 
analysis of shells or solids (with axisymmetric loading). 
5.4. Three-dimensional solid or thick shell element 
A general three-dimensional isoparametric element 
with a variable number of nodes from 8 to 21 can be 
used. The first 8 nodes are- the corner nodes of the 
element, nodes 9 to 20 correspond to midside nodes _ 
and node 21 is a center node. The element can be 
used for three-dimensional analysis of solids and thick 
shells. Trapezoidal and wedge elements can be formed 
by having nodes coincide. As for the two-dimensional 
elements, the possibility of choosing different element 
node configurations allows effective finite element 
modelling. 
The three-dimensional element can be used in all 
four formulations. The material models currently 
available for the three-dimensional element are sum-
marized in fig. 10. 
5.5. Three-dimensional beam element 
A three-dimensional beam element is available. The 
element is assumed to be prismatic and straight. A 
typical element is shown in fig. 11. The element can 
be used in linear elastic analysis, and in geometric and/ 
or material nonlinear analysis. In the linear elastic 
analysis the section properties of the beam element in 
the local beam axes r, s, t (see fig. 11) are directly input 
to the program, and therefore beams with arbitrary 
section properties can be modelled. On the other hand, 
in the geometric and material nonlinear analysis only 
a rectanguhir or pipe cross-section can be used. In the 
large displacement analysis the updated Lagrangian 
formulation is employed assuming small strain condi-
tions. 
6. The material models 
All material models available in ADINA are discussed 
in [8], and are only briefly summarized below. In addi-
tion to assigning a specific material model to an ele-
ment, the element can also be used in an 'element 
birth' or 'element death' option. In the-element birth 
option the element is not active until its time of birth, 
and in the element death option the element becomes 
inactive at its time of death. These options are useful 
in construction/excavation analysis, and are available 
for all elements. 
6.1. Truss element material models 
The truss element material behavior can be described 
by means of five models. 
(1) Linear elastic material. The material can be _ 
linear elastic defined by Young's modulus only. 
(2) Nonlinear elastic material. The nonlinear elastic 
material behavior is defined by specifying the stress as 
a piece-wise linear function of the current strain. Thus, 
the total stress and the tangent modulus are directly 
defined in terms of the total strain. 
(3) Thermo-elastic materiaL A thermo-elastic mate-
rial model can be employed in which the Young's 
modulus and the mean coefficient of thermal expansion 
vary as a function of temperature. 
(4) Elastic-plastic materiaL The nonlinear elastic-
plastic material model is defined by means of the initial 
Young's modulus, the yield stress and the strain hard-
ening modulus. Isotropic or kinematic strain hardening 
can be assumed. 
(5) Thermo-elastic-plastic-creep model. A thermo-
elastic-plastic and creep model can be employed. This 
model is an extension of the elastic-plastic model to 
include creep and thermal strains. The plasticity can 
be described using linear isotropic or kinematic hard-
ening conditions. The creep strain accumulation in 
cyclic loading conditions is taken into account using 
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6.2. Two-dimensional element material models 
The stress-strain relationship of the two-dimen-
sional elements can be described by various linear and 
nonlinear material models. In the d~finition of a mate-
rial model it may have been assumed that a specific 
nonlinear formulation is used. The application of the 
different material models is discussed in [8], where 
the assumptions used are pointed out. Table 3 sum-
marizes all material models that can be used with the 
two-dimensional continuum elements and shows the 
overlays and subroutines employed. 
(1) Isotropic and orthotropic linear elastic material 
The stress-strain relationships are defined by means 
of the constant Young's moduli and Poisson's ratio. 
In orthotropic analysis different axes of orthotropy 
can be used for each element. 
(2) Isotropic thermo-elastic model An isotropic 
thermo-elastic model can be employed in which the 
Young's modulus, Poisson's ratio and the mean coeffi-
cient of thermal expansion vary as a function of tem-
perature. 
(3) Curve description model The curve description 
model is available for the analysis· of geological mate-
rials. In the model, the instantaneous bulk and shear 
moduli are defined by piece-wise 1inear functions of 
Table 3 
two-dimensional material models 
Model number Material . 
1 isotropic linear elastic 
2 orthotropic l near elastic 
3 isotropic thermo-elastic 




the current volumetric strain. An explicit yield condi. 
. tion is not used, and whether the material is loading 
or unloading is defined by the history of the volume· 
tric strain only. 
In the analysis of some problems, tensile stresses 
due to applied loading cannot exceed the in-situ gravity 
pressure. In such conditions the model can be used to 
simulate either tension cut-off (yielding) or tensile 
failure (cracking). In the option of tension cut-off the 
material assumes reduced stiffness in the direction of 
a tensile stress which exceeds the gravity pressure in 
magnitude. In the option of tensile failure, the stiff-' 
ness is reduced in the same way, but in addition the 
tensile stress (being equal to the gravity pressure) is 
released, i.e. a failure surface is formed perpendicular 
to the direction of the tensile st ress that exceeds the 
gravity in-situ pressure. 
(4) Concrete model. A model to describe the non· 
linear stress-strain relation, stress-induced orthotropy, 
tensile failure, compression crushing and post-failure 
behavior of concrete including strain softening is avail-
able [8,14]. 
(5) Isothermal elastic-plastic material models. Iso-
thermal elastic-plastic analysis using a plastic potential 
function can be carried out. The plasticity relations 





















8 isothermal elastic-plastic (isotropic hardening) (3,5) ELT2D8 
900 
800 
800 9 isothermal elastic-plastic (kinematic (3,5) ELT2D8 
hardening) 
10 thermo-elastic-plastic and creep (isotropic (3,6) EL2DIO 2200 
hardening) 
11 thermo-elastic-plastic and creep (kinematic (3,6) EL2DI0 2200 
hardening) 
12 (empty) (3,7) EL2DI2 
13 Mooney - Rivlin (3,8) EL2DI3 300 
14 user-supplied (3,9) 'EL2DI4 
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aild the Drucker-Prager yield condition. Both yield 
criteria to describe material behavior have been em-
ployed extensively in practice [21,22]. Using the von 
Mises yield criterion, linear isotropic hardening or 
kinematic hardening can be assumed. In analyses using 
the Drucker-Prager yield condition, the material is 
assumed to be elastic-perfectly plastic. 
(6) 17zermo-elastic-plastic and creep model. Thermo-
elastic-plastic and creep analysis using a plastic potential 
can be carried out [15]. The material model is an 
extension of the isothermal elastic-plastic model to 
include creep and thermal strains. The plasticity can 
be described using linear isotropic or kinematic hard-
ening conditions. Creep strain accumulation in cyclic 
loading conditions is taken into account using auxiliary 
strain hardening rules_ 
(7) Moolley-Rivlin material model A hyperelastic, 
incompressible material model is available for the 
analysis of rubber-like materials [23]. The stress-
strain relationship is defined using the Mooney-Rivlin 
material constants. In ADINA the model can only be' 
used in plane stress analysis. 
6.3. Three-dimensional element material models 
All two-dimensional material models except for the 
Mooney-Rivlin and Drucker-Prager material models 
are also available for the three-dimensional clements. 
Table 4 
Three-dimensional material models 
Model number Material 
1 isotropic linear elastic 
2 orthotropic linear elastic 
3 isotropic thermo-elastic 




Table 4 summarizes the material models that can be 
used with the three-dimensional continuum elements 
and shows the overlays and subroutines employed. 
6.4. Beam elemellt material models 
The beam element material behavior can be described 
by means of two models. 
(1) Linear elastic material. The material can be 
linear elastic defined by Young's modulus and Poisson's 
ratio. 
(2) Elastic-plastic isothermal material. The material 
can be elastic-plastic, described using the von Mises 
yield criterion with linear isotropic hardening or per-
fectly plastiC conditions. 
7. Eigensystem solution 
The calculation of frequencies and mode shapes is 
important at various instances. For the estimation of 
resonance conditions the frequencies of the system 
must be evaluated. In dynamic analysis it is necessary 
to select a suitable time step t:.t. The time increment 
must be small enough for solution accuracy, but for a 
cost effective solution it should not be unnecessarily 
small. In order to estit.1ate an appropriate time step, 
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quencies of the system [4.12]. For these purposes an 
eigensolution routine has been incorporated into 
ADINA. 
The algorithm considers the solution of the gener-
alized eigenproblem 
°Kq,= w 2 M«I». (8) 
where oK is the tangent stiffness matrix at time O. M 
is the mass matrix of the system. and wand $ are a 
free vibration frequency and mode shape vector. res-
pectively. The mass matrix can be diagonal (lumped 
mass assumption) or banded (consistent mass assump-
tion). and the stiffness matrix oK is assumed to be at 
least positive semidefinite. The complete solution to 
eq. (8) can be written as 
°K«I»= Mcpn2 • (9) 
where CJ) is a matrix with its columns equal to the 
mass-orthonormalized eigenvectors and n2 is a diag-
onal matrix of the corresponding eigenvalues. i.e. 
«1»= [$1$2 • ...• $n]; n2 = diag(wf). (10) 
The solution algorithm used in ADINA is the deter-
minant search method presented in [4.13]. Basically. 
the algorithm combines triangular factorization and 
vector inverse iteration in an optimum .manner to cal-
culate the required eigenvalues and eigenvectors; these 
are obtained in sequence starting from the least domi-
nant eigenpair (w~ .$1), where it may be noted that 
the lowest eigenvalues may be zero. i.e. the algorithm 
can also be used to calculate the rigid body modes. An 
efficient accelerated secant iteration procedure. which 
operates on the characteristic polynomial 
(1 I) 
is used to obtain a shift near the next unknown '!igen-
value. The eigenvalue separation theorem (Stu, n 
sequence property) is employed in this iteration. Each 
determinant evaluation requires a triangular factoriza-
tion of the matrix K - w 2 M. Once a shift near the 
unknown eigenvalue has been obtained. inverse itera-
tion is used to calculate the eigenvector and the eigen-
value is calculated accurately by adding the Rayleigh 
quotient correction to the shift value. 
The eigensolution can be carried out for in-core 
and out-of-core systems. However. the determinant 
search algorithm is most effective for the in-core solu-
tion of small-banded systems and it should be realized 
that the analysis cost can increase considerably in out. 
of-core solution because of the necessary low speed 
storage reading and writing. 
8. Analysis restart 
In non linear analysis it is frequently the case that 
the response of a structure has been calculated for 
some time (load) steps and that on interpretation of 
the results it is decided to analyze the structure for 
more time (load) steps. Also. changes in the solution 
strategy with respect to the time step size. equilibrium 
iteration and stiffness reformation may be required at 
an intermediate stage (often after a convergence failure). 
If either possibility is a ticipated. the program can be 
used to restart at preselected time steps. 
9. Data checking, pre- and post-processing 
In the analysis of large structural systems it is im-
portant to be able to check the data read and generated 
by the program. For this purpose an option is given in 
which the program simply reads. generates. and prints 
all data. It can also be requested that the program read 
the nodal point and el1:ment data from a tape created 
by a pre-processor. Also. the program can store all 
input data as well as nodal response and/or element 
stress outputs on tapes. so that plotting and evaluation 
of the data and output using post-processors is possible 
[17]. 
10. Installation of ADINA on different computers 
The computer program ADINA has been written 
using standard FORTRAN IV. and has been developed 
to be run directly on IBM. CDC. and UNIVAC equip-
ment. The control cards to generate the overlay struc-
tur~ for these machines. and appropriate single or 
double precision arithmetic. are in the program in the 
form of comment cards. Different comment cards 
must be activated depending on which specific machine 
is used. 
The solution arrays are stored in BLANK COMMON 
and the total storage required must be less than or 
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in the main program ADINA, dimensions the blank 
common storage. Hence, by using a different value for 
MTOT the size of the program can be reduced or 
increased. For the individual solution arrays the appro-
priate high speed storage for single or double precision 
arithmetic is allocated using the variable ITWO, which 
is also initialized in the main program ADINA, and set 
equal to '1' and '2' in single and double precision 
arithmetic, respectively. 
In the implementation of ADINA it need be realized 
that two of the read/write units used by the program, 
namely units 2 and 10, are random access devices (see 
table 2). 
Since ADINA can be run directly on IBM, CDC, 
and UNIVAC machines, it is anticipated that the 
program can also be installed with relative ease on 
other equipment. 
11. Sample analyses 
The program ADINA has been applied to the solu-
tion of various types of problems during the program 
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Fig. 12. Finite element mesh of thick-walled cylinder. 
developmental and verification phase [5,8], and by 
the users of the program [17]. In this section we 
present the analysis results to some problems in order 
to give some indication of the applicability of the 
program. In addition to the problem solutions presented 
here and documented in [5,8,17] the program could, 
of course, also be employed for the analysis of the 
problems considered in [6]. 
11.1. Thermo-elastic-plastic static analysis of a thick-
walled cylinder 
The thick-walled cylinder shown in fig. 12 was sub-
jected to varying internal pressure and temperature. 
Plane strain conditions were assumed and the cylinder 
was modelled using four 8-node axisymmetric elements. 
The material of the cylinder was assumed to be 
elastic-perfectly plastic and obey the von Mises yield 
condition. Since displacements and strains are small, 
the analysis was carried out for material nonlinearities 
only. 
In the first analysis the temperature was held con-
stant at 70°C and the pressure was increased to the 
point of collapse. Fig. 13 shows the radial displacement 
response of the cylinder as a function of internal pres-
sure and fig. 14 gives the stress distribution through the 
wall at a given value of pressure. Excellent agreement 
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Fig. 14. Elastic-plastic stress distribution through thickness of thick-walled cylinder at p = 12.5 Ib/in.2• 
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In the second analysis both the cylinder pressure 
and temperature were varied, as shown in fig. 15, where 
also the radial displacement response is given. Fig. 16 
shows the residual stress distribution through the wall 
at time t = 10, i.e. when th~ pressure was reduced tQ 
zero. 
I'FI 
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The wave propagation produced by a suddenly 
applied strip load to an infinite elastic half space was 
analyzed. Fig. 17 depicts the finite element idealiza-
tion employed for the analysis and the loading applied. 
Fig. 18 shows the stress response at point A (indi-
cated in fig. 17) calculated using ADINA and an analy. 
tical solution [25]. The analysis was performed using 
lumped and consistent mass approximations and for 
the time integration the central difference method 
and Newmark method were used. It is seen that with 
this finite element mesh and time step selection accurate 
results have been obtained. 
11.3. Large deflection analysis of a simply supported 
plate 
Fig. IS. Load, temperature history. elastic-plastic displacement 
response of thick-walled cylinder. 
The simply supported plate subjected to a uniformly 
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Fig. 16. Residual stress distribution through thickness of thick-walled cylinder. 
its large deflection response. Nine 16-node three-dimen-
sional elements were used to model one-quarter of the 
plate. The element stiffness matrices were calculated 
using the standard 2 X 2 X 2 Gauss integration [4], 
and the totallagrangia": formulation was employed. 
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Fig. 17. Finite element idealization of infinite elastic half· 
space. 
Fig. 19 shows the displacement response predicted 
by ADINA when 8 steps were used to reach the total 
applied load. The ADINA results are compared with 
the response calculated by Levy [26]. In addition, 
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Fig. 19. Center deflection of a simply supported square plate. 
when the plate is subjected to a concentrated load at 
its center. In this case two different load increment 
sizes were used. It is noted that the deflections pre-
dicted in the 8 steps differ by only a small amount 
from the deflections calculated with 26 increments. 
11.4. Static and dynamic analysis of a reinforced con-
crete beam 
The simply supported reinforced concrete beam 
subjected to two symmetric concentrated loads, as 
shown in fig. 20, was analyzed using ten 6-node con-
crete, plane stress elements and ten steel truss elements. 
The material properties of the concrete were idealized 
using the concrete model with the parameters given in 
fig. 20. Materially nonlinear only response was assumed, 
i.e. large displacement effects were neglected. 
The nonlinear static response of the structure with 
different amounts of reinforcement was analyzed. Fig. 
21 gives the calculated transverse displacements at the 
midspan of the beam, for Ast = 0.62 and 2.00 in2 • The 
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Fig. 20. Analysis of a simply supported reinfon.:ed concrete 
beam. 
loading scheme used is also shown in this figure. The 
results of analysis for Ast = 0.62 in2 are compared with 
the response predicted by Sui dan and Schnob rich [271 
who assumed a linear stress-strain relationship for the 
concrete, with the constant Young's modulus equal to 
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Fig. 22. Zones of tensile failure for the simply supported 
beam. 
Eo of this analysis, and modeled the steel reinforce-
ment as a smeared stiffness added to the concrete. 
The depths of tensile failure across the beam thickness 
at the constant moment section for the two different 
reinforcements are shown in fig. 22. For comparison 
the analytical results for the penetration of tensile 
failure obtained by Krahl et al. [28) are also shown. 
The beam was also analyzed for its dynamic res-
ponse when subjected instantaneously to the con-
centrated loads. A lumped mass matrix was used in the 
analysis. The displacement response predicted by 
ADINA is shown in fig. 23. 
. NONLINEAR SOLUTION 
11.5. Analysis of a pipe whip problem 
The cantilever pipe shown in fig. 24 was analyzed 
for its dynamic response. The pipe was subjected to a 
step loading at its free end and had a stop with a gap. 
Six beam elements with a pipe section were employed 
to model the pipe and a nonlinear elastic truss element 
was used to model the gap element. The structural 
model and loading represent a pipe whip problem. 
In this analysis small displacements and elastic-
perfectly plastic material conditions have been assumed. 
Fig. 24 shows the beam tip deflection as a function ~f 
time as predicted by ADINA [16). The analysis results 
using the beam model are also compared with the 
response predicted when six 8-node isoparametric 
elements are employed to model the pipe [29). 
11.6. Ultimate load analysis of a plate with edge crack 
The plate containing an edge crack shown in fig. 25 
was analyzed for its ultimate load behavior when sub-
jected to uniform displacement boundary conditions. 
Fig. 26 shows the finite element mesh used in this 
analysis and the displacement boundary conditions 
imposed. The material was assumed to be elastic-per-
fectly plastic, and 2 X 2 Gauss numerical integration 
was employed. 
In the first analysis all crack .tip elements (see fig. 
26) were joined at a single crack tip node. The cal-
en 
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Fig. 26. Finite element mesh used for ultimate load analysis 
of plate with edge crack. 
culated displacement response, as a function of the 
applied stress, is shown in fig. 25, where the results 
are also compared with the theoretical limit load [30]. 
It is seen that although the crack tip was constrained 
against opening and a relatively ·coarse finite element 
mesh was used, the theoretical limit load is predicted 
with an error ofless than 10%. 
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Fig. 27. Finite element mesh of cantilever beam. 
the crack tip were allocated individual degrees of free-
dom, so that the crack could open. Fig. 25 shows that 
with this finite element n:odel the theoretical limit 
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11.7. Creep analysis of a cantilever beam 
The cantilever beam shown in fig. 27 was subjected 
to a bending moment applied at the tip. Plane stress 
conditions were assumed and the b((am was modeled 
using eight plane stress elements. Since displacements 
and strains are small, the analysis was carried out for 
ma terial nonlinearities only. By restraining the Y -dis-
placements at the neutral axis only the portion of the 
beam above the neutral axis was included in the finite 
element model. 
The material of the beam was assumed to obey the 
uniaxial creep law 
t €c = 6.4 X 10-18 a3. I 5 t(in./in.} • 
Fig. 28 shows the transient bending stress distribu-
tion through the beam thickness. The results approach 









Fig. 29. Finite elemenl mesh of pinched cylindrical shell. 
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11.8. Three-dimensional static analysis of a thin shell 
The thin cylindrical shell shown in fig. 29 was 
analyzed for its static response. The cylinder is freely 




III 0.02 ... 
0 
II: ... 




0 SOLUTION i= 
u ... 















0.01 0.02 0.03 
located and diametrically opposed concentrated forces. 
Using the double symmetry of the structure and the 
loading, only one-eighth of the cylinder was analyzed. 
The boundary conditions used in the finite element 
model are shown in fig. 29. Twenty-five 16-node three-
dimensional isoparametric elements were used, and for 
the stiffness matrix calculation two-point Gauss integra-
tion both along the shell surface and across its thick-
ness was employed. The ADINA solution for displace-
ments and stresses at various locations on the shell is 
shown and compared with an analytical solution in 
figs. 30 and 31 [32). 
11,9. Thermally induced vibratiolls of a 'simply supported 
beam 
The simply su'pported rectangular beam shown in 
fig. 32 was subjected to a step heat input along its top 
surface. Using the analytical solution for the one-dimen-
sional transient temperature distribution given by Boley 
and Weiner [33), the dynamic response of the beam 
was analyzed. No mechanical loads were applied. The 
beam was modelled using 40, 8-node, plane stress ele-
ments. Displacements and strains were considered to 
be small (Le. no geometric nonlinearities), and a lumped 
mass matrix was used. 
-- ADINA 
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Fig. 33 shows the neutral axis vertical deflection at 
the center of the beam. It is interesting to note that the 
dynamic solution oscillates about the static solution. 
The static solution was obtained by considering the 
same heat input, but neglecting the effect of inertia. 
Excellent agreement in both cases w~s obtained with 
the beam theory solution of Boley and Weiner [33J. 
11.10. Large displacement analysis of cantilever beam 
The large displacement elastic response of a canti-
lever beam subjected to a linearly increasing concen-
trated end moment was predicted using beam elements 
to model the beam. Fig. 34 shows the cantilever beam 
and the calculated response using ADINA. The pre-
dicted displacement response is compared with an 
analytical solution [34J, and it is seen that up to a 
rotation of about if> = 900 the analysis results are close 
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12. Conclusions 
The development of general computational capat 
i1ities for linear and nonlinear analysis is an exciting: 
and formidable challenge, because research and devE 
opment is required in a number of interrelated areas, 
The proper formulation of the linear or nonlinear pr 
lem and its idealization to a representative fmite ele· ," 
ment system represents one area of activity. The de." 
opment of increasingly more effective procedures fOI 
the solution of the equilibrium equations in space an, 
time requires additional research. The stable and em 
cient implementation of the formulations and soluti~ 
procedures on the computer is the last phase of the 
development and constitutes another important requl 
rement. 
Our objective in this paper was to present the cur· 
rent c~pabilities of the computer program ADINA, an 
thus summarize our recent developments in computa " 
tional capabilities for linear and nonlinear analysis 0 1, 
structures and 'continua. The program can be emplo) 5\ 
effectively for the analysis of a number of problems. 
However, conSidering the complete area of desired 
nonlinear analysis of structures and continua, in gene n' : 
only limited computational capabilities are available 
at present [I 7,35]; in some cases the solutions are st {Ii 
prohibitively expensive, and in other cases an analysi Z 
is simply not possible as yet. To enhance the use of 
nonli~ear analysis, improved formulations, numerical 
methods and computing techniques need be developed 
However, it must also be recognized that the effective' 
use of the techniques available in the computer progra,~ 
is a difficult task, and must be supported through 
education and extensive interaction between the pro· 
gram users and developers. 
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STABILITY AND ACCURACY ANALYSIS OF DIRECT 
INTEGRATION METHODS 
K. 1. BATHE* AND E. L. wn.sONt 
Department 0/ Civil Engineering, University 0/ California, Berkeley, U.S.A. 
SUMMARY 
A systematic procedure is presented for the stability and accuracy analysis of direct integration methods in struc-
tural dynamics. Amplitude decay and period elongation are used as the basic parameters in order to compare 
various integration methods. The specific methods studied are the Newmark generalized acceleration scheme, the 
Houbolt method and the Wilson 8-method. The advantages of each of these methods are discussed. In addition, 
it is shown how the direct integration of the equations of motion is related to the mode superposition analysis. 
INTRODUCTION 
Many integration methods are currently used for the direct integration of the equations of motion of lumped 
parameter structural systems. l -5 Some investigators have concluded that a particular method is superior for 
a certain type of problem. However, a procedure is lacking which can be used to compare the merits of these 
methods in practical application for complex structural systems. 
The stability of time integration methods can be proven by invoking one of the established theorems.6•7 
Also, various methods have been compared by studying a single degree-of-freedom system.7 However, since 
accuracy is not required in all modes of a complex structure this is not an adequate basis for comparison. In 
fact, the participation of all modes in the solution is not desirable in most dynamic problems. 
The objective of this paper is to present a systematic and fundamental procedure for the stability and 
accuracy analysis of direct integration schemes and to apply the technique to the Newmark, the Houbolt and 
the Wilson 8-method. The 8-method is optimized with respect to stability and accuracy. The integration 
methods are compared and the relationship between integration and mode superposition analysis is discussed. 
Based on the results of the analysis, guidelines can be established to select an appropriate time step for a 
given problem. 
Further research is required to develop better integration operators for linear and, in particular, non-linear 
problems. The direct procedure of stability and accuracy analysis presented in this paper can be very effective 
in this research. However, it should be recognized that the efficiency of an integration algorithm also depends 
on other factors-for example, the number of numerical operations required for solution-which are not 
discussed here. 
PROBLEM DEFINITION 
In the dynamic response analysis of an n-degree of freedom structural system we are concerned with the 
solution of the equation 
Mii+Cu+Ku = R (1) 
where M, C and K are the mass, stiffness and damping matrices, all of order n; the vectors u and R store the 
displacements and forces, respectively, and a dot denotes a time derivative.s This equation arises, in particular, 
in the finite element analysis of continuous systems.9 In this paper we assume that the system is linear, in 
which case the elements in M, C and K are constant. 
• Assistant Research Engineer. 
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284 K. J. BATHE AND E. L. WILSON 
Mode superposition analysis 
If the damping is assumed to be of a restricted form,IO the quadratic eigenvalue problem is avoided and the 
solution to equation (1) can be obtained by conventional mode superposition. In this analysis we consider 
first free vibration conditions with damping neglected 
Mii+Ku = 0 
Substituting u = <P sin wt, we obtain the generalized eigenvalue problem 
Kcp = w2 M<p 





where the columns in ware the M-orthonormalized eigenvectors (free vibration modes) <PI'" CPn and Q2 is 
a diagonal matrix listing the eigenvalues (free vibration frequencies squared) w~ ... w;. 
The next step is to write the equations of dynamic equilibrium in the basis of eigenvectors; using u = wX 
we obtain 
(5) 
where ll. = diag(2wi ti) and ti is the damping ratio in the i'th mode of vibration. Equation (5) consists of 
n uncoupled equations which can be solved 'exactly' using the Duhamel integral. Alternatively we may use 
numerical integration. Because the periods of vibration 1i, i = 1, ... ,n, where 1i = 21T/wi' are known we can 
choose in the step-by-step integration of each equation a time step t!:.t which assures a required level of 
accuracy. 
The most time consuming phase of the analysis is the solution of the eigenvalue problem. If the order of 
the matrices is large, the computer time required to solve all eigenvalues and vectors can be enormous. 
However, it may be sufficiently accurate to include in the analysis only the lowest eigenvalues and associated 
vectors because the higher modes do not participate in the response. Also, in comparison to the continuous 
problem the highest modes of the discrete element system should be expected to be in error, so that there 
may be little justification to include them in the analysis. 
Direct step-by-step integration 
An alternative procedure to obtain the solution to equation (1) is by direct integration.s In this case the 
step-by-step integration is performed directly on equation (1) without first representing the equilibrium 
relations in the basis of eigenvectors. Whereas in the solution of the uncoupled equations a different time 
step can be chosen for each equation to insure integration accuracy, in the direct integration one time step 
is used and the response in all modes is integrated simultaneously. This is equivalent to choosing a common 
time step t!:.t in the integration of all n uncoupled equations. Accuracy in this integration can be obtained 
only in the evaluation of those response components for which t!:.t is a small fraction of the period. The other 
modal response components will not be evaluated accurately, but the errors will be unimportant if the 
amplitudes are small; however, we need integration stability for all modes. This means that the initial con-
ditions for the equations with a large value t::.t/1i must not be amplified artificially and thus make the accurate 
integration of the response in the lower modes worthless. Stability also means that any errors in the displace-
ments, velocities and accelerations at time t which may be due to round-off do not grow in the integration. 
Naturally, stability is assured if the time step is small enough to integrate accurately the response in the 
highest frequency component. But this may require a very small timestep and, as has been pointed out, the 
accurate integration of this response is usually not necessary. 
DIRECT INTEGRATION SCHEMES 
Because the direct integration of equation (1) is equivalent to the integration of equation (5) with a common 
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as 
(6) 
This is the equation governing motion of a single degree of freedom system with free vibration period T, 
damping ratio g and applied load r. 
In the step-by-step solutions considered here an approximation operator and a load operator are used 
which relate explicitly the unknown required variables at time t+~t to previously calculated quantities. 
The Wilson 8-method 
Let the acceleration, velocity and displacement at time t, i.e. XI> X, and x" where the subscript denotes 
time t, be known quantities. For solution of x,+~t, xt+~, and xt+~t we assume that the acceleration varies 
linearly during the time interval 8~t, where 8 ~ 1. The parameter 8 shall be chosen to obtain accuracy and 
stability in the integration. When 8 = 1 we have the linear acceleration method which is known to be only 
conditionally stable. In Wilson's averaging method 8 equals 2 and the integration is unconditionally stable. 
However, without losing unconditional stability, 8 can be selected to obtain a scheme which has less 
integration error. 




At time t+~t we have 
. . (.. ..)~t 
xt+~t = Xt + Xt+~t + Xt 2" (10) 
(11) 
Equation (6) shall be satisfied at time t+ (}~t, which gives 
(12) 
Using equations (7)-(9) at time T = (}~t to substitute into equation (12) an equation is obtained with xt+~t 
as the only unknown. Solving for Xt+~t and substituting into equations (10) and (11) the following relationship 
is established 
(13) 
where A is the approximation operator and L is the load operator; both are given in Table 1. This recurrence 
relation can be used to study the stability and accuracy of the integration scheme, where we note that the 
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Table I. Approximation and load operator of the Wilson method 
(1_~:2_~_K8) 1 -(-~8-2K) 
At 
A= At(I_.l_~82 _ K8) 28 6 2 (1_~8_/C) 
At2(!_.l_~82 _ K8) 
2 68 18 6 
( ~8 K) At 1-6'-'3 
where 
(8 g82 83rl 
~ = w2Atl + wAt+6" ; 
The Newmark generalized acceleration method 






/C = g~ 
wAt 









The parameters 8 and ex can be chosen to obtain integration stability and accuracy. When 8 = t and ex = i 
we have the equations of the linear acceleration method. Newmark proposed as an unconditionally stable 
scheme the constant average acceleration method, in which case 8 = t and ex = t. 
Table II gives the approximation operator and the load operator of the Newmark method, which are 
obtained using equations (15) and (16) together with equation (12) when () = 1. Note the close relationship 
between this approximation operator and the operator of Wilson's method. 
A= 
where 
Table II. Approximation and load operator of the Newmark method 
1 1 
[-(i-ex) ~-2(1- 0) K] A/ -~-2/C) Atl (-~) 
1 
At[I-0-(!-ex)0~-2(1-0)oK] (1-~0-20/C) A/-~o) L= 
Atla - ex - (! - ex) ex~ - 2(1- 0) ex/C] At(1- ex~ - 2exK) (1- ex~) 
K = g~ 
wAr 
The H oubolt method 
In the Houbolt integration scheme two backward difference formulae are used for the acceleration and 
velocity at time t + 6.t, namely 
(17) 
Xt+AI = 6~t(llxl+AI-18XI+9Xt_AI-2x1_2AJ (18) 
Substituting equations (17) and (18) into equation (12) when () = 1, we can establish the relation 
[ 
X/+At ] [XI] x, = A X,-At + Lrt+AI 
X,_A, X,- 2At 
(19) 
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To calculate the displacements and velocities at times between the discrete time points, we may use in 
the Wilson method equations (8) and (9) and in the Newmark method equations (15) and (16) with t1t being 
where 




La ~ta + ;K) ] . = [!a ] 
. 0 ,L 0 
o 0 
replaced by the increment in time 7', i.e. 0 ~ 7' ~ t1t. In the Houbolt method an interpolating polynomial of 
order three which fits the displacements at the four discrete time points in equation (19) was used. 
STABILITY 
Consider equation (14) with r equal to zero. An integration method is unconditionally stable if the solution 
for any initial conditions does not grow without bound for any time step t1t, in particular when t1t/T is large. 
We should note then, that any error in the displacements, velocities and accelerations at time t, for example 
due to round-off in the computer, does not grow. The method is only conditionally stable if the same only 
holds provided t1t/T is smaller than a certain number. In discrete element analysis of continuous systems we 
may have very high (infinite) frequencies,ll and an unconditionally stable scheme is needed. 
To investigate the stability of a method we realize that A = p-1 JP and therefore in equation (14) 
A" = P-IJ"P (10) 
where P is the matrix of eigenvectors and J is the Jordan form of A with the eigenvalues 1\ of A on its 
diagonal.12 Let p(A) be the spectral radius of A, defined as 
p(A) = max I \ I, i = 1, 2, 3 (21) 
then In is bounded for n-+oo if and only if p(A) ~ 1. This is the stability criterion. Furthermore, In-+o if 
p(A) < 1 and the smaller p(A) the more rapid is the convergence. 
Before the eigenvalues of A are calculated it can be convenient to apply a similarity transformation 
D-1 AD, where D is a diagonal matrix with dii = t1ti. As we would expect the spectral radii of the approxi-
mation operators therefore depend on t1t/T, ~, 8, ex and S but are independent of t1t. 
The unconditional stability of the Newmark and the Houbolt method was discussed in References 1, 4 
and 7. 
Consider the stability of the Wilson operator. Figure 1 shows p(A) as a function of 8 for different values of 
t1t/T and ~. We note that the curves for t1t/T = 0 and t1t/T = 00 are independent of ~, and that the method 
is unconditionally stable, i.e. p(A}~ 1 for any t1t/T ratio, provided 8~ 1·37. For 8 < 1·37. Where the method 
is only conditionally stable, the stability limit depends on the physical damping in the system. 
There are therefore many different operators which can be used in a practical analysis. In the discussion 
to follow we consider the Houbolt method and two typical operators each of the Newmark and the Wilson 
method. In the Newmark method we let S = t with ex = i and S = H with ex = 130' In the Wilson method we 
consider the cases 8 = 1·4 and 8 = 2·0. The spectral radii of the corresponding operators as a function of 
t1t/T are shown in Figure 2, where the unconditional stability of these integration schemes can be noted. 
INTEGRATION ACCURACY 
The accuracy of a numerical integration depends, in general, on the loading, the physical parameters of 
the system and the time step size. T'o obtain an idea of the integration accuracy using the five schemes men-
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conditions and no loading: 
(1) Xo = 1·0, .to = 0·0 and Xo = _w2 for which the exact solution is x = coswt; 
(2) Xo = 0'0, .to = wand Xo = 0·0 for which the exact solution is x = sinwt. 
In the Wilson and Newmark methods, equation (14) can be used directly with these initial conditions. In 
the Houbolt scheme the exact displacement values for x~ and X2~t have been used. 
The solutions show that the errors in the numerical integration can be measured in terms of period elonga-
tion and amplitude decay. Figures 3-6 show the percentage period elongations and amplitude decays 
.in the integration schemes as a function of atlT. In general, the integration is accurate when atlT is smaller 
than about 0'01, but as atlT increases the numerical integration results in large period elongations and 
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0.18 
elongations. A small negligible variation of the amplitude results from using equations (15) and (16) to find 
the maximum displacement at times between the discrete time points. Note the improvement in the accuracy 
of the Wilson method if (J = 1·4 is used. 
From the discussion in the previous section the amplitude decay in an integration is directly related to 
the spectral radius p(A) of the approximation operator. Figure 2 shows that for the Newmark method with 
c3 = t and ex = t the spectral radius is unity for any value tit/T, but that for the other integration schemes 
p(A) is smaller than unity for tit/T larger than about 0·01. 
Consider now the simultaneous integration of all rows in equation (5), i.e. the direct integration of equation 
(1). We may choose a time step to obtain accuracy in the low mode response~ in which we are interested. 
The question is then, what results are obtained with the same time step in the integration of the response in 
the higher modes. For illustration, assume that using Wilson's method with (J = 1·4 a time step is selected 
which gives tit/Ii = 0·01, where Tl is the fundamental period of the system. Let the initial conditions in 
each mode be those given in (1) above and let the integration be performed over 100 time steps. Figure 7 
indicates the response in the higher modes. We observe that the amplitude decay caused by the numerical 
integration errors effectively 'filters' the high mode response out of the solution. The same effect is observed 
using the other integration schemes except when Newmark's method with c3 = t and ex = t is used. In this 
case the response in the high frequency components is retained in the solution with large errors in the periods. 
The effective filtering of the high frequency response from the solution appears to be beneficial. Integration 
accuracy cannot be obtained in the response of the modes for which tit/T is large. But the filtering process 
allows one to obtain, with a relatively large time step, a total system solution in which the low mode response 
is accurately observed. Naturally, in this integration a scheme should be used which has minimum integration 
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Figure 7. Displacement response in 100 time steps (Wilson method, 8 = 1·4) 
DIRECf INTEGRATION VERSUS MODE SUPERPOSITION 
AD 
The observations made in the previous section may be used to draw an instructive comparison between a 
mode superposition analysis and the direct integration of equation (1) using an integration scheme in which 
the high frequency response is filtered out of the solution. As discussed, the direct integration is equivalent 
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equations in equation (5) are integrated with a common time step t1t. The integration is accurate for those 
modes for which t1t/T is small, but the response in the modes for which t1t/T is large is eliminated by the 
artificial damping. Therefore, the direct integration is quite equivalent to a mode superposition analysis in 
which only the lowest modes of the system are considered. The exact number of modes effectively included 
in the analysis depends on the time step t1t and the distribution of the periods. Clearly, the direct integration 
is most efficient when all important periods of the system are clustered together. In this case a time step which 
is chosen using the smallest of those periods is not unnecessarily small with respect to the largest period. 
The comparison of the direct integration with mode superposition analysis also indicates on which basis 
the time step size should be chosen. The most important modes are those for which r in equation (6) is non-
zero. Thus;the load distribution and frequency content of the loading largely determine which modes need 
to be integrated accurately and hence what size of time step should be used. In practice, the mode shapes and 
frequencies of the system are not known, and it is best to select a time step increment which will accurately 
represent all of the frequency content of the load. 
CONCLUSIONS 
A systematic and fundamental procedure for the stability and accuracy analysis of direct integration methods 
has been presented. The procedure was applied to the Newmark generalized acceleration method, the Houbolt 
method and the Wilson O-method, which was optimized for integration accuracy. It is concluded that all 
of these methods will yield accurate results for certain types of problems. In addition, the relationship between 
direct integration and mode superposition was discussed. Both methods of analysis can be used to truncate 
the frequency domain. 
It should be emphasized that the discussion of direct integration methods presented here has been limited 
to linear problems. Additional difficulties arise with the stability and accuracy of numerical methods applied 
to non-linear systems, and further research is needed concerning such cases. It is believed that the approach 
to stability and accuracy analysis described in this paper would be of value in these investigations. 
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ON EFFECTIVE IMPLICIT TIME INTEGRATION IN ANALYSIS OF 
FLUID-STRUCTURE PROBLEMS 
KLAUS-J"URGEN BATHEt AND VIJAY SONNAD:j: 
Department of Mechanical Engineering, Massachusetts Institute of Technology, Cambridge, Massachusetts, U.S.A. 
INTRODUCTION 
During recent years a considerable amount of research effort has been spent on the analysis of 
fluid-structure systems. An important feature of these analyses is in many cases the use of 
implicit-explicit time integration of the dynamic response: 1•2 the response of the fluid is 
integrated using an explicit method (central difference technique) and the response of the 
structure is integrated with an implicit technique (e.g. the Newmark method). The principal 
advantage of such time integration of the dynamic response is that no stiffness matrix need be 
calculated for the fluid and a relatively large time step can be employed in the incremental 
analysis. Various schemes for performing the explicit-implicit integration have been proposed, 
and these were analysed for their stability and accuracy characteristics. 1•3 These combined time 
integration techniques are not restricted in their use to the analysis of fluid-structure systems, 
but can be employed for the analysis of systems with 'stiff and flexible domains' in general. 
The objective in this short paper is to point out that an effective solution of fluid-structure 
systems (and 'stiff and flexible domains' in general) can frequently also be calculated using an 
implicit time integration for the complete structural model with a lumped mass idealization and 
the recently proposed BFGS method.4•5 In the analysis procedure used, the response is 
calculated with implicit time integration for the fluid and the structure without setting up a 
stiffness matrix of the fluid, and by satisfying the dynamic equilibriu~ equations using the BFGS 
iterations. 
THE SOLUTION PROCEDURE 
The equations used in implicit time integration in a geometric and/or material nonlinear 
analysis are: 5 
where 
(1) 
M = time independent mass matrix, 
TK = tangent stiffness matrix corresponding to time T, 




ll = vector of nodal point forces equivalent to the element stresses at time t + At 
and iteration (i -1), 
t+<ltiJ(i) = vector of nodal point accelerations at time t + At and iteration (i), 
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and 
(2) 
where au(;) is the incremental nodal point displacement vector corresponding to time t and 
iteration (i). 
Using the trapezoidal rule of time integration, the following assumptions are employed: 
tHtu = tu + at CV + t+~tV) 
2 
Using equations (2)-(4) we obtain 
t+~tu(;) =..i... C+~tU(i-l) + au(i) _ tU) _ ~ tv _ tu 
a~ at 
and substituting into equation (1) we have 
TK au(;) = t+~tR_t+~tF(i-l) _M[..i...(t+~tU(i-l)_tu) -~V _tu] 
at2 at' 
where 
TA T 4 M 
K= K+ (at)2 . 
In the BFGS iteration, equation (6) is solved as follows: 
au(i) = CK-l)(i-l)C+~tR - M tHtU(i-l) _ tHtF(i-l) 
and 








au(i)TC+~tR - t+~tF(i) - Mt+~tU(i»",,;; STOL au(i)TC+~tR _ M,H'U(i-l) _'+~'F(i-l» (10) 
with STOL a tolerance. The coefficient matrix in equation (8) is evaluated as follows: 
(11) 
where the matrices A (;-0 are of the simple form A(i-O = 1+ vU-l)wU- OT. The vectors wU-l) and 
v:u- ll are given by the calculated nodal point displacements and forces. Convergence is achieved 
in the iteration when the following two criteria are satisfied: 
Ilt+~tR _ tHtF(i-l) ~ M t+~tiJ(i-l)1I2 
IIKR-K ~tF-M K ~tiJll~max) ",,;;RTOL, (12) 
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where RTOL is an out-of-balance force tolerance and ETOL is an 'energy' tolerance. In 
equation (12) the superscript (max) denotes the maximum value ever calculated during the 
solution, and 118112 is the Euclidean norm of the vector 8.6 
The above equations have been written for nonlinear dynamic analysis, but they are equally 
applicable in linear dynamic analysis and static analysis (in which case the inertia forces must 
simply be neglected). 
An important point to note is that in the iteration of equations (8)-(11), a very approximate 
stiffness matrix can be used, and indeed such use may yield a most effective solution if the 
number of iterations required for convergence is not excessive. For example, it may be effective 
to use throughout a nonlinear incremental static analysis the initial elastic stiffness matrix, in 
which case only one stiffness matrix calculation and LDL T decomposition at the beginning of the 
solution is required. However, the number of iterations required to solve the equilibrium 
equations increases when the matrix TK approximates the actual tangent stiffness matrix of the 
system less accurately. 
Considering a dynamic analysis of a fluid-structure system, it is recognized that as the time 
step fl.t becomes small, the contribution of the mass matrix to the effective stiffness matrix 
becomes predominant in the fluid domain. If in such analysis a lumped mass matrix is used, it can 
be effective not to include the fluid element stiffness matrix contributions to the matrix Tit This . 
is particularly the case when the fluid domain is large (modelled using a large number of 
elements) compared to the structure. Thus, if we write, 
(14) 
where TKs and TKf are the stiffness matrices of the structure and the fluid, respectively, it can be 
effective to use in equation (11) 
TK(O) = TKs +--±-M. 
fl.t 2 
(15) 
The use of equation (15) may decrease the bandwidth of the coefficient matrix a great deal. 
Considering the computations, the solution scheme is now similar to an explicit time integration 
of the fluid response and an implicit integration of the structural response, but in fact, by the 
iteration, all finite element equations are integrated implicitly. 
The procedure is appealing because the integration scheme does not require the use of special 
interface conditions, and the method is not subject to severe time step size constraints in the fluid 
domain. 
SAMPLE ANALYSIS 
The BFGS iteration scheme is available in the ADINA computer program,7 which was modified 
for this analysis not to include the stiffness contributions of the fluid elements in the coefficient 
matrix. 
The fluid-structure problem considered is shown in Figure 1. A similar problem was already 
earlier analysed by Belytschko and Mullen using explicit-implicit integration. l Figure 2 shows 
the x-velocities predicted at points A and B as a function of time. It should be noted that our 
objective was only to study the use of the proposed technique for the solution of the finite 
element equilibrium equations of this model and not to investigate whether this model does 
represent the physical situation in an accurate manner. 
In the first analysis, the response was calculated using the usual solution procedure with the 
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Figure 1. Analysis of long cylindrical shell surrounded by fluid; fluid is subjected to step pressure 
method with the starting coefficient matrix of equation (15) and using tlt = 10-5 and 10-4 sec. 
These two analyses were also performed using the modified Newton method with the constant 
coefficient matrix equal to the matrix in equation (15), in order to evaluate its effectiveness as 
well. Table I shows the average and maximum number of iterations required per time step in 
these computations. Figure 2 shows that, for the smaller time step, practically identical 
responses are predicted using anyone of the procedures. But Table I shows that, for the larger 
time step, the Newton method failed to con\'erge within 30 iterations at the eighth time step, 
whereas the BFGS method never required more than 5 iterations per time step. In all the above 
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Figure 2. Velocity response at points A and B of the shell 
CONCLUSIONS 
An effective application of the BFGS method to some wave propagation fluid-structure 
problems was pointed out. The essence of the solution is that the stiffness matrix contributions of 
the fluid elements are neglected in the starting coefficient matrix of the iteration. It is concluded 
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Table I. Number of iterations used in solutions 
BFGS 
Modified Newton 












Failed to converge in 
30 iterations 
stability of the solutionS and the fluid element stiffness effects in the coefficient matrix are small, 
this iterative technique may be very efficient. The solution scheme has the computational 
advantage of explicit-implicit time integration that no coefficient matrix corresponding to the 
fluid elements needs to be assembled and dealt with, and has as an additional advantage the 
stability of the implicit time integration in the fluid domain. The method can be cost-effective as 
a practical tool because of the good convergence characteristics of the BFGS method. 
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ON NONLINEAR DYNAMIC ANALYSIS 
USING SUB STRUCTURING AND MODE 
SUPERPOSITION 
KLAUS-JURGEN BATHE and SHERYL GRACEWSKI 
Department of Mechanical Engineering, Massachusetts Institute of Technology, Cambridge, MA 02139, U.S.A. 
Abstract-The solution of nonlinear dynamic equilibrium equations using mode superposition and sUbstructuring is 
studied. The objective is to design schemes that in some analyses can significantly decrease the computational 
effort involved when compared to a complete direct integration solution. Specific schemes for mode superposition 
analysis and substructuring are proposed. These techniques have been implemented in ADINA. The results of a 
few sample analyses are presented and recommendations are given on the use of these procedures in practical 
analysis. 
INTRODUCTION 
The analysis of the nonlinear dynamic response of large 
finite element systems has become of much interest 
during recent years. The problems to be considered can 
quite generally be divided into wave propagation prob-
lems and structural vibration problems. Both types of 
problems are solved using an incremental step-by-step 
solution of the governing equations of motion. 
In this paper we consider the solution of structural 
vibration problems only. These problems can be solved 
effectively using an implicit time integration scheme with 
a modified Newton iteration in each time step. The 
solution requires that for each of the time steps at, 2at, 
3at, ... , dt, where n is the total number of time steps 
considered, the incremental dynamic equilibrium equa-
tions be established and then solved using equilibrium 
iterations. The evaluation of the incremental equilibrium 
equations involves as a significant computational 
expense the calculation and the triangular factorization 
of the effective tangent stiffness matrix, and the equili-
brium iterations require the calculation of out-of-balance 
nodal point force vectors and the forward reduction and 
backsubstitution of these vectors, until the corrections 
to the incremental quantities are sufficiently small. The 
complete solution process is summarized, for example in 
Table I of Refs. [1,2]. 
Since a large part of the cost in this incremental 
analysis lies in the calculation of the tangent stiffness 
matrices and the equilibrium iterations, it is desirable 
that, without loss of solution stability and accuracy, a 
new tangent stiffness matrix is only very infrequently 
formed and equilibrium iterations be only performed 
when really necessary. Mathematical analysis and prac-
tical experience show that because of stability and ac-
curacy considerations, equilibrium iterations are best 
performed in each time step. However, depending on the 
problem considered, a new tangent stiffness matrix need 
not be calculated in each time step, and indeed in many 
analyses, the original stiffness matrix can be employed 
throughout the complete response calculation. Also, in 
many nonlinear analyses, we only deal with local non-
\inearities. 
The objective in this paper is to consider the nonlinear 
dynamic analysis of finite element systems for which the 
original stiffness matrix can be employed throughout the 
incremental solution, or which only contain local non-
linearities, and demonstrate how the response can be 
calculated effectively using the basic principles of mode 
superposition and sUbstructuring. 
The possible use of mode superposition in nonlinear 
analysis is quite natural, because mathematically only a 
change of basis to a computationally more effective 
system of equations is performed [I, 3]. The method of 
mode superposition has already been applied in nonlinear 
analysis [4-6], but the effectiveness of the schemes 
employed in actual practical analyses is still questionable. 
699 
The possible use of substructuring on the linear degrees 
of freedom is equally natural, if we recognize that the 
solution of the incremental equations involves an 
"effective stiffness matrix" on which we operate as in 
static analysis[l-3]. However, there are some important 
questions with regard to the actual implementation of a 
substructuring scheme, and these must be addressed in 
detail in order to arrive at an effective solution strategy. 
In the paper we first present the general equations that 
we employ in an incremental nonlinear dynamic analysis. 
We then discuss how we use mode superposition and 
substructuring procedures to reduce the computational 
effort of solution. The proposed techniques are only 
effective in the solution of certain nonlinear systems, but 
then they may yield a significantly more effective solu-
tion than the use of direct integration of the complete 
system of equations. The techniques are implemented in 
ADINA, and we present the results of some sample 
analyses using the methods. Finally, we give specific 
recommendations on the practical usage of the tech-
niques. 
1. INCREMENTAL EQUATIONS OF EQUILIBRIUM 
The incremental nodal point equilibrium equations for 
an assemblage of nonlinear finite elements considered 
here have been discussed in[l, 3]. Using an implicit time 
integration scheme and the modified Newton iteration to 
establish dynamic equilibrium at time t + f:j,t, the govern-
ing finite element equations are 
M '+.1'U(i) + C '+.1'U(i) + 'K aU(i) 
= '+.1'R_'+.1'Fi - 'l/i = 1.2,3,... (I) 
where 
(2) 
and M = constant mass matrix, C =. constant damping 
matrix. 'K = tangent stiffness matrix at time t, '+.1'R = 
external nodal point load vector due to body forces, 
surface loads and concentrated loads. ,+o.'F'-1l = nodal 
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correspond to the displacements ,+.1'U<i-I). '+.1'~il = 
vector of nodal point displacements at the end of itera-
tion (i) and time t + at, with derivatives denoted by 
superposed dots. 
For solution of eqn (I), the velocities ,+.1'iJ(i) and 
accelerations '+.1'iJ<il are expressed in terms of aU(il and 
known quantities using a time integration scheme as 
discussed in[l, 3]. Also, it should be noted that eqn (1) 
represents the governing equilibrium equations of a very 
general finite element system with geometric and/or 
material nonlinearities. The geometric nonlinearities may 
be due to large displacements and large strains and the 
material nonlinearities may be due to elastic-plastic, 
hypo-elastic or other material behavior. 
The major computational expense in the solution of 
eqn (1) lies in the evaluation of 'K, its factorization and 
then the equilibrium iterations. Mathematical analysis 
and practical experience show that the equilibrium itera-
tions are best always per/onned, and guidelines for 
the use of some available procedures to accelerate the 
convergence of the iterations have been presented in[7]. 
To reduce the computational effort in the solution of eqn 
(1) we consider now the use of mode superposition and 
substructuring. 
2.1 Use of mode superposition 
In principle, the use of mode superposition simply 
involves a coordinate transformation from the finite 
element displacement coordinates to the modal coor-
dinates. This change of basis is particularly effective if 
only a few modal coordinates need be employed. Con-
sidering the nonlinear dynamic analysis operating on eqn 
(1), the change of basis could be performed in each time 
step using the mode shapes corresponding to time t. 
However, such a procedure would require the solution of 
the generalized eigenproblem 'K'4» = 'w2M'4», where the 
superscript "t" indicates that the stiffness matrix, free 
vibration mode shapes and frequencies correspond to the 
instantaneous equilibrium configuration at time t. It is 
questionable whether such a scheme would be effective. 
When solving eqn (1) it is important to recognize that 
the new tangent stiffness matrix 'K is only calculated to 
speed up the convergence of the iteration. In the analysis 
of some problems it may well be more efficient not to 
establish a new stiffness matrix in each time step and 
instead iterate a few more times. In particular, in the anal-
ysis of some systems it may be most effective to use the 
original stiffness matrix corresponding to time 0 
throughout th~ response analysis. In this case, the 
governing finite element equations for the solution of the 
response at time t + at are 
M '+.1'U(i) + C '+.1'iJ</l + OJ{ ;1U(/l 
= ,+.1'R -'+.1'r<I-I)/ i = 1.2,3,. . . (3) 
where OK is the stiffness matrix corresponding to the 
configuration and material properties at time O. Using 
eqn (3), a constant effective stiffness matrix is formed in 
the time integration. and thus only one triangular matrix 
factorization is needed in the calculation of the dynamic 
response. All nonlinearities are taken fully into account 
in the evaluation of the vector '+.1'r<i-I). However. 
because a constant stiffness matrix is employed. the 
solution generally requires more equilbrium iterations. 
and clearly. it is only advantageous to use eqn (3) in the 
. response calculations if the total number of numerical 
operations is less than in using eqn (I). 
The required computations in solving eqn (3) can, in 
the analysis of some types of problems (which are dis-
cussed in Section 3), be reduced significantly using the 
concepts of mode superposition [4]. The basic step in this 
solution is a change of basis from the n nodal point 
displacements to'p modal generalized displacements, 
p ~ n, prior to the step-by-step solution. In this trans-




The values t+MXI are the generalized modal displace-
ments at time t + at and the vectors 4», are the eigen-
vectors of the generalized eigenproblem, 
(6) 
where the Wi are the natural circular frequencies of the 
linearized system at time O. 
The "approximately equal sign" in eqn (4) expresses 
the fact that an approximation to the solution of eqn (3) 
is obtained because p < n. However, it must be noted that 
by selecting p sufficiently large, the error in the solution 
can be made arbitrarily small. 
Substituting from eqn (4) into eqn (3) we obtain 
'+MX<I) + A '+.1'X(l) + 0 2 ax(/) 
=cI»T('+.1'R-'+.1'r<'-I) (7) 
where 0 2 is a diagonal matrix listing the circular 
frequencies squared on its diagonal, 
(8) 
and assuming proportional damping, we can also write. 
(9) 
where the ~i are the modal damping ratios corresponding 
to the w,. 
lt should be noted that. different from linear analysis, 
the incremental equilibrium equations in the new basis. 
eqn (7) are still coupled. because the nodal point vector 
,+.1'r<i-1I can only be evaluated once all displacements 
are known, 
t+.1'UCi - I ) = ~ t/lk'+.1'X/- II. (10) 
k-I 
Therefore. the solution of the p equations in eqn (7) must 
be performed simultaneously. However. since A and 0 2 
are diagonal matrices and only p equations are con-
sidered. p ~ n. the solution of the eigenproblem in eqn 
(6) plus the step-by-step solution of eqn (7) (using. for 
example. the Newmark method) can be significantly 
more cost-effective than the direct step-by-step solution 
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2.2 Use of substructuring 
Substructuring for solution of eqn (1) can effectively 
be used in the analysis of large problems with small 
isolated areas of nonlinearities. In such case we can 
statically condense the linear degrees of freedom prior to 
the solution of the incremental equations of equilibrium. 
In the following, we use the Newmark method of time 
integration; however, the solution procedure can equally 
be employed with other direct integration schemes (in 
ADINA we have implemented the procedure for the 
Newmark and Wilson integration methods). 
Using the Newmark method of time integration, eqn 
(1) becomes [2,3], 
'i I1U(i) = '+~'R - '+~'F(/-I) 
- M {ao U<i-!) - a2'U - a/U} 
-c {atU<i-!) - aiU - a5'U} (11) 
where the time integration constants ao, ... , a5 are 
defined in Appendix A, and 
(12) 
(13) 
Since we now consider the solution of problems for 
w.hich isolated nonlinearities are present, we can write 
'K in the form 
(14) 
where i contains all constant elements of 'i (including 
the mass and damping terms) and 'K<"1l corresponds to 
all nonlinear (time-dependent) entries in 'K. Figure I 
shows schematically the structure of the matrices in eqn 
(14). 
Considering eqn (11) it follows that static condensation 
or substructu.ring can be employed on all those degrees 
of freedom that pertain to constant elements in 'i. This 
means, in essence, that the L D L' factorization of 'i on 
the "linear degrees of freedom" need be performed only 
once prior to the step-by-step solution, at time 0, and 
only the stiffness values of the "nonlinear degrees of 
freedom" need be updated and factorized at the begin-
ning of each step. However, if the effective load vector is 
evaluated as shown in eqn (11), the complete vector has 
to be formed and reduced in each iteration. The 
efficiency of the equilibrium iterations is greatly im-
proved by rewriting eqn (11) in the form, 
where 
'FM = M(ao'U + a2'U + a3'U) (17) 
'Fe = C(at'U + a4'U + a5'U). (18) 
Equation (15) is in more detail 
(19) 
where the Uc degrees of freedom are to be condensed 
out. Performing the static condensation in the usual way 
we obtain 
TERM I 
TERM 2 (20) 
Considering eqn (20) it is clear that the expression 
labelled TERM I need only be evaluated once· at the 
beginning of the iteration, because it is independent of 
the iteration counter (;). In order to identify how the 
expression labelled TERM 2 can be evaluated 
effectively, we use the following relation 
where ,+~,~"/)(i-I) represents the nodal point forces 
corresponding to the element stresses in the nonlinear 
elements[l, 3]. Using eqn (21) we obtain 
'+~'F a(i-I) - iaci~) t+~'F~-1) 
= (i - K' K' -IK' )'+~'U (i-I) + '+6,r.o("')(i-1) 
aa de c:c ca a .. - • 
(22) 




















Fig. I. Schematic of stiffness matrix used in dynamic substructuring. 
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(It + 'K<II/»dVa<i) = l+4'R, - K, l+4'Va~i-l) 
_ '+4'f<"/)(i-1) 
where 
'+4'R, = '+4'Ra + 'FA;: +'~ - Ka"K~1 
(23) 
x ('+4'R" + 'F~ + 'F~). (25) 
It is important to note that in the solution of eqn (23) 
the vector '+4'R, need only be calculated once at the 
beginning of the iteration and the iteration is performed 
only with the Va degrees of freedom. Once the itera-
tion has converged to the displacements '+4'Va, we 
obtain the displacements '+4'V" using eqn (19), 
(26) 
This solution only requires a forward reduction and 
backsubstitution because the factorization of It"" was al-
ready performed in the static condensation to obtain K .. 
With the nodal-point displacements known, the cor-
responding velocities and accelerations can· directly be 
evaluated as given in Appendix A. 
The above static condensation procedure is im-
plemented effectively using substructuring. Equations 
(23)-(25) show that the substructuring can be performed 
much in the same way as in static analysis, but using the 
effective stiffness matrix and calculating an effective load 
vector '+4'R, at the beginning of each time step. Also, 
since the evaluation of the load vector '+4'R, involves all 
displacements, velocities and accelerations correspond-
ing to time t, it is necessary to calculate the condensed 
nodal point displacements (using eqn 26) always im-
mediately after convergence of the iteration for the 
retained degrees of freedom. On the other hand, in static 
analysis the condensed nodal-point displacements cor-
responding to all load levels can be calculated after the 
complete solution of the retained degrees of freedom has 
been obtained. 
3. USE OF MODE SUPERPOSmON AND SUBSTRUCTURING 
The mode superposition and substructuring procedures 
described in Sections 2.1 and 2.2 are available in the 
ADINA compoter program. The sample problems des-
cribed in the following only demonstrate the applicability 
of the solution procedures. The efficiencies of the 
methods are discussed in Section 3.2. 
3.1 Sample problems 
The first two sample problems consist of linear struc-
tures which have contact regions that are "small" in 
comparison to the total problem size. In the first exam-
ple, there are twelve degrees of freedom and the ratio of 
nodes in contact to total structure nodes is I: 4. In the 
second example, the ratio is increased to I: 16 with a 
total of 64 degrees of freedom. These two problems are 
of the type for which the use of mode superposition and 
substructuring can be effective. 
In the third sample problem, the earthquake response 
of a tall structure is examined. Since the entire structure 
is allowed to become plastic, dynamic structuring cannot 
be used. Mode superpo!lition analyses using I, 4 and 8 
modes were compared to the direct integration solution. 
All sample problems were solved using the computer 
program ADINA. For all direct integration solutions, the 
Newmark method was used. 
3.1.1 Control rod drive housing with stops. The 69 
product line Control Rod Drive (CRD) housing shown in 
Fig. 2 is subjected to a sinusoidal ground acceleration 
with 5 Hz frequency. The finite element model consists 
of four beam elements of length, L, with a concentrated 
mass at each nodal point. Values for all constants are 
given in Fig. 2. Mass proportional loading was used to 
simulate the ground acceleration since this option is the 
one available in ADINA. 
Two stops were placed at a distance 2d = 0.2 in. apart 
to limit the tip deflection of the CRD housing. Nonlinear 
elastic springs were used to simulate the contact. 
The following three methods of solution were com-
pared: (I) direct integration without substructuring, (2) 
direct integration with the entire CRD housing as a 
substructure and the nonlinear springs as the master 
structure, and (3) mode superposition using 2 modes. A 
time increment of 0.001 sec and BFGS interations were 
used for the direct integration solutions. The modified 
Newton iteration was used for the mode superposition 
solution, for which a smaller timestep, dt = 0.00035 sec 
was needed for convergence. 
A plot of the tip deflection versus time is shown in Fig. 
3. The solid line is the solution from Ref.[8] in which a 
time increment of 0.0001 sec was used. 
3.1.2 Piping example. A 1920 in. long pipe cantilevered 
at one end and supported at its midpoint and other end is 
modeled using 32 beam elements as shown in Fig. 4. The 
supports were modeled with nonlinear elastic-plaspc 
springs with constants also given in the figure. The pipe 
was loaded by a sinusoidal mass proportional loading of 
3Hz. 
Three analyses were carried out: (I) direct integration, 
no substructures, (2) direct integration with the pipe as a 
Iv 
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Fig. 4. Model of pipe with two elastic-plastic supports. 
substructure and the two springs as the master structure 
and (3) mode superposition with 10 and 20 modes. All 
solutions were performed using equilibrium iterations 
and a time step of 0.004 sec. 
Figure 5 shows a plot of the predicted midpoint dis-
placement of the pipe as a function of time. As expected. 
the solution using substructuring gave the same results as 
the direct i'ltegration solution without substructuring 
(within the convergence tolerances of the iterations). The 
mode superposition solution approximates the peak dis-
placement within an error of 10% when using 10 modes 
and is much more accurate with 20 modes. 
3.1.3 Earthquake response of a tall building. A 34 
story shear building was subjected to the North-South 
Component of the 1940 EI Centro Earthquake times two. 
The finite element model consisted of 34 elastic-plastic 
truss elements whose masses static yield forces. and 
stiffness are given in Fig. 6. A similar building was analyzed 
by Lukkunaprasit et al. [9]. 
The solution algorithms used were direct time in-
tegration and mode superposition with 1.4 and 8 modes. 
In all cases the time increment. ~t. was 0.02 sec. The 
solution was carried out for the first four seconds of the 
earthquake. 
Figures 7-9 show predicted displacement responses 
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MODE SUPERPOSITIO 
I> 10 MODES 
Fig. S. Predicted midpoint displacement of pipe with two elastic-
plastic supports. 
t = 2.8 and 4 sec (this factor is defined as strain/(strain at 
initial yield point». The response curves show that as the 
number of modes used is increased the response predic-
ted in the direct integration is approached. Also, as 
expected, the displacements can be predicted accurately 
using less modes than are needed for an accurate predic-
tion of the displacement factor, because this factor is 
given by the derivatives of the displacements. 
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Fig. 6. Model of 34-story shear building. 
3.2 Efficiencies of methods 
In practical analysis it is important to be able to decide 
in a rational manner when to use the above mode super-
position and substructuring procedures. For this reason 
we want to give some specific guidelines on the usage of 
the methods. 
3.2.1 Mode superposition. The basic premise of the 
mode superposition procedure is that the transformation 
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Fig. 8. Thirty-four story building-maximum displacements for 
each story. 
from the n finite element nodal point displacements to 
the p generalized displacements is effective because p 
can be much smaller than n. In the analysis of a linear 
system, p would be equal to the number of frequencies 
CUI smaller than about 4 times the highest excitation 
frequency in R. We can use this same guideline in the 
analysis of a nonlinear system, but should recognize that 
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Fig. 9(b). Thirty-four story building-story displacements at 
time = 4_0 sec. 
continuously changing during the nonlinear response. If 
the system stiffens during the response history, the 
frequencies become larger and the number p selected 
based on a linear analysis will probably be conservative. 
However, in the analysis of a softening structure (elas-
>-
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Fig. 1O(b). Thirty-four story building-plot of displacement fac-
tor for each story at time = 4.0 sec. (displacement factor = 
strain/initial yield strain). 
tic-plastic conditions), the number of generalized dis-
placements may have to be considerably larger than in 
linear analysis. 
Although we call the analysis procedure "mode 
superposition" it is appropriate to look at the method 
simply as a coordinate transformation. Hence, the number 
of transformation vectors to be employed must depend on 
the response expected in the analysis, and the accuracy of 
the predicted response depends entirely on the "quality" of 
the transformation vectors used. For this reason, the 
procedure is probably best employed in the analysis of only 
slightly nonlinear systems or systems with only local 
nonlinearities. In this case, the criteria that render a linear 
analysis by mode superposition effective are still largely 
applicable to the nonlinear response calculations. 
We may also note that the mode superposition pro-
cedure may be' effective in preliminary analyses of highly 
nonlinear systems provided these analyses allow some-
what less accuracy than a final response solution. 
To assess the actual accuracy attained in a mode 
superposition analysis we may evaluate an error norm. 
similar to that one used in linear analysis. 
(27) 
where (I) denotes the last calculated value. 1I(J1I2 denotes 
the Euclidean norm of a. and Ilr RII2(max} is the maximum 
value reached over all discrete times T. (The relation in 
eqn (27) assumes that the system is subjected to external 
loads; otherwise. the denominator must be modified.) If 
Ep is unacceptably large. the number of mode shapes 
should be increased. 
In another approach a static correction much as in 
linear analysis may be applied. but the effectiveness of 
that correction is very problem-dependent[3]. 
3.2.2 Substructuring. The effectiveness of the sub-
structuring procedure can'be assessed by comparing the 
number of operations required in the solution of eqns (11) 
and (23). Considering these equations we find that the 
method is only effective when only local nonlinearities 
are considered. Let us assume the following system 
parameters: n, m = number of equations and their half-
bandwidth in eqn (11), and n" mr = number of eq&ations 
and their half-bandwidth in eqn (23), nr ~ n. To com-
pare the number of operations performed in the solution 
of eqns (11) and (23) in an approximate manner, we 
recognize that the updating for the nonlinearities is the 
same in both equations, and we assume that the opera-
tions in vector multiplications can be neglected. In this 
case, an approximate operation count yields the follow-
ing information: 
lumped mass matrix 
eqn (11): 4 nm operations per equilibrium iteration 
eqn (23): (2 n.mr + 2 nmr) operations per first iteration 
4 n.mr operations per subsequent iteration. 
consistent mass matrix 
eqn (11): 6 nm operations per equilibrium iteration 
eqn (23): (2n.mr + 4 nmr) operations per first iteration 
4 n.mr operations per subsequent iteration. 
The above operation count do,!s not include the initial 
operations required to form Kr and the additional 
peripheral processing required in the substructuring solu-
tion. 
When considering the above information, it is im-
portant to note that mr may be significantly larger than 
m. It is for these reasons that for the substructuring 
algorithm to be effective' we should have that n.mr <al nm. 
The above information also shows that the substructur-
ing algorithm is more likely to be effective when a 
lumped mass matrix is employed in the analysis. 
CONCLUDING REMARKS 
The objective in this paper was to discuss the mode 
superposition and substructuring procedures available in 
ADINA for analysis of nonlinear dynamic response. We 
have presented the theory used. the results of some 
sample solutions and some recommendations on the use 
of these analysis procedures. Although we have not 
employed the methdos as yet in the actual solution of 
large dynamic problems, our discussion in the paper 
shows that the procedures can be very effective. We. 
therefore, look forward to hear about the experiences 
that users of ADINA might make with the procedures in 
the solution of actual practical problems. 
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APPENDIX A 
The Newmark Algorithm 
The basic assumptions in the Newmark time integration 
scheme are 
I+AIV = 'V + [(1- B)'iJ + B,+AIUj il.t 
I+AIV = 'V + 'Vil.t + [G -a) liJ + a I+AliJ ]<il.tf. 
The following constants are used in ADINA with the time 
integration algorithm . 
I B I I 
ao= (ail.tZ) at = (ail.t) az= (ail.t) a]= (2a)-1 
a4 = B/a - I as = il.t(B/a - 2)/2 a6 = ao a7 = - az 
a8 = - a) ag = il.t(1- B) alO = Bil.t. 
Once the solution for I+AtV has been obtained the corresponding 
accelerations and velocities are calculated using 
I+AtU = a6('+AIV - 'V) + a7'V + a8'iJ 
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Procedures for the solution of incremental finite element equations in practical nonlinear analysis 
are described and evaluated. The methods discussed are employed in static analysis and in dynamic 
analysis using implicit time integration. The solution procedures are implemented, and practical 
guidelines for their use are given. 
1. Introduction 
During recent years the nonlinear finite element analysis of static and dynamic problems has 
been an area of growing interest in engineering. Various finite element computer programs are 
currently in use for the analyses of complex nonlinear problems [1]. Basically, thes!;! analyses 
involve three steps: the selection of a representative finite element model, the analysis of the 
model and the interpretation of the results. Surely, in engineering practice the selection of an 
appropriate finite element model and the corresponding interpretation of the results are 
crucial, but a reliable and accurate response prediction of the model is essential in order that 
the analysis results can be used with confidence. 
Unfortunately, considering the present nonlinear analysis procedures, the accurate analysis 
of a finite element model can present very great difficulties. The cost of analysis can be high, 
but a more serious factor is that considerable knowledge and judgment by the user may be 
required to assure a stable and accurate solution. Hence, there is a great need for solution 
algorithms with increased accuracy and stability properties. 
In general, a nonlinear static and dynamic finite element analysis is most effectively 
performed using an incremental formulation, in which the static and kinematic variables are 
updated incrementally corresponding to successive load steps (or time steps in dynamics) in 
order to trace out the complete solution path [1]-[8]. In this solution it is important that the 
governing finite element equations are satisfied in each load step to sufficient accuracy because 
otherwise solution errors can accumulate that can lead to gross and undetectable errors and 
even to solution instabilities [2]-[11]. 
An accurate solution of the nonlinear finite element equations can always be expected if the 
load increments per step are made sufficiently smail, but such a solution can result in many 
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expensive. In order to solve the nonlinear finite element equations efficiently while maintain-
ing control on the accuracy of the solution, larger load steps may need to be employed with 
iteration that assures the ac~urate solution of the nonlinear equations. However, the use of 
iteration can introduce some other difficulties. The convergence process may be slow, 
requiring a large number of iterations that can again result in a high solution cost. Also, some 
iterative methods do not converge for certain types of problems or for large load increments. 
In practice, such difficulties can result in costly numerical experimentations, which inhibit the 
wide use of nonlinear finite element analysis. 
The objective of this paper is to report on what we believe at present to be some effective, 
practical procedures for the incremental solution of nonlinear finite element equations. We 
assume that a solution exists with finite solution variables to the nonlinear problem which is 
analyzed, and if there are multiple solutions (e.g. because of limit and bifurcation points), all 
that the calculation can yield is "a" solution in the multidimensional solution space. Consider-
ing dynamic analysis, we also assume that an implicit time integration scheme and a time step 
.1t have already been selected, and we only consider the accurate solution of the timewise 
discretized equilibrium equations. Since these equations are linear in explicit time integration 
(e.g. using the central difference method [8], [16]), we are only concerned with implicit 
integration of dynamic response. 
We first briefly summarize the general analysis approach employed and the incremental 
finite element equations that need to be solved. We consider static analysis and dynamic 
analysis using the trapezoidal rule for the time integration. We then describe the procedures 
that are the most promising candidates for the iterative solution of the incremental equilibrium 
equations: (a) modified Newton iteration with Aitken acceleration and a divergence procedure 
and (b) the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method [12]-[15]. Next we discuss 
the importance of using appropriate convergence criteria to stop the iteration, and we propose 
specific ways to measure convergence. The iterative schemes have been implemented in the 
ADINA computer program, and finally, we give the results of some demonstrative sample 
solutions. These results illustrate the relative effectiveness of the solution techniques employed 
and, together with additional experiences, lead to the presentation of some practical guidelines 
for the selection of the appropriate solution scheme corresponding to a specific nonlinear 
analysis. 
2. Incremental finite element equations 
As already mentioned in the previous section, a general geometric and material nonlinear 
finite element analysis is performed most effectively by use of an incremental formulation of 
the equations of motion. 
In the notation of [4]-[8] the incremental finite element equations that govern the response 
of the finite element system in static analysis are 
tKU = t+.1tR - tF (1) 
where tK = tangent stiffness matrix corresponding to the configuration of the system at time t; 
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externally applied nodal point loads corresponding to time t + ~t; and tF = vector of nodal 
point forces corresponding to the internal element stresses at time t. 
As indicated in eq. (1) and illustrated in fig. 1, we use the discrete time increment ~t to denote 
a load increment. If the material properties are time-dependent (such as in creep analysis), the 
time increments must be chosen judiciously for stability and accuracy; otherwise, the discrete 
time points considered simply denote the load levels. 
With reference to fig. 1 it should also be noted that the time step magnitudes need not be 
identical throughout the incremental analysis; indeed, a variation of the time step magnitudes 
can be particularly effective in the calculation of creep response. 
Considering now dynamic analysis using implicit time integration, the governing in-
cremental finite element equations of motion are 
(2) 
where the variables of eq. (1) are used and M = mass matrix, and t+4tfJ = vector of nodal point 
accelerations corresponding to time t + ~t. 
In eq. (2) we did not in~lude damping effects expressed by a damping matrix times the nodal 
point velocities, but this effect could easily be included in an analogous manner to the inertia 
effects, provided the damping matrix can be constructed [16]. 
Various implicit time integration methods are presently in use. We consider here the 
trapezoidal rule because of its relatively good stability and accuracy characteristics [9]-[11], 
[17], but other integration schemes would be employed in an analogous manner. The basic 
assumptions of the trapezoidal rule are 
and 
(3) 
Using eqs. (3) and the relation U = t+4tU - tu, eq. (2) gives 
( tK+_4_M)U = t+4tR -tF+M("±'tiJ +tfJ) ~ij ~t· (4) 
Eq. (4) is solved recursively for all time steps, where, as in static analysis, the time step 
increments can vary during the incremental solution. 
Eqs. (1) and (2) are derived by linearizing the system response about the configuration at 
time t. It was repeatedly pointed out that the errors in this linearization can be expected to be 
small provided the load increments or time steps are small enough. However, in general, 
because of cost considerations an analyst must endeavor to employ as large load and time 
steps as possible, and in such a case the errors resu.lting from the linearization may not be 
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time 
time 
Fig. 1. Evaluation of externally applied nodal point load vector tR at time t. 
accumulation of the solution errors can be particularly serious in dynamic analysis, where 
relatively small increments in errors at the individual discrete time points can rapidly cause a 
solution instability [5], [18]. As concluded earlier, when larger load steps or time steps are 
used, iteration for system equilibrium at the discrete time points is necessary although the 
accurate solution of the timewise discretized equilibrium equations does not strictly always 
imply a stable solution [10], [17]. Since the analyst does not generally know whether the load 
or time step chosen is "small" or "large", based on accuracy considerations alone, iteration in 
the solution of the system equilibrium equations is desirable at all load or time steps. This 
iteration should be as cost-effective as possible; i.e. rapid convergence should occur with the 
total number of numerical operations required in the iteration as small as possible. 
3. Iteration procedures for solution of eqUilibrium equations 
The basic equations to be solved in nonlinear analysis are (corresponding to time t + Llt) 
'+A'R(U*)-'+A'F(U*) = 0, (5) 
where 
(6) 
Eq. (5) holds for the dynamic analysis considered in eq. (2), and for the static analysis 
considered in eq. (1) if the mass effects are neglected. Also, if the load or time increments are 
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large load and time increments whe,re we need to solve eq. (5) by iteration-note then that the 
first iteration in the equations below reduces to the solutions of eqs. (1) and (2). 
3.1. The Newton-Raphson iteration 
The most frequently used iteration schemes for the solution of nonlinear finite element 
equations are some form of Newton-Raphson iteration [2]-[7], [19]. The equilibrium 
requirements amount to finding the solution of the equations 
j(U*) = 0, (7) 
where 
j(U*) = 1+4tR(U*) - 1+41F(U*). (8) 
A Taylor series expansion of j(U*) about the solution U* gives 
(9) 
where higher-order terms are neglected, and the superscript (i - 1) is used to denote the 
(i - 1)st approximation to the solution vector U*. Substituting from eq. (8) into eq. (9) and 




We now define 
(12) 
and recognize that 
(13) 
where 1+4tK(i-l) is the tangent stiffness matrix in iteration i - 1. Also, using the trapezoidal rule 
for time integration, we have 
aRI ___ 4_M 
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Thus eq. (10) yields 
where 
t+~'K(i-1) = '+~'K(i-l) + _4_ M 
(.1t)2 . (16) 
Since eq. (10) represents only a Taylor series approximation to V*, the displacement 
increment correction is used to obtain the next displacement approximation 
(17) 
Eqs. (15) and (17) constitute the Newton-Raphson solution of eq. (5), with the initial 
conditions 
'+~'K(O) = 'k. , and '+~'V(O) = 'V. . 
The iteration using eqs. (15) and (17) continues until. appropriate termination criteria are 
satisfied (see section 4). 
Although the use of the full Newton iteration of eqs. (15)-(17) can be efficient in some 
specific nonlinear analyses, the use of the method is generally not very effective in general 
geometric and material nonlinear response calculations. Considering the updating and fac-
torizing of the effective stiffness matrix ,U'K(i-l) in each iteration, this process is computation-
ally expensive and, for solution effectiveness, requires the use of relatively large load 
increments. However, in material nonlinear analysis or dynamic nonlinear response cal-
.culations the load (or time) steps that can be employed are restricted in size by other stability 
and accuracy considerations [51-[111. For example, in elastic-plastic analysis, proportional 
loading (unloading) is generally assumed during a load step, which therefore has to be 
reasonably small. Also, inaccurate approximations to the displacements during the iteration 
can introduce significant errors because the material properties depend on the history of the 
stresses and strains. For these reasons some modification of the full Newton algorithm is 
generally effective. 
One such modification is to use the initial stiffness matrix oK in eq. (15) and thus operate on 
the equations 
(18) 
In eq. (18) only the matrix oK need be factorized; thus the expense of recalculating and 
factorizing the coefficient matrix in eq. (15) many times is avoided. This "initial stress" method 
corresponds to a linearization of the response about the initial configuration of the finite 
element system. For problems with significant nonlinearities, and in particular when the 
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the iteration, or the iteration may even diverge. In order to accelerate the convergence and 
prevent divergence of the solution for slowly stiffening problems (see discussion below), it may 
be effective to use the modified Newton-Raphson iteration. In this method we calculate from 
time to time a new tangent stiffness matrix and operate on the equations 
(19) 
where 7' corresponds to one of the accepted equilibrium configurations at times 0, .::1t, 2.::1t, .... 
or t. In eq. (19) the vector 1+4IF(i-l) is evaluated from the stresses that correspond to time t +.::1t 
and iteration i - 1. Considering a point within a finite element, this stress evaluation can be 
written as 
. ,+4I.li-1) 
1+4IU (i-l) = 'u + J C dE, '. (20) 
where 'u are the stresses corresponding to the last accepted eqUilibrium configuration, 'E 
denotes the strains at time t, and C is the stress-strain matrix of the material, which in general 
is not constant during the integration. It is important in eq. (20) that the integration always be 
performed from the last accepted or converged strains to the presently calculated strains. Thus 
the final converged results are not affected by the errors in the displacements and strains that 
were encountered during the iteration. 
The modified Newton' method involves fewer stiffness reformations than full Newton 
iteration, and the stiffness matrix update is based on an accepted equilibrium configuration. 
The choice of time steps when the stiffness matrix should be updated depends on the degree of 
nonlinearity in the system response, i.e. the more nonlinear the response, the more often the 
updating should be done. Without any a priori knowledge of the system behavior it may be 
most efficient to update the stiffness at the start of every time step, in which case 7' = t in eq. 
(19). 
3.2. Slow convergence and divergence of modified Newton iteration 
In its application to nonlinear structural analysis the modified Newton method presents 
practical difficulties. The two problems of slow convergence and divergence are most 
frequently encountered. 
A large number of iterations will be required for convergence when there is a sudden 
softening in the system during a time increment. Fig. 2 illustrates this phenomenon for a 
one-dimensional case. Such a force-displacement relationship is typical of an elastic-plastic 
material, where 1+4IK/,K = BriE. As this ratio tends to zero and/or the load increment 
1+
41R - 'F becomes large, the number of iterations required for convergence becomes very 
large. In practice, where some limit is placed on the number of iterations that can be used, the 
solution would terminate too early. In order to make the modified Newton method effective in 
cases of slow convergence, some acceleration scheme should be employed. 
A commonly used acceleration scheme is the one employed by Aitken for eigenvalue 
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Fig. 2. Slow convergence and acceleration of the modified Newton iteration in a one-dimensional example. 
where a(i-l) is an n x n diagonal coefficient matrix containing the acceleration factors, and n is 
the number of degrees of freedom in the system. The acceleration factor for each degree of 
freedom is given by 
(22) 
As shown in fig. 2, the accelerator gives an estimate of the ratio 'K/'K' based on the 
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Difficulties with Aitken acceleration can arise when the denominator in eq. (22) is small for 
some degrees of freedom. Also, since the accelerator estimates the ratio of the original tangent 
stiffness to the local secant stiffness using the difference between successive out-of-balance 
load terms (see fig. 2), Aitken acceleration can only be applied every other iteration to avoid 
inaccurate estimates of this ratio. To circumvent these problems, modifications of Aitken's 
accelerator have been developed [21], [22], but for a general analysis it has not been 
demonstrated that these versions accelerate convergence any better than the original Aitken 
method. 





F(i) increase during the solution, thus signalling divergence from the solution. 
Iteration divergence can occur whenever the system stiffens during the solution increment. 
Two types of stiffening should be distinguished. Slow stiffening, illustrated by curve I in fig. 
3, can typically occur when geometric nonlinearities are included in the analysis. In these 
cases, choosing a smaller load increment so that the linearization about time t yields a close 
enough approximation to the stiffness matrix at time t + .:1t is sufficient to obtain convergence. 
Sudden stiffening, illustrated by curve II in fig. 3, can occur when unloading of a nonlinear 
material (e.g. elastic-plastic material) is predicted in the solution. In this case the solution 
converges in dynamic analysis provided the time step .:1t is small enough [12], but in static 
analysis a smaller load step is not sufficient to obtain convergence [7]. In static analysis the 
stiffness matrix needs to be reformed based on the elastic material properties at time t, and 
this stiffness matrix must be employed in the solution of eq. (19). 
Using the above concept, the following divergence scheme has been incorporated into the 
modified Newton-Raphson iteration in static analysis. When divergence is detected (see 
section 4 for the termination criterion), the iteration is halted, and an elastic stiffness matrix, 
tKE based on the geometry at time t, is calculated to handle problems involving sudden 
stiffening. The load increment is also scaled by a factor A I (A I :5 1) to handle divergence due to 
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and we iterate until the solution at the intermediate time t + Al,jt is determined. If divergence 
is still detected, AI is continually chosen to be some smaller value until convergence is 
obtained (with some lower limit on A I specified). After a solution has been obtained, a second 
factor A2 is chosen, the stiffness matrix is re-formed about the configuration at time t + AI,jt, 




with some upper limit imposed on m. 
The selection of Ak in this procedure is based on the number of iterations required for 
convergence with Ak-t. The initial estimate of AI is taken as 0.5 to minimize the number of 
intermediate solutions if elastic unloading is present and re-forming the stiffness is all that is 
necessary to obtain convergence. Thereafter, Ak is set to 0.5 for rapid convergence (less than 4 
iterations were used for convergence), 0.25 for moderately fast convergence (4 to 12 itera-
tions), and 0.0625 for slow convergence (more than 12 iterations). In the case of rapid 
convergence the stiffness matrix is not re-formed for the next intermediate solution. Although 
the step size selection procedure is empirical, the method is rational, and "its effectiveness has 
been demonstrated in a large number of analyses. A more theoretical approach toward an 
adaptive step-size selection based on the convergence rate of a full Newton iteration scheme 
has been proposed by Schmidt [23], but when applied to the modified Newton method it was 
found to be less effective thaFl the simple procedure outlined above. As another mechanism 
the current stiffness parameter discussed in [24] JIlay also be useful in establishing an 
automatic load incrementation scheme. Our divergence procedure does not guarantee con-
vergence because an incremental load step in the scheme may still be too large, but the 
procedure does attempt to correct the more common reasons for divergence of the modified 
Newton iteration. 
3.3. Matrix updating iterative methods 
As an alternative to forms of Newton iteration, a class of methods known as matrix update 
methods or quasi-Newton methods have been developed for iteration on nonlinear systems of 
equations. These methods involve updating the coefficient matrix (or rather its inverse) to 
provide a secant approximation to the matrix from iteration i - 1 to i. That is, if we define a 
displacement increment 
(25) 
and an increment in the out-of-balance loads 
(26) 
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These quasi-Newton methods provide a compromise between the full re-formation of the 
stiffness matrix performed in the full Newton method and the use of a stiffness matrix from a 
previous configuration as is done in the modified Newton method. Among the quasi-Newton 
methods available the BFGS (Broyden-Fletcher-Goldfarb-Shanno) method appears to be 
most effective [13]-[15] and was recently proposed for finite element analysis by Matthies and 
Strang [15]. 
In the BFGS method the following procedure is employed in iteration i to evaluate t+~tU(i) 
and t+~tK(i), where t+~tK(O) = 'rK. 
Step 1. Evaluate a displacement vector increment 
(28) 
This displacement vector defines a "direction" for the actual displacement increment. 
Step 2. Perform a line search in the direction £1ii to satisfy "equilibrium" in this direction. 
In this line search we evaluate the displacement vector 
(29) 
where {3 is a scalar multiplier, and we calculate the out-of-balance loads tHtll(i) - t+~tF(i) 
corresponding to these displacements. The parameter f3 is varied until the component of the 
out-of-balance loads in the direction £1U as defined by the inner product £1Ut e+~tll(i)- t+JiIFi») 
is approximately zero. This condition is satisfied when the following equation is satisfied for a 
convergence tolerance STOL: 
(30) 
The final value of f3 for which eq. (30) is satisfied determines t+~tU(i) using eq. (29). We can 
now calculate 8(;) and y(i) from eqs. (25) and (26) and proceed with the evaluation of the 
matrix update that satisfies eq. (27). 
Step 3. Evaluate the correction to the coefficient matrix. In the BFGS method the updated 
matrix can be expressed in product form (see [25]): 
(31) 
where the matrix A(i) is an n x n matrix of the simple form 
(32) 
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and 
(34) 
The vector I+AIK<i-l) S(i) in eq. (33) is equal to 13 ['+AIR(i-l) - 1U1F(i-I)] and was already computed. 
It has been shown that the product defined in eq. (31) is positive definite and symmetric 
(15]. To avoid numerically dangerous updates, the condition number of the updating matrix 
A (i) must be compared with some preset tolerance, and the updating is not performed if the 
condition number exceeds this tolerance. The eigenvalues of the matrix 1 + vwt are A = 1 (with 
multiplicity n -1) and A = 1 + vtw. The condition number c(i) is therefore given by 
(35) 
A large condition number implies that the updated inverse matrix will be nearly singular. In 
our investigations' we did not perform the matrix update when c(i) was larger than 1o-~. 
Considering the actual computations involved, it should be recognized that 'if the matrix 
updates defined above are used, eq. (28) can be rewritten as 
(36) 
The form of eq. (36) enables the search direction to be computed without expliCitly calculating 
the updated matrices or performing any additional costly matrix factorizations (as required in 
the full Newton method). 
It is instructive to examine the convergence of the BFGS method in the analysis of a 
one-degree-of-freedom system. In this case the updating by the matrices A(i) simply gives 
(37) 
Fig. 4 illustrates how the BFGS method uses the secant approximation to converge to the 
eqUilibrium solution. 
An important point when considering the BFGS method is its relatively good convergence 
behavior in the analysis of many problems encountered in finite element analysis. Theoretic-
ally, convergence is guaranteed [14], but a very large number of iterations may be required. In 
practice, the method may not converge because the line search is performed with too large a 
tolerance STOL (see eq. (30)) or the matrix updating is not carried out because of ill-
conditioning. A relatively large tolerance for STOL is attractive in practice because the 
number of line searches, and thus solution cost, is reduced, and experience shows that, 
nevertheless, for many problems an accurate solution is obtained. Based on our present 



















Fig. 4. Performance of the BFGS method in a one-dimensional example. 
4. Convergence criteria 
If an incremental solution strategy based on iterative methods is to be effective, realist; 
criteria should be used for t~e termination of the iteration. At the end 9f each iteration th,: 
solution obtained should be checked to see whether it has converged within preset tolerances 
or whether the iteration is diverging. If the convergence tolerance is too loose, inaccuratf 
results are obtained, and if the tolerance is too tight, much computational effort is spent to 
obtain needless accuracy. Similarly, an ineffective divergence check can terminate the iteration 
when the solution is not actually diverging or force the iteration to search for an unattainable 
solution. Three solution variables available for termination criteria are: the displacements, the 
out-of-balance forces and the incremental internal energy. 
Since we are seeking the displacement configuration corresponding to time t + .:1t, it is 
natural to require that the displacements at the end of each iteration be within a certain 
tolerance of the true displacement solution. Hence, a realistic displacement convergence 
criterion is 
(38) 
where Iialb denotes the Euclidean norm of a [16], and ED is some preset displacement tolerance. 
Unfortunately, 1!'+4'ulb is not known a priori and must be approximated. 
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If the iteration is converging (q < 1) and the convergence factor for future iterations does not 
exceed the current convergence factor, then 
W+.1'u -'+.1'U(i-1~b:s ~ qk"~U(i)lb, (40) 
k=1 
where ,+.1,U is the equilibrium displacement vector. 
Since q is less than one, we have 
(41) 
If the convergence factor is used to project ahead to the correct solution, then a displacement 
convergence criterion appears as 
(42) 
where ""'Ulb is some previously calculated displacement norm, usually \\'U\b. Although this 
convergence criterion is effective in the analysis of a one-degree-of-freedom system, experience 
has shown that in general nonlinear analysis the convergence factor can be ill-behaved and is 
therefore not a reliable indicator of how the iteration is proceeding. In the analysis of a 
cantilever beam undergoing large deflections (see section 5.1) q was found to be 0.016, 9.5, 
0.08 and 0.66 in iterations 5, 6, 7 and 8. 
A more reliable convergence criterion is based on the out-of-balance forces. A force 
convergence criterion requires that the norm of the out-of-balance load vector be within a preset 
tolerance EF of the original load increment: . 
(43) 
In order that the force convergence criterion does not become too restrictive for small load 
increments, the maximum initial load increment 1I'+.1'R - 'F - M 'u,,~mG%) is preferably used in 
eq. (43) instead of WH'R -'F - M'Ulb, where the superscript (max) denotes the maximum 
value ever calculated during the solution. 
The major disadvantages in using a force check are that inconsistencies in units can appear 
in the force vector (e.g. forces and moments in beam elements [24]) and that the displacement 
solution does not enter the termination criterion. As an illustration of the latter difficulty, 
consider an elastic-plastic truss with a very small strain-hardening modulus entering the plastic 
region. In this case the out-of-balance loads may be very small while the displacements may 
still be grossly in error. 
In order to provide some indication of when both the displacements and forces are near 
their equilibrium values, the increment in internal energy during each iteration (i.e. the 
amount of work done by the out-of-balance loads on the displacement increments) can be 
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where fEE is the preset energy tolerance. 
The various characteristics of termination criteria make it difficult to recommend anyone 
check for all nonlinear analyses. However, it appears that a combination of force and energy 
checks (eqs. (43) and (44» provide the'most effective convergence criteria because increments 
in both terms tend to zero near the solution, and together they provide some measure of the 
accuracy of both displacements and forces (see section 5.1 for comparison with a displacement 
check). Also, the energy check (eq. (44» with fEE = 1 is recommended as a check for 
divergence. Finally, the preset tolerances should reflect the characteristics of the problem. 
"Stiffening" structures require a tight force tolerance, while "softening" structures require a 
tight displacement or energy tolerance. To see the effects of tolerances on the accuracy of an 
analysis, see section 5.6. 
5. Sample solutions 
The determination of the most effective approach to a general nonlinear analysis is at 
present largely a matter of experience on the part of the analyst. In this section some 
demonstrative solutions are presented that illustrate the points made previously and give some 
insight into how the solution of a specific kind of nonlinear problem should be approached. 
All sample problems were solved using the computer program ADINA [26], in which the 
nonlinear solution algorithms discussed above are available., Unless otherwise noted, the 
convergence criteria for equilibrium iterations were the force and energy checks in eqs. (43) 
and (44) using tolerances of: 
EF = 0.1, ED = 0.001, 
The line search tolerance STOl for the BFGS method was set to 0.5 for all analyses. 
5.1. Static large displacement analysis of a cantilever 
The cantilever shown in fig. 5 was subjected to a uniformly distributed load. The finite 
element mesh consists of five 8-node plane stress elements of isotropic linear elastic material. 
The problem is geometrically nonlinear and the cantilever stiffens with increasing displace-
ments. The total Lagrangian formulation was used. 
A static analysis of the cantilever was carried out using different load increments. The 
relationship between the load increment sizes and the number of iterations plus the computer 
times used are shown in table 1. In each case the load increment was constant throughout the 
analysis. The BFGS method converges for all load increments and, as shown in fig. 5, is always 
in close agreement with the analytical solution by Holden [27]. Convergence was sometimes 
slow, for example requiring 78 iterations in one step when ilK = 5.0, but it is important to note 
that the BFGS method does allow large load increments to be taken with no divergence in the 
iteration. 
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Fig. 5. Large displacement analysis of a cantilever. 
Table 1. Comparison of iterative schemes and load increments in the static large displacement analysis of a 
cantilever 
Modified 
BFGS method Newton 
ilK per step 0.5 1.0 2.0 5.0 0.5 
No. of load steps 20 10 5 2 37 
Total no. of iterations 146 104 78 104 883 
wnp/ L at maximum load 0.685425 0.685429 0.685437 0.685285 0.685389 
Computer time* required for 
equilibrium iteration 4.00 3.34 3.08 4.98 15.74 
Total computer time* for 
solution 6.05 4.35 3.57 5.l7 17.83 
*Computer times are in seconds on a Control Data Cyber 175. 
and the divergence procedure on a slowly stiffening problem, the cantilever problem was 
analyzed with a constant increment of 0.5 in the load parameter K. In each step from K = 0.0 
to K = 3.0 it was necessary to use the divergence procedure to subdivide the load increment in 
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iterations) was then encountered up to K = 7.5. where again the divergence proredure W::l.S 
needed. From K = 8.0 to the final load level of K = 10.0 rapid conv~rgence (2 to 5 iterations) 
was observed. The number of iterations and the total solution time for the modified Newton 
method were significantly higher than they were in any of the BFGS runs. The r~sults indicate 
however that the ~odified Newton method can be made to converge in normally divergent 
geometric stiffening problems when Aitken acceleration and the divergence procedure are 
employed. 
Finally, this problem was used to compare the displacement-based convergence tolerance 
with the energy-based tolerance. As shown in table 2. the energy tolerance is botl~ more 
effective and less erratic in the number of iterations required, prohably because of the erratic 
behavior of the convergence factor, as mentioned in section 4. There is no difference in the 
calculated tip deflections at any load level. 
5.2. Elastic-plastic static analysis of a thick-walled cylinder 
The thick-walled cylinder shown in fig. 6 was subjected to one cycle of pressurization and 
depressurization. Plane strain conditions were assumed, and the cylinder was modeled with 
four 8-node axisymmetric elements. 
The material was assumed to be elastic-perfectly plastic and to obey the von Mises yield 
condition. Since displacements and strains are small, the analysis was carried out for material 
nonlinearities only. The problem includes both softening behavior (as plasticity.develops in the 
cylinder) and sudden stiffening (as the cylinder is unlo::tded). Since the prohlem involves radiai 
loading, the size of the load increment does not affect the plasticity solution. 
Table 2. Comparison. of displacement convergence criterion with energy con-
vergence criterion in the large deflection static analysis of a cantilever 
EF = 0.1 fED = 0.001 
Load No. of iterations 
parameter Displacement Energy 
K criterion criterion 
0.5 10 10 
1.0 15 9 
1.5 11 9 
2.0 11 9 
2.5 \() 9 
3.0 9 R 
3.5 9 R 
4.0 11 8 
4.5 7 R 
5.0 7 7 
Total number 
of iterations 100 R5 
Displacement criterion consists of eq. (41) 
Energy criterion consists of eq. (44) 
In both cases eq. (43) also had to he satisfied 






0.124 () 124 
































TOP AND SlOE VIEWS 
ELASTIC -PERFECTLY PLASTIC MATERIAL 
PLANE STRAIN CONDITIONS 
\OI-MISES YIELD CONDITION 
Fig. 6. Finite element analysis of an elastic-plastic thick-walled cylinder. 
-Y 
To test the performance of various iterative methods when large load increments are taken, 
the cylinder was pressurized to its peak pressure (99% of the collapse load) in one step and 
then depressurized in the next step. Since the problem involves softening, the displacement 
tolerance ED was set to 0.00001, one-hundreth o  the normally used value. 
When the modified Newton method without Aitken acceleration was used, 56 iterations 
were required for convergence upon loading, and the solution diverged on unloading. Using 
the Aitken acceleration, only 27 iterations were required for convergence upon loading. To 
converge in the unloading, the divergence procedure was employed-this converged in two 
iterations. The use of Aitken acceleration did not contribute significantly to the solution time 
per iteration; the time required for the run with acceleration was about half the time required 
for the run without acceleration. 
The BFGS method required only six iterations for convergence in the loading part of the 
analysis, but the cost was equivalent to the Aitken analysis, primarily due to tape processing 
costs. In all analyses the displacements were within 2% of the solution obtained by Hodge and 
White [28]. 
5.3. Static analysis of a reinforced concrete beam 
The simply supported reinforced concrete beam in fig. 7 was subjected to two concentrated 
loads. The analysis used ten 6-node plane stress, concrete elements and five steel truss 
elements. Only material nonlinear response was assumed; i.e. large displacement effects were 
neglected. 
The load-deflection curves calculated using both the BFGS method and no equilibrium 
iterations are shown in fig. 8, where also the results of Suidan and Schnobrich [29] are given. 
The load histories used for each ADINA analysis are also shown in the figure. Using the 










K.J. Bathe, A.P. Cimento, Procedures for the solution of nonlinear finite element equations 
P/2 P/2 
flo-f' -50" - ....... ·0j4-f - 36"-.~i' --50"---l 
PLANE OF 1 tt PLANE OF 
CONTRAFLEXURE '-____________________ --' CONTRAFLEXURE 
~6·~ 
12" fO 1. Ast .0.62 in.2 
BEAM DIMENSIONS 
P/2 
· .. t 27 33 
FINITE ELEMENT IDEALIZATION 
MATERIAL PROPERTIES; 
cre • - 3740 psi 
a, s 458 psi 
cry st... • 44000 psi 
E 0conc:rete • 6100 ksi 
v • 0.2 
E s.... . 30000 ksi 
E, • 300 ksi 
steel 
"'u • -3225 psi 
au • - .003 inlln. 
a c • - .002 in./in. 
Pconcret. 
0.2172 x 10 3 SIUQs/in~ 
,0., ... , -3 3 = 0.7339 x 10 sluQsl in. 















LOAD HISTORIES (~t = 10) 
"r2~ 2.5 :1 'f25~ 2.5 :. 




/ NO ITERATION 
SUIDAN AND SCHNOBRICH 
BFGS ITERATION 
MID- SPAN DEFLECTION (Inches) 











78 K.J. Bathe, A.P. Cimentn, Pmcerlwes fnr the snl!lti"n of nnn/;I"l!ar finite element equations 
region and when the steel yielded. The nHTTlhPrr ()f iterations required for CClnvergence in each 
load step is shown in table 3. When the loan increment size was douhled, convergence was not 
obtained in the first step after 100 BFGS iter::l.tions. When the moctified Newton method was 
used, the iteration would not converge when ('4 equal load steps were used to describe the 
entire load history. The severe nature of the nonlinearity as the concrete begins to crack is 
probably responsible for the difficulty in estahlishing equilibrium when the nonlinear region is 
first entered. 
The solution obtained using no iteration shows the largest deviation from the equilibrium 
curve when nonlinearities are first encountered and when the collapse load is approached. 
Further refinement of the load increment would result in better agreement between the 
solution using no iteration and the equilibrium solution. When complex nonlinear material 
models such as the concrete model are employed and the cost for each iteration becomes high, 
it can be more cost-effective to abandon iteration and use a smaller load increment. 
5.4. Large deflection analysis of a cable structure 
The cable shown in fig. 9, modeled using 10 linear elastic truss elements. was subjected to a 
uniformly distributed load simulating the cahle weight. The uorer end was then displaced from 
its original location to a point directly ahove the cahle anchor point. The updated Lagrangian 
formulation was used in the analysis. Two hnnnred steps were employed to model the load 
history. 
It is important to maintain equilibrium in all steps in this analvsis because the nonlinear 
incremental analysis requires that all truss eleTTlents remain in tension to keep the stiffness 
Table 3. Number of iterations required 
for convergence of the BFGS method 
in the static analysis of a reinforced 
concrete beam 
Load Load level No. of 
step P iterations 
1 3.0625 11 
2 3.625 15 
3 4.1875 19 
4 4.75 3 
5 5.3125 3 
6 5.875 10 
7 6.4375 3 
8 7.0 3 
9 7.5625 6 
10 8.125 13 
11 8.6875 3 
12 9.25 3 
13 9.8125 6 
14 10.375 15 
15 10.9375 34 
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Fig. 9. Finite element analysis of a cable structure. 
matrix positive definite. Also, the initially large pretension in the cable during the first few 
load steps makes the right-hand side of the force check (eq. (43» large. As the forces in the trusses 
become small for large cable deflections, the force tolerance needs to be very tight to keep the 
force check accurate. To compl te the analysis with the given load history it was necessary to set €F 
to 1.0 X 10-12 and use the BFGS method. Only 2 to 3 iterations were required to establish 
equilibrium for most load steps; however, 10 to 15 iterations were required for certain load steps 
scattered throughout the analysis. 
Fig. 10 shows the cable configuration for two locations of the cable end point. The analysis 
results compare favorably with experimental results [30] even though a coarse finite element 
mesh is used to model the cable curvature. 
5.5. Dynamic analysis of a pipe whip problem 
The pipe whip problem illustrated in fig. 11 was modeled using 6 beam elements of a pipe 
cross-section that impinges on an elastic-plastic stop. The trapezoidal rule for time integration 
was employed in this analysis. When the gap closes, there is a large stiffening effect that 
renders the convergence of the modified Newton iteration difficult. 
Fig. 12 shows the predicted displacement response when the BFGS method was used with 
time steps Llt of 0.0001, 0.0002, 0.001 and 0.002 sec and €F = 0.0001. As expected, it can be 
seen that increasing the time step results in a loss of accuracy, even though equilibrium has 
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Fig. to. Configurations of the cable for large displacements. 
time integration scheme [16], [17]. The use of iteration however does assure the accurate 
solution of the timewise discretized equilibrium equations. In the analysis the average number 
of iterations per step was 1, 2, 3 and 4, using the time steps given above. 
5.6. Dynamic analysis of a simple pendulum 
A simple pendulum idealized as a truss element with a concentrated mass at its end was 
analyzed using the trapezoidal rule and the BFGS iteration. The pendulum was released from 
a horizontal position, and the response was calculated for about one period of oscillation. 
Fig. 13 shows the response predicted with the time step .1t = 0.1 sec, using two different 
energy convergence tolerances EE. It is seen that using EE = lO-3, the solution is very 
inaccurate, and there is an energy loss in the analysis as the pendulum only returns to an angle 
of about 57°. With a tighter tolerance (EE = lO-7) the response is predicted correctly. Averages 
of four and six equilibrium iterations per time step were required with EF = lO-l, EE = lO-3 and 
EF = lO-4, EE = lO-7, respectively. 
This analysis illustrates the importance of e-quilibrium iteration in dynamic analyses and the 
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Fig. 11. Finite element analysis of a pipe whip problem. 
6. Conclusions 
Considering the solution of nonlinear finite element equations, the ultimate aim in many 
respects is the development of a solution scheme that automatically adjusts load increments, 
time-step sizes, convergence tolerances and other parameters to produce an accurate and 
cost-effective solution. However, until a completely self-adaptive scheme is available, some 
rational guidelines must be provided to assist the analyst in solving nonlinear finite element 
equations effectively with the methods that are already available. 
6.1. Static analysis 
In the initial analysis of a static problem, where the character of the response is unknown. it 
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Fig. 13. Analysis of a simple pendulum with the trapezoidal rule. 
general the stiffness matrix should be re-formed at the beginning of each load step. Some 
reasonable estimate for the load increments should be used based on a knowledge of the 
nonlinear behavior or by analogy with a similar analysis. After an estimate of the solution is 
obtained, the accuracy of the analysis must be verified. There are two possible approaches for 
this verification. One approach is to significantiy decrement the load steps where nonlinear 
response was encountered and compare the two solutions. The accuracy of the first analysis is 
confirmed if in the second solution the same response has peen calculated. Further decre-
menting of the load steps is required if a significant differenye in the solutions is observed. The 
second. method of verifying the accuracy of the original analysis is to compare the original 
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The selection of either the modified Newton method or the BFGS method for equilibrium 
iteration should depend on the type of nonlinearity encountered in the solution. If the stiffness 
of the structure is decreasing, particularly in analyses with material softening, the modified 
Newton method appears ~0 be the more cost-effective. Aitken acceleration and a divergence 
procedure should in most' cases be used with the modified Newton method since these do not 
contribute significantly to the solution cost and generally improve the performance of the 
modified Newton method. However, when complex material nonlinearities are present (e.g. 
the concrete beam in section 5.3), the BFGS method is preferable. In problems involving slow 
(geometric) stiffening, the load increment size drastically alters the iteration performance. In 
these analyses the use of the BFGS method is recommended with reasonably small load steps 
because the divergence procedure used with the modified Newton method has been found to 
be less effective in the anaiysis of slow stiffening response. 
In using either equilibrium iteration method it should be recognized that the cost of an 
analysis can be high when many iterations are required because the evaluation of the force 
vector l+ilIF(i) can be costly, particularly so in complex material nonlinear analysis. In general, 
a load step size should be small enough to allow convergence within a maximum of about 20 
iterations. Also, the path-dependence of some material models should be considered in 
choosing the proper load increments. Finally, in any analysis involving iteration the con· 
vergence criteria must be carefully chosen to reflect the characteristics of the problem. 
6.2. Dynamic analysis 
CO!1sidering dynamic analysis, it is recommended that equilibrium iteration always be used, 
but it may not be necessary to calculate a new stiffness matrix in each time step. The inertia 
forces present in dynamic anaiysis tend to smooth out any sudden nonlinearities-this tends to 
give rapid convergence in the iterat on. Because of the frequent occurrence of slow stiffening 
and the small number of iterations generally required in dynamic analysis it is recommended 
that the BFGS method be employed. 
The recommendations summarized above for the solution of nonlinear finite element 
equations rtepresent our experience with currently existing techniques. A more effective 
solution procedure may well be available for the analysis of specific noniinear problems [2], 
(19), [31); however, our recommendations pertain to the solution of the general nonlinear 
finite element equations considered in the paper. These recommendations must necessarily be 
revised as new research results become available, and such results must surely be expected 
because the development of more efficient methods for nonlinear analysis is at present a very 
important and much-researched issue. 
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