We study the power of several scalar quantities constructed on the sphere (presented in Monteserín et al.) to detect non-Gaussianity on the temperature distribution of the cosmic microwave background (CMB). The test has been performed using nonGaussian CMB simulations with injected skewness or kurtosis generated through the Edgeworth expansion. We have also taken into account in the analysis the effect of anisotropic noise and the presence of a Galactic mask. We find that the best scalars to detect an excess of skewness in the simulations are the derivative of the gradient, the fractional isotropy, the Laplacian and the shape index. For the kurtosis case, the fractional anisotropy, the Laplacian and the determinant are the quantities that perform better.
INTRODUCTION
The cosmic microwave background (CMB) is currently one of the most powerful tools of cosmology. Its study provides us with essential information about the origin and evolution of the Universe. In particular, a key issue is whether the CMB temperature fluctuations follow a Gaussian distribution, as predicted by the standard inflationary model. A detection of intrinsic non-Gaussianity in the CMB would be a hint of new physics (See or Turok & Spergel 1990 and references therein) and therefore would have far reaching consequences on our current knowledge of the Universe. In addition secondary anisotropies (such as the Sunyaev-Zeldovich effects, or the Rees-Sciama effect), contaminant astrophysical emissions (coming from Galactic and extragalactic foregrounds) and systematics can also leave non-Gaussian imprints in the observed microwave sky. Therefore, it is crucial to perform a careful study of any possible detected non-Gaussianity in order to understand its origin.
In the last years there has been a large number of experiments measuring the CMB anisotropies and polarization (DASI, VSA, Grainge et al. 2003; CBI, Mason et al. 2003 ; ACBAR, ; Archeops, . In particular, the NASA WMAP satellite has provided with high quality observations of the whole sky ). Many works have studied the Gaussianity of the WMAP data, including the use of wavelet tools (Vielva et al. 2004 , Mukherjee & Wang 2004 , Cruz et al. 2006a , Cruz et al. 2006b , McEwen et al. 2005 , harmonic techniques , Naselsky, Doroshkevich & Verkhodanov 2004 , Magueijo & Medeiros 2004 , and real space analyses (Park 2004 , finding in some cases deviations from Gaussianity whose origin is uncertain.
In this paper, we are interested in the study of the Gaussianity of the CMB using a set of scalar quantities of the temperature field, such as the Laplacian, the shape index or the Gaussian curvature. Previous works on related methods include the study of maxima properties , the fraction of lake and hill points or the skeleton lenght (Novikov, Colombi & Doré 2003 ).
In a previous work, Monteserín et al. (2005) (hereafter M05) studied the probability distribution of a series of scalar quantities assuming that the CMB is a homogeneous and isotropic Gaussian field and including also the effect of anisotropic noise and the presence of a mask. These quantities were proposed as promising tools for the analysis of the temperature distribution of the CMB. In the present paper, we study the performance of these scalars (as well as three new ones) to detect non-Gaussianity in the CMB. In particular, we have tested the method using non-Gaussian simulations with skewness and kurtosis injected through the Edgeworth expansion (Martínez-González et al. 2002) .
With the aim of compare their work with other methods available in the literature, many authors have tested their Gaussianity analisis using a reference family of non-Gaussian simulations (e.g. . Edgeworth expansion simulations have only been treated in Martínez-González et al. (2002) using different wavelet analysis. We include in this paper a brief comparison of both techniques, but the goal of the paper is to check which scalars are more sensitive to skewness and kurtosis in the simulations.
Although Edgeworth simulations do not correspond to a realistic model, it is expected that physical motivated models, as well as contaminant emissions, will introduce a certain level of skewness and/or kurtosis in the CMB distribution. As an example, the quadratic potential model would introduce skewness in the CMB (Komatsu & Spergel 2001) , the cosmic strings would generate kurtosis ) whereas residual point sources would introduce both . Therefore the use of non-Gaussian simulations constructed through the Edgeworth expansion, where a certain level of skewness or kurtosis is injected, provides us with an interesting tool in order to test the type of deviations from Gaussianity that one would expect in realistic data.
The article is organised as follows. In §2 we briefly summarise the work of M05, describing the different considered scalars (including three new quantities) and presenting some theoretical results for the case of a Gaussian field. Our simulations are described in §3 whereas §4 presents the results of our Gaussianity test. Section §5 summarises our main conclusiones. Finally, we include a series of appendices with the description of the three new quantities as well as analytical expressions for the cumulative functions of some of the considered scalars.
SCALARS ON THE SPHERE
The temperature anisotropies of the CMB are usually described as a 2-dimensional field T(θ, φ) on the sphere. The first and second derivatives of the field encode very interesting information about the fluctuations. In particular, different quantities which are scalars under a change of the coordinate system (i.e. regular general transformation (x1, x2) → (x ′ 2 ) = s(x1, x2)) can be constructed from the first and second covariant derivatives of the field, which can be useful to perform Gaussian studies of the CMB. Since a field can deviate from Gaussianity in an infinite number of ways, it is a non-trivial task to design a unique set of scalars that is optimal to detect any possible type of non-Gaussianity. Therefore our aim is to study the performance of a (relatively large) number of scalars to detect some generic types of non-Gaussianity (non-zero skewness and kurtosis). In particular, M05 studied the probability density function of different scalars for a homogeneous and isotropic Gaussian field. In this section we briefly describe these quantities (for a more detailed description, see M05) and introduce three new scalars (curvedness, fractional isotropy and fractional anisotropy).
Using first derivatives we can construct the square of the modulus of the gradient g, which provides information on how the temperature varies spatially, and is given by:
Other scalars can be constructed using only second derivatives. These scalars are directly related to the eigenvalues λi of the negative Hessian matrix of the field, [−T;ij] . In particular the eigenvalues can be written as a function of the covariant second derivatives in the following way: 
Combining these three quantities, we can construct other scalars that enhance different features or properties of the analysed temperature field. An interesting scalar is given by the trace of the Hessian matrix (the Laplacian) λ+:
The distortion λ− and the shear y are related to the difference between eigenvalues:
While these scalars describe the asymmetry of the field through the difference of the eigenvalues, other scalars express a similar information using their ratio. The ellipticity e and its bounded construction the shape index ι are dimensionless scalars given by:
Other scalars, related to the curvature of the field, are the determinant d of the Hessian matrix, the Gaussian curvature κG and the curvedness c (see appendix A):
We can also construct new scalars by combining two of the previous scalars. Examples of these are the fractional isotropy fi and the fractional anisotropy fa, which correspond, respectively, to the Laplacian and the distortion weighted by the curvedness (see appendices B and C):
Scalar Statistics 3
Finally, we have also considered the derivative of the square of the gradient modulus, Dg:
Assuming that T(θ, φ) is a homogeneous and isotropic Gaussian random field, we can derive analytical or semianalytical expressions for the probability density function (pdf) of the previous scalars (see M05 and appendices A to C) . In this case, the pdf of the different scalars is completely determined by the power spectrum, C ℓ of the original field T. This dependence appears in the distribution function of the scalars through the moments of the initial field, σi:
However, as shown in M05, it is possible to remove the dependence of the pdf of the scalars on the power spectrum of the field by constructing new quantities that we have called normalized scalars. Therefore, for the Gaussian case, a given normalized scalar will have the same distribution function independently of the power spectrum of the field. The definitions of the normalized scalars -as a function of the ordinary scalars -as well as their pdf's for a homogeneous and isotropic Gaussian field are given in table 1. In addition to its greater simplicity, these new quantities allow us to deal in a straightforward way with the presence of anisotropic noise (see below). We have to point out that many of the considered normalized scalars have some level of correlation between each other. For a Gaussian field the maximum number of uncorrelated scalars is three, for scalars constructed from the first and second derivatives. In particular, the square of the modulus of the gradient is uncorrelated with all the other scalars. Therefore a set of three uncorrelated scalars will be formed by g and two other scalars, whose choice is not unique. All the information about correlations between the normalized scalars is given in table 2 of M05 and table A1 of this work.
In order to construct the normalized scalars of a field, a necessary step is the calculation of the moments σ0, σ1 and σ2 given by equation (15) through the C ℓ 's. For a noiseless CMB map this is trivial provided that we know its power spectrum. However, in the presence of anisotropic Gaussian noise and a mask some further considerations need to be made. Given that the noise and the mask introduce discontinuities in the CMB map, which represents a problem for the calculation of the derivatives, we first filter the considered map with a Gaussian beam of dispersion σg (which is chosen to be equal to the dispersion of the beam of the observed CMB map). The anisotropic noise is characterized by a different dispersion at each pixel, σn( x) (with x the unity vector on the sphere in the direction of observation). In order to construct the normalized scalars we need to calculate the moments of the field taking into account the different noise in each pixel. This is done using a pixel dependent power spectrum H ℓ ( x) (see M05):
Where Npix is the total numbers of pixels of the pixelization. H ℓ ( x), for fixed x, corresponds to the power spectrum of a map containing the filtered CMB signal plus isotropic noise with dispersion σn( x) and filtered again with a Gaussian beam of dispersion σg. Note that, due to this extra smoothing, the dispersion of the noise in a given pixel will depend not only on the noise level on that position but also on the σn of its neighbouring pixels. However provided that σn( x) varies smoothly, as it is usually the case, this effect is small. Therefore, using H ℓ ( x), we can obtain the moments of the field σi( x) at each pixel and, from them, construct the normalized scalars by introducing these pixel dependent moments on their corresponding definitions. The normalized scalars constructed in this way for a Gaussian initial field will follow the pdf's given in table 1, which are independent of the underlying power spectrum and the level of anisotropic noise.
In order to check the consequences of the smoothing of the noise effect, we have performed some tests. First, we have simulated 1000 noise realizations of the noise dispersion map used in this article, filtering them with a Gaussian beam of dispersion σg. We have calculated for these simulations three ordinary scalars, temperature, square of gradient modulus and Laplacian. Afterwards we studied the mean and dispersion of the 1000 scalars simulations in each pixel, with this information we were able to give empirical maps of the noise contribution on σi( x). Comparing the resulting maps with the theoretical ones Regarding the effect of the mask, the smoothing of the masked map (with the pixels of the mask set to zero) reduces the discontinuty at its boundary. However, this smoothing strongly contaminantes the pixels close to the boundary of the mask, and therefore the scalars calculated at those positions, which must be removed from the analysis. In order to do this, we will consider in our study only those pixels outside an extended mask that excludes also those pixels significantly contaminated by the smoothing of the original mask.
This extended mask is obtained following the heuristic approach proposed by . First, the original mask is smoothed with a Gaussian beam of dispersion 3 times the pixel size. Then, all those pixels above 0.991 are set to 1 (kept from the analysis) whereas those below this value are set to 0 (excluded from the analysis). Note that this way of constructing the mask is different and more conservative than the one presented in M05. In any case we have tested that both methods provide very similar results, but we have chosen the one of the present work due to its simplicity.
THE SIMULATIONS
In order to test the performance of the considered scalars to detect non-Gaussianity, we have generated different sets of Gaussian and non-Gaussian CMB simulations. In particular, we have used the Edgeworth expansion to simulate non-Gaussian CMB maps with a certain level of skewness or kurtosis. Although the simulations obtained in this way do not correspond to a particular physical model, they are, nonetheless, a useful tool to mimic some generic deviations of Gaussianity expected in realistic data. Indeed many physical motivated models, as well as contaminant emissions, will produce a certain level of these higher order moments on the CMB observations such as the quadratic potential inflationary model (which introduces skewness, Table 1 . Definition of the normalized scalars as a function of the ordinary ones. The pdf's correspond to a Gaussian initial field and are independent of its power spectrum. Note that the values of σ i may be pixel-dependent. Komatsu & Spergel 2001) , cosmic strings (which generates kurtosis, or point source residuals (which produce both, . The Edgeworth expansion of a one-point density function f (y) can be expressed in terms of the Hermite polynomials (see e.g. Martínez-González et al. 2002 and references therein) . Keeping only the first terms in the corresponding Hermite polynomials and considering only the skewness and kurtosis perturbations, we approximate the distribution function of our non-Gaussian simulations by the following two equations:
where S and K denote skewness and kurtosis, espectively.
These distribution functions are not always well defined, because they can become negative even for relatively small values of S or K. To avoid this problem we set the function to zero when it becomes negative and then renormalise it to unit area. Note that for values of S, K 1, the zeroes of the function always appear in the tails of the distribution, so the renormalization value is close to 1.
Our test CMB simulations have been produced with the aid of the HEALPix package , using a resolution of N side = 256 (which corresponds to a pixel of 13.7 arcminutes). Following Martínez-González et al. (2002) , we have generated non-Gaussian Edgeworth simulations as follows. First we produce simulations of white noise with a distribution given by equations (17) and (18) for different values of S and K (considering also the case S = K = 0, which corresponds to a Gaussian distribution). These maps are then convolved in real space with a Gaussian beam of FWHM=23 arcmin. Finally we renormalize the power spectrum of the resulting map to the desired CMB power spectrum. In particular, we have used the power spectrum given by the best-fit model to the 1-year WMAP data (Spergel et al. 2003) convolved with a Gaussian beam of FWHM=33 arcmin. The C ℓ 's for this model were generated using CMBFAST (Seljak & Zaldarriaga 1996) .
Note that as a consequence of the first beam convolution and the introduction of correlations in the temperature maps, the simulated field does not longer follow the expressions given by equations (17) and (18) and, in particular, the levels of the injected S and K have been significantly reduced. Nevertheless, the important point is that this process generates non-Gaussian simulations with the desired power spectrum and whose final level of S and K can be controlled through the values of the original injected skewness and kurtosis. Table 2 gives the mean and standard deviation of the final skewness and kurtosis obtained from 1000 simulations for different injected values of S and K. Note that the reduction in the level of K is more important than the one in S.
As a first step to test the power of the scalars to detect non-Gaussianity we have applied our method to these three sets of ideal simulations: Gaussian, injected skewness (S = 0.08) and injected kurtosis (K=0.4) (section 4.1). Note that we have chosen to inject in the simulations only skewness or kurtosis to discriminate better the effect of each of these higher moments in the Gaussianity test. We remark that the particular values of S and K have been selected to allow for a good comparison between the performance of the different scalars (although consistent results were obtained using different values of these parameters).
However, in a realistic experiment, the data will be contaminated by some level of instrumental noise. Moreover, some regions of the sky may be severely contaminated by different astrophysical emissions and thus will be excluded from the analysis. Therefore, we have also analysed a set of realistic simulations that take into account these problematics (section 4.2). In addition to the CMB signal, our realistic simulations contain anisotropic Gaussian noise at the level expected in the Q+V+W combined map of the 4-year WMAP data and has been masked using the Kp0 mask of the WMAP team . As explained in the previous section, in order to reduce the discontinuities produce by the noise and the mask, we have further smoothed the simulations with a Gaussian beam of FWHM=33 arcminutes. Finally, following the procedure explained in section 2, we have constructed an extended mask that excludes from the Gaussian analysis those pixels contaminated by the original mask due to this extra filtering. Note that whereas the Kp0 mask covers approximately a 23.9% of the full sky, the extended Kp0 mask used in the Gaussian analysis excludes a total of 31.7% of the pixels.
For the realistic case, we have considered also three different sets of simulations: Gaussian, injected skewness and injected kurtosis. Obviously, due to the presence of noise and mask, it is more difficult to distinguish between different models. Therefore, in order to obtain a meaningful comparison between the power of the different scalars, we have chosen in this case higher values for the injected skewness (S = 0.2) and kurtosis (K = 1.6). Table 3 gives the corresponding mean and dispersion of the final skewness and kurtosis obtained from 1000 realistic simulations.
RESULTS
In the present section we have tested the performance of the different normalized scalars 1 to detect generic deviations from non-Gaussianity using the sets of simulations previously described. In order to discriminate between the Gaussian and non-Gaussian cases, we have applied the well-known Kolmogorov-Smirnov (KS) test (e.g. Von Misses 1964) for each scalar. Given a scalar map, the test simply consists on obtaining the maximum distance between the empirically constructed cumulative function of the scalar map and the expected theoretical one corresponding to the null hypothesis (in our case that the underlying temperature map is Gaussian). In most cases this theoretical cumulative function can be obtained, either analytically or numerically, for each scalar from the pdf's given in table 1 (see appendix D for the analytical expressions of the cumulative functions of some scalars). Nonetheless, for two scalars (derivative of the gradient and Gaussian curvature) with complicated pdf's we found more convenient to obtain it simply as the average of the empirically constructed cumulative function of the 1000 Gaussian simulations.
For a given normalized scalar, the procedure is as follows. First we obtain the scalar map for our sets of Gaussian and non-Gaussian simulations. Then we construct the probability distribution of KS distances for each set of simulations. Afterwards we compare the Gaussian case with the corresponding non-Gaussian one (either ideal or realistic). The capability of the scalar to discriminate between both cases is quantified by obtaining the power p of the test at a given significance level α (see e.g. ). For a significance level α, we reject the null hypothesis if a simulation has a KS distance, dKS, higher than that of a fraction 1 − α of the Gaussian simulations. Therefore α defines a critical value dc below (above) which we accept (reject) the null hypothesis. p is defined as the fraction of simulations of the alternative hypothesis with values of dKS higher than dc. Therefore, for a fixed value of α, a large value of p indicates that there is a small overlap between both probability distributions and thus the models can be distinguished. We have performed this study for all the considered scalars, as well as for the temperature map, using the ideal and realistic sets of Gaussian and non-Gaussian simulations described in the previous section. The power of the scalars to discriminate between the different cases has then been compared.
Ideal case
As a first step, we have applied our Gaussian analysis to the three types of ideal CMB simulations described in table 2: Gaussian, skewness (S = 0.08) and kurtosis (K = 0.4). The left panel of figure 1 shows the probability distribution of KS distances, p(dKS), obtained from the temperature maps of 1000 Gaussian (solid), skewness (dashed) and kurtosis (dotted) CMB simulations. As expected from the small values of skewness and kurtosis present in the non-Gaussian simulations (table 2), the three curves completely overlap and thus the temperature distribution cannot dicriminate between the different cases. Similarly, we have performed the Table 2 . Mean and standard deviation of the skewness and kurtosis of maps simulated through the Edgeworth expansion for different injected values of S and K. The results have been obtained from 1000 ideal simulations for each considered case.
0.00 0.00 −1.41 × 10 −3 3.23 × 10 −2 −9.02 × 10 −3 3.38 × 10 −2 0.08 0.00 1.18 × 10 −2 3.20 × 10 −2 −8.08 × 10 −3 3.45 × 10 −2 0.00 0.40 8.97 × 10 −4 3.45 × 10 −2 5.82 × 10 −3 3.62 × 10 −2 Table 3 . Mean and standard deviation of the skewness and kurtosis of maps simulated through the Edgeworth expansion for the realistic case. The results have been obtained from 1000 realistic CMB simulations for each case. KS test for each of the normalized scalars. Figure 2 shows the KS distance probability distribution of the normalized Laplacian, shape index, derivative of the gradient and fractional anisotropy. As seen in the figure, the Laplacian (top left) is able to discriminate very well between the Gaussian and both non-Gaussian models, since the probability distribution corresponding to the Gaussian case overlaps only slightly with the ones of the non-Gaussian simulations. The shape index (top right) and the derivative of the gradient (bottom left) are able to discriminate between the Gaussian and skewness simulations but the power of the test is lower for the kurtosis case. For the fractional anisotropy the probability distribution of the skewness simulations completely overlap with the Gaussian one, whereas the case of the kurtosis simulations is clearly separated. Table 5 gives the power of the temperature and the different normalized scalars to discriminate between the ideal Gaussian and skewness (S = 0.08) simulations for two signficance levels (α = 0.01, 0.05). Analogously, the same information is given for the ideal kurtosis (K = 0.4) simulations in table 6. We remark that the distortion and the shear have the same discriminating power since they are related through a strictly monotonous function. Thus we present the results only for the distortion.
As seen in table 5, the best scalars at detecting an excess of skewness are the fractional isotropy, the Laplacian and the shape index, all of them with p > 99 per cent for α = 0.05, and also the derivative of the gradient, with a slightly lower power. Regarding the kurtosis simulations, the scalars that perform better are the Laplacian, the fractional anisotropy, the determinant and the curvedness, which all give values of the power 99.7 per cent for α = 0.05. Note that the performance of the temperature to discriminate between the Gaussian and non-Gaussian models is very poor and many of the scalars perform better than the temperature, especially for the kurtosis case.
From these results it becomes clear that one scalar can be very good at discriminating one type of non-Gaussianity whereas its performance can be very poor for a different type. This points out again the fact that it is not a trivial task to find a unique Gaussianity test which is optimal in all cases and motivates the investigation of a relatively large set of scalars.
We may wonder how our method compares with other Gaussianity tests proposed in the literature. For instance, techniques based on spherical wavelets have provided to be a very useful tool to study the Gaussianity of the CMB (e.g. , Martínez-González et al. 2002 , Vielva et al. 2004 ). In particular, Martínez-González et al. (2002) studied and compared the performance of the spherical Mexican hat wavelet and the Spherical Haar Wavelet using simulations generetated through the Edgeworth expansion. Unfortunately, that work is not directly comparable to the analysis that we present, since there are several differences between the used methods and simulations, most notably the fact that they use the Fisher dicriminant to separate between Gaussian and non-Gaussian distributions and the different levels of injected skewness and kurtosis. Nonetheless, by looking at their results in table 2 we can get some insight on the comparative performance of the scalars versus the spherical wavelets. In particular, it is clear that the best of our scalars would outperform the spherical Haar wavelet, whereas it seems that they would provide comparable levels of detection to those of the spherical Mexican hat wavelet.
Realistic case
We have also applied our technique to the realistic CMB simulations described in section 3. As in the ideal case, we have considered three sets of simulations (see table 3): Gaussian, injected skewness (S = 0.2) and injected kurtosis (K = 1.6). As already explained, we have increased the levels of nonGaussianity in these simulations to allow for a better comparison between the different scalars in the presence of noise and a mask.
As for the ideal case, we find that the probability distributions of KS distances, p(dKS), corresponding to the Gaussian and non-Gaussian simulations completely overlap for the temperature (see right panel of Fig. 1) . Regarding the scalars, we give in Fig. 3 the KS distance probability distributions of the normalized Laplacian, shape index, derivative of the gradient and fractional anisotropy, for the three sets of realistic simulations. The results are qualitatively similar to those of the ideal case: the Laplacian can distinguish reasonably well the Gaussian case from both types of nonGaussian simulations, the shape index and the derivative of the gradient are good at detecting the skewness case whereas the fractional anisotropy can discriminate only between the Gaussian and kurtosis simulations. The results regarding the power of the test at two different levels of significance (α = 0.01, 0.05) for the temperature and the considered scalars are given in tables 7 (skewness case) and 8 (kurtosis case). The comparative performance of the different scalars is very similar to that obtained for the ideal case, although some scalars seem to be more affected by the noise than others. In particular, for the skewness case, the fractional isotropy, the Laplacian and the shape index give again high values of the power, but they are outperformed by the derivative of the gradient, that seems more robust under realistic conditions. Regarding the kurtosis simulations, the fractional anisotropy, the Laplacian and the determinant perform again very well, whereas the curvedness is more affected by the presence of noise and gives a somewhat lower discriminating power.
CONCLUSIONS
In this work we propose a novel Gaussian analysis for CMB data, using the statistical properties of different normalized scalars quantities. These scalars are constructed on the sphere from the covariant derivatives of the temperature field and were introduced in M05. The comparative performance of the different scalars has been tested using Gaussian and non-Gaussian simulations generated through the Edgeworth expansion. In particular, we have used two different types of non-Gaussian simulations: with injected skewness and with injected kurtosis. In addition we have considered an ideal case (where noiseless all-sky simulations were constructed) and a realistic case (containing anisotropic noise and a mask).
In order to quantify the power of the different scalars to detect non-Gaussianity we have used the KolmogorovSmirnov test. We find that, in most cases, the scalars amplify the non-Gaussianity present in the temperature map and produce higher detections than those obtained directly with the temperature. In particular, the best scalars to discriminate between the Gaussian and injected skewness cases are the Laplacian, the fractional isotropy, the shape index and the derivative of the gradient. For the kurtosis case, the highest powers are found for the determinant, the fractional anisotropy, the Laplacian and the curvedness. Note that some scalars can be very good at detecting one type of non-Gaussianity but perform very poorly for discriminating the other type.
In future works, we expect to test the discriminating power of these quantities using physically motivated non-Gaussian models such as the quadratic potencial model and also apply them to the analysis of the WMAP data. In this appendix we describe a new scalar, the curvedness , that was not included in the study of M05. The curvedness, c, is a scalar defined in terms of the eigenvalues of the negative Hessian matrix of the field λ1 and λ2 by the following expression:
By construction c is a positive quantity and is closely related to the curvature of the field. Note that points with larger values of λ1 or λ2 (positive or negative) will have larger values of c whereas it becomes zero for flat areas in the initial field (i.e. λ1 = λ2 = 0). Similarly to the other scalars, the normalized curvedness is constructed replacing λ1 and λ2 by the normalized eigenvalues in equation (A1):
When the initial field is Gaussian distributed, the probability distribution function of the curvedness is given by:
which is independent of the power spectrum of the field. D is the Dawson's function, defined by the integral equation:
The correlations of the normalized curvedness with the other normalized scalars are given in table A1.
APPENDIX B: FRACTIONAL ANISOTROPY
In this appendix we describe another interesting scalar, the fractional anisotropy fa . This quantity has been used in the analysis of medical images, including the investigation of some neural diseases like astrocytic tumors or multiple sclerosis (Werring et al. 1999) . fa is defined as a function of the eigenvalues λ1 and λ2:
which is proportional to the ratio of the distortion over the curvedness. By construction fa is dimensionless and bounded, 0 < fa < 1. It encodes information about the asymmetry between the eigenvalues of the field. The normalized fractional anisotropyfa is given bỹ
When the initial field is Gaussian,fa will follow a probability density function given by
which, by construction, is independent of the initial power spectrum of the field. The correlations offa with the other normalized scalars are shown in table A1.
APPENDIX C: FRACTIONAL ISOTROPY
The fractional isotropy fi is proportional to the ratio of the Laplacian over the curvedness:
By construction fi is dimensionless and bounded, −1 < fi < 1.
Following the usual construction, the corresponding normalized scalarfi is given by:
For an original Gaussian fieldfi follows the pdf:
which is independent of the power spectrum of the field. We include in table A1 the correlations of the normalized fractional isotropy with the rest of normalized scalars.
APPENDIX D: CUMULATIVE FUNCTIONS OF THE NORMALIZED SCALARS
For some scalars, it is possible to obtain an analytical expression of its corresponding cumulative function by integrating the pdf's given in table 1, which are valid for the case of an initial Gaussian temperature field.
In particular, in Table A1 . Correlations ofc,fa andf i with the rest of normalized scalars (obtained from Gaussian simulations).
Normalized scalar Notation Domain cumulative Table D1 . Cumulative functions of some normalized scalars, for the case of an initial Gaussian field.
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INTRODUCTION
The cosmic microwave background (CMB) is currently one of the most powerful tools of cosmology. Its study provides us with essential information about the origin and evolution of the Universe. In particular, a key issue is whether the CMB temperature fluctuations follow a Gaussian distribution, as predicted by the standard inflationary model. A detection of intrinsic non-Gaussianity in the CMB would be a hint of new physics (See or Turok & Spergel 1990 and references therein) and therefore would have far reaching consequences on our current knowledge of the Universe. In addition secondary anisotropies (such as the Sunyaev-Zeldovich effects, or the Rees-Sciama effect), contaminant astrophysical emissions (coming from Galactic and extragalactic foregrounds) and systematics can also leave non-Gaussian imprints in the observed microwave sky. Therefore, it is crucial to perform a careful study of any possible detected non-Gaussianity in order to understand its origin. In the last years there has been a large number of experiments measuring the CMB anisotropies and polarization (DASI, VSA, Grainge et al. 2003; CBI, Mason et al. 2003 ; ACBAR, Archeops, Benoit et al. 2003) . In particular, the NASA WMAP satellite has provided with high quality observations of the whole sky ). Many works have studied the Gaussianity of the WMAP data, including the use of wavelet tools (Vielva et al. 2004 In this paper, we are interested in the study of the Gaussianity of the CMB using a set of scalar quantities of the temperature field, such as the Laplacian, the shape index or the Gaussian curvature. Previous works on related methods include the study of maxima properties , the fraction of lake and hill points or the skeleton lenght (Novikov, Colombi & Doré 2003 ).
In a previous work, Monteserín et al. (2005) (hereafter M05) studied the probability distribution of a series of scalar quantities assuming that the CMB is a homogeneous and isotropic Gaussian field and including also the effect of anisotropic noise and the presence of a mask. These quantities were proposed as promising tools for the analysis of the temperature distribution of the CMB. In the present paper, we study the performance of these scalars (as well as three new ones) to detect non-Gaussianity in the CMB. In c 0000 RAS particular, we have tested the method using non-Gaussian simulations with skewness and kurtosis injected through the Edgeworth expansion (Martínez-González et al. 2002) .
With the aim of compare their work with other methods available in the literature, many authors have tested their Gaussianity analisis using a reference family of nonGaussian simulations (e.g. . Edgeworth expansion simulations have only been treated in Martínez-González et al. (2002) using different wavelet analysis. We include in this paper a brief comparison of both techniques, but the goal of the paper is to check which scalars are more sensitive to skewness and kurtosis in the simulations.
SCALARS ON THE SPHERE
The temperature anisotropies of the CMB are usually described as a 2-dimensional field T(θ, φ) on the sphere. The first and second derivatives of the field encode very interesting information about the fluctuations. In particular, different quantities which are scalars under a change of the coordinate system (i.e. regular general transforma- x2) ) can be constructed from the first and second covariant derivatives of the field, which can be useful to perform Gaussian studies of the CMB. Since a field can deviate from Gaussianity in an infinite number of ways, it is a non-trivial task to design a unique set of scalars that is optimal to detect any possible type of non-Gaussianity. Therefore our aim is to study the performance of a (relatively large) number of scalars to detect some generic types of non-Gaussianity (non-zero skewness and kurtosis). In particular, M05 studied the probability density function of different scalars for a homogeneous and isotropic Gaussian field. In this section we briefly describe these quantities (for a more detailed description, see M05) and introduce three new scalars (curvedness, fractional isotropy and fractional anisotropy).
Other scalars can be constructed using only second derivatives. These scalars are directly related to the eigenvalues λi of the negative Hessian matrix of the field, [−T;ij]. In particular the eigenvalues can be written as a function of the covariant second derivatives in the following way:
THE SIMULATIONS
In order to test the performance of the considered scalars to detect non-Gaussianity, we have generated different sets of Gaussian and non-Gaussian CMB simulations. In particular, we have used the Edgeworth expansion to simulate non-Gaussian CMB maps with a certain level of skewness or kurtosis. Although the simulations obtained in this way do not correspond to a particular physical model, they are, nonetheless, a useful tool to mimic some generic deviations of Gaussianity expected in realistic data. Indeed many physical motivated models, as well as contaminant emissions, will produce a certain level of these higher order moments on the CMB observations such as the quadratic potential inflationary model (which introduces skewness, Komatsu & Spergel 2001) , cosmic strings (which generates kurtosis, Hobson et Table 1 . Definition of the normalized scalars as a function of the ordinary ones. The pdf's correspond to a Gaussian initial field and are independent of its power spectrum. Note that the values of σ i may be pixel-dependent.
al. 1999, or point source residuals (which produce both, . The Edgeworth expansion of a one-point density function f (y) can be expressed in terms of the Hermite polynomials (see e.g. Martínez-González et al. 2002 and references therein) . Keeping only the first terms in the corresponding Hermite polynomials and considering only the skewness and kurtosis perturbations, we approximate the distribution function of our non-Gaussian simulations by the following two equations:
where S and K denote skewness and kurtosis, espectively. These distribution functions are not always well defined, because they can become negative even for relatively small values of S or K. To avoid this problem we set the function to zero when it becomes negative and then renormalise it to unit area. Note that for values of S, K 1, the zeroes of the function always appear in the tails of the distribution, so the renormalization value is close to 1.
Our test CMB simulations have been produced with the aid of the HEALPix package , using a resolution of N side = 256 (which corresponds to a pixel of 13.7 arcminutes). Following Martínez-González et al. (2002), we have generated non-Gaussian Edgeworth simulations as follows. First we produce simulations of white noise with a distribution given by equations (17) and (18) for different values of S and K (considering also the case S = K = 0, which corresponds to a Gaussian distribution). These maps are then convolved in real space with a Gaussian beam of FWHM=23 arcmin. Finally we renormalize the power spectrum of the resulting map to the desired CMB power spectrum. In particular, we have used the power spectrum given by the best-fit model to the 1-year WMAP data (Spergel et al. 2003) convolved with a Gaussian beam of FWHM=33 arcmin. The C ℓ 's for this model were generated using CMB-FAST (Seljak & Zaldarriaga 1996) .
RESULTS
Ideal case
As a first step, we have applied our Gaussian analysis to the three types of ideal CMB simulations described in table 2: Gaussian, skewness (S = 0.08) and kurtosis (K = 0.4). The left panel of figure 1 shows the probability distribution of KS distances, p(dKS), obtained from the temperature maps of 1000 Gaussian (solid), skewness (dashed) and kurtosis (dotted) CMB simulations. As expected from the small values of skewness and kurtosis present in the non-Gaussian simulations (table 2), the three curves completely overlap and thus the temperature distribution cannot dicriminate between the different cases. Similarly, we have performed the KS test for each of the normalized scalars. Figure 2 shows the KS distance probability distribution of the normalized Laplacian, shape index, derivative of the gradient and fractional anisotropy. As seen in the figure, the Laplacian (top left) is able to discriminate very well between the Gaussian and both non-Gaussian models, since the probability distribution corresponding to the Gaussian case overlaps only slightly with the ones of the non-Gaussian simulations. The shape index (top right) and the derivative of the gradient (bottom left) are able to discriminate between the Gaussian and skewness simulations but the power of the test is lower for the kurtosis case. For the fractional anisotropy the probability distribution of the skewness simulations completely overlap with the Gaussian one, whereas the case of the kurtosis simulations is clearly separated. Table 5 gives the power of the temperature and the different normalized scalars to discriminate between the ideal Gaussian and skewness (S = 0.08) simulations for two signficance levels (α = 0.01, 0.05). Analogously, the same information is given for the ideal kurtosis (K = 0.4) simulations in table 6. We remark that the distortion and the shear have the same discriminating power since they are related through a strictly monotonous function. Thus we present the results only for the distortion.
We may wonder how our method compares with other Gaussianity tests proposed in the literature. For instance, techniques based on spherical wavelets have provided to be a very useful tool to study the Gaussianity of the CMB (e.g. , Martínez-González et al. 2002 , Vielva et al. 2004 ). In particular, Martínez-González et al. (2002) studied and compared the performance of the spherical Mexican hat wavelet and the Spherical Haar Wavelet using simulations generetated through the Edgeworth expansion. Unfortunately, that work is not directly comparable to the analysis that we present, since there are several differences between the used methods and simulations, most notably the fact that they use the Fisher dicriminant to separate between Gaussian and nonGaussian distributions and the different levels of injected skewness and kurtosis. Nonetheless, by looking at their results in table 2 we can get some insight on the comparative performance of the scalars versus the spherical wavelets. In particular, it is clear that the best of our scalars would outperform the spherical Haar wavelet, whereas it seems that they would provide comparable levels of detection to those of the spherical Mexican hat wavelet.
Realistic case
CONCLUSIONS
In future works, we expect to test the discriminating power of these quantities using physically motivated nonGaussian models such as the quadratic potencial model and also apply them to the analysis of the WMAP data. 
APPENDIX B: FRACTIONAL ANISOTROPY
When the initial field is Gaussian,fa will follow a probability density function given by 
APPENDIX C: FRACTIONAL ISOTROPY
By construction fi is dimensionless and bounded, −1 < fi < 1. Following the usual construction, the corresponding normalized scalarfi is given by:
APPENDIX D: CUMULATIVE FUNCTIONS OF THE NORMALIZED SCALARS
In particular, in table D1, we give the cumulative functions of the normalized Laplacian, shear, distortion, ellipticity, shape index, gradient, fractional anisotropy and fractional isotropy. Table D1 . Cumulative functions of some normalized scalars, for the case of an initial Gaussian field.
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