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Notation
N,Z,R,C set of natural, integral, real, and complex numbers, respectively
(·)T matrix/vector transpose
(·)∗ complex conjugate
a = (a0, . . . , an−1)T n-vector
A=

Amn

m× n matrix
x = (x0, x1)T ∈ Z2 pixel position 2-vector
f = ( f0, f1)T ∈ R2 Fourier domain 2-vector
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ln(·) element-wise natural logarithm
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s ∗ h 2D convolution
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s(x )
Z
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F
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∂ ·
∂ t
partial derivative with respect to t∫ · d f double integral with respect to elements of f
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1 Introduction
The reader may be familiar with the established methods of image and video compression,
such as JPEG, JPEG 2000 [J2K] for still images and the line of MPEG and ITU standards, such
as H.264/AVC [AVC], for video.
What all these standards have in common is the treatment of the images as deterministic
entities. That is, a (moving) image is comprehended as an array of pixels (picture elements).
Of all possible reconstructions of an image, the one which resembles the original image most
closely in a least-square sense is deemed the one with the best quality; and the methods strive
to achieve this goal while reducing the amount of data that is required to store or convey the
image.
However, it has long been known that this is not strictly necessary. The human visual
system (HVS) extracts only a fraction of the information that is present in a given image.
The HVS is governed by higher-level processes that involve attention [Ser+05]. Obviously,
attention may be directed to various parts of the image; what part of an image will attract our
attention depends on its content, and on our state of mind. While it is clear that any viewer
may determine whether a given reconstruction is identical to the original, provided the two
images are rendered to him for a sufficient time span, experience tells us that this task is not
generally possible if the time span is limited, and that the usual observer will not notice many
of the differences that may exist between two images, as his observations will be led by his
inclination to extract useful (or “interesting”) information from the image.
Therefore, at least when we assume that an image is observed only a single time by a
single viewer, it is obvious that not all of the information in the image is relevant; and it is
plausible that a part of the information could be dropped without sacrificing subjective quality
of the reconstructed image. This suggests that, for a given image, there can be more than one
possible reconstruction that not only leads to the same subjective quality, but that also carries
the same information relevant to the observer.
What is the connection of this to determinism vs. statistics? The answer is easy: With
the tools of statistics, we can model the “degrees of freedom” that are inherent in an image.
However, none of the established methods follow this line of thought, as it is not trivial to
determine what exactly comprises the irrelevant information in the image. While there is
no doubt that the design of current methods is strongly influenced by the statistics of natural
images, the image itself is treated as a deterministic entity, pretending that each pixel is equally
relevant.
This is in complete contrast with the established methodology in speech and audio com-
pression. Here, processes that determine relevance and irrelevance have long been identified;
for example, the masking effect [PS00a]. In speech coding, the source–filter model [GG92;
AKZ11] leads to a significant reduction of “degrees of freedom,” i.e., we may comprehend the
space of all plausible speech signals as a subspace of the space of all possible audio signals; in
statistical terms, the source–filter model predicts a probability distribution of the signal that
makes the vast majority of possible audio signals extremely unlikely to appear as a speech sig-
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nal. Speech compression methods are designed to exploit these statistics, and they generally
allow the reconstructed signal to vary, as long as certain statistics are guaranteed.
Recently, the success of texture synthesis methods has spawned a new line of image and
video compression methods [NHW07; Byr+08; NBW09; BZD11; ZB11] that are designed to
exploit the irrelevance that is inherent in texture. These methods are assembled of a number
of common “building blocks”:
• Segmentation. The underlying idea of segmentation algorithms is that an image is com-
posed of a number of segments that are bounded by edges. The design of most algo-
rithms is based on the assumption that each segment contains homogeneous texture.
The first step in an image or video coding system of this type is to perform such a
segmentation. [BZD11] lists quite a number of different methods that have been con-
sidered:
Texture segmentation is often a two step process in which features are first
obtained, followed by a segmentation step which is a “grouping” operation
of the homogeneous regions based on the feature properties and a grouping
metric [16–18]. Feature extraction is used to measure local texture properties
in an image. Typically, four approaches have been used to extract texture fea-
tures: statistical-based methods, model-based methods, transform or spatial-
frequency methods and structural methods [16]. In statistical-based meth-
ods, characteristics of homogeneous regions are chosen as the texture features
such as the co-occurrence matrix or geometrical features such as edges [17].
Model-based methods assume that the texture is described by a stochastic
model and uses model parameters to segment the texture regions. Examples
of such methods are found in [18] where a multiresolution Gaussian autore-
gressive model is described and in [9] where an image model is formulated
using a seasonal autoregressive time series. Subband decomposition, espe-
cially the use of wavelets, is often seen in spatial-frequency methods [19].
Structural methods are based on the notion that textures are composed of
primitives that are well-defined and spatially repetitive [16, 20]. Boundary
detection or segmentation is followed to group the features into regions with
similar texture properties.
The selection of method is usually justified by empirical arguments, or not at all.
• Classification. The segmentation step yields a number of sets of connected pixel loca-
tions that, together, comprise the image domain. The segments are further classified
into homogeneous texture or non-texture (structure). Problems such as over- or under-
segmentation arise which have to be dealt with [OB05].
• Conventional Compression. The methods are embedded into a so-called host codec which
takes over the regions classified as non-texture.
• Synthesis. Reconstruction of the textured regions is performed by employing non-
parametric texture synthesis such as Efros and Leung [EL99] and related/derived meth-
ods. These methods are quite generic in the sense that all that is assumed about the
texture is that it is stationary and Markov (c.f. Section 2.1.1).
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• Quality Metric. All recent image and video compression methods require a qual-
ity metric to perform rate–distortion optimization. Conventional codecs use the
Peak Signal-to-Noise Ratio (PSNR), or, more recently, the Structural Similarity In-
dex (SSIM) [Wan+04]. However, these cannot be used for codecs employing texture
synthesis [BSO11; ZB11]. Therefore, Zhang and Bull [ZB11] use a self-designed qual-
ity metric that is claimed to capture the specific artifacts caused by their compression
method.
While the methods serve well to provide an estimate of the compression efficiency that is
possible, which is quite remarkable, there is a major conceptual weakness: The building blocks
do not follow a common underlying physical model – like the source–filter model for speech
signals. The complexity of natural image and video signals has continued to defeat image
models that have been proposed. While many of the models work most of the time, the
challenge to provide a model that provides a satisfactory explanation of all possible images has
been continually tough. This is essentially the root of the common computer vision approach:
heuristics are admissible, because algorithms are evaluated empirically, and only with respect
to their application. However, the above methods all target general-purpose image and video
compression, such that no specific assumptions can be made about the images. Thus, the class
of images that should be used for evaluation is undefined, and we can never be certain that
such a method indeed works for all possible images.
The benefit of a statistical model is that it allows us to address the following questions in a
mathematically concise manner:
1. What is the class of texture (precisely) that a given classification algorithm is able to
detect in natural images, and is it a subset of the class of texture that is handled by the
analysis and synthesis algorithms?
2. Is this class of texture safe to subject to analysis–synthesis without possibly compromis-
ing semantic information, i.e., information that is potentially relevant to an observer?
3. What is the optimal representation of this class of texture for compression purposes?
4. Is the quality metric capable of detecting all artifacts that the compression method may
cause?
5. How can a rate–distortion tradeoff be achieved, and does an equivalent parameter to
the quantization step size in transform coders exist?
This thesis deals with a single class of texture – Gauss–Markov Random Fields (GMRFs).
While all of the cited publications take the empirical computer vision approach, striving to use
the “building blocks” that appear to achieve the best performance in their own right, we will
deal with algorithms that are specialized to the texture model, i.e., take an approach that is
rather influenced by signal theory than by computer vision.
The primary contribution of this thesis is to suggest a new approach to image compression
using texture synthesis; this approach is based on
• a solid signal-theoretic foundation (c.f. Chapter 2) and
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• current models of the feature detection mechanisms of the human visual system (c.f.
Chapter 4).
The goal is to avoid heuristics – or models that are not backed by physical evidence – wherever
possible. Where we cannot completely dispense with heuristics, we can provide reasonable
estimates of error.
In Chapter 3, we establish the analogy of the Gauss–Markov random field model to the
source–filter model of speech coding and examine generalizations of theoretic results from
one-dimensional random signals to two-dimensional random fields. Furthermore, we establish
methods for analysis and synthesis of GMRFs and present an empirical evaluation of texture
quality metrics specifically targeted at that model.
In Chapter 4, we provide a statistical interpretation of feature detection in the primary visual
cortex of the human brain and show that Gaussian random fields take a special role – not only
with respect to information entropy, but also in the context of feature detection in biological
vision. Clearly, coding systems that specialize on this class of texture, therefore, deserve a
dedicated investigation.
In the last chapter, we describe and evaluate the characteristics of such a coding system.
The system is designed according to the theoretic and empirical results of all the previous
chapters. The properties of Gaussian random fields allow us to replace the segmentation–
classification approach of the above methods with a conceptually simple and elegant statistical
testing framework. This gives rise to a unique structure–texture decomposition which does not
need to rely on an – often artificial – image segmentation, avoiding problems of over- or under-
segmentation. The representation of texture parameters is selected according to the results of
Chapter 3.
We provide a complete description of the coding and decoding system, including entropy
coding, and evaluate the results on a number of established test images using objective metrics.
Visual results are provided, as well.
4
2 Preliminaries
In the present chapter, we lay the mathematical groundwork for the rest of the thesis. As
it is based on a congregation of theories from different disciplines – particularly the theory
of Higher Order Statistics, originating in physics and engineering, and the theory of Gauss–
Markov Random Fields, originating in mathematical statistics and the geo-sciences, it is of
extraordinary importance to establish a common notation for some of the important results
in these fields. Otherwise, the mathematical arguments following this chapter would be te-
dious; moreover, much of the insight that connects those theories, and which is necessary to
appreciate the later chapters, would remain hidden to the reader.
Nevertheless, we will not go as far as providing comprehensive proofs of the presented
results, unless the author is unaware of an appropriate reference. In all other cases, the reader
is referred to a corresponding publication.
2.1 Fields
In order to deal with “texture” in a technical and precise way, we need to establish what
we mean by it. In the image processing literature, there is no commonly agreed technical
definition of this term. However, a mathematical concept that helps us go a long way into
this direction is the concept of a field. The concept is identical in spirit to the notion of an
electromagnetic field, in that we define a field to be a function
a : Z2→ R, (2.1)
which maps a discrete-valued 2D vector x = (x0, x1)T ∈ Z2 to a continuous scalar value a(x ).
A digital grayscale image is an example of such a field, where the domain of a is limited to
the image extents, indicating the pixel positions. However, for the purpose of dealing with
texture, it is often useful to think of the domain of a field as infinite (or cyclic).
2.1.1 Random fields
While digital images are examples of deterministic fields, a random field is merely a statistical
concept. A random field can only be characterized by its statistical properties – as opposed
to an instance of a random field, the outcome of sampling from a random field, which is
deterministic.
The statistics of a random field can be specified in different ways. A very generic way to do
that is stating its joint probability distribution. We denote the joint probability density function
of the entire random field a as
p(a) = p(a(x ); x ∈ D), (2.2)
where D is the domain of a. Note that it is a function Rn → R, where n is the number of
elements in the domain of a (n = |D|). The notation on the left-hand side does not make this
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fact obvious, but it serves as a convenient shorthand. Another way of specifying the statistical
properties of a random field is to give the (“full”) conditional probability density function
p(a(x ) | a(y); y ∈ D− {x}). (2.3)
This is, likewise, a function Rn → R, returning the probability density of the random field
element at x given all other elements of a. The joint and the conditional PDF of a random
field are, of course, related; however, it can be a highly non-trivial task to obtain one of them
given the other one.
Stationarity (strict-sense)
A random field whose statistical properties are invariant with respect to a shift of positions is
called a stationary field, i.e.
p(z ya) = p(a) (2.4)
for any y . Here, z denotes the two-dimensional shift operator, such that (z ya)(x ) = a(x + y)
for all x and y . Stationarity can be defined on infinite grids (i.e., Z2) and also on tori; in other
words, on any structure where a shift does not change the domain of the field. On a finite
field, such a concept can therefore not exist.
Markov Property
A problem of the above probability density functions can be complexity. Knowledge about the
entire random field is necessary to evaluate its statistics, whether its domain is finite or infinite.
Luckily, this complexity is not essential for practical purposes. It has often been observed that
field elements far away from any position x have negligible influence on the conditional PDF
at x :
p(a(x ) | a(y); y ∈ D− {x})≈ p(a(x ) | a(y); y ∈ Nx ), (2.5)
where Nx denotes a neighborhood of field positions around x (excluding x itself). The ide-
alization of (2.5) is the Markov Property. Commonly, it is expressed using the concept of
conditional independence,
∀x : p(a(x ), a(y); y ∈ Rx | a(y); y ∈ Nx ) =
p(a(x ) | a(y); y ∈ Nx ) · p(a(y); y ∈ Rx | a(y); y ∈ Nx ), (2.6)
where Rx = D−Nx−{x}. Dividing both sides of the equation by p(a(y); y ∈ Rx | a(y); y ∈ Nx )
shows that this definition is equivalent to the exact version of Equation 2.5 (provided the
divisor is non-zero).
Texture as stationary Markov Random Fields
The above two properties, stationarity and the Markov Property, can be combined. The result-
ing conditional PDF is a function R|Nx | → R which is invariant with respect to x .1
1Naturally, this requires that the Markov Neighborhood Nx is also invariant with respect to a shift of x .
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It turns out that the properties are highly relevant for modeling visual texture. Probably
the best example for this is a line of algorithms for non-parametric texture synthesis emerg-
ing from [EL99]. This algorithm, with its descendants [WL00; Her+01; Ash01; Kwa+03;
Kwa+05], is very successful in reproducing texture from a given sample, because it assumes
next to nothing about the given texture except Markovianity and stationarity. The algorithms
essentially work on multi-dimensional relative frequencies as empirical approximations to the
conditional PDF.
2.1.2 Convolution
We denote convolution by the symbol ∗. For two fields a and b, it is defined in the following
way:
(a ∗ b)(x ) =∑
y
a(x − y) b(y). (2.7)
Here and in the following sections, we omit the limits of sums for simplicity. It is understood
that they run across the domain(s) of the involved fields, where not noted otherwise. More
generally, if we have two functions a(x 1, . . . , x n) and b(x 1, . . . , x n) for n ∈ N:
(a ∗ b)(x 1, . . . , x n) =
∑
y1
· · ·∑
yn
a(x 1− y1, . . . , x n− yn) b(y1, . . . , yn). (2.8)
Convolution can also be denoted using matrix multiplication. For this to work on fields, we
need a bijective (i.e. one-to-one) mapping between grid positions and matrix row/column
positions. The mapping can be in any order. We denote the mapping from matrix rows to
grid positionsω(i) and its inverseω−1(x ). Note that for infinitely extended fields, this implies
that the domain and range of the mapping will also be infinite and, as a consequence, the
order of the corresponding matrix or vector quantities will be, too. We retain this possibil-
ity for modeling considerations. Naturally, algorithms can only be implemented using finite
quantities.
We define the matrix A and the vector b as follows:
A=mat
ω
a =
h
a
 
ω(k)−ω(l))i
k,l
, (2.9)
b = vec
ω
b =
h
b
 
ω(k)
i
k
. (2.10)
This implies
Ab =
∑
l
Akl bl

k
=
∑
l
a
 
ω(k)−ω(l) b ω(l)
k
=
h
(a ∗ b) ω(k)i
k
= vec
ω
(a ∗ b). (2.11)
Therefore, if we arrange the elements of a and b in the matrix A and vector b, the product Ab
is equivalent to the convolution a∗b (although its explicit computation may be more complex).
An additional notation that can be useful at times is a sliding vectorization of a field:
A(x ) =mat
ω,x
a =
h
a
 
x +ω(k)−ω(l))i
k,l
, (2.12)
b(x ) = vec
ω,x
b =
h
b
 
x +ω(k)
i
k
. (2.13)
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2.1.3 Bochner’s theorem
Consider a real, non-negative spectral density function Φt,2(e 2pi f ) which is symmetric, i.e.,
satisfies Φt,2(e− 2pi f ) = Φt,2(e 2pi f ). Its inverse Fourier transform is given by
ϕt,2(x ) =
∫

Φt,2(e
2pi f ) e 2pi f x d f . (2.14)
ϕt,2(x ) is also real and symmetric. Now consider the sum∑
x 1∈D
∑
x 2∈D
ϕt,2(x 1− x 2) g(x 1) g(x 2), (2.15)
where g(x ) is an arbitrary field and D is any finite set of field positions,
=
∫

Φt,2(e
2pi f )
∑
x 1∈D
∑
x 2∈D
e 2pi f x 1 e− 2pi f x 2 g(x 1) g(x 2) d f
=
∫

Φt,2(e
2pi f )
∑
x∈D
e− 2pi f x g(x )
2︸ ︷︷ ︸
|G′(e 2pi f )|2
d f ≥ 0, (2.16)
as is easily seen because both parts of the integrand are non-negative. G′(e 2pi f ) is the Fourier
transform of g ′(x ), where g ′(x ) = g(x ) for x ∈ D and g ′(x ) = 0 otherwise. (2.15) can be
written in matrix form,
g Tφg = (vec
ω
g)T (mat
ω
ϕt,2) (vec
ω
g)≥ 0, (2.17)
where ω is defined exactly on D. Now, since this inequality holds for any g(x ) and D, it also
holds for any vector g . The symmetry of φ, which follows from the symmetry of ϕt,2 and
(2.9), and (2.17) together yield the definition of positive semi-definiteness. Therefore, any
matrix φ constructed from a non-negative spectral density function as given above is positive
semi-definite.
Furthermore, if we require Φt,2(e 2pi f ) to be (strictly) positive, and g ′(x ) 6= 0 for some x ,
then it follows that |G′(e 2pi f )|2 must be positive for some f , and further that the inequality in
(2.16) becomes strict. Requiring g ′(x ) 6= 0 for some x is equivalent to requiring g 6= 0; thus,
we have the definition of positive definiteness. Hence, for positive spectral density functions,
we have φ positive definite.
We refer to this result as Bochner’s theorem. ϕt,2(x ) can be called a positive definite func-
tion. Curiously, Bochner’s definition of a positive definite function is given for the positive
semi-definite case, which is somewhat inconsistent. Bochner’s proof [Boc33, page 406], a fun-
damental result of harmonic analysis, actually works in the opposite direction for continuous
functions in the context of multivariate characteristic functions (the Fourier transform of a –
non-negative – probability density). However, for simplicity, we choose to call the above result
by the same name.
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2.2 Higher order statistics
Instead of always specifying the full PDF of a random field t, we may employ a number of sum-
mary statistics. Among the possible statistics that are well known, we have the central and
non-central moments and cumulants. From the signal processing literature, we are also famil-
iar with the autocovariance and autocorrelation functions as examples of second-order statis-
tics of stationary signals. In the following section, we summarize a useful framework [NP93]
of higher-order (i.e. going beyond second-order) statistics. However, as [NP93] only deals
with one-dimensional signals and systems, we use the opportunity to extend the definitions
and theorems to two dimensions. Additionally, we introduce a notation that is more useful
with regard to the later chapters.
2.2.1 Moment and cumulant functions
The kth order moment function of a stationary field t is, likewise, a higher-order generaliza-
tion of the autocorrelation function and a higher-dimensional generalization of the kth raw
moment:
ϕt,k(x 1, . . . , x k−1) = E
(
k−1∏
i=0
t(x + x i)
)
, (2.18)
where x 0 is defined to be 0. For the first few k, this gives:
ϕt,1 = E{t(x )} ,
ϕt,2(x 1) = E

t(x ) t(x + x 1)
	
,
ϕt,3(x 1, x 2) = E

t(x ) t(x + x 1) t(x + x 2)
	
,
. . .
We can see above that ϕt,1 is the mean value of t and ϕt,2 corresponds to its two-dimensional
autocorrelation function. The moment functions, as given here, are not functions of x , which
requires that the right-hand sides of the equations are invariant with respect to a variation
of x . This condition is called weak or wide-sense stationarity if it holds for k ∈ {1, 2}, and
stationarity up to order n if it holds for all k ≤ n. The definitions of kth order moment and
cumulant functions and spectra in this section are valid if the random fields are stationary up
to order k. If the random field is strict-sense stationary as per (2.4), it is stationary up to all
orders.
Note that the moment functions are invariant (symmetric) with respect to permutation of
their arguments.2 Thus,
ϕt,k(x 1, . . . , x k−1) = ϕt,k(x v1 , . . . , x vk−1) (2.19)
for all x i and any k, where v is any permutation of the integers {1, . . . , k− 1}. Furthermore,
due to the stationarity of t, a property of shift symmetry arises. If we allow x 0 6= 0,
E
(
k−1∏
i=0
t(x + x i)
)
= E
(
k−1∏
i=0
t(x + x i − x 0)
)
= ϕt,k(x 1− x 0, . . . , x k−1− x 0),
2This only holds for real-valued fields; we assume all fields to be real-valued unless noted otherwise.
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but, equivalently,
= ϕt,k(x 0− x j, . . . , x j−1− x j, x j+1− x j, . . . , x k−1− x j) (2.20)
for all x i and any j or k; i.e., if each argument of the function is shifted by x 0, the role of the
shift and any one of its arguments can be exchanged.
The kth order cumulant function is a generalization of the kth cumulant. Generally, to
compute the cumulant function of some order, knowledge about lower order statistics of the
field is needed. In contrast, this is not the case for moment functions. The kth order cumulant
function is defined by:
ψt,k(x 1, . . . , x k−1) =
∑
M∈P(k)
(−1)|M |−1(|M | − 1)!∏
I∈M
E
(∏
i∈I
t(x + x i)
)
, (2.21)
where P(k) denotes the set of all possible partitionings of the set {0, 1, . . . , k−1} (i.e., a set of
sets of sets of integers) [NP93, pages 9, 15]. For example,
P(4) =
n{0,1, 2,3}	,{0}, {1}, {2}, {3}	,{0,1}, {2,3}	,{0, 2}, {1, 3}	,{0,3}, {1,2}	,{0,1, 2}, {3}	,{0,1, 3}, {2}	,{0,2, 3}, {1}	,{1,2, 3}, {0}	,{0,1}, {2}, {3}	,{0, 2}, {1}, {3}	,{0, 3}, {1}, {2}	,{1,2}, {0}, {3}	,{1, 3}, {0}, {2}	,{2, 3}, {0}, {1}	o.
Due to the expected value in (2.21) corresponding to (shifted) versions of (2.18), cumulant
functions of order k can be expressed in terms of moment functions of orders 1 to k:
ψt,k(x 1, . . . , x k−1) =
∑
M∈P(k)
(−1)|M |−1(|M | − 1)!∏
I∈M
ϕt,n(x i1 − x i0 , . . . , x in−1 − x i0), (2.22)
where n = |I | and i is any n-vector containing each element of I exactly once (exactly which
ordering is used is not important due to the symmetry of the moment functions). For practical
purposes, we only require cumulant functions of up to order 4. These are given by:
ψt,1 = ϕt,1, (2.23)
ψt,2(x 1) = ϕt,2(x 1)−ϕ2t,1, (2.24)
ψt,3(x 1, x 2) = ϕt,3(x 1, x 2) + 2ϕ
3
t,1
−ϕt,1ϕt,2(x 1) +ϕt,2(x 2) +ϕt,2(x 2− x 1), (2.25)
ψt,4(x 1, x 2, x 3) = ϕt,4(x 1, x 2, x 3)− 6ϕ4t,1
−ϕt,2(x 1)ϕt,2(x 3− x 2)−ϕt,2(x 2)ϕt,2(x 3− x 1)
−ϕt,2(x 3)ϕt,2(x 2− x 1)
−ϕt,1ϕt,3(x 1, x 2) +ϕt,3(x 1, x 3) +ϕt,3(x 2, x 3)
+ϕt,3(x 2− x 1, x 3− x 1)
+ 2ϕ2t,1

ϕt,2(x 1) +ϕt,2(x 3− x 2)
+ϕt,2(x 2) +ϕt,2(x 3− x 1)
+ϕt,2(x 3) +ϕt,2(x 2− x 1). (2.26)
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Figure 2.1 Student’s mnemonic for the terms platykurtic and leptokurtic [Stu27].
Note that ψt,2(x 1) represents the well-known autocovariance function. If we assume t is
zero-mean (ψt,1 = 0), the cumulant functions simplify to:
ψt,2(x 1) = ϕt,2(x 1), (2.27)
ψt,3(x 1, x 2) = ϕt,3(x 1, x 2), (2.28)
ψt,4(x 1, x 2, x 3) = ϕt,4(x 1, x 2, x 3)−ϕt,2(x 1)ϕt,2(x 3− x 2)
−ϕt,2(x 2)ϕt,2(x 3− x 1)−ϕt,2(x 3)ϕt,2(x 2− x 1). (2.29)
The moment functions, evaluated at the origin, result in the raw moments3 µt,k, while the
cumulant functions result in the cumulants κt,k:
µt,k = ϕt,k(0, . . . ,0), (2.30)
κt,k =ψt,k(0, . . . ,0). (2.31)
The most well-known higher order statistics – variance σ2, skewness γ1, and excess kur-
tosis γ2 – can be defined in terms of cumulants, and, therefore, in terms of moments. For a
zero-mean field t, we have:
σ2 = κt,2 = µt,2, (2.32)
γ1 =
κt,3
κ1.5t,2
=
µt,3
σ3
, (2.33)
γ2 =
κt,4
κ2t,2
=
µt,4− 3µ2t,2
µ2t,2
=
µt,4
σ4
− 3. (2.34)
Thus, the definition of excess kurtosis as a “standardized 4th order cumulant” is an alternative
justification for the offset (“excess”) of 3 that makes the excess kurtosis of a Gaussian random
variable equal zero. The terms platykurtic, mesokurtic, and leptokurtic refer to an excess
kurtosis of below, equal to, and above zero, respectively. Student4 [Stu27] provided a useful
mnemonic which is reproduced in Figure 2.1.
3Note that, in the literature, raw moments are usually denoted µ′k, while µk is reserved for the central moments.
However, in this work, we have no need for the central moments, thus we drop the prime.
4Student, also known as William S. Gossett, is the eponym of Students’ t-distribution.
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2.2.2 Moment and cumulant spectra
The kth order moment and cumulant spectra are defined as the (2k − 2)-dimensional z-
transforms of the kth order moment and cumulant functions, respectively:
Φt,k(z1, z2, . . . , zk−1) =
∑
x 1
· · ·∑
x k−1
ϕt,k(x 1, . . . , x k−1) z
−x 1
1 · · · z−x k−1k−1 , (2.35)
Ψt,k(z1, z2, . . . , zk−1) =
∑
x 1
· · ·∑
x k−1
ψt,k(x 1, . . . , x k−1) z
−x 1
1 · · · z−x k−1k−1 . (2.36)
The corresponding Fourier transforms result by formally substituting z i = e 2pi f i . Φt,2(e 2pi f ) is
well-known as the power spectral density of a random field.
2.2.3 Moment functions and spectra of deterministic fields
It is convenient to define a modified concept of moment functions and spectra for deterministic
fields. This is analogous to the definition of correlation functions for energy signals, as opposed
to random signals [OL10]. It is simply achieved by replacing the expectation operation with
a sum. Otherwise, the definitions are equivalent to their statistical analogs. We denote them
using an overdot:
ϕ˙a,k(x 1, . . . , x k−1) =
∑
x
k−1∏
i=0
a(x + x i), (2.37)
where, again, x 0 = 0. Note that the symmetry properties (2.19) and (2.20) hold analogously
for this definition. Similarly, we define deterministic moment spectra,
Φ˙a,k(z1, z2, . . . , zk−1) =
∑
x 1
· · ·∑
x k−1
ϕ˙a,k(x 1, . . . , x k−1) z
−x 1
1 · · · z−x k−1k−1 . (2.38)
In addition, we can obtain the moment spectra from the z-transform of a as follows:
Φ˙a,k(z1, z2, . . . , zk−1)
=
∑
x 1
· · ·∑
x k−1
∑
x
k−1∏
i=0
a(x + x i) z
−x 1
1 · · · z−x k−1k−1 ,
substituting y i = x + x i,
=
∑
y1
· · ·∑
yk−1
∑
x
a(x )a(y1) · · · a(y k−1) z−y11 · · · z−yk−1k−1 zx1 · · · zxk−1
=
∑
y1
a(y1) z
−y1
1

· · ·
∑
yk−1
a(y k−1) z
−yk−1
k−1

·
∑
x
a(x ) zx1 · · · zxk−1

= A
 
z1
 · · ·A zk−1 · A (z1 · · · zk−1)−1. (2.39)
Note that for k = 2, this results in the well-known energy spectrum:
Φ˙a,2(e
2pi f ) = A(e 2pi f ) · A(e− 2pi f ) = A(e 2pi f )2 . (2.40)
Why do we only define moment functions for deterministic fields, and not cumulant functions?
It turns out that the moment functions are significant for the Wiener–Lee Theorem introduced
in the next section, while deterministic cumulant functions are not needed.
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2.2.4 Generalized Wiener–Lee Theorem
As declared in Section 2.1.2, two fields can be convolved. If at least one of the fields is
random, the result is a new random field. Otherwise, the result is deterministic. The Wiener–
Lee Theorem, as understood in [OL10], deals with the convolution of a random signal and
a deterministic impulse response (linear filtering). This can be generalized to fields, such
that a stationary random field s is convolved with a deterministic field h (also called a two-
dimensional linear filter) to obtain another stationary random field t. Furthermore, we can
extend the theorem to higher orders.
Essentially, the generalized Wiener–Lee Theorem states that the moment and cumulant
functions of t can be computed from the moment and cumulant functions of s, respectively,
and the moment functions of h:
ϕt,k ≡ ϕs,k ∗ ϕ˙h,k, (2.41)
ψt,k ≡ψs,k ∗ ϕ˙h,k. (2.42)
Note that, here, (2.8) instead of (2.7) applies as the functions are (k-1)-dimensional. Taking
z-transforms on both sides, it follows that
Φt,k ≡ Φs,k · Φ˙h,k, (2.43)
Ψt,k ≡Ψs,k · Φ˙h,k. (2.44)
The latter (2.44) for the one-dimensional case can be found in [NP93, page 37]. To prove5
both variants of the theorem, we need product–sum expansion:
m∏
i=0
n∑
j=0
ai j =
n∑
j0=0
· · ·
n∑
jm=0
m∏
i=0
ai ji . (2.45)
To prove (2.41), we plug (2.7) into (2.18), then use (2.45) and the linearity of the expectation
operator,
ϕt,k(x 1, . . . , x k−1) = E
(
k−1∏
i=0
∑
y
s(x + x i − y)h(y)
)
= E
(∑
y0
· · ·∑
yk−1
k−1∏
i=0
s(x + x i − y i)h(y i)
)
=
∑
y0
· · ·∑
yk−1
 k−1∏
i=0
h(y i)
E( k−1∏
i=0
s(x + x i − y i)
)
︸ ︷︷ ︸
ϕs,k(x 1+y0−y1,...,x k−1+y0−yk−1)
,
5Note that the following treatment does not represent a rigorous mathematical proof. We omit all questions of
well-definedness and existence of infinite sums. However, the answers to these questions are analogous to
second-order results that are ubiquitous in the engineering literature.
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and, finally, substituting y ′i = y i − y0,
=
∑
y ′1
· · ·∑
y ′k−1
∑
y0
 k−1∏
i=0
h(y0+ y
′
i)
︸ ︷︷ ︸
ϕh,k(y ′1,...,y ′k−1)
ϕs,k(x 1− y ′1, . . . , x k−1− y ′k−1)
= (ϕs,k ∗ ϕ˙h,k)(x 1, x 2, . . . , x k−1). (2.46)
Similarly, we can use (2.7) in (2.21) and then apply (2.45) twice to prove (2.42):
ψt,k(x 1, . . . , x k−1)
=
∑
M∈P(k)
(−1)|M |−1(|M | − 1)!∏
I∈M
E
(∏
i∈I
∑
y
s(x + x i − y)h(y)
)
=
∑
M∈P(k)
(−1)|M |−1(|M | − 1)!∏
I∈M
E
(∑
y i ,i∈I
∏
i∈I
s(x + x i − y i)h(y i)
)
=
∑
M∈P(k)
(−1)|M |−1(|M | − 1)!∏
I∈M
∑
y i ,i∈I
∏
i∈I
h(y i)
E(∏
i∈I
s(x + x i − y i)
)
=
∑
M∈P(k)
(−1)|M |−1(|M | − 1)!∑
y0
· · ·∑
yk−1
∏
I∈M
∏
i∈I
h(y i)
E(∏
i∈I
s(x + x i − y i)
)
=
∑
y0
· · ·∑
yk−1
 k−1∏
i=0
h(y i)
 ∑
M∈P(k)
(−1)|M |−1(|M | − 1)!∏
I∈M
E
(∏
i∈I
s(x + x i − y i)
)
︸ ︷︷ ︸
ψs,k(x 1+y0−y1,...,x k−1+y0−yk−1)
,
and, by the same substitution as above,
=
∑
y ′1
· · ·∑
y ′k−1
∑
y0
 k−1∏
i=0
h(y0+ y
′
i)
︸ ︷︷ ︸
ϕ˙h,k(y ′1,...,y ′k−1)
ψs,k(x 1− y ′1, . . . , x k−1− y ′k−1)
= (ψs,k ∗ ϕ˙h,k)(x 1, x 2, . . . , x k−1). (2.47)
2.2.5 IID and white noise fields
An independent and identically distributed (IID) random field w is a stationary field such that
any two field elements w(x 1) and w(x 2) are statistically independent given that x 1 6= x 2. This
implies that we can sample from such a field very efficiently, as we can compute the value
of each element independently from all the others. The field is sufficiently specified by the
probability density function p(w(x )) of any grid element x . Equivalently, w is a stationary
Markov Random Field with an empty Markov Neighborhood.
The independence implies
ψw,k(x 1, . . . , x k−1) = κw,k ·δ(x 1) · · ·δ(x k−1), (2.48)
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and thus
Ψw,k(z1, . . . , zk−1) = κw,k, (2.49)
i.e., the kth order cumulant spectrum of the field is constant. This is due to a property of
cumulants, guaranteeing that the kth order cumulant of a set of k random variables which
can be partitioned in two statistically independent sets is equal to zero [NP93, page 13]. As
all elements of w are mutually independent, this is the case for all k and x i except when
x 0 = x 1 = · · · = x k−1 = 0. This condition is called kth order whiteness; w is said to be a kth
order white noise field. Thus, IID fields are white with respect to all orders, but a white field
is not necessarily IID.
Note that the same property does not generally hold for moment spectra. For example,
ϕw,4(0, y , y) = E
¦
w2(x )w2(x + y)
©
=
h
E
¦
w2(x )
©i2 6= 0 (2.50)
in general for any y , even if the field is assumed to be zero-mean. Therefore, moment spectra
of IID fields are not generally constant.
Stationary Gaussian fields
Stationary Gaussian random fields are stationary random fields such that any set of field ele-
ments is jointly Gaussian.
If we select any set of field elements of a stationary Gaussian random field w, the joint
moments of order ≤ 2 will determine their statistics, all higher orders being redundant. Fur-
thermore, any joint cumulant of order > 2 of the set is equal to zero [NP93, page 14]. This
leads to the moment functions and spectra of order k > 2 being redundant, as well as
ψw,k(x 1, . . . , x k−1) = 0 for all k > 2. (2.51)
The cumulant functions and spectra of order k > 2 can therefore be used to measure “Gaus-
sianity” of a given field if they are appropriately normalized.
2.2.6 Coherency functions
The kth order coherency function of a field y (with k > 2) is defined as
Υy,k(z1, . . . , zk−1) =
Ψy,k(z1, . . . , zk−1)p
Ψy,2(z1) · · ·Ψy,2(zk−1) ·Ψy,2(z1 · · · zk−1)
. (2.52)
Coherency functions take a special form when y is linear. If y = w ∗h, where w is IID and h is
deterministic,
Υy,k(z1, . . . , zk−1) =
κw,k
(κw,2)
k/2
· Φ˙h,k(z1, . . . , zk−1)p
Φ˙h,2(z1) · · · Φ˙h,2(zk−1) · Φ˙h,2(z1 · · · zk−1)
. (2.53)
On the unit hypersphere (z i = e 2pi f i ), the right-hand factor has unit magnitude, and thus, the
following expression, the kth order coherence index, is constant:6Υy,k(e 2pi f 1 , . . . , e 2pi f k−1)= |κw,k|(κw,2)k/2 . (2.54)
6In [NP93, page 64], the right-hand side of this equation appears to be incorrect – there, the magnitude of κw,k
is not taken.
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Moreover, if w is IID Gaussian, (2.54) is equal to zero. The coherence index is therefore a
useful statistic to determine whether a field is linear, or Gaussian. This has been exploited for
time series in [Hin90].
2.3 Gauss–Markov Random Fields
In this section, we review essential definitions and theorems from [RH05] and establish the
notation.
2.3.1 Finite Gaussian fields
A finite random field t is Gaussian if the joint probability density function takes the form of a
multivariate Gaussian,
p(t ) =
1p|2piΣ| exp−12 t TΣ−1t , (2.55)
where t = vecω t as given in (2.10) and ω is a bijective mapping between grid positions and
vector indices defined on the domain of t, i.e., t is a vector composed of all elements of t.
Here, the field is assumed to be zero-mean. Σ= E

t t T
	
is called the covariance matrix of the
field and must be symmetric positive definite.
Precision matrix
An equivalent way to express the joint PDF is by using Q = Σ−1, the precision matrix of the
field [RH05, page 22]:
p(t ) =
Æ(2pi)−1Qexp−1
2
t TQt

. (2.56)
The precision matrix reflects whether the Gaussian field is Markov (2.6). If it is, i.e., it
constitutes a Gauss–Markov Random Field, the precision matrix is sparse [RH05, page 24].7
Note that the Markov Property is not reflected in the sparsity pattern of the covariance matrix:
To determine whether a field is Markov from its covariance matrix, it must be inverted.
Another property that is evident from Q is homogeneity. We define a homogeneous Gaussian
random field as a field that satisfies
Q =mat
ω
q (2.57)
for any deterministic field q and bijective mapping ω defined on the domain of q. This means
that the value of Q i j for any two field elements i and j only depends on the relative position
of these two elements. For fields defined on a finite rectangular grid, and a mapping that
corresponds to a raster scan of the field elements, this implies that Q must be Toeplitz-block
Toeplitz. Note that the concept of homogeneity is very similar to, but not equivalent to the
concept of stationarity. It would be somewhat misleading to speak of a stationary field if the
field is finite, as it cannot be shifted without changing its domain. However, if we imagine
extending the domain of the field – without changing the underlying structure of its precision
7[RH05] distinguishes between the local, global, and pairwise Markov Property, and goes on to show that they
are all closely related to the sparsity structure of a GMRF. Our definition (2.6) corresponds to the local Markov
Property.
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Algorithm 2.1 Conditional sampling of Gaussian random field
Input: Q, t B
Output: tˆ A
1: obtain a matrix L= PT such that QAA = LTL
2: sample w ∼N (0,1)
3: solve LTr = w for r
4: solve LTLd =−QAB t B for d
5: return r + d
matrix given by (2.57) –, we can recognize stationarity (2.4) as the limiting case of homo-
geneity, as the domain extends to Z2.
Conditional probability density
If we partition the vector into a known part t B and an unknown part t A, the conditional
distribution given t B is:
p(t A | t B) =
Æ(2pi)−1QAAexp−12(t −µ)TQAA(t −µ) , (2.58)
where µ = −Q−1AAQAB t B [RH05, page 26]. An example for a partitioning of t and Q is given
by:
t =
t A
t B
 , Q =QAA QAB
QBA QBB
 . (2.59)
However, the index sets A and B need not be consecutive. In the case when A is only a single
element i, and B consists of all others (ri), we obtain the full conditional PDF:
p(t i | tri) = 1Æ
2piQ−1i,i
exp
 
−(t i +Q
−1
i,i Qi,ri tri)
2
2Q−1i,i
!
. (2.60)
Note that this corresponds to a univariate Gaussian with a mean of −Q−1i,i Qi,ri tri and a vari-
ance of Q−1i,i .
Sampling
To sample from a zero-mean Gaussian random field, a matrix L must be found such that
Q = LTL and L= PT , where T is a triangular matrix and P is a permutation matrix. This could
be, for example, the Cholesky decomposition. Then, to get a sample tˆ , we can solve LT tˆ = w ,
where w is an IID standard Gaussian vector, by forward or backward substitution [RH05,
page 35]. This is proved simply by observing that E
¦
tˆ tˆ T
©
= E

L−Tww TL−1
	
= L−T1L−1 = Σ.
If a number of field elements is already fixed and we would like to do conditional sampling,
i.e. with respect to texture images, “inpainting,” or interpolation consistent with the statistics
of the field, we can use (2.58) to get the conditional PDF (i.e., A is the region which needs
to be interpolated, and B is the region already known). The mean of the conditional PDF
corresponds to a “deterministic” component of t A, which is due to the knowledge about t B
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and cannot be avoided if the statistics of the complete random field are to be obeyed. The
interpolation is achieved by Algorithm 2.1, which is a variation of the conditional sampling
algorithm and its discussion found in [RH05, pages 35, 36].
2.3.2 Stationary GMRFs
In the signal processing community, stationary random processes and field models have long
been known and worked with. However, the various needs of researchers with respect to do-
main, dimensionality, Gaussianity, and stationarity of the field, as well as the type of Markov
Neighborhood involved, led to closely related, but slightly different, and sometimes to equiv-
alent, but differently named – or even different, but identically named – definitions of autore-
gressive processes and second-order random fields. An illuminating classification of the most
popular models can be found in [DK89].
For this work, it will be sufficient to introduce the so-called Conditional Autoregression (CAR)
model. This type of model is briefly discussed in [RH05, pages 72–75]. The discussion estab-
lishes the existence of such a process, and goes on to relate the full conditional PDF of a
field t [RH05, page 73],8
p(t(x ) | t(y); y ∈ Z2− {x}) =N
− 1
q(0)
∑
y∈Z2−{0}
q(y) t(x − y), 1
q(0)

=
1p
2piq−1(0)
exp
−

(t ∗ q)(x )
2
2 q(0)
 , (2.61)
where q is a deterministic field, symmetric with q(x ) = q(−x ) for all x , representing the
parameters of the distribution, to the power spectral density of t [RH05, page 72],
Φt,2(e
2pi f ) =
1∑
y q(y)e
− 2pi f y =
1
Q(e 2pi f )
. (2.62)
The close connection of this kind of process to linear filtering is established in Chapter 3.
2.4 Estimation theory
For a good introduction to estimation theory, consider the book by Kay [Kay93]. Here, only
the most basic definitions are provided.
An estimator is a function of a number of observations, yielding an estimate of an unob-
served (hidden) variable. For a toy example, we may consider a number of elements of a
white noise field w(x ), x ∈ D of which we desire to estimate the mean κw,1. A simple estima-
tor would then be:
κˆw,1 =
1
|D|
∑
x∈D
w(x ). (2.63)
Throughout this thesis, estimators will be denoted as the respective quantity decorated with a
tilde.
8The notation was slightly adapted.
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Bias
A biased estimator is an estimator whose expected value is not equal to the true value of
the hidden variable. Its opposite is an unbiased estimator, for which the equality holds. For
example,
E
¦
κˆw,1
©
=
1
|D|
∑
x∈D
E{w(x )}= κw,1 (2.64)
is an unbiased estimator due to the linearity of E{·}.
Consistency
A consistent estimator is an estimator which, as the number of observations increase, con-
verges to the true value of the hidden variable. For example,
lim
D→Z2 κˆw,1 = limD→Z2
1
|D|
∑
x∈D
w(x ) = κw,1 (2.65)
is a consistent estimator if and only if w is first-order ergodic.
Robustness
A robust estimator is an estimator whose value is not arbitrarily distorted by a contamination
of the observations. Contamination refers to a replacement of some of the observations by
values from a different PDF, which is considered to be unknown and, possibly, of a much larger
dispersion than the actual data. There are differing methods of how to measure robustness; a
comprehensive treatment of the subject is provided by Maronna, Martin, and Yohai [MMY06].
The most commonly encountered example of a robust estimator is the median, which provides
an alternative estimator for the above example,
κˆw,1 =medx∈D w(x ). (2.66)
Provided that both PDFs (of the uncontaminated data and of the contamination) are symmet-
ric, the influence of the contamination on the estimate is extremely low (with up to 50% of
the observations contaminated). On the other hand, the median is often not as efficient as
the mean when the data is uncontaminated, meaning that its variance is higher. It is possi-
ble to trade-off between the robustness of the median and the efficiency of the mean using
M-estimators [MMY06].
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In this chapter, we review a number of methods related to Gauss–Markov Random Field and
autoregressive models, both finite and stationary, and establish links between these very sim-
ilar concepts. These links can be exploited when dealing with finite segments of stationary
texture. Furthermore, we introduce a two-dimensional extension of the Itakura Distance, re-
view some other similarity metrics applicable to GMRFs and evaluate them against subjective
similarity of texture images.
3.1 Inverse filtering
Consider a random field generated by inverse filtering an IID standard Gaussian random
field w using a deterministic field (linear filter) a:
t(x ) = σw(x )− (a ∗ t)(x )
= σw(x )−∑
y
t(x − y) a(y). (3.1)
This is called a two-dimensional Autoregressive Process. Given an appropriate starting config-
uration, the process can be realized recursively. For this, a must have a restricted support,
such that in every step, only elements of t are used that belong to the starting configuration,
or have been previously computed. The most common configuration is unilateral support, as
defined in [DK89], such that the support is restricted to one of the non-symmetric half planes,
excluding the origin. Clearly, t is Gaussian and zero-mean, as each element of it is a linear
combination of zero-mean Gaussians (of course, assuming that the starting configuration of
the process was, likewise).
We can state the “directional” conditional PDF at x simply by observing that the sum in (3.1)
solely depends on previously generated elements of t,
p(t(x ) | t(y); y < x ) = 1p
2piσ2
exp

−(t(x ) + (a ∗ t)(x ))
2
2σ2

, (3.2)
where y < x indicates “y is generated before x .” Note that this is not equivalent to the full
conditional PDF, where also all “future” elements of t, with respect to x , are conditioned upon.
However, it is easy to confirm that this model fulfills a conditional independence property
analogous to the Markov Property (2.6), i.e.,
p(t(x ) | t(y); y < x ) = p(t(x ) | t(y); y ∈ Nx ) (3.3)
with an appropriately defined neighborhood Nx (see Figure 3.1 for an example).
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Now let us consider the z-transform of the random field,
t(x ) = σw(x )− (a ∗ t)(x )
 Z
T (z) = σW (z)− A(z) · T (z)
=
σ
1+ A(z)
·W (z). (3.4)
Let us now call B(z) = 1+ A(z) and H(z) = 1
B(z)
. Another representation of t is then
T (z) = H(z) ·σW (z)
 Z
t(x ) = σ(w ∗ h)(x ). (3.5)
It follows immediately due to the generalized Wiener–Lee Theorem, (2.41) and (2.43), that,
ϕt,2(x ) = σ
2(ϕw,2 ∗ ϕ˙h,2)(x ) = σ2
∑
y
h(y)h(y + x ) (3.6)
and Φt,2(z) = σ
2Φw,2(z) · Φ˙h,2(z) = σ
2
B(z)B(z−1) . (3.7)
As t is Gaussian and zero-mean, we know that its cumulant spectra for all k ∈ N−{2} vanish,
and that the distribution of t is fully determined by its second-order statistics, i.e., its power
spectral density. As the Fourier phase of a is lost in (3.7), it must therefore be irrelevant for
the statistics of the field. Moreover, we can now relate (3.7) to (2.62) to establish
Q(e 2pi f ) =
1
σ2
1+ A(e 2pi f )2 . (3.8)
As the CAR process is also Gaussian and zero-mean, we conclude that if (3.8) holds, the
CAR process from Section 2.3.2 and the AR process are statistically equivalent. In the spatial
domain, this relationship reads
q ≡ 1
σ2
(δ+ a−) ∗ (δ+ a), (3.9)
where a− denotes the conjugate field to a, such that a−(x ) = a(−x ) for any x . The difference
between the processes is only in the practical realization: While the CAR representation does
not offer an obvious way of sampling from such a field, the AR representation allows sampling
by a recursive procedure.
We can now easily state the full conditional PDF of an AR process (3.1) by first computing q
according to (3.9) and plugging it into (2.61).
3.2 Filter inversion and stability
Given that the Fourier phase of the filter is irrelevant, we may ask what “degrees of free-
dom” we have with respect to the choice of a filter polynomial B(z) when we would like to
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achieve any given PSD of the form (3.7), and what representation of B(z) is most efficient,
i.e., eliminates these degrees of freedom. The latter is Question 3 from the introduction.
These questions have fundamentally different answers depending on whether we consider
one-dimensional time series or higher-dimensional fields.
Supposing the system described by (3.1) was a one-dimensional process, we would need to
impose the following restrictions on b(x):
• It must be causal and finite to be implemented.
• The frequency response must satisfy |H(z)| < ∞ for |z| = 1, i.e., the filter must be
stable; all poles of H(z) must lie strictly within the unit circle [OS75, page 69]. This is
equivalent to requiring
B(z) 6= 0 for |z| ≥ 1. (3.10)
These restrictions can be complied with by finding the poles of Φt,2(z). Due to the Funda-
mental Theorem of Algebra, its denominator can be written as a product of first-order com-
plex polynomials. The roots of the denominator polynomial must occur in complex conjugate
pairs [OS75, page 390]. Therefore, it is always possible to assign the roots to two polynomial
factors B(z) and B(z−1). This is called spectral factorization. To satisfy (3.10), we simply assign
all roots within the unit circle to B(z) (and, consequently, their corresponding roots outside
the unit circle to B(z−1)). Then, the filter is guaranteed to be stable, and also minimum-phase.
Therefore, if we are willing to accept a finite complex rational approximation, any 1D spec-
trum can be represented by a set of inverse filters B(z) all having the same Fourier magnitude.
The phase is irrelevant for the statistics of the process, but if we intend to implement the filter
recursively, there is only one – the minimum-phase – solution.
These theoretical results are exploited in practice for efficient representations of linear fil-
ters. For example, the line-spectral pair representation [SJ84] decomposes B(z) into two
polynomials whose roots, due to symmetry, are all located on the unit circle and interleaved.
This representation admits a particularly efficient numerical scheme to locate the zeros.
In two dimensions, the following restrictions on b(x ) are analogous to the ones above:
• It must be “causal” and finite, i.e., its support must be restricted in a way that it is recur-
sively computable. Without loss of generality, we require the support to be unilateral,
i.e. defined as a subset of the non-symmetric half plane as in Figure 3.1: b(x ) = 0 for
all x ∈ Z2− U , where
U =

x : x0 > 0 ∨ (x0 = 0 ∧ x1 > 0)	. (3.11)
• The frequency response must satisfy |H(z)| <∞ for |z| = 1. For unilateral support, this
is equivalent to requiring the inverse filter to be “recursively stable” [Jai89, page 213]:
B(z) 6= 0 for   |z0| ≥ 1∧ z1 =∞∨   |z0|= 1∧ |z1| ≥ 1. (3.12)
With polynomials of higher order, the Fundamental Theorem of Algebra is no longer applica-
ble, i.e. for a given denominator polynomial of the two variables z0 and z1, a factorization
into polynomials of lower orders may simply not exist [EW76]. Furthermore, we have no
reason to assume that the singularities of H(z) are isolated points in C2; and apparently, it
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can be shown that this is never the case [Kra82, page 11]. Thus, it is conceptually not correct
to speak of “poles” in the higher-dimensional case, and it may even be considered mislead-
ing. A visualization of the sets of points in C2 where a given complex rational function of
two variables attains the value of zero, or becomes singular, is generally difficult due to the
high number of dimensions. Projections of these manifolds can be visualized, for example,
in [DM84, pages 184–185]. Clearly, as the roots of a 2D polynomial do not in general corre-
spond to isolated points, there is no trivial extension of the line-spectral pair representation
for two-dimensional signals.
A representation that can be extended from one to two dimensions is the partial correlation
coefficient (PARCOR) representation. It can be shown that, in 1D, the stability of the inverse
filter can be guaranteed by simply requiring the magnitude of all PARCOR coefficients to be
less than 1. Moreover, it is guaranteed that the mappings between the class of 1D positive-
definite autocorrelation functions (3.6), the class of 1D inverse filters (a,σ), and the class
of 1D partial correlation coefficient arrays are mutually bijective [Mar80]. The equivalence
between the former two is sometimes referred to as the correlation matching property. This
property does not hold for two-dimensional fields [Mar78].
Interestingly, a similar PARCOR representation can be defined [Mar78; Mar80] for two
dimensions. However, this representation requires the inverse filter representation to extend
infinitely in one of the dimensions. A conversion from a finite-support inverse filter array to
the PARCOR coefficient array almost always yields an array that is infinitely extended; in a
practical application, it is therefore necessary to avoid this conversion to maintain precision.
Marzetta points out that a conversion in the other direction is guaranteed to produce a finite-
support inverse filter array from a finite-support PARCOR array, implying that the domain
of PARCOR arrays is useful for filter design. However, the 2D extension of the most well-
known algorithm to estimate the PARCOR array from a given covariance matrix, the Levinson
recursion, is only optimal, like in 1D, if the recursion is performed infinite times in one of the
dimensions. For certain spectra, like spectra with discontinuities, it can be shown to perform
poorly if the support is restricted to a finite number of recursions [Mar78, pages 168–180].
Therefore, the PARCOR representation lends itself only to practical use if filter design is done
in a supervised fashion, or if approximative solutions are considered adequate (though this
may apply with severe restrictions, as the author is unaware of a method to quantify the error
of such a solution if the true parameters are unknown). It should, however, be noted that
– in principle – an alternative estimation algorithm for the PARCOR representation could be
conceived that does not have these limitations.
While the root-finding approach to spectral factorization, and the line-spectral pair repre-
sentation which builds on it, are thus infeasible in two dimensions, the approach followed
in [Mar78] is destined to be inaccurate due to the requirement of infinite recursion, which
in practice needs to be broken. A similar limitation arises in another spectral factorization
approach due to Wiener and Doob when it is generalized to 2D [EW76].
The total ordering of field elements of [Mar78] implies only one definition of “2D minimum-
phase” (and of the PARCOR representation). However, as there are 8 different ways a raster-
scan ordering can be defined on Z2, each definition of causality implies a different definition
of “minimum-phase.” [EW76] follows a more general approach and proposes a number of
canonical factorizations with 2, 4, or 8 factors, applying the min/max-phase terminology to
each dimension, resulting in combinations of minimum-, mixed-, and maximum-phase terms,
such as “min-max phase,” for example.
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to
ϕt,2(x ) q(x ) h(x ),σ b(x ),σ ρ(x )
fr
om
ϕt,2(x ) (2.62) [EW76]
q(x ) (2.62) [EW76]
h(x ),σ ∗ (3.6) [EW76]
b(x ),σ ∗ (3.9) [EW76] [Mar80]
ρ(x ) ∗ ∗ [Mar80]
Table 3.1 Mapping between different representations of the stationary Gauss–Markov Random Field
parameters. Mappings marked with an asterisk are guaranteed to preserve “finiteness” of the corre-
sponding arrays.
The basic idea can be motivated as follows. Consider a power spectral density Φt,2(e 2pi f ),
where 0 < Φt,2(e 2pi f ) <∞. The frequency response magnitude of the desired filter is deter-
mined to be H(e 2pi f )=pΦt,2(e 2pi f )/σ2. (3.13)
The problem is now to find arg H(e 2pi f ) such that the resulting filter is unilateral and stable.
Another way to look at this is to consider the complex logarithm of H(z):
Hˇ(z) = ln H(z) = ln
h
|H(z)| · exp  arg H(z)i
= ln |H(z)|+ arg H(z) (3.14)
 Z
hˇ(x ) = hˇs(x ) + hˇa(x ). (3.15)
Here, hˇs is the inverse Fourier transform of ln
H(e 2pi f ), which is real; therefore,
hˇs(x ) = hˇ
∗
s(−x ) (3.16)
is symmetric. Likewise, as arg H(e 2pi f ) is imaginary,
hˇa(x ) =−hˇ∗a(−x ) (3.17)
is antisymmetric. hˇ is sometimes called the complex cepstrum of h.
If we choose hˇa(x ) = hˇs(x ) for all x ∈ U , hˇ(x ) is unilateral. This implies that its trans-
form (3.14) satisfies (3.12): all singularities of Hˇ(z) are confined to the specified region.
What is interesting here is that the logarithm maps both singularities and zeroes of H(z) to
singularities of Hˇ(z). Therefore, all zeros and singularities of H(z) are bound to the same
region. This makes H(z) “2D minimum-phase” according to Marzetta’s definition, and, conse-
quently, h(x ) is stable and unilateral.
The above development suggests a procedure to obtain arg H(z) using the DFT [EW76].
This is also the source of the limitation of this approach. In general, hˇ has support on Z2, and
the DFT implies periodicity – an approximate solution is inevitable, even though the error may
be made arbitrarily small.
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To give a simplified summary of the above: Concepts such as spectral factorization, predic-
tion error filters, and partial correlation coefficient representations exist for two-dimensional
stationary fields – however, the lack of a Fundamental Theorem of Algebra for polynomials of
higher orders than one has severe implications for their practical use. Only a small subset of
algorithms and representations are feasible in practical (and therefore finite) systems. In Ta-
ble 3.1, we list five representations of Gauss–Markov Random Field parameters along with the
methods to convert from one to the other, with h and b denoting the minimum-phase filters.
Only a few of the conversions guarantee a finite-support output array when a finite-support
input array is given.
We see from the above review that a theoretical answer to Question 3 is, unfortunately, dif-
ficult to give. Analysis of functions with several complex parameters is still a subject of active
mathematical research. New theoretic results in this field may have an impact on applications
of two-dimensional random fields. Until then, it will remain difficult to design systems that do
without (albeit, arbitrarily precise) approximations.
3.3 Estimation
Suppose the following situation arises. We are given a finite segment of a stationary random
field, along with the information that it is Gaussian and zero-mean. Our task is to determine
the statistical properties of this field. As we are aware from Section 3.1, this means that
we need to estimate the parameters of the full conditional PDF1 – or, equivalently, the power
spectral density of the field. This problem is known as the spectral estimation problem. It is well
known in the signal processing literature and several good introductions are available [Mar87;
SM97; SM05].
Without loss of generality, we may assume that an AR process was used to generate the field,
as the AR process can generally represent any given power spectrum. This can be seen from
(2.62): In the CAR representation, the reciprocal of the power spectrum and q are a cosine
transform pair,
1
Φt,2(e 2pi f )
=
∑
x
q(x )e− 2pi f x =
∑
x
q(x ) cos(2pi f x ). (3.18)
The Fourier transform collapses to a cosine transform because of the symmetry of the PSD,
which is obvious when considering the inverse transform,
q(x ) =
∫

1
Φt,2(e 2pi f )
cos(2pi f x ) d f . (3.19)
q must have a real, non-negative, and symmetric Fourier transform as the PSD is real, non-
negative, and symmetric (as we are concerned with real-valued fields only). If the support of
q is restricted, for example to a square region centered on the origin, the representation of
the power spectrum is band-limited (in a non-conventional sense); i.e., the reciprocal of the
PSD is assumed to be a smooth function. Due to the transform relationship, we can represent
any reciprocal of a PSD, and consequently, any PSD, by arbitrarily extending the support of q.
With respect to the AR representation, (3.8) simply constitutes a spectral factorization of Q(z),
which always exists (but is not necessarily finite [EW76]).
1The “joint PDF” of the field elements cannot be found as the field is infinitely extended.
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D M
Nx
x
Z2
Figure 3.1 Finite segment D of a Gaussian random field on Z2.
The AR representation happens to encompass a (maximum likelihood, maximum entropy)
spectral estimator which is not only one of the most efficient with respect to computational
complexity, but has also been a traditional choice as a high-resolution spectral estimator. It is
closely related to the linear prediction problem and can be derived as follows.
An illustration of the random field segment, which we will use for spectral estimation, is
given in Figure 3.1. The set D+M comprises all field elements that are necessary to evaluate
the “directional” conditional PDF (3.2) at the elements in D, given a neighborhood Nx . We as-
sume that the field elements in D and M are observed. Now, by the “chain rule” of probability,
and considering the conditional independence properties of the PDF,
p(t(x ); x ∈ D | t(y); y ∈ M) =∏
x∈D
p(t(x ) | t(y); y ∈ Nx )
= (2piσ2)−
|D|
2 exp
 
− 1
2σ2
∑
x∈D
(t(x ) + (a ∗ t)(x ))2
!
. (3.20)
Defining b ≡ δ+a, b = vecω b, and t (x ) = vecω,x t (ω covering N0, and including the origin),
this reduces to
p(t(x ); x ∈ D | t(y); y ∈ M) = (2piσ2)− |D|2 exp
 
− 1
2σ2
∑
x∈D
(bTt (x ))2
!
= (2piσ2)−
|D|
2 exp
 
− 1
2σ2
∑
x∈D
|N |∑
k=0
|N |∑
l=0
bk bl tk(x ) t l(x )
!
= (2piσ2)−
|D|
2 exp

− |D|
2σ2
bTVˆ b

, (3.21)
where |N | is the number of neighbors in N0 and Vˆ represents a correlation matrix estimate
given by
Vˆ =
1
|D|
∑
x∈D
tk(x ) t l(x )

k,l
, k, l ∈ {0, . . . , |N |}. (3.22)
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Assuming t is ergodic, this is a consistent estimate approaching
V = lim
D→Z2 Vˆ =
h
E

tk(x ) t l(x )
	i
k,l
=mat
ω
ϕt,2. (3.23)
Note that the parameters of the PDF are now neatly encapsulated in σ and b (although
bω−1(0) = 1 is redundant). The Maximum Likelihood estimates, bˆ and σˆ, are derived by
maximizing the log likelihood function,
L(b,σ) = ln p(t(x ); x ∈ D | t(y); y ∈ M) =−|D|
2

ln
 
2piσ2

+
bTVˆ b
σ2

. (3.24)
It can be shown that L(b,σ) is concave with respect to each of its arguments. This allows us
to consider the maximization problem separately for each variable. Since there exists only one
global maximum, we may also find its location simply by setting the first derivative to zero.
3.3.1 Estimator for σ
Assuming b is fixed, we derive the estimator σˆ by setting the derivative of L(b,σ) with respect
to σ to zero:
∂ L(b, σˆ)
∂ σˆ
=−|D|

1
σˆ
− b
TVˆ b
σˆ3

!
= 0
⇔ σˆ2(b, Vˆ) = bTVˆ b. (3.25)
Here and in what follows, we emphasize the fact that the estimator is a function of b and Vˆ
using function notation. Comparing this equation to (3.21) through (3.20), we see that it can
also be interpreted as a function of b and the field segment,
σˆ2(b, t, D) =
1
|D|
∑
x∈D
(t(x ) + (a ∗ t)(x ))2. (3.26)
With (3.25) and (3.26), we thus have two alternative algorithms at hand we can use to
estimate σ. While (3.25) can be used with an available estimate Vˆ , or, if it is known, the exact
correlation matrix V in its place, (3.26) is an estimator in terms of the data itself. It can be
interpreted in terms of linear prediction as the mean prediction error and corresponds to the
empirical power of the driving noise signal σw(x ) (this also results from rearranging (3.1)).
3.3.2 Estimator for b
For all {n;ω(n) ∈ N0}, we set
∂ L(bˆ,σ)
∂ bˆn
=− |D|
2σ2
∂
∂ bˆn
|N |∑
k=0
|N |∑
l=0
bˆk bˆl Vˆk,l
=− |D|
2σ2

∂
∂ bˆn
bˆ2n Vˆn,n+
|N |∑
k=0
k 6=n
∂
∂ bˆn
bˆk bˆn Vˆk,n
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+
|N |∑
l=0
l 6=n
∂
∂ bˆn
bˆn bˆl Vˆn,l +
|N |∑
k=0
k 6=n
|N |∑
l=0
l 6=n
∂
∂ bˆn
bˆk bˆl Vˆk,l

=− |D|
2σ2

2 bˆn Vˆn,n+
|N |∑
k=0
k 6=n
bˆk Vˆk,n+
|N |∑
l=0
l 6=n
bˆl Vˆn,l

(due to the symmetry of Vˆ)
=−|D|
σ2
|N |∑
l=0
bˆl Vˆn,l
!
= 0 (3.27)
⇔
|N |∑
l=0
bˆl Vˆn,l = 0. (3.28)
The value of each bˆn is determined by the solution set of these linear equations, and thus bˆ is
a function of Vˆ . Plugging this result into (3.25) yields a simpler estimator for σ given that the
estimate for b is known:
σˆ2(Vˆ) = σˆ2(bˆ(Vˆ), Vˆ) =
|N |∑
k=0
|N |∑
l=0
bˆk bˆl Vˆk,l
=
|N |∑
k=0
bˆk
|N |∑
l=0
bˆl Vˆk,l︸ ︷︷ ︸
=0 f. ω(k)6=0
= bˆω−1(0)︸ ︷︷ ︸
=1
|N |∑
l=0
bˆl Vˆω−1(0),l . (3.29)
Assuming ω(0) = 0 without loss of generality, we can integrate (3.28) and (3.29) to the
well-known equation system
Vˆ bˆ = [σˆ2, 0, . . . , 0]T. (3.30)
This system of linear equations is known from linear prediction theory as the set of augmented
normal equations [The92]. Note that a great variety of computational techniques to solve
this set of equations has been proposed. The least involved is the Cholesky decomposition
which exploits the symmetry and positive definiteness of Vˆ . However, since the matrix may in
practice well become positive semi-definite, a modified Cholesky decomposition is useful for
some applications. Such a decomposition, employing pivoting, exists and has been shown to
be numerically stable [Hig90]. Only recently, efficient implementations of this algorithm have
been developed for the mathematical standard library LAPACK [HHL09].
3.3.3 Other estimators
Some authors propose slightly different ways of estimating V that deviate from the unbiased,
Maximum Likelihood approach. Most proposals allow a more computationally efficient ma-
trix inversion by enforcing special structures of the correlation matrix. For 1D signals, it is
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even possible to guarantee a recursively stable inverse filter by using a special, biased esti-
mator (historically named the “autocorrelation method”), which guarantees that the matrix is
Toeplitz. Although the biased estimator can be extended to fields, forcing Vˆ to be Toeplitz-
block Toeplitz and thus enabling more efficient matrix inversion algorithms, the stability result
does not carry over to two dimensions [MSM84]. Thus, the only advantage remaining is com-
putational efficiency at the cost of an inferior estimator.
Note that linear estimators do also exist for bilateral autoregressive processes such as the
CAR [Jai89, page 209].2 An estimator with comparable computational complexity to the
one above could thus be used that directly estimates the elements of q. However, it is not
suitable for some applications. It turns out that, as it directly matches the reciprocal of the
PSD against the Fourier transform Q(e 2pi f ), the resulting spectral estimate may be negative
for some f (i.e., the function q is not restricted to be positive definite). This is an undesired
property, as PSDs must be non-negative to be physically plausible, and some algorithms show
undesired behavior when this prerequisite is not met. Using the AR estimator restricts the
spectral estimate to be non-negative without requiring special precautions, as the spectral
estimate is always of the form given in (3.7).
Rather than using the cosine transform of the reciprocal PSD (3.19), we could use the
cosine transform of the PSD itself, which simply yields the coefficients of the autocorrelation
function ϕt,2. Representing the field using a factorization of these coefficients, analogously
to the AR representation, would amount to a Moving Average (MA) process, which is also
capable of capturing all possible PSDs. However, it is well-known that such a process is much
less efficient in representing spectral peaks; that is, a higher number of parameters is required
for a similarly precise representation.
Obviously, still other ways of parameterizing the PSD are feasible. For example, we can
model a PSD by keeping track of the power in each subband of a filterbank (ideally, the
subband filters should be non-negative and orthogonal). The power in each subband is easily
estimated by filtering with the subband filter and estimating variance of the output. The
PSD is then modeled as a weighted sum of the subband filter frequency responses. A similar
representation is used in Chapter 5.
3.4 Conditional sampling
Although the AR representation offers a straight-forward method to sample from a field by
means of the recursive equation (3.1), the requirements of this method with respect to the
stability of a pose a practical problem, particularly when the parameters of the field need to
be estimated unsupervisedly, after the design of a system has been completed. Additionally,
the recursive implementation does not allow to take border conditions on all sides of the
field segment into account. For example, if we desire to interpolate the elements of a finite
rectangular segment D of a field given all surrounding elements (Figure 3.2), the method is
unsuitable.
We can utilize the CAR representation to solve this problem, assuming that the field is
Markov (2.6), i.e. the deterministic field q(x ), representing the parameters of the model, has
2The estimator discussed above is equivalent to what the author calls a causal “Minimum Variance Representa-
tion” in this reference. Additionally, the author discusses non-causal MVRs equivalent to the CAR representa-
tion.
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D M
Nx
x
Z2
Figure 3.2 Finite segment D of a CAR on Z2 corresponding to a homogeneous finite GMRF. The outer
segment Z2− D−M and D are conditionally independent given M .
restricted support on a finite region around the origin, corresponding to the Markov Neigh-
borhood. If this is the case, we can designate a finite set of random field elements M around
the segment D, shown in Figure 3.2, such that, given M , D and the set of all the remaining
field elements are conditionally independent. Thus, we require only knowledge about the field
elements in M to interpolate the elements in D.
This is done simply by matching the full conditional PDF of the CAR representation (2.61)
to the full conditional PDFs of a finite GMRF on D+M (2.60) such that for each field element
in D, the PDF is identical. For a mapping ω defined on D+M , such that
t = vec
ω
t =
 t D
tM
 , (3.31)
where t D and tM correspond to the elements in D and M , respectively, we require that
p(t i | tri) = 1Æ
2piQ−1i,i
exp

−([Qt]i)
2
2Q i,i

!
=
1p
2piq−1(0)
exp
−

(t ∗ q)(ω(i))
2
2q(0)
 (3.32)
for all i ∈ {0, . . . , |D| − 1}. If Q is partitioned analogously to (3.31) as
Q =
QDD QDM· ·
 , (3.33)
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this requirement is satisfied if and only if Q = matω q for the upper part of Q (the lower part
indicated by dots is irrelevant).
This equivalence only holds if we choose M in such a way that it contains all field elements
that are conditionally dependent from any of the elements in D; i.e., minimally, it is the union
of all Markov Neighborhoods, but excluding D:
M =
∑
x∈D
Nx − D. (3.34)
An example of this is given in Figure 3.2. If we chose to extend ω by an additional field
element not in D + M , the corresponding column in [QDD QDM ] would consist only of zeroes
and would therefore be redundant. Now, we can apply (2.58) to obtain the joint PDF of t D
conditioned on tM ,
p(t D | tM) =
Æ(2pi)−1QDDexp−12(t −µ)TQDD(t −µ) , (3.35)
where µ = Q−1DDQDM tM . This allows us to use Algorithm 2.1 to interpolate the field elements
in D.
Note that the finite GMRF on D is homogeneous (2.57) by definition, as it is a segment
of a stationary random field. Therefore, the structure of Q is highly redundant (on top of
being sparse, if the model order is sufficiently small compared to the size of D), which allows
specialized algorithms to accelerate the computation of the Cholesky decomposition.
A universal correspondence between the parameter array of the CAR q(x ) and the precision
matrix of a finite GMRF Q is evident from the above development. A similar relationship
exists between the autocovariance function ψt,2(x ) and the covariance matrix Σ. It is possible
to obtain the elements of the covariance matrix Σ of t D by matching
Σ=
h
E{t i t j} − E{t i}E{t j}
i
i j
=
h
E

t
 
ω(i)

t
 
ω( j)
	− Et ω(i)	Et ω( j)	i
i j
,
and, due to the stationarity of t,
=

ψt,2
 
ω( j)−ω(i)
i j
=mat
ω
ψt,2. (3.36)
However, it should be noted that the mapping from the matrix representations to the stationary
fields is not necessarily unique, since elements are lost if the matrix is not sufficiently large.
3.5 Similarity metrics
Consider having estimated the parameter set of a zero-mean, stationary Gauss–Markov Ran-
dom Field from a finite segment of it: We may be interested in how well we did compared to
the true parameter set. A similar situation occurs when we need to store or process the true
parameter set in a lossy way (for example, quantize it), and we would like to quantify the loss.
In both cases, we have to deal with a perturbed, or inaccurate, set of parameters (b˜, σ˜) and
need to compare them to the true parameters (b,σ), or their best estimate.
We can measure the “similarity” between these two random field models using functions of
the parameters that return a scalar. We refer to this type of function as a similarity metric,
even though the function might not satisfy the formal requirements to be called a metric (e.g.,
symmetry or the triangle inequality). The following similarity “metric” is directly related to
the AR estimator discussed in Section 3.3.
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3.5.1 2D Itakura Distance
The Itakura Distance [Ita75] was introduced for audio signals by Fumitada Itakura in the
context of speech modeling. It is distinguished by its close relationship to the linear prediction
problem and the fact that its computation can be rather undemanding if an estimator such as
discussed in Section 3.3 is already used. It turns out that the extension of the Itakura Distance
to two-dimensions exists.
The 2D Itakura Distance is equal to the log ratio of the likelihood that the observed field
segment corresponds to a given AR model b˜ vs. the maximum likelihood that it corresponds
to any other AR model, i.e. to the set of AR parameters b that best fit the data. The distance
is invariant with respect to σ and thus invariant with respect to a scaling of the range of the
field elements. Referring to (3.24), the distance is defined as
DI(b˜, Vˆ) =
2
|D|
h
L
 
bˆ(Vˆ), σˆ(Vˆ)
− L b˜, σˆ(b˜, Vˆ)i
=− ln

2piσˆ2
 
Vˆ
− bˆT(Vˆ) Vˆ bˆ(Vˆ)
σˆ2
 
Vˆ
 + ln 2piσˆ2(b˜, Vˆ)+ b˜TVˆ b˜
σˆ2(b˜, Vˆ)
=− ln

2piσˆ2
 
Vˆ
− 1+ ln 2piσˆ2(b˜, Vˆ)+ 1
= ln

σˆ2(b˜, Vˆ)
σˆ2
 
Vˆ
  . (3.37)
Since b is adapted to the data while b˜ is predetermined, the denominator in this expression is
always smaller than or equal to the numerator. Hence, the measure is always non-negative, a
value of zero occurring only if b˜ = b.
Note that the normalization 2|D| ensures that the Itakura Distance of two field segments
can be compared, even if they comprise a different number of field elements. The combined
Itakura Distance of a union of field segments is the average of their individual Itakura Dis-
tances weighted by the number of elements they, respectively, consist of. This is a direct
consequence of the properties of the logarithm.
We can find a frequency domain interpretation of the Itakura Distance by noting that due to
(3.26),
DI(b˜, Vˆ) = DI(b˜, t, D) = ln
 1|D|∑x∈D (b˜ ∗ t)(x )2
σˆ2
 
Vˆ

 ,
and further, assuming t is ergodic and D is large enough, or, equivalently, V is known,
DI(b˜,V) = lim
D→Z2 DI(b˜, t, D) = ln
E
n
(b˜ ∗ t)(x )2o
σ2

= ln
 
ϕt,2 ∗ ϕ˙b˜,2(0)
σ2

= ln

1
σ2
∫

Φt,2(e
2pi f )
1+ A˜(e 2pi f )2 d f
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= ln
∫

1+ A˜(e 2pi f )21+ A(e 2pi f )2 d f
 (3.38)
= ln
∫

Φt,2(e 2pi f )/σ2
Φ t˜,2(e 2pi f )/σ˜2
d f

. (3.39)
Here, the quantities decorated with a tilde are defined in analogy to the development in Sec-
tion 3.3; for instance, t˜ is the hypothetical random field resulting from the parameters σ˜, b˜,
and so forth.
From (3.38), it is obvious that DI is not symmetric. Therefore, it cannot be called a metric
in the strict sense.
3.5.2 Log-spectral distance
One of the oldest metrics, which is unrelated to the AR model, is the log-spectral dis-
tance (LSD):
DLSD(s, t) = 10
s∫


log10
Φs,2(e 2pi f )
Φt,2(e 2pi f )
2
d f . (3.40)
It is in wide-spread use for many applications. However, as it has no interpretation in terms of
AR modeling or linear prediction, its evaluation must take place after the spectra of the fields s
and t have been estimated in a separate step. Many more metrics with different normalizations
and properties have been conceived. An overview in the context of speech coding is given
in [QBC88, pages 53 sqq.]. In this work, the LSD is considered the representative metric of
this set.
3.5.3 STSIM
A different class of metrics is offered as the structural similarity index (SSIM) [Wan+04] and
its derivates, such as the complex wavelet based CWSSIM [Sam+09]. The SSIM is defined as
DSSIM(s, t) = l
α(s, t) cβ(s, t) sγ(s, t), (3.41)
where
l(s, t) =
2κs,1κt,1+ C0
κ2s,1+κ
2
t,1+ C0
, (3.42)
c(s, t) =
2pκs,2κt,2+ C1
κs,2+κt,2+ C1
, (3.43)
s(s, t) =
κst + C2p
κs,2κt,2+ C2
, (3.44)
and κst = E
¦ 
s(x )−κs,1 t(x )−κt,1© is the cross-covariance between s and t. Essentially,
these terms provide a comparison of the average luminance (l), a comparison of the average
contrast (c), and a structural comparison (s). Typically, the statistics are estimated on rectan-
gular windows of the input images. (3.41) is evaluated for each window, and the resulting
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index for all windows are averaged. The CWSSIM is defined in the complex wavelet domain;
i.e., (3.41) is evaluated for each window and for each subband, and then the values for all
windows and subbands are averaged. This type of wavelet representation has shown to be
valuable for texture segmentation [Bov91].
Obviously, the luminance (3.42) and contrast (3.43) terms are functions of the statistics of
two texture images, while the structure term (3.44) compares the images (or subbands) them-
selves using the cross-covariance – it cannot be written as a function of a number of statistics
obtained from each image separately. The cross-covariance isn’t invariant with respect to a
shift of one of the images; therefore, this term is incompatible with the stationarity assump-
tion of texture. For this reason, Zhao et al. [Zha+08] proposed to remove this term for texture
comparison. The STSIM (“structural texture similarity index”) is defined analogously to the
CWSSIM as a mean over the subbands (and their respective filters h) of a complex wavelet
filterbank:
DSTSIM(s, t) =
∑
h
1
H
l 1/4(h ∗ s, h ∗ t) c1/4(h ∗ s, h ∗ t) c1/4h (h ∗ s, h ∗ t) c1/4v (h ∗ s, h ∗ t), (3.45)
where l and c are defined as above and ch and cv, defined as below, replace the structure term:
ch(s, t) = 1− 12
ψs,2
 
0
1

κs,2
− ψt,2
 
0
1

κt,2
 , (3.46)
cv(s, t) = 1− 12
ψs,2
 
1
0

κs,2
− ψt,2
 
1
0

κt,2
 . (3.47)
The summary statistics used in (3.42), (3.43), (3.46), and (3.47) can be written in terms of
the texture PSDs due to the Wiener–Lee Theorem,
κh∗t,1 = µ˙h,1κt,1, (3.48)
κh∗t,2 =
∫

Φ˙h,2(e
2pi f )Ψt,2(e
2pi f ) d f , (3.49)
ψh∗t,2
 
1
0

=
∫

Φ˙h,2(e
2pi f )Ψt,2(e
2pi f ) e 2pi f0 d f , (3.50)
ψh∗t,2
 
0
1

=
∫

Φ˙h,2(e
2pi f )Ψt,2(e
2pi f ) e 2pi f1 d f , (3.51)
and, therefore, we may interpret the STSIM (at least, when the statistics are estimated on
large windows) as a spectral distance.
3.5.4 SSTSIM
We define the SSTSIM, a simplification of the STSIM, by dropping the directional components:
DSSTSIM(s, t) =
∑
h
1
H
l 1/4(h ∗ s, h ∗ t) c1/4(h ∗ s, h ∗ t). (3.52)
Note that, when comparing zero-mean fields, or when neglecting the lowpass subband, the
luminance component can also be dropped as its value is bound to be 1.
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3.5.5 Magnitude and power root mean square error
c, as a function of subband power, is convex and it is therefore generally possible to find its
unique optimal point using iterative algorithms. Consider a quadratic function of subband
power: This allows finding its unique optimal point with even less computationally complex
methods. One such function is:
DPRMSE(s, t) =
∑
h
1
Hµ˙2h,2

µs∗h,2−µt∗h,2
21/2
. (3.53)
This function is not precisely a quadratic function of subband power due to the square root
operation. However, since the square root is a monotonic function (and the value of the
expression inside cannot be negative), its optimal point can be found in the same way by
minimizing the inner expression, which is quadratic. A similar argument holds for this metric,
which measures spectral magnitude as opposed to power:
DMRMSE(s, t) =
∑
h
1
Hµ˙h,2
p
µs∗h,2−pµt∗h,221/2. (3.54)
3.6 Subjective similarity of Gauss–Markov Texture
With respect to validity, the objective similarity metrics introduced in Section 3.5 are all the
same. Except for the fact that some of them may be less complex to evaluate than others, none
of them is to be preferred over another, unless an application provides a reason to do so. As
this work deals with compression of Gauss–Markov Texture, an important application-specific
criterion is “perceived” similarity. Thus, it is useful to evaluate these metrics against subjective
similarity. A study examining exactly this question was conducted with 25 test subjects. The
results were published in [Bal12].
The studied similarity metrics comprised the Itakura Distance (3.38), the log-spectral dis-
tance (3.40), the STSIM, the simplified STSIM, and the magnitude and power root mean
square error metrics. They were evaluated for pairs of AR models s and t, where σs = σt = 1.
The two spectral distances were further diversified using different weightings, yielding the
effective distances
DWI(bs, bt) =
ln
∫

W ( f )
1+ As(e 2pi f )21+ At(e 2pi f )2 d f
 (3.55)
and
DWLSD(bs, bt) = 10
√√√√∫

W ( f )
log10 1+ As(e 2pi f )21+ At(e 2pi f )2
2 d f , (3.56)
where
W ( f ) =
1
| f |k , k ∈ {0,1, 2,4}. (3.57)
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(a) Introductory text (b) Physical setup
Figure 3.3 Experimental setup.
Note that the Itakura Distance is non-symmetric. Therefore, it was additionally evaluated with
reversed arguments (i.e., with swapped numerator and denominator, designated ‘A’ and ‘B’ in
what follows).
The STSIM was computed as defined in (3.45) using (3.48) through (3.51) and a logarith-
mic Gabor-like filterbank (c.f. Chapter 4), the steerable pyramid [Sim+92], with a number of
scales (s) and orientations (o). Different combinations of scales and orientations were used.
All metrics were evaluated by computing a 1024 × 1024 discretization of the PSDs of both
texture models and approximating the integrals as sums.
3.6.1 Experimental setup and analysis
Subjective scores of texture similarity were acquired in a room with a uniform gray background
with dim environmental lighting (Figure 3.3b), using an EIZO SX3031W display set to sRGB
color space, gamma 2.1, connected to an Apple Mac Pro 2.66 GHz Quad-Core Intel Xeon. The
test subjects were asked to rate the similarity of pairs of texture images on a scale of 1 to 5
using the up and down arrow keys and confirm their selection using the space bar. All keys
except the arrow keys and the space bar were removed from the keyboard. A chin rest was
used to ensure a controlled viewing distance of approximately 80 cm.
Before being introduced to the experiment, test subjects were checked for visual acuity using
the Freiburg Vision Test [Bac96] version 3.7.1 using a viewing distance of 1.7 m. The decimal
visual acuity of all test subjects was determined to be at least 1.2, such that the resolution of
the display was just below the visual discrimination capabilities of the test subjects, or lower.
3.6.2 Prior distribution of texture model parameters
In earlier work [FB11], it was observed that the marginal prior distribution of GMRF texture
parameters occurring in natural images resembles a double exponential (Laplace) distribution.
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The texture models were obtained by employing a Monte Carlo technique. The first texture
model of each pair was generated by randomly drawing GMRF parameters from a Laplace
distribution. Since textures occurring in natural images do not contain arbitrarily high peaks
in their power spectral density functions, a multi-start gradient descent method was used to
estimate the global spectral maximum of each generated texture model. New candidate model
parameters were randomly drawn until a model was obtained whose power spectral density
is bounded by a threshold.
To find the second model of each pair, the parameters of the first model were perturbed
by a vector of independent Gaussian noise, simulating an arbitrary quantization [FB11] of
the parameters. The second texture model candidates were subjected to the same routine of
spectral analysis to avoid high peaks in the second model, as well.
In an exploratory analysis, STSIM appeared to be the best objective measure. To ensure
that the stimuli were approximately equally distributed on the objective and subjective scales,
the following procedure was used: After a pair of texture models passed the spectral analysis,
the STSIM between the two models was calculated and the pair was classified according to its
STSIM value into 30 classes ranging from a STSIM of .85 to an STSIM of 1. The generation of
new model pairs was iterated until there was at least one model pair in each class. All except
the model pair closest to the central STSIM value of each class were discarded, such that the
remaining model pairs encompassed approximately equally spaced STSIM values between .85
and 1. These 30 model pairs were used to generate all double stimuli.
3.6.3 Presentation of stimuli
Each double stimulus consisted of a pair of zero-mean homogeneous texture images of 1024×
1024 pixels displayed side-by-side (with a gap in-between) for exactly 6 s. The background
was plain gray (corresponding to the zero level of the images). There was no time limit for the
rating, and a 2 s pause between the confirmation of each rating and the next double stimulus.
Each stimulus was generated by computing the PSD of the corresponding texture model on
a discrete grid the same size as the image, taking its square root, multiplying by the DFT of
an independent Gaussian noise array (which was randomly generated for each stimulus), and
inverse transformation. This is effectively the same algorithm as used in [GGM11].
To each test subject, 6 runs of double stimuli were presented, where each run consisted of
30 double stimuli. Within each run, each of the 30 model pairs were used exactly once, while
their order was randomly permuted for each run. The test subjects were asked to rate the
visual similarity of the double stimuli on a scale from 1 to 5, where they were explicitly asked
not to determine whether the two images were the same, but rather whether they looked
similar (Figure 3.3a reproduces the text shown to the subjects prior to the beginning of the
rating).
3.6.4 Analysis of subjective scores
The experiment was conducted with 25 test subjects. Their responses were analyzed as fol-
lows. Firstly, the scores from the first run of double stimuli were discarded for each test subject
in order to allow them to adapt to their task without having an effect on the results. Then, the
average standard deviation of the remaining responses of each subject was analyzed to check
for consistency.
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A 1.00
B* 0.90 1.00
C 0.91 0.73 1.00
D 0.93 0.85 0.94 1.00
E 0.94 0.87 0.91 0.96 1.00
F 0.95 0.83 0.95 0.95 0.94 1.00
G 0.97 0.86 0.91 0.94 0.95 0.94 1.00
H 0.97 0.88 0.92 0.96 0.96 0.95 0.95 1.00
I 0.97 0.85 0.94 0.94 0.94 0.95 0.97 0.95 1.00
J* 0.27 0.32 0.10 0.22 0.28 0.19 0.28 0.25 0.22 1.00
K 0.93 0.79 0.90 0.92 0.93 0.91 0.96 0.90 0.95 0.31 1.00
L 0.96 0.89 0.92 0.97 0.97 0.95 0.97 0.97 0.96 0.24 0.94 1.00
M 0.93 0.78 0.91 0.92 0.95 0.93 0.95 0.91 0.94 0.30 0.97 0.94 1.00
N 0.95 0.88 0.93 0.95 0.95 0.95 0.93 0.96 0.94 0.22 0.91 0.96 0.90 1.00
O 0.92 0.77 0.95 0.92 0.93 0.92 0.92 0.96 0.93 0.17 0.91 0.94 0.90 0.94
P 0.91 0.77 0.90 0.92 0.94 0.93 0.92 0.91 0.93 0.31 0.92 0.92 0.92 0.89
Q 0.91 0.86 0.90 0.95 0.93 0.94 0.92 0.92 0.90 0.24 0.88 0.95 0.90 0.94
R 0.97 0.90 0.91 0.95 0.94 0.95 0.95 0.98 0.94 0.26 0.89 0.96 0.89 0.96
S* 0.84 0.79 0.71 0.81 0.81 0.78 0.85 0.81 0.83 0.55 0.83 0.82 0.83 0.75
T 0.89 0.75 0.93 0.93 0.93 0.92 0.90 0.89 0.91 0.28 0.90 0.91 0.91 0.92
U* 0.87 0.85 0.86 0.92 0.88 0.90 0.84 0.91 0.89 0.10 0.81 0.89 0.82 0.92
V* 0.74 0.58 0.65 0.66 0.70 0.73 0.72 0.70 0.70 0.61 0.77 0.69 0.75 0.64
W 0.91 0.82 0.91 0.93 0.93 0.94 0.91 0.92 0.89 0.29 0.89 0.94 0.90 0.94
X* 0.89 0.98 0.73 0.85 0.86 0.81 0.86 0.87 0.83 0.33 0.79 0.89 0.78 0.85
Y 0.96 0.79 0.95 0.93 0.92 0.94 0.96 0.95 0.97 0.20 0.96 0.95 0.94 0.94
A B* C D E F G H I J* K L M N
O 1.00
P 0.89 1.00
Q 0.87 0.90 1.00
R 0.93 0.88 0.94 1.00
S* 0.71 0.84 0.77 0.79 1.00
T 0.88 0.91 0.93 0.89 0.74 1.00
U* 0.86 0.87 0.90 0.88 0.70 0.83 1.00
V* 0.64 0.78 0.65 0.67 0.84 0.70 0.53 1.00
W 0.89 0.88 0.97 0.94 0.75 0.93 0.85 0.68 1.00
X* 0.75 0.77 0.87 0.90 0.79 0.76 0.79 0.58 0.82 1.00
Y 0.96 0.92 0.90 0.93 0.80 0.89 0.86 0.72 0.91 0.78 1.00
O P Q R S* T U* V* W X* Y
Table 3.2 Subject–subject correlation (Pearson’s ρ). Due to symmetry, the upper half of the matrix has
been omitted. Rows and columns marked with an asterisk indicate test subjects whose answers have
been ignored.
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A certain variance of the responses can be explained due to the quantization of the response
scale. For example, a test subject may give alternate responses between two scores if the sub-
jective similarity is in-between. In the worst case, this results in a standard deviation of 0.5.
Three of the test subjects responded with an average standard deviation above this value. Fur-
ther analysis also showed that the responses of these test subjects were badly correlated to the
responses of all other subjects (Pearson’s and Spearman’s ρ < 0.9). These test subjects were
therefore ignored (Table 3.2, subjects J, U, V). Another three subjects with bad correlation to
the rest were also ignored (subjects B, S, X). Analysis showed that their responses were con-
sistent and in principle along the same lines as the others, but either much more conservative
or more radical (for example, answering with a score of 1 to more than 60% of all double
stimuli).
To counteract singular outliers, the scores were averaged by removing the highest and the
lowest score for each test subject and model pair (i.e., removing two of five responses for
each subject and model pair) and then taking the arithmetic mean of the remaining values, ei-
ther per-subject for the subject–subject correlation or across all 19 remaining subjects for the
objective–subjective correlation. The mean subject–subject correlation coefficient was com-
puted by taking the arithmetic mean of the correlation coefficients between the 19(19− 1)/2= 171
pairs of non-identical test subjects. It was found to be ρ = 0.930 (Pearson’s), ρ = 0.924
(Spearman’s), and τ = 0.838 (Kendall’s). Examples of textures and their average subjective
scores are given in Figure 3.4.
3.6.5 Results
The average subjective scores were compared to the objective metrics using Spearman’s ρ
and Kendall’s τ (Table 3.3). The tables show that all metrics perform well capturing the
characteristics of texture important to the human observers when the appropriate weighting
or filterbank resolution is used. An exception is the RMSE of subband power, which does not
appear to provide a good correlation regardless of the filterbank resolution.
In Figure 3.5, the average subjective score is plotted against some of the metrics from the
correlation tables. The k = 2 weighting should be expected to correlate well to the subjective
scores, as this corresponds to the scale-invariant statistics of natural images and the properties
of visual cortex cells [Fie87] (c.f. Chapter 4). This property is also reflected in the filterbank
that was used.
Interestingly, the k = 4 weighting correlates even better to subjective scores. This implies
that test subjects generally attributed an even greater importance to low-frequent components
of texture. There is no obvious explanation for this. The prior selection of texture parameters
may have some impact on the results. It is plausible that some of the less significant differences
between correlation values (such as between different filterbank parameterizations or even
between weighting parameters k = 2 and k = 4) may not be reproducible for spectra that
are generated with a different method. More stimuli may be necessary to provide better
distinctions between close figures. The fact that the Itakura distance achieves much worse
correlation to subjective scores than the LSD, except for k = 4, may be due to similar reasons.
To understand this effect, the study should be repeated using a different prior distribution of
texture PSDs.
Nonetheless, we may draw three conclusions from this experiment:
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Avg. Subjective Score 1.04
Avg. Subjective Score 2.46
Avg. Subjective Score 4.19
Avg. Subjective Score 5.00
Figure 3.4 Samples of the texture model pairs and corresponding average subjective scores.
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LSD Itakura A Itakura B
k ρ τ ρ τ ρ τ
0 0.086 0.060 0.213 0.157 0.090 0.078
1 0.689 0.520 0.387 0.285 0.108 0.120
2 0.957 0.833 0.788 0.626 0.730 0.575
4 0.964 0.852 0.964 0.852 0.964 0.852
(a) Weighted spectral distances
STSIM SSTSIM Mag. RMSE Pow. RMSE
s/o ρ τ ρ τ ρ τ ρ τ
6/6 0.853 0.681 0.874 0.709 0.905 0.755 0.103 0.060
6/8 0.856 0.686 0.865 0.700 0.897 0.741 0.113 0.069
8/8 0.938 0.806 0.940 0.815 0.913 0.764 0.113 0.069
8/10 0.939 0.810 0.934 0.806 0.910 0.769 0.112 0.064
(b) Filterbank-based metrics
Table 3.3 Correlation between average subjective scores and similarity metrics.
• The fact that 22 of 25 test subjects responded very consistently with respect to stimuli
that were generated from the same texture model, but using a different driving random
field, suggests that the randomness introduced into each stimulus had no effect on sub-
jective similarity. Thus, we have empirical evidence that the perception of a Gaussian
random field is determined by its statistical structure – i.e., by its power spectral density
– rather than by phase, which is an attribute of each instance of the field, in addition to
the theoretical result of Section 3.1.
• The difference between the metrics we have considered is the way spectral magnitudes
are mapped onto the metric value. If the metric covers the entire spectrum, it is capable
of detecting the differences of two different random fields. Differences between two
Gaussian random fields that do not manifest in a different PSD cannot exist. Therefore,
we have the answer to Question 4 from the introduction. Of course, the exact metric
that should be used must still be evaluated empirically.
• No matter which of the metrics is used, to reach good correlation to subjective scores,
it appears to be essential to give a lower weight to the spatial frequencies of higher
magnitude. This can be achieved by weighting of traditional spectral distances or by
filterbank design – the octave-band structure of the steerable filterbank can be shown to
be roughly equivalent to a weighting parameterized with k = 2 [Fie87]. We conclude
that it is not advisable to rely on the k = 4 weighting as long there is no convincing
interpretation for it.
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(a) Log-spectral distance
Figure 3.5 Scatter plots for subjective scores vs. similarity metrics (continued on next page).
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(b) Itakura Distance
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(d) Simplified STSIM
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(f) Power RMSE
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In this chapter, we review some of the physiological fundamentals of the human visual sys-
tem (HVS), as well as established methods for feature detection in natural images. What is
interesting is the special role Gaussian fields take in the feature detection context: Gaussian
texture, in a sense, is the “opposite” of a salient feature. This interpretation is important for
the main purpose of this work, texture compression in natural images, as it equips us with a
rationale for why Gaussian texture is unlikely to comprise semantic meaning – simply because
it is extremely unlikely to even comprise a visual feature. Furthermore, we derive a method to
specifically detect Gaussian or linear random fields in natural images, answering Question 1
from the introduction.
4.1 Biological vision
In the last few decades, there have been numerous studies on the neurophysiological workings
of the human visual system. A particularly important insight that was gained is that specific
properties of the HVS can be explained by the fact that the HVS was (and continually is)
adapted to the statistics of the input it gets from our natural environment. The statistics of
natural images appear to be one of the major factors that constitute the optimizing function
for the HVS [Fie87; OF96]. Other factors, such as metabolic efficiency [GF08], may exist as
well.
[Ser+05] provides a preliminary, but quantitative, computational model of the ventral
stream pathway, which is believed to be responsible for visual recognition tasks, in an at-
tempt to explain the most basic phenomena that have been observed. The model is limited to
a feed-forward architecture, meaning that the processing of visual information is organized in
a bottom-up fashion (from photoreceptor cells upward to the pre-frontal cortex which is asso-
ciated with high-level tasks such as face recognition). It is believed that “backprojections,” i.e.,
feedback from higher-level components down, are playing a role in biological vision, particu-
larly for answering questions such as “Is the object in the scene an animal?” or determining
sizes of objects [Ser+05, page 6]. However, a common conception is that the first 150 ms of
visual processing following the onset of a stimulus can be sufficiently explained by forward-
only models. Conceptually, this corresponds to Julesz’s “pre-attentive vision” [Jul81; Jul91],
i.e., vision that takes place without the subject devoting attention to a particular element or
feature of the scene.
The structure of the model incorporates interleaved layers of two basic types of neurons,
simple cells and complex cells, where simple cells constitute the first layer of processing in
the visual cortex. The activity levels of both kinds of cells can, according to the model, be
explained by the equation
y = g
 ∑nj=1 w j x pj
k+
∑n
j=1 x
q
j
r
 , (4.1)
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x1 x2 x3
y
w1
p
w2 w3
Pool
q
Inhibition
r
Figure 4.1 Model of neuronal gain control; after [Ser+05]. With p ≤ qr, the model approaches tuning
behavior.
where y , x , and w correspond to the output, the inputs, and the input weights, respectively,
and
g(t) =
1
1+ eα(t−β)
(4.2)
is a sigmoid function. The other variables are constants determining the behavior of the cell
model. Generally, simple cells realize a tuning operation: The output achieves a maximum
when the inputs are collinear to the weights. Therefore, the weights correspond to the pre-
ferred stimulus of the cell. Output activity of the cell is inhibited when there is elevated,
“pooled” activity on the inputs (Figure 4.1). Equivalently, simple cells possess a neuronal gain
control mechanism which is controlled through activity at the input cells. For example, to
obtain an approximation to simple cell behavior, we may let p = 1, r = 1, q = 2. This partic-
ular choice results in the argument of the sigmoid function resembling a Pearson Correlation,
provided k is chosen such that it corresponds to the energy of the weights. The first layer of
simple cells in V1, the primary visual cortex, could thus be interpreted as a kind of normalized
matched filter.
It should be stressed though, that it is difficult to select one “best” model. Rather, simulations
of biological object recognition show that different cell models can achieve similar recognition
quality [Ser+05]. The fact that the preferred stimuli of the first layer of simple cells possess
remarkable similarity to Gabor Functions has been known since the early 1960s – for the visual
cortex of cats and macaque monkeys. Later, these findings could be confirmed for the human
brain [Ser+05]. Furthermore, it was discovered that simple cells are adapted to second-order
statistics of images [Fie87] and optimized for sparsity [OF96].
Complex cells, which follow the first simple cell layer, realize a soft-max operation which
can be modeled by letting wi = 1 and p = q + 1 in (4.1), for sufficiently large q. This
approximates a maximum operation across the output of simple cells of the same orientation,
across different scales, and in spatial proximity. The purpose is to obtain a certain level of
invariance with respect to scale and translation. The layer of complex cells is in turn followed
by another layer of simple cells which tune to higher-level patterns (Figure 4.2).
4.2 Quadrature feature detection
Among the oldest and most well-known feature detection techniques is “the” Canny Edge
Detector [Can86]. It should be noted that Canny’s paper describes a mathematical framework
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simple (tuning)
complex (soft-max)
further layers (see [Ser+05])
Figure 4.2 Model of first two layers of simple and complex cells in V1; loosely based on [Ser+05]. Sim-
ple cells tune to features of specific orientations (indicated by lines) and scales (not shown). Complex
cells perform a soft-max operation on the outputs of simple cells of the same orientation and across
scales.
to derive a linear filter such that its output will have a maximum wherever the image contains
a desired feature: for example, a step edge. For practical purposes, it is often assumed that step
edges are the most important visual feature in images, and that other features are negligible.
However, using a linear filter that is optimized for detection of step edges blindly can result in
systematic errors; for instance, a bar (line) will produce two maxima.
Physiological evidence suggests that feature detection in natural vision systems is more
sophisticated. It was found that the perception of edges could be predicted better by filtering
with two linear filters in quadrature – one being the Hilbert transform of the other – and then
detecting maxima in the squared response:
e(x) =

(y ∗ h)(x)2+ (y ∗ h′)2(x)2 , (4.3)
where h and h′ is the filter pair and e(x ) is known as local energy. This concept generalizes the
definition of a “visual feature” beyond step edges and bars; the local energy function attains
a maximum for step edges, bars, but also for other luminance profiles. This model was first
verified against human perception using one-dimensional sine-wave, step, and trapezoidal
gratings [Mor+86; MO87], i.e. on synthetic, periodic, one-dimensional luminance profiles.
Appropriately, Morrone and Owens based their theory on Fourier Analysis. They noted that
maxima of the local energy function coincide with maxima of the phase congruency function,
p(x) =max
φ¯(x)
∑
n An cos(φn(x)− φ¯(x))∑
n An
, (4.4)
where An is the amplitude of the nth component of the Fourier series expansion of y , and
φn(x) is the local phase of the nth Fourier component at x . p(x) is maximum when the
Fourier components are locally in-phase. Once this generalized feature detector has found
a maximum of the phase congruency function, the “type” of feature can be inferred from the
phase at that location. In [VO90], Venkatesh and Owens give a classification of salient features
which are characteristic for specific phase angles. It can be shown that
p(x) =
p
e(x)∑
n An
, (4.5)
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if y(x) is zero-mean, h(x) = δ(x), and h′(x) is the Hilbert kernel; thus, Morrone and Owens
chose digital filters to approximate this ideal pair.
A more applied approach to feature detection from phase congruency is presented
in [Kov99a]. Kovesi replaces the Fourier components by wavelet components, such that there
is a number of bandpass filters on different scales; furthermore, the filters are extended to
two dimensions and a number of discrete orientations. Wavelet phase congruency (along one
orientation) can then be defined as
po(x ) =
q∑
s(y ∗ ho,s)(x )
2
+
∑
s(y ∗ h′o,s)(x )
2∑
s
p
(y ∗ hs)2(x ) + (y ∗ h′s)2(x )
, (4.6)
where o and s are the orientation and scale indexes, respectively.1 Using a wavelet representa-
tion is more appropriate than using Fourier analysis, as subband filters can be designed to be
scale-invariant – although the human visual system is not exactly scale-invariant, the physics
of natural image formation suggest that image features appear equivalently on all scales. Since
it is likely that the HVS is adapted to these characteristics [Fie87], scale invariance is a reason-
able abstraction of the properties of the HVS. Kovesi uses the logarithmic Gabor representation
that was suggested by [Fie87], which models the preferred stimuli of the first layer of sim-
ple cells in V1. While ho,s(x ) corresponds to the even-symmetric filters suggested by Field,
h′o,s(x ) is odd-symmetric. In Figure 4.3, cross sections of an even–odd symmetric filter pair are
plotted, and Figure 4.4 demonstrates the variation of phase and magnitude of the subband
coefficients across typical image features.2 Kovesi implements both filters using a single con-
volution with a complex-valued filter co,s(x ) = ho,s(x ) + h′o,s(x ), which is easy to construct in
the Fourier domain by setting one of the “humps” to zero. (4.6) then simplifies to
po(x ) =
∑
s(y ∗ co,s)(x )
∑
s
(y ∗ co,s)(x ) . (4.7)
Interestingly, (4.6) and (4.7) bear some resemblance to the neuronal gain control mechanism
of the previous section (4.1) in that they contain a normalization term (in the denominator)
that is linked to overall activity in the respective subbands.
Although these methods achieve good results detecting and localizing features that can-
not be reliably handled using simple linear filters such as the Canny detector, they do not
necessarily model biological vision precisely. For instance, a recent study revealed that the
edge localizations predicted by the Morrone–Owens Model do not always coincide with hu-
man judgements; i.e., depending on the phase of the feature, the model appears to make a
systematic prediction error in the form of an angle dependent offset [Geo+07]. This may re-
mind the computer vision expert that, even though edge detection with today’s methods may
appear to be a routine task – after decades of vision research, many aspects of the HVS have
still not been fully uncovered and models that are useful in practice may, in the end, never
satisfactorily explain physiological data.
To that end, it is satisfying to note that the exact localization of salient features is not
necessary for a compression system utilizing texture synthesis, as we will see in the following
sections and chapter.
1Note that Kovesi applies further modifications to this formula which we do not reproduce here.
2Here, we use other bandpass filters than Gabor, defined in the next chapter, but the results are similar.
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Figure 4.3 Cross sections of bandpass impulse responses of the logarithmic subband transform used in
this thesis; the filters are defined in the next chapter.
4.3 Statistical interpretation
The feature detection method presented in the previous section is purely motivated by physi-
ological observations. However, since there exists a certain relationship to matched filtering,
the question arises whether there is a statistical interpretation to the concept. The answer is
yes – in fact, this interpretation is key to one of the contributions of this thesis.
Following the signal detection paradigm, we formulate a null hypothesis, under the intention
to classify all observations as ’no feature present’ unless we observe an event that is unlikely
enough (under the null hypothesis) so as to exceed a given threshold. The null hypothesis
is the following: “The image consists of instationary near-Gaussian noise of unknown power
spectral density.” The term “instationary” deserves a bit of elaboration here. While we allow
the spectral density and variance to change across the image, we must, for all practical pur-
poses, assume that the characteristics of noise are homogeneous if we choose a small enough
window in space and/or frequency.
Since we assume near-Gaussian noise, the subband coefficients (y ∗ho,s)(x ) and (y ∗h′o,s)(x )
are approximately normally distributed under the null hypothesis (and zero-mean, as we are
dealing with bandpass filters).3 However, we do not know the variance of the coefficients. By
assumption, it will vary with location and subband, but it will be approximately constant for
3We derive a quantitative prediction of the Gaussianity of the coefficients in Section 4.4.
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Figure 4.4 Complex bandpass filter responses to various synthetic image features along the orientation
orthogonal to the feature. Top: step edge; middle: noisy step edge; bottom: bar. The orientation and
length of the vectors correspond to phase and magnitude, respectively, of the complex-valued subband
coefficients. Responses at x0 = 0 are maximally phase congruent. The scale index s implies a bandpass
center frequency of | f c|= 2−(s+1).
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a small neighborhood in space and frequency. The variance of the even and odd symmetric
filters is always the same, which follows from the even symmetry of the power spectral density
and the Wiener–Lee theorem. Thus, we can state
(y ∗ co,s)(x )∼ 12piσ2o,s(x ) exp
 −|t|2
2σ2o,s(x )

. (4.8)
Because the coefficients are complex normally distributed, their magnitudes are Rayleigh dis-
tributed: (y ∗ co,s)(x )∼ tσ2o,s(x ) exp
 −t2
2σ2o,s(x )

. (4.9)
Under the null hypothesis, the magnitude of the standardized coefficient at a location x
exceeds a threshold of T with a probability of
P
(y ∗ co,s)(x )σo,s(x )
> T= ∫ ∞
T
t exp
−t2
2

dt = exp

−T
2
2

. (4.10)
This observation appears to allow a p-test to be constructed: If we concluded that a feature
is present on the event the standardized coefficient exceeds the threshold, the above probability
would represent the probability of error of our conclusion. Unfortunately, there are two prob-
lems. Firstly, for standardization of the coefficients, a reasonable estimator for the variance is
needed, as the variance cannot be known a priori. Secondly, this approach does not allow us
to localize a feature, since y , by the null hypothesis, is correlated, and beyond that, filtering
introduces further correlation: The two events the threshold was exceeded at x 0 and the thresh-
old was exceeded at x 1 are not statistically independent. Therefore, we cannot call any of these
events statistically significant in Fisher’s sense.
The first problem, again, reminds us of the neuronal gain control mechanism introduced
in Section 4.1. It has been tackled implicitly by many authors. Feature detection methods
typically follow the assumption that a certain amount of noise in the image is due to the
image formation process. “Undesired” noise of this kind, i.e. noise that is not considered
part of the signal, leads to a loss of efficiency in most image processing methods. Because
of this, many methods apply a thresholding of some kind to ignore the effects of additive
noise. In [PM90], a more practical evaluation of the concept presented in [MO87], a heuristic
threshold is applied after maxima detection. In [Kov99a], Kovesi applies a somewhat more
sophisticated scheme similar to wavelet shrinkage: In the highest-frequency channels of the
filterbank, the noise variance is estimated using a robust estimator, based on the assumption
that images are composed mostly of untextured regions. He further assumes the image is
corrupted by near-Gaussian, stationary white noise. In that case, the noise level in all other
subbands can be inferred simply by taking the energy of the subband filters into account. Of
course, if one of these assumptions fails, for example due to a high amount of high-frequency
texture, the method will overestimate the noise level and consequently, will tend to produce
false negatives.
For some applications, such as the one discussed in this thesis, it is, however, questionable
whether the normalization of subband coefficients should be based on a whiteness assumption.
Image compression methods are ultimately designed to preserve information that is relevant
to the observer. If we require an image compression method to distinguish between relevant
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(a) original (b) global variance estimation (c) local variance estimation
Figure 4.5 Visualization of features for the image LENNA. While black indicates that all standardized
subband coefficient magnitudes are below threshold, exceedance is indicated by multiple colors. The
threshold was selected using (4.13). Different hues stand for different orientations. For (b), global
variance estimation was performed per subband. Global estimation leads to detection of features within
textured regions (for instance, the hat), while local estimation effectively suppresses these features
and allows detection of more subtle features in homogeneous regions (bar feature to the right of the
forehead).
image features (to be preserved in the reconstruction) and irrelevant image features (to be
dropped), what should be the decisive criterion – firstly, whether the image feature is an
artifact of the image formation process, or secondly, whether the observer is able to perceive it?
Ideally, the answer should be “both”: Artifacts and imperceptible features should be ignored
likewise. For the purpose of this thesis, we assume that artifacts of the image formation process
do not exist; we merely strive to distinguish between perceptible and imperceptible features.4
We should therefore select a normalization (i.e., a “noise” variance estimator) that follows the
principles behind biological systems.
An idealization of the properties of biological systems is the scale-invariance property. Af-
ter all, this property explains the logarithmic Fourier domain sensitivity of simple cell re-
sponses [Fie87] (although, like all practical systems, the HVS must have limits, so there must
be some largest and some smallest scale response). The property implies that an image pro-
cessing algorithm should be invariant with respect to a scaling of the image. If the sensitivity
of the statistical feature detection method should be scale-invariant, we must select a vari-
ance estimator that is scale-invariant. Such an estimator follows naturally if we uphold the
“unknown PSD” hypothesis, as, then, we cannot infer the “noise level” from one scale to the
other.
A feasible estimator is
σˆo,s(x ) =
1p
ln4
med
x ′∈W (x ,s)
(y ∗ co,s)(x ′) , (4.11)
where W (x , s) is a window that scales with the same factor the impulse responses co,s scale
with, and med denotes the median. Here, we use the fact that there is a direct relationship
4In the next chapter, we will see that most of the noise that images contain is regarded as texture by our method.
Therefore, we can, to a certain extent, automatically handle noise artifacts of the image formation process.
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between the median and the parameter of the Rayleigh distribution, like in [Kov99b]. The dif-
ference is that we use observations local in space and frequency, while Kovesi uses one global
estimator. A very similar (local) estimator based on the median is used in the texture segmen-
tation method by Hill et al. [HCB03] and later by O’Callaghan and Bull [OB05]. The authors
then use the standardized coefficients as a basis for the so-called texture gradient, which in
turn is used for a watershed algorithm – essentially, texture boundaries tend to be placed
where the standardized coefficients attain large magnitudes. Of course, other estimators that
use local observations could be used. Figure 4.5 demonstrates the basic difference between
local and global variance estimation for feature detection.
The second problem quite frequently occurs in image processing methods that model human
vision: formal p-tests are not applicable due to statistical dependence of the observations.
Sensing a general pattern, Desolneux et al. [DMM00; DMM08] developed a mathematical
framework to formalize the rules of human vision as well as decision making, which appears
to be based on expectation rather than probability.
The cornerstone of this framework is what the authors call the Helmholtz Principle, after
Hermann von Helmholtz, a german physician and physicist. Helmholtz postulated that human
perception is based on the hypothesis of randomness – some event or feature is considered
meaningful if and only if it could not be expected. According to Desolneux et al., this last
phrase is to be taken literally: they propose to use the expected number of occurrences of
an event under the randomness assumption (in their terminology, the number of false alarms,
NFA), as the quantity to be subjected to a threshold. Since the expectation operator is linear,
we can compute this number for a given observation, in our case:
NFA= N · P
(y ∗ co,s)(x )σo,s(x )
> T= N exp−T 22

, (4.12)
where N denotes the number of data samples that are observed at the same instant.5 Accord-
ing to [DMM08], an event is "-meaningful if the number of false alarms of such an event is
less than ", where " should ultimately be set to one: We only consider events where we would
expect less than one false alarm in the observation. To test for locations of 1-meaningful
features, we solve for T :
T =
p
2 ln N . (4.13)
We can thus use the theory of meaningfulness to choose an appropriate threshold given physi-
ological facts.
In spite of this development, we are still unable to locate the exact position of features,
since the algorithm we have developed so far yields a number of meaningful feature locations
at certain locations in space (x ) and frequency (o, s) without specifying where the perceived
“centers” of the features are.6 However, we will see in the following chapter, that for the
purpose of this thesis, the exact localization of features is not needed.
5Desolneux et al. recommend to use the number of pixels in the image; however, for large images and to be
physiologically correct, this should probably be an estimate of the number of pixels that are projected onto
the fovea.
6In [DMM08], the concept of maximal meaningfulness is developed to “prune” the set of meaningful alignments.
This is achieved by simply requiring that maximally meaningful alignments have the lowest likelihood of being
observed under the randomness assumption of all meaningful alignments observed at the same location.
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The essential idea that is important here is that feature detection in images can be thought
of as a deviation from randomness – particularly, Gaussianity, as the Gaussian distribution is
the continuous distribution of maximum entropy. In this sense, texture that is characterized
by Gaussian random fields is special, as it is texture at the lowest possible level of perception.
The human visual system extracts meaningful information from the natural environment we
perceive, and the image features we have discussed above are the basic elements that carry
this information. If no such features are present in an image, i.e., none of the simple cells
of the first layer in V1 respond with elevated activity, it appears unlikely that an observer
could extract a great deal of information from it. This is our answer to Question 2 from the
introduction. Naturally, it can only hold with respect to our understanding of the human visual
system at the present time.
4.4 Sparsity, kurtosis, and Gaussian texture
The fact that the preferred stimuli of the first layer of simple cells resemble logarithmic band-
pass functions can be explained by the requirement of sparsity. Olshausen and Field [OF96]
used a learning algorithm to obtain an array of linear filters that maximizes sparsity of its
output. After verifying the algorithm by feeding it with synthetic training sets, for instance,
sparse pixel noise, they could confirm that the algorithm produced Gabor-like functions on
receiving segments of natural images as input.
Sparse image representations have been an integral part of research in the image processing
community since about the same time. An early example is the matching pursuit algorithm due
to Mallat and Zhang [MZ93], which is based on a greedy approach. More recent approaches
establish links to the blind source separation problem [Fad+10]. Typically, these approaches
work with overcomplete dictionaries, i.e., sets of basis functions whose cardinality exceeds the
number of pixels in the image. There is a recent tendency to generalize beyond the set of basis
functions that are plausible responses of the first simple cell layer. This may be used to achieve
a level of modeling that includes a number of higher level layers (like S2 to S4 in [Ser+05]).
The empirical probability density functions of the subband coefficients that the authors
of [OF96] observe for natural images happen to be symmetric. This is a good reason to use
kurtosis, i.e. fourth-order cumulants, as a measure of sparsity (which the authors do).
We can relate this observation to the theory of random fields in the following way. Assume
that the input to the filterbank is a stationary random field y(x ) (not necessarily white or
Gaussian). There is a quantitative relationship between the normalized cumulants of the
input field and the normalized cumulants of the subband coefficients (y ∗ ho,s)(x ). Here, we
may distinguish three cases:
1. The random field is (correlated) Gaussian: y(x ) = (w ∗ g)(x ), where w is IID Gaussian
and g is a linear filter.
2. The random field is linear: y(x ) = (w ∗ g)(x ), where w is IID and g is a linear filter.
3. The random field is stationary, but not necessarily any of the above.
56
4.4 Sparsity, kurtosis, and Gaussian texture
The kth standardized cumulant of the subband coefficients is
κy∗h,k
(κy∗h,2)
k/2
=
∫ ···∫Ψy∗h,k(e 2pi f 1 , . . . , e 2pi f k−1) d f 1 · · · d f k−1∫
Ψy∗h,2(e
2pi f ) d f
k/2
=
∫ ···∫Ψy,k(e 2pi f 1 , . . . , e 2pi f k−1) Φ˙h,k(e 2pi f 1 , . . . , e 2pi f k−1) d f 1 · · · d f k−1∫
Ψy,2(e
2pi f ) Φ˙h,2(e 2pi f ) d f
k/2
due to the Wiener–Lee Theorem (2.44). H is maximum at ± f c, its center frequency. Conse-
quently, when k is even, Φ˙h,k(e 2pi f 1 , . . . , e 2pi f i , . . . , e 2pi f k−1) attains its maximum for f i = ± f c,
provided that the number of negative signs for all i is exactly one less or one more than the
number of positive signs, due to (2.39). If H is narrow enough, we can continue by approxi-
mating Ψy,k by its value at that point,
κy∗h,k
(κy∗h,2)
k/2
≈ Ψy,k(e
2pi f c , . . . , e 2pi f c)
∫ ···∫ Φ˙h,k(e 2pi f 1 , . . . , e 2pi f k−1) d f 1 · · · d f k−1
Ψy,2(e 2pi f c)
∫
 Φ˙h,2(e
2pi f ) d f
k/2
=
Ψy,k(e 2pi f c , . . . , e 2pi f c)
Ψy,2(e 2pi f c)
k/2 · µ˙h,k
µ˙h,2
k/2 . (4.14)
Empirical observations suggest that the approximation also holds for odd k. In the first two
cases, we can, again, apply (2.39):
Ψy,k(e 2pi f c , . . . , e 2pi f c)
Ψy,2(e 2pi f c)
k/2 = κw,k Gk(e 2pi f c)
κw,2 G2(e 2pi f c)
k/2 = κw,k(κw,2)k/2 . (4.15)
Thus, the left hand factor of (4.14) reduces to the standardized cumulant of the driving noise
field w. The right hand factor is a constant that only depends on the frequency response of
the subband filter. If we design a filter that is narrow enough for the approximation in (4.14)
to hold, the cumulants of the IID field w can be inferred by estimating the cumulants of the
subband coefficients and then correcting using (4.14). However, we cannot use an arbitrarily
narrow filter – the narrower the filter, the stronger will the correction lead to amplification
of the variance of the kurtosis estimator. This can be seen in the following way: If we let
h˜(x ) = h(ax ), i.e., use a scaled version of the filter,
µ˙h˜,k =
1
a2k
∫
· · ·
∫

H(e 
2pi
a f 1) · · ·H(e  2pia f k−1)H(e−  2pia ( f 1+···+ f k−1)) d f 1 · · · d f k−1
=
1
a2k
∫
· · ·
∫

Φ˙h,k(e
 2pia f 1 , . . . , e 
2pi
a f k−1) d f 1 · · · d f k−1
=
1
a2k
a2(k−1) µ˙h,k =
1
a2
µ˙h,k, (4.16)
provided neither h nor h˜ are subject to alias. Therefore,
µ˙h˜,k
µ˙h˜,2
k/2 = ak−2 µ˙h,k
µ˙h,2
k/2 . (4.17)
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This is a variant of the central limit theorem: The greater the extent of the filter (a → 0),
the smaller are the magnitudes of the standardized cumulants of its output. In the limit, as
the standardized cumulants approach zero, we arrive at a Gaussian distribution. This fact also
serves as a physical explanation for natural occurrence of Gaussian texture. When the physical
resolution of the imaging equipment (which can be modeled using a point spread function, a
linear filter) is not fine enough, accumulations of small objects, such as sand, tend to produce
Gaussian texture. A similar observation was made in [GGM11].
(4.14) allows us to conceive a statistical p-test to determine whether a given random field is
Gaussian or near-Gaussian (Case 1), by thresholding the standardized kurtosis estimates of the
subband coefficients: They are asymptotically zero under the null hypothesis. The principle
of scale-invariance, again, demands that we choose the same estimator and threshold on all
scales of the filterbank that we use.
The probability of error cannot be obtained analytically, as the probability distribution of
estimators of standardized higher-order cumulants is typically intractable [SO87]. However,
Monte Carlo simulations can be used. A test for linearity may be feasible, as well – in the
second case, the corrected standardized kurtosis estimates of the subband coefficients of a
filterbank are asymptotically equally valued.
What is the significance of this with with respect to texture? The development implies
that some of the previous research on the essential qualities of visual texture may need to
be reviewed. While more recent publications generally take an empirical, non-parametric
approach to texture, one previous study used methods based on higher order statistics akin to
Hinich’s transient detector [Hin90] to determine whether, in general, visual texture could be
classified as Gaussian, or linear [HG95]. In the light of the developments in this chapter, it
seems, however, that this is not the question that should be asked.
Rather, we should ask “Is there visual texture that we perceive to be Gaussian, or linear?”.
The outcome of a statistical test always depends on the statistic that is used; and texture
is a concept so inseparably connected with human perception that we must use models of
the HVS to understand it. The authors of [HG95] directly estimate higher-order coherency
functions (Section 2.2.6) to perform these tests, while the development above offers a model
– an abstraction – of how “a typical human observer” may decide on this question. Basically,
this is our answer to Question 1 from the introduction: We are able to detect Gaussian as well
as near-Gaussian texture, in a manner that emulates human perception. The system designed
in the next chapter can then be optimized to the statistical properties of that model.
A much more general discussion of the characteristics of visual texture is given in [PS00b].
In their work, Portilla and Simoncelli present convincing evidence that second-order statistics
alone are not sufficient to capture the characteristics of what is generally considered visual
texture.
There are three reasons why, in this thesis, we are still concerned with near-Gaussian – i.e.,
second-order – texture. Firstly, the fact that texture cannot generally be considered second-
order does not imply that second-order texture does not occur in natural images. Secondly,
as we have seen above, Gaussian texture is maximum entropy texture, while, thirdly, carrying
the least possible information for the observer. Therefore, from an image compression stand-
point, it should be expected that methods addressing this type of texture should achieve gains
compared to conventional methods, while minimizing the risk of compromising semantics.
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The development of the previous chapters allows us to design a coding system that
• detects Gaussian or near-Gaussian texture in natural images in a way that models human
perception (Section 4.4),
• separates this texture from the remaining image (the structure),
• estimates texture parameters that are essential to the perceptual characteristics of it
(Section 3.5),
• encodes and decodes structure using a conventional codec, as well as texture parame-
ters, and
• reconstructs texture such that it satisfies the parameters (Section 3.4).
A high-level overview of the system design is given in Figure 5.1. Clearly, the efficiency
of such a system cannot be evaluated by traditional quality assessment metrics such as the
peak signal-to-noise ratio (PSNR) or the SSIM [Wan+04]. For an equitable comparison to
conventional methods, a large-scale survey on subjective quality would be necessary. We
attempt to provide a lightweight, but still plausible, substitute for such an evaluation in order
to keep the efforts on a reasonable scale.
5.1 Structure–texture classification and decomposition
Many approaches to structure–texture, or “cartoon–texture,” decompositions of images have
been proposed before, like, for example, [Auj+06]. Here, we choose an approach that is
consistent with the Gaussian model.
Gaussianity implies that statistical independence and linear independence are equivalent.
To be more precise, let us consider two stationary random fields s(x ) and t(x ). The fields are
linearly independent if and only if
ψs,t(x ) = 0 for all x , (5.1)
where ψs,t is the cross-covariance function between s and t, or equivalently,
E
¦
S(e 2pi f ) T (e 2pi f )
©
= 0 for all f . (5.2)
If the fields are additionally Gaussian, then they are also statistically independent. Statistical
independence of the fields is important, because it implies that the composite field y = s+ t
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Figure 5.1 High-level overview of system design.
has the same statistical structure, regardless of a phase difference, such as a shift a, of one of
the fields:
p(y) = p(s+ t) = p(s+ za t). (5.3)
Moreover, we can sample from y by sampling from s and t independently and then simply
adding the results. This is not appropriate if s and t are not statistically independent.
If a stationary random field y is Gaussian, we can theoretically use an ideal linear filter g(x )
to implement the reverse operation: split y into two statistically independent components
s = y ∗ g and t = y − y ∗ g. To satisfy (5.2), we need to ensure that G(e 2pi f ) is either one
or zero for each f . With respect to texture, this means we could decompose a texture image
into a component of “fine-grained detail,” t, and a “smooth component” s, provided that g is
a lowpass filter. Using an ideal low-pass filter is of course not possible, as this would imply an
infinitely extended impulse response. Approximate solutions need to be applied in practice –
the decomposition is useful as long as sufficiently steep filters are applied.
This simple concept of structure–texture decomposition can be utilized to establish a useful
feature of the proposed coding system. If texture analysis and synthesis is restricted to high-
pass components of the image, such that the lowpass component is encoded conventionally,
downscaled versions of the reconstruction can be made (nearly) identical to a downscaled ver-
sion of the reconstruction using a conventional codec. Such a feature is desirable, as different
applications of image compression methods have varying requirements with respect to pixel
fidelity. For instance, imagery used in court or for medical purposes may have high require-
ments, while typical personal photographs may have lower requirements. Setting a maximum
cut-off frequency for the lowpass filter allows to freely adjust the maximum amount of detail
that is subjected to synthesis.
5.1.1 Filterbank
It should be noted that many possible solutions exist with respect to the shape of the decom-
position filter, and using a single cut-off frequency of such a filter for an entire image would
not be useful, as images are typically inhomogeneous. We thus need to analyze the image
in neighborhoods that are localized in space as well as frequency, and determine a cut-off
frequency that is adaptive across image space. Traditionally, this kind of analysis is achieved
using filterbanks. Here, we take a simple approach: We let the cut-off frequency of the decom-
position filter take values that are consistent with the radial edges of the subbands. Thus, we
analyze the image subband-wise, and depending on the outcome of the analysis, we choose
the cut-off frequency between two radial subbands of the filterbank.
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This work explicitly does not focus on implementational issues, such as cartesian separability
of the filter or efficient implementation in the spatial domain. Instead, we strive to approx-
imate models of the HVS. This implies polar separability rather than cartesian separability;
there is no reason to prefer some orientation of image features over another. Another feature
of the HVS that has been noted is that simple cell responses roughly cover an octave of radial
bandwidth. The logarithmic Gabor filterbank suggested by [Fie87] incorporates both aspects.
Further work which builds on these principles includes [Sim+92; SF95; Per95; Kov99a].
Although all of these publications use moderately overcomplete representations which tile
the Fourier domain systematically using “hump”-shaped filters (Figure 5.2), there is no indi-
cation that the HVS is structured likewise if one takes the higher layers of simple cells into
account. In fact, the HVS may realize a much higher level of overcompleteness to adapt
to a broader range of different image features already at the lowest layer. Higher levels of
overcompleteness have applications in image reconstruction [Gei08]. By using overcomplete
representations with more complex basis functions, aspects of the higher cell layers may be
modeled. However: These simple Gabor-like filters are the basis of processing in the HVS,
and their success with respect to texture segmentation is well documented [Bov91]. Further-
more, we require a moderately compact representation for compression. Therefore, we use a
filterbank that is Gabor-like and logarithmic.
The filterbank we use is defined by the radial component
Rs(r) =
cos
2

pi
2
max
−1, min0, logb 2r		 if s = 0,
cos2

pi
2
min

1,max

0, s+ logb 2r
		
if s = Ns− 1,
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
pi
2
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¦
1,
s+ logb 2r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and the angular component
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(5.5)
of the subband filter frequency response
Ho,s(e
2pi f ) = Rs(| f |) · Ao(arg f ). (5.6)
Here, Ns and No indicate the number of scales and orientations, respectively, and
∆(θ1,θ2) ∈ [0,pi) is the smaller of the two angles between the phase values θ1 and θ2. b cor-
responds to the radial bandwidth of each subband. Here, we use the value 2 (octave band
filters), both because it is a biologically plausible choice and because it allows implementing
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Figure 5.2 Contour lines and maxima of the filterbank defined by (5.4) through (5.6) with 6 scales and
6 orientations. Scales are numbered from highpass (s = 0) to lowpass (s = Ns − 1). The contour lines
at the .3 level are shown for each subband filter. The dots indicate maxima of the subband filters at the
first (s = 1) scale.
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Figure 5.3 Radial cross section through all subband frequency responses of one orientation of the
filterbank defined by (5.4) through (5.6) with 6 scales. The cross section shows scales s = 0 to s = 4
from right to left. The lowpass filter is not shown.
the subband filters more efficiently using decimation. The maximum radial frequency used
by a bandpass filter on scale s is 2−s (Figure 5.3), so with each scale ≥ 2, the computational
complexity of each filtering operation on that scale can be roughly reduced by a factor of 4
compared to the previous scale.
While some designs require the squared subband filter responses to sum up to a constant, for
example the steerable pyramid [Sim+92], this particular choice satisfies a similar constraint
without the squares: ∑
o,s
Ho,s(e
2pi f ) = 1. (5.7)
In fact, the bandpass filters defined here are equivalent to the subband filters of the steerable
pyramid squared. A cross section of one of the impulse responses is plotted in Figure 4.3a.
5.1.2 Space–frequency partitioning
We need to apply the decomposition in a way that is spatially local. One of the conceptually
simplest approaches is a block partitioning of the image, a technique that, also, has proven
useful for many image compression applications.
For each block (of block edge length db) at block position (i, j), we define a lowpass filter
Gi, j(e
2pi f ) = 1−
p(i, j)−1∑
s=0
∑
o
Ho,s(e
2pi f ) =
Ns−1∑
s=p(i, j)
Rs(| f |). (5.8)
For simplicity, we require the lowpass filter to be constant along the angular dimension, and
the cutoff slope to be identical to one of the subband slopes. Thus, (5.8) is fully specified by
an integer p(i, j) for each block. This scheme gives rise to a space–frequency partitioning of the
image.
To determine p(i, j), we use the p-test from Section 4.4. In order to handle the highpass
component as Gaussian texture, it must be established that all subbands on scales s < p(i, j)
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Figure 5.4 Analysis of the input image in the encoder. The processing begins with y1(x ) = y(x ); the
same processing is carried out iteratively on the decimated output ys+1(x ). The lower branch of the
block diagram is parameterized on the subband (o, s) and the block position (i, j); i.e., it is processed
for each bandpass subband and block, sharing common inputs where possible.
are likely to be samples from a Gaussian random field (if they contain any significant energy).
A special handling of object boundaries, region contours, etc., including appropriate models, is
not necessary. It suffices to distinguish Gaussian random fields from all other types of signals,
including transients (i.e., salient features).
To facilitate the selection of p(i, j) using the p-test, local magnitude and kurtosis estimates
are needed. These are obtained through the system illustrated in Figure 5.4. Scale 0 is not
useful for kurtosis analysis, as the impulse responses do not correspond to luminance profiles
that are meaningful for feature detection, and the highpass subbands mostly contain alias.
Therefore, we estimate subband magnitude for highpass and bandpass subbands, and kurtosis
only for the bandpass subbands. For accuracy and computational efficiency, the filters are
implemented using the DFT. The input image y(x ) is fed into the highpass filters and into
the bandpass filters of Scale 1. Standardized kurtosis k(i, j, o, s) as well as average magnitude
density m(i, j, o, s) estimates are computed for each orientation o and block (i, j), including a
disc-shaped neighborhood of a predefined radius dr, centered on the block. For estimating the
second and fourth-order cumulants, we use k-statistics [SO87, page 391]:
κˆ(·),2 =
∑n(·)2
n− 1 , (5.9)
κˆ(·),4 =
n (n+ 1)
∑n(·)4− 3 (n− 1)∑n(·)22
(n− 1) (n− 2) (n− 3) , (5.10)
where the summation runs over all n elements that have not been masked by the disc. The
bandpass filters on scales s > 1 are implemented by decimating the image and recursively
feeding the output into the bandpass filters ho,1(x ).
Using m(i, j, o, s) and k(i, j, o, s), the partitioning of the image, p(i, j), can then be computed
using Algorithm 5.1. The essential parameter of the algorithm is the kurtosis threshold t1.
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Algorithm 5.1 Partitioning
Input: k(i, j, o, s), m(i, j, o, s), tm, t1, t2
Output: p(i, j)
1: s← 1
2: ∀(i, j) : v(i, j)←
(
1 for |i|= | j|= 1
0 otherwise
3: ∀(i, j) ∈ D : p(i, j)← 0
4: repeat
5: ∀(i, j) ∈ D : c(i, j)← 0 // classification on scale s. 0: structure, 1: texture
6: for all (i, j) ∈ D do
7: if (s = 1∨ p(i, j) = s)∧ (∀o : m(i, j, o, s)≤ tm ∨ k(i, j, o, s)≤ t1) then
8: c(i, j)← 1
9: end if
10: end for
11: ∀(i, j) ∈ D : n(i, j)← (c ∗ v)(i, j) // number of neighbors classified as texture
12: for all (i, j) ∈ D do
13: if n(i, j) = 0 then
14: c(i, j)← 0
15: else if (n(i, j) ≥ 7) ∧ (s = 1 ∨ p(i, j) = s) ∧ (∀o : m(i, j, o, s) ≤ tm ∨ k(i, j, o, s) ≤ t2)
then
16: c(i, j)← 1
17: end if
18: end for
19: s← s+ 1
20: for all (i, j) ∈ D | c(i, j) = 1 do
21: p(i, j)← s
22: end for
23: until s = Ns− 1∨∀(i, j) ∈ D : c(i, j) = 0
24: return p(i, j)
p(i, j) is progressively incremented if the standardized kurtosis of the oriented subbands at the
corresponding scale and block are all below the threshold. This is combined with a very low
threshold on subband magnitude tm to prevent numerical problems of kurtosis estimation with
extremely low-energetic subbands. A higher threshold generally implies a higher probability
of incorrectly classifying structure as texture.
The kurtosis estimator, naturally, possesses a certain variance. This is illustrated in Fig-
ure 5.5: Under the null hypothesis, the kurtosis estimate generally yields values around zero,
but depending on dr, the threshold could be exceeded even though the null hypothesis is cor-
rect. To compensate for this effect, and to obtain partitioning maps that can be more efficiently
predicted, we apply a simple heuristic that applies a higher threshold t2 if enough neighboring
blocks are classified as texture on the same scale. This can be interpreted as a – conditional –
morphological image operation. Additionally, singular blocks that are classified as texture and
surrounded by structure blocks are re-classified as structure.
The algorithm proceeds iteratively from Scale 1 upwards, incrementing p(i, j) when the cor-
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Figure 5.5 Normalized frequencies of the standardized kurtosis estimate k(i, j, o, s) under the null
hypothesis. Clearly, the estimator is biased, but consistent: As dr increases, estimates concentrate
around the value 0. Increasing the bandwidth of the filters has the same effect due to (4.14).
responding subbands can be classified as Gaussian. Scale 0 is subjected to synthesis whenever
Scale 1 is (implying that p(i, j) cannot attain the value 1). The processing ends if either all
subbands on a scale are classified as non-texture or the pre-defined maximum scale Ns − 1 is
reached. The maximum scale is bounded by the requirements with respect to pixel fidelity, or
by image resolution; it does not make sense to use impulse responses ho,s(x ) which approach
the extents of the image.
Finally, the decomposition is carried out according to Figure 5.7. Since not many different
lowpass filters need to be applied for the decomposition, the implementation filters the entire
image and then selects each block from one of the outputs according to p(i, j). An example
of the estimates and the output of the algorithm is visualized in Figure 5.8. In the rightmost
column of the figure, the unnormalized magnitude estimates q(i, j, o, s) are illustrated: Here,
it is obvious that the removed texture, particularly on the lower border of the image on Scale 1,
carries a significant portion of the total energy.
A final example of decomposition is given in Figures 5.9 and 5.10. The removal of texture
manifests in excessive blurring of some parts of the image, but the visually relevant features
of the image are preserved.
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Figure 5.6 Normalized frequencies of magnitude density estimate m(i, j, o, s) under the null hypothesis
(the system was fed with Gaussian white noise of standard deviation 50 – with a dynamic range of
8 bit, this would imply slight amounts of clipping).
5.1.3 Parameter selection
The system outlined in the previous sections encompasses a number of parameters that need
to be selected. Some of the parameters effectively determine the sensitivity of the system
with respect to image features. For best results, these parameters should be optimized for
physiological data. Since this is not available, we optimize the system for an important special
case: the detection of a line feature in noise (Figure 5.11). In the rest of the section, we
describe each of the parameters and justify the final choice.
db Like in many other block-based image codecs, the optimal block size is content-dependent.
A general rule of thumb is that with higher image resolution, larger blocks are helpful
to collect and summarize the statistics of large similar areas.
Ns The number of filterbank scales, as mentioned above, needs to be adjusted to image res-
olution. Generally, Algorithm 5.1 terminates at some point, even if Ns is unrestricted,
because it is unlikely that an image is exclusively composed of Gaussian texture. Ns is,
therefore, mostly an implementation detail, unless it is used to deliberately restrict tex-
ture synthesis to a number of given scales (e.g., for application-dependent reasons).
No The number of filterbank orientations determine the shape of the image features that the
67
5 Compression of Gaussian texture in natural images
y(x ) Gi, j(e 2pi f ) × si, j(x )
rect

1
db
x −  ij
+ × t i, j(x )i, j
–
(a) Block level
y(x ) + s(x )
+ t(x )
0,0
0,1
(b) Image level
Figure 5.7 Structure–texture decomposition. (a) Processing carried out for a single block at posi-
tion (i, j). This yields a structure component si, j(x ) and a texture component t i, j(x ) for each block.
(b) To retrieve the decomposition of the complete image, the block decomposition is obtained for each
block and aggregated, sharing common operations where possible (such as the lowpass filtering).
system is sensitive to. As the number of orientations increases, the subband filters be-
come narrower in the angular dimension, and, consequently, their impulse responses
elongate (Figure 5.12). This leads to a better “signal-to-noise ratio” for features with
low curvature. On the other hand, the sensitivity to curved boundaries diminishes. Con-
sidering this trade-off, it would be plausible for the HVS to employ angularly narrow
and wide filters at the same time. In this application, however, we consider only a single
relative angular bandwidth of the subband filters.
For optimization of this parameter, we therefore choose test images consisting of a line in
additive noise which is near the perceptual detection limit (Figure 5.11a). The goal is to
choose No as low as possible (to maintain response to curved features), while still detect-
ing all of the present line feature. We can see from Figure 5.11b that with No = 12, it is
still possible to detect all blocks adjacent to or encompassing the line while maintaining
a true negative rate of above 90%. We therefore choose No = 12.
dr Like No, this parameter determines the standard deviation of the magnitude density and
standardized kurtosis estimators (Figures 5.5 and 5.6). The choice of dr entails a trade-
off between spatial resolution (for large dr, features that are not actually close to the
block may lead to classification as structure) and uncertainty of the classification (for
small dr, small perturbations may lead to incorrect classification decisions). In the ab-
sence of physiological data, we impose two restrictions:
1. The choice of dr should be optimized in terms of the synthetic test image. Fig-
ure 5.11c shows the performance for No = 12 and various values of dr. With low
values, such as dr = 10, there are too many random perturbations, and overall
classification accuracy is bad. Too high values lead to many false positives in blocks
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Figure 5.8 Example of space–frequency partitioning for ROUTE 66 image. The right-hand and middle
column visualize magnitude and standardized kurtosis estimates, respectively. It is evident that the
estimates become more correlated with increasing scale index. The left-hand column displays blocks in
the image that are subjected to texture synthesis in the respective scale.
69
5 Compression of Gaussian texture in natural images
Figure 5.9 ROUTE 66 image.
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Figure 5.10 Structure component of ROUTE 66 image.
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(a) Synthetic test image.
Figure 5.11 Evaluation of partitioning algorithm for synthetic test image. The parameter space for the
evaluation is defined by {No = 2n | 6≤ No ≤ 16}×{dr = 10n | 10≤ dr ≤ 50}×{t1 = 0.1n | 0≤ t1 ≤ 3}×{t2 = 0.1n | 0 ≤ t2 ≤ 6}. Hence, for each choice of parameter vector (No, dr, t1, t2), Algorithm 5.1 was
run against 50 test images as shown in (a), consisting of a one-pixel wide line, value 184, against
gray background, value 128, subjected to additive white Gaussian noise of standard deviation 32. The
blocks adjacent to the line were considered as “positives,” all other blocks as “negatives.” In (b), the
best possible results for various choices of No are summarized by taking the convex hull with respect
to dr and t1. In (c), No = 12 is fixed and results are plotted for variations of dr. dr ∈ {30,40} generally
yield the best results. Morphological smoothing was disabled for both (b) and (c) (t2 ineffective). It
was enabled as a final improvement of the rate of true negatives, without adversely affecting the rate
of true positives (indicated by circle and cross in (c)).
72
5.1 Structure–texture classification and decomposition
0.80 0.85 0.90 0.95 1.00
true negative rate
0.6
0.7
0.8
0.9
1.0
tr
ue
po
si
ti
ve
ra
te
No = 6
No = 8
No = 10
No = 12
No = 14
No = 16
(b) Convex hulls with respect to dr, t1 for varying No (and t2 ineffective).
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(c) Results for No = 12 fixed. The circle indicates the parameter choice (12,30, 1.1,−), while the cross
indicates the final choice (12,30, 1.1,1.7) with morphological smoothing enabled.
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Figure 5.12 Impulse response of a bandpass subband of two different filterbanks. Gray level reflects
value, where black and white correspond to −0.8 · 10−3 and +0.8 · 10−3, respectively. (a) Subband
of a filterbank with 6 orientations and 6 scales. (b) Equally oriented subband of a filterbank with
12 orientations and 6 scales. The increase in number of orientations implies that subband filters are
narrower in the angular dimension, which makes the filters more selective with respect to oriented
image features.
surrounding, but not directly next to the line feature (dr = 50). A choice of dr = 30
appears to be near optimality.
2. The uncertainty of the magnitude density estimator should – in the worst case –
lead to a minor decrease in subjective quality. Figure 5.6 was generated by feeding
the estimators with Gaussian white noise of standard deviation 50. A digital im-
age with an 8 bit dynamic range cannot represent Gaussian noise with a standard
deviation much larger than that, as clipping would distort the PDF. Since the stan-
dard deviation of the estimator increases with the standard deviation of the noise,
this represents the worst case. Taking Figure 3.5e into account, we can conclude
that a value of dr = 30, which in this case leads to an estimator standard deviation
of 3.51, would not significantly alter the subjective similarity score on average.
t1, t2 The thresholds ultimately determine the risk of misclassification. They should be cho-
sen as large as possible, provided not too many false negatives occur. The larger the
threshold, the more likely will faint image features in noise (as well as texture that is
not Gaussian, but near-Gaussian) be subjected to texture synthesis. We choose t1 = 1.1,
which is close to the upmost quantiles of the estimator PDF, or even slightly above (Fig-
ure 5.5). This choice is also near the convex hull with respect to classification results
(Figure 5.11c), and above the “knee” of the curve, where the number of false negatives
is still low. Note that it is not absolutely necessary to achieve zero false negatives, as it
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is, likewise, difficult for a human observer to distinguish the line from the background
everywhere (Figure 5.11a). We further set t2 = 1.7, which allows to increase the rate of
true negatives while maintaining the same rate of true positives. In addition, the mor-
phological smoothing removes singular outliers from the partition map p(i, j), making
it more amenable to predictive coding.
The above choice of parameters was cross-checked by the author through informal visual
inspection on natural test images. Again, to ensure visually optimal results, more precise
empirical data about perceptual detectability limits should be collected and utilized. Such a
study may also reveal additional feasible points of operation that may be used for coding at
very low bitrates.
5.2 Reconstruction
The decomposition algorithm of the preceding section removes blocks of texture from the
image. The aggregation of all texture blocks constitute a finite Gaussian random field with
rather complex boundary conditions: The boundary conditions of each such block is given by
the neighboring blocks, which may either consist entirely of structure, or comprise a structure
and a texture part separated by a linear filter. The equation system we need to solve is given
by the following equations (at each of the blocks):
∀x ∈ Bi, j : ( yˆ ∗ gi, j)(x ) = s(x ), (5.11)
∀x ∈ Bi, j : ( yˆ ∗ g ′i, j)(x ) = (w ∗ hi, j)(x ), (5.12)
where g ′i, j(x ) = δ(x )− gi, j(x ) is the complementary high pass filter and Bi, j is the set of pixel
positions in the block at position (i, j). The equation system is a linear one. Moreover, the
solution is unique, as all spectral components of the solution are determined (as, for all (i, j),
Gi, j(e 2pi f ) + G′i, j(e 2pi f ) = 1).
We can employ Algorithm 2.1 as described in Section 3.4 to reconstruct the texture com-
ponent. There are two complications over the conditions in Section 3.4: Firstly, the random
field is no longer zero-mean; the mean for each block is a lowpass deterministic field with a
block-dependent cutoff frequency. Secondly, the contents of any two blocks are generally not
statistically independent; therefore, if applied naively, Algorithm 2.1 needs to deal with all
texture in one step, i.e., on a very large precision matrix (for typical image sizes and desktop
computers, it can easily exceed memory limits).
The first problem can be solved by applying texture synthesis separately on each scale of the
filterbank. If we consider texture synthesis as a linear filtering operation
T (e 2pi f ) =W (e 2pi f )H(e 2pi f ), (5.13)
where H(e 2pi f ) is a linear filter and W (e 2pi f ) is the driving IID Gaussian random field, as
in (3.5), we can obtain the same result by performing, on each scale, the operation
T (e 2pi f ) =
∑
s
W (e 2pi f )Hs(e
2pi f ). (5.14)
For this equation to hold exactly, we require that the phase of Hs on each scale aligns with
the other scales, i.e., Hs(e 2pi f ) = Rs(| f |)H(| f |). To satisfy this condition, we must modify
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Step 3 of Algorithm 2.1. The back-substitution operation is equivalent to convolving a block-
shaped cutout of w with a spatially inhomogeneous filter, whose phase is, in the original
algorithm, arbitrarily determined by the Cholesky decomposition. Its output is r , a finite
Gaussian random field with the desired covariance, which is independent of its neighborhood.
We can obtain the same result – a finite Gaussian random field with the desired covariance,
but also with a desired phase – by filtering w, on each scale, with a linear filter hs(x ). The
phase of the other component, d, is entirely determined by the neighborhood of the field and
therefore does not need to be modified. To save computational complexity, we can perform
the interpolation on decimated subbands.
The second problem can be solved by observing the conditional independence structure of
the texture. Considering Figure 3.2, we can subdivide the set D of pixels further into disjoint
sets Bi, such that
∑
i Bi = D. The conditional probability density of D with respect to M can
be partitioned as
p(t D | tM) = p(t B0 , t B1 , . . . | tM)
= p(t B0 | tM) p(t B1 | tM , t B0) · · ·
=
∏
i
p(t Bi | tM , t B0 , . . . , t Bi−1). (5.15)
This suggests that we can sample t D by successively sampling the sets t Bi . In the present
reconstruction problem, each of the sets corresponds to one block Bi, j, where (i, j) is the block
index. The computation of the quantity QAB t B in Algorithm 2.1 corresponds to a convolution of
a region around each block with q(x ) corresponding to the block. A computationally efficient
procedure is to fill the texture blocks with zeros in the image array and synthesize the blocks
one by one, following the (modified) Algorithm 2.1. This produces exactly the required matrix
product for each of the conditional densities in (5.15).
Algorithm 5.2 summarizes the resulting procedure. Note that – for readability – we state
filtering operations in the domain that appears most suitable, and we omit decimation of the
subbands in this description of the algorithm. It is understood that the Fourier transforms of
fields are denoted by upper case letters (t(x )  T (e 2pi f ), etc.). The algorithm works by
first enforcing (5.12) for all blocks via Algorithm 2.1, and then (5.11) by direct assignment.
Because the subband filtering operations required for the first step yield slightly distorted
results due to the block-based texture removal in the encoder, we repeat the procedure, using
the output of the first iteration as input to the second, and so forth. Effectively, the procedure
represents an iterative solver for the linear equation system given by (5.11) and (5.12).
An example of texture reconstruction is given in Figure 5.13. Here, the state of the recon-
struction after the first two iterations of the main loop of the algorithm is shown. Due to the
quantitatively small error in the first iteration, the initial solution is already quite good: The
difference between the output of the first and the second iteration is visually almost negligible,
while further iterations have shown to be imperceptible and tend to produce changes below
the quantization step size of the 8-bit image representation. We therefore end the reconstruc-
tion process after three iterations.1 The result of this is depicted in Figure 5.14.
Note that this algorithm requires two redundant representations of the texture spectra:
qi, j(x ) and hi, j(x ). Formally, these are related by the equation
qi, j ∗ hi, j ∗ h−i, j ≡ δ. (5.16)
1Two iterations may suffice, but we add one as a measure of extra safety.
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Algorithm 5.2 Texture reconstruction
Input: p(i, j), qi, j(x ), hi, j(x ), s(x ), w(x )
Output: yˆ(x )
1: Yˆ (e 2pi f )← S(e 2pi f ) // start with structure component
2: repeat
3: for all s ∈ {Ns− 1, . . . , 2} do
4: if s = 2 then
5: M(e 2pi f )← R0(| f |) + R1(| f |)
6: else
7: M(e 2pi f )← Rs−1(| f |)
8: end if
9: T (e 2pi f )← Yˆ (e 2pi f )M(e 2pi f )
10: for all x ∈ Bi, j | p(i, j)≥ s do // clear all blocks that contain texture
11: t(x )← 0
12: end for
13: for all (i, j) | p(i, j)≥ s do // apply Algorithm 2.1 for each block in succession
14: u(x )← (t ∗ qi, j) x + db  ij
15: Q←matω qi, j // ω is a mapping defined precisely on the block B0,0
16: u ← vecω u
17: solve Qd =−u for d
18: r(x )← (w ∗m) x + db  ij
19: r ← (matω hi, j) (vecω r)
20: t(x )← t(x ) +  fldω−1 (d + r ) x − db  ij
21: end for
22: Yˆ (e 2pi f )←  1−M(e 2pi f ) Yˆ (e 2pi f ) + T (e 2pi f ) // merge subband
23: end for
24: for all s ∈ {Ns− 1, . . . , 2, 0} do // enforce structure component
25: T (e 2pi f )← Yˆ (e 2pi f ) ·∑s−1i=0 Ri(| f |)
26: for all x ∈ Bi, j | p(i, j) = s do
27: yˆ(x )← s(x ) + t(x )
28: end for
29: end for
30: until convergence
31: return yˆ(x )
77
5 Compression of Gaussian texture in natural images
(a) yˆ(x ) after first iteration (b) difference of (a) to s(x )
(c) yˆ(x ) after second iteration (d) difference of (c) to (a)
Figure 5.13 Reconstruction of ROUTE 66 image after each iteration of the main loop of Algorithm 5.2
and differences to the state before each iteration.
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Figure 5.14 Reconstruction of ROUTE 66 image after three iterations of Algorithm 5.2.
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This implies that, according to Table 3.1, one of them cannot be guaranteed to be finite.
Therefore, we must apply some kind of approximative solution for either of the representa-
tions. Moreover, for the matrix Q =matω qi, j in Algorithm 5.2 to be positive definite (and the
equation system to have a unique solution), Bochner’s theorem (Section 2.1.3) demands, for
each texture block (i, j),
Q i, j(e
2pi f )> 0 ∀ f . (5.17)
Wherever (5.17) does not hold outside of the subband defined by M(e 2pi f ), we may simply
assign a reasonable value to Q i, j(e 2pi f ), since steps 14 and 17 of the algorithm correspond to
forward and inverse filtering with qi, j: There are no frequency components outside of the sub-
band in the input field, so the filter frequency response is basically “don’t care.” When (5.17)
is not fulfilled inside the subband, however, we must apply an approximation (e.g., add a con-
stant to the spectral density function that, in line with Section 3.6, should be chosen to be
visually irrelevant).
5.3 Texture parameterization
As we have seen in Section 3.2, there are a number of alternative ways to parameterize a PSD
function. To be able to encode the essential qualities of near-Gaussian texture, we need to
select one of them as the coding representation. A number of application-dependent require-
ments arise:
• The shape of the encountered PSD functions is generally not predictable: Texture may be
strongly directional (peaked in the angular dimension) or isotropic (angularly flat); in
the radial dimension, its shape depends on scale (in Figure 5.14, for example, the texture
of the road gets more fine-grained in the distance). In general, it is reasonable to expect
fairly smooth spectra – experimentation with randomly generated PSDs (Section 3.6)
has shown that, while peaks are plausible (which would indicate the use of AR models
as opposed to MA models), extremely high peaks are “unnatural” and unlikely to occur
in natural images.
A complication that has not been considered in Chapter 3 is caused by the decomposition
introduced in Section 5.1: A texture PSD produced by the decomposition always con-
tains a lowpass “hole” at the spatial frequencies that constitute the structure component.
The coding representation needs to accommodate these characteristics of the PSD; ide-
ally, it should be able to approximate any non-negative function, like the representations
listed in Table 3.1.
• The estimation of the parameters should be computationally efficient. Furthermore, as
we have seen in Section 3.6, similarity metrics for Gaussian texture need to consider
the frequency-dependent sensitivity of the HVS. Ideally, the estimator of the parameters
should optimize a weighted spectral distance like (3.40), or a filterbank-based metric
like (3.52) or (3.54), considering the spatial frequencies below the cut-off frequency of
the decomposition filter as “don’t care.”
• To exploit the fact that texture often appears in large image regions that do not coincide
with block locations, it should be possible to re-use texture information across block
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boundaries. This can either be achieved by vector quantization (VQ) [GG92], as in Ballé
and Wien [BW09], or by prediction.
• A prerequisite for rate–distortion optimized codecs is that enough feasible points of oper-
ation exist. Ideally, the representation should allow a graceful trade-off between quality
of reconstruction and bitrate.
In Ballé and Wien [BW09]; Ballé, Jurczyk, and Stojanovic [BJS09]; Feldmann and Ballé
[FB11]; Ballé, Stojanovic, and Ohm [BSO11], the inverse filter model (a(x ),σ) was com-
bined with an on-line VQ approach. The resulting codebook was transmitted by way of scalar
quantization. Transmission of codebook indexes must be done losslessly, which implies that
their bitrate allocation is not scalable with quality of reconstruction. Despite substantial efforts
to reduce the bitrate requirements, codebook indexes remain to take up substantial propor-
tions of the total bitrate allocated for texture [FB11]. Clearly, this problem must intensify for
off-line VQ unless effective countermeasures are found.
Regardless of whether a predictive or on-line VQ coding is used, some coefficients must
be encoded using scalar quantization. Unfortunately, regardless of which spatial domain rep-
resentation is used, it may happen that due to quantization, the positivity constraint of the
spectrum is violated. The solution applied in the previous work is to choose a quantization
step size that is small enough for all practical purposes [FB11]. A trade-off between qual-
ity of reconstruction and bitrate requirements can therefore only take place by adjusting the
extents of the filter array, or the codebook size in the case of on-line VQ. A problem that ap-
plies to on-line VQ in particular is the selection of codebook size and coefficient array extents:
optimization of these parameters is computationally expensive, as they are not independent.
Direct estimators for the representations from Table 3.1 are difficult to optimize for any
of the similarity metrics that correlate well with human perception (Section 3.6). A linear
prediction estimator which is optimized to a weighted Itakura distance is possible by pre- and
postfiltering the signal before estimation and after reconstruction [BW05; BW07]. However,
by pre-filtering with a potentially steep spectral weighting function such as W (| f |) = 1/| f |2, the
spectrum that is due to be estimated becomes similarly steep. Since the inverse filter must
be capable of representing the spectrum with finite support, this approach can easily become
numerically unstable if the filter support is not increased. However, filter support must be
limited if the filter array representation is used for coding.
Due to the limitations outlined above, a different approach was followed in this work. We
use a simple parametric representation of the texture magnitude spectral density,Æ
Ψt i, j ,2(e
2pi f ) =
∑
o,s
m(i, j, o, s)Ho,s(e
2pi f ). (5.18)
This representation has several useful properties. Firstly, the representation of partial spectra
(i.e., spectra with “holes” or “don’t care” regions) is natural, as we can simply drop the infor-
mation from subbands (o, s) which are irrelevant. Secondly, minimizing mean square quan-
tization error of the model parameters m(i, j, o, s) is equivalent to minimizing the MRMSE
metric, which correlates well with human perception (Figure 3.5e). This suggests a predic-
tive transform codec, which makes the coding of VQ indexes unnecessary. The quantization
step size ∆q of such a coder then is a parameter that Question 5 from the introduction calls
for. Thirdly, no separate estimator is needed, as the magnitude spectral density is already
estimated during the image analysis step (Figure 5.4).
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For the reconstruction algorithm, we choose the zero-phase filters
hi, j(x )
F
 
∑
o,s
m(i, j, o, s)Ho,s(e
2pi f ). (5.19)
The filter support is limited by the filter support of the subband filters: We can therefore imple-
ment hi, j(x ) using finite, fixed-length arrays (if we employ decimated subbands). To determine
qi, j(x ), we interpolate the lowpass “hole” of the magnitude spectral density heuristically by
finding the least-squares solution to a set of difference equations forcing the interpolation to
be as smooth as possible (thus minimizing the extent of the filter). The equation set is given
by:
|No,s|m(i, j, o, s)−
∑
(o˜,s˜)∈No,s
m(i, j, o˜, s˜) = 0, (5.20)
where No,s is a set of neighbors for each subband. Generally, we choose No,s to consist of the
four immediate neighbors in scale and orientation:
No,s = {(o+ 1 mod No, s), (o− 1 mod No, s), (o, s+ 1), (o, s− 1)}, (5.21)
except for the highpass and lowpass subbands. For the highpass subbands, the last of the
above neighbors is omitted, while for the lowpass subband, the neighbors consist of all of the
subbands of the last bandpass scale. Zeros occurring in m(i, j, o, s) are interpolated by adding
to the set the equation
10 m(i, j, o, s) = 0. (5.22)
The above set of equations is then solved (in a least-squares sense) for all subband magnitudes
that are unavailable (i.e., comprise the “hole”), and for those that are zero.
Unfortunately, as predicted by the theory, qi, j(x ) does not generally have limited support.
As in [EW76], the magnitude of the array components wears off as we depart from the origin,
so an approximation may be arbitrarily good (the extent of qi, j(x ) would only be infinite if
we would allow the magnitude spectral density to attain zero). However, to find a good
tradeoff between computational complexity and precision, the array lengths should be handled
dynamically. In our implementation, this problem has not been tackled; we simply use a large
filter array yielding results that are precise enough for all images in the test set.
It should be noted that, by moving from filter array representations to this parametric rep-
resentation of the PSD, we dispose of the ability to represent arbitrary spectra simply by in-
creasing filter size, in contrast to the representations investigated in Chapter 3. We can only
achieve greater spectral resolution by selecting narrower subband filters. Furthermore, since
the subband filters are correlated, repeated estimation and synthesis will lead to degradation.
This effect could only be minimized if the filters were orthogonal.2 Then, however, they could
not be Gabor-like. Clearly, the filterbank design requirements for feature detection and com-
pression are in conflict, and we must select a tradeoff, or use two separate filterbanks, which
would of course incur another separate estimation step.
2The error source that would then still remain, however, would be the variance of the magnitude estimator.
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5.4 Coding
To encode the structure component, we use HEVC [HEVCDr12]. Since it is a block-based
video codec, the removal of textured blocks will not lead to any significant artifacts if the
block boundaries are aligned.
To encode the texture component, we use the CABAC (context adaptive binary arithmetic
coding) framework [MSW03]. First, partitioning information p(i, j) is losslessly encoded.
Then, spectral magnitude information m(i, j, o, s) is encoded using a predictive transform cod-
ing scheme.
5.4.1 Partitioning information
For coding p(i, j), we exploit the fact that texture tends to occur on connected regions of
the image. Often, p(i, j) is constant across several blocks. Variations of p(i, j) from one
block to one of its neighbors are commonly of magnitude one (±1). This is due to the fact
that the extent of the subband filter impulse responses increases with increasing scale index:
transients (i.e., object boundaries, etc.) on fine scales have a spatially narrower impact on the
partitioning than transients on coarse scales.
Another peculiarity of the decomposition is that values of p(i, j) = 1 cannot exist. Thus, we
can safely apply the coding process to its transformation
p′(i, j) =
(
0 for p(i, j) = 0,
p(i, j)− 1 otherwise. (5.23)
Naturally, we need to invert the transformation after decoding.
We encode p′(i, j) in a raster-scan fashion. For each block (i, j), we designate two predictors,
p′(i − 1, j) and p′(i, j − 1), where available. p˜(i, j), the prediction of p′(i, j), is determined as
follows:
• If no predictor is available, then p˜(i, j) = 0.
• If only one predictor is available, then p˜(i, j) takes the value of the available predictor.
• If two predictors are available and are equal, then p˜(i, j) takes that value.
• If two predictors are available and are unequal, then p˜(i, j) takes the value of the integer
that is nearest to 1/2 p′(i− 1, j) + 1/2 p′(i, j− 1).
The prediction is subtracted from p′(i, j). The final number encoded using a unary code,
u(i, j), is a transformation of the difference ∆p(i, j) = p′(i, j)− p˜(i, j). This number is deter-
mined as
u(i, j) =
(
2∆p(i, j) if ∆p(i, j)≥ 0,
−2∆p(i, j)− 1 if ∆p(i, j)< 0. (5.24)
Each bin of the unary codeword is encoded using a separate context. Additionally, a context
increment is applied, such that disjoint context sets are used in each of the following cases:
• No predictor is available, or two are available and are unequal.
• Only one predictor is available, or two are available and are equal.
All contexts are initialized to uniform probability (p = 1/2).
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5.4.2 Spectral magnitude information
Because spectral magnitudes are commonly smooth (not only due to the correlation of the
subband filters), a transform coding scheme appears appropriate. However, since we do not
know the true (prior) statistics of Gaussian texture spectra, we cannot know what transform
maximizes sparsity of the transform coefficients. As a heuristic, we choose a harmonic trans-
form.
Due to the symmetry of the magnitude spectrum, m(i, j, o, s) is periodic with respect to
orientation o. With respect to scale s, we do not know the boundary conditions, but we may
assume that the spectrum is fairly smooth; a sensible choice is reflective boundary conditions.3
Thus, we choose a discrete cosine transform (DCT, type II) along s and a real discrete Fourier
transform (RDFT) along o. We normalize the sequence of both transforms to obtain a single
orthonormal two-dimensional transform.
In the orientation dimension, we may assume that the length of the transform No is even,
because it is natural to include both the vertical and the horizontal orientation in the filterbank.
Due to the block-wise variation of the partitioning, the transform length is p(i, j) in the scale
dimension. Therefore, a variable-length transform is needed. We denote the transform as
Tp, where p is the length of the transform in the scale dimension, and the coefficients of the
transform are numbered by the indexes o′ ∈ {0, . . . , No− 1} and s′ ∈ {0, . . . , p− 1}:
Tp {m(o, s)}= 1p
fo′ cs′
No−1∑
o=0
p−1∑
s=0
m(o, s) Fo′(o)Cs′(s) (5.25)
with the bases and normalization constants
Fo′(o) =

1 for o′ = 0,
cos

pi
No
(o′+ 1)o

for o′ ∈ {1,3, . . . , No− 1},
sin

pi
No
o′o

for o′ ∈ {2,4, . . . , No− 2},
Cs′(s) = cos

pi
p
s′(s+ 1/2)

,
fo′ =
(
No for o
′ = 0 or o′ = No− 1,
No/2 otherwise,
cs′ =
(
p for s′ = 0,
p/2 otherwise.
For entropy coding of the quantized transform coefficients, we use a method that imitates
the entropy coding mechanism of the transform coefficients in H.264/AVC [AVC], but is not
as sophisticated. As with p(i, j), the coding is done in a block-wise fashion, following a raster-
scan through the block positions (i, j). The coding process is characterized by “in-loop” pre-
dictive quantization, i.e., the prediction of the subband magnitudes of the current block is
derived from the reconstructed subband magnitudes of the previously coded blocks.
3Although, if we assume that the image contains little alias, the highpass subbands should contain very little
energy, so a possible improvement would be to enforce zero boundary conditions at s = 0.
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Analogously to the coding of the partitioning p(i, j), we designate two predictors for the
subband magnitudes of a block m(i, j, o, s): mˆ(i − 1, j, o, s) and mˆ(i, j − 1, o, s), where the hat
indicates that these are the reconstructed values (i.e., the values of the subband magnitudes
that are available in the decoder). Due to the variation of p(i, j), it may happen that for a given
subband, there exist two predictors, one predictor, or none at all. m˜(i, j, o, s), the prediction
of m(i, j, o, s), is thus derived jointly for the entire block (for all o, s):
• For each subband (o, s) where only one predictor is available, m˜(i, j, o, s) takes the value
of that predictor.
• For each subband (o, s) where both predictors are available, m˜(i, j, o, s) = 1/2 mˆ(i −
1, j, o, s) + 1/2 mˆ(i, j− 1, o, s).
The missing values of m˜(i, j, o, s) are then derived using the same interpolation as in (5.20),
unless no predictors are available for any subband; in that case, m˜(i, j, o, s) = 0 for all sub-
bands.
Once the prediction m˜(i, j, o, s) is available, the difference to the actual subband magnitude
is computed and transformed. The transform coefficients are given by
M(i, j, o′, s′) = Tp(i, j){m(i, j, o, s)− m˜(i, j, o, s)}. (5.26)
The transform coefficients are then subjected to uniform quantization. The absolute quantiza-
tion levels are determined as
L(i, j, o′, s′) =max
¨
0,
 |M(i, j, o′, s′)| − 1/2∆q,0
∆q
«
, (5.27)
where ∆q,0 and ∆q denote the quantization step size for the reconstruction value 0 and for all
other reconstruction values, respectively. In this work, we always let ∆q,0 = ∆q. The absolute
quantization levels are encoded using an unary–exponential Golomb code concatenation as
in [MSW03]. We (empirically) select 2 as the number of unary code bins, and, for the param-
eter of the exponential Golomb code, set k = 0. Each of the unary code bins is encoded using
a separate context. Additionally, we distinguish contexts for different transform sizes and for
predicted as opposed to unpredicted coefficients (the latter implying that m˜(i, j, o, s) = 0).
Thus, the number of contexts to be reserved for the subband magnitude information is given
by the quantity
2×
Ns−1∑
s=2
No s× 2.
All contexts are initialized to uniform probability (p = 1/2). For each non-zero quantization
level, the sign of the corresponding transform coefficient is encoded using the CABAC bypass
engine.
The reconstruction of the subband magnitudes, mˆ(i, j, o, s), is finally obtained as:
mˆ(i, j, o, s) = m˜(i, j, o, s)+
T −1p(i, j)
¦
sgn
 
M(i, j, o′, s′)

1/2 (∆q,0−∆q) +∆q L(i, j, o′, s′)
©
. (5.28)
These values are used in the decoder for the reconstruction process (Section 5.2), as well as
in the decoder and in the encoder for prediction of the following subband magnitudes.
85
5 Compression of Gaussian texture in natural images
5.5 Experimental results
The method outlined in the preceding sections of the chapter was evaluated against the intra
codec of HEVC [HEVCDr12] as a reference. For both reference and structure compression,
the default “intra” settings of HM 6.1, the evolving reference implementation of HEVC, were
applied. To obtain a reasonable, but non-subjective evaluation of reconstruction quality, our
approach here is two-fold: Firstly, we evaluate quality of structure and texture separately at
varying bitrates using objective quality metrics, assuming that the partitioning (i.e., classifi-
cation of blocks and spatial frequency regions into either structure or texture) on the original
image is correct. Since there is no way of validating whether a human observer would classify
a region of an image as either Gaussian texture, or anything else (to do this, the observer
would have to be trained on what Gaussian means in terms of visual appearance, which defies
the purpose of such an evaluation), we have no choice other than take its output as the truth
if we want to work on natural images.
We can, however, observe whether the output of the system after synthesis “makes sense”
to a human observer and, thus, indirectly evaluate the classification along with the coding
system. This is the second aspect of our evaluation: We provide visual results for a number of
selected test images to demonstrate the bandwidth of possible results. Appendix A provides
further results for the complete Kodak set [Kodak], an established test set for still images.
The evaluation of texture reconstruction is fairly straight-forward: We apply the magnitude
estimation of Section 5.1 again to the reconstruction of the reference codec as well as to the
reconstruction yˆ(x ). As one of the metrics that provide the best correlation to the subjective
scores (c.f. Table 3.3b), we select the SSTSIM to measure texture quality (although the system
is optimized for Magnitude RMSE).
For objective evaluation of structure quality, we rely on the PSNR. Since the structure com-
ponent is encoded separately, we simply measure the PSNR of its reconstruction against the
structure component obtained from the original image. For the reference codec, we apply
the identical decomposition (using the same p(i, j)) to the reconstruction, and then measure
PSNR against the structure component from the original image, as well. From the plots, we
can see that our method clearly improves rate requirements of images that contain a basic
amount of GMRF texture.
One of the best examples that substantial amounts of bitrate can be saved for images con-
taining Gaussian texture is given in Figure 5.15. This image contains a large amount of road
texture, which changes due to perspective distortion. Since we do not attempt to segment
the image into parts of homogeneous texture, this distortion is handled gracefully. Predictive
coding of the subband magnitudes allows for a smooth transition between visually different
texture in the back and in the front of the scene, as long as the chosen block size is small
enough to accommodate it. This is in contrast to earlier work [FB11; BSO11], where coding
of a single texture model (or, spectrum) requires on the order of 300 bytes. With that method,
smooth transitions between blocks are still possible, but the number of different spectra is
limited by the bitrate requirements for each model and the necessity to transmit codebook
indexes.
With the approach followed in this work, the bitrate requirements are almost negligible with
respect to the bitrate required for the structure component. Predictive transform coding of the
spectral magnitude information provides substantial gains compared to coding the quantized
spectral magnitude values directly. It is particularly efficient for non-directional texture, like
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(a) ROUTE 66 texture-only bitrate vs. distortion for varying ∆q (5,10, 15,20) with some coding tools
disabled. Full refers to the complete system. In Modification A, the spectral magnitude prediction is
disabled. In Modification B, Ts is additionally replaced by the identity transform.
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(b) ROUTE 66 overall bitrate vs. distortion at varying ∆q and QP (22,25, . . . , 40); Subfigures (c) and
(d) correspond to the data points marked with large circles.
Figure 5.15 Results for ROUTE 66 image, © Lukas Ballé, 1024× 1024 pixels (contd. on next page).
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(c) Reference at QP= 25.
88
5.5 Experimental results
(d) Reconstruction at QP= 25, ∆q = 5.
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for the ROUTE 66 image; this is evident from Figure 5.15a. The figure visualizes the bitrate
for three cases: the full codec, when prediction is disabled, and when prediction as well
as transform are disabled. The combination of both techniques provides for a texture bitrate
saving of slightly more than 85% in the case of∆q = 5. The percentage of total bitrate used for
texture reduces from 13% to 2%. For images with strongly directional texture, i.e., angularly
peaked spectra, such as BABOON (Figure 5.16), the gains are not as high, because the “energy
compaction” due to the transform is not as strong in that case (Figure 5.16a). Additionally,
the texture in that image is not homogeneous: The direction of hairs changes gradually across
the blocks, so the prediction is less efficient than with the other image. Still, almost 70% of
texture bitrate can be saved.
Because the bitrate requirements for coding texture with the predictive transform approach
is so low compared to typical structure bitrates, an optimization of the entropy coding param-
eters (number of unary code bins and exponential Golomb parameter, context initialization)
was not carried out. The block size was always chosen to be db = 16, and the quantization
step size for the images shown here was always chosen as ∆q = 5, even though it is very likely
that bitrate requirements could be further improved by optimizing these parameters.
Obviously, bitrate savings vary with the amount of texture contained in the images (Fig-
ures 5.15, 5.16, 5.17, Appendix A). Noise introduced by the image formation process is
typically near-Gaussian. When conventional codecs are used for high noise levels and high
bitrate coding, almost two thirds of the total bitrate may be allocated for texture and noise,
as in Figure 5.17. In practice, manual intervention like denoising is required. However, since
the proposed coding system does not distinguish between texture and noise, this becomes un-
necessary, and the encoding may be directly applied to noisy content. This can lead to almost
grotesque bitrate saving figures, particularly for high resolution images – up to 64% of total
bitrate saved for images with strong noise. Bitrate savings for non-noisy images are still up to
35% (Figure 5.15).
Of course, it is questionable whether the noise is a feature of the image that we intend to
reproduce in the reconstruction. An interesting perspective is, though, that synthesis is always
constrained to parts of the image that are low on saliency. Visually salient features that are
mixed with noise are still very likely to be processed using the conventional codec. Performing
a denoising prior to compression would not leave these image features unchanged; for some
applications – for example, when noise levels are unknown – the behavior of our system may
be desirable. For a small amount of extra bandwidth, it frees us from the need to define what
we consider noise, and what we consider texture in the image.
Images that contain neither noise nor texture typically result in a partitioning of p(i, j) = 0
for all or almost all blocks. In that case, the bitrate requirement for the texture information is
extremely low, such that the results are almost equivalent to the reference results (for example,
the first two of Figure A.2).
The careful reader may note that the SSTSIM figures for the suggested codec are mostly far
better than the ones for the reference, but sometimes slightly worse (c.f. Figure 5.16). This
can be attributed to the overlap of the filterbank subbands in the orientation dimension: When
the PSD function of the original texture is strongly directional (like in that figure), subband
filters neighboring to the directional component still capture a significant amount of power.
This “leakage” is irreversible, but may be addressed by a more sophisticated filterbank design.
As we can see from the visual results, the structure–texture classification works quite re-
liably for the entire test set, including the Kodak set presented in the appendix. There are
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disabled. In Modification B, Ts is additionally replaced by the identity transform.
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(b) BABOON overall bitrate vs. distortion at varying ∆q and QP (22, 25, . . . , 40); Subfigures (c) and (d)
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Figure 5.16 Results for BABOON image, 512× 512 pixels (continued on next page).
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(c) Reference at QP= 25.
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(d) Reconstruction at QP= 25, ∆q = 5.
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(b) DEER overall bitrate vs. distortion at varying ∆q and QP (22, 25, . . . , 40); Subfigures (c) and (d)
correspond to the data points marked with large circles.
Figure 5.17 Results for DEER image, [ImCoIn], 2016× 1312 pixels.
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(c) Reference at QP= 25.
(d) Reconstruction at QP= 25, ∆q = 5.
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no instances of clear misclassifications (false negatives). According to the analysis in Sec-
tion 5.1.3, this still involves a significant number of false positives, so the amount of texture
subjected to synthesis could still be improved by using more empirical data to design the clas-
sification step. The parameters of the classification algorithm were identical for all images, as
determined in Section 5.1.3.
The parameterization of the Gauss–Markov random field parameters is suitable to carry
the perceptual characteristics of the texture – the visual appearance of texture is quite plau-
sible and close to the reference, although in some cases with extremely regular texture (in
Figure A.2d in the central part of the hat), we observe some clear artifacts – this may be a
drawback of the filterbank-driven representation of the PSD. An inverse filter representation
is clearly more suitable for strong peaks (or even singularities) in the spectrum. This may be
resolved by modeling the intra subband correlations using a filter array representation such as
a low-order AR model, similar to the STSIM metric from Section 3.5.3.
Another effect that we observe is the “Gaussianization” of texture that is subjected to syn-
thesis. Taking a closer look at Figure 5.15, we can see that the statistics of asphalt fragments
in the reference and the reconstruction are slightly different – the number of bright “specks”
is different. This can be attributed to the fact that the classification algorithm must oper-
ate with a threshold, so some amount of textured regions that are not exactly Gaussian, but
near-Gaussian, are subjected to synthesis, as well. Slight deviations of texture skewness and
kurtosis are not recorded by the system and can therefore not be reproduced. Considering
that the system in the presented form requires only a fraction of total bitrate for texture, this
effect could be minimized by transmitting additional information about skewness and kurtosis
of the synthesized texture.
One of the biggest conceptual problems of the presented system is the missing exchange
of information between the structure and the texture codecs. In order to obtain visually con-
vincing results, the point of operation of the system is, in its current form, restricted to high
bitrates. The reason is that at lower bitrates, the conventional codec begins to “flatten” low-
contrast texture due to transform coefficient quantization. If this occurs in blocks that have
been classified as structure, for example, because they are close to a salient feature, this leads
to unpleasing block-shaped artifacts – the reconstruction of texture is, technically, still better
than with the reference, but it is constrained to the blocks that are classified as texture. The
effect can be observed, for example, in some parts of the background in Figure 5.17 for the
noise. This problem may be solved by aligning the bit allocation of both coders.
The computational complexity of the encoder and decoder is, naturally, higher than the
one of the reference codec implementation, HM, as our method represents an “add-on” to it.
However, it is not as high as might be expected. Both encoder and decoder, implemented in
Python, a high-level interpretative language, take on the order of tens of seconds to run on
a typical desktop computer, depending on image extent and amount of synthesized texture.
This could be improved by making use of software optimization or dedicated hardware.
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In this thesis, we take a look at the Gauss–Markov random field model and the special role it
takes – not only with respect to information entropy, but also with respect to human vision.
In this context, we seek a statistical interpretation of feature detection in the human visual
cortex.
We provide a dedicated investigation into the theoretical and practical benefits and limita-
tions of a hybrid coding system designed for this particular model. This includes an investi-
gation of the theoretical possibilities of transferring concepts known from speech and audio
coding to random fields. We prove that it is possible to exploit the irrelevance inherent in such
texture without employing models that are not backed by physiological evidence or that are
based mostly on intuitive concepts like segmentation. This implies that we are able to address
the 5 fundamental questions posed in the introduction in a mathematically concise manner.
In Section 5.5, we have seen that the presented system, at a very similar visual quality, is
able to provide up to 35% of bitrate savings for natural images compared to a state-of-the-
art codec, and up to 64% of bitrate savings if we compare compression of noisy content to
the reference without pre-processing. An interesting perspective is that the proposed system
of coding texture parameters provides the highest gains when texture magnitude spectral
densities are flat – i.e., when the texture is maximum entropy. This is exactly the point where
conventional transform coding systems must be, by principle, least efficient.
The presented thesis should be taken as a proof of concept and as a theoretical starting
point. Several ideas for improvement of the system itself have been proposed in Section 5.5: To
implement better rate control strategies, some flow of information between the conventional
codec and the texture codec should be established. The filterbank design may be improved by
examining more closely the diverging requirements of feature detection and compression of
magnitude spectral density functions. Potentially, two different filterbanks may be applied. For
extremely peaky spectra (like for some repetitive texture), it may even be useful to consider
modeling intra subband correlation using inverse filter representations.
Furthermore, extensions of the theory presented in Chapter 3 to linear (i.e., non-Gaussian)
random fields and to color texture can be obtained with small efforts. This may solve the
problem of “Gaussianization” of texture (Section 5.5), as well as provide for a greater fraction
of image energy subjected to texture synthesis. For linear texture, the higher-order cumulants
of the driving IID random field must be modeled. They may be estimated via the relation-
ship in (4.14). Additionally, since the equivalence of independence and linear independence
(Section 5.1) breaks in this case, there is a need to model statistical dependency between the
structure and texture components. For color texture, a similar problem arises: In the Gaus-
sian case, Fourier phase itself remains to be irrelevant, but in any case, the phase coherence
between the color channels is important. It can, however, be expected that such statistical
dependencies, as well as the higher-order cumulants for linear texture, can be modeled using
a small number of parameters.
A more difficult endeavor is the extension of the presented framework to moving images. It
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is not useful to naively combine it with the traditional frame-based approach to video coding,
as this would fail to provide temporal consistency of texture. An approach more consistent
with the methodology applied in this thesis could be conceived: This would require not only
to model biological feature detection, but also the characteristics of motion perception – in
particular, neurons that respond to temporal stimuli, but also, most likely, eye movement to
some extent. An open question that remains is how a unification of the hybrid coding of
structure and texture could be achieved.
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(a) Results for SYDNEY image, 1024× 672 pixels. © author
Figure A.1 Results for selected test images (continued on following pages). Top left: reference at
QP= 25; top right: reconstruction at QP= 25, ∆q = 5; bottom: overall bitrate vs. distortion at varying
∆q and QP (22,25, . . . , 40). The images correspond to the data points marked with large circles.
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(b) Results for CORRIDOR image, 512× 512 pixels. [VisTex]
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(c) Results for GRASS image, 768× 512 pixels. [VisTex]
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(d) Results for ULURU image, 768× 1024 pixels. © author
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(e) Results for BIG BUILDING image, 1792× 1344 pixels. [ImCoIn]
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(a) Results for KODIM01 image, 768× 512 pixels.
Figure A.2 Results for Kodak test set [Kodak] (continued on following pages). Top left: reference at
QP= 25; top right: reconstruction at QP= 25, ∆q = 5; bottom: overall bitrate vs. distortion at varying
∆q and QP (22,25, . . . , 40). The images correspond to the data points marked with large circles.
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(b) Results for KODIM02 image, 768× 512 pixels.
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(c) Results for KODIM03 image, 768× 512 pixels.
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(d) Results for KODIM04 image, 512× 768 pixels.
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(e) Results for KODIM05 image, 768× 512 pixels.
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(f) Results for KODIM06 image, 768× 512 pixels.
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(g) Results for KODIM07 image, 768× 512 pixels.
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(h) Results for KODIM08 image, 768× 512 pixels.
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(i) Results for KODIM09 image, 512× 768 pixels.
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(j) Results for KODIM10 image, 512× 768 pixels.
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(k) Results for KODIM11 image, 768× 512 pixels.
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(l) Results for KODIM12 image, 768× 512 pixels.
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(m) Results for KODIM13 image, 768× 512 pixels.
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(n) Results for KODIM14 image, 768× 512 pixels.
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(o) Results for KODIM15 image, 768× 512 pixels.
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(p) Results for KODIM16 image, 768× 512 pixels.
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(q) Results for KODIM17 image, 512× 768 pixels.
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(r) Results for KODIM18 image, 512× 768 pixels.
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(s) Results for KODIM19 image, 512× 768 pixels.
123
A Further results
0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
te
xt
ur
e
SS
TS
IM
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
bits/pixel
30
32
34
36
38
40
42
44
st
ru
ct
ur
e
PS
N
R
reference
∆q = 5
∆q = 10
∆q = 15
∆q = 20
(t) Results for KODIM20 image, 768× 512 pixels.
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(u) Results for KODIM21 image, 768× 512 pixels.
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(v) Results for KODIM22 image, 768× 512 pixels.
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(w) Results for KODIM23 image, 768× 512 pixels.
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(x) Results for KODIM24 image, 768× 512 pixels.
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