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Australia, for example, the Integrated Marine Observing System (IMOS) collects millions of 48 images of coral reefs every year, yet despite affiliations and partnerships with a range of 49 universities and management agencies, less than 5% of these are analysed by experts 50 (Moniruzzaman et al. 2017 ). This apparently never-ending stream of data brings a new 51 challenge for ecologists; to find or develop the analytical tools needed to extract information 52 from the immense volumes of incoming images and video content (Valletta et al. 2017) . 53 54 Fortunately, recent advances in machine learning technologies have provided one such tool to 55 help combat this problem; deep learning. Deep learning is a subset of machine learning 56 consisting of a number of computational layers within an architectural framework designed to 57 process data that is difficult to model analytically, such as raw images and video footage 58 Here, we use fish inhabiting subtropical seagrass meadows as a case study to explore the 97 viability of computer vision and deep learning as a suitable, non-invasive technique using 98 remotely collected data in a variable marine environment. Seagrass meadows provide critical 99 ecosystem services such as carbon sequestration, nutrient cycling, shoreline stabilisation and 100 enhanced biodiversity (Waycott et al. 2009 , Sievers et al. 2019 ). However, many seagrass 101 meadows are being lost and degraded due to a range of anthropogenic stressors, such as 102 overfishing, eutrophication and physical disturbances (Orth et al. 2006 ). Due to their 103 background complexity, constant movement, and ability to obscure fish, seagrass may prove 104 to be a difficult habitat to implement a deep learning solution. Luderick (Girella tricuspidata) 105 is a common herbivorous fish found along the east coast of Australia and is abundant in 
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We used the mAP50 value in this study, which equates to how well the model overlapped a 165 segmentation mask around at least 50% of the ground truth outline of the fish. The higher this 166 value, the more accurate the model was at overlapping the segmentation mask. Secondly, the 167 success of our model in answering ecological questions on abundance was determined by an 168 F1 score: 169
We used the F1 score and mAP50 values to assess the performance of the computer model. 171
All predictions were made with a confidence threshold of 90%, that is, the algorithm was at 172 least 90% sure that it was identifying a luderick to minimise the occurrence of false 173 negatives. This threshold was chosen as it typically maximised F1 performance by filtering 174 out false positives. 175 176
Model Validation and Performance Curve 177
Models were trained using a random 80% sample of the annotated dataset, with the remaining 178 20% used to form a validation dataset (Alexandropoulos et al. 2019 ). Training performance 179 was then measured against the validation set to monitor for overfitting. Overfitting is a this was achieved by assessing the mAP50 on the validation set at intervals of 2,500 184 iterations and determined where the performance began to drop (Chicco 2017). 185
The same computer algorithm was used to train three different models on three different 186 randomised 80/20 subsets of the whole training data set to account for variation in the 187 training and validation split. These models were subsequently used to compare the unseen 188 and novel test data-set, and in the human vs computer test. 189
190
We generated a performance curve to confirm that variation among models was sufficiently 191 low to ensure consistency in in performance across the three models. Random subsets of still 192 images were selected from the training data-set. These subsets of data increased in volume to to answer ecological questions requires another testing procedure to accurately reflect the 208 usability of the model when analysing new data. We therefore also tested the model against 209
annotations from two types of new footage not used for the training data-set. We used unseen 210 footage from the same location in the Tweed River estuary ('Unseen'), as well as from a 211 novel location ('Novel'), being seagrass meadows in a separate estuary system in 212
Tallebudgera Creek (-28.109721, 153.448975). A t-test was used to compare the performance of the three models between the unseen test-set from Tweed estuary, and the novel test-set 214 from Tallebudgera. 215 216
Human vs Computer 217
Creating an automated data analysis system aims to lessen the manual workload of humans 218 by creating a faster, yet accurate, alternative. Therefore, it is crucial to not only know how 219 well the model performs, but also to assess its capabilities in speed and accuracy, compared 220 to current human methods. This "human vs computer" method analysis compared Citizen 221
Scientists and Experts against the computer: 1) Citizen Scientists were undergraduate marine 222 science students and interested members of the public (n = 20) 2) Experts were fish scientists 223 with a PhD or currently studying for one (n = 7),, and 3) the computer models (n = 3). We 224 compared these groups using both video footage (n=31) and images (n=50), and analysed 225 differences in test speed and performance. Both the image set and videos were run through 226 the three deep learning models to account for variation in performance in the 80% of training 
Performance curve 247
Based on the computer algorithm curve, F1 performance began to plateau earlier than mAP50 248 (Fig. 2.) . F1 varied only 0.9% from 2,000 annotations to 6,000 annotations compared to an 249 increase of 3.1% by mAP50 at the same annotations. At lower volumes of training 250 annotations (between 0 and 1,000), the performance of both mAP50 and F1 fluctuated. Even 251 with our streamlined process for annotation, the average time for an operator to annotate one 252 fish was 36 seconds, and the total time to annotate all 6,080 images was in the order of 60 253 hours. Unseen (92.4%) and novel (92.3%; Fig 3) . Similarly, the difference in performance for 265 mAP50 was non-significant (t = 1.4, p = 0.29) on the Unseen (92.5%) and Novel (93.4%) 266 test-sets. and false negatives (incorrectly ignoring a luderick) in the image test. The computer models 279 also had the lowest rate of false positives in the video-based test when compared to both 280 human groups, but had the highest rate of false negatives. The computer performed the task 281 far faster than both human groups. Experts on average performed better (F1) than the citizen 282 scientists in both tests, and had higher accuracy scores (Table 1) respectively. The computer achieved the lowest variance, with these values only 3.1% for the 293 video test and 1.7% for the image test (Fig. 4) . having a single observer across all data sets. This is unrealistic, however, given the large methods standardise observer affects not only within data-sets, but also between data-sets 370 from different periods, without personal bias. 371
372
The performance curves for our models suggest that they may be just as useful in determining 373 fish abundance with fewer annotations than our full training set of 6,080 annotations. 374 Therefore, less time was needed for training the algorithm as the accuracy of the model's 375 ability to predict the whole fish (mAP50) is not needed to determine abundance. As our 376 model took approximately 60 hours to train, running a performance curve while training we 377 can see that the time to reach optimum performance could be two-thirds quicker at 20 hours. 
