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Abstract  -  The  future  of  the  Semantic  Web  envisions  an 
interconnected network of data and systems where software 
agents can communicate seamlessly to perform complicated 
tasks  with  limited  human  intervention  or  input.  One  of  the 
biggest  obstacles  germane  to  this  vision,  however,  is  the 
ability  of  systems  to  align  ontologies  correctly  to  translate 
and merge disparate but similar domains of knowledge into a 
single  perspective.  If  ontologies  are  correctly  aligned,  the 
ability  to  organize  and  integrate  separate  data  sources 
enables human or software agents to draw conclusions and 
gain insight that otherwise would be difficult or impossible. In 
this paper we concentrate on the ontology alignment problem 
by  presenting  a  tool  called  Ontrapro—the  Ontology 
Translation  Protocol,  which  allows  users  to  apply  the 
Similarity  Flooding  algorithm  to  the  ontology  alignment 
problem  in  an  iterative  fashion.  Alignment  results  are 
presented  for  the  user  to  modify  and  guide  the  ontology 
alignment process until an acceptable result set is determined. 
Our scenario demonstrates how Ontrapro and its toolset will 
result in more reliable ontology mappings, further enabling 
the possibility of semantic interoperability and taking us one 
step closer towards the original vision of the Semantic Web. 
Keywords:  Semantic  Interoperability,  Ontology 
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1  Overview 
   Ontology  alignment  is  a  critical  aspect  of  the 
interoperability  between  information  systems  that  have 
varying data semantics. While research in automated semantic 
alignment  has  made  significant  progress  in  recent  years, 
today’s  state-of-the-art  technology  cannot  support  a  solely 
automated approach to integrate most data systems. Aligning 
semantics is particularly challenging as it is very dependent 
on the implicit semantics of the schema, data, and context for 
integrating  the  data.  Data  integration  involving  multiple 
ontologies is still a tedious process that must be supported by 
programmers and database administrators. 
  Ontology  alignment  involves  determining 
correspondences  between  similar  terms  in  disparate 
ontologies.  Most  research  in  this  area  has  focused  on 
automatically aligning ontologies using approaches based on 
combinations  of  syntactic  similarity,  graph  similarity, 
constraint checks, and data analysis.  
  Most ontology alignment algorithms perform some type 
of  linguistic  analysis  to  obtain  a  preliminary  mapping  of 
ontologies. The results from the linguistic analysis phase are 
often used as a starting point by other analysis methods for 
further processing. There are many different approaches for 
linguistic  analysis.  The  simplest  method  is  to  calculate  a 
string  similarity  between  the  two  elements.  Strings  are 
assigned  an  edit  value  corresponding  to  the  number  of 
operations  to  transform  it  from  one  string  into  the  other. 
Additionally, lexical analysis can be used to tokenize words 
which are then compared with similar concept tokens in the 
other ontology.  
  Structural matching of elements can be performed based 
on  the  similarity  of  their  data  structures,  context,  adjacent 
elements, and other structural facets. Ontologies are typically 
modeled  using  graph  data  structures  during  this  matching 
process. Structural analysis assumes that if two elements in 
different  ontological  models  are  found  to  be  similar,  the 
structure  of  the  model  can  provide  insights  or  hints  as  to 
which other  elements have a high degree of correlation. In 
cases where two similar concepts have very little or no string 
similarity, the analysis of their placement within the structure 
of the ontology is often the only method to correctly align the 
two  concepts  to  each  other.  Analysis  methods  can  vary 
significantly  due  to  placing  more  or  less  emphasis  on  a 
variety of structural attributes. 
  These  approaches  typically  give  an  incomplete  or 
incorrect  set  of  correspondences  between  terms.  A  human 
must align the remaining terms and check the machine built 
alignments to truly complete the alignment process. Although 
fully automated solutions may be infeasible, there are tools 
and algorithms that, when combined with human assistance, 
can greatly aid the alignment of large ontologies for which 
manual alignment is impractical. 
  These  techniques  all  contain  intermediate  steps  where 
humans can intervene to manipulate results, parameters, and 
other data critical to the alignment process. Our work places 
an  emphasis  on  exploiting  these  steps  to  provide  valuable 
insight  to  the  alignment  process  and  improve  accuracy. 
Meaningful  adjustments  performed  iteratively  over  the 
alignment  process  allows  a  human  user  to  converge  on  a 
significantly more accurate alignment.  2  Ontrapro 
  Ontrapro  is  a  tool  developed  by  Lockheed  Martin 
Advanced Technology Laboratories to automatically discover 
semantic  correspondences  between  heterogeneous  data 
models  with  no  set  explicit  mappings.  The  extensible 
software architecture of Ontrapro allows for the integration of 
a variety of ontology alignment algorithms and approaches. 
Ontrapro  is  capable  of  comparing  syntactical,  lexical,  and 
structural  components  between  data  models  to  identify  the 
widest  range  of  semantic  similarities.  Ontrapro  currently 
implements the capability to apply the Similarity Flooding [1] 
and Anchor-PROMPT [2] alignment algorithms to disparate 
sets  of  ontologies.  A  Graphical  User  Interface  (GUI)  was 
built to simplify the alignment process, allowing the user to 
select which algorithm to use and what ontologies to align. A 
result pane displays the initial results in a Notation3 format, 
which  is  a shorthand non-XML  serialization of  a  Resource 
Description  Framework  (RDF)  or  Web  Ontology  (OWL) 
model in a more human-readable format. Figure 1 displays a 
screenshot of the Ontrapro GUI.  
3  Technical approach 
  Our technical approach towards the ontology alignment 
problem centers on augmenting the original Ontrapro code to 
allow  user-guided  input  and  provide  the  capability  to  run 
multiple iterations of the alignment algorithms as needed until 
an  acceptable  result  set  is  determined.  In  the  majority  of 
ontology  alignment  scenarios,  the  user  will  have  little 
knowledge of the contents of at least one of the ontologies 
they desire to align. Therefore, instead of querying the user to 
identify alignments that they know beforehand to be correct, 
we instead provide an initial result set for the user to analyze.  
 
The  user  can  then  reject  alignments  they  determine  to  be 
incorrect.  All  rejected  alignments  are  submitted  back  into 
Ontrapro to help guide the alignment process and mold the 
subsequent  result  set.  This  is  accomplished  by  setting  the 
alignment rating for each rejected pair in the sparse matrix 
data  structure  used  to  represent  alignments  to  zero.  Every 
completed iteration will present an original result set to the 
user.  In  each  set,  original  alignments  are  suggested  for 
elements  that  had  been  previously  misaligned.  All  non-
rejected alignments are implicitly assumed to be correct and 
remain  the  same  in  the  new  alignment  set.  A  database  of 
rejected  alignments is also stored to ensure  that previously 
identified  misaligned  elements  are  not  presented  again  in 
future iterations to the user. Although this approach requires a 
moderate  user  degree  of  involvement  to  confirm  or  reject 
each  alignment suggestion, the matching effort to align the 
elements is still automated and relieves the user of the task of 
determining correct alignments manually.   
  The RDF/OWL syntax is designed to be processed by 
machines and is difficult to read by humans. The difficulty in 
identifying  alignable  elements  beforehand  is  pronounced 
when the ontologies are too large to process manually. This 
approach provides the user with initial matching of elements 
that can be tailored rather than having to manually identify 
correct alignments.  
  Many ontology algorithms, however, do not require the 
user to manually determine correct alignments as a necessary 
prerequisite for their algorithm to execute. On the other hand, 
a  sizable  percentage  of  ontology  alignment  algorithms  and 
tools present a single result set to the user with very little or 
no user input. Given the highly subjective nature of ontology 
alignment and the strong probability or even near  certainty  
 
 
Figure 1.  Ontrapro Graphical User Interface that  incorrect  or  sub-optimal  alignments  exist,  some 
mechanism of obtaining user feedback should be  available. 
Ontrapro’s user feedback system is pertinent to the average 
user because it is generally within their realm of expertise to 
be  able  to  identify  at  the  minimum  grossly  misaligned 
elements. Alignments that are not rejected are assumed to be 
correct but can always later be rejected in a future iteration. 
Ontrapro’s  user  feedback  system  also  benefits  users  with 
expertise  in the ontologies  they align because  it  allows the 
user to manually specify an alignment that they know to be 
correct. Figure 2 displays the Result Displayer GUI currently 
used  to  display  the  matching  results.  The  Result  
 
Displayer takes the original output of Ontrapro in notation3 
format and displays the data  in a user-friendly table. Users 
have  the  capability  to  manually  modify  the  text  fields 
containing  the  alignments.  Another  newly  engineered 
capability of Ontrapro is the ability to display the unaligned 
elements  for  each  ontology  after  every  iteration  and  is 
illustrated in Figure 3. This optional capability allows users to 
view which classes in the ontology were not aligned and can 
be useful in scenarios where ontologies need to be merged 
and  unique  classes  from  each  ontology  may  have  to  be 
included in the final merged ontology to further add semantic 
value. A final and critical advantage to our technical approach  
 
 
Figure 2. The Result Displayer 
 
Figure 3. Unaligned Results is that as long as users do not accidentally reject any correctly 
aligned  elements,  each  iteration  in  nearly  all  cases  will  at 
worst  produce  an  equally  precise  result  set  of  alignments. 
Over  the  course  of  the  alignment  process,  result  sets  will 
produce  more  precise  alignments  and  fewer  false  positives 
after the completion of each iteration. A precise alignment set 
is critical towards fulfilling the vision of the Semantic Web, 
where  data  can  be  integrated  and  used  across  various 
applications. 
  For  the  purposes  of  our  experiments,  the  choice  was 
made to only apply the Similarity Flooding algorithm towards 
our sets of ontology data, although Ontrapro is also capable of 
executing  the  Anchor-PROMPT  algorithm.  This  is  because 
Anchor-PROMPT  suggests  new  alignments  based  on  a 
provided  list  of  correct  alignments,  or  anchors.  No  correct 
alignments are known in the beginning of our experiments. 
Also,  the  current  implementation  of  Anchor-PROMPT  in 
Ontrapro  only  suggests  new  alignment  results  and  do  not 
contain  previously  implicitly  assumed  correct  alignments 
which  are  necessary  for  our  iterative  approach.  Ontrapro 
allows the user, however, to input the results from Similarity 
Flooding  into  Anchor-PROMPT  as  de  facto  anchors  to 
generate even more original alignment suggestions. 
4  Experimental scenario 
  To  test  the  efficacy  and  validity  of  our  technical 
approach,  we  used  two  sets  of  fully  developed  ontologies 
from  the  Ontology  Alignment  Evaluation  Initiative  (OAEI) 
[4], an organization which organizes campaigns and contests 
aimed  at  evaluating ontology matching  technologies.  These 
ontologies were used in previous contests as standard sets to 
evaluate the correctness of alignment results of a variety of 
ontology alignment approaches. The specific ontologies that 
were  chosen  were  the  russia1.owl,  russia2.owl, 
sportEvent.owl,  and  sportSoccer.owl  ontologies.  These 
ontologies  were  chosen  because  full  and  correct  alignment 
results exist between the ontologies enabling us to correctly 
calculate our alignment precision. The ontologies were also 
extremely large, precluding any reasonable efforts of manual 
alignment in a real-world setting. The size of each ontology 
and the total number of existing correct alignments between 
the ontologies is illustrated in Table 1. 
Table 1. Ontologies Tested 
Ontology Name  Number of 
Elements 
Total Correct 
Alignments 
sportEvent.owl  356 
sportSoccer.owl  233 
150 
russia1.owl  385 
russia2.owl  483 
161 
5  Experimental results and analysis 
  For  our  experiment,  we  decided  to  run  through  five 
alignment  iterations  for  each  set  of  ontologies.  We  believe 
that this was the minimum number of iterations that should at 
least demonstrate some minute level of improvement in our 
alignment  accuracy.  After  each  iteration,  we  rejected  each 
alignment that was incorrect, based on the correct matching 
results  that  were  provided  by  the  OAEI.  Figures  4  and  5 
demonstrate the results of our tests. 
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Figure 4. Correct Alignments Per Iteration for Ontologies  
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Figure 5. Correct Alignments Per Iteration for Sport Russian 
Ontologies 
  After  five  iterations,  14.16%  and  18.39%  additional 
correct  alignments  were  found  in  the  Russian  and  sport 
ontologies,  respectively,  with  an  average  of  17.39% 
additional correct alignments when combining the results. For 
the  Russian  ontologies,  the  first  iteration  (before  any  user-
guided input) found 70.19% of the total correct alignments. 
After five iterations, the number had increased to 80.12%. For 
the sports ontologies, the first iteration found 47.33% of all 
correct alignments, and after five iterations 58% of all correct 
alignments  had  been  found.  Another  interesting  trend  from 
examining  the  results  is  that  in  the  results  for  the  sport 
ontologies illustrated in Figure 5, the number of alignments 
remains the same for iterations 1 to 2 and 3 to 4, but jump 
fairly  significantly  from  2  to  3  and  4  to  5.  A  possible  
 explanation for this is that when aligning large ontologies, in 
some cases no or very few new correct  alignments will be 
found  from  iteration  to  the  iteration  because  of  the  large 
number of possible alignment choices which remain for each 
element.  However,  the  number  of  possible  alignments  for 
each unaligned element still constantly decreases by 1 after 
each iteration, and therefore some iterations will result in a 
moderately  significant  amount  of  new  alignments.  In 
conclusion, the data that has been provided supports the claim 
that our iterative approach towards ontology alignment results 
in alignment sets of increasing accuracy.  
  An  interesting  parallel  can  also  be  drawn  with  our 
assertions and findings with the incremental schema matching 
approach proposed by Microsoft Research Labs [3]. Like our 
iterative alignment approach, Microsoft’s incremental schema 
matching  proposes  a  method  to  negate  false  positives  and 
avoid  many  of  the  frustrations  of  ontology  alignment, 
including the inability to see second and third choices. They 
also  reject  the  idea  of  a  single  shot  approach  towards 
alignment  of  data  models  and  demonstrate  a  tool  that 
integrates  human  intelligence  with  machine  reasoning  to 
produce a final schema mapping. We believe that our research 
has supported the findings of the work originally performed 
by Microsoft Research Labs by objectively demonstrating the 
effectiveness  of  an  iterative  approach  that  allows  a  user  to 
reject any false alignments, align elements to originally sub-
optimal matches which actually are correct, and play a greater 
role in the determination of the final matching set.  
  A  few  subtle  distinctions,  however,  exist  between  the 
strategies  behind  and  the  presentation  of  our  similar 
approaches towards the ontology alignment problem. In this 
paper, statistical and objective data is presented to support our 
assertion  that  an  iterative  alignment  approach  can  produce 
better alignment results when compared to some single shot 
techniques.  These  approaches  can  mitigate  some  of  the 
inconveniences inherent in single shot alignment techniques 
mentioned earlier in this section. This highlights the potential 
of and the need for deeper and more substantial research into 
incremental and iterative approaches in the field of ontology 
alignment. Another distinction is that our approach is more 
heuristical in nature when compared to Microsoft’s approach, 
which is more involved because the user must highlight each 
individual element and press  a hotkey to display suggested 
alignments.  There  are  pros  and  cons  to  both  methods, 
depending on the user and their preferences. If the user must 
generate an alignment quickly to come up with a best guess 
solution and  tailor  the results from  that point on, Ontrapro 
would  be  able  to  fulfill  those  requirements.  If  the  user 
requires  a  very  finely-tuned  alignment  and  needs  to  take 
advantage  of  their  expertise  in  the  domains  of  interest 
represented  by  the  ontologies,  Microsoft’s  incremental 
schema  matching  approach  may  be  better  suited  for  that 
purpose. Finally, if the ontologies are very large in scale, such 
as the examples used in our experimental scenarios consisting 
of hundreds of elements, it may not be realistic to use their 
incremental schema matching approach because of the time 
and  effort  costs  involved.  In  this  case,  using  a  heuristic 
approach  makes  more  sense.  Both  methods,  nonetheless, 
present value-added contributions in the pursuit of stronger 
solutions  for  the  ontology  and  schema  matching  problem 
domains. 
  Our results show that the Ontrapro tool is an important 
tool  in  the  continual  pursuit  of  stronger  and  more  robust 
ontology alignment solutions. Ontrapro’s main contributions 
are  its  ability  to  iteratively  apply  the  Similarity  Flooding 
algorithm towards a set of data allowing the user to mold the 
final  alignment  set  to  maximize  the  accuracy  of  the  final 
alignment,  its  ability  to  execute  different  algorithms  to  a 
standard set of data, and the architectural framework that it 
provides to easily integrate cutting edge alignment algorithms 
conceived by the research community.  While fully accurate 
and automated alignment solutions are beyond the reach of 
current technologies, it is possible to provide “good enough” 
alignment  results  with  minimal  human  interaction.  More 
importantly, it is possible to generate useful results without 
intimate knowledge of the merging ontologies. 
6  Limitations 
  Although we believe our user-guided iterative approach 
towards ontology alignment is an exciting development with 
high potential, there are some limitations and risks inherent in 
our approach. Ontrapro currently is an application that is still 
in the prototype stage; the development process of Ontrapro is 
still ongoing, but the features and capabilities that it provides 
demonstrate  its  potential  as  the  system  evolves  into  a 
production-grade  application.  Research  to  explore  alternate 
and more user-friendly methods is progressing, allowing the 
user  to  enter  input  resulting  in  an  alignment  set  with 
maximum precision. For example, some of the work currently 
being performed allows the user to view and select one of the 
next three best scored alignments to reduce the total number 
of iterations required for a satisfactory result set. We are also 
adding the  capability to color code alignment results based 
upon their confidence ratings. 
  Our experimental approach also relied on the possession 
of exact matching results so that the correct alignments can be 
selected for rejection to maximize the accuracy of the result 
set. In a real operational scenario, exact matching results will 
not  exist  and  it  will  be  difficult  to  ascertain  the  stage  of 
maturity of the alignment set. Performing a fixed number of 
iterations on a set of ontologies does not guarantee any level 
of  precision,  although  in  almost  all  cases  the  user  can  be 
reasonably confident that the current result set will be more 
precise than in the past. 
  The ripple effect is also highlighted to demonstrate some 
potential limitations of our iterative approach. A positive or 
negative  mapping  will  have  a  ripple  effect  on  the  other 
existing mappings. For example, if “nickname” is incorrectly 
mapped to “last_name” and is never rejected by the user, no 
number  of  iterations  performed  will  produce  the  correct alignment of “last_name” to “family_name”. If two elements 
are correctly aligned, this will also have a ripple effect on the 
resulting  mappings  since  these  elements  will  be  removed 
from  the  pool  of  consideration  for  alignments.  A  smaller 
domain of potential alignments can possibly result in fewer 
iterations  for  a  higher  level  of  accuracy  in  the  alignment 
mappings. In conclusion, the ripple effect can have a subtle 
yet potentially dramatic impact on the final result set. 
  Finally, the task of comparing and rejecting alignments 
is menial and error-prone, especially for large ontologies and 
schemas. The current implementation of Ontrapro precludes 
the possibility to undo rejected alignments. Work is currently 
ongoing to highlight previously identified correct alignments 
from prior iterations so the user’s attention is focused on the 
newly suggested alignments to hasten their evaluation. 
7  Conclusion 
  With the explosion of data on the web, the challenges 
and  need  for  ontology  alignment  is  apparent.  Our  results 
demonstrate  that  while  ontology  alignment  is  a  difficult 
problem for humans, the process can be automated enough to 
provide meaningful information in a decision making process 
with minimal human interaction. Although a human user is 
required to finish the alignment process, there are techniques, 
while  still  experimental,  that  can  effectively  reduce  the 
amount of arduous work a user must perform. Specifically, 
we have shown methods to complement the human activities 
with  machine  capabilities  to  get  value  from  each  of  their 
unique qualities. These advancements give us hope that the 
future of a functional Semantic Web may be within our grasp. 
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