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During the past few years, the number of catastrophic disasters has increased 
and its impact sometimes incapacitates the infrastructures within a region. The 
communication network infrastructure is one of the affected systems during 
these events. Thus, building a resilient network backbone is essential due to 
the big role of networks during disaster recovery operations. In this thesis, the 
research efforts in building a disaster-resilient network are reviewed and open 
issues related to building disaster-resilient networks are discussed. Large size 
disasters not necessarily impact the communication networks, but instead it 
can stimulate events that cause network performance degradation. In this 
regard, two open challenges that arise after disasters are considered one is 
the short-term capacity exhaustion and the second is the power outage.  
    First, the post-disaster traffic floods phenomena is considered. The impact 
of the traffic floods on the optical core network performance is studied. Five 
mitigation approaches are proposed to serve these floods and minimise the 
incurred blocking. The proposed approaches explore different technologies 
such as excess or overprovisioned capacity exploitation, traffic filtering, 
protection paths rerouting, rerouting all traffic and finally using the degrees of 
freedom offered by differentiated services. The mitigation approaches 
succeeded in reducing the disaster induced traffic blocking.  
   Second, advance reservation provisioning in an energy-efficient approach 
is developed. Four scenarios are considered to minimise power consumption. 
The scenarios exploit the flexibility provided by the sliding-window advance 
reservation requests. This flexibility is studied through scheduling and 
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rescheduling scenarios. The proposed scenarios succeeded in minimising the 
consumed power.  
  Third, the sliding-window flexibility is exploited for the objective of minimising 
network blocking during post-disaster traffic floods. The scheduling and 
rescheduling scenarios are extended to overcome the capacity exhaustion 
and improve the network blocking. The proposed schemes minimised the 
incurred blocking during traffic floods by exploiting sliding window.   
  Fourth, building blackout resilient networks is proposed. The network 
performance during power outages is evaluated. A remedy approach is 
suggested for maximising network life time during blackouts. The approach 
attempts to reduce the required backup power supply while minimising 
network outages due to limited energy production. The results show that the 
mitigation approach succeeds in keeping the network alive during blackout 
while minimising the required backup power.     
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Nowadays networks have an essential job in our daily life because of the 
increased amount of digital information they handle. The networks are 
responsible for delivering these digital services between the society (people 
and businesses) and Data Centres (DCs). DCs provide diverse services such 
as web traffic, social networks, cloud computing, video-on-demand, and other 
services. The importance of DCs has increased with the increasing popularity 
of cloud computing services with most of the organisations moving their IT 
services and computing resources to the cloud. Thus, networks are playing 
an integral part in this chain (as shown in Figure 1-1) demanding a reliable 
high bandwidth network infrastructure. 
 
Figure 1-1 Society, Network and Datacentre 
    Recent years have witnessed a rise in the number of disasters whether 
natural, technological or man-made that impact the infrastructures. This rise 
has triggered research efforts to build disaster resilient technologies. The aim 
of these technologies is to reduce the risk of disasters and mitigate its 
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disruption consequences. One of the growing research fields is disaster-
resilient networks. Building a disaster-resilient network is a crucial requirement 
for network operators to avoid or minimise network outages during and after 
disasters, as communication networks are essential in the rescue and 
evacuation process and to ensure business continuity.  
   Disasters have a direct and indirect impacts that affect networks. The direct 
impacts can be represented by hardware failures such as link cuts or 
equipment destruction in central offices or DCs due to building destruction. 
This type has been studied thoroughly covering link failures, nodes outages 
and DCs isolation.  On the other hand, the indirect impacts can be represented 
by the impacts of power outages at some nodes and the increased post 
disaster traffic as customers use of the network surges to share information, 
which are both less investigated.   
The indirect consequences can have a similar impact as the direct ones. 
For example, during disasters network congestion can happen due to network 
degradation or due to high levels of generated traffic. The recent data usage 
trends predict that an early network exhaustion can happen due to excessive 
access to viral (for example video) content and applications.  Although, 
network operators usually work on resource upgrades for the long term traffic 
growth to avoid such an exhaustion, this short term congestion might happen 
due to unpredictable and unprecedented circumstances.  
National grid disruption is one of the expected consequences during 
catastrophic disasters such as earthquakes, Electromagnetic Pulses (EMP) 
and flooding. Power outages consequently lead to network operations 
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disruption, similar to what happened in Japan during the 2011 Earthquake that 
left 1500 telecommunication switching offices without power [1]. 
In this work, the main focus on large size disasters that have an impact on 
the nationwide, but without network infrastructure degradation. For example, 
when ISIS invaded Iraq in 2014, the networks was fully functional but the event 
was a catastrophe for the whole Iraq. In Italy in 2003, a substation failure led 
to communication network switch shut down [2]. Consequently this shut down 
causes a failure in the SCADA power control system which causes more 
substations failure and led to a total blackout.  
This thesis addresses two disaster related issues which are the short-term 
capacity exhaustion and power outages. Mitigation approaches are proposed 
to reduce the consequences of such events. MILP models and real time 
heuristics are developed to evaluate the network performance under these 
approaches. 
1.1 Research objectives  
The primary research objectives of this thesis are as follows: 
 Study the optical network performance under short-term capacity 
exhaustion which happens after disasters due to the increase in traffic.  
 Propose mitigation approaches to reduce the short-term capacity 
exhaustion.  
 Study energy savings that can be achieved in optical core networks in 
such disaster scenarios by exploiting the flexibility provided by sliding-
window advance reservation requests. 
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 Propose rescheduling and rerouting mechanisms to improve the power 
savings. Evaluate the network performance and power consumption 
using the proposed scenarios. Explore the impact of traffic utilisation 
and sliding-window sizes on power saving.   
 Exploit the flexibility of AR requests in post-disaster times to mitigate 
the short-term capacity exhaustion. Use the AR reprovisioing 
approaches to accommodate the traffic increase and improve the 
network blocking.  
 Investigate the network performance during power outages with limited 
alternative power supply and propose mitigation approaches to extend 
the network life time during the blackout.  
1.2 Original contributions 
The research main contributions are summarised as follows: 
1. Investigated the issue of network short-term capacity exhaustion due 
to the surge of post-disaster traffic floods. Five mitigation approaches 
are proposed to absorb the floods and reduce the network blocking 
probability. MILP models and heuristics are developed to optimise and 
evaluate the approaches. The approaches were evaluated on a 
realistic network topology to show how the mitigation approaches 
perform to reduce the blocking.   
2. Proposed two approaches to reduce the network power consumption 
during provisioning of the advance reservation requests in IP over 
optical networks. The approaches are based on reschedulling and 
rerouting the advance reservation requests. MILP model and heuristic 
approaches are developed to optimise the network performance under 
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the proposed approaches. The MILP model is used to optimise a 
sample network while the heuristics are used for small and larger 
network topologies.  
3. Developed a mathematical optimisation model along with a heuristic for 
mitigating post-disaster traffic floods using the developed reschedulling 
approaches. The approaches are used to exploit the advance 
reservation flexibility for serving the post-disaster traffic floods while 
minimising blocking. The proposed approaches are evaluted using a 
sample network and a large network topology. 
4. Designed a blackout resilient core network and developed a 
mathematical model to optimise the power (grid, renewable and backup 
batteries) usage in the optical core network during power outages to 
extend the network life time and minimise the network outage.  
1.3 Related publications 
1. Z. Nasralla, T. El-Gorashi, M. Musa, and J. Elmirghani, “Routing Post-
Disaster Traffic Floods in Optical Core Networks,” in 20th IEEE 
International Conference on Optical Network Design and Modelling, 
May 2016. 
2. Z. Nasralla, T. El-Gorashi, M. Musa, and J. Elmirghani, “Routing post-
disaster traffic floods heuristics,” in IEEE Transparent Optical Networks 
(ICTON), 2016 18th International Conference on, July 2016. 
3. Z. Nasralla, T. El-Gorashi, M. Musa, and J. Elmirghani, “Energy-
Efficient Traffic Scheduling in IP over WDM Networks” IEEE 
International Conference on Next Generation Mobile Applications, 
Services and Technologies, September 2015. 
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1.4 Organisation of the thesis 
Following the introduction in Chapter 1, the remaining parts of this thesis are 
organised as follows: 
Chapter 2 provides a review of IP over WDM networks and building 
disaster-resilient optical core networks.  
Chapter 3, studies the issue of post-disaster traffic floods and their impact 
on the core network. Five mitigation approaches are suggested to alleviate 
the floods. Mathematical models and heuristics are presented to evaluate the 
network performance under the proposed approaches.  
Chapter 4, studies advance reservation requests in optical core networks 
and proposes two scenarios for rescheduling and rerouting the advance 
reservation requests to achieve higher power savings. Mathematical MILP 
model and heuristics are presented to evaluate the network performance 
under the proposed scenarios. 
 Chapter 5, uses the developed scheduling approaches to mitigate post-
disaster traffic floods. MILP model and heuristic approaches are developed to 
minimise blocking during post-disaster floods.     
  Chapter 6, Studies the blackout impact of blackouts optical core network 
and develop a blackout resilient optical network. A mathematical MILP model 
is developed to optimise the power usage during blackout  
Finally, Chapter 7 concludes the thesis with a summary and tentative future 
research topics.  
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2 Background and Related Work 
 
2.1 Introduction 
The optical core network is an intermediate (core) section in the network that 
interconnects the different access networks and DCs throughout a country. 
This role is important in handling traffic which in most cases traverses the core 
network. Therefore, building a resilient core network is essential in maintaining 
this connectivity and ensuring Quality of Service (QoS).  
   Resilient technologies can be added in different network layers starting from 
the physical connectivity to the content availability. Building resilient networks 
can be studied against a single failure at a time, multiple uncorrelated failures 
or disaster failures which are multiple correlated failures [3]. Each of these 
failure scenarios requires specific mitigation approaches but obviously 
combating disasters is the most challenging failure.      
     Most of the research in building disaster resilient networks focuses on 
studying network infrastructure failures due to hardware failures. Power 
outages have never been considered although it causes a similar impact. High 
traffic injection that stimulated by disaster events is less considered although 
it degrades the network performance.   
  This chapter provides an overview of the IP over WDM network 
architectures. In addition, a literature survey of the work done in building 
disaster-resilient optical networks is presented. Finally, open challenges are 
discussed in building disaster-resilient networks.   
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2.2 IP over WDM Networks 
IP-based traffic is the dominant traffic in ubiquitous internet services so that 
networks and applications have become very IP-centric. The IP layer is the 
layer responsible for connecting the heterogeneous networks by solving the 
addressing and routing problems. While the WDM layer is currently the only 
underlying technology that provides enormous bandwidths for such 
applications and traffic. The mixture of these two layers means a powerful, 
reliable, cost-effective, and scalable system.  
      Integrating WDM with IP, involves adding a layer to control and manage 
the optical devices such as the Optical Add Drop Multiplexers (OADM) and 
Optical Cross Connects (OXC) and interface with IP layer [4]. The optical layer 
offers a service to upper layers in the form of fixed bandwidth transport pipes 
(optical paths). The control layer has received substantial research and 
development attention to realise more intelligent, flexible, survivable and 
controllable architectures. There are three different control mechanisms which 
place control in the IP domain or in the optical domain. These control planes 
are Multi-protocol Label Switching (MPLS)-based which was introduced in 
MPLmS and Generalised Multi-Protocol Label switching (GMPLS); and more 
recently control through Software Defined Networking (SDN).    
2.2.1 IP over WDM Components  
The IP over WDM core network node shown in Figure 2-1 usually consists of 




Figure 2-1 IP over WDM two node architecture and interconnection 
IP routers 
The IP routers represent the only electronic part of the core node. They act as 
an interface for traffic aggregation from the metro networks to the core optical 
networks. They are also responsible for routing decisions. The IP router is 
connected to the optical switch (OXC) via short reach optical interconnects. 
Optical Cross Connect (OXC) 
OXC is the most important part in the WDM layer. It acts as the interface 
between the edge router and the optical network. The OXCs work as a cross-
connect which means connecting input (i) with output (j) by using 
preconfigured cross-connect tables. When establishing a lightpath through the 
core network, all the OXCs which are ingress, egress and intermediate should 
be configured according to the cross-connect table to allow the lightpath to 
pass physically through them. In general an OXC has the ability to wavelength 
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convert an incoming optical signal to facilitate routing or remove OXC 
blocking.  
Multiplexers/Demultiplexers 
Multiplexers/Demultiplexers are used to combine/separate the multiple 
wavelengths carried in the fibre to be switched inside the OXC.  
Transponders 
The optical transponders are used for electronic to optical or optical to 
electronic signal conversion and for long distance transmission between core 
network nodes. These transponders connect the node with the optical 
transport networks.  
Erbium Doped Fibre Amplifier (EDFA) and Regenerators 
An EDFA is an optical amplifier that represents the key component for 
enabling the WDM system to efficiently transmit signals for long distances with 
the span between EDFAs typically reaching up to 80 km. The gain of the EDFA 
reaches to 30dB, but the amplification does not provide reshaping of the digital 
stream or re-timing the digital bit stream. EDFAs are however data rate 
transparent with no need for upgrade when the data rates are increased 
provided the signals are able to fit within their 30 nm (approximately 3 THz) 
bandwidth. The EDFA solves the problem of attenuation, but to overcome the 
distortion problems regenerators should be used.  
2.2.2 IP over WDM Architectures 
Basically, there are three different core architectures to interconnect the IP 
networks with WDM networks from physical architecture point of view. These 
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architectures differ in the way they deal with the pass through traffic for the 
intermediate nodes and the degree of agility provided in the optical network. 
OXCs are able to handle large data volumes, but only in circuit switching 
configurations. IP routers have comparable capacities to OXCs, but handle 
packet routing, thus operate at a finer granularity. In addition, the footprint 
occupied by the OXC is less than that occupied by the IP router, and the cost 
per router port for the OXCs is less than that for the IP routers. 
   In the basic configuration, the IP router is connected directly to the optical 
fibres through transponders. In this model, no optical switching available and 
all the decisions are made by the IP router after converting the optical signal 
to electronic signal which is then processed by the router and finally converted 
back to optical to be sent to the next node [5].  
    In the opaque configuration, the OXC is connected to the IP router through 
short-reach interfaces. All the traffic should be converted by transponders 
from optical to electronic and then back to optical. The traffic is either sent to 
the router for termination or grooming or if no grooming is required, the traffic 
is switched by the OXC directly.  
   In the transparent configuration, the OEO conversion is required only when 
grooming or regeneration is needed. Otherwise, the signal can bypass the 
electronic part of the node directly and is switched by the OXC. This model is 
considered less complex than the others. It saves power by bypassing the 
electronic functions in the node, but equally does not get access to the 
electronic layer at intermediate nodes, so cannot perform deep packet 
inspection of implement firewalls at intermediate nodes. 
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  The last configuration is the translucent configuration. It is similar to the 
transparent configuration except that each node is equipped with 3R 
regenerators that are connected to the OXC. This means that if regeneration 
is required at the intermediate nodes, then there is no need to terminate the 
traffic in the IP router. While grooming still should be performed at the IP 
router.   
    Regarding the manner in which traffic passes through a nodes, there are 
two approaches. These are the bypass and non-bypass architectures [6]. In 
the bypass model, the optical domain is responsible for traffic forwarding at 
the intermediate nodes, while in non-bypass approach, the traffic should be 
terminated at the IP router and then converted to optical and forwarded again 
based on the routing table and this approach is similar to the basic IP-over-
WDM network architecture [7]. 
2.2.3 Routing and Wavelength Assignment in WDM Networks 
In WDM networks, the end users can communicate via all-optical channels 
which called lightpaths [8]. To establish a lightpath, first must select a path or 
physical link to pass over and this problem is called routing problem, as well 
as allocating the available wavelengths for this lightpath which is wavelength 
assignment problem. The lightpath can span one fibre link or more along the 
end-to-end connection and using the same wavelength. This property of is 
called wavelength-continuity constraints. In heavy loaded networks, it is 
difficult to ensure that the used wavelength is not used by other connection on 
the same fibre link, which causes blocking. Hence, to overcome this problem, 
the lightpath should change its wavelength according to the available 
wavelengths on that fibre [4]. The problem of setting up a lightpath by routing 
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and assigning a wavelength to each connection is called Routing and 
Wavelength Assignment Problem (RWA).   
   There are three types of connection requests: static, incremental, and 
dynamic [9]. With the first type, the complete set of connections is known in 
advance, and the problem is then to setup lightpaths for these connections in 
an overall manner and attempt to minimize network resources such as the 
number of wavelengths or the number of fibres in the network. Otherwise, one 
may attempt to setup as many of these connections as possible for a 
predetermined fixed number of wavelengths. This problem for static traffic is 
known as the Static Lightpath Establishment (SLE) problem. The SLE problem 
consists from two sub-problems the routing and wavelength assignment and 
each one solved individually. In the incremental-traffic case, connection 
requests arrive sequentially, a lightpath is established for each connection, 
and the lightpath remains in the network indefinitely. 
    For the case of dynamic traffic, a lightpath is setup for each connection 
request as it arrives, and the lightpath is released after some finite amount of 
time. The objective in the incremental and dynamic traffic cases is to setup 
lightpaths and assign wavelengths in a manner that minimizes the amount of 
connection blocking, or that maximizes the number of connections that are 
established in the network at any time. This problem is referred to as the 
Dynamic Lightpath Establishment (DLE) problem. The DLE problem is more 
difficult to be solved; therefore heuristic methods had been proposed to solve 
it for both the routing and wavelength assignment. For the routing there are 
three basic strategies which are fixed routing, fixed-alternate routing and 
adaptive routing. For wavelength assignment problem there are ten heuristic 
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algorithms [10] which are random wavelength assignment, first-fit, least-used, 
most-used, min-product, least loaded, MAX-SUM, relative capacity loss, 
wavelength reservation, and protection threshold. 
2.2.3.1 Routing Types 
As mentioned earlier there are three types of routing which are: 
A) Fixed Routing  
The most straightforward strategy is to route a connection on a fixed route for 
a given source-destination pair. The shortest path is one of these approaches. 
This approach could be implemented using Dijkstra algorithm or Bellman-Ford 
algorithm to calculate the shortest-path offline for each source-destination pair 
and store these predetermined routes. This approach could be used for static 
case only; otherwise, it can lead to high blocking probability in the dynamic 
case. Furthermore, in link faults it is difficult to change the route. 
B) Fixed-Alternate Routing 
This approach is similar to the first one but with enhancement. The 
enhancement is by calculating multiple routes between the source-destination 
connections and stores these routes in a routing table; whenever there is a 
problem in the primary route, there should be alternatives routes to it in the 
routing table. The routing table contains the shortest path, the second, third, 
etc. The alternative routes should be link-disjoint from the primary route. This 
approach reduces the blocking probability of the fixed routing, but if the 
number of alternative routes less than three it can increase the blocking 
probability as compared with full wavelength conversion and fixed routing.   
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C) Adaptive Routing 
Using this approach will dynamically choose the route between the source and 
destination based on the current network state. The shortest-cost path routing 
is one of the adaptive routing algorithms. In this algorithm, the link cost is 
considered when calculating the shortest path. The link cost depends on 
whether the link is used or unused and the availability of wavelength 
conversion on it. This algorithm requires extensive support from management 
and control protocols. The blocking probability is lower than the previous 
approaches. The Least Congested Path (LCP) routing is another example of 
adaptive routing [11]. It is similar to fixed- alternate routing, there are pre-
computed fixed alternative routes and chosen based on the least congested. 
The congestion is measured by the number of wavelengths currently handled 
by the link. The disadvantage of LCP is the complex computation required. 
2.2.3.2 Wavelength Rerouting Approaches 
In fixed routing approach, it is not straight forwards to reroute a lightpath on 
the run, unless there is a backup path already configured. To reroute the 
optical path there are two approaches and it depends mainly on whether 
wavelength conversion is used in the network or not. If wavelength conversion 
deployed, then Wavelength ReRouting (WRR) should be used [12]. In this 
approach, the lightpath should be rerouted first then wavelengths should be 
reassigned on the new path. This approach requires partial rearranging. The 
second approach where wavelength continuity constraint used, then the whole 
lightpath should be rerouted and it is called the Lightpath ReRouting (LRR) 
[13]. In this approach the lightpath should be rerouted and a new wavelength 
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should be assigned to it. This approach requires full rearranging and it is also 
referred to as non-blocking rearrangement.  
   Although rerouting improves the network utilisation, but it has a drawback 
which is to shut down the original route of the rerouted path till configuring the 
new route. This disruption is higher in LRR as it requires full rearrangement 
and it is lower in WRR [14].  
  There are a number of research papers that have proposed solutions for both 
rerouting techniques, for example [15–17] developed algorithms to do the 
wavelength rerouting. While in [14], [18–20], the lightpath rerouting approach 
considered. All the proposed solutions considered using algorithm for both the 
rerouting and the new wavelength assignment.  
The authors in [21], [22–24] have considered a passive rerouting, that means 
a rerouting would take place whenever a new lightpath demand is to be 
blocked. While in [24], the authors considered rerouting to improve the 
resources allocation. On the other hand, the authors in [25] have considered 
an online rerouting scheme to adapt to the current traffic load. In [26], the 
authors proposed a new hybrid approach that mixes both passive and active 
rerouting approach, as they did active rerouting for the lightpaths while 
passive rerouting for the wavelengths.  
2.3 Disaster Resilient Networks 
Communication networks have become an essential part of our daily life due 
to the number applications and services they provide. Network outages 
represent substantial economic and social disruption. In addition, these 
outages can have a great influence on the Internet Service Providers (ISPs) 
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reputation and revenue. Such an outage can mainly happen during disasters, 
so building disaster-resilient networks is essential to avoid such a 
consequences.  
   Disasters are events which may cause a significant, adverse or disruptive 
impact on humans, assets or the economy. Disasters can be classified into 
three types according to their cause: natural disasters, technological or man-
made disasters [3]. The natural disasters include earthquakes, hurricanes, 
volcanos and floods. The technological disasters include system 
malfunctions, blackouts, nuclear meltdown and construction collapse. While 
man-made (deliberate or accidental) disasters include Weapon of Mass 
Destruction (WMD) or Electromagnetic Pulses (EMP).  
    Generally, disasters evolve through three phases which are pre-impact, 
trans-impact, and post impact [27]. In the first phase, the hazard vulnerability 
and emergency preparedness is studied. The second phase is a complete 
paralysis period where the disaster impact is growing and spreading so the 
effect of the disaster is still unknown whether superficial or severe. The last 
phase is the post-disaster period where the recovery process starts.  
    For communication networks, there are three scenarios for studying 
expected failures: single failure at a time, multiple uncorrelated failures, and 
multi-correlated failures (disasters) [3]. The third type is the main concern for 
the surveyed literature.   
   Building disaster-resilient networks has attracted research efforts recently. 
Avoiding or reducing the effect of disasters is very important because of two 
aspects: economic impact as a result of the loss of revenue due to service 
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disruption and humanitarian issues [28]. Disaster evacuation operations rely 
on communication networks.  
2.3.1 Disaster Risk Evaluation  
The disasters are risky events where risky means probable and uncertain. The 
uncertainty could mean any negative-effect event such as earthquakes, 
hurricanes, tsunamis, Weapon of Mass Destruction (WMD) and others. All 
these events may happen and may not which means they have probable 
occurrence. Dealing with these probable events can be based on probabilistic 
or deterministic approaches [27].   
   In the deterministic approach, the probability of disaster occurrence is 1, and 
mitigating the disaster should be done without caring about the probability of 
hazard occurrence [29]. This type disregards the cost as a design constraint 
and focuses on building a reliable system. For example, choosing a location 
for building a DC. Such a location should be a risk-free/low risk location even 
if it is expensive, as the risk should be minimised.  
   The probabilistic approach deals with hazards based on their risk value. 
Basically, the risk is the product of hazard impact by its occurrence probability 
[30]. There are two schemes for evaluating probabilistic risk: qualitative and 
quantitative. In the qualitative approach, the procedure includes identifying all 
the expected hazards, estimating the impact of each hazard (1-10 for 
example), likelihood (1-10), and the recovery time. After finding the risk value 
for each hazard, the hazards are sorted in descending order and the cost of 
each downtime scenario is identified. The cost and risk value are determined 
to identify the hazards to be mitigated. The cost can be noticeable (such as 
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revenue) or hidden (reputation). This scheme is adopted for example by 
companies in preparing their Business Continuity Plan (BCP) and Disaster 
Recovery Plan (DRP) [31].   
    The quantitative approach is the second type of the probabilistic models. 
This approach uses mathematical and economical approaches for evaluating 
the risk value, and it is more complicated than the qualitative approach. In this 
type, the disaster risk is used as an objective that should be minimised. The 
risk here could be represented by lost data, SLA, risk cost or outage time. 
However; there are more variables related to disasters that could be 
considered to make the calculations more realistic such as disaster type, how 
long it takes, the time of occurrence and the impact likelihood such as that 
used in [28]. As an example of impact likelihood, an earthquake has different 
occurrence likelihood but also the probability of the earthquake with 3 Richter 
severity is different from an earthquake with a magnitude of 7 on the Richter 
scale.     
2.3.2 Disaster Mitigation Approaches 
Being risk-averse reduces the disruptive consequences of disasters. 
Generally, there are four ways to manage risks which are: accept it, transfer 
it, eliminate it or mitigate it [27]. Accepting the risk means the impact of the 
disaster is not harmful. Transferring the risk is done either by insurance or 
hedging. Eliminating the risk can be very difficult and expensive to achieve, 
hence it is not preferred. The mitigation approach can be the most practical 
approach. There are two mitigation strategies either reducing the impact of a 
disaster or reducing the likelihood of a disaster.      
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   The recovery mechanisms for building risk-aware networks have been 
classified into five categories according to domain, layer, sharing, set-up and 
scope [27]. Here, the classification that identifies when the recovery resources 
are set-up is adopted. Generally, there are two approaches under this 
classification: the re-active and pro-active recovery processes. The reactive 
approach is based on a restoration process which adapts the situation after 
the disaster, while the pro-active approach is based on a protection process. 
The first approach is cheaper, slow and flexible, whereas the second 
approach is robust, faster and expensive [32].  
    The optical network consists of physical and virtual entities as shown in 
Figure 2-2. The virtual entities are represented by the connection (lightpath) 
that traverses physical nodes and links, and the data stored in servers. The 
disaster can result in complete or partial failures of physical equipment (links 
and nodes) which can lead to a complete disconnection and consequently 
leads to lightpath failure.  
   The protection approach requires deploying redundant resources which can 
be either physical or virtual entities. The physical entities means extra 
hardware is installed, while virtual entities mean virtual copies of the entity to 
be protected are created and embedded into different hardware resources. 
    The restoration technique attempts to serve the maximum traffic requests 
by fulfilling the available resources with minimum blocking probability.  These 
techniques seeks to restore the connectivity by rerouting the traffic on either 
pre-planned restoration routes or on-line through dynamically-computed 




Figure 2-2 Protection classification 
   In resilient network design, there are a number of variables that can be 
constrained or unconstrained depending on the designer objectives. These 
objectives can be the cost of protection, blocking probability, latency (recovery 
time), Service Level Agreement (SLA), and reliability/risk. The optimization of 
resilient networks can have the minimisation/maximisation of one or more of 
these variables as its objective depending on the operator requirements. 
   If the operator is looking for a risk-free network then the cost will increase 
by building a backup(s) network to eliminate the risk, but this is not a realistic 
approach. On the other hand, one of the possible scenarios is to build a 
reliable network, which means evaluating the hazard vulnerability based on its 
impact, occurrence probability and location, and then provide Differentiated 
Quality of Protection (DQoP) depending on the hazard risk value. 



















    Depending on the different SLA liabilities, the ISPs can use different 
mitigation strategies to meet the needs of the different traffic classes. Each 
strategy means adding extra cost (in terms of CAPEX and OPEX) for example 
adding redundant backup resources (storage, links or ports) will increase the 
resource cost and its operational cost. Thus; these strategies can be used to 
provide multiple degrees of resilience for different customer classes and this 
is known as differentiated Quality of Resilience (QoR) [33]. For example, BT 
provides redundant cloud service for extra fees on outsourced DCs.  
   Most of the design considerations focus on reliability, fast recovery, and low 
blocking probability after recovery while the power consumption has not 
received enough attention. Meeting energy efficiency and resilience 
simultaneously can be challenging, because building resilient networks 
means in many cases more cost to provide backup network resources which 
consume power (if not set in sleep / low power modes for fast wake up on 
disaster). Furthermore, resilient networks may choose long reliable paths to 
avoid high-risk areas instead of shortest paths [34].   
2.3.2.1 Pro-active Disaster Recovery Approaches 
There are a number of strategies that can be used to prepare the network to 
face a disaster with minimal effect. These solutions attempt to prepare the 
network to continue to function when disasters materialise. The proactive 
preparations mainly focus on putting redundant resources as backup that can 





A) Physical Redundancy 
The concept of protection is designed for combating path/link failures by 
allocating additional backup resources on a disjoint path/link, so in case of a 
main link failure, the traffic is switched over to the redundant path/link 
immediately. The concept of protection is mainly based on offline routing. In 
optical networks, the protection routes are pre-computed to allocate 
wavelengths to each lightpath.  
   Schemes for protection against dual link failures are difficult to extend and 
use for multi correlated failures. Protection against correlated failures is 
difficult to achieve using a deterministic approach as finding alternative routes 
becomes difficult, thus using a probabilistic approach is more realistic [34].  
   Building a disaster resilient network by assessing the vulnerability of 
different disaster zones based on geographic location based probability of 
occurrence can be done using the concept of Shared-Risk Link Group (SRLG) 
[35]. This approach attempts to identify the shared risk zones and the 
collocated links within these regions and then provision the primaries and 
backups to be SRLG-disjoint. This problem is NP-complete as proven by [36] 
and should be implemented in a real time fashion through heuristics, so the 
authors addressed the problem of finding diverse routes with minimum joint 
failure probability (maximum reliability) by using the concept of probabilistic 
failures for SRLG. They built an Integer Non-Linear Programming (INLP) 
model to solve the problem of diverse routing. In [37], the author extended the 
concept of [36] by taking into consideration traffic engineering issues after the 
probabilistic multiple link failures.  
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   In [38], the authors evaluated the risk associated with the NSFNET network 
topology based on the US seismic hazard map. They used the US seismic 
hazard map and evaluated the disaster zones, as the nodes and links 
collocated within these zones would be affected. The authors used two 
probabilities to evaluate the risk of disasters, which are the probability of 
disaster and the probability of damage from that disaster. They used 
minimising the risk (i.e. penalty of link outage) as the objective function and 
provided 1+1 protection. 
   The work in [28] takes the broad picture of the seismic map for the city as a 
whole, while the work in [38] finds the appropriate geographical routes for 
network links under a cost constraint to maximise the robustness of the 
network. Their findings show that the shortest-path is often the lowest risk 
path, but sometimes long detours might bypass high risk areas resulting in 
more resilience against disasters.  
   One of the most essential design considerations is building the data centres 
in a safe place, whereby a location is not vulnerable to man-made attacks or 
natural hazards and is located as far as possible from such risky geographic 
areas. Another important point is to locate DCs in areas close to renewable 
energy sources such as hydro power sources, wind power farms or solar 
energy farms because the alternative power solutions are essential in case of 
normal power failure [39] and furthermore such sources reduce the carbon 
foot print of data centres. Any failure in DCs can potentially cause loss of large 
amounts of data and might lead to service disruption. Thus; the first step is to 
identify the best-nominated candidate’s areas for building the DC. 
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   Traffic engineering wise, the selection of DC locations mainly concentrates 
on building DCs near hot nodes which are highly connected nodes that other 
nodes can reach with minimum distance/hops [39]. This aspect is essential in 
terms of latency, blocking, energy-efficiency and reliability. The reliability is 
also improved by reducing the path hops/distances, the shorter paths are less 
vulnerable to failures compared to longer paths in general. 
   After building a reliable DC, the content also should be handled. One 
strategy to minimise the impact of DC failure on service delivery, such as by 
being isolated from the core network, is by optimally locating replicas of 
content across DCs in multiple locations  to guarantee that the content is not 
lost if any of the replicas becomes unreachable. Synchronisation time 
(replication time) should be optimised (within the day) to reduce the data loss 
due to the replicas being not updated [40]. 
   In [40], the authors addressed the problem of disaster survivability by 
optimising content replication across data centres and providing disaster-
survivable routing. They built an Integer Linear Programing (ILP) model and 
heuristics that provide path and content protection. They provide content 
protection through content placement and replication. They used the concept 
of Disaster Zone, which is similar to Shared Risk Group (SRG), where a 
disaster zone is defined to have a maximum radius of 160 km. In case of 
severe disasters, all the nodes and links will fail within this disaster zone. They 
evaluated the model with fixed DC locations while optimizing the content 
placement and replication. They have also checked the effect of increasing 
the number of DCs and the number of content replicas. In [41], the authors 
proposed a green and low risk content placement by using inter-DC content 
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fragmentation instead of replication. The proposed approach was 
implemented by an ILP model, and the results showed that the content 
fragmentation outperforms the content replication in reducing both the power 
consumption and risk. 
    In [42], the authors attempted to minimise the probabilistic risk of WMD on 
DCs in proximity to military locations. As they are evaluating military content, 
they have used two metrics to replicate the content: popularity of the content, 
which is defined as the frequency of content access, and the importance of 
the content. They introduced two terms in evaluating the losses, which are the 
availability of content and reachability, as they differentiate between the 
content being not available and not reachable due to a disaster. They used 
the risk as an objective in building the network and proposed two approaches 
which are the disaster-aware and unaware designs. The results showed 
enhancement in survivability of 62% in disaster-aware design compared to 
unaware design.  
B) Virtual Redundant  
One of the most powerful techniques which save the network and servers after 
a disaster is virtualisation. Virtualisation in this context means realising 
computation and network functions in virtual servers, nodes and links and 
embedding such requests in different physical infrastructure. There are three 
techniques of interest: server virtualisation, network virtualisation and 
infrastructure virtualisation.  
   The concept of Virtual Machines (VMs) is widely used in virtualising servers; 
this technique can be useful mainly in resource efficiency, and also in keeping 
 
27 
virtual backup of a server on different storage resources. This advantage can 
be deployed in fast disaster recovery, by optimally distributing the VMs in 
different DCs. The system should assign each VM two storage resources one 
local and the other remote to guarantee the availability of the application data 
[43].  Delay here is a critical parameter that should be addressed because 
VMware applications are generally delay sensitive. The second issue is 
distributing the VMs in different nodes. This should care about the distance 
between the two copies of the VMs because putting them far increases the 
delay and consumes more bandwidth. The number of hop between the two 
VM copies should be optimised by minimising the maximum hop count for a 
reliable path.  
   In [43] the authors studied off-site data replication and virtual machine 
migration. They attempted to optimise the distribution of storage resources 
and computing resources among network nodes to support disaster recovery. 
They used four different optimisation approaches to assign the virtual machine 
into storage resources. The first approach limits the maximum delay between 
the VM and remote disk by optimising the bandwidth utilisation of the network. 
The second approach limits the number of hop count between the VM and the 
disk. The third approach deals with VM migration by limiting the number of 
working VMs on one site. The fourth appraoch limits both the hop and the 
number of VMs on a single site. The results of the fourth approach show the 
best compromise between bandwidth utilisation and disaster recovery time.     
   VM migration is another issue related to disaster recovery that should be 
addressed. It is crucial to optimally implement the migration process due to 
the large bandwidth requirement and delay-sensitivity. In [44], [45], the 
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authors studied two optimisation scenarios for VM migration, the first scenario 
considers the availability of renewable energy and the second scenario 
considers bandwidth and routing optimisation.  
   The second approach in virtualisation is the Virtual Network Mapping. This 
approach should ensure that the virtual entity is replicated on different 
hardware. Second, identifying the shared risk groups, so mapping virtual 
entities should be not allocated in the same SRG. Finally, risk assessment of 
the disaster zones should be carried out to map the resources in a way that 
minimise the risk [46]. This approach ensures maximum network survivability 
after a disaster because the optimisation model identifies the probabilistic 
vulnerability and embed the virtual network based on disaster zone isolation.    
The infrastructure (servers, nodes, and links) might be virtualised altogether, 
by considering the bandwidth (which represents network resources) and 
processing (which represents server resources) as virtual requirements. This 
joint model can map both aspects when building resilient systems and 
evaluating the survivability against regional disaster using probabilistic 
approach. The authors in [47], used the concept of building survivable virtual 
infrastructure mapping in federated computing and networking by assuming 
single regional failure. First, they developed a minimum cost MILP to embed 
the virtual infrastructure (which is represented by computing capacity and 
networking bandwidth) into the physical topology. They then simulated single 
regional failure at a time and attempted to provision the resources by 
embedding redundant virtual infrastructure into another physical node. The 
migration of a virtual network consumes resources from the host node, 
however, they built two heuristics. The first assumes the resources are 
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unconstrained and then uses incremental optimisation with constrained 
mapping. These two approaches differ in cost and blocking probability after a 
disaster. But the results showed that the unconstrained heuristic has better 
failure recovery probability while the constrained approach provides cost-
efficient solutions.     
2.3.2.2 Re-active Disaster Recovery Approaches 
In the post-disaster phase, the network topology might be modified due to the 
loss of network parts (i.e. link cuts or node(s) failures). Even with this reformed 
topology, the network should maintain its performance using a reactive 
approach. These approaches can work automatically without the need for 
manual reconfiguration.  
   Unlike the protection approach, restoration is similar to IP routing (best-
effort) technology which means when a failure happens on the primary path, 
the network should search for an alternative path to use. This rerouting can 
be done in GMPLS networks using the RSVP-TE and OSPFF-TE protocols 
[48]. This technique is dynamic, flexible and unguaranteed; because there are 
no dedicated extra resources for re-provisioning.  
    Two important aspects affect the performance of fixed protection. Firstly, 
sometimes fixed protection cannot provision the demands if multiple failures 
that are not considered at the design phase occur [9]. Secondly, in failure 
cases, to make better use of network capacity, all the connections need to be 
rerouted to reutilise the network, because rerouting single failed demand 
might unbalance the links utilisation [13]. Using a mixture of the two strategies 
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(protection and restoration) can provide better reliability but this is not cost-
effective. 
   The reprovisioning of a primary path or backup path can be done online after 
a failure scenario. There are a number of approaches that have been 
introduced to solve this issue, although these approaches are not specific to 
disaster scenarios but can be used to any failure scenario. In [49], the authors 
built an algorithm for reprovisioning optical backup paths against multiple link 
failures using two scenarios either by reprovisioning failed backup path or 
rearranging the backups for the whole connections. In [50], the authors 
introduced the reprovisioning of temporarily unprotected connections for 
shared backup protection. They considered three scenarios: the first when the 
working paths fail and they are rerouted on the backup, the second when the 
working and backup path fail and finally when the connection is working while 
the shared backup is used by another failed connection.  
   Software Defined Networks (SDN) is one of the emerging techniques that 
provide a standardised open interface to the forwarding plane of a network 
device [51].  In SDN, the control plane is separated from the forwarding plane. 
The complexity of the forwarding plane is reduced as the responsibility of route 
updating (adding/deleting) is migrated to the control plane. The transport 
OpenFlow protocol is used for the communication between these planes.  
   The authors in [52] talks about SDN scalability due to its centralised 
operation, but this centralisation approach increases the load on the controller 
which requires high processing resources to handle the increased amount of 
requests.   
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   SDN is considered to be more resilient to disasters, but there are three 
possible attacks that may cause harm and affect the network performance. 
The problem is that if a physical separation happens between the control and 
forwarding planes this in turn can cause packet loss and performance 
degradation. This problem can be solved by increasing the number of 
controllers or by using a distributed platform for the control plane which will 
reduce the latency [53]. In disaster recovery, updating the network topology 
can be done using proactive and reactive scenarios through programmed 
rules at the controller. SDN supports advanced techniques that can support 
disaster recovery such as source routing and live migration. In the source 
routing, the packet routing is performed based on data link layer using the 
ingress port. In the case of catastrophic disasters that affect the DC itself, the 
servers require fast recovery. The fast responded can be either by deploying 
virtual servers on different physical servers or by installing new servers in the 
same location and migrating the content to the new servers using SDN live 
migration techniques [54].   
2.4 Linear Programming and Heuristic Approaches    
Mathematical programming is a mathematical optimisation approach that 
used for modelling the planning or scheduling of a system by mathematical 
description. The purpose of using this type of modelling is to minimise or 
maximise an objective function considering some constraints [55]. This 
problem is solved by finding out the best solution from all feasible solutions.  
   Mathematical programming is classified according to linearity to two types 
which are either linear or nonlinear depending on constrains and objective 
operators. If the operators exhibit linearity then the model is linear model or 
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otherwise it will be nonlinear model. If the variables are restricted integers then 
the model is called Integer Linear Programming (ILP), while if the variables 
are binary then the model is Binary Linear Programming (BLP). If the model 
has continuous, binary and integer variables then the model is called Mixed 
Integer Linear Programming (MILP). In linear programming, the variables are 
continuous and it could be solved in polynomial time while if they are integers 
then it will be NP-hard which means nondeterministic polynomial time hard 
[56].  
   The mathematical programming is one of the tools that can be used to 
design and control communication networks. The communication network is 
a multi-commodity flow problem where multiple traffic requests flow between 
the different source and destination nodes. The solution should find the 
optimum set of routes that the traffic request should follow from the source 
node to the destination node. Optimum can be based on different objectives 
such as minimum cost paths, shortest paths or minimum blocking paths [57].  
   The network operators starts the network design in practical environment by 
formulating it as an optimisation problem. First the network should be 
modelled in directed or undirected graph with two sets G = (V, E) as V 
represents the vertices (network nodes) and connected by edges (E) which 
represents the links. The objective function in network design may vary 
depending on the operator’s objective, such as:  
1- Reliability: to design a reliable network, the objective function should 




2- Blocking: to design a network with low blocking probability then the 
objective should maximise capacity to accommodate traffic demands. 
3- Cost: design a low cost network could be done by using minimise cost 
objective function and considering the operational and capital 
expenditures or one of them in the constraints and objective.   
4- Power consumption: to design an energy-efficient network the 
objective should minimise the number of used devices by considering 
the consumed power in each part of the network.  
5- SLA: satisfying the service level agreement and avoid its violation can 
be an objective to design a network for different SLAs at the same time.  
   Added to single objective demand there are also multi-objective function 
such as minimising both the cost and power consumption, or blocking with 
cost, different combinations can be made, and these objectives each one 
can have different weight. These weights can be adjusted using the 
coefficients in the objective function. When deign requires two different 
objectives at the same time, such as maximise capacity and minimise 
power, this is called duality problem.  
   In some cases where the LP approach fails to produce an optimal 
solution in polynomial time for large complex problems, it can be 
evaluated using a small data set, and then a sequential iterative algorithm 
can be used to mimic the LP performance [55]. The iterative algorithm is 
a computational procedure to find the solution for every instance of a 
problem in an iterative manner by checking each feasible solution whether 
it is optimal or not. This procedure stops when it finds out the optimal 
solution [57].  
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   The algorithm should have a valid procedure and the produced results 
should converge from the LP results. The validity can be proved by 
checking whether the procedure satisfies the design problem. The 
convergence can be verified through the results, as the algorithm results 
should be as closer as possible to the LP results.   
2.5 Disaster-Related Open Issues 
There are several aspects that should be considered during the aftermath 
period of a disaster. Depending on the disaster impact and the affected portion 
of the network, the recovery plan should be selected. This plan should 
consider time schedule for the recovery process, the increased traffic request 
as compared with the residual resources (consequently the high congestion 
and high blocking probability). Also the power outages should be addressed 
to avoid early network die out.  
2.5.1 Power System    
For large size disasters which cause the shutdown or disconnection of the 
normal power system, thus an alternatives power solution should be available 
for powering the network infrastructure (Central Office and fibre repeaters). 
These alternatives include diesel generators, solar cells, wind power 
generators and backup batteries.  
  However; building a post-disaster energy-efficient network is essential due 
to limited renewable energy sources or battery charge. Energy-efficiency 
means using energy-efficient traffic engineering techniques whose objective 




The renewable power (solar cells and wind power) should be installed 
outdoor, which might be affected by catastrophic disasters while the batteries 
are almost kept safe indoor. In [58], the authors suggested to build intelligent 
routing protocol that distributes traffic according to the remaining charge in 
batteries. In other words, building an intelligent system that controls the 
network traffic by assigning the light traffic to nodes with low remaining charge 
and avoiding network nodes that are about to shut off. 
2.5.2 Congestion and Blocking     
In post-disaster phase, the traffic requests are unpredictable, with traffic 
increase as a result of high requests or reduction caused by large access 
network outages, but however the traffic varies, it requires online traffic 
engineering techniques. These techniques should provide load balancing and 
better traffic utilisation, to reduce the congestion and blocking ratio. As 
explained previously, re-provisioning lightpaths (working and protection) is a 
prime solution to better utilise network resources and reduce blocking. Using 
traffic reduction techniques could enhance network performance such as 
compression, network coding technique or traffic filtration.  
2.6 Summary 
This chapter has provided a summary of the IP over WDM network 
architectures, disaster-resilient network technologies optical networks. Finally, 
it provided an outline of some open challenges for disaster related 
consequences that should be addressed in building optical core networks.  
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3 Post-Disaster Traffic Flood Mitigation in IP 
over WDM networks 
 
3.1 Introduction 
One of the issues that arise after disasters is the increased amount of traffic 
that contains voice calls, video and social media content. This traffic spark can 
cause a short-term capacity exhaustion. In this chapter, the impact of Post-
Disaster Traffic Flood on the optical core network is studied. Five approaches 
are considered to improve the network performance during the flooding and 
MILP models are developed to optimise the network performance.  Real time 
heuristics corresponding to the five approaches are also designed to mimic 
the MILP models performance. The MILP models and heuristics are evaluated 
using an example network topology.   
3.2 Post-Disaster Traffic Floods 
Large size terrorist attacks focused attention on a new issue of temporary 
capacity exhaustion that might affect communication networks. This issue is 
relatively different from the previous studied scenarios in building disaster-
resilient networks as, in this case, the infrastructure is not affected physically 
but the heavy traffic on the network causes capacity exhaustion. This problem 
is a result of the increasing popularity of new applications such as social media 
applications that most people tend to use to get and share news and 
information during disasters [59–62].  
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Traffic tolerance as defined by Sterbenz in [2], “is the ability of a system 
to tolerate unpredictable offered load without a significant drop in carried load”. 
The unpredictable traffic can come from two scenarios the first is legitimate 
which is like a content, video or an application going viral, the other is the 
malicious attacks such as the Distributed Denial of Service (DDoS). The DDoS 
attacks have a similar impact on network resources although it can be 
prevented. The legitimate one needs resolution because network operators 
should commit to SLA.  
   In [63], the authors show that two-thirds of people use social media during 
disasters and post-disasters, and that social media is used mostly during 
disasters to generate data such as tweets, posts, blogs, and videos. Another 
important aspect is that due to failures of mobile networks to accommodate 
the large number of voice calls [64], people tend to use social networks or 
VOIP applications to contact relatives and get in touch. In [65], the authors 
conducted a survey on the user behaviour during large size disasters and 
found that 95% of users make phone calls and 76% post information in social 
media. Added to social media, the news agencies and governmental websites 
issuing warnings and precautions also produces traffic. In [66], the authors 
showed a sharp rise in the popularity of video traffic of both types: real-time 
video streaming (TV breaking news) and video streaming (user-generated 
videos) after the Great East Japan Earth Quake and Tsunami. 
   This sudden traffic increase starts in the post-disaster phase. The shape of 
this increase is similar to the floods wave shape; it has a sharp surge in traffic 
and after a while it slowly starts decreasing until it returns back to usual traffic 
levels.  This phenomenon could be called Post-Disaster Traffic Flood.  
 
38 
   This flood can cause capacity exhaustion in the different parts of the network 
starting from access networks, to core and DC networks. The core network is 
the main concern of this study as it is responsible for delivering the traffic 
between the access networks and DCs and between cities.  
  Although the network capacity is already overprovisioned [67], this 
overprovisioning is not enough to serve the increased traffic, and installing 
new fibres is not feasible within few hours to accommodate the traffic changes 
[68]. This means traffic engineering approaches are required to adapt these 
changes.  
   The operator has to ensure service availability of 99.999% with good QoS 
[69], but in emergency times rules can be abandoned. And the operator can 
prioritise traffic types to accommodate as much traffic as possible and filter 
out traffic with lower priority. For example, entertainment services can be 
blocked while disaster-related information is served. As an example, online 
gaming traffic can be temporarily blocked to free capacity for the VOIP traffic 
to be served. 
    As shown in chapter two, most of the disaster-related work focuses on 
maximising availability during network failures. Limited research efforts have 
been dedicated to study the short-term capacity exhaustion that takes place 
after disaster. The authors in [70] and [71] have considered traffic anomalies 
caused by the short-term traffic increase and developed an algorithm for 
anomaly detection based on traffic monitoring at core nodes. After detecting 
traffic increase, the network is reconfigured to accommodate the traffic 
increase.    
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    The authors in [72–75] exploited the excess capacity to improve network 
robustness by developing a MILP and a heuristic for new connection pre-
provisioning and backup reprovisioning. During traffic fluctuation and growth, 
the algorithm frees protection resources to be used by the newly arrived 
connection request and then re-provisions protection paths with less 
availability protection schemes. During disasters, as the network suffers from 
resources degradation, it is efficient to use such an algorithm to serve more 
traffic. 
3.3 Post-Disaster Traffic Floods Mitigation Approaches 
At the post-disaster phase, the flooded node does not have a global view of 
the network, therefore it attempts to route floods using the already 
predetermined paths. The failure of this routing due to lack of enough capacity 
causes long traffic queuing and potential blocking, causing drop of traffic and 
long delays for the end user. Five approaches are proposed to minimise post-
disaster traffic flood based on excess capacity exploitation, traffic filtering, 
rerouting and differentiated services. 
3.3.1 Floods with Fixed Routing (FFR) 
The routing table of the optical core network is predetermined for the working 
and protection paths and in case of an expected traffic increase, new 
wavelength is configured over the pre-computed path. Any traffic exceeding 
the capacity of the links of the pre-computed path is dropped.    
   However; exhausting the capacities of the configured pre-computed path 
does not necessarily mean the physical capacity has been exhausted as the 
network is designed with overprovisioned capacity. Exploiting the excess 
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capacity by configuring new paths can absorb the excess traffic. This is 
considered the baseline approach. 
3.3.2 Floods with Selective Traffic Filtering (FSTF) 
In case the FFR approach fails to absorb the post-disaster traffic floods, then 
the operators can filter out less critical traffic temporarily to allow serving more 
disaster related traffic. Less critical traffic, such as file sharing, gaming and 
VoD, can be filtered out using port filtering [76] and deep packet inspection 
[77].  
3.3.3 Floods with Protection Paths Rerouting (FPPR) 
Although using the FSTF produces some improvements in terms of lowering 
the blocking of post-disaster traffic, it comes at the cost of dropping less critical 
traffic. One approach to accommodate post-disaster traffic while minimising 
the impact on other traffic is through the rerouting of protection paths away 
from flooded nodes to create capacity on the links around these nodes. The 
reprovisioning will not disrupt the traffic unless a failure happens during the 
reprovisioning operation.   
     Figure 3-1 shows an example of how FPPR works. Node 2 represents a 
flooded node. Rerouting the protection traffic away from its original path that 




     Figure 3-1 Protection Paths Rerouting to accommodate floods at node 2 
3.3.4 Floods with Working and Protection Paths Rerouting (FWPPR) 
In this approach, the working paths, in addition to the protection paths, are 
also rerouted. If the improvement as a result of rerouting both the working and 
protection is small compared to rerouting protection paths only, then a 
recommendation is made to the network operator that rerouting the protection 
paths is sufficient without the need to disrupt the traffic on the working paths, 
and if the blocking probability reduction is large, then a recommendation can 
be given to the operator to consider the potential of using dynamic networks.   
   Figure 3-2 shows an example of how FWPPR work. This example 
demonstrates how working paths rerouting can be beneficial for the flooded 
node. There are two concerns with this approach; the first one is that 
everything is disrupted until rerouting and reprovisioning is completed, unless 
an online routing technique is used such as SDN. The second is that some 
traffic requests get longer paths than the original ones and this might impact 
the non-delay-tolerant requests.   




                                    Figure 3-2 FWPPR scenario 
3.3.5 Floods with Rerouting and Differentiated Services (FRDS) 
In this approach, a hybrid approach is used that mixes the rerouting approach 
with Differentiated Services (Diff-Serv). In Diff-Serv, the traffic is classifieds 
into protected and best-effort requests [78]. For the protected type which 
represents critical traffic, the 1+1 protection is kept, while for less critical traffic 
it is canceled. 
3.4 Network Design MILP Models 
In this section two MILP models are presented. The first model is for 
dimensioning the network and determining the routing paths and the second 
is for evaluating the network performance under the different approaches 
introduced to deal with flooding.  
3.4.1 Dimensioning Model 
First, the network dimensions should be set in terms of capacities. A model 
was built to provision the working and protection paths for traffic requests at 
the busy hour to get the maximum capacity for the network links and build the 
routing table. The architecture used in is the non-bypass IP over WDM 
network architecture which is the most widely used core network architecture. 
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Protection was considered in the modelling and was implemented as 1+1 
protecction which is the form of protection used in core networks [79]. The 
model objective is to build energy minimised network. Before introducing the 
model, the notations used are defined in Table 3-1. 
Table 3-1 Sets, parameters and variables for the MILP 
Notation Description 
𝑁 Set of nodes 
𝑁𝑚 Set of neighbouring nodes of node 𝑚 
𝑠 𝑎𝑛𝑑 𝑑 Denote source and destination points of traffic request between 
two nodes 
𝑚 𝑎𝑛𝑑 𝑛 Denote end points of a physical link  
𝜆𝑠𝑑  Traffic request from node  𝑠  to node  𝑑 
𝑃𝑟 Power Consumption of router ports (W) 
𝑃𝑡 Power Consumption of a transponder (W) 
𝑃𝑔 Power Consumption of a regenerator (W) 
𝑃𝑜 Power Consumption of optical switch (W) 
𝑃𝑒   Power Consumption of an EDFA (W) 
𝐵 Capacity of each wavelength in Gbps 
𝑊 Capacity of each fiber in number of wavelengths 
𝑅𝐺𝑚𝑛 Number of regenerators on physical link (𝑚, 𝑛) 
𝐴𝑚𝑛 Number of EDFAs on physical link (𝑚, 𝑛) 
Typically, 𝐴𝑚𝑛 = (
𝐿𝑚𝑛
𝑠
− 1) + 2 , where 𝑠 the distance between 
two neighbouring EDFAs and 𝐿𝑚𝑛 is the distance between (𝑚, 𝑛) 
α, β, M and U Weighing coefficients  
𝑊𝑚𝑛
𝑠𝑑  
The number of primary wavelength channels in the virtual link  (𝑖 





Binary equivalent of 𝑊𝑚𝑛
𝑠𝑑  , equals 1 if 𝑊𝑚𝑛




The number of protection wavelength channels in that traverse 





Binary equivalent of 𝑊𝑝𝑚𝑛
𝑠𝑑  , equals 1 if 𝑊𝑝𝑚𝑛
𝑠𝑑  has a value greater 
than zero. 
𝑊𝑚𝑛 





The number of backup wavelength channels that traverse link 
(𝑚, 𝑛) 
𝑊𝑡𝑚𝑛 The total number of wavelength channels that traverse link (𝑚, 𝑛) 
𝐹𝑚𝑛 Number of fibres in link (𝑚, 𝑛) 
 
Under the non-bypass approach, the total network power consumption is 
composed of: 




















The MILP model is defined as follows: 
𝑶𝒃𝒋𝒆𝒄𝒕𝒊𝒗𝒆: 𝑀𝑖𝑛𝑖𝑚𝑖𝑠𝑒  
∝ ( ∑ ∑ 𝑃𝑟
𝑛 ∈𝑁𝑚𝑚 ∈𝑁
𝑊𝑚𝑛 + ∑ ∑ 𝑃𝑡
𝑛 ∈𝑁𝑚𝑚 ∈𝑁
𝑊𝑚𝑛 + ∑ ∑ 𝑃𝑔
𝑛 ∈𝑁𝑚𝑚 ∈𝑁
𝑅𝐺𝑚𝑛𝑊𝑚𝑛)
+ 𝛽 ( ∑ ∑ 𝑃𝑟
𝑛 ∈𝑁𝑚𝑚 ∈𝑁
𝑊𝑝𝑚𝑛 + ∑ ∑ 𝑃𝑡
𝑛 ∈𝑁𝑚𝑚 ∈𝑁
𝑊𝑝𝑚𝑛
+ ∑ ∑ 𝑃𝑔
𝑛 ∈𝑁𝑚𝑚 ∈𝑁
𝑅𝐺𝑚𝑛𝑊𝑚𝑛) + ∑ 𝑃𝑜
𝑚 ∈𝑁






The objective function (3-1) aims to minimise the total network power 
consumption. Coefficients ∝ and β  are used to select the best route for 
working path and for protection path respectively, where best means energy 
minimised path whether min-hop or shortest path.  
Subject to: 
Constraints (3-2) and (3-3) represent the flow conservation constraints for the 
working and protection traffic. These constraints ensure that the total outgoing 
traffic is equal to the total incoming traffic except for the source and destination 
nodes. 
Constraints (3-4) and (3-5) calculate the total number of working and 








𝜆𝑠𝑑/𝐵         𝑚 = 𝑠
−𝜆𝑠𝑑 /𝐵       𝑚 = 𝑑
0        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
(3-2) 
                              ∀𝑠, 𝑑, 𝑚 ∈ 𝑁: 𝑠 ≠ 𝑑,  







𝜆𝑠𝑑/𝐵         𝑚 = 𝑠
−𝜆𝑠𝑑/𝐵        𝑚 = 𝑑
0        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
(3-3) 
                                ∀𝑠, 𝑑, 𝑚 ∈ 𝑁: 𝑠 ≠ 𝑑,  
   ∑ ∑ 𝑊𝑚𝑛
𝑠𝑑
𝑑∈𝑁:𝑠≠𝑑𝑠∈𝑁
= 𝑊𝑚𝑛 (3-4) 
∀𝑚 ∈ 𝑁, 𝑛 ∈ 𝑁𝑚,  
   ∑ ∑ 𝑊𝑝𝑚𝑛
𝑠𝑑
𝑑∈𝑁:𝑠≠𝑑𝑠∈𝑁
= 𝑊𝑝𝑚𝑛 (3-5) 
∀𝑚 ∈ 𝑁, 𝑛 ∈ 𝑁𝑚,  
    𝑊𝑚𝑛 + 𝑊𝑝𝑚𝑛 ≤ 𝑊𝑡𝑚𝑛 (3-6) 
     ∀𝑚 ∈ 𝑁, 𝑛 ∈ 𝑁𝑚, 
 
    𝑊𝑡𝑚𝑛 ≤ 𝑊 𝐹𝑚𝑛 (3-7) 
      ∀𝑚 ∈ 𝑁, 𝑛 ∈ 𝑁𝑚,  
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number of wavelengths in a physical link does not exceed the capacity of the 
fibres in the physical link. 
Constraints (3-8)-(3-11) are used to get the binary variable for the working and 
protection wavelengths channels that traverses a physical link. Constraint 
(3-12) ensures that the working and protection paths for each request (𝑠, 𝑑) 
are link disjoint and overall also path disjoint. 
3.4.2 Floods MILP Model 
In this section, the MILP model for post-disaster traffic floods is presented. As 







) for this model are defined as parameters that are 
imported from the dimensioning model. In addition to the parameters and 
variable defined in the dimensioning model above, the following parameters 
and variables are defined in Table 3-2.  
Table 3-2 Parameters and variables definition for the floods MILP 
𝐹𝑚𝑛 Number of fibers in link (𝑚, 𝑛) 
𝐹𝑠𝑑 Multiplier that represents the increase in traffic volume 




 Binary variable indicator, set to 1 when request  (𝑠, 𝑑)  is routed 




 Binary variable indicator, set to 1 when the protection path of 
request  (𝑠, 𝑑)  is routed through link (𝑚, 𝑛), 0 otherwise 




                      ∀𝑠, 𝑑, 𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑚, (3-8) 




                        ∀𝑠, 𝑑, 𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑚, (3-9) 




                 ∀𝑠, 𝑑, 𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑚, (3-10) 




                   ∀𝑠, 𝑑, 𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑚, (3-11) 






≤ 1                 ∀𝑠, 𝑑, 𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑚, (3-12) 
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𝛥𝑠𝑑 The total traffic request between node s and d 
Δ𝑠?̃? The total protection traffic of request 𝛥
𝑠𝑑 
𝑊𝑡𝑚𝑛 The total number of wavelengths on a physical link (𝑚, 𝑛) 
including working and protection wavelengths 
δsd Binary variable indicates whether the request 𝜆𝑠𝑑  is served 
(δsd = 1) or not (δsd = 0) 
γsd Binary variable indicate  whether the protection path for 
request 𝜆𝑠𝑑  is provisioned (𝛾𝑠𝑑 = 1) or not (γsd = 0) 




+  ∑ ∑ γ𝑠𝑑
𝑑∈𝑁:𝑠≠𝑑𝑠∈𝑁
− ∑ ∑ 𝑊𝑡𝑚𝑛
𝑛∈𝑁𝑚𝑚∈𝑁
 (3-13) 
The objective maximises the number of requests served (first term) and the 
number of protection paths provisioned (second term) while minimising the 
number of hops traversed by the working and protection paths (third term). 
Subject to: 
Constraints (3-14) and (3-15) represent the flow conservation constraints, 
where the overall traffic, including the floods, is served between source and 
destination. The constraint itself accounts for the possibility that some 
requests can be blocked depending on the overall network situation. This is 
represented by the total traffic definition that is given by equations (3-16) and 
(3-17). 
𝛥𝑠𝑑 = 𝛿𝑠𝑑𝜆𝑠𝑑𝐹𝑠𝑑/𝐵 









Δ𝑠𝑑         𝑚 = 𝑠
−Δ𝑠𝑑        𝑚 = 𝑑
0        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 









Δ𝑠𝑑         𝑚 = 𝑠
−Δ𝑠𝑑       𝑚 = 𝑑
0        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 






Δ𝑠?̃? = 𝛾𝑠𝑑𝜆𝑠𝑑𝐹𝑠𝑑/𝐵 
∀ 𝑠, 𝑑, ∈ 𝑁 
(3-17) 
𝐹𝑠𝑑 is a multiplier that scales the traffic between source and destination by a 
certain amount provided the source node is a disaster/non-disaster node, and 
(3-17) already takes into account the population of the source and destination 
nodes since 𝜆𝑠𝑑 is a function the populations of the two cities. 
The request 𝜆𝑠𝑑can be a non-integer and hence given (3-16) and (3-17) with 
non-integer values of 𝛥𝑠𝑑and (3-14) and (3-15) results in wavelength grooming 
being performed in equation (3-18). 







as parameters forces the requests to follow 
the precomputed routes. These constraints are similar to the path-disjoint 
constraints in the dimensioning model but here the disjoint nature is already 
given within the precomputed paths.   
Capacity constraint (3-7) is used the same way, except the fact that the 
capacity which is represented by 𝐹𝑚𝑛 is a parameter in this model and not a 
variable.  
𝛿𝑠𝑑 = 𝛾𝑠𝑑 





+ ∑ ∑ 𝑊𝑝𝑚𝑛
𝑠𝑑
𝑑∈𝑁:𝑠≠𝑑𝑠∈𝑁
=  𝑊𝑡𝑚𝑛 
∀𝑚 ∈ 𝑁, 𝑛 ∈ 𝑁𝑚, 
(3-18) 




                      ∀𝑠, 𝑑, 𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑚, (3-19) 




                        ∀𝑠, 𝑑, 𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑚, (3-20) 




                ∀𝑠, 𝑑, 𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑚, (3-21) 




                  ∀𝑠, 𝑑, 𝑚 ∈ 𝑁, ∀𝑛 ∈ 𝑁𝑚, (3-22) 
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Constraint (3-23) ensures that if a request is accepted, then its protection path 
is also accepted. 
The floods MILP model is used to evaluate the network performance under 
FFR approach assumptions without making changes. 
To represent the FSTF approach, the blocking variable is redefined as a non-
binary variable, as the traffic can be blocked partially. Also, a constraint is 
added to limit the acceptance variable value such that it does not exceed 1 as 
in (3-24). 
Variables 
δsd A variable indicating the served percentage of a request  𝜆𝑠𝑑  
γsd A variable indicating  the percentage of the provisioned protection for request 𝜆𝑠𝑑   
𝛿𝑠𝑑 ≤ 1 
∀𝑠, 𝑑 ∈ 𝑁  (3-24) 
To allow protection paths rerouting in the FPPR, 𝑊𝑝𝑚𝑛
𝑠𝑑 is redefined as a 
variable.  So the working path still follows the precomputed path and a 





 Binary equivalent of 𝑊𝑝𝑚𝑛
𝑠𝑑  , equals 1 if 𝑊𝑝𝑚𝑛
𝑠𝑑  has a value greater 
than zero. 












 Binary equivalent of 𝑊𝑝𝑚𝑛
𝑠𝑑  , equals 1 if 𝑊𝑝𝑚𝑛





 Binary equivalent of 𝑊𝑝𝑚𝑛
𝑠𝑑  , equals 1 if 𝑊𝑝𝑚𝑛




Finally, the FRDS approach is an improved version of FWPPR approach, as 
it will drop the protection provisioned resources for low-class traffic types. The 
MILP model for this approach is the same model for FWPPR, apart from 
changing the protection resources by a fraction. This change is applied to 
equation (3-17) by adding a new parameter 𝜃𝑠𝑑 to the equation, and this 
parameter represents the fraction of protection resources that is provisioned. 
Equation (3-17) is redefined as: 
Δ𝑠?̃? = 𝛾𝑠𝑑𝜆𝑠𝑑𝐹𝑠𝑑𝑓𝑠𝜃𝑠𝑑/𝐵 
∀ 𝑠, 𝑑, ∈ 𝑁 
(3-25) 
3.5 Post-Disaster Traffic Floods Heuristic 
In order to validate the MILP models, five real-time heuristic approaches are 
developed with the objective of maximally serving post-disaster traffic floods.  
   The FFR approach uses the predetermined paths to exploit the whole 
capacity to accommodate the floods. The pseudo-code of this heuristic is 
shown in Figure 3-3. The algorithm consists of two parts: the first routes the 
non-flooding requests while the second part routes the flooding traffic. Initially, 
a pair of disjoint paths between all nodes is given as an input to the heuristic 
and these paths can be generated using Bhandari algorithm [80]. The flooding 
and non-flooding requests should follow these precomputed paths. Also, the 
algorithm maintains the mutual necessity between the working and protection 





 Algorithm:  FFR 
 Input: Set of nodes in the network (𝑁),  
Set of physical links in the network (𝐿), 
Set of flooding requests(𝐹),  
Set of non-flooding requests (𝑍)  
Predetermined paths for each request given as  P1(r), P2(r) 
 Output:  network blocking probability 
1.  Sort Z,F in ascending order  
2.  /* Routing non-flooding requests (Z)*/ 
3.  For ∀ 𝑟 ∈ 𝑍 
4.                 Route r (working) on P1(r) 
5.                 Route r (protection) on P2(r) 
6.  End for 
7.  /* Routing flooding requests (F) */ 
8.  For ∀ 𝑟 ∈ 𝐹 
9.             Find residual capacity of P1(r), P2(r) given as R1(r), R2(r)           
10.              If  Datarate(r) ≤R1(r) &  Datarate (r)  ≤ R2(r) 
11.                    Route r (working)    on P1(r) 
12.                    Route r (protection) on P2(r) 
13.                Else Block r 
14.  End for 
15.  Calculate the total blocking probability  
                                Figure 3-3 FFR heuristic 
   FSTF approach is similar to FFR approach, except that it should filter out 
less critical traffic using traffic filters. Figure 3-4 shows the FSTF heuristic 
approach, the only difference from the FFR heuristic is that the traffic matrix 
should be multiplied by a reduction factor before the routing steps.  
    In the FPPR, a new degree of freedom is added to exploiting the residual 
capacity, which is rerouting and reprovisioning the protection paths, while the 






 Algorithm:  FSTF 
 Input: Set of nodes in the network (𝑁),  
Set of physical links in the network (𝐿), 
Set of requests (𝐷), 
Set of flooding requests (𝐹),  
Set of non-flooding requests (𝑍)  
Predetermined paths for each request given as P1(r), P2(r) 
Percentage of reduction (𝑀) 
  Output:  network blocking probability 
1.  For ∀ 𝑟 ∈ 𝐷 
2.        Datarate(r)= Datarate(r)* 𝑀 
3.  End for 
4.  Sort Z,F in ascending order 
5.  /* Routing non-flooding requests (Z) */ 
6.  For ∀ 𝑟 ∈ 𝑍 
7.                 Route r (working)    on P1(r) 
8.                 Route r (protection) on P2(r) 
9.  End for 
10.  /* Routing flooding requests (F) */ 
11.  For ∀ 𝑟 ∈ 𝐹 
12.             Find residual capacity of P1(r), P2(r) given as R1(r), R2(r)           
13.              If  Datarate(r) ≤R1(r) &  Datarate (r)  ≤ R2(r) 
14.                    Route r (working)    on P1(r) 
15.                    Route r (protection) on P2(r) 
16.                Else Block r 
17.  End for  
                                       Figure 3-4 FSTF heuristic 
    The pseudo-code heuristic which is shown in Figure 3-5 consists of three 
steps, which are routing the non-flooding working traffic, then the flooding 
working traffic and finally the protection paths for both flooding and non-
flooding requests. In the preparation phase: a pair of disjoint paths is given as 
an input to the heuristic. The heuristic then sorts the requests (floods/non-
floods) in ascending order based on their data rates. In order not to disrupt the 
working traffic, it will use one of the disjoint paths to route the working traffic. 
The first step is to route the non-flooding requests working paths forming an 
initial routing solution for their corresponding protection paths. In the second 
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step, the flooding requests working paths are routed and provisioned, while 
their protection paths are routed (but without provisioning) and an initial 
solution is formed. The third step is to find the best route that can 
accommodate the protection paths. This includes both the non-flooding and 
flooding requests. The heuristic checks whether the initial routing solution has 
enough residual capacity or not, if it still has capacity then it will use it, 
otherwise it will attempt to route the traffic using the routing function which is 
shown in Figure 3-6. To get a protection path that is path-disjoint from the 
working path, the algorithm removes the working path links from the physical 
topology then searches for the next best path (in terms of residual capacity). 
If the function fails to route the protection path, its working traffic is blocked.   
   This routing heuristic objective is to maximally serve the request. It has three 
possible scenarios: route the request based on a single path by initiating new 
wavelengths. If it fails to find enough capacity through single path it will do 
multipath routing otherwise if it fails to route it using single or multipath routing 
then the request is blocked. First, it searches for all possible non-loop paths 
between the source and destination. Then it calculates the residual-hop count 
product. After that, it checks whether the request can be accommodated in a 
single path. If it fails to find a single path, then it will route it using the widest 
path, after that it will update capacities and paths residual capacities. Again, 
it will use the new widest path to accommodate the remaining fraction of the 
request. It continues this process till it accommodates the whole request or 
explores all the available paths. Failing to serve the request will return a 




   Figure 3-7 shows the FWPPR heuristic, it consists of two main parts, the 
first one routes the non-flooding requests while the second part routes the 
flooding requests. The reason for routing non-flooding requests first is to 
prevent the floods from occupying the network resources and leads to 
blocking other nodes requests. The non-flooding requests are routed using 
Bhandari algorithm, but the function increases the cost of the links that lead 
to the flooding node to avoid using such links for the pass through traffic. For 
 Algorithm:  FPPR 
 Input: Set of nodes in the network (𝑁),  
Set of physical links in the network (𝐿), 
Set of requests(𝐷), 
Set of flooding requests(𝐹),  
Set of non-flooding requests (𝑍)  
Predetermined paths for each request given as  P1(r), P2(r) 
 
 Output:  network blocking probability 
1.    Find a pair of disjoint paths  (P1(r), P2(r)) ∀ 𝑟 ∈ 𝐷 
2.  Sort D  in ascending order 
3.  Sort Z  in ascending order 
4.  Sort F  in ascending order 
5.  /* Routing Non-flooding  Requests’ Working Path */ 
6.  For ∀ 𝑟 ∈ 𝑍 
7.              Route r on P1(r)   
8.              Form an initial solution by routing  r (protection) on P2(r) 
9.  End for 
10.  /* Routing flooding  Requests’ Working Path */ 
11.  For ∀ 𝑟 ∈ 𝐹 
12.         Find residual capacity of P1(r), P2(r) given as R1(r), R2(r)          
13.               If  Datarate(r) ≤R1(r) 
14.                   Route r on P1(r) 
15.                    Form an initial solution by routing  r (protection) on P2(r) 
16.                Else Block r 
17.  End for  
18.  /*  Rerouting flooding and non-flooding  Requests’ Protection Path */ 
19.  For ∀ 𝑟 ∈ 𝐷 
20.          Find residual capacity of (P2(r)) R2(r)    
21.           If  Datarate (r)  ≤ R2(r) 
22.                       Route r on P2(r) 
23.           Else Reroute r using Routing Function (Topology, Available Capacity, sr, ds,  
Datarate(r)) 
24.           If r blocked 
25.                Delete r on P1(r)  
26.  End for  
Figure 3-5 FPPR heuristic 
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the floods, the routing function is used to route both working and protection 
paths.  
 Routing Function (Topology, Available Capacity, sr, ds, datarate) 
 Output: Available Capacity, Blocking 
1.  Get k-paths  
2.  Calculate hop count h(k) 
3.  For ∀ 𝑖 ∈ 𝑘 
4.        Find residual capacity of all paths R(k)  
5.        Calculate R(k)*H(k) product (residual-hop count product) 
6.         Sort R(k) in descending order 
7.             If R(1) ≥ rate      
8.             Sort remaining paths with R > rate based on R×H ascendingly 
9.               Route on the minimum (top) path  
10.               Update capacities 
11.                     Break; 
12.               If R(1) < rate 
13.                  Route request on R(1) 
14.                  Update request datarate(rate=rate-R(1)) 
15.                  Update capacities  
16.  End for 
                                        Figure 3-6 Routing function 
   As depicted earlier in FRDS description, the scenario is similar to FWPPR 
except it can remove protection resources for a fraction of the requests that 
cannot be provisioned fully. The FRDS heuristic is shown in                                   
Figure 3-8, step 16 does the reduction in protection resources, in case of 







 Algorithm:  FWPPR  
 Input: Set of nodes in the network (𝑁),  
Set of physical links in the network (𝐿), 
Set of requests(𝐷), 
Set of flooding requests(𝐹),  
Set of non-flooding requests (𝑍)  
Predetermined paths for each request given as  P1(r), P2(r) 
 
 Output:  Network Blocking Probability 
1.  Sort Z,F in ascending order 
2.  Find a pair of disjoint paths  (P1(r), P2(r)) ∀ 𝑟 ∈ 𝐷 (Bhandari algorithm) 
3.  Step 1: Route the Working and Protection Paths for non-flooding requests 
4.  For ∀ 𝑟 ∈ 𝑍 
5.              Route r (working)    on P1(r)   
6.              Route r (protection) on P2(r) 
7.  End for 
8.  /*  Routing flooding requests’ Working and Protection Path */ 
9.  For ∀ 𝑟 ∈ 𝐹 
10.               Route r (working) using Routing Function (Topology, Available Capacity, sr, 
ds, datarate(r)) 
11.               If r blocked 
12.                   Break 
13.               Else Delete Working Path Links from physical topology  
14.                     Route r (protection)using Routing Function (Topology, Available               
Capacity, sr, ds, datarate (r)) 
15.                          If r blocked 
16.                              Delete the working path route 
17.  End for 













 Algorithm:  FRDS 
 Input: Set of Physical Nodes in Network (N),  
Set of Physical Links in Network (L), 
Set of Flooding Requests(F),  
Set of Non-flooding Requests (Z),  






 Output:  Network Blocking Probability 
1.  Sort Z,F ascendingly 
2.  Find a pair of disjoint paths  (P1(r), P2(r)) ∀ 𝑟 ∈ 𝐷 (Bhandari algorithm) 
3.  /*  Route the Working and Protection Paths for non-flooding requests */ 
4.  For ∀ 𝑟 ∈ 𝑍 
5.              Route r (working)    on P1(r)   
6.              Route r (protection) on P2(r) 
7.  End for 
8.  /* Routing flooding requests’ Working and Protection Path */ 
9.  For ∀ 𝑟 ∈ 𝐹 
10.               Route r (working) using Routing Function (Topology, Available Capacity, 
sr, ds, datarate(r)) 
11.               If r blocked 
12.                   Break 
13.               Else Delete Working Path Links from physical topology  
14.                     Route r (protection)using Routing Function (Topology, Available 
Capacity, sr, ds, datarate (r)) 
15.                          If r blocked 
16.                              r=r * M 
17.                              Route r (protection)using Routing Function (Topology, Available 
Capacity, sr, ds, datarate (r)) 
18.                          If r blocked 
19.                              Delete the working path route 
20.  End for 







3.6 Network Performance Evaluation under Post-Disaster 
Traffic Floods 
To evaluate the MILP models, the NSFNET network which is shown in Figure 
3-9 is considered. The NSFNET covers the US and consists of 14 nodes and 
21 bidirectional links. The network contains five data centres located at nodes 
(2, 3, 7, 8 and 9). These optimised data centre locations are based on the 
work in [39]. The traffic matrix is based on the gravity modelling that considers 
the US population [81]. The network accommodates different traffic types as 
shown in [82].  
    The first step is to get the network dimensions based on the busy hour traffic 
using the dimensioning MILP model to obtain the network capacity. The input 
parameters for the models and heuristics are shown in Table 3-1. After 
running the model, Figure 3-10 shows the links capacities.   
                  Table 3-3 Input Data for the dimensioning MILP Model [83] 
Distance between two neighbouring EDFAs (S)  80 (km)  
Number of wavelengths in a fibre (W)  32 
Capacity of a wavelength (B)  40 (Gb/s)  
Power consumption of a router port (𝑃𝑟)  825 (W) 
Power consumption of a transponder (𝑃𝑡)  167 (W)  
Power consumption of a regenerator (𝑃𝑔)  334 (W) 
Power consumption of an EDFA (𝑃𝑒)  55 (W) 
Power consumption of an optical switch (𝑃𝑜)  85 (W)  




                                    Figure 3-10 Number of wavelengths per link 
   To investigate the network performance, incremental flood volumes (x2, x4, 
x6, x8 and x10) were applied on a single node at a time and the percentage 
of blocked traffic floods for the five proposed scenarios was determined. Note 
that, x2 means x1 for regular traffic and the other x1 represents the floods.  
     First, the FFR approach is evaluated by applying floods at each node.   
Figure 3-11 shows the FFR approach results using both MILP and heuristic 
approaches. It is can be seen that floods up to double the traffic size can be 
fully  accommodated because of the over-provisioning of network capacity 




























   
                                                                 (b) 
Figure 3-11 The percentage of blocked floods for FFR scenario a) MILP b) 
Heuristic 
   The results show that DC nodes (2, 3, 7, 8 and 9) have the highest blocking 
probability because their own traffic uses more than 50% of the node 
resources, so when the floods multiplier exceeds 2, blocking starts. For non-
DC nodes, the results show that these nodes can be classified into two groups. 
The first group, nodes (1, 4, 5 and 6) have the lowest blocking probability. In 
contrast, nodes (10, 11, 12, 13 and 14) have higher blocking. The non-DC 
nodes traffic uses less than 30% of the node resources, while the transit traffic 
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is the dominant. The amount of the transit traffic mainly depends on the node 
location and its nodal degree. Regarding the location, nodes next to DC nodes 
or in the middle of the topology or nodes that have longer links that 
interconnect the two ends of the topology have higher transit traffic. Also, 
nodes with higher nodal degree mean higher connectivity and consequently 
this increases the transit traffic such nodes handle. The transit traffic includes 
both working and protection traffic which are usually groomed together. In this 
sense, the mitigation approaches attempt to deal with these traffic kinds to 
reduce the blocking. 
   In the FSTF scenario, the less critical traffic is blocked which accounts for 
approximately 40% of the total traffic (note that the online gaming, VoD and 
peer to peer traffic are classified as non-critical traffic)[82]. Figure 3-12 shows 
the percentage of floods traffic when using the FSTF approach for the MILP 
model and heuristic. In terms of blocking it is superior to FFR approach, it 
reduces the percentage blocking under x10 traffic floods for DC by 15%, and 
for non-DC nodes by 5%. Dropping this less critical traffic will free more 
resources to be filled by the floods. 
    FPPR, FWPPR and FRDS approaches introduced further improvement 
compared with the two previous approaches as they deal with the floods and 





           
                                                            (a) 
           
                                                            (b) 
Figure 3-12 The percentage of blocked floods for FSTF scenario a) MILP b) 
Heuristic 
    The results of the FPPR approach is shown in Figure 3-13. The results 
show that some nodes have better performance compared with FSTF results, 
while others are worse under this approach. Non-DC nodes blocking 
percentage is reduced by 24% compared to FFR, because the 30% of the 
total node resources that is occupied by the transit protection paths is freed. 
On the other hand, DC nodes slightly improved (percentage blocking reduced 
by 5% compared to FFR) because the percentage of transit traffic does not 






                                                                            (b) 
Figure 3-13 The percentage of blocked floods for FPPR scenario a) MILP b) 
Heuristic 
    The MILP model is superior to the heuristic approach, because of the 
sequential operation of the heuristic. For example, under the heuristic, a 
request of 2 Gbps that can be rerouted over two paths with 4 Gbps and 30 
Gbps spare capacity is rerouted over the 4 Gbps path. Then if the next request 
is 4 Gbps, it is rerouted over the 30 Gbps route, as the 4 Gbps route is half 
full and wasted.   
   The FWPPR approach has another degree of freedom because it reroutes 
the working and protection traffic in the whole network. This advantage means 
better resource utilisation and less blocking. Figure 3-14 shows the results of 
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the FWPPR approach. The non-datacenter nodes have zero blocking using 
this approach. On the other hand, datacenter nodes blocking is reduced by 
15%-30% compared to FFR.  
 
                                                             (a) 
 
                                                            (b) 
    Figure 3-14 The percentage of blocked floods for FWPPR scenario a) MILP 
b) Heuristic 
   In evaluating the FRDS approach, 40% of the floods traffic are assumed to 
be served as best-effort traffic and are left to the IP layer restoration service 
while 60% of the traffic is protected. Figure 3-15 shows the MILP and heuristic 
results for the FRDS approach. Clearly, this approach significantly 
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outperforms the other approaches. DC nodes blocking percentage his lower 




                                                                 (b) 
Figure 3-15 The percentage of blocked floods for FRDS scenario a) MILP b) 
Heuristic 
    Although, the results showed an improvement in the network performance 
in terms of blocking but still each approach has pros and cons and the 
improvement came at a cost or sacrifice. And as stated earlier, deploying 
these approaches mainly depends on the used network technologies. Table 




In this chapter, the temporal network capacity exhaustion (due to the 
increased traffic requests that originate as a disaster consequence) is studied 
and referred to as Post-Disaster Traffic Floods capacity exhaustion. Five 
mitigation approaches have been suggested to minimise the blocking. MILP 
models for the IP over WDM core network were developed to evaluate the 
network performance under the mitigation approaches and five heuristics 
have been developed to mimic the MILP models for real time network control 
and operation. The MILP models and heuristics were evaluated using single 
node flooding at a time under different flooding volumes for all of the nodes. 
The results showed a variant performance trends, as these trends depends 
on the approach scheme. The FFR approach is the worst in performance as 
it failed to absorb high volume traffic floods, on the other hand it required less 
cost and efforts to deploy. The FTRS approach is an improved version of FFR 
but at the cost of dropping traffic. The FPPR approach has a comparable 
results to FTRS but without traffic dropping. It requires efforts to reprovision 
the protection paths and add new wavelengths for the working paths. This 
approach did not require traffic disruption because it dealt with protection 
paths only. The FWPPR results were better than previous approaches as it 
managed to reduce blocking significantly, but at the cost of disrupting the 
whole network traffic till rerouting all paths and reconfigure new lightpaths.   
The best mitigating approach was the FRDS, which is based on rerouting the 
whole network traffic and cancelling the protection resources for the less 
critical traffic. This approach resulted in blocking probability reduction between 
20% and 50% in the DC nodes, and eliminated the blocking in other nodes. 
This improvement comes at the cost of disrupting the traffic until the traffic is 
 
67 
rerouted and additionally at the cost of sacrificing the protection paths for 
some of the traffic requests. Table 3-4 summarises the approaches cons and 
pros.  
Table 3-4 Floods Mitigation Approaches Comparison 
Approach Traffic 
disruption 
Blocking Cost/complexity New technology/features 
FFR no Very high low Not needed 
FSTF no high low Traffic filters 
FPPR no high high Not needed 
FWPPR yes low Very high Dynamic routing technology 
FRDS yes Very low Very high Dynamic routing technology 









4 Energy-Efficient Advance Reservation 
Scheduling and Rescheduling in IP over 
Optical Networks 
4.1 Introduction 
This chapter methods that can introduced to improve the energy efficiency of 
network resource allocation for advanced reservation requests where large 
bandwidth connections are required for a certain period of time only. Four 
approaches to provision resources for advanced reservation requests in 
optical core networks are proposed. A MILP model is developed to optimize 
the network resource allocation of IP over optical core networks considering 
four provisioning scenarios. A heuristic is also developed to optimise network 
resource allocation in real time. The model is used to compare the four 
approaches over a small example network (due to the model complexity) and 
the heuristic is used to validate the model. The heuristic is then used to 
evaluate the power savings of the provisioning approaches over larger 
networks, namely the NSFNET [84] and COST239 [85] networks.  
4.2 Advance Reservation  
Recently, these types of applications became popular and significantly 
contribute to the total traffic. The VoD services represents 50% of the video 
traffic in the core network according to Cisco [86]. Also, the growing reliance 
on cloud services impose new requirements on cloud providers, and one of 
these requirements is reliability [87]. Reliability is realised by backing the data 
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on different DCs, and this back up should be done several times a day to 
ensure the different data copies are synchronised.    
   Traffic requests in e-Science applications, grid networks, cloud-computing 
and DCs synchronisation often require large bandwidth only for a certain 
period of time [88]. In addition, some services are highly popular during a short 
period such as VoD that is popular during the evening for example [89].  
   These types of requests can be provisioned through advance reservation to 
guarantee QoS for users and allow operators to better plan their resource 
usage. Advance reservation has different requirements in terms of the start 
time, end time, data rate and duration [90], and therefore allows flexible 
network resource allocation that eventually improves network performance 
[91–95].  
  Chen and Jaekel addressed the problem of energy-aware grooming for 
scheduled traffic requests [96]. They reported savings of 7%-40% by changing 
the requests overlapping factors to maximise grooming of sub-wavelength 
requests and maximise the switching off of unused lightpaths. In [97], the 
authors achieved a power saving of 10% in the sliding-window AR requests 
scenario as compared with the fixed AR requests scenario in a 6-node 
network with 4 sub-wavelength requests. Their power saving was achieved by 
grooming these requests by sliding the start time of the request. In [98], the 
authors investigated the power savings by traffic grooming in both static and 
dynamic traffic requests and evaluated the power saving with three types of 
traffic overlapping scenarios. They achieved a power saving of 10% by 
increasing the requests overlapping factor.  
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    In [99], the authors suggested a two-step dynamic rerouting approach for 
the advance reservation connection request before their start time. This 
rerouting approach considers load balancing between the newly arriving AR 
requests during the rerouting process. To the best of our knowledge no 
previous work exploited the flexibility of rescheduling and rerouting sliding-
window advance reservation requests which are yet to start.  
4.3 Reservation Scenarios 
The scheduled traffic requests arriving at the network are classified as: 
Immediate Reservation (IR) requests and Advance Reservation (AR) requests 
[100]. An IR request must be established as soon as it arrives whereas an AR 
request needs to be allocated in the near future. Furthermore, AR requests 
can be classified into Fixed-window AR (FAR) and Sliding-window AR (SAR). 
The FAR requests specify a start time while the SAR requests allow more 
flexibility by specifying a window where the request can be scheduled to start 
at any time within that window. 
     The provided flexibility by the AR requests can be beneficial for optical 
networks to reduce the power consumption by choosing the optimal 
provisioning solution. To study the impact of reservation and sliding requests 
on network power consumption, different scenarios were considered to exploit 




4.2.1 Immediate and Fixed Advance Reservation (IFAR)  
This is the baseline scenario where only FAR and IR requests with a fixed 
start time are considered. In this scenario, no sliding requests are considered, 
which limits the flexibility that can be achieved.   
4.2.2 Immediate, Fixed and Sliding-window Advance Reservation 
(IFSAR) 
In the second scenario, all the three traffic reservation types are considered 
and the sliding-window advanced reservation (SAR) is included alongside the 
IR and FAR of the baseline IFAR reservation scenario.  
4.2.3 Re-Scheduling and Rerouting AR Reserved Requests (RSRR) 
Scheduling is a decision that is taken at the arrival of the request and this 
decision is based on the network state at that time, but during the day more 
requests arrive and the network state keeps changing. RSRR is a scenario 
where the scheduler has the ability to reschedule and reroute the previously 
scheduled AR requests before their scheduled starting time.  
     Basically, the scheduler can provision resources for the newly arrived 
requests with respect to the previously scheduled requests. While in this 
approach, the scheduler can optimally allocate resources for both the 
previously scheduled requests and the newly arriving requests, as the 
scheduler consider all of them as a newly arriving request. Obviously, SAR 
requests can be rescheduled and rerouted while FAR requests can be 
rerouted only.  
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  As an example, assume that a network operator has scheduled a lightpath 
for a DC backup process between Atlanta and Houston (nodes 6 and 10 in 
NSFNET) at 16:00, for a duration of two hours at a data rate of 20Gbps, but 
this backup process has a starting time flexibility and can be delayed to start 
at any time up to 18:00. At 14:00, the operator receives a video conference 
request between Atlanta and Houston but the conference is required to start 
at 18:00 for a duration of two hours and a data rate of 20 Gbps. The network 
is equipped with 40 Gbps transponders only.  
    In the normal scenario, the scheduler provisions a half utilized wavelength 
from Atlanta to Houston for four hours from 16:00 to 18:00 for the DC backup 
and then from 18:00 to 20:00 for the video conference. However, if the 
operator has the ability to reschedule requests, then after receiving the video 
conference request the scheduler checks whether there is any request that is 
already provisioned at 18:00 to groom the new request with, in order to utilize 
the wavelength fully. If it fails to find any request at that time, then it will look 
for scheduled requests that have not started yet and can be shifted for an hour 
or two. So in our example, the operator will reschedule the DC backup process 
to start at 18:00 instead of 16:00, and groom the two requests in a single 40 
Gbps wavelength from 18:00 to 20:00. Therefore, the operator has reduced 
the power consumed by an operating, partially filled, wavelength for two hours.   
    In the previous example, rescheduling was shown to be able to save power, 
and in the same manner, rerouting can achieve the same savings. For 
example, if a delay tolerant request has been scheduled and provisioned 
using the shortest path and before the scheduled starting time, another 
request arrived to the network that passes through the destination node of the 
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provisioned request but using a longer path. In this case, instead of using two 
paths for the two requests, they can be groomed by rerouting the first request 
and grooming it with the new request. This way, the power consumption is 
reduced by switching off the resources on the first route. 
4.2.4 Rerouting and Rescheduling Active and Reserved Request 
(RARR) 
In the previous scenario, the network operation is not disrupted as only the 
AR requests that have not started are rescheduled. In this scenario, a dynamic 
routing approach is used, where the active requests in the network are 
disrupted and rerouted, and the AR requests that have not yet started are 
rescheduled. In this scenario, no previous knowledge is important as long as 
the requests are delay-tolerant. Added to rerouting, rescheduling is done for 
the AR requests that have not started yet. A comparison between RSRR and 
RARR scenarios is shown in Table 4-1. 
Table 4-1 a comparison between RSRR and RARR scenarios 
Request type RSRR RARR 
IR No capability If started, it can be rerouted 
FAR If not started, it can be rerouted. 
If started can’t do any rerouting or 
rescheduling 
If not started can be rerouted. 
If started can be rerouted 
SAR If not started can be rerouted and 
rescheduled. 
If started can’t do any rerouting or 
rescheduling 
If not started can be rerouted and 
rescheduled. 




4.4 MILP Model for Energy Efficient Traffic Scheduling in IP 
over Optical Networks 
A MILP model is developed for energy efficient advance reservation resource 
allocation. The model is built based on the non-bypass approach with multi-
hop grooming. In multi-hop grooming, the wavelength occupancy is higher 
[101], because at each intermediate node more sub-wavelength traffic 
streams can be groomed.  
    The scheduled traffic request is defined as a 
tuple 𝑟 (𝑠𝑟𝑟 , 𝑑𝑠𝑟 , 𝑑𝑟𝑟 , 𝑑𝑢𝑟 , 𝑎𝑡𝑟 , 𝑠𝑡𝑟 , 𝑒𝑡𝑟), where 𝑠𝑟𝑟 is the source node, 𝑑𝑠𝑟 is the 
destination node, 𝑑𝑟𝑟 is the required data rate, 𝑑𝑢𝑟 is the duration, 𝑎𝑡𝑟 is the 
arrival time and, 𝑠𝑡𝑟 is the start time for the sliding window and 𝑒𝑡𝑟 is the end 
time of the sliding-window of the request.  
     The model optimises the allocation of network resources to meet the 
requirements of the scheduled requests at each scheduling time slot so that 
the total network power consumption is minimised while maintaining QoS (in 
terms of request start time, duration and other requirements). The model sets, 
parameters and variables are defined in Table 4-2: 
Table 4-2 Sets, variables and parameters for the scheduling MILP 
Notation Description 
𝑁 Set of nodes in the network 
L Set of links  
𝑃 Set of paths 
𝑇 Set of time points  
𝐷 Set of traffic requests 
𝐼 Set of IR traffic requests, 𝐼 ∈ 𝐷 
𝐹 Set of FAR traffic requests, 𝐹 ∈ 𝐷 
𝑆 Set of SAR traffic requests, 𝑆 ∈ 𝐷 
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𝑃𝑟  The power consumption of a router port  
𝑃𝑡 The power consumption of a transponder 
𝑃𝑎  The power consumption of an EDFA amplifier 
𝑃𝑜 The power consumption of an optical switch 
𝑃𝑔  The power consumption of regenerator 
𝑠𝑟𝑟 The source node of request 𝑟 
𝑑𝑠𝑟  The destination node of request 𝑟 
𝑑𝑟𝑟  The data rate of request 𝑟 in Gbps 
𝑑𝑢𝑟 The duration of request 𝑟 (number of time slots) 
𝑠𝑡𝑟 The start time of request 𝑟 
𝑒𝑡𝑟 The end time of request 𝑟 
𝑎𝑡𝑟 The arrival time of request 𝑟 
𝐹𝑙 The number of fibers in the physical link (𝑙)  
𝐵 The capacity of each wavelength in Gbps 
𝑊 Number of wavelengths in a fiber 
𝐻 Distance between neighboring EDFAs 
𝐿𝑙 The length of the physical link (𝑙) in km 
𝐴𝑙 The number of EDFAs on link (l). Typically 𝐴𝑙 = ⌊𝐿𝑙/𝐻 − 1⌋ + 2 
𝑅𝐺𝑙 The number of regenerators in link (l). 
𝑒𝑥𝑙
𝑡 The number of occupied wavelengths from previous requests 
on physical link (𝑙) at time 𝑡 
𝑥𝑝𝑡
𝑟  The amount of traffic of request 𝑟 traversing path 𝑝 at time 𝑡  
𝑊𝑙
𝑡 The number of wavelength channels that traverse link l  at time 𝑡  
𝑘𝑙
𝑡 Ceiling variable  
𝛽𝑡
𝑟 Binary variable: 𝛽𝑡
𝑟 = 1 if request 𝑟 runs at time slot 𝑡 otherwise 
𝛽𝑡




𝑟 = 1 when request 𝑟 starts running at time 𝑡, 0 otherwise 
 
The power consumption at time 𝑡 is composed of: 











3- Power consumption of EDFAs at each time 𝑡: 





4- Power consumption of Regenerators at each time 𝑡: 













𝑡 + ∑ 𝑃𝑡
𝑙 ∈𝐿
 𝑊𝑙
𝑡 + ∑ 𝑃𝑎  𝐴𝑙 𝐹𝑙
𝑙∈𝐿






The objective function aims to minimise the total network power consumption 
by minimising the total activated resources.  
Subject to: 
𝑑𝑟𝑟  𝛽𝑡




∀𝑡 ∈ 𝑇, ∀𝑟 ∈ 𝐷  
Constraint (4-2) is the demand constraint where for each request the sum of the 
traffic on the paths between the source and destination should be equal to the 
request data rate. 
𝑊𝑙







∀𝑡 ∈ T , ∀𝑙 ∈ 𝐿  
 Constraint (4-3) represents the grooming constraint where the total number of 
wavelengths on link 𝑙 at time point 𝑡 equals the summation of the newly arrived 
requests wavelengths and the previously scheduled requests wavelengths. The 
ceiling function is non-linear so constraint (4-3) is replaced with two constraints 










𝑡 + 𝑘𝑙 
𝑡  
    (4-4) 
   
∀𝑡 ∈ T , ∀𝑙 ∈ 𝐿  
𝑘𝑙 
𝑡 <  1 (4-5) 
                                                                          ∀𝑡 ∈ T, ∀𝑙 ∈ 𝐿  
Constraint    (4-4) replaces the ceiling function by adding a small fraction to the 
total traffic to make 𝑊𝑙
𝑡 an integer value. This ceiling fraction value is bounded 
by constraint (4-5) to limit its value to less than one.  
𝑊𝑙
𝑡 ≤ 𝑊 𝐹𝑙 
∀𝑡 ∈ T , ∀𝑙 ∈ 𝐿 
(4-6) 
Constraint (4-6) ensures that the total number of wavelengths in a physical link 





=  𝑑𝑢𝑟 




𝑟 = 0 
∀𝑟 ∈  𝐷, ∀𝑡 ∈ 𝑇 ∶ 𝑡 < 𝑠𝑡𝑟 ∨ 𝑡 ≥ 𝑒𝑡𝑟 + 𝑑𝑢𝑟 (4-8) 
Constraints (4-7)-(4-8) ensure that the request service time equals the duration 









𝑟   







∀𝑟 ∈ 𝑆 
(4-11) 
(∑ 𝛽𝑡+𝑖
𝑟 ) − 𝑑𝑢𝑟
𝑑𝑢𝑟
𝑖=0
≥ −𝑀(1 − 𝛿𝑡
𝑟) 
∀𝑟 ∈ 𝑆, ∀𝑡 ∈ 𝑇:      𝑠𝑡𝑟 ≤ 𝑡 ≤  𝑒𝑡𝑟 + 𝑑𝑢𝑟 − 1 
(4-12) 
   Constraints (4-9)-(4-12) ensure that the SAR request service time is contiguous 
inside the sliding window, by introducing a binary variable 𝛿𝑡
𝑟 that is set for only 
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the request start time. Constraint (4-9) sets the value of  𝛿𝑡
𝑟 equal to  𝛽𝑡
𝑟 at t=0. 
Constraint (4-10) makes sure that whenever a transition happens in the value 
of  𝛽𝑡
𝑟 from 0 to 1, where this transition represents the request start time, then 
𝛿𝑡
𝑟is set to 1. Constraint (4-11) ensures that 𝛿𝑡𝑟 for each request 𝑟 should have 
a single impulse within the entire set of time points, and this impulse occurs 
at the time point of the request start of service. Constraint (4-12) ensures that 
if a request starts at time t (i.e. 𝛿𝑡
𝑟 = 1), then  𝛽𝑡
𝑟 values are set to 1 for the 
duration of the request and the  𝛽𝑡
𝑟 values that are equal to 1 are contiguous.   
The above model does not support the rescheduling and rerouting 
scenarios, and to do so a modification is required. This modification includes 
deleting the previously provisioned paths and rerouting them again. To extend 
the model, a new set and a parameter are introduced. 
𝑅 Set of previously scheduled requests 𝑅 ∈ 𝐷 
𝑥𝑟𝑝𝑡
𝑟  The amount of traffic of request 𝑟 traversing path 𝑝 at time 𝑡 
that have been scheduled before 
𝑊𝑙













∀𝑡 ∈ T. ∀𝑙 ∈ 𝐿 
(4-13) 
Constraint    (4-4) is replaced by constraint (4-13). This grooming constraint 
adds the new routing information for the previously scheduled requests to the 
new received requests and deletes previous routing information for the 
previously scheduled requests.  
4.5 Energy Efficient Traffic Scheduling (EETS) Heuristics 
For real-time implementation of the energy efficient traffic scheduling approach, 
heuristics are developed to optimise the network resource allocation for the 
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advance reservation requests in real time. Three heuristics are developed to 
evaluate the different scheduling scenarios.   
The heuristics aim to do capacity-time domain packing. The capacity is 
represented by the network state [102]. The heuristics are expected to result in 
higher power consumption compared to the MILP model as the packing is 
performed sequentially. 
The heuristic starts by routing the IR and FAR requests and then routing and 
scheduling the SAR request as the SAR request are flexible in terms of their 
start time. The heuristic contains two elements: firstly, to do the packing it 
searches for all possible paths that can accommodate the request within the 
request duration. Secondly, provisioning IR and FAR requests as they do not 
need scheduling.  
Figure 4-1 shows an example that illustrates how packing/scheduling works. 
Consider two requests passing through same link and each requires half 𝛌 data 
rate. Assume that R1 is a FAR request, provisioned from 04:00 to 08:00, while 
R2 is a SAR request and can start either on 02:00 or at 04:00 and lasts for four 
hours duration. In Figure 4-1(a), R2 is provisioned at 02:00, while in 
Figure 4-1(b), R2 is provisioned at 04:00. Obviously, scenario B is better in 
terms of packing as R1 and R2 are packed on the same 𝛌 for the same time 







Figure 4-1 Space-time packing a) No packing b) Packing 
   Figure 4-2 shows the flowchart of the Energy-Efficient Traffic Scheduling 
(EETS) heuristic. At the beginning of each time slot, a number of reservation 
requests arrive in the network. As mentioned above, the IR and FAR are served 
first. The FAR requests are served based on ascending order of their start time. 
Both types of requests are routed based on the Energy-Efficient Routing (EER) 
heuristic shown in Figure 4-3. 
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Route IR and provision FAR requests at their start time using EER heuristic
Update network Links capacity
Provision SAR requests at time t using EER heuristic
Calculate the power consumption of the provisioned path starting at time t
Is t <et
For each SAR request
 t = st





Network physical topology, capacities, and the 
incoming traffic requests 
End
 
                                   Figure 4-2 EETS flowchart 
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Find k-min hop paths
Calculate the residual capacity and 
the residual grooming capacity per 
path
Calculate the  residual-hop count 
and grooming residual-hop count 
for each path
Can the request  be 
groomed within any of the k-
min hop paths?
Can the request  be 
routed within any of the k-
min hop paths?
No
Can the request be
 routed on multiple paths of 




Groom the request on the path 
with  lowest grooming residual 
hop product
Route the request on the min 
residual hop count product
Route the request on 
multiple paths with min 
residual hop count product
Yes





available capacity, source, 




                                      Figure 4-3 EER heuristic 
This routing heuristic objective is to find the minimum power consumption 
path at a specific time point out of the k-min hop paths. It has four possible 
scenarios: the first grooms the request within already established wavelengths, 
if it fails to groom then it will initiate new wavelengths, if it fails to find enough 
capacity through single path it will do multipath routing otherwise if it fails to 
route the request, then the request is blocked. After finding the k-min hop paths, 
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the EER will find the minimum residual capacity and minimum grooming 
capacity for each one of the k-paths. To find the best path in terms of number 
of hops, a product of the residuals paths and the number of hops is determined. 
This product is used in choosing the best path whether for grooming or new 
wavelengths.  
    After routing the IR requests and provisioning the FAR requests, the SAR 
requests are provisioned. For SAR requests there are two dimensions to be 
optimized which are the start time (scheduling) and the path (routing). The EER 
routing heuristic selects the best candidate path in terms of power consumption. 
For optimal start time, the heuristic will use a greedy algorithm by checking the 
minimum power consumption for each possible start time. If the SAR request 
occupies more than one time slot, then the EER heuristic might choose different 
paths for each time point so the total power consumption for the whole request 
duration is minimum.  
  Figure 4-4 shows the heuristic for the RSRR approach, which is called Energy-
Efficient Traffic Re-Scheduling (EETRS). In this heuristic, the previously 
scheduled AR requests are deleted, and reprovisioned along with the newly 
arrived requests. For RARR the corresponding heuristic is shown in Figure 4-5 
and called Energy-Efficient Traffic Rescheduling and Rerouting (EETRR). The 
EETRR is similar to the EETRS heuristic except it can act on the currently active 
requests not only the not started ones. So it will delete the active traffic paths 




Route IR and provision FAR requests at their start time using EER heuristic
Update network Links capacity
End
Provision SAR requests at time t using EER heuristic
Calculate the power consumption of the provisioned path starting at time t
Is t <et
For each SAR request
 t = st





Delete the previously scheduled AR requests that have not started yet
Network physical topology, capacities, the 
previously scheduled requests and the 
incoming traffic requests 
 




Route IR and provision FAR requests at their start time using EER heuristic
Update network Links capacity
End
Provision SAR requests at time t using EER heuristic
Calculate the power consumption of the provisioned path starting at time t
Is t <et
For each SAR request
 t = st





Delete the active and the previously scheduled AR requests that have not 
started yet
Network physical topology, capacities, 
the previously scheduled requests and 
the incoming traffic requests 
 
                                   Figure 4-5 EETRR heuristic 
4.6 Network Performance Evaluation 
The performance of the MILP model and the heuristics was tested on a sample 
network, depicted in Figure 4-6, is considered. Figure 4-7 shows the average 
traffic request between each node pair which ranges from 20 Gb/s to 120 Gb/s 
and the peak occurs at 22:00 [103]. Note that the traffic request of a node pair 
is uniformly distributed between 10 and 80 Gb/s. The size of the sliding 
window of SAR requests is uniformly distributed between 2-6 hours and the 
 
86 
duration of traffic requests is exponentially distributed with a mean of 4 hours. 
The number of AR requests arriving to the network throughout the day follows 
a Poisson distribution [104] as shown in Figure 4-8.  
 
Figure 4-7 Traffic Profile 
 
Figure 4-8 SAR requests arrival distribution 
In the IFAR scenario, the traffic matrix consists of 60% IR requests and 40% 
FAR requests. While in IFSAR, RSRR and RARR scenarios, SAR is 20%, 




































































Figure 4-6 Sample network 
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of traffic in the network that can be served using these approaches [86]. The 
VoIP, online gaming, business internet, email, file sharing and consumer web 
traffic are considered as IR traffic. The VoD and video conferencing are 
considered as FAR traffic, while the cloud DC to DC synchronization is 
considered as SAR traffic.      
The RARR scenario is evaluated using the heuristic only, as the model fails 
to produce a result within a reasonable time because of the high number of 
requests in the input traffic matrix.  
The reservation scenarios are evaluated using the traffic profile in Figure 4-7 
on a two hour basis. At the beginning of each time slot, the network receives 
a number of requests and provisions them, with respect to the current network 
status.  
Table 4-3 presents the network parameters including the power 
consumption of the different network devices and wavelength rate based on 
the predicted 2020 technologies [83].  
Table 4-3 Input Data for the MILP model and heuristics 
Power consumption or a router port (𝑝𝑝)  39.2 W 
Power consumption of a transponder (𝑝𝑡) 86 W 
Power consumption of an Optical Switch (𝑝𝑜) 8.5 W 
EDFA’s power consumption  (𝑝𝑒)  15.3 W 
Distance between neighbouring EDFAs (𝐻) 80 km 
Number of wavelengths in a fibre (W) 16 
Capacity of each wavelength (B) 1 Tbps 
     
A-     Reservation Scenarios   
The improvements realised by the sliding requests and rescheduling 
approaches are compared with IFAR approach. The results in Figure 4-9 show 
that the IFSAR scenario with 20% of SAR requests can reduce the power 
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consumption by 3% while RSRR approach while the RSRR can save up to 5% 
as more flexibility is introduced. 
 
Figure 4-9 The power saving percentage for IFSAR and RSRR scenarios 
 B- Impact of Traffic Profile  
To study the impact of network utilisation on power savings with respect to 
advance reservation approaches, the power consumption was evaluated 
under different traffic volumes. Figure 4-10 shows the power saving for 
different traffic volumes for the two scenarios (IFSAR and RSRR) compared 
with IFAR. Increasing the network utilisation reduces the power saving 
because the grooming potential is reduced. The RSRR is less affected by 
increasing the traffic volumes, because it has the flexibility to select the start 
time that allows more grooming.  
 






















C- Impact of sliding window size 
To study the impact of increasing the holding time, the sliding window for SAR 
requests have been increased to 12 and 24 hours. Although 24 hours means 
shifting some requests to the next day, there are some applications that can 
accept such a delay. Figure 4-11 shows the network power consumption for 
three different window sizes (6, 12 and 24 hours).  
The larger window means higher degree of freedom and consequently 
better grooming solution by consolidating the SAR requests within few hours 
to reduce the active network resources.  
 
Figure 4-11 the power saving for IFSAR and RSRR for 12 and 24 hours sliding 
window 
D- MILP vs Heuristic for the small network   
To validate the model, its results are compared to the results of the heuristics 
proposed in Section 4.5. The MILP model results of such a network are 
obtained within a reasonable time. The results in Figure 4-12, show that the 





Figure 4-12 the power consumption for MILP models and heuristic for IFAR, IFSAR 
and RSRR 
E- Heuristic results for NSFNET and COST-239 
After verifying the heuristics, the heuristics are used to evaluate the different 
reservation scenarios considering large network topologies, because of the 
high model complexity at large networks as the grooming problem is an NP-
complete [105]. Two topologies are considered which are the NSFNET and 






























Figure 4-13 COST 239 network with distances in kilometers 
   Figure 4-14 and Figure 4-15 show the power savings of the IFSAR, RSRR 
and RARR scenarios for NSFNET and COST 239, respectively. The RARR 
outperoms the other two scenarios because of its ability to reroute the active 
requsts (IR, FAR and SAR) in addtion to the yet to start SAR and FAR requets. 
The higher the traffic volumes the lower the power savings due to reduced 
grooming possibilities as concluded previously. The COST 239 results show 
higher power savings as compared with NSFNET, and the reason for that is 
due to the higher nodal degree in the topology which is 4.7 as comnpared with 






































         Figure 4-14 The power savings of the NSFNET network 
4.7 Summary 
In this chapter, the energy-efficiency of advance reservation in optical core 
network has been considered. The network traffic was classified into three 
types of reservations, IR, FAR and SAR. Four scenarios have been proposed 
to study the power savings that can be achieved through advance reservation 
approaches. The first approach with no sliding-widow AR requests was used, 
as the baseline approach. The second scenario considers the three types of 
requests. The third and fourth approaches consider rescheduling and 
rerouting the not started AR requests. Additionally, the fourth scenario can 



















































developed to optimise the network resource allocation in IP over optical 
networks considering different classes of scheduled traffic requests. The 
results show that energy efficient network resource allocation according to the 
scheduling requirements saves power, 3%; while adding the flexibility of 
rescheduling and rerouting the reserved traffic requests that have not started 
saves up to 8% of the network power consumption. The results also show that 
disrupting the active traffic requests to reroute them increases the power 
savings to 10%. This limited improvement comes at the cost of a slight 
increase in the delay experienced by users of the interrupted requests.  
Table 4-4 summarises the approaches pros and cons. Also, higher network 
utilisation reduced the power savings as the grooming savings reduced. 
Extending the sliding window for delay-tolerant traffic requests for 12 or 24 
hours reduced the power consumption, because larger window means 
scheduling more requests to be groomed together at the same time slots. 






Cost/Complexity New technology/Features 
IFAR No Very high Very low Not needed 
IFSAR No High Low Scheduling 
RSRR No Low High Scheduling and rescheduling 
RARR Yes Very low Very high 
Scheduling, rescheduling and rerouting. 











5 Mitigating Post-Disaster Traffic Floods using 
Advance Reservation Scheduling in IP over 
Optical Networks 
5.1 Introduction 
In Chapter 3, the issue of post-disaster traffic floods has been explored and in 
Chapter 4 the provisioning problem of AR requests has been addressed. In 
this chapter the flexibility of AR requests are exploited in post-disaster times 
to mitigate floods. MILP models and heuristics are developed with the 
objective of minimising the blocking of post-disaster traffic floods considering 
the three scheduling approaches that were developed in Chapter 4. The 
model and heuristics are used to evaluate the network performance for a 
sample network, while for larger network topologies the heuristics are used.  
5.2 Related Work 
Most of the discussed literature in chapter four focused on efficient resource 
provisioning for AR requests. Few research papers have discussed the 
blocking of IR requests accompanied by AR requests using analytical models. 
The authors in [106] were the first to propose an analytical model to study 
resource sharing between IR and AR requests. They have proposed an 
admission control algorithm in which admission is allowed if the interrupt 
probability is below a certain threshold. Also [107] proposed an analytical 
model using discrete time Markov-Chain to show the benefit of book-ahead 
time compared with immediate reservation. Due to model complexity, the 
simulation considered a single link only. In [108], the authors overcome this 
 
95 
limitation by developing an analytical model that can be run on a whole 
network with both wavelength conversion and wavelength continuity.  
    Also, most of the previous work focused on analytical models not linear 
programming models, and their objective is to analyse the network blocking 
by provisioning both types of reservations. In this chapter, a MILP model and 
heuristic approaches are developed to minimise network blocking. However, 
to the best of our knowledge no previous work considers the sliding-window 
requests for the objective of optimising network blocking and how to exploit 
their flexibility to reduce IR blocking. 
5.3 AR requests with Floods Approaches 
The aforementioned AR scheduling approaches, IFSAR, RSRR and RARR 
are considered here but in a different context, the post-disaster flooding 
context. These approaches have two objectives here: the first is resource 
provisioning in an energy-efficient way, and the second is keeping the blocking 
as low as possible. 
5.3.1 Floods with Traffic Scheduling (FTS) 
This is the baseline approach where AR requests are provisioned on their 
arrival and their flexibility is not exploited, i.e. they are not rerouted or 
rescheduled to allow floods to be accommodated. 
5.3.2 Floods with Traffic Re-Scheduling (FTRS) 
In this approach, the operator can reschedule and reroute the reserved AR 
requests, i.e. not started AR requests. The results in Chapter 4 show that this 
approach has improved the network energy efficiency due to its ability to 
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reroute and reschedule AR reserved requests to improve network resources 
efficiency.  This flexibility is exploited in the post-disaster traffic flooding 
scenario to accommodate floods. This approach also aims to maintain the 
power consumption and blocking to a minimum. Minimising blocking comes 
from routing the requests both (IR and AR) away from the flooded node, and 
scheduling the SAR requests far from the flooding time points.   
5.3.3 Floods with Traffic Rerouting and Rescheduling of Active and 
Reserved Request (FTRR) 
This approach is an improved version of the FTRS approach where the 
currently active requests can be rerouted or rescheduled in addition to the 
reserved AR to allow the maximum flexibility in accommodating traffic floods.   
5.4 Floods with AR Scheduling MILP model 
The AR scheduling model in Chapter 4 is extended to represent a scenario 
where one of the nodes becomes flooded after a disaster. The extended 
model minimises the blocking of traffic floods by optimising the resource 
allocation for the AR and IR requests. Before constructing the new MILP 
model, a list for the new parameters and variables are defined. The new model 
attempts to optimise the resource allocation for the AR and IR requests while 
minimising the blocking of floods. Below parameter and variable are added to 
the previous model.  
𝛾 and 𝛼 Weighing coefficients 
𝐵𝑙𝑟 Binary blocking variable. If 𝐵𝑙𝑟 = 1 then request 𝑟 is blocked, 
otherwise it is not blocked.  
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The model is defined as follows: 
Objective: Minimise: 
𝛾 ∑ (∑ 𝑃𝑟
𝑙 ∈𝐿
 𝑊𝑙
𝑡 + ∑ 𝑃𝑡
𝑙 ∈𝐿
 𝑊𝑙
𝑡 + ∑(𝑃𝑎 𝐴𝑙  𝐹𝑙)
𝑙∈𝐿𝑡∈𝑇
+ ∑ 𝑃𝑜 + ∑(𝑃𝑔 𝑅𝐺𝑙 𝑊𝑙
𝑡)
𝑙∈𝐿𝑚 ∈𝑁
) + 𝛼 ∑ 𝐵𝑙𝑟
𝑟∈𝐼
 
The objective function aims to minimise the total network power consumption 
by minimising the resources used while minimising the floods blocking.  
𝑑𝑟𝑟 𝛽𝑡




∀𝑡 ∈ 𝑇, ∀𝑟 ∈ 𝐹, 𝑆 
(5-2) 
𝑑𝑟𝑟𝐹𝑠𝑑  𝛽𝑡




∀𝑡 ∈ 𝑇, ∀𝑟 ∈ 𝐼, ∀𝑠, 𝑑 ∈ 𝑁: 𝑠 = 𝑠𝑟𝑟 
(5-3) 
 
Constraints (5-2) and (5-3) are the demand constraints, where for each 
request the sum of the traffic on the paths between the source and destination 
is equal to the request data rate. Constraint (5-2) represents the demand 
constraint for the AR requests while constraint (5-3) is for the IR requests. In 
(5-3), the request data rate is multiplied by the flood multiplier (if the node is 
not flooded then 𝐹𝑡
𝑠𝑑 = 1).  
𝑊𝑙






𝑡 + 𝑘𝑙 
𝑡  
∀𝑡 ∈ T , ∀𝑙 ∈ 𝐿 
(5-4) 
𝑘𝑙 
𝑡 < 1 
∀𝑡 ∈ T , ∀𝑙 ∈ 𝐿 
(5-5) 
Constraint (5-4) represents the grooming constraint where the total number of 
wavelengths on link 𝑙 at time point 𝑡 equals the summation of the newly arrived 
requests wavelengths and the previously scheduled requests wavelengths 




integer value. Constraint (5-5) bounds the ceiling/converting variable to less 





=  (1 − 𝐵𝑙𝑟)𝑑𝑢𝑟 






=  𝑑𝑢𝑟 
∀𝑟 ∈ 𝐹, 𝑆 
(5-7) 
𝛽𝑡
𝑟 = 0 
∀𝑟 ∈  𝐷, ∀𝑡 ∈ 𝑇 , 𝑡 < 𝑠𝑡𝑟 ∨ 𝑡 ≥ 𝑒𝑡𝑟 + 𝑑𝑢𝑟 
(5-8) 
Constraints (5-6)-(5-8) ensure that the request service time equals the duration 
of the request within the service window. 
𝑊𝑙
𝑡 ≤ 𝑊𝐹𝑙 
∀𝑙 ∈ 𝐿, ∀ 𝑡 ∈ 𝑇, 
(5-9) 
The capacity constraint (5-9) ensures that the total number of wavelengths in a 
physical link does not exceed the maximum capacity of the physical link. 
   𝛿0
𝑟 = 𝛽0
𝑟 





𝑟   







∀𝑟 ∈ 𝑆 
(5-12) 
(∑ 𝛽𝑡+𝑖
𝑟 ) − 𝑑𝑢𝑟
𝑑𝑢𝑟
𝑖=0
≥ −𝑀(1 − 𝛿𝑡
𝑟) 
∀𝑟 ∈ 𝑆, ∀𝑡 ∈ 𝑇:      𝑠𝑡𝑟 ≤ 𝑡 ≤  𝑒𝑡𝑟 + 𝑑𝑢𝑟 − 1 
(5-13) 
 
Constraints (5-10)-(5-13) are the same as constraints (4-9)-(4-12) as they 
ensure that the SAR request service time is contiguous inside the sliding 
window which is explained earlier. 
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For FRTS and FTRR scenarios, the same model can be used except the 
grooming constraint (5-4) is replaced by constraint (5-14). This constraint is 
similar to constraint (4-13) in the previous chapter.  
𝑊𝑙






𝑡 + 𝑘𝑙 






∀𝑡 ∈ T , ∀𝑙 ∈ 𝐿 
(5-14) 
 
5.5 Floods with AR scheduling Heuristic 
Due to model complexity, a real time approach is implemented. To verify the 
model performance and enable real time operation, three real time heuristics 
have been designed for the three approaches. In the previous two chapters, 
two types of heuristics were developed. The first for the floods scenario with 
the objective of minimising blocking and the second is for the scheduling 
approach where the objective was provisioning the AR requests in an energy-
efficient way. The new heuristics are inspired by both objectives, as the aim is 
to minimise blocking while provisioning the requests using the lowest power 
consumption. 
   Basically, the AR is a request that should not be blocked due to its high level 
of commitment while the IR is a request that can be accepted or blocked, due 
to its nature of being submitted immediately. These principles considered in 
the heuristic design. The scheduling heuristic discussed in Section 4.5 starts 
with serving the IR and FAR requests while leaving the SAR requests to the 
end so it can find a better solution for grooming. In the current scenario, and 
due to the increased amount of traffic, AR requests is given a high priority 
leaving the IR requests to the end in order not to fill the available capacity and 
avoid violating the AR commitments.  
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    Generally, each heuristic contains four main procedures, three are 
responsible for provisioning the three types of requests and the fourth is 
responsible for routing. In the first scenario, the network schedules and route 
the requests at their arrival time which is the baseline for the scenarios. The 
algorithm is similar to EETS, except for one change, where the AR is 
provisioned first then IR requests are provisioned afterwards. The algorithm is 
called Floods with Traffic Scheduling (FTS) shown in Figure 5-1. The AR 
requests use the EER heuristic shown previously in Figure 4-3. The IR floods 
use the MBR heuristic which is shown in Figure 5-2 while the non-flooding IR 
requests use the ERR heuristic. The MBR heuristic attempts to get lower 
blocking by searching for the residual capacity in all the possible paths 
between each source-destination and not only the k-minimum hop paths.  
   The second algorithm is for the FTRS scenario which is shown in Figure 5-3 
and called Floods with Traffic Rescheduling (FTRS). In this algorithm, there 
are two options. The first represents the normal operation and the second 
represents when floods take place. It starts by deleting the previously 
scheduled AR requests and reprovision them again as they have just arrived 
with the newly arrived requests. The first option objective is to minimise power 
consumption while the second option aims to minimise blocking during 
flooding. When floods take place, the criteria for scheduling and routing should 
take different action to minimise the blocking and improve network utilisation. 
So for routing/rerouting AR requests and the non-flooding IR requests, it uses 
the FPR heuristic.  
   The FPR heuristic is shown in Figure 5-4. It attempts to route these non-
flooding requests far away from the flooded node by using a weighted graph 
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that assigns high weights for the links connected to the flooded node.  Then 
based on the minimum cost routing it will choose the lowest cost routes to 
provision the paths. So for scheduling SAR requests, the algorithm chooses 
the lowest utilisation time points to schedule the request during low traffic 
periods.  
  The FTRR approach, shown in Figure 5-5, is similar to the FTRS heuristic 
except it can act on the currently running requests plus the not started ones. 
However, as an algorithm it is similar to the FTRS except that during the 
deletion of the previously scheduled AR requests, it will disrupt the currently 
running AR/IR requests and delete their provisioned paths. Obviously, the 
parameter 𝑥𝑟𝑝
𝑡 contains all the previously routed information, so the first step 
is to delete their paths and route them as they have just arrived.  
                                Table 5-1 scenarios comparison 
 




requests on their 
arrival only 
Reschedule SAR 




their start time 
Routing under 
normal operation 
Route once at arrival Reroute AR before 
their start time 
Reroute AR/IR at 
each time point 
Routing/Reroutin
g under floods 
Do nothing Rerouting: Avoid 
flooded node during 
rerouting for the 
future hours 
Rerouting: Avoid 
flooded node during 
rerouting for now 




Do nothing Rescheduling: Avoid 








Provision FAR requests at their start time using EER heuristic
Route IR requests 
- Floods using MBR heuristic 
- non-flooding IR using the EER
and calculate the blocking probability
Update network Links capacity
End
Provision SAR requests at time t using EER heuristic
Calculate the power consumption of the provisioned path starting at time t
Is t <et
For each SAR request
 t = st





Network physical topology, 
capacities, and the incoming traffic 
requests 
 
Figure 5-1 FTS heuristic 
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Find all possible paths
Calculate the residual capacity and the 
residual grooming capacity per path
Calculate the  residual-hop count and 
grooming residual-hop count for each path
Can the request  be 
groomed within any of the k-
min hop paths?
Can the request  be 
routed within any of the k-min 
hop paths?
No
Can the request be 





Groom the request on the path with  
lowest grooming residual hop product
Yes
Route the request on the min residual 
hop count product
Route the request on multiple paths 
with min residual hop count product
Yes
Update capacities and blocking 
Yes
end
network topology, available 
capacity, source destination, 
data rate, time point.
 





Provision FAR requests at their start time using EER heuristic
Route IR requests using EER heuristic and calculate the blocking probability
Update network Links capacity
End
Provision SAR requests at time t using EER heuristic
Calculate the power consumption of the provisioned path starting at time t
Is t <et
For each SAR request
 t = st








Delete the previously scheduled AR requests that have not started yet
Provision FAR requests at their start time using FPR heuristic
Route IR requests 
- Floods using MBR heuristic 
- non-flooding using FPR
calculate the blocking probability
Update network Links capacity
End
Provision SAR requests at time t using FPR heuristic
Calculate total network utilisation at time t
Is t <et
For each SAR request
 t = st






Given the network topology, capacities, the 
previously scheduled requests and the 
incoming traffic requests 
 




Calculate the paths with min cost
Calculate the residual capacity and the 
residual grooming capacity per path
Calculate the  residual-hop count and 
grooming residual-hop count for each path
Can the request  be 
groomed within any of the k-
min hop paths?
Can the request  be
 routed within any of the k-min 
hop paths?
No
Can the request be 





Groom the request on the path with  
lowest grooming residual hop product
Yes
Route the request on the min residual 
hop count product
Route the request on multiple paths 
with min residual hop count product
Yes
Update capacities and blocking 
Yes
end
network topology, available capacity, source 
destination, data rate, time point.
 Assign weights to the links so that links 
connected to the flooded node have high cost
 




Provision FAR requests at their start time using EER heuristic
Route IR requests using EER heuristic and calculate the blocking probability
Update network Links capacity
End
Provision SAR requests at time t using EER heuristic
Calculate the power consumption of the provisioned path starting at time t
Is t <et
For each SAR request
 t = st








Delete the active and the previously scheduled AR requests that have not started yet
Provision FAR requests at their start time using FPR heuristic
Route IR requests 
- Floods using MBR heuristic 
- non-flooding using FPR
calculate the blocking probability
Update network Links capacity
End
Provision SAR requests at time t using FPR heuristic
Calculate total network utilisation at time t
Is t <et
For each SAR request
 t = st






Given the network topology, capacities, the 
previously scheduled requests and the 
incoming traffic requests 
 




5.6 Network Performance Evaluation 
Due to the model complexity, the same procedure of the previous chapter is 
followed, where the MILP model is evaluated on a small example network and 
it is thus verified by comparing its results to the heuristic. Then the heuristic is 
used for larger network topologies. The sample network topology with the 
same traffic profile of the previous chapter was used which is depicted in 
Figure 4-6 and Figure 4-7, respectively. The traffic consists of 60% IR 
requests and 40% AR requests. The AR requests consists of 20% SAR and 
20% FAR and these percentages are based on [86]. The AR requests arrival 
follows a Poisson distribution that can be shown in Figure 4-8.  
 The reservation approaches are evaluated using the traffic profile in 
Figure 4-7 on a two hour basis. At the beginning of each time slot, the network 
receives a number of requests and provisions them, with respect to the current 
network status.  
   A single node flooding will take place at a time and within specific hours of 
the day. Two nodes are chosen one with nodal degree of 2 at a middle location 
(node 4) and the other in the edge with nodal degree of 3 (node 1). The 
flooding is assumed to take place from midday until midnight. The proposed 
scenarios are evaluated under these assumptions to check the network 
behaviour.   
   Figure 5-6 and Figure 5-7 show the blocking percentage for node 1 and 
node 4 flooding scenarios respectively, considering the traffic floods to be 
triple the normal IR traffic for the three proposed approaches for both models 
and heuristics. For node 1 and node 4, the flooding happens at 12:00, but no 
blocking happens until 20:00 hours, because the traffic is low compared with 
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busy hour traffic and can be served within the overprovisioned capacity 
(overprovisioning factor of 2). Node 4 blocking is higher as compared to node 
1 because of its location and nodal degree. The higher nodal degree leads to 
less blocking probability, because higher nodal degree means more freedom 
in routing.  
 
                       Figure 5-6 The floods blocking percentage for node 1  
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   The FTRS approach outperforms the FTS scenario in terms of blocking, as 
it manages to reduce the blocking by 4%. This reduction is due to the ability 
of the FTRS to reprovision the previously provisioned AR requests. The 
reprovisioning includes rerouting for FAR requests and rerouting and 
rescheduling for SAR requests. The rerouting allows finding an alternative 
path for the AR requests routed through the flooded node and therefore allows 
the flooded node to use its resources to serve its own traffic. The rescheduling 
can help reschedule the SAR requests to avoid the flooding time by pushing 
the sliding requests towards the end of the sliding window.     
   In the heuristic approach, the FTRS heuristics results approach those of the 
model as the heuristic mimics the model behaviour.  In the heuristic approach, 
the floods warning changes the provisioning process by choosing the lowest 
utilisation time points instead of lowest power consumption and avoiding 
flooded nodes instead of using shortest path routing. In the simulation, the 
floods warning is issued at 12:00, so the routing and scheduling decisions are 
changed starting at that time.     
   To determine how the two approaches perform in terms of scheduling 
Figure 5-8 shows the number of SAR requests scheduled at each time point. 
The FTS approach attempts to provision the AR requests in an energy-
efficient approach which means grooming as many requests as possible 
during the busy hours, and consequently the FTS has a higher blocking 
probability. On the other hand the FTRS reschedules SAR demands to avoid 
the flooding time by pushing them to the end of the sliding window. The FTRS 
has two objectives in rescheduling the first is to groom more requests and the 
second to reduce blocking. The grooming can be seen at 14:00 hours where 
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the number of groomed SARs for the FTRS is higher than FTS approach. This 
improved grooming is a result that benefits from the flexibility of the sliding 
window size that ranges between 2 and 6 hours. Thus, FTRS reschedules as 
much SAR requests as possible to start at the end of the sliding window. 
Reduced blocking can be seen at time 00:00 hours of the next day. This is 
attributed to the FTRS approach which rescheduled the SARs that should start 
at the busy hours towards the next day. This rescheduling means freeing more 
resources during the busy hours that can be used by the floods. On the other 
hand, the FTS approach scheduled a large number of SAR requests at 20:00 
and 22:00 hour, and that leads to higher blocking.  
 
           Figure 5-8 No. of started SAR requests for FTS and FTRS 
A flooding multiplier of x5 is considered for node 1 and node 4. The floods 
blocking percentage is shown in Figure 5-9 and Figure 5-10, respectively. 
































                             Figure 5-9 The blocking percentage for node 1  
 
                               Figure 5-10 The blocking percentage for node 4  
   For large network topologies, the heuristic is evaluated on the NSFNET. 
There are five DCs located in nodes (2, 3, 7, 8 and 9). The heuristic 
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node at a time with floods of 5x the amount of regular traffic. Two flooding 
scenarios are considered the first lasts for 12 hours starting from midday till 
midnight and the other lasts for 4 hours starting from 20:00 to 23:59.  
   The longer flooding scenario results are shown in Figure 5-11. The results 
show that the FTS approach fails to fully serve the floods within the high traffic 
hours while the FTRS and FTRR successfully serve all the floods as they 
adapt the scheduling and routing of AR requests under floods.   
   The location and nodal degree of the flooded node have a significant impact 
on the floods blocking probability. For node 1 flooding scenario, the floods 
blocking probability is zero, using the three approaches, because it lies next 
to DC nodes (2 and 3) and it is a transit node connecting the east to west of 
the network. This location imposes high links capacities which can be useful 
in flooding times.  Node 7 which is a data centre located at the edge of the 
network with a low nodal degree has the highest blocking probability because 
most of its resources are already used for traffic originating/destined to the 
node. Due to its location at the edge of the network, transit traffic through node 
12 is limited and therefore its links capacities are limited resulting in blocking 




Figure 5-11 The floods blocking percentage under the 12 hours flooding 
scenario 
   In Figure 5-12 the shorter flooding scenario results are shown for the 
different node flooding scenarios. The FTRS fails to fully serve the floods 
under node 7 and node 12 scenarios at time 20:00. The FTRS attempts to 
reprovision the reserved ARs, however this is not enough to create capacity 
to accommodate the floods as the floods start within the busy hours where the 
active traffic is the highest. AR requests were already scheduled to start at 
time 20:00 and that time, 20:00, is within the busy hours. On the other hand 
the FTRR can fully serve the floods by rerouting the active requests (AR and 
IR).  
























FTS Node 1 FTRS Node 1 FTRR Node 1 FTS Node 7 FTRS Node 7




Figure 5-12 The floods blocking percentage under the 4 hours flooding 
scenario 
5.7 Summary 
In this chapter, the flexibility of advance reservation has been exploited to 
mitigate the short-term capacity exhaustion. To accommodate the post-
disaster traffic floods, the AR requests can be delayed or rerouted to avoid 
flooding time and node. Three scheduling scenarios have been considered 
within the disaster context and their different flexibility degrees are deployed 
to alleviate the floods. MILP models were developed to evaluate the network 
performance under advance reservation and traffic floods.  Also, heuristic 
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proposed scenarios. The heuristics verified the MILP results, and furthermore 
enable real time operation for larger network topologies. 
    A sample network topology was evaluated using the MILP models. The 
results show that the FTRS approach achieve a lower blocking probability 
compared with the FTS approach. The FTRR approach outperforms the other 
scenarios due to its ability to adapt to network utilisation changes but this is at 
the cost of a slight increase in the delay experienced by users of the 
interrupted requests. Furthermore, the heuristics were used to evaluate the 
NSFNET performance under two flooding scenarios. The first scenario where 
the flooding lasted for 12 hours from midday till midnight. The results showed 
that FTRR and FTRS approaches succeeded in eliminating blocking. While in 
the second scenario where the flooding lasted for 4 hours during the peak 
hours, the FTRS failed to react and the flooded node got blocking. On the 
other hand, the FTRR succeeded in both scenarios because it react to the 
changes online. Table 5-2 summarises the scenarios pros and cons.       




Blocking Cost/complexity New technology/features 
FTS No High Low Scheduling 
FTRS No Low High Scheduling and rescheduling 
FTRR Yes Very low Very high 
Scheduling, rescheduling and rerouting. 





6 Blackout Resilient Network 
6.1 Introduction 
A disaster may not necessarily demolish the telecom infrastructure, but 
instead it might affect the national grid and cause blackout and consequently 
disrupting the network operation unless there is an alternative power 
source(s). In this chapter, power outages are considered, and the network 
performance is evaluated during a blackout. Two approaches are presented 
to minimise the impact of power outage and maximise the survival time of the 
blackout node. A MILP model is developed to evaluate the network 
performance under single node blackout scenario. 
6.2 Blackout Disaster 
During the Japan Earthquake in 2011, the affected area was left in a blackout, 
where 1500 telecommunications switching offices were left without main 
power supply except few limited batteries. Eventually, the switching systems 
shut down after few hours when the batteries charge was depleted [66]. In 
Italy in 2003, there was a total blackout that lasted for 12 hours and impacted 
the whole country [1].  
     Most of the countries rely on a national grid network, and any disruption in 
the grid might bring systems in the country as a whole that relay on electricity 
down. The recent energy strategies that promote the use of renewable energy 
can help, however still the use of renewable energy is limited even in the 
developed countries.   
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   Usually, the telecommunications central offices (COs) are equipped with 
either renewable energy supply and/or diesel generators. Obviously these are 
of limited availability. As stated earlier in Chapter 2, ensuring that the networks 
survives during disasters is essential in disaster evacuation operations. 
Optimising the power consumption throughout the network is essential in 
building disaster-resilient networks. Building energy-efficient survivable 
networks was investigated in a number of papers [109], [110], but the 
approach does not consider disaster survivability or limited power sources. 
Few papers in the literature have the use of renewable energy [39], [111]. The 
considered approaches attempted to study maximising the usage of 
renewable sources to replace brown energy.   
 In [112] the authors studied the disasters that causes power outages, and 
proposed a framework for disasters risk assessment. Based on the 
assessment, the logistic resources are planned by providing portable 
generators and permanent solar cells.  
    In this work, the survival time of blackout nodes is extended by reducing the 
amount of traffic that is routed through these limited power nodes. 
Furthermore, during renewable energy production hours, the available 
renewable energy is exploited first before using the battery energy. 
6.3 MILP for Blackout Resilient Scenarios 
A MILP model is developed to optimise the routing in core networks under a 
single node blackout scenario where limited alternative energy sources are 
available to the blackout node. The model objective is to reduce the total 
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power consumption where the batteries power is prioritised in the 
minimisation. 
   These energy sources can be renewable sources, batteries, diesel 
generators added to the national power.  
     The model considers a bypass IP over WDM architecture. The available 
energy sources are assumed to be used to power on the network equipment 
only, i.e. the power consumption of CO cooling system, servers is not 
considered. In addition, as the focus in this thesis is on the core network, the 
access network and aggregation routers are not considered.  
      Before introducing the model, the parameters and variables used in the 
model are defined Table 6-1.  
Table 6-1 Sets, parameters and variables for the blackout MILP 
Notation Description 
𝑁 Set of nodes 
𝑁𝑖  Set of neighbouring nodes of node 𝑖 
𝑠 𝑎𝑛𝑑 𝑑 Denote source and destination nodes of a traffic request  
𝑖 𝑎𝑛𝑑 𝑗 Denote end nodes of a virtual link in the IP layer 
𝑚 𝑎𝑛𝑑 𝑛 Denote end nodes of a physical link in the optical layer 
𝑇𝐷 Time slot duration 
𝑃𝑟 Power Consumption of a router port 
𝑃𝑡 Power Consumption of a transponder 
𝑃𝑜 Power Consumption of an optical switch 
𝑃𝑒 Power Consumption of an EDFA 
𝑃𝑔 Power Consumption of a regenerator 
𝐵 Capacity of a wavelength 
𝑊 The number of wavelengths per fibre 
𝐴𝑚𝑛 Number of EDFAs on physical link (𝑚, 𝑛). 
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Typically, 𝐴𝑚𝑛 = (
𝐿𝑚𝑛
𝑠
− 1) + 2 , where 𝑠 the distance 
between two neighbouring EDFAs and 𝐿𝑚𝑛 is the distance 
between (𝑚, 𝑛). 
𝐹𝑚𝑛 Number of fibres in link (𝑚, 𝑛) 
𝑅𝐺𝑚𝑛 The number of regenerators in link (𝑚, 𝑛) 
𝛼, 𝛽, 𝛾 𝑎𝑛𝑑 𝛿 Weighing coefficients  
𝜆𝑠𝑑 Traffic request from node  𝑠  to node  𝑑 
𝐵𝑖  The available battery energy at node 𝑖 
𝑅𝑖 The maximum output power of the renewable energy 
source in node 𝑖 
𝜆𝑖𝑗
𝑠𝑑 The traffic flow of request (𝑠, 𝑑) that traverse the virtual 
link (𝑖 , 𝑗) 
𝐶𝑖𝑗 The number of wavelength channels  in the virtual link 
(𝑖 , 𝑗) 
𝑊𝑚𝑛
𝑖𝑗
 The number of wavelength channels in the virtual link  (𝑖 , 
𝑗) that traverse link (𝑚, 𝑛) 
𝑏𝑙𝑠𝑑 Binary blocking variable. If 𝑏𝑙𝑠𝑑 = 1 then request from node  𝑠  
to node  𝑑 is blocked, otherwise it is not blocked. 
RE𝑠 The amount of renewable power consumed at node 𝑠  
BT𝑠 The amount of power withdrawn from a battery during 
time slot 𝑡 at node 𝑠 
BR𝑠 The amount of grid (brown) power consumed at node 𝑠 
 
The model is defined as follows:  
Objective function: Minimise 
∑(𝛼 𝑅𝐸𝑖 + 𝛽 𝐵𝑅𝑖 + 𝛾 𝐵𝑇𝑖)
𝑖∈𝑁
+ 𝛿 ∑ ∑ 𝑏𝑙𝑠𝑑
𝑑∈𝑁:𝑠≠𝑑𝑠∈𝑁
  (6-1) 
 
The objective function (6-1) minimises the power consumed from the different 
power sources at each node, while keeping the blocking to minimum. Each 
power source is weighted by coefficient. Tuning these coefficients adjusts the 










𝜆𝑠𝑑  (1 − 𝑏𝑙𝑠𝑑)        𝑚 = 𝑠
−𝜆𝑠𝑑(1 − 𝑏𝑙𝑠𝑑)        𝑚 = 𝑑
0        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
∀𝑠, 𝑑, 𝑖 ∈ 𝑁: 𝑠 ≠ 𝑑, 
(6-2) 
 
Constraint (6-2) is the flow conservation constraint in the IP layer. It ensures 
that the total outgoing traffic is equal to the total incoming traffic except for the 





∀𝑗, 𝑖 ∈ 𝑁: 𝑖 ≠ 𝑗, 
(6-3) 
 
Constraint (6-3) is the virtual link capacity. It ensures that the summation of all 








𝐶𝑖𝑗           𝑚 = 𝑖
−𝐶𝑖𝑗         𝑚 = 𝑗
0        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
∀𝑖, 𝑗, 𝑚 ∈ 𝑁: 𝑖 ≠ 𝑗, 
(6-4) 
 
Constraint (6-4) is the flow conservation constraint in the optical layer. It 
assumes that the total outgoing wavelengths in a virtual link should be equal 
the total incoming wavelengths except the source and the destination nodes 




=  𝑊𝑚𝑛 
∀𝑚 ∈ 𝑁, 𝑛 ∈ 𝑁𝑚, 
(6-5) 
𝑊𝑚𝑛 ≤ 𝑊. 𝐹𝑚𝑛 
∀𝑚 ∈ 𝑁, 𝑛 ∈ 𝑁𝑚, 
(6-6) 
Constraint (6-5) finds the total wavelengths per link (𝑚, 𝑛), while constraint 
(6-6) ensures that the total wavelengths per link does not exceed the fibre link 
capacity. 
𝑅𝐸𝑖 ≤ 𝑅𝑖  




𝐵𝑇𝑖𝑇𝐷 ≤ 𝐵𝑖 
∀𝑖 ∈ 𝑁 
(6-8) 
Constraints (6-7) and (6-8) ensure that the power consumed per node does 
not exceed the available generated energy for renewable and battery sources. 
Constraints (6-7) ensures that at each time point the amount of power 
consumed from renewable sources does not exceed their produced power. In 
constraint (6-8) the formulation ensures that the power withdrawn from a 



































+ 𝑃𝑜 = 𝐵𝑇𝑖 + 𝐵𝑅𝑖 + 𝑅𝐸𝑖 
∀𝑖 ∈ 𝑁 
(6-9) 
 
Constraint (6-9) makes sure that the power consumed in the node should 
equal the total power consumed by all energy sources.  
6.4 Network Performance Evaluation 
The model is evaluated using the Italian network topology shown in Figure 6-1 
Italian Network which consists from 21 nodes and 35 bidirectional links and 
one DC located in Milan (node 19). Table 6-2 shows the simulation 
environment parameters in terms of number of wavelengths, wavelength 
capacity, distance between two neighbouring EDFAs, and energy 
consumption of different components in the network. The average traffic 
between a node pair varies throughout the day following the profile in 
Figure 6-2 with busy hour at 22:00. The traffic is generated using a gravity 




                                         Figure 6-1 Italian Network 
     Solar energy is used as the renewable energy source. Each CO is 
equipped with 100 m2 of solar panels, so the peak solar energy produced in a 
day equals is approximately 70 kW as shown in Figure 6-3 [113]. The sunrise 
and sunset and the perceived irradiance of April are considered where the sun 
light available for 12 hours [114].    
Table 6-2 Input Data for the dimensioning MILP Model 
Distance between two neighbouring EDFAs (S)  80 (km) 
Number of wavelengths in a fibre (W)  32 
Capacity of a wavelength (B)  40 (Gb/s) 
Power consumption of a router port (𝑃𝑟)  825 (W) 
Power consumption of a transponder (𝑃𝑡)  167 (W) 
Power consumption of a regenerator (𝑃𝑔)  334 (W) 
Power consumption of an EDFA (𝑃𝑒)  55 (W) 




                               Figure 6-2 Average traffic request 
 
                    Figure 6-3 Solar cells output power at each node 
    Two optimisation approaches were considered using the developed MILP 
model with varying objective function coefficients to study the trade-off 


















































































1- Blocking minimisation scenario: the power consumption coefficients 
𝛼, 𝛽 𝑎𝑛𝑑 𝛾 were set to 1 while 𝛿 was given a very high number 
(1,000,000 here), as the main objective is to minimise the total network 
blocking while minimising the consumed power in total.  
2- Weighted Energy Sources Optimisation (WESO) scenario: In this 
scenario the weights are set in a way that ensures that the use of grid 
power is prioritised over the battery and renewable power to preserve 
the battery energy and the renewable energy of the blackout node. 
Therefore, this objectives attempts to ensure that during a blackout the 
transit traffic should be routed away from the blackout node to other 
nodes where grid power is available. Also the use of renewable energy 
in the blackout node is given priority over the power drawn from the 
battery as long as renewable energy is available to preserve the battery 
energy to the times when there is no sunlight. Table 6-3 shows the 
three different combinations of weighing coefficients.                                                                 
Table 6-3 Weighing Coefficients 
 𝜶 𝜷 𝜸 
WESO 1 10 1 100 
WESO 2 8 6 20 
WESO 3 15 5 25 
    The blackout is considered to happen at the beginning of the day (00:00) 
and last 24 hours. The model was run for a whole day in a two hour basis in a 
sequential manner. By assuming that the network receives the requests each 
two hours and route them, at the end of the two hours the residual battery 
energy is passed over to the next time point and so on till the end of the day. 
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   The four proposed scenarios (blocking minimisation and three weighted 
energy optimisation) are evaluated for a day long blackout at node 14. The 
node is assumed to have 360 kWh batteries, (a small saloon, 12 V, car battery 
is typically rated at 40 ampere hours, which translates to 0.48 kWh. The Tesla 
electric vehicle battery is 60 kWh to 85 kWh according to model [115]).  
Figure 6-4 Figure 6-7 show the power consumed for each power source 
throughout the day and the battery residual energy for node 14.   
   In Figure 6-4, the blocking minimisation approach results are shown. In this 
scenario, the node used the battery energy during the midnight hours till 4:00 
am, because the traffic is relatively high. Then from 04:00 to 06:00, the node 
turned off as no energy source is available yet. At 06:00 the sun rises and the 
node operation is resumed until the sunset at 18:00 where the node shut down 
again until the end of the day. During the renewable power availability, the 
node fully utilised the renewable energy generated to serve the node traffic 
and the transit traffic.  
 
Figure 6-4 Node 14 power consumption and battery residual energy under 
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   The WESO 1 scenario results are shown in Figure 6-5. The node used 
minimal energy from the battery energy, because the node handled its own 
traffic only (originating and destined traffic) while the transit traffic is rerouted. 
This can be seen as the maximum consumed power in the node is 14 kW.  
During the sunlight hours, the node used renewable energy, while after the 
sunset, the batteries were used.  
    The WESO 2 scenario results are shown in Figure 6-6. The results show 
that the switching between the batteries and renewable energy is the same as 
the WESO 1 scenario. During the sunlight hours, however, the node fully used 
the available renewable energy to route both the destined/originating traffic 
and transit traffic as the weight given to renewable energy did not stop routing 
the transit traffic. 
 
Figure 6-5 Node 14 power consumption and battery residual energy under 
WESO 1 
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Figure 6-6 Node 14 power consumption and battery residual energy under 
WESO 2 
   The WESO 3 scenario results are shown in Figure 6-7. This scenario 
behaves similar to WESO 1 and 2 in switching between the batteries and 
renewable. The only difference is that in WESO 3, the difference in weights 
between renewable and battery is larger. Therefore less transit traffic is routed 
through the blackout node resulting in lower blackout node power 
consumption. This can be verified by checking the total consumed power in 
the node. In WESO 1, the node consumed 14 kW maximum, while in WESO 
2 it consumed 70 kW and in WESO 3 it consumed 28 kW. In conclusion, the 
three scenarios avoided using the battery energy in two cases. The first when 
the renewable is sufficient for routing the node traffic and the other situation 
where the battery power was not used is the situation where the node would 
have had to route transit traffic under normal conditions when the renewable 
energy is unavailable. The differences are during the availability of the 
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Figure 6-7 Node 14 power consumption and battery residual energy under 
WESO 3 
    The WESO 1 scenario is studied throughout this section, because it 
avoided the blackout node during the 24 hour blackout.   
   To maximise the impact of the blackout, the nodes with the most transit 
traffic are considered to suffer a blackout. To evaluate the most critical nodes, 
the MILP model is used assuming that there is no blackout in any node. 
Figure 6-8 shows the amount of traffic (transit, originating and destined) 
carried by each node throughout the day. The figure shows that nodes 7, 9, 
12, 13, 14 and 19 are carrying very high traffic as compared with the other 
nodes. So, these nodes are assumed to have a blackout and would be 
evaluated.  
   The two scenarios are evaluated for each node to identify the blocking 
incurred and how much battery power is required. To compare the blocking, 
the same battery is considered for the two scenarios. A high power battery is 
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                          Figure 6-8 Node carried traffic through the day 
  Generally, the nodes can be classified into high traffic nodes and low traffic 
nodes. The high traffic comes from either a high population in the city, from a 
DC or from transit traffic passing by the node. According to this classification, 
nodes 7 and 9 which are in Rome and Napoli have large population, while 
node 19 is in Milan has a large population and there is a DC collocated as 
well. Nodes 12, 13 and 14 lie in the path leading to the DC. The suggested 
approaches mainly deal with traffic distribution in the network.  
   First nodes 12, 13 and 14 are evaluated for both scenarios considering each 
node to be equipped with a battery of 360 kWh. This is the battery capacity 
needed to reduce the blocking probability to be zero (i.e. a battery is enough 
to last the node for 24 hours for the traffic it generates and sinks). Figure 6-9 
shows the blocking probability of these nodes. Clearly, the WESO scenario 
outperforms the blocking minimisation approach as it managed to run the 
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occurred due to the blackout nodes not being able to send/forward traffic after 
running out of battery when sunlight is unavailable. The blocking minimisation 
scenario used the battery to run the node for the first hours of the day after 
which the available renewable energy was enough to serve all the demands, 
then blocking starts when no renewable energy is available. Nodes 13 and 14 
start blocking from early hours because all the battery energy is used for 
carrying the transit traffic in the four early hours of the day. The nodes’ total 
blocking probability throughout the day as seen in the figure show that node 
14 is the worst, then node 13 follows and the least blocking is in node 12. This 
variation is due to the node running out of battery energy before sunrise. In 
this sense, node 14 drained the battery energy by 02:00 hour, while node 13 
exploited the battery energy from 00:00 to 04:00, node 12 used the battery 
energy until sunrise. The amount of energy used depends to a large extent, in 









(a) Node 12 
 
(b) Node 13 
 
    (c) Node 14 
Figure 6-9 The blocking probability for nodes a) 12 b) 13 c) 14 
   Figure 6-10 shows the total number of hops in three scenarios: WESO 
scenario, blocking minimisation and WESO with no blackout. The no blackout 
scenario has the lowest number of hops to keep the energy minimised. The 






























































this can be seen in the figure as the number of hops stays constant above that 
of the no blackout scenario. The blocking minimisation approach routed based 
on the minimum-hop paths (because the objective includes minimise total 
power consumption, and minimum hop (not shortest path) minimises power 
consumption) during the first two hours of the day till the battery power was 
exhausted. When the node shut down (02:00 and 04:00), the number of hops 
decreased due to blocked requests. To minimise the blocking at 06:00, the 
blackout node was avoided, so the number of hops increased till 20:00 where 
the renewable power became insufficient to serve the traffic.  After sunset, the 
node has no power to keep it working, so it shut down, and the number of 
hops decreased. 
 
                                             Figure 6-10 Number of hops  
    Due to their high originating and destined traffic nodes 7 and 9 are 
considered to be equipped with batteries of 720 kWh and 1500 kWh, 
respectively. Figure 6-11 shows the blocking probability for nodes 7 and 9 
when a blackout takes place for 24 hours. The WESO scenario has 
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completely out of service during the last four hours of the day in the blocking 
minimisation approach. Under 24 hours blackout at nodes 7 and 9 the blocking 
minimisation approach started blocking earlier than the scenarios with 
blackouts at nodes 12,13 and 14 because the available renewable energy 
during the sunlight hours is not enough to serve all the traffic.  
 
(a) Node 7 
 
(b) Node 9 



















































   Nodes 7 and 9 have high amount traffic requests but also they carry the 
transit traffic between the datacenter (in the north) and the south edge nodes. 
So the WESO scenario can perform better by rerouting the transit traffic away 
from them. For datacenter node 19 which lies in the far edge of the network 
and has originating and destined traffic, the WESO scenario cannot solve the 
problem.     
6.5 Summary 
Blackouts are another source of disruption in the network operations during 
disasters unless there is a backup power source. In this chapter, building a 
blackout resilient network has been investigated in the optical core network. 
The problem is an issue that can be tackled on different levels. Two scenarios 
have been considered one with the objective of minimising blocking and the 
other has the aim of optimising power sources usage where the blackout 
nodes is considered to have access to solar energy and batteries. A weighted 
energy optimisation scenario was introduced. This attempts to maximise the 
blackout survival time while minimising the blocking. A MILP model was 
developed for optimising the IP over WDM network under the two scenarios. 
An example network was used to evaluate the model with realistic traffic 
demands. The results show that the WESO scenario succeeded in extending 
the network life time with the smallest battery resource compared with the 






7 Conclusions and future directions 
This chapter summarises the main contributions for the work described in this 
thesis. Furthermore, it states the main conclusions and highlights directions 
for future research.  
7.1 Conclusions 
The thesis discusses the design of disaster resilient optical network. It 
considers two issues which are the short-term capacity exhaustion due to 
post-disaster traffic floods and power outage. 
   Starting with post-disaster traffic floods, the first contribution in the thesis 
was to propose five mitigation approaches to maximally serve these floods 
using the operators’ existing technologies. The mitigation approaches 
explored different strategies, starting from exploiting links capacities, to traffic 
filtration, and protection paths rerouting or rerouting working and protection 
paths and finally differentiated services. Excluding the exploitation of excess 
overprovisioned capacity (which is straightforward), the approaches 
introduced have advantages and limitations but have achieved a reduction in 
traffic blocking probability when disasters occur. The results showed that the 
rerouting with differentiated services approach succeeded in reducing the 
blocking for DC nodes by 50% compared with the “exploiting excess capacity” 
approach. For non-DC nodes the blocking was reduced to zero and this 
achievement came at the expense of disrupting the active traffic until all flows 
are rerouted. This also left less critical traffic without protection.  
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   The second contribution in this thesis is the development of a framework to 
provision advance reservation requests in an energy-efficient manner in 
optical networks. The problem of scheduling and routing advance reservation 
requests was investigated in different scenarios to exploit the flexibility 
provided by the sliding-window demands. Three scenarios were proposed for 
scheduling and rescheduling. Different evaluation schemes were presented 
for different traffic volumes and sliding-window sizes. The results showed that 
scheduling advance reservation requests at their arrival time reduces the 
power consumption by 3% compared to no scheduling, while adding the 
flexibility of rescheduling and rerouting of the reserved traffic requests yet to 
start saves up to 5% of the network power consumption. In addition, the results 
showed that disrupting the active traffic requests and rerouting them increased 
the power savings to 10%. This improvement because of its dynamic nature 
to adapt to network utilisation changes, however it came at the cost of a slight 
increase in the delay experienced by users of the interrupted requests till 
reprovisioing the paths for the interrupted requests. Furthermore, larger 
sliding-window sizes were considered with 12-hours and 24-hour holding-
time, and, therefore, power savings of 7% and 8.5% can be achieved 
respectively.  
   The third contribution is the use of the developed scheduling scenarios to 
mitigate post-disaster traffic floods and minimise network blocking. The results 
show that rescheduling and rerouting AR requests that have not started yet 
can reduce the blocking by 4%, while disrupting the network traffic and 
rerouting the active requests and rescheduling the AR requests can eliminate 
the blocking. Although rescheduling the reserved AR requests can reduce the 
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blocking for larger networks, it fails to cope with a flooding scenario that starts 
in a highly utilised network. On the other hand, rerouting and rescheduling all 
the requests can successfully absorb the floods, but at the expense of 
disrupting the network active traffic till rerouting them.      
   Finally, the last contribution in the thesis was the investigation of the 
blackout issue and its impact on the network performance. Two scenarios 
were considered, one with the objective of minimising blocking and the other 
with the objective of optimising the energy source usage. The weighted energy 
source optimisation approach attempted to extend the node lifetime during 
blackouts by rerouting the traffic and avoiding traffic routing through blackout 
nodes. This objective succeeded in reducing the energy required to power the 
blackout node. The Italian network was evaluated with a blackout that lasted 
for 24 hours at a single node. Three energy sources were assumed to be 
available in each node which are grid power, renewable energy and batteries, 
while the blackout node has access only to the last two. The weighted energy 
source optimisation scenario succeeded in keeping the node working for 24 
hour with minimal battery energy, while the blocking minimisation scenario 
failed to keep the node working; and to keep it working it requires a large 
amount of backup energy sources that cannot be practically stored in a core 
node.      
   In a final conclusion, the suggested approaches have a variant results from 
worst to best. Although, the best approaches satisfied the objective but this 
always comes at a cost or a sacrifice. For example, to reduce blocking or 
power consumption, always online routing (or optical rerouting) achieved the 
best results. While, the fixed routing always fails to adapt the network changes 
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and got higher blocking and power consumption. The cost of rerouting is to 
disrupt the network traffic till reroute the paths and reconfigure the lightpaths. 
That means using an online routing technology (or programmable networks) 
is always a solution such as the SDN.  
7.2 Future work 
The thesis has tackled two disaster related consequences which are the post-
disaster traffic floods and the blackout. More challenges exist and need to be 
addressed, and below is a list of potential future directions.   
7.2.1 Blackout Resilient Network 
The work in chapter 6 have considered mathematical modelling for designing 
a blackout resilient network, and considered a single node blackout with an 
objective of optimising the power usage optimisation. The work can be 
extended by building a real time heuristic to overcome MILP limitations. Also, 
other objectives can be considered such as promoting the use of renewable 
energy and minimise delay. Considering a blackout for a region that has more 
than one node lies within.  
   In addition to network engineering approach, the traffic engineering 
approach can be explored by optimise the traffic routing within a capacitated 
network using programmable networks in collaboration with disaster warning 
system. That means whenever a warning issued for a blackout, the network 
should reroute and reprovision the lightpaths by avoiding the limited power 
nodes. In this approach, a spare capacity should exist on alternative paths 
that is similar to protection paths to avoid blocking due to capacity exhaustion.  
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7.2.2 Blackout-Floods Resilient Network 
An early warning system is widely deployed for issuing disaster warning at the 
early stages. This warning system can be adapted and used within the core 
network to predict the disaster influences on network using a signalling system 
that stimulate changing the routing decisions based on the network topological 
and behavioural changes. These changes can include network topology 
modifications due to losing links or nodes, traffic increase and power outages. 
An online integrated approach could be used to improve the network resilience 
during disasters. By making use of the proposed scenarios such as the FRDS, 
FTRR and energy optimisation approaches. For each possible scenario there 
should be an appropriate routing strategy that mitigate the disaster impact and 
maximise the network QoS.  
   For example, when there is links cut and power outage due to an earthquake 
in a city, the warning system should send a blackout warning. Based on this 
warning, the routing algorithm should change the paths for the transit traffic 
that pass through the blackout node and reroute the traffic that use the failed 
link on the protection path. These different topological and behavioural 
changes require a seamless and fast action that can react to these changes.    
7.2.3 Multi-Vendor and Multi-Domain Interoperability 
Different ISPs own the backbone optical networks which span large areas, 
and each ISP may use different vendors/technologies. For fast recovery, 
collaboration between the ISPs by interconnecting their networks through 
backup links could be a mitigation strategy. This interconnection requires two 
aspects to be considered which are the multi-vendor interoperability and multi-
domain interoperability.  
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   Usually more than one core node is collocated at the same city but owned 
by different ISPs. In a disaster situation, one of the ISP’s nodes may fail while 
the other’s node is not affected, in such a case the interconnection between 
the two ISPs will survive the disconnected part of one of ISPs networks.  
   The other problem is the integration between multi-vendor networks to 
connect the survived parts of the networks in metropolitan areas. The 
standards bodies dealing with optical networks (ITU-T, OIF and IETF) already 
have frameworks for connecting the data and control planes of different 
vendors. However, building an integrated optical network using optical-
electrical and all-optical technologies is essential in recovering the service. 
The integration should address the concept of bypassing the lightpath through 
different networks. The other aspect is building a network management 
system (NMS) system to manage the operation during disasters.  
7.2.4 Recovery Process 
After a disaster, the traffic requests are expected to rise and become difficult 
to satisfy, as there is a partial damage in the network. Therefore, the recovery 
plan should take in consideration how to gradually and optimally add repaired 
resources (or limited recovery resources) to the network to accommodate 
maximum traffic requests and reduce the congestion. 
   In large size disasters that destruct the infrastructure in a big area, and the 
online routing approaches fail to react to topological modifications. Then a 
repair plan should be set up in a way that maximise network availability. For 
example, when a large earthquake hits a region and leave the two ends of the 
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network disconnected. The recovery plan should restore the connectivity by 
repairing the highest traffic path first and the lowest at the end.   
7.2.5 Wireless Backup Links  
Optical networks are considered more resilient to disasters compared to 
wireless networks, as long as the disaster impact is overground and the 
central office is not affected by the disaster. But if the disaster is an earthquake 
which is underground and it affected the fibre infrastructure it would be very 
difficult to rapidly recover. So the recovery time for the wireless networks can 
be faster than optical networks in earthquake disasters. However, the outage 
of the optical backbone is considered a disaster by itself due to the high 
bandwidth it provides.  
   For fast connectivity restoration of the optical backbone, wireless 
technologies can be used. Deploying wireless system is fast enough to tackle 
the disaster consequences. There are two wireless techniques that can be 
used point-to-point (PTP) wireless links or satellite systems (Via-SAT). 
Satellite systems have less bandwidth, fast installation, and are distance 
independent, while the PTP has a higher bandwidth, slow installation and 
depends on the distance between nodes. Multiple satellite systems can be 
deployed to support core network traffic although it has high latency as 
compared with PTP but still the fast deployment makes it a valid short term 
solution. Also, Via-SAT system can be used to migrate an isolated datacentre 
content into another one. The PTP links require line of sight, therefore in long 
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