Power-law shaped avalanche size distributions are widely used to probe for critical behavior in many different systems, particularly in neural networks. The definition of avalanche is ambiguous.
I. INTRODUCTION
absorbing phase transition to a percolating phase in which the activity gets spontaneously separated in time due to its intrinsic dynamics. An ambiguity concerning the definition of avalanches is naturally raised: should avalanche be defined as the activity between the stimulus and the moment the system reaches the inactive absorbing state or as the network activity between consecutive silent states? We compare both approaches and show that inside the critical range they are very similar and both display PL distributed avalanches with diverging cutoff. However, outside the critical range the second approach still yields restricted PL distributed avalanches whereas the first approach yields the expected break down of PL behavior. In fact, we show that inside the critical range, the power spectrum of the first approach is white-noise-like, while the second approach presents approximately 1/f noise [45] .
II. MODEL
The model has two components: structure and dynamics. The structure is based on the form recognition pathway of the mammalian visual system [45] . There are six square layers sequentially stacked one on top of the other ( Fig. 1A and B) . The top layer is the input where each of its elements represents a photoreceptor of the retina. The bottom layer is the output of the primary visual cortex (V1) where each element represents one axonal terminal that would connect to secondary visual area of the cortex. The input and output layers have N io = (10L) 2 elements each. The four internal layers are the LGN from the thalamus, and the VI, IVCβ and II/III from V1, respectively. Each of these four layers contains L 2 neurons. The network thus has N = 4L 2 neurons. Each neuron is composed of 100 dendritic compartments, 1 soma compartment and 10 axonal compartments (Fig. 1C ).
The network is built according to the following algorithm: for each neuron of the network, (a) a postsynaptic neuron is drawn from an adjacent layer (according to arrows in Fig. 1A) inside a limited excitatory field of 7 × 7 neurons (columns in Fig. 1B) ; a bidimensional Gaussian probability distribution centered in the presynaptic neuron with standard deviation 3 is used to draw the adjacent postsynaptic neuron; (b) an axonal compartment is drawn from the presynaptic neuron using an exponential probability distribution (the farther from the soma the more probable it is to be chosen -Fig. 1C) ; (c) a dendritic compartment is drawn from the postsynaptic neuron using a Gaussian probability distribution centered in ... 49 50 51 ... 99 10 1 ... There is a column of size N c = 4l 2 = 196 neurons centered on each neuron of the network. C: The compartmental structure of the neuron: dendritic compartments (light gray), axonal compartments (black) and soma (dark gray). The synapses are formed between presynaptic axonal compartments [chosen according to an exponential probability distribution P(a k )] and dendritic compartments
[chosen with Gaussian probability distribution P(d m )]. The signal attenuates while moving forward in the dendrites.
the center of the dendrite with standard deviation of 20 dendritic compartments (Fig. 1C); (d) the chosen axonal compartment is then connected to the chosen dendritic compartment.
Each element of the input layer is connected to a dendritic compartment a neuron of the
LGN in the same way that a presynaptic axonal compartment would be. The amount of synapses for the adjacent layers are presented in Table I . Notice that the limited excitatory field of presynaptic neurons in step (a) generates the well known columnar structure in the network [46] , illustrated in Fig A soma compartment fires an action potential if the signal in the last dendritic compartment is greater than a threshold v T . The axonal compartments propagate the signal coming from the soma without any dissipation. These rules are expressed as: detail of the network activity for E = 1.2 mV highlighting the silent periods between peaks of activity. Arrows mark the end of the activity generated by a single stimulus.
where t is the time step, d The balance between excitation (controlled by E), dissipation (controlled by λ) and the refractory period R determines whether the system is in an inactive, active or percolating phase [45] . R is adjusted such that there is no self-sustained activity in the interlayer loop between layers VI and IVCβ. λ is fitted to the experimental value obtained in Ref. [47] .
Under these conditions, E controls a phase transition between an inactive absorbing state (subcritical activity, E < 1.11 mV) and an inactive percolating phase (supercritical activity, E > 1.19 mV). The range 1.11 ≤ E ≤ 1.19 mV is an extended region of critical behavior [45] .
III. RESULTS
The network activity for a given simulation trial, A(t), is simply the sum of every soma spike at each time step t, the activity due to a single stimulus, similarly to the procedure applied to the sand pile model and other absorbing state systems [3, 17] . In this approach, each curve in Fig. 2 for a typical E represents a single avalanche. In order to generate other avalanches, we must perform other simulation trials (i.e. rebuilding the network and re-stimulating the Input layer). (II) an avalanche is all the activity surrounded by silent periods, similarly to the experimental procedure used to measure neuronal avalanches. Within this second approach, each curve in Fig. 2 for a typical E contains many avalanches because each avalanche corresponds to an activity peak (which are highlighted in the inset of this figure for E = 1.2 mV).
We select three values of EPSP (subcritical, E = 1.1 mV; critical, E = 1.185 mV; and supercritical E = 13 mV) in order to study the shape of avalanche distributions, P, and complementary cumulative distributions, F, of both avalanche sizes, s, and duration, T .
The avalanche sizes and duration distributions are expected to scale according to [3] :
where α and τ are scaling exponents, G s,T (x) are scaling functions and s c and T c are the cutoff of the distributions. In the critical point, both cutoff are expected to scale with system size:
where L is the characteristic system size, D (µ) is a characteristic dimension of the avalanche sizes (duration) [3] . In fact, the PL behavior holds only for s < s c (or T < T c ) in Eqs. (5) and (6) . Cumulative dist.,
Avalanche size, 7 s cutoff [48] . We may write F(s) and F(T ) using scaling functions,
where H s,T (x) are scaling functions and s c and T c are defined in Eqs. (7) and (8) .
The exponents α, τ , D and µ may be calculated through the collapse of the distributions [3] : we run trials for many different system sizes, L, and then plot s α−1 F(s) versus s/L D ; the best value of α collapses the data due to different L over a single horizontal line, whilst the best value of D collapses the cutoff of the distributions due to different L over a single vertical line. This procedure may also be applied to F(T ).
Another way to calculate these exponents is to use the fact that the PL holds only for s < s c and write F(s) as [28]
where the cutoff may be directly calculated by fitting c 1 , c 2 and α to the computational data using Eq. (11):
. The same equation may be fitted for F(T ) yielding τ and T c . We will use a bar over s, T , α and τ to denote measurements using approach I.
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A. Absorbing state avalanches
We define the absorbing state (approach I) avalanche size,s, as the sum of all the spikes generated by a single stimulus (i.e. by a single simulation trial):
whereT is the avalanche duration marked by arrows in Fig. 2 .T is the time needed for the system to relax into an absorbing inactive state. Many trials of the network are considered, each one yields an avalanche with sizes and durationT . Fig. 3A (Fig. 3B) shows the distribution (cumulative distribution) of avalanche sizes (sizes and duration) for three different E: upside-down green triangles correspond to the subcritical phase, red circles correspond to the critical phase and blue triangles correspond to the supercritical phase.
The PL distributions, P(s) ∼s −ᾱ and P(T ) ∼T −τ , from Eqs. (5) and (6) 
B. Silent periods avalanches
The silent periods (approach II) avalanche size, s, is defined as the sum of all the spikes of the network between two consecutive periods of silence:
where the t n are such that A(t n ) = A(t n+1 ) = 0 and A(t n < t < t n+1 ) > 0. The avalanche duration is simply the number of time steps in between two consecutive moments of silence, [45, 49] . scaling, and obey Sethna's relation.
The scaling exponent D of the avalanche size cutoff, s c (Fig. 5B inset) , reveals the dimensionality of the path that propagates the avalanches [45] the autocorrelation characteristic time of the system inside the Griffiths phase [45, 50] . In fact, this system has been shown to present a Griffiths region for the range 1.11 ≤ E ≤ 1.19(1) mV [45] .
C. Power spectra
The power spectrum S(f ) is related to temporal correlations via a Fourier transform.
Thus, having a S ∼ 1/f means that there is long-range temporal correlations in the original signal. Such spectral density is found for the healthy brain state using Magnetoencephalography and Electroencephalography techniques [31, [33] [34] [35] [36] .
The time series of avalanche sizes is constructed as follows: for approach I, the time series is generated by a sequence of stimuli, such that each stimulus generates a single avalanche that spreads through a different realization of network disorder; for approach II, the sequence of avalanche sizes is given by the sequence of the sums of the activity between two subsequent silent intervals in Fig. 2 . We calculated S(f ) for the time series of avalanche sizes on the subcritical, critical and supercritical state. The results are shown in Fig. 7 for both approaches of measuring avalanches.
Absorbing state avalanches are generated by different stimuli on independent network disorder trials. This approach is then expected to lack the 1/f profile because subsequent avalanches are statistically independent. Indeed, Fig. 7A shows that all the considered E have the exact same constant power spectrum, corresponding to white noise.
On the other hand, silent periods avalanches are temporally dependent of one another, because they follow from the dynamics of the system. correlations. The supercritical system has constant power spectrum, corresponding to white noise (i.e. 1/f b with b = 0). In fact, within this approach, S(f ) has been shown to display 1/f b with b varying from b 1.5 to b = 0 while E varies from E = 1.1 mV to E = 13 mV [45] .
IV. CONCLUDING REMARKS
We studied a model for the visual cortex of mammals consisting of a layered-columnar network of compartmental neurons. The connections were randomly distributed according to structural parameters obtained from the literature [45] . This system presents an absorbing phase transition from an inactive phase to a percolating phase with the adjusted parameters [45] . The spreading of the signal is deterministic and advances one neuronal compartment per time step. Thus, apparent inactive intervals between peaks of activity emerge because we measure only soma spikes. This dynamics makes the avalanche definition ambiguous: one may either define an avalanche as all the activity sparked by a single stimulus between consecutive absorbing states or as all the activity between two silent periods in the time series data. We acknowledge that the second approach is more similar to the experimental approach for measuring local field potentials avalanches. We use the EPSP parameter, E, in order to study the avalanche distributions in three different regimes:
subcritical, critical and supercritical.
Both approaches yield similar results in the critical region of the model: the avalanches are PL distributed both in size and duration with similar exponents, contrary to what has been found for another model [44] . Even though the critical behavior is similar, the avalanche distribution of both cases has different features with respect to the cutoff: while approach I yields a wider PL range for avalanche sizes and duration, the PL from approach II presents accumulation of large events on the cutoff bump [3] . This highlights the strong dependence of the results on the model details. The cutoff of these distributions define the dimensionality of the avalanches as expected. However, the cutoffs of the distributions of silent period avalanches scale with the system size similarly to the expected for critical systems even on the supercritical regime. Table II shows the values of all the exponents of the model for both approaches. The reported exponents have been verified via statistical tests yielding no more than 7% error in their values. Details of the tests may be found elsewhere [45] . the duration cutoff in approach I is simply related to the dimensionality of avalanches (because the total spreading of the signal is constrained by the spatial extent of the network), whereas the duration cutoff in approach II is the autocorrelation characteristic time [45] . Moreover,τ is related to the dynamical exponent inside the Griffiths phase and is non-universal [51] . The exponents below have been verified through statistical tests and yielded no more than 7% error in the reported values. Details of the test may be found elsewhere [45] . Nevertheless, the results are significantly different in the subcritical and supercritical regimes: the absorbing state avalanches do not present any PL distribution whereas the silent period avalanches presents a restricted PL shape for the distribution of small avalanches both in size and duration (the power law does not scale with system size). This result is also dependent on model details, given that other authors found no restricted power-laws outside of the critical range using another kind of model [42, 43] .
The power spectra are also very different in the critical region of the model. This is expected due to the strong dependence of the power spectrum on the avalanche definition.
The independent avalanches generated by approach I results in a typical white noise power spectrum, whereas approach II yields 1/f b with b ≈ 1.2. These results are in agreement with the power spectra of other models that rely on the inhibitory-excitatory synaptic balance mechanism [24, 37] .
Absorbing state avalanches are more precise for finding the critical region of the model.
However, there are no guarantees that an experimental system will reach an absorbing state in between two measured avalanches. It is thus more likely that experimental PL avalanche distributions that scale with system size alone will yield ambiguous results for defining the underlying system critical behavior. Therefore, we emphasize that other quantities must be employed in order to rigorously define the critical region of the system. For instance, we may define an order parameter-susceptibility pair for this model and show that the order parameter varies continuously to zero whilst the susceptibility diverges as the critical point is approached [45] . Such procedure for finding the critical point is successfully applied in (non-)equilibrium statistical physics problems and is ultimately unambiguous.
