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SPACE FORMS AND GROUP RESOLUTIONS: THE
TETRAHEDRAL FAMILY
ROCCO CHIRIVI` AND MAURO SPREAFICO
Abstract. The orbit polytope for a finite group G acting linearly and freely
on a sphere S is used to construct a cellularized fundamental domain for the
action. A resolution of Z over G results from the associated G–equivariant
cellularization of S. This technique is applied to the generalized binary tetra-
hedral group family; the homology groups, the cohomology rings and the Rei-
demeister torsions of the related spherical space forms are determined.
1. Introduction
If R is a ring and M a R–module, a resolution of M is an exact sequence of
R–modules
· · · // F2 // F1 // F0  // M // 0.
Resolutions appear as fundamental objects both in algebra and in topology. In
topology, where the ring R is usually the group ring ZG of the fundamental group
G of some space, they represent a basic tool in dealing with the cohomology of
groups as well as permit to compute the main algebraic topological invariants of a
space. Unfortunately, to obtain an explicit resolution is in general a very difficult
task. A standard technique is to use a simplicial or cellular decomposition of the
space, or a G–equivariant decomposition of its universal covering. However an
explicit decomposition is very hard but for the simplest examples of surfaces and
lens spaces.
This approach has been particularly fruitful in the context of a G finite group
acting freely on a sphere (see [13] for a list of these groups). These groups have
been intensively studied in topology, since they appear as fundamental groups of
the spherical space forms, manifolds whose universal covering is a sphere (see for
example [6] and references therein). An explicit knowledge of a “reasonably sim-
ple” free resolution of Z over ZG would carry all interesting algebraic and geomet-
ric information; such a resolution for the simplest cases of the cyclic groups and
the quaternionic groups has been classically known (see Cartan and Eilenberg [4,
XII.7]). However, afterwards, this approach was somehow moved aside in favour
to other techniques, mainly because of the intrinsic difficulty in obtaining suitable
simple resolutions (see for example [19] for a survey).
Recently, refining the geometric approach introduced by M. M. Cohen (see [5]),
the second author at al. (see [12] and [20]) succeeded to find such resolutions for all
non abelian groups acting freely and linearly on S3, except for the generalized binary
tetrahedral groups. Indeed a direct approach to the construction of a G–equivariant
cellular decomposition of the sphere, for G a generalized binary tetrahedral group,
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turns out to be almost impossible but for the first group of the family, i.e. the
binary tetrahedral group (see [21]).
In this paper, given a finite group G freely acting on a sphere Sn ⊆ V by
a linear representation ρ : G −→ GL(V ), we construct a G–equivariant cellular
decomposition in a uniform way. We start by choosing a point v0 ∈ Sn, consider
the orbit G ·v0 and its convex hull P; this is a polytope, called the orbit polytope, on
which faces the group G acts. The main idea is to use the orbit polytope to derive
the cellular decomposition. A similar approach has been used in [8] and applied
to a new proof of a resolution for finite reflection groups due to De Concini and
Salvetti [7].
In our situation G acts freely on the faces of P and we prove that there exists a
choice of representatives for the facets under this action, whose union projected on
Sn is a fundamental domain.
The combinatorics of the faces of the polytope P depend on the choice of the
point v0. In order to simplify this combinatorics, finding a somehow natural choice
for v0, we locate a as large as possible cyclic subgroup H of G and take for v0 an
eigenvector for H in V . The restriction ρH = Res
G
H ρ of the representation ρ has
the complex line Π0 generated by v0 as a summand and on Π0 (a real plane) the
H–orbit of v0 is a polygon PH with |H| vertices.
The next step is to induce ρ0 : H −→ GL(Π0), given by ρ0(h) = ρH(h)|Π0 , to
a representation of G. This new representation, while being in general of higher
dimension, has simpler associated orbit polytope P˜ than the original V . Indeed P˜
is the joint of [G : H] copies of the polygon PH . One may then recover the original
orbit polytope P by projecting the polytope P˜ using a criterion to filter the faces
which remains faces when projected.
Having constructed a cellularized fundamental domain for G on the sphere we
obtain a G–equivariant cellularization of the sphere Sn and we use it to compute
a free resolution of Z as a trivial G–module and certain invariants of the spherical
space form Sn/G.
In the present paper we apply our technique to the family of the generalized
binary tetrahedral groups, denoted by P′8·3s , s ≥ 1, by Milnor in [13], hence com-
pleting the analysis for the groups acting linearly on S3. It is quite easy to check
that the above recalled known results about the other groups for S3 follow simply
by our method. We plan to study the other families of groups for higher spheres in
forthcoming papers.
The first tetrahedral group, s = 1, is somehow different and clearly simpler; so in
the sequel we assume s ≥ 2, however our technique applies as well to the case s = 1.
The free action irreducible representations of P′8·3s are all of complex dimension 2,
so P′8·3s acts freely on S
3. The maximal cyclic subgroup of P′8·3s is of order 2 ·3s and
has index 4 in P′8·3s . So the orbit polytope P˜ of the induced representation is in
R8 and we study the projection back to P in R4. We obtain a fundamental domain
that is a union of an irregular octahedron and of (3s − 3)/2 irregular tetrahedra.
By suitably defining cells on the fundamental domains we are able to give a
free resolution C• of Z over P′8·3s by modules of ranks 1 and 4. Next, guided by
the geometry of this cellularization, we define a simpler free resolution E•, chain
equivalent to C•, having modules of ranks 1 and 2.
We want to stress a feature of the resolution E•. Various approaches may be used
to compute an explicit resolution for a finite group. In particular, the technique
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proposed in [2] is quite suitable for a group isomorphic to a semi direct product one
of whose factor is a cyclic group, and all groups acting freely on S3 are of this kind.
On the other hand, the resolution obtained in this way has Z[P′8·3s ]–ranks linearly
growing with the degree. This is in sharp contrast with our result: the resolution
E• is periodic and has minimal Z[P′8·3s ]–ranks as we prove in Corollary 10.6, using
the results in [18] by Swan.
The resolution E• allows the computations of the homology and cohomology
groups of the tetrahedral space forms in a straightforward way. Next, using our
resolution, we derive the cup product in cohomology; to our best knowledge this
ring structure has been already computed only for s = 1 (see [19]).
Finally we present a further application of our resolution by computing the
Reidemeister torsions of the generalized binary tetrahedral space forms. We finish
our paper by comparing the torsions of the these spherical space forms defined by
different free actions.
The paper is organized as follows. The first part, elementary in nature, intro-
duces all topological and combinatorial results we need. In particular in Section
2 we recall the main definitions and notations for polytopes and in Section 3 we
introduce the direct joint P1  P2 of two polytopes P1 and P2 describing its faces
in terms of the faces of P1 and P2. Section 4 is about dual polygons and Section
5 presents a criterion for the faces of a projected polytope. The main Section of
the first part is Section 6 in which we see how to construct a fundamental domain
using the orbit polytope. Finally in Section 7 we prove that the orbit polytope of
an induced representation is the direct joint of copies of the orbit polytope of the
inducing polytope.
In the second part of the paper we specialize to the generalized binary tetrahedral
group family P′8·3s , s ≥ 2. In Section 8 we introduce notations and prove a result
about the equivalence of the free action representations of P′8·3s . In the next core
Section 9 we describe the orbit polytopes for free actions. In the final Section 10
we derive all homological consequences and compute the Reidemeister torsions.
2. Preliminaries about polytopes
We denote the standard Euclidean scalar product of the two vectors x, y ∈ Rn
by 〈x, y〉 and |x| = √〈x, x〉 is the associated norm. The open ball of radius r and
centre x is B(x, r) = {y ∈ Rn | |x− y| < r}, we let Dn ⊆ Rn be the closed unit ball
and Sn−1 ⊆ Rn be its border, the (n− 1)–dimensional sphere.
The convex hull conv(X) of a set of points X ⊆ Rn is the “smallest” convex set
containing X, i.e. it is the intersection of all convex sets that contain X
conv(X)=˙
⋂
{C ⊆ Rn | X ⊆ C, C convex} .
A linear combination a1v1 +a2v2 + · · ·+arvr of points v1, v2, . . . , vr ∈ Rn is convex
if a1, a2, . . . , ar ≥ 0 and a1 + a2 + . . . + ar = 1. It is clear that conv(X) is the set
of all convex linear combinations of the points in X.
A polytope P is the convex hull of a finite set of points in Rn, the dimension
dimP of P is the dimension of the affine space generated by P. A polytope can
also be defined as a bounded set given by the intersection of a finite numbers of
half spaces. For this and other general properties about polytopes, see [23].
A face of the polytope P is the intersection with an affine hyperplane for which
the polytope is entirely contained in one of the two half spaces determined by the
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hyperplane. More precisely, we said that a linear inequality ϕ(x) ≤ c, where ϕ is
a linear functional on Rn and c a real number, is valid on P if it satisfied by all
points x of P. Then, a face of P is any set of the form
F = P ∩ {x ∈ Rn | ϕ(x) = c} ,
where ϕ(x) ≤ c is a valid inequality for P. We call ϕ(x) ≤ c a defining inequality for
F , ϕ a defining functional for F , and U = {x ∈ Rn | ϕ(x) = c} a defining hyperplane
for F . Note that, in general, a face has infinite different defining functionals and
hyperplanes, and no natural choice among them.
The proper faces of P are the faces F 6= P. The dimension dimF of a face F is
the dimension of the affine space generated by F , its co-dimension is dimP−dimF .
The faces of dimensions 0 are called vertices, those of dimension 1 edges and those
of co-dimension 1 facets; the set of all vertices is vert(P). A d–face is a face of
dimension d and Pd is the set of all d–faces of P.
Note that every polytope is the convex hull of its vertices. Also, if U is a defining
hyperplane for a face F of P, then F = U ∩P = conv(U ∩ vert(P)), namely a face
is the convex hull of the set of its vertices and is itself a polytope. When we
want to stress the vertices of a face F then we write F = [v1, v2, . . . , vr] where
{v1, v2, . . . , vr} = vert(F ) = vert(P)∩ F are the vertices of F . Note that the order
of the vertices is not important at the moment, but it will be important when we
consider oriented faces.
If a polytope contains 0 as an interior point then any proper face of P is defined
by an inequality ϕ(x) ≤ 1. We will always assume that this is the case whenever
possible.
Despite the non uniqueness of the defining hyperplanes, a facet F has a unique
defining hyperplane if P ⊆ Rn has dimension n. Further if 0 is an interior point of
P, there is a unique defining inequality ϕ(x) ≤ 1 for F .
We see two simple properties, they will be used in the following sections.
Lemma 2.1. Let V be a finite subset of the sphere Sn−1 ⊆ Rn and let P = conv(V),
then vert(P) = V.
Proof. By definition P = conv(V), thus vert(P) ⊆ V. On the other hand, let v ∈ V
and consider the linear functional Rn 3 x 7−→ 〈x, v〉 ∈ R. Since V ⊆ Sn−1, we have
P ⊆ Dn; hence 〈x, v〉 ≤ 1 for all x ∈ P and 〈x, v〉 = 1 if and only if x = v. This
shows that v is a vertex of P. 
Lemma 2.2. Let V be a finite subset spanning Rn, then a convex combination∑
v∈V λvv is an interior point of conv(V) if λv > 0 for all v ∈ V.
Proof. This is clear. 
The cone on a subset X of Rn is the set cone(X) = {λx | x ∈ X, λ ≥ 0}. If 0 is
an interior point of X, then cone(X) = Rn.
3. Direct joint of polytopes
Given two subsets X ⊆ Rn and Y ⊆ Rm, their direct joint X  Y is the convex
hull conv((X× 0)∪ (0×Y )) in Rn+m. The direct joint of two convex sets X and Y
is the union of all segments with vertices (x, 0) and (0, y) with x ∈ X and y ∈ Y ,
or, in formula
X  Y = {(tx, (1− t)y) | 0 ≤ t ≤ 1, x ∈ X, y ∈ Y }.
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We begin with the following simple lemma.
Lemma 3.1. If 0 is an interior point of X and Y then 0 is an interior point of
X  Y.
Proof. Let  > 0 be such that B(0, ) ⊆ X and B(0, ) ⊆ Y . If (x′, y′) ∈ B(0, /2)×
B(0, /2) then (x′, y′) = (t(2x′), (1 − t)(2y′)) with t = 1/2, and |2x′| = 2|x′| < ,
|2y′| = 2|y′| < ; so (x′, y′) ∈ B(0, )  B(0, ) ⊆ X  Y . This shows that the
neighbour B(0, /2)×B(0, /2) of 0 in Rm+n is contained in X  Y . 
The direct joint of two polytopes P1 ⊆ Rn and P2 ⊆ Rm, is a new polytope in
Rm+n. Note that P1 e P2 may intersect in the origin 0 of Rn × Rm, compare [23,
pg. 323] for the definition of joint.
In the following proposition we describe the faces of a direct joint of polytopes.
Proposition 3.2. Suppose that 0 is an interior point for P1 and P2; then it is
an interior point also for P1  P2. If ϕi(x) ≤ 1, i = 1, 2, . . . , h, and ψj(y) ≤ 1,
j = 1, 2, . . . , k, are the defining inequalities for the proper faces of P1 and P2,
respectively, then
(ϕi, ψj)(x, y) ≤ 1, i = 1, 2, . . . , h, j = 1, 2, . . . , k
are the defining inequalities for the proper faces of P1  P2.
Proof. The first statement is the content of the previous lemma.
Next we show that any functional (ϕi, ψj), with 1 ≤ i ≤ h, 1 ≤ j ≤ k, defines
a proper face of P1  P2. For x ∈ P1, y ∈ P2 we have (ϕi, ψj)(tx, (1 − t)y) =
tϕi(x) + (1 − t)ψj(y) ≤ t + (1 − t) = 1, hence (ϕi, ψj) is a defining functional for
P1  P2. Again, since ϕi(x) ≤ 1 for all x ∈ P1 and ψj(y) ≤ 1 for all y ∈ P2, the
equality tϕi(x) + (1 − t)ψj(y) = 1 holds if and only if x is in the face F1 of P1
defined by ϕi and y is in the face F2 of P2 defined by φj . This proves that (ϕi, ψj)
defines the face F1  F2 of P1  P2 and being F1 and F2 proper, also F1  F2 is
proper.
Finally we show that any proper face of P1  P2 is defined by some (ϕi, ψj).
First of all note that the empty face of the direct joint is the direct joint of the
empty face of P1, defined by ϕi0 , for a certain 1 ≤ i0 ≤ h, and of the empty face
of P2, defined by ψj0 , for a certain 1 ≤ j0 ≤ k; hence it is defined as stated. So in
what follows we consider only non empty faces.
Let Φ : Rn+m −→ R be a functional defining the proper face F 6= ∅ of P1 P2.
Being Φ linear, there exist functionals ϕ : Rn −→ R and ψ : Rm −→ R such that
Φ = (ϕ,ψ).
Given x ∈ P1, since the point (x, 0) is in P1  P2, we have ϕ(x) = Φ(x, 0) ≤ 1;
so ϕ is valid on P1. In the same way, ψ is valid for P2. As proved above Φ = (ϕ,ψ)
defines the face F = F1  F2, with F1 the face of P1 defined by ϕ and F2 the face
of P2 defined by ψ.
Now we show that F1 is a proper face of P1. By contradiction, let F1 = P1 and,
being F 6= ∅ also F2 6= ∅, so let y ∈ F2. Hence
0 = (t · 0 + (1− t) · y)|t=1 ∈ F1  {y} ⊆ F1  F2 = F ;
but 0 is an interior point of P, so F = P and this is impossible since we were
assuming that F was a proper face. The proof that F2 is proper is analogous.
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We conclude that, being F1 and F2 proper faces of P1 and P2, respectively,
then they are defined by certain ϕi and ψj , respectively; so F is defined also by
(ϕi, ψj). 
Corollary 3.3. Suppose that 0 is an interior point for P1 and P2; then the proper
faces of the direct joint polytope P1 P2 are given by all direct joints F1  F2 with
F1 and F2 proper faces of P1 and P2, respectively.
Proof. Follows by the previous proposition since in the proof of that proposition,
using the notation defined there, we saw that the inequality (ϕi, ψj)(x, y) ≤ 1
defines the face F1  F2 where F1 is defined by ϕi(x) ≤ 1 and F2 is defined by
ψj(y) ≤ 1. 
4. Polygons and dual polygons
A simple computation will be quite useful in the sequel; it is elementary but we
prefer to include it here for completeness and reference. Let n ≥ 3 be an integer,
θ = 2pi/n and let vh = e
hθi, for h = 0, 1, . . . , n − 1, be the vertices of the regular
n–agon P in C ' R2. Let v̂h = e(h+ 12 )θi/cos(θ/2), for h = 0, 1, . . . , n − 1, be the
vertices of the regular n–agon P̂, we say that P̂ is dual to P. See Figure 1 for the
example n = 5.
v0
v1
v2
v3
v4
v̂0
v̂1
v̂2
v̂3
v̂4
Figure 1. The 5–agon and its dual
This name is due to the following fact: the vertices of P̂ define the edges of P,
while the points on the edges of P̂ define the vertices of P and any interior point of
P̂ define the empty face of P. All this is made precise in the following proposition
whose easy proof is omitted.
Proposition 4.1. The inequality 〈z, v̂h〉 ≤ 1 defines the edge [vh, vh+1] of P. The
inequality 〈z, v̂〉 ≤ 1 defines the vertices vh of P for any v̂ = tv̂h−1 + (1− t)v̂h with
0 < t < 1. For any interior point v̂ of P̂, the inequality 〈z, v̂〉 ≤ 1 defines the empty
face of P. Moreover these are all the vectors v̂ such that 〈z, v̂〉 ≤ 1 is valid for P.
5. Projection of polytopes
In this section we briefly study the image of a polytope under a surjective linear
map, and in particular we introduce a characterization of the faces of the projected
polytope. In our application in later section we will need only the first statement of
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the following Proposition 5.2, nevertheless we prefer to clarify the relations between
the faces of the a polytope and its projection in details.
Let pi : Rn −→ Rm be a linear map, then the image P = pi(P˜) of a polytope P˜
in Rn is a polytope in Rm. Indeed pi send convex linear combinations to convex
linear combinations, hence P = conv(pi(vert(P˜))), and in particular, denoting by V˜
the set of vertices of P˜ and by V that of P, we have V ⊆ pi(V˜).
Lemma 5.1. Suppose pi : Rn −→ Rm is a surjective linear map, P˜ a polytope in
Rn and P = pi(P˜) its projection in Rm and suppose that pi is a bijection between the
vertices of P˜ and those of P. If F˜ and F = pi(F˜ ) are faces of P˜ and P, respectively,
then vert(F ) = pi(vert(F˜ )).
Proof. Since F˜ and F are polytopes then vert(F ) ⊆ pi(vert(F˜ )) as remarked above.
On the other hand, denoting by V˜ and V the vertices of P˜ and P respectively,
vert(F˜ ) = V˜ ∩ F˜ , hence pi(vert(F˜ )) = pi(V˜ ∩ F˜ ) ⊆ pi(V˜) ∩ pi(F˜ ) and, being pi a
bijection from V˜ to V, we find pi(V˜) ∩ pi(F˜ ) = V ∩ F = vert(F ). 
Proposition 5.2. Suppose pi : Rn −→ Rm is a surjective linear map, P˜ a polytope
in Rn and P = pi(P˜) its projection in Rm.
i) If F˜ is face of P˜ defined by a linear functional ϕ˜ with kerpi ⊆ ker ϕ˜ then
the projection pi(F˜ ) is a face of P.
ii) If F is a face of P then there exists a face F˜ of P˜ defined by a linear
functional ϕ˜ with kerpi ⊆ ker ϕ˜ such that pi(F˜ ) = F .
iii) Suppose moreover that pi is a bijection between the vertices of P˜ and those
of P; if the projection pi(F˜ ) of the face F˜ of P˜ is a face of P then F˜ is
defined by a linear functional ϕ˜ with kerpi ⊆ ker ϕ˜.
Proof. i) Let F = pi(F˜ ) and let ϕ˜(x˜) ≤ c be a defining inequality for F˜ with
kerpi ⊆ ker ϕ˜. Then ϕ˜ induces a linear functional ϕ on Rm such that the
following diagram commutes
Rn
ϕ˜
//
pi

R.
Rm
ϕ
==
If x ∈ P then x = pi(x˜) ∈ P, for some x˜ ∈ P˜, hence ϕ(x) = ϕ˜(x˜) ≤ c, so
the inequality ϕ(x) ≤ c is valid for P. Moreover if x ∈ F , then we may
assume that x˜ ∈ F˜ and we have ϕ(x) = ϕ˜(x˜) = c; finally, if x 6∈ F then
x˜ 6∈ F˜ , hence ϕ(x) = ϕ˜(x˜) < c. This finishes the proof that ϕ(x) ≤ c is a
defining inequality for F , which is a face of P.
ii) Suppose now that F is a face of P defined by ϕ(x) ≤ c. The composition
ϕ˜ = piϕ makes the above diagram commutative and so kerpi ⊆ ker ϕ˜.
For x˜ ∈ P˜ we have x = pi(x˜) ∈ P, hence ϕ˜(x˜) = ϕ(x) ≤ c and this shows
that ϕ˜ is valid for P˜. Let F˜ be the face of P˜ defined by ϕ˜(x˜) = c; using
that pi is surjective we find pi(F˜ ) = F by the definition of ϕ˜.
iii) Let F = pi(F˜ ), a face of P defined by the inequality ϕ(x) ≤ c. By the
previous point, we already know that F is the projection of a face F˜ ′
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of P˜ defined by the inequality ϕ˜(x˜) ≤ c where ϕ˜ = ϕpi, and we have
kerpi ⊆ ker ϕ˜. We want to show that F˜ ′ = F˜ .
If x˜ ∈ F˜ then x ∈ F , thus ϕ˜(x˜) = ϕ(x) = c, hence F˜ ⊆ {x˜ ∈ Rn | ϕ˜(x˜) =
c} = F˜ ′.
On the other hand, if x˜′ ∈ F˜ ′ \ F˜ then x˜′ is a convex linear combination
x˜′ =
r∑
i=1
λiv˜i, λ1, λ2, . . . , λr ≥ 0,
r∑
i=1
λi = 1
of the vertices vert(F˜ ′) = {v˜1, v˜2, . . . , v˜r} and there exists a vertex v˜i0 6∈ F˜
such that λi0 > 0; in other words, a vertex not in F˜ appears with positive
coefficient in x˜′.
Note that pi(v˜i0) 6∈ F , since, being pi bijective on vertices, vert(F ) =
pi(vert(F˜ )) as proved in the previous Lemma. Hence ϕ(pi(v˜i0)) < c and we
conclude
ϕ˜(x˜′) = ϕ(x) =
r∑
i=1
λiϕ(pi(v˜i)) <
(
r∑
i=1
λi
)
c = c.
But this is impossible since x˜′ ∈ F˜ ′ which is defined by ϕ˜(x˜) = c.

6. Fundamental domain and orbit polytope
Let G be a group acting on a topological space X, recall that a fundamental
domain for this action is a connected closed subset D of X such that X = ⋃g∈G gD
and gD ∩ g′D has void interior for any pair g, g′ ∈ G with g 6= g′.
We are interested in the free actions of a finite group G on the sphere Sn−1 ⊆ Rn.
Fix a point v0 in S
n−1, and consider the orbit V = Gv0; this is a finite set of points
in Sn−1, and we may consider the orbit polytope P = conv(V) with base point v0.
The set of vertices of the orbit polytope is exactly the orbit V as follows by Lemma
2.1. Moreover it is clear that P is G–invariant.
Now we see some preliminary results for the proof of the main theorem of this
section.
Lemma 6.1. Suppose that the orbit V spans Rn, then 0 is an interior point of P.
In particular the cone over P is the whole Rn and the boundary ∂P is homeomorphic
to Sn−1.
Proof. If the point of P
x =
1
|G|
∑
g∈G
g · v0 = 1|G|
∑
v∈V
v
was not 0, then x/|x| should be a G–invariant point of the sphere; this is impossible
acting G freely. So x = 0 and it is an interior point of P be Lemma 2.2.
It is now clear that cone(P) = Rn since the same is true for a small ball around
0 contained in P. Hence the map ∂P 3 x 7−→ x/|x| ∈ Sn−1 is well defined and a
homeomorphism. 
Proposition 6.2. If V spans Rn, then the group G acts freely on the set Pd of
d–faces of the orbit polytope for any d < dimP.
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Proof. Let F be a d–face defined by the inequality ϕ(x) ≤ c and consider the
functional gϕ. By definition (gϕ)(x) = ϕ(g−1x), thus (gϕ)(x) ≤ c for all x ∈ P by
the G–invariance of P; so gϕ is valid for P. Moreover (gϕ)(x) = 1 if and only if
g−1x ∈ F , i.e. if and only if x ∈ gF . This shows that gF is still a face of P and it
is clear that the action of G does not change the dimension.
Now we show that the action of G on the set Pd is free. Given a face F let
bF =
1
| vert(F )|
∑
v∈vert(F )
v.
Since g vert(F ) = vert(gF ), we have
gbF = g
 1
| vert(F )|
∑
v∈vert(F )
v

=
1
| vert(gF )|
∑
v∈vert(gF )
v
= bgF .
Hence if F is fixed by g 6= e, we have gbF = bgF = bF . This forces bF = 0 being
the action free, otherwise bF /|bF | was a point of Sn−1 stabilized by g. But 0 is
an interior point of P by the previous lemma, hence F is defined by an inequality
ϕ(x) ≤ 1 for some linear functional ϕ on Rn. So we have
ϕ(bF ) =
1
| vert(F )|
∑
v∈vert(F )
ϕ(v) = 1
and this shows that bF 6= 0. So it is impossible that gF = F and the action is
free. 
Corollary 6.3. If F and F ′ are different proper faces of P of the same dimension
and g a non trivial element of G, then F ∩ gF ′ has void relative interior.
Proof. By the previous proposition F and gF ′ are different faces of the polytope
P, hence they intersect in the common boundary if any. 
We are now in a position to prove the main theorem about the orbit polytope
and the fundamental domain.
Theorem 6.4. Let G be a finite group acting freely by isometries on the sphere
Sn−1 ⊆ Rn, let v0 a fixed point in Sn−1 and assume that the orbit V = G · v0 spans
Rn. Then there exists a system of representatives F1, F2, . . . , Fr for the action of G
on the set of facets of the orbit polytope P = conv(V), such that F1 ∪ F2 ∪ · · · ∪ Fr
is a fundamental domain for G in ∂P.
Proof. Let F1, F2, . . . , Fr be any set of representatives for the action of G on the
facets of P and let D = F1 ∪F2 ∪ · · · ∪Fr. If x is any point in ∂P then there exists
g ∈ G and at least an i, with 1 ≤ i ≤ r, such that gx ∈ Fi; thus ∂P = ∪g∈GgD.
Now let g ∈ G \ {e}. The interior of the set D ∩ gD is the union of the interior
of Fi ∩ gFj for 1 ≤ i, j ≤ r; but this last set is empty by Corollay 6.3. Thus the set
D ∩ gD has no interior point.
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D0
U
D+
Figure 2. The sets D0, D+ and U as in the proof of the Theorem 6.4
In order to complete the proof we need to show that the representatives F1,
F2, . . . , Fr of the facets may be chosen so that D is connected. Let F1 be any of
such representatives and let F2, F3, . . . , Fk be other distinct representatives such
that D0 = F1 ∪F2 ∪ · · · ∪Fk is connected and k ≤ r is maximal with this property.
We want to prove that k = r.
Let F be the family of all facets of P which intersect D0 non trivially and let D+
be the union of all faces in F . Let U be a neighbourhood of D0 in ∂P contained in
D+ (see the Figure 2). If F is in F then F is in the orbit of an Fi, with 1 ≤ i ≤ k,
by the maximality of k; hence denoting by pi the projection map ∂P −→ ∂P/G we
have pi(D0) = pi(U).
Note that pi is an open map and, begin G a finite group, it is also closed. So
pi(D0) = pi(U) is open, since U is open, and it is closed since D0 is closed in ∂P.
But ∂P and ∂P/G are connected; hence pi(D0) = ∂P/G, or, in other words, every
orbit has a representative in D0, i.e. k = r. 
Corollary 6.5. If D is a fundamental domain for G in P, then cone(D) is a
fundamental domain for the action of G on Rn and cone(D)∩Sn−1 is a fundamental
domain on Sn−1.
Proof. This is clear since, as already noted, ∂P is homeomorphic to Sn−1 via the
map x 7−→ x/|x|. 
In the sequel of this paper we will always identify ∂P and Sn−1 without any
further comment. So, for example, we talk of the fundamental domain D of Sn−1
as in the previous theorem and corollary, while, properly speaking the domain is
cone(D) ∩ Sn−1.
We will use orbit polytopes to construct fundamental domains but we explicitly
remark that the geometry and the combinatorics of an orbit polytope does depend
on the base point. This is not surprising since also the notion of fundamental domain
is not canonical; for a single (free) action there are plenty of different fundamental
domains.
7. Orbit polytope for induced representations
Let G be a finite group, H a subgroup of G, ρ : G −→ GL(V ) a representation
and W ⊆ V a H–invariant subspace. Recall that ρ is induced by ψ .= ρ|H :
H −→ GL(W ) if V = ⊕ri=1giW , where g1, g2, . . . , gr ∈ G are representatives for
the quotient G/H and r = [G : H] is the index of H in G. Note that the induced
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representation is unique up to isomorphism of G–representations; we denote it
by IndGH ψ, or by Ind
G
HW if the H–module structure on W is clear. We have
dim IndGH ψ = r · dimW .
Now we want to compare the orbit polytope of H in W and that of G in V =
IndGHW in case of real representations. Up to changing the base of V as a vector
space over R, we can suppose W = Rn ' Rn × 0 × · · · × 0 ⊆ Rrn = V . It is clear
that if G acts by isometries and freely on Snr−1 ⊆ Rnr then H acts by isometries
and freely on Sn−1 ⊆ Snr−1.
Let v0 ∈ Sn−1 be fixed and denote by PH = conv(H · v0) the orbit polytope of
H with base point v0. Then
gi · PH ⊆ 0× · · · × 0︸ ︷︷ ︸
i−1
×Sn−1 × 0× · · · × 0︸ ︷︷ ︸
r−i
is isometric to PH .
Proposition 7.1. Let PG = conv(G · v0) be the orbit polytope of G with base point
v0, then
PG = ri=1giPH ' PrH .
Proof. The orbit G · v0 is given by gihv0 as i runs in 1, 2, . . . , r and h in H. The
thesis follows. 
8. The generalized binary tetrahedral group family
Let s ≥ 2 be an integer and recall that the generalized binary tetrahedral group
P′8·3s , as denoted by Milnor in [13], has the following presentation
P′8·3s = 〈p, q, z | p2 = (pq)2 = q2, zpz−1 = q, zqz−1 = pq, z3
s
= 1〉.
It is clear that P′8·3s is already generated, for example, by p and z, but this more
symmetric presentation is useful. From the presentation one can easily find that
p, q and pq all have order 4 and, denoting by −1 the element p2 = (pq)2 = q2, one
can prove at once that the following commuting relations hold:
i) −1 is a central element of order 2 and z3 is a central element of order 3s−1,
ii) qp = −pq,
iii) zp = qz and zq = pqz,
iv) z2p = pqz2 and z2q = pz2.
Using these properties, it is straightforward to prove that
Proposition 8.1. Each element of P′8·3s may uniquely be written as ±pmqnzk,
with 0 ≤ m,n ≤ 1 and 0 ≤ k < 3s. In particular P′8·3s has order 8 · 3s.
Another way of expressing above property iii) and iv) is the following: the inner
automorphism of P′8·3s given by conjugation by z acts as a cyclic permutation on
the elements p, q, pq. We depict this in the following diagram
p
z // q
z

pq
z
``
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Now we briefly recall how the representations by which P′8·3s freely acts on a
sphere are defined (see [17]). We begin by introducing the complex matrix
Z0 = −1
2
(
1 + i 1 + i
−1 + i 1− i
)
∈ U(2),
it is a unitary matrix and Z30 = Id. Let θ = 2pi/3
s, ζ = eθi and let ` be a positive
integer 1 ≤ ` < 3s prime to 3; then the assignment
z 7−→ Z = ζ`Z0,
p 7−→ P =
(
i 0
0 −i
)
,
q 7−→ Q =
(
0 1
−1 0
)
may be extended to an irreducible unitary representation α` : P
′
8·3s −→ U(2), we
denote by V` the vector space C2 with the P′8·3s–module structure of α`. Up to
isomorphism, these representations define all the free actions of P′8·3s on S
3; as real
representations they have dimension 4 and are orthogonal, i.e. α` : P
′
8·3s −→ O(4).
Moreover, up to isomorphism, any free action of P′8·3s on S
n−1 is of type
α`0 ⊕ α`1 ⊕ · · · ⊕ α`r−1
for certain positive prime to 3 integers `0 ≤ `1 ≤ · · · ≤ `r−1; in particular n = 4r ≡
0 (mod 4).
Now we want to introduce an equivalence relation, weaker than isomorphism, on
the set of representations of a group G. Let ρ1 : G −→ GL(V1), ρ2 : G −→ GL(V2)
be two G–representations. We say that ρ1 is equivalent to ρ2 if there exists a group
automorphism ϕ of G such that ρ1 ◦ ϕ is isomorphic to ρ2. This has a certain
importance for us since, although the representations α` are not isomorphic, they
are all equivalent (see also [22]).
Proposition 8.2. The representations α`, 1 ≤ ` < 3s, (`, 3) = 1, are all equivalent
to each other.
Proof. We show that the representation α1 is equivalent to α` for any prime to 3
integer ` with 1 ≤ ` < 3s. So fix such an integer ` and consider the assignment
p 7−→ p =
{
p if ` ≡ +1 (mod 3)
−pq if ` ≡ −1 (mod 3),
q 7−→ q =
{
q if ` ≡ +1 (mod 3)
−q if ` ≡ −1 (mod 3),
z 7−→ z = z`.
We prove that such assignment may be extended to an homomorphism ϕ` be show-
ing that the relations defining P′8·3s are fulfilled by p, q, z. Suppose first ` ≡ +1
(mod 3). Then p = p and q = q and the relations involving only p and q clearly
hold also for p and q. Now, by conjugation, z permutes p = p, q = q, pq = pq as z
does since ` ≡ +1 (mod 3), so also the remaining relations hold.
Suppose now ` ≡ −1 (mod 3). Then p = −pq, q = −q and pq = −pq(−q) = −p;
so p2 = q2 = (pq)2 = −1. Further, z acts by conjugation sending pq 7−→ q 7−→
p 7−→ pq since ` ≡ −1 (mod 3); so it does the same on p = −pq, q = −q and
pq = −p. This finishes the proof that ϕ` is an homomorphism.
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Moreover ϕ` is surjective: z ∈ Imϕ`, since z ∈ Imϕ` and (`, 3) = 1, and
p, q ∈ Imϕ` since p, q ∈ Imϕ` and p, q may be written in terms of p and q for both
` ≡ ±1 (mod 3). So ϕ` is an automorphism of P′8·3s .
It remains to prove that α1 ◦ ϕ` is isomorphic to α`. The representation α1 ◦ ϕ`
defines a free action of P′8·3s since α1 does; so α1 ◦ ϕ` is isomorphic, as a complex
representation, to αh for a suitable positive integer 1 ≤ h < 3s with (3, h) = 1. In
order to find such a h we compare the characters of α1 ◦ ϕ` and αh.
We have ch(α1 ◦ ϕ`)(z) = ch(α1)(z`) = ζ` Tr(Z`0) and, being Z0 of order 3, we
find ch(α1 ◦ ϕ`)(z) = −ζ` since both Z0 and Z−10 have trace −1. In the same way,
ch(αh)(z) = −ζh. So, we conclude h = ` since the two isomorphic representations
α1 ◦ ϕ` and αh must have the same characters and ζ is a primitive 3s–root of
unity. 
9. The generalized binary tetrahedral orbit polytopes
Our aim in this core section is the description of an orbit polytope for a free
action of P′8·3s on the 3–dimensional sphere S
3 ⊆ C2. It turns out that, to our
best understanding, this problem is quite combinatorially and geometrically com-
plicated to deal with directly. So we take a somehow longer way, passing to a higher
dimensional representation, by which we are able to conclude.
We consider a cyclic subgroup H of order 2 ·3s of P′8·3s , an H–invariant complex
line and the 4–dimensional complex induced representation from H to P′8·3s . In
this higher dimensional representation the orbit polytope is simple to describe, it
is the direct joint of four 2 · 3s–polygons thanks to the result of Section 7. Then we
return to the original orbit polytope in C2 by projecting and picking out the faces
in C4 that verify the criterion about projected polytope in Section 5.
Let us fix a free action representation α` : P
′
8·3s −→ U(V`) in C2 = R4 as in
the previous section. The largest order of an element of P′8·3s is 2 · 3s, the order
of x
.
= −z. Let H = 〈x〉 be the subgroup generated by x, recall that θ = 2pi/3s,
ζ = eiθ and note that x acts by the matrix
X = −ζ`Z0 = 1
2
(
1 + i 1 + i
−1 + i 1− i
)
whose eigenvalues are λ = ζ`(1 − √−3)/2 = ζ`−3s−1 and λ′ = ζ`(1 + √−3)/2 =
ζ`+3
s−1
. So denoting by v0 ∈ C2 an eigenvector of eigenvalue λ for X, the complex
line Π0 = C · v0 is H–invariant. The induced representation V˜` = IndP
′
8·3s
H Π0 is
4-dimensional complex since H has index 4 in P′8·3s .
Lemma 9.1. The P′8·3s–representation V˜` decomposes as V`⊕ V`−2·3s−1 ; in partic-
ular it defines a free action of P′8·3s on the sphere S
7 ⊆ C4.
Proof. For a 2·3s–root of unity η, denote by Cη the unique 1–dimensional H module
whose x action is multiplication by the scalar η; moreover let λ±` be 2 · 3s–root of
unity ζ`(1±√−3)/2. First note that ResP′8·3sH Vh = Cλ−h ⊕Cλ+h , for any 1 ≤ h < 3
s
and (h, 3) = 1. Next we use the Frobenius reciprocity (see, for example, [16]) and
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compute
〈V˜`, Vh〉P′
8·3s = 〈Ind
P′8·3s
H Cλ−` , Vh〉P′8·3s
= 〈Cλ−` ,Res
P′8·3s
H Vh〉H
= 〈Cλ−` ,Cλ−h ⊕ Cλ+h 〉H .
Hence 〈V˜`, Vh〉P′
8·3s is 1 if and only if either λ
−
h = λ
−
` or λ
+
h = λ
−
` . In the first case
h = ` while in the second case we have λ+h = ζ
h+3s−1 = ζ`−3
s−1
= λ−` and we find
h = `− 2 · 3s−1. 
9.1. The orbit polytope in R8. The first step now is the description of the orbit
polytope P˜ = conv(P′8·3s · v˜0) ⊆ S7 ⊆ V˜ = C4 = R8 with base point v˜0 = v0 ∈ Π˜0 ⊆
V˜ where Π˜0 is the plane Π0 as a subset of V˜ .
The elements g0 = 1, g1 = p, g2 = q, g3 = pq are a system of representatives for
P′8·3s/H, hence defining Π˜j = gjΠ˜0, for j = 0, 1, 2, 3, we have V˜ = Π˜0⊕Π˜1⊕Π˜2⊕Π˜3.
The orbit H · v˜0 on the real plane Π˜0 is the set V˜0 of vertices of a regular 2 · 3s–
polygon since α`|H is a free action and H is a cyclic group of order 2 · 3s.
Note that w 7−→ λw is a rotation of
`− 3s−1
2 · 3s 2pi
radians in the real plane Π˜0, since λ = ζ
`−3s−1 . So taking ` = ˆ` .= 1 + 3s−1 we have
a rotation of pi/3s radians, i.e. the centre angle of a 2 · 3s–agon; being such ˆ` prime
to 3, the representation αˆ` gives a free action. Fixing ` does not arm generality
since all free actions are equivalent by Proposition 8.1; so in the rest of this section,
where not stated otherwise, the representation α` is fixed with ` = ˆ`, X is a rotation
of pi/3s radians in the plane Π0 and, of course, the same is true for the action of x
in Π˜0.
Let P˜0 = conv(V˜0), a 2 · 3s–polygon in the plane Π˜0; we denote its vertices by
the corresponding elements of the group, so xh is the h–th vertex of P˜0 starting
from v˜0 and counting counter-clockwise, i.e. x
h is the vertex xh · v˜0
The full orbit P′8·3s · v˜0 in R8 is given by V˜0∪V˜1∪V˜2∪V˜3 where V˜j = gjV˜0 ⊆ Π˜j ,
for j = 0, 1, 2, 3. The polygon conv(V˜j) ⊆ Π˜j is denoted by P˜j and its vertices
are denoted by the corresponding group elements: gjx
h is the vertex gjx
h · v˜0,
h = 0, 1, . . . , 2 · 3s − 1; moreover we set also v˜j = gj · v˜0. Note that v˜0, v˜1, v˜2, v˜3 is
a complex basis for V while v˜j , iv˜j is a real basis for Π˜j for j = 0, 1, 2, 3. We define
the scalar product V˜ × V˜ 3 (u˜, v˜) 7−→ 〈u˜, v˜〉 ∈ R as the standard Euclidean scalar
product with respect to this real basis of V˜ .
In what follows we will need many times to compute the action of various P′8·3s
elements on the vertices of the polytope P˜; of course this is just group element
multiplication given the way we denote the vertices. Anyway we summarize the
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action of the generators (and also of pq) of P′8·3s in the following diagrams
0
+1

1
+1
%%
2
+1pp3+1
PP
x
0
+vv1
−
66
2
+

3
−
HH
p
0
+ ((1
− ((
2
−
hh
3
+
hh
q
0
+

1
+

2
−
VV
3
−
TT
pq
where, for g = x, p, q, pq as in a diagram, an arrow i
+1
//j means that g · gixh =
gjx
h+1, an arrow i
+
//j means that g ·gixh = gjxh and, finally, an arrow i − //j
means that g · gixh = −gjxh = gjxh+3s .
By Proposition 7.1 the polytope P˜ is the direct joint of four polygons P˜0 P˜1
P˜2  P˜3, isometric to P˜40 . Hence, by Corollary 3.3, a proper face of P˜ is the
direct joint of four (possibly empty) proper faces, one for each polygon P˜j . Since
a polygon has only the empty face, vertices and edges we see that a face of P˜ is
obtained by picking 0, 1 or 2 consecutive vertices on each polygon and taking the
direct joint of these vertices.
We set up a notation for certain faces of P˜ we need in the sequel. First we
introduce some 5–simplexes
∆˜5(h0, h1, h2,−) = [xh0 , xh0+1] [pxh1 , pxh1+1] [qxh2 , qxh2+1]
= [xh0 , xh0+1, pxh1 , pxh1+1, qxh2 , qxh2+1],
the joint of the h0–th edge of the polygon P˜0, of the h1–th edge of the polygon
P˜1 and of the h2–th edge of the polygon P˜2. And similarly for 3–simplexes (i.e.
tetrahedron)
∆˜3(h0, h1,−,−) = [xh0 , xh0+1] [pxh1 , pxh1+1]
= [xh0 , xh0+1, pxh1 , pxh1+1],
the joint of the h0–th edge of the polygon P˜0 and of the h1–th edge of the polygon
P˜1. Similar notations apply to any combinations of three or two of the four polygons
P˜0, P˜1, P˜2, P˜3 by moving the symbol(s) “–” in the other positions.
9.2. The orbit polytope in R4. We are now in a position to project P˜ to P =
conv(P′8·3s · v0) ⊆ V = C2 = R4. So let vj = gj · v0 ∈ C2, for j = 0, 1, 2, 3, and
define the map
pi : C4 −→ C2
by C–linearly extending
v˜j 7−→ vj , for j = 0, 1, 2, 3.
Crucial is the following
Lemma 9.2. The projection pi is the unique P′8·3s–equivariant map V˜ −→ V such
that pi(v˜0) = v0.
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Proof. Since V = Vˆ`, V˜ = Vˆ`⊕ Vˆ`−3s−1 and these last two representations are not
isomorphic, the space of P′8·3s–equivariant linear map V˜ −→ V is 1–dimensional
by the Schur Lemma (see [16]). As already noted in the proof of Lemma 9.1,
Res
P′8·3s
H V = Cλ−ˆ` ⊕ Cλ+ˆ` using the notation introduced there; hence the vector
v˜0 ∈ Cλ−ˆ` ⊆ Res
P′8·3s
H V˜ must be sent to a non-zero scalar multiple of v0 by a P
′
8·3s–
equivariant projection ϕ : V˜ −→ V since H ⊆ P′8·3s . So there exists and is unique
such a ϕ with ϕ(v˜0) = v0; moreover we also have ϕ(v˜j) = ϕ(gj v˜0) = gjϕ(v˜0) =
gjv0 = vj . We conclude that pi = ϕ since the two linear maps coincide on the basis
v˜0, v˜1, v˜2, v˜3 of V˜ . 
We use the following notational convention: given any object A˜ related to V˜ we
denote by A its projection via pi to V ; for example Πj = pi(Π˜j), for j = 0, 1, 2, 3.
The previous Lemma assures that any relation in terms of P′8·3s among objects A˜
and B˜ is still valid among A and B; for example Πj = gjΠ0, for j = 0, 1, 2, 3.
We explicitly note that the above diagrams giving the actions of x, p, q and pq
on the vertices of P˜ apply to the vertices of P too, by the P′8·3s–equivariance of the
map pi. Furthermore, we denote also the vertices of P by the elements of the group
P′8·3s identifying g and g · v0; with this notation the projection pi from the vertices
of P˜ to those of P is simply pi(g) = g.
In the following steps we need some common notations that we fix now: let
φ = pi/3s be the centre angle of a 2 · 3s–polygon and let ω = eipi/3 = (1 +√−3)/2
be a primitive sixth root of unity in C. In order to apply Proposition 5.2 to the pair
P˜ pi−→ P we need to know when a linear functional ϕ˜ on V˜ has kernel containing
the kernel of pi. This is the content of the following proposition.
Proposition 9.3. Let u˜ be a vector in V˜ with coordinates (z˜0, z˜1, z˜2, z˜3) with respect
to the basis v˜0, v˜1, v˜2, v˜3. Then the linear functional V˜ 3 x˜ ϕ˜7−→ 〈x˜, u˜〉 ∈ R, has the
property kerpi ⊆ ker ϕ˜ if and only if{
z˜2 = w
2z˜0 − wz˜1
z˜3 = wz˜0 + w
2z˜1.
Proof. As a first step we prove that the following system of equations holds in V{ √−3v0 + v1 + v2 + v3 = 0
−v0 +
√−3v1 − v2 + v3 = 0.
It is straightforward to check that
Z0 = −1
2
(1 + P +Q+ PQ),
hence
Z = ζ
ˆ`
Z0 = −1
2
ζ
ˆ`
(1 + P +Q+ PQ).
Applying this to v0, we obtain the equation
(1−√−3)v0 = v0 + Pv0 +Qv0 + PQv0,
and, by the definition of v0, v1, v2, v3, the equation√−3v0 + v1 + v2 + v3 = 0.
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Finally, applying g1 to this last equation we find the other equation in the system.
(One can also apply g2 and g3 and obtain a more symmetric system with four
equations of rank 2.)
Now we prove that kerpi is generated by the following two vectors
R˜0 =
√−3v˜0 + v˜1 + v˜2 + v˜3,
R˜1 = −v˜0 +
√−3v˜1 − v˜2 + v˜3.
Indeed, let K be the vector subspace of V˜ generated by R˜0 and R˜1; by the previous
system of equations fulfilled by v0, v1, v2, v3 we have K ⊆ kerpi since pi sends each v˜j
in vj by definition, for j = 0, 1, 2, 3. Moreover K has dimension 2 since R˜0 and R˜1
are clearly linearly independent. SoK = kerpi using dim kerpi = dim V˜−dimV = 2.
Finally note that kerpi is a complex subspace of V˜ since pi is a C–linear map. So
(kerpi)⊥ may also be defined via the standard Hermitian scalar product V˜ × V˜ 3
(v˜, v˜′) 7−→ 〈v˜, v˜′〉C ∈ C with respect to the basis v˜0, v˜1, v˜2, v˜3 of V˜ . Hence the
equations to prove are obtained from 〈u˜, R˜h〉C = 0 for h = 0, 1. 
We introduce now certain projected faces from P˜ to P. For an integer h let
O(h) = ∆5(h, h+ 2 · 3s−1, h+ 3s−1,−)
= pi(∆˜5(h, h+ 2 · 3s−1, h+ 3s−1,−))
= [xh, xh+1, pxh+2·3
s−1
, pxh+2·3
s−1+1, qxh+3
s−1
, qxh+3
s−1+1],
this is the convex hull of three edges of the three polygons P0,P1,P2 in the three
different planes Π0,Π1,Π2; we will see it is a 3–dimensional polytope in V = R4.
Clearly O(h) depends only on the residue class of h modulo 2 · 3s. We call any
polytope g · O(h), with g ∈ P′8·3s and h integer, an admissible octahedron (see the
subsequent Proposition 9.8 for this name).
For h and k integers let
T (h, k) = ∆3(h, k,−,−)
= pi(∆˜3(h, k,−,−))
= [xh, xh+1, pxk, pxk+1],
this is the convex hull of two edges in P0,P1, a tetrahedron in V = R4. Also T (h, k)
depends only on the residue class of h and k modulo 2 · 3s. We call any polytope
g · T (h, k), with g ∈ P′8·3s and h, k ∈ Z such that h + 3s−1 < k < h + 2 · 3s−1, an
admissible tetrahedron.
Proposition 9.4. Any admissible octahedron is a facet of P.
Proof. Let c = 1/ cos(φ/2) and
z˜0 = c · ei(h+ 12 )φ,
z˜1 = c · ei(h+2·3s−1+ 12 )φ,
z˜2 = c · ei(h+3s−1+ 12 )φ,
z˜3 = 0
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and consider the functional V˜ 3 x˜ ϕ˜7−→ 〈x˜, z˜〉 ∈ R, where z˜ = (z˜0, z˜1, z˜2, z˜3). By
Proposition 3.2 and Proposition 4.1 the functional ϕ˜ defines the face ∆˜5(h, h+ 2 ·
3s−1, h+3s−1,−) of P˜. Moreover, note that e3s−1φi = ω and it is easy to verify that
z˜ fulfils the condition of Proposition 9.3. So O(h) = pi∆˜5(h, h+2 ·3s−1, h+3s−1,−)
is a facet of P. Clearly also g · O(h), for any g ∈ P′8·3s , is a facet of P. 
In the proof of the next proposition we need the positivity of a certain function,
we see this in the following lemma.
Lemma 9.5. The function[
0,
pi
3
]
−→ R
α 7−→ 1
2
cos
α
2
− cos
(
2pi
3
+ α
)
− 1
vanishes in 0 and is positive in (0, pi/3].
Proof. Let f be the function defined above. It is clear that f(0) = 0. Moreover
f ′(α) = −a(α) + b(α), where a(α) = sin(α/2)/4 and b(α) = sin(2pi/3 + α) with
a(α) increasing in [0, pi/3] and b(α) decreasing in the same interval.
Since f ′(0) =
√
3/2 > 0 while f ′(pi/3) = − sin(pi/6)/4 < 0, the function f ′(α)
has exactly one zero, say α0, in [0, pi/3]. This implies that f is increasing till α0
and decreasing from α0 to pi/3; but since f(pi/3) = cos(pi/6)/2 > 0 we have the
claim about the positivity of f . 
Proposition 9.6. Any admissible tetrahedron is a facet of P.
Proof. Let c = 1/ cos(φ/2) and
z˜0 = c · ei(h+ 12 )φ,
z˜1 = c · ei(k+ 12 )φ,
z˜2 = ω
2z˜1 − ωz˜2,
z˜3 = ωz˜1 + ω
2z˜2.
The functional V˜ 3 x˜ ϕ˜7−→ 〈x˜, z˜〉 ∈ R, where z˜ = (z˜0, z˜1, z˜2, z˜3), fulfils the condition
in Proposition 9.3 by definition. Moreover if we show that |z˜2|, |z˜3| < 1 then z˜2 and
z˜3 are internal points of the dual polygons of P˜2 and P˜3 and, by Proposition 3.2
and Proposition 4.1, the functional ϕ˜ defines the face ∆˜3(h, k,−,−) of P˜. So we
conclude that T (h, k) = pi(∆˜3(h, k,−,−)) is a facet of P; clearly also all gT (h, k),
for g ∈ P′8·3s , are facet of P.
Now we prove that |z˜2| < 1. Let d = k − h and note that
|z˜2| = |cω2ei(h+ 12ϕ)(1 + ei(dφ+ 2pi3 ))| = 2c(1 + cos(dφ+ 2pi
3
)).
The hypothesis on h and k implies that pi/3 < dφ < 2pi/3, so pi < dφ + 2pi/3 ≤
4pi/3− φ and we find cos(dφ+ 2pi/3) ≤ cos(φ+ 2pi/3). Hence
|z˜2| = 2c(1 + cos(dφ+ 2pi
3
)) ≤ 2c(1 + cos(φ+ 2pi
3
))
and so |z˜2| < 1 using the previous Lemma since c = 1/ cos(φ/2) and φ = pi/3s <
pi/3.
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Figure 3. The octahedron O(h).
We proceed analogously for proving |z˜3| < 1. We have
|z˜3| = |cωei(h+ 12ϕ)(1 + ei(dφ+pi3 ))| = 2c(1 + cos(dφ+ pi
3
)).
The hypothesis on h and k implies that 2pi/3 + φ ≤ dφ+ pi/3 < pi, hence cos(dφ+
pi/3) ≤ cos(φ+ 2pi/3) and we conclude as above using the previous Lemma. 
In order to simplify next computations we see the following proposition first.
Proposition 9.7. All the admissible octahedra are in the same orbit under P′8·3s .
In particular x3
s−1
qx maps each vertex
xh, xh+1, pxh+2·3
s−1
, pxh+2·3
s−1+1, qxh+3
s−1
, qxh+3
s−1+1
of O(h) to the vertex
qxh+3
s−1+1, qxh+3
s−1+2, xh+1, xh+2, pxh+2·3
s−1+1, pxh+2·3
s−1+2
of O(h+ 1), respectively.
Proof. Just compute
O(h) = ∆5(h, h+ 2 · 3s−1, h+ 3s−1,−)
x7−→ ∆5(h+ 1,−, h+ 2 · 3s−1 + 1, h+ 3s−1 + 1)
q7−→ ∆5(h+ 2 · 3s−1 + 1 + 3s, h+ 3s−1 + 1, h+ 1,−)
x3
s−1
7−→ ∆5(h+ 1, h+ 2 · 3s−1 + 1, h+ 3s−1 + 1,−)
= O(h+ 1).
This shows that the admissible octahedra of type O(h), h ∈ Z, are in the same
orbit; hence the same is clearly true for all admissible octahedra.
For the second statement one check at once, by the above computation, that
x3
s−1
qx maps the vertices accordingly to the two lists in the Proposition. 
Proposition 9.8. Any admissible octahedron is an (irregular) octahedron as in
Figure 3.
Proof. We show that each 2–face of the octahedron in the Figure is an actual 2–
face of O(h). First if g = x3s−1qx as in the previous proposition, then gh sends
O(0) to O(h) mapping the vertexes accordingly as they are listed in the previous
proposition; so we can assume h = 0 since faces are sent to faces by the group
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action on P and so does also the permutation on the vertexes of the proposition
from 2–faces of the Figure for h to the 2–faces of the same Figure for h+ 1.
We begin by showing that six of the eight 2–faces in the figure are faces also of
some tetrahedron, so they are in the border of O(0). It is immediate to see that
[1, x, px2·3
s−1
] ⊆ ∂T (0, 2 · 3s−1 − 1),
[x, px2·3
s−1
, px2·3
s−1+1] ⊆ ∂T (1, 2 · 3s−1),
and T (0, 2 · 3s−1 − 1), T (1, 2 · 3s−1) are facet of P by Proposition 9.6.
We explicitly note the two following transformations by element of P′8·3s : xT (h, k) =
[xh+1, xh+2, qxk+1, qxk+2] and x−1qT (h, k) = [pxh−1, pxh, qxk+3s−1, qxk+3s ].
In particular for h = −2 and k = 3s−1 − 1 the polytope T (h, k) is a facet
of P by Proposition 9.6 and so the 2–face [1, qx3s−1 , qx3s−1+1] is also a face of
[x−1, 1, qx3
s−1
, qx3
s−1+1] = xT (h, k).
In the same way, for h = −1, k = 3s−1 the polytope T (h, k) is a facet of P and
the 2–face [1, x, qx3
s−1+1] is also a face of xT (h, k).
For h = 2 · 3s−1 + 1 and k = 4 · 3s−1 the polytope T (h, k) is a facet of P and the
2–face [px2·3
s−1
, px2·3
s−1+1, qx3
s−1
] is also a face of x−1qT (h, k).
In the same way, for h = 2 · 3s−1 + 2, k = 4 · 3s−1 + 1 the polytope T (h, k) is a
facet of P and the 2–face [px2·3s−1+1, qx3s−1 , qx3s−1+1] is also a face of x−1qT (h, k).
It remains to deal with the two faces: T1 = [1, px2·3s−1 , qx3s−1 ] and T2 =
[x, px2·3
s−1+1, qx3
s−1+1]. These faces can not be faces of tetrahedra of type gT (h, k),
with g ∈ P′8·3s , since their vertices lay in three different planes. However, we can
use the following general fact: each 1–face in the boundary of a three dimensional
polytope belongs to the boundary of exactly two 2–faces.
We apply this to O(0) considering the 1–face L = [1, px2·3s−1 ]. Observe that
L belongs to the boundary of the triangle [1, x, px2·3
s−1
], that we have already
seen to be in the boundary of O(0). Thus, L should belong to the boundary
of another triangle in the boundary of O(0), namely there should exist a vertex
v 6= 1, x, px2·3s−1 of O(0), such that T = [v, L] is in the boundary of O(0).
Now, v can not be px2·3
s−1+1, since in this case the edge [px2·3
s−1
, px2·3
s−1+1]
would be in the boundary of three triangles: T and two faces of the octahedron
already found above. Similarly, v can not be qx3
s−1+1, since in this case the edge
[1, qx3
s−1+1] would be in the boundary of three triangles: T and two faces of the
octahedron found above. This shows that v = qx3
s−1
, and proves that T belongs
to the boundary of O(0).
In the same way, using L′ = [px2·3
s−1+1, qx3
s−1+1], one can prove that the last
2–face [x, px2·3
s−1+1, qx3
s−1+1] is in the boundary of O(0). 
Proposition 9.9. Each 2–face of an admissible octahedron is either a face of some
admissible tetrahedron or of some other admissible octahedron.
Proof. We can assume that the admissible octahedra if O(0). In the proof of the
previous Proposition we saw that four 2–faces of O(0) are faces also of some tetra-
hedron. For the remaining two ones note that [1, px2·3
s−1
, qx3
s−1
] is a face of O(−1)
while [x, px2·3
s−1+1, qx3
s−1+1] is a face of O(1). 
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Proposition 9.10. Each 2–face of an admissible tetrahedron is either a face of
some admissible octahedron or of some other admissible tetrahedron.
Proof. We can assume that the admissible tetrahedron is T (h, k) with h+ 3s−1 <
k < h+ 2 · 3s−1. We consider the four faces of T (h, k):
T1 = [xh, xh+1, pxk],
T2 = [xh, xh+1, pxk+1],
T3 = [xh, pxk, pxk+1],
T4 = [xh+1, pxk, pxk+1].
If k 6= h + 3s−1 + 1, then T (h, k − 1) is a facet of P by Proposition 9.6 and
T1 is a face also of this tetrahedron. If otherwise k = h + 3s−1 + 1, then T1 =
[xh, xh+1, pxh+3
s−1+1], and, since [xh+3
s−1+1, pxh+3
s
, pxh+3
s+1] is a 2–face of O(h+
3s−1) by Proposition 9.8, T1 is a face of pO(h+ 3s−1).
If k 6= h+ 2 · 3s−1− 1, then T (h, k+ 1) is a facet of P by Proposition 9.6 and T2
is a face also of this tetrahedron. If otherwise k = h+ 2 · 3s−1 − 1, then T2 belongs
to the boundary of the octahedron O(h) by Proposition 9.8.
If k 6= h+ 2 · 3s−1− 1, then T (h− 1, k) is a facet of P by Proposition 9.6 and T3
is a face also of this tetrahedron. If otherwise k = h+ 2 · 3s−1 − 1, then T3 belongs
to the boundary of the octahedron O(h− 1) by Proposition 9.8.
If k 6= h + 3s−1 + 1 < k, then T (h + 1, k) is a facet of P by Proposition 9.6
and T4 is a face also of this tetrahedron. If otherwise k = h + 3s−1 + 1, then
T4 = [xh+1, pxh+3s−1+1, pxh+3s−1+2] and, since [xh+3s−1+1, xh+3s−1+2, pxh+3s+1] is
a 2–face of O(h+ 3s−1 + 1) by Proposition 9.8, T4 is a face of pO(h+ 3s−1 + 1). 
We finally conclude with a description of all the facets of P.
Theorem 9.11. The facets of P are the admissible octahedra and the admissible
tetrahedra.
Proof. By Proposition 9.4 and Proposition 9.6 all admissible octahedra and all
admissible tetrahedra are facets of P; let F be the set of all such facets. Being ∂P
homeomorphic to S3, it is connected and if ∪F was not the whole border of P then
there should exist a facet in F whose border was not contained in ∪F . But this is
impossible by Proposition 9.9 and Proposition 9.10. 
9.3. The fundamental domain. We are now in a position to describe a funda-
mental domain for the action of P′8·3s on S
3. We introduce some further notations:
for g, g′ ∈ P′8·3s and h, k integers, let
Tg,g′(h, k) = [gxh, gxh+1, g′xk, g′xk+1].
Theorem 9.12. The union of the octahedron O(0) (yellow) and the tetrahedra
T1,p(h, 2 · 3s−1), 1 ≤ h ≤ (3s−1 − 1)/2 (red),
Tq,1(h, 0), 3s−1 + 1 ≤ h ≤ 3s−1 + (3s−1 − 1)/2 (green),
Tp,q(h, 3s−1), 2 · 3s−1 + 1 ≤ h ≤ 2 · 3s−1 + (3s−1 − 1)/2 (blue)
is a fundamental domain for the action of P′8·3s on S
3. (See Figure 4.)
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Figure 4. The fundamental domain (for s = 3).
Proof. By Theorem 6.4 a fundamental domain for the action of P′8·3s on S
3 is given
by the union of a, suitably chosen, set of representatives for the P′8·3s–orbits on the
set of facets of P. We begin by noting that the admissible octahedra are all in the
same orbit by Proposition 9.7, hence we may chose O(0) as a representative. The
proof for the tetrahedra is quite more involved.
Let T be the set of all tetrahedra in the statement of the Theorem and paint
them red, green or blue as indicated (see also Figure 4). For this proof, set also
a = (3s−1 − 1)/2
Since we know that any facet of P is an admissible octahedron or is an admissible
tetrahedron, we proceed in three steps: first we show that any tetrahedron in T
is admissible; next, we show that the number of tetrahedra in T is the number of
orbits of P′8·3s on the admissible tetrahedra; finally, we show that all tetrahedra in
T are in different orbits.
Step 1. Since h + 3s−1 < 2 · 3s−1 < h + 2 · 3s−1 for all 1 ≤ h ≤ a, any red
tetrahedron T1,p(h, 2 · 3s−1) = T (h, 2 · 3s−1) is admissible.
Note that x−1Tq,1(h, 0) = T (−1, h− 1) and −1 + 3s−1 < h− 1 < −1 + 2 · 3s−1 for
any 3s−1 + 1 ≤ h ≤ 3s−1 + a. Hence any green tetrahedron is admissible.
Finally, for blue tetrahedra, note that x−3
s
pqxTp,q(h, 3s−1) = T (3s−1+1, h+1) and,
further, 3s−1+1+3s−1 < h+1 < 3s−1+1+2·3s−1 for any 2·3s−1+1 ≤ h ≤ 2·3s−1+a;
hence also all such tetrahedra are admissible.
Step 2. Now we show that T contains the correct number of tetrahedra. Let
T denotes the set of all the admissible tetrahedra. First, observe that P ′8·3s acts
transitevely on the set of the unordered pairs of planes Πj , j = 0, 1, 2, 3 and, for
such action, the stabilizer of {Π0,Π1} is the subgroup K = 〈x3, p〉. Let
T1,p = {T (h, k) | h+ 3s−1 < k < h+ 2 · 3s−1, 0 ≤ h ≤ 2 · 3s − 1},
be the set of the admissible tetrahedra with vertices on the planes Π0 and Π1. The
element x3 clearly maps T1,p onto itself. We have also that pT (h, k) = T (k+3s, h),
and this last tetrahedron is again admissible; thus p maps T1,p onto itself. This
shows that K acts on T1,p.
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On the other hand, if g ∈ P′8·3s \K and T ∈ T1,p, then g ·T 6∈ T1,p since g ·T has
vertices on the planes gΠ0, gΠ1 and {gΠ0, gΠ1} 6= {Π0,Π1} being K the stabilizer
of the latter pair of planes.
So we conclude that the orbits of P′8·3s on T are in bijection with the orbits of
K on T1,p. Since P′8·3s has no fixed point, all actions are free and we have
|T /P′8·3s | = |T1,p/K| =
|T1,p|
|K| =
2 · 3s(3s−1 − 1)
4 · 3s−1 = 3
3s−1 − 1
2
= |T|,
where the last equality is an immediate check.
Step 3. In this last step we prove that all tetrahedra in T are in different P′8·3s–
orbits. Suppose that g˜ ∈ P′8·3s maps T = Tg,g′(h, k) in T = Tg,g′(h, k) with these
tetrahedra both in T. First of all, note that either
(A)
{
g˜ · gxh = gxh
g˜ · g′xk = g′xk
or
(B)
{
g˜g · xh = g′xk
g˜g′ · xk = gxh.
In the rest of the proof we exploit the subgroup G = 〈p, q, x3s−1〉 of P′8·3s ; by the
defining relations of P′8·3s , this is a normal subgroup of P
′
8·3s . Now we separately
consider the two cases (A) and (B).
Case (A). If T and T have the same colour, then g = g, g′ = g′, k = k and we find
g˜ = e; hence T = T . So suppose that T and T have different colours and note that
g′xk, g′xk are elements of G, so, by the second equation in (A), we find g˜ ∈ G.
Recall that we have defined g0 = e, g1 = p, g2 = q and g3 = pq; so there exists
t ∈ {0, 1, 2, 3} and 0 ≤ u ≤ 5 such that g˜ = gtxu·3s−1 . Since x3s−1 is in the centre
of P′8·3s , we have{
g˜gxh = gtx
u·3s−1gxh = gtgxh+u·3
s−1
= gxh
g˜g′xk = gtxu·3
s−1
g′xk = gtg′xk+u·3
s−1
= g′xk.
In particular {
gtg = ±g
gtg
′ = ±g′,
since gt, g, g
′, g, g′ ∈ {1, p, q, pq} and {±1,±p,±q,±pq} is a subgroup of P′8·3s .
So if T is red and T is green we have{
gt · 1 = ±q
gt · p = ±1;
whereas if T is red and T is blue we have{
gt · 1 = ±p
gt · p = ±q
and, finally, if T is green and T is blue{
gt · q = ±p
gt · 1 = ±q.
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All these three systems are impossible. We conclude that in case (A) we can only
have T = T .
Case (B). Since g′xk, g′xk ∈ G we find{
g˜ · gxh ≡ 1 (mod G)
g˜ · 1 ≡ gxh (mod G);
hence gxh · gxh ∈ G. Moreover let t ∈ {0, 1, 2, 3} be such that xh · g = gtxh. Then
gxh · gxh = ggtxh+h and we conclude h+ h ≡ 0 (mod 3s−1).
Finally, since the tetrahedron T and T are in T we have 1 ≤ h, h ≤ a (mod 3s−1)
and so 2 ≤ h+h ≤ 2a = 3s−1−1 (mod 3s−1); this shows that h+h 6= 0 (mod 3s−1)
and so case (B) is impossible.
We have hence showed that all tetrahedra in T are in different orbits and the
Theorem is proved. 
Recall that in all this section we have always considered, also implicitly, the
representation αˆ` with ˆ`= 1 + 3
s−1. Now we want to consider a generic free action
representation α` for 1 ≤ ` < 3s and (`, 3) = 1.
In the proof of Proposition 8.2 we have defined certain homomorphism ϕ` of P
′
8·3s
such that α1 ◦ ϕ` is isomorphic to α` as a P′8·3s–representations. So the element
x`
.
= ϕ−1` ϕˆ`(x) acts on Vα` as x does on Vαˆ`, in particular it has an eigenvalue giving
a rotation of pi/3s in the real plane generated by the corresponding eigenvector.
Hence the description of the geometry of the fundamental domain for Vˆ` is valid
also in V` for a generic ` as explained below.
Corollary 9.13. The fundamental domain of the previous Theorem 9.12 for Vˆ` is
a fundamental domain also for V`, ` any integer prime with 3, once we replace x,
p and q by x` = ϕ
−1
` ϕˆ`(x), p` = ϕ
−1
` ϕˆ`(p) and q` = ϕ
−1
` ϕˆ`(q), respectively.
10. Homological results for generalized binary tetrahedral groups
In the previous section we have constructed a simplicial decomposition of the
sphere S3 equivariant with respect to the action α` of the group P
′
8·3s . This is
clear since we may decompose the octahedron in four tetrahedra. By definition this
induces a ∆–simplicial decomposition (see for example [9]) of the quotient spherical
space form. However, instead of using this decomposition, and the associate chain
complex, for homology calculation, it is possible and much more convenient to
derive a simpler equivariant decomposition, considering blocks of simplices and
lowering the number of cells. This new decomposition will be an equivariant CW–
decomposition. This is the purpose of the first part of this section. In the second
part, we compute homology and cohomology group, and we determine the structure
of the group cohomology ring. We compute also the Reidemeister torsion for the
tetrahedral spherical space forms.
10.1. Cellular chain complex. As a first step we want to use a cellular decom-
position of the space form X = S3/P′8·3s to construct a P
′
8·3s–invariant cellular
decomposition of S3, defining a complex C• of ZP′8·3s–modules.
We begin by defining certain cells via the fundamental domain described in
Theorem 9.12; so we fix the free action αˆ`, with ˆ`= 1+3
s−1 as seen in the previous
section. With reference to Figure 5, we define a 2–cell by listing the vertices of its
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border in the positive order, i.e. using the anticlockwise order with respect to the
normal vector to the border of the fundamental domain.
Notation. In all this section a is the integer 3s−1.
Let c3 be the whole domain and define the following 2–cells
c2,1 = [x, x
2, . . . , x
a+1
2 −1, x
a+1
2 ,
px2a+1, px2a+2, . . . , px2a+
a+1
2 −1, px2a+
a+1
2 ,
qxa+1, qxa+2, . . . , qxa+
a+1
2 −1, qxa+
a+1
2 ],
c2,1 = [x
a+1
2 −1, x
a+1
2 −2, . . . , x, 1,
qxa+
a+1
2 −1, qxa+
a+1
2 −2, . . . , qxa+1, qxa,
px2a+
a+1
2 −1, px2a+
a+1
2 −2, . . . , px2a+1, px2a],
c2,2 = [1, x, qx
a+ a+12 ],
c2,3 = [px
2a+ a+12 , qxa, qxa+1],
c2,4 = [1, qx
a+ a+12 , qxa+
a+1
2 −1],
c2,2 = [qx
a, px2a+
a+1
2 , px2a+
a+1
2 −1],
c2,3 = [x
a+1
2 , x
a+1
2 −1, px2a],
c2,4 = [px
2a, px2a+1, x
a+1
2 ]
and, finally, consider the following 1–cells
c1,1 = [1, x],
c1,2 = [1, qx
a+ a+12 −1],
c1,3 = [1, qx
a+ a+12 ],
c1,4 = [x, qx
a+ a+12 ].
and let c0 be the vertex 1. Note that we have the relations
c2,1 = −px2a−1c2,1,
c2,2 = −px2a+ a+12 −1c2,2,
c2,3 = −pqx2a+ a+12 −1c2,3,
c2,4 = −x a+12 c2,4.
So we define the following complex of ZP′8·3s–modules
C• : 0 // C3
∂3 // C2
∂2 // C1
∂1 // C0 // 0,
with
C3 = ZP′8·3s [c3],
C2 = ZP′8·3s [c2,1, c2,2, c2,3, c2,4],
C1 = ZP′8·3s [c1,1, c1,2, c1,3, c1,4],
C0 = ZP′8·3s [c0]
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Figure 5. The eight 2–cells (for s = 3).
and, setting L =
∑ a−1
2
h=1 x
h ∈ ZP′8·3s , boundary maps given by
∂3(c3) = c2,1 + c2,2 + c2,3 + c2,4+
c2,1 + c2,2 + c2,3 + c2,4
= (1− px2a−1)c2,1 + (1− px2a+ a+12 −1)c2,2+
(1− pqx2a+ a+12 −1)c2,3 + (1− x a+12 )c2,4,
∂2(c2,1) = (L+ px
2aL+ qxaL)c1,1 − qxa+1c1,2 + x a+12 c1,3 − c1,4,
∂2(c2,2) = c1,1 − c1,3 + c1,4,
∂2(c2,3) = qx
ac1,1 + qx
a+1c1,2 + px
2a+ a+12 −1c1,4,
∂2(c2,4) = −qxa+ a+12 −1c1,1 − c1,2 + c1,3,
∂1(c1,1) = (x− 1)c0,
∂1(c1,2) = (qx
a+ a+12 −1 − 1)c0,
∂1(c1,3) = (qx
a+ a+12 − 1)c0,
∂1(c1,4) = (qx
a+ a+12 − x)c0.
As in Corollary 9.13, the complex C• may be defined for any free action V`, with
1 ≤ ` < 3s an integer prime to 3; one just need to replace any occurrence of x,
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p and q with x`, p` and q`, respectively; also L is replaced by L` =
∑ a−1
2
j=1 x
j
` ; we
denote the resulting complex by C•,(`). Thus we have the following result.
Theorem 10.1. The complex C•,(`) is a P′8·3s–equivariant cellular chain complex
for S3 with respect to the action α`.
We denote the cells of the complex C•,(`) corresponding to c3, c2,j , c1,j , with
j = 1, 2, 3, 4, and c0 by c3,(`), c2,j,(`), c1,j,(`) and c0,(`), respectively. These cells are
key for the construction of a complex for the higher dimensional spheres, our next
aim.
Indeed, as recalled in Section 8, any free action of P′8·3s on a sphere S
4n−1 is
induced by a linear action
α = α`0 ⊕ · · · ⊕ α`n−1 : P′8·3s −→ U(2n,C),
where 1 ≤ `0, `1, . . . `n−1 < 3s are integers prime to 3 (one may also assume `0 ≤
`1 ≤ · · · ≤ `n−1 up to isomorphism). It is clear that a fundamental domain for
P′8·3s on S
4n−1 is given by
c4n−1 = S3  S3  · · · S3︸ ︷︷ ︸
n−1
c3,(`n−1).
In order to construct a cellular decomposition of S4n−1 we cascade the various
cellular complexes C•,(`0), C•,(`1), . . ., C•,(`n−1). Indeed the border of c4n−1 is
clearly S3 · · · S3 ∂3(c3,(`n−1)) a union of P′8·3s–translates of the four (4n− 2)–
cells
c4n−2,j = S3  S3  · · · S3︸ ︷︷ ︸
n−1
c2,j,(`n−1), j = 1, 2, 3, 4,
and, in the same way, the border of these (4n−2)–cells is a union of P′8·3s–translates
of the four (4n− 3)–cells
c4n−3,j = S3  S3  · · · S3︸ ︷︷ ︸
n−1
c1,j,(`n−1), j = 1, 2, 3, 4.
The border of these last cells is in turn a union of P′8·3s–translates of the the unique
(4n− 4)–cell
c4n−4 = S3  S3  · · · S3︸ ︷︷ ︸
n−1
c0,(`n−1).
This cell is a cone over the (4n−5)–sphere S3  S3  · · · S3︸ ︷︷ ︸
n−1
with vertex the point
(0, 0, . . . , 0, c0,(`n−1)). Hence its border is the (4n − 5)–sphere which is a union of
P′8·3s–translates of the (4n− 5)–cell
c4n−5 = S3  S3  · · · S3︸ ︷︷ ︸
n−2
c3,(`n−2) × 0.
Continuing in this way we construct a complex whose description we summarise
in the following theorem. In certain boundary maps we need the element Σ =∑
g∈P′
8·3s
g; note that, being ϕ−1` ◦ ϕˆ` an automorphism of P′8·3s for any integer `
prime to 3, replacing x, p and q by x`, p` and q`, respectively, does not change Σ.
Theorem 10.2. Let C•(S4n−1;ZP ′8·3s , α) be the complex of ZP′8·3s–modules whose
generators are the cells c4k+1, c4k+2,j, c4k−3,j and c4k, for k = 0, 1, · · · , n − 1
and j = 1, 2, 3, 4, as defined above; and whose boundary maps ∂4k+1, ∂4k+2, ∂4k+3
28 ROCCO CHIRIVI` AND MAURO SPREAFICO
are induced by the boundary of the complex C•,(`k) while, for degree 4k, we have
∂4k(c4k) = Σ · c4k−1 for k > 0 and ∂0(c0) = 0. Then C•(S4n−1;ZP ′8·3s , α) gives
a cellular chain complex for S4n−1 that is equivariant with respect to the action
α`0 ⊕ · · · ⊕ α`n−1 of P′8·3s .
The same result is true considering a sequence α = αh1 , αh2 , . . . of a denumerable
number of free actions; in this case we have a P′8·3s–equivariant cellular decompo-
sition of S∞. As a consequence we have a resolution of Z over P′8·3s ; however in
the next subsection we are going to see an amelioration of this result by using a
simpler complex.
10.2. A complex with lower ranks and resolution. Now we want to define a
subcomplex of C•(S4n−1;ZP ′8·3s , α), chain equivalent to C•(S4n−1;ZP ′8·3s , α) itself,
but that has fewer generators. Due to the 4–periodicity of the complex we focus
on 2–cells; also we assume that `k = ˆ`= 1 + 3
s−1, for any k = 0, . . . , n− 1, for the
moment, then we pass to the general case. The geometric idea is to locate fewer
possible 2–chains by which one can still write the border of the unique 3–cells. The
first attempt should be to take the union of certain 2–cells; but this does not work
directly since in the relations above among cells c2,j and cells c2,j all group elements
are different.
So we try another approach. Select one cell, for example c2,2, and one of its
neighbourhoods cells, say c2,4, and let a1 be the union of these two cells, namely
a1 = c2,2 + c2,4.
Then, px2a+
a+1
2 −1a1 = −c¯2,2 +y, where y = px2a+ a+12 −1c2,4 does not belong to the
boundary of c3. However, we may find another pair of neighbourhood cells such
that one of them is mapped onto y by some group element, while the other one is
mapped on some cell in the boundary of c3. For example, take
a2 = c2,1 + c¯2,4;
it is easy to see that px2a−1a2 = −c¯2,1 − y. As a consequence
px2a+
a+1
2 −1a1 + px2a−1a2 = −c¯2,2 − c¯2,1,
and this means that we can use the three 2–cells a1, a2, and c2,3 to cover all the
boundary of c3 up to the action of P
′
8·3s .
We want to lower still the 2–cells number, so note that if consider the 2–cell
w = [x, qxa+
a+1
2 , qxa+
a+1
2 +1], then px2a+
a+1
2 −1w = c2,3 and px2a−1w = −c¯2,3 and
these last two group elements are the same appearing in the previous equation. So
we define
e2,1 = a1 − w = c2,2 + c2,4 − pqx
a+1
2 c2,3,
e2,2 = a2 + w = c2,1 − x
a+1
2 c2,4 + pqx
a+1
2 c2,3
and we finally have
∂3(c3) = (1− px2a+
a+1
2 −1)e2,1 + (1− px2a−1)e2,2.
Moreover the boundary of e2,1 and e2,2 is completely described using the two 1–
chains c1,1 and c1,2.
This suggests to consider the following ZP′8·3s–module complex E•(S4n−1;ZP ′8·3s , α)
0 // E4n−1
∂4n−1
// E4n−2
∂4n−2
// · · · ∂2 // E1 ∂1 // E0 // 0
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with generators: one generator e4k+3 in dimension 4k + 3, two generators e4k+2,1,
e4k+2,2 in dimension 4k + 2, two generators e4k+1,1, e4k+1,2 in dimension 4k + 1
and, finally, one generator e4k in dimension 4k, and boundaries
∂4k+3(e4k+3) = (1− pkx2a+
a+1
2 −1
k )e4k+2,1 + (1− pkx2a−1k )e4k+2,2,
∂4k+2(e4k+2,1) = (1− qkxa+
a+1
2
k − qkx
a+ a+12 −1
k )e4k+1,1 − (1 + qkx
a+ a+12 +1
k )e4k+1,2,
∂4k+2(e4k+2,2) = (Lk + pkx
2a
k Lk + qkx
a
kLk + pkx
2a
k + qkx
a+ a+12
k )e4k+1,1
+ (x
a+1
2
k + qkx
a+ a+12 +1
k − qkxa+1k )e4k+1,2,
∂4k+1(e4k+1,1) = (xk − 1)e4k,
∂4k+1(e4k+1,2) = (qkx
a+ a+12 −1
k − 1)e4k,
∂4k(e4k) = Σ · e4k−3, if k > 0,
where we set xk = x`k , pk = p`k and qk = q`k for k = 0, . . . , n− 1.
Proposition 10.3. The complexes C•(S4n−1;ZP ′8·3s , α) and E•(S4n−1;ZP ′8·3s , α)
are chain equivalent.
Proof. For short, let us write C• and E• for the two complexes. Consider the
ZP′8·3s–map ϕ′• : C• → E• defined by
ϕ′4k+3(c4k+3) = e4k+3,
ϕ′4k+2(c4k+2,1) = e4k+2,2, ϕ
′
2(c4k+2,2) = e4k+2,1,
ϕ′4k+2(c4k+2,3) = 0, ϕ
′
2(c4k+2,4) = 0,
ϕ′4k+1(c4k+1,1) = e4k+1,1, ϕ
′
1(c4k+1,2) = e4k+1,2,
ϕ′4k+1(c4k+1,3) = qx
a+ a+12 −1e4k+1,1 + e4k+1,2,
ϕ′1(c4k+1,4) = −qxa+
a+1
2 e4k+1,1 − qxa+
a+1
2 +1e4k+1,2,
ϕ′4k(c4k) = e4k;
and consider also the ZP′8·3s–map ϕ• : E• → C• defined by
ϕ4k+3(e4k+3) = c4k+3,
ϕ4k+2(e4k+2,1) = c4k+2,2 − pkqkx
a+1
2
k c4k+2,3 + c4k+2,4,
ϕ2(e4k+2,2) = c4k+2,1 + pkqkx
a+1
2
k c4k+2,3 − x
a+1
2
k c4k+2,4,
ϕ4k+1(e4k+1,1) = c4k+1,1,
ϕ1(e4k+1,2) = c4k+1,2,
ϕ4k(e4k) = c4k.
It is routine to check that ϕ′ and ϕ are chain maps; moreover one easily proves
that ϕ′• ◦ ϕ• = IdE• . On the other hand the collection of ZP′8·3s–module maps
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D• : C• −→ C•
D4k+3 = 0,
D4k+2 = 0,
D4k+1(c4k+1,1) = 0, D4k+1(c4k+1,2) = 0,
D4k+1(c4k+1,3) = −c4k+2,4, D4k+1(c4k+1,4) = −pkqkx
a+1
2
k c4k+2,3,
D4k = 0
is a chain homotopy from ϕ• ◦ ϕ′• to the identity of C•. 
Since C• is acyclic, also E• is acyclic, hence, considering a sequence α = α`0 , α`1 , . . .
of a denumerable number of free actions, we have the following result.
Corollary 10.4. The augmentation of the complex E•(S∞;P′8·3s , α) is a resolution
of Z over P′8·3s . In particular if we set `1 = `2 = `3 = · · · , we have a 4–periodic
resolution of Z over P′8·3s .
Now we show that the above constructed resolutions have minimal ranks. We
need some notations, following the paper [18] of Swan. Let G be a group and let
F• : · · · // F2 // F1 // F0  // Z // 0
be a resolution of Z over ZG, let fh(F•) = rankZG Fh, h ≥ 0, and, assuming that
all the ranks are finite, define µh(F•) = fh − fh−1 + fh−2 − · · ·+ (−1)hf0. Further
let µh(G) be the infimum of µh(F•) over all such resolution F•.
Proposition 10.5. If G is a finite group having Q8 as a subgroup, then for all
h ≥ 0 we have µh(G) ≥ 1 for h ≡ 0, 3 (mod 4) and µh(G) ≥ 2 otherwise.
Proof. First we want to compute the values of µh(Q8), for h ≥ 0. We begin by
recalling the integral homology groups (see, for example [12])
Hh(Q8;Z) =

Z if h = 0,
Z/2Z⊕ Z/2Z se h ≡ 1 (mod 4)
Z/8Z if h ≡ 3 (mod 4)
0 if n > 0, n even.
Denoting by sh the minimal number of generators of Hh(Q8;Z) and by bh the
dimension over Q of Hh(Q8;Z)⊗Q, we have
µh(Q8) ≥ sh − bh−1 + bh−2 − · · ·+ (−1)hb0
by Theorem 1.1 of [18]. We find µh(Q8) ≥ 0 if h ≡ 3 (mod 4) and µh(Q8) ≥ 1
otherwise. But, being Q8 a 2–group, by [18, pag. 193] there exists a free resolution
F• of Z over ZQ8 with fh(F•) = dimF2 Hh(G;F2); hence (using for example [1,
pag. 129] for these cohomology groups), we have fh(F•) = 1 for h ≡ 0, 3 (mod 4)
while fh(F•) = 2 for h ≡ 1, 2 (mod 4). This resolution and the above inequalities
show that µh(Q8) = 0 if h ≡ 3 (mod 4) and µh(Q8) = 1 otherwise.
Now, by Theorem 2.1 of [18], we find [G : Q8] · µh(G) ≥ µh(Q8), for all h ≥ 0;
hence µh(G) ≥ 0 if h ≡ 3 (mod 4) and µh(G) ≥ 1 otherwise. Finally let F• be a
free resolution of Z over ZG, then
fh(F•) = µh(F•) + µh−1(F•) ≥ µh(G) + µh−1(G)
and our claim follows by the inequalities for µh(G). 
SPACE FORMS AND GROUP RESOLUTIONS: THE TETRAHEDRAL FAMILY 31
Corollary 10.6. The augmentation of the complex E•(S∞;P′8·3s , α) has minimal
ranks as a resolution of Z over ZP′8·3s .
10.3. Homology and cohomology groups. The computation of the homology
and cohomology groups of P′8·3s follows easily using the complex E•(S
∞;ZP ′8·3s , α).
In the following theorem we see the homology groups with integer and mod 3
coefficients and trivial action. Note that E•(S∞;ZP ′8·3s , α)⊗ZP′8·3s A is independent
of α as long as P′8·3s acts trivially on the ring A, so we denote this new complex
simply by E• ⊗ZP′
8·3s A. In the following theorems we identify cycles and cocycles
with their classes in homology and cohomology, respectively.
Theorem 10.7. The homology groups of P′8·3s with Z coefficients are given by
H0(P
′
8·3s ;Z) = 〈e0〉 ' Z,
H4k(P
′
8·3s ;Z) = 0 if k > 0,
H4k+1(P
′
8·3s ;Z) = 〈e4k+1,1〉 = 〈e4k+1,2〉 ' Z/3sZ,
H4k+2(P
′
8·3s ;Z) = 0,
H4k+3(P
′
8·3s ;Z) = 〈e4k+3〉 ' Z/8 · 3sZ;
while those with Z/3Z coefficients are
H4k(P
′
8·3s ;Z/3Z) = 〈e4k〉 ' Z/3Z,
H4k+1(P
′
8·3s ;Z/3Z) = 〈e4k+1,1〉 = 〈e4k+1,2〉 ' Z/3Z,
H4k+2(P
′
8·3s ;Z/3Z) = 〈e4k+2,1 − e4k+2,2〉 ' Z/3Z,
H4k+3(P
′
8·3s ;Z/3Z) = 〈e4k+3〉 ' Z/3Z.
Proof. The computations are straightforward, as an example we give those for Z.
By 4–periodicity it suffices to consider only the low degrees. Note that |Lk| =
(a− 1)/2 = (3s−1 − 1)/2, so, denoting by N the integer 3|Lk|+ 2 = (3s + 1)/2, the
boundaries of E• ⊗Z[P′
8·3s ]
Z are
∂4(e4) = 8 · 3se3,
∂3(e3) = 0,
∂2(e2,1) = −e1,1 − 2e1,2,
∂2(e2,2) = Ne1,1 + e1,2,
∂1(e1,1) = 0,
∂1(e1,2) = 0,
∂0(e0) = 0.
All homology groups follows at once but that in degree 1. Making the bases changes
e¯2,1 = −Ne2,1 − e2,2, e¯2,2 = −e2,1 and e¯1,1 = e1,2, e¯1,2 = e1,1 + 2e1,2 we have
∂2(e¯2,1) = 3
se¯1,1, ∂2(e¯2,2) = e¯1,2. The H1 is now clear. 
The computations of the cohomology groups of P′8·3s are very similar and we
just report the results for integer and mod 3 coefficients where we use the dual of
the generators of E• ⊗ZP′
8·3s Z and of E• ⊗ZP′8·3s Z/3Z, respectively.
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Theorem 10.8. The cohomology groups of P′8·3s with Z coefficients are given by
H0(P′8·3s ;Z) = 〈e0〉 ' Z,
H4k(P′8·3s ;Z) = 〈e4k〉 ' Z/8 · 3sZ for k > 0,
H4k+1(P′8·3s ;Z) = 0,
H4k+2(P′8·3s ;Z) = 〈e4k+21 〉 = 〈e4k+22 〉 ' Z/3sZ,
H4k+3(P′8·3s ;Z) = 0;
and those with Z/3Z coefficients are
H4k(P′8·3s ,Z/3Z) = 〈e4k〉 ' Z/3Z,
H4k+1(P′8·3s ,Z/3Z) = 〈e4k+11 + e4k+12 〉 ' Z/3Z,
H4k+2(P′8·3s ,Z/3Z) = 〈e4k+21 〉 = 〈e4k+22 〉 ' Z/3Z,
H4k+3(P′8·3s ,Z/3Z) = 〈e4k+3〉 ' Z/3Z.
10.4. The cup product. We want now to describe the cup product in the coho-
mology of the group P′8·3s using our resolution E•(S
∞;ZP′8·3s , α). Our result is the
following
Theorem 10.9. The cohomology ring H•(P′8·3s ;Z) is isomorphic to the graded
(commutative) polynomial ring quotient
Z[x, y]
/(
3sx = 8 · 3sy = 0, x2 = 8y) ,
where x has degree 2 and y has degree 4, by an isomorphism mapping x to the class
of e21 and y to that of e
4.
Proof. First of all, as in the computation of the homology and cohomology groups,
the representation α does not influence at all the cup product since we consider the
complex E• ⊗ZP′
8·3s Z = E•(S
∞;ZP ′8·3s , α)⊗ZP′8·3s Z with the trivial action of P′8·3s
on Z. So in what follows we set α = αˆ`⊕ αˆ`⊕ · · · .
Let Z = 〈z〉 be the cyclic subgroup of P′8·3sof order 3s generated by z and
consider the following free resolution Z• of Z as a trivial Z–module: in degree k,
k ≥ 0, the ZZ–free module of rank one Zk = ZZ[c˜k] generated by c˜k
· · · // Z4 ∂4 // Z3 ∂3 // Z2 ∂2 // Z1 ∂1 // Z0  // Z
where, setting Θ =
∑3s−1
h=0 z
h, the boundaries are defined by
∂4k+4(c˜4k+4) = Θc˜4k+3,
∂4k+3(c˜4k+3) = (z
2a+ a+12 −1 − 1)c˜4k+2,
∂4k+2(c˜4k+2) = Θc˜4k+1,
∂4k+1(c˜4k+1) = (z − 1)c˜0.
As for any resolution of a cyclic group, we know that the ring structure on the
cohomology of Z⊗ZZZ is isomorphic to the polynomial ring quotient Z[c˜2]/(3s ·c˜2 =
0) with c˜2 in degree 2.
Now consider the category C whose objects are the pairs (G,R) where G is a
group and R a chain complex of ZG–modules , and whose morphisms are the pairs
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(f, γ) : (G,R) −→ (H,R′) with f a group homomorphism f : G −→ H and γ a
chain map from R to R′ such that γ(g · c) = f(g)γ(c) for all g ∈ G and c ∈ R.
Clearly (P′8·3s , E•) and (Z,Z•) are objects of C and taking: as f : P′8·3s −→ Z
the group homomorphism induced by z 7−→ z, p, q 7−→ 1, and as chain map the one
induced by
γ−1(1) = 1,
γ4k(e4k) = 2
3k c˜4k,
γ4k+1(e4k+1,1) = 2
3k c˜4k+1,
γ4k+1(e4k+1,2) = 2
3k(1 + z + z2 + · · ·+ z2a+ a+12 −2)c˜4k+1,
γ4k+2(e4k+2,1) = −23k c˜4k+2,
γ4k+2(e4k+2,2) = 2
3k c˜4k+2,
γ4k+3(e4k+3) = −23kz2a+
a+1
2 −1c˜4k+3,
we define a morphism from (P′8·3s , E•) to (Z,Z•) in C.
The map γ∗ induced by γ in cohomology is a ring homomorphism fromH•(P′8·3s ;Z)
to H•(Z;Z) since γ extends the identity map on Z. Now let x = e21 and y = e4.
We can easily derive that γ∗(c˜2) = −x, γ∗(c˜4) = 8y, thus x2 = 8y using that γ∗ is
a ring homomorphism.
Note further that the multiplication by y from Hd(P′8·3s ;Z) to Hd+4(P′8·3s ;Z) is
an isomorphism for any d ≥ 0 since the cohomology is 4–periodic (see for example
[3]). In particular x and y generate H•(P′8·3s ;Z) as a ring, with H4k(P′8·3s ;Z)
generated by yk and H4k+2(P′8·3s ;Z) generated by xyk as Z–modules.
At this point we know that the following relations 3sx = 8 · 3sy = 0 and x2 = 8y
hold in H•(P′8·3s ;Z). So there exists a surjective graded ring homomorphism from
the (commutative) polynomial ring Z[x, y], with x in degree 2 and y in degree 4,
to H•(P′8·3s ;Z) induced by x 7−→ x, y 7−→ y. Let R be its kernel and let I be the
ideal generated by 3sx, 8 · 3sy and x2− 8y; we know that I ⊆ R. We want to show
that R = I; this will clearly finish our proof.
The component of degree 4k in Z[x, y]/I is generated by yk as a Z–module and
it is a submodule of Z/8 · 3sZ if k > 0; similarly the component of degree 4k + 2
is generated by xyk and is a submodule of Z/3sZ. But we have the surjective
homogeneous quotient maps Z[x, y]/I −→ Z[x, y]/R −→ H•(P′8·3s ;Z) and, as we
have just proved, the first ring has components that are isomorphic to submodules
of the last rings. This shows that the two maps are isomorphisms and, in particular,
R = I. 
10.5. Reidemeister Torsion. Now we compute the Reidemeister torsion τ(Xα)
of a tetrahedral space form Xα = S
4n−1/P′8·3s , where P
′
8·3s acts via the free action
α = α`0 ⊕ · · · ⊕ α`n−1 for some integers 1 ≤ `0, . . . , `n−1 < 3s prime to 3.
Recall that we have constructed the ZP′8·3s–module complexes C• and E• related
to α. The first step is to consider the complexes V• = C• ⊗ZP′
8·3s C and U• =
E• ⊗ZP′
8·3s C via the representation P
′
8·3s −→ C∗ defined by p 7−→ 1, q 7−→ 1 and
z 7−→ ζ, where ζ = e2pi/3s . Our aim is the computation of the Reidemeister torsion
τ(Xα) = τ(V•) as an element of C∗/Γ where Γ is the subgroup generated by −ζ.
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But we show that τ(V•) and τ(U•) are equal, hence we may use the simpler complex
U•.
The complex C• has a preferred ZP′8·3s–basis as in its definition, so V• has a
preferred C–basis; in the same way also U• has a preferred C–basis. Moreover V•
and U• are chain equivalent via the map ψ• = ϕ•⊗ZP′
8·3s IdC and ψ
′
• = ϕ
′
•⊗ZP′8·3s IdC,
where ϕ and ϕ′ are defined in the proof of Proposition 10.3. Moreover ψ• : U• −→
V• is an injective chain map, so we may consider the exact sequence of C–vector
space complexes
0 −→ U• −→ V• −→W• → 0,
where W• is the quotient complex with preferred basis defined as follows
W4k = 0 + V4k,
W4k+1 = 〈c4k+1,3 + V4k+1, c4k+1,4 + V4k+1〉C,
W4k+2 = 〈c4k+2,3 + V4k+2, c4k+2,4 + V4k+2〉C,
W4k+3 = 0 + V4k+3
for any 0 ≤ k ≤ n− 1, and unique non trivial boundary
∂4k+2(c4k+2,3 + V4k+2) = ζ
2a+ a+12 −1
hk
c4k+1,4 + V4k+1,
∂4k+2(c4k+2,4 + V4k+2) = c4k+1,3 + V4k+1
for any 0 ≤ k ≤ n− 1.
The complexes U• and W• are acyclic by easy direct verification, so also V• is
acyclic since it is chain equivalent to U•. We consider a new basis of V• defined as
follows
- in degree 4k: ϕ4k(e4k),
- in degree 4k + 1: ϕ4k+1(e4k+1,1), ϕ4k+1(e4k+1,2), c4k+1,3, c4k+1,4,
- in degree 4k + 2: ϕ4k+2(e4k+2,1), ϕ4k+2(e4k+2,2), c4k+2,3, c4k+2,4,
- in degree 4k + 3: ϕ4k+3(e4k+3).
By construction the preferred basis of U•, this new basis of V• and the preferred
basis of W• are compatible. But the same is true also for the preferred basis of
V• since the matrices of the basis changes to the new basis of V• are all upper
triangular with 1 on the diagonal.
So, by Theorem 3.1 in [14], we have τ(V•) = τ(U•) · τ(W•) where all torsions are
with respect to the preferred basis.
Recall that, given a vector space complexA• and preferred basis ak = (ak,1, . . . , ak,nk)
in degree k, for any 0 ≤ k ≤ n− 1, if the complex is acyclic, we may choose vectors
bk = (bk,1, . . . , bk,mk) in Ak, for any 0 ≤ k ≤ n, such that:
i) b0 is empty,
ii) the boundary operator ∂k restricted to the subspace generated by bk,1, . . . , bk,mk
is injective,
iii) the vectors ∂k(bk+1,1), . . . , ∂k+1(bk+1,mk+1), bk,1, . . . , bk,mk form a basis of
Ak.
In this way, denoting by (∂k+1(bk+1), bk/ak) the matrix giving the change of basis
from the basis ak to the basis ∂k+1(bk+1), bk, the torsion of A• with respect to the
preferred basis ak is
τ(A•) =
n−1∏
k=0
(det(∂k+1(bk+1), bk/ak))
(−1)k
.
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Note that this is independent of the bk’s.
In the following computation we set ζ` = ζ
r(3s−1+1), where ` is an integer prime
to 3 and r is such that r` ≡ 1 (mod 3s); note that x` 7−→ ζ` in the representation
P′8·3s −→ C∗ defined above.
By applying the previous formula for the torsion to the complexW• with b4k+2,j =
c4k+2,j + V4k+2, j = 1, 2, we find
τ(W•) =
n−1∏
k=0
det
(
0 ζ
2a+ a+12 −1
`k
1 0
)−1
= 1 ∈ C∗/Γ,
and so τ(V•) = τ(U•) as claimed. We now compute the torsion of U•.
In degree 4k + 1 we may chose b4k+1 = e4k+1,1, hence
det(∂4k+1(b4k+1)b4k/e4k) = det((ζ`k − 1)e4k/e4k) = ζ`k − 1.
In degree 4k + 2 we may chose b4k+2 = e4k+2,1, hence
det(∂4k+2(b4k+2)b4k+1/e4k+1)
= det
(
1− ζa+
a+1
2
`k
− ζa+
a+1
2 −1
`k
1
−1− ζa+
a+1
2 +1
`k
0
)
= 1 + ζ
a+ a+12 +1
`k
.
In degree 4k + 3 we may chose b4k+3 = e4k+3, hence
det(∂4k+3(b4k+3)b4k+2/e4k+2,1e4k+2,2) = det
(
1− ζ2a+
a+1
2 −1
`k
1
1− ζ2a−1`k 0
)
= ζ2a−1`k − 1,
and also
det(b4k+3/e4k+3) = 1.
We have thus proved the following result.
Theorem 10.10. The tetraedral space form Xα = S
4n−1/P′8·3s , where α = α`0 ⊕
· · · ⊕ α`n−1 , has Reidemeister torsion
τ(Xα) =
n−1∏
k=0
(ζ`k − 1)(ζ2a−1`k − 1)
ζ
a+ a+12 +1
`k
+ 1
∈ C∗/Γ.
Now we want to show that the factors of the previous formula are multiplicatively
independent if the `k’s are suitably restricted. In the proof of such property we need
the following lemma on circulant matrix. Recall that a square matrix A = (ai,j) of
order m is circulant if ai+1,j+1 = ai,j for any 0 ≤ i, j ≤ m − 1 considered modulo
m; we call the sum
∑m−1
i=0 ai,0 of the first column the content of A.
Lemma 10.11. Let A be a circulant matrix with integer coefficients of order a
power of an odd prime p. If the content of A is not congruent to 0 modulo p, then
A has maximal rank.
Proof. Let m = pn be the order of A and let f(x) =
∑m−1
j=0 aj,0x
j be the polynomial
associated to A. The rank of A is m− d where d is the degree of gcd(f(x), xm− 1)
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(see for example [10]); so we have to show that f(x) and xm− 1 are relative prime.
Denoting by Φd(x) the d–th cyclotomic polynomial, we have
xm − 1 =
n∏
k=0
Φpk(x).
Now note that Φpk(x) =
∑p−1
j=0 x
j·pk−1 if k > 0, while Φ1(x) = x − 1. In any case
Φpk(1) ≡ 0 (mod p). So if for some 0 ≤ k ≤ n the polynomial Φpk(x) divides f(x)
in Z[x], then f(1) ≡ 0 (mod p). But, by our hypothesis on the content f(1) of A we
have f(1) 6≡ 0 (mod p). This finishes our proof since the cyclotomic polymonials
are irreducible in Z[x]. 
Proposition 10.12. If we define
τ` =
(ζ` − 1)(ζ2a−1` − 1)
ζ
a+ a+12 +1
` + 1
∈ C∗/Γ,
then we have
(i) for any `, τ` = τ−` as elements of C∗/Γ,
(ii) the elements τ`, where ` varies in a set of representatives of (Z/3sZ)∗ mod-
ulo the subgroup generated by −1, are multiplicative independent in C∗/Γ.
Proof. The equality in (i) is clear, so we prove the multiplicative independence of
(ii). First of all let u = a+ 1, v = a− 1 and w = (a+ 1)/2; these are three integers
prime to 3. If r is such that r` ≡ 1 (mod 3s) then
δr = τ` =
(ζ` − 1)(ζ2a−1` − 1)
ζ
a+ a+12 +1
` + 1
=
(ζru − 1)(ζrv − 1)
ζ3rw + 1
,
and, if we define d = (ζ
d − 1)/(ζ − 1), d ∈ Z, we have
δr = (ζ − 1)2rurv rw
2rw
r(w+a)
2r(w+a)
r(w+2a)
2r(w+2a)
.
Clearly our claim about the τ`’s is equivalent to the same claim about the δr’s.
Let O = Z[ζ] be the ring of integers of the cyclotomic field Q(ζ), let O∗ be the
set of units and let N : Q(ζ) −→ Q be the norm map. Note that the norm map
pass to the quotient Q(ζ)∗/Γ since −ζ has norm 1. Also, any element d, with d
prime to 3, is a unit (it is called a cyclotomic unit) in O and has norm 1; instead
N(ζ − 1) = 3 as one can prove at once by noting that the minimal polynomial of
ζ − 1 is Φ3s(x+ 1), where Φ3s(x) is the 3s–th cyclotomic polynomial.
Since −d = d and δ−r = δr in Q(ζ)∗/Γ, we consider the quotient group G =
(Z/3sZ)∗/{±1}. For any multiplicative relation∏
r∈G
δerr = 1 ∈ C∗/Γ,
where er are integers, we have∏
r∈G
N(δr)
er = 9
∑
r∈G er = 1.
Thus any relation is homogeneous:
∑
r∈G er = 0. Moreover any homogeneous
relation in the δr’s may be written in terms of the δr = δr/(ζ − 1)2’s. Using the
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above given expression on δr in terms of the d’s, we see that
δr =
∏
q∈G
aqrq
for certain integers aq, q ∈ G, which does not depend on r; this is a key point for
our proof.
Now note that G is a cyclic group of order 3s−1 since (Z/3sZ)∗ is cyclic; we use
this to change the indexing of the δr’s and of the d’s so that the matrix of the
aq’s become circulant. Indeed, let t be a fixed generator for G and define δ˜j = δtj ,
˜j = tj , a˜j = atj ; with these definitions we have
δ˜j =
3s−1−1∏
i=0

ati
ti·tj =
3s−1−1∏
i=0
˜ a˜ii+j =
3s−1−1∏
i=0
˜
a˜i−j
i .
Recall that our aim is to prove that the δ˜j ’s fulfil no homogeneous non-trivial
relation; so given any relation
∏
j δ˜
ej
j = 1, with
∑
j ej = 0 we have to show that
ej = 0 for any 0 ≤ j < 3s−1. For this we consider the free Z–module M of rank
3s−1 with basis f0, f1, . . . , f3s−1−1, the free Z–module N of rank 3s−1 with basis
d0, d1, . . . , d3s−1−1 and the homomorphisms
N
ϕ
// M
pi // O∗ // 1
defined by pi(fj) = ˜j , ϕ(dj) =
∑3s−1−1
i=0 a˜i−jfi for any j = 0, 1, . . . , 3
s−1 − 1; note
that piϕ(dj) = δ˜j for any j. Let also R be the submodule of N of all elements
e = (ej)j =
∑
j ejdj such that ϕ(e) ∈ kerpi and
∑
j ej = 0; our aim is equivalent
to show that R = 0.
Now the matrix A given the map ϕ in the basis dj ’s and fi’s is A = (a˜i−j)i,j ,
hence it is a circulant matrix of order 3s−1 and its content is
∑
i a˜i = 2 by the above
formula expressing the δr in terms of the d. In particular A has maximal rank by
the previous Lemma, thus ϕ is injective. Also, although ˜0 = 1, the cyclotomic
units ˜1, ˜2, . . . , ˜3s−1−1 are multiplicative independent as proved by Kummer (see
[15] or [11]); so kerpi = Zf0.
Being A circulant with content 2, if e ∈ R then ∑j(ϕe)j = 2∑j ej = 0, hence
ϕ(e) = 0 using ϕ(e) ∈ kerpi = Zf0. But ϕ is injective, so e = 0 and this completes
our proof. 
Corollary 10.13. Two tetrahedral space forms Xα, α = α`0⊕α`1⊕· · ·⊕α`n−1 , and
Xβ, β = α`′0⊕α`′1⊕· · ·⊕α`′m−1 , with `0 ≤ `1 ≤ · · · ≤ `n−1 and `′0 ≤ `′1 ≤ · · · ≤ `′m−1,
have the same Reidemeister torsion if and only if n = m and `j = ±`′j for all
j = 0, 1, . . . , n− 1 (independent signs).
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