Parameter identification problems for partial differential equations usually lead to nonlinear inverse problems. A typical property of such problems is their instability, which requires regularization techniques, like, e.g., Tikhonov regularization. The main focus of this paper will be on efficient methods for determining a suitable regularization parameter by using adaptive finite element discretizations based on goal-oriented error estimators. A wellestablished method for the determination of a regularization parameter is the discrepancy principle where the residual norm, considered as a function i of the regularization parameter, should equal an appropriate multiple of the noise level. We suggest to solve the resulting scalar nonlinear equation by an inexact Newton method, where in each iteration step, a regularized problem is solved at a different discretization level. The proposed algorithm is an extension of the method suggested in Griesbaum A et al (2008 Inverse Problems 24 025025) for linear inverse problems, where goal-oriented error estimators for i and its derivative are used for adaptive refinement strategies in order to keep the discretization level as coarse as possible to save computational effort but fine enough to guarantee global convergence of the inexact Newton method. This concept leads to a highly efficient method for determining the Tikhonov regularization parameter for nonlinear ill-posed problems. Moreover, we prove that with the so-obtained regularization parameter and an also adaptively discretized Tikhonov minimizer, usual convergence and regularization results from the continuous setting can be recovered. As a matter of fact, it is shown that it suffices to use stationary points of the Tikhonov functional. The efficiency of the proposed method is demonstrated by means of numerical experiments.
Introduction
Consider the nonlinear ill-posed operator equation
where F : D(⊆ Q) → G is a nonlinear operator between Hilbert spaces Q and G. Since we are interested in the situation that the solution of (1) does not depend continuously on the data and we are only given noisy data g δ with noise level δ according to
it is necessary to apply regularization methods for their solution. Our study is motivated by inverse problems for partial differential equations such as parameter identification or inverse boundary value problems, where F is the composition of a parameter-to-solution map
with some measurement operator
where V is an appropriate Hilbert space. Here, we will write the underlying (possibly nonlinear) PDE in its weak form
where u denotes the PDE solution, q some searched for parameter or boundary function, and f ∈ V * is some given right-hand side. We assume that the PDE (3) and especially also its linearization at (q, u) is uniquely and stably solvable. We therefore assume the existence and continuity of S and S , i.e. for all q ∈ D there exists u = S(q) ∈ V such that (3) is fulfilled, where u depends continuously on q and for all δq ∈ Q there exists δu = S (q)(δq) ∈ V such that A q (q, S(q))(δq) + A u (q, S(q))(δu) = 0, where S (q) ∈ L(Q, V ).
In the (regularized) numerical solution of (1), it is-for accuracy and efficiency reasonsof interest to use an adaptive discretization not only of the state u but also of the parameter q. For this purpose, in [6] we proposed a goal-oriented approach, based on the ideas in [2, 3] . This enabled us to not only save computational effort when solving a single regularized problem, but yielded an even higher gain in CPU time and storage when used within a Newton method for determining the regularization parameter according to the discrepancy principle, which involves several regularized problems to be solved at different discretization levels. In [6] , the analysis and numerical tests were carried out for linear problems
in view of possible application for certain inverse source or inverse boundary value problems for PDEs. As a matter of fact, many interesting parameter identification problems are governed by nonlinear PDEs, and even when dealing with a linear PDE, the inverse problem under consideration is often nonlinear. This motivated us to extend the results from [6] as much as possible to the nonlinear case. In addition to the quadratic convergence of the sequence of regularization parameters produced by the resulting algorithm, we will also consider linear convergence in order to get less restrictive refinement criteria and consequently coarser discretizations, which implies less computational effort.
More precisely, we will consider Tikhonov regularization, which defines q δ β as a minimizer (or actually a stationary point) in D of
As we will formulate the discrepancy principle in terms of β, cf, e.g., proposition 9.8 in [5] , already at this point we write the Tikhonov functional in terms of β > 0 instead of (as usual) j α (q) = F (q) − g δ 2 G + α q − q 0 2 Q with α > 0. For choosing the regularization parameter β > 0 in an appropriate way, a both theoretically and practically well established method is the discrepancy principle
with some constant τ > 1. The one-dimensional equation (6) gives an implicit definition of an appropriate regularization parameter β * > 0, which motivates the definition of
Hence, for finding β * , we apply Newton's method to the equation
In this process, we have to solve (5) in each iteration in order to obtain a minimizer (or rather a stationary point) q δ β of j β for the current value of β, which is required to evaluate
. We propose to do so on adaptively refined discretizations of the problem-denoted by the subscript h-which enables us to save a considerable amount of computational effort.
In section 2, we will first of all carry over the convergence analysis of Tikhonov regularization from the continuous setting to an adaptively discretized one. The crucial point here is that we do not impose accuracy in the sense of smallness of operator norms or closeness of Hilbert space elements, but only three scalar-valued quantities have to be computed precisely enough, namely the value of i and its derivative i at the current iterate β, and finally the value of the Tikhonov functional j β (q δ β ). In this context, we provide a general rates result based on Jensen's inequality that might be of interest on its own.
Then, we derive refinement criteria in order to guarantee convergence of the sequence of regularization parameters generated by an inexact Newton-like method in order to satisfy the discrepancy principle. As in [6] , we use goal-oriented error estimators (see section 3) and i and i turn out to be appropriate quantities of interest. The main crucial aspect in transferring the results from the linear case [6] to nonlinear inverse problems is the loss of convexity of the function i. This leads to the need for the modification of the Newton step computation as well as for a new theoretical analysis, which we will provide in this paper. Following the ideas of [23] , we rely on the existence of a lower and an upper bound to the second derivative of the quantity of interest i in order to guarantee quadratic convergence of the sequence of regularization parameters β. But we will see that for showing linear convergence, the existence of a lower bound suffices.
In section 4, the obtained theoretical results will be tested practically in terms of numerical experiments.
Tikhonov regularization
The Tikhonov regularization can be written in the form
under the constraints
Since for error estimation it will be sufficient to consider stationary points instead of minimizers in (7), we introduce the Lagrange function
and replace (7) and (8) by the optimality system
Thus, solving (9) is equivalent to finding a stationary point of the reduced functional
in D. In the following we denote such a continuous stationary point for some fixed β by q
A discretized form of (9) is defined by inserting finite-dimensional spaces
Considering (11) in place of (9) corresponds to using an approximation
Analogously, by solving (11), we get a stationary point of the discrete reduced cost functional
in D ∩ Q h . We denote such a discrete stationary point for some fixed β by q δ h,β ∈ Q h . Besides we introduce the following notation for the residual norm:
and its discrete equivalent
G . Our quantity of interest is the squared residual norm at the Tikhonov regularized solution that is required for evaluating the discrepancy principle (6) 
Computation of β * according to the discrepancy principle (6) amounts to solving the onedimensional equation (cf [18] for its solvability)
This has to be done iteratively, so we repeatedly have to evaluate this quantity of interest corresponding to solutions of (7) and (8) for different values of β. It is obvious that this can be done with lower precision at the beginning of the iteration, which helps to save computational effort by using coarse discretizations. Moreover, (15) does not need to be solved exactly. Namely, it will be shown that for obtaining convergence and optimal convergence rates, it suffices to have a regularization parameter β that satisfies
for some constants 0 < τ τ . The existence of a global minimizer of the Tikhonov functional and therewith of a stationary point (provided that the minimizer is an interior point of the domain D) can be guaranteed if F is weakly sequentially closed:
for all (q n ) n∈IN ⊆ D, cf, e.g., the proof of theorem 1 in [26] .
Since we work with a stationary point of the Tikhonov functional, it is of interest under which conditions on F the convergence analysis for global minimizers of the Tikhonov functional can be carried over (see also [11, 22] ). To conclude the existence of a stationary point from the existence of a global minimizer, we have to assume that the domain D of F has a nonempty interior (for a possibility of avoiding this assumption under different conditions on F than (19), we refer to proposition 4 in [13] ).
Convergence of adaptively discretized stationary points of the Tikhonov functional
Throughout this paper, we assume that a solution q † ∈ D to (1) exists.
Proposition 1. Let the reduced forward operator F be continuous and satisfy
for all (q n ) n∈IN ⊆ D as well as a tangential cone condition (cf, e.g., [5, 25] )
for all q,q ∈ D and for some 0 < c tc < 1. Moreover, let q δ h, β be defined by (11) with L as in (9) , where β = β(δ, g δ ) > 0 and Q h ,V h such that for ι as in (13) 
for some constantτ > 0 with
Then, q δ β converges (weakly) subsequentially to a solution of (1) as δ → 0 in the sense that it has a weakly convergent subsequence and each weakly convergent subsequence converges strongly to a solution of (1) Note that (18) is less restrictive as compared to (17) , since the premiss contains strong convergence of (F (q n )) n∈IN .
Proof. From (20) and (21), we can conclude that (16) holds with
Forming the inner product of the equation for a stationary point
with the error q δ β − q † , we get
hence, for β = β, by (2), (16), (19) , (22) 
, and therewith
By the Cauchy-Schwarz inequality, this implies that
hence, a weakly convergent subsequence of q
exists. By
and the (weak) sequential closedness of F, the weak limit of any weakly convergent subsequence of q
is a solution to (1) and therefore can be inserted in place of q † in (25) , which implies even strong convergence by a standard argument (see, e.g, [5] ).
Remark 1.
Instead of (21) , it suffices to require
for some constant c For proving convergence rates, we make use of the following general result, which might be of interest on its own. Theorem 1. Let F satisfy the tangential cone condition (19) for all q,q ∈ D and for some 0 < c tc < 1, and letq be a regularized approximation (not necessarily defined by Tikhonov regularization) of a solution q
withτ independent of δ. Moreover, let, with some v ∈ Q, the source condition
hold with κ :
. Then, the rates
hold withC independent of δ.
Proof. If q − q † Q vanishes, we are trivially done. So we assume q − q † Q = 0 for the rest of the proof.
If (31) holds, then we have by Jensen's inequality (cf proposition 1 in [12] )
for any q ∈ Q.
Combining (29) and (33), we obtain
hence, by monotonicity of κ, (19) and (30)
As we consider the case q − q † Q = 0, we can multiply both sides of (34) byC
By strict monotonicity of ψ, this yields
which proves the first part of (32). The second part of (32) just follows by definition of ψ.
Proposition 2. Let the conditions of proposition 1 be fulfilled. Let, moreover, the source condition (31) hold with κ, ψ as in theorem 1.
Then, the following convergence rates with some C > 0 independent of δ are obtained:
Proof. Follows from estimates (26), (27) and theorem 1.
Remark 2. With
we can conclude the usual optimal Hölder type or logarithmic convergence rates, respectively. For a convergence (rates) proof under different conditions on the forward operator than those used here and in a continuous setting, we refer to [27] .
To obtain convergence rates
.
, we need another quantity of interest to be computed with sufficient precision, namely j h, β (q δ h, β ), which is shown by means of the following proposition.
Proposition 3. Let the conditions of proposition 1 be fulfilled. Let moreover τ ,τ be chosen such that
τ 2 −τ 2 > 1 + c tc + (1 + c tc ) 2 + 2(1 − c tc )(1 +τ 2 ) 1 − c
tc is fulfilled (instead of the weaker condition (22)). If for the discretization error with respect to the cost functional
holds, where is sufficiently small so that
then q (24) and (19), we get
If additionally the source condition (31) holds with κ, ψ as in theorem 1, then the convergence rate (35) is obtained for q
δ h, β in place of q δ β .
Proof. From the Euler equation
By (37) and (19), we further get
From the fact that (16) holds with (23) (see the beginning of the proof of proposition 1) and by (38), we can conclude that
which implies
(1 − c tc ) are the only solutions to the quadratic equation
and −2(1 − c ct ) < 0. By (39), this finally leads to
Q . The rest of the proof follows the lines of the proof of proposition 1 as well as from theorem 1.
Determination of the regularization parameter
While β → i(β ) is convex and monotone in the linear case, which implies global monotone convergence of Newton's method for (15) , these properties partially get lost in the nonlinear case. Still, monotonicity follows in a very general setting from minimality arguments (see lemma 1). Under a condition similar to (19) , we obtain strict monotonicity even with stationary points, as well as lower and upper bounds for i , provided F is sufficiently smooth (see lemma 2). Proof. For any β β 1 β 2 β and any q(
, we have by minimality
which implies (5) . Let F be twice continuously differentiable and satisfy (19) as well as the condition
for some η > 0. Moreover, we assume for the signal-to-noise ratio
Then, there exists a choice of stationary points q(β
is continuously differentiable and strictly monotonically decreasing on [β, β]:
If additionally F is continuous, then we obtain continuity of i on the compact interval
Proof. A stationary point q(β ) := q δ β has to satisfy the operator equation (q, β) = 0 with defined by
Since the derivative of with respect to q is positive due to (41),
for all v ∈ Q and β ∈ [β, β]; the implicit function theorem provides the existence of a smooth path q(β ) defined on the interval [β, β] with the claimed differentiability under the respective differentiability assumptions on F.
. To obtain an estimate of i , we differentiate the Euler equation
with respect to β, which yields
Therewith, setting v = q (β ), we can compute
The term in braces is bounded from below by (η − (19), we would then arrive at
, which gives a contradiction to (42).
Remark 3.
As can be seen from the proof, instead of (41), we only need
for all v ∈ Q to hold at stationary points q δ β of the Tikhonov functional j β (q), i.e. these stationary points should satisfy a second order sufficient optimality condition.
Therewith we are led to make use of globally and superlinearly convergent monotone modifications of Newton's method, cf, e.g. [23] , where the solution is approached from above and below by two simultaneously computed sequences of iterates. In the simple onedimensional situation we deal with here, we can make use of the fact that quadratic equations can be solved explicitly (see (58)) to get rid of the necessity of computing two sequences. For this purpose like in [23] , we need a lower (and partially also an upper) bound on the second derivative of i. An approximation to the second derivative can be computed very efficiently in the context of goal-oriented error estimation, see section 3 and section 2 in [6] .
For the following proposition we will temporarily repudiate the explicit definition of
, since the result holds for any function i fulfilling the assumptions imposed at the beginning of the proposition.
Proposition 4. Let
for all β > 0 with some constant −γ < γ , γ 0 independent of β, and let β * solve i(β *
for some τ > τ:
for some constants c 1 ∈ (0, 1), c 2 ∈ 0, 1 2 , τ < τ independent of k, k * , as well as for k k * additionally:
Then, k * is finite, and for all k ∈ IN we have well-defined, monotonicity
and 
Moreover, we have convergence
Proof. Monotonicity (53) and (54) can be shown by induction. We only do the induction step here; the case k = 0 goes analogously or follows directly from the assumptions.
Observe that s k+1 solves the quadratic equation
Therefore, we can write
due to (50), which by i < 0 and τ 2 δ 2 = i(β * ) yields the right inequality in (53). In the case k k * , due to (52), the estimate (59) with k replaced by k − 1 also yields
and in the case k k * − 1 positivity of the residual (60) just follows from the definition of k * :
For the approximate derivative, we have by (49)
A combination of (60) and (61) yields
Hence, since the factor
is therewith obviously well defined and contained in the interval (0, 1], we get the left inequality in (53).
So (β k ) k∈IN is a monotonically increasing sequence which is bounded from above by β * and consequently convergent. In the following, we show that its limit is in fact β * .
In order to do so, we first prove the boundedness of |i k h |, i.e. (56). To this end, we use the fact that by our assumption i (β ) < 0 we have
and therewith, by (61)
as well as by (49)
By (47) and the convergence of the sequence (β k ) k∈IN , there holds
for k → ∞. This leads to two cases. 
, which is a contradiction to (62).
(ii) Case: s k+1 N → 0. Then,
As the first case led to a contradiction, we can conclude that
which also implies that k * is finite. The convergence β k → β * can now be shown by using (48) and (63):
To show (55), we use monotonicity and (51) to conclude the lower bound
while the upper bound follows directly from the definition of k * . Finally, the second limit in (57) follows from (56) and (63).
Note that by lemma 2, the assumptions of this proposition are satisfied for the function i defined by i(β ) = F (q δ β ) − g δ 2 on the interval [β, β] and extended smoothly to all of IR + by a strictly monotonically decreasing C 2 function with a uniformly bounded second derivative, in such a way that C 2 smoothness over the endpoints β, β is preserved. This extension beyond the interval [β, β] is only a theoretical construction, since when choosing the interval [β, β] sufficiently large so that it contains β 0 and β * , the actual iterates will stay in this interval according to lemma 2. Concerning the existence of an exact solution β * to (15) with this choice of i, we refer to [18] .
Also, we wish to point out that the monotonicity (53) implies that we approach the exact parameter β * from the stable side in the sense that smaller β corresponds to a more stable Tikhonov problem.
Moreover, we mention in passing that if we only aim at achieving (55) (as it is the case in our application of this result to the computation of the regularization parameter), then we will stop the iteration at k * and set β := β k * . Hence, (52) does not get active but is only a theoretical bound for proving finiteness of the stopping index k * .
By means of the results of proposition 4, we will prove that the shown convergence β k → β * is in fact linear.
Proposition 5. Let the assumptions of proposition 4 hold.
If additionally 2c 1 + c 2 < 1, we get linear convergence, i.e. for all C ∈ (
Note that we here also recover the superlinear convergence stated in the case of exact evaluation c 1 = c 2 = 0 in [23] with only a lower bound on i .
Proof. With the aid of (57), we can show the linear convergence result (64) as follows:
for some β 
where we have used the estimate
, there exists k 0 ∈ IN, such that the right-hand side of (66) is smaller than C for all k k 0 , which shows the linear convergence result (64).
Under additional quadratic conditions on the errors in i and i , as well as the assumption that i is bounded from above, there even holds quadratic convergence β k → β * , which we will show in terms of the following proposition.
Proposition 6. Let the assumptions of proposition 4 be satisfied.
If additionally i (β ) γ for some γ ∈ IR independent of β, and
hold, then we obtain the quadratic convergence estimate
Proof. The quadratic convergence estimate (69) can be concluded by continuing the estimate (65) as follows:
where we have used (67) and (68). Using the estimate
we arrive at (69).
Note that a discrete version i h (β ) of i (β ) and therewith a posteriori estimates for the lower and upper bounds on i h ≈ i (β ) can be computed with low numerical effort, once the error estimator for i has been evaluated (see section 3 and [6]).
In case the upper and lower bounds on i are not known (e.g. if the problem is too nonlinear to satisfy (41) and therefore lemma 2 cannot be applied,) bisection still provides a globally and R-linearly convergent method for obtaining β such that (55) holds.
To summarize the results from this section, for obtaining convergence of q δ β according to propositions 1 and 3 and linear (and quadratic) convergence of the sequence of β's produced by the proposed inexact Newton method according to proposition 5 (and proposition 6), we check if (28), (37), (48), (49), (50), (51) (and (67) and (68)) hold in our search for the correct regularization parameter and refine the discretization according to the corresponding error estimator if one of these conditions is violated. Note that these bounds allow for a rather rough approximation as long as the regularization parameter β k under consideration is still 'far away' from the actual one in the sense that i(β k ) − τ 2 δ 2 is not small yet. We also wish to point out that conditions (28), (37), (48), (49), (50), (51), (67) and (68) are tailored to the use with goal-oriented error estimators (see the following section). Indeed, adaptive refinement according to these estimators allows us to enforce error bounds on terms of the type I
(q, F (q)) − I(q h , F h (q h )), whereas terms of the type I(q, F (q)) − I(q h , F (q h )) or I(q, F (q)) − I(q, F h (q)) would not be tractable with this technique.

Goal-oriented error estimators
For evaluating the error estimates needed to determine β according to section 2, we employ the goal-oriented error estimators proposed in [2] and [3] and make use of the results from [6] , where concrete error estimators for j, i and i and computation formulas for i and i are derived. To simplify exposition, we set D = Q here; the general case D ⊂ Q follows in a straightforward manner.
We begin with an error estimator for j, which is needed to evaluate (37). According to proposition 1 in [6] for continuous and discrete stationary points (q, u) ∈ Q × V and (q h .u h ) ∈ Q h × V h of L and L h , respectively, an error representation is given by
where R 1 is a third-order remainder term. We skipped the index β from (10) and (12), since the representation holds for all β. For the purpose of formulating an error estimator for i (needed in (21), (48), (50), (51), (67) and (28)), we define the auxiliary functional
where (9) and (11), respectively. According to proposition 3 in [6] , we get continuous and stationary points (x,
For such stationary points, the error representation
holds for arbitraryx h ∈ X h , where R 2 is a third order remainder term. By means of (x, x 1 ) and (x h , x h,1 ) the continuous and discrete version of the first derivative i can be evaluated by
see proposition 4 in [6] . We define an additional auxiliary functional in order to express an error estimator for i (needed in (49), (50), (68)):
where
According to proposition 6 in [6] , we obtain continuous and stationary points
For these stationary points, there holds the error representation
for arbitraryỹ h , y h ∈ X 2 h , where R 3 is a third order remainder term, cf proposition 5 in [6] . Finally, the second derivative i and its discrete equivalent can be evaluated by
see proposition 7 in [6] . When using spaces Q h and V h with locally supported basis functions, the error estimators
(where e h , e h and e h are approximations of the interpolation errors x −x h , y −ỹ h and y − y h obtained by local averaging or higher order approximations, cf, e.g., [20] ) can be written as a sum of its local contributions, which enables us to implement a local refinement strategy based on the estimator, cf [2] . Additionally to that, each local error can be decomposed into its components due to the discretization of Q on the one hand and of V on the other hand. Therewith, the proposed method for determining β could also be applied when using different discretizations of Q and V . Then, in each iteration step, it can be decided whether to refine Q h or V h (or both), if necessary, cf [20] . For further details on the evaluation of the error estimators, we refer to [6] . Summarizing the results from this and the previous section, the concrete algorithm for determining the regularization parameter β according to propositions 4 and 5 appears as follows [6] .
At this point, we assume that γ and γ are given such that γ i (β ) for all β > 0 and γ > γ . In section 4, we will propose a specific alternative for the choice of these parameters.
Algorithm 1. Inexact Newton method for determining a regularization parameter for nonlinear inverse problems. 1: Choose c tc
) such that 2c 1 + c 2 < 1 and c 
Numerical experiments
For illustrating the performance of the presented method, we consider the following parameter identification problem: identify the source term q in the nonlinear elliptic PDE 
following by the use of u as a test function in the weak form of (77), it gets obvious that the forward operator F : q → u is well defined and bounded as a mapping from L 2 ( ) to H 1 0 ( ). Taking L 2 norms and using the Cauchy-Schwarz inequality in the strong form of the PDE (77), we even get 
The considerations above also show that for this particular example we can use D = Q, whereas in general coefficient inverse problems for PDEs, the domain of definition will typically be a strict subset of the underlying linear space.
To verify conditions (17), (18), (19) and (41) on F in the case of measurements in all of (see (ii) below), first of all observe that by the above-mentioned boundedness of (17) and (18) as follows: for any sequence
With the abbreviations u = F (q),ũ = F (q), w = F (q)(q − q), we obtain condition (19) from the fact that w can be written as the solution of
Hence, by testing with z we get by Hölder's inequality and Sobolev's embedding theorem
To estimate the term ∇(ũ − u) L 2 ( ) on the right-hand side, we use the fact thatũ − u solves
hence,
Inserting this into (79) and using (78), we obtain
which implies (19) with small c tc upon restriction of the domain D to a sufficiently small H 
(41), provided q is sufficiently close to q † so that In our numerical computations, we use the unit square = (0, 1) 2 ⊂ IR 2 as a domain, and in order to amplify the nonlinearity of this example, we set ζ = 1000.
We consider configurations with three different exact sources q † .
(a) A Gaussian distribution
where σ = 0.01, μ = 5 11 , s = 1. (b) Two Gaussian distributions added up to one distribution
. Figures 1 and 2 show the exact source distribution q † and the corresponding state u † = S(q † ) computed on a very fine grid with 1050 625 nodes and equally sized quadratic cells.
The measurements were simulated in two different ways.
(i) As in [6] via point functionals in n m = 100 uniformly distributed points {ξ i } ⊂ and perturbed by uniformly distributed random noise at different percentages. The observation space and the observation operator are chosen as G = IR n m and C : (
where r denotes some uniformly distributed random noise and p the percentage of perturbation. F (q † ) = S(q † ) = u † and r are generated on a very fine grid with 1050 625 nodes and we denote the corresponding finite element space by V L . In order to evaluate
on coarser grids and the corresponding finite element spaces V l with l = 0, 1, . . . , L during the optimization algorithm, g δ has to be transferred from V L to the current grid V l . As usual in the finite element context, this is done by the L 2 projection as the restriction operator.
The concrete choice of the parameters for the numerical tests is as follows:
Note that in order to fulfill (38), τ andτ have to be chosen such that τ 2 −τ 2 > 1 + √ 3. As the theoretical assumption γ i (β ) for all β > 0 is not exactly transferable to practice, we decided to choose γ as follows:
where i k h is a discrete version of i (β k ) that can be computed by (76). Note that only the existence of an upper bound γ but not its explicit value is needed in order to compute the regularization parameter according to section 2.
As for the tested examples, the numerical results of the version of the algorithm for quadratic convergence (cf proposition 6) did not differ significantly from the one given above for linear convergence, we will restrict ourselves to the latter case. That means all presented numerical results refer to algorithm 1, which guarantees (only) linear convergence of the produced sequence of β's, but uses less restrictive accuracy requirements, thus allowing for coarser grids than the quadratically convergent version.
In figure 3 , one can see the adaptively refined meshes for examples (a), (b) and (c). It can be clearly seen that the algorithm automatically concentrates refinement to regions of large changes. The corresponding reconstructed source distributions and states for δ = 1% g G are shown in figures 4 and 5, where we used the approach (ii). In order to be able to compare the numerical results of this paper with those from [6] , we decided to consider example (c) with point measurements as well, see (i). The reconstructed control and state and the adaptively refined mesh are shown in figure 6 . It can be seen very well that the refinement is concentrated to the location of the measurement points. As well as in [6] , none of the tested examples needed further refinement after determination of the regularization parameter, so steps 19 to 21 did not take effect in the tested examples. Tables 1, 2 and 3 show the proposed adaptive refinement strategy versus uniform refinement for δ = 1% g G with measurements according to (ii) via L 2 projection. For both cases, we used the same error estimators (see section 3 and [6] ). By applying adaptive refinement, in example (a) we save more than 94% of nodes, which yields about 92% reduction this weakness. The corresponding relative error amounts to 0.244. In table 4, we listed the produced sequence of betas for example (c) this time with point measurements according to (i). As we deal only with a small number of measurement points, expectedly, the relative error in q is larger than for the case of the L 2 -projection, namely 0.421, but we save 14% of nodes and 24% of computation time with respect to global refinement. Note that the step function example is also particularly challenging due to the fact that because of the different values linear convergence conditions, where we extended the idea of [23] regarding bounds on the second derivative.
The strength of the proposed algorithm lies in the ability to save a considerable amount of degrees of freedom at the beginning of the Newton-type iteration for determining the regularization parameter. Indeed, our numerical experiments show an up to 90% gain in computation time with our strategy as compared to uniform refinement.
We expect that goal-oriented error estimators can also be used in the context of different regularization parameter choice strategies such as the balancing principle [19] , which is particularly of interest in the case ν > 1 2 in the Hölder-type source condition (36), where the discrepancy principle fails to provide optimal rates. Moreover, we hope that the use of the balancing principle with a sufficiently strong source condition will allow us to avoid conditions on F like the tangential cone condition, so that we can also take strongly nonlinear problems into consideration.
Moreover, we consider a combination of adaptivity with regularization by projection onto finite-dimensional spaces in place of or additionally to Tikhonov regularization, see the forthcoming paper [16] .
Since iterative methods are an attractive alternative to Tikhonov regularization, also the use of adaptivity within Newton-type regularization methods is the subject of this research [15] .
