The European Space Agency's Gaia mission will create the largest and most precise three dimensional chart of our galaxy (the Milky Way), by providing unprecedented position, parallax, proper motion, and radial velocity measurements for about one billion stars. The resulting ∧ catalog will be made available to the scientific community and will be analyzed in many different ways, including the production of a variety of statistics. The latter will often entail the generation of multidimensional histograms and hypercubes as part of the precomputed statistics for each data release, or for scientific analysis involving either the final data products or the raw data coming from the satellite instruments.
one in which the data is requested and afterwards analyzed (even 23 remotely). One option is to move to Cloud environments where one 24 can upload the data analysis work flows so that they run in a low-25 latency environment and can access every single bit of information.
26
Quite a lot of research has been going on to address these is going on behind the scenes or about the details of the underlying 23 system.
24
Furthermore, some of the more widely used tools in data mining 25 and statistics are multidimensional hypercubes and histograms, as the model or the other way around (also applicable to simulations).
36
As multidimensional histograms can be considered a very 37 simple hypercube which normally contains one, two or three 38 dimensions (often for visualization purposes) and whose measure 39 is the count of objects given certain concrete values (or ranges) 40 of its dimensions, we will generally refer to hypercubes through 41 the paper and will only mention histograms when the above 42 conditions apply (hypercubes with one to three dimensions whose 43 only measure is the object count).
44
Previous work applying MapReduce to scientific data includes 45 [7] , where a High Energy Physics data analysis framework is em- work specific format by copying it to the local file system or to 51 other content distribution infrastructures outside the MapReduce 52 platform. Furthermore, [8] and [9] examine some of the current tive. In addition, [10] shows that novel storage techniques being 57 currently used in commercial parallel DBMS (i.e. column-oriented) 58 can also be applied to MapReduce work flows, producing signifi-59 cant improvements in the response time of the data processing as 60 well as in the compression ratios achieved for randomly-generated 61 data sets. Last but not least, several general-purpose layers on top 62 of Hadoop (i.e. Pig [11] and Hive [12] ) have lately appeared, aim- This paper is structured as follows. In Section 2, we present the 67 simulated data set that will be used through the paper and some 68 simple but useful examples that can be built with the framework. 
Data analysis in the Gaia mission

78
In the case of the Gaia mission, many histograms will be 79 produced for each data release in order to summarize and 80 document the ∧ catalogs produced. Furthermore, a lot of density 81 maps will have to be computed, e.g. for visualization purposes, as 82 otherwise it would be impossible to plot such a large amount of 83 objects. All these histograms and plots (see [13] for examples), the 84 so-called precomputed statistics, will have to be (re)generated in the 85 shortest period of time and this will imply a load peak in the data 86 ∧ center. Therefore, the solution adopted should be able to scale to 87 the Cloud just in case it is needed due to e.g. the absence of a local 88 infrastructure that can execute these work flows (as it would mean 89 a high fixed cost for hardware which is underutilized most of the 90 time).
91
Figs. 1 and 2 show two simple examples of histograms that 92 have been created with the framework and which we will use 93 throughout the paper for presenting the different results obtained.
94
The GUMS10 data set [13] , from which histograms have been 95 created, is a simulated ∧ catalog of stars that resembles the one that 96 will be produced by the Gaia mission. It contains a bit more than 97 two billion objects with a size of 343 GB in its original delivery form
98
(binary and compressed with Deflate). Since there is no Gaia data 99 yet, all Gaia data processing software is verified against simulated 100 observations of this universe model [13] . The example in Fig. 2 Hypercubes defined in the framework (see Fig. 3 counts, the minimum/maximum value, the average, the standard for some of them, the average for others, etc.).
5
Before running the job it is required to set some configuration 6
properties for the definition of the input files and the correspond- The output files of the job have two columns, the first one etc.). This is also true for the data set being analyzed in this paper Gaia mission is called 'GBIN', which contains Java-serialized binary 70 objects compressed with Deflate (ZLIB).
71
In Fig. 4 is only around 23% (see Fig. 6 ). This confirms the suitability of from disk still has to be statically specified though as in [10] • Predicate push-down. Not only we can specify the set of 1 columns that will be read for a determined workflow, but for 2 those that need to be queried or filtered with some constraints, 3 we can also push down the predicates so that the data not 4 needed are not even deserialized in the worker nodes, or even 5 not read from disk (only the metadata available is accessed).
6
• Complex nested data structures can be represented in the 7 format (not just simple flattening of nested namespaces). The 8 technique for implementing this feature is presented in more 9 detail in [17] .
10
• This data format representation is agnostic to the data process-11 ing, data model or even the programming language.
12
• Further improvements of the column-based approach include 13 the ability to split files without scanning for markers, some kind 14 of indexing for secondary sorting, etc. 
55
The tests carried out use a row-oriented scheme with com- 14 http://hive.apache.org/.
Fig. 7.
Comparison among the framework presented and other popular data analysis tools currently available. All tests have been run using the Hadoop standard Merge-Sort algorithm for data aggregation.
• Simple one-dimensional hypercube with the key encoded as 60 text (the default for the framework), and as binary (more 61 efficient but less flexible).
62
• Two-dimensional hypercube with low key cardinality where 63 the aggregation factor is high.
64
• Several hypercubes at the same time with different key 65 cardinalities.
66
• Different aggregation algorithms (default Merge Sort and Hash-67 based).
68
• Scalability tests by increasing the ∧ data set size, but keeping the 69 same cardinalities for the keys. when we focus on a particular use case like the one described here.
82
The results shown in Fig. 8 refer to the scalability of the 83 alternatives studied for different computations and configurations.
84
The same ∧ data set (GUMS10) is used to enlarge the input size,
85
although it is important to notice that the output size will remain 86 the same as the number of bins will not change as we increase the 87 input data.
88
We can see that the framework performs significantly better in 89 the use cases studied, which proves that for well-known, opera- (c) Star density map using HEALPix at eight different resolutions (one dimension, eight different hypercubes in the same run). is something that will make these higher level tools much more ef-4 ficient, but it will also require much more expertise from users for 5 tuning the best configuration for the workflows. gives more flexibility and adaptability at run time.
22
One of the most common features of data pipelines is that they 23 are often DAG (Directed Acyclic Graph) and not linear pipelines.
24
However, SQL focuses on queries that produce a single ∧ result set. with empty values (null).
46
We have found other usability issues in Hive, which we believe will be addressed soon, but which may currently lead to a worse 48 user experience, such as the lack of aliases on columns. This is a we enlarge the ∧ data set due to the same data being duplicated).
2
One of the most important conclusions to take away when look-3 ing at these results is that there is no solution that fits all problems. 
22
The framework's efficiency should be benchmarked and com- Supercomputing Center-Centro Nacional de Supercomputación.
