Abstract. This paper presents a system that focuses on improving event reporting in crisis situation management. The idea is to provide reporters with software with an intelligent adaptive interface based on dynamic scripting to ensure report consistency and minimize composing time. The dynamic scripting approach is modeled after human reasoning with specific knowledge. Our approach differs from other approaches to adaptive interfaces in that, instead of trying to fit the users' interpretation of observations into sensible reports, we use possible crisis scenario as the starting point of the reports.
Introduction
In the movie industry scripts and storyboards are used frequently to help actors to memorize their lines and to aid directors to keep the overall view of the movie. Storyboards illustrate key moments in a scenario and thus can function as a memory aid. In experiments we conducted with semi-professional actors, it seemed that during key moments in the acting process, resemblance to the storyboard triggers parts of the movie scripts in the minds of the actors [1] . Shank et. al. [2] explain this by suggesting that the sequence of events that constitute such situations are stored in human memory as scripts. It seems that humans are very capable of recognizing and participating in situations that they have experienced many times before. The recognition of these scripts is triggered by the key events being perceived by the human senses e.g. sight, hearing, smell. Interestingly, humans are quite capable of recognizing the scripts without having perceived all the events that constitutes the script. Furthermore, the recognition process seems to be very efficient (requiring very little processing power) and effective. Recognition errors can easily be corrected if more features become available. In crisis situations, reports from eye witnesses and crisis responders are invaluable in creating a good assessment of the size and nature of the crisis. This is true provided that the reports are speedy, un-ambiguous and consistent. In a previous project, we developed a language independent iconic interface for crisis reporting [3] . This interface had a disadvantage in that all icons, even the ones irrelevant to the crisis situation, are shown. This made it very hard for users to find the desired icons easily, especially if there are many icons available. To solve this problem, we propose an adaptive interface. This interface employs a form of case based reasoning [4] modeled after the human's method of recognizing situations. In our view of the crisis situation, all reporters are equipped with a handheld device, containing a graphical interface to make reports. The interface presents the reporter with a number of icons using which he has to describe the situation he wants to report about. As the number of possible situations that can be reported is very large, the interface has to make a selection of icons to show. This selection of icons is determined by a rule based selection algorithm powered by competing scripts, hence the term dynamic scripting. Each script represents the chain of events that identify a possible scenario; each script also has a set of icons associated with it (each icon represents a key event in the script). At the onset of the crisis, when few events have been observed, there are many competing scripts. The reporter is presented with a number of icons representing the key concepts most common to the competing scripts. As the reporter selects icons, more key concepts in the crisis environment become clear. As a result, certain scripts become impossible and are removed from competition. The interface is then populated with icons provided by the remaining competing script. This process continues until, there is only one script left. Apart from selecting new icons, error handling mechanisms are also built in to the interface. The reporter can remove an icon anywhere in the list of selected icons or undo a previous selection. In both cases all the possible scripts are re-evaluated. In this way scripts that have been removed from competition previously can become competitive again. Although the system has not been completed we have prototyped and tested parts of it in several simulated crisis scenarios. These parts will be described in the current paper. The remainder of the paper is structured as follows. First we give an overview of the background and the related work in the area, then we describe how we gathered information about crisis situations, next we give an overview of the system. After that we present the experiments and their results. Finally we conclude with some discussions and give directions for further research.
Background and Related Work

Dynamic Scripting
Dynamic scripting is inspired by the Conceptual Dependency theory developed by Schank and Abelson [2] . In the dynamic scripting approach, we assume that knowledge about crisis and crisis events is represented in the human mind as scripts. These scripts are triggered by the observation of special features or events occurring in the environment. In the beginning, when a small number of features are observed, many competing scripts may be in our mind. But by reasoning and the additional information from further observations, we arrive at a final hypothesis.
We can illustrate scripting in humans with a very simple example. Image yourself as a witness of a traffic accident in which some people got injured. After observing the accident, you would be triggered to call the alarm line and you expect the ambulance and police to arrive shortly after. In the described scenario, it is clear that this behavior and the corresponding expectancy will be triggered only if we have experienced the situation before. We call this knowledge about events that we have experienced many times before specific knowledge [5, 6] . The example also shows that a scenario with an event sequence consisting of many events may be recognizable or even identifiable from just the first few of those events. Humans take advantage of this property of specific knowledge all the time, giving them the ability to rapidly interpret, recognize and participate in situations that resemble scenarios stored in their memory as specific knowledge. The flow from recognition to actions is also efficient since humans don't spent time reasoning about irrelevant matters or asking irrelevant questions. Thus, specific detailed knowledge about a situation allows humans to perform intelligent actions and do less processing and wondering about frequently experienced events [2] . The sequence of events that represents a specific scenario we call a script (in this sense a script is comparable with scripts used in the movie industry). Furthermore, we can view the human specific knowledge as a database containing many scripts (one for each scenario). As we perceive events occurring in our environment, certain scripts become more plausible then others. As more events are perceived, the evidence in favor of the correct scenario increases. This in turn increases the plausibility of the corresponding script. On the other hand, evidence might contradict a scenario. In this case another script becomes more plausible.
The Crisis Situation
Since the bombings in London and Madrid in 2005 the challenge of robust, reliable and effective crisis management has become an increased area of interest. Apart from the problems involving organizational and management issues [7] , these events are also reminders of the problems in crisis management technology. Good supporting technology to help people of different backgrounds, roles and professions to collaborate with each other is a necessity when facing crises. The potential benefits of extensive information sharing and wider cooperation have historically been mitigated by the unavailability of robust communications or transportation systems to support them. Increasingly, however, this barrier is being eliminated. More complex and potentially superior disaster response strategies become feasible as advances in these technologies empower fast, widespread information and resource sharing within the disaster zone and between that zone and neighboring areas [8] . Extensive information sharing can aid in resource assessment and contribute valuable information to plan the response effort more effectively, especially in the first few hours after the onset of the crisis. Recent catastrophes however, have shown that the technology was unable to cope with the non deterministic environment, information explosion and operational chaos [9] that ensues in crises of large proportions. Immediately after the beginning of the crisis, an explosion of eye witness reports of incidents will begin flowing from observers and responders into the crisis centre. These reports will be of varying significance and accuracy. They will also be highly subjective, geographically dispersed, erroneous, partial or contradicting. They might even be describing different phenomena possibly unrelated to the current crisis. The need of a standard representation of reports to reduce the ambiguity and multitude of semantic interpretation of human observers is obvious. Moreover, it is necessary to provide reporters with an interface to compose these reports rapidly and effectively. In crisis situations, reporters (observers, responders) may be forced to communicate with their mobile device (e.g. PDA) on a Mobile Ad-Hoc Network due to potentially overloaded or destroyed communication infrastructure [10] . Because of the hardware constraints of these devices (e.g. small screen, small or no keyboards), these devices do not lend themselves well for traditional user interfaces for crisis event reporting. Many attempts have been made to adapt user interfaces to cope with these constraints. (E.g. [11] propose a multimodal approach, [12] propose speech recognition and [3, 13] propose a natural interaction style based on an iconic interface.) In this paper, we choose the iconic interface as the main user interaction. The advantages of this interface for crisis reporting are discussed in [3] . By making this interface intelligent and adaptable we can increase the speed, clarity and objectiveness of the reports while decreasing the number of errors and contradictions.
Constructing Scenarios and Knowledge of the World
To manage the size of the project, we have limited our scope to crisis situations caused by gas and fire incidents. In the period of august 2005 to April 2006, we carried out interviews with experts from the Southern Rotterdam Fire Department and the crisis center of the Rijnmond environmental agency (DCMR). With the information from interviews with firemen and chemical experts we created a list of possible crisis scenarios, we also created a list of named concepts (and their relationships) that play an important part in the crisis situation [14] . Next we used these named concepts to formulate the crisis scenarios. We tested if the scenarios thus formulated where discriminative enough so that each scenario was identifiable by a unique set of concepts. Finally, a selection of the scenarios we further developed into scripts to test the system. The icon selection scheme we devised (Figure 1 ) works as follows. At the onset of the crisis, when few features have been observed, there are many competing scripts. The reporter is presented with a number of generic icons representing the key concepts most common to the competing scripts. As the reporter selects icons, more and more key concepts in the crisis environment become clear. As a result, certain scripts become impossible and are removed from competition. The interface is populated by icons provided by the remaining competing scripts. This process continues until finally, there is only one script left.
System Overview
The system consists of three parts: a user interface to present the reporter with icons, an icon selection module that populates the user interface with icons from the competing scripts and a message generation module that fills in the missing icons once a conclusion has been made. The message generation module is also responsible for generating the appropriate message to send to the crisis centre.
User Interface
Due to the limitations of mobile devices (small screen, small or no keyboard) we have chosen to use an iconic interface as the main user interaction method in our reporting system (see Figure 2) . Direct manipulation of the icons on a GUI with a pointing device allows for fast interaction as pictorial signs can be recognized more quickly then written words [15] , [16] . Furthermore, [3] has shown that with NLP it is possible to generate consistent messages from a collection of icons. 
Icon Selection Module
The icon selection module is responsible for selecting the icons to show on the screen based on the remaining competing scripts. We used the same icons as in [3] . Each competing script is allowed to propose icons to be shown. The icon selection module is also responsible for limiting the number of proposals so that the interface does not become too crowded. On the other hand, the module has to make sure that the interface does not become too limited in expressiveness as a result of a lack of icons. In our system, a script is made of two parts: a list of icons and a description of the scenario. The icons are the graphical representations of the events in the script. The description can be viewed as a knowledge base containing a priori information about the scenario at hand. It is essentially a set of rules.
Specifying a Script
A script can be specified by writing the sequence of events as rules. An expert system's inference engine [17] controls the application of these rules. Jess [18] was used as the expert system shell as it provides the capabilities needed to develop the inference engine that is used for the icon selection task. To get an idea of the icon selection process, let us consider the three simplified scenarios depicted in Table 1 . Table 1 . Three example scenarios with their associated icons. The arrows in the icon representation are added to show the order of the events in the scenario nr Scenario description Icon representation 1 A building is on fire and there are injured people. After a while an ambulance comes to take care of the injured and the fire department arrives to distinguish the fire. 2 A building is on fire but there is also toxic gas coming out of the fire. In this case, people in the neighborhood have to be evacuated. The fire department arrives (properly equipped) to distinguish the fire. 3 A building is on fire but there is also toxic gas coming out of the fire. Furthermore there are injured people. In this case, the injured people have to be taken care of by protected first aid workers, people in the neighborhood have to be evacuated. Properly equipped firemen have to distinguish the fire.
Let us assume that these are the only scripts in the system. In the beginning, all three scripts will be in competition. Instead of showing all six icons, the icons proposed by the competing scripts will only be "fire" and "gas". As can be seen from the table, all three scenarios include the fire event, so if the fire icon is selected from the user interface, all scripts still stay in contention, but the "injured people" icon is added and the "fire" icon is removed. However, if the gas icon is selected, script 1 drops out of contention and the "evacuation" icon will be shown. In order to work in the Jess, the rules of a script have to comply with the Jess rule syntax. Each Jess rule contains a condition and consequence separated by a "=>" token. The condition is a logical statement and the consequence specifies the hypothesis if the condition is true. The example below shows a listing of the Jess rules for the second script in our example.
(defrule script2-init "this is the initial rule for script 2, it proposes the possible icons to start this script" => (assert (propose fire)) (assert (propose gas)) ) (defrule script2-r1-1 "this rule proposes the gas icon if fire has been detected" (percept fire) => (assert (propose gas)) ) (defrule script2-r1-2 "this rule proposes the fire icon if gas has been detected" (percept gas) => (assert (propose fire)) ) (defrule script2-r2 "this rule proposes evacuation icon if gas and fire have been detected" (or (percept fire) (percept gas)) => (assert (propose evacuate)) ) (defrule script2-r3 "this rule proposes firemen icon if people have been evacuated" (or (percept fire) (percept gas)) (percept evacuate) => (assert (propose firemen)) )
Rule Based Icon Selection
As many competing scripts propose icons to be displayed, a selection process determines which icons will actually end up in the GUI. The selection process depends on the conflict resolution strategy of the Jess inference engine. In rule based systems, when the conditions of multiple rules are satisfied (these rules are called activated), a conflict resolution strategy is applied to determine the order in which the rules have to be fired. When a rule fires, the consequence of that rule is executed. The default conflict resolution strategy in Jess is known as depth. Here, the most recent activated rules are placed above the older ones. This tends to cause the system to pursue a single line of reasoning until it is done. The complexity of the condition of the rule also determines the priority of a rule. With all other things being equal, a rule with a more complex condition (one that is more difficult to satisfy) has precedence over a rule with a less complex condition. In general, the conditions of the rules in a script become more complex further on in the script; therefore, this strategy allows the order of the events in the script to influence the icon selection process. In our system, the selection process continues until the maximum number of icons to display is reached or until all competing scripts have given their proposals (whichever comes first). This behavior is achieved by letting the inference engine fire the activated rules in the order determined by the conflict resolution, until there are no activated rules left. This works because (1) rules that have fired do not activate again. This prevents a rule from firing continuously, (2) the rules are written such that the firing of a rule does not add or remove other scripts from competition since the consequence of a rule only proposes new icons to be displayed. This ensures that only icons of currently competing scripts are proposed, (3) the rules with the most common icons will be ordered first by the conflict resolution. This ensures that the most common icons of the competing scripts are displayed first, (4) When a rule proposes an icon that is already perceived or selected for display it is ignored. This ensures that there are no duplicate icons shown.
Experiments
Unfortunately, the system can't be tested in a real crisis, because (1) the message generation module has not been implemented yet (2) it is difficult to create a controlled experiment of a disaster just to test the interface. Therefore, some preliminary experiments had to be done in simulated crises situations. In one experiment, we deployed a prototype of our interface in the MACSIM [19] crisis simulator. This simulator contains models of physical phenomena and is able to simulate such phenomena and show them on a minute by minute basis. We have tested the first prototype in several crisis simulation scenarios with students being the reporters. These students take the role of eye witnesses and report back to the crisis center. In another experiment, we tested the interface using a scenario presented to respondents in the form of photographs. A disadvantage of photographs is that it is very hard to determine ones position just by looking at them. To compensate for this, all respondents were provided with a map of the environment with explicitly information on what direction they are looking at. During the experiments, the respondents were asked to think aloud, telling what they are thinking and what they are trying to accomplish. This allows us to determine if specific tasks need to be made more intuitive, or need more functionality.
In the experiments we only focused on the usefulness of the interface. Preliminary results show that the total amount of icons shown decreased significantly. However we have not done comparisons with a non adaptive icon interface under the same conditions, as some issues emerge during experiments that need to be resolved first. The issues can be classified in two categories. 1. Not all objects or events were identified for the correct script to be concluded.
The combination of the unrealistic experiment setup (simulation and photographs) and the respondents not being experienced reporters may have caused them to miss important events. 2. Users wanted to report about events but miss the appropriate icon. In these cases the reporters wanted to report about events that the system deemed irrelevant. Further analysis of the results have to show is the reporters were correct or if the events where really irrelevant.
Discussion and Conclusion
By using an adaptable interface for crisis reporting based on possible crisis scenarios, we can increase the ease with which reports are composed and consistency of the resulting reports. Our approach differs from other approaches to adaptive interfaces in that, instead of trying to fit the users' interpretation of observations into sensible reports, we use possible crisis scenarios as the starting point of the reports. In this sense, it is the user who has to fit its interpretation of observations into a possible scenario. During a crisis simulation experiment, the basic crisis events occur according to a predefined script. However, the order and timing in which the reports about the events enter the crisis centre cannot be determined beforehand. The situation in the crisis centre may soon become chaotic and unmanageable. Because our adaptive interface only generates messages based on scripts, this becomes somewhat easier to manage. Furthermore, the rule based nature of the interface, make decisions and inferences easier to verify afterwards. Another advantage is that, even though the scripts may be executed in a different order, the scripts themselves may be designed and specified sequentially in order of the basic physical events of a crisis scenario.
As a drawback, all scripts have to be designed and specified in advance. This means that for the interface to be fully expressive, all possible scenarios have to be converted into scripts since reports about scenarios that have not been specified are not possible. A topic for further research could be a mechanism to generate new scripts for scenarios that have not been encountered before i.e. learning. The Conceptual Dependency theory sheds light on this issue by assuming that humans reason about new situations by applying general knowledge or common sense to the problem. This would suggest that we also have to apply domain specific common sense knowledge about concepts and their relationships to situations never encountered before. We could combine this knowledge with observations of new situations to generate new scripts such that the new script is (1) expressive and (2) discriminative. Finally the possible relationships between events are very limited e.g. the possibility to specify that the occurrence of one event excludes another event or that one event highly increases the probability of another are lacking. More research should be done to increase the expressiveness and flexibility of the scripts.
