Abstract. Recently, the first two authors have defined a Z-grading on group algebras of symmetric groups and more generally on the cyclotomic Hecke algebras of type Gðl; 1; dÞ. In this paper we explain how to grade Specht modules over these algebras.
Introduction
In [7] , the first two authors have exhibited an explicit grading on blocks of cyclotomic Hecke algebras of type Gðl; 1; dÞ, which include as special cases blocks of symmetric groups and the corresponding Iwahori-Hecke algebras. This makes it possible to study graded representation theory of these algebras. However, it is not obvious that various important classes of modules are gradable. In this paper we show that Specht modules are gradable. Specht modules are usually indecomposable, and under that assumption the grading we construct is unique up to automorphism and grading shift (see [6] , Lemma 2.5.3). We also derive a branching rule for our graded Specht modules.
Let us briefly formulate our main result in the special case of the symmetric group S d over a field F of characteristic p. In this case, the Specht modules are denoted SðmÞ, parametrized by all partitions m of d. Note throughout this article ''Specht module'' refers to the module that is dual to the module S m introduced originally into modular representation theory of the symmetric groups by James [14] . Drawing the Young diagram of m in the usual ''English'' way, the residue of the node in the ath row and bth column is defined to be ðb À aÞ ðmod pÞ, which is an element of I :¼ Z=pZ L F . By a removable (resp. addable) node of m, we mean a node A (resp. B) that can be removed from (resp. added to) the Young diagram of m to obtain the Young diagram of another partition, denoted m A (resp. According to [7] , the group algebra F S d possesses a homogeneous presentation with certain generators feðiÞ j i A I d g W fy 1 ; . . . ; y d g W fc 1 ; . . . ; c dÀ1 g;
by means of which F S d becomes a Z-graded algebra. The elements eðiÞ are mutually orthogonal idempotents which we refer to as weight idempotents. Our main result, Theorem 4.10, shows that the Specht module SðmÞ can be made into a graded F S d -module with an explicitly constructed homogeneous basis fv T g parametrized by all standard m-tableaux T.
The basis vector v T is of degree degðTÞ and weight i T , where i T ¼ ði 1 ; . . . ; i d Þ denotes the residue sequence of T defined by letting i r denote the residue of the node of T containing the entry r. Hence, the graded dimension of the i-weight space eðiÞSðmÞ of SðmÞ is equal to P T q degðTÞ summing over all standard m-tableaux T with i T ¼ i.
The grading on F S d is compatible with the embedding F S dÀ1 ,! F S d , so it is also natural to consider branching rules for the graded Specht modules. In Theorem 4.11, we show that res
SðmÞ has a graded Specht filtration with sections Sðm A 1 Þhd A 1 ðmÞi; . . . ; Sðm A n Þhd A n ðmÞi;
where A 1 ; . . . ; A n are the removable nodes of m. Here, for any graded module M ¼ L n A Z M n , we write Mhmi for the module obtained by shifting the grading up by m, i.e.
Mhmi n ¼ M nÀm :
It would be interesting to obtain an analogous theorem describing a graded Specht filtration of the induced module ind tween the standard monomial and dual canonical bases of the level one Fock space associated to the quantized enveloping algebra U q ð b sl sl e Þ. The ungraded version of this conjecture was proved by Ariki [1] . The first two authors have recently found a proof of the graded version of the conjecture too, starting from Ariki's theorem; see [8] .
In the remainder of the article, we develop the theory of graded Specht modules more generally for cyclotomic Hecke algebras of arbitrary level as in [2] . All the results have analogues in the degenerate case as in [18] , with the symmetric group picture described above being the degenerate case for level one. The proofs in the degenerate case are entirely analogous to the proofs in the non-degenerate case, using the main result of [7] together with [5] , §6, for the required construction of standard bases of Specht modules in that setting.
Hecke algebras
In this section we recall the definition of the cyclotomic Hecke algebras and make them into Z-graded algebras following [7] . We also introduce some special elements associated to a choice of preferred reduced decompositions.
2.1. Ground field and parameters. Let F be an arbitrary field, and 1 3 x A F Â be an invertible element. Let e be the smallest positive integer such that x e ¼ 1, setting e :¼ 0 if no such integer exists. Define I :¼ Z=eZ. Then for i A I , we have a well-defined element
2.2. Quivers, Cartan integers, weights and roots. Let G be the quiver with vertex set I , and a directed edge from i to j if j ¼ i þ 1. Thus G is the quiver of type A y if e ¼ 0 or A ð1Þ eÀ1 if e > 0, with a specific orientation:
The corresponding (symmetric) Cartan matrix ða i; j Þ i; j A I is defined by
Here the symbols i ! j and j i both indicate that
Following [16] , let ðh; P; P 4 Þ be a realization of the Cartan matrix ða ij Þ i; j A I , so we have the simple roots fa i j i A I g, the fundamental dominant weights fL i j i A I g, and the normalized invariant form ðÁ ; ÁÞ such that
denote the positive part of the root lattice. 
and relations
Recall the Bruhat order e on S d . This can be defined as follows: for u; w A S d we have u e w if and only if u ¼ s r a 1 Á Á Á s r a b for some 1 e a 1 < Á Á Á < a b e m, where w ¼ s r 1 Á Á Á s r m is a reduced decomposition for w; see e.g. [13] , Theorem 5.10. The following lemma is an easy consequence of this definition. Then the element T r a 1 Á Á Á T r a b can be written as a linear combination of elements T u with u e w.
Cyclotomic Hecke algebras.
For the remainder of the article, we fix a positive integer l, elements k 1 ; . . . ; k l A I, and set
ð2:7Þ
It goes back to [3] that [12] , Lemma 4.7, the eigenvalues of each X r on M are of the form
There is a natural system feðiÞ j 
Note in the fractions on the right-hand side above that the numerator is divisible by the denominator in F Jy r ; y rþ1 K, so this makes sense, and again, Q r ðiÞ can be interpreted as elements of H L d . The following has been noted in [7] and is easy to check: 
In general, c w depends on the choice of a reduced decomposition for w. where 1 e a 1 < Á Á Á < a b e m, gðyÞ is a polynomial in y 1 ; . . . ; y d , and
Proof. Use (homogeneous) relations (2.21) and (2.22) to move y r 's to the right. r
We now investigate the dependence of c w on the choice of a reduced decomposition of w. where ðÃÞ is a linear combination of elements of the form c u f ðyÞeðiÞ such that u < w, f ðyÞ is a polynomial in y 1 ; . . . ; y d , and
(ii) If the decomposition w ¼ s t 1 Á Á Á s t m is not reduced, then c t 1 Á Á Á c t m eðiÞ can be written as a linear combination of elements of the form
such that 1 e a 1 < Á Á Á < a b e m, b < m, s t a 1 Á Á Á s t a b is a reduced word, f ðyÞ is a polynomial in y 1 ; . . . ; y d , and
Proof. We apply induction on m to prove both claims. The base case m ¼ 0 is clear. Let m > 0.
(i) By Matsumoto's theorem (see e.g. [20] , Theorem 1.8), one can go from one reduced decomposition in a Coxeter group to another by applying a sequence of Coxeter relations. So we may assume that one can go from the reduced decomposition s t 1 Á Á Á s t m to the reduced decomposition s r 1 Á Á Á s r m by applying just one Coxeter relation. Moreover, in view of the relation (2.20), we may assume that this is the Coxeter relation of the form s r s t s r ¼ s t s r s t for jr À tj ¼ 1. Applying (2.24), we get for some 0 e k e m À 3:
where f ðyÞ is a polynomial in y's. From Lemma 2.4, we conclude that (ii) Assume first that s t 2 Á Á Á s t m is not a reduced word. By the inductive assumption, c t 2 Á Á Á c t m eðiÞ can be written as a linear combination of elements of the form c t a 2 Á Á Á c t a b f ðyÞeðiÞ such that 2 e a 2 < Á Á Á < a b e m and b < m. So c t 1 c t 2 Á Á Á c t m eðiÞ is a linear combination of elements of the form
with the same condition on a k 's and b. We can apply the inductive assumption to get a linear combination of elements of the desired form. Now assume that s t 2 Á Á Á s t m is a reduced word. By assumption, we have lðs t 1 s t 2 Á Á Á s t m Þ < m. So there exists a reduced decomposition of the element s t 2 Á Á Á s t m which starts with t 1 :
By the inductive assumption for part (i), we can write In view of (2.23) and Lemma 2.4, the first summand in the right-hand side of (2.25) is a linear combination of terms of the form c r a 1 Á Á Á c r a b f ðyÞeðiÞ for some 3 e a 1 < Á Á Á < a b e m. By the inductive assumption for (ii), we may assume that s r a 1 Á Á Á s r a b is a reduced decomposition. Note that
So in S d , we can write s r a 1 Á Á Á s r a b ¼ s t c 1 Á Á Á s t c b , and since this is a reduced decomposition, by the inductive assumption for part (i), we know that
can be written as a linear combination of the desired terms. The terms from ðÃÃÞ are treated similarly. Finally the statement on the degrees again follows from the fact that we have used only relations from Theorem 2.3, all of which are homogeneous. r
Combinatorics of tableaux
In this section we fix the notation concerning multipartitions and related combinatorial objects, more or less adopting the conventions of [10] , [15] . Then we prove some combinatorial facts which we will need later. Recall from (2.6) that we have fixed a positive integer l, and elements k 1 ; . . . ; k l A I . If m < n we say that m ðmÞ is an earlier component than m ðnÞ and m ðnÞ is a later component than m
ðmÞ . An l-multicomposition is defined similarly. The set of all l-multipartitions (resp. l-multicompositions) of d is denoted P We say A A m is an earlier node than B A m (or B is a later node than A) if A is labelled with k, B is labelled with n and k < n.
A node A A m is called removable ( for m) if mnfAg has a shape of a multipartition. A node B B m is called addable ( for m) if m W fBg has a shape of a multipartition. We use the notation
For the example above, the removable nodes are ð1; 3; 1Þ, ð2; 1; 1Þ, ð1; 4; 3Þ, ð2; 2; 3Þ, and addable nodes are ð1; 4; 1Þ, ð2; 2; 1Þ, ð3; 1; 1Þ, ð1; 1; 2Þ, ð1; 5; 3Þ, ð2; 3; 3Þ, ð3; 1; 3Þ, in order from top to bottom in the diagram.
To each node A ¼ ða; b; mÞ we associate its (e-)residue:
We refer to the nodes of residue i as the i-nodes. Define the residue content of m to be
Let m, n be multicompositions in C Proof. This is left as an exercise for the reader. r 
where i r is the residue of the node occupied by r in T (1 e r e d).
A m-tableau T is row-strict (resp. column-strict) if its entries increase from left to right (resp. from top to bottom) along the rows (resp. columns) of each component of T. A m-tableau T is standard if it is row-and column-strict. The set of all standard m-tableaux will be denoted by TðmÞ. The group S d acts on the set of m-tableaux on the left by its action on the entries.
Let T m be the m-tableau in which the numbers 1; 2; . . . ; d appear in order along the successive rows, working from top to bottom. Set
and the length of T is lðTÞ :¼ lðw T Þ: 
such that for each 1 e n e m we have a n < b n and b n occupies an earlier node in ða nþ1 b nþ1 Þ Á Á Á ða m b m ÞT than a n .
Proof. This is equivalent to the definition given in [13] , §5.9. r If T is a row-strict m-tableau and 1 e a e d, define T ea to be the tableau obtained by erasing all nodes occupied with entries greater than a. This tableau has the shape of a multicomposition, denoted shðT ea Þ. The following result is well known, see e.g. [20] , Theorem 3.8. If T is a m-tableau, denote by T þ the row-strict tableau which is row equivalent to T.
Proof. In view of Lemma 3.4, we may assume that S ¼ ða bÞT for a < b and b occupies an earlier node in T than a. Let a (resp. b) occupy the node ðr a ; c a ; m a Þ (resp. Proof. If r ! T r þ 1, then T ¼ ðs r TÞ þ , and the result follows from Lemma 3.6. Let r # T r þ 1. Then s r T is row-strict. By Lemma 3.5, shðS ea Þ u sh À ðs r TÞ ea Á for any a ¼ 1; . . . ; d. But sh À ðs r TÞ ea Á ¼ shðT ea Þ for all a, except a ¼ r. In order to apply Lemma 3.5 to S and T, it remains to show that shðS er Þ dominates shðT er Þ, which follows from Lemma 3.1. r 3.4. Weak Bruhat order. Let m A P l d . We endow the set TðmÞ with a structure of colored directed graph as follows: for T; S A TðmÞ we set T ! r S if and only if S ¼ s r T and r occupies an earlier node in T than r þ 1. Since both S and T are standard, the last condition is equivalent to the statement that either r þ 1 % T r or r is in an earlier component of T than r þ 1. The resulting (connected) graph is called the weak Bruhat graph.
(1) There is t with jt À rj > 1 such that T is t-terminal, and r ! s t T r þ 1.
(2) T is ðr; r þ 1Þ-terminal, and r þ 1 ! s r s rþ1 T r þ 2.
(3) T is ðr; r À 1Þ-terminal, and r À 1 ! s r s rÀ1 T r.
Proof. Consider the following three properties:
(a) There is t with jt À rj > 1 such that either t % T t þ 1 or t is in a later component of T than t þ 1.
(b) Either r þ 1 % T r þ 2 or r þ 1 is in a later component of T than r þ 2.
(c) Either r À 1 % T r or r À 1 is in a later component of T than r. The following lemma is immediate from the definitions: (1) There is t with jt À rj > 1 such that T is t-terminal, and r # s t T r þ 1.
It is easy to see that (a) implies (1), (b) implies (2), and (c) implies (3). It remains to observe that if none of (a), (b) or (c) hold then T is minimal in the weak
(2) T is ðr; r þ 1Þ-terminal, and r þ 1 # s r s rþ1 T r þ 2.
(3) T is ðr; r À 1Þ-terminal, and r À 1 # s r s rÀ1 T r.
(4) T is the ða; b; nÞ-Garnir tableau.
(b) Either r % T r þ 2 or r þ 1 is in a later component of T than r þ 2.
(c) Either r À 1 % T r þ 1 or r À 1 is in a later component of T than r. 
It is easy to see that (a) implies (1), (b) implies (2), and (c) implies (3). It remains to observe that if none of (a), (b) or (c) hold then T is the
(i) d A ðmÞ þ d A ðm A Þ ¼ d i ðmÞ þ 1: (ii) d i ðmÞ ¼ ðL À a; a i Þ. (iii) defðaÞ ¼ defða À a i Þ þ d i ðmÞ þ 1.
Proof. Part (i) is clear, (ii) is easily checked by induction on d, and then (iii) follows from (ii) and the definition (3.4). r
Given m A P The result follows. r
Specht modules
Throughout the section m is a fixed l-multipartition of d. Our goal is to explicitly grade the Specht module SðmÞ associated to m as a module over the Z-graded algebra H L d . To do this we construct a new basis (depending on the fixed choice of preferred reduced decompositions for the elements w A S d ) which will turn out to be homogeneous for the grading.
4.1. Specht modules and the standard basis theorem. We begin by reviewing the Dipper-James-Mathas theory of Specht modules for H L d , cf. [10] , [15] . In [10] , explicit elements m S; T are defined so that the set fm S; T j S; T A TðmÞ for some m A P 
The Specht module SðmÞ is the submodule of H L d =KðmÞ generated by the element z m :
As we noted in the introduction, by Specht module here we actually mean the dual of the module referred to as Specht module in much of the older literature, especially [14] . For any m-tableau T define
For example z T m ¼ z m . By definition of m S; T (i.e. the left-handed version of [10] , Definition 3.14), we also have z T ¼ m T; T m þ KðmÞ. We now list the main properties of the elements z T for future reference. Proof. This follows from the second relation in (2.17) and Lemma 4.1. r
The key fact connecting the elements v T to the standard basis of SðmÞ is as follows: 
The next result allows to control the dependence of the vectors v T on the choice of reduced decompositions. 
Proof. This follows from Proposition 2.5(i) and Corollary 4.6. r By Corollary 4.6, and taking Lemma 4.4 into account, we can now write (using di¤erent scalars a S ):
By Lemma 3.7, S A TðmÞ and S p s r T imply S t T. for some scalars a S A F . In particular, our grading on SðmÞ is independent of the choice of reduced decompositions.
(ii) For each r, the vectors y r v T and c r v T are homogeneous, and we have that
In particular, our grading makes SðmÞ into a graded H where ðÃÞ is either zero or Gc r 2 Á Á Á c r mÀ1 z m , in which case we have
By the inductive assumption, we know that ðÃÞ is a homogeneous element of SðmÞ of degree 2 þ degðv T Þ and that y s r 1 ðrÞ c r 2 Á Á Á c r mÀ1 z m is homogeneous of degree 2 þ degðc r 2 Á Á Á c r mÀ1 z m Þ. Moreover, by Lemma 4.8, the element y s r 1 ðrÞ c r 2 Á Á Á c r mÀ1 z m is a linear combination of the basis elements v S with lðSÞ e m À 2. So, by inductive assumption again and Corollary 3.14, we conclude that c r 1 y s r 1 ðrÞ c r 2 Á Á Á c r mÀ1 z m is homogeneous and
as required. Now, let 1 e r < d. To deal with c r v T , we consider several cases.
Case 1. r þ 1 % T r or r is in an earlier component of T than r þ 1. In this case the tableau s r T is standard, and s r s r 1 Á Á Á s r mÀ1 is a reduced decomposition for w s r T . So
by Proposition 3.13. Moreover, lðs r TÞ ¼ m, so by part (a) of the claim, which has already been proved for the tableaux of length m, we have
which is a homogeneous element of degree deg
Case 2. r % T r þ 1 or r is in a later component of T than r þ 1. In this case the tableau s r T is standard and lðs r TÞ ¼ m À 2. Let w s r T ¼ s t 1 Á Á Á s t mÀ2 be a reduced decomposition. Then s r s t 1 Á Á Á s t mÀ2 is a reduced decomposition for w T . By the inductive assumption for part (a), we have
By the inductive assumption (for part (b)), the sum on the right-hand side is homogeneous of the right degree deg
Moreover, by the relation (2.23), the first term in the right-hand side has the form f ðyÞc t 1 Á Á Á c t mÀ2 z m , for some polynomial f ðyÞ in y's and
Now another application of the inductive assumption completes the proof.
Case 3. r ! T r þ 1. By Proposition 3.8, we have the following subcases:
In the subcase (1), by the inductive assumption for (a), we can write
and so by the inductive assumption for (b), it su‰ces to prove that the element c r c t c t 1 Á Á Á c t mÀ2 z m is homogeneous with
By (2.20), c r c t c t 1 Á Á Á c t mÀ2 z m ¼ c t c r c t 1 Á Á Á c t mÀ2 z m : Since s t 1 Á Á Á s t mÀ2 is a reduced decomposition of w s t T , we may assume by the inductive assumption for part (a) (paying a price of an element of smaller length but the same degree if necessary) that c t 1 Á Á Á c t mÀ2 z m ¼ v s t T : Now, by the inductive assumption and Lemma 4.9, we can write c r v s t T as a linear combination of elements v S such that S A TðmÞ, lðSÞ < lðs t TÞ ¼ m À 2, and
The subcase (3) is completely similar to the subcase (2). In the subcase (4) (which only occurs if m ¼ 1), by Lemma 4.9 we have c r v T m ¼ 0.
Case 4. r # T r þ 1. By Proposition 3.10, we need to consider the following four subcases:
(1) There is t with jt À rj > 1 such that T is t-terminal, and r # s t T r þ 1.
(3) T is ðr; r À 1Þ-terminal, and r À 1 # s r s rÀ1 T r. should possess a graded cellular basis along the lines of (4.1) but defined in terms of the homogeneous generators. In the special case e ¼ y and l ¼ 2, such a basis is constructed in [9] , Theorem 6.9; see also [9] , Remark 6.10.
