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ABSTRACT
This thesis considers two navigation problems for robots with weak sensors
and simple motion primitives. We evaluate the capabilities of the robots
and propose algorithms that allow them to navigate to certain points in
the plane and to learn information about the robot model or the landmark
locations. We, furthermore, demonstrate example tasks, such as convex hull
computation, that can be performed using this information.
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CHAPTER 1
INTRODUCTION
In this thesis we study two navigation problems for robots with very limited
sensing. In both cases the robot is equipped with a sensor that reports range-
only information. In Chapter 2, for any two landmarks out of the pre-defined
set, the robot can only detect which one it is closer to. In Chapter 3, the robot
can determine the distance (but not the direction) to a single landmark. The
question that we ask is what information can the robot learn and what tasks
can it perform using this information. Is it enough to perform navigation?
How can we even define meaningful tasks in the absence of reliable position
information?
Landmarks are usually defined as distinctive stationary features or objects
that the robot can detect using its sensors. Significant amount of research
has been done that uses landmarks for navigation [1, 2, 3]. Landmarks have
been used to infer the robot position, for example, by triangulation [4, 5].
Alternatively, a geometric map of the environment can be built by using the
simultaneous localization and mapping (SLAM) approach [6, 7].
This thesis follows a minimalist approach to sensing, which means that we
are trying to keep the model of robot sensors and motion primitives as simple
as possible [8, 9, 10]. By doing so, we avoid the difficult task of constructing
a complete model of environment and performing the full estimate of the
robot state. Our research aims to answer the basic question of what data
can be gathered by a sensor and what is the relationship between the sensors,
motion primitives and the representation of the environment that the robot
can create [11, 12, 13].
Despite the similarities between the two problems, we solve them in very
different ways. In Chapter 2 we use the combinatorial approach in the sense
that the sensor can only provide a finite number of outputs and the navigation
strategy relies on executing one step at a time from a finite set of available
primitives. This allows us to concentrate on creating a topological map [1, 14,
1
15, 16] that encodes information the robot can learn using its weak sensors.
We then show how to use this map to perform simple tasks, such as patrolling.
In Chapter 3, we rely on control theory instead. We model the robot as
a dynamical system and develop a continuous control law with guaranteed
convergence properties. Interestingly, we use output feedback control here,
meaning that the robot does not attempt to determine its exact location,
but only uses the sensor outputs directly. We then extend the problem
by introducing model parameters (wheel sizes) with unknown values and
provide an estimator that allows the robot to complete its navigation task
successfully.
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CHAPTER 2
LEARNING THE DELAUNAY
TRIANGULATION OF LANDMARKS
FROM A DISTANCE ORDERING SENSOR1
2.1 Problem Formulation
2.1.1 Approach
Our work has been heavily influenced by [18], which explores similar idea in a
different setting. Here, the robot’s sensor produces the distance order of the
landmarks. In [18], the most advanced of the robot’s few sensors, instead,
gives the cyclic order of landmarks around the robot. Such a sensor allows
the robot to detect when it crosses the line that goes through any pair of
landmarks. The authors describe a variety of tasks that the robot can per-
form: learning the relationship between the locations of multiple landmarks,
patrolling a set of landmarks, and, finally, navigation.
We show that despite the weak sensing capabilities, the robot is able to
reliably reach certain key locations in the environment and learn the De-
launay triangulation of the set of landmarks. The Delaunay triangulation
encodes information about landmarks’ relative positions [19, ch. 9] and has
been used in various path planning approaches [20, 21, 22]. In particular, the
minimum spanning tree is a subtree of the Delaunay triangulation [23] and
the shortest path distance in the Delaunay triangulation graph is a constant
factor approximation of the Euclidean distance [24].
The chapter is structured as follows. The remainder of Section 2.1 de-
scribes the basic model for robot sensing and actuation. Section 2.2 presents
algorithms for learning the Delaunay triangulation. Finally, Section 2.3 pro-
vides examples of how the triangulation can be used to perform certain tasks.
1Reprinted, with permission, from M. Katsev and S. LaValle, “Learning the delaunay
triangulation of landmarks from a distance ordering sensor,” in 2011 IEEE/RSJ Interna-
tional Conference on Intelligent Robots and Systems, Sep. 2011, pp. 2511–2516
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2.1.2 Robot Model
The robot is considered to be a moving point in R2. For the purposes of
this chapter we will assume that there are no obstacles and the entire plane
is free space. Let L = {l1, . . . , ln} ⊂ R2 be a set of n special points (or
landmarks); their locations are unknown to the robot. The landmarks are
distinguishable and have unique labels. We assume that the landmarks are
in general position: no three landmarks are collinear, no four landmarks are
cocircular, and no landmark is equidistant from two other landmarks.
Let r ∈ R2 be the current robot position. The state space for the robot is
defined as
X = R2 × E , (2.1)
in which E ⊂ R2n is a set of all possible landmark configurations.
The robot is equipped with a distance ordering sensor that returns the
sequence of landmark labels ordered by the distance relative to the current
robot position in ascending order (see Figure 2.1) and additional information
about landmarks that are equidistant from the robot. Such a sensor can
be implemented, for example, by comparing the strength of radio signals
transmitted by the landmarks.
The robot is able to execute two motion primitives: toward(l) and
away(l). toward(l) results in the robot moving in a straight line in the
direction of the landmark labeled l, whereas away(l) moves the robot in the
opposite direction (away(l) is undefined when the robot is at l). Addition-
ally, toward(l) terminates when the robot arrives at l. Note that these
motion primitives do not provide the robot with any information about the
relationship between directions to multiple landmarks.
2.1.3 Additional Considerations
The distance ordering sensor can be defined by a sensor mapping
h : X → Sn × Pn−1, (2.2)
in which Sn is a set of all possible permutations of n distinct elements and
Pn−1 is the powerset of {1, . . . , n − 1}. The first part of the output lists
the landmarks in the order of ascending distance to the robot. The second
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part encodes groups of landmarks with equal distances to the current robot
location: if it contains index i, then distances to the i-th and i+1-th closest
landmarks are equal. For example, if h(r, E) = ((l4, l2, l1, l3), {1, 2}), then,
in the configuration E, the distances from r to l4, l2, and l1 are equal and
smaller than the distance to l3.
Alternatively, the sensor output can be encoded as a linear order relation
“closer than or equidistant to” on the set of landmarks L that can be repre-
sented as an n× n matrix with elements ±1 that satisfies certain properties
(for example, one of them is to be antisymmetric).
This mapping decomposes the plane into preimages: regions in which the
sensor output is constant. For the distance ordering sensor, the preimages
are polygons created by the perpendicular bisectors (simply bisectors in the
future) of pairs of the landmarks (see Figure 2.2), the bisectors themselves,
and the intersection points of multiple bisectors.
The robot can only change its behavior when its sensor readings change,
specifically, when it crosses one of the bisectors (we assume that the robot
neither controls nor knows its speed; therefore, the notion of time is mean-
ingless in our setting). We use the term direction field to describe a vector
field that assigns to each point of the plane the direction of the robot move-
ment at that point. Due to the specifics of the motion primitives available to
the robot, the direction field varies smoothly inside every preimage (with the
possible exception of landmark locations). However, it might be problematic
to define the robot direction on the boundary between multiple preimages
(see Figure 2.3).
In the situation depicted in Figure 2.3(a), it is reasonable to conclude
that the robot will continue moving along the bisector line in the general
direction of the landmarks until it reaches point A, then stop; Figure 2.3(b)
is more ambiguous. To resolve this issue, we will refer to a somewhat different
robot model in which the distance ordering sensor has bounded polling rate.
Effectively, this means that there is a (bounded) delay between the robot
crossing the bisector line and the sensor reading being updated. As a result,
the actual robot trajectory will look similar to Figure 2.3(c): in general,
the robot direction is determined by the direction field that has a larger
projection on the bisector. In the example of Figure 2.3(c), the robot moves
along the bisector towards point C. This allows us to make the following
statement:
5
Proposition 1 (Extending the direction field to the preimage boundaries).
Let q be a point on the bisector line that separates preimages P1 and P2. Let
d1 and d2 be continuous extensions to q of the robot direction field defined on
P1 and P2, correspondingly.
1. If both d1 and d2 are outward-pointing for P1 and P2, then the robot
direction at q is defined by the projection of d1+d2 on the bisector line.
2. If d1 is outward-pointing and d2 is inward-pointing, then the robot di-
rection at q is defined by d1.
3. If both d1 and d2 are inward-pointing, then the robot direction at q is
undefined.
It is worth remembering that the speed of the robot is not taken into
account, so the norm of the direction vector is irrelevant.
2.2 Learning the Delaunay Triangulation
The following notation will be used in this section:
• d : R2 × R2 → [0,∞) is the distance function on the plane;
• last(r) is the most distant landmark (last in the sensor output), when
the robot is at r, defined by
last(r) = argmax
l∈L
d(r, l). (2.3)
2.2.1 Distinguishing Acute, Obtuse and Right Angles
The first task the robot is able to perform is to gather some information
about the angle formed by three landmarks. The algorithm2 is very simple:
Algorithm 1. (Identifying the type of an angle ∠ABC)
2It should be noted that most of the “algorithms” of this section are not algorithms in
the classical sense of the word, but rather motion strategies that instruct the robot how
to get to a desired location without the knowledge of the starting state.
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Description. The robot executes toward(A), then toward(C). The robot
stops when A and C switch places in the distance ordering. If B is the most
distant of the three landmarks, then ∠ABC < pi
2
; if B is the closest, then
∠ABC > pi
2
; finally, if all three landmarks are equidistant, then ∠ABC =
pi
2
.
Lemma 1. Algorithm 1 is correct.
Proof. It can be seen that the robot stops exactly at the midpoint of the
segment AC. The result follows from simple geometric reasoning.
2.2.2 Locating the Circumcenter of Three Landmarks
The crucial part of the Delaunay triangulation algorithm is to navigate the
robot to the circumcenter of three given landmarks. The way to accomplish
this task depends on the type of the triangle formed by those landmarks.
Assume for simplicity that A, B and C are the only three landmarks.
Algorithm 2. (Reaching the circumcenter of a right triangle ∆ABC)
Description. The robot executes toward(A), then toward(C). It stops
when A and C switch places in the distance ordering.
Lemma 2. If ∠ABC = pi
2
, then Algorithm 2 terminates with the robot at the
circumcenter of ∆ABC.
Proof. The circumcenter of a right triangle is the midpoint of its hypotenuse,
in this case AC.
Algorithm 3. (Reaching the circumcenter of an acute triangle ∆ABC)
Description. The robot is continuously executing toward(last(r)), in which
r is its current position. It stops when the distances to all three landmarks A,
B, and C are equal. Notice that due to the iterative nature of the algorithm,
the robot does not reach the stopping point perfectly, but only in the limit.
We might decide that the robot stops when it arrives to the desired location
with good enough precision or when the robot fails to move any significant
distance over an extended period of time.
Lemma 3. If ∠ABC < pi
2
, then Algorithm 3 terminates with the robot at the
circumcenter of ∆ABC.
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Proof. Essentially, the robot moves in the direction opposite to the gradient
of a bounded function f(r) = d(last(r), r). This means that it will stop at
the local minimum of f . If the triangle ∆ABC is acute, then the only such
minimum is the circumcenter (see Figure 2.4).
Unfortunately, the previous algorithm does not work in the case of an
obtuse triangle, since now the local minima of f is not the circumcenter but
the midpoint of AC. The following (less elegant) modification provides the
solution.
Algorithm 4. (Reaching the circumcenter of an obtuse triangle ∆ABC).
Description. First, the robot travels to the midpoint of AC. After having
reached it, the robot continuously executes toward(last(r)) unless B is
the closest landmark; if it is, then the robot executes away(B). Similarly
to the previous algorithm, the robot stops when all three landmarks become
(almost) equidistant. Figure 2.5 provides the illustration.
There are two potential issues with this algorithm. First, for some starting
robot positions, away(B) will direct the robot away from the landmarks and
the circumcenter, and will never terminate. Beginning with the midpoint
of AC deals with this, since it lies in the region in which the algorithm
always terminates. Second, the use of the first part of Proposition 1 (opposite
directions) is needed to determine the robot direction at some parts of the
bisector lines, specifically the regions in which B switches to or from the first
position in the distance ordering (see Figure 2.5). However, it can be shown
from geometric considerations that the robot movement is always directed
toward the circumcenter.
Lemma 4. Suppose ∠ABC > pi
2
. Algorithm 4 terminates with the robot at
the circumcenter of ∆ABC.
Proof. Let first(r) be the closest landmark, when the robot is at r, defined
by
first(r) = argmin
l∈L
d(r, l). (2.4)
Consider the function
f(r) = d(r, last(r))− d(r, first(r)), (2.5)
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which returns the difference between the distances to the closest and furthest
landmarks. It is continuous by construction and its only minimum is the
circumcenter of ∆ABC, at which f(r) = 0.
Suppose that the robot is executing toward(last(r)) or away(first(r))
inside of a region in which the corresponding goal landmark does not change.
In this case, f is non-increasing and even strictly decreasing, except for some
locations on the extensions of triangle sides beyond the vertices. Indeed,
when the robot moves directly toward last(r), the distance to last(r) de-
creases faster than the distance to any other landmark, including first(r),
therefore f is decreasing. The only exception is when the direction to last(r)
coincides with the direction to first(r), in this case f stays constant. This
requires the robot to be co-linear with last(r) and first(r) and not between
them. It can be seen that it is not possible for this condition to continue
indefinitely, therefore f will eventually decrease. Similar reasoning applies
to the motion primitive away(first(r)).
We conclude that there are three possible scenarios for the robot: 1) it
can move infinitely far away from the landmarks using the away primitive;
2) it can get stuck, because the algorithm would instruct it to move in the
opposite directions on two sides of the bisector line; 3) it can safely reach the
minimum of f , the circumcenter of ∆ABC.
Cases 1 and 2 only happen in certain locations. For example, 2 is impossi-
ble unless the robot is co-linear with B and A, or B and C. The algorithm’s
initial step is intended to drive the robot to the “safe” starting point, from
which it is guaranteed to reach the circumcenter.
Now we can derive the final algorithm for this section:
Algorithm 5. (Reaching the circumcenter of any triangle ∆ABC).
Description. Run Algorithm 1 for each of the vertices of ∆ABC to determine
the type of the triangle. If all three angles are acute, then run Algorithm 3.
If one of the angles is obtuse, relabel the landmarks so that the obtuse angle
corresponds to vertex B and run Algorithm 4. If one of the angles is right,
relabel the landmarks in the same way and run Algorithm 2.
The correctness of the algorithm follows from Lemmas 1–4:
Theorem 1. Algorithm 5 terminates with the robot at the circumcenter of
∆ABC.
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2.2.3 Computing the Delaunay Triangulation
The Delaunay triangulation for a set of points in the plane is a triangulation
such that no point is in the interior the circumcircle of any triangle [19].
We call a triangle ABC (A,B,C ∈ L) Delaunay triangle if it has the empty
circumcircle property, i.e., its circumcircle contains no points of L.
Algorithm 6. (Testing the Delaunay property of a triangle)
Description. The robot executes Algorithm 5, while ignoring all the land-
marks except A, B, and C. The triangle is Delaunay if and only if the
three landmarks occur at the beginning of the distance ordering sensor out-
put when the robot is at the circumcenter of ∆ABC. See Figure 2.6 for the
pseudocode representation of the algorithm.
Lemma 5. Algorithm 6 is correct.
Proof. The robot can safely ignore other landmarks in the sensor output
for the first step of the algorithm, since the sensor reading for a subset of
landmarks is exactly the corresponding subsequence of the full output.
Furthermore, by the general position assumption, no four landmarks lie
on the same circle. Therefore a sensor output at the circumcenter of ∆ABC
that starts with A, B, C (in any order) implies that all other landmarks are
outside of the circumcircle and the triangle is Delaunay.
The faces of a Delaunay triangulation for a set of points are exactly all
Delaunay triangles formed by those points [19]. Therefore, we can use the
following algorithm to construct the Delaunay triangulation of L:
Algorithm 7. (Computing the Delaunay triangulation)
Description. Run Algorithm 6 for all triples of landmarks from L. If land-
marks A, B, and C form a Delaunay triangle, then edges AB, AC, and BC
belong to the Delaunay graph.
2.3 Using the Delaunay Triangulation
In this section we discuss certain tasks that can be performed using the
information gathered in the previous section.
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2.3.1 Computing the Convex Hull
The Delaunay triangulation of a set L encodes enough information to deter-
mine the convex hull of L. Indeed, the convex hull boundary is formed by the
edges of a triangulation that belong to exactly one triangle. The only thing
left is a trivial task of connecting edges in the correct order to form a closed
path3. By using appropriate data structures (e.g., red-black trees), this algo-
rithm can be adapted to run with O(n log n) time complexity, provided that
the list of Delaunay triangles is precomputed in advance.
Algorithm 8. (Computing the convex hull)
Description. See Figure 2.7 for the pseudocode implementation.
Suppose M ⊂ L is a set of landmarks. The robot can construct the
Delaunay triangulation ofM by using the algorithms described in Section 2.2
and find the convex hull. However, it does not need to execute Algorithm 7
several times for different M . We can modify the algorithm to allow the
robot to remember complete sensor outputs at every circumcenter of L. In
this case, the robot would only need to run Algorithm 7 once for L in order
to be able to compute the triangulation of any M ⊂ L without moving
anywhere. To do that, it can simply use the existing data and ignore all
landmarks from L \M .
2.3.2 Patrolling
Similarly to [18], we define the task of patrolling a set of landmarks M ⊂ L,
such thatM ∩∂hull(L) = ∅, as the problem of locating a minimal setW ⊂ L
such that M ⊂ W and M ∩ ∂hull(W ) = ∅. The idea is that we want to find
a route for the robot that would go around M , but not too far from it. In
this case, the robot can patrol landmarks M by navigating the convex hull
boundary of W . The following algorithm solves this problem.
Algorithm 9.
Description. Start with W = L. At every iteration try to find l ∈ ∂hull(W )
such that M ∩ ∂hull(W \ {l}) = ∅ and replace W by W \ {l}. If no such l
can be found, then W is minimal.
3Videos demonstrating the execution of Algorithm 8 (implemented in simulation) are
available at http://msl.cs.uiuc.edu/~katsev1/publications/iros11/
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It is unclear whether there exists an efficient algorithm to find the smallest
set W that satisfies the requirements.
2.4 Figures
Figure 2.1: The sensor gives the list of landmarks in order of increasing
distance from the robot, but not the actual distances. In this example, the
sensor output would be [2,1,3,4]
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Figure 2.2: Perpendicular bisectors split the environment into polygonal
preimages. Each preimage can be uniquely identified by the sensor output
when the robot is inside the region. Some preimage labels are omitted for
clarity
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(a) Projections of both direction fields on
the bisector have the same direction. The
robot will move in that direction until it
reaches point A
(b) Projections of both direction fields on
the bisector have opposite directions. The
robot behavior is not clearly defined.
(c) We resolve the ambiguity by introducing a sensor reaction
delay (dotted curves show where the sensor output changes after
the robot has crossed the bisector). The robot will move in the
direction corresponding to the larger projection of the direction
field on the bisector (in the direction of point C, in this example).
Figure 2.3: Various robot behavior at the boundary between preimages
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Figure 2.4: Locating the circumcenter of an acute triangle.
Figure 2.5: Locating the circumcenter of an obtuse triangle. In some parts
of bisector corresponding to BA and BC, direction fields’ projections have
opposite direction. According to Proposition 1, the final robot direction is
aimed at the circumcenter.
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Input: A,B,C ∈ L
Output: TRUE if ∆ABC is Delaunay, FALSE otherwise
type← acute
for all Y in {A,B,C} do
X,Z ← 2 remaining vertices
toward(X)
repeat
toward(Z)
until equal distance to X and Z
if X is not closer than Y then
(A,B,C)← (X, Y, Z)
if Y is closer than X then
type← obtuse
else
type← right
end if
break
end if
end for
if type = acute then
repeat
// lastABC(r) is the last of A, B, C in the output
toward(lastABC(r))
until equal distance to A, B, and C
else if type = obtuse then
repeat
if B is closer than A and C then
away(B)
else
toward(lastABC(r))
end if
until equal distance to A, B, and C
end if
if first(r) ∈ {A,B,C} then
return TRUE
else
return FALSE
end if
Figure 2.6: Testing the Delaunay property
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Input: Set of landmarks L
Output: Convex hull of L
edges← ∅, hull ← ∅
for all A,B,C in L do
if IsDelaunay(∆ABC) then
for all e in {AB,BC,AC} do
if not Contains(edges, e) then
Insert(edges, e)
else
Delete(edges, e)
end if
end for
end if
end for
e← edges[0]
v ← any endpoint of e
Delete(edges, e)
Append(hull, v)
repeat
e← element of edges with endpoint v
v ← other endpoint of e
Delete(edges, e)
Append(hull, v)
until IsEmpty(edges)
return hull
Figure 2.7: Computing the convex hull
17
CHAPTER 3
ADAPTIVE CONTROL FOR A
DIFFERENTIAL DRIVE ROBOT
3.1 Problem Formulation
In this chapter we consider a differential drive robot moving in a planar
environment without obstacles [25, 26]. Differential drive is commonly used
for indoor mobile robots and consists of two wheels attached to separate
motors (see Figure 3.1). By independently controlling the speed and direction
of each wheel, the robot is able to move forwards, backwards, rotate in place,
as well as execute a variety of intermediate motions.
The robot is equipped with two sensors. The first one is a distance sensor
that reports the distance between the robot and a single landmark. A sensor
like this can be implemented in a variety of ways, for example, by measuring
strength [27] or propagation time [28] of a signal emitted by the landmark.
The second sensor is an angular odometer. It outputs the total amount
of rotation that the robot has performed and can be also seen as a simple
compass without a dedicated “north” direction [29].
The task that the robot has to perform is to find its way to the landmark
that serves as the target for the distance measuring sensor. Note that neither
of the sensors allows the robot to determine the direction to the landmark,
making this task non-trivial.
In the remainder of this chapter we develop a control law that solves this
navigation task. In Section 3.2 we consider a simpler case, in which we can
control the robot perfectly. In Section 3.3 we raise the stakes by allowing
unknown parameters in the robot model (specifically, wheel sizes). A similar
problem has been discussed in [30] however that work relies on the availabil-
ity of absolute position information, which we do not have. We conclude
the chapter by evaluating the proposed algorithms through simulation in
Section 3.4.
18
3.2 Non-adaptive Case
The state of the robot can be described as a combination of its position and
orientation. For a 2D scenario, we have
s = (x, y, θ) ∈ R2 × S1, (3.1)
in which S1 is a 1-dimensional sphere (a circle). The input to the robot is
given by a vector of two angular wheel velocities:
u = (ul, ur) ∈ R2. (3.2)
For a robot with wheels of radius r mounted at the distance L, the motion
model becomes [25]
x˙ =
r
2
(ur + ul) cos θ, (3.3)
y˙ =
r
2
(ur + ul) sin θ, (3.4)
θ˙ =
r
L
(ur − ul). (3.5)
Let
uω =
r
2
(ur + ul), (3.6)
uψ =
r
L
(ur − ul) (3.7)
be the translational and angular velocities of the robot. Then we have
x˙ = uω cos θ, (3.8)
y˙ = uω sin θ, (3.9)
θ˙ = uψ. (3.10)
Assume, without loss of generality, that the target landmark is located at
the origin. For a state (x, y, θ) the output of the robot’s sensors would be
z =
√
x2 + y2, (3.11)
φ = θ − θ0, (3.12)
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in which θ0 = θ(0) is an unknown constant that describes the starting orien-
tation of the robot.
Intuitively, in order to move the robot to the landmark, we will attempt
to follow a logarithmic spiral that converges to the origin. Such a trajectory
is parametrized by
z(t) = z0e
−bt (3.13)
in which z0 = z(0) is a starting distance from the landmark and b ∈ (0, 1) is
a design parameter, which determines the convergence rate.
First, assume that the robot initial heading is correct (that is, tangential
to the spiral). It can be shown that for the robot to follow this trajectory
the control inputs should be
uω = z
√
1 + b2, (3.14)
uψ = 1. (3.15)
To maintain the correct heading the following needs to hold:
z˙
z
= −b, (3.16)
therefore we can add the correction term to ensure convergence:
uψ = 1 +
(
z˙
z
+ b
)
. (3.17)
Note that the second sensor (the compass) was not used in this section.
Theorem 2. Under the control law (3.14) and (3.17), the positional part of
the system (3.8)–(3.10) converges exponentially to the origin (0, 0).
Proof. Let
α = pi + arctan(y, x)− θ (3.18)
be the angle between the heading of the robot and the direction to the origin.
Then the model of the robot motion in the (z, α) coordinates can be expressed
as
z˙ = −uω cosα, (3.19)
α˙ =
uω
z
sinα− uψ. (3.20)
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Substituting (3.14) and (3.17), we obtain
z˙ = −z
√
1 + b2 cosα, (3.21)
α˙ =
√
1 + b2(cosα + sinα)− (1 + b). (3.22)
It can be easily seen that the only equilibriums of (3.22) are α1 = arctan b+
2pin and α2 = arctan
1
b
+ 2pin, where n ∈ Z [31]. Out of those two, only the
latter is stable for 0 < b < 1, therefore (except for a set of initial configura-
tions of measure zero) √
1 + b2 cosα→ b. (3.23)
Consequently, for some ε > 0, T and all t > T , we have
z˙ < −(b− ε)z, (3.24)
and
z → 0 as t→∞. (3.25)
3.3 Adaptive Case
In this section we consider a more difficult scenario, in which the radii of the
wheels are different and unknown to the robot. For simplicity assume that
the distance between them is known and equal to L = 1 (the general case
can be reduced to this one by scaling all the sizes by L).
The resulting model is
x˙ =
(r1
2
ur +
r2
2
ul
)
cos θ, (3.26)
y˙ =
(r1
2
ur +
r2
2
ul
)
sin θ, (3.27)
θ˙ = r1ur − r2ul. (3.28)
It is worth noting that this parametrization additionally allows to model
various disturbances, for example, wheel slippage on uneven surfaces [30].
In order to estimate the unknown wheel sizes we will refer to the adaptive
control theory [32]. The output of the angular odometer can be written in
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the linear form as
φ = βT ξ, (3.29)
where β = (r1, r2)
T is the vector of unknown parameters and ξ =
(
1
s
ur,−1sul
)T
is the input. In order to estimate β we can use the least-squares method:
find βˆ that minimizes
J(β) =
1
2
∫ t
0
(
φ(τ)− β(τ)T ξ(τ))2
m2(τ)
dτ +
1
2
(β − β0)TQ0(β − β0), (3.30)
where m2(τ) = 1 + ‖ξ(τ)‖2 is a normalizing factor, Q0 = QT0 > 0, and
β0 = β(0).
Solving for ∇(J(βˆ)) = 0 gives us an adaptive law
˙ˆ
β = P
φ− βˆT ξ
m2
ξ, (3.31)
P˙ = −Pξξ
TP
m2
, (3.32)
where P is the covariance matrix.
It can be shown that (3.31) and (3.32) guarantee convergence of βˆ to the
true values under reasonable conditions [32]. Certain techniques, such as
adding a forgetting factor or covariance resetting, can be used to improve
the convergence properties.
Having obtained an estimate for the wheel radii from the angular odome-
ter output we can use the certainty equivalence principle [33] to design a
controller for the robot. To do so, we generate uω, uψ using the distance
sensor output (based on the control law (3.14) and (3.17), as in the previous
section) and use the estimates rˆ1, rˆ2 to solve for ul, ur.
3.4 Simulation Results
The controller described in the previous section has been verified in simu-
lation using MATLAB Simulink. The whole system is shown in Figure 3.2.
Figure 3.3 and Figure 3.4 demonstrate the design of the controller and the
parameter estimator, correspondingly.
Figure 3.5 contains several runs of the algorithm evaluating the conver-
gence properties of the controller. Robust parameter estimation is critical
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here, since the same controller does not achieve convergence when incorrect
values for wheel sizes are used in the absence of adaptation.
While the results included here assume perfect noiseless sensors, we have
performed a limited testing of the controller using noisy data. When the
inputs were filtered so that an estimate for the distance sensor derivative can
be obtained (for example, using Savitzky-Golay filters [34]), the robot was
able to get close to the target area.
3.5 Figures
Figure 3.1: A differential drive robot built using a Pololu 5” chassis and an
Arduino Duemilanove board
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Figure 3.2: Simulink implementation of the proposed algorithm
Figure 3.3: Simulink implementation of the controller
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Figure 3.4: Simulink implementation of the parameter estimator subsystem
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Figure 3.5: Several runs of the simulation
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CHAPTER 4
DISCUSSION
In Chapter 2 we have analyzed the capabilities of the robot that is equipped
with only one weak sensor that produces the distance ordering of the distin-
guishable landmarks. The robot has no access to either metric information
about the location of landmarks and its own position, or to odometry or speed
controls. We have demonstrated that the robot can successfully reach the
circumcenter of a triangle formed by any triple of landmarks. This enabled
us to provide an algorithm for the robot to learn the Delaunay triangulation
of the set of landmarks L. Using the information obtained, the robot is able
to, for example, compute the convex hull of L or patrol a subset of L.
In Chapter 3 we consider a related problem that can also be solved without
precise state information. The robot, which can sense the distance to the
target landmark, but does not know the direction to the landmark or its own
orientation, is able to successfully reach it by following the proposed control
law. If the robot is equipped with an additional sensor, we show that it can
handle uncertainty in its own model as well.
Many interesting questions remain for future research. Can we relax the
assumptions on the sensing model even further? For example, both sensors
are based on the Euclidean distance. Can it be replaced by a more general
model? Can the underlying distance function be non-additive or lack radial
symmetry? In Chapter 2, what other tasks can be performed by the robot
using the information contained in the Delaunay triangulation? Although
the Delaunay triangulation can be used for path planning, the robot can
only compare length of intervals that have a common endpoint. Does this
limitation make the optimal planning problem impossible? Is it possible to
solve the rendezvous problem using the sensor from Chapter 3? How can
obstacles be incorporated into either problem (we might want to distinguish
between two types of obstacles: physical obstacles that block robot movement
and virtual obstacles that block sensing)?
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