Computational methods for predicting the subcellular localization of bacterial proteins play a crucial role in the ongoing efforts to annotate the function of these proteins and to suggest potential drug targets. These methods, used in combination with other experimental and computational methods, can play an important role in biomedical research by annotating the proteomes of a wide variety of bacterial species. We use the ngLOC method, a Bayesian classifier that predicts the subcellular localization of a protein based on the distribution of n-grams in a curated dataset of experimentallydetermined proteins. Subcellular localization was predicted with an overall accuracy of 89.7% and 89.3% for Gramnegative and Gram-positive bacteria protein sequences, respectively. Through the use of a confidence score threshold, we improve the precision to 96.6% while covering 84.4% of Gram-negative bacterial data, and 96.0% while covering 87.9% of Gram-positive data. We use this method to estimate the subcellular proteomes of ten Gram-negative species and five Gram-positive species, covering an average of 74.7% and 80.6% of the proteome for Gram-negative and Gram-positive sequences, respectively. The current method is useful for large-scale analysis and annotation of the subcellular proteomes of bacterial species. We demonstrate that our method has excellent predictive performance while achieving superior proteome coverage compared to other popular methods such as PSORTb and PLoc.
INTRODUCTION
High-throughput experimental methods continue to generate large repositories of genomic and proteomic data that must be analyzed and annotated. Unfortunately, experimental methods are prohibitively expensive, thus limiting their use in large-scale functional annotation of these proteins. Computational methods have become a crucial part of the ongoing efforts to annotate these growing sequence data repositories. Computational prediction of protein subcellular localization has been an active research area because knowledge of the subcellular localization of a protein can aid in inferring its function. Accurate prediction of subcellular proteomes can improve our understanding of defined cellular processes at various subcellular levels. Such methods can aid in suggesting plausible candidates for drug targeting in bacterial pathogen research, which is important because immunogenic proteins targeted to the cell surface make ideal drug targets.
Gram-negative bacterial cells are primarily composed of the cytoplasm, an inner membrane surrounding the cytoplasm, and a cell envelope consisting of an outer membrane and an area between the membranes known as the periplasm. Gram-positive bacteria have a slightly different structure, in that they have a peptidoglycan cell wall surrounding the inner/cytoplasmic membrane instead of a defined outer membrane and periplasm. Bacterial proteins are synthesized in the cytoplasm of the cell. These proteins remain in the cytoplasm, or are targeted to one or more possible locations in *Address correspondence to this author at the GenNYSis Center for Excellence in Cancer Genomics, State University of New York at Albany, One Discovery Drive, Room 208, Rensselaer, NY 12144, USA; Tel: (518) 591-7155; Fax: (518) 591-7151; E-mail: cguda@albany.edu the cell through various transport systems and signal peptides in the sequence. Proteins that are transported to the extracellular space are of particular interest since they are ideal candidates for drug targeting. Although many of these transport systems are well understood, the total range of possible targeting mechanisms has yet to be characterized [1, 2] . Regardless, the signaling and transport mechanisms for the protein, along with most of the structural and functional attributes for the protein, lie in the primary structure of the protein -the sequence of amino acids. Computational methods that predict subcellular localization from sequence information alone capitalize on this knowledge.
Numerous methods have been developed for prediction of subcellular localization of bacterial proteins [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . Some methods explicitly use prior knowledge of known transport and signaling mechanisms; some rely solely on machinelearned classifiers to implicitly represent this knowledge, while others use a combination of both to generate the prediction for a protein. The PSORT-I method [3] , one of the first methods available for subcellular localization prediction, was a rule-based system that used amino-acid composition, known motifs, targeting signals and other structural information to make predictions for four Gram-negative and three Gram-positive subcellular locations. This work has been improved with the release of the PSORTb method [4, 5] , which expanded the number of subcellular locations predicted as well as the coverage of predicted proteins. The PSORTb approach is similar to the original PSORT-I method, in that both apply prior knowledge of various features known to correlate to distinct localizations. The predictive performance of the PSORTb method was improved by the use of modern classification algorithms, such as support vector machines (SVM) and through integration of each individual component output via a Bayesian network to produce a final score. SVM-based methods are common in this field of research, with methods that focus on bacterial protein localization differing only in the feature space considered as the input to the classifier [5] [6] [7] [8] [9] . A few methods that extract keywords from the annotations associated with each sequence have appeared in recent years. The Proteome Analyst is one such method that can be used on bacterial proteins. The method works by BLASTing the query sequence against the Swiss-Prot database, selecting a set of the best homologous sequences, and extracting text associated with the homologous sequences [10, 12, 13] . For further information on bacterial protein subcellular localization prediction, we recommend that the reader refer to an excellent review by Gardy and Brinkman [2] . For a general review of many of the current methods and challenges in protein localization prediction, we recommend the reviews by Dönnes and Höglund [11] and Sprenger et al. [14] .
Though there are a wide range of methods available for subcellular localization, most of these are not suitable for proteome-wide prediction. They often require prior structural or functional information for the protein sequences used for training purposes. This significantly limits the size and scope of datasets used, which results in datasets that are not sufficiently robust to represent entire proteomes. In addition, many methods can predict only a few prominent subcellular classes or usually perform poorly on highly unbalanced data, which is characteristic of datasets used in subcellular localization prediction.
In this study, we address the task of predicting the subcellular localization of bacterial proteins using information that can be derived from the sequence of the protein alone. Our work is based on previous work completed on the ngLOC method [15] , which was developed to annotate the subcellular localization of eukaryotic proteins. The ngLOC method is an n-gram based Bayesian method based on sequence homology, and operates by observation of fixed length subsequences of length n (i.e. n-grams) over different subcellular localization classes. The method was designed to address many of the known limitations of existing methods that make them prohibitive for proteome-wide predictions.
MATERIALS AND METHODOLOGY

Training Dataset
The dataset used for this task is a set of protein sequences taken from the Swiss-Prot database, release 54 [16] , which contains experimentally determined annotations for subcellular localization. We applied the following filters to obtain high-quality data for training and testing purposes: only bacterial (not archael) sequences were considered; sequences with predicted and ambiguous localizations were removed, including those annotated with the terms 'probable', 'potential', 'likely', or 'by similarity'; sequences shorter than 10 residues in length were removed. There are very few bacterial proteins in the Swiss-Prot database that have been experimentally determined to be multi-localized in the cell, and therefore we removed such sequences. We separated proteins from Gram-negative (i.e. have an outer membrane encasing an inner membrane, with a very thin cell wall) and Grampositive (i.e. an inner membrane encased in a thick cell wall) species, resulting in 7,229 and 2,814 sequences, respectively. Finally, we used the cd-hit sequence clustering software [17] to reduce the maximum sequence identity to 98%, resulting in a final dataset of 6,558 Gram-negative sequences and 2,447 Gram-positive sequences. A further reduction in similarity resulted in loss of discriminatory n-grams (data not shown). Table 1 shows the location-wise distribution of the resulting datasets.
Proteome Datasets
The proteomes and corresponding PSORTb v2.0 predictions were downloaded from the PSORTdb online database of subcellular localization predictions for bacteria [5, 18] . We randomly chose ten Gram-negative organisms and five Gram-positive organisms for subcellular proteome estimation purposes. 
Prediction Algorithm
The ngLOC method is a Bayesian classification method for predicting protein subcellular localization as described in King and Guda [15] . Our method uses n-gram peptides derived solely from the primary structure of a protein to explore the search space of proteins. It is suitable for proteomewide predictions, and is also capable of inferring multilocalized proteins, namely those localized to more than one subcellular location. We modified the original method to predict distinct subcellular localization classes over Gramnegative and Gram-positive bacterial proteins, and to emphasize a balance between high precision across all subcellular localization classes, versus high coverage across prokaryotic proteomes. The essential parts of this method are described here.
The core of the ngLOC method is based on a vast amount of work performed in document classification, where the popular naïve Bayes classifier has been used to effectively classify documents based on the frequency of occurrence of all possible words observed over different document classes [19] . In protein classification, we consider the frequency of occurrence of all possible n-grams in a dataset of protein sequences, where an n-gram is defined as a protein subsequence having a fixed length of n.
Given a protein sequence d i , a probabilistic approach to subcellular localization prediction is to develop a model to estimate the probability that d i is localized into each localization class j c C , where C represents the set of all possible such classes. The classifier h predicts the localization of d i to the class that has the highest posterior probability. Equation 1 shows this in probabilistic terms, and shows how the wellknown Bayes rule is used to derive an estimate for this probability.
An accurate Bayesian classifier is dependent on accurate estimates for the probabilities on the right-hand side of equation 1. The denominator P(d i ) is dropped because it is constant. The prior probability of each subcellular localization c j , denoted P(c j ), is estimated from the training data by counting the number of sequences assigned to class c j , divided by the total number of sequences in the training data. The posterior probability of protein sequence d i , given location c j , denoted as P(d i | c j ), is the difficult parameter to estimate. We assume that each sequence d i is viewed as a collection of unordered n-grams generated by a random process that follows a multinomial distribution. Letting w t denote the t th n-gram over all possible n-grams that may occur in the data and N it be a count of the number of occurrences of ngram w t in sequence d i , then under our assumptions, the posterior probability of protein sequence d i , given location c j , is estimated as follows:
To estimate P(w t | c j ), the posterior probability of n-gram w t , given class c j , we use the LaPlace correction to prevent probabilities of zero from being calculated and count the number of occurrences of w t in all sequences belonging to that class. Letting S be the set of all possible n-grams that occur in the entire set of training data, we compute the estimate as:
Probabilistic Confidence Score
We developed a probabilistic confidence score (CS) for sequence d i being localized into each class c j , and normalized it to sum to 100 over all classes. Our CS can be interpreted as an estimate of the conditional probability of class c j , given sequence d i and the n-gram model used.
For a given sequence d i , we define d null to be a sequence of null symbols of a length that is equal to the length of d i . (A null symbol is essentially any symbol that does not represent an amino acid.) Thus, each instance of d null is guaranteed to never occur in the model. To calculate the probability that each class model generated d null , we can use this fact to simply Equations 2 and 3, giving us:
We then set minNullProb to be the minimum joint probability of d null and class c j observed across all classes:
A log-odds ratio that sequence d i is targeted for location c j against minNullProb is calculated and then normalized by dividing by the sum over all log-odds scores, to create a separate score for each subcellular location c j for a given sequence d i as follows:
The range for each score will always be between 0-100, with the sum of the scores over all classes totaling 100.
Evaluation Methods
To evaluate the performance of the method, we apply a standard validation technique known as 'leave-one-out' validation (also known as 'jack-knife'), in which one sequence is removed from the training data, the predictive model is trained using the remainder of the data, and the model is then tested on the single sequence that was removed. This process is repeated for the entire dataset, one sequence at a time. We report standard performance measures over each subcellular location, including sensitivity (recall), precision, specificity, and Matthews correlation coefficient (MCC). The latter provides a measure of performance for a single predicted class; the MCC value is 1 for perfect predictions on that class, 0 for random assignments, and less than 0 if predictions are worse than random [20] . (See supplementary material for more details on performance measurements.)
For evaluation of the overall classifier performance, we report overall accuracy as the fraction of the test datasets that were correctly classified. However, due to the highly unbalanced nature of the data over each localization class, overall accuracy is not a useful measure upon which to rely exclusively. For such unbalanced datasets, a good solution that has been used in information retrieval is to report macroaveraged class measures, which average the individual class measures over all classes [21] . We also report a macro-averaged F 1 measure, where the F 1 measure for a given class combines sensitivity and precision with equal weighting to produce a balanced measure [22] .
Finally, we report a receiver operating characteristic (ROC) curve for each class as a graphical means of observing the discriminatory ability of the classifier. ROC curves have been increasingly adopted in the machine learning and data mining community as a more rigorous means of comparing classifiers, in part because researchers are realizing that simple accuracy measures are often a poor metric for measuring classifier performance [23, 24] . Moreover, it is known that resulting ROC curves plotting the classifier performance are independent of class distributions, which is an ideal consideration for our classification problem due to our highly unbalanced dataset. ROC curves typically plot the true positive rate (TPR, which is equivalent to sensitivity) against the false positive rate (FPR, which is equivalent to 1.0 -specificity). Individual points on the graph are plotted on the basis of selected scoring thresholds output by the classifier. The curve begins at the bottom-left corner of the plot area and rise to the top-right corner. A classifier that performs no better than random will result in a plot that is close to the diagonal. The closer a curve comes to the top-left corner, the better the classifier will be able to discriminate between positive and negative instances. We generate a single ROC curve for a classifier by computing the macro-average of the fraction of true positives and false positives over each class observed at distinct CS thresholds, denoted as a Mac-ROC curve. These curves help us determine the ability for the classifier to discriminate between true predictions and false predictions over the entire range of confidence scores for each class. We compute the area under the Mac-ROC curve as another single measure to evaluate the overall predictive performance of the classifier. The range of the AUC measure will be between 0.0 and 1.0, where 1.0 is a perfect classifier, and a 0.5 is a classifier that is performing no better than random, and less than 0.5 is worse than random guessing. This last measure is particularly useful to determine how well the confidence score generated by the ngLOC method discriminates between correct and incorrect predictions.
ngLOC-X -Proteome-Wide Predictions for a Single Species
We also developed an extension of the ngLOC core method called ngLOC-X, which is used to generate predictions for the proteome of a single species. For more information pertaining to the derivations behind ngLOC-X, for the sake of brevity, we ask the reader to refer to our previous work [15] .
RESULTS
We use a naïve Bayesian approach to model the density distributions of fixed-length subsequences (i.e. n-grams) over five different subcellular locations in Gram-negative bacteria, and four different subcellular locations in Grampositive bacteria. These distributions are determined from protein sequence data that contain experimentally determined annotations of subcellular localizations.
Determination of Optimal n-Gram Size
Our first test consisted of determining an appropriate ngram length for constructing the feature space. In the context of proteins, an n-gram is defined as a subsequence of the primary structure of a protein with a fixed length of n. The optimal value of n chosen will depend on a variety of factors. The size of the training data and the measure of similarity of the data have a clear influence on n, because as the percentage of sequence identity observed in the training data increases, the value of n required to discriminate between sequences belonging to different classes also increases [15] . Values of n that are too large, however, will lack an ability to generalize beyond the training data because n-grams observed in the test sequence are unlikely to be observed in the training data. Likewise, a value of n that is too short will be unable to effectively learn discriminatory features in the training data. These problems are more pronounced when learning model parameters from highly unbalanced classes. We perform a separate test for each dataset to ensure that we select an optimal value of n for each classifier. Table 2 shows the performance results for both datasets. Notice that on both datasets, the 4-gram model has the highest overall accuracy. Based on the results for the Gramnegative data, one may consider using either the 4-gram, 5gram or 6-gram models, because these models have relatively close performance measures. The ROC curve in Fig.  (1) shows that the 5-gram and 6-gram models offer the most discrimination between true and false predictions. To illustrate, we use the confidence score (CS) output by the ngLOC method to select only those predictions of high confidence. This has the effect of increasing the precision by lowering false positive predictions. If we select a CS threshold (CSthresh) that allows only 70% coverage (where 'coverage' is defined as the percentage of the data that is meeting or exceeding the specified CSthresh), we obtain excellent macro-averaged precisions of 98.6%, 99.0% and 99.5% for a 4-gram, 5-gram and 6-gram model, respectively. (See Table  S1 in supplementary material.) However, we lose predictions for 30% of the data. A more liberal threshold that allows coverage of 95% of the data results in macro-averaged precisions of 89.9%, 94.9% and 95.5%, respectively, coinciding with the resulting ROC curves. While the curve does suggest that certain CSthresh values could be chosen to allow a slightly higher precision on a 5-gram model, the mac-F 1 met-ric suggests that the 6-gram model should have slightly better performance (see Table 2 ). We are interested in maximizing the number of correct predictions, as opposed to maximizing overall accuracy. Therefore, we chose the 6-gram model for the Gram-negative dataset.
Analyzing the results for the Gram-positive data shows impressive overall performance measures for the 3-gram and 4-gram model, at 91.1% and 92.1%, respectively (see Table  2 ). However, it is interesting that the 4-gram model also results in one of the lowest mac-F 1 values, at only 0.694. Moreover, if we were to choose either of these models, we would lose significant sensitivity on the smallest classes, compared to higher n-gram models. For example, selecting a threshold that allows a generous 90% coverage results in macro-averaged precision values of 86.8% and 71.9% on a 3-gram and 4-gram model, compared with 92.4% and 95.2% on the 5-gram and 6-gram models, respectively (data not shown). The poor performance of the 4-gram model is a result of an absence of predictions for cell wall at this threshold. Moreover, for those predictions achieving a CS below our threshold, only 9% of all sequences localized to the cell wall were predicted correctly with the 4-gram model. We can conclude that the 3-gram and 4-gram models lack an ideal CSthresh value that would achieve high coverage while reducing the false positive rate (FPR) across all classes. The ROC curves for the Gram-positive data (see Fig. (S1) in the supplementary material) and corresponding AUC (see Table  2 ) show that the 6-gram, 7-gram and 8-gram models all perform reasonably well, suggesting that a CSthresh value can be chosen that can effectively discriminate between truepositives and false-positives for these models. However, the 7-gram and 8-gram models have comparatively poor mac-F 1 values compared to the 6-gram model, suggesting that they will not perform well on the smallest classes. These reasons suggest that the 6-gram model should be the model of choice for the Gram-positive data.
Class-Wise Analysis of the 6-Gram Model
For our next test, we used the 6-gram model to further analyze the performance on individual classes. We ran both datasets separately, with and without specifying a confidence score threshold (CSthresh) (see Table 3 ). We chose a CSthresh that would result in a macro-averaged precision of 98% on the Gram-negative data and 95% on the Grampositive data. While these are rather restrictive selections, we deemed this to be important in order to use only highconfidence predictions. (We chose a slightly lower threshold for the Gram-positive data because of the extremely small proportion of data localized to the cell wall). Table 3 shows the effect of selecting a proper CS threshold, which produces a remarkable improvement in the precision measures across all classes. The only drawback to the use of a scoring threshold in this manner is the reduced coverage, i.e., reduction in the number of sequences for which predictions are generated. Positive test sequences with a CS score below the specified CS threshold are considered to be false-negatives, and likewise affect the overall accuracy (reported as micro-averaged sensitivity in Table 3 ). This value decreased from 89.8% to 81.6% in the results for Gramnegative data, and from 89.3% to 84.4% for Gram-positive data. Fig. (2) shows the ROC curve for each individual class for the Gram-negative data. The bold-line curve is the macro-averaged ROC curve (mac-ROC) over all classes, which is identical to the 6-gram curve in Fig. (1) . Note that this curve is distinct and distant from the curve for cytoplasm, which is the most prominent class in the data that shows the highest discriminatory performance. This illustrates the importance of using macro-averaged values to indicate performance in the context of unbalanced data. Without averaging, the mac-ROC curve would be very close to the curve for cytoplasmic sequences, giving a false sense that the classifier is near perfect for all classes. We noticed that Fig. (1) . ROC curves for [1-8]-gram models on Gram-negative data. This figure depicts the ROC curves plotted, where the sensitivity and specificity are based on macro-averaged calculations observed for distinct confidence score (CS) thresholds across each class. We point out that the 5-gram and 6-gram are likely to have the best discriminatory ability based on CS. Indication that 5-gram and 6-gram will yield the highest discrimination based on CS score the curve for the outer membrane data looks peculiar; however, we also observed remarkably high precision on these sequences without a CS threshold, at 98.7%. This is an anomaly that may happen when there are very few false predictions generated with relatively higher confidence scores. See the Discussion section for more information pertaining to these and related topics surrounding ROC curves.
Comparison with Other Methods
For comparison purposes, we used a test dataset of Gram-negative bacteria protein sequences that was used by Chou and Shen [8] for comparing their method against PSORTb. This dataset, denoted as GP-PSORTb, contained 1114 sequences of which 945 sequences were overlapping with our training dataset for Gram-negative bacteria. The Table 4 . The ngLOC column indicates the performance of the ngLOC method on the entire GP-PSORTb test dataset, and the ngLOC(UO) column indicates the performance on the 169 non-overlapping (or unobserved in the ngLOC training set) sequences that were unique to the GP-PSORTb dataset. We report these results separately to demonstrate that our method also performs well on the portion of the test data that does not overlap with our training data. Specificity is also reported only for the ngLOC method. Finally, not all of the methods that were compared make use of a scoring threshold to improve precision; therefore we report the results without specifying a confidence score threshold.
While the results indicate that all methods outperform PSORTb v1.1, the ngLOC method outperforms the other results presented. (We were unable to obtain results for PSORTb v2.0.) The results presented in the ngLOC column represent an unfair comparison due to the substantial number of sequences that exist in both the training data and test data. The ngLOC(UO) test results offer a more legitimate performance validation because the test eliminates any redundant sequences between the training and testing datasets. Though the overall sensitivity for the non-overlapping sequences (ngLOC(UO)) drop slightly from 99.2% to 97.0%, these results still indicate that the method is performing remarkably well compared to PSORTb and Gneg-PLoc.
We also use a separate dataset of test sequences, denoted GP-test, that was assembled by Chou and Shen [8] for the purpose of independently testing their own method, Gneg-PLoc. This dataset consisted of 637 sequences, of which 512 overlapped with sequences in the ngLOC training data for Gram-negative bacteria. We performed an analysis identical to the previous test and present our results in Supplementary  Table S2 . We used ngLOC to generate predictions for all sequences in the GP-test dataset. As with the previous test, we separated out the 125 sequences that did not overlap with any sequence in the ngLOC training data. Again, our method performed extremely well, resulting in an overall accuracy of 99.1% versus 89.1% resulting from the Gneg-PLoc method. While we agree with the fact that these high performance results are partially an artifact of the substantial number of sequences (512) that exist in both the training and test data, we would like to emphasize that our method also shows a 98.4% overall accuracy on the 125 sequences in the GP-test dataset that were not in the ngLOC training data (shown under the column ngLOC(UO) in Table S2 ). These results suggest that the ngLOC model has an ability to discriminate between subcellular localizations on bacterial protein sequences, with a predictive performance that surpasses most existing methods today.
Generation of Proteome-Wide Predictions
For our final test, we used the ngLOC method to generate predictions for the entire proteome of ten Gram-negative and five Gram-positive organisms. To generate proteome-wide localization predictions, we trained ngLOC-X [15] using the Gram-negative training data (or Gram-positive, respectively), using a 6-gram model, and a confidence score threshhold (CSthresh) value of 25 (30 for Gram-positive) that allowed inclusion of all predictions except those of very low confidence. Both ngLOC and PSORTb v2.0 methods use a scoring threshold to reduce false positives, and therefore predictions are not generated for the entire proteome. There are two reasons why using the CS threshold is important: first, it reduces the chances of generating predictions for sequences targeted to subcellular locations that are not covered by our method. For example, there are other minor subcellular locations to which a protein may be targeted in a Gram-negative cell, such as the flagellum or the fimbrium. Our method does not handle these locations due to the miniscule amount of experimentally determined localization data available for these locations. Second, sequences containing very low homology with respect to any other sequence in the training data will be hard to classify, and will likely result in a low CS. The proteome estimates shown in Tables 5 and 6 are based on the proportion of sequences predicted with a CS of greater than or equal to CSthresh.
A large portion of the bacterial proteomes lack experimentally determined localizations, and therefore no real accuracy measure can be calculated at the proteome level. Instead, to establish a measure of credibility of our predictions, we report the fraction of the proteome covered by ngLOC-X and PSORTb v2.0, the fraction of the proteome for which predictions from both methods are available, and the fraction of this overlapping data that have identical predictions. Table  5 shows the results for the Gram-negative organisms, and Table 6 shows the results for the Gram-positive organisms. We observed that ngLOC-X had a substantially larger coverage across all Gram-negative proteomes, with an average of FN) ) for each class resulting from the original PSORTb v1.1 method, Gneg-PLoc method, and ngLOC. Specificity is also indicated for the results from the ngLOC method. The Sequences column reports the number of sequences in each class. The number in parentheses is the number of sequences that are not in the ngLOC training data. The ngLOC column shows the results from the ngLOC method. The ngLOC(UO) column shows the performance of ngLOC on the 169 unique sequences in the test data that did not exist in the training data. We show the overall accuracy resulting from each method at the bottom of the sensitivity columns. *(The PSORTb and Gneg-PLoc results are taken from the results reported by Chou and Shen [8] ).
74.7% coverage, versus an average of 55.7% coverage by PSORTb. This represents a 34.1% increase in coverage by ngLOC-X, covering an additional 19% of the Gram-negative bacterial proteomes on average. Additionally, our results show that ngLOC-X predictions covered about 79% of the PSORTb predictions, where 82% of these have identical localizations predicted. The results for the Gram-positive bacterial proteomes are similar, with ngLOC-X resulting in an average coverage of 80.6% of the proteome, versus an average coverage of 72.5% by PSORTb, representing an 11.1% increase in coverage by ngLOC-X, covering an additional 8.1% of the proteome. The ngLOC-X predictions covered about 80.7% of the PSORTb predictions, where 70.8% of those have identical localization prediction.
The fractions of subcellular proteomes scaled consistently across most Gram-negative species for both methods ( Table 5 ). The average subcellular proteome estimates are strikingly similar, with the largest difference observed between the estimates for the outer membrane, with ngLOC-X reporting 1.94% and PSORTb reporting 4.14%, respectively. However, there were significant departures for a few species. The largest anomaly is the ngLOC-X estimate for E. coli, with only 48.1% of its proteome estimated to localize into the cytoplasm -a significantly lower estimate than average (63.8%), and also substantially lower than the estimate from PSORTb (60.2%). However, we also observed that 83.2% of the overlapping predictions for this species between these two methods are in agreement. One possible reason for this anomaly is that our training data contains a disproportionately higher number of E. coli sequences for noncytoplasmic locations, resulting in over-prediction of the non-cytoplasmic locations, and vice-versa. The dominance of E. coli protein sequences in our training data is likely due to the role of E. coli as an established model organism, and to the successful experimental characterization of the subcellular localization of its proteome, compared to any other bac-terium. The other significant anomaly was the substantially larger estimate for the outer membrane proteome by PSORTb for C. crescentus, C. jejuni, and H. pylori compared to the ngLOC-X estimate. For the rest of the organelles, both methods were relatively consistent across all locations.
The predicted proportions across different subcellular localizations of Gram-positive bacteria are also highly similar between ngLOC-X and PSORTb, though they are slightly more disproportionate than the Gram-negative predictions ( Table 6 ). The two primary differences are in the subcellular proteome estimates for cell wall and extracellular space. The ngLOC-X method estimated an average of 4.27% of the proteome to localize to cell wall, versus an average of 1.42% estimated from PSORTb. The estimates for extracellular space were also larger from ngLOC-X, which predicted an average of 9.58% of the proteome to localize here, versus an average of 5.93% estimated from PSORTb. The estimates for the cytoplasm and the cytoplasmic membrane were more proportionate between the methods. The overall estimates for S. pneumoniae were strikingly similar between the methods and also offered the most coverage and overlap of predictions between the methods.
DISCUSSION
The ngLOC method uses the naïve Bayes classification method to model the probability that any given protein sequence will be targeted to a specific localization. As with any Bayesian method, the performance of ngLOC is partially dependent on the development of a good estimate for the prior probability distribution of an arbitrary sequence being localized to each localization class. Our method uses the observed distribution in the training data to estimate the parameters of the prior distribution. This accentuates the importance of ensuring that our training data is drawn in a way that is representative of the true underlying distribution of This table presents the location-wise percentages of the proteome predicted to localize into one of the five distinct organelles for ten Gram negative organisms. The proteomes and corresponding PSORTb v2.0 predictions were downloaded from the PSORTdb online database of subcellular localization predictions for bacteria [18] . We compared our predictions against PSORTb v2.0 for the subset of predictions for which both methods generated predictions. The % overlap column indicates the fraction of the proteome in which both methods had a prediction. The % agreement column indicates the percent of the overlapping data that had identical predictions from both methods. The ngLOC predictions were generated with a 6-gram model, with a confidence score threshold of 25. CYT, cytoplasm; EXC, extracellular/secreted; IN, inner membrane; OUT, outer membrane; PER, periplasm.
the data. Our training data were derived from the subset of sequences in the Swiss-Prot repository that have experimentally determined localizations annotated for bacterial sequences. Observing the class-wise distribution of our training data in Table 1 reveals the highly unbalanced nature of our data. This is expected, because the true distribution of proteins localized to each subcellular location is also unbalanced. Yet, we noticed that the data used by the PSORTb method are balanced [4, 5] , which is not representative of the natural, underlying distribution across subcellular classes. As shown in Table 5 and Table 6 , the prediction coverage of the proteome by ngLOC-X for all species was significantly larger than that by PSORTb. We attribute these successful results to using a robust training dataset with a location-wise distribution that is closely representative of the true underlying proportions in a typical bacterial cell.
One significant benefit of the ngLOC method is its foundation on a probabilistic model. We believe that there is a significant lack of methods that generate probabilities or confidence scores with each prediction. It is valuable to know "how true" or "how false" a true or false prediction may be. Although the prediction is based on the model with the highest probability, the probability can also be used as a comparative measure against other classes. Our method and the PSORTb method are among the very few methods available that generate a score associated with each prediction. By using a scoring threshold, the false positive rate can be significantly contained, thereby improving the precision of the classifier ( Table 3) .
We demonstrated how a ROC curve could be used as a visual graphical indicator to measure the ability for a classifier such as ngLOC to distinguish between correct and incorrect predictions. It is important to note that a ROC curve does not say anything directly about the overall accuracy of the classifier -this information is inferred. At face value, a ROC curve shows the ability of a classifier to rank positive instances relative to negative instances in the dataset according to a score generated for each instance [25] . It is typically plotted only for binary classification problems, whereas in our classification task, we are working with 4 or 5 distinct classes, depending on the classification problem being addressed. We generate a single ROC curve, denoted as Mac-ROC, by macro-averaging the fraction of true positives and false positives over each class observed at distinct CS thresholds (Fig. 2) . We have not observed any other methods that have presented a multi-class ROC curve and analysis in this manner.
For the comparative test against other methods, the initial aim was to compare the ngLOC results with those of the PSORTb v2.0 method, a popular method for bacterial protein subcellular localization prediction [5] . However, numerous high-confidence predictions were observed from ngLOC that disagreed with the annotation in the PSORTb training data. The ngLOC predictions for these proteins were consistent with the annotation in Swiss-Prot. This problem was particularly noticeable with multi-localized proteins, which is partly due to the way that multi-localized proteins are defined in the literature. Although the training data used by PSORTb was originally taken from the Swiss-Prot database, their data was further subject to manual verification based on literature review [4] . This process resulted in discrepancies in the interpretation of multi-localized proteins. For instance, the curators of the PSORTb dataset consider some membrane proteins to be multi-localized if a significant part of a protein (i.e. a domain) lies outside of the membrane [F. S. Brinkman, Personal communication]. In contrast, the curators of Swiss-Prot database, which is the basis for our training data, annotate such proteins as 'integral membrane proteins,' since they are targeted to membranes. We concur with the annotation as defined by Swiss-Prot because we intend to use and predict localization information at the protein level, not at the domain level (as interpreted by PSORTb). Similar observations have been fully documented by Chou and Shen [8] and thus we do not delve into the topic here. However, due to the numerous inconsistencies in the annotation between our data and that of PSORTb, we determined that a comparative test could not be performed on the PSORTb dataset. The ngLOC method has the ability to use multi-localized proteins for training and generating multi-localized predictions [15] . Nevertheless, there are far fewer bacterial proteins in Swiss-Prot annotated as multi-localized, thus limiting their use. Therefore, we did not attempt to generate any multi-class predictions in this study. We showed a significant overlap in the proteome-wide predictions that were generated by our method and the PSORTb method. However, we found several lowconfidence predictions generated by ngLOC-X for which the PSORTb method generated a high confidence prediction, and vice versa. This demonstrates the value of using such methods in tandem, in conjunction with experimental methods, in order to reduce the likelihood of false positives when understanding the localization of proteins. However, we also stress that functional attributes of protein sequences are annotated in a dynamic process; thus, some disagreements between the methods were likely due to differences in the time frame that the training data was acquired and in the methods used to assemble the training data.
CONCLUSION
Computational methods for predicting protein subcellular localization are vital for functional annotation of proteomes en masse. In our study, we curated a new dataset with subcellular annotation for Gram-negative and Gram-positive sequences. Using this new dataset, we extended the ngLOC method [15] , a Bayesian classifier that can predict the subcellular localization of a protein. We demonstrated the performance of the ngLOC method through leave-one-out cross validation and direct comparison with similar methods, further validating its usefulness and superior performance. This method shows an overall accuracy of 89.7% and 89.3% for Gram-negative and Gram-positive bacteria protein sequences, respectively. As a probabilistic method, the method can generate a confidence score (CS) that places a measure of credibility on each prediction. We showed how this measure can be used to improve the precision of the method, as well as be used to generate a receiver operating characteristic (ROC) curve for individual classes and a single macroaveraged ROC curve covering all classes. We discussed the importance of micro-averaging and macro-averaging performance results in the context of unbalanced datasets such as those used in this study. We used this method to annotate the subcellular proteomes of ten Gram-negative and five Gram-positive species that resulted in an impressive coverage of 74.7% and 80.6% of the proteomes in these species, respectively. To our knowledge, this study is the first to offer such a wide coverage for the estimation of bacterial subcellular proteomes. 
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