Abstract: The identification of dynamic processes can be performed by means of different classes of models relying on different stochastic environments to describe the misfit between the model and process observations. This paper introduces a new class of models by considering additive error terms on the observations of the input and output of ARARX models and proposes a three-step identification procedure for their identification. ARARX + noise models extend the traditional ARARX or ARMAX ones and can be seen as errors-in-variables models where both measurement errors and process disturbances are taken into account. The results of Monte Carlo simulations show the good performance of the proposed identification procedure.
INTRODUCTION
The modeling of a dynamic process on the basis of observed sequences i.e. its identification, can rely on many families of possible models, describing different stochastic environments, as well as on different selection criteria within a specified class of models. The choice of model families and criteria is often based more on the planned use of the model then on the adherence of the associated stochastic contexts to real ones because real processes are in general more complex than the representations used for their description.
Equation error models constitute a very useful category of models because of their applicability in prediction and control (Söderström and Stoica, 1989; Ljung, 1999) ; the description of the misfit between model and observations only by means of an error term on the output is, however, restrictive.
Errors-in-Variables (EIV) models are a class of models based on the assumption that the process behind the data can be described by means of a linear model whose observations are corrupted by additive errors, see (Söderström, 2007) and the references therein. These models are often more realistic because all measures are considered as affected by errors. This paper considers a new family of models that derives from the integration of EIV models and ARARX ones. Inside the class of equation error models, ARARX are very peculiar since they can be considered as an extension of ARX models and can approximate, at any desired degree, the family of ARMAX models (Guidorzi, 2003; Söderström and Stoica, 1989) . This characteristic leads to the use of ARARX processes also in model reduction (Söderström et al., 1991; Tjärnström and Ljung, 2003) .
ARARX + noise models consider additive error terms on the observations of the input and output of an ARARX model. In this way, it is possible to obtain representations that take into account both measurement errors and process disturbances. This feature is particularly suitable for fault detection and filtering purposes. This paper proposes a three-step identification procedure for identifying ARARX + noise models. The first step concerns the identification of an auxiliary high-order ARX model and is based on the results reported in (Diversi et al., 2007) . The second and third steps take advantage of the properties of polynomials with common factors and consist in simple least-squares algorithms. The proposed method has been tested by means of Monte Carlo simulations and compared with an instrumental variable approach.
The organization of the paper is as follows. Section 2 contains a description of the considered stochastic context and the statement of the identification problem. Section 3 describes the steps to be performed in the identification procedure. Section 4 concerns the identification of an auxiliary high-order ARX model while the complete ARARX + noise identification procedure is described in Section 5. In Section 6 the ARARX + noise identification problem is solved by using an instrumental variable approach. Section 7 reports some numerical results while short concluding remarks are finally given in Section 8.
CONTEXT AND STATEMENT OF THE PROBLEM
Consider a linear, single input single output, discrete time ARARX model described by the equation
where A(q −1 ), B(q −1 ) and D(q −1 ) are polynomials in the backward shift operator q u 0 (t)
e(t) v(t) Fig. 1 . ARARX model with noisy input and output.
The ARARX structure admits the following interpretations:
• An equation error model, with input u 0 (t) and output y(t),whose equation error is given by the autoregressive process e(t)/D(q −1 ) (see (1)).
• A "true" system B(q −1 )/A(q −1 ), with input u 0 (t) and output y 0 (t), whose output is affected by the additive colored noise v(t) = e(t)/(A(q −1 ) D(q −1 )) (see Fig.  1 ). In this case,ȳ(t) denotes the observed output:
Remark 1. Since a moving average process driven by a white noise η(t) = C(q −1 ) e(t) can be approximated by an autoregessive process of suitable high order, η(t) ≈ 1 D(q −1 ) e(t), v(t) can be seen as an approximation of a generic ARMA model
A(q −1 ) e(t). As a consequence, an ARARX model can approximate an ARMAX structure.
In this paper, we will assume that u 0 (t) andȳ(t) are corrupted by the additive noisesũ(t) andỹ(t) so that the available signals u(t), y(t) are given by
Model (1)- (6) can thus be seen as an errors-in-variables model where the noise-free input u 0 (t) is affected by the measurement errorũ(t) while the noise-free output y 0 (t) is affected by two noise contributions, a measurement error y(t) and a process disturbance v(t) whose sum could also be considered as a single colored noise generated by an ARMA process. The separation of the output disturbance into a white noise and a colored one considered in this paper is however useful in the solution of specific problems like, for instance, diagnosis.
Remark 2. Note that the EIV model (1)- (6) can approximate the extended-noise Kalman filter context described in (Diversi et al., 2005) , where input, output and state noises are present.
The following assumptions are introduced.
A1. A(z)
and D(z) have all zeros outside the unit circle. A2. A(z) and B(z) do not share any common factor. A3. The orders n and n d are assumed as a priori known. A4. The noise-free input u 0 (t) is a zero-mean ergodic random signal and is persistently exciting of a suitably high order. A5. e(t),ũ(t) andỹ(t) are zero-mean ergodic white processes with unknown variances σ 2 * e ,σ 2 * u andσ 2 * y respectively. These processes are mutually uncorrelated and uncorrelated with the noise-free input u 0 (t).
The problem under investigation is the following. Problem 1. Given a set of noisy input-output observations u(1), . . . , u(N ), y(1), . . . , y(N ), determine an estimate of the coefficients 
A THREE-STEP IDENTIFICATION PROCEDURE
By defining the polynomials of degreen = n + n d
with coefficients
it is possible to rewrite (1) as
(11) so that model (1)- (6) can be seen also as an ARX process with noisy input and output, whose identification has been treated in (Diversi et al., 2007) .
On the basis of the above consideration, we will solve Problem 1 by means of the following steps.
Procedure 1.
(1) Estimation of the high-order ARX model (11) Let us introduce the regressor vectors
and the parameter vector (5)- (6) it is possible to rewrite model (1)-(6) as follows
Similarly, define the regressor vectors 17th IFAC World Congress (IFAC'08) 
and the parameter vector
By taking into account (11), model (1)-(6) can also be written in the form
φ(t) =φ(t) +φ(t).
(25) The vector forms (17)- (18) and (24)- (25) will be both useful in the sequel.
IDENTIFICATION OF THE AUXILIARY ARX MODEL
Define the covariance matrices
where E[ · ] denotes the mathematical expectation. From (25) and assumption A5 it follows that
where
Since E [ȳ(t) e(t)] = σ 2 * e it is also easy to show that
and, because of (24)Σ 0 µ * = 0.
(31) Finally, by combining (28) and (30) it is possible to write
The covariance matrix of the noisy data Σ can thus be decomposed into the sum of a positive semidefinite singular matrixΣ 0 , whose kernel defines the true parameter vector, and of a diagonal matrixΣ * .
Consider now the problem of determining the family of all non-negative definite diagonal matricesΣ of typẽ
This problem, which is an extension of the dynamic errorsin-variables problem considered in (Beghelli et al., 1990) , consists in determining the set of points P = (σ belonging to the first orthant of R 3 satisfying (34)- (35), i.e. leading to positive semidefinite matricesΣ 0 (P ) = Σ −Σ(P ) with one eigenvalue equal to zero. This set is decribed by the following results (Diversi et al., 2007) . Theorem 1. The set of all diagonal matrices satisfying (34)-(35) defines the points P = (σ 2 u ,σ 2 y , σ 2 e ) of a convex surface S(Σ) belonging to the first orthant of the noise space R 3 whose concavity faces the origin. Every point P of S(Σ) can be associated with a coefficient vector µ(P ) satisfying the relation
wherē
(37)
A typical shape of S(Σ) is shown in Figure 2 .
2 * e ), associated with the true variances ofũ(t),ỹ(t) and e(t) belongs to S(Σ) and the coefficient vector µ(P * ) is characterized (after normalizing its first entry to 1) by the true parameters (23), i.e. µ(P * ) = µ * .
In this asymptotic context, the identification of µ * consists thus in finding, by means of a suitable selection criterion, the point P * among the set of possible solutions described by S(Σ). Define, for this purpose, the k × 1 (k ≥ 1) following vectors of delayed signals
Because of (5), they satisfy the condition
Define also the covariance matrix
(43) Because of (42) and assumption A5 we have
so that from (24)
Relation (45) constitutes a set of high-order Yule-Walker equations that could be directly used to obtain the parameter vector µ * . This approach can also be viewed as 17th IFAC World Congress (IFAC'08) an instrumental variable method that uses delayed inputs as instruments (Söderström and Stoica, 1989) . In this paper, equations (45) e . In fact, the search for the point P * on S(Σ) can be performed by minimizing the cost function
which exhibits the following properties
For the practical implementation of the search procedure it is useful to parameterize the surface S(Σ) in a different way, that allows to associate a solution of (34)- (35) with every straight line departing from the origin and lying in the first orthant of R 3 . This parameterization, introduced in (Guidorzi and Pierantoni, 1995) , is described in the next theorem. Theorem 2. Let ξ = (ξ 1 , ξ 2 , ξ 3 ) be a generic point of the first orthant of R 3 and r the straight line from the origin through ξ. Its intersection with S(Σ) is the point
Previous considerations lead to the following identification algorithm.
Algorithm 1.
(1) Compute, on the basis of the available observations, an estimate of Σ and Σ k , i.e.
(2) Start from a generic direction r belonging to the first orthant of R 3 . (3) Compute, by means of (47)-(48) 
(49) (6) Move to a new direction r ± ∆r corresponding to a decrease of J(P ). 
ARARX IDENTIFICATION
In this section, the second and third steps of Procedure 1 are solved starting from the estimate of the ARX coefficients obtained in Section 4. Multiplying (7) by B(q −1 ) and (8) by A(q −1 ) it is easy to show that
This expression can be written in the matrix form
where S is the (2n + 2) × (n + n + 1) Sylvester matrix
By partitioning S T as
where m is the first column of S T and taking into account (16) it follows that (Stoica and Söderström, 1997) m + M θ * = 0.
(54) An estimate of θ * can thus be computed aŝ
whereM andm are constructed with the entries ofμ.
Finally, once that an estimate of θ * is available, it is possible to solve step (3) of Procedure 1. In fact, relations (7) and (8) can be jointly written in the matrix form
and
The coefficients of D(q −1 ) can thus be estimated as followŝ
whereĜ has been constructed with the entries ofθ.
Procedure 1 can thus be summarized as follows.
17th IFAC World Congress (IFAC'08) Procedure 1.
(1) Estimate the high-order ARX model (11) (52)- (53) and compute an estimateθ of θ * by using (55). (3) Construct, with the entries ofθ, the matrixĜ with structure (57) and compute an estimate of D(q −1 ) by using (59).
AN INSTRUMENTAL VARIABLE APPROACH
The coefficients of A(q −1 ), B(q −1 ) can also be estimated by means of an instrumental variable (IV) approach. In fact, by defining the vector of delayed inputs
and the covariance matrix
it follows, from (5), (18) and Assumption A5, that
and, because of (17) Σ zϕ θ 0 = 0. (63) Relation (63) constitutes a system of equations in the unknowns (a 1 , . . . , a n , b 0 , . . . , b n ). The matrix Σ zϕ can be estimated from the data aŝ
By partitioning (64) as followŝ
wherer is a column, it is possible to obtain an estimate of θ * by means of the least squares estimator
(66) which is an extended IV estimator (Söderström and Stoica, 1989 ). An estimate of D(q −1 ) can be finally obtained by using (59).
This method is more simple from the computational point of view since it does not require an estimation of the auxiliary ARX model (11); however, it is characterized by the following drawbacks:
• IV approaches lead often to poor estimation accuracy (Soverini and Söderström, 2000; Söderström, 2007) ; • An estimation of the noise variances cannot be directly obtained by means of IV estimators.
NUMERICAL RESULTS
The proposed identification procedure has been tested by means of numerical simulations performed on the following ARARX model, already used in (Tjärnström and Ljung, 2003 )
The noise-free input is a pseudo random binary sequence with unit variance while the noises e(t),ũ(t),ỹ(t) are gaussian white noise sequences with variances σ 2 * e = 0.1, σ 2 * u = 0.06 andσ 2 * y = 0.02. These values correspond to signal to noise ratios on the input and output SNRI ≈ 12dB SNRO ≈ 4dB, where
Monte Carlo simulations of 100 independent runs have been performed by setting k = 5 in Step (1) of Algorithm 1 and different numbers of data samples (N = 500, 1000, 2000).
Tables I and II report the true values of parameters and variances, the means of their estimates and the associated standard deviations for both Procedure 1 and the IV approach described in Section 6.
The obtained results confirm the good performance of the proposed procedure. As expected, the accuracy of the IV estimator is quite poor, especially for short observation sequences.
CONCLUDING REMARKS
This paper has introduced the new family of ARARX + noise models and proposed a three-step identification procedure for these models. These models can offer a more realistic choice than simple equation error models in many applications like fault detection and filtering. ARARX + noise models can, in fact, be seen as errors-in-variables models where the noise-free input is affected by a measurement error while the noise-free output is affected by two noise contributions, a measurement error and a process disturbance. The effectiveness of the proposed identification procedure has been verified by means of Monte Carlo simulations that show how it leads to accurate results also in presence of low signal to noise ratios. Table 2 . True and estimated values of the variances ofũ(t),ỹ(t) and e(t). For each value of N a Monte Carlo simulation of 100 runs has been performed. 
