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AN APPROXIMATION SCHEME FOR SEMILINEAR PARABOLIC
PDES WITH CONVEX AND COERCIVE HAMILTONIANS ∗
SHUO HUANG† , GECHUN LIANG‡ , AND THALEIA ZARIPHOPOULOU§
Abstract. We propose an approximation scheme for a class of semilinear parabolic equations
that are convex and coercive in their gradients. Such equations arise often in pricing and portfolio
management in incomplete markets and, more broadly, are directly connected to the representa-
tion of solutions to backward stochastic differential equations. The proposed scheme is based on
splitting the equation in two parts, the first corresponding to a linear parabolic equation and the
second to a Hamilton-Jacobi equation. The solutions of these two equations are approximated using,
respectively, the Feynman-Kac and the Hopf-Lax formulae. We establish the convergence of the
scheme and determine the convergence rate, combining Krylov’s shaking coefficients technique and
Barles-Jakobsen’s optimal switching approximation.
Key words. Splitting, Feynman-Kac formula, Hopf-Lax formula, viscosity solutions, shaking
coefficients technique, optimal switching approximation.
AMS subject classifications. 35K65, 65M12, 93E20
1. Introduction. We consider semilinear parabolic equations of the form
(1.1)
{
−∂tu− 1
2
Trace
(
σσT (t, x)∂xxu
)− b(t, x) · ∂xu+H(t, x, ∂xu) = 0 in QT ;
u(T, x) = U(x) in Rn,
where QT = [0, T )×Rn. A key feature is that the Hamiltonian H(t, x, p) is convex and
coercive in p. In particular, the coercivity covers the case that H has quadratic growth
in p, a case that corresponds to a rich class of equations in mathematical finance arising
in optimal investment with homothetic risk preferences ([20]), exponential indifference
valuation ([18, 19]), entropic risk measures ([11]) and others.
More broadly, these equations are inherently connected to (quadratic) backward
stochastic differential equations (BSDE), a central area of stochastic analysis ([12] [13]
and [23]). Specifically, the Hamiltonian H(t, x, p) is directly related to the BSDE’s
driver and, moreover, the solution of (1.1) yields a functional-form representation of
the processes solving the BSDE.
General existence and uniqueness results can be found, among others in [23] as well
as in [20], where BSDE techniques have been mainly applied. Closed-form solutions
can be constructed only in one-dimensional cases ([38]). Furthermore, approximation
schemes have been developed; see [8] and [10] for more references.
Herein, we contribute to further studying problem (1.1) by proposing a new ap-
proximation scheme. The key idea is to use in an essential way the convexity of
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the Hamiltonian with respect to the gradient. This property is natural in all above
applications but it has not been adequately exploited in the existing approximation
studies.
To highlight the main ideas and build intuition, we start with some preliminary
informal arguments, considering for simplicity slightly simpler equations. To this end,
consider the Hamilton-Jacobi (HJ) equation
(1.2)
{ −∂tu+H(∂xu) = 0 in QT ;
u(T, x) = U(x) in Rn,
where the Hamiltonian H is convex and coercive, and the terminal datum U is
bounded and Lipschitz continuous. Let L be the Legendre (convex dual) transform
of H, L(q) = supp∈Rn{p · q −H(p)}. The Fenchel-Moreau theorem then yields that
H(p) = supq∈Rn{p · q−L(q)} and, thus, the HJ equation in (1.2) can be alternatively
written as
−∂tu+ sup
q∈Rn
{∂xu · q − L(∂xu)} = 0.
Classical arguments from control theory then imply the deterministic optimal control
representation
u(t, x) = inf
q∈L2[t,T ]
[∫ T
t
L(qs)ds+ U(X
t,x;q
T )
]
,
with the controlled state equation Xt,x;qs = x−
∫ s
t
qudu, for s ∈ [t, T ].
Hopf and Lax observed that, instead of considering the controls in L2[t, T ], it
suffices to optimize over the controls generating geodesic paths of Xt,x;q, i.e. the
controls qˆ such that Xt,x;qˆT = y, for any y ∈ Rn. Such controls are given by qˆs = x−yT−t ,
for s ∈ [t, T ]. The above “infinite dimensional” optimal control problem is thus
reduced to the “finite dimensional” minimization problem
(1.3) u(t, x) = inf
y∈Rn
{
(T − t)L(x− y
T − t ) + U(y)
}
. (Hopf-Lax formula)
There exist several well established algorithms to study this type of minimization
problems (see, for example, [32] for the Nelder-Mead simplex algorithm). We also
refer to section 3.3.2.b in [14] for the introduction of the Hopf-Lax formula from a
classical calculus of variations perspective.
Adding a diffusion term to equation (1.2) yields the semilinear parabolic equation
(1.4)
{ −∂tu− 12Trace (σσT (t, x)∂xxu)+H(∂xu) = 0 in QT ;
u(T, x) = U(x) in Rn.
In analogy to the deterministic case, classical arguments from control theory imply
the stochastic optimal control representation
u(t, x) = inf
q∈H2[t,T ]
E
[∫ T
t
L(qs)ds+ U(X
t,x;q
T )|Ft
]
,
with the controlled state equation Xt,x;qs = x −
∫ s
t
qudu +
∫ s
t
σ(u,Xt,x;qu )dWu, for
s ∈ [t, T ], and H2[t, T ] being the space of square-integrable progressively measurable
processes q.
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Naturally, due to the stochasticity of the state Xt,x;q, the Hopf-Lax formula (1.3)
does not hold for the solution of problem (1.4). On the other hand, we observe that if
we still choose, as in the deterministic case, controls of the form qˆs =
x−y
T−t , for y ∈ Rn
and s ∈ [t, T ], then
Xt,x;qˆs =
T − s
T − t x+
s− t
T − ty +
∫ s
t
σ(u,Xt,x;qˆu )dWu,
for s ∈ [t, T ]. Therefore, for T − t = o(1), we have Xt,x;qˆT ≈ Y t,yT , where Y t,y solves
the uncontrolled stochastic differential equation
Y t,ys = y +
∫ s
t
σ(u, Y t,yu )dWu,
for s ∈ [t, T ]. In turn, since y is arbitrary, we readily obtain an upper bound of the
solution u(t, x) of (1.4), namely,
(1.5) u(t, x) ≤ inf
y∈Rn
{
(T − t)L(x− y
T − t ) +E[U(Y
t,y
T )|Ft]
}
.
Furthermore, the convexity of H yields that L is also convex and, therefore, for
any control process q ∈ H2[t, T ], we deduce that
E
[∫ T
t
L(qs)ds+ U(X
t,x;q
T )|Ft
]
≥ (T − t)L
(
E
[
1
T − t
∫ T
t
qudu|Ft
])
+E[U(Xt,x;qT )|Ft]
= (T − t)L
(
E
[
x−Xt,x;qT +
∫ T
t
σ(u,Xt,x;qu )dWu
T − t |Ft
])
+E[U(Xt,x;qT )|Ft]
= (T − t)L
(
x−E[Xt,x;qT |Ft]
T − t
)
+E[U(Xt,x;qT )|Ft].
Therefore, for T − t = o(1), we have Xt,x;qT ≈ Y t,yˆT , with yˆ := E[Xt,x;qT |Ft]. Thus, we
also obtain a lower bound of the solution u(t, x) of (1.4), namely,
(1.6) u(t, x) ≥ inf
yˆ∈Rn
{
(T − t)L(x− yˆ
T − t ) +E[U(Y
t,yˆ
T )|Ft]
}
.
Note that when σ degenerates to 0, inequalities (1.5) and (1.6) give us an equality,
which is precisely the Hopf-Lax formula (1.3).
We now see how the above ideas can be combined to develop an approximation
scheme for the original problem (1.1). Equation (1.1) can be “split” into a first-
order nonlinear equation of Hamilton-Jacobi type and a linear parabolic equation.
The solution of the former is represented via the Hopf-Lax formula and corresponds
to the value function of a deterministic control problem. The solution of the latter
corresponds to a conditional expectation of an uncontrolled diffusion and is given by
the Feynman-Kac formula. The scheme is then naturally based on a backwards in
time recursive combination of the Hopf-Lax and the Feynman-Kac formula; see (2.2)
and (2.12) for further details.
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We establish the convergence of the scheme to the unique (viscosity) solution of
(1.1) and determine the rate of convergence. We do this by deriving upper and lower
bounds on the approximation error (Theorems 3.3 and 3.6, respectively). The main
tools come from the shaking coefficients technique introduced by Krylov [24] [25] and
the optimal switching approximation introduced by Barles and Jakobsen [1] [2].
While various arguments follow from adaptations of these techniques, the main
difficulty is to derive a consistency error estimate. This is one of the key steps herein
and it is precisely where the convexity of the Hamiltonian with respect to the gra-
dient is used in an essential way. Specifically, we obtain this estimate by applying
convex duality and using the properties of the optimizers in the related minimization
problems (Proposition 2.5 (vi)). Using this estimate and the comparison result for
the approximation scheme (Proposition 2.9), we in turn derive an upper bound for
the approximation error by perturbing the coefficients of the equation. The lower
bound for the approximation error is obtained by another layer of approximation of
the equation by using an auxiliary optimal switching system.
Approximation schemes for viscosity solutions were first studied by Barles and
Souganidis [4], who showed that any monotone, stable and consistent approximation
scheme converges to the correct solution, provided that there exists a comparison
principle for the limiting equation. The corresponding convergence rate had been an
open problem for a long time until late 1990s when Krylov introduced the shaking
coefficients technique to construct a sequence of smooth subsolutions/supersolutions.
This technique was further developed by Barles and Jakobsen in a sequence of papers
(see [3] and [22] and more references therein), and has recently been applied to solve
various problems (see, among others, [5] [7] [16] and [19]).
Krylov’s technique depends crucially on the convexity/concavity of the underlying
equation with respect to its terms. As a result, unless the approximate solution has
enough regularity (so one can interchange the roles of the approximation scheme and
the original equation), the shaking coefficients technique only gives either an upper or
a lower bound for the approximation error, but not both. A further breakthrough was
made by Barles and Jakobsen in [1] and [2], who combined the ideas of optimal switch-
ing approximation of Hamilton-Jacobi-Bellman (HJB) equations (initially proposed
by Evans and Friedman [15]) with the shaking coefficients technique. They obtained
both upper and lower bounds of the error estimate, but with a lower convergence rate
due to the introduction of another approximation layer.
The splitting approach (fractional step, prediction and correction, etc.) is dated
back to Marchuk [30] in the late 1960s. Its application to nonlinear PDEs was firstly
proposed by Lions and Mercier [27] and has been subsequently used by many oth-
ers. For semilinear parabolic equations related to problems in mathematical finance,
splitting methods have been applied by Tourin [36] (see also more references therein).
More recently, Nadtochiy and Zariphopoulou [31] proposed a splitting algorithm to
the marginal HJB equation arising in optimal investment problems in a stochastic
factor model and general utility functions. Henderson and Liang [19] proposed a
splitting approach for utility indifference pricing in a multi-dimensional non-traded
assets model with intertemporal default risk, and established its convergence rate. Tan
[35] proposed a splitting method for a class of fully nonlinear degenerate parabolic
PDEs and applied it to Asian options and commodity trading.
Finally, we mention that most of the existing algorithms (see, among others,
Howard’s finite difference scheme [6]) provide approximations only at certain time
grids. In contrast, the splitting approximation can be used to approximate the solution
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at any time point. Furthermore, since the existing algorithms are often based on finite
difference approximation, the “curse of dimensionality” issue arises. We remark that
the splitting approximation itself does not involve finite difference formulation, as
long as one can find an efficient way to compute conditional expectations, e.g. the
multi-level Monte Carlo approach [17], the least squares Monte Carlo approach [28],
the cubature approach [29], and etc. This advantage is also shared by existing BSDE
time discretization algorithms (see, for example, [8] and [10]). However, the commonly
used BSDE time discretization algorithms for (1.1) require that the Hamiltonian has
the form H(t, x, σtr(t, x)∂xu) (see [10]), which is not the case herein. Indeed, we
do not require the last variable in the Hamiltonian H to depend on the diffusion
coefficient σ.
The paper is organized as follows. In section 2 we introduce the approximation
scheme. In section 3, we prove its convergence rate using the shaking coefficients tech-
nique and optimal switching approximation. We provide a numerical test in section
4 and conclude in section 5. Some technical proofs are provided in the appendix.
2. The approximation scheme using the Hopf-Lax formula and split-
ting. For T > 0, let QT = [0, T ) × Rn. Let also d be a positive integer and δ > 0.
For a function f : QT → Rd, we introduce its (semi)norms
|f |0 := sup
(t,x)∈QT
|f(t, x)|,
[f ]1,δ := sup
(t,x),(t′,x)∈QT
t̸=t′
|f(t, x)− f(t′, x)|
|t− t′|δ , [f ]2,δ := sup(t,x),(t,x′)∈QT
x ̸=x′
|f(t, x)− f(t, x′)|
|x− x′|δ .
Furthermore, [f ]δ := [f ]1,δ/2+[f ]2,δ and |f |δ := |f |0+[f ]δ. Similarly, the (semi)norms
of a function g : Rn → Rd are defined as
|g|0 := sup
x∈Rn
|g(x)|, [g]δ := sup
x,x′∈Rn
x ̸=x′
|g(x)− g(x′)|
|x− x′|δ , |g|δ := |g|0 + [g]δ.
For S = QT , Rn or QT ×Rn, we denote by C(S) the space of continuous functions
on S, and by Cδb (S) the space of bounded and continuous functions on S with finite
norm |f |δ. We also set C0b (S) ≡ Cb(S) and denote by C∞b (S) the space of smooth
functions on S with bounded derivatives of any order.
We throughout assume the following conditions for equation (1.1).
Assumption 2.1.
(i) The diffusion coefficient σ ∈ C1b (QT ), the drift coefficient b ∈ C1b (QT ), and the
terminal datum U ∈ C1b (Rn) have norms |σ|1, |b|1, |U |1 ≤M , for some M > 0.
(ii) The Hamiltonian H(t, x, p) ∈ C(QT × Rn) is convex in p, and satisfies the
coercivity condition
lim
|p|→∞
H(t, x, p)
|p| =∞,
uniformly in (t, x) ∈ QT . Moreover, for every p, [H(·, ·, p)]1 ≤M , and there exist two
locally bounded functions H∗ and H∗ : Rn → R such that
H∗(p) = inf
(t,x)∈QT
H(t, x, p) and H∗(p) = sup
(t,x)∈QT
H(t, x, p).
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Under the above assumptions, we have the following existence, uniqueness and
regularity results for equation (1.1). Their proofs are provided in Appendix A.
Proposition 2.2. Suppose that Assumption 2.1 is satisfied. Then, there exists
a unique viscosity solution u ∈ C1b (Q¯T ) of equation (1.1), with |u|1 ≤ C, for some
constant C depending only on M and T .
2.1. The backward operator St(∆). Using that H(t, x, p) is convex in p, we
define its Legendre (convex dual) transform L : QT × Rn → R, given by
(2.1) L(t, x, q) := sup
p∈Rn
{p · q −H(t, x, p)}.
For any t and ∆ with 0 ≤ t < t+∆ ≤ T , and any φ ∈ Cb(Rn), we introduce the
backward operator St(∆) : Cb(Rn)→ Cb(Rn),
(2.2)
 St(∆)φ(x) = miny∈Rn
{
∆L
(
t, x,
x− y
∆
)
+E[φ(Y t,yt+∆)|Ft]
}
, x ∈ Rn,
Y t,ys = y + b(t, y)(s− t) + σ(t, y)(Ws −Wt), s ∈ [t, t+∆],
on a filtered probability space (Ω,F , {Ft}t≥0,P), whereW is an n-dimensional Brow-
nian motion with its augmented filtration {Ft}t≥0.
We start with some auxiliary properties of H and L.
Proposition 2.3. Suppose that Assumption 2.1 (ii) is satisfied. Then, the
following assertions hold:
(i) H is the Legendre transform of L, i.e. H(t, x, p) = supq∈Rn{p · q −L(t, x, q)},
for (t, x) ∈ QT .
(ii) The functions
L∗(q) := sup
p∈Rn
{p · q −H∗(p)} and L∗(q) := sup
p∈Rn
{p · q −H∗(p)}
are locally bounded and satisfy, for (t, x) ∈ QT , L∗(q) ≤ L(t, x, q) ≤ L∗(q).
(iii) For (t, x) ∈ QT , L(t, x, q) is convex in q with [L(·, ·, q)]1 ≤ 2M . Furthermore,
it satisfies the coercivity condition
lim
|q|→∞
L(t, x, q)
|q| =∞,
uniformly in (t, x) ∈ QT .
(iv) For each (t, x) ∈ QT and p, q ∈ Rn, there exist p∗, q∗ ∈ Rn such that
L(t, x, q) = q · p∗ −H(t, x, p∗) and H(t, x, p) = p · q∗ − L(t, x, q∗).
Furthermore, |p∗| ≤ ξ(|q|) and |q∗| ≤ ξ(|p|), for some real-valued increasing function
ξ(·) independent of (t, x).
Proof. Parts (i) and (ii) are immediate and, thus, we only prove (iii) and (iv).
(iii) For fixed (t, x) ∈ QT , q1, q2 ∈ Rn and λ ∈ [0, 1], we have
L(t, x, λq1 + (1− λ)q2) = sup
p∈Rn
{(λq1 + (1− λ)q2) · p−H(t, x, p)}
≤ λ sup
p∈Rn
{q1 · p−H(t, x, p)}+ (1− λ) sup
p∈Rn
{q2 · p−H(t, x, p)}
= λL(t, x, q1) + (1− λ)L(t, x, q2).
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From the definition of L, we further have, for any q ∈ Rn,
[L(·, ·, q)]1 = [L(·, ·, q)]1,1/2 + [L(·, ·, q)]2,1
≤ sup
p
{[H(·, ·, p)]1,1/2}+ sup
p
{[H(·, ·, p)]2,1} ≤ 2M.
Next, for any K > 0, we deduce, by setting p = K q|q| , that
L(t, x, q) ≥ q ·K q|q| −H(t, x,K
q
|q| ) ≥ K|q| − supr∈B(0,K)
H∗(r).
Dividing both sides by |q| and sending |q| → ∞, the coercivity condition for L follows.
(iv) From (i) and (ii), we deduce that L and H are symmetric to each other and,
thus, we only establish the assertions for L. To this end, for each (t, x) ∈ QT , we
obtain, by setting p = 0 in (2.1), that L(t, x, q) ≥ −H(t, x, 0). Therefore, it suffices to
find a real-valued increasing function, say ξ(·), such that, if |p| > ξ(|q|), then
p · q −H(t, x, p) < −H(t, x, 0).
Indeed, it follows from Assumption 2.1 (ii) that there exists a real-valued increasing
function, say KH(y), such that, for any (t, x) ∈ QT and |p| ≥ KH(y), we have
H(t,x,p)
|p| ≥ y. Setting ξ(x) := max{KH(|H∗(0)| + x), 1}, we deduce that, for |p| >
ξ(|q|),
p · q −H(t, x, p) ≤ |p|(|q| − H(t, x, p)|p| ) < |q| − (|H
∗(0)|+ |q|) ≤ −H(t, x, 0),
and we easily conclude.
Next, we show that the minimum in (2.2) is actually achieved, i.e. for any φ ∈
Cb(Rn), there always exists an associated minimizer y∗.
Proposition 2.4. Suppose that Assumption 2.1 is satisfied. Then, for each t
and ∆ with 0 ≤ t < t + ∆ ≤ T , x ∈ Rn and φ ∈ Cb(Rn), there exists a minimizer
y∗ ∈ Rn such that
St(∆)φ(x) = ∆L
(
t, x,
x− y∗
∆
)
+E[φ(Y t,y
∗
t+∆)|Ft].
Moreover, there exists a constant C > 0, depending only on M and T , such that
(2.3)
∣∣∣∣x− y∗∆
∣∣∣∣ ≤ ξ(C[φ]1),
for some real-valued increasing function ξ(·) independent of (t, x).
Proof. Let q = x−y∆ . Then |q| → ∞ as |y| → ∞. In turn, from Proposition 2.3
(iii), we deduce that, as |y| → ∞,
∆L
(
t, x,
x− y
∆
)
+E[φ(Y t,yt+∆)|Ft] = |x− y|
L(t, x, q)
|q| +E[φ(Y
t,y
t+∆)|Ft]→∞.
Furthermore, using that the mapping y 7→ ∆L(t, x, x−y∆ ) +E[φ(Y t,yt+∆)|Ft] is continu-
ous, we deduce that it must admit a minimizer y∗ ∈ Rn.
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Next, we prove inequality (2.3). For φ ∈ C1b (Rn), following the same reasoning as
in the proof of Proposition 2.3 (iv), it suffices to find a real-valued increasing function
ξ(·) such that
(2.4) ∆L (t, x, q) +E[φ(Y t,x−∆qt+∆ )|Ft] > ∆L (t, x, 0) +E[φ(Y t,xt+∆)|Ft],
if |q| > ξ(C[φ]1), for some constant C > 0 depending only on M and T . To prove
this, note that Assumption 2.1 (i) on the coefficients σ and b implies that
E[φ(Y t,xt+∆)|Ft]−E[φ(Y t,x−∆qt+∆ )|Ft] ≤ [φ]1E
[∣∣∣Y t,xt+∆ − Y t,x−∆qt+∆ ∣∣∣ |Ft]
≤ C[φ]1∆|q|.(2.5)
On the other hand, from Proposition 2.3 (iv), there exists a real-valued increasing
function, sayKL(y), such that, for any (t, x) ∈ QT and |q| ≥ KL(y), we have L(t,x,q)|q| ≥
y. Setting ξ(x) := max{KL(|L∗(0)|+ x), 1}, we deduce that, for |q| > ξ(C[φ]1),
L(t, x, q)
|q| > |L
∗(0)|+ C[φ]1 ≥ L
∗(0)
|q| + C[φ]1 ≥
L(t, x, 0)
|q| + C[φ]1.
Using the above inequality, together with (2.5), we obtain (2.4). Finally, the case
[φ]1 =∞ follows trivially.
Next, we derive some key properties of the backward operator St(∆).
Proposition 2.5. Suppose that Assumption 2.1 is satisfied. Then, for each t
and ∆ with 0 ≤ t < t+∆ ≤ T , the operator St(∆) has the following properties:
(i) (Constant preserving) For any φ ∈ Cb(Rn) and c ∈ R,
St(∆)(φ+ c) = St(∆)φ+ c.
(ii) (Monotonicity) For any φ, ψ ∈ Cb(Rn) with φ ≥ ψ,
St(∆)φ ≥ St(∆)ψ.
(iii) (Concavity) For any φ ∈ Cb(Rn), St(∆)φ is concave in φ.
(iv) (Stability) For any φ ∈ Cb(Rn),
|St(∆)φ|0 ≤ C∆+ |φ|0,
where C = max {|L∗(0)|, |H∗(0)|}, with L∗ and H∗ as in Proposition 2.3 (ii) and
Assumption 2.1 (ii). Therefore, the operator St(∆) is indeed a mapping from Cb(Rn)
to Cb(Rn).
(v) For any φ ∈ C1b (Rn), there exists a constant C depending only on [φ]1, M and
T , such that
|St(∆)φ− φ|0 ≤ C
√
∆.
(vi) For any φ ∈ C∞b (Rn), define
(2.6) E(t,∆, φ) :=
∣∣∣∣φ− St(∆)φ∆ − Ltφ
∣∣∣∣
0
,
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where the operator Lt is given by
Ltφ(x) = −1
2
Trace
(
σσT (t, x)∂xxφ(x)
)− b(t, x) · ∂xφ(x) +H(t, x, ∂xφ(x)).
Then,
E(t,∆, φ) ≤ C∆(|∂xxxxφ|0 +R(φ)) ,
where the constant C depends only on [φ]1, M and T , and R(φ) represents the “in-
significant” terms containing the derivatives of φ up to third order.
Proof. Parts (i)-(iii) are immediate. We only prove (iv)-(vi) and, in particular, for
the case n = 1, since the general case follows along similar albeit more complicated
arguments.
(iv) Choosing y = x in (2.2) gives
St(∆)φ(x) ≤ ∆L∗(0) + |φ|0.(2.7)
It follows from the definition of L∗ in Proposition 2.3 (ii) that L∗(q) ≥ −H∗(0) ≥
−|H∗(0)|, for q ∈ Rn. In turn, Proposition 2.4 further yields
St(∆)φ(x) = ∆L(t, x,
x− y∗
∆
) +E[φ(Y t,y
∗
t+∆)|Ft]
≥ ∆L∗(x− y
∗
∆
)− |φ|0
≥ −∆|H∗(0)| − |φ|0.(2.8)
The assertion then follows by combining (2.7) and (2.8).
(v) From Proposition 2.3 (ii) and Proposition 2.4, we deduce that
|St(∆)φ(x)− φ(x)| =
∣∣∣∣∆L(t, x, x− y∗∆ ) +E[φ(Y t,y∗t+∆)− φ(x)|Ft]
∣∣∣∣
≤ ∆max
{
|L∗(x− y
∗
∆
)|, |L∗(x− y
∗
∆
)|
}
+ [φ]1E
[∣∣∣Y t,y∗t+∆ − x∣∣∣ |Ft]
≤ C∆+ (C∆+M∆+ CM
√
∆)[φ]1 ≤ C
√
∆,
where the constant C depends only on [φ]1, M and T .
(vi) For (t, x) ∈ [0, T −∆]× R, let q∗ ∈ R be such that
H(t, x, ∂xφ(x)) = max
q∈R
{q∂xφ(x)− L(t, x, q)} = q∗∂xφ(x)− L(t, x, q∗).
From Proposition 2.3 (iv), we have |q∗| ≤ ξ(|∂xφ(x)|) ≤ C, where the constant C
depends only on [φ]1, M and T .
Choosing y = x−∆q∗ in (2.2) and applying Itoˆ’s formula to φ(Y t,x−∆q∗t+∆ ) yield
φ(x)− St(∆)φ(x)−∆Ltφ(x)
≥ φ(x)−∆L(t, x, q∗)− φ(x−∆q∗)−E[φ(Y t,x−∆q∗t+∆ )− φ(x−∆q∗)|Ft]−∆Ltφ(x)
= (φ(x)− φ(x−∆q∗)−∆q∗∂xφ(x))
−
(
E
[∫ t+∆
t
(
b(t, y)∂xφ(Y
t,x−∆q∗
s ) +
1
2
|σ(t, y)|2∂xxφ(Y t,x−∆q∗s )
)
ds|Ft
]
− ∆b(t, x)∂xφ(x)− 1
2
∆|σ(t, x)|2∂xxφ(x)
)
:= (I)− (II).
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Next, we obtain a lower and an upper bound for terms (I) and (II), respectively.
To this end, Taylor’s expansion yields
φ(x)− φ(x−∆q∗)−∆q∗∂xφ(x)
=
∫ x
x−∆q∗
(
∂xφ(x)−
∫ x
s
∂xxφ(u)du
)
ds−∆q∗∂xφ(x)
≥ − C∆2|∂xxφ|0.(2.9)
For term (II), applying Itoˆ’s formula to ∂xφ(Y
t,x−∆q∗
s ) and ∂xxφ(Y
t,x−∆q∗
s ) gives
E
[
∂xφ(Y
t,x−∆q∗
s )|Ft
]
= ∂xφ(y) +
∫ s
t
E
[
b(t, y)∂xxφ(Y
t,x−∆q∗
u ) +
1
2
|σ(t, y)|2∂xxxφ(Y t,x−∆q∗u )|Ft
]
du,
and
E
[
∂xxφ(Y
t,x−∆q∗
s )|Ft
]
= ∂xxφ(y) +
∫ s
t
E
[
b(t, y)∂xxxφ(Y
t,x−∆q∗
u ) +
1
2
|σ(t, y)|2∂xxxxφ(Y t,x−∆q∗u )|Ft
]
du.
Keeping the terms involving the derivatives of φ and using Assumption 2.1 on b
and σ, we further have
E
[∫ t+∆
t
(
b(t, y)∂xφ(Y
t,x−∆q∗
s ) +
1
2
|σ(t, y)|2∂xxφ(Y t,x−∆q∗s )
)
ds|Ft
]
−∆b(t, x)∂xφ(x)− 1
2
∆|σ(t, x)|2∂xxφ(x)
≤ C∆2(|∂xφ|0 + |∂xxφ|0 + |∂xxxφ|0 + |∂xxxxφ|0).(2.10)
In turn, combining estimates (2.9) and (2.10) above, we deduce that
φ(x)− St(∆)φ(x)
∆
− Ltφ(x) ≥ −C∆(|∂xφ|0 + |∂xxφ|0 + |∂xxxφ|0 + |∂xxxxφ|0),
where the constant C depends only on [φ]1, M and T .
To prove the reverse inequality, we work as follows. For (t, x) ∈ [0, T −∆] × R,
let y∗ ∈ R be the minimizer in (2.2) and set p∗ := x−y∗∆ . Then, we deduce from
Proposition 2.4 that |p∗| ≤ C, where the constant C depends only on [φ]1, M and T .
In turn, similar calculations as above yield
φ(x)− St(∆)φ(x)−∆Ltφ(x)
= φ(x)−∆L(t, x, p∗)− φ(x−∆p∗)−E[φ(Y t,x−∆p∗t+∆ )− φ(x−∆p∗)|Ft]−∆Ltφ(x)
= ∆ (p∗∂xφ(x)− L(t, x, p∗))−∆H(t, x, ∂xφ(x))−
∫ x−∆p∗
x
(∫ s
x
∂xxφ(u)du
)
ds
−
(
E
[∫ t+∆
t
(
b(t, y)∂xφ(Y
t,x−∆p∗
s ) +
1
2
|σ(t, y)|2∂xxφ(Y t,x−∆p∗s )
)
ds|Ft
]
− ∆b(t, x)∂xφ(x)− 1
2
∆|σ(t, x)|2∂xxφ(x)
)
≤ C∆2(|∂xφ|0 + |∂xxφ|0 + |∂xxxφ|0 + |∂xxxxφ|0),
for some constant C depending only on [φ]1, M and T . We easily conclude.
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2.2. The approximation scheme. We present the approximation scheme for
equation (1.1). For (t, x) ∈ Q¯T−∆, we introduce the iterative algorithm
(2.11) u∆(t, x) = St(∆)u
∆(t+∆, ·)(x),
with u∆(T, ·) = U(·) and St(∆) defined in (2.2). The values between T − ∆ and T
are obtained by a standard linear interpolation.
Specifically, the approximation scheme is given by{
S(∆, t, x, u∆(t, x), u∆(t+∆, ·)) = 0 in Q¯T−∆;
u∆(t, x) = g∆(t, x) in Q¯T \Q¯T−∆,(2.12)
where S : R+ × Q¯T−∆ × R × Cb(Rn) → R and g∆ : Q¯T \Q¯T−∆ → R are defined,
respectively, by
(2.13) S(∆, t, x, p, v) =
p− St(∆)v(x)
∆
and
(2.14) g∆(t, x) = ω1(t)U(x) + ω2(t)ST−∆(∆)U(x),
with ω1(t) = (t + ∆ − T )/∆ and ω2(t) = (T − t)/∆ being the linear interpolation
weights.
Note that when T −∆ < t ≤ T , the approximation term g∆ corresponds to the
usual linear interpolation between T −∆ and T . When t = T −∆, we have ω1(t) = 0
and ω2(t) = 1 and, thus, g
∆(T −∆, x) = u∆(T −∆, x).
We first prove the well-posedness of the approximation scheme (2.12).
Lemma 2.6. Suppose that Assumption 2.1 is satisfied. Then, the approximation
scheme (2.12) admits a unique solution u∆ ∈ Cb(Q¯T ), with |u∆|0 ≤ C, where the
constant C depends only on M and T .
Proof. By the stability property (iv) in Proposition 2.5, we have that St(∆)φ
is uniformly bounded if so is φ. Therefore, equation (2.12) is always well defined in
Q¯T−∆, which yields the existence and uniqueness of the solution u∆. Furthermore,
for 0 ≤ t ≤ T −∆, |u∆(t, ·)|0 ≤ C∆+ |u∆(t+∆, ·)|0. By backward induction and the
definition of g∆ in (2.12), we conclude that
|u∆|0 ≤ CT + sup
t∈(T−∆,T ]
|g∆(t, ·)|0 ≤ C,
where the constant C depends only on M and T .
Lemma 2.7. Suppose that Assumption 2.1 holds. Let u∆ ∈ Cb(Q¯T ) satisfy the
approximation scheme (2.12) and u ∈ C1b (Q¯T ) be the unique viscosity solution of
equation (1.1). Then, there exists a constant C, depending only on M and T , such
that
(2.15) |u− u∆| ≤ C
√
∆ in Q¯T \Q¯T−∆.
Proof. From (2.12), we have, for (t, x) ∈ Q¯T \Q¯T−∆,
|u(t, x)− u∆(t, x)| = |u(t, x)− g∆(t, x)|
= |u(t, x)− u(T, x) + ω2(t)(U(x)− ST−∆(∆)U(x))|
≤ |u(t, x)− u(T, x)|+ |U(x)− ST−∆(∆)U(x)|
≤ C(
√
|T − t|+
√
∆) ≤ C
√
∆,
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where the second to last inequality follows from the regularity property of the solution
u (cf. Proposition 2.2) and property (v) of the operator St(∆) (cf. Proposition 2.5).
Using the properties of St(∆) established in Proposition 2.5, we next obtain the
following key properties of the approximation scheme (2.12).
Proposition 2.8. Suppose that Assumption 2.1 is satisfied. Then, for each t
and ∆ with 0 ≤ t < t + ∆ ≤ T , x ∈ Rn, p ∈ R and v ∈ Cb(Rn), the approximation
scheme S(∆, t, x, p, v) has the following properties:
(i) (Constant preserving) For any c ∈ R,
S(∆, t, x, p+ c, v + c) = S(∆, t, x, p, v).
(ii) (Monotonicity) For any u ∈ Cb(Rn) with u ≤ v,
S(∆, t, x, p, u) ≥ S(∆, t, x, p, v).
(iii) (Convexity) S(∆, t, x, p, v) is convex in p and v.
(iv) (Consistency) For any φ ∈ C∞b (Q¯T ), there exists a constant C, depending
only on [φ]2,1, M and T , such that
| − ∂tφ(t, x) + Ltφ(t, x)− S(∆, t, x, φ(t, x), φ(t+∆, ·))|
≤ C∆(|∂ttφ|0 + |∂xxxxφ|0 + |∂xxtφ|0 +R(φ)) .(2.16)
Proof. Parts (i)-(iii) follow easily from Proposition 2.5, so we only prove (iv). To
this end, we split the consistency error into three parts. Specifically,
| − ∂tφ(t, x) + Ltφ(t, x)− S(∆, t, x, φ(t, x), φ(t+∆, ·))|
≤ E(t,∆, φ(t+∆, ·)) + |φ(t+∆, x)− φ(t, x)−∆∂tφ(t, x)|∆−1
+ |Ltφ(t, x)− Ltφ(t+∆, x)| := (I) + (II) + (III),
where E was defined in (2.6). For term (I), Proposition 2.5 (vi) yields
E(t,∆, φ(t+∆, ·)) ≤ C∆(|∂xxxxφ(t+∆, ·)|0 +R(φ(t+∆, ·)))
≤ C∆(|∂xxxxφ|0 +R(φ)) ,(2.17)
for some constant C depending only on [φ]2,1, M and T . For term (II), Taylor’s
expansion gives
|φ(t+∆, x)− φ(t, x)−∆∂tφ(t, x)|∆−1
≤ |
∫ t+∆
t
(
∂tφ(t, x)−
∫ t
v
∂ttφ(u, x)du
)
dv −∆∂tφ(t, x)|∆−1
≤ ∆|∂ttφ|0.(2.18)
Finally, for term (III), we have from Assumption 2.1 that
|Ltφ(t, x)− Ltφ(t+∆, x)|
≤ C(|∂xxφ(t, x)− ∂xxφ(t+∆, x)|+ |∂xφ(t, x)− ∂xφ(t+∆, x)|)
+ |H(t, x, ∂xφ(t, x))−H(t, x, ∂xφ(t+∆, x))|
≤ C∆(|∂xxtφ|0 + |∂xtφ|0),(2.19)
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for some constant C depending only on [φ]2,1 and M . Combining estimates (2.17)-
(2.19), we easily conclude.
The following “comparison-type” result for the approximation scheme (2.12) will
be used frequently in the next section. Most of the arguments follow from Lemma 3.2
of [2], but we highlight some key steps for the reader’s convenience.
Proposition 2.9. Suppose that Assumption 2.1 is satisfied, and that u, v ∈
Cb(Q¯T ) are such that
S(∆, t, x, u, u(t+∆, ·)) ≤ h1 in Q¯T−∆;
S(∆, t, x, v, v(t+∆, ·)) ≥ h2 in Q¯T−∆,
for some h1, h2 ∈ Cb(Q¯T−∆). Then,
(2.20) u− v ≤ sup
Q¯T \Q¯T−∆
(u− v)+ + (T − t) sup
Q¯T−∆
(h1 − h2)+ in Q¯T .
Proof. We first note that without loss of generality, we may assume that
(2.21) u ≤ v in Q¯T \Q¯T−∆ and h1 ≤ h2 in Q¯T−∆,
since, otherwise, the function w := v+supQ¯T \Q¯T−∆(u−v)++(T−t) supQ¯T−∆(h1−h2)+
satisfies u ≤ w in Q¯T \Q¯T−∆ and, by the monotonicity property (ii) in Proposition
2.8,
S(∆, t, x, w,w(t+∆, ·)) ≥ S(∆, t, x, v, v(t+∆, ·)) + sup
Q¯T−∆
(h1 − h2)+
≥ h2 + sup
Q¯T−∆
(h1 − h2)+ ≥ h1 in Q¯T−∆.
Thus, it suffices to prove that u ≤ v in Q¯T when (2.21) holds.
To this end, for b ≥ 0, let ψb(t) := b(T − t) and M(b) := supQ¯T {u − v − ψb}.
We need to show that M(0) ≤ 0. We argue by contradiction. If M(0) > 0, then by
the continuity of M , we must have M(b) > 0, for some b > 0. For such b, consider
a sequence, say {(tn, xn)} in Q¯T , such that for δ(t, x) := M(b) − (u − v − ψb)(t, x),
we have limn→∞ δ(tn, xn) = 0. Since M(b) > 0 but u− v − ψb ≤ 0 in Q¯T \Q¯T−∆, we
must have tn ≤ T −∆ for sufficiently large n. Then, for such n, we have
h1(tn, xn) ≥ S(∆, tn, xn, u(tn, xn), u(tn +∆, ·))
≥ S(∆, tn, xn, (v + ψb +M(b)− δ)(tn, xn), (v + ψb +M(b))(tn +∆, ·))
≥ S(∆, tn, xn, v(tn, xn), v(tn +∆, ·)) + (ψb(tn)− ψb(tn +∆)− δ(tn, xn))∆−1
≥ h2(tn, xn) + b− δ(tn, xn)∆−1.
On the other hand, since h1 ≤ h2 in Q¯T−∆, we must have b − δ(tn, xn)∆−1 ≤ 0.
Then, letting n→∞, we deduce that b ≤ 0, which is a contradiction.
Following along similar argument, we also obtain the comparison inequality (2.20)
on the partition grid G¯∆T : {0 < ∆ < 2∆ < · · · < T −∆ < T}.
Corollary 2.10. Let G∆T := G¯∆T \{T} be the partition grid before terminal time
T . Suppose that u, v ∈ Cb(Q¯T ) are such that
S(∆, t, x, u, u(t+∆, ·)) ≤ h1 in G∆T ;
S(∆, t, x, v, v(t+∆, ·)) ≥ h2 in G∆T ,
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for some h1, h2 ∈ Cb(G∆T ). Then,
(2.22) u− v ≤ |(u(T, ·)− v(T, ·))+|0 + (T − t)|(h1 − h2)+|0 in G¯∆T .
3. Convergence rate of the approximation scheme. The classical conver-
gence theory of Barles-Souganidis (see [4]) will only imply the convergence of the
approximate solution u∆ to the viscosity solution u of equation (1.1). To further
determine the convergence rate of u∆ to u, we establish upper and lower bounds on
the approximation error.
We start with the special case when (1.1) has a unique smooth solution u with
bounded derivatives of any order.
Theorem 3.1. Suppose that Assumption 2.1 is satisfied and that equation (1.1)
admits a unique smooth solution u ∈ C∞b (Q¯T ). Then, there exists a constant C,
depending only on M and T , such that
|u− u∆| ≤ C∆ in Q¯T .
Proof. Using that u ∈ C∞b (Q¯T ), the consistency error estimate (2.16) yields
|S(∆, t, x, u(t, x), u(t+∆, ·))|
≤ C∆(|∂ttu|0 + |∂xxxxu|0 + |∂xxtu|0 +R(u)) ≤ C∆,
for (t, x) ∈ Q¯T−∆. On the other hand, from the definition of the approximation
scheme (2.12), we have
S(∆, t, x, u∆(t, x), u∆(t+∆, ·)) = 0,
for (t, x) ∈ Q¯T−∆. In turn, the comparison result in Proposition 2.9 yields
u(t, x)− u∆(t, x) ≤ sup
(t,x)∈Q¯T \Q¯T−∆
(u(t, x)− u∆(t, x))+ + (T − t)C∆,
and
u∆(t, x)− u(t, x) ≤ sup
(t,x)∈Q¯T \Q¯T−∆
(u∆(t, x)− u(t, x))+ + (T − t)C∆,
for (t, x) ∈ Q¯T . It is left to prove that |u − u∆| < C∆ in Q¯T \Q¯T−∆. Indeed, the
comparison result in Corollary 2.10 yields
|u(T −∆, x)− u∆(T −∆, x)| ≤ (T − (T −∆))C∆ = C∆2,
and thus, in Q¯T \Q¯T−∆,
|u(t, x)− u∆(t, x)| = |u(t, x)− ω1(t)U(x)− ω2(t)u∆(T −∆, x)|
= |u(t, x)− U(x) + ω2(t)(U(x)− u∆(T −∆, x))|
≤ |u(t, x)− U(x)|+ ω2(t)
(|U(x)− u(T −∆, x)|+ |u(T −∆, x)− u∆(T −∆, x)|)
≤ [u]1,1∆+ ω2(t)[u]1,1∆+ ω2(t)C∆2 ≤ C∆.
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We easily conclude.
In general, the above result might not hold as (1.1) only admits a viscosity solution
u ∈ C1b (Q¯T ) due to possible degeneracies. A natural idea is then to approximate the
viscosity solution u by a sequence of smooth sub- and supersolutions uε and, in turn,
compare them with u∆ using the comparison result for the approximation scheme
developed in Proposition 2.9. We carry out this procedure next.
3.1. Upper bound for the approximation error. We derive an upper bound
for the approximation error u − u∆. We do so by first constructing a sequence of
smooth subsolutions to equation (1.1) by perturbing its coefficients. As we mentioned
in the introduction, this approach, known as the shaking coefficients technique, was
initially proposed by Krylov [24] [25], and further developed by Barles and Jakobsen
[3] [22].
To this end, for ε ∈ [0, 1], we extend the functions f := σ, b and H to Q−ε2T+ε2 :=
[−ε2, T + ε2)× Rn and Q−ε2T+ε2 × Rn, respectively, so that Assumption 2.1 still holds.
We then define fθ(t, x) := f(t+ τ, x+ e) and Hθ(t, x, p) := H(t+ τ, x+ e, p), where
θ = (τ, e) with θ ∈ Θε := [−ε2, 0] × εB(0, 1), and consider the perturbed version of
equation (1.1), namely,
(3.1)
−∂tuε + sup
θ∈Θε
{
−1
2
Trace
(
σθσθ
T
(t, x)∂xxu
ε
)
− bθ(t, x) · ∂xuε +Hθ(t, x, ∂xuε)
}
= 0
in QT+ε2 ;
uε(T + ε2, x) = U(x) in Rn.
Note that when the perturbation parameter ε = 0, equations (3.1) and (1.1) coincide.
We establish existence, uniqueness and regularity results for the HJB equation
(3.1), and a comparison between u and uε. Their proofs are provided in Appendix A.
Proposition 3.2. Suppose that Assumption 2.1 is satisfied. Then, there exists a
unique viscosity solution uε ∈ C1b (Q¯T+ε2) of the HJB equation (3.1), with |uε|1 ≤ C,
for some constant C depending only on M and T . Moreover,
(3.2) |u− uε| ≤ Cε in Q¯T .
Next, we regularize uε by a standard mollification procedure. For this, let ρ(t, x)
be a R+-valued smooth function with compact support {−1 < t < 0}×{|x| < 1} and
mass 1, and introduce the sequence of mollifiers ρε,
(3.3) ρε(t, x) :=
1
εn+2
ρ
(
t
ε2
,
x
ε
)
.
For (t, x) ∈ Q¯T , we then define
uε(t, x) = u
ε ∗ ρε(t, x) =
∫
−ε2<τ<0
∫
|e|<ε
uε(t− τ, x− e)ρε(τ, e)dedτ.
Standard properties of mollifiers imply that uε ∈ C∞b (Q¯T ),
(3.4) |uε − uε|0 ≤ Cε,
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and, moreover, for positive integers i and j,
(3.5) |∂it∂jxuε|0 ≤ Cε1−2i−|j|,
where the constant C is independent of ε.
We observe that the function uε(t−τ, x−e), (t, x) ∈ QT , is a viscosity subsolution
of equation (1.1) in QT , for any (τ, e) ∈ Θε. On the other hand, a Riemann sum
approximation shows that uε(t, x) can be viewed as the limit of convex combinations
of uε(t − τ, x − e), for (τ, e) ∈ Θε. Since the equation in (1.1) is convex in ∂xu, and
linear in ∂tu and ∂xxu, the convex combinations of u
ε(t−τ, x−e) are also subsolutions
of (1.1) in QT . Using the stability of viscosity solutions, we deduce that uε(t, x) is
also a subsolution of (1.1) in QT .
We are now ready to establish an upper bound for the approximation error.
Theorem 3.3. Suppose that Assumption 2.1 holds. Let u∆ ∈ Cb(Q¯T ) satisfy
the approximation scheme (2.12) and u ∈ C1b (Q¯T ) be the unique viscosity solution of
equation (1.1). Then, there exists a constant C, depending only on M and T , such
that
u− u∆ ≤ C∆ 14 in Q¯T .
Proof. Substituting uε into the consistency error estimate (2.16) and using (3.5)
give
|−∂tuε(t, x) + Ltuε(t, x)− S(∆, t, x, uε(t, x), uε(t+∆, ·))|
≤ C∆(|∂ttuε|0 + |∂xxxxuε|0 + |∂xxtuε|0 +R(uε)) ≤ C∆ε−3,
for (t, x) ∈ Q¯T−∆. Since uε is a subsolution of (1.1) in QT , we have
S(∆, t, x, uε(t, x), uε(t+∆, ·)) ≤ C∆ε−3,
for (t, x) ∈ Q¯T−∆. Furthermore, by the definition of the approximation scheme (2.12),
we also have
S(∆, t, x, u∆(t, x), u∆(t+∆, ·)) = 0,
for (t, x) ∈ Q¯T−∆. In turn, Proposition 2.9 implies
uε − u∆ ≤ sup
Q¯T \Q¯T−∆
(uε − u∆)+ + C(T − t)∆ε−3 in Q¯T .
Next, using estimates (3.2) and (3.4), we obtain that |u− uε| ≤ Cε and, thus,
u− u∆ = (u− uε) + (uε − u∆)
≤ Cε+ sup
Q¯T \Q¯T−∆
(uε − u∆)+ + C(T − t)∆ε−3
≤ sup
Q¯T \Q¯T−∆
(u− u∆)+ + C(ε+∆ε−3) in Q¯T .
By choosing ε = ∆
1
4 , we further deduce that
u− u∆ ≤ sup
Q¯T \Q¯T−∆
(u− u∆)+ + C∆ 14 in Q¯T .
We conclude using estimate (2.15) in Lemma 2.7.
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3.2. Lower bound for the approximation error. To obtain a lower bound of
u−u∆, we cannot follow the above perturbation procedure to construct approximate
smooth supersolutions to equation (1.1). This is because if we perturb its coefficients
to obtain a viscosity supersolution, its convolution with the mollifier may no longer be
a supersolution due to the convexity of equation (1.1) with respect to its terms. Fur-
thermore, interchanging the roles (as in [19]) of equation (1.1) and its approximation
scheme (2.12) does not work either, because the solution u∆ of the approximation
scheme (and its perturbation solution) may in general lose the Ho¨lder and Lipschitz
continuity in (t, x). This is due to the lack of the continuous dependence result for the
approximation scheme, compared with the continuous dependence result for equation
(1.1) and its perturbation equation (3.1) (see Lemma A.1).
To overcome these difficulties, we follow the idea of Barles and Jakobsen [2] to
build approximate supersolutions which are smooth at the “right points” by intro-
ducing an appropriate optimal switching stochastic control system. To apply this
method to the problem herein, we first observe that, using the convex dual function
L introduced in (2.1), we can write equation (1.1) as a HJB equation, namely,
(3.6)
{ −∂tu+ sup
q∈Rn
Lq (t, x, ∂xu, ∂xxu) = 0 in QT ;
u(T, x) = U(x) in Rn,
with
Lq(t, x, p,X) := −1
2
Trace
(
σσT (t, x)X
)− (b(t, x)− q) · p− L(t, x, q).
It then follows from Proposition 2.3 (iv) that the supremum can be achieved at some
point, say q∗, with |q∗| ≤ ξ(|∂xu|). Furthermore, Proposition 2.2 implies that |q∗| ≤ C,
for some constant C depending only on M and T . Thus, we rewrite the equation in
(3.6) as
−∂tu+ sup
q∈K
Lq (t, x, ∂xu, ∂xxu) = 0,
where K ⊂ Rn is a compact set. Since K is separable, it has a countable dense subset,
say K∞ = {q1, q2, q3, ...} and, in turn, the continuity of Lq in q implies that
sup
q∈K
Lq(t, x, p,X) = sup
q∈K∞
Lq(t, x, p,X).
Therefore, the equation in (3.6) further reduces to
−∂tu+ sup
q∈K∞
Lq (t, x, ∂xu, ∂xxu) = 0.
For m ≥ 1, we now consider the approximations of (3.6),
(3.7)
{ −∂tum + sup
q∈Km
Lq (t, x, ∂xum, ∂xxum) = 0 in QT ;
um(T, x) = U(x) in Rn,
where Km := {q1, ..., qm} ⊂ K∞, i.e. Km consists of the first m points in K∞ and
satisfies ∪m≥1Km = K∞. It then follows from Proposition 2.1 of [2] that (3.7) admits
a unique viscosity solution um ∈ C1b (Q¯T ), with |um|1 ≤ C, for some constant C
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depending only on M and T . Furthermore, Arzela-Ascoli’s theorem yields that there
exists a subsequence of {um}, still denoted as {um}, such that, as m→∞,
(3.8) um(t, x)→ u(t, x) uniformly in (t, x) ∈ Q¯T .
Next, we construct a sequence of (local) smooth supersolutions to approximate
um. For this, we consider the optimal switching system
(3.9)
{
max
{−∂tvi + Lqi(t, x, ∂xvi, ∂xxvi), vi −Mki v} = 0 in QT ;
vi(T, x) = U(x) in Rn,
where i ∈ I := {1, ...,m} and Mki v := minj ̸=i, j∈I{vj + k}, for some constant k > 0
representing the switching cost.
Proposition 3.4. Suppose that Assumption 2.1 is satisfied. Then, there exists a
unique viscosity solution v = (v1, . . . , vm) of the optimal switching system (3.9) such
that |v|1 ≤ C, for some constant C depending only on M and T . Moreover, for i ∈ I,
(3.10) 0 ≤ vi − um ≤ C(k 13 + k 23 ) in Q¯T .
The proof essentially follows from Proposition 2.1 and Theorem 2.3 of [2] and it
is thus omitted. We only remark that since we do not require the switching cost to
satisfy k ≤ 1, we keep the term k 23 in the above estimate. This will not affect the
convergence rate of the approximation scheme.
Next, still following the approach of [2], we construct smooth approximations
of vi. Since in the continuation region of (3.9), the solution vi satisfies the linear
equation, namely,
−∂tvi + Lqi(t, x, ∂xvi, ∂xxvi) = 0 in {(t, x) ∈ QT : vi(t, x) <Mki v(t, x)},
we may perturb its coefficients to obtain a sequence of smooth supersolutions. This
will in turn give a lower bound of the error um − u∆. A subtle point herein is how to
identify the continuation region by appropriately choosing the switching cost k. For
this, we follow the idea used in Lemma 3.4 of [2].
Proposition 3.5. Suppose that Assumption 2.1 holds. Let u∆ ∈ Cb(Q¯T ) satisfy
the approximation scheme (2.12) and um ∈ C1b (Q¯T ) be the unique viscosity solution of
the HJB equation (3.7). Then, there exists a constant C, depending only on M and
T , such that
u∆ − um ≤ sup
Q¯T \Q¯T−∆
(u∆ − um)+ + C∆ 110 in Q¯T .
Proof. Let ε ∈ [0, 1]. In analogy to (3.1), we perturb the coefficients of the optimal
switching system (3.9) and consider
(3.11) max
{
−∂tvεi + inf
(τ,e)∈Θε
Lqi(t+ τ, x+ e, ∂xvεi , ∂xxvεi ), vεi −Mki vε
}
= 0 in QT+ε2 ;
vεi (T + ε
2, x) = U(x) in Rn.
It then follows from Proposition 2.2 of [2] that (3.11) admits a unique viscosity solu-
tion, say vε = (vε1, . . . , v
ε
m), with |vε|1 ≤ C and, moreover, for each i ∈ I,
(3.12) |vεi − vi| ≤ Cε in Q¯T ,
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where the constant C depends only on M and T . In turn, inequalities (3.10) and
(3.12) imply that, for each i ∈ I,
(3.13) |vεi − um| ≤ |vεi − vi|+ |vi − um| ≤ C(ε+ k
1
3 + k
2
3 ) in Q¯T .
Next, we regularize vεi by introducing vi,ε(t, x) := v
ε
i ∗ ρε(t, x), for (t, x) ∈ Q¯T ,
where ρε is the mollifer defined in (3.3). Then, vi,ε ∈ C∞b (Q¯T ),
(3.14) |vi,ε − vεi |0 ≤ Cε,
and, moreover, for positive integers m and n,
(3.15) |∂mt ∂nx vi,ε|0 ≤ Cε1−2m−|n|.
We introduce the function wε := mini∈I vi,ε, which is smooth in Q¯T except for
finitely many points. Then, (3.13) and (3.14) yield
(3.16) |um − wε| ≤ C(ε+ k 13 + k 23 ) in Q¯T .
For each (t, x) ∈ Q¯T , let j := argmini∈I vi,ε(t, x). Then, wε(t, x) = vj,ε(t, x) and, for
such j, we obtain that
vj,ε(t, x)−Mkj vε(t, x) = max
i̸=j,i∈I
{vj,ε(t, x)− vi,ε(t, x)− k} ≤ −k.
In turn, inequality (3.14) implies that
vεj (t, x)−Mkj vε(t, x) ≤ vj,ε(t, x)−Mkj vε(t, x) + Cε ≤ −k + Cε.
Furthermore, since |vε|1 ≤ C for vε = (vε1, . . . , vεm), we also have
vεj (t− τ, x− e)−Mkj vε(t− τ, x− e) ≤ vεj (t, x)−Mkj vε(t, x) + C(|τ |
1
2 + |e|)
≤ −k + Cε+ 2Cε,
for any (τ, e) ∈ Θε. If we then choose k = 4Cε, we obtain that, for any (τ, e) ∈ Θε,
vεj (t− τ, x− e)−Mkj vε(t− τ, x− e) < 0.
Therefore, the point (t − τ, x − e), for (τ, e) ∈ Θε, is in the continuation region of
(3.11). Thus,
−∂tvεj (t− τ, x− e) + inf
(τ,e)∈Θε
Lqj (t, x, ∂xvεj (t− τ, x− e), ∂xxvεj (t− τ, x− e)) = 0,
and, in turn,
−∂tvεj (t− τ, x− e) + Lqj
(
t, x, ∂xv
ε
j (t− τ, x− e), ∂xxvεj (t− τ, x− e)
) ≥ 0.
Using the definition of vj,ε and that Lqj is linear in ∂xvεj and ∂xxvεj , we further have
− ∂tvj,ε(t, x) + Lqj (t, x, ∂xvj,ε(t, x), ∂xxvj,ε(t, x))
(3.17)
=
∫
−ε2<τ<0
∫
|e|<ε
(−∂tvεj (t− τ, x− e) + Lqj (t, x, ∂xvεj (t− τ, x− e), ∂xxvεj (t− τ, x− e)))
× ρε(τ, e)dedτ ≥ 0.
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Next, we observe that, for (t, x) ∈ Q¯T−∆, the definition of j implies that wε(t, x) =
vj,ε(t, x) and wε(t+∆, ·) ≤ vj,ε(t+∆, ·). Then, applying Proposition 2.8 (ii) (iv) and
estimate (3.15), we obtain that, for any (t, x) ∈ Q¯T−∆,
S(∆, t, x, wε(t, x), wε(t+∆, ·))
≥ S(∆, t, x, vj,ε(t, x), vj,ε(t+∆, ·))
≥ − ∂tvj,ε(t, x) + sup
q∈Rn
Lq(t, x, ∂xvj,ε(t, x), ∂xxvj,ε(t, x))− C∆ε−3
≥ − ∂tvj,ε(t, x) + Lqj (t, x, ∂xvj,ε(t, x), ∂xxvj,ε(t, x))− C∆ε−3 ≥ −C∆ε−3,
for some constant C depending only on M and T , where we used (3.17) in the last
inequality. In turn, the comparison result in Proposition 2.9 implies that
u∆ − wε ≤ sup
Q¯T \Q¯T−∆
(u∆ − wε)+ + C(T − t)∆ε−3 in Q¯T .
Combining the above inequality with (3.16), we further get
u∆ − um = (u∆ − wε) + (wε − um)
≤ sup
Q¯T \Q¯T−∆
(u∆ − wε)+ + C(T − t)∆ε−3 + C(ε+ k 13 + k 23 )
≤ sup
Q¯T \Q¯T−∆
(u∆ − um)+ + C(ε+ ε 13 + ε 23 +∆ε−3)
≤ sup
Q¯T \Q¯T−∆
(u∆ − um)+ + C∆ 110 in Q¯T ,
where we used k = 4Cε in the second to last inequality, and chose ε = ∆
3
10 in the last
inequality.
We are now ready to establish a lower bound for the approximation error.
Theorem 3.6. Suppose that Assumption 2.1 holds. Let u∆ ∈ Cb(Q¯T ) satisfy
the approximation scheme (2.12) and u ∈ C1b (Q¯T ) be the unique viscosity solution of
equation (1.1). Then, there exists a constant C, depending only on M and T , such
that
u− u∆ ≥ −C∆ 110 in Q¯T .
Proof. Proposition 3.5 yields
u∆ − u = (u∆ − um) + (um − u)
≤ sup
Q¯T \Q¯T−∆
(u∆ − um)+ + C∆ 110 + (um − u)
≤ sup
Q¯T \Q¯T−∆
(u∆ − u)+ + C∆ 110 + sup
Q¯T \Q¯T−∆
(u− um)+ + (um − u)
≤ C∆ 110 + sup
Q¯T \Q¯T−∆
(u− um)+ + (um − u),
where we used estimate (2.15) in the last inequality. Sending m→∞ and using (3.8),
we conclude.
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4. A numerical example. We present a numerical result, applying the approx-
imation scheme (2.12) for the case
σ(t, x) = 1, b(t, x) = 0, H(t, x, p) = p2/2, T = 1.
We also choose U(x) = 0 ∨ x ∧K in the semilinear PDE (1.1). Then the equation in
(1.1) becomes the Cole-Hopf equation (see [14]):
(4.1) −∂tu(t, x)− 1
2
∂xxu(t, x) +
1
2
(∂xu(t, x))
2 = 0.
It is well known that, by the Cole-Hopf transformation (see [14] and [38]), the function
v(t, x) := e−u(t,x) satisfies the heat equation
∂tv(t, x) +
1
2
∂xxv(t, x) = 0,
with v(T, x) = e−U(x) = e−0∨x∧K . In turn,
v(t, x) = Φ(− x√
T − t ) + e
−x+(T−t)/2
(
Φ(
K − x+ T − t√
T − t )− Φ(
−x+ T − t√
T − t )
)
+ e−KΦ(− K − x√
T − t ),
where Φ is the standard normal cumulative distribution function and, thus, we obtain
the explicit solution u(t, x) = − log v(t, x).
We use this exact solution as a benchmark, and compare it with the approximate
solution obtained by the approximation scheme (2.12). Moreover, we also compare
our results with the ones obtained via the standard Howard’s finite difference (FD)
algorithm (see, for example, [6] for a detailed discussion of Howard’s FD scheme).
Since Howard’s scheme is based on the finite difference method, for the comparison
purpose, we also numerically compute the conditional expectation appearing in the
backward operator St(∆) (cf. (2.2)) using the finite difference method. However, we
emphasize that, different from Howard’s scheme, the splitting approximation itself
does not depend on the finite difference method (as long as one can find an efficient
way to compute conditional expectations, e.g. the multi-level Monte Carlo approach
[17], the least squares Monte Carlo approach [28], the cubature approach [29], and
etc). Hence, our approximation scheme can be potentially used to numerically solve
high dimensional PDEs without the “curse of dimensionality” issue.
To numerically compute the finite-dimensional minimization problem in the back-
ward operator St(∆) (cf. (2.2)), since the finite difference method already provides
us with all the points to be compared, we use the simple brute force method to find
the minimizers and minimal values1.
Figures 1 and 2 demonstrate the performance of the approximation scheme (2.12)
with the parameter K = 5. They illustrate how the approximate solutions converge
as we increase the number of time steps T/∆. For our parameter values, ∆ = 0.1
(so T/∆ = 10) is sufficient for the approximate solutions to converge, as the relative
error is already negligible (0.056%).
1In general, we may implement the standard Nelder-Mead simplex algorithm (see [32]), which is
commonly used in the literature when the derivatives of the objective function in the minimization
problem are not known.
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Figure 3 compares the values numerically computed by the approximation scheme
(2.12) and the Howard’s FD scheme with different time steps. It shows that the ap-
proximation scheme gives a better approximation than the Howard’s scheme does. In
particular, we observe that when the time step ∆ = 0.1 (so T/∆ = 10), the numerical
solution computed by our approximation scheme is far more accurate than the one
computed by the FD scheme. The relative error is 0.056% for the former and 0.142%
for the latter. It also shows that the approximation scheme converges linearly with
time step ∆, and this is consistent with our theoretical results in Theorem 3.1. Table 1
further compares the computation errors and costs between the approximation scheme
(2.12) and the Howard’s FD scheme. Since there involves an additional minimization
step in the approximation scheme (2.12), its computation costs are higher than the
FD scheme. However, we observe that when the time step is small (e.g. ∆ = 0.1),
the computation times for both schemes are extremely fast (less than 0.05 second).
5. Conclusions. We proposed an approximation scheme for a class of semilinear
parabolic equations whose Hamiltonian is convex and coercive to the gradients. The
scheme is based on splitting the equation in two parts, the first corresponding to a
linear parabolic equation and the second to a Hamilton-Jacobi equation. The solutions
of these equations are approximated using, respectively, the Feynman-Kac and the
Hopf-Lax formulae. We established the convergence of the approximation scheme and
determined the convergence rate, combining Krylov’s shaking coefficients technique
and Barles-Jakobsen’s optimal switching approximation. One of the key steps is the
derivation of a consistency error via convex duality arguments, using the convexity of
the Hamiltonian in an essential way.
The approach and the results herein may be extended in various directions.
Firstly, one may consider problem (1.1) in a bounded domain, an undoubtedly im-
portant case since various applications are cast in such domains (e.g. utilities defined
in half-space, constrained risk measures, etc.) However, various non-trivial technical
difficulties arise. Some recent works on such problems using other approaches can be
found in [9], [26] and [34].
Secondly, one may consider variational versions of problem (1.1). These are nat-
urally related to optimal stopping and to singular stochastic optimization problems,
both directly related to various applications with early-exercise, fixed and/or propor-
tional transaction costs, irreversible investment decisions, etc. Recent results in this
direction that use some of the ideas developed herein can be found in [21].
Appendix A. Proofs of Propositions 2.2 and 3.2.
We note that equation (1.1) is a special case (choosing ε = 0) of the HJB equation
(3.1). Therefore, we omit the proof of Proposition 2.2 and only prove Proposition 3.2.
We first show that there exists a bounded solution to (3.1). To this end, using
the convex dual function Lθ(t, x, q) := supp∈Rn(p · q−Hθ(t, x, p)), we rewrite (3.1) as
(A.1)
{ −∂tuε + sup
θ∈Θε,q∈Rn
Lθ,q (t, x, ∂xuε, ∂xxuε) = 0 in QT+ε2 ;
uε(T + ε2, x) = U(x) in Rn,
where
Lθ,q(t, x, p,X) = −1
2
Trace
(
σθσθ
T
(t, x)X
)
− (bθ(t, x)− q) · p− Lθ(t, x, q).
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We also introduce the stochastic control problem
uε(t, x) = inf
θ∈Θε[t,T+ε2],q∈H2[t,T+ε2]
E
[∫ T+ε2
t
Lθs
(
s,Xt,x;θ,qs , qs
)
ds+ U
(
Xt,x;θ,qT+ε2
)
|Ft
]
,
with the controlled state equation
dXt,x;θ,qs =
(
bθs(s,Xt,x;θ,qs )− qs
)
ds+ σθs
(
s,Xt,x;θ,qs
)
dWs,
where Θε[t, T+ε2] is the space of Θε-valued progressively measurable processes (τs, es)
and H2[t, T + ε2] is the space of square-integrable progressively measurable processes
qs, for s ∈ [t, T + ε2]. Next, we identify its value function with a bounded viscosity
solution to (A.1). For this, we only need to establish upper and lower bounds for the
value function uε(t, x) and, in turn, use standard arguments as in [33] and [37].
To find an upper bound for uε, we choose an arbitrary perturbation parameter
process θ ∈ Θε[t, T + ε] and choose qˆ with qˆs ≡ 0. Then, Proposition 2.3 (ii) yields
uε(t, x) ≤ E
[∫ T+ε2
t
Lθs(s,Xt,x;θ,qˆs , 0)ds+ U(X
t,x;θ,qˆ
T+ε2 )|Ft
]
≤ (T + ε2 − t)|L∗(0)|+M ≤ (T + 1)|L∗(0)|+M.
For the lower bound, we use again Proposition 2.3 (ii) to obtain that L∗(q) ≥
−H∗(0) ≥ −|H∗(0)|, for any q ∈ Rn. In turn, for any (θ, q) ∈ Θε[t, T +ε2]×H2[t, T +
ε2],
E
[∫ T+ε2
t
Lθs(s,Xt,x;θ,qs , qs)ds+ U(X
t,x;θ,q
T+ε2 )|Ft
]
≥ E
[∫ T+ε2
t
L∗(qs)ds+ U(X
t,x;θ,q
T+ε2 )|Ft
]
≥ − (T + ε2 − t)|H∗(0)| −M ≥ −(T + 1)|H∗(0)| −M,
and, thus, uε(t, x) ≥ −(T + 1)|H∗(0)| − M and |uε|0 ≤ C, for some constant C
independent of ε.
The uniqueness of the viscosity solution is a direct consequence of the continuous
dependence result, presented next. Its proof follows along similar arguments as in
Theorem A.1 of [22] and is thus omitted.
Lemma A.1. For any s ∈ (0, T + ε2], let u ∈ USC(Q¯s) be a bounded from above
viscosity subsolution of (3.1) with coefficients σθ, bθ and Hθ, and u¯ ∈ LSC(Q¯s) be
a bounded from below viscosity supersolution of (3.1) with coefficients σ¯θ, b¯θ and H¯θ.
Suppose that Assumption 2.1 holds for both sets of coefficients with respective constants
M and M¯ , uniformly in θ ∈ Θε, and that either u(s, ·) ∈ C1b (Rn) or u¯(s, ·) ∈ C1b (Rn).
Then, there exists a constant C, depending only on M , M¯ , [u(s, ·)]1 or [u¯(s, ·)]1, and
s, such that, for (t, x) ∈ Q¯s,
(A.2)
u−u¯ ≤ C
(
|(u(s, ·)− u¯(s, ·))+|0 + sup
θ∈Θε
{|σθ − σ¯θ|0 + |bθ − b¯θ|0}+ sup
θ∈Θε
|Hθ − H¯θ|0
)
.
The x-regularity of uε follows easily from (A.2) by choosing u = uε, u¯ = uε(·, ·+e)
and s = T + ε2.
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To get the time regularity, we work as follows. Firstly, let ρ(x) be a R+-valued
smooth function with compact support B(0, 1) and mass 1, and introduce the sequence
of mollifiers ρε(x) :=
1
εn ρ
(
x
ε
)
. For 0 ≤ t < s ≤ T + ε2, let uε′ be the unique bounded
solution of (3.1) in Qs with terminal condition uε′(s, x) = u
ε(s, ·) ∗ ρε′(x), for some
ε′ > 0. It then follows from (A.2) that, for (t, x) ∈ Q¯s,
uε − uε′ ≤ C|(uε(s, ·)− uε′(s, ·))+|0 ≤ C[uε(s, ·)]1ε′ ≤ Cε′.
Similarly, we also have uε′ − uε ≤ Cε′.
On the other hand, standard properties of mollifiers imply that |∂jxuε′(s, ·)|0 ≤
Cε′1−j . Next, define the functions w+ε′(t, x) := uε′(s, x) + (s − t)Cε′ and w−ε′(t, x) :=
uε′(s, x)− (s− t)Cε′ , where Cε′ = ( 1ε′ + 1)C, for some constant C independent of ε.
We easily deduce that they are, respectively, bounded supersolution and subsolution
of (3.1) in Qs, with the same terminal condition w
+
ε′(s, x) = w
−
ε′(s, x) = uε′(s, x).
Thus, by (A.2), we have w−ε′(t, x) ≤ uε′(t, x) ≤ w+ε′(t, x), for (t, x) ∈ Q¯s, which in turn
implies that |uε′(t, x)−uε′(s, x)| ≤ Cε′ |s− t|. Choosing ε′ =
√|s− t|, we then obtain
that
|uε(t, x)− uε(s, x)| ≤ |uε(t, x)− uε′(t, x)|+ |uε′(t, x)− uε′(s, x)|+ |uε′(s, x)− uε(s, x)|
≤ 2Cε′ + Cε′ |s− t| ≤ C(ε′ + |s− t|
ε′
+ |s− t|) ≤ C
√
|s− t|,
which, together with the boundedness and the x-regularity of uε, implies that |uε|1 ≤
C.
Finally, note that u(t, x) is also the bounded viscosity solution of (3.1) when
σθ ≡ σ, bθ ≡ b and Hθ ≡ H. Applying (A.2) once more and using the regularity of
σ, b, H and uε, we deduce that
uε − u ≤ C
(
|(uε(T, ·)− u(T, ·))+|0 + sup
θ∈Θε
{|σθ − σ|0 + |bθ − b|0}+ sup
θ∈Θε
|Hθ −H|0
)
≤ C (|uε(T, ·)− uε(T + ε2, ·)|0 + ε) ≤ Cε in Q¯T .
Similarly, we also have u− uε ≤ Cε, and we easily conclude.
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Fig. 1.1: Approximate values of u(0, x) with various time steps ∆ = 0.01/0.05/0.1.
Fig. 1.2: Approximate values of u(0, x) with various time steps ∆ = 0.01/0.05/0.1.
The figure zooms in Fig. 1.1.
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Fig. 1.3: Comparison of exact value and approximate values for u(0, 5) via the ap-
proximation scheme (2.12) and the Howard’s FD scheme with various time steps
∆ = 0.01/0.025/0.05/0.1.
hhhhhhhhhhhhhhhnumerical schemes
time steps
0.01 0.25 0.05 0.1
splitting approx. value 4.3655 4.3658 4.3664 4.3674
approx. error 0.012% 0.02% 0.032% 0.056%
running time (in seconds) 18.78 1.07 0.16 0.04
FD approx. value 4.3642 4.3632 4.3616 4.3588
approx. error 0.016% 0.039% 0.076% 0.142%
running time (in seconds) 7.01 0.43 0.03 0.01
Table 1.1: Comparison of running errors and costs for approximating u(0, 5) via the
approximation scheme (2.12) and the Howard’s FD scheme with various time steps
∆ = 0.01/0.025/0.05/0.1.
