Abstract-Channel temporal variability, resulting from fluctuations in oceanographic parameters, is an important issue for reliable communications in shallow-water-long-range acoustic propagation. As part of an acoustic model validation exercise, audio-band acoustic data and oceanographic data were collected from shallow waters off the West Coast of Scotland. These data have been analyzed for temporal effects. The average impulse response for this channel has been compared with simulations using a fast broad-band normal-mode propagation model. In this paper, we also introduce a novel technique for estimating and removing the bistatic reverberation contribution from the data. As propagation models do not necessarily account for reverberation, it has to be extracted from the signals when comparing measured and modeled transmission loss.
I. INTRODUCTION
T HE work to be described in this paper was carried out as part of the Marine Science and Technology Program (MAST III) project PROSIM (PROpagation channel SIMulator, 1996-1999) of the European Commission (EC). The aim of this project was to develop a software model of the underwater channel that would be able to predict the effect of a broad-band audio frequency source (400 Hz to 15 kHz), in shallow water acoustic channels, at realistic long ranges. Integral parts of the PROSIM project were sets of seagoing experiments designed to collect acoustic and oceanographic data for use in model validation. The acoustic data were analyzed to assess the channel temporal variability. The acoustic data were also analyzed to see if the deterministic propagation characteristics of the channel, such as the average transmission loss (TL), could be modeled using a broad-band normal-mode model. The experiments to be described were carried out in the Firth of Clyde off the West Coast of Scotland in the summer of 1997. In underwater acoustic communications, the shallow-water, medium-to long-range channel has long been identified as one of the most demanding environments in which to operate. Severe signal degradation can occur in such a channel due to multipath effects and the refractive properties of the channel, which may include multiple interactions with the sea bottom and sea surface. Temporal and spatial variability of the channel, which is particularly noticeable in areas affected by strong tidal currents, disrupts channel coherence. The long-range shallow-water channel is however, the very environment which is of particular interest to many research workers, e.g., in commercial applications arising from the needs of the oil and environmental agencies, in Autonomous Underwater Vehicle (AUV) development, and in equivalent defense applications. Future designs for reliable shallow-water acoustic communications equipment will require a better understanding of environmental parameters and how they effect the channel. Models such as the PROSIM model, which include both deterministic and stochastic acoustic propagation effects for range-dependent channels, will, we hope, be able to better predict the operational suitability of future systems [1] . This paper is organized as follows. Section II gives a brief description of the PROSIM project and the software package developed within this project. One of the models of the PROSIM package, the fast broad-band normal-mode model, has been used for model-data comparisons and is therefore described in more detail. The logistics and acoustic equipment used in the Clyde sea trials are described in Sections III and IV, respectively. The processing of the acoustic data is explained in Section V. The processed results comprise of, among other things, stacked plots of consecutively received matched filtered chirp signals. Each plot corresponds to a transmission period of 70 min, and was used to assess the temporal variability of the channel (see also [2] - [6] ). The mean impulse response and the corresponding mean TL were determined from each of the stacked results and subsequently compared to outputs of the PROSIM normal-mode model. The results of this model-data comparison are presented and discussed in Section VI. An important issue addressed in this paper is the extraction of the bistatic reverberation contribution from the mean impulse responses of the channel. When comparing modeled and measured TL, this reverberation has to be removed from the received signals, as propagation models do not necessarily account for reverberation. A novel technique for the reverberation removal is introduced in this paper. The main objective of the PROSIM project [7] was to develop a software package capable of simulating the effect of the (shallow-water) propagation channel on an input broad-band acoustic signal. The software package developed can be used for simulations of broad-band (400 Hz-15 kHz) sound propagation through both a time-and range-varying propagation channel. The PROSIM project is mainly intended for shallow-water applications. However, the software package can also be used for deep-water situations.
The software comprises both oceanographic and acoustic models. The acoustic models are capable of deterministic as well as stochastic sound propagation calculations. The models perform specific tasks to describe the complexity of the real ocean, such as internal waves, bubble plumes, ambient noise, and reverberation.
A common graphical user interface has been developed, which not only merges the models from the users point of view, but also adds features like output presentation of both oceanographic and acoustic simulations. Signal processing, such as matched filtering, can be applied to the modeled acoustic signals. The signals produced by the acoustic modules can be combined. The models all have their own specific user interface.
The combination of these models can be a unique tool for predicting underwater acoustic systems performances, such as communication systems for which channel stability and fading are major problems.
A total of eight new models were developed. The acoustic part of the package consists of a fast broad-band normal-mode code for calculating the received signals in the time domain and models for calculating the bistatic reverberation and ambient noise time signals. These signals can be combined and matched filtered in the case of FM transmissions. (The acoustic part of the package further comprises stochastic models capable of calculating the effect of internal waves and sea-surface agitation.) The oceanographic part of the package consists of models for the calculation of sea-surface wave spectra, subsurface air bubble concentration, and the effect of internal waves on the sound speed structure in the water column. The output of these oceanographic models can be fed into the stochastic acoustic models.
In order to ensure a large dissemination of the project results, the PROSIM software package in its executable version (and corresponding user manual [8] ) is available over the internet (http://www.saclantc.nato.int/mast/prosim). Also, the final technical report [7] is available at the PROSIM web site. This document provides the theoretical basis and domain of validity for each of the models and the innovations with respect to other existing models. As the output of the fast broad-band normal-mode model has been compared with the Clyde data, it is also described in this paper (see Section B).
B. The Fast Broad-Band Normal-Mode Model
The broad-band, deterministic propagation model implemented in the PROSIM software package is based on a recently developed model called ORCA [9] , [10] . Detailed information on the PROSIM broad-band implementation of the model can be found in [11] . The basics of the model are briefly described here.
The ORCA model is based on a layered normal-mode approach assuming that the inverse of the sound speed squared varies linearly with depth in each layer. Then, the acoustic field is given analytically as a sum of two independent Airy functions within each layer. The original ORCA model is capable of solving the eigenvalue problem in the complex plane, i.e., for nonfluid layers. For reasons of efficiency, however, the PROSIM version of the ORCA model only solves for the real eigenvalues and therefore, it can handle only fluid sediment layers.
Prediction of broad-band sound propagation may in general, be achieved by a brute-force frequency-by-frequency analysis to establish the transfer function of the waveguide. However, this technique is not practical for determining very broad-band transfer functions because of the computation time. The actual propagation model requires only an accurate determination of eigenvalues and mode functions for a subset of frequencies in the frequency band of interest. The eigenvalues and mode functions are then interpolated in frequency between this subset of calculated frequencies, in order to obtain a specific sampling of the transfer function. The frequency step size is a function of frequency, such that it increases with increasing frequency, since it was found that at higher frequencies, the modes are a smooth function of frequency. The step size is selected such that the difference in number of modes between two adjacent frequencies is less than two, with a minimum step size of 15 Hz. The interpolation technique is not applicable to all environments such as, for instance, double duct problems, where modes are shifted from one duct to the other. In this case, the frequencies and the corresponding modes where the shifting appears are identified, and the accurate brute-force frequency-by-frequency technique is applied only for those frequencies and modes.
The model is able to handle range-dependent environments within the adiabatic approximation, i.e., coupling of energy between modes caused by the range dependency is neglected. The range-dependent environment is divided into a sequence of range-independent segments. The eigenvalues and mode functions are evaluated for each range-independent segment and for a frequency sub-band of the total frequency band of interest. Hereafter, the frequency sub-band is changed, and the calculations start at the first segment and proceed out to the last segment. The procedure continues until all the frequency sub-bands have been analyzed.
The propagation model is able to approximate a source beam with a Gaussian shape, constant for all the frequencies, decomposing it as a sum of normal modes each multiplied by the appropriate shading coefficients. The beam is parameterized by two angles, aperture, and tilt. The computational speed of the model is a function of the number of layers describing the environment in depth and the maximum frequency and bandwidth considered. The calculation of broad-band transfer functions up to 10 kHz of shallow-water acoustic wave guides involving hundreds of modes and thousands of frequencies can be performed in a few minutes on a state-of-the-art workstation. For a very broad-band transfer function, and including range dependence, which is the case for the Clyde situation,the computation time approachesabout 30 min.
III. THE CLYDE EXPERIMENT: TRIAL LOGISTICS
Bistatic acoustic propagation experiments were performed along a track, with a typical water depth of 70 m, 10 km to the west of Troon harbor on the west coast of Scotland (see Fig. 1 ). This is a well documented section of the Firth of Clyde and much oceanographic data already existed for this test area. Two research vessels (R.V.) were used, both of which were anchored during acoustic transmissions (see Fig. 2 ).
The R.V. Prince Madog (indicated TX) was used to deploy the acoustic source, while the R.V. Calanus (indicated RX) was used to deploy the hydrophone array. R.V. Prince Madog was anchored at a fixed position for all the experiments (55 31.5'N, 4 49.9'W). The R.V. Calanus was anchored at approximate ranges of 2, 5, 10, and 18 km from the source ship. Source depths of 10-15 m (designated as shallow source), or 30-40 m (designated as deep source) were used. A vertical array consisting of three hydrophones, located under water at approximately 10, 35, and 55 m, were used. Both source and hydrophone depths were monitored using attached depth sensors. The R.V. Prince Madog also acted as the platform for oceanographic data logging. Conductivity Temperature Depth (CTD) profiles, thermister string deployments, current meters, and some core samples were taken during the trials. Along the track, water depth measurements (using the ship's echo sounder) and bottom type measurements (using a RoxAnn device [12] ), were performed. The bottom type found was a soft smooth mud bottom, which is in agreement with geological maps of the area (see Fig. 1 ). During acoustic transmissions, which lasted for periods of over 4 h, CTD profiles were logged at hourly intervals from each of the research vessels. 
IV. ACOUSTIC EXPERIMENTS
Linear FM sweeps, or chirps, were chosen as the main transmit signature for these experiments, as they are, in essence, broad-band testing pulses. Through matched filtering of the received data with a transmit replica, pulse compression is obtained, enabling the fine structure of multipath arrivals to be identified.
A Hanning weighted chirp of bandwidth 1-8 kHz with a pulse duration of 1 s was transmitted with a maximum power of 205 dB ref. 1 Pa at 1 m. The source pulse was transmitted every 35 s over a period of 70 min, giving a total of 120 pulses for each configuration.
A pair of EdgeTech piston type ceramic projectors, normally used in high-resolution sub-bottom profilers, were used as the source for this experiment. These devices enabled a source frequency range of 400 Hz-15 kHz to be achieved with a 3-dB variation across the full frequency band. These modified piston type projectors have beam patterns that are not quite fully omni-directional over the frequency band of the experiment. This presents a problem when equipment is deployed using vertical wire deployment techniques. A novel azimuth bearing alignment system was developed to ensure a constant acoustic axis bearing with the receive ship. A schematic of the projector arrangement is shown in Fig. 3 . Four fins, attached to the central axis of the main support shaft, align themselves in the direction of the current flow. The orientation of the central axis of the projector, with reference to the current flow direction, is made using a stepper motor controlled by a commercial autohelm control system. The compass for this autohelm system is located in the pressure housing fixed to the bottom plate of the projector cage. As the current flow direction changes (with tides etc.), the control system keeps the projector's central acoustic axis on a direct bearing with the receive ship. The system was shown to maintain a deviation of within 8 deg (equivalent to only 1-dB source variation across the band) over the experiment duration [13] , [14] .
The hydrophones are one-inch omni-directional broad-band ball hydrophones with a sensitivity of 200 dB ref. 1 V per Pa. The hydrophones have a wet-end 60 dB pre-amplifier with differential line driver output up the cable to the surface. At the receiving station, the signal was converted back to single ended, filtered and gain adjusted as required for input onto a Racal Storeplex digital recorder. The three hydrophone signals plus an IRIG-B time-code were recorded on the recorder. These data were later extracted from the Storeplex tapes and transferred onto CD-ROMs, using standard RIFF WAV file formats. The IRIG-B signal, used as the universal time code for all the equipment, was generated from the global positioning system (GPS) receivers on both ships.
V. DATA PROCESSING
In order to characterize the acoustic channel, the 120 FM pulses received on each hydrophone were analyzed for the 2-, 5-, and 10-km source/receiver ranges. This accounted for over 2500 sections of pulse data. A further 1200 sections were also analyzed for ambient noise. Each of the processing steps is explained below.
A. Matched Filtering
Pulse compression is achieved through the use of a correlation receiver or matched filter. The received signal data were correlated with a 1-8-kHz chirp replica of the transmit waveform, adjusted to take account of the Hanning weighting and projector sensitivity gains.
Matched filtered data of 1.5 s were used in order to examine the arrival time structure of the returns. The start point of these data, was set to approximately 0.4 s prior to the maximum level of the matched filtered data. This allows the background noise level and any early low-level multipaths to be observed. The main multipaths and the signal reverberation are observed during the remaining part of the time window.
B. Stacked Plot
In order to display the temporal variability of the channel, a stacked plot of 120 matched filtered data arrays was produced for each of the ranges, and projector and hydrophone depths (in total 18 configurations and thus 18 stacked plots). Fig. 4 shows the stacked plots for the deep source and the deep hydrophone for the 2-, 5-, and 10-km range. Pulse number against time is displayed with a color scale bar giving the amplitude levels in decibels. A 0.1-s window on these plots allows the main multipath arrival structure to be noted. At the right side of each of the stacked plots we have plotted the TL corresponding to each pulse (see also Section V-D).
The stacked plots provide a visual appraisal of the channel. It is observed directly from these plots that the time dispersion and reverberation decay time decrease with range. Also, there is more time variability for the longer ranges. A further quantitative analysis of the data quantifies this assessment (see Table I ). 
C. Median Plot
The average impulse response (in the band 1-8 kHz) of the channel is obtained by producing the median of the 120 matched filtered data arrays for each configuration. In Fig. 5 , the median plot, corresponding to the stacked plots of Fig. 4 , is displayed for the full time scale of 1.5 s to show the average noise and the reverberation decay. In Fig. 6 , it is displayed with a 0.1-s scale to give additional information on the multipath structure. These averaged data are used for further analysis of TL, initial reverberation level, reverberation decay time, and noise level. 
D. TL
TL is the difference between the transmitted power (at 1 m from the source) and the received power, and is the sum of loss due to geometrical spreading and loss due to attenuation [15] . The received power is calculated from the sum of the sampled data-set for the median signal. We thereby obtain TL averaged over the band 1-8 kHz. (Note that most of the energy is concentrated at 4.5 kHz due to the Hanning weighting of the pulse and the projector sensitivity).
As the received signal also contains noise, this noise power has to be removed from the received signal. The noise power per time sample is calculated as the average level in a section of data taken prior to the multipath arrivals.
The received signal also contains a (bistatic) reverberation contribution. When comparing modeled and measured TL, this reverberation has to be removed from the received signals, as propagation models do not necessarily account for reverberation. Section F explains the method we applied for this reverberation removal. It will be shown for the Clyde data that the contribution of the bistatic reverberation to the received signals cannot be neglected.
The TL values corresponding to each pulse are plotted at the right of the stacked plots (Fig. 4) . These TL values are averaged and the standard deviation taken. Table I provides the averaged TL values with their standard deviation for all 18 configurations. This table also provides the geometrical information of the configurations and the wind speeds encountered. Further, the table includes the time dispersion, the reverberation parameters and the ambient noise levels as derived from the measurements (as discussed in the following sections).
E. Ambient Noise
The ambient noise power spectral density was calculated by taking the square of the standard deviation of the raw (pre-matched filtered) signal, dividing the result by the bandwidth, and converting to decibels. The ambient noise was calculated from 60 2-s data sections taken prior to the first multipath arrivals. A mid-frequency band from 1 to 4 kHz, and a high frequency band from 4 to 12 kHz were used. The two-second section of data was filtered using a seventh-order Butterworth bandpass digital filter for the two bands of interest. The resulting values for the ambient noise spectral density are presented in Table I .
The receiver depth, wind speed, water-sound speed profile and geo-acoustic bottom parameters are known to be the variables that determine the ambient noise level. However, it was found (see Table I ) that the ambient noise levels hardly depend on these parameters. Therefore, a simple graphical comparison of the derived spectrum noise levels is made with average wind-driven levels compiled for deep water [16] . This plot is shown in Fig. 7 .
It can be seen that for the 1-4 kHz band, the measured ambient noise levels are a few decibels higher than the average deep-water levels corresponding to the wind speeds encountered during the experiments. As we are dealing with a shallow-water situation, the contribution of bottom-reflected ambient noise can most probably not be neglected. Further, shipping noise will probably contribute to the noise in this band, as a large number of fishing boats were present during the experiments. For the 4-12-kHz band, the agreement between measured noise levels and the average deep water levels is a little closer, but the measured levels are still higher than the average deep-water levels.
F. Reverberation Extraction Using Reversible Jump Markov Chain Monte Carlo
Reverberation is the result of the scattering of source energy due to inhomogeneities both within the water column and from the channel boundaries. With reverberation, we mean all sound that is scattered away from the specular direction, both in the vertical plane of propagation (containing source and receiver) as well as out of this plane. The multipaths discussed before refer to that part of the signal corresponding to sound that is reflected coherently in the specular direction at the boundaries of the channel.
Extracting a measure of the reverberation from experimental data is important for two reasons. One, not an issue for this paper, is that extracted reverberation data can be used for comparison with reverberation model outputs. The other, of interest here, is in the comparison of modeled and measured TL (see Section VI). Since the PROSIM normal-mode model does not account for the reverberation (i.e., all nonspecular scattered sound), the reverberation has to be removed from the received signals. It will be incontrovertibly shown in Section VI that the contamination of TL by reverberation is significant. Assuming that the reverberation decay is exponential, a naive approach might be to fit the best exponential function to the data and assume the residual contribution to be multipath returns. Unfortunately, this fit would be such that a large contribution from the multipaths is allocated to the reverberation. In order to overcome this limitation, it is proposed to fit simultaneously, a parametric model to the reverberation and one also to the unknown number of multipaths. The reversible jump Markov Chain Monte Carlo (MCMC) methodology [17] can be applied in order to achieve this.
1) The Reverberation Waveform Descriptors: Fig. 8 shows an example return. This is decomposed into four sections, which are: 1) an initial background noise level; 2) a roughly linear rise to the peak reverberation amplitude; 3) an exponential decay from this initial peak back toward the background noise level; and (4) a number of superimposed spikes, corresponding to multipath returns, predominantly within the range of the reverberation decay. Multipaths may occasionally appear slightly before the initial peak as a result of the low-frequency chirp transferring through the seabed.
The parametric model considered is therefore, as follows. There are six parameters that describe the reverberation (see Fig. 8 ). These include two from the start point of the rising linear component , the amplitude of which is an estimate of the background noise level before the first return, two from the end-point of the rising linear component , which is also the peak of the exponential reverberation decay, the exponential decay rate , and the standard deviation of the noise around the model , i.e., the residual error. The height of the endpoint was also estimated initially as a guide to the estimation of and . The number of multipaths, , is treated as a model parameter to be estimated and then, given multipaths, multipath is modeled as an isosceles triangle with parameters for its position , width and amplitude . Multipaths might ideally be modeled as exponentially decaying, as the physical process producing them would suggest. However it was noted that, once they are superimposed, the shape of the decay is at first, almost symmetrical to the initial increase, and then becomes negligible. Thus, the isosceles triangle model is a reasonable approximation, the error in which is easily outweighed by a reduction in computation.
2) The MCMC Algorithm: The principal problem we face in fitting this model to the given data sets is that the number of multipaths, , is unknown and must also be estimated. MCMC [18] is a sampling methodology which, through its reversible jump [17] extension, allows us to estimate both the number of parameters and their values simultaneously. The Markov chain is constructed to explore samples from a distribution defined over a parameter space which may vary in size [17] , such that states of the chain (which represent points in the joint distribution of the model parameter values) are visited in proportion to their probability. The optimal (maximum) value of this joint distribution is then found. If desired, the distribution may also be used to examine the quality of this estimate by considering the variance of the joint distribution.
We use a Bayesian approach to estimate the maximum a posteriori (MAP) probability of the parameter set . In the Bayesian paradigm, the a posteriori probability of for a given data set is proportional to the product of the likelihood of the data under the particular model parameter set with a probability representing the set of a priori assumptions about (1) The fit of the data to the model is incorporated in the likelihood component. This is calculated at each iteration as (2) where number of samples in the data-set; data value at sample ; value of the model calculated for sample from the parameters ; standard deviation of the residual noise after the model has been fitted. Known constraints on the model parameters can be incorporated into the a priori term and these are discussed later in this section.
Bayesian MCMC methods involve constructing a Markov chain that will iteratively converge to, and then explore, the a posteriori distribution of the parameters . After any iteration, the parameter values are considered as samples from the a posteriori distribution and so the distribution estimate is built up. In this case, a variant of the Metropolis-Hastings algorithm [19] , [20] was applied, where the moves in the chain are proposed from an arbitrary distribution and accepted or rejected according to an acceptance probability, , as detailed in [18] .
A single iteration of the algorithm would proceed as follows.
1) Update a multipath estimate.
a) Choose a parameter to update-a width, amplitude or position, or an increase or decrease in the number of multipaths. b) In the case of adding a new multipath, propose an initial width, position and amplitude. c) In the case of deleting an existing multipath, remove one at random. d) Otherwise, choose a multipath at random and change its width, amplitude or position parameter, as detailed below. e) Calculate the acceptance probability and accept or reject the new parameter value(s).
2) Update the reverberation estimate.
a) Choose a parameter to update at random from the set of . b) Calculate the acceptance probability and accept or reject the new model values.
3) Update the noise estimate in the same manner.
The a posteriori distribution was allowed firstly to converge to the stationary distribution of the Markov chain and values obtained from iterations that took place prior to convergence were disregarded in the post-processing stage.
3) Parameter Ranges and Distributional Assumptions:
Some comment is required on the assumed a priori probabilities for each of the parameters and the probabilities of proposing particular parameter updates. The multipath parameters were chosen as follows.
Number of multipaths, -Multipath arrival rate is variable, with a maximum around the time of first return. However, since the interval in which multipaths will arrive is finite, this rate may be approximated by a constant rate and so the prior distribution of the number of multipaths can be taken to be a Poisson distribution with parameter , which depends on the bistatic source/receiver range. In the final analysis, the expected number of multipaths was taken as five for the 10-and 18-km ranges, ten for the 5-km range, and 15 for the 2-km range, based loosely on the posterior analysis of some previous simulations.
Position, -The prior distribution on each was chosen to be uniform over the range of the signal. Given that the move on iteration were a change in position to the -th multipath at location , then, the probability of proposing a value as the new position for this multipath was taken to be Gaussian (normal), such that , conditional on being in the range of signal values. (That is, the standard deviation of the Gaussian distribution is taken to be 20 time samples).
Width and amplitude -The prior distributions of width and amplitude were chosen to be uniform over the top 90% of a given range in each case. For , this range was 80 samples and for it was 30 dB. The bottom 10% of both ranges was dismissed on the grounds that a spike this small was indistinguishable from background noise. The proposal distributions for each were also Gaussian, so that a new width would have probability and a new amplitude would have probability . Proposal ratio-Different parameter types were varied with different frequencies. This was done to allow newly-introduced multipath peaks time to explore their position, width, and amplitude distributions without being removed too quickly.
The reverberation parameters were allowed a fixed number of iterations to settle before the algorithm proposed any spikes. The a priori distribution of , the start of the linear increase, was uniform on the signal length, although the initial value was chosen to be toward the start of the signal. Common sense dictates that the range of remain bounded below by and the range of and bounded, respectively, above and below by the endpoint value , since decay would start at a maximum and decay to the background noise level. Again, appropriate Gaussian proposal distributions were selected. The reverberation decay function, in terms of samples , was
The a priori distribution of was uniform over an appropriate range [0.000 01, 0.01]. Changes to log were proposed from a Gaussian distribution. The values of in Table I were calculated from the estimate of and the known sampling rate. The definition of in this table is the time taken for the reverberation to decay to 50% of its initial value.
The noise parameter also had a Gaussian proposal distribution, with an appropriate range in (i.e., nonzero positive real numbers).
Post processing was done by selecting the mode of the multipath number distribution, then a -means clustering of the multipath and reverberation parameter estimates which corresponded to this value of . The final fitted model was subtracted from the data to leave a residual error. For source depth-hydrophone depth-range combinations where the residuals were large, the simulation was repeated with a larger number of iterations. This residual error was used to determine whether the chain had converged or not.
The results of the MCMC algorithm applied to the averaged impulse response for the 2-km range (deep source/deep hydrophone) is depicted in Fig. 9 . The reverberation results, i.e., initial level and decay time, for all configurations can be found in Table I .
G. Time Dispersion
In order to determine the average time dispersion of the multipaths over the 120 received pulses, the median signal was analyzed. To study the multipaths, the noise and reverberation of the signals had first to be subtracted from the total signal using the results obtained from the MCMC technique. Once this background was removed, the time dispersion was then calculated. The multipath signals were studied under conditions that allowed a threshold level to be set which gave the maximum likelihood of including a multipath, but excluded noise spikes. The threshold level was set to 5% of the maximum level (in Pa) of the signal, with a minimum level of 1200 Pa. These results are presented in Table I . In general, these results show that the time dispersion of the signal decreases with range.
VI. MODEL DATA COMPARISON
We have run the PROSIM broad-band normal-mode model for all geometrical configurations employed during the experiments (except the 18-km range). This gives two source depths times three hydrophone depths times three ranges (2, 5, and 10 km), viz., in total, 18 geometrical configurations. Because of the strong variability in the received signals (especially at 5-and 10-km range), it is difficult to compare them with those predicted with the deterministic normal-mode model. Still, a direct comparison of the measured averaged impulse response (median signal) with the modeled impulse response (i.e., multipath arrival structures) can provide useful insights. The required model-input data are described in Section VI-A, and the comparison itself is presented in Section VI-B. A comparison of the corresponding measured and modeled TL is presented in SectionVI-C.
A. Input Data for the Normal-Mode Model
Certain inputs to the model are explicitly known. These include the geometrical configuration, viz., the ranges between the ships (as calculated from the GPS ship positions) and the source and receiver depths (as obtained from the depth sensors mounted on the source and receiving hydrophone string). These geometrical data can be found in Table I .
The water column sound speed profiles that were used for the model input were obtained from CTD casts carried out from the receive ship. As CTD casts were performed hourly, we could select an appropriate profile for each configuration, i.e., a profile taken at the time or close to the time of each of the experiments. As we selected a single profile for each configuration, we did not account for the range dependence of the sound speed in the water column. Since the normal-mode approach requires the input sound speed profile to consist of a limited amount of layers, we have applied a piecewise linear approximation to the measured profiles, such that the maximum difference between the original and approximated profile is less than 1 m/s. Fig. 10 gives the approximated profiles for each of the configurations. Note that this figure provides information on the typical amount of variability observed during the Clyde experiments.
The bathymetry of the track was measured using the echo-sounder of the receive ship and appeared to be fairly range dependent. To run a normal-mode model employing the adiabatic approximation the track has to be divided into a number of segments, each with a constant water depth. The division in segments is based on bathymetry changes along the track and is such that the jump in water depth between adjacent segments is a constant. The water-depth jump should be sufficiently small such that decreasing this jump, and thereby adding more segments, has no further influence on the received signal. From the received signals calculated as a function of depth jump (ranging from 0.5 to 10 m) we have concluded that a 4-m jump is sufficiently small.
For a range of 10 km, the 4-m depth jump resulted in six range segments. Fig. 11 shows the measured bathymetry and the applied segmentation. The echo-sounder track does not exactly coincide with the acoustic track, and therefore, the actual bathymetry along the acoustic track can deviate from the bathymetry shown in Fig. 11 . This allows the bathymetry to be varied within a few meters when improving the match between modeled and measured signals (see next section for details).
The normal-mode model used assumes the bottom to consist of a single sediment layer overlying a homogeneous subbottom. The sound speed in the sediment is allowed to vary with depth. The densities and attenuation constants in sediment and sub-bottom are assumed constant.
For obtaining information on the geo-acoustic bottom parameters, use has been made of a geological map of the British Geological Survey (BGS) as a guide [21] . Fig. 1 shows this geological map of the Clyde area, according to which the sediment type along the acoustic track is classified as type mud (i.e., silt and clay). According to [22] , the majority of the sound speeds that were measured for mud sediments have values ranging from 1450 up to 1575 m/s. The average density of mud sediments amounts to 1.5 0.2) g/cm [23] . Measured attenuation constants in marine sediments are known to exhibit a large spread. A realistic start value for the attenuation constant in mud is taken to be 0.15 dB/ [23] . We assumed a linearly increasing sound speed in the sediment. The typical sound-speed gradient found in mud sediments is about 1 s [22] . According to the BGS map, the sediment thickness along the acoustic track varies between 20 and 40 m [21] . At the given frequency band of interest (centered around 4.5 kHz) and for the given sediment attenuation, the penetration of sound in the sediment is less than about 10 m. For sediment thickness we therefore adopted a value larger than 10 m, viz., 20 m being the minimum value according to the map. For this set of sediment parameters, all sub-bottom parameters were found to have no influence on the model output. In order to limit the number of normal modes and hence the computation time, the sub-bottom sound speed was set to 1600 m/s. Further, the sub-bottom density and the attenuation constant were set arbitrarily at 1.75 g/cm and 0.7 dB/ , respectively.
As mentioned in Section II shear can not be taken into account when using the broad-band implementation of ORCA in PROSIM. Shear speeds are known to be low for mud sediments, i.e., less then 200 m/s up to a sediment depth of 20 m [15] , [23] . From calculations of the plane wave reflection coefficient of a mud sediment, with and without shear, it can be concluded that neglecting shear in the sediment is a valid approach for the analysis presented here.
B. Comparison of Measured and Modeled Impulse Responses
In an attempt to model this complicated environment at the relatively high frequencies of interest, we have proceeded as follows. We start with the 2-km range data (deep source). From a preliminary set of model runs, we have found that the sediment density and the sediment sound speed gradient have only a very small influence on the received signals. The sub-bottom parameters and sediment thickness ( 10 m) have no influence at all (see previous section).
From all geo-acoustic parameters, the upper sediment sound speed has by far the most significant influence on the propagation: increasing or decreasing the upper sediment sound speed results in an increase or decrease, respectively, of the amount of multipaths, but not in a time shift of the individual multipath arrivals. From varying the upper sediment sound speed, using the nominal values for the geometrical parameters (see Table I ), a value of about 1525 m/s was found to result in modeled signals with a time dispersion comparable to that of the measured signals.
As a next step, to further improve the precise match of the multipath arrival structure we have varied the geometrical input parameters within acceptable limits, i.e., source depth 2 m, in steps of 1 m, receiver depths 2 m, in steps of 1 m, source/receiver range 100 m, in steps of 20 m, and bathymetry 6 m, in steps of 1 m, around their nominal values (see Table I ). For the latter parameter, i.e., the bathymetry, we used the measured bathymetry as shown in Fig. 11 and applied an offset to it. The justification for applying an offset to the echo-sounder measurements is that the echo-sounder track did not exactly coincide with the acoustic track. According to bathymetry maps, the offset can be as large as 6 m.
As expected, water-depth offset turned out to have the greatest influence. Applying a water-depth offset of 5 m resulted in the best model-data match for all three hydrophones simultaneously. This offset corresponds to a water depth at the source of 61 m, which is in accordance with the bathymetry maps. For this new bathymetry, we have again considered the influence of the source depth, source/receiver range and receiver depth within the limits given above. Adjusting the receiver depths from their baseline values resulted in a further improved model-data match. It is emphasized that although we have carried out a large amount of model runs (several hundreds), we have only considered a small subset of all possible parameter combinations. Performing an exhaustive full inversion for all parameters of the geo-acoustic profile would require a huge amount of model runs, which, at these high frequencies of interest is not practical. It can be concluded that a set of parameters, comprising both geometrical and geo-acoustic parameters, is derived that, for the 2-km range, results in an acceptable match between data and model. Especially the first two groups of multipaths (within the first 10 ms) are modeled quite good for all three hydrophones simultaneously. The locations of the later arrivals are less well modeled. Fig. 15 shows the received signals for the 5-km range (deep source, middle hydrophone). As in the case of the 2-km data, we extensively searched for a set of both geometrical and geoacoustic parameters in an attempt to model these signals. However, none of the tested input parameter sets has resulted in an acceptable match. Obviously, the strong time variability at this range precludes a deterministic modeling of the precise multipath arrival structure. However, the decreased time dispersion for the 5-km range, compared to that at 2 km, can only be explained with a lower sediment sound speed, i.e., sediment sound speed has to decrease with range. This is also in accordance with the expected transition from sandy mud to mud with increasing range (see Fig. 1 ). Ignoring range dependence in the surficial sediment speed would have resulted in an increase in time dispersion with increasing range. On the contrary, measured time dispersion decreases with increasing range (see Table I ). A sediment speed of 1510 m/s at 5-km range from the source can explain the observed time dispersion.
Due to the very high time variability of the 10-km range signals, an acceptable model-data agreement could not be obtained (see Fig. 4 ). Further, it should be emphasized that we are considering propagation of relatively high-frequency sound in only 70 m of water over a range of 10 km (which is over 140 times the water depth). We therefore postulate that at 10 km, the applied modeling is too simple.
C. Comparison of Measured and Modeled TL
In this section, we will consider TL as a more quantitative measure for the agreement between data and model output. In Section V, the measured TL values are presented (see Table I ). Also, the necessity for removing the background (i.e., reverberation plus noise) from the received signals is emphasized.
When determining TL, the received signal has to be integrated over a certain time window or integration time, i.e., the energy of the received signal has to be determined. In the presence of noise, this integral has to be corrected by subtracting the integral of a part of the data containing no multipath arrivals (over the same integration time). The choice of integration time is the issue of discussion here. This process is illustrated by the solid line in Fig. 16 showing TL (as determined from the averaged impulse responses for the 5-km configuration) versus the integration time. The integration time should be selected such that TL has become constant. However, the presence of reverberation causes the final TL value obtained to be highly underestimated, i.e., too low. (Basically, the slowly decaying reverberation can be observed in the solid lines). This is shown by the dashed lines in the figure, representing TL versus integration time when using received signals corrected for reverberation (and noise) according to the MCMC method. It is clear that these curves converge more rapidly. The differences in the plateau values of the dashed and solid lines can not be neglected and represent the contribution of reverberation to TL. The true TL, however, corresponds to the plateau value of the dashed curve.
Employing the optimum model input parameter set as derived in the previous section, we also calculated the received signals for the shallow source setting of the 2-km experiments. For all signals modeled for the 2-km range we subsequently determined the TL values and plotted them against measured TL in Fig. 17 . Also plotted in the figure are measured TL against modeled TL for the 5-km data using the corresponding surficial sediment speed (see previous section).
It can be seen that experimental and modeled TL agree well for all configurations, except for those with the shallowest hydrophone. For the 5-km experiments the agreement is good for Fig. 17 . Measured TL plotted against modeled TL for the 2-and 5-km data. The vertical bars indicate the uncertainties on the measured TL due to the time variability (see the standard deviations on measured TL given in Table I ). TL corresponding to the shallowest hydrophone is plotted bold. the deep source experiment, but somewhat worse for the shallow source experiment.
VII. SUMMARY AND CONCLUSIONS
In this paper, we reported the results of an analysis of broad-band (1-8 kHz) shallow-water acoustic data. Linear FM pulses were transmitted for a period of 70 min for two source depths, three receiver depths, and three ranges (2, 5, and 10 km). The received signals were all matched filtered revealing the multipath arrival structure, thereby obtaining the impulse response in the band 1-8 kHz. For each of the configurations, time variability was assessed through visual inspection of stacked plots, each of which display 120 matched filtered received signals corresponding to the 70 min transmit period. Time variability was found to increase with increasing range. Time dispersion of the multipath arrivals and the reverberation decay time were observed to decrease with increasing range. The observed temporal and spatial variability are important pieces of information for the design of long-range shallow-water communication systems.
The average impulse response (in the band 1-8 kHz) was determined for each configuration and subsequently compared with the output of a fast broad-band normal-mode model. This model was developed within the EC MAST III project PROSIM. For the shortest range of 2 km, an exhaustive search for both geometric and geo-acoustic parameters was carried out, resulting in a set of parameters that gives an acceptable match between modeled and measured multipath arrival structure. The obtained geometric parameters are realistic and the derived geo-acoustic parameters correspond to a mud sediment which is in agreement with the geological map of the area. The time variability in the received signals at the 5-km range is strong and, therefore, an acceptable model-data match could not be obtained. However, the measured time dispersion at this range requires a decrease in surficial sediment sound speed compared to the 2-km range data. This is in accordance with the expected transition from sandy mud to mud with increasing range as indicated by the geological map. Also for the 10-km range data, the received signals could not be modeled. Due to the very strong time variability at 10 km, it was concluded that the deterministic modeling applied at the 2-km (and 5-km) range is too simple. Further research is directed toward modeling the time variability using the internal wave model of the PROSIM software package.
A comparison was made between measured TL and TL modeled using the same broad-band normal-mode model and the optimized model input parameter sets. Since the model does not account for the reverberation contribution (as is not unusual for propagation models), the reverberation had to be removed from the measured signals as its contribution could not be neglected. A novel method is introduced for extracting the reverberation from the data. We have demonstrated that this method works robustly on real data and can be regarded as an approach to empirically filter the reverberation out of the received data without using an acoustic model. Measured TL (corrected for reverberation) and modeled TL are found to agree well for the 2-and 5-km range data, except for the shallowest hydrophone.
