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Resumen
Este trabajo tiene como objetivo reconocer escritura manuscrita obtenida digitalmente como
secuencias de puntos de una manera robusta; e´sto es, reconocer trazos indistintamente de que
sean dı´gitos, letras o sı´mbolos matema´ticos. Se probaron diferentes me´todos basados en la mis-
ma idea: tratar las secuencias de puntos como curvas continuas, lo cual es posible aproximando
los trazos mediante bases de polinomios ortogonales. Se probara´ que dichas aproximaciones ca-
racterizan muy bien a los trazos, permitiendo alcanzar una alta precisio´n en el reconocimiento,
y eficiencia computacional. Se obtuvieron buenos resultados en dos bases de datos diferentes,
una de dı´gitos y otra de letras.
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1. INTRODUCCIO´N
1. Introduccio´n
1.1. Motivacio´n
Actualmente es posible escribir en dispositivos electro´nicos, sobre todo con la llegada de las
Tablet PC, pizarras ele´ctricas, celulares touch-screen y las pantallas ta´ctiles. Tambie´n cabe des-
tacar algunos e-Readers que permiten la escritura, convirtie´ndose en papel electro´nico. La escri-
tura se realiza generalmente con un stylus (la´piz), abriendo la puerta a nuevas interacciones
ma´s alla´ del teclado y mouse. En la figura 1, puede apreciarse una variedad de dispositivos que
permiten la escritura con la´piz.
Figura 1: Tabletas
A pesar de que exista una variedad importante de tales dispositivos, no hay todavı´a una
aplicacio´n sobresaliente de reconocimiento para ellos. El usuario ve al stylus como un mou-
se sofisticado, sin que se logre una mejora significativa en la productividad al no explotar la
potencialidad del mismo. Un buen sistema de reconocimiento de escritura (handwriting recogni-
tion3) podrı´a permitir al usuario una mejor experiencia con respecto al papel y la´piz tradicional,
permitie´ndole obtener resultados inmediatos a partir de su escritura, como ser resultados ma-
tema´ticos.
1.2. Organizacio´n del trabajo
En la seccio´n 2, se introducen los conceptos generales de reconocimiento de escritura; en la
seccio´n 3, se introducen los fundamentos teo´ricos en los que se basa el trabajo; en la seccio´n 4, se
explica la extraccio´n de caracterı´sticas; en la seccio´n 5, se comentan los me´todos de clasificacio´n
utilizados; en la seccio´n 6, se comparan todos los me´todos; en la seccio´n 7; se provee una visio´n
futura de las posibles aplicaciones de los me´todos explicados; y por u´ltimo, en la seccio´n 8, se
presentan algunas conclusiones.
3Muchos te´rminos utilizados aquı´ se dejan intencionalmente en ingle´s, facilitando la bu´squeda de contenido
para tales te´rminos.
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2.2. SEGMENTACIO´N
2. Conceptos Generales
En esta seccio´n se describira´n las partes esenciales de sistema de reconocimiento de escritura
manuscrita, permitiendo ası´ aclarar en do´nde se centrara´ este trabajo. Tambie´n se comentara´n
brevemente las etapas que intervienen en el proceso de reconocimiento de escritura.
2.1. Reconocimiento Online vs Offline
A diferencia del enfoque Offline de handwriting recognition, el cual pretende reconocer caracte-
res a partir de una imagen, el enfoque Online intenta el reconocimiento a partir de secuencias de
puntos, aquı´ llamados trazos (strokes). Ambos enfoques esta´n esquema´ticamente representados
en la figura 2.
Bitmap data
Input pattern
Pen tracking data
Offline recognition Online recognition
Figura 2: Offline vs Online.
Como puede verse, en el enfoque, se conoce el orden en que cada uno de los puntos fue
escrito. Ası´, es posible diferenciar distintos estilos de escrituras, a pesar de que el resultado
final puede que sea el mismo. La utilizacio´n de un stylus en un dispositivo electro´nico permite
usar el enfoque Online.
2.2. Segmentacio´n
En el presente trabajo, se asume que la escritura esta´ en imprenta y que los sı´mbolos esta´n bien
distanciados entre sı´. En la figura 3, se muestran distintos niveles de dificultad en la segmenta-
cio´n, variando desde el caso ma´s simple (el ya segmentado, caso 1) hasta el caso ma´s complejo
(mezcla de escritura cursiva e imprenta, caso 5). Se considera el caso 2 para la construccio´n
de la base de datos. Los niveles superiores de escritura requieren de un trabajo adicional de
segmentacio´n que no entra en el alcance de este trabajo.
1.
3.
4.
5.
2.
Figura 3: Niveles de dificultad en segmentacio´n [Connell 00].
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2. CONCEPTOS GENERALES
2.3. Etapas del Reconocimiento de Escritura
En el ana´lisis de escritura manuscrita se pueden reconocerse las siguientes posibles etapas:
2.3.1. Coleccio´n de trazos
Un sı´mbolo4 puede ser escrito con un so´lo trazo (Single-Stroke) o con muchos (Multi-Stroke), ver
figura 4. El problema de determinar que´ trazos pertenecen a que´ caracteres es llamado Stroke
grouping. Observar que esta etapa depende de la segmentacio´n asumida, ver seccio´n 2.2.
Single-Stroke Single-Stroke Multi-Stroke
Figura 4: Los dos primeros trazos son Single-Stroke, y el u´ltimo es Multi-Stroke.
2.3.2. Preproceso
En el preprocesado pueden aplicarse diferentes tipos de filtros. El suavizado elimina el ruido
frecuentemente presente al principio y final de cada trazo. La normalizacio´n por resampling
ayuda a unificar distancias entre los puntos, y la normalizacio´n por resizing asegura que el
taman˜o del caracter escrito no afecte al resultado del reconocimiento. En la figura 5 puede
observarse una posible secuencia de aplicacio´n de filtros.
(a) (b)
Figura 5: (a) Suavizado y Resizing, (b) Resampling
2.3.3. Extraccio´n de caracterı´sticas (Feature extraction)
En este paso se extraen caracterı´sticas (features) de los trazos. Hay varios tipos de features que se
han usado tradicionalmente: los relativos a la apariencia que incluye, por ejemplo, proporcio´n
entre altura y ancho; los relativos a propiedades geome´tricas, como ser la cantidad de loops e
intersecciones, centro de gravedad, puntos dominantes; los relativos al estilo de escritura, como
la direccio´n y cantidad de strokes. Se posterga para la seccio´n 4 la explicacio´n de los features
utilizados en este trabajo.
4Se usa el te´rmino sı´mbolo en vez de caracter pues puede ser un dı´gito, una letra o un sı´mbolo matema´tico.
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2.4. DEPENDIENTE O INDEPENDIENTE DEL USUARIO
2.3.4. Entrenamiento (Training)
Se requiere tener una base de datos de modelos con la cual contrastar el sı´mbolo actual de
entrada. Se realiza por una u´nica vez en los algoritmos que permiten entrenamiento.
2.3.5. Reconocimiento o Estimacio´n (Matching)
Aquı´ se intenta estimar, para la entrada actual, cua´l modelo es el ma´s “similar”, sobre la base
de datos disponible que sirvio´ de entrenamiento. Es decir, se clasifica a la nueva entrada deter-
minando a que´ clase pertenece. Pueden considerarse mu´ltiples estimaciones, por ejemplo, dar
las mejores tres estimaciones; pero en este trabajo solo se considera la primera (first match).
2.4. Dependiente o independiente del usuario
Un sistema de handwriting recognition puede ser dividido en: dependiente del usuario (writer-
dependent) o independiente del usuario (writer-independent). Un sistema writer-independent es
entrenado para reconocer una gran variedad de estilos de escritura, mientras que un sistema
writer-dependent es entrenado para reconocer a un u´nico individuo. Un sistema writer-dependent
trabaja con datos con poca variabilidad, y entonces puede alcanzar mejores resultados, el u´nico
problema es que exige al usuario tomarse el tiempo para entrenar el sistema.
En este trabajo se pueden utilizar ambos enfoques, dependiendo de la base de datos utili-
zada.
4
3. FUNDAMENTOS
3. Fundamentos
En esta seccio´n se introducira´n algunos conceptos que utilizaremos a lo largo del trabajo.
3.1. Preliminares
Sea una familia de funciones {Bi} en el espacio de funciones continuas en [a, b], se definen
Producto interno:
〈Bi, Bj〉 .=
∫ b
a
Bi(t)Bj(t)w(t)dt, (1)
donde w(t) es una funcio´n peso.
Norma inducida:
‖Bi‖ .=
√
〈Bi, Bi〉 (2)
Kronecker delta:
δij =
{
1 si i = j
0 si i 6= j (3)
Ortogonalidad:
Se dice que Bi y Bj son ortogonales si se cumple que 〈Bi, Bj〉 = 0, ∀i 6= j.
Si adema´s, 〈Bi, Bi〉 = 1 se dice que Bi y Bj son ortonormales.
Proceso de ortogonalizacio´n de Gram-Schmidt:
Sea {v1, . . . , vn} una base de un espacio U con producto interno, se define recursivamente
ui =
vi − i−1∑
j=1
〈vi, uj〉uj
 , i = 1, 2, . . . , n (4)
Entonces, {u1, . . . , un} es una base ortogonal y
{
u1
‖u1‖ , . . . ,
un
‖un‖
}
es base ortonormal de U .
3.2. Polinomios ortogonales
Polinomios ortogonales son clases de polinomios {Bi(t)} definidos sobre el dominio [a, b] que
obedecen la relacio´n de ortogonalidad∫ b
a
Bi(t)Bj(t)w(t)dt = 0, cuando i 6=j (5)
donde w(t) es una funcio´n peso. Si adema´s cumplen con∫ b
a
Bi(t)Bj(t)w(t)dt = δij (6)
los polinomios son ortonormales. Es decir, esta´n normalizados: ‖Bi‖ = 1
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3.2. POLINOMIOS ORTOGONALES
3.2.1. Polinomios de Legendre
Si tomamos como funcio´n peso w(t) = 1 en la definicio´n (1) de producto interno, es decir,
〈Li, Lj〉 =
∫ 1
−1
Li(t)Lj(t)w(t) dt =
∫ 1
−1
Li(t)Lj(t) dt
se pueden generar los polinomios de Legendre {Li} con el proceso de ortogonalizacio´n de
Gram-Schmidt (4) en el intervalo [−1, 1]. Normalizando de tal manera que Ln(1) = 1 da los
polinomios de Legendre esperados. Algunos de ellos son:
L0(t) = 1
L1(t) = t
L2(t) =
3 t2 − 1
2
L3(t) =
5 t3 − 3 t
2
L4(t) =
35 t4 − 30 t2 + 3
8
...
Para nuestro propo´sito es conveniente utilizar los polinomios ana´logos definidos en [0, 1],
los cuales son llamados shifted Legendre polynomials,
Li(t) =
i∑
j=0
Cij t
j (7)
el grado de Li es exactamente i. Se conoce una fo´rmula cerrada para el ca´lculo de los coeficien-
tes Cij ortonormales. A continuacio´n se muestra dicha fo´rmula, ver [Abramowitz 70],
Cij = (2 i+ 1)
1
2
(
i
j
)
(−1)j
(
j + i
j
)
(8)
Pueden verse los primeros diez polinomios de Legendre gra´ficamente en la figura 6.
-2
-1.6
-1.2
-0.8
-0.4
 0
 0.4
 0.8
 1.2
 1.6
 2
 0  0.2  0.4  0.6  0.8  1
Legendre Polynomials
Figura 6: Primeros diez polinomios de Legendre (shifted) en [0, 1]
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3. FUNDAMENTOS
3.2.2. Polinomios de Chebyshev
Otros polinomios ortogonales que pueden usarse son los polinomios de Chebyshev. A dife-
rencia de los de Legendre, la funcio´n peso es w(t) = (1 − x2)− 12 . Se pueden generar estos
polinomios con el proceso de ortogonalizacio´n de Gram-Schmidt. Se muestran en la figura 7
algunos de ellos.
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
-1 -0.5  0  0.5  1
Chebyshev Polynomials
Figura 7: Primeros diez polinomios de Chebyshev, en el intervalo [−1, 1]
3.2.3. Polinomios de Legendre-Sobolev
Se puede utilizar el producto interno de Sobolev con peso w(t) = 1, es decir,
〈f, g〉LS =
∫ b
a
f(t) g(t) dt+ µ
∫ b
a
f ′(t) g′(t) dt
dando lugar a los polinomios de Legendre-Sobolev, ver [Watt 09]. En la figura 8 pueden verse
dos instancias con µ = 18 y µ =
1
16 ,
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
Legendre-Sobolev Polynomials
(a) µ = 1
8
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
Legendre-Sobolev Polynomials
(b) µ = 1
16
Figura 8: Primeros veinte polinomios de Legendre-Sobolev, en el intervalo [0, 1]
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3.3. SERIES DE FUNCIONES ORTOGONALES
3.3. Series de funciones ortogonales
Si {Bi} es una base de polinomios ortonormales respecto al producto interno (1), una funcio´n
continua f en el dominio [a, b] puede ser escrita como
f(t) =
∞∑
i=0
αiBi(t)
Al aplicar el producto interno con Bi en ambos lados de la ecuacio´n anterior se obtiene:
〈f,Bi〉 =
〈 ∞∑
i=0
αiBi(t), Bi(t)
〉
=
∞∑
i=0
αi〈Bi, Bi〉 =
∞∑
i=0
αiδij = αi
Reescribiendo,
αi = 〈f,Bi〉 (9)
Entonces, se puede obtener una aproximacio´n a f(t) al truncar la serie en un cierto orden d,
f(t) ≈
d∑
i=0
αiBi(t) (10)
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4. Feature extraction
Las te´cnicas usuales para handwriting recognition tratan de encontrar features particulares sobre
un conjunto de sı´mbolos, citemos por ejemplo los dı´gitos. Pero al cambiar dicho conjunto, estos
features dejan de ser efectivos, no discriminan correctamente. Se vuelve impra´ctico desarrollar
heurı´sticas para reconocer features especı´ficos para cada sı´mbolo. Por lo que es deseable buscar
una representacio´n que permita ser aplicada sin importar que´ tipo de sı´mbolo se trate; ya sea
un dı´gito, una letra o un sı´mbolo matema´tico.
Unos de los mayores problemas con los me´todos de reconocimiento tradicionales es que
los trazos son tratados como secuencias de puntos (en discreto), en vez de verlos como lo que
realmente son, curvas (en continuo).
4.1. Trazos discretos como curvas continuas
En vez de describir a los trazos como una secuencia de puntos, e´stos pueden ser representados
por aproximaciones de curvas, figura 9. Se mostrara´ que se necesitan menos de veinte (20)
coeficientes de una serie para representar un trazo.
0 0.2 0.4 0.6 0.8 1
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Trazo (discreto)
x(t)
y
(t
)
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0.4
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0.8
1
Curva (continua)
x(t)
y
(t
)
Figura 9: Trazos como curvas parame´tricas: r(t) = {x(t), y(t)}
Observar que se necesitan aproximar dos curvas: x(t), y(t) por sı´mbolo, figura 10.
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Figura 10: En rojo las aproximaciones de x(t), y(t)
Trabajos anteriores [Char 07] han demostrado co´mo las coordenadas x(t), y(t) de sı´mbolos es-
critos a mano pueden ser representados como expansio´n en series de polinomios ortogonales
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de Chebyshev; y que los coeficientes de las series truncadas adema´s de ser las aproximaciones
buscadas, pueden ser usados para clasificacio´n y reconocimiento.
De manera similar, en este trabajo se utiliza un nu´mero finito de momentos matema´ticos pa-
ra la reconstruccio´n de funciones (las curvas) como series truncadas de polinomios ortogonales
de Legendre, siguiendo las ideas presentadas en los artı´culos [Talenti 87] y [Golubitsky 08]. Este
problema es conocido como Hausdorff Moment Problem [Hausdorff 21]. Una alternativa a este
me´todo para la obtencio´n de las aproximaciones a las curvas (es decir, los coeficientes de las
series truncadas) es utilizar aproximacio´n por mı´nimos cuadrados a trave´s de la pseudo-inversa
de Moore-Penrose, permitiendo este enfoque utilizar polinomios ortogonales cualesquiera; en
particular, polinomios de Legendre, Legendre-Sobolev y Chebyshev.
4.2. Representacio´n con series
Se desea entonces aproximar las funciones x(t), y(t) de los trazos. Como se indico´ en la sec-
cio´n 3.3, e´sto puede hacerse como expansio´n de series de polinomios ortogonales; segu´n la
ecuacio´n (9), {
x(t) ≈ ∑di=0 αiBi(t)
y(t) ≈ ∑di=0 βiBi(t) (11)
La clasificacio´n puede ser obtenida, por ejemplo, al medir la distancia Euclidiana de los
vectores (α0, . . . , αd, β0, . . . , βd) entre los distintos trazos.
Consideraremos features a estos vectores que tienen dimensio´n 2 (d + 1). En lo siguiente,
se mostrara´n dos formas de calcularlos y, en secciones posteriores, resultados que avalen que
los features son lo suficientemente representativos como para clasificar de manera precisa a los
trazos.
4.3. Momentos
Una posible forma de calcular los {αi} y {βi} es mediante momentos, como se explicara´ a
continuacio´n.
4.3.1. Definicio´n
Los momentos matema´ticos de una funcio´n f definida en [0, 1] son
µk
.
=
∫ 1
0
f(λ)λk dλ (12)
4.3.2. Hausdorff Moment Problem
Este problema consiste en recuperar a partir de una secuencia finita de momentos {µk}k=0,1,2,...
una funcio´n f en el dominio [0, 1].
Con el fin de facilitar el desarrollo, recordaremos algunas definiciones y ecuaciones previas.
Se supondra´ que el dominio es [0, 1], y que la funcio´n peso es w(t) = 1 para poder trabajar con
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los polinomios de Legendre (shifted), seccio´n 3.2.1. Por lo que el producto interno en (1) queda
〈f, g〉 =
∫ 1
0
f(t) g(t) dt (13)
Escribamos nuevamente la ecuacio´n (7),
Li(t) =
i∑
j=0
Cij t
j
y tambie´n la ecuacio´n (10), pero con el reemplazo de Bi por Li,
f(t) ≈
d∑
i=0
αi Li(t)
Ahora, a partir de
αi
= 〈 por (9) 〉
〈f, Li〉
= 〈 expansio´n del producto interno (13) 〉∫ 1
0
f(t)Li(t) dt
= 〈 definicio´n de Li(t), ecuacio´n (7) 〉∫ 1
0
f(t)
 i∑
j=0
Cij t
j
 dt
= 〈 reordenacio´n de te´rminos, sumatoria afuera 〉
i∑
j=0
Cij
(∫ 1
0
f(t) tj dt
)
︸ ︷︷ ︸
µj
= 〈 definicio´n de momento (12) 〉
i∑
j=0
Cij µj
Se puede escribir en forma matricial
α0
α1
...
αd

(d+1)
=

C00
C10 C11
...
...
. . .
Cd0 Cd1 . . . Cdd

(d+1)×(d+1)
˙

µ0
µ1
...
µd

(d+1)
Resumiendo,
α = Cµ (14)
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dondeC es la matriz de coeficientes de los polinomios de Legendre, y µ un vector columna con
los momentos matema´ticos de la funcio´n a reconstruir. De esta manera, se tiene que el ca´lculo
de α, los coeficientes de la expansio´n finita por series de la funcio´n f , se realiza a partir de una
multiplicacio´n matricial en la que intervienen los momentos.
Observar que en la ecuacio´n anterior (14), la matrizC puede ser precalculada con la fo´rmu-
la cerrada (8), o mediante el proceso de Gram-Schmidt (4). Cualquiera sea la forma en que se
calculen los coeficientes de los polinomios de Legendre, es importante notar que solo es nece-
sario realizarlo por u´nica vez, por lo que es necesario focalizarse en el ca´lculo de los momentos.
4.3.3. Momentos para funciones definidas en otros dominios
Generalicemos la definicio´n (12), sea f una funcio´n definida en [0, `] los momentos de f son
µk(f, `) =
∫ `
0
f(λ)λk dλ (15)
Al estar los polinomios de Legendre (shifted) definidos en [0, 1] es necesario calcular los
momentos en ese dominio. Entonces, el problema aquı´ es co´mo calcularlos a partir de una fun-
cio´n f definida en [0, `]. Esto se resuelve con un cambio de variable como se vera´ de inmediato.
Obse´rvese que si se define,
γ
.
=
1
`
λ =⇒ λ ∈ [0, `]⇔ γ ∈ [0, 1] (16)
tambie´n definamos,
fˆ(γ)
.
= f(` γ) (17)
Ahora, partiendo de la definicio´n (15),
µk(f, `) =
∫ `
0
f(λ)λk dλ, cambio de variable:
{
λ = ` γ
dλ = ` dγ
=
∫ 1
0
f(` γ) (` γ)k ` dγ, reordenando
= `k+1
∫ 1
0
f(` γ) γk dγ, por (17)
= `k+1
∫ 1
0
fˆ(γ) γk dγ︸ ︷︷ ︸
µk(fˆ ,1)
, por (15)
= `k+1 µk(fˆ , 1)
obtenemos,
µk(fˆ , 1) =
µk(f, `)
`k+1
(18)
Por lo tanto, se utilizara´n los momentos generalizados de la funcio´n f original en [0, `] para
calcular los momentos de la funcio´n fˆ en el dominio que se necesitan, es decir, [0, 1].
12
4. FEATURE EXTRACTION
4.3.4. Invariante a cambios de escala
Recordemos la ecuacio´n (14),
α = Cµ
Se demostrara´ que la normalizacio´n de este vector, es decir α‖α‖ , es invariante a escala. Supon-
gamos que tenemos una funcio´n f y la multiplicamos por un factor positivo s, a la funcio´n
resultante la llamaremos fˆ , es decir,
fˆ(t) = s f(t), s > 0
Veamos co´mo esto afecta al ca´lculo de momentos,
µk(fˆ , `) =
∫ `
0
fˆ(λ)λk dλ
=
∫ `
0
s f(λ)λk dλ
= s µk(f, `)
Utilizando (14) para el ca´lculo de αˆ, correspondiente a la funcio´n fˆ
αˆ = C µˆ = C (sµ) = sCµ = s α
Recordando que s > 0, se obtiene
αˆ
‖αˆ‖ =
s α
‖s α‖ =
s α
|s| ‖α‖ =
α
‖α‖
Resumiendo,
αˆ
‖αˆ‖ =
α
‖α‖ (19)
Se puede concluir entonces que al normalizar los vectores a norma 1, los features son invarian-
te a escala.
4.3.5. Ca´lculo nume´rico de los momentos
Se asume que muestras de f se ira´n recibiendo en tiempo real a medida que el usuario realiza
el trazo. En principio, se podrı´a esperar a que el trazo sea finalizado para comenzar el ca´lculo
de los momentos, pero se mostrara´ que es posible ir calcula´ndolos a medida que los datos van
llegando. De esta manera se logra que la extraccio´n de features sea extremadamente eficiente,
pues una vez que el usuario levanta su la´piz (finalizacio´n del trazo), los momentos matema´ticos
ya han sido calculados. Pero antes, nos enfocaremos en el ca´lculo nume´rico.
Obse´rvese que la integral siguiente debe aproximarse
µk(f, `) =
∫ `
0
f(λ)λk dλ
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Se ha intentado con las reglas del Trapecio (primer orden) y Simpson (segundo orden), pero
no se ha alcanzado suficiente precisio´n para los valores de µk cuando k crece. Me´todos que
requieran el conocimiento de ` tampoco pueden ser aplicados, por lo explicado en el primer
pa´rrafo.
Un me´todo adecuado es una instancia especializada del me´todo de integracio´n de primer
orden, debido a [Golubitsky 08]. Para computar
∫ `
0 f(λ)λ
k dλ se usa la siguiente aproximacio´n
en cada intervalo [i, i+ 1],∫ i+1
i
f(λ)λk dλ ≈ f(i+ 1) + f(i)
2︸ ︷︷ ︸
valor medio
∗
∫ i+1
i
λk dλ︸ ︷︷ ︸
integral exacta
=
f(i+ 1) + f(i)
2
∗ λ
k+1
k + 1
∣∣∣∣i+1
i
=
f(i+ 1) + f(i)
2
∗ (i+ 1)
k+1 − (i)k
k + 1
(20)
Esta fo´rmula representa la integral exacta en λk en [i, i+ 1] multiplicado por el valor medio de
la funcio´n entre esos puntos. Sumando los intervalos,
µk(f, `) =
∫ `
0
f(λ)λk dλ
=
`−1∑
i=0
∫ i+1
i
f(λ)λk dλ, aplicando (20) se obtiene
≈
`−1∑
i=0
f(i+ 1) + f(i)
2
∗ (i+ 1)
k+1 − (i)k
k + 1
(21)
=
`−1∑
i=1
f(i− 1) + f(i+ 1)
2
∗ i
k+1
k + 1
+
f(`− 1) + f(`)
2
∗ `
k+1
k + 1
(22)
La u´ltima igualdad puede obtenerse expandiendo los te´rminos de la ecuacio´n (21), sucede una
situacio´n similar a las series telesco´picas en las cuales se anulan los te´rminos intermedios, solo
quedando los extremos. La cantidad de te´rminos a calcular se reduce a la mitad, hecho impor-
tante en la bu´squeda de mayor eficiencia computacional.
En la ecuacio´n (22), se puede ir actualizando la suma
∑`−1
i=1 (. . . ) para todos los o´rdenes k de 0
a d tan pronto como el valor de f(i+1) este´ disponible, permitiendo ası´ calcular los momentos
a medida que se ingresa el trazo.
4.4. Pseudo-inversa de Moore-Penrose
Otra forma de calcular los α de la ecuacio´n (10) es a trave´s de la pseudo-inversa de Moore-
Penrose. Esta solucio´n no solo funciona con los polinomios de Legendre sino tambie´n para
polinomios ortogonales {Li} cualesquiera. Definamos la siguiente funcio´n:
p(x) =
d∑
i=0
αi Li(x)
= α0 L0(x) + α1 L1(x) + · · ·+ αd Ld(x)
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Planteamos el siguiente sistema sobre-determinado de ecuaciones
p(x0) = α0 L0(x0) + α1 L1(x0) + · · ·+ αd Ld(x0)
p(x1) = α0 L0(x1) + α1 L1(x1) + · · ·+ αd Ld(x1)
...
p(xd) = α0 L0(xd) + α1 L1(xd) + · · ·+ αd Ld(xd)
que puede escribirse matricialmente como
p0
p1
...
pd

︸ ︷︷ ︸
P
=

L0(x0) L1(x0) . . . Ld(x0)
L0(x1) L1(x1) . . . Ld(x1)
...
...
...
L0(xd) L1(xd) . . . Ld(xd)

︸ ︷︷ ︸
L
˙

α0
α1
...
αd

︸ ︷︷ ︸
α
P = Lα
Es sabido que la solucio´n del siguiente problema de minimizacio´n
α = arg mix
α
‖P − Lα‖2,
es la estima de mı´nimos cuadrados dada por
αˆ = (LTL)−1LP
= L† P
donde L† es la pseudo-inversa de Moore-Penrose.
4.5. Parametrizacio´n por longitud de arco
Parametrizacio´n por tiempo y por longitud de arco (arc-length) son las elecciones ma´s populares
en el campo de reconocimiento de escritura online, ver [Nalwa 97] y [Golubitsky 10]. Parame-
trizacio´n por longitud de arco es usualmente preferible, pues no es afectada por variaciones en
la velocidad de escritura. Esta puede ser expresada como:
arc-length(t) =
∫ t
0
√
(x′(λ))2 + (y′(λ))2 dλ
4.6. Necesidad del preproceso
Se ha demostrado que el me´todo es invariante a escala 4.3.4, y comentado en 4.5 que la parame-
trizacio´n por longitud de arco no es afectada por las variaciones en la velocidad de escritura.
Pero no se ha mencionado que sea invariante a traslacio´n, pues no lo es. Sı´ se puede probar
empı´ricamente que a pesar de que no sea invariante a traslacio´n, pequen˜as traslaciones no per-
turban demasiado el ca´lculo de los vectores, obteniendo igualmente resultados razonables que
pueden ser usados en otros escenarios en donde la eficiencia computacional es un requerimien-
to determinante, como ser los dispositivos mo´viles. De aquı´ se deriva el ana´lisis de si es posible
evitar el preproceso, el cual se posterga hasta la seccio´n 6.5.
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5. Clasificacio´n
Sea D un conjunto de entrenamiento de la forma {(xi, ci)}ni=1, donde ci ∈ C = {k1, k2, . . . , kp}
indica la clase de la entrada xi, siendo p el nu´mero total de clases. Se desea determinar la clase cˆ
de una nueva entrada xˆ, donde xˆ /∈ D. Este proceso se llama clasificacio´n.
En esta seccio´n se introducira´n los me´todos de clasificacio´n usados. Recordar que nuestros
features son vectores de dimensio´n 2 (d + 1), dados por la ecuacio´n (11) de la seccio´n 4.2, es
decir, tienen la siguiente forma:
(α0, . . . , αd, β0, . . . , βd)
5.1. Vecinos ma´s cercanos: k-NN
Este me´todo intenta encontrar los k vecinos ma´s “cercanos” de un vector feature de entrada con
respecto a los vectores features de una base de datos. El significado de “cercano” es asociado
a una me´trica. Las distancias que se usaron fueron: distancia Euclidiana, de Hamming5 y de
Mahalanobis.
Las distancias se especifican definiendo el operador dist(x, y), donde x = (x0, x1, . . . , xd) e
y = (y0, y1, . . . , yd) son vectores de dimensio´n d+ 1. Veamos a continuacio´n las distancias utili-
zas en este trabajo.
5.1.1. Distancia Euclidiana
dist(x, y)2 =
d∑
i=0
(xi − yi)2
= (x− y) (x− y)T
(23)
5.1.2. Distancia de Hamming o Cityblock
dist(x, y) =
d∑
i=0
|xi − yi| (24)
5.1.3. Distancia Mahalanobis
Esta medida se diferencia de la distancia euclı´dea en que tiene en cuenta la correlacio´n entre las
variables aleatorias,
dist(x, y)2 = (x− y) Σ−1 (x− y)T (25)
donde Σ es la matriz de covariancia.
5Existe dos versiones de esta distancia: una, a nivel de bit; y otra, a nivel de componentes de vectores. Se utilizo´ la
u´ltima, tambie´n conocida como cityblock
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5.2. Support Vector Machine
Las Ma´quinas de Vectores de Soporte (Support Vector Machines, o SVMs) son una reciente
te´cnica de aprendizaje supervisado desarrollado por [Vapnik 95, Vapnik 98]. SVM ha sido apli-
cado exitosamente a un gran nu´mero de problemas de clasificacio´n, y es adecuado para nuestro
propo´sito.
Como ejemplo introductorio, suponga un problema de clasificacio´n separable en un espacio
de dos dimensiones. Hay muchos hiperplanos que pueden separar las dos clases de datos, ver
figura 11-(a).
Figura 11: (a) Posibles hiperplanos; (b) seleccio´n de un u´nico hiperplano que maximiza la distancia de los puntos
ma´s cercanos de cada clase; (c) hiperplano de separacio´n o´ptimo que maximiza el margen.
Suponga un hiperplano tal que los puntos x que se encuentren en el hiperplano satisfacen
ωTx+ b = 0, (26)
donde ω es la normal del hiperplano, |b|‖ω‖ es la distancia perpendicular desde el hiperplano al
origen, y ‖ω‖ es la norma Euclidiana de ω.
Definiendo margen (M ) como la distancia entre este hiperplano y los puntos ma´s cercanos
de cada clase, figura 11-(b); el hiperplano de separacio´n sera´ o´ptimo si maximiza dicho margen,
figura 11-(c).
5.2.1. SVM lineal
Si tenemos un conjunto de entrenamiento D de la forma
D = {(xi, yi) | xi ∈ Rp, yi ∈ {−1, 1}}ni=1 ,
donde yi puede ser−1 o 1, indicando la clase a la cual pertenece el punto xi. Se desea encontrar
en (26) los w y b que maximicen el margen, sujeto a las siguientes restricciones,
ωTxk − b ≥ 1, para yk = 1
ωTxk − b ≤ −1, para yk = −1
Estas ecuaciones pueden combinarse con el siguiente conjunto de inecuaciones,
yk(ω
Txk − b)− 1 ≥ 0, k = 1, ..., n. (27)
Notar que siD es linealmente separable, se pueden seleccionar dos hiperplanos de tal mane-
ra que no haya puntos entre ellos, maximizando sus distancias, ver figura 12. Estos hiperplanos
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pueden describirse como: ωTxk − b = 1 o ωTxk − b = −1, segu´n la clase a la que xk correspon-
da. Y las distancias al origen de los hiperplanos son: |b−1|‖ω‖ y
|b+1|
‖ω‖ , respectivamente. Entonces, el
margen M es igual a 2‖ω‖ y el problema es resuelto minimizando ‖w‖ sujeto a (27). Por conve-
niencia matema´tica, se minimiza 12 ‖w‖2 sin cambiar la solucio´n pues el mı´nimo es el mismo.
Figura 12: Ma´rgenes para un SVM entrenado con datos de dos clases. Las vectores en los ma´rgenes son llamados
vectores soportes
Idealmente, el modelo basado en SVM deberı´a producir un hiperplano que separe comple-
tamente los datos en dos clases. Sin embargo, una separacio´n perfecta no siempre es posible,
ver figura 13.
Figura 13: Problema de clasificacio´n no separable
En estos casos, son an˜adidas ξk (variables slack) en la formulacio´n del problema con el obje-
tivo de relajar las restricciones. Luego, el conjunto de inecuaciones toman la siguiente forma,
yk(ω
Txk − b) ≥ 1− ξk, k = 1, ..., n.
La funcio´n objetivo es entonces incrementada por una funcio´n que penaliza los ξk. La opti-
mizacio´n se vuelve un balance entre tener el margen y la penalizacio´n de errores,
mı´n
ω,b,ξ
1
2‖w‖2 + C
∑n
k=1 ξk
s.t. yk(ωTxk − b) ≥ 1− ξk, k = 1, ..., n
ξk ≥ 0, k = 1, ..., n.
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donce C es el que controla la compensacio´n entre errores de entrenamiento y los ma´rgenes rı´gi-
dos, creando ası´ un margen blando (soft margin) que permita algunos errores en la clasificacio´n
a la vez que los penaliza.
5.2.2. SVM no lineal - Kernels
El algoritmo resultante es esencialmente el mismo, excepto que todo producto escalar es reem-
plazado por una funcio´n kernel no lineal, ver figura 14.
Figura 14: Kernel: K(xk, x`) = φ(xk)Tφ(x`)
Finalmente, el problema a optimizar es
mı´n
ω,b,ξ
1
2‖w‖2 + C
∑n
k=1 ξk
s.t. yk(ωTφ(xk)− b) ≥ 1− ξk, k = 1, ..., n
ξk ≥ 0, k = 1, ..., n.
y el clasificador SVM toma la siguiente forma
y(x) = sign
(
n∑
k=1
αk ykK(x, xk) + b
)
(28)
donde los αk vienen de la solucio´n del problema dual [Vapnik 95].
Diferentes Kernels han sido usados en la literatura pero los ma´s populares son: Linear, Po-
linomial y Funcio´n de Base Radial (Radial Basis Functions, o RBF). Definidas de la siguiente
manera:
Klinear(xk, x`) = x
T
k x`,
Kpolinomial(xk, x`) = (1 + x
T
k x`)
d,
KRBF (xk, x`) = e
− ‖xk−x`‖
2
γ2
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5.2. SUPPORT VECTOR MACHINE
5.2.3. Grilla de Valores
En este trabajo los mejores resultados se consiguieron con el Kernel RBF (KRBF ), el cual posee
un para´metro γ que debe ser elegido convenientemente para cada conjunto de datos. Tambie´n
el para´metro C debe ser escogido pues, como se indico´ en la seccio´n 5.2.1, es el que contro-
la la compensacio´n entre los errores de entrenamiento y los ma´rgenes. Al ser dos para´metros,
se puede generar una grilla de valores e ir probando hasta encontrar do´nde se llega al ma´xi-
mo dentro ella. Un ejemplo de este procedimiento puede verse en la figura 15, ignorar por el
momento los resultados nume´ricos.
Best log2(C) = 1 log2(gamma) = 1 accuracy = 98.9091%
C = 2 gamma = 2
-5 0 5 10 15
-14
-12
-10
-8
-6
-4
-2
0
2
log2(C)
log2(gamma)
9897.59796.596
98.5
Figura 15: Grilla de valores de C y γ, con el objetivo de encontrar los o´ptimos
5.2.4. LibSVM
Se utilizo´ una implementacio´n de SVM disponible que puede encontrarse en [Chang 11].
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6. Resultados
En esta seccio´n se indicara´ sobre que´ conjuntos de datos se ha trabajado y la forma de evalua-
cio´n usada. Tambie´n se comparara´n los diferentes me´todos descriptos a lo largo del presente
trabajo.
6.1. Base de datos
La base de datos utilizada se encuentra disponible en [LaViola 06]. Dicha base de datos fue
subdividida en dos partes: base de datos de dı´gitos y base de datos de letras. La primera con-
tiene 1100 muestras de 11 personas distintas que escribieron cada nu´mero 10 veces. Y la base
de datos de letras contiene cerca de 3600 muestras. En la figura 16 se muestran 10 ejemplos
normalizados a [0, 1] de la base de datos de dı´gitos.
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Figura 16: Ejemplos de la dase de datos de dı´gitos
Salvo que se especifique lo contrario, las gra´ficas que se muestran a continuacio´n corres-
ponden a la base de datos de dı´gitos, suspendiendo el ana´lisis de los resultados para la base de
datos de letras hasta la seccio´n 6.10.
6.2. Validacio´n
La validacio´n cruzada (o cross-validation), es la pra´ctica de partir una base de datos en subcon-
juntos de tal forma que el entrenamiento es realizado en algunos de ellos (training), mientras
los otros subconjuntos son retenidos para su uso posterior en la confirmacio´n y validacio´n del
ana´lisis inicial (testing).
En k-fold cross-validation, la base de datos es dividida en k particiones. De las k particiones,
solo una se mantiene como datos de validacio´n para testing, y las restante k−1 se utilizan para
el entrenamiento. El proceso es repetido k veces, de tal modo que cada una de las k particiones
es usada exactamente una vez para testing. Los k resultados pueden ser promediados para
producir una sola estimacio´n. En este trabajo se ha utilizado 10-fold cross-validation.
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6.4. MOMENTOS VS PSEUDO-INVERSA
6.3. Entendiendo las gra´ficas
A lo largo de esta seccio´n se incluira´n gra´ficas similares a la figura 17.
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Figura 17: Ejemplos de gra´fica.
En el tı´tulo de las gra´ficas se indica la combinacio´n de me´todos y opciones usadas. A conti-
nuacio´n se detallan los posibles valores:
• Polinomio: Legendre, Chebyshev o Legendre-Sobolev;
• Me´todo: Momentos o Mı´nimo Cuadrados (mediante pseudo-inversa, LeastSquare);
• Parametrizacio´n: por tiempo o por longitud de arco (arc-length);
• Preproceso: activado (1) o desactivado (0);
• libsvm: los dos primeros para´metros son C y γ, explicados en 5.2.3. Estos son pasados
a la biblioteca libsvm. Los dema´s son para´metros internos de libsvm, que se han elegido
convenientemente y dejado fijos en todas las pruebas.
El eje X de las gra´ficas representan el grado d (degree) de los polinomios elegidos, donde
d ∈ [3, 20]. Recordar que los features son los vectores (α0, . . . , αd, β0, . . . , βd) que tiene dimen-
sio´n 2 (d+ 1).
El eje Y representa la precisio´n alcanzada por el me´todo, porcentaje de reconocimiento co-
rrecto, en el rango [91, 100].
Por u´ltimo, la misma leyenda es utilizadas en todas las gra´ficas. Allı´ se indica por color los
me´todos de clasificacio´n usados: k-NN, con alguna de sus distancias (Euclidiana, Cityblock o
Mahalanobis), o LibSVM.
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6.4. Momentos vs Pseudo-inversa
Se enumerara´n algunas ventajas y desventajas del algoritmo de los momentos 4.3 frente a la
pseudo-inversa 4.4.
Ventajas: • El algoritmo se puede implementar de tal modo que los momentos se va-
yan calculando mientras el usuario escribe el trazo, ver 4.3.5. Por lo tanto, se
puede dividir la complejidad computacional en: (1.) ca´lculos online (mien-
tras se escribe), (2.) ca´lculos a partir de que se haya finalizado el trazo. Es
necesario tomar solamente (2.) si se desea comparar con otro algoritmo que
no tenga ca´lculos online, como el algoritmo de la pseudo-inversa. Se puede
ver fa´cilmente que la parte (2.) del algoritmo de los momentos es constan-
te. Esto sucede pues una vez calculados los momentos, solo se tiene que
realizar una multiplicacio´n matricial α = Cµ, para conseguir los features,
• Es ma´s sencillo de implementar que la pseudo-inversa.
Desventajas: • El algoritmo de los momentos solo funciona para los polinomios de Le-
gendre. En cambio, con la pseudo-inversa se pueden utilizar polinomios
ortogonales cualesquiera.
• El ca´lculo de momentos sufre de inestabilidad nume´rica para d grandes. En
la figura 18, pueden verse aproximaciones para {d = 9, d = 12, . . . , d = 24}
de la funcio´n u(t) = sin (3pi t)− 12 sin
(
15pi t
2
)
.
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Figura 18: Momentos: inestabilidad nume´rica.
No se enumerara´n las ventajas y desventajas de la pseudo-inversa frente a los momentos,
pues es la relacio´n inversa. La ventaja de un me´todo es la desventaja del otro.
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6.6. ELECCIO´N DEL GRADO d DE LOS POLINOMIOS
6.5. Preprocesar o No Preprocesar
Como se indico´ en la seccio´n 2.3.2, antes del ca´lculo de los features se suelen usar 3 filtros como
preproceso. Estos filtros son: 1. suavizado, 2. resampling, y 3. resizing (no necesariamente en
ese orden). En lo siguiente se desea examinar la posibilidad de eliminar estos pasos en pos de
eficiencia.
6.5.1. Evitando suavizado
Recordar que los features son los coeficientes de polinomios, obtenidos por aproximacio´n de
mı´nimos cuadrados, lo cual genera una curva suave. El objetivo del suavizado (la eliminacio´n
del ruido presente al principio y final de cada trazo) es alcanzado sin necesidad de realizar un
filtrado. Entonces, no es necesario este paso.
6.5.2. Evitando resampling
Al cambiar la representacio´n de los trazos, de secuencia de puntos a curvas continuas, no hay
necesidad de espaciarlos uniformemente o reducir/aumentar la cantidad de puntos en los tra-
zos (tarea del filtro en cuestio´n). Si la velocidad en la que es escrito un sı´mbolo afecta el reco-
nocimiento, se puede optar por la reparametrizacio´n por longitud de arco, seccio´n 4.5. Por lo
tanto, tampoco es necesario el resampling.
6.5.3. Evitando resizing
Se ha demostrado que los features obtenidos son invariantes a escala, seccio´n 4.3.4. Por lo que
tambie´n es innecesario aplicar este filtro.
6.5.4. Evitando traslacio´n
Un procesamiento no mencionado es aplicar traslacio´n, que se ocupa de trasladar el trazo de
manera tal que el mı´nimo de cada eje sea 0. Se ha expresado que los features no son invariantes a
traslacio´n. Aquı´ se muestra por experimentacio´n, que las traslaciones no provocan una pe´rdida
significativa en la precisio´n de reconocimiento. Esto permitirı´a tomar dos caminos posibles al
implementar un sistema de reconocimiento: preprocesar o no hacerlo. Observar que a pesar de
que el preproceso se haya reducido a una simple traslacio´n, el mı´nimo de cada eje es conocido
recie´n cuando el trazo es finalizado, lo cual implica que el preproceso no permite el ca´lculo de
los momentos mientras se escribe el trazo, perdiendo su ventaja computacional frente al me´todo
de la pseudo-inversa.
Esta decisio´n de disen˜o puede ser tomada para el caso en que se requiera extrema eficiencia,
como el caso de los dispositivos mo´viles, evitando preprocesar a costa de perdida precisio´n.
Entonces, se tiene que evaluar en que´ escenario se desea utilizar el sistema de reconocimiento,
y elegir el balance justo entre eficiencia y precisio´n segu´n sea el caso. Una comparacio´n puede
verse en la figura 19, donde al no usar preproceso en (a) se tiene una pe´rdida de precisio´n
del 2 % (considerando los mejores resultados) con respecto a (b) que sı´ utiliza preproceso.
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(a) Sin prepoceso
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(b) Con prepoceso
Figura 19: Momentos con polinomios de Legendre
6.6. Eleccio´n del grado d de los polinomios
Recordar que llamamos d al grado de los polinomios elegidos, y que los features tienen dimen-
sio´n 2 (d+ 1). Cabe sen˜alar que a menor d, menos co´mputos; pero no necesariamente a mayor
d, ma´s precisio´n. Se observa en las gra´ficas que generalmente se obtienen los ma´ximos en el
rango [9, 15]. Por lo que una buena eleccio´n de d podrı´a ser: 9, 12 o´ 15. Este es un para´metro que
debe elegirse a la hora de implementar un sistema de reconocimiento usando estas te´cnicas.
6.7. Eleccio´n de la representacio´n
La mejor representacio´n puede variar segu´n el escenario. Como vimos con anterioridad, la
mejor representacio´n posible teniendo como prioridad la eficiencia se logra con el me´todo de
los momentos, polinomios de Legendre (preproceso desactivado), ver figura 19a. Y la mejor
representacio´n posible en cuanto a precisio´n se obtuvo con los polinomios de Legendre-Sobolev
(preproceso activo), ver figura 20.
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Figura 20: Mejor representacio´n considerando como prioridad la precisio´n.
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6.10. FEATURES DE PROPO´SITOS GENERAL
Tambie´n se ha probado con los polinomios de Chebyshev (ver gra´fica 21), pero no se han
logrado mejoras significativas con respecto a Legendre. Motivados por la falta de ventajas, y la
desventaja de no poder utilizar momentos, se ha descartado esta representacio´n.
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(a) Legendre
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(b) Chebyshev
Figura 21: Legendre vs Chebyshev
6.8. Parametrizacio´n por tiempo vs Parametrizacio´n por longitud de arco
Se ha indicado en 4.5 que la parametrizacio´n por longitud de arco es usualmente preferible,
pues no es afectada por variaciones en la velocidad de escritura. La pruebas realizadas no
indican una mejora considerable, pero se sospecha que es por la calidad que posee la base de
datos, la cual no parecerı´a tener trazos con variaciones importantes en la velocidad de escritura.
6.9. Momentos como features
En la ecuacio´n (14),
α = Cµ (29)
donde C es la matriz de coeficientes de los polinomios de Legendre, puede verse que los u´nicos
valores que cambian (de trazo en trazo) son los momentos µ, ya que C esta´ fija (precalculada).
Por que´ no intentar considerar entonces a los momentos como features. En la gra´fica 22 el mejor
me´todo es k-NN con la distancia de Mahalanobis. Casi que no se ven las otras medidas, por el
alto rango elegido de porcentaje de reconocimiento [91, 100]. En estos resultados el preproceso
estaba activado, pero si se desactiva el mejor me´todo apenas supera el 90 % de precisio´n, con lo
cual no se lo puede utilizar sin preproceso.
Observar que la mejora en la eficiencia, al evitar calcularα, no es significativa pues se requie-
re una u´nica multiplicacio´n matricial Cµ. Es mayor la pe´rdida de precisio´n que la ganancia
en eficiencia, por lo que no se recomienda su utilizacio´n, pero sı´ se remarca la simpleza del
me´todo, ya que no depende de ningu´n polinomio.
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Figura 22: Momentos como features.
6.10. Features de propo´sitos general
Observar que los features no fueron disen˜ados especialmente para sı´mbolos particulares, como
ser los dı´gitos o las letras. Con la gra´fica 23, se pretende mostrar que los features obtenidos no
dependen del sı´mbolo a ser reconocido, pues se aplico´ el mismo algoritmo (sin modificaciones)
a la base de datos de letras, y se consiguieron tambie´n buenos resultados. Entonces, los features
se pueden considerar de propo´sitos generales pudiendo ser utilizados en diferentes situaciones,
y no so´lo con los dı´gitos.
En la gra´fica recie´n mencionada, se muestran los mejores resultados en cuanto a precisio´n,
obtenidos con los polinomios de Legendre-Sobolev de grado 9 con poco ma´s de 96 % de re-
conocimiento correcto para la base de datos de letras. Recordar que la base de datos es ma´s
grande que la de dı´gitos (con cerca de 3600) y que posee ma´s clases, por lo cual la diferencia de
precisio´n se debe esencialmente a que la base de datos es ma´s complicada.
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Figura 23: Mejores resultados para la base de datos de letras.
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7.2. RECONOCIMIENTO DE FIRMAS
7. Posibles Aplicaciones
7.1. Reconocimiento de fo´rmulas matema´ticas
Como hemos indicado anteriormente, existe una variedad importante de dispositivos electro´ni-
cos en los que se puede usar un la´piz. Sin embargo, todavı´a no hay una aplicacio´n sobresaliente
de reconocimiento de escritura para tales dispositivos. El usuario ve al stylus como un mouse
sofisticado. Vemos en la matema´tica una aplicacio´n que puede cambiar el estado actual. No so´lo
escribir sino tambie´n manipular expresiones matema´tica, obteniendo resultados inmediatos
con ayuda de los poderosos sistemas de ca´lculo simbo´lico actuales, como Maple [MapleSoft 11].
Una obvia motivacio´n es el hecho de que escribir matema´tica en una computadora es pro-
blema´tico. Por ejemplo, la expresio´n:
es ma´s natural que escribir en LATEX:
\int {\frac { \left( 3\,{x}ˆ{2}+2 \right)
\sin \left( {x}ˆ{3}+2\,x-1 \right) }
{ \cos \left( {x}ˆ{3}+2\,x-1 \right) }
} ˜ dx
En el campo de reconocimiento de escritura matema´tica hay un nu´mero de desafı´os a sor-
tear. A nivel de sı´mbolos, existen muchos que son similares y no existe un alfabeto pequen˜o co-
mo lo tiene un lenguaje natural. A nivel de entrada, la segmentacio´n de sı´mbolos matema´ticos
es considerablemente ma´s complicada. A nivel de construccio´n de fo´rmulas va´lidas, el texto
por naturaleza es unidimensional pero expresiones matema´ticas son bidimensionales, hacien-
do difı´cil determinar una lı´nea de referencia (baseline) apropiada. A nivel del renderizado, el
dibujado de sı´mbolos matema´ticos no es trivial. A nivel de interaccio´n, el stylus es un disposi-
tivo nuevo y la interaccio´n hombre-computadora tiene que repensarse para que sea eficaz.
Ana´lisis estructural
Como la entrada se espera que sea matema´tica, adema´s de reconocer cada caracter individual-
mente, tambie´n se tienen que interpretar su posicio´n y rol en la expresio´n, ver figura 24.
(a) Fórmula (b) Layout tree
Figura 24: Representacio´n de la fo´rmula manuscrita y su correspondiente Layout.
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7. POSIBLES APLICACIONES
7.2. Reconocimiento de firmas
Un campo muy interesante, donde se podrı´a aplicar los me´todos mencionados en este traba-
jos, es el de verificacio´n de firma. Pueden verse ejemplos de firma en 25. Se intentara´ utilizar
las representaciones por polinomios ortogonales descripta, para determinar si caracterizan lo
suficientemente bien a las firmas como para ser usadas en este campo.
Figura 25: Ejemplos de firmas
7.3. Reconocimiento de partituras musicales
Otra aplicacio´n a considerar es el reconocimiento de notacio´n musical, como puede verse en la
figura 26. No se ha encontrado muchos sobre este tipo de reconocimiento usando el enfoque
online.
Figura 26: Partitura
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8. Conclusiones
La principal motivacio´n de este trabajo fue la intencio´n de reconocer fo´rmulas matema´ticas.
Dado que el campo es complejo, el trabajo debio´ focalizarse en la identificacio´n individual
de sı´mbolos, paso previo y necesario para el objetivo final de reconocimiento de expresiones
matema´ticas. Un requerimiento importante de los features es que sean robustos, en el sentido
de poder usarse ya sea para dı´gitos, letras o sı´mbolos matema´ticos cualesquiera6. Lo cual se
consiguio´ gracias a la representacio´n utilizada.
Una observacio´n importante es que en este trabajo solo se considero´ el primer match, lo
cual no es realista en el escenario de fo´rmulas matema´ticas pues muchos sı´mbolos quedan
totalmente definidos dentro de un contexto. Como ejemplo, podrı´a pensarse en una S (algo
ma´s estirada) y en una
∫
(integral), donde la desambiguacio´n se produce cuando uno escribe
los extremos de la integral o un diferencial, no quedando dudas de que´ sı´mbolo se trate.
Se logro´ en este trabajo una implementacio´n muy eficiente del ca´lculo de los momentos,
gracias a pensar los algoritmos como online, sin esperar la finalizacio´n de una etapa para co-
menzar la siguiente, aprovechando ası´ los tiempos muertos que el usuario deja mientras escri-
be, seccio´n 4.3.5.
Tambie´n se ha mostrado que una representacio´n con polinomios ortogonales caracteriza
muy bien a los trazos, permitiendo alcanzar una alta precisio´n en el reconocimiento. Los resul-
tados conseguidos con los polinomios de Legendre-Solobev fueron sobresalientes, acerca´ndose
al o´ptimo (99,5 %) en la base de datos de dı´gitos, seccio´n 6.7.
En cuanto a la clasificacio´n, se ha mostrado que SVM alcanza los mejores resultados; ava-
lando por que´ este me´todo, gracias a su desarrollo teo´rico subyacente, es de los ma´s usados
actualmente en gran variedad de problemas.
En resumen, se han utilizado me´todos modernos para la representacio´n de los trazos, dife-
rencia´ndose de los me´todos tradicionales de reconocimiento de escritura online en los cuales
los trazos son tratados como secuencias de puntos, en lugar de curvas continuas. Esta repre-
sentacio´n permite obtener excelentes resultados tanto en la precisio´n de reconocimiento como
ası´ tambie´n en la eficiencia computacional.
6Cabe destacar que posiblemente se tenga que tratar los signos de puntuacio´n de manera discriminada por su
extremada corta longitud.
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