ABSTRACT. Using a method developed by Pérez and Wheeden and the representation of smooth functions by integral operators whose kernels are gradients of the Green functions, we obtain weighted Sobolev's inequalities for bounded domains which improve and unify several kinds of inequalities. From these results we establish Green functions and the existence, uniqueness and regularity results for a class of singular elliptic equations.
INTRODUCTION
Let v and w be two weights, i.e., nonnegative locally integrable functions, defined on a bounded domain Ω ⊂ R n , n ≥ 3. In this paper we study explicit sufficient conditions on v and w for the validity of the following two-weight Sobolev's inequality where c(n) is a constant depending only on the dimension n.
On the one hand, using (1.2), one obtains Hardy's inequalities of the form
where 1 < p < +∞ and δ(x) is the distance of x from the boundary ∂Ω of Ω. These results are convenient to study partial differential equations strongly degenerate or singular at the boundary of Ω (see, e.g., [8, 9, 15] ). See also [2, 4, 18, 21, 31] for other ways of proving (1.4) and further discussions.
On the other hand, using (1.3) and weighted norm inequalities for fractional integrals, one establishes weighted Sobolev's inequalities that include the following Hardy's inequality:
where 1 < p < n and x 0 ∈ Ω. These results could be used to study equations strongly degenerate or singular inside the domain Ω (see, e.g., [5, 10, 22, 25] ). However, they can not be applied to equations with strong singularities at the boundary of Ω as the weight functions are required to be defined and at least integrable on some open neighborhood of Ω .
One of the main goals of this paper is to unify these results by replacing representations (1.2) and (1.3) by the following one: which holds for all x, y ∈ Ω, x = y and for bounded domains Ω with appropriately smooth boundary, say C 1,α -boundary or boundary that satisfies an exterior sphere condition uniformly; see [13, 32] . From (1.7) we see that the kernel ∇ y G(x, y) is more convenient than (x − y)/(|x − y| n ) in order to establish (1.1) for functions in C Combining representation (1.6), estimate (1.7) and using the method developed in [22] and [24] we obtain (1.1) for weight functions v and w which could be singular in the interior or at the boundary of Ω. In particular, as a special case of Theorem 3.6 in Section 3, we obtain the following unification of (1.4) and (1. In fact, we prove a more general result by considering an integral operator of the form for all x, y ∈ Ω, x = y and for some α, 0 < α < n, where κ is a positive constant independent of x and y. We obtain the boundedness of T as a linear operator from L p (Ω, v) to L q (Ω, w) under explicit conditions on the pair of weights (v, w) ; see Theorem 3.1 and Remark 3.2.
Our study of the boundedness of T is also motivated by the study of a class of singular elliptic partial differential equations associated to the following operator (1.9)
where the coefficients b j and c may be singular inside Ω or at its boundary. Precisely, from the boundedness of T we obtain Green functions for L as well as the existence, uniqueness and uniform Hölder continuity for weak solutions of the Dirichlet problem
The details of this analysis will be carried out in Section 4 where our main results are Theorem 4.5, Theorem 4.7 and Theorem 4.8. Throughout the paper we consider only cubes with sides parallel to the axes. The side-length of a cube Q is denoted by (Q), and r Q, r > 0, denotes the cube concentric with Q whose side-length is r (Q). By a dyadic cube we mean a half open cube Q of the form Q = 2 i (k + [0, 1) n ) for some i ∈ Z and k ∈ Z n . Given a measurable set E, the Lebesgue measure of E is denoted by |E| and its characteristic function is denoted by χ E . Finally, for each p > 1 we will denote by p the conjugate of p, i.e., p = p/(p − 1).
PRELIMINARIES
In this section we provide some background from the theory of Banach function spaces that will be needed later. For a more complete account of the theory we refer the readers to [3] . Let (R, µ) be a measure space, and let M + (R) be the cone of µ-measurable functions on R whose values lie in [0, ∞] . A mapping
, for all constants a ≥ 0, and for all µ-measurable subsets E of R, the following properties hold:
for some constant C E , 0 < C E < ∞, depending on E and ρ but independent of f . Let M(R) denote the collection of all µ-measurable functions on R. The collection X = X(ρ) of all functions f ∈ M(R) for which ρ(|f |) < ∞ is called a Banach function space. For each f ∈ X we define f X = ρ(|f |) which makes (X, · ) a complete normed space. The most important property of Banach function spaces that we shall use is as follows. Given a Banach function space X there is another Banach function space X , the associate space of X, for which the following generalized Hölder's inequality holds for all f ∈ X and g ∈ X : 
Examples of Banach function spaces include Lebesgue
For any Banach function space X, we associate the following maximal operator defined for each locally integrable function f by 
where the supremum is taken over all cubes Q that contain x. In the case M X : For a proof of this fact see [23] . Typical examples of Young functionsB that satisfy (2.3) are given bȳ
and a "weaker" one,
WEIGHTED SOBOLEV'S INEQUALITIES ON BOUNDED DOMAINS
Let Ω be a bounded domain in R n and let d(Ω) be its diameter, i.e., d(Ω) = sup{|x − y| : x, y ∈ Ω}. In this section we consider the following integral operator
whose kernel K is a nonnegative measurable function on Ω × Ω such that for some α, 0 < α < n, and for some κ > 0,
The main result of this section is the following theorem concerning the boundedness of T from L p (Ω, v) to L q (Ω, w) for a pair of weights (v, w) . Its proof is an adaptation of the techniques due to Pérez and Wheeden in [22] and [24] , which borrow some ideas appeared in [14] and [25] . Theorem 3.1. Let 1 < p ≤ q < ∞ and and let v, w be nonnegative measurable functions on Ω. Suppose that for some γ, 0 < γ ≤ α, (3.2) sup
for every nonnegative bounded measurable function f compactly supported in Ω.
Remark 3.2. Obviously, condition (3.2) in the above theorem is weaker than the condition (3.4) sup
which was introduced in [22] . Moreover, as discussed in [22] , condition (3.4) in its turn sharpens and unifies those such as Fefferman-Phong condition in [11] and its variants in [5] , [6] and [25] . From the discussion in Section 2 one can take, for example, 
, which includes the interesting case p = q = β/α provided Ω is a bounded Lipchitz domain. This can be seen from the following lemma.
Lemma 3.3. Let 0 ≤ β < 1 and assume that Ω is a bounded Lipschitz domain in R
n . Then for any cube Q we have
Proof. Let Q = Q(x, r ) where x is the center of Q and r is its diameter. Since inequality (3.5) is obvious in the case r ≤ δ(x) /2, we may assume that x ∈ ∂Ω. It is also enough to prove (3.5) for cubes Q such that r ≤ r 0 for some r 0 > 0. Thus by choosing r 0 small enough we may assume that
for a constant L > 0 that could be chosen to be the same for every x ∈ ∂Ω. From a result in [28] , Chapter VI, there exists a constant c > 0 depending only on
From this we obtain the lemma.
for all nonnegative bounded measurable functions f and g whose supports are compact sets in Ω. Let k Ω be the smallest integer such that 2
since for x ∈ Q, the ball B(x, (Q)) ⊂ 3Q. Using this, we can now estimate
where h Q is the function defined in the theorem. Let a be a fixed constant greater than 2 n , say a = 2 n+1 . Since g has compact support we have
It follows that, if for some integer k and some dyadic cube Q,
then Q is contained in a dyadic cube satisfying this condition, which is maximal with respect to the inclusion. Thus for each integer k there is a family of maximal nonoverlapping dyadic cubes {Q k j } satisfying (3.8). Now for each integer k we let E k be the set of all dyadic cubes Q for which (Q) ≤ 2 k Ω and
Since every dyadic cube Q for which
k Ω belongs to exactly one E k , from (3.7) we have
On the other hand, we have
since the overlap is finite, which gives
Thus we obtain from (3.10),
where
, we observe that for each m > k Ω there are at most 3 n dyadic cubes of side-length 2 m that intersect Ω . Hence for a constant C(n, γ) > 0,
From this we have
for a cube Q 0 of side-length 4d(Ω) that contains Ω. Thus, by the generalized Hölder inequality (2.1) and by condition (3.2) on v and w, along with the boundedness of M X and M Y , one obtains the following estimate for I 1 :
To estimate I 2 we let I 2 denote the sum taken over all j, k such that
Again by generalized Hölder's inequality (2.1) and condition (3.2) on the pair of weights (v, w) we have
Thus we obtain from Hölder's inequality for sums and the fact that p ≤ q,
where the last inequality follows from the maximality of Q k j . Hence
since a > 2 n . At this point, combining (3.13), (3.14) and (3.15), we obtain the following chain of inequalities:
Thus the boundedness of the maximal operators M X and M Y then gives (3.16)
Finally, combining the estimates (3.11), (3.12) and (3.16) we get the required inequality (3.6), which completes the proof of Theorem 3.1.
Ë
Remark 3.4. By keeping track of the constants occurring in the proof of Theorem 3.1 we see that the constant C in (3.3) can be chosen so that C = BAM, where A is the quantity in the left-hand side of (3.
and B is a positive constant independent of v, w and the Banach function spaces X and Y .
In the case v ≡ 1, from (3.6) and Fubini Theorem we see that the inequality (3.3) is equivalent to
for all appropriate functions f and g, where T * is defined by (3.17)
Thus by Theorem 3.1 and duality, we get the following corollary, which will be needed in the next section. 
where X is a Banach function space for which
where T * is defined by equation (3.17).
The following weighted Sobolev's inequality is a consequence of Theorem 3.1, representation (1.6) and estimate (1.7) for gradients of Green functions. Theorem 3.6. Let Ω ⊂ R n be a bounded domain whose boundary is of class C 1,α or satisfies an exterior sphere condition uniformly and let 1 < p ≤ q < ∞. Suppose that (v, w) is a pair of weights such that, for some γ, 0 < γ ≤ 1,
where X and Y are two Banach function spaces for which
Remark 3.7. Using Lemma 3.3, we can deduce from Theorem 3.6 inequality (1. (Ω) and in the case p = q = β and s = ∞ we also obtain Hardy's inequality (1.4).
APPLICATIONS TO SINGULAR ELLIPTIC EQUATIONS
In this section we study the Green function, existence, uniqueness and regularity of generalized solutions for the following second-order singular elliptic operator:
where the coefficients a ij , 1 ≤ i, j ≤ n, b j , 1 ≤ j ≤ n and c are real measurable functions on a bounded domain Ω ⊂ R n that satisfies an exterior sphere condition uniformly.
Degenerate elliptic differential operators have been studied extensively in the literature and the readers are referred to [16, 19, 20, 29, 30] and the references therein for details of these studies. As mentioned in Section 6.1 of [29] , there are many different types of degeneration and it is unexpected to catch all these different types by a uniform theory. With the results and techniques developed in the previous sections, we are able to treat the case when the coefficients of the operator are simultaneously singular both in the interior and on the boundary of the domain. 
for some A 1 , A 2 > 0 independent of t ∈ σ , n/(n−1) , where we set which has the following properties: there exists a constant
Remark 4.1. Condition (C3) holds if, for example,
< ∞ for every t ∈ 1, n/(n−1) . (G3) For each t ∈ 1, n/n−1) and each ε > 0 there is ρ > 0 such that
−n . Let S be an integral operator whose kernel is the Green function G of L 0 defined for each x ∈ Ω and appropriate function u by
We first establish a lemma concerning the boundedness of S on the Sobolev's space
Lemma 4.2. There exists a constant
where σ is as in (C3) .
Proof. From the definition of S, for any
Note that (G7) and (G8) can be restated as
Thus from (4.1), (4.2), Corollary 3.5 and Remark 3.4 we can estimate
On the other hand, it follows from (4.1), (4.3), Theorem 3.6 and Remark 3.4 that
Thus combining (4.4) and (4.5) we obtain the lemma.
Ë
The following two lemmas are needed later in oder to establish integrability of Green functions for the operator L on Ω × Ω.
Lemma 4.3. The mapping y G(·, y) is uniformly continuous from
Proof. Let ε > 0 be given. Since t < n/(n − 1), by (G2) and Hölder's inequality there exists a number s > 0 such that (4.6)
Since B(z, ν) ⊂ B(y, 2ν) and |x − z| ≤ 
Lemma 4.3 then follows from estimates (4.6) and (4.7) above.
Ë

Lemma 4.4. Suppose that K is a function on Ω × Ω for which the mapping
Proof. we define for each positive integer k and (x, y) ∈ Ω × Ω, 
Thus it is possible to choose a subsequence
It could be seen then that
K k → K in L p (Ω × Ω) and for each y ∈ Ω, K k (·, y) converges to both K(·, y) and K(·, y) in L p (Ω). Thus K(·, y) = K(·, y) in L p (Ω) for every y ∈ Ω.
Ë
We now get the Green function for the operator L together with its properties in the following theorem extending some results in [13] . < ∞ for each y ∈ Ω and t ∈ 1, n/n−1 .
Theorem 4.5. Suppose that
Proof. Let t be a real number in σ , n/(n−1) where σ is as in (C3 
H(·, y) + S(H(·, y)) = G(·, y).
Differentiating both sides of (4.9) we have (4.10)
Note that by hypothesis the function H(·, y) is independent of the choice of t in σ , n/(n − 1) . Since id + S is an isomorphism from W 
which gives (H4) and completes the proof of the theorem.
Ë
We shall see that the existence of solutions to a Dirichlet problem is a direct consequence of the above theorem. On the other hand, the following proposition is important for their uniqueness and regularity. 
Proof. Since a ij = a ji and G(x, y) = G(y, x), the proposition is an immediate consequence of the following two identities:
To prove (4.11), observing from (G7) that
This implies that the integral in (4.11) is well defined for a.e. y in Ω. Now let
Therefore, by passing to the limit we see that (4.11) will follow if we can show that up to a subsequence we have (x, y) denote the Green function for
Let y ∈ Ω be fixed. By Theorem 1.1 in [13] we have for each s ∈ 1, n/(n−1) a uniform bound on G m (·, y) W We are going to show that G must be G, the Green function for L 0 . First, G(x, y) ≥ 0 for a.e. x in Ω since all G m have this property. We also have for
This is a consequence of 
In view of this and since G m (x, y) ≤ K(n, λ 1 , λ 2 )|x −y| 2−n we may also assume r (y) ). But then it follows from the weakly lower semicontinuity of the Dirichlet integral that (4.13) holds with G in place of G m . This gives the claim and hence G must be equal to G by the uniqueness of the Green function (see Theorem 1.1. in [13] ). Particularly, we have for any fixed y ∈ Ω, G m (x, y) → G(x, y) for a.e. x in Ω. With these ingredients, the proof of (4.12) can be proceeded as follows:
We observe that by arguing as at the beginning of this proof and using Corollary 3.5 and Theorem 3.6 one can find a set E ⊂ Ω of measure zero such that for all y ∈ Ω \ E, the functions
Let y ∈ Ω \ E be fixed, and let m ∈ N be arbitrary. Choose a sequence of functions (Ω) and by using it as a test function in the definition of weak solutions we have (4.14)
Let us denote the second integral in (4.14) by I k . Then 
The proof of the proposition is then completed.
As a combination of the foregoing results, we obtain the following existence and uniqueness theorem. We stress that our uniqueness result for this very weak solution is interesting in view of the counter-example of Serrin in [26] . In fact, when n > 2 and even when 
by (H4) in Theorem 4.5 and the Fubini Theorem. Hence u is a weak solution to the equation Lu = f in the sense stated in Proposition 4.6. Note also that in view of (4.9) and the definition of S we have
Therefore, by combining with Proposition 4.6 we see that if w ∈ W (Ω) for all r ∈ 1, (np)/(n−p) . The last statement follows from Morrey imbedding theorem and hence the proof is completed.
We remark that a problem similar to Theorem 4.8 has been considered in [27] and [17] . By generalizing the fundamental work of De Giorgi and Morrey, Stampacchia proved in [27] However, as remarked in [17] these solutions in general are not locally Hölder continuous. In Theorem 4.8 above, we consider a global problem and obtain regularity results up to the boundary for weak solutions under conditions where |b j | 2 and c may not be even in L 1 (Ω). Also whenσ = 2 our conditions are obviously satisfied if |b j | 2 , c ∈ L q (Ω) for some q > n/2. We stress that unlike the approaches of Stampacchia and Kurata which are based on the boundedness and weak Harnack's inequality for weak solutions of L 0 , our method is quite simple relying only on some properties of the Green function for L 0 and the integral representation (4.17) for weak solutions. This moreover allows us to obtain regularity results for solutions that may not a priori belong to W 1,2 loc (Ω). We mention finally that a problem related to Theorem 4.7 and Theorem 4.8 was also considered in [2] for an elliptic operator in non-divergence form whose lower order terms could have strong singularities at the boundary of the domain. However, these terms are required to be locally bounded inside the domain and a sign condition is assumed on the lowest order term as well.
