Abstract. The following conjecture was posed by Hayman in his collection of research problems [6] . Let f 1 (z), f 2 (z) be entire functions. Is it true that if
Introduction
Suppose that for all values of r. If f 1 (z) = e iλ f (ze iμ ) or f 1 (z) = e iλ f (ze iμ ), where λ and μ are real, then clearly the above means are the same for f (z) and f 1 (z). In this case we say f (z) ∼ f 1 (z) or f (z) is equivalent to f 1 (z).
It is natural to ask if the converse holds i.e., whether, if f (z) and f 1 (z) have the same mean for all r, we can conclude that f (z) ∼ f 1 (z). Such a conclusion is clearly false for
for if we assign arbitrary arguments to the a n we obtain the same value for I 2 (r).
As far as we know, the question has not been considered for T. For M (r, f ) the problem goes back to Hadamard [3] and Blumenthal [1] and although the origins are difficult to trace it is usually called Blumenthal's conjecture. Conjecture 1.1 (Blumenthal) . Let f (z), g(z) be entire functions. Is it true that if (1.5) M (r, f ) = M (r, g), 0 < r < ∞, then f (z), g(z) are equivalent?
Then (1.5) holds for 0 ≤ r ≤ 2, but f , g are clearly not equivalent.
In Example 1.2, (1.5) holds for δ ≤ r < ∞ but f , g are not equivalent. These examples show that it is essential to assume that (1.5) holds for all r and not just for sufficiently large r or sufficiently small r.
We have been made aware of a paper by Csordas, Ortel and Smith [2] , which obtains some results for polynomials having the same maximum modulus for all r in [0, 1] and their zeros or the zeros of their derivatives.
We can now state our (very limited) results which will be proved in Section 3. We assume from now on, as we may do without loss of generality, that f (0) = g(0) = 1, since we can achieve this by considering
c x p for suitable c , c and p if (1.5) holds for small r. Then Example 1.1 shows that the condition a N a N +1 = 0 cannot be omitted in Theorem 1.1.
are polynomials with at most 4 non-zero terms and in particular if f (z) has degree at most 3, then the Blumenthal conjecture holds.
In [6, problem 215, p. 13] , it is stated that the problem is open for polynomials of degree higher than about 6, but as far as we know Theorem 1.2 is new and the problem is open for polynomials of degree higher than 3.
Preliminary Definitions and Results
It is useful to define terms. 
where λ and μ are real, then we say that f 1 (z) is equivalent to f (z) and write
, then (i) we will call curves where A(z) = 0 beta curves (ii) those parts of beta curves where A(z) is positive will be called alpha curves and (iii) we will call the alpha curves where M (r, f ) = |f (z)| maximum curves and write M{f }.
The proofs of the following two theorems may be found in a previous paper [8] .
We also need 
Remark 2.1. We note that if z = re iθ(r) is a beta curve, then |f (re iθ(r) )| 2 is a real analytic function of r for 0 ≤ r < r 0 . Hence if β 1 , β 2 are distinct beta curves
is positive for all small r or negative for all small r or zero for all small r. In particular, there exists an alpha curve z = re iθ(r) such that |f (re iθ(r) )| = M (r, f ) for all small r, 0 < r < r 1 . Also as θ increases |f (re iθ )| has alternately a local maximum and a local minimum. Thus, there are exactly k alpha curves and these curves make angles License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms
Proofs
Proof of Theorem 1.1. Suppose that f (z) is given by (1.1), where a N = 0, and we write
where c is real and c = 0. We also suppose that c > 0, since otherwise we consider f (−z), f 0 (−z) instead of f (z), f 0 (z). Then we deduce from Theorem 2.3 that
M (ρ, g 0 ) = 1 + cρ + . . . where ρ is assumed to be small.
It now follows from Theorem 2.3 that f (z), g(z) each have only two beta curves.
Since the positive and negative real axes are beta curves, these must be the only ones for small ρ. Also by (3.1)
Thus by analytic continuation f 0 (z) ≡ g 0 (z) and hence
Proof of Corollary 1.1. Write
where the first product is taken over the negative zeros −z ν and the second product over pairs of complex conjugate zeros −z μ , − z μ . By hypothesis the coefficient of z p+1 is positive and the corollary follows from Theorem 1.1.
Proof of Theorem 1.2. We first need a general result.
Lemma 3.1. Suppose that
is a polynomial with 0 ≤ p 1 < p 2 < . . . < p M , and a 1 a M = 0. Then
as r → 0 and
as R → ∞. as r → 0. This yields (3.7). We next apply the above argument to
and hence deduce that, as R → ∞,
This yields (3.8).
Remark
Hence if M ≤ 4 and Q(z) is another polynomial with at most 4 non-zero terms, such that (3.10) M (r, P ) = M (r, Q)
for all small and all large r, then we have
Applying (3.7) and (3.8) to Q(z) and using (3.10), we deduce that
we have proved (3.11) with (3.12). 
where 
where, by (3.12), |B 3 | = |A 3 | and |B 4 | = |A 4 |. Also, by Remark 2.1, P 0 (z) has a maximum curve z = re iθ 0 (r) where, for some positive integer j,
We now replace z by ze − 2πj q 2 . So we may assume that j = 0 in (3.17). We obtain a similar conclusion for Q 0 (z).
Next we prove that we may set B 3 = A 3 in (3.16). Suppose that A 3 = a + ia , B 3 = b + ib , and a = b. Without loss of generality, we assume that b = a + δ, where δ > 0. With θ = θ 0 (r) (a maximum curve), we write
and show that (3.10) leads to a contradiction. We write
We note that as r → 0, 
We obtain a similar contradiction if a > b. Thus a = b. Since |A 3 | = |B 3 | we deduce that B 3 = A 3 or B 3 = A 3 . In the latter case we can replace Q 0 (z) by the equivalent
If P (z) is a 1, 2 or 3 non-zero term polynomial, then B 4 = 0 and P 0 (z) = Q 0 (z) so that P (z) ∼ Q(z). So we now assume that |A 4 | = |B 4 | = 0. In this case we proceed as above.
We write
We assume again that b = a + δ, where δ > 0 and obtain a contradiction. We define z as in (3.18) and w, W as in (3.19) and (3.20) . In this case,
when r is small. This again contradicts (3.22) . Thus b ≤ a and similarly a ≤ b, so that a = b.
This completes the proof of Lemma 3.2.
To complete the proof of Theorem 1.2, we show that the exceptional case in Lemma 3.2 also leads to a contradiction. Suppose then that
So we now assume that A 3 and A 4 are non-real. We suppose without loss of generality that A 3 > 0, since otherwise we consider P 0 (z), Q 0 (z), instead of P 0 (z), Q 0 (z). We also assume that A 4 > 0, since otherwise we may interchange Q 0 (z) and P 0 (z). So now we have
We suppose again that r is small and positive and choose z = re iθ 0 (r) , so that (3.18) holds. We shall deduce again that
thus contradicting M (r, P 0 ) = M (r, Q 0 ) and M (r, P ) = M (r, Q). To prove (3.24), we define W = U + iV and w = u + iv as in (3.19 Proof of Theorem 2.4. For all z, |f (z)| = | ∞ n=0 a n z n | ≤ ∞ n=0 a n |z| n , so M (r, f ) = f (r) and similarly for g (z) . Hence f (r) = g(r) for all r ∈ I, and so f (z) = g(z) by analytic continuation.
Note that the result does not require f (z), g(z) entire.
