Abstract. Let Z ⊂ P r be a smooth variety of dimension n and let c 0 , . . . , cn be the Chern classes of Z. We present an algorithm to compute the degree of any monomial in {c 0 , . . . , cn}. The method is based on intersection theory and may be implemented as a numeric or as a symbolic algorithm.
Introduction
This paper presents an algorithm to compute the degree of every monomial in the Chern classes of a smooth irreducible scheme Z ⊂ P r from an ideal defining Z. Intersection theory, residuation, and numerical homotopy provide the theoretical support and enable implementation using symbolic tools, numeric tools or a combination. In addition, we present an algorithm to compute the degrees of the Chern classes of Z which refines the method presented in [6] . Many well known invariants of a smooth variety can be expressed in terms of the intersection numbers of Chern classes of the variety. The fundamental nature of these Chern numbers and the speed with which certain types of output could be produced by numerical homotopy methods provided the motivation to develop the algorithms found in this paper.
From the generators of the ideal of a smooth variety Z, there are known methods for computing the Chern classes of Z through a purely symbolic computation. One of the earliest effective algorithms was developed by Aluffi [2] . More generally, Aluffi's algorithm computes the push-forward to P n of the Chern-SchwartzMacPherson class of the support of a projective scheme Z from the ideal of Z in P n . If Z is smooth, this is the same thing as computing the degrees of the Chern classes of Z . His approach, which works for arbitrary closed subschemes of P n , is to reduce the computation to the hypersurface case and then to compute certain Segre classes. He has implemented the algorithm in Macaulay2 [11] and the code is available at the author's home page. The algorithm proposed in the present paper, while also rooted in intersection theory, differs in several ways from the above description both in application and use of tools. For instance, we approach the problem through polar classes and Vogel cycles which enables the use of tools that can be implemented in both a symbolic setting and a numeric setting. One advantage of an implementation in a numeric setting is that the algorithms will work well whether the generators are sparse or dense and whether they have rational, algebraic or transcendental coefficients. This is not generally the case with purely symbolic methods. Furthermore, in the numerical setting utilized in this paper, the degrees of monomials in the Chern classes can still be extracted from the generators of the ideal of the variety (with high probability) even when the generators have small inaccuracies in their coefficients. Perhaps the most important feature is that the numerical homotopy algorithms, that play a dominant role in the numerical implementation, are trivially parallelizable. This allows the algorithm to be implemented on a cluster or to take advantage of a cloud computing environment. In addition, the algorithms will benefit from an increase in the number of cores as well as from an increase in clock speed.
The paper is organized as follows. In Section 2, we provide theoretical background and results that support the algorithm to compute intersection numbers of Chern classes. The algorithm itself is presented in Section 3. Section 4 contains a collection of concrete examples illustrating both a numeric and a symbolic implementation of the algorithm. In Section 5, we formulate a separate algorithm to compute the degrees of the Chern classes. Finally, Section 6 is a collection of standard formulae involving degrees of monomials of Chern classes which serve to motivate the development of the algorithms.
Definitions and background
In this section we go through some results from intersection theory that we need for the computational procedure that is the subject of this paper. The following definition sets the notation that will be used in the sequel. Definition 2.1. Let X ⊆ P r be a complex projective variety of dimension n.
(1) Let A * (X) denote the Chow ring of X (A * (X) = k A k (X) where A k (X) denotes the Chow group of cycles of dimension k on X modulo rational equivalence). For α ∈ A * (X), {α} k denotes the component of α in A k (X). (2) Let β ∈ A k (X) where β is represented by m i=1 a i V i with a 1 , . . . , a m ∈ Z and with V 1 , . . . , V m ⊆ X irreducible subvarieties of dimension k. The degree of β is defined by deg(β) = i a i deg(V i ), where deg(V i ) is the degree of the projective variety V i . Let H ∈ A * (X) be the hyperplane class. Note that deg(β) = deg(H k β) and that if H k β is represented by
If X is smooth then we let T X denote the tangent bundle of X. If X is regularly embedded in a variety Y then we let N X Y denote the normal bundle of X in Y . (4) Given a vector bundle E of rank ρ on a smooth variety, c i (E) denotes the i th Chern class of E, c i (E) = 0 for i > ρ, and c(E) = 1 + c 1 (E) + · · · + c ρ (E) denotes the total Chern class of E. Suppose that X is smooth. The i th Chern class of X is defined as c i (T X ) and is denoted c i . (5) Suppose that X is smooth. In this paper we will refer to the degree of any monomial m in the Chern classes of X as a Chern number of X. This is not the standard definition, which in addition requires that m ∈ A 0 (X). Note that if m ∈ A k (X) and 0 < k, then deg(m) possibly depends on the embedding of X in a projective space. 2.1. Polar classes. Let Z ⊂ P r be a smooth connected scheme of dimension n < r defined by an ideal J = (f 1 , . . . , f t ). For 0 ≤ j ≤ n and L ⊆ P r a linear subspace of dimension (r − n − 2) + j, let
Here we set dim(∅) = −1. If Z has codimension 1 and j = 0, then L is the empty set (rather than a linear subspace). Let l 1 , . . . , l n−j+2 be linear equations defining L. There is a scheme structure on Z(L) imposed by the sum of the ideal J and the ideal generated by the (r − j + 2) × (r − j + 2)-minors of the Jacobian matrix of {f 1 , . . . , f t , l 1 , . . . , l n−j+2 }. Note that the dimension of Z forces all of the (r −n+ 1)×(r −n+ 1)-minors of the Jacobian matrix of f 1 , . . . , f t to vanish modulo the ideal J. As a consequence, to determine the scheme structure on Z(L), it is enough to take the sum of the ideal J and the ideal generated by the subcollection of (r −j +2)×(r −j +2)-minors of the Jacobian matrix of {f 1 , . . . , f t , l 1 , . . . , l n−j+2 } that involve the final n − j + 2 rows. For general L, Z(L) is either empty or of pure codimension j in Z and the class [
where H ∈ A n−1 (Z) is the hyperplane class (see [9, Example 14.4.15] 
2.2.
A recursive formula for Chern numbers. Let Z ⊂ P r be a smooth connected n-dimensional subvariety with Chern classes c 0 , . . . , c n . Let I = (i 1 . . . i n ) ∈ N n be a vector of non-negative integers, let ||I|| = n j=1 j · i j , and let c
Gr(r − n + j − 2, r).
For each j = 1, . . . , n, let L j1 , . . . , L jij be linear spaces of dimension r − n + j − 2 and let L ∈ G I denote the corresponding element. Put
If I is the zero-vector, then Z I = Z. We say that a property holds for a generic Z I if it holds for Z I (L) for generic L ∈ G I . Lemma 2.2. A generic Z I is either empty or has the expected dimension n − ||I||.
Proof. Note first that since Z is smooth, no component of a generic Z I has dimension smaller than n − ||I|| (see [9, Section 8.2] ). We show that for any fixed irreducible closed set W ⊆ Z and for any j with 1 ≤ j ≤ n, the polar locus Z(L) intersects W properly for a general linear space L of dimension r − n + j − 2. It follows that the linear spaces L jl may be chosen so that the successive intersections of the polar loci Z(L jl ) are all proper. We have the incidence set
} with the projection π : I → G I . By upper semi-continuity of the dimension of the fibers of π, it follows that a generic Z I has the expected dimension, or is empty.
Let dim(W ) = k and l = r − n + j − 2. Since dim(Z(L)) = n − j we have to show that every component of W ∩ Z(L) has dimension k − j. Note that no component of W ∩ Z(L) has dimension less than k − j since Z is smooth. We may assume that k < j since otherwise we can replace W by W ∩ V for a general linear space V in P r of codimension k − j + 1. In the case k < j, we have to show that
is an irreducible closed set of dimension (r − n)(n + 1) − j (see [13, Example 11.42] ). Now fix L ∈ Gr(l, r). The projective general linear group PGL(C r+1 ) acts transitively on Gr(n, r) and for g ∈ PGL(C r+1 ), gΣ(L, j) = Σ(gL, j). By Kleiman's transversality theorem [14] , a generic translate gΣ(L, j) does not intersect
For I ∈ N n , let |I| = i∈I i. We will use the following ordering of N n : K < I if |K| < |I|, or if |K| = |I|, K = I, and the rightmost nonzero entry in the vector I − K is positive. This is the order in which the degrees of the monomials c I are computed in the method.
We can now reduce the computation of deg(c I ) to the computation of deg(Z I ), for a generic Z I , and the computation of deg(c K ) for K < I. In other words, ordering the computation in this way leads to a triangular system which can be solved step by step in a very straightforward manner. The following proposition makes this explicit.
Proof. Put a ij = (−1)
. . , n and l = 1, . . . , i j . Hence, by Lemma 2.2, the degree of Z I is equal to the degree of the class Π
j for all j, K = I occurs in this sum with coefficient (−1) |I| . It remains to see that K < I for all other terms. The integers a K should satisfy
Observe that
where 0 ≤ l ab for all a, b and N = j i=0 (j − i)l ij . Given K ∈ N n , a K may be expressed as a sum of products, where the sum is over all upper triangular (n × n)-matrices L = (l ab ) 1≤a,b≤n of non negative integers such that the sum of its columns is K and the sum of its rows is I − L 0 for some L 0 ∈ N n . To such a matrix we adjoin a first row of non-negative integers L 0 = (l 01 , . . . , l 0n ) so that the sum of the rows of the resulting ((n + 1) × n)-matrix L is I. Letting ∆ be the set of such extended matrices we have
occurs in the sum (1), so that there exists an (n × n)-matrix L as above. Then |K| ≤ |I| since |K| is the sum of all the entries of L and |I| = |K| + |L 0 |. If |I| = |K|, then L 0 is the zerovector and k n = l nn = i n − n−1 j=1 l jn . Hence k n ≤ i n , with equality exactly when l 1n = · · · = l n−1,n = 0. Continuing in the same manner, one sees that K ≤ I, with equality exactly when L is the diagonal matrix with diagonal equal to I.
Computing Chern numbers
By Proposition 2.3, we may compute the Chern numbers of a smooth projective variety Z recursively (given that we can compute deg(Z I )). As input, we assume equations defining Z. The computational tool that we need is a procedure to compute the degree of a projective scheme given equations defining it. The method presented below may be implemented using numerical homotopy methods [1] or symbolic algorithms. The former methods yield probabilistic algorithms for extracting data from systems of polynomials. For example, the module LocalDimFinder in Bertini [3] can be used to compute the degree of a scheme with high probability. If symbolic methods are used, the degree of a scheme may be computed via the Hilbert polynomial using freely available software such as Macaulay2 or Singular [11, 5] . The result is a probabilistic algorithm for computing Chern numbers.
generate an ideal which defines a smooth connected scheme Z.
Output:
The degrees of all the monomials in {c 0 , . . . , c n }, where n denotes the dimension of Z and c i denotes the i th Chern class of Z.
Algorithm:
Determine the dimension of Z and store in n.
Compute the Jacobian matrix, J, of (F 1 , . . . , F t , l 1 , . . . , l s ).
Compute the set M jk of (r − j + 2) × (r − j + 2)-minors of J. Next k.
Compute a K as in (2). Next K. Let N be the ideal generated by {F 1 , . . . , F t } and M jk for all j, k. Compute the degree D of the scheme defined by N . Compute deg(c
Remark 3.1. Let Z ⊂ P r be a smooth connected n-dimensional subscheme defined by an ideal I. For a vector bundle E on Z, we will use s p (E) to denote the p th Segre class of E. The method to compute Chern numbers presented in this section is based on the observation that the polar classes may be expressed in terms of the Chern classes. Another suite of subvarieties that can be used for this purpose are certain loci associated with the conormal bundle of Z in P r , which we denote by (N Z P r ) * . Let m be an integer, let L be the line bundle on Z that corresponds to the sheaf O Z (m) and put E = (N Z P r ) * ⊗ L. Suppose m is big enough that E is globally generated and Z is cut out as a scheme by degree m polynomials in I. Let s 1 , . . . , s r−1 be global sections of E. For j ≤ r − 1 and z ∈ Z, let s 1 (z), . . . , s j (z) denote the span of
There is a scheme structure on Ω p defined by the vanishing of appropriate determinants. Then, for generic s 1 , . . . , s r−1 , Ω p has pure codimension p and 
Examples
In this section, we provide examples utilizing Algorithm 1 to compute the full set of Chern numbers of smooth varieties embedded in a projective space. The examples illustrate both a numeric implementation and a symbolic implementation. In the examples, if Z is an n-fold then I is an ordered n-tuple, Z I is an intersection of polar loci with the number of each type of polar locus determined by the entries of I, and c I is a monomial in the Chern classes written in multinomial notation. For instance, if Z ⊆ P r is a threefold and if I = (1, 2, 3) then
and
To avoid confusion, we note in passing that c 1 · c 4.1. Surfaces. We illustrate Algorithm 1 in the case of a smooth connected surface Z ⊂ P r . Due to the simplicity of the case when r = 3 (the hypersurface case), we will assume r ≥ 4. Let L 0 , L 1 , L 2 be generic linear spaces with dim(L j ) = (r−4)+j. Let H ∈ A * (Z) denote the hyperplane class. Then
Note that deg(
, and we may solve for deg(c as follows. Let S be a degree 10 Abelian surface arising as the vanishing locus of a regular section of E. Take the residual of S in a complete intersection of two quintics from the ideal of S to obtain a degree 15 surface Z. Then Z is a quasicomplete intersection (i.e. it is cut out as a scheme by three equations) and the ideal J of Z is generated in degree 5. A numerical implementation of Algorithm 1 using Bertini [3] 
This leads to the following triangular system of linear equations: 
Example 4.2. The following example of a surface in P 4 is taken from [4, Appendix B 4.15] and was originally constructed in [16] . The surface Z ⊂ P 4 is a non-minimal K3-surface, i.e. a birational model of a K3-surface, which has maximal degree among the known non-minimal K3-surfaces in P 4 . The ideal J of Z is generated in degrees 5 and 6. The table shows the result of executing Algorithm 1, implemented in a symbolic setting, using Macaulay2 [11] (over a finite field).
I deg(Z I
-15
The final column of the table is found by solving a system of equations (like in the previous example).
4.2.
Threefolds. We illustrate Algorithm 1 in the case of a smooth connected threefold Z ⊂ P r . Due to the simplicity of the case when r = 4 (the hypersurface case), we will assume r ≥ 5.
Note that deg(H 
where L 1 and L 1 are generic linear spaces of dimension r − 4. Altogether, we have the following triangular system of equations -6 The final column of the table is obtained by solving the triangular system of equations determined by the second column.
The degrees of the Chern classes
In this section, we shall formulate a method to compute the degrees of the Chern classes which is a modification, and an improvement, of the procedure described in [6] . We first need to go through some results on generic residual intersections and derive a recursive formula for the degrees of the Chern classes.
Let I be a homogeneous ideal defining a scheme X ⊂ P r , let I d denote the degree d component of I, and letĪ denote the saturation of I with respect to the maximal ideal. ThusĪ denotes the homogeneous ideal, I X , of X. For d ∈ N, we say that X is cut out as a scheme by degree d polynomials in I if the saturation (with respect to the maximal ideal) of the ideal generated by I d is equal to I X .
In the following lemma and its proof, we let dim(∅) = −∞.
Lemma 5.1. Let I ⊂ C[x 0 , . . . , x r ] be an ideal that defines a smooth equidimensional scheme Z ⊂ P r of dimension n. Fix integers (n 1 , . . . , n r ) such that for each i, Z is cut out as a scheme by degree n i polynomials in I. For G i ∈ I ni , let X i = {G i = 0} and for p ∈ Z, let T p X i denote the tangent space of X i at p. For 0 < i ≤ r and 0 ≤ k < r − n, put
Proof. The bound, dim(T (i, k)) ≤ n + k − i, is obvious for i ≤ k. We proceed by induction on i. In the case i = 1 and k = 0, the claim is that for general G 1 ∈ I n1 , X 1 is nonsingular at some point of Z. This is clear since the ideal generated by I n1 defines the smooth scheme Z. Now fix i, 0 < i < r, and suppose that dim(T (i, k)) ≤ n + k − i for 0 ≤ k < r − n. Note that T (i + 1, k) ⊆ T (i, k) and T (i, k − 1) ⊆ T (i, k). If 0 < k < r − n, then any irreducible component of T (i, k) which is contained in T (i, k − 1) has dimension less than or equal to dim(T (i, k − 1)) ≤ n + k − 1 − i = n + k − (i + 1), and thus such a component already satisfies the bound in the case (i + 1, k). Let 0 ≤ k < r − n and let C ⊆ T (i, k) be an irreducible component (if T (i, k) is empty we are done). Suppose that k = 0 or that C is not contained in T (i, k − 1). It follows that there is a p ∈ C with dim(T p X 1 ∩ · · · ∩ T p X i ) = r − k, which is bigger than n since we have assumed that k < r − n. Since Z is smooth at p, we have that for a general G i+1 ∈ I ni+1 , the tangent space
Theorem 5.2. Let I ⊂ C[x 0 , . . . , x r ] be a non-zero ideal, that defines a smooth equidimensional scheme Z ⊂ P r , and let {F 1 , . . . , F t } be a set of non-zero generators of I. Put d = max{deg(F 1 ), . . . , deg(F t )} and fix integers n 1 , . . . , n r with n i ≥ d for all i. If G 1 , . . . , G r are general forms in I with deg(G i ) = n i , then the ideal J = (G 1 , G 2 , . . . , G r ) defines a disjoint union Z ∪ S, where S is either empty or a reduced zero-scheme.
Proof. Observe that since d ≤ n i , the ideal generated by I ni is equal to e≥ni I e . Since the ideal e≥ni I e and I have the same saturation, namely the homogeneous ideal of Z, the scheme Z is cut out by degree n i polynomials in I.
Consider first the set theoretic content of the theorem, that is that for general forms G 1 , . . . , G r in I with deg(G i ) = n i the zeroset of the ideal J = (G 1 , . . . , G r ) is Z ∪ S where S is finite. If G i ∈ I ni we let X i = {G i = 0}. A general G 1 ∈ I n1 is non-zero, and thus X 1 \ Z is empty or has codimension 1 in P r . Since the common zeros of I n2 is Z, a general G 2 ∈ I n2 is such that (X 1 ∩ X 2 ) \ Z is empty or has codimension 2 in P r . By induction, the residual S to Z at the r th step is finite. We proceed to the scheme theoretic content of the theorem. First we shall argue that S is reduced. We will use a scheme theoretic version of Bertini's theorem, see [8, Corollary 3.4.9] . For a general G 1 ∈ I n1 , the hypersurface X 1 is smooth outside Z (by Bertini's theorem applied to the linear system on P r \ Z given by I n1 ). Similarly, I n2 defines a base point free linear system on X 1 \ Z, and thus for a general G 2 ∈ I n2 , (X 1 ∩ X 2 ) \ Z is smooth. By induction, the residual S at the r th step is reduced. Let n = dim(Z) and let X denote the scheme defined by J, that is X = X 1 ∩· · ·∩ X r . It remains to show that for general (G 1 , . . . , G r ), the X i intersect smoothly in Z, or in other words that for p ∈ Z the local ring of X at p is regular. By the Jacobian Criterion, see [7, Corollary 16.20] , this is the same as showing that the Jacobian matrix of (G 1 , . . . , G r ) has rank r−n at p. With notation as in Lemma 5.1, this is equivalent to T (r, r − n − 1) = ∅, which is implied by the lemma.
Suppose that Z ⊂ P r is a smooth, connected, n-dimensional variety defined by an ideal I = (F 1 , . . . , 
where
Proof. If k = 0 the statement is that deg(Z) + deg(S) = d r−n , which is a consequence of Bézout's theorem.
Suppose 0 < k. Let X i = {G i = 0} ∩ L and let (X 1 · . . . · X s ) Z∩L denote the equivalence of Z ∩L in (X 1 ·. . .·X s ), see [9, Chapter 9] . Let N i denote the restriction to Z ∩ L of the normal bundle of X i in L ∼ = P s . By [9, Proposition 9.
By [9, Proposition 9.
We shall rewrite the latter formula in terms of the Chern classes of Z. Note that the divisor class on Z ∩ L which corresponds to N i is dH Z∩L , where
is the hyperplane class. Also, c(T P s | Z∩L ) = (1 + H Z∩L ) s+1 . Now let i : Z ∩ L → Z be the inclusion. Since we have an exact sequence
we have that c(T Z∩L ) = c(i 
The (r−s)-dimensional component of ω is a cycle class of codimension n−(r−s) = k. If 0 ≤ i ≤ k, the terms in {ω} r−s of codimension k that involve c i correspond to j = k − i − l. Summing over l, we get
The above recursive formula for the degrees of the Chern classes of Z leads to the following probabilistic algorithm for computing these numbers. The procedure is to repeatedly take collections of random hypersurfaces of high enough degree that contain Z, and then compute the degree of the residual to Z in their intersection. We start with the codimension of Z number of such hypersurfaces. We then step by step increase the number of hypersurfaces by one until their number is equal to r, the dimension of the ambient space. At each step, the degree of a Chern class may be computed using the recursive formula.
Algorithm 2. Degrees of Chern Classes({F
Input: A set of homogeneous polynomials {F 1 , F 2 , . . . , F t } ⊂ C[z 0 , z 1 , . . . , z r ], all non-zero, that generate an ideal J which defines a smooth connected scheme Z.
Output: {deg(c 0 ), . . . , deg(c n )} where n denotes the dimension of Z and c i denotes the i th Chern class of Z.
Algorithm:
Determine the dimension of Z and store in n. 
In connection with Algorithm 2 we remark that: Note that the number D is the degree of the residual to Z in the scheme defined by G 1 = · · · = G s = 0. (2) Algorithm 2 improves the method to compute the degrees of Chern classes presented in [6] . If homotopy methods are used then fewer paths are tracked in Algorithm 2 than in the method found in [6] . If symbolic methods are used then we note that, in Algorithm 2, we don't take any elements from the ideal of degree higher than d whereas the method presented in [6] involves elements of degree d+1. In symbolic computations, this difference in degree can be the determining factor in whether a computation terminates.
Motivation
Many well known invariants of a smooth variety can be expressed in terms of the Chern numbers of the variety. The fundamental nature of Chern numbers and the speed with which certain types of output could be produced by numerical homotopy methods provided the motivation to develop Algorithm 1. For reference, we collect some standard formulae that involve the degree of monomials in the Chern classes of a variety.
6.1. Double point formulae. Let Z ⊂ P r be a smooth variety of dimension n. Suppose, for a moment, that 2n + 1 < r. The secant variety of Z has dimension at most 2n + 1 and hence, by projecting from a generic point, we can embed Z in a projective space of smaller dimension. Every smooth projective variety of dimension n may thus be embedded in P 2n+1 . If r < 2n + 1 the invariants of Z satisfy certain constraints. As a consequence, in these cases a procedure to compute the Chern numbers can be simplified since only some of these numbers need to be computed and the others may be derived from the constraint formulae. The purpose of this section is to go through the derivation of these formulae and give them explicitly for surfaces in P 4 and threefolds in P 5 and P 6 . Recall first that c(P r ) = (1 + h) r+1 , where h is the hyperplane class. Let N = N Z P r and let i : Z → P r be the inclusion. We have an exact sequence
and hence c(i
, where H ∈ A * (Z) is the hyperplane class. Hence, for 0 ≤ k ≤ r + 1,
On the other hand, by [12, A.C7],
Equation ( Proof. For Z a surface in P 4 , (3) and (4) give
Eliminating c 1 (N ) and c 2 (N ) and taking degrees the first row of the table follows. For a threefold Z ⊂ P 5 , we get
This implies that
Multiplying both sides by H and taking degrees gives the second row in the table.
The third row follows from multiplying both sides by c 1 and taking degrees. The formula for a threefold in P 6 is shown in the same manner. Severi's double point formula [17] says that the quantity on the left hand side, for a smooth surface in Z ⊂ P 5 , is the number of secant lines that go through a general point of P 5 .
6.2. Chern numbers and the Hilbert polynomial. Let P Z ∈ Q[x] be the Hilbert polynomial of a smooth n-dimensional variety Z ⊂ P r and let H ∈ A n−1 (Z) be the hyperplane section. Recall our definition of a Chern number as the degree of any monomial in the Chern classes of Z. Using the Hirzebruch-Riemann-Roch formula (see [12, Theorem A.4 .1]), one can express the coefficients of P Z in terms of the Chern numbers of Z.
We shall first introduce some notation which may be found in [12, Appendix A] . Define the Chern polynomial c t by c t = c 0 +tc 1 +t 2 c 2 +· · · +t n c n . Introduce formal symbols a i by c t = Π n i=1 (1 + a i t). The Todd class is defined as Let x ∈ Z. Using the Hirzebruch-Riemann-Roch formula, we may now write the value of the Hilbert polynomial at x in terms of Chern numbers, The following example shows that the Chern numbers of a smooth variety in P r cannot in general be computed from its Hilbert polynomial.
Example 6.4. This is an example, which appeared in [10] , of two embedded projective varieties with the same Hilbert polynomial but different Chern numbers. Let Z 1 ⊂ P 5 be P 1 × P 1 embedded with O(1, 2) and let Z 2 ⊂ P 5 be P 2 embedded by O(2) (the 2-Veronese surface). In other words, Z 1 = im(φ 1 ) and Z 2 = im(φ 2 ), where
: (x, y; z, w) → (xz 2 , yz 2 , xzw, yzw, xw 2 , yw 2 ), φ 2 : P 2 → P 5 : (x, y, z) → (x 2 , xy, xz, y 2 , yz, z 2 ).
We shall verify that P Z1 (x) = P Z2 (x) = 2x 2 + 3x + 1, but that deg(c 2 (T Z1 )) = 4 while deg(c 2 (T Z2 )) = 3.
The arithmetic genus p a of a smooth surface is a birational invariant and since Z 1 and Z 2 are rational, p a (Z 1 ) = p a (Z 2 ) = 0. Let L 1 and L 2 be the divisor classes on Z 1 defined by lines of the two rulings of P 1 × P 1 and let L be the divisor class on Z 2 corresponding to O P 2 (1). Then L Remark 6.5. The Hirzebruch-Riemann-Roch formula shows that the Hilbert polynomial of a variety can be obtained from the Chern numbers of the variety. Example 6.4 illustrates that there are situations where the Chern numbers are not computable from the Hilbert polynomial. Generally speaking, this leads us to conclude that the Chern numbers are a finer set of invariants than the Hilbert polynomial. However, in the special setting of surfaces in P 4 and threefolds in P 5 , the extra constraints found in Remark 6.1 allow one to recover the Chern numbers from the Hilbert polynomial.
6.3. Some common invariants. Let Z be a smooth projective variety. Examples of common invariants that may be expressed in terms of Chern numbers include the arithmetic genus p a = (−1) n (P Z (0) − 1), the Euler characteristic of the structure sheaf χ(O Z ) = P Z (0), the topological Euler characteristic e(Z), the genus g in the case of curves and the sectional genus π in the case of surfaces. The following table gives some examples.
