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Abstract
Image forensics is an important area of research used to indicate if a particular image is original or subjected to any kind of tampering.
Images are essential part of judgment in tribunals. For forensic analysis, image forgery-detection techniques used to identify the forged images.
In this paper, an effective algorithm to indicate Copy Move Forgery in digital image presented. The Scale Invariant Feature Transform (SIFT)
and Fuzzy C-means (FCM) for clustering are utilized in the proposed algorithm. A number of numerical experiments performed using the
MICC-220 dataset. The authors created an additional dataset, which consisted of 353 color images. The proposed algorithm tested by using both
datasets where the average detection time on the MICC-220 data set is reduced by 14.67% over the existing traditional SIFT-based algorithm.
For the created dataset, the average detection time reduced by 15.91% over the existing traditional SIFT-based algorithm.
Copyright © 2018 Faculty of Computers and Information Technology, Future University in Egypt. Production and hosting by Elsevier B.V. This
is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction
Today, digital images are used extensively in various
fields in our life through important areas such as news reports, forensics sciences, surveillance services, online marketing and medical diagnosis. Moreover, they can be used as
proof in tribunals, and in press to adjust the meaning of
pictures in order to affect the readers' points of views. Thus,
this area of digital image forensics [1] to specify the originality of digital image has become an important area of
research to regain trust in digital image [2]. The forensic
analysis for digital images helps in providing information to
support law enforcement, security, and intelligence agencies.
Various techniques can be introduced to examine and legitimize the digital image's content. The image forgery
* Corresponding author.
E-mail addresses: Alberry003@gmail.com (H. A. Alberry), ahegazy@
aast.edu (A. A. Hegazy), gisalama@mtc.edu.eg (G. I. Salama).
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detection is analyzed to active and passive methods [3]. The
active method relies on digital signatures or watermarking
[4]. That method depends on the information taken previously from the original image. It is clear to notice that those
methods are not powerful. Because they require certain
equipment like particular cameras to add watermark or a
signature to a captured image; moreover, it can be manipulated. On the other hand, passive methods are optimized to
examine images without resorting to previous information,
where we have to make vague decision concerning how
images have been manipulated. The majority of passive
methods depend on supervised learning by using the
extraction of certain characteristics to distinguish the original
picture from the fake one.
We have many easy image editing programs, such as
Photoshop. Moreover, forger introduced various methods for
image processing to obtain forged image in a tricky way such
as copy move image forgery that uses the same image [5];
image splicing use diverse parts from various images to
manipulated picture [6], and image retouching [7] that leave
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2314-7288/Copyright © 2018 Faculty of Computers and Information Technology, Future University in Egypt. Production and hosting by Elsevier B.V. This is an
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a fine modification in the picture. In image splicing, we
optimize areas from various pictures to make a forged one. In
copy-move image forgery, regions of the images could be
duplicated into the same image to hide an important content
in that image.
Because the convenient elements are similar to the copied
parts, like color and noise, it is necessary and important to
distinguish the manipulated areas from the actual ones.
Moreover, to eliminate the visual traces of image forgeries, a
counterfeiter uses different post-processing procedures like
blurring, edge smoothing, and noise.
This paper concentrates on Copy Move Forgery Detection
(CMFD) and introduce a fast technique optimizing Scale
Invariant Feature Transform (SIFT) and fuzzy c-means
(FCM) clustering. This paper classified into four sections.
The first section handles the common workflow of (CMFD);
the second one discusses the overview of SIFT forgery
method and clustering method; the third one concentrates on
the introduced model and the framework; the fourth section
discusses the experimental results and discussions, and finally
the fifth section handles the paper conclusion and the suggestions for future work.
2. Work flow for CMFD

3. Review of the SIFT algorithm and clustering
3.1. SIFT algorithm
Various ways are presented to explore the problem of
(CMFD). The majority of the introduced algorithms in the
feature extraction for revealing and illustrating local visual
features often demand two procedures: the first procedure is
detecting the interest points that are centralized, whilst the
second procedure robust local descriptors are constructed to be
invariant orientation and scaling [16,21].
SIFT algorithm converts an image data into local feature
vectors named SIFT descriptors. Those features have the
power to geometric transformations that are constant to scaling
and rotation. This algorithm is divided into the following three
main stages:
1. Scale Space Extrema Detection
The scale-space image is known as L(x, y, s) that is created
by the convolution process between function and image.
In this situation, convolution between Gaussian function,
G(x, y, s), and an image I(x, y) is used:
Lðx; y; sÞ ¼ Gðx; y; sÞ*Iðx; yÞ

Most techniques for CMFD follow the same fundamental
procedures [8] as shown in workflow Fig. 1. In the first step,
the pre-processing procedure is applied to the input image.
This step is very necessary for enhancing the picture data and
the picture features and paves the way for more detection.
The input image transformed into grey-scale and another
preprocessing can be optimized such as filtering or image
resizing. After this procedure of preprocessing, the feature
extraction to obtain feature of the picture is optimized. This
procedure is classified into block based method [9], which
split image into blocks and then obtain integral feature for
each block such as Discrete Cosine Transform DCT [10],
Singular Value Decomposition (SVD) [11], Discrete Wavelet
Transform DWT [12] and Histogram of Orientated Gabor
magnitude (HOGM) [13]. Key point based technique [14],
that distinguish high-entropy image regions such as Scale
Invariant Features Transform (sift) [15,16], and Speeded Up
Robust Features (Surf) [17]. Hybrid technique which integrate both techniques [18e20], that introduced a blended
feature.
After the feature extraction procedure, it is very important
to match identical features that mark doubled regions, and then
optimize filtering to diminish the fake matched features and
finally decide if the image is forged or not.

ð1Þ

1 ðx2 þy2 Þ=2s2
e
ð2Þ
2ps2
Optimizing a computable approximation of Gaussian's
Laplacian is used to elicit the key points of the image named
Difference of Gaussians (DoG) [22], where, a DoG Image D is
introduced as follows:

Gðx; y; sÞ ¼

Dðx; y; sÞ ¼ Lðx; y; ksÞ  Lðx; y; sÞ

ð3Þ

Where L(x, y, ks) is the convolution of the original image,
I(x, y) with the Gaussian blur G(x, y, ks) at scale ks.
2. Keypoint Localization
The image extrema contains the image main points. In
order to select the main point from image extrema where the
main points are unsettled over image variation have to be
selected through rejecting the points over image edges and
those which are characterized by low contrast. The Taylor
expansion of scale-space function D(x,y, s) shifted such that
the sample point is origin:
DðxÞ ¼ D þ

vDT
1 v2 D
x þ xT 2 x
2 vx
vx

ð4Þ

Block
Based
Feature
Extraction

Input Image
Key Point
Based

Matching

Fig. 1. Typical workflow for CMFD.
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3. Key point Descriptor Generation

Image
(Forged or Original)

To ensure that The SIFT descriptors are constant in scaling
and rotation, a canonical orientation is specified to each main
point. In order to specify the descriptor orientation, a gradient
orientation histogram is computed in the neighborhood of the
key point. Particularly, for an image sample L(x, y, s) at scale
s (the scale in which that key point was detected), the gradient
magnitude m(x, y) and orientation q(x, y) are computed using
eq (3) and (4):
mðx; yÞ ¼ ðLðx þ 1; yÞ  Lðx  1; yÞÞ

1
þ Lðx; y þ 1Þ  Lðx; y  1ÞÞ2 2

Extracon of SIFT Features

Clustering SIFT feature Keypoints

2

qðx; yÞ ¼ tan1

Lðx; y þ 1Þ  Lðx; y  1Þ
Lðx þ 1; yÞ  Lðx  1; yÞ

161

(FCM - Algorithm)

ð5Þ

!
ð6Þ

Matching of Clustering Results

A feature vector with 128 elements is created for each
descriptor. This vector is composed of the values of orientation
histogram, in image plane and scale space form with 4X4
array of histograms and 8 orientation bins in each. The results
obtained are 4X4X8 ¼ 128 element feature vector.

Decesion
(Forged or Original)
Fig. 2. A block diagram of the proposed method.

3.2. FUZZY C-means clustering
FCM stands for Fuzzy C-means is defined as a technique of
clustering that can be a section of data that is belong to two or
more clusters [23, 24], in order to decrease time complexity by
clustering Sift key point and the time consumed for matching
key points. It depends on reducing the following objective
function:
Jm ¼

N X
c
X
i¼1

umij jjxi  cj jj ; 1  m < ∞
2

ð7Þ

are the iteration steps. This step assemble to a local minimum
or a saddle point of jm.
The algorithm is performed by optimizing the following
procedures:
1. Initialize U ¼ [uij] matrix, U(0)
2. At k-step:
the centers vectors C(k) ¼ [cj] with U(k)
Pn compute
m
u :cj
cj ¼ Pi¼1n ij m
u
i¼1 ij

j¼1

3. modify U(k), U(kþ1) uij ¼

Where:

Pc
k¼1

m is any real number greater than 1.
uij is the degree of member ship of xi in the cluster j.
xi is the ith of d dimension measured data.
cj is the d-dimension center of the cluster.
jjjj is any norm expressing the similarity between any
measured data and the center.
A refined application of the objective function introduced
above is executed Fuzzy partitioning which is created with the
update of membership uij and the cluster centers cj by:
Pn m
1
i¼1 uij :cj
uij ¼
; cj ¼ Pn m
ð8Þ
2

m1
Pc
i¼1 uij
jjx c jj
i

k¼1

j

jjxi ck jj




k
This repetition will stop when maxij fukþ1

u
ij g < ε
ij
where ε is a termination criterion between 0 and 1, whereas k
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4. If jjU
step 2.

(kþ1)

e U

(k)



1

kxi cj k
kxi ck k

2
m1

jj< ε then STOP; otherwise return to

4. Proposed model
The introduced technique depends on the SIFT algorithm to
elicit solid features which enable it to specify if a region of an
image was a copy-moved. The introduced technique decreases
time complexity of SIFT using FCM clustering method. In the
proposed algorithm, SIFT keypoints are clustered on the basis
of their descriptors then, center keypoint and its neighbor are
matched with other center keypoint and its neighbor clusters
instead of identifying all keywords in the picture. The proposed
algorithm has the ability to reveal Copy Move forgery very fast
without influencing the accuracy of matching process. Fig. 2.
Illustrates a block diagram of the proposed algorithm. First,
SIFT algorithm from the image is used to elicit key points.
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Then, the feature descriptor is elicited from every key point on
the image including 128 dimensional.
The resemblance between the descriptors is calculated to
specify the matching among the descriptors for specifying the
potential forgery on the image. The basic obstacle in this algorithm is the computational complexity of the matching stage
where it is very high as a result of the big number of key points
elicited from the image and the matching process among them.
Using clustering algorithm for clustering the keypoints
depending on their descriptors can be a solution to this issue.
Specifying data points for every cluster such that items in
the same cluster as similar as possible, but items that belong to
the diverse clusters are as various as possible, optimizing three
main fundamental parameters to enhance their best values and
every center of the clusters key points and their close neighbors are matched only to other clusters rather than assembling
all the other key points.
5. Experimental setup
Experiments are executed on total 573 pictures. Two data
sets were used to test the model; MICC-220 and our own data
set. MICC-220 is created by 220 images, where 110 images are
tampered and 110 are original. The resolution of the picture
differs from 722  480 to 800  600 pixels and the size of the
false patch involve the average 1.2% of the whole image. The
main issue in MICC-220 is the falsification and all the conversion located in the fake images was performed inconsiderably. This issue can be solved to measure the suggested
algorithm through a real falsification by proposing new data set.
The data set includes 353 images that are obtained from Google
search engine. 260 images are tampered and 93 are original. In
order to test the model with various kinds of attacks, the images
are manipulated deliberately. The resolution of images differs
from 3024  1963 to 800  600 pixels. To examine the results,
it is compared with [16], where the performance time is

decreased with the same accuracy rate optimizing the same
standard dataset and our own data set. Figs. 3 and 4 display the
suggested algorithm SIFT matched pairs from the two optimized datasets that give examples for original image, tampered
image, and detection result matched pairs.
5.1. Evaluation metrics
The performance of detection method is measured in the
light of true positive rate (TPR), false positive rate (FPR), and
time complexity where:
TPR ¼

Images detected as forged being forged
Total number of forged images

ð9Þ

FPR ¼

Images detected as forged being original
Total number of original images

ð10Þ

TPR refers to the percentage of forged images which are
correctly specified. FPR refers to the percentage of the
original images, that are falsely specified as a manipulated
one. A comparison is made between the values of FPR, TPR,
and time (in seconds) for data sets optimizing SIFT without
FCM clustering [16] and with clustering combination. There
are three fundamental main parameters in FCM algorithm,
that are used for their best value to obtain the best results.
Those parameters are:
a. Number of Clusters
Number of clusters to create. Four values for this parameter {2,4,6,8}
b. Maximum number of iterations
The maximum number of training epochs. Four values for
this parameter {25,50,75,100}

Fig. 3. Examples from our own Data set original images, tampered images, and detection result matched pairs.
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Fig. 4. Examples from MICC-220 Data set original images, tampered images and detection result matched pairs.

c. Minimum amount of improvement
Minimum improvement in objective function between two
consecutive iterations. Four values for this parameter
{0.001, 0.0001, 0.00001, 0.000001}
The performance of a clustering algorithm may be affected
by the chosen values of parameters. There are many ways for
selecting these parameters. In data-mining and data analysis
software packages, the number of clusters is specified by the
user. To obtain a satisfactory clustering result, the number of
iterations needed for the user to execute the algorithm must be
defined. The validity of the clustering result is assessed visually without applying any formal performance measures. In
the proposed model, a wide range of parameters are applied
where the performance measured in terms of accuracy and
time complexity. A narrower range of values is determined for
each parameter as shown in the conducted experiments.
5.2. Results
Table 1 reports the performance measures (TPR, FPR and the
Detection time) of the SIFT based algorithm [16] using the two
data sets. It could be noticed that the TPR of MICC-220 is superior than our own data set because our own data set are professional forged digital image with diverse combination of post
processing on image in an deceiving way. Also, it could be seen
that the total detection time for our own data set is more than the
Table 1
Results of the SIFT algorithm in terms of the three evaluation metrics for both
data sets.

TPR
FPR
Detection Time (hh:mm:ss)

total time of MICC-220 data set because our own data set includes
353 images with resolution differs from 3024  1963 to
800  600 pixels, while the MICC-220 includes 220 images with
resolution differs from 722  480 to 800  600 pixels.
5.2.1. Changing FCM parameters in MIC-220
Three main fundamental parameters are used for their best
values to enhance the performance time with the same accuracy in the FCM algorithm. First parameter: the number of
clusters, which differs from 2 to 8 as shown in Table 2, the
number of clusters that offer high accuracy rate, and a minimum performance time is adopted as the best result and
shaded in the table. The number of clusters was specified in
the light of the performance time and accuracy standard of the
introduced technique for all images in the MIC-220 dataset.
Table 3 displays the second parameter changing maximum
number of repetitions, which differed from 25 to 100 and
minimum performance time is adopted as the best result and is
shaded. Table 4 illustrates the third parameter changing minimum amount of improvements to fulfill the best results.
5.2.2. Changing FCM parameters in our own dataset
There are three main fundamental parameters results in the
new introduced data set in FCM algorithm. Changing number
of clusters is shown in Table 5. Table 6 illustrates change
values of the maximum number of repetitions. Table 7 clarifies
change values of minimum amount of enhancement and best
result shaded in tables.
Table 2
Changing number of clustering. Cluster number -> {2, 4, 6, 8}.

MICC-220

Our own Data Set

ClusNum ->

2

4

6

8

99.09%
9.09%
00:16:15

71.69%
10.83%
01:15:57

TPR
FPR
Detection time

98.18%
7.27%
00:12:19

99.09%
7.27%
00:12:45

98.18%
7.27%
00:12:55

98.18%
9.09%
00:13:10
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Table 3
Changing Maximum number of iterations. Maximum Iteration -> {25, 50, 75,
100}.

Table 7
Changing Minimum amount of improvement. Minimum Improvement ->
{0.001, 0.0001, 0.00001, 0.000001}.

MaxItr ->

25

50

75

100

MinImpr ->

0.001

0.0001

0.00001

0.000001

TPR
FPR
Detection time

99.09%
7.27%
00:15:37

99.09%
9.09%
00:13:52

99.09%
7.27%
00:13:25

99.09%
7.27%
00:13:26

TPR
FPR
Detection time

71.54%
11.83%
01:08:17

70.77%
11.83%
01:03:44

70.77%
11.83%
00:58:12

71.54%
11.85%
00:58:26

Table 4
Changing Minimum amount of improvement. Minimum Improvement ->
{0.001, 0.0001, 0.00001, 0.000001}.
MinImpr ->

0.001

0.0001

0.00001

0.000001

TPR
FPR
Detection time

99.09%
7.27%
00:13:33

99.09%
7.27%
00:13:28

99.09%
7.27%
00:13:23

99.09%
8.18%
00:13:37

5.2.3. Best parameters and improvements
Table 8 illustrate the enhancement in the accuracy and
detection time by applying the proposed algorithm on the
MICC-220 data set. It could be noticed that, the average
detection time after applying the proposed algorithm is
enhanced by 14.67% than applying the SIFT based algorithm
with the same accuracy.
Table 9 illustrate the enhancement in the accuracy and
detection time by applying the proposed algorithm our own
data set. It could be noticed that, the average detection time
after applying the proposed algorithm is enhanced by 15.91%
than applying the SIFT based algorithm.
6. Discussions
According to the results obtained from the tables, it is
obvious that blending fuzzy c-means with the sift algorithm
has apparent effect on the time complexity on the algorithm.
The simple attacks and conversion in MICC-220 have their
impact on the high values of TPR and FPR comparing those
values in our own dataset. It is obvious that using the number
of clusters, the maximum number of repetition and the
minimum enhancement FCM parameters grant more deep
insight on the algorithm effect. Keeping default value of
other parameters with optimizing both the default values of
Table 5
Changing number of clustering. Cluster number -> {2, 4, 6, 8}.
ClusNum ->

2

4

6

8

TPR
FPR
Detection time

71.54%
10.75%
01:00:21

71.15%
10.75%
01:02:00

71.54%
11.83%
01:11:04

71.92%
11.85%
01:03:52

Table 6
Changing Maximum number of iterations. Maximum Iteration -> {25, 50,
75,100}.
MaxItr ->

25

50

75

100

TPR
FPR
Detection time

71.15%
10.75
01:08:01

71.15%
10.75%
01:09:17

71.15%
10.75%
01:22:52

71.15%
10.75%
01:01:57

https://digitalcommons.aaru.edu.jo/fcij/vol3/iss2/3

Table 8
Enhancement percentage of the proposed algorithm optimizing MICC-220
dataset.

TPR
FPR
Detection Time (hh:mm:ss)

MICC-220

Improvement

99.09%
9.09%
00:13:52

0%
0%
14.67%

Table 9
Enhancement percentage of the introduced technique optimizing our own
dataset.

TPR
FPR
Detection Time (hh:mm:ss)

our own data set

Improvement

71.92%
11.85%
01:03:52

0.23%
1.2%
15.91%

each parameter or using one parameter does not grant the
best way to improve the algorithm so the three parameters
should be sequentially optimized.
It is obvious that after using the MICC-220 dataset,
there are no main enhancement in the accuracy (TPR and
FPR), but the enhancement is significant relating to terms
of time complexity. In the introduced dataset, enhancement
was in both metrics accuracy and time. The essential
justification is optimizing FCM clustering on key points
SIFT features and locations decreases the ambiguity done
before assembling particularly when falsification is deliberately executed.
7. Conclusion & future work
The researchers usually optimize the key point based
techniques for detection of Copy Move forgery. While raising
the number of key points, the computational requirements will
raise in these techniques, so minimal execution time will be
needed. In this research, the researcher optimized FCM technique for clustering the SIFT key points to decrease time
complexity. The experimental results indicate that the propose
algorithm decreases the detection time of appreciably same
accuracy standards and minor enhancement in some cases.
This research detects also in the status of rotation, scaling and
multiple Copy Move attacks.
In this research, a new data set is created for CMFD that
includes more manipulated pictures that were performed
deliberately by professionals. The obtained data set is an open
source and free to be optimized as benchmarking for more
comparisons. According to this research, it is highly recommended that optimizing multiple clustering algorithms or even
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using the FCM by matrix optimization rather than the
sequential optimization done.
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