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In a paper by Soni & Sleeman (1987), a family of polynomials is introduced. 
These polynomials are related to the coefficients in a uniform asymptotic 
expansion of a class of integrals. In this expansion parabolic cylinder functions 
(Weber functions) occur as basic approximants and the resulting series is of 
Bleistein type. In the present paper, a family of rational functions is introduced, 
and the two families form a biorthogonal system on a contour in the complex 
plane. The system can be viewed as a generalization of the families { z"} and 
{z-n- 1}, which occur in Taylor expansions and the Cauchy integrals of analytic 
functions. Explicit representations of the rational functions are given together 
with the rigorous estimates. These results are used to establish convergence of 
expansions of certain functions in terms of the polynomials and the rational 
functions. The main motivation to study this system stems from the above-
mentioned problem on the asymptotic expansion of a class of integrals. It is 
shown how to use the system in order to construct bounds for the remainders in 
the asymptotic expansion. An instructive example is worked out in detail. 
1. Introduction 
LET {Pn(t)} denote the system of polynomials defined as follows: 
P0(t) = 1, 
P1(t)=t/(y+l) (y>-1), 
and, for n;;;: 2, 
(1.1) 
(1.2) 
(1.3) 
where b is an arbitrary complex number. In (1.3) we may assume that 
-Jt < arg t ..s; :rt. However, the polynomials are defined in the whole complex 
t-plane. For n;;;: 1 and -Jt < arg t ..s; :rt, 
P2n-1(t) = 2n!1~(n) [ [t2 - u2 - 2b(t - u)r-1uY du, 
t-y i' P2n(t) = 2n-lr(n) 0 [t2 - u 2 - 2b(t- uw-1uY(u - b) du. 
(1.4) 
(1.5) 
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This system of polynomials for real t was developed by Soni & Sleeman [3] in 
connection with the uniform asymptotic expansion of integrals of the type 
f(TJ) = f tY(t-b)e-T1(!t2-bt)g(t) dt, (1.6) 
when O <a,.;;;; oo, IT/ I-+ oo, larg 11 I ,.;;;; :n:/2 and the stationary point t = b > 0 
approaches the critical point t = 0. In particular, if g(t) is analytic in some 
neighbourhood of the origin and has the expansion 
00 
g(t) = L ckPk(t), (1.7) 
k=O 
then the expansion coefficients ck= ck(b, y) are continuous functions of b near 
b = 0 and, for 0,.;;;; 2b <a, larg 771 < ;r,/2, 1111--+ 00, y > 0, 
/(11)-(~0 c2k7J-k-1)rwr-h1) + (~0 c21<+1'11-k-i)wr(11), (1.8) 
where 
Wy(11) = r tYe-11<1r2-br) dt. (1.9) 
The coefficients ck are given in terms of the operator D defined by 
(1.10) 
and, for n ;;:;:: 0, t > 0, 
c2n = t-ron{tr[g(t) - 2nf 1 ckPk(t)]} I , 
k=O t=O 
(1.11) 
C2n+l = t-y: on{tr[g(t) - ~ ckPk(t)]} I 
t k=O t=b 
(1.12) 
(see [3]). Except perhaps for c0 and c11 the computation of the coefficients ck by 
this process is, in general, quite complicated. To make matters worse, in many 
applications the integral (1.6) is arrived at by a change of variable which is 
defined only implicitly [l, 2: p. 347]. In this paper, we give an alternative 
approach based on the complex function theory. If we assume that g(t) is analytic 
in some neighbourhood of the origin and if { <l>n} is defined by 
1 00 
-= L </>n(z)Pn(t), 
z -t n=O 
(1.13) 
then formally, for some appropriate contour C, 
1 J g(z) "' ( 1 J ) g(t) = ,.._. -=-t dz = L Pn(t) ,.._. </>n(Z )g(z) dz . 
-'"lLl cZ n=O -'"lLl C 
(1.14) 
UNIFORM ASYMPTOTIC EXPANSIONS 
Now a comparison with (1. 7) indicates that 
-21. { c/>n(z)g(z) dz =en, mJc 
3 
(1.15) 
(1.16) 
We prove that the relations (1.13)-(1.16) do indeed hold and that the system 
({Pn(z)}, {</>m(z)}) is a biorthogonal system which for b =0 reduces to the 
system ({zn}, {z-m-1}). In Section 2, we define the operators I, and ez and the 
functions c/>n(z) (n = 0, ... ,). In Section 3, we state the main results, including the 
one mentioned above. These are proved in Sections 5 and 6. Some preliminary 
results are given in Section 4. An application of the expansion technique 
developed here to the uniform asymptotic expansions is discussed in the last 
section. 
We conclude this section by describing Bleistein's method for (1.6) with a= co. 
Using integration by parts, we have 
d h(t) = (l-y - (tYg(t)]. 
dt 
Next we write 
h(t) =Po+ p 1 t + t(t - b )f(t), 
where p0 = h(O) = yg(O) and p 1 = [h(b)- h(O)]lb. This gives, again after integrat-
ing by parts, 
with 
d h1 (t) = tl-y - (tYf (t) ]. 
dt 
Repeating this procedure, we can generate more coefficients Pk> and hence more 
terms in Bleistein's expansion. Up to minor changes, Pk are the same as ck in 
(1.7). 
2. Notation and definitions 
Polynomials Pn(t) 
Pn(t) denotes a polynomial of degree n and the sequence {Pn(t)} satisfies 
(1.1)-(1.5). Furthermore, 
Pn(O) =0 (n = 1, 2, ... ). (2.1) 
For other properties of these polynomials, we will refer to [3]. 
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The integral operator I 
J,f (t) =I: (u - b )f(u) du, 
where t may be a complex number. Also, 
(J,)1 =I,, 
(J,t=I,(l,)"- 1 (n =2, 3, ... ). 
By (1.3) and (2.1), for -:rt<argt-s;:rt, we can write 
tYPn(t) = /1(tYPn-2(t)] (n = 2, 3, ... ), 
tYP2n_ 1(t) = (/1)"- 1(tYP1(t)] (n = 2, 3, ... ), 
tYP2n(t) = (J,)"(tYPo(t)] (n = l, 2, ... ). 
The differential operator ez 
ezf(z)= -~ (-1-f(z)). dz z-b 
Also, 
(E>z) 1 = ez, (ezr = ez<ez)n-I (n =2, 3, ... ). 
Definition of {4>n(z)} 
The sequence { <l>n(z)} is defined as follows: 
<J>0(z) = l/z, 
r 1 
<l>i(z) = z(z -b) + (z - b)2 · 
- - Y~ ( <f>n(z) ) 
<Pn+2(z) - z dz z Y(z - b) (n=O,l, ... ). 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
In (2.12), we may assume that -:rt < arg z :E; :n: ( z * 0, z * b), although we see 
by induction that <f>n(z) are meromorphic functions of z in the whole complex 
plane; their only singularities are poles at z = 0 and z =b. If we use the 
differential operator ez' we can write 
4>1(z) = zY<8J2 (l/zY), 
<l>n(z) = zY<8Jz(</>n-2(z)/zY] (n = 2, 3, ... ), 
and, for n = 1, ... , 
(2.13) 
(2.14) 
(2.15) 
The sequence {<l>n(z)} is defined uniquely by (2.10)-(2.12). The motivation to 
study these functions is provided by the following formal computations. Assume 
that l/(z - t) can be expanded in terms of the polynomials Pn(t), 
1 "' 
- = L </>n(z)Pn(t), (2.16) 
z - t n•O 
and that the expansion is valid in particular at t = 0 and t = b. Substitute t = 0 and 
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Po(t) = 1 in (2.16). By (2.1), we obtain </>0(z) = 1/z. Now multiply both sides by tY 
and differentiate term by term with respect to t. By (1.2) and (1.3), the resulting 
equation can be written as 
00 y 1 
(t - b) ~2 </>n(z)Pn-2(t) = z(z _ t) + (z _ t)2 - <j>1(z). (2.17) 
Fort= b, we obtain </>1(z) as defined in (2.11). When we substitute for <J>1(z) and 
simplify, the above equation reduces to 
L </>n+2(z)Pn(t) = Y + -+----.. ( 1 ) 1 1 
n=O z(z-b) (z-b)2 z-t (z-b)(z-t)2 
( y 1 )"' 1 00 
= ( _ b) + ( _ b)2 L <f>n(Z)Pn(t) --=-b L </>~(z)P,,(t). Z Z Z n=O Z n=O 
(2.18) 
By comparing the coefficients of Pn(t), 
<f>n+2(z) = C(z ~ b) + (z ~ b )2 )<t>n(Z) - (z ~ b) </>~(z ), (2.19) 
which can be expressed as (2.12). 
In Theorems 1-3 of the next section, we establish the validity of (2.16) when 
!tl + 2 lbl < lzl. 
Definition of the operator on 
d 
01=0=(z-b)-1dz' on= oon-1. (2.20) 
This operator is used by Soni & Sleeman [3] for computing the expansion 
coefficients in the expansions of type (1. 7) as well as for the representation of the 
remainder in the asymptotic expansions of the Bleistein type [1]. Note that 
on/(z) = (z - b )-1(-e.)"[(z - b )f (z)]. (2.21) 
Furthermore, if 
"' f(t) = L ckPk(t}, 
k=O 
3. Statement of results 
We will assume that y ~ 0 unless specified otherwise. 
THEOREM 1 If <f>,,(z) are defined by (2.10)-(2.12), then, for n = 1, 2, ... , 
1 n r(y+n-k)r(n+k+l) 
<P2n-i(Z) = r(y) ~o k! (n -k)! 2kzn-k(z - b)"+k' 
1 n r(y + n - k + l}r(n + k + 1) 
<1>2n(z) = r(y + 1) ~ok! (n - k)! 2kzn-k+l(z - b)"+k. 
(2.22) 
(3.1) 
(3.2) 
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Furthermore, if z of= l;b (0 =>:; !; """1), -:rt< arg z """:rt, y > 0, then 
f(y + 2n + 1) f1 ur-1(1- u2t 
<P2n-1(z)= f(y)2nn! (z-b)zYJo (z-b+bu)r+2n+1du, (3.3) 
f(y + 2n + 2) L1 uY(l - u2)n 
<P2n(z)= f(y+1)2nn! (z-b)zY o (z-b+bu)Y+2n+zdu, (3.4) 
where the integration is along the straight line segment from 0 to 1. In (3.3) and 
(3.4), arg (z - b + bu) is chosen so that arg (z - b + bu)-+ argz as b-+ 0. 
By (3.1) and (3.2), the only singularities of <Pn(z) are poles at z = 0 and z =b. 
As b-+O, these poles coalesce and then <Pn(z) has a pole of order (n + 1) at 
z = 0. In fact, when b = 0, <Pn(z) = knlzn+i, where kn is a constant depending on 
y and n. 
THEOREM 2 The series E:=o Pn(t)tf>n(z) converges absolutely when 0 < (ltl + 
lbl)/(lzl - !bi)< 1 and uniformly in the regions Q 1 and Qz which satisfy 
ltl+lbl 1 5: 1 
sup """ - u < 
1e.Q,zeo, lzl - !bi ' lzi>lbl. 
(3.5) 
THEOREM 3 Let lbl =>:; (3. Then, for all z and t such that ltl + 2{3 < lzl, 
.. 
(z - t)-1 = L Pn(t)tf>n(z). (3.6) 
n=O 
For f3 = 0, (3.6) reduces to the standard decomposition (z - t)-1 = 
r,;=0 tn/zn+t (ltl < lzl). Theorem 3 can be proved by using a result of Soni & 
Sleeman [3] for real z and then extending it by analytic continuation. However, to 
make the paper self-contained, we give a proof which is of interest in itself. 
THEOREM 4 Let C be a simple closed contour, positively oriented, with z = 0 and 
z =b inside C. Then ({Pm}, {tl>n}) is biorthogonal on C and 
2l. ( Pm(t)</>m(t) dt = 1. m Jc (3.7) 
The above theorem gives a straightforward extension of the biorthogonal system 
({zm}, {z-n-1}). 
The corresponding extensions of the Taylor and the Laurent series are given in 
the following theorems. 
THEOREM 5 Let f (t) be regular in ltl =>:;rand let lbl =>:; (3 < r. Then, for ltl + 2{3 < r, 
co 
f(t) = L ckPk(t), (3.8) 
k=O 
where 
(3.9) 
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and C is the positively oriented contour lwl = r. Furthermore, if 
n-1 
Rn(t) = f(t) - L ckPk(t), 
k=O 
then 
r (ltl + fi)n 
IRn(t)I ~ r - ltl - 2{3 r - {3 1i?i~ l/(t)I. 
Another bound for the remainder is given by 
(ltl + {3)2m 
IR2m(t)I ~ (2m)! N (m = o, 1, ... ), 
where 
N = max lf(2m)(w)I, 
weL!. 
with b,. the triangle joining the points w = 0, b, t, respectively. 
The next theorem is analogous to the Cauchy inequality. 
7 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
THEOREM 6 The expansion coefficients ck= ck(b) in Theorem 5, are analytic 
functions of b in lb I < r and for lb I ~ {3 < r satisfy the following inequalities: 
2kr(~(y + 1) + k]r 
lc21c-1I ~ f[~(y + l)](r _ {J)21c ~~ l/(z)I (3.14) 
and 
2kr(!y + k + l)r lc21cl~f(l +l)( f3)21c+1 maxlf(z)I. 2Y r - 1z1=r (3.15) 
Furthermore, 
(3.16) 
(3.17) 
THEOREM 7 Let f(t) be regular in the annulus r ~ ltl ~ R, R - r > 4{3, lbl ~ {3. 
Then for r + 2(3 < ltl < R - 2/3 
where 
"' .. 
f(t) = L ckPk(t) + L dk</>k(t), 
k=O k=O 
ck=~ J, f(w)<j>k(w) dw, 
2m c 
dk=~f, f(w)Pk(w) dw, 
2m c 
and C is the circle lwl = r', oriented in the positive sense r < r' <R, {3 <r'. 
(3.18) 
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In the last theorem, we provide two bounds for DntrR2n(t), where Rn is defined 
in (3.10) and Din (2.20). For real t the second bound is given by Soni & Sleeman 
(3). 
THEOREM 8 If f(t) is regular in ltl:,,;; r, then for ltl < r, Jbl:,,;; fJ < r, 
r r 2nr(h+n+l)r 
It- Dnt R2n(t)I =;;; f(l l)d2n+t Jmaxf(t)J, (3.19) 
2')' + ltl=r 
where R2n(t) is the remainder after 2n terms, D is defined by (2.20), and 
d = min {r - {3, r - ltJ}; 
(3.20) 
where N is defined by (3.13). 
4. Some preliminary results 
LEMMA 1 Let f ( u) be locally integrable in [O , oo) and of exponential order a~ O 
as u-+oo. If 
F(z) = r e-zuf(u) du, Rez >a, (4.1) 
then 
(a) for Re z > max {Re b, a} (n = 0, 1, ... ), 
(Bzt(F(z)) = (z - b) r e-<z-b)uf2n(u) du, (4.2) 
where 
(4.3) 
(b) for Re z > a, z * b, 
1 n (n) rk(n + k)I (BtF(z)=-2: ·c-1t-kp<n-k>(z) 
z n!k=o k (z-bt+k · (4.4) 
Proof 
F(z) = r e-<z-b)ue-b"f(u) du. (4.5) 
Using integration by parts, 
F(z) = (z - b) r e-<z-b)uf0(u) du, (4.6) 
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where f0(u) is defined by (4.3). The integrated term vanishes at both ends. Then 
Since 
- d F(z) = i"' e-<z-b)uufo(u) du. 
dz (z -b) o (4.7) 
Lu L" iv l" ru L" 0 vfo(v)dv= 0 v 0 e-bsf(s)dsdv= 0 e-b3f(s) L vdvds=~ 0 e-bs(u2 -s2)f(s)ds, 
(4.8) 
after an integration by parts (4.7) can be written as 
(4.9) 
Now (4.2) and (4.3) follow by induction. To prove (4.4), substitute for f2n(u) in 
(4.2) and interchange the order of integration. Then 
By using the binomial expansion for (s + 2vr, we obtain 
n (z - b) ~ (n) n-k(Loo -zv n-k ) r(n + k + 1) ('9z) F(z) = n! 2n f:o k 2 0 e v f(v) dv (z _ bt+k+i · (4.11) 
The right-hand side can be written as in (4.4). 
LEMMA 2 Let F(z) = z-Y (y~O). Then, for z 'I {O, b}, -:n:<argz::s;;;n:, 
1 n (n + k)! r(y + n - k) 
(EJztF(z) = r(y) t:o k! (n - k)! 2kzn-k+Y(z - bt+k (4.12) 
and 
r(2n + 1 + y)r(fr) 
('9ztF(z) lz=l,b=O = 2n+lr(n + l + h)f(y) · (4.13) 
Proof. In Lemma, 1, let f(u) = uy-i /f( y) (y > 0), so that F(z) = z-Y. Since 
(- l)n-k( -Y\(n-k) = r( y + n - k) 
Z J f(y)zy+n-k ' (4.14) 
the relation (4.12) follows from (4.4). The restriction Re z > 0 can be removed by 
---~--J 
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analytic continuation. Again, by (4.2) and (4.3), 
1 L"' r (8z)"F(z)lz=I.b=o=n! 2"f(y) 0 e-uJo (u2 -v2)"vY-1 dvdu 
= 
1 L"' e-uu2n+y dul1 (1- s2)"sy-l ds 
n! 2"f(y) o o 
r(2n + 1 + y)f(h) 
2"+ 1r(n + 1 + h)f(y)" (4.15) 
This proves (4.13). For y=O, take the limit in (4.12) and (4.13) as r-o+. 
LEMMA3 LetF(z)={zY(z-t)}-1 (y;:;.:O). Forz~{O,b,t}, -:n:<argz~:rt, 
( 1 ) 1 n (n + k)! n-k r(t + y) (Bz)" zY(z-t) =r(y)f.;ok!2k(z-b)"+k~ollz'+Y(z-t)"-k-1+1· (4.16) 
Furthermore, 
( w "( 1 ) I _ r(2n + 2 + y)r(h + ~) 
(9z) zY(z - t) z=l,t=b=O - 2"+1f(y + l)f(n + ~ + h). (4.17) 
Proof For y > 0, apply Lemma 1. Let 
1 Lu f(u) =- yY-le(u-v)r dv. 
r(r) o (4.18) 
For each t, f(u) is of finite exponential order a= a(t) and 
F(z) = Y( ) , z z -t 
1 
Rez >a. (4.19) 
Since 
(-1)"-k[F(z)]<"-k) = ~k (n - k) r( y + l)(n - k - I)! (4. 20) /9o l f(y)zY+1(z - t)"-k-1+i' 
the relation (4.16) follows from (4.4). By analytic continuation, the equality holds 
for all z (z it {O, b, t}, -n < arg z ~ n). Again for z = 1, t = b = 0, 
f(u) = uY!f(y + 1). 
Hence, (4.17) follows from Lemma 2 by replacing y by (y + 1). As in Lemma 2, 
(4.16) and (4.17) hold for y = 0 also. 
LEMMA 4 For z f/. {O, b, t}, -n: < arg z ~ :n:, -:n; < arg t:,;,:; :n:, y;;;::: 0, 
l,Bz[(t/z)Y(z - t)- 1] = (t/z)Y((z - t)-1 - P0(t)</>0(z)- P1(t)<j>1(z)]. (4.21) 
Proof Let 
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By Lemma 3, for n = 1, 
J(t)=(t/z)Y(t-b)( 1 + 1 + y ) (423) (z - b )(z - t)2 (z - b )2(z - t) z(z - b )(z - t) · · 
After some rearrangement of the terms, we can write 
J(t)=(t/z)Y( 1 _ 1 + y(t-b) ) 
(z - t)2 (z - b)2 z(z - b )(z - t) · <4·24) 
By expressing the right-hand side of (4.21) as 
-y[ ty+l ty+l ( y 1 )] K(t)=z --- +--
z(z - t) y + 1 z(z - b) (z - b )2 
and differentiating with respect to t, we can easily verify that J(t) = K'(t). The 
equality in (4.21) holds because the two sides are equal fort= 0. 
5. Proof of Theorems 1-4 
Proof of Theorem l. The representation (3.1) for </J2n_1(z) follows from (2.15) 
and (4.12). For the representation for <P2n(z), use (2.15) and apply (4.12) to 
(E>zt(z-Y-1). To obtain (3.3), proceed as follows. By (4.2) and (4.3), for 
f(u) = ur-1/f(y), Re z >max {Re b, O}, y>O, 
(E>zt(z-Y)= (z-~) [e-<z-b)u(" e-bv(u2-v2rvr-1dvdu. (5.1) 
f(y)2 n! o Jo 
By a change of variable, 
(ezt(z-Y) = z - ~ L"" e-<z-b)uu2n+yl1 e-bussr-1(1-s2r ds du, 
. f(y)2 n! o o 
= z - b L1 (1 - s2rsr-1i"" e-<z-b+bs)uu2n+y duds. (5.2) 
f(y)2nn! o o 
The interchange of the order of integration is justified when Re z > max {Re b, O} 
and the inner integral can be given explicitly. Now use (2.15) to obtain (3.3). The 
condition on z can be relaxed because the integral converges for all z except for 
z = ~b (0 ~ ~ ~ 1). The integral representation (3.4) can be obtained similarly. 
Proof of Theorem 2. It is enough to prove that, for lzl > lbl, 
1/ ltl + lbl li~~p IPn(t)</Jn(z)I n ~ lzl - !bi. (5.3) 
By (3.1), 
1 1 n f(y+n-k)(n+k)! 
l<P2n-1(z)I ~ (lzl - lbl)in f(y) t.:o k! (n - k)! 2k 
1 
(lzl - lbl)2n [<Pin-1(z)]z=l,b=O· (5.4) 
12 K. SONI AND N. M. TEMME 
Again by (2.15) and (4.13), 
r(y +2n + l)f(!y) 
l<J>2n-i(z)i ""'2n+ir(h + n + l)f(y)(lzl - lbl)2n · 
By the duplication formula for the f-function, 
Similarly, 
2nr[~(y + 1) + n] 
l4>2n-i(z)I :E;r[~(y + l)](lzl - lbl)2n · 
2nr(!y +n + 1) 
l</>2n(z)I :E;r(h + l)(lzl - lbl)2n+i · 
Again, by (1.4) after a change of variable, 
IP2n-1(t)i = \ 2n-~(n) f (1- vt-1[(1 + v)t-2br-1vY dv\ 
:E; 2n~:~(n) f (1- v2t-1(itl + 2 lblt-1vY dv 
iti(lti + lbl)2n-2 l r[~(y + l)]f(n) 
:E;--.,..----
in-1r(n) 2r[~(y+l)+n] 
(5.5) 
(5.6) 
(5.7) 
:E; (lti + lbl)2n-l r[!(y + l)] . (5.8) 
2nr[~(y + 1) + n] 
To obtain a bound for IP2n(t)j, use integration by parts in (1.5). For y > 0, the 
integrated term vanishes at both ends. Thus, 
er lt P2n(t) 2nr~n+l) 0 [t2 -u2 -2b(t-u)ruY-1 du. (5.9) 
By using the same technique as above in the computation of a bound for 
IP2n-1(t)I, 
(5.10) 
For y = 0, this inequality can be obtained directly from (1.5). By (5.5) and (5. 7), 
for n = 1, 2, ... , 
and by (5.6) and (5.9), 
(ltl + lb 1)2n 
IP2n(t)cf>2n(z)I :E; (lzl - lbl)2n+1. 
From (5.11) and (5.12) above, we obtain (5.3). 
Proof of Theorem 3. We note that by (2.5) and (2.14), for n = 0, 1, ... , 
(5.11) 
(5.12) 
I18z[(t/z)YPn(t)cf>n(z)] = (t/z)YPn+2(t)<f>n+2(z). (5.13) 
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By induction and Lemma 4, we obtain the equality 
(I18z)"[(t/z)Y(z -1)-1] = (t/z)Y( (z - t)-1 - ~: Pk(t)</>k(z) ). (5.14) 
Also, 
(I18z)"[(t/ z )Y(z - t)-1] = (/,)"( E>z)"[(t/ z )Y(z - t)-1]. (5.15) 
We will prove that, under certain restrictions on t and z, the right-hand side in 
(5.15) approaches zero as n ~ oo. Let lzl > max {ltl, /3} and let 
p = min {lzl- ltl, lzl - /3}. (5.16) 
By Lemma 3, 
l(E>z)"{z-Y(z -t)-1}1 ~ 1z1-~+l i (n + ~)! "'ik r(/ + y) 
r(y)p k=O k! 2 /=0 /! 
_ lzl-y [(a )"[ -y( )-1)] 
- p2n+1 Oz Z Z - t z=l,t=b=O 
_ lzl-Yf(y + 2n + 2)r[!(r + 1)] 
- p2n+12n+1r(r + l)r(h + n + n. 
Now use the duplication formula for the f-function so that 
l(e )"[ -y( - )-111..:: 1z1-ri"r(!y + n + 1) 
z z z t ...... P2n+lrcfr + l) 
An integral representation for (I,)"f(t) is 
Therefore, for f(t) = (0z)"[(t/z)Y(z - t)-1], after a change of variable, 
1(1,)"(E>z)"[(t/z)Y(z - t)- 1)1 
(5.17) 
(5.18) 
(5.19) 
I t"+y L1 I = zn-lf(n) O [t(l - V 2)-2b(l- V}t- 1(8ztlz-Y(z - tV)- 1)vY(tv-b) dV 
~ 11;::: l~l-)Y2~~!~: n + ~) L1 [ltl (1- v2) + 2 lbl (1- v)]"-1(1tlv + lbl)vY dv. 
r n p r 2Y + 1 o 
(5.20) 
The last inequality has been obtained by using (5.18). Now use integration by 
parts. For n ;;;i: 1, y > 0, the integrated term vanishes at both ends. As in (5.8), 
l(J,)"( eJz)"[(t/z) Y(z - t)- 1]1 
~ IW+y lzrYrf(!y + n + 1) 11 vy-l(l - v2)n(ltl + 2 lbl )n dv ~ itl Y(ltl + lbl)2n. 
f(n + l)p2n+lr(h + 1) O 1 + V lzlY p2n+l 
(5.21) 
This inequality also holds for y = 0. It follows that the left-hand side in (5.14) 
approaches zero as n~oo when ltl+/3<min{lzl-ltl,lzl-/3}. Therefore, 
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l:;:'=oPn(t)<Pn(z)=(z-t)-1 for all z and t which satisfy this condition and in 
particular, when t is bounded and z is large enough. Since (z - t) is analytic in z 
and t and the series converges uniformly when (iti + /3)/(lzl - /3) os:: 1- {J < 1 for 
every {J > 0, the equality holds when itl + f3 < iz I - f3 by analytic continuation. 
Proof of Theorem 4. It can be shown in a straightforward manner that, on C, 
(a) Pm(t), Pn(t) are orthogonal form, n = 0, 1, ... ; 
(b) <Pm(t), <Pn(t) are orthogonal form, n = 0, 1, ... ; 
(c) Pm(t), <Pn(t) are orthogonal for n ;a: m + 1 (m = 0, 1, ... ). 
Therefore, it is enough to show that Pm(t)<J>n(t) are orthogonal on C for n < m. 
Without loss of generality, we may assume that C is the positively oriented circle 
lwl =rand that itl + 2 ibl < r. Then 
where 
(5.23) 
The interchange of the order of summation and integration is justified by the 
absolute convergence of the series when w is on C. By (c) above, 
m 
Pm(t) = L CnPn(t). (5.24) 
n=O 
Since Pn(t) are linearly independent, it follows that en= 0 for n = 0, 1, ... , m - 1 
and cm= 1. Hence ({Pm}, { <Pn}) is biorthogonal on C and (3. 7) holds. 
6. Proof of Theorems 5-8 
Proof of Theorem 5. As in the proof of Theorem 4, 
1 f, f( w) "' ( 1 f, ) f(t)=-2 . --=-tdw=IPk(t)-2 . f(w)<J>k(w)dw. m cw k=O Jtl c (6.1) 
The interchange of the order of summation and integration is justified by the 
absolute convergence of the series when lti + 2{3 < r. This provides the expansion 
(3.8). Next, 
n-1 
Rn(t) = f(t) - L ckPk(t) 
k=O 
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Since by (5.11) and (5.12), 
( ltl + lbl )k( 1 ) IPk(t)<l>k(w)I :5i lwl - lbl lwl - !bi ' (6.3) 
1 (It!+ lbl)n 23tr 
IRn(t)I :5i 23t r - lbl r - ltl -2 lbl ~,~f(w). (6.4) 
The right-hand side is a maximum when !bi= f3 and provides the bound (3.11). 
To obtain the bound (3.12), use the representation (5.14) in (6.2). 
R2n(t) = i:i L (z/t)Y(/rr(ezt[(t/z)Y(z - 1r1]f(z) dz 
= rY(f,rtY ~i L zY(EJzt[z-Y(z -t)-1]/(z) dz. (6.5) 
By Lemma 3 and formulae (A.1) and (A.2) of the Appendix, 
I~ L zY( ezt[z-Y(z - t)-1]/(z) dz I 
I n (n+k)! n-kr(l+y) 1 L f(z)dz I 
= .t:o kl 2kf(y) ~ /! 2m cz1(z - b )n+k(z - tr-1-k+t 
:5i_!!_ ,. -y _ _ 1 _ Nf(2n + 2 + y)f(h + !) (2n)!(E>z)[z (z t) ]lz=l,t=b=o-(2n)! 2n+tr(y+l)f(n+~+fr)' (6.6) 
Now we use the same technique as in (5.20) and (5.21) to obtain an upper bound 
for IR2nl except that we use (6.6) for the inner integral in (6.5). This provides 
(3.12). 
Proof of Theorem 6. By (3.1) and (3.9), 
1 k rcr+k-l)f(k+l+l) 1 L f(w) 
c2k-1 = f(y) ~o /! (k -/)! z1 23ti cwk-l(w - b)k+I dw. (6.7) 
Therefore c21c_1=c2k-i(b) is an analytic function of bin lbl<r. By using the 
inequality (5.5) in (3.9), 
f(y + 2k + l)f(!y)r 
lc21c-1I :5i 2k+1r(h + k + l)r(y)(r - lbl)2k ~,~l/(w)I. (6.8) 
The right-hand side is a maximum when lbl = /3 and we obtain (3.14). Further-
more, by (A.1), 
(6.9) 
where N = max IJC2k-1>(w)I when w is on the line segment joining w = 0 and 
w = b. Therefore, 
( 1 k f(y+k-l)f(k+l+l)) N 
lc2k-1I :5i r(r) ~ l! (k -1)! 2' (2k-1)!. (6.10) 
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The bound (3.16) follows by using (4.13). 
The corresponding statements about c21c are proved in a similar manner. 
Proof of Theorem 7. 
f(t)=~L f(w) dw-~J f(w) dw, 
2m c, w - t 2m c2 w - t 
(6.11) 
where C1 and C2 are the positively oriented contours lwl = R and lwl = r, 
respectively. For ltl + 2/3 < R, 
~ l f(w) dw = f Pk(t) ~ l f(w)<f>k(w) dw, 
2m c, w - t k=o 2m c 1 
(6.12) 
and, for r + 2{3 < itl, 
~ L f(w) dw = - f <l>k(t) l f(w)Pk(w) dw. 
2m c2 W - t k=O C 2 
(6.13) 
The series in (6.12) and (6.13) converge absolutely. Since f(w) has no singularity 
in r::;;;:; lwl ~ R, it follows that C1 and C2 can be replaced by C. 
Proof of Theorem 8. By (2.22) and (3.9), 
00 1 J 
rYD"[tYR2n(t)] = 2:: Pk(t)-. <l>k+2nCw)f(w) dw. k=O 2m C (6.14) 
Since, by (2.14), 
<l>k+2,.(w) = wr(ewt[w-r<j>k(w)], (6.15) 
k~o Pk(t)</>k+2n(w) = wr(ewt(w-r ~o Pk(t)</>k(w)) = wY(EJwt[w-Y(w - t)- 1]. 
(6.16) 
The interchange of the operator ( ewt and the summation is justified by the 
uniform convergence of the series when itl + 2/3 < r - D ::;;;:; I w I when D can be 
chosen arbitrarily small. 
Furthermore, we can interchange the order of summation and integration in 
(6.14). Hence, 
By (5.18), 
t-ro"[tYR2,.(t)] =~ J wr(ewt[w-r(w-t)-1]f(w) dw. 2m c 
- n 2"r(!y+n+l)r it ro [tYR2n(r)]I::;;;:; r(1 + l)d2n+i max lf(w)I. 2Y IWl=r 
(6.17) 
(6.18) 
This proves (3.19). To prove (3.20), we use ( 4.16) for the expression 
wY( ewnw-Y(w - t)- 1] and then (A.l). Since 
l2~i lcw- bt+kw?(:-t)"-k-1+1 I::;;;:; (2~)!, (6.19) 
1rrD"tYR2n(t)i ~-1-(.i (n + k)! "ikr(l + y)) _!!_ 
r(y) k=O k! 2k i=O f! (2n)! 
r(2n + 2 + y )r(h + n N 
- zn+lr(y + l)r(n + ~ + h) (2n)!. (6.20) 
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The last expression above follows from (4.17). By using the duplication formula 
for the r-function, we obtain the inequality in (3.20). 
7. An application to asymptotics 
Let 11'12 !(a, x) = 
0 
ex<cos1:i+esinaJ dB, (7.1) 
where x- oo and a is the uniformity parameter. There are saddle points at 
8-values satisfying sin 8 = sin a. The most important ones are 80 = a, B + = 
n- a, B_ =-:rt- a. We assume that l«I.;;; a0 <n/2 (a real and a0 fixed). Then 
the saddle points 8± are bounded away from the interval of integration. When a 
changes sign, the saddle point 80 leaves or enters the interval of integration and 
the asymptotic behaviour of the integral changes abruptly. Therefore, the point 
a= 0 is of particular interest. 
Olver [2: p. 346] has discussed the same integral. Here we use the theory 
developed in the previous chapters and in Soni & Sleeman [3] to give the first five 
terms of an asymptotic expansion of (7 .1) which holds uniformly in I al .;;; «o (a 
real). We also provide some numerical error bounds. The expansion is expressed 
in terms of the integral 
Q(x, K) = r e-x(!t2-bt) dt, 
which is related to the error function erf (x). We have 
Q(x, K) = (n/2x)!e!xb2 { erf [b(h)!] + erf [(K - b ){!x)1]}. 
7.1 Transformation to Standard Form 
(7.2) 
The integral (7.1) is reduced to the standard form (1.6) by means of the 
transformation 
1 - cos B - B sin a= !w2 - bw, (7.3) 
where (we denote Olver's a by b, in accordance with the part that b plays in the 
previous sections) 
b = j2a[(asin a +cos a- l)/a2]!. (7.4) 
In (7.3), 8 and w are complex. variables; B = 0 maps into w = 0 and_ B =a int~ 
w =b. By (7.4), b is an analytic function of a for l«I.;;; «o· When a is real, b is 
real and has the same sign as a. The transformation (7 .3) has been discussed by 
Olver. By (7.4), we write 
w -b = j2(8 - a){[(a- B) sin a+ cos a - cos B]/(8- a)2}!, (7.5) 
where the principal value of the square root is taken. The _mapping (7 .5) _is 
analytic and one to one in a domain Q 8 which includes the stnp !Re BI.;;; n/2 m 
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the 8-plane. The invel"Se map lJ = O(w) is analytic on the corresponding domain 
Dw in the w-plane. 
Olver considered the strip !Re 01 ==::; n/2. However, to obtain realistic error 
bounds we use larger domains Q8 and Dw. Let w± be the images of (J± = ±n - « 
(the 'other' saddle points). That is, 
w± = b ± (4cos a +4asin a =F2Jt sin a)~, (7.6) 
where the square root is positive for the values of a considered here: 
-a0 =:;;a=:;;a0 • We take 
!iw = C\{[w+, +oo) U (-oo, w_]}. 
Note that dlJ/dw, which can be obtained from (7.3), is singular at w±. For that 
reason, we delete branch cuts on the real axis in the w-plane. The images of these 
branch cuts in the 0-plane are denoted by S± and defined by the equation 
t' sin « = sin a sinh t', 0 = a + it' 
It follows that S± are given by (see Fig. 1) 
. (Tsin a) a = ±n: - arcsm -.--
smh T 
(a,t'real). (7.7) 
(Te IR ). 
Using Olver's methods it follows that w(8) and 8(w) are analytic in the 
domains Q 8 and Qw, respectively. By the transformation (7.3), 
e-xl(«, x) = f' e-x(1w,-bw)g(w) dw, (7.8) 
I t· 
I QB 
s_ I I 
I 
I 
1-n: :rr: 
7 
a=;r/4 
FIG. 1. Domain '18 bounded by the curves S±. 
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where 
dO w-b 
g(w)=-=. . 
dw smO-sma (7.9) 
and, by (7.5), 
K = b + [(2a - :n:) sin a+ 2 cos a]!. (7.10) 
Note that O(w), and therefore g(w), has no singularities in Qw, which includes 
the real interval [O, K] and therefore the points w = 0, bin its interior. By (7.5), 
in the neighbourhood of (} = a, 
w -b = (0 - a)( cos a)![l -} tan a(e - a)- n(O - a)2 
+-k tan a(8 - a)3 + ~(O - a)4 + 0(() - a)5]!, (7.11) 
and, in the neighbourhood of (} = 0, 
[ sin a (sin2 £¥ 1 ) ] w = (} --+ ---- (} + 0(02) b 2b3 2b . (7.12) 
The expressions (7.11) and (7.12) will be used to compute expansion coefficients. 
In particular, by (7.9) and (7.11), 
g(b) = 1/(cos a)!. (7.13) 
Therefore, 
e-xl(£¥, x) = [1/(cos a)!]Q(x, K) +J(a, x), (7.14) 
where Q(x, K) is defined by (7.2) and 
J(a, x) = r e-x(!wl-bw)(w -b)f(w) dw, (7.15) 
f(w) = [g(w)-g(b)]/(w -b) =(sin f)-sin a)- 1 - (cos a)-!/(w-b). (7.16) 
The integral in (7.15) has the standard form (1.6). 
7.2 Asymptotic Expansion of J(a, x) 
We use the form of the asymptotic expansion given by Soni & Sleeman [3] 
when the upper limit of integration is bounded away from the saddle point. (This 
is different from the expansion given in [2: p. 348].) By (3.10), let 
2n-l 
f(w) = L CmPm(w) + R2n(w). (7.17) 
m=O 
Then, by [3: Theorem 6], for y = 0, 
n-1 n-1 
J(x, a)= W0(x) L c2mx-m + W1(x) L c2m-1X-m 
m=O m=O 
n 
-A(x) L x-kok-1[R21c(K)] + E<n>, (7.18) 
k=l 
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where 
E<n> = x-n r Dn(R2n(t)](t- b )e-x<!t2-btl dt, 
with D as defined in (2.20), and 
W;(x)= r ti(t-b)e-x<!•2-btldt (i=O, 1), 
A(x) = e-x<!"'2-b1<). 
The functions W;(x) can be expressed in terms of A and Q of (7.2): 
( ) _ l-A(x) m( )- Q(x, K)- KA(x) Wo X - , YYt X - • 
x x 
(7.19) 
(7.20) 
(7.21) 
(7.22) 
In (7.18), £<nJ is the remainder and provides an error bound. The coefficients cm 
are computed by using (3.9). Denote by Cw the contour in the w-plane which 
includes the interval (0, K) in its interior and which lies within Dw, the domain of 
analyticity of (} = 6(w). Let C6 be the image of Cw in the 0-plane. Then 
Cm= ~i tw f(w)<Pm(w) dw 
= ~i Lw ((sin (J - sin a)- 1 - (cos a);(w _ b))<Pm(w) dw. 
By (3.1), 
L (w-b)- 1<J>m(w)dw=O (m=O,l, ... ). 
Cw 
Therefore, by (7.9), 
1 L <Pm(w(B)] 
Cm = 23ti Ca w( (}) - b d8. 
We recall that in Soni & Sleeman (3] the coefficients cm are defined as in (1.11) 
and (1.12). The above integral can be evaluated by the residue theorem. In 
particular, by (3.1) for y=O, 
1 
<Po(w) =-, 
w 
1 1 
<P2 ( w) = w2( w - b) + w( w - b )2 ' 
3 
<J>3(w) = (w -b)4. 
We use (7.11) and (7.12) to compute the residues in the above integral and obtain 
1 ( 1 b ) 
Co= b (cos a)! - sin a ' 
1 1 i 2 
C1 = ( )i (s + 24 tan a), 
cos a 
1 (li 2 1 1 
c2 = ~ s + 24 tan <¥) - ! + --, b(cos a) b3(cos a-) sin3 a 
- 1 (...2_ + .IL t 2 ~ 4 ) C3 - ( )~ 128 t92 an a+ ns2 tan a . 
cos a 
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Thus, by (7.14) and (7.18), 
e-x1(a,x)=( 1 )!Q(x,K)+W0(x)(c0 +c2/x) 
cos a 
2 
21 
+ W1(x)(c1 + c3/x) -A(x) ~ x-kok- 1[R21c(K)] + E(2). (7.23) 
k=I 
When K is large with respect to b, the A-term is very small compared with the 
other terms. In fact, then it can be incorporated in the remainder £<2>. In the 
present discussion, we consider the A-term as a significant contribution to the 
expansion, and we compute its two terms. 
Fork= 1, we have, using (2.20) and (7.17), 
D0[Rz(K)] = R2(K) = f(K) - coPo(K) - c 1P1(K) 
= 1/(1 - sin a) - cos-! ( a)(K - b )-1 - c0 - c1K, 
and, for k = 2, 
where we used P2(w) = ~w2 - bw and P3(w) = ~w3 - ~bw2• The value of j'(K) 
follows from (7.16) and is given by (observe that w = K ~ (} = n/2) 
f'(K)= 1 1 . (cos a)! (K - b )2 
All coefficients ck are analytic functions in the domain of interest. As a- 0, by 
the relation (7.4), c0 -?0, c1-?i, c2 -?0, c3- 1~, K-K0= j2. Therefore, 
lim e-x /(a, x) =ii(" e-!x12 dt + (_.!._ + ~)(n/2x)! 
<l'-o o Bx 128x 
=(rt/2x)!(1+]_+-9-) asx-oo. 8x 128x2 
The expression on the right is the same as the first three terms in the asymptotic 
expansion of e-x/(O, x). 
7.3 Error Bounds 
To complete the discussion of the uniform asymptotic expansion of e-x J(x, a), 
we compute bounds for the remainder £<2> in (7.23). We can use Theorem 8 
(Section 3). However, this general result gives a rather rough estimate. In order 
to obtain sharper bounds and to show further techniques, we proceed as follows. 
The expression D2[Rit)] in (7.19) can be written as (see (6.17)) 
D2[Rit)] =~ i e~[(w -t)-1]f(w) dw. 
2m Cw 
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Since, by (2.8) and (2.9), 
1 2 3 3 
e2--= + + ' ww-t (w-b)2(w-t)3 (w-b)3(w-t)2 (w-b)4(w-t) 
we obtain 
(7.24) 
where 
(7.25) 
Here, C8 is a contour in the 8-plane, for instance the image of Cw used in earlier 
expressions, and it encircles the points that correspond with w = t and w = b 
(8 =er). 
To obtain error bounds for £<2l defined in (7.19), we need a bound for Gk,m(t). 
In the Appendix, we derive the result 
IGk m(t)I ~ B(t Hk - 1)) [(t - w_)-mfi(-er)-(k-1)/2 + (w+ - t)-m13( er)-(k-1)12], 
· nj2 (2 cos er)k12 
(7.26) 
where B(p, q) = f(p)f(q)/f(p + q) is the beta function, w± are defined in (7.6), 
and {)(a) is given by 
{3( er)= (2er - :rt) tan a+ 2. (7.27) 
Before constructing bounds for £<2l, we remark that the coefficients c1 and c3 
can be written in terms of the G-functions. We have 
C3 = 3Gs.o(t), (7.28) 
where t does not play a part, since m = 0. In Table 1, we give the ratios of c1 and 
the right-hand side of (7.26) (with k = 3, m = 0), and the same for c3 . For a, we 
take the values 
ai = (j /lO):rt/2 (j = 0 , ... , 9). (7.29) 
It follows that the bounds are rather sharp for these cases. 
Next, we construct two bounds for £<2l. The first one follows from (7.19) from 
writing 
(7.30) 
TABLE 1 
R1 = G3,o/c1 and R2 = 3Gs,o/C3, where Gk,m is the right-hand side of (7.26); j indicates 
the arvalues given in (7.29) 
j: 0 2 3 4 5 6 7 8 9 
R1: 1.28 1.27 1.26 1.23 1.21 1.19 1.17 1.16 1.15 1.15 
R3: 1.14 1.13 1.11 1.10 1.09 1.08 1.08 1.08 1.08 1.08 
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TABLE 2 
Ratios of B(7.30) and (7.33) (bounds in (7.30) and (7.33), respectively) to 'exact' 
values of £<2l; o:i are as in (7.29) 
x= 10 x=25 
o:j B(7.30)/ £<2l B(7.33)/ £<2l B(7.30)/ £<2l B(7.33)/ E(2) 
<Xo 4.41 5.44 6.91 8.19 
<X1 2.33 2.30 3.06 2.36 
<X2 2.39 1.97 3.82 1.75 
<X3 2.58 2.42 4.05 1.75 
<X4 2.64 3.87 3.49 1.88 
<X5 2.68 7.34 2.95 2.59 
(X6 2.83 16.13 2.72 5.32 
<X1 3.37 45.89 2.83 14.91 
<Xs 4.38 265.20 3.72 66.79 
IX<) 4.76 1038.00 27.11 2949.00 
23 
and by using the bounds in (7.26) for the G-terms (7.24). The second bound 
follows by using integration by parts in (7.19): 
LIC d x3E(2) = 0 dt D2[R4(t))e-x(!t2-btl dt + D2[R4(0)) - D2[R4(K)]A(x), (7.31) 
where A(x) is given in (7.21). From (7.24) and (7.25), we derive 
d 2 4 dt D [R (t)) = 6G3,4(t) + 6G4.3(t) + 3G5,2(t). (7.32) 
So we obtain 
x3 JE(2)J~r1:( D2[R4(t)] I e-x(~t2-bt) dt + JD2[R4(0))J + JD2[RiK)]I A(x). (7.33) 
By using the estimate (7.26) in the terms of (7.24) and (7.31), we have established 
bounds for £<2). In Table 2, we compare numerical values of the 'exact' value of 
£<2), defined in (7.19), (7.23), and (7.31), with the estimates that can be obtained 
from (7.30) and (7.33) (via (7.24) and (7.32)). We computed £<2 l by using (7.23) 
and numerical quadrature for /(a, x). 
Table 2 shows that in most cases the bound based on (7.30) gives a better 
estimate, especially for small values of a and a near rt/2. The reason is that the 
integrated terms in (7 .33) are taken with absolute values. This prevents any 
cancellation of the contributions. The situation is worse for larger values of a 
because, for sin a-> 2/rt (0 < a< rt/2), A(x) is exponentially increasing rather 
than exponentially decreasing. Furthermore, the upper bound for JD2[R4(K)]I 
approaches infinity as a~ rt/2. All this is reflected, in particular, when a = £X9 
and the bound (7 .33) is used. 
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Appendix 
We will prove that, if f(z) is an analytic function, regular within and on a 
simple closed contour C which has the points z =a, b, c in its interior, then 
I_!_ f f(z) dz I .s;; N (A.l) 21ti )c(z - a)1+1(z - b r+1(z - cr+l (1 + m + n + 2)!, 
where 
N = max lf(l+m+n+2)(z)I, 
ze.t. 
(A.2) 
with 6. the triangle with vertices at a, b, c, respectively. 
We will prove (A.1) when a, b, c are all distinct. The inequality (A.1) holds 
even when b = c or a = b = c. These cases can be considered directly or by taking 
the limit in (A.4) below. 
__!__ 1 f(z) dz = f(a) -f(c) f(b) - /(c) 
21ti c(z-a)(z-b)(z-c) (a-b)(a-c) (a-b)(b-c) 
1 La 1 Lb 
=(a - b)(a - c) c f'(u) du - (a - b)(b - c) c f'(u) du 
=(a~ b) f {f'[c +(a - c)u]-f'[c + (b - c)u]} du 
=ff uf"[c + {(b - c) +(a - b)v}u] dv du. (A.3) 
Differentiating with respect to a, b, c respectively l, m, n times, 
1 L f(z)l! m! n! 
- dz 21ti c (z - a )1+1(z - b r+1(z - ct+l 
=ff t<t+m+n+2>{c + [(b - c) +(a -b)v]u}ul+m+l(l - utv1(1- vr dv du. 
Therefore, 
(A.4) 
1 1 1 f(z) I 21t c(z-a)'+1(z -br+1(z-ct+1 dz 
.s;; N(l! m ! n !)-1L1 ul+m+l(l - u t duf 1 v1(1 - vr dv .s;; N . (A.5) 
o o (l + m + n + 2)! 
Next we construct the bound given in (7.26). A suitable contour C9 to obtain 
this result is given by S+ US_, where S± are defined in (7.7) (see Fig. 1). Since w 
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is an analytic function of fJ in Q 9 and lwl--+ oo as llm 01--+ oo, it follows that we can 
integrate along the boundary S+ US_ of Q 9 • On these curves, w is real, and if 
()ES_ then WE (- 00, w_] and if 0 ES+ then we [w+, +co). Note that, when 0 is 
on the upper (l?~er) part of S+, w is on the upper (lower) side of the cut 
[w+, +oo), and s1mtlarly for S_. From (7.25), we obtain 
1 L 1 i de Gk.m(t) = 211:i s_ + 2lti s+ (w - b )k(w - ir = Gi:.m(t) + Gt,m(t). 
Recall that 0..:; t..:; K. Hence, assuming for the moment that O :s;; ex< ex0 , we have 
l(w - t)-ml..:; (w+ - t)-m if w ~ W+, 
l(w - t)-~I..:; (t- w_)-m if w :s;; w_. 
Furthermore, if (} E S±, it follows from (7. 7) that 
(w - b)2 = 2[(a - a) sin ex+ cos a - cos a cosh r]. 
We want to show that 
(w - b )2 ~ 2[(2ex - :re sin a+ cos ex+ cos a cosh r] if() e S+, (A.6) 
( w - b )2 ~ 2[(2ex +:re sin a+ cos a+ cos a cosh r] if fJ e s_. (A.7) 
To prove the first inequality, we have to show that the function 
F(r) =sin a(n- a- a)- (cos a+ cos a) coth r 
is non-negative for re IR. Using (7.7), we write 
sinh r . 
F(r) =--[(</> - a) sm </>+(cos</> -cos a)rcoth r], 
't' 
where </>=:re - a. Note that 0 :s::; </> :s;; a. Since T coth r ~ 1 if re IR, and 
( </> - a) sin </> +cos </> - cos a is non-negative if 0 :s;; </> :s;; a :s;; a 0 < n/2, it follows 
that F(r) ~o. This proves (A.6). The proof of (A.7) is similar. In that case, we 
take </> = -a - n; again, 0..:; </> :s;; a. 
With the above estimates, it is straightforward to construct bounds for Gk,m(t). 
We integrate with respect to T, using dO/dr = da/dr + i, where a is an even 
function of r. Hence, the contributions from da/dr vanish. (Observe also that 
Gk,m(t) is real when t and b are real.) Using (A.6) and (A.7), we obtain the 
estimates 
100 dr IGt,m(t)I :s;; Jt- 1(2 cos a)-k12 lw± - tl-m 0 [,B(±a) + cosh T - l]k/2 · 
The integral can be estimated by substituting sinh r/2 = u ({3/2)! (observe that /3 
of (7.27) satisfies Q..:;{J(a)..:;2 if Q:s;;a=s;;n/2) and by replacing the quantity 
(1 + !f3u2) in the resulting integral with the smaller quantity 1. This gives a beta 
integral and we obtain 
IGt,m(t)I :s;; [{:1~~~)]! [2(3(±a) COS a]-k12 lw± - tl-mB(!, !(k -1)), 
which is the result in (7.26). 
