The main purpose of this study is to devise a general regression neural network (GRNN)-based currency crisis forecasting model for Southeast Asian economies based upon the disastrous 1997-1998 currency crisis experience. For this some typical indicators of currency exchange rates volatility are first chosen, then these indicators are input into GRNN for training, and finally the trained GRNN is used for future crisis prediction. To verify the effectiveness of the proposed currency crisis forecasting approach, four typical Southeast Asian currencies, Indonesian rupiah, Philippine peso, Singapore dollar and Thai baht, are selected. Meantime we compare its performance with those of other forecasting methods to evaluate the forecasting ability of the proposed approach. Empirical results obtained reveal that the proposed currency crisis forecasting model has a surprisingly high degree of accuracy in judging the currency crisis level of each country in specified time period, implying that our proposed approach can be used as a feasible * Corresponding author. 
Introduction
During the 1990s, many emerging markets, such as Southeast Asian economies, have experienced several episodes of currency crises. These unprecedented and peculiar crises brought large change not only to their economy but also to their society, and since then much attention has been focused on study of the currency crisis from the theoretical and empirical prospects.
1-8 A substantial theoretical literature has now accumulated on the study of Flood and Marion, 1 while a comprehensive survey of the empirical modeling of the currency crises is provided by Kaminsky et al. 2 The main reason of this research stream is that practitioners in financial market have different purposes about currency crises analysis. For example, macro policymakers are interested in leading indicators of pressure on exchange rate parties; market participants are increasingly concerned to measure and limit their risk to large currency exchange rate fluctuation; and financial regulators are keen to understand the currency exchange rate exposures of the institutions they supervise. Therefore many researchers pay much attention to this area.
In order to predict currency crisis level, it is important to be clear exactly how a currency crisis is defined. Much of the relevant literature looks at crisis indices (termed currency pressure indicators) defined as weighted sums of percentage change in exchange rates, interest rates and foreign currency reserves.
3 Use of such indices is appropriate if one views crises from the standpoint of a macro policymaker and is equally interested in "successful" and "unsuccessful" speculative attacks. From the standpoint of an investor, manager of foreign reserve positions or a macro policymaker who cares primarily about "successful attack" on the currency, a simpler definition of currency crisis based on large depreciations is more appropriate. To distinguish our approach from that of studies which employ currency pressure indicators, we shall refer to crises defined using large devaluations as currency crisis.
In the process of currency crisis analysis, much effort has been made to build an appropriate model that could detect a possible crisis in advance and accordingly various currency crisis forecasting models and early warning systems have been constructed. [9] [10] [11] [12] In general, there are three types of currency crisis analysis models. First of all, there are case studies of specific devaluation episodes, often employing explicit structural models of balance of payments crises. Notable examples include Blanco and Garber, 13 Cumby and van Wijnbergen, 14 Jeanne and Masson, 15 Cole and Kehoe, 16 and Sachs et al. 8 These studies are informative about the episodes in question and revealing with regard to structural model proposed by theorists.
3 Secondly, many studies have analyzed currency crises using signal approaches. Typical examples include Kaminsky et al., 2 Berg and Pattillo, 7 Kaminsky and Reinhart, and Goldstein et al. 11 In such models, individual variables such as real effective exchange rate or debt to GDP levels are deemed to "signal" that a country is potentially in a crisis state when they exceed some threshold. While intuitively appealing, signal models are essentially univariate in character. Kaminsky 18 suggested a way of combining individual signals to form a composite index for prediction purposes, but this does not solve all problems. To illustrate, suppose that several of the signal variables are very closely correlated. They may each have a very high noise-tosignals ratio even though all but one of them adds almost nothing to the collective analysis. The problem here is that the noise-to-signal weights are themselves based on univariate analysis. A third type of currency crisis analysis looks at pooled panel data, employing discrete choice techniques in which macroeconomic and financial data are used to explain discrete crisis events in a range of countries. For instance, Eichengreen et al. 19 adopted probit models for industrial countries using quarterly data between 1959 and 1993. Berg and Pattillo 7 also used probit model and Kumar et al. 3 utilized logit model to predict emerging market currency crashes. However, these models are parametrically statistical models, which have several statistical assumptions and meantime weak robustness. Nevertheless currency crisis is a rare event with nonlinear characteristics, it is hard for these statistical models to capture the all possible crisis for all time.
In terms of such situations, designing a new approach or model for assessing currency vulnerability and predicting currency crises level is an important and meaningful objective. Differing from previous studies, our proposed approach to forecasting is to apply general regression neural network (GRNN) to predict currency crisis level for Southeast Asian economies based upon the disastrous 1997-1998 financial crisis data. In order to build the currency crisis forecasting model, some typical indicators of currency exchange rates volatility are first chosen, then the indicators are input into GRNN for training and finally the trained GRNN are used for prediction. Specially the level of the 1997-1998 Southeast Asian currency crises are divided into three grades, green, yellow and red, in terms of the currency exchange rates volatility level and then presented to the GRNN as training sets. To verify the effectiveness of the proposed currency crisis forecasting approach, several typical Southeast Asian countries, Indonesia, Philippine, Singapore and Thailand, are selected. In addition, testing data set covered the period form January 1999 to December 2004. It turns out that the crisis trained GRNN model has a high degree of accuracy in judging the currency crisis level of each country.
The main contributions of the article reflect the following three-fold from the different perspectives. First, from the theoretical point of view, we devise a new currency crisis forecasting model with the application of GRNN and exchange rate volatility indicator. Second, from the viewpoint of application, since our proposed approach presents high prediction accuracy, the proposed approach can meet the different users' need. Finally, the proposed approach might also be useful to other countries trying to build a currency crisis forecasting model and currency crisis early warning system from the generalization's view.
The main motivation of this paper is to explore the predictability of currency crisis with GRNN. The rest of this paper is organized as follows. Section 2 introduces the building process of the proposed currency crisis forecasting model in detail. Section 3 gives the experiment scheme. The experimental results are shown in Sec. 4 . Some conclusions are drawn in Sec. 5.
The Proposed Currency Crisis Forecasting Model
In this section, we first describe the GRNN model briefly, and then the building process of the proposed currency crisis forecasting model is provided in detail.
General Regression Neural Network

GRNN proposed by Specht
20 is a special four-layer neural network that replicates the regression process. 21 A typical architecture of GRNN is illustrated in Fig. 1 . From Fig. 1 , we can shown that the GRNN consists of four neuron layers: Input, pattern, summation, and output layers. In the first layer, which is the input layer, an input vector X = (x 1 , x 2 , . . . , x k ) is presented to the network for processing. Thus the number of neurons contained in this layer is equal to the number of elements, K, in the input vector. The input layer merely serves as an input data buffer and does not perform any processing. The input data is then passed on to the second layer, the pattern layer, where each training vector (sample) is represented by a single neuron. Hence, there are I pattern neurons running in parallel if the training data set consists of a total of i = 1, 2, . . . , I samples. Each individual neuron i generates an output θ i based on the input provided by the input layer. The transformation calculated in each of the pattern neurons is essentially a Cacoullos'
22 multivariate extension to the Gaussian function and is represented as Fig. 1 . The basic architecture of GRNN.
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where X is the input vector for estimation, σ is a set of smoothing parameters, and φ x i is the input portion of the ith training vector represented by the ith neuron in the pattern layer.
Every neuron in the first hidden layer is connected subsequently to each of the neurons residing in the third layer, the summation layer, where summations are performed in the neurons. Figure 1 shows that there are two groups of summation neurons, namely, numerator and denominator neurons. There are J numerator neurons in the summation layer to represent j = 1, 2, . . . , J elements in the regression output vector Y . The group of numerator summation neurons is responsible for computing the weighted sum of the outputs from the pattern neurons. Mathematically, the transformation carried out in the numerator neuron can be written as
where S j is the output from the jth numerator neuron, θ i is the output from the ith neuron in the pattern layer, and w ij is the weight assigned to the connection linking the ith neuron in the pattern layer to the jth neuron in the summation layer.
The network "learns" the value of w ij when it is subject to training. During the supervised training, training samples Φ i , for i = 1, 2, . . . , I, are presented to the input layer one at a time. A single neuron in the pattern layer is established for each training vector encountered. The network will then assign the weight w ij of the connection linking the ith neuron in the pattern layer to the jth numerator neuron in the summation layer. The assignment of weights follows the values of the output portion of each training vector φ y i such that
where y i j is the jth element of the output portion of the training vector Φ i . The denominator group in the summation layer has only one neuron. This particular neuron computes the simple arithmetic sum of the output from the pattern neurons:
where S d is the output from the denominator neuron. After the network is fully trained, there should be a total of (I × J) w ij s connecting the pattern neurons to the numerator summation neuron and another set of I connections with uniform weights of one linking the pattern neurons to the denominator neuron. The number of neurons in the final layer, the output layer, is equivalent to the number of elements J in the regression output vector Y . From an operational point of view, each of the output neurons is a mathematical processor which performs division on the outputs calculated by the numerator and denominator neurons in the summation layer. This division for output neuron j can be expressed by
The main advantage of the GRNN model reflects four aspects. First of all, GRNN is a very simple and fast learning procedure thus it has less training time. Second, it is unnecessary to define the number of hidden layers or the number of neurons per layer in advance. Third, GRNN can handle linear and nonlinear data. Fourth, adding new samples to the training set does not require re-calibrating the model. Finally, it has only one adjustable parameter thereby making overtraining less likely. Because of these advantages, GRNN can be applied to many fields with other forecasting approaches.
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The building process of the currency crisis forecasting model
Generally, the proposed currency crisis forecasting model consists of three phases: input variable selection phase, GRNN training and learning phase and currency crisis forecasting phase. Note that the exchange rates of each country are used to judge whether the currency reaches the crisis level. In this study, currency crisis level is classified into three patterns: Green (secure period), yellow (transition period), and red (crisis period). The main reason of selecting exchange rates is that exchange rates show the highest variability, which implies that exchange rates are more sensitive to currency changes. Specially, each currency against US dollar are specified in advance.
Phase I: Input variable selection
First of all, we need selecting some input vectors for GRNN training. Since, our research objects are the currency exchange rates series of each country, searching for indicators that can reflect the fluctuation of exchange rates is very important in our study. First of all, exchange rates price series (P) x t (t = 1, 2, . . . , n) can be used as an important indicator, which can reflect some basic information. For further exploration into exchange rate volatility, 10-day moving stochastic oscillator (MSO), a technical analysis indicator is chosen. In addition, to check a structural change of the exchange rates, rate of change (ROC) of foreign exchange rates (y t = (x t − x t−1 )/x t−1 ) is also included. The main reason why ROC is chosen here is that increased instability or volatility of the exchange rates market due to the potentially possible crisis is expected to eventually lead to a sudden increase of frequency and amplitude of ROC.
To investigate further into ROC, its 10-day moving average (MA) and 10-day moving variance (MV) are studied. A rather short period of 10 days was chosen here for the moving average to take into account the visibly clear nonstationarity from MA. Note that there is not much difference betweenȳ t and y t , which implicitly suggests the choice of 10 days, is appropriate. To find more specific dates of sudden Currency Crisis Forecasting with GRNNs 443 Table 1 . Definition of the six indicators.
Indicators Definition
Note: x h : high price; x l : low price; n: number of observations; m: lag periods.
volatility increase, moving variance ratio (MVR) is also chosen, because a sudden increase of MV could be a critical signal for the possible crisis. For clarity, Table 1 gives the definition of all six indicators. Besides these six indicators, other indicators can be chosen as well. The proposed approach here is a generic approach that can use additional -or totally differentindicators. More details about other indicators can be referred to Yu et al.
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Phase II: GRNN training and learning Once determined the input indicators, GRNN training phase, which is the second phase, can be started. In this study, the currency crisis level can be divided into three patterns -green, yellow, and red -that reflect different crisis level. Thus the architecture of GRNN is composed of six input neurons (six input indicators), eight pattern neurons (in terms of trial and error), four summation neurons (three numerators and one denominator) and three output neurons (three classification patterns). The GRNN training processes are performed by Matlab software package and the GRNN can be referred to Specht 20 for more details. In addition, the 1997-1998 exchange rate series data are adopted to train GRNN. The main reason is that the 1997-1998 currency crisis experience can set a good benchmark for all sectors of Southeast Asian economies.
Phase III: Currency crisis forecasting for out-of-sample data After training GRNN, we can use the trained GRNN to predict the future currency crisis level for the out-of-sample data in the final phase. In terms of the previous work, we can classify the currency crisis level for the 1999-2004 for Southeast Asia countries. When an unknown input vector with six dimensions, and the one with the highest output value is to be picked as the final output of GRNN, i.e. the period (or pattern) to which the given currency crisis level belongs. Specifically, the output with (1, 0, 0) will be classified as the green pattern, i.e. secure period, the output with (0, 1, 0) is seen as the yellow pattern, representing currency has entered into transition period, while the output with (0, 0, 1) are classified as the red pattern, implying the currency might have been trapped into crisis period.
Experiment Design
In our empirical analysis, we set out to examine the currency crisis level of the Southeast Asian currencies. As previously mentioned, currency crisis research is very important and meaningful for macro policymakers, financial regulators, institutional managers and a variety of investors. Thus, many researchers begin to explore and analyze the currency crisis. There are two basic reasons for this research stream. First of all, they can provide some effective decision suggestions in establishing and carrying out some macro economic policies for macro policymakers and financial regulators. Second, they can create new profit making opportunity for market speculators and arbitrageurs and hedge against potential market risks for financial managers and many investors. Therefore, it has profound implications for researchers and practitioners alike to accurately predict the currency crisis level.
Data description
The data used in this study are daily data of four currency exchange rates against US dollar (Indonesian rupiah, Philippine peso, Singapore dollar, Thai baht) and are obtained from the PACIFIC Exchange Rate Service (http://fx.sauder.ubc.ca/) provided by Professor Werner Antweiler, University of British Columbia, Vancouver, Canada. The main reason for choosing the four currencies in this study is as follows: these countries are typical representatives of Southeast Asian countries. Although Southeast Asia includes 10 countries (Indonesia, Philippines, Malaysia, Singapore, Thailand, Vietnam, Laos, Cambodia, Brunei, and Burma), the effects of the former five are by far larger than those of the latter five countries. Furthermore, it is difficult to collect data from the latter five countries. In addition, Malaysia adopted fixed exchange rate system (i.e. US $1.0000 = MY R3.8000) since September 1998, so predicting the crisis level of Malaysian ringgit is meaning less. Thus, we choose four typical Southeast Asian countries (Thailand, Indonesia, Philippines, and Singapore) as research objects in order to simplify and typify the study.
In addition, our sample data span the period from January 2, 1997 to December 31, 2004 with a total of 2006 observations. For purpose of GRNN training and testing, we take daily data from January 2, 1997 to December 31, 1998 as insample (training periods) data sets (500 observations including 100 samples for validations). We also take the data from January 4, 1999 to December 31, 2004 as out-of-sample (testing periods) data sets (1506 observations), which is used to evaluate the good or bad performance of currency crisis prediction. In order to save space, the original data are not listed here, and detailed data can be obtained from the website or from the authors.
Model input variable selection
As earlier mentioned, our training data is based upon the currency exchange rate volatility. Since it is expected that the currency market must have shown a sudden
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increase of volatility as it headed into the crisis in 1997-1998. Indeed, six typical indicators 30 are taken into account to measure such a sudden volatility increase, i.e. currency exchange price (x t ), rate of change of price (y t ), ten-day moving stochastic oscillator of price (v t ), ten-day moving averaging of y t (ȳ t ), ten-day moving variance of y t (s 2 t ) and moving variance ratio (r t ). Thus, six input variables (x t , y t , v t ,ȳ t , s 2 t , r t ) are assigned to each input neuron. For convenience, we choose Thai bath of 1997-1998 as an agent for interpreting the process of input variable selection. Of course, other currencies also follow the approach below.
Actually, the variable x t is chosen mainly because it can reflect some basic fluctuation information, as illustrated in Fig. 2 . The main reason that the latter five indicators are considered is that they can effectively measure the volatility change of currency exchange. In Figs. 3 and 4 , the frequency and amplitude of y t and v t start to increase sharply form July 1997, which reflects a sudden volatility increase of the currency market due to the upcoming crisis. The other variables y t , s 2 t , and r t are added to given an additional dimension to the volatility analysis. Clearly, s 2 t (Fig. 6 ) measures the amount of variation of y t and r t (Fig. 7) is found to be very useful to obtain specific dates of sudden volatility increase. In fact, one can early observe that s 2 t starts to increase from May (Fig. 6) and there was an obvious signal at 15 May by r t (r t exceeds six on that date), which is almost two months earlier than 2 July, the official crisis date when Thailand government suddenly announced that the fixed exchange rates system of Thailand was changed into float exchange rate system and thus trapped into full financial crisis. Although input variable selection is done mainly via visual time plot analysis, the validity of the six input variables is checked through exploratory data analysis (EDA) such as principal component or cluster analysis. The results of EDA analysis can be summarized as follows. x t and s 2 t pick up the distinction among three patterns efficiency while v t and y t are particularly successful distinguishing between green and the remaining patterns. Of course r t is good at distinguishing between red and the remaining ones. Finallyȳ t is added since it would make more sense to have the ten-day moving average (a past history) instead of having just current daily data as input variables. In a sense, with these EDA and graphical analysis at hand, it is desirable to select the about six indicators as model input variables.
The comparisons with other forecasting methods
To evaluate the forecasting ability of the proposed GRNN-based currency crisis forecasting approach, we select some forecasting methods from the existing literature, such as logit model, 3 probit model 7, 19 and signal approach 2,7,11,17 for comparison purposes. The introduction of these models can look up the corresponding literature and some related books for more details.
We also compare the GRNN's forecasting performance with that of linear discriminant analysis (LDA) and quadratic discriminant analysis (QDA). LDA can handle the case in which the within-class frequencies are unequal and its performance has been examined on randomly generated test data. This method maximizes the ratio of between-class variance or the within-class variance in any particular data set, thereby guaranteeing maximal separability. QDA is similar to LDA, only dropping the assumption of equal to be a quadratic surface (for example, ellipsoid, hyperboloid, etc.) in the maximum likelihood argument with normal distributions. Interested readers can be referred to some related literature 29, 31 or some other statistical books such as Hair et al. 32 for more detailed descriptions. In this paper, we derive a linear discriminant function of the form:
and a quadratic discriminant function has the following form:
where a i (i = 0, 1, 2, . . . , 6) , A, B, K are coefficients to be estimated.
Experiment Results
In this section, we first give classification results of training data, and then testing results of currency crisis level for Southeast Asian economies with the use of the proposed approach are presented. For further comparison, the results of different model are also finally provided.
Classification results for training period
For training GRNN on the 1997-1998 exchange rates series data, the GRNN that consists of input layer of six nodes, pattern layer of eight nodes, summation layers of four nodes, and output layer of three nodes, is chosen. The detailed results are shown in Tables 2-5.  From Tables 2-5 , three distinct features can be found:
(1) The three patterns of the currency crisis level can be classified correctly in most cases. In particular, the accuracy of green and red patterns is higher than that of the yellow pattern. The main reason is that yellow pattern lies between green and red. Usually yellow pattern is seen as a transition period from a green pattern (secure period) to a red pattern (crisis period). Often it is called a gray zone where the currency system loses self-correcting mechanism. (2) Among the four currencies, the classification performances of Thai bath and Singapore dollar are better than those of Indonesia rupiah and Philippine peso by calculating total classification ratio from tables. The possible reason is that the former has experienced successful speculative attack and has high exchange rate volatility during the 1997-1998. (3) For the cases of Philippine peso, Singapore dollar and Thai baht, some classification ratios, such as yellow pattern of Philippine peso and Singapore dollar (100%) and red pattern of Thai baht (100%), may have a potential problem, i.e. the crisis trained GRNN model seems to be overfitted in these cases, though it is usually very successful in other cases. How to avoid the overfitting of the GRNN becomes a troublesome work that is worth exploring deeper. To overcome this problem, we use cross-validation technique to handle it.
In summary of the training results, it is easy to see that the overall accuracy of all four currencies is quite promising (95.74-100%), which implies that the three patterns (green, yellow, and red) in the 1997-1998 currency crisis period (training data) are constructed successfully as well as support our claims that crisis related data are usually easy to classify. In order to test the effectiveness of the trained GRNN model, out-of-sample verification is performed in Sec. 4.2.
Classification results for testing period
To verify the effectiveness of the proposed currency crisis forecasting approach, we take the data from January 1999 to December 2004 as out-of-sample data. This is a clear feature of our study which differs from much previous studies is that we focus on the degree to which currency crisis can be predicted. Earlier studies have taken a more descriptive approach, relating the occurrence of crises to contemporaneous rather than lagged variables. Studies which have attempted to predict crises have mostly assessed their results on an "in-sample" basis. In contrast, in our study, we evaluated the prediction on an explicitly out-of-sample basis.
Applying the trained GRNN model to the out-of-sample data, an empirical testing is performed. Accordingly, the detailed testing results are shown in Tables 6-9 .
As can be seen from Tables 6-9 , we can find the following three conclusions.
(1) The classification accuracy for testing period is not so good as for the training period. In general, however, the results obtained are quite satisfactory. (2) Similar to the training results, the classification performances of the green and red patterns are better than those of the yellow patterns. As earlier revealed, yellow pattern actually means transition period, which may proceed to either a green pattern or a red pattern. In other words, even though the currency reaches to the yellow pattern, it may get back to a green pattern through an appropriate recovery or intervention measures. One of the main contributions of our results is that the crisis trained GRNN model is able to provide an efficient decision and an early warning signal about whether the currency crisis level has entered the unstable transition period. (3) Among the four currencies, the classification accuracy of Indonesian rupiah (1417/1506) is the highest, followed by Singapore dollar (1414/1506), Thai baht (1413/1506) and Philippine peso (1407/1506). The possible reason is that the volatility of rupiah is higher than other currencies in testing period.
In summary, application of the crisis trained GRNN model to the testing data show very accurate classification results overall in the sense that the proposed model is worth generalizing for more countries.
The comparison results with other methods
Each of the forecasting models described in the last section is estimated and validated by in-sample data. The model estimation and selection process is then followed by an empirical evaluation which is based on the out-of-sample data. At the stage, the performance of the models is measured by total classification ratio for simplicity. Table 10 shows the comparison results of four currencies with different methods.
As seen from Table 10 , we can conclude the following three aspects:
(1) QDA outperforms LDA in terms of the total classification ratio for all tested currencies. The main reason is that LDA assumes that all classes have equal covariance. In fact, different classes often have different covariance. Thus, heteroscedastic models are more appropriate than homoscedastic models. (2) Although the signal, logit and probit models have confused results, the performance is better than those of LDA and QDA. One possible reason is that the former is easy to capture possible crisis signal. And the reason of confused results of the three approaches is worth further exploring. (3) Of the all listed methods, the proposed GRNN-based currency crisis forecasting model performs the best, implying that our proposed approach is a competitive model for currency crisis prediction in the listed models.
Conclusions
In this study, a GRNN-based currency crisis forecasting model for four typical Southeast Asian currencies is proposed with the use of the 1997-1998 disastrous currency crisis data. Applications of the proposed model to testing data display surprisingly high accuracy in judging the currency crisis level of each country, revealing that the proposed approach might also be useful for other countries around the world to try to build a currency crisis forecasting model or a currency crisis early warning system. Furthermore, by comparison with the other forecasting methods, our proposed approach is superior to the other classification methods in currency crisis prediction, as demonstrated in our experimental analysis, implying that our proposed approach can be used as a promising tool for currency crisis forecasting.
However, this study only applies one intelligent method -GRNN -to predict currency crisis level of four Southeast Asian countries. With the increasingly advancement of artificial intelligence, more intelligent techniques, for example, support vector machine and artificial immune system, can be used for currency crisis forecasting in a wider scope around the world. We will look into these issues in the near future.
