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Abstract
In Monte Carlo (MC) eigenvalue calculations, numerous cycles of the fission source 
iterative procedure may need to be discarded to sufficiently converge an initial guess 
toward the steady-state fission distribution in a system.  Reducing the number of 
discarded cycles is desirable to save computer time, and knowing when one may stop 
discarding is important to avoid introducing a bias in desired quantities from simulations. 
In this work, approximate prescriptions are derived for the evolution of eigenmode 
components of the fission source at each cycle using the standard and extrapolated power 
methods adapted to MC neutron transport.  The approximate prescriptions may be used to 
diagnose and predict convergence of the standard and extrapolated fission source 
iterations.  Despite the lack of success by previous researchers, the approximate 
prescriptions reveal that the extrapolated power method can reduce the number of 
discarded cycles compared with the standard power method for some cases. 
The probability density functions (PDFs) of eigenmode components are shown to be 
approximately normally distributed and thus may be wholly described by their means and 
variances.  Two methods for approximating the mean of single-cycle variances of 
eigenmode components are constructed and validated.  The mean of single-cycle 
variances of eigenmode components may be used to predict the variance of eigenmode 
components after multiple cycles. 
A novel convergence diagnostic that focuses on convergence of the probability density 
functions (PDFs) of eigenmode components of the fission source distribution is 
developed.  The Bhattacharyya coefficient and relative entropy are examined as measures 
of similarity between eigenmode component PDFs, and relative entropy is shown to be 
xx
preferable.  A predictive convergence diagnostic is constructed using a threshold 
maximum value for the relative entropy between eigenmode PDFs at each cycle and their 
steady-state PDFs.  Prescriptions for the optimal numbers of extrapolated and standard 
cycles to discard are derived using the new diagnostic such that the number of discarded 
cycles is minimized for a chosen relative entropy threshold. The new diagnostic is 
significant because it may be applied before or during a running simulation, and it 
provides the user with tangible confidence intervals for the eigenmode components when 
given appropriate input.
xxi
Chapter 1. Introduction
Criticality calculations are an important tool in fission system design and safety analysis.  
Monte Carlo (MC) neutron transport is one method for such calculations. The MC 
method is especially well-suited for working with complex geometries because no 
discretization of the particle phase space is necessary as with deterministic techniques 
like Sn [1], [2].  However, MC transport can be computationally expensive, especially for 
systems with large dominance ratios, the ratio of the second largest eigenvalue to the 
fundamental, largest, eigenvalue [3].  This situation is common in problems that are many 
mean free paths thick, and/or have regions which exchange few neutrons per generation, 
such as the Whitesides’ problem [3].  
In MC criticality calculations, an iterative technique known as the method of successive 
generations [4], which is analogous to the power method from linear algebra [5], attempts 
to force the higher harmonics out of the fission neutron distribution estimate at each 
iteration. The true fission neutron distribution is approximated at each iteration by a 
randomly sampled set of fission neutron source locations (points).  After a sufficient 
number of iteration cycles, the distribution of source points becomes stationary and 
fluctuates about the fundamental mode, the eigenfunction with the largest eigenvalue.  
The initial guess for the fission distribution and the eigenvalues of the problem are the 
primary factors determining the number of cycles required to converge to the stationary 
fission distribution [6].  
Theoretically, an acceleration technique from linear algebra should be able to reduce the 
number of cycles required to reach a converged state [7].  The most elementary 
acceleration technique is linear extrapolation.  Previous attempts to apply linear 
extrapolation for accelerating the convergence of the MC neutron source iteration were 
unsuccessful [7], [8].  The researchers did not recognize any gain from the use of linear 
1
extrapolation, and the researchers conjectured that noise in the MC procedure was to 
blame.  Their attempts were deemed unsuccessful because their convergence metric was 
flawed, which is demonstrated in Section 1.4.  In Sections 2.1-2.3 equations are derived 
to describe the evolution of eigenmode components in the standard and extrapolated MC 
eigenfunction iterations, which account for the stochastic noise and provide insight into 
the nature of MC source convergence.  Implementation concerns regarding extrapolation 
in MC iterations along with validation of the extrapolated model are presented in Section 
2.4.  Using the derivations, the theoretical convergence properties of the standard and 
extrapolated power methods are compared in Section 2.5 along with empirical evidence 
to support the proposed theory.  The comparison and empirical evidence demonstrate that 
linear extrapolation can be applied successfully in some cases to significantly reduce the 
number of cycles that are required to sufficiently converge the fission source.  Techniques 
for estimating initial eigenmode components under various circumstances are discussed 
in Section 2.6.
The derived model makes some simplifying assumptions regarding the noise introduced 
by the MC procedure at each cycle.  Theoretical justification for the assumption that 
eigenmode decomposition coefficients are normally distributed is provided in Section 
3.1, and empirical evidence to support the normality assumption is presented in Section 
3.2.  The noise is also assumed to be uncorrelated with previous cycles.  That assumption 
is examined in the context of validating the model for the variance of eigenmode 
components in Section 3.3.  The practical matter of estimating the variance introduced 
into eigenmode components after each cycle is explored in Section 3.4.
A novel convergence diagnostic that focuses on convergence of the probability density 
functions (PDFs) of eigenmode components of the fission source distribution is 
developed in Sections 4.1-4.2.  The new diagnostic can predict or guarantee a reasonable 
level of convergence and independence from the initial starting distribution after a certain 
number of iteration cycles with appropriate input variables.  As an additional use case, the 
diagnostic is applied in Section 4.3 to determine the optimal number of extrapolated 
2
cycles for a MC source iteration using linear extrapolation.
1.1 Neutron Transport
In the field of neutron transport, a sought after piece of information is the angular neutron 
flux ψ( r⃗ , E , Ω^ ,t ) , which is the distance traversed by neutrons per unit time, volume, 
energy, and solid angle at position r  traveling in direction Ω  with energy E at time t.  
From the angular neutron flux, many desired quantities such as power distribution, fuel 
burnup, and radiation dose can be determined.  This dissertation will only focus on 
neutron transport, so the terms flux and neutron flux are equivalent, and the discussion is 
also restricted to steady-state, so the dependence on time can be dropped.  The angular 
flux is governed by the steady-state neutron transport equation, which can be expressed 
as [9]
M [ψ( r⃗ ,Ω^ , E)]=Q( r⃗ , E ,Ω^) . (1.1.1)
Where M is the net loss operator defined by 
M [ψ( r⃗ ,Ω^ , E)]≡Ω^⋅∇ ψ( r⃗ ,Ω^ , E)+Σt( r⃗ , E) ψ( r⃗ , Ω^ , E)
−∫
0
∞
dE '∫
4 π
d Ω^ 'Σs( r⃗ , Ω^'→Ω^ ,E '→E) ψ( r⃗ , Ω^ ' , E '),
(1.1.2)
Q( r⃗ , E ,Ω^)  represents the neutron source density per unit time, volume, energy, and 
solid angle, and s ,   f , a  and t  are the scattering, fission production, 
absorption, and total cross sections, respectively.  For a source arising only from fission 
events, which are assumed to be emitted isotropically, the source can be written as
Q( r⃗ ' ,Ω ' , E ' )= 1λ
1
4 π∫0
∞
d E0∫
4π
dΩ0χ (E0→E ' )νΣf ( r⃗ ' , E0 )ψ ( r⃗ ' ,Ω0 , E0 ) (1.1.3)
Where χ (E0→E' )  is the energy spectrum of fissions that are induced by a neutron with 
incident energy E0 , and λ  is a constant that balances the left and right sides of (1.1.1).  
For simplicity, the energy spectrum of emitted neutrons is assumed to be independent of 
the incident neutron energy that induced fission, i.e., χ (E0→E' )=χ ( E ' ) , which is a 
common assumption [9].  This assumption simplifies (1.1.3) to 
Q( r⃗ ' ,Ω ' , E ')= 1λ
1
4 π χ
( E ' ) s (r ' ) (1.1.4)
where
3
s ( r⃗ ' )≡∫
0
∞
d E0∫
4π
dΩ0ν Σf ( r⃗ ' , E0 )ψ ( r⃗ ' ,Ω0 ,E0 ) , (1.1.5)
which is the number of neutrons emitted at r⃗ '  per unit volume and time.  
The Green's function, G, associated with this transport problem is a solution of [10]
M [G( r⃗ '→ r⃗ ,Ω^ '→Ω^ , E '→E)]=δ ( r⃗− r⃗ ' ) δ (Ω^−Ω^' )δ (E−E ' ) . (1.1.6)
Multiplying (1.1.6) by Q( r⃗ ' ,E ' , Ω^ ' )  and integrating over all r⃗ ' , E ' , Ω^ '  in the problem 
space yields
∫
V
d3 r '∫
4π
d Ω^'∫
0
∞
dE ' M [G( r⃗ '→ r⃗ ,Ω^ '→Ω^ , E '→E)]Q ( r⃗ ' , Ω^' ,E ' )=Q ( r⃗ ,Ω^ , E ) . (1.1.
7)
The net loss operator is linear and does not act on an initial source point location, 
r⃗ ' , E ' , Ω^ ' ; therefore, the net loss operator can be brought outside of the integration, i.e., 
M [∫V d3r '∫4 π d Ω^ '∫0
∞
dE ' G( r⃗ '→ r⃗ , Ω^ '→Ω^ , E '→E)Q ( r⃗ ' ,Ω^ ' , E ' )]=Q ( r⃗ ,Ω^ , E ) . (1.1.8)
From the problem statement in (1.1.1), (1.1.8) can be expressed as
M [∫V d3r '∫4 π d Ω^ '∫0
∞
dE ' G( r⃗ '→ r⃗ , Ω^ '→Ω^ , E '→E)Q ( r⃗ ' ,Ω^ ' , E ' )]
=M [ψ ( r⃗ ,Ω^ , E ) ] .
(1.1.9)
From the parallelism with respect to the net loss operator that is observable in (1.1.9), the 
angular flux can be formulated as
ψ( r⃗ , Ω^ ,E)=∫
V
d3r '∫
4 π
d Ω^ '∫
0
∞
d E ' G( r⃗ '→ r⃗ , Ω^ '→Ω^ ,E '→E)Q( r⃗ ' ,Ω^ ' ,E ') . (1.1.10)
Inserting the fission source described by (1.1.4) into (1.1.10) yields
ψ( r⃗ , Ω^ ,E)=1λ∫V
d3r '∫
4π
d Ω^ '∫
0
∞
d E ' G( r⃗ '→ r⃗ ,Ω^ '→Ω^ ,E '→E) χ(E ' )
4π
s ( r⃗ ') . (1.1.11)
Multiplying both sides of (1.1.11) by νΣf ( r⃗ , E )  and then integrating over all E and Ω^  
yields
∫
0
∞
dE∫
4π
d Ω^ ν Σf ( r⃗ , E )ψ( r⃗ , Ω^ , E)=
1
λ ∫
0
∞
dE∫
4π
d Ω^ν Σf ( r⃗ , E )⋅
∫
V
d3 r '∫
4π
d Ω^ '∫
0
∞
d E' G ( r⃗ '→ r⃗ , Ω^ '→Ω^ , E'→E) χ (E ')
4 π
s( r⃗ ') ,
(1.1.12)
Which can be simplified using the definition in (1.1.5) to produce
4
s ( r⃗ )= 1λ∫
V
d3 r ' s ( r⃗ ' )A ( r⃗ '→ r⃗ ) (1.1.13)
Where the energy-angle averaged Green's function is 
A ( r⃗ '→ r⃗ )≡∫
0
∞
dE∫
4π
d Ω^ νΣf ( r⃗ , E )∫
4 π
d Ω^ '∫
0
∞
d E ' χ (E ' )
4π
G( r⃗ '→ r⃗ , Ω^ '→Ω^ , E '→E) . (1.1.1
4)
The integral in the right hand side of (1.1.13) shall be defined as the fission (neutron) 
production operator, H  where
H [s ( r⃗ ) ]≡∫
V
d3r ' s( r⃗ ' )A ( r⃗ '→ r⃗ ) . (1.1.15)
This definition of the fission production operator casts the integral transport equation into 
a classic eigenvalue problem, i.e.,
H [bn( r⃗ )]=λn bn( r⃗ ) ∀n∈ℤ>0 (1.1.16)
where λn  is the eigenvalue of the nth  mode, and bn( r⃗ )  is the right eigenfunction that 
corresponds with the eigenvalue λn .  In this dissertation, the indices are set such that the 
eigenvalues are ordered from largest to smallest, i.e., λ1>|λ2|≥ ...≥|λn|≥0 .  The operator 
H  is always non-negative because neutrons can only escape, be captured, or cause 
fission, and the operator is linear [9].  The operator is generally not symmetric for multi-
group or continuous energy problems [10].  From the Perron-Frobenius theorem, the first 
eigenvalue and eigenfunction are guaranteed to be non-negative [11]–[13].
In this work, casting the continuous space into a discrete one is frequently helpful for 
understanding and implementation purposes.  This is achieved through the fission matrix 
formalism [14].  The fission matrix F  can be obtained by integrating a fission density 
function over a set of N subdivisions of the physical problem space where each region is 
denoted by its volume V j , i.e.,
S (i)= ∫
r∈V j
s ( r⃗ )d r⃗ ∀ i∈{1.. N }, (1.1.17)
and integrating  (1.1.13) over the subdivision V i , which yields
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∫
r⃗ ∈V i
d3 r s ( r⃗ )= 1λn ∫r⃗∈V i
d3 r∫
V
d3r ' s( r⃗ ' )A ( r⃗ '→ r⃗ )
S (i)= 1λn ∫V
d3 r ' ∫
r⃗∈V i
d3r s( r⃗ ' )A ( r⃗ '→ r⃗ )
S (i)= 1λn ∑j=1
N
∫
r⃗ '∈V j
d3 r ' ∫
r⃗∈V i
d3r s( r⃗ ' )A ( r⃗ '→ r⃗ )
S (i)= 1λn ∑j=1
N
F (i , j)S ( j)
(1.1.18)
where S (i )  is the number of fissions per generation inside subdivision V i , and the row 
i  and column j  entry of the fission matrix is
F( i , j)= ∫
r⃗ '∈V j
d3r ' ∫
r⃗∈V i
d3 r s ( r⃗ ' )
S( j)
A ( r⃗ '→ r⃗ ) . (1.1.19)
The fission matrix element F( i , j)  is equal to the average number of fission neutrons 
born in region V i  from one average fission neutron born in region V j .  The fission 
matrix has associated eigenvalues Λ1>|Λ2|≥...≥0  and right eigenvectors {B1 ,B2, ...} .  
The fundamental mode eigenvalue of F  is equivalent to that of H  because all that has 
been done is casting the source as a vector with no approximation.  There is no basis for 
assuming that the multiplicity of any eigenvalue is 1 other than for the fundamental, nor 
that the geometric multiplicity of an eigenvalue is equal to the algebraic multiplicity; 
therefore, the eigenvectors may not necessarily comprise a basis for the problem space.  
For a small enough region size, S (i)/V i  is a discrete approximation to the actual 
continuous source distribution s ( r⃗ )  [10].  Empirical evidence obtained from refining the 
mesh used to generate a fission matrix indicates that higher modes do exist and that the 
fission matrix eigenvalues can be accurate representations of the continuous fission 
production operator eigenvalues [10].  
To discern properties of convergence for an iterative solving technique, decomposing a 
source function into its eigenfunction components is often useful.  The left {b1
† , b2
† ,...}  
and right {b1 ,b2 , ...}  eigenfunctions of a linear operator are orthogonal according to the 
relationships,
(λ i−λ j)bi
†⋅b j=0. (1.1.20)
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These orthogonality relations allow one to calculate a decomposition of a function into 
eigenfunction components.  Any function f r   in the span of {b1 ,b2 , ...}  can be 
expressed as a functional expansion in terms of the eigenbasis, i.e., 
f ( r⃗ )=∑
n
βn bn( r⃗ )  (1.1.21)
where n  is the decomposition coefficient (DC) of the nth  mode (eigenfunction).  For 
convenience, the eigenfunctions are normalized such that
∫bn2( r⃗ )d3 r=1 , (1.1.22)
And the left eigenfunctions are normalized such that
∫bn†( r⃗ )bn( r⃗ )d3 r=1 . (1.1.23)
With these chosen normalizations and the orthogonality relation in (1.1.20), the DCs are 
calculated according to
βn=∫bn† ( r⃗ ) f ( r⃗ )d3 r . (1.1.24)
A similar set of definitions and relations applies to the discrete eigenvectors.  From linear 
algebra, the sets of left {B1
† ,B2
† , ...}  and right {B1 ,B2 , ...}  eigenvectors for a matrix 
follow the orthogonality relationship, 
(Λ i−Λ j)Bi
†⋅B j=0. (1.1.25)
Any vector V in the span of {B1 ,B2 , ...}  can be expressed as a combination of 
eigenvectors, i.e., 
V=∑
n
βn Bn . (1.1.26)
For convenience, the eigenvectors are normalized such that the dot product is
Bn⋅Bn=1 , (1.1.27)
And the left eigenvectors are normalized such that
Bn
†⋅Bn=1 . (1.1.28)
With these chosen normalizations and the orthogonality relation in (1.1.25), the DCs are 
calculated according to
βn=Bn
†⋅V . (1.1.29)
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For this work, all initial source distributions will be in the span of H and the eigenspace 
will be assumed to span the same subspace as H such that naturally valid source 
distributions can be reconstructed from their eigenfunction decomposition.  For codes 
which allow the initial source to be non-zero in non-fissile regions, the source distribution 
is not in the span of H.  In such cases at least one discarded cycle would be required to 
avoid erroneous fission matrix entries.  The eigenspace for a problem is generally not 
known in advance, but can be estimated from eigenvector solutions of the fission matrix.  
The power method is another technique, which can find the first eigenvalue and 
eigenfunction.
1.2 Power Method
The power method is an iterative numerical technique from linear algebra, which powers 
out the presence of non-fundamental eigenmodes from an initial guess for the 
fundamental mode [9].  The iteration can be expressed as
u(m+1)( r⃗ )=k(m+1 )H [u(m)( r⃗ )]  ∀m≥0 (1.2.1)
where um r  , which shall be called the source bank, is the spatial distribution of fission 
neutrons after m applications of the fission operator, and k m  is the normalization 
constant used after the mth  application of the fission operator.  One can decompose the 
initial guess u(0 )  as
u(0 )( r⃗ )≡∑
n=1
∞
βn bn( r⃗ ) (1.2.2)
where βn  is defined as the initial source bank decomposition coefficient (SBDC) 
corresponding to mode n, which may also be referenced as un
(0) .  Furthermore, all iterates 
have eigenmode decompositions
um r ≡∑
n=1
∞
un
m bnr   ∀m≥0 (1.2.3)
where un
(m )  is the SBDC of u(m )( r⃗ )  for the nth-mode after m applications of the fission 
operator with normalization.  Using (1.1.16) and the linearity of the fission operator, 
(1.2.1) becomes
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u(m+1)( r⃗ )=k(m+1 )∑
n=1
∞
λn un
(m )bn( r⃗ ) . (1.2.4)
By recursion, (1.2.4) can be generalized into 
u(m+M )( r⃗ )=∑
n=1
∞ [(∏l=1
M
k(m+l))λnM un(m)bn( r⃗ )]  ∀M≥1 . (1.2.5)
The recursion in (1.2.5) can be carried through to the initial guess, which yields
u(m )( r⃗ )=∑
n=1
∞ [(∏l=1
m
k(l))λnmβnbn( r⃗ )] ∀m≥1 . (1.2.6)
The normalization coefficients must be prescribed in such a way that the eigenfunction 
estimates converge to a scalar multiple of the fundamental mode as the number of cycles 
approaches infinity.  For ease of demonstration, the inverse of the largest eigenvalue is 
used as the normalization coefficient for all cycles of the deterministic power method.  In 
practice, the eigenfunction estimate is normalized to satisfy a particular norm, typically 
the one or two-norm, and the Rayleigh quotient is the estimate for the fundamental 
eigenvalue [15].  By inserting this idealized normalization constant, (1.2.6) becomes
um r =∑
n=1
∞  n1 
m
n bnr   . (1.2.7)
Under this normalization, the SBDCs at cycle m are
un
m =n1 
m
n  . (1.2.8)
As evidenced by (1.2.8), the presence of each non-fundamental mode will decay after 
every cycle by the ratio of its eigenvalue to the largest eigenvalue.  By definition, the 
decay coefficient of mode n is λn/λ1 .  A higher decay coefficient indicates that the 
presence of a mode will diminish slower than a mode with a lower decay coefficient.  The 
deterministic power method iteration is terminated when some specified criteria is met.  
The criteria are typically related to the ratio of the current eigenfunction or eigenvalue 
estimate to the estimate calculated by the previous cycle [16].
1.3 Extrapolation
For certain problems, the rate of convergence (rate of decay) of a non-fundamental mode 
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may be prohibitively slow because the eigenvalue is very close to the fundamental mode 
eigenvalue [16].  The change observed in an eigenfunction estimate from a single 
application of the neutron production operator is typically much less than what would be 
needed to eliminate the non-fundamental mode; therefore, one could conceivably arrive 
at a better estimate by pushing the eigenfunction estimate further in the direction of the 
observed change.  This notion is extrapolation, a subset of relaxation iterative techniques 
in linear algebra [17].  The most basic form of extrapolation is constant single-parameter 
linear extrapolation, which modifies the iteration defined in (1.2.1) to
v (m+1)( r⃗ )=k(m+1)H [v(m)( r⃗ )]+α (k(m+1) H [v (m)( r⃗ )]−v(m)( r⃗ ))  for m ≥ 0 (1.3.1)
where α is the extrapolation parameter, v mr   is the eigenfunction estimate after 
completing cycle m, and the initial guess is
v(0)( r⃗ )=u(0 )( r⃗ )≡∑
n=1
∞
βn bn( r⃗ ). (1.3.2)
Each of the other iterates have the decompositions
v mr ≡∑
n=1
∞
v n
mbnr   (1.3.3)
where vn
m  is the nth-mode SBDC of the extrapolated eigenfunction estimate, v (m) ( r⃗ ) , 
upon completing cycle m.  The change of symbol from u to v differentiates the 
extrapolated algorithm from the standard power method in this text.
Using (1.1.16) and the linearity of the fission operator, (1.3.1) becomes
v(m+1)( r⃗ )=k(m+1)∑
n=1
∞
λn vn
(m)( r⃗ )+α∑
n=1
∞
[k(m+1 )λn vn(m )( r⃗ )−vn(m)( r⃗ ) ]. (1.3.4)
The summations in (1.3.4) can be grouped together yielding 
v(m+1)( r⃗ )=∑
n=1
∞
[(1+α)k(m+1)λn−1 ]vn(m)( r⃗ ). (1.3.5)
By recursion, (1.3.5) can be used to prescribe the fundamental eigenfunction estimate 
after M cycles from a given starting cycle m, i.e., 
v(m+M )( r⃗ )=∑
n=1
∞ {∏i=1
M
[(1+α)k(m+i )λn−1 ] vn(m)( r⃗ )}. (1.3.6)
The recursion of (1.3.5) can also be executed back to the initial guess to predict the 
fundamental eigenfunction estimate after completing a total of m cycles, i.e., 
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v(m) ( r⃗ )=∑
n=1
∞ {∏i=1
m
[ (1+α ) k(i)λn−1 ]βn bn ( r⃗ )}. (1.3.7)
For demonstrative purposes, the inverse of the largest eigenvalue is used as the 
normalization coefficient for all cycles of the deterministic extrapolated power method.  
Inserting this normalization coefficient into (1.3.7) yields
v(m)( r⃗ )=∑
n=1
∞
((1+α) λnλ1−α)
m
βnbn( r⃗ ) . (1.3.8)
Therefore at cycle m, the SBDCs of the extrapolated algorithm are
vn
(m)=((1+α) λnλ1−α)
m
βn . (1.3.9)
And the corresponding decay coefficients are
ηn=(1+α)
λn
λ1
−α . (1.3.10)
A positive extrapolation parameter shifts all the decay coefficients of non-fundamental 
modes lower because the eigenvalue ratios with the fundamental mode are less than unity. 
This makes the second harmonic component of the eigenfunction estimate converge 
faster until α=λ2/(λ1−λ2) .  Increasing α  beyond that value pushes the decay 
coefficient away from zero in the negative direction, which causes oscillations in the DC.  
The convergence rate (CR) shall be defined as one minus the absolute value of the decay 
coefficient, i.e., 
CR=1−|ηn|. (1.3.11)
The convergence rate is dictated only by the magnitude of the decay coefficient with a 
higher convergence rate being preferred over a lower one.  Figure 1.3.1 shows the 
relationship between the eigenvalue ratio and the decay coefficient and the convergence 
rate for several different choices of the extrapolation parameter.  As evidenced by the 
figure, extrapolation shifts the convergence rates of the slowest converging modes toward 
those modes with lower eigenvalue ratios while the modes with the lowest eigenvalue 
ratios will converge slower than they would have under the standard power method 
algorithm [18].  When the extrapolation parameter is too large, the convergence rate 
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becomes negative, which indicates a divergent sequence for those modes with the 
negative rate.  For the extrapolated algorithm to converge, the magnitude of all non-
fundamental mode decay coefficients must be less than one.  Therefore, the modes with 
the lowest eigenvalues limit the gain in the convergence rate that can be achieved for the 
slowest converging modes.  The magnitude of all non-fundamental decay coefficients are 
less than 1 when
−1
1n/1
1−n/1
 (1.3.12)
for all modes [18].  Assuming that the smallest eigenvalue is equal to 0, convergence is 
only guaranteed for ∣∣1.0 .  The optimum value of α , which maximizes the 
convergence rate of all modes under this condition is [18]
α=
λ2
2λ1−λ2
. (1.3.13)
All of the analysis up to this point applies to a deterministic linear operator.  The 
remainder of this document will turn its focus toward stochastic operators encountered in 
MC transport.
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Figure 1.3.1 The decay coefficient (1.3.10) and convergence rate (1.3.11) versus 
eigenvalue ratio for several different levels of extrapolation and the standard power 
method.
1.4 Prior MC Extrapolation Research
Several researchers have investigated the use of extrapolation for accelerating the 
convergence of MC neutron source iterations. Gast and Candelore show that linear 
extrapolation is a “fair game” strategy when the number of histories per cycle approaches 
infinity in the limit of infinitely many cycles, which is the same for the power method [8]. 
However, Gast and Candelore reported no improvement in convergence rate from their 
implementation of linear extrapolation.  Gast and Candelore did not publish any data or 
measures for convergence to support their conclusion [8].  Additionally, an 
implementation of Chebyshev polynomial extrapolation, which uses the previous 2 cycles 
to improve the next source estimate did not produce an improvement in convergence rates 
[7].  Swaja cited private communications with Gast and Candelore in his dissertation and 
used similar terminology [7]; therefore, the author assumes that Gast and Candelore used 
a measure of convergence that is similar to the one reported by Swaja.  Swaja measured 
source convergence by combining how much each mesh bin differed from the reference 
solution relative to the uncertainty in each bin from a reference power method simulation 
[7].  Such a measure is inadequate for recognizing the benefit from extrapolation because 
extrapolation amplifies the variance in each bin, which obscures its ability to hasten 
convergence of the mean.
Gast and Candelore define a fair game for MC source convergence as
lim
M →∞ [P∣ 1M ∑m=1
M
{u(m)( r⃗ )−u1( r⃗ )}∣< ϵ ]=1  ∀r⃗∈V , ϵ> 0 (1.4.1)
Where P  denotes the probability that the normalized sum is less than some arbitrarily set 
criterion ϵ , and M  is the total number of cycles [8].  This is a desirable property for an 
iteration to possess because it ensures that the normalized summation of all eigenfunction 
estimates will tend toward the fundamental mode.  An extrapolated power method 
algorithm yields an unbiased estimate for the shape of the fundamental mode under the 
same conditions as the power method [8].  However, Gast and Candelore did not observe 
acceleration of convergence rate from use of extrapolation, which they attributed to noise 
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in the source distribution difference calculation [8].  They claimed to have used as many 
as 2000 histories per cycle [8], which is relatively low for modern computers.  The test 
problem was not described, nor proof of the assertion published.  
Swaja implemented a Chebyshev polynomial extrapolation method, which extrapolates 
using two prior eigenfunction estimates, i.e. 
v(m+ 1)=v(m)+ α(m) (k(m) H [v(m) ]−v(m))+ β(m) (v(m)−v(m−1)) (1.4.2)
Where α(m)  and β(m)  are extrapolation parameters [7].  The parameters are determined 
from
α(0)=2(2−λ2λ1 )
−1
, α(m)=4
λ0
λ1
cosh mγ
cosh (m+ 1 )γ  
∀m≥1 , (1.4.3)
and 
β(0)=0 , β
(m)=
cosh (m−1 ) γ
cosh (m+ 1 ) γ
 ∀m≥1 , (1.4.4)
where 
γ=cosh−12(λ2λ1−1)
−1
. (1.4.5)
Swaja created a new diagnostic for assessing convergence [7].  He defined PE(i) , the 
probable error of the ith  bin of a discretized source distribution, as the variance of the 
fraction of fissions occurring in the ith  bin multiplied by the constant 0.6745, such that 
50% of samples should lie within 1 probable error of the mean fission fraction [7].  The 
fission fraction is the ratio of the total weight or number of progeny produced in the ith  
bin to the total weight or number of progeny in all bins.  However, he did not describe 
exactly how the probable error was calculated for his reference calculations, but a 
different probable error appears to be used for each test problem and each bin within a 
problem.  He additionally describes the number of probable errors that the discretized 
source distribution deviates from the converged value as
NPE(m)(i)=|~V (m )(i)−B1(i)PE (i) |  (1.4.6)
where ~V (m)  is the discretized MC eigenfunction estimate in the mth  cycle, and B1  is the 
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discretized fundamental mode [7].  Furthermore, he defined the performance coefficient,
PC(m )=∑
r=1
R(m )
[number of bins with NPE(m)(i)>r ] ,  (1.4.7)
where R(m )  is the smallest integer greater than or equal to the maximum value of 
NPE(m)(i)  for all bins [7].  He recommends that a performance coefficient greater than 
twice the number of bins indicates that the fission fractions of bins are not well 
converged, while a performance coefficient of 0 shows that all bins are perfectly 
converged, and one can expect an average of 7.5 from infinitely many cycles [7].  He 
reasoned that an iterative scheme with a lower performance coefficient after a certain 
number of cycles than the reference, a power method iteration, would indicate an 
improvement in convergence [7].
Swaja tested Chebyshev on 10 region slabs with 1-group macroscopic cross sections 
νΣf=Σt=1  and widths of 2, 10, 20, and 40 mean free paths to collision [7].  The test 
calculations of Swaja began with 500 particles per cycle with that number increasing by 
10 at each cycle, and the initial source point distribution had each bin within 2 probable 
errors of the fundamental mode. [7]  According to Swaja, these test problems are similar 
to those used by Gast and Candelore [7], [8].  For all calculations performed by Swaja, 
the performance coefficient in nearly all cycles of the Chebyshev extrapolated cycles 
were higher than performance coefficients of their respective power method analogs, 
which Swaja attributed to statistical noise [7].  
The failures observed by Swaja for Chebyshev extrapolation are attributable to noise 
because his performance coefficient is highly sensitive to amplification of noise.  
Extrapolation increases the noise in the eigenfunction estimates  [7], [8], [19].  For a  
source estimate that approaches the fundamental mode, the number of probable errors 
that a fission fraction deviates from the fundamental mode becomes highly correlated 
with the variance of the fission fraction.  The variance of a bin is 
Var[~V (m )(i)]=E [|~V (m)(i)−E [~V (m )(i)]|2] , (1.4.8)
which in the limit of many cycle becomes 
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lim
m→∞
Var [~V (m)(i)]=E [|~V (m)( i)−Bn(i)|2 ] (1.4.9)
because extrapolation is a fair game.  Comparing (1.4.6) with (1.4.9), one can see that the 
variance is the expected value of the number of probable errors squared when scaled by 
the inverse of the probable error, i.e.,
lim
m→∞
Var [~V (m )(i)]
(PE(i))2
=E [|~V (m)(i)−UB (i)PE(i) |
2]=E [(NPE( i))2 ] . (1.4.10)
Therefore, for the sources used by Swaja [7] and Gast and Candelore [8], which were 
selected to be within 2 probable errors of the fundamental mode, the expected number of 
probable errors and the performance coefficient was assured to be greater when using 
extrapolation because extrapolation increases the variance.  If the researchers had turned 
off the extrapolation method prior to convergence of the reference power method, then 
they may have observed an improvement in the performance coefficient by allowing the 
noise to decay, which Chapter 4 shows.  In Chapter 4, a different diagnostic is proposed 
that measures convergence in the mean and variance of the eigenvector components of 
the fission source distribution to better determine convergence acceleration.
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Chapter 2. Spectral Analysis of Standard and Extrapolated 
Monte Carlo
In the physical world, neutron transport is a sequence of stochastic events.  A neutron is 
born from some radiation source at a random position with a direction and energy also 
determined randomly.  The particle travels randomly sampled distances from collision to 
collision until eventually being absorbed or leaving the region of interest.  At each 
collision, the neutron has a probability of being absorbed into the nucleus or scattering.  A 
scattering event changes the direction and energy of the neutron.  Absorption terminates 
the particle, but for certain materials there exists a probability that the nucleus will 
produce progeny, which can continue a chain reaction.  MC neutron transport algorithms 
embrace a methodology that mimics the natural behavior of neutrons.  Rather than 
attempt to solve linear systems of equations derived from the Boltzmann transport 
equation, MC methods estimate desired quantities by aggregating results from a 
multitude of simulated events that are sampled randomly from the probability density 
functions (PDFs) associated with fundamental particle interactions in matter [1], [4].  To 
obtain the correct result with a reasonable uncertainty band, an adequate number of 
events must be sampled from the correct source distribution, which is the fundamental 
mode [3], [4], [20].
To find the effective multiplication factor and fundamental mode of fissile systems with 
MC, the method of successive generations is applied, which is the MC analog to the 
standard power method of linear algebra [4], [21].  The expected behavior of the 
eigenfunction components of the fundamental mode estimates at each cycle are 
presented.  The expectations are useful when determining how many cycles are sufficient 
to obtain a reasonable approximation of the fundamental mode.  The number of cycles 
that are sufficient to estimate the fundamental mode may be large, hindering the ability to 
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use MC as a solution technique for some problems [22].  The number of cycles needed to 
obtain a reasonable approximation of the fundamental mode can be reduced by applying 
extrapolation to the fission eigenvalue problem, which this chapter addresses.  However, 
extrapolation amplifies the noise inherent in the MC process, which leads to increased 
uncertainty in the fundamental mode estimates as this chapter shows.  Therefore, a 
detailed noise analysis is provided and used to better characterize what is meant by a 
“reasonable approximation,” which may also be referred to as a converged fission source.
2.1 Monte Carlo Eigenvalue Calculations
The Boltzmann transport equation fully describes the expectation of the neutron angular 
flux; however, the equation can be difficult to solve without introducing errors from 
discretization of the physical geometry and/or particle interaction probabilities (cross-
sections) [9].  MC transport algorithms attempt to arrive at the same results as would be 
obtained from solving the Boltzmann transport equation by performing random transport 
of many pseudo-particles and averaging the results [1].  MC methods do not need to 
introduce discretization of the geometry, and MC methods can use the best available 
cross-section data, but all MC results have an associated uncertainty because of the 
stochastic nature of the algorithm [23].
The life of a particle from birth to absorption or escape is known as a particle history [4].  
MC eigenvalue calculations begin with a bank of L0   neutron birth positions where L0 
is a positive integer.  Those initial positions may be sampled from a distribution provided 
by the user; the positions can come from a previous MC calculation, or they could all be 
located at the same or multiple specified points, such as the problem center.  This first 
bank of neutron source sites is the initial guess for the fundamental mode.  The source 
bank can be represented in functional form as
u0 r =∑
l=1
L0
ql
0 r−r l
0   (2.1.1)
Where δ is the Dirac delta function, q l
(0)  is the tally weight of the lth source point, and 
r⃗ l
(0)  is the position of the lth source point in the initial guess, cycle 0, bank.
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Then, the MC simulation randomly samples the neutron starting directions and energies 
from known distributions corresponding to the material at the birth position [1].  
Afterwards, the neutron is transported through the problem space by sampling a distance 
to collision [23].  At a collision, the location is stored in a new bank û(1) , which will be 
referred to as the intermediate bank, with an associated fission production weight w  that 
depends on the location r⃗  of the collision according to
w ( r⃗ )=q pa( r⃗ )
νΣf ( r⃗ )
Σa( r⃗ )
 (2.1.2)
where q is the tally weight of the particle entering the collision, and pa( r⃗ )  is the 
probability of absorption.  The probability of absorption may be the physical probability 
of absorption, i.e. Σa( r⃗ )/Σt( r⃗ ) , or the probability can be adjusted by sampling done to 
determine the event or set the fission production weight to an integer.  If a sampled 
distance to collision reaches outside the specified problem geometry, then the particle is 
considered to be absorbed just outside the problem geometry with zero production 
weight.  In analog MC, histories are terminated when an absorption event is sampled or a 
particle escapes [1].  Since only one absorption is possible under analog MC, the 
intermediate bank can contain at most L(0)  locations with non-zero fission production 
weights.  In contrast, implicit capture MC treats a fraction of the particle as absorbed at 
each collision, and the remainder continues to move through the problem as though it 
scattered.  The particle exits each collision with a reduced tally weight according to the 
fraction absorbed.  Whenever the tally weight drops below a cutoff value, the particle 
undergoes a Russian roulette procedure [1].  Histories will eventually be killed by 
roulette or escape from the region of interest.  Either of these procedures, implicit capture 
or analog capture, can be viewed as the MC fission production operator ~H , which is the 
MC representation of the fission production operator defined in (1.1.15).  In essence, ~H  
transfers a source point to one or more collision positions and gives each collision 
location an associated neutron production weight.  In implementations, sites with zero 
production weight are not actually stored because they are not used in the following 
cycle.
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After tracking L(0)  neutrons from birth to death, the intermediate bank contains a set of 
collision positions which provide a new fission distribution estimate when combined with 
their production weights,
u^(1) ( r⃗ )=∑
l=1
L( 0)
∑
c=0
C l
w ( r⃗ l , c(1 ))δ ( r⃗− r⃗ l ,c(1) )=~H [~u (0) ( r⃗ ) ] (2.1.3)
where Cl  is the number of collisions in history l, and r⃗ l ,c
(1)  is the location of the c th  
collision in history l.  With the standard power method, the intermediate bank is 
normalized by the operator ~k (1)  to yield the fission source bank for use in the next cycle;
~u (1)( r⃗ )=~k (1) u^(1)( r⃗ )=~k (1)~H [~u (0)( r⃗ )] . (2.1.4)
Another cycle is begun using ũ(1)( r⃗ )  and the iterative procedure continues until a 
specified M cycles complete.  The resulting source point distribution at cycle m is
~u (m)( r⃗ )=~k (m )~H [~u (m−1 )]=(∏i=1
m
~k (i ))~Hm[~u 0( r⃗ )]  (2.1.5)
where k m  is the normalization procedure applied to the set of fission source points that 
result from the mth application of the MC fission operator.  The normalization by ~k (m)  has 
a variety of possible implementations, but it can be thought of as a scalar that keeps the 
total starting tally weight constant and equal to 1 between cycles, thus it approaches in 
probability to the inverse of the effective multiplication factor as the source distribution 
converges.  The normalization in (2.1.5) helps ensure that the iteration will converge to a 
finite eigenfunction estimate.  The algorithm must restart source points if there are ever 
no fission sites generated by a particular cycle [8].  For algorithms used in this work, the 
normalization sets each source bank to have a constant L points with uniform tally 
weights equal to L−1 , but this is not a requirement.  One could easily start a variable 
number of neutrons in each cycle with or without different weights in any fashion where 
the total starting weight at each cycle is kept constant.  The details of the normalization 
procedure will affect the amount of noise in each cycle, but the behavior described in the 
derivations to follow are not expected to change.  Normalization by a stochastic quantity 
introduces a bias in the eigenfunction estimate [4], [24], [25]; however, adequate numbers 
of histories can mitigate the bias, and thus, the bias will generally be ignored in this 
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dissertation.  
2.2 Expectations from the Stochastic Power Method
Consider a MC fission operator H , which is an unbiased estimator of the true fission 
operator H, such that
E[ H [ ur ]]=H [ u r ]  (2.2.1)
Where E[*] denotes the expected value of *, and ur   is some distribution of fission 
source points.  This implies that
~H [~u ( r⃗ )]=H [~u ( r⃗ )]+ζ ( r⃗ )  (2.2.2)
Where ζ ( r⃗ )  is a random function with zero mean, i.e., 
E[ζ ( r⃗ )]=0 . (2.2.3)
A typical MC code implements the power method [26] to construct an iterative scheme 
that can solve for the fundamental eigenmode b1r   as follows
~u (m+1)( r⃗ )=~k (m+1)~H [~u (m)( r⃗ )]=~k (m+1) H [~u(m)( r⃗ )]+ξ(m+1)( r⃗ ) ∀m≥0  (2.2.4)
where mr   is the deviation from the expected result of applying the MC fission 
operator to the source bank of the mth transport cycle after absorbing the normalization 
coefficient, i.e., 
ξ(m)( r⃗ )=~k(m )ζ(m)( r⃗ ) ∀m≥1 . (2.2.5)
Henceforth, mr   shall be referred to as the deviation function of cycle m, and ζ (m )( r⃗ )  
will be called the unnormalized deviation function of cycle m.
The eigenfunction estimate in (2.2.4) can be expressed as a decomposition in the 
eigenbasis
~u(m+1)( r⃗ )≡∑
n=1
∞
~u n
(m+1 )bn( r⃗ )=
~k (m+1) H [∑n=1
∞
~u n
(m )bn( r⃗ )]+∑n=1
∞
ξn
(m+1)bn( r⃗ )  (2.2.6)
where ξn
(m)  is the deviation function decomposition coefficient (DFDC) of the  nth mode 
at cycle m.  Using the linearity of the fission operator, (2.2.6) becomes
~u(m+1)( r⃗ )=~k (m+1)∑
n=1
∞
~u n
(m )H [bn( r⃗ )]+∑
n=1
∞
ξn
(m+1)bn( r⃗ ). (2.2.7)
From the definition of eigenvalues and eigenfunctions, which appears in (1.1.16), the 
fission operator applied to an eigenfunction can be simplified to the eigenfunction 
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multiplied by the corresponding eigenvalue, which reduces (2.2.7) to
~u(m+ 1)( r⃗ )=~k (m+1)∑
n=1
∞
λn~u n
(m)bn( r⃗ )+∑
n=1
∞
ξn
(m+1)bn( r⃗ ) . (2.2.8)
Therefore, the SBDCs from the MC power method are
~u n
(m+1)=~k (m+1)λn~u n
(m)+ξn
(m+1) . (2.2.9)
Equation (2.2.9) describes a recursive relationship.  The recursion executed back to the 
initial guess yields
~u n
(m)=βnλn
m∏
i=1
m ~k (i)+ξn
(m )+∑
i=1
m−1
λn
i ξn
(m−i)∏
j=0
i−1 ~k (m− j)  ∀m∈ℤ≥2 . (2.2.10)
The SBDCs of (2.2.10) can also be expressed in terms of the unnormalized DFDCs, ζn
(m ) , 
i.e., 
~u n
(m)=βnλn
m∏
i=1
m ~k (i)+∑
i=0
m−1
λn
i ζn
(m−i)∏
j=0
i ~k (m− j ) . (2.2.11)
These eigenfunction decompositions of the source bank distributions are not particularly 
enlightening in their present form but with a few assumptions, some useful information 
may be ascertained. 
For comparison with the deterministic power method, selecting all the normalization 
constants to be the inverse of the fundamental eigenvalue simplifies (2.2.10) further to
ũn
(m )=βn(λnλ1 )
m
+∑
i=0
m−1
(λnλ1 )
i
ξn
(m−i). (2.2.12)
Comparing (2.2.12) with (1.2.8), one can see that the introduction of noise from the 
stochastic operator adds an additional term to the SBDCs.  That term is a summation of 
all the prior deviation coefficients where the contribution of each deviation is dampened 
by the eigenvalue ratio successively for each cycle after the introduction of that particular 
deviation coefficient.  Equation (2.2.12) demonstrates that no mode can ever be 
completely forced out of the fundamental mode estimate by MC transport if the SBDC of 
that mode has non-zero variance, which is assumed true for all modes except those 
interrupted by artificial conditions such as reflecting boundaries.  Even if a mode is 
forced out in one cycle, the mode could spontaneously reappear in a later cycle.
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In practice, the normalization coefficients are not constant and do not equal λ1
−1 .  The 
normalization constants are calculated from the inverse of the integral of the source 
iterates, i.e., 
1
~k (m)
=∫
V
u^(m ) ( r⃗ ) d3 r=∫
V
∑
n=1
∞
u^n
(m)bn ( r⃗ )d
3 r=∑
n=1
∞
u^n
(m )∫
V
bn ( r⃗ ) d
3r . (2.2.13)
The normalization constant will vary according to a combination of the noise in each 
intermediate bank decomposition coefficient (IBDC) such that
1
~k (m)
=∑
n=1
∞
(λn~u n(m−1)+ζn(m))∫
V
bn ( r⃗ ) d
3 r . (2.2.14)
From (2.2.13) or (2.2.14), one can see that the presence of antisymmetric modes has no 
effect on the normalization because the volume integral of the eigenfunction is zero.  For 
other modes, the normalization constant will be dependent on the noise introduced into 
each mode; however, the noise associated with the normalization constant is from a 
combination of noise from many modes; therefore, as an approximation, ζn
(m )  and ~k (m)  
will be assumed to be uncorrelated random variables.  If ζn
(m )  and ~k (m)  are uncorrelated, 
the DFDCs ξn
(m) , which are the products of ζn
(m )  and ~k (m) , must have expected values of 
zero because of (2.2.3).  
With the aforementioned assumptions, one can determine the accumulated effect of  
normalization on the expected value of SBDCs in the limit of infinitely many cycles.  For 
an unbiased MC iteration, the expected source distribution must converge to a multiple of 
the fundamental mode in the limit of infinitely many cycles, i.e., 
lim
m→∞
E [~u (m )( r⃗ ) ]=Y b1 ( r⃗ ) (2.2.15)
Where Y  is a constant that satisfies the chosen normalization, i.e.,
Y= 1
∫
V
b1 ( r⃗ ) d
3 r
. (2.2.16)
The expected value of the SBDCs must also converge accordingly, i.e.,
lim
m→∞
E [~un(m )]={0 ∀ n>1Y n=1 . (2.2.17)
The expected value in (2.2.17) can be expanded using (2.2.10) to yield 
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E [~u n(m) ]=E[βnλnm∏i=1
m
~k (i)+ξn
(m)+∑
i=1
m−1
λn
i ξn
(m−i)∏
j=0
i−1
~k (m− j)]
=E[βnλnm∏i=1
m ~k (i)]+E [ξn(m)]+∑i=1
m−1
E [λni ξn(m−i)∏j=0
i−1 ~k (m− j)] .
(2.2.18)
With the assumption that 
E [ξn(m)]=0 , (2.2.19)
and that normalizations are uncorrelated with noise introduced in prior cycles, i.e., 
∑
i=1
m−1
E[λni ξn(m−i)∏j=0
i−1 ~k (m− j)]=∑i=1
m−1
E [λni ξn(m−i) ]E [∏j=0
i−1 ~k (m− j)]=0 , (2.2.20)
the expectations for SBDCs are
E [~u n(m) ]=βnλnm E[∏i=1
m ~k (i )] . (2.2.21)
The expectations in (2.2.21) can readily be estimated for a test problem with known 
eigenfunctions, namely a highly scattering one-group uniform slab reactor.  Figure 2.2.1 
contains examples of such data for the uniform slab problem with a far from converged 
initial source described in Appendix A.  The empirical observations for the problem are 
means from 1000 independent simulations with different random number seeds where 
each simulation started with 4000 identical source points in the first cycle.  From Figure 
2.2.1, one can see that for each mode presented, the mean of SBDCs, which is the left-
hand side (LHS) of (2.2.21), is in close proximity to the scaled mean of the multiplication 
of normalization coefficients, which is the right-hand side (RHS) of (2.2.21), and the two 
often overlap.  The scaling factors are those that precede the expectation term on the RHS 
of (2.2.21).  Several other calculations were performed using different initial source 
distributions, and all yielded similar agreement.  These results show that the 
aforementioned assumptions can be valid, but the results should not be taken as proof of 
general applicability.
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Figure 2.2.1. Empirical data collected from a highly scattering uniform slab for the LHS 
and RHS of (2.2.21) for several non-fundamental modes.
By observing the implications of these assumptions on the fundamental mode SBDC, one 
can see that the expected multiplication of normalization coefficients has the limit,
lim
m→∞
β1λ1
m E [∏i=1
m ~k (i)]=Y
lim
m→∞
E [∏i=1
m
λ1
~k (i )]= Yβ1= 1β1∫
V
b1( r⃗ )d
3 r
.
(2.2.22)
Therefore, one must conclude that for sufficiently many cycles, 
E[∏i=1
m ~k (i)]= Yβ1λ1m∀m≫1. (2.2.23)
Substituting the expectation for the multiplication of normalization factors from (2.2.23) 
into (2.2.21) yields an easier to evaluate expression for the expectation of SBDCs, which 
is 
E [~u n(m) ]=βn Yβ1 (
λn
λ1 )
m
∀m≫1. (2.2.24)
The expectation from (2.2.24) shall be referred to as the adjusted constant multiplier 
approximation, which can be contrasted with the expectation from the constant multiplier 
approximation derived from (2.2.12), i.e., 
E [~u n(m) ]=βn( λnλ1 )
m
. (2.2.25)
As one can see from (2.2.24) and (2.2.25), the only difference between the constant 
multiplier approximation and the adjusted constant multiplier approximation is the factor 
Y /β1 , which means that the two approximations converge at the same rate.  The constant 
multiplier approximation preserves the SBDCs of the initial source, i.e., for m=0, (2.2.25) 
is exact, while the adjusted approximation may be highly erroneous for early cycles 
depending on the initial source and the shape of the fundamental mode.  However, the 
expectations from the adjusted constant multiplier are more accurate than the constant 
multiplier for large numbers of cycles because the accumulated effect of drift in the 
normalization factor is taken into account.  The net result is that the two approximations 
will tend to sandwich the theoretical expected values of SBDCs.  This can be observed 
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for the second and third modes in Figures 2.2.2 and 2.2.3, respectively, which each 
contain SBDC expectations determined empirically and expectations from (2.2.24) and 
(2.2.25) for the same slab test problem that was used earlier in this section.  The initial 
value of the adjusted constant multiplier curve, which is the intersection of the curve with 
the y-axis in Figures 2.2.2 and 2.2.3, has no particular physical interpretation and is only 
an artifact of matching the adjusted constant multiplier approximation with the 
expectation of SBDCs after many cycles.
If one looks to estimate the expectation of SBDCs during a running simulation, then the 
normalizations from cycles that have been run can be used to improve the estimate.  If M 
transport operators have been applied, then the expected value of accumulated 
normalizations can be calculated by removing the known normalization constants, 
~
k( j)∀ j∈[1, M ] , from the expectation, i.e., 
E[∏i=1
m
~k (i)]=E [ ∏i=M+1
m
~k (i)]∏j=1
M
~k ( j) . (2.2.26)
If m is close to M, then one may approximate the expected multiplication of future 
normalization constants to be the value of the most recent normalization constant to the 
power m-M; however, in general, one should revert to the adjusted constant normalization 
approximation to yield the expected PDFs near convergence.  When utilizing the known 
normalization coefficients in (2.2.21), the expected SBDCs under the constant 
normalization approximation become 
E [~u n(m) ]=βn∏
i=1
M
λn
~k (i)( λnλ1 )
m−M
. (2.2.27)
However, the expectations of SBDCs from the adjusted constant normalization 
approximation do not change because the normalization constants are assumed to be 
converged.  Having generated these estimators for the expected values of SBDCs from 
the stochastic power method, similar estimators for the stochastic extrapolated power 
method are needed to make comparisons between the two iteration schemes.
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Figure 2.2.2. Uniform slab second mode expected DC versus cycle as estimated with 
empirical data, with constant normalization, and with adjusted constant normalization.
Figure 2.2.3. Uniform slab third mode expected DC versus cycle as estimated with 
empirical data, with constant normalization, and with adjusted constant normalization.
2.3 Expectations from Stochastic Extrapolation
Introducing the stochastic fission operator into the extrapolated power method iteration 
from (1.3.1) yields
~v (m+1)( r⃗ )=(1+α)~k (m)~H [~v (m)( r⃗ )]−α~v(m)( r⃗ )  ∀m≥0 . (2.3.1)
Applying (2.2.2) to (2.3.1) expresses the iteration in terms of the true fission operator as 
follows
~v (m+1)( r⃗ )=(1+α)~k (m+1)( H [~v (m)( r⃗ )]+ζ(m+1)( r⃗ ))−α~v (m)( r⃗ ) . (2.3.2)
To mimic (2.2.4) the deviation function absorbs the normalization coefficient to produce
~v (m+1)( r⃗ )=(1+α)~k (m+1)H [~v (m )( r⃗ )]+(1+α)ξ(m+1 )( r⃗ )−α~v (m)( r⃗ ) , (2.3.3)
which can be expressed in an eigenbasis decomposition as
~v (m)( r⃗ )≡∑
n=1
∞
~v n
(m)bn( r⃗ )  (2.3.4)
~v(m+1)( r⃗ )=(1+α)~k (m+1) H [∑n=1
∞
~v n
(m)bn( r⃗ )]+(1+α)∑n=1
∞
ξn
(m+1)bn( r⃗ )−α∑
n=1
∞
~v n
(m)bn( r⃗ ). (2.3.5)
Using linearity of the fission operator, (2.3.5) becomes
~v(m+1)( r⃗ )=(1+α)~k (m+1)∑
n=1
∞
H [~v n(m)bn( r⃗ )]+(1+α)∑
n=1
∞
ξn
(m+1)bn( r⃗ )−α∑
n=1
∞
~v n
(m)bn( r⃗ ). (2.3.6)
Applying the definition of eigenvalues and eigenfunctions in (1.1.16), the operator can be 
removed from (2.3.6) to produce
~v (m+1)( r⃗ )=(1+α)~k (m+1)∑
n=1
∞
λn~v n
(m )bn( r⃗ )+(1+α)∑
n=1
∞
ξn
(m+1)bn( r⃗ )−α∑
n=1
∞
~v n
(m)bn( r⃗ ) , (2.3.7)
which simplifies to
~v (m+1)( r⃗ )=∑
n=1
∞
{[(1+α)λn~k (m+1)−α ]~v n(m )+(1+α)ξn(m+1 )}bn( r⃗ ) . (2.3.8)
From (2.3.8), the SBDCs of the extrapolated iteration are
~v n
(m+ 1)=[(1+α)λn~k (m+1)−α ]~v n(m)+(1+α)ξn(m+1) . (2.3.9)
As specified by (2.3.9), carrying out the recursion to the initial guess produces
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~v n
(m)=βn∏
i=1
m
[(1+α)λn~k (i)−α ]+(1+α)ξn(m )
+(1+α)∑
i=1
m−1 {∏
j=i+1
m
[(1+α)λn~k ( j)−α ]}ξn(i )
 ∀m∈ℤ≥2 . (2.3.10)
For comparison purposes, selecting all the normalization coefficients to be the inverse of 
the fundamental eigenvalue simplifies (2.3.10) further to the extrapolated constant 
multiplier approximation,
~v n
(m)=βn[(1+α) λnλ1−α]
m
+(1+α)∑
i=1
m
[(1+α) λnλ1−α]
(m−i)
ξn
(i )  ∀m∈ℤ≥1 . (2.3.11)
Similar to the result derived in (2.2.12), (2.3.11) has an additional summation term that is 
not present in the deterministic coefficients in (1.3.9).  Each term inside the summation in 
(2.3.11) is the deviation from the expected result of the fission operator at a previous 
cycle attenuated repeatedly by the decay coefficient n , defined in (1.3.10), for every 
cycle after the deviation was introduced by the stochastic fission operator.  In addition to 
shifting the decay coefficient, the extrapolation amplifies each deviation by the factor 
1  in the cycle where the deviation is introduced.  This initial amplification persists 
throughout the remaining cycles as will be shown in section 2.5.  
With the uncorrelatedness assumption of (2.2.19), the expectations of extrapolated 
SBDCs under the constant normalization approximation of (2.3.11) are
E [~v n(m) ]=βn[(1+α) λnλ1−α ]
m
. (2.3.12)
However, as previously mentioned in Section 2.2, the normalization coefficients are not 
constant in real simulations.  From (2.3.10), the expectations of extrapolated SBDCs are 
E [~v n(m) ]=βn E [∏i=1
m
{(1+α)λn~k (i)−α }]+(1+α)E [ξn(m) ]
+(1+α)∑
i=1
m−1
E [{∏j=i+1
m
[(1+α)λn~k ( j)−α]}ξn(i )] .
(2.3.13)
With the uncorrelatedness assumptions of (2.2.19) and (2.2.20) applied to (2.3.13), the 
expectations of extrapolated SBDCs are
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E [~v n(m) ]=βn E[∏i=1
m
{(1+α)λn~k (i)−α}] . (2.3.14)
If the extrapolated power method is an unbiased estimator for the fundamental mode, 
then in the limit of infinitely many cycles, the expectations of non-fundamental mode 
SBDCs must approach zero, and the expectation of the fundamental mode SBDC must 
approach Y as expressed in (2.2.17).  Observing this fact for the infinite cycle limit of 
(2.3.14) for the fundamental mode, i.e., 
lim
m→∞
E [~v 1(m)]=Y= lim
m→∞
β1 E [∏i=1
m
{(1+α)λ1~k (i)−α }] , (2.3.15)
indicates that 
lim
m→∞
E [∏i=1
m
{(1+α)λ1~k (i)−α }]= Yβ1 . (2.3.16)
As the source distribution estimates converge, the normalization constants ~k (m)  will as 
well.  Thus after many cycles the normalization may be approximated as a constant that is 
equal to the inverse of the fundamental eigenvalue.  If one makes a constant 
normalization assumption throughout a simulation, then for the limit on the fundamental 
mode SBDC in (2.3.15) to hold, the right hand side of (2.3.16) must be used to adjust the 
extrapolated constant multiplier expectation estimator of (2.3.12) to yield the adjusted 
extrapolated constant multiplier approximation, which is 
E [~v n(m) ]=βn Yβ1 [(1+α) λnλ1−α ]
m
∀m∈ℤ≫1. (2.3.17)
This is analogous to the derivations of (2.2.24) for the power method with slightly less 
rigor.  The expectations in (2.3.12) and (2.3.17) should sandwich the true expectation 
because the constant normalization in (2.3.12) is more accurate for early cycles, and the 
true expectation should transition toward the adjusted normalization approximation of 
(2.3.17) as more cycles complete.
As with the standard power method, if one looks to estimate the expectation of 
extrapolated SBDCs during a running simulation, then the normalizations from cycles 
that have been run can be used to improve the estimate. If M transport operators have 
been applied, removing the terms containing known normalization constants, 
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~k ( j )∀ j∈[1,M ] , from the expectation of multiplied decay coefficients yields
E[∏i=1
m
{(1+α)λn~k (i)−α}]=∏i=1
M
{(1+α)λn~k (i)−α }E [ ∏i=M+1
m
{(1+α)λn~k (i)−α}]. (2.3.18)
If m is close to M, then one may approximate the expected multiplication of future decay 
coefficients to be the value of the most recent decay coefficient to the power m-M; 
however, in general, one should use a better estimate for the stationary normalization 
factor for predicting the expectation after numerous cycles.  Applying the constant 
normalization approximation to (2.3.14) while including known normalizations produces 
the following estimates for the mean of SBDCs,
E [~v n(m) ]=βn∏
i=1
M
{(1+α)λn~k (i)−α} ∏
i=M+1
m
{(1+α) λnλ1−α}. (2.3.19)
As with the power method, including observed normalizations into the adjusted 
extrapolated constant multiplier approximation has no effect because the decay 
coefficients are assumed to be converged.  However, the two approximations will no 
longer sandwich the true expectation because the extrapolated constant multiplier 
approximation will vary with the normalizations observed in each cycle.  To assess the 
accuracy of (2.3.12) and (2.3.17) and as a corollary (2.3.19), one must define an 
implementation of the extrapolated power method.
2.4 Implementation of Extrapolation
The first step in extrapolating a MC source bank is determining how the subtraction 
operation in (2.3.1) should be handled.  One solution would be to combine the 
intermediate and source banks together such that all of the points from each bank would 
be in the source bank of the next cycle with tally weights scaled by 1  or −  for 
points taken from the intermediate or source banks, respectively.  This approach was not 
used because some MC codes choose to not allow negative weight particles [1], and 
particle cancellation is a non-trivial computation [27].  Instead, the MC source banks are 
converted into smoother functions, which can easily be added, subtracted, and scaled.  
The first attempt used a moving average to estimate the source density at each point in 
the bank [28].  This required finding the number of neighboring points, which fit inside 
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the counting window.  The algorithm for finding nearest neighbors is of the order L2  
operations where L is the number of points in the bank [28].  This was particularly 
expensive for large window sizes.  Therefore, a much simpler implementation which 
converted the source banks into discrete vectors was selected because counting the 
number of points in each bin requires order L operations.
As in (2.1.1), a MC fission source bank consists of L points at locations r l  with tally 
weights q l , which can be expressed as
ur =∑
l=1
L
q l r−r l . (2.4.1)
The points are in a continuous space V ∞ , which can be discretized into a vector space 
V N .  The discretized fission source bank is defined by
~U (i )= ∫
V N ( i)
∑
l=1
L
qlδ( r⃗− r⃗ l)∀1≤i≤N  (2.4.2)
where the source is integrated over each spatial bin i  with volume V N i  .  In a similar 
fashion but starting from (2.1.3), the intermediate bank is discretized according to 
U^ (i)= ∫
V N (i)
∑
l=1
L(0)
∑
c=1
C l
wl , cδ ( r⃗− r⃗ l ,c )∀1≤i≤N . (2.4.3)
Once in vector form, a discretized form of (2.3.1) determines the desired fraction of 
source sites in each vector bin to start in the subsequent cycle.  If a bin contains a 
negative value for the source density, then the bin is set to 0, and no sites will be started 
in that bin for the next generation.  This clipping can distort the extrapolation procedure, 
so care was taken for the majority of simulations in this dissertation to make bins or 
particle numbers large enough that clipping was not often encountered.  In practice at 
least one source point should be in every fissile region if the problem is not undersampled 
[29], but the experimental code used in this investigation did not make any such 
accommodations to avoid any interference with assessing the performance of the 
extrapolation technique.  
After determining the desired fraction of source sites that will start in each bin, a 
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stratified sampling routine calculates precisely how many source sites will be in each bin 
for the source bank used in the next cycle.  The stratified sampling routine ensures that 
the number of source sites placed in each bin is as close to the desired fraction as possible 
given the finite number of source sites desired for the next generation.  Then stratified 
sampling picks the actual source points to start inside a bin from the points in the 
intermediate bank that are inside the same bin.  The selection of sites within a bin is 
stratified in the sense that all points of equal fission production weight inside the bin are 
placed in the new source bank n times before any point from the intermediate bank could 
have n+1 replicas placed in the new source bank.  The procedure for each bin is described 
in the following pseudo-code for fission sites with equal fission production weights:
probability = #neededInSourceBin/#inBinOfIntermediateBank
accumulator = 0
#inSourceBin = 0
for i=1 to #inBinOfIntermediateBank
accumulator = accumulator + probability
#toAddToSource = floor(probability)
test = accumulator - ( #inSourceBin + #toAddToSource )
if( randomNumber0_1 <= test ) then
#toAddToSource = #toAddToSource + 1
endif
for n = 1 to #toAddToSource
#inSourceBin = #inSourceBin + 1
place ith  particle into source bank
end
end.  
This two tiered sampling algorithm reduces the variance in the number of points that 
appear in each bin compared to a similar algorithm which modifies selection weights of 
each point in the intermediate bank and only performs one round of sampling.  This 
algorithm was chosen because it is consistent with the source point selection scheme in 
MC21 [30];  however, the sampling can be avoided altogether in a code that allows 
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histories to start with different tally weights.
 
Having defined an implementation for the extrapolated power method, the 
uncorrelatedness assumptions that were used to generate (2.3.14) can be shown to be 
reasonable approximations.  For this assessment, the same uniform slab and 4000 point 
starting source that was used in Section 2.2 was simulated 1000 times with extrapolation.  
The optimal extrapolation parameter of 0.98 as determined from (1.3.13) was used along 
with 16 equal width spatial bins for performing extrapolation.  Figure 2.4.1 shows 
reasonable agreement between the empirically observed expectations for the left and right 
sides of (2.3.14) for several non-fundamental modes, which indicates that the 
uncorrelatedness assumptions are reasonable for this problem setup.  However, for mode 
number 2, the expectations from the standard power method in Figure 2.2.1 showed 
better agreement than the expectations from the extrapolated power method.  This is 
expected because extrapolation combines information from the previous cycle to 
formulate a new estimate for the fundamental mode, which should amplify correlations.
Having shown that the uncorrelatedness assumptions can be applied to this uniform slab 
test problem, application of the extrapolated constant multiplier model of (2.3.12) and the 
adjusted extrapolated constant multiplier model of (2.3.17) can be performed.  The two 
models are plotted with the empirically determined expected values in Figures 2.4.2 and 
2.4.3 for the second and third modes, respectively.  As can be seen in Figures 2.4.2 and 
2.4.3, the extrapolated constant multiplier models sandwich the theoretical expected 
values with both models converging to the same expected value of zero.  As expected, the 
extrapolated constant multiplier model is more accurate than the adjusted extrapolated 
constant multiplier model for earlier cycles, but eventually the expected SBDC curve 
moves toward the adjusted extrapolated constant multiplier model after multiple cycles.
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Figure 2.4.1. Empirical data collected from a highly scattering uniform slab for the LHS 
and RHS of (2.3.14) for several non-fundamental modes.
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Figure 2.4.2. Uniform slab second mode expected SBDC versus cycle as estimated with 
empirical data, with constant normalization, and with adjusted constant normalization.
Figure 2.4.3. Uniform slab third mode expected SBDC versus cycle as estimated with 
empirical data, with constant normalization, and with adjusted constant normalization.
The choice of using 16 bins for the previous test problem was deliberate.  If the 
extrapolation mesh is too fine for the number of histories, the clipping of negative density 
regions that is performed for this extrapolation implementation induces a bias in the 
fission source distribution.  This can be observed in Figure 2.4.4, which contains 
expected SBDCs that were obtained empirically for the third mode of the uniform slab 
problem that was used earlier with 16, 64, and 256 mesh bins.  Figure 2.4.4 also contains 
the empirically determined expected SBDCs of the finest mesh, 256 bins, with 4.0E5 
source sites per cycle, which is greater than the 4.0E3 sites per cycle that was used to 
generate the other curves.  As one can see from Figure 2.4.4, increasing the refinement 
without changing the number of histories per cycle caused an increasing bias in the 
expected SBDCs, such that those simulations would not converge to the fundamental 
mode if extrapolation were enabled throughout the simulations.  This behavior is not 
universal across the eigenvalue spectrum; increasing the refinement of the extrapolation 
mesh improved the convergence rate of many anti-symmetric modes for this problem; for 
example, the second mode, which Figure 2.4.5 shows, decayed fastest with the finest 
mesh of the cases run for the smaller number of histories per cycle.  The clipping of 
negative regions had the effect of increasing the extrapolation parameter applied to the 
anti-symmetric modes.  Using too fine of a mesh leads to a source distribution that looks 
similar to a picket fence because the regions have very few fission sites, which causes 
them to be pushed by large percentages relative to the source distribution, and bins which 
are pushed negative are clipped, which distorts the procedure.  Figure 2.4.6 demonstrates 
this using 256 mesh bins for extrapolation with 4.0E3 source sites per cycle as the “Less 
Histories” curve and 4.0E5 source sites per cycle as the “More Histories” curve.  The 
“fence posts” move in subsequent cycles as neutrons leak out of the “posts” and cause 
fissions in the suppressed regions, which is then amplified by extrapolation.  The task of 
finding a prescription for the appropriate number of mesh bins is potential future 
research.
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Figure 2.4.4. Uniform slab third mode expected SBDC versus cycle for extrapolation 
with various mesh configurations, which are indicated in the legend.
Figure 2.4.5. Uniform slab second mode expected SBDC versus cycle for extrapolation 
with various mesh configurations, which are indicated in the legend.
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Figure 2.4.6. Uniform slab source site distribution at cycle 420 using extrapolation with 
256 mesh bins for 1000 simulations with 4.0E3 and 4.0E5 source sites per cycle.
 Having developed reasonable models for the expected behavior of SBDCs from the 
standard and extrapolated power methods, one can compare the two and investigate the 
noise associated with those expectations with the goal of understanding convergence and 
converging source site distributions with fewer cycles. 
2.5 Convergence Comparison
Having derived and shown the evolution of SBDCs that one can expect using the 
standard and extrapolated power methods, the two iterations can be compared with 
respect to rate and reliability of convergence.  From the perspective of a MC user, the 
fission source has converged after some number of discarded cycles when the source site 
distribution of a particular cycle is expected to be reasonably close to the fundamental 
mode.  This section will show that extrapolation can be used to reach a reasonable source 
site distribution with fewer cycles than the standard power method.  To justify this claim, 
the uncertainty in the SBDCs will be investigated to better understand what is meant by 
the term reasonable with respect to proximity of a source site distribution to the 
fundamental mode.
When choosing the number of discarded cycles, one should consider the bias that may be 
introduced by the choice.  The expected values of SBDCs of non-fundamental modes are 
the eigenfunction components of the bias in the distribution from which a source bank is 
sampled at a particular cycle.  The distributions are biased in the sense that they are not 
the fundamental mode.  As the MC source iterations approach convergence, the expected 
values of SBDCs from the standard power method follow the adjusted constant multiplier 
approximation as in (2.2.24), 
E [~u n(m) ]=βn Yβ1 (
λn
λ1 )
m
, (2.5.1)
and the expected values of SBDCs from the extrapolated power method follow the 
adjusted extrapolated constant multiplier approximation as in (2.3.17), 
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E [~v n(m) ]=βn Yβ1 [(1+α) λnλ1−α ]
m
. (2.5.2)
The only difference between the two models is in the decay coefficient, which is the part 
of each equation that is exponentiated.  The relationship between the extrapolation 
parameter α  and the extrapolated decay coefficient appears in Section 1.3.  Combining 
results from the standard and extrapolated power methods for the diffuse uniform slab 
problem, which were presented earlier in this chapter, demonstrates the potential for 
improvement in the expected SBDCs when extrapolating with a parameter of 0.98.  The 
SBDCs of the second mode appear in Figure 2.5.1 with their approximate models for 
both iteration techniques, and the SBDCs of the third mode appear similarly in Figure 
2.5.2.  Figures 2.5.1 and 2.5.2 clearly show that the extrapolated power method with an 
appropriate mesh and extrapolation parameter can diminish the bias in the source 
distribution faster than the standard power method.  For example, in the third mode 
component, the standard power method iteration falls below a bias of 5.0E-02 after 73 
cycles, and the extrapolated power iteration falls below the same level after only 38 
cycles, which is a 52% reduction in the number of cycles.  Additionally, after 300 cycles, 
the expected SBDC of the second mode is 2.9E-02±2.2E-03 which is 26 times larger than 
the expected SBDC from extrapolation, which is 1.1E-03±3.1E-03.  From this fact, a user 
might decide that if 300 cycles were to be discarded, then extrapolation should be used to 
generate the source for the first actively tallied cycle.  
However, observation of the expected absolute value (ABS) of the SBDC of the second 
mode in Figure 2.5.3 should convince the user to choose the standard power method over 
extrapolation.  From Figure 2.5.3, one can see that the expected ABS of the SBDC 
converges to a stationary level that is greater when using extrapolation than when using 
the standard power method.  After 300 cycles, the expected ABS of the SBDC from the 
standard power method is 6.1E-02±1.3E-03, and the expected ABS of the SBDC from 
extrapolation is 7.9E-02±1.9E-03.  This indicates that one should expect a sampled 
source distribution at cycle 300 to be 30% further from the fundamental mode along the 
second mode component when using extrapolation versus the standard power method.  In 
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general, a user should strive to choose the first tallied cycle such that the source will be as 
close to the fundamental mode as reasonably possible.  Therefore, after 300 cycles, one 
should use the source estimate from the standard power method rather than the 
extrapolated power method because of the lower expected ABS of the SBDC.  Despite 
the greater bias in the second mode component of the source distribution, the standard 
power method is expected to yield an estimate for the fundamental mode at cycle 300 that 
is closer in shape to the fundamental mode than that from the extrapolated power method. 
Therefore, the standard power method provides a more reliable estimate for the 
fundamental mode than the extrapolated power method when the two are close to their 
respective stationary levels, e.g., after 300 discarded cycles.  The stationary source 
distribution from the extrapolated power method is a less reliable estimate for the 
fundamental mode than the stationary source distribution from the standard power 
method because extrapolation amplifies the variance of SBDCs.
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Figure 2.5.1. Uniform slab second mode empirically-determined expected SBDC versus 
cycle for the standard and extrapolated power methods with their adjusted constant 
multiplier predictions.
Figure 2.5.2. Uniform slab third mode empirically-determined expected SBDC versus 
cycle for the standard and extrapolated power methods with their adjusted constant 
multiplier predictions.
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Figure 2.5.3. Uniform slab empirically-determined expected ABS of SBDC of second 
mode versus cycle for the standard and extrapolated power methods.
The amplification of variance by extrapolation can be demonstrated by looking at the 
equations that govern the SBDCs, namely (2.2.10),
~u n
(m)=βnλn
m∏
i=1
m ~k (i)+ξn
(m)+∑
i=1
m−1
λn
i ξn
(m−i)∏
j=0
i−1 ~k (m− j) , (2.5.3)
and (2.3.10),
~v n
(m)=βn∏
i=1
m
[(1+α)λn~k ( i)−α ]+(1+α)ξn(m)
+(1+α)∑
i=1
m−1 {∏j=i+1
m
[(1+α)λn~k ( j )−α ]}ξn( i) ,
(2.5.4)
and making some assumptions about the characteristics of the noise in each cycle.  The 
goal of this investigation will be to have equations that can be used to estimate the 
variances of non-fundamental mode SBDCs at or near their stationary distributions where 
the normalization procedure is reasonably converged.  Using an assumption of constant 
normalization with adjustment to preserve the expected value limit converts (2.5.3) into 
~u n
(m)=βn
Y
β1 (
λn
λ1 )
m
+∑
i=1
m
(λnλ1 )
m−i
ξn
(i)  ∀m∈ℤ≫1, (2.5.5)
and (2.5.4) into 
~v n
(m)=βn
Y
β1 [(1+α) λnλ1−α]
m
+(1+α)∑
i=1
m
[(1+α) λnλ1−α]
m−i
ξn
( i)  ∀m∈ℤ≫1 . (2.5.6)
Under this approximation, the deviation function decomposition coefficients (DFDCs), 
ξn
(m) , absorb the noise from stochastic normalization in the terms containing βn  of 
(2.5.3) and (2.5.4).  With (2.2.19) and the additional assumption that the random variables 
n
m  are uncorrelated with other cycles, the covariances are 
COV [ξn(m)ξn(m−i)]=E [ξn(m)ξn(m−i)]−E [ξn(m )]E [ξn(m−i )]={0, ∀ i≠0Var [ξn(m)]≡(σn(m))2, i=0. (2.5.7)
Since the DFDC terms represent all the noise from a single-cycle, the variance of 
DFDCs, (σn(m ))
2 , shall be referred to as the single-cycle variance.  With the covariances 
from (2.5.7), the variances of SBDCs can be readily estimated.
Under the adjusted constant normalization approximation, the variances of the standard 
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power method SBDCs are
Var [~un
(m)]=Var [βn Yβ1 (λnλ1 )
m
+∑
i=1
m
(λnλ1 )
m−i
ξn
(i)] . (2.5.8)
The βn  term in (2.5.8) is constant; therefore, it does not contribute to the variance and 
can be removed from (2.5.8) to yield
Var[~u n
(m)]=Var[∑i=1
m
(λnλ1 )
m−i
ξn
(i)] . (2.5.9)
The variance of the sum of uncorrelated random variables is the sum of their variances 
[13]; therefore, with the uncorrelatedness assumption of (2.5.7), the variances of standard 
power method SBDCs are
Var [~un
(m)]=∑
i=1
m
(λnλ1 )
2 (m−i )
Var [ξn(i)] . (2.5.10)
Additionally, under the same assumptions, the variances of the extrapolated power 
method SBDCs are
Var [~v n(m)]=Var [βn Yβ1 [(1+α) λnλ1−α]+(1+α)∑i=1
m
[(1+α) λnλ1−α]
m−i
ξn
(i)] . (2.5.11)
The n  term in (2.5.11) is not random and does not contribute to the variance; therefore, 
the βn  term can be removed from the variance calculation, which reduces (2.5.11) to
Var [~v n(m)]=Var[(1+α)∑i=1
m
[(1+α) λnλ1−α ]
m−i
ξn
(i )] . (2.5.12)
According to the uncorrelatedness assumption in (2.5.7), (2.5.12) contains a sum of 
uncorrelated random variables ξn
(m) ; thus, (2.5.12) may be expressed as
Var [~v n(m)]=(1+α)2∑
i=1
m
[(1+α) λnλ1−α]
2(m−i)
Var [ξn(i) ]. (2.5.13)
For estimating variances while a simulation is running, the actual normalization factors 
used should replace the constant normalization factors, 1/λ1 , where applicable for the 
first M cycles that have been completed.  This yields a variance estimate of 
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Var[~u n
(m)]=∑
i=1
m
Var [ξn(i)]⋅{( λnλ1 )
2 (m−i)
∀ i≥M
( λnλ1 )
2 (m−M )
⋅∏
j=i+1
M
(λn~k ( j))
2
∀ i<M≤m
(2.5.14)
for the standard power method and an estimate of 
Var[~v n
(m)]=
∑
i=1
m
Var [ξn(i)]⋅{ [(1+α) λnλ1−α]
2 (m−i)
∀ i≥M
[(1+α) λnλ1−α]
2 (m−M )
⋅∏
j=i+1
M
[(1+α)λn~k ( j)−α ]
2
∀ i<M≤m
(2.5.15)
for the extrapolated power method.
As the source site distribution approaches stationarity, the single-cycle deviations are 
assumed to also approach steady state probability distributions with variances
lim
m→∞
Var [ξn(m) ]=σn2 . (2.5.16)
For estimating the SBDC variances, the non-fundamental mode DFDCs are approximated 
by their steady state distributions.  Under this approximation, the variances of the 
standard power method SBDCs from (2.5.10) are
Var[~u n
(m)]=∑
i=0
m−1
(λnλ1 )
2 i
σn
2 . (2.5.17)
Equation (2.5.17) contains a geometric series with common ratio λn
2/λ1
2 , which reduces 
to
Var [~u n(m)]=σn2
1−(λn/λ1 )
2m
1−(λn/λ1 )
2  ∀n>1 . (2.5.18)
The variances converge in the limit of many cycles to 
lim
m→∞
Var [ũn(m )]=σn2 11− (λn/λ1 )2  ∀n>1 . (2.5.19)
Similarly, for the extrapolated power method, the variances of SBDCs from (2.5.13) are
Var [~v n(m) ]=(1+α)2∑
i=0
m−1
[(1+α) λnλ1−α ]
2 i
σn
2 . . (2.5.20)
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Equation (2.5.20) contains a geometric series with common ratio [(1+α)λn/λ1−α ]2 .  
For all modes where the magnitude of the common ratio is not equal to one, the variances 
are 
Var [~v n(m)]=
1−[(1+α) λnλ1−α]
2m
1−[(1+α) λnλ1−α]
2 (1+α)
2σn
2, (2.5.21)
which simplify to
Var [~v n(m)]=
1−[(1+α)λn /λ1−α ]2m
1−(λnλ1 )
2
− 2α
1+α (1−
λn
λ1 )
σn
2 .
(2.5.22)
Equation (2.5.22) describes the variances of all non-fundamental SBDCs with common 
ratios that are not equal to 1.  For modes with common ratios whose magnitudes are less 
than one, the variances of the extrapolated SBDCs converge to
lim
m→∞
Var [~v n(m )]= 1
1−(λnλ1 )
2
− 2α
1+α (1−λnλ1 )
σn
2 .
(2.5.23)
If the common ratio has a magnitude greater than 1 for a mode, then the series diverges 
for that mode, and the source distribution as a whole does not converge.
Figure 2.5.4 contains an example of the variance approximations plotted with variances 
calculated from 10,000 empirical observations of the SBDCs for the second mode of the 
same uniform slab problem as presented earlier in this chapter.  The single cycle variance 
was estimated by approximating the limit of the variance in (2.5.19) with the average of 
variances from 400 converged standard power method cycles and solving (2.5.19) for σn
2  
using the diffusion theory eigenvalue ratio of 0.99.  The stationary variance of the 
extrapolated simulations agrees well with the theory as can be seen in Figure 2.5.4 after 
about 150 cycles; however, prior to reaching stationarity the approximations overestimate 
their respective variances for both the standard and extrapolated power methods.  This 
overestimation during the converging cycles was not observed for other modes, such as 
the third mode, which can be seen in Figure 2.5.5.  This difference in behavior is 
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attributable to differences between the stationary single cycle variances σn
2  and their 
respective non-stationary single cycle variances, (σn(m ))
2 , because the overestimation was 
not observed when starting with a converged source, which is discussed in Section 3.3.  
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Figure 2.5.5. Uniform slab third mode SBDC variance versus cycle for the standard and 
extrapolated power methods with their approximations.
Figure 2.5.4. Uniform slab second mode SBDC variance versus cycle for the standard 
and extrapolated power methods with their approximations.
This attribution can be inferred from the relative variance, which is defined here as the 
ratio of the extrapolated variance to the standard variance.  From the approximate 
variances in (2.5.18) and (2.5.22) for the standard and extrapolated power methods, 
respectively, the approximate relative variances of non-fundamental modes are
Var [~v n(m )]
Var [~un(m )]
=
1−[(1+α)λn/λ1−α ]2m
1−( λnλ1 )
2
− 2α
1+α (1−
λn
λ1 )
⋅
1−(λn/ λ1 )
2
1−( λnλ1 )
2m . (2.5.24)
In the limit of infinitely many cycles, the relative variances should converge to 
lim
m→∞
Var [~v n(m)]
Var [~u n(m)]
=
1−(λn/λ1 )
2
1−(λnλ1 )
2
− 2α
1+α (1−λnλ1 )
=
1+λn / λ1
1+
λn
λ1
− 2α
1+α
.
(2.5.25)
In Figure 2.5.6, the relative variances from the approximation equations follow the 
empirical data better than the non-relative variances in Figures 2.5.4 and 2.5.5 because 
the differences between the approximate and actual single cycle variances cancel each 
other to some extent when calculating the ratio.
The relative variance approximations can be inaccurate because of the imperfect 
implementation of extrapolation.  For example, the accuracy of converged relative 
variances from (2.5.25) tended to diminish for increasing mode numbers for the 16 bin 
extrapolation mesh with 4.0E3 histories per cycle as Figure 2.5.7 shows.  The 
approximate equations make poor predictions for the higher order modes because the 
extrapolation is performed on a relatively coarse mesh that does not capture the spatial 
detail of those higher order modes.  Refining the extrapolation mesh increases the 
accuracy of the variance approximations when coupled with an appropriate increase in 
the number of histories as Figure 2.5.7 also demonstrates for a 256 bin extrapolation 
mesh with 4.0E5 histories per cycle.  The shape of mode 16 is likely responsible for the 
outlier in the stationary relative variances of the 16 bin extrapolation mesh, which is 
observable in Figure 2.5.7.   Mode 16 has 8 peaks and 8 troughs, which each line up with 
a mesh-bin midpoint, such that the main features of this mode are reasonably well 
represented by the coarse mesh; therefore, mode 16 is extrapolated more effectively than 
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neighboring modes in the eigenvalue spectrum, which are not represented as accurately 
on the coarse mesh.  For the periodic eigenmodes of the uniform slab in Appendix A, 
higher order modes are mapped to lower order modes on the 16-bin mesh in a 
phenomenon referred to as aliasing [31].  More effective extrapolation yields a higher 
relative variance because extrapolation amplifies noise introduced at each cycle.  Less 
effective extrapolation of higher order modes is not necessarily undesirable, but the user 
should be aware of this potential for inaccuracy when estimating variances.
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Figure 2.5.6. Uniform slab relative variances of second and third mode SBDCs calculated 
empirically and approximated.
Figure 2.5.7. Uniform slab stationary relative variances of SBDCs calculated empirically 
for two different extrapolation meshes and approximated using constant normalization.
For modes which are well represented by the extrapolation mesh, one can apply the 
aforementioned approximate model for the variances of SBDCs to estimate the expected 
ABSs of SBDCs.  However, to make the estimation, one must know or assume a 
distribution for the PDFs of SBDCs.  For the following derivation, the SBDCs are 
assumed to be normally distributed; evidence in Chapter 3 supports this assumption.
For a normally distributed random variable X with mean μ  and standard deviation σ , 
the PDF of a random variable κ, which is equal to the ABS of X, is the normal 
distribution folded over to the positive side of the x-axis with the following PDF,
f κ(x )={ 1σ√2 [e−( x−μ)
2
2σ 2 +e
−
(x+μ)2
2σ2 ] ∀ x≥0
0 ∀ x<0.
(2.5.26)
Thus, the CDF of κ is
Fκ(x )=1/2[erf( x+μσ √2 )+erf ( x−μσ√2 )] (2.5.27)
Where the error function (erf) is defined as
erf (x)= 2√π∫
0
x
e−t
2
dt . (2.5.28)
From (2.5.26), the expected value of κ is
E[κ]=∫
0
∞
x f κ( x)dx
=σ √ 2π e
−μ2
2σ2−μerf ( −μ√2σ ).
(2.5.29)
For an unbiased iteration, the stationary mean μ  of non-fundamental mode SBDCs is 
zero, which simplifies (2.5.29) to 
E[κ]=σ√ 2π . (2.5.30)
Inserting the standard deviation estimates from (2.5.18) and (2.5.22) into (2.5.29) yields 
the approximate expected ABSs of SBDCs for the standard and extrapolated power 
methods, respectively.  For example, Figure 2.5.8 displays the the ABSs of SBDCs for 
the second mode of the uniform slab with a 16 bin extrapolation mesh and 4.0E3 histories 
per cycle.   As Figure 2.5.8 shows, the ABSs from the adjusted constant multiplier 
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approximations follow the empirical observations closely as the second mode approaches 
convergence.  This agreement suggests that the normalized SBDCs are indeed normally 
distributed random variables, which Chapter 3 demonstrates along with additional 
information about the single-cycle variances of SBDCs. 
As the theoretical approximations and example data show, extrapolation increases the 
variances of SBDCs, which can adversely affect the reliability of selecting a source site 
distribution from the extrapolated algorithm.  However, if extrapolation is only performed 
for some cycles and turned off at some point in a simulation, then the potential exists to 
reach a sufficiently converged source with fewer cycles.  A maximum ABS of a SBDC 
can be used as a convergence criterion, such that if the ABS of a SBDC falls below that 
maximum value, then the source distribution is considered sufficiently converged with 
respect to that mode.  As an example, when extrapolation was stopped after the first 100 
cycles for the uniform slab problem in Appendix A with 4.0E3 source sites per cycle, the 
expected ABS of the second mode SBDC reached a value within 10% of the converged 
ABS of the SBDC after 218 cycles, which is 20.4% fewer than the 274 cycles that the 
standard power method required to reach a similar expected ABS of the second mode 
SBDC.  For a less restrictive condition of within 50% of the converged ABS of the 
SBDC, extrapolation was expected to reach that ABS of the SBDC for the second mode 
after 128 cycles while the standard power method was expected to require 196 cycles, 
which is 34.7% fewer cycles.  As the convergence condition increases, which is relaxing 
the criterion, the variance becomes a less significant factor in calculating the expected 
ABS of a SBDC because of the decaying exponential in (2.5.29); therefore, the 
performance of extrapolation relative to the standard power method improves as the 
restriction on the ABS of SBDCs increases.  While the crossing of ABS of SBDCs within 
some range of their expected ABSs can be a useful criterion, it does not address 
underestimation of uncertainty that can result from collecting data across multiple 
independent simulations; thus, Section 4.2 presents a new convergence diagnostic that 
can apply universally to all run strategies that involve some form of stochastic 
convergence.  These results demonstrate that extrapolation can provide advantages over 
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the standard power method when a proper number of extrapolated cycles is used.  A 
technique for selecting the number of extrapolated cycles given a particular choice for the 
extrapolation parameter appears in Section 4.3.
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Figure 2.5.8. Uniform slab expected absolute value of SBDCs of the second mode 
calculated empirically and via the constant multiplier approximation for both the standard 
and extrapolated power methods.
2.6 Estimating the Initial Source Bank Decomposition Coefficients
The proximity of the initial fission source distribution to the fundamental mode affects 
the number of cycles needed to sufficiently converge a sequence of source distribution 
estimates.  To determine the expected number of cycles required to sufficiently converge 
a fission iteration from the adjusted multiplier approximation that Section 2.2 describes, 
SBDCs of the initial distribution, i.e., βn , and the shape of the fundamental mode, which 
determines Y, must be known or estimated.  For an accurate estimate, the eigenfunctions 
or at least approximate eigenvectors must be known.  Continuous eigenfunctions are 
generally unknown; however, eigenvectors may be estimated during a simulation via the 
fission matrix [6], [32], [33].  With estimates for the eigenvectors, the aforementioned 
variables are trivial to calculate.  However, without any knowledge of eigenvectors, one 
may choose to make reasonable estimates for the variables of interest to determine an 
upper-bound for the number of discarded cycles. This section presents an algorithm to 
estimate a maximum bound for the initial SBDCs.  An estimator for the ratio Y /β1  is 
derived and examined.  Additionally, the details of making an informed estimate for βn  
and Y are presented for use when starting from a reasonably converged source from a 
prior simulation.
Using the normalization of the source bank with the definition and properties of the p-
norms, the initial SBDCs may be approximately bounded.  The source banks are all 
normalized such that their 1-norm is unity, and from the definition of the p-norms [16], 
the 2-norm of any distribution must be less than or equal to its 1-norm, which yields the 
relation 
‖U (0)‖2≤‖U (0 )‖1=1 . (2.6.1)
The 2-norm will equal the 1-norm only if U (0 )  is a standard basis vector, i.e., one vector 
element is 1 and all other elements are zero.  The vector U (0 )  when decomposed into 
eigenvectors has SBDCs βn , which can be calculated from (1.1.29),
βn=Bn
†⋅U (0) .  (2.6.2)
If U (0 )  is parallel or anti-parallel to Bn
†  of a particular mode, the magnitude of the SBDC 
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is maximized for that mode, and the vector may be expressed as
U (0 )=±‖U (0)‖2
Bn
†
‖Bn†‖2
. (2.6.3)
Therefore, by inserting (2.6.3) into (2.6.2), one can see that the magnitude of a SBDC of 
a 1-norm normalized vector U (0 )  is bounded by 
|βn|≤‖U (0)‖2‖Bn†‖2≤‖U (0)‖1‖Bn†‖2=‖Bn†‖2 . (2.6.4)
Despite the normalization conditions of (1.1.27),
Bn⋅Bn=1, (2.6.5)
and (1.1.28),
Bn
†⋅Bn=1, (2.6.6)
the Cauchy-Schwartz inequality, 
|Bn†⋅Bn|≤‖Bn†‖2‖Bn‖2 , (2.6.7)
reveals that the 2-norm of the adjoint eigenvector may not have an upper bound but the 2-
norm is always greater than or equal to one.  However, for distinct eigenvalues, one may 
assume that the adjoint eigenvector is close in shape to the right eigenvector [34]; for 
such an assumption, ‖Bn†‖2≈1.   With this assumption inserted into (2.6.4), the maximum 
absolute values for SBDCs of an initial source distribution are approximately ‖U (0)‖2 , 
which is less than or equal to one as (2.6.1) shows.  
In addition to a bound for βn , an estimate for the ratio Y /β1  is necessary to calculate 
expected values with the adjusted constant multiplier approximation as in (2.2.24) and 
(2.3.17).  From (2.2.22), the ratio Y /β1  is
Y
β1
= lim
m→∞
E [∏i=1
m
λ1
~k (i)] . (2.6.8)
An iterative approximation of Y /β1  is obtained by truncating the product in (2.6.8) to 
include only the number of cycles that have been simulated, i.e., 
∏
i=1
m
λ1
~k (i)≈ Yβ1
. (2.6.9)
As an estimate for the fundamental eigenvalue in (2.6.9), one may use the mean of the 
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inverses of normalization factors from the second half of cycles, which is
λ1≈
2
m ∑i=m/2
m 1
~k (i)
. (2.6.10)
This may not be an optimal estimator for the fundamental eigenvalue, but it was used as a 
proof of concept for the estimator.  As an example, Table 2.6.1 summarizes the 
parameters associated with the uniform slab problem in Appendix A with a 256-bin mesh 
and an initial source in the left-most bin.
β1 ‖B1‖1 Y Y /β1
1.169E-3 14.44 6.926E-2 59.23
Table 2.6.1: Parameters of 256-bin uniform slab with initial source in left-most bin.
Figure 2.6.1 shows the expected evolution of the iterative estimates for Y /β1  over the 
first 600 cycles when using 4E+4 histories as approximated by averaging the results from 
774 independent simulations.  The expected estimate for Y /β1  crossed the true value 
after approximately 301 cycles, which was approximately when the fundamental 
eigenvalue estimate approached its converged value.  The eigenvalue estimate became 
reasonably converged approximately 100 cycles after the normalization factors 
approached their converged mean because the eigenvalue estimator is a moving average, 
which necessitates some delay in calculating an accurate estimate [35].  The expected 
estimate for Y /β1  was within a factor of ten of the true value after only 5 cycles, which 
may be sufficient depending on the use case of the approximate model.  The estimator 
produced a positively biased result that slowly increased with more cycles; this behavior 
is attributable to the well-documented bias induced by stochastic normalization [4], [25], 
[36], [37].  This increasing behavior was more notable when using 4E+3 histories per 
cycle as Figure 2.6.2 demonstrates from averaging 1000 simulations, and the bias was 
less notable when using 4E+5 histories as Figure 2.6.2 shows from the average of 446 
simulations.  Therefore, this estimation technique for Y /β1  is sensitive to under-
sampling.
While this iterative technique can yield reasonable estimates for Y /β1 , the variance of 
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those estimates grows exponentially.  If one assumes that the normalization factors are 
nearly independent, that their PDFs are square integrable, and that the fundamental 
eigenvalue estimate approaches a constant, then the left-hand side of (2.6.9) approaches a 
log-normally distributed random variable [38].  The variance of a log-normal random 
variable C may be expressed as
Var[C]=e2μ+2σ
2
−e2μ+σ
2
(2.6.11)
Where μ  and σ  are the location and scale parameters, respectively, of the PDF, which 
is
p(c )= 1
cσ √2π
e
−( ln c−μ )2
2σ 2 . (2.6.12)
For a log-normal random variable produced by the multiplication of m random variables, 
i.e.,
C=X1 X2⋅⋅⋅Xm (2.6.13)
where  X i  is a random variable that is independent from X j  if i≠ j , the location 
parameter is 
μ=∑
i=1
n
E [ ln X i] , (2.6.14)
And the scale parameter is
σ2=∑
i=1
m
Var [ ln X i ] . (2.6.15)
For (2.6.9), the random variables are 
X i=λ1
~k (i) . (2.6.16)
Assuming that the normalization factors approach a stationary distribution, then both 
(2.6.14) and (2.6.15) increase linearly with respect to the number of cycles after 
sufficiently many cycles are simulated.  Therefore, the exponents in (2.6.11) increase 
linearly with respect to cycle number, which indicates that the variance of the estimation 
technique should increase exponentially with respect to the number of cycles simulated.  
The variances from the uniform slab problem support this approximation as Figure 2.6.3 
shows.  A linear fit of variances from cycles 401 to 1000 on a log plot yielded the 
exponents and Pearson correlation coefficients that Table 2.6.2 shows.  The correlation 
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coefficients for all three exponential fit lines exceeded 0.99, which supports the 
approximate analysis of the properties of the variance in the estimator for Y /β1 .  This 
increasing variance behavior may be combated somewhat by averaging the estimates 
over an increasing number of cycles as a simulation runs in a similar fashion to the 
estimator for the fundamental eigenvalue; however, this was not tested.
Histories Exponent Correlation Coefficient
4E+3 0.002024 0.9907
4E+4 0.001214 0.9932
4E+5 0.001682 0.9927
Table 2.6.2: Properties of exponential fit to variances of Y/β1 estimates from cycles 401 to 
1000 of uniform slab simulations with various numbers of histories per cycle.
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Figure 2.6.2 Plot of expected value of Y/β1 estimate for various numbers of histories per 
cycle for the uniform slab problem.
Figure 2.6.1 Plot of expected value of Y/β1 estimate with its composing elements for the 
uniform slab problem with 4E+4 histories per cycle.
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Figure 2.6.3 Plot of variances of Y/β1 estimates for the uniform slab problem with various 
numbers of histories per cycle along with their respective exponential fit lines from data 
in cycles 401 through 1000.
2.6.1 Decomposition Coefficients of Initial Starting Source from Prior 
Simulation
If the initial source estimate is created from a prior simulation, then the properties of the 
SBDC PDFs of that prior simulation can be used to estimate βn  for a new simulation.  
For example, if the prior simulation used a sufficiently large number of power method 
cycles, then the PDFs of all non-fundamental modes would have nearly zero means and 
variances that are calculable from (2.3.7),
lim
m∞
Var [ unm ]=n2 1
1−n/1 
2  ∀n>1 . (2.6.1.1)
A user could then estimate the initial SBDCs from the boundary of a chosen confidence 
interval for the normal distribution because the SBDCs are assumed to be normally 
distributed.  For example, in 99.9% of the source banks selected from sufficiently 
converged simulations, the initial non-fundamental SBDCs will follow
βn≤
3.291σn
√1−(λn /λ1 )2  ∀n1 . (2.6.1.2)
Additionally, with a 2-norm normalized estimate for the fundamental mode from the prior 
simulation, Y may be approximated by the 1-norm of the fundamental mode estimate.  
The initial decomposition coefficient β1  for the new simulation is calculable from the 
dot product of the 2-norm normalized fundamental mode estimate with the initial source 
for the new simulation.  The ratio Y /β1  will be similar to one but not necessarily equal 
because the source points are a finite sample from the stationary distribution of the prior 
simulation.
The best choice for the maximum bound on βn  should ultimately depend on how 
accurate one views an initial guess and how that guess is being applied, such as for 
determining an extrapolation cutoff or calculating the appropriate number of discard 
cycles.  Having described how to estimate βn  and Y /β1 , the new modal convergence 
diagnostic may be applied to selecting an extrapolation cutoff cycle and predicting a 
minimum number of cycles that should be discarded becomes possible.
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Chapter 3. Monte Carlo Noise
An understanding of the noise inherent in the MC fission operator is central to assessing 
convergence of a neutron source iteration and the feasibility and expected performance of 
linear extrapolation as a source convergence acceleration technique.  In Section 2.5, two 
key assumptions allowed for a meaningful understanding of the convergence properties 
of the MC operator with and without extrapolation.  Griesheimer and Nease investigated 
these assumptions [39] after being postulated by Toth and Martin [19].  The first of those 
assumptions, that the noise in the functional SBDCs is Gaussian, was agreed with by 
Griesheimer and Nease [39] under analog transport, but they did not prove it.  The first 
section of this chapter will provide proof of the Gaussian nature of the functional SBDCs 
under analog and implicit capture, and the following section presents numerical tests to 
support the claim.  
In (2.5.7) the noise components introduced at each cycle are assumed to be uncorrelated 
with respect to noise components from other cycles.  As for the second assumption 
regarding independence of the deviation coefficients, Griesheimer and Nease show that 
the variances of SBDCs depend on the initial source points [39], which disproves the 
assumption.  The extent of that dependence is not readily calculable for an arbitrary 
problem, but the dependence will be shown empirically to be negligible for the non-
fundamental modes of a nearly stationary fission distribution, which is of primary 
interest.  Griesheimer and Nease also show for a 1-D uniform slab that the variance per 
mode converges as the mode order increases, and the difference in the variances from the 
fundamental mode and a high order mode is approximately one order of magnitude for 
their test problem using analog MC.  This chapter presents data that indicates a smaller 
range of variances arises when using implicit capture.  Given the similarity in mode 
variances, the use of an alternate set of basis functions is proposed as a mechanism for 
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estimating the variance of DCs, and numerical results demonstrate the feasibility of the 
approach.
3.1 Normality of the Decomposition Coefficients
In Section 2.5, the eigenfunction DCs of a MC neutron transport algorithm are assumed 
to be normally distributed random variables.  In this section, this assumption is proven for 
the intermediate bank decomposition coefficients (IBDCs) after a single cycle and the 
assumption of normality for the SBDCs is further justified.  The proof applies to both 
analog and implicit capture MC.  This proof relies on demonstrating that an IBDC is a 
summation of independent random variables and that the properties of these random 
variables meet the necessary criteria for application of the central limit theorem (CLT) to 
the distribution of their summation.  Thus, for a sufficient number of these independent 
random variables, their summation, which is a DC, approaches a normal distribution.
The normality of the IBDCs can be shown by starting from the definition of an inner 
product over the domain V, i.e., 
〈 f , g 〉=∫
V
f r g r dr . (3.1.1)
If gr   is bounded, such that
g∈L2(V )={g :∫V |g( r⃗ )|
2 d r⃗≤1}, (3.1.2)
and f r   is finite integrable over the domain, then the inner product is defined.  For a 
normalized bi-orthogonal basis b, the DCs f n  of a function f r   are determined from 
an inner product as in (1.1.24), i.e., 
f n=∫
V
f ( r⃗ )bn
† ( r⃗ )d r⃗ . (3.1.3)
Copying (2.1.3), the intermediate fission bank is
u^(m )( r⃗ )=~H [~u (m−1) ]=∑
l=1
L
∑
c=1
C l
w ( r⃗ l ,c(m))δ ( r⃗− r⃗ l ,c(m)) (3.1.4)
where H̃  is the stochastic transport operator, L is the number of source sites in the source 
bank ũ(m−1) , Cl  is the number of collisions in history l, r⃗ l ,c
(m)  is the location of the c th  
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collision in history l of the mth  transport cycle, and w ( r⃗ l ,c(m))  is the fission production 
weight at each collision site.  Inserting (3.1.4) into (3.1.3) yields the IBDCs, which are
u^n
(m )=∑
l=1
L
∑
c=1
C l
∫
V
d r⃗ w( r⃗ l , c
(m))δ( r⃗− r⃗ l ,c
(m))bn
∗( r⃗ )=∑
l=1
L
∑
c=1
C l
w( r⃗ l , c
(m))bn
∗( r⃗ l ,c
(m )) . (3.1.5)
The inner summation, which is from a single history, can be treated as a realization xn ,l  
of a random variable Xn ,l .  Hence, the IBDCs are the random variable,
u^n
(m)=∑
l=1
L
Xn ,l ∀n∈ℕ . (3.1.6)
The starting point location, r⃗ l
(m−1) , determines the distribution of the random variable 
Xn ,l , and the random variable does not depend on the outcome of any other history; 
therefore, {Xn ,l : l∈ℕ ,l≤L}  is a set of independent random variables.  In addition to 
independence, other conditions must be satisfied to apply the CLT [13].  The distributions 
of Xn ,l  differ between analog transport and implicit capture facilitating different 
sufficient conditions for the CLT; therefore, they are treated separately in Sections 3.1.1 
and 3.1.2.
3.1.1 Normality Under Analog Transport
Under analog MC, no histories can contribute an infinite tally score, and the basis 
functions are bounded; hence, 0≤∣Xn , l∣∞∀ l∈ℕ , l≤L  for analog MC.  The bounded 
nature of Xn ,l  implies that the PDF is 0 outside of some interval.  If bn
∗( r⃗ )  is non-zero 
over a finite fissile region, then the variance of Xn ,l  will be non-zero because any 
isotropic source point inside the geometry can contribute a zero or non-zero value to the 
DC, each with finite non-zero probability.  Having a finite interval over which the PDF is 
non-zero and a non-zero variance for {Xn ,l : l∈ℕ , l≤L}  are sufficient conditions to apply 
the CLT to the summation in (3.1.6) [13]; therefore, the IBDCs approach a normal 
distribution with many histories per cycle under analog transport.
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3.1.2 Normality Under Implicit Capture
The normality assertion can also be extended to implicit capture schemes.  The fission 
production weight at each collision from (2.1.2) is
w ( r⃗ l ,c
(m ))=ql , c
(m) pa( r⃗ l ,c
(m))
ν Σf ( r⃗ l ,c
(m ))
Σa( r⃗ l ,c
(m))
. (3.1.2.1)
Because neutrons are survival biased in implicit capture, the tally weights are reduced 
after each sampled collision according to
q l ,c
m=ql , c−1
m 1−par l , c−1
m   , (3.1.2.2)
which maintains a fair game [1].  When the tally weight drops below a cutoff qcut , 
roulette kills the particle or sets the weight to some higher value qs  in such a manner that 
the expectation of the tally weight follows (3.1.2.2).  Because particles are terminated by 
a stochastic roulette procedure under implicit capture, the event chain may approach 
infinity; therefore, the PDF of Xn ,l  is not zero outside of a finite domain.  Subsequently, 
the conditions, which were satisfied for analog MC in the previous paragraph, are no 
longer met by an implicit capture algorithm.  The Berry-Esseén theorem states that if 
E[Xn ,l
3 ]≤Cσn ,l
2  (3.1.2.3)
where Xn ,l  is a random variable with variance n , l
2  and C is some constant, then the 
distribution of the sum of independent random variables,
u^n
(m)=∑
l=1
L
Xn ,l , (3.1.2.4)
approaches the normal distribution [13].  This theorem also gives a bound of the error in 
the approximation, but the bound is not needed for this work.  For notational simplicity, 
the cycle superscript and the history subscript along with the explicit dependence on 
position are dropped from the fission production weights, such that w ( r⃗ l ,c
(m))≡wc  in the 
following derivation of the bound on the third moment of the random variable Xn ,l .  
Stationary-state MC particle transport is a Markov process [21]; therefore, w c , is a 
random variable with conditional PDF 
P (wc∣w c−1 , wc−2 ,... ,w 1)=P (w c∣w c−1 )∀ c>1  (3.1.2.5)
The expectation in (3.1.2.3) can be calculated as
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E [|Xn , l|3 ]=∫
W |∑c=1
∞
w c bn
∗( r⃗ c)|
3
P(w 1)dw1∏
c=2
∞
P(wc∣wc−1)dw c  (3.1.2.6)
Where W is the space of all w c  where w c0 .  The w c=0  regions can be excluded 
because they do not contribute to the expectation.  The individual fission weight 
contributions inside W are bounded, such that
0<wc=qc pa( r⃗ c )
νΣf ( r⃗ c )
Σa( r⃗ c )
≤qc T . (3.1.2.7)
where T is some finite constant.  Thus, the more complicated problem geometry can now 
be simplified to a uniform infinite medium problem whose third moment bounds that of  
the original problem.  Additionally, the magnitude of the left eigenfunctions are bounded 
by a constant U as a result of the normalization condition.  Therefore, (3.1.2.6) can be 
bounded by a calculable integral
E [|Xn , l|3 ]≤∫T 3 U3(∑c=1
∞
qc)
3
P (q1)dq1∏
c=2
∞
P(qc∣qc−1)dqc=T
3 U3 E [(∑c=1
∞
qc)
3] . (3.1.2.8)
To evaluate the integral in (3.1.2.8), the PDFs of the tally weights need to be determined.  
The starting tally weight q1  is some constant Q; therefore, the PDF is 
Pq1= q1−Q . (3.1.2.9)
In the bounding uniform infinite medium problem, the absorption probability is constant 
and greater than zero, i.e., pa( r⃗ l , c
(m ))≡pa>0  because T > 0; therefore, the sequence of tally 
weights is deterministic above the cutoff, and the PDF is 
P(qc∣qc−1)=δ(qc−(1−pa)qc−1)∀c≥2,qc−1> qcut/(1−pa) .
(3.1.2.1
0)
When the outgoing tally weight of a particle would fall below the cutoff weight qcut , the 
outgoing tally weight is set to qs  with probability ps , c=1−paqc /qs , or the tally 
weight is instead set to 0 with probability 1−ps ,c .  The PDF representing this 
transformation is 
P(qc∣qc−1)=ps , c−1δ(qc−qs)+ (1−ps , c−1)δ(qc)∀c≥2,qc−1< qcut /(1−pa) .
(3.1.2.1
1)
From these PDFs, (3.1.2.8) can be sandwiched by the two extremes of implicit capture, 
which are qcut=0 , and qcut=qs≥Q .  With qcut=0 , the integral in (3.1.2.8) can be 
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evaluated using the PDF equations (3.1.2.9) and (3.1.2.10), such that
∫T 3U 3∑c=1
∞
qc
3
P q1dq1∏
c=2
∞
Pqc∣qc−1dqc=T
3 U3Q∑c=2
∞
1−paqc−1
3
. (3.1.2.12)
Observing (3.1.2.2), the summation term in the right hand side of (3.1.2.12) is a series 
with common ratio 1−pa1 ; therefore, the series must converge, and the series 
converges to T 3U3 Q11 / pa .  
In the opposite extreme where qcut=qs≥Q , roulette is played after every collision in the 
infinite medium.  At collision number j, the particle will either be killed, making qc=0  
for all c> j , or the particle will leave the collision with tally weight qs .  The 
expectation for the cube of the sum of tally weights appearing in (3.1.2.8) can be 
calculated by placing the probabilities described by (3.1.2.9) and (3.1.2.11) into the 
integrand of (3.1.2.8) and carrying out the integration.  Another approach begins by 
observing the possible events which compose the expectation and their respective 
probabilities, which are summarized in Table 3.1.2.1.  
∑
c=1
∞
qc Probability
Q 1−1−paQ /qs
Qqs 1−paQ /qs1−1−paqs/qs
Qqsqs 1−paQ /qs [1−paqs /qs ] [1−1−paqs/qs ]
Qqsqsqs 1−paQ /qs [1−paqs /qs ] [1−paqs /qs ] [1−1−paqs/qs ]
⋮ ⋮
QC l qs Q
qs
pa∏
c=1
C l
1−pa
Table 3.1.2.1: Events contributing to the moment expectation value.
Then, using the entries of Table 3.1.2.1, the expectation of the cube of the sum of tally 
weights is calculated by multiplying the possible realization values by their probability of 
occurrence and summing all of the results for each possible realization [13], i.e.,
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E[(∑c=1
∞
qc)
3] = Q3(1−(1−pa )Qqs )+(Q+qs )3 Qqs pa (1−pa )
+(Q+2 qs )
3 Q
qs
pa (1−pa )
2+...
= Q3(1−(1−pa )Qqs )+Qqs pa∑c=1
∞
(Q+c qs )
3 (1−pa )
c .
 (3.1.2.13)
Placing (3.1.2.13) into (3.1.2.8) provides a bound on the third moment of a high cutoff, 
infinite medium simulation such that
E[Xn , l
3 ]≤T 3U 3Q3[1−(1−pa) Qqs ]+T 3U 3 Qqs pa∑c=1
∞
[(Q+cqs)3(1−pa)c ] . (3.1.2.14)
For a purely absorbing infinite medium, the probability of absorption pa  is unity; 
therefore, the third moment is bounded by T3 U3 Q3 .  Purely void or scattering systems 
pa=0  have no fissions; therefore, all moments are zero.  For all other configurations, the 
absorption probability is bounded such that 0< pa<1 .  The summation in (3.1.2.14) can 
be viewed as a power series f (z)  in the complex variable z, such that
f (z)=∑
c=1
∞
γc (z−1)
c
 (3.1.2.15)
where γc=(Q+c qs)
3(−1)c .  The Cauchy-Hadamard theorem [40] states that the radius 
of convergence R of f (z)  about 1 is given by
1
R
=lim supc→∞ (∣γc∣(1 / c)) . (3.1.2.16)
The limit superior of the c th  root of the sequence coefficients is 
lim sup
c→∞ (|γc|(1/ c))=lim supc→∞ ((Q+cqs)3 )
1/ c
=1 ; (3.1.2.17)
therefore, the radius of convergence is 1, which includes all values of the absorption 
probability, 0< pa<1 , which have not yet been assigned a bound for their third moment.  
Therefore, the third moment is finite for the case of a high cutoff tally weight.  All 
implicit capture simulations can be sandwiched by the two schemes, qcut=0  and 
qcut=qs≥Q , which were shown to have finite third moments.  Therefore, all implicit 
capture schemes have finite third moments, and according to the Berry-Esseén theorem, 
finite third moments imply that the PDFs of the variables approach normal distributions.  
Therefore, the IBDCs, determined using either implicit or analog capture MC, are 
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normally distributed random variables in the limit of large numbers of histories.
3.1.3 Normality of the Source Bank Decomposition Coefficients
Having shown that the IBDCs are normally distributed, the author proposes that the 
SBDC may be assumed to be approximately normally distributed.  This assumption is 
reasonable if the normalization may be approximated by a finite non-zero constant.  
Multiplication by a constant allows application of the CLT to the SBDCs under analog 
and implicit capture using the same arguments that apply to the IBDCs.   The author 
speculates that if the single-cycle variance of ~k (m)  is sufficiently small, then the SBDCs 
are approximately normally distributed with possibly different variances being 
sufficiently small for different modes.  Section 3.2 presents empirical evidence to support 
the assumption of normality for SBDCs.
3.2 Verifying Gaussian Nature of Decomposition Coefficients
This section presents empirical evidence to support the assumptions of normality for the 
intermediate and normalized source banks.  Data was collected from simulations of the 
uniform slab from Appendix A and the two-dimensional heterogeneous reactor in 
Appendix C.  Normal probability plots visually demonstrate normality of the IBDCs and 
SBDCs.  In addition to visual examination, the null hypothesis of normality was 
repeatedly tested by comparing the Pearson correlation coefficient (PCC) of the 
probability plots against a table of critical values.  If the number of failures was greater 
than that expected for a normally distributed random variable at the 0.1% significance 
level, then the DC of the mode under investigation was considered to not be normally 
distributed.  The 0.1% significance level for the test was chosen to minimize the risk of 
falsely rejecting the null hypothesis that the DCs are normally distributed because the 
author is only concerned if the DC distributions consistently differ from the normal 
distribution.  The majority of the test cases yielded the expected agreement; however, for 
particularly “bad” initial source distributions or low numbers of histories per cycle, the 
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tests failed for some modes, which tended to be associated with the higher eigenvalues.
The normal probability plots of this section were generated by first calculating the sample 
mean x¯  and the unbiased sample variance s2, which is synonymous with sample variance 
in this document, from
x¯=∑
i=1
n
x i (3.2.1)
and
s2= 1
n−1∑i=1
n
(x i− x¯ )
2 , (3.2.2)
respectively, where n is the number of samples, x i  is the ith  sample, and s is the sample 
standard deviation [13].  Then the data was converted to Z-values by
Z i=
x i− x¯
s
. (3.2.3)
After sorting the Z-values from most negative to most positive, the Z-values were plotted 
versus the approximate normal order statistic medians, N i , of the normal distribution 
[41], [42].  The sample PCCs were calculated using the pearsonr function of the SciPy 
library [43], which reports using the equation,
r=
∑
i=1
n
(x i− x¯ ) (N i−N¯ )
[∑i=1
n
(x i− x¯ )
2] [∑i=1
n
(N i−N¯ )
2]
, (3.2.4)
where r is the PCC, and N¯  is the mean of the normal order statistic medians, which is 
zero.  To test the null hypothesis, the probability plot correlation coefficients (PPCCs) 
were compared to their 5% significance level, which was taken from a table published in 
the Engineering Statistics Handbook as tabulated from studies by Filliben and Devaney 
[41], [42], [44].  Each particular combination of source distribution and geometry was 
simulated repeatedly using different random number streams, and the number of failures 
was compared with that expected for the 5% significance level, which should reject the 
null hypothesis in approximately 5% of tests if the variable is normally distributed.  The 
test may be viewed as a Bernoulli trial with expected probability of failure p equal to 0.05 
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for a normally distributed random variable.  The total number of failures from a set of n 
trials is a binomial experiment with expected value np and variance np(1-p) [13].  The 
5% significance level was chosen over the 1% level for the PPCC test to produce more 
false positives, which yields a lower relative standard deviation for the total number of 
failures from n trials, which is
σrelative=
√np(1−p)
np
. (3.2.5)
When a set of tests has more failures than would be expected in 99.9% of similar 
experiments, i.e., a 0.1% significance level, then the result was considered to be 
significant.
The first test problem investigated was the uniform slab problem in Appendix A.  A 
variety of initial source distributions were simulated; results for three of those initial 
distributions appear in Figures 3.2.1-3.2.3 where each figure contains results from 5000 
tests of 100 implicit capture simulations of 1.0E5 histories for the first 60 modes. The 
expected number of failures for each 5000 tests is 250 with a 0.1% significance level of 
299.  Figure 3.2.1 shows the observed number of failures from initial source points 
sampled from the fundamental mode.  None of the DCs from the fundamental mode 
source in Figure 3.2.1 approach or exceed the 0.1% significance level; therefore, the 
normality assumption cannot be refuted.  Failures from tests of source points sampled 
from a far from converged source containing the first 33-modes were also below the 
significance threshold as Figure 3.2.2 shows.  However, failures from PPCC normality 
tests of DCs exceeded the 0.1% significance threshold of 299 for some of the modes 
when the initial source distribution was confined to the left-most bin of 256 spatial 
subdivisions of the uniform slab, which Figure 3.2.3 displays.  The modes that exceeded 
the significance level of 299 for the intermediate bank were the first through fourth 
modes, which had failures of 335, 327, 308, and 301, respectively.  After normalization, 
the first and 19th modes exceeded the significance threshold of 299 with 310 and 301 
failures, respectively.  This demonstrates that the distribution of source bank sites may 
affect the validity of the normality assumption.  Figure 3.2.4 shows a similar test for the 
left-sided source with the number of histories increased to 1.0E6.  As can be seen in 
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Figure 3.2.4, increasing the number of histories reduces the number of failures, such that 
the normality assumption may not be refuted.
The normality assumption was also tested for the continuous energy 2-D reactor problem 
in Appendix C with a 20x20 grid applied for the purpose of estimating eigenvectors from 
a fission matrix solution, which was used to estimate eigenvector DCs.  The infinite 
dimension was that parallel to the rods.  The results from those tests supported the 
normality assumption when an adequate number of source points was used.  For example, 
Figure 3.2.5 reports that the number of failures in normality tests of the first 50 modes 
were all beneath the 0.1% significance threshold of 67 for 1000 tests of 99 implicit 
capture simulations.  The starting source used in the tests contained 1.0E5 source points 
from a far from converged source distribution containing large components of the first ten 
modes.  Using an extrapolation parameter α of 0.965 yielded the test results in Figure 
3.2.6, which were below the 0.1% significance threshold and that supports the 
assumption that extrapolated DCs may also be considered normally distributed.
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Figure 3.2.1 Hypothesis test results for DCs from 5000 implicit capture simulations of a 
thick sub-critical uniform slab with fundamental mode starting source.
Figure 3.2.2 Hypothesis test results for DCs from 5000 implicit capture simulations of a 
thick sub-critical uniform slab with starting source composed of the first 33 modes.
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Figure 3.2.3 Hypothesis test results for DCs from 5000 implicit capture simulations of a 
thick sub-critical uniform slab with 1.0E4 starting source points on the left-side.
Figure 3.2.4 Hypothesis test results for DCs from 5000 implicit capture simulations of a 
thick sub-critical uniform slab with 1.0E5 starting source points on the left-side.
With the assumption that DCs are normally distributed after a single cycle, the constant 
multiplier approximation predicts that the DCs are normally distributed after executing 
multiple cycles when the source distribution is sufficiently converged.  To demonstrate 
this empirically, multiple independent simulations were performed with different random 
number streams that began with an identical set of source sites.  Those source sites were 
allowed to change over the course of a simulation by selecting source sites for the next 
cycle from the fission sites in the previous transport cycle.  Then, the PPCCs for each 
mode were calculated at each cycle and compared with the table of critical values.  If the 
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Figure 3.2.5 Hypothesis test results for DCs from 1000 standard simulations of a 2-D 
reactor with a 10-mode starting source of 1.0E5 points.
Figure 3.2.6 Hypothesis test results for DCs from 1000 extrapolated simulations of a 2-D 
reactor with a 10-mode starting source of 1.0E5 points.
DCs of a mode are normally distributed, then a 5% test failure rate was expected for the 
critical value used.  The total number of failures for a mode may be viewed as a binomial 
experiment; however, unlike tests earlier in this section, the Bernoulli trials may not be 
independent; however, they were assumed to be independent to facilitate this analysis.  
As an example, the uniform slab problem was simulated 215 times with 500 standard 
power method cycles using analog capture and 1.0E4 histories per cycle with a starting 
source that was sampled from the fundamental mode.  The PCC was calculated for each 
cycle.  Testing of this analog capture setup showed no excessive failures beyond the 0.1% 
significance level for the first 60 modes after 5000 tests of 100 repetitions of the first 
cycle, which one can see in Figure 3.2.7; however, the excessive number of failures from 
tests without a fixed source, which can be seen in Figure 3.2.8, indicates that the 
normality assumption does not necessarily hold after multiple cycles.  Fortunately, results 
from 253 simulations where the number of histories was increased by a factor of 10 do 
not exceed the 0.1% significance level, which can be observed in Figure 3.2.9.  
Therefore, the sufficient number of histories needed to consider a DC normally 
distributed after multiple cycles may be greater than that for a single cycle, which was 
expected because the fluctuating nature of normalizations accumulates over multiple 
cycles as can be seen in the equations of Chapter 2, which govern the DCs.
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Figure 3.2.7 Hypothesis test results for DCs from 5000 analog capture simulations of 500 
fixed source cycles of a thick sub-critical uniform slab with 1.0E4 starting source points 
from the fundamental mode.
Figure 3.2.8 Hypothesis test results for DCs from 215 analog capture simulations of 500 
cycles of a thick sub-critical uniform slab with 1.0E4 starting source points from the 
fundamental mode.
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Figure 3.2.9 Hypothesis test results for DCs from 253 analog capture simulations of 500 
cycles of a thick sub-critical uniform slab with 1.0E5 starting source points from the 
fundamental mode.
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3.3 Validation of Variance from Constant Multiplier Model
As Section 2.5 discusses, knowing the variance of SBDCs is useful for setting 
convergence criteria and comparing different source algorithms.  The constant multiplier 
equations from Section 2.5 provide a method for approximating the variances of SBDCs 
for reasonably converged simulations.  In the process of simplifying the model for the 
purpose of generating the adjusted constant multiplier equations, one value, σn
2 , is 
assumed to represent the single-cycle variances of mode n, and the DFDCs of mode n are 
assumed to be uncorrelated with respect to cycle for all non-fundamental modes.  The 
means of single-cycle sample variances, [ sn(m)]
2
, over numerous cycles, i.e., values of m, 
are proposed as a mechanism for determining the representative variances σn
2 .  Section 
3.1.1 presents and examines thusly determined representative variances for several test 
problems.  Sections 3.3.2 and 3.3.3 provide empirical evidence that validates the variance 
estimation of the constant multiplier model for standard and extrapolated power methods, 
respectively.  Agreement between the model and observations supports the use of the 
mean of single-cycle sample variances as the representative variance.
3.3.1 Calculating the Representative Variances
If the single-cycle deviations approach steady state probability distributions, which is 
assumed in Section 2.5, then the representative variance may be calculated from the mean 
of unbiased single-cycle variance estimates.  A method for calculating the unbiased 
sample variance from independent and identically distributed temporary source bank 
decomposition coefficients (TSBDCs) is presented.  The single-cycle variances are 
shown to converge while the fission source distribution converges, but the single-cycle 
variances require fewer cycles to sufficiently converge than their corresponding SBDCs.  
Analog capture is shown to yield smaller single-cycle variances than implicit capture, 
which is attributed to the additional variation associated with filling the intermediate bank 
in a non-analog fashion.
86
To obtain unbiased estimates for single-cycle variances in this section, each cycle 
consisted of numerous repetitions of three steps applied to a single set of source sites 
where the repetitions differed only by their random number streams.  The first step was 
transporting the source bank to sample fission sites for populating a temporary 
intermediate bank.  The second step was sampling a temporary source bank from the 
temporary intermediate bank. The third step was calculating the temporary source bank 
decomposition coefficients (TSBDCs).  Only eigenvector decompositions were 
performed because the continuous eigenfunctions were unknown for some of the test 
problems.  For a particular mode, each TSBDC is a sample; therefore, the unbiased 
sample variances of the TSBDCs from (3.2.2) is an estimate for the population variance 
of the SBDCs [13].  The temporary source bank from a single repetition was used as the 
source bank for the next cycle, such that the distribution of source sites would be 
identical in distribution with the source sites from a simulation that did not feature the use 
of repetitions.  These identical repetitions are only used for estimating [σn(m) ]
2
 and not for 
the purpose of reaching a stationary distribution.  
To obtain a reasonable value for  σn
2  that can predict the stationary variance of a SBDC, 
the single-cycle variances, [σn(m) ]
2
, must be reasonably converged.  The single-cycle 
variances are in general not constant with respect to cycle number m; this is most notable 
for simulations which begin with spatial distributions of source sites that are not similar 
in shape to the fundamental mode.  As an example, when using a far from converged 
initial starting source containing large components of the first 33 modes for the uniform 
slab problem of Appendix A, the sampled single-cycle variances for the second and third 
modes of the source bank started low and converged to their stationary values as the 
source bank distribution approached its stationary state, which Figure 3.3.1.1 shows.  The 
sample single-cycle variances and SBDCs in Figure 3.3.1.1 are the means from 400 
independent implicit capture simulations with 1000 bank repetitions of 1.0E4 histories 
per cycle.  The mean sample single-cycle variances of the second mode ranged between 
[2.68E-7, 4.99E-7], and the mean sample single-cycle variances of the third mode ranged 
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between [4.10E-7, 4.89E-7], which shows that a poor choice for σn
2  determined from 
empirical observations could yield a variance estimate that is up to 46% or 16% lower 
than the actual converged single-cycle variance for the second or third modes, 
respectively.  For both modes, which Figure 3.3.1.1 presents, the sample single-cycle 
variance curves converged prior to the SBDC curves.  This behavior was observed for 
other configurations tested; however, for brevity, this document does not include those 
results.  The remaining examples of this section use starting sources sampled from their 
fundamental modes to avoid notable bias from convergence of the source estimates 
except where specified.
For the uniform slab problem in Appendix A, the reference single-cycle variances were 
calculated with the test code from sample means of single-cycle sample variances of the 
first 60 modes from multiple simulations of 400 stationary cycles with 1000 temporary 
bank repetitions of 1.0E4 histories in each temporary bank.  The results from the test code 
were verified by comparing them with results using MCNP to transport neutrons and fill 
the intermediate banks.  The results from MCNP and a hybrid version of the test code are 
from 400 stationary cycles with 100 temporary bank repetitions of 1.0E4 histories, each.  
The hybrid test code mimics MCNP with analog capture, which adds fission sites to the 
intermediate bank at each collision whether using analog or implicit capture [1]; 
therefore, when using analog capture with MCNP, the scheme is a hybrid between analog 
and implicit capture.  The mean single-cycle SBDC variances from 400 analog capture 
simulations, 333 implicit capture simulations, 1000 hybrid simulations, 190 MCNP 
analog capture simulations, and 144 MCNP implicit capture simulations appear in Figure 
3.3.1.2.  The standard deviations of the mean single-cycle variances were all less than 
0.1% of their respective mean single-cycle variance.  The uncertainties are not plotted 
because they are too small to notice.  From Figure 3.3.1.2, one can see that the results 
from the hybrid test code overlap with MCNP using analog capture, and the results from 
the test code with implicit capture match those from MCNP with implicit capture, which 
verifies the implementation of 1-D 1-group transport in the test code.  
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From Figure 3.3.1.2, one can also see that filling the intermediate bank in a non-analog 
fashion increases the single-cycle variances when compared with analog capture, which 
the hybrid and MCNP analog capture curves reflect.  The author postulates that filling the 
intermediate bank in a non-analog fashion increases the single-cycle variances by 
allowing histories to score a greater variety of numbers of fissions and in a greater variety 
of locations.  The variances of lower order modes are increased in greater proportion than 
higher-order modes.  For higher order modes, a history does not have to move far 
between collisions to reach regions with eigenvector values that differ significantly from 
the previous collision; therefore, the differences between single-cycle variances under 
implicit and analog capture are expected to be less for higher order modes because the 
additional variation in fission location has a limited effect for higher order modes.  The 
use of implicit capture transport reduces the single-cycle variances relative to the hybrid 
method, which can be seen when comparing the hybrid and implicit capture curves of the 
test code or the MCNP implicit and analog capture curves in Figure 3.3.1.2.  The author 
speculates that implicit capture transport reduces the variation in the neutron tracks 
through the problem, which offsets some of the increased variance from non-analog 
filling of the intermediate bank.  The increase in single-cycle variances when using 
implicit capture compared with analog capture was also observed for the double peak 
slab problem described in Appendix D as one can see in Figure 3.3.1.3.  The 
representative variances in Figure 3.3.1.3 were generated from 1000 simulations of 1000 
cycles with 100 temporary bank repetitions of 1.0E5 histories in each temporary bank.
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Figure 3.3.1.1 Uniform slab second and third mode expected SBDCs and their DFDC 
(single-cycle) variances versus cycle.
Figure 3.3.1.2 Representative single-cycle variances of uniform slab problem in 
Appendix A for 1.0E4 histories per cycle.
For the simplified 2-D reactor problem of Appendix B, the reference single-cycle 
variances were calculated for the first 50 modes from sample means of single-cycle 
variances from multiple simulations of 500 stationary cycles with 100 temporary bank 
repetitions of 1.0E5 histories, each.  The representative variances from 118 MCNP analog 
capture simulations and 84 MCNP implicit capture simulations appear in Figure 3.3.1.4.  
The standard deviations of the mean single-cycle variances were all less than 0.1% of 
their respective mean single-cycle variance.  The uncertainties are not plotted because 
they are too small to notice.  From Figure 3.3.1.4, one can see that the use of implicit 
capture transport reduces the single-cycle variances and their spread when compared with 
the MCNP analog capture hybrid method.  This matches the behavior observed for the 
uniform slab problem of Appendix A.
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Figure 3.3.1.3 Representative single-cycle variances of double peak slab problem in 
Appendix D for 1.0E5 histories per cycle.
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Figure 3.3.1.4 Representative single-cycle variances of simplified 2-D reactor problem in 
Appendix B for 1.0E5 histories per cycle.
In the subsections to follow, the observed sample variances of SBDCs are compared with 
variances from the constant multiplier model using the aforementioned reference values 
of σn
2  for the uniform slab problem of Appendix A and the simplified 2-D reactor 
problem of Appendix B using the standard power method in Section 3.3.2 and the 
extrapolated power method in Section 3.3.3.
3.3.2 Standard Power Method Converged Variances
Using the representative variances from the appropriate reference calculations in Section 
3.3.1 as σn
2 , the expected SBDC variances for the standard power method were 
calculated using (2.5.18),
Var [~un(m)]=σn2
1−(λn/λ1 )
2 m
1−(λn/λ1)
2  ∀n>1 . (3.3.2.1)
As demonstrated in Section 3.2, the SBDCs may be approximated as normally distributed 
random variables.  For a normally distributed random variable X with standard deviation 
σ , the expected variance of the unbiased sample variance from N samples is [45]
E [Var {s2 [ X ] }]= 2σ
4
N−1
, (3.3.2.2)
and the distribution of the sample variance is proportional to the chi-square distribution 
with N−1  degrees of freedom, χ2(N−1)  [13].  The scaled standard deviation of the 
sample variance of a normally distributed random variable, τ , shall be defined as
τ=√E [Var {s
2 [ X ] }]
Var [ X ]
=√ 2N−1 . (3.3.2.3)
The percent difference, PD, between sample variances of SBDCs and the model for mode 
n at cycle m shall be defined as 
PDn
(m)={ [sn(m )]
2
Var [~u n(m) ]
−1.0}×100% . (3.3.2.4)
The expected variance of the percent difference is
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E {Var [PDn(m )]}=1002
E {Var [(sn(m))2 ]}
{Var [~un(m )]}
2 =100
2 τ2, (3.3.2.5)
and the standard deviation is
σ [PDn(m )]=√E {Var [PDn(m)]}=100 τ . (3.3.2.6)
For sample sizes greater than 50, the chi-square distribution may be approximated by the 
normal distribution.  Therefore, if the percent differences between the sample variances 
of SBDCs and the model are attributable only to random fluctuations, then one may 
expect that the majority, approximately 99.7%, of observed percent differences in SBDC 
variances will lie within 3 standard deviations of the mean percent difference, which 
should be zero if the model is accurate.
For the uniform slab problem of Appendix A, Figures 3.3.2.1-3.3.2.3 contain the 
predictions from the constant multiplier approximation along with empirical sample 
variances of SBDCs obtained from 1E4 independent implicit capture simulations of the 
test code without any temporary repetitions for the second, third, and fourth modes, 
respectively.  For the sample size of 1E4, 3 standard deviations from (3.3.2.6) equal 
4.24%.  All of the calculated percent differences in Figures 3.3.2.1-3.3.2.3 are within 3 
standard deviations, and they do not appear biased in a positive or negative direction.  
Similar results were obtained from 9254 analog capture simulations of the test code, 
which Figures 3.3.2.4-3.3.2.6 contain for the second, third, and fourth modes, 
respectively. SBDC variances of modes 2 and 4 did not differ from the model by more 
than 3 standard deviations; however, mode 3 did show 1 cycle that differed from the 
model by more than 3 standard deviations, which is within expectations from 500 
observations.  These observations support the assumptions of the constant-multiplier 
model and support the use of the mean single-cycle variance as a reasonable value for the 
representative variance σn
2 .  
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Figure 3.3.2.1 SBDC variances for the second mode of the uniform slab problem versus 
cycle for empirical observations and those predicted by the constant multiplier 
approximation using implicit capture.
Figure 3.3.2.2 SBDC variances for the third mode of the uniform slab problem versus 
cycle for empirical observations and those predicted by the constant multiplier 
approximation using implicit capture.
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Figure 3.3.2.3 SBDC variances for the fourth mode of the uniform slab problem versus 
cycle for empirical observations and those predicted by the constant multiplier 
approximation using implicit capture.
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Figure 3.3.2.4 SBDC variances for the second mode of the uniform slab problem versus 
cycle for empirical observations and those predicted by the constant multiplier 
approximation using analog capture.
Figure 3.3.2.5 SBDC variances for the third mode of the uniform slab problem versus 
cycle for empirical observations and those predicted by the constant multiplier 
approximation using analog capture.
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Figure 3.3.2.6 SBDC variances for the fourth mode of the uniform slab problem versus 
cycle for empirical observations and those predicted by the constant multiplier 
approximation using analog capture.
Observations for the simplified 2-D reactor of Appendix B using MCNP showed fair 
agreement between the model and observations; however, the differences are statistically 
significant and show under-prediction of the SBDC variances.  Figures 3.3.2.7-3.3.2.9 
display predictions with aggregated observations from 6254 independent simulations of 
1E5 histories using the standard power method with MCNP implicit capture.  As one can 
see in Figures 3.3.2.7-3.3.2.9, the model matched the observations within 10% for all 
cycles, which is likely sufficiently accurate to use for convergence detection purposes.  
However, the percent differences of many cycles were statistically significant because 
they exceeded the 3σ [ PD ]  level of 5.36%, and those differences were clearly biased in 
the positive direction.  Figures 3.3.2.10-3.3.2.12 display predictions with aggregated 
observations from 9724 independent simulations of 1E5 histories using the standard 
power method with MCNP analog capture.  As one can see in Figures 3.3.2.10-3.3.2.12, 
the model also matched these observations within 10% for nearly all cycles.  However, 
the percent differences of many cycles were statistically significant because they 
exceeded the 3σ [ PD ]  level of 4.30%, and those differences were biased in the positive 
direction.  
Possible sources for the difference are incorrect eigenvalue ratios from the fission matrix 
solution, correlations between cycle noise, and the assumption that the single-cycle 
variance is constant.  For example, Figure 3.3.2.11 from MCNP analog capture, which 
showed the greatest percent difference, becomes Figure 3.3.2.13 if the eigenvalue ratio of 
the third mode is actually 3.6E-4 or 36 pcm larger than the reference eigenvalue ratio.  
For the increased eigenvalue ratio, the percent differences would not exceed 3σ [ PD ] .  
Such a modification of the eigenvalue ratio would shift the MCNP implicit capture results 
from Figure 3.3.2.8 to Figure 3.3.2.14 where the percent differences also would not 
exceed 3σ [ PD ] .  A difference of 36 pcm between the actual eigenvalue ratio and the 
fission matrix estimated value is possible but unlikely given the trend in the eigenvalue 
ratios with grid refinement shown in Appendix B.  The presence of some small 
correlations for lags up to approximately 10 can be seen in Figure 3.3.2.15 for the analog 
capture case.  The trend is more visible when viewing the mean of correlation coefficients 
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from multiple modes as in Figure 3.3.2.16.  From Figures 3.3.2.15 and 3.3.2.16, one can 
clearly see that the lag 1 correlation tends to be low and often negative, and the 
correlation coefficients for the next approximately 9 lags are positive and are larger in 
magnitude when compared with greater lags.  Positive correlations cause the model to 
under-predict variances because they were ignored in the interest of simplification.  The 
sources of error were not investigated further for this problem because the model was 
considered to be sufficiently accurate.
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Figure 3.3.2.7 SBDC variances for the second mode of the simplified 2-D reactor 
problem versus cycle for standard power method MCNP implicit capture observations 
and those predicted by the constant multiplier approximation.
Figure 3.3.2.8 SBDC variances for the third mode of the simplified 2-D reactor problem 
versus cycle for standard power method MCNP implicit capture observations and those 
predicted by the constant multiplier approximation.
Figure 3.3.2.9 SBDC variances for the fourth mode of the simplified 2-D reactor problem 
versus cycle for standard power method MCNP implicit capture observations and those 
predicted by the constant multiplier approximation.
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Figure 3.3.2.10 SBDC variances for the second mode of the simplified 2-D reactor 
problem versus cycle for standard power method MCNP analog capture observations and 
those predicted by the constant multiplier approximation.
Figure 3.3.2.11 SBDC variances for the third mode of the simplified 2-D reactor problem 
versus cycle for standard power method MCNP analog capture observations and those 
predicted by the constant multiplier approximation.
Figure 3.3.2.12 SBDC variances for the fourth mode of the simplified 2-D reactor 
problem versus cycle for standard power method MCNP analog capture observations and 
those predicted by the constant multiplier approximation.
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Figure 3.3.2.13 SBDC variances for the third mode of the simplified 2-D reactor problem 
versus cycle for standard power method MCNP analog capture observations and those 
predicted by the constant multiplier approximation with an adjusted eigenvalue ratio of 
0.9893925.
Figure 3.3.2.14 SBDC variances for the third mode of the simplified 2-D reactor problem 
versus cycle for standard power method MCNP implicit capture observations and those 
predicted by the constant multiplier approximation with an adjusted eigenvalue ratio of 
0.9893925.
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Figure 3.3.2.15 Ratio of mean covariance to mean single-cycle variance for several 
modes of the simplified 2D-reactor problem of Appendix B using analog MCNP.
Figure 3.3.2.16 For modes 2 through 9, mean of ratios of mean covariance to mean 
single-cycle variance using analog MCNP for the simplified 2D-reactor problem of 
Appendix B.
3.3.3 Extrapolated Power Method Converged Variances
This section demonstrates that the constant multiplier model is reasonably accurate at 
predicting a reasonable maximum for the variance of SBDCs when using the extrapolated 
power method.  The SBDC variances approach that maximum as the grid is refined with 
an appropriate increase in the number of histories.  The SBDC variance estimates tended 
to be more accurate for the lower order modes than the higher order modes.  Using the 
representative variances from the appropriate reference calculations in Section 3.3.1 as 
σn
2 , the expected SBDC variances for the extrapolated power method were calculated 
using the constant multiplier model in (2.5.22),
Var [~v n(m)]=
1−[(1+α)λn /λ1−α ]2m
1−(λnλ1 )
2
− 2α
1+α (1−
λn
λ1 )
σn
2 .
 ∀n>1 . (3.3.3.1)
For the uniform slab problem in Appendix A, Figures 3.3.3.1, 3.3.3.2, and 3.3.3.3 contain 
the predictions from the constant multiplier approximation along with empirical SBDC 
variances for the second, third, and fourth modes, respectively.  The empirical results 
were obtained from 1E4 independent implicit capture simulations of the test code using 
extrapolation with α=0.98  on a uniform 16 bin mesh with 1E4 histories per per cycle.  
For the sample size of 1E4, 3 standard deviations from (3.3.2.6) equal 4.24%.  All of the 
calculated percent differences in Figures 3.3.3.1-3.3.3.3 are within 10% of the model; 
however, they are biased in a negative direction and exceed the expected range, which 
indicates that the model overestimates the SBDC variances.  For 6108 analog capture 
simulations of the test code, which Figures 3.3.3.4, 3.3.3.5, and 3.3.3.6 display for the 
second, third, and fourth modes, respectively, the bias was less noticeable.  The second 
and third modes showed no bias for the analog simulations, but for the fourth mode and 
higher modes, which are not presented, the bias increased with increasing mode number 
similar to that reported in Figure 2.5.7.  The results in Figure 2.5.7 were from an 
empirical fit of the stationary SBDC variances from the standard power method whereas 
the results of th model presented in this section use an empirically determined single-
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cycle variance.  
The biases in the variance estimates were reduced for the lower order modes by 
increasing the number of extrapolation mesh bins and the number of histories.  For 
implicit capture, Figure 3.3.3.7 contains the ratios of the mean SBDC variances over 
implicit capture cycles 200-500 to those predicted by the constant-multiplier model in the 
limit of infinite cycles for the first 59 non-fundamental modes and for histories per cycle 
ranging from 1E4 to 1E6.  The 3σ  uncertainties for the ratios are all less than ±1 % .  
The results from 1E4 histories with 16 bins show the effect of aliasing on the coarse mesh 
as Section 2.5 discusses.  In particular, the anomalies in modes 16 and 48, which 
correspond to multiples of the number of mesh bins, demonstrate the presence of aliasing. 
For the results from 1E4 histories per cycle with 256 bins, the extrapolation procedure 
breaks down and converges to erroneous non-zero expected SBDCs for non-fundamental 
modes, which explains the odd behavior of the variance ratios.  For the 1E5 and 1E6 
histories per cycle data using implicit capture, all of the displayed SBDC variances fall 
within 4% of that predicted by the model.  Additionally, the empirical mean SBDC 
variances for the analog capture data from the test code was within 4% of the model for 
the 1E5 and 1E6 histories per cycle cases, which Figure 3.3.3.8 shows.  The extrapolated 
algorithm with 1E4 histories per cycle and 256 extrapolation bins did not converge 
properly using analog capture, either, which explains the exceptionally high variance of 
the low order modes for that case in Figure 3.3.3.8.  The effects of aliasing, which is 
discussed in Section 2.5, are observable in the analog capture results from 1E4 histories 
with 16 bins.  The most notable example is the jump in accuracy of the model for mode 
16 in Figure 3.3.3.8.  The accuracy of the variance estimate for mode 48 is slightly 
improved relative to its neighboring modes but to a lesser extent than was observed with 
implicit capture.
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Figure 3.3.3.1 SBDC variances for the second mode of the uniform slab problem versus 
cycle from observations with the extrapolated power method using implicit capture and 
from predictions by the constant multiplier approximation.
Figure 3.3.3.2 SBDC variances for the third mode of the uniform slab problem versus 
cycle from observations with the extrapolated power method using implicit capture and 
from predictions by the constant multiplier approximation.
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Figure 3.3.3.3 SBDC variances for the fourth mode of the uniform slab problem versus 
cycle from observations with the extrapolated power method using implicit capture and 
from predictions by the constant multiplier approximation.
110
Figure 3.3.3.4 SBDC variances for the second mode of the uniform slab problem versus 
cycle from observations with the extrapolated power method using analog capture and 
from predictions by the constant multiplier approximation.
Figure 3.3.3.5 SBDC variances for the third mode of the uniform slab problem versus 
cycle from observations with the extrapolated power method using analog capture and 
from predictions by the constant multiplier approximation.
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Figure 3.3.3.6 SBDC variances for the fourth mode of the uniform slab problem versus 
cycle from observations with the extrapolated power method using analog capture and 
from predictions by the constant multiplier approximation.
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Figure 3.3.3.7 Ratio of empirical mean stationary SBDC variances to those expected 
from the constant multiplier model for the uniform slab problem in Appendix A using the 
test code with implicit capture.
Figure 3.3.3.8 Ratio of empirical mean stationary SBDC variances to those expected 
from the constant multiplier model for the uniform slab problem in Appendix A using the 
test code with analog capture.
For the simplified 2D-reactor problem in Appendix B, results with extrapolation show a 
similar accuracy as those from the standard power method.  For implicit capture, Figures 
3.3.3.9, 3.3.3.10, and 3.3.3.11 contain the predictions from the constant multiplier model 
along with empirical SBDC variances for the second, third, and fourth modes, 
respectively.  The empirical results in Figures 3.3.3.9-3.3.3.11 were obtained from 6445 
independent implicit capture simulations of MCNP using extrapolation with α=0.983  
on a uniform 21x21 bin mesh with 1E5 histories per cycle.  For MCNP analog capture, 
Figures contain the predictions from the constant multiplier model along with empirical 
SBDC variances for the second, third, and fourth modes, respectively.  The empirical 
results in Figures were obtained from 10010 independent implicit capture simulations of 
MCNP using extrapolation with α=0.983  on a uniform 21x21 bin mesh with 1E5 
histories per cycle.  The representative variances input to the model are from Figure 
3.3.1.4.  The constant multiplier model estimates for the SBDC variances are within 10% 
for all cycles and modes examined for both MCNP implicit capture and MCNP analog 
capture.  The model underestimates the variances for the low order modes presented, 
which is attributable to the inter-cycle correlations that the model ignores.  However, the 
model overestimates the SBDC variances for the majority of the modes as one can see in 
Figure 3.3.3.15, which contains the ratios of the mean SBDC variances over cycles 200-
500 to those predicted by the constant-multiplier model in the limit of infinitely many 
cycles.   Increasing the number of mesh bins with an increase in the number of histories 
per cycle eliminates the underestimation from observations as Figure 3.3.3.15 shows for 
an 84x84 bin mesh with 1E6 histories per cycle.  Without an increase in the number of 
histories, the extrapolation leads to erroneous fission distribution estimates, which can be 
seen in Figure 3.3.3.15 for the 84x84 bin mesh case with 1E5 histories per cycle.
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Figure 3.3.3.9 SBDC variances for the second mode of the simplified 2-D reactor in 
Appendix B versus cycle from observations with the extrapolated power method using 
MCNP implicit capture and from predictions by the constant multiplier model.
Figure 3.3.3.10 SBDC variances for the third mode of the simplified 2-D reactor in 
Appendix B versus cycle from observations with the extrapolated power method using 
MCNP implicit capture and from predictions by the constant multiplier model.
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Figure 3.3.3.11 SBDC variances for the fourth mode of the simplified 2-D reactor in 
Appendix B versus cycle from observations with the extrapolated power method using 
MCNP implicit capture and from predictions by the constant multiplier model.
Figure 3.3.3.12 SBDC variances for the second mode of the simplified 2-D reactor in 
Appendix B versus cycle from observations with the extrapolated power method using 
MCNP analog capture and from predictions by the constant multiplier model.
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Figure 3.3.3.13 SBDC variances for the third mode of the simplified 2-D reactor in 
Appendix B versus cycle from observations with the extrapolated power method using 
MCNP analog capture and from predictions by the constant multiplier model.
Figure 3.3.3.14 SBDC variances for the fourth mode of the simplified 2-D reactor in 
Appendix B versus cycle from observations with the extrapolated power method using 
MCNP analog capture and from predictions by the constant multiplier model.
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Figure 3.3.3.15 Ratio of empirical mean stationary SBDC variances to those expected 
from the constant multiplier model for the simplified 2-D reactor problem in Appendix B 
using MCNP.
3.4 Estimating Representative Variances
The evidence in Section 3.3 supports the use of representative values σn
2  for each mode 
n for the single-cycle variances in each cycle for approximating the accumulated variance 
in SBDCs.  The procedure that Section 3.3 presents for calculating a representative 
variance is computationally expensive and wasteful because most of the collected fission 
sites are discarded.  In this section, an alternate technique that uses spatially stratified 
subdivisions of the source bank to approximate the repetitions that are necessary for 
estimating σn
(m)  is proposed and assessed.  The technique was implemented in two ways 
with one using eigenvectors that must be known or approximated and the other using no 
knowledge of eigenvectors.
In Section 3.3, the source bank from each cycle is transported, normalized, and 
decomposed multiple times with different random number streams to calculate single-
cycle variances.  This provides an accurate estimate for the single-cycle variances; 
however, this computer time is mostly wasted because the extra source sites are thrown 
away.  That time could be better spent running more cycles to better converge the source 
distribution.  As an alternative, one can apply a mesh to the problem space and subdivide 
the sites in the source bank into sub-banks in a spatially stratified way, such that each 
mesh-bin of each sub-bank contains approximately the same number of sites as the other 
sub-banks with a possible difference of only 1 site per bin between sub-banks.  Then after 
transporting the source bank in the usual way, the resulting fission sites from source sites 
in a particular sub-bank are assigned to an intermediate sub-bank, which is then sampled 
without extrapolation to form a temporary source bank for which the temporary source 
bank decomposition coefficients (TSBDCs) are calculated.  The TSBDCs are not 
identically distributed random variables because the sub-banks are not sampled with 
replacement; however, the spatial stratification used to sample the sub-banks makes the 
TSBDCs approximately identically distributed for a sufficiently large source bank.  The 
SBDCs are approximately sample means of TSBDCs; therefore, for P sub-banks, an 
approximation for the single-cycle variance of a SBDC is the unbiased sample variance 
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of the TSBDCs divided by P, i.e., 
Var [ξn(m)]≈ 1P s
2 [ϵn(m )] (3.4.1)
where ϵn
(m)  are the TSBDCs of mode n at cycle m [13].  Sections 3.4.1 and 3.4.2 apply 
this methodology with and without using eigenvectors, respectively.  A comparison of the 
two methods suggests that the method without eigenvectors may be most useful for early 
cycles while the other is preferable for later cycles.  However, there is no barrier to using 
both simultaneously to produce input for a convergence diagnostic.
3.4.1 Estimating Representative Variances Using the Eigenvectors
This section assesses the precision and accuracy of estimating the representative 
variances for each mode using spatially stratified sub-banks, which are decomposed using 
eigenvectors from analytic or fission matrix solutions.  Results from the uniform slab 
problem in Appendix A and the simplified 2-D reactor problem in Appendix B show that 
this approximation method is a reasonably accurate estimator for the representative 
variances, and a derivation is presented for the precision of the estimator, which shows a 
reasonable level of precision after a modest number of sufficiently converged cycles.  An 
estimator for representative variance is considered sufficiently accurate and precise if the 
absolute value of the difference between the mean of the estimator and the reference 
representative variance plus three standard deviations of the estimator is less than 20%.  
This condition is consistent with accepting a 10% perturbation in the standard deviation 
of SBDCs.  In addition, using extrapolation between transport cycles is shown to have a 
negligible effect on the estimated single-cycle variances.
The mean of estimated single-cycle variances over all sufficiently converged cycles will 
yield the most precise estimates for the representative variances.  Some initial cycles may 
need to be discarded to avoid bias from the far-from-converged single-cycle variances 
like those shown in Figure 3.3.1.1.  For the investigation here, the initial source bank was 
sampled from the fundamental mode distribution to avoid introducing a bias from far-
from-converged source distributions.  
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To predict precision of the estimator, the variance of the single-cycle variance estimator is 
derived.  As Section 3.2 shows, SBDCs are approximately normally distributed random 
variables; therefore, the variances of single-cycle sample variances from P sub-banks are 
determined by (3.3.2.2), which yields
E[Var {s2 [ϵn(m)]P }]= 1P2 E [Var {s2 [ϵn(m)] }]= 2P−1 (Var [ϵn(m )]P )
2
. (3.4.1.1)
Assuming that the single-cycle variance estimates from each cycle are uncorrelated, then 
the variance of their sum is equal to the sum of their variances [13], which makes the 
expected variance of the mean of single-cycle sample variances simplify to
E {Var [ 1M ∑m=1
M s2 [ϵn(m )]
P ]}= 1M 2 ∑m=1
M
E {Var [ s2 [ϵn(m)]P ]}. (3.4.1.2)
Assuming that the single-cycle variances may be approximated by their representative 
variances σn
2 , i.e.,
Var [ϵn(m )]
P ≈Var [ξn
(m)]≈σn2 , (3.4.1.3)
inserting (3.4.1.1) into (3.4.1.2) simplifies to
E {Var [ 1M ∑m=1
M s2 [ ϵn(m )]
P ]}= 2σ n4M (P−1 ) . (3.4.1.4)
Using the definition in (3.3.2.3), the scaled standard deviations of the mean single-cycle 
variances at cycle M, τn
(M ) , are defined as 
τn
(M )=
√E {Var [ 1M ∑m=1M Var [ϵn(m )]]}
σn
2 =√ 2M ( P−1 ) . (3.4.1.5)
From (3.4.1.5), one can see that the scaled standard deviation of a single-cycle variance 
estimate, τn
(M ) , may be decreased by using more sub-banks P, or averaging over more 
cycles M.  Decreasing τn
(M )  indicates an improvement in the relative precision of the 
estimator.  
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To verify this derivation, the uniform slab problem in Appendix A was simulated with a 
variety of parameter choices, which generally show agreement with the model for the 
precision of the single-cycle variance estimator.  The effect of the cycle number and the 
number of sub-banks on τn
(M )  was examined by simulating the uniform slab many times 
using the standard power method for 400 cycles with 1E4 histories per cycle and a 
variety of numbers of sub-banks.  The TSBDCs were calculated on a uniform 256-bin 
mesh.  Figures 3.4.1.1-3.4.1.3 summarize the observed values of τn
(M )  multiplied by 
√M  as a function of P for several different cycles with each figure corresponding to a 
different mode.  The uncertainties in Figures 3.4.1.1-3.4.1.3 are not shown because they 
are all less than 1% of τn
(M ) .  From Figures 3.4.1.1-3.4.1.3, one can see that the observed 
variances of the single-cycle variance estimator match the model up to some threshold 
value of P, which is mode dependent.  The results from higher order modes match the 
model for higher thresholds than the lower order modes.  For mode 2, the threshold is 
between 20 and 100; for mode 10, the threshold is between 500 and 1000, and for mode 
60, the threshold is between 2000 and 10000.  The variances of the estimator increased 
with more cycles for those cases with values of P that were greater than the threshold, 
which is best observed in Figure 3.4.1.1.  As one may expect, increasing the number of 
histories increases the threshold value of P, which Figure 3.4.1.4 demonstrates for the 
same problem with the number of histories per cycle increased to 1E5.  From Figure 
3.4.1.4, one can see that the threshold value of P for mode 2 is between 200 and 500, 
which is an increase by approximately a factor of ten relative to the threshold in Figure 
3.4.1.1.  Similar results were observed for other modes, but they are not reported for 
brevity.  This supports the conclusion that the threshold for a particular mode is related to 
a minimum number of source sites inside each sub-bank that is sufficient to represent the 
source distribution.  The threshold size of a sub-bank will likely depend upon the 
problem geometry and be related to the bias in estimating the fundamental eigenvalue [3], 
[25]; the investigation is left for future research.
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Figure 3.4.1.1  The scaled standard deviations as a function of P, the number of sub-
banks, for the uniform slab in Appendix A with 1E4 histories per cycle for mode 2.
Figure 3.4.1.2  The scaled standard deviations as a function of P, the number of sub-
banks, for the uniform slab in Appendix A with 1E4 histories per cycle for mode 10.
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Figure 3.4.1.3  The scaled standard deviations as a function of P, the number of sub-
banks, for the uniform slab in Appendix A with 1E4 histories per cycle for mode 60.
Figure 3.4.1.4  The scaled standard deviations as a function of P, the number of sub-
banks, for the uniform slab in Appendix A with 1E5 histories per cycle for mode 2.
In addition to precision, the accuracy of the single-cycle variance estimator is also 
important.  The accuracy of the estimator is measured by the expected percent difference 
with respect to the reference representative variance from Section 3.3.1.  The expected 
percent differences are approximated by repeating simulations with different random 
number streams and accepting the means of the observed percent differences as the 
expectations.  The estimator is expected to be positively biased because the TSBDCs are 
not independent and identically distributed.
Collected evidence shows that the estimator tends to become increasingly inaccurate as 
the number of sub-banks increases, which is expected.  To observe this trend,  the 
uniform slab problem from Appendix A was simulated for 400 cycles using the test code 
with the standard power method and a 256-bin uniform mesh for spatially stratifying the 
sub-banks.  Figure 3.4.1.5 contains the expected percent differences with 1E4 histories 
per cycle.  From Figure 3.4.1.5, one can see that accuracy of the estimator diminishes as 
the number of sub-banks increases except when the number of sub-banks equals the 
number of histories per cycle.  The trend is nearly exponential.  The variance estimate for 
the extreme case of one history per sub-bank is anomalous and lower than the true value 
because for the multitude of sub-banks which sample no fissions, the algorithm revives 
the process by selecting the source point as the temporary source for the next cycle.  
Increasing the number of histories per cycle to 1E5 yielded the expected percent 
differences in Figure 3.4.1.6, which shows a similar trend, but the expected percent 
differences are lower.  This is expected because for more histories per cycle, the TSBDCs 
become more similarly distributed random variables and less correlated.  A comparison 
between Figures 3.4.1.5 and 3.4.1.6 reveals that the accuracy is similar for estimators 
with the same number of histories per sub-bank.  For example for mode 60, the expected 
percent difference is 26.6% for 1E3 sub-banks with 1E4 histories, and the expected 
percent difference is 28.2% for 1E4 sub-banks with 1E5 histories.  As an additional 
example, modes 2 and 5 show a similar relationship for the results from 1E4 and 1E5 
histories per cycle, which one can see in Figure 3.4.1.7.  The points of variation between 
the two data sets in Figure 3.4.1.7 are mostly due to the differences in which numbers of 
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histories per sub-bank were simulated.
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Figure 3.4.1.5  The accuracy of the single-cycle variance estimator as a function of P, the 
number of sub-banks, for the uniform slab in Appendix A after 400 cycles with 1E4 
histories per cycle for several modes.
Figure 3.4.1.6  The accuracy of the single-cycle variance estimator as a function of P, the 
number of sub-banks, for the uniform slab in Appendix A after 400 cycle with 1E5 
histories per cycle for several modes.
In addition to the number of histories per sub-bank, the cycle number also affects the 
accuracy, and the extent of the effect is diminished by increasing the number of sub-
banks.  For example, Figures 3.4.1.8 and 3.4.1.9 contain the bias in the single-cycle 
variance estimator for modes 2 and 31, respectively, for the uniform slab problem in 
Appendix A with a starting source bank of 1E4 sites.  From Figures 3.4.1.8 and 3.4.1.9, 
one can see that the bias does not change significantly for most of the curves as more 
cycles are included in the estimate with a range in the biases of less than 3% over the 400 
cycles run.  An exception to that trend occurs for the variance estimator with 2 sub-banks, 
which showed a large bias for early cycles that rapidly decayed after approximately 5 
cycles, and then, changed by less than 7% over the remaining 400 cycles.  In Figure 
3.4.1.10, results for mode 25 of the same slab problem with the number of histories 
increased to 1E5 showed reduced biases in the estimators and a similar gradually 
decreasing trend for some of the curves; however, results using up to 20 sub-banks 
showed some deviation from the trend.  Results for other modes were similar in nature 
and are not included for brevity.  This behavior indicates that as the number of histories 
increases, a corresponding increase in the number of sub-banks will sample the entirety 
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Figure 3.4.1.7  The accuracy of the single-cycle variance estimator as a function of 
number of histories per sub-bank for the uniform slab in Appendix A after 400 cycles for 
modes 2 and 5.
of the stationary SBDC PDFs with fewer cycles than using fewer sub-banks would.
The accuracy of the estimator may vary some across the eigenspectrum.  To demonstrate 
this, the uniform slab problem from Appendix A was simulated with various parameter 
choices.  Figure 3.4.1.11 contains the means of all single-cycle variance estimates for 
each of the first 60 modes using the standard power method and the extrapolated power 
method with α=0.98  and 16 extrapolation bins.  For each transport scheme, 1E4 
independent simulations were performed where each simulation consisted of 1E4 
histories per cycle for 400 cycles using 20 sub-banks, which were spatially stratified on a 
256-bin mesh.  The estimator results were compared with the reference values from 
Figure 3.3.1.2 via a percent difference included in Figure 3.4.1.11.  From Figure 3.4.1.11, 
one can see that the single-cycle variances are within 5% of their reference values with 
the majority within 3% for both the standard and extrapolated simulations.  Mode 32 had 
the largest percent difference of 4.37% with the extrapolated power method.  The percent 
difference for Mode 32 was an outlier from the rest, which is most likely due to the 
spatial stratification of extrapolation interacting with the periodicity of the eigenmodes as 
discussed in the context of aliasing in Section 2.5.  Due to aliasing, a similar but less 
pronounced anomaly occurs in the extrapolated data for mode 16, which corresponds to 
the number of bins in the extrapolation mesh.  Using analog capture with the test code, 
the maximum percent difference between the estimator and the reference was 3.16% as 
can be seen in Figure 3.4.1.12.  The maximum difference between the estimator and the 
reference was reduced to 0.638% when the number of histories per cycle was increased 
from 1E4 to 1E5 and the number of extrapolation bins from 16 to 256 as can be seen in 
Figure 3.4.1.13 for implicit capture.
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Figure 3.4.1.8  The percent difference between the estimated representative variance and 
the reference value for mode 2 as a function of cycle number for the uniform slab in 
Appendix A with 1E4 histories per cycle for several numbers of sub-banks.
Figure 3.4.1.9  The percent difference between the estimated representative variance and 
the reference value for mode 31 as a function of cycle number for the uniform slab in 
Appendix A with 1E4 histories per cycle for several numbers of sub-banks.
Figure 3.4.1.10  The percent difference between the estimated representative variance and 
the reference value for mode 25 as a function of cycle number for the uniform slab in 
Appendix A with 1E5 histories per cycle for several numbers of sub-banks.
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Figure 3.4.1.11 Mean of single-cycle variance estimates over 400 cycles of 1.0E4 
histories using implicit capture with 20 sub-banks for the uniform slab from Appendix A 
compared with a reference empirical calculation.
Figure 3.4.1.12 Mean of single-cycle variance estimates over 400 cycles of 1.0E4 
histories using analog capture with 20 sub-banks for the uniform slab from Appendix A 
compared with a reference empirical calculation.
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Figure 3.4.1.13 Mean of single-cycle variance estimates over 400 cycles of 1.0E5 
histories using implicit capture with 20 sub-banks for the uniform slab from Appendix A 
compared with a reference empirical calculation.
The accuracy of the single-cycle variance estimator was also examined over the 
eigenspectrum for the simplified 2-D reactor problem in Appendix B.  Figure 3.4.1.14 
displays the mean of single-cycle variance estimates from 1E5 histories per cycle after 
500 cycles using MCNP with implicit capture.  The 3σ uncertainties in the estimates do 
not appear on the plot because they are less than 0.1% and would not be visible.  The 
percent differences between the estimates and the reference gradually increase with mode 
number, which is similar to the trend in the single-cycle variance estimates for the 
uniform slab problem from Appendix A with implicit capture.  Using MCNP with analog 
capture yielded the percent differences between the estimates and their reference values 
in Figure 3.4.1.15.  Figure 3.4.1.15 shows a similar trend as Figure 3.4.1.14, but the 
accuracy of the MCNP analog capture data appears improved; however, this is only 
because MCNP analog capture raises the single-cycle variances.  The differences between 
the estimates and reference values fall within the same range, which Figures 3.4.1.16 and 
3.4.1.17 show along the right-hand axis.  They only differ on a relative basis.
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Figure 3.4.1.14 Mean of single-cycle variance estimates over 500 cycles of 1.0E5 
histories using implicit capture with 20 sub-banks for the simplified 2-D reactor in 
Appendix B compared with a reference empirical calculation.
Figure 3.4.1.15 Mean of single-cycle variance estimates over 500 cycles of 1.0E5 
histories using MCNP analog capture with 20 sub-banks for the simplified 2-D reactor in 
Appendix B compared with a reference empirical calculation.
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Figure 3.4.1.16 Mean of single-cycle variance estimates over 500 cycles of 1.0E5 
histories using implicit capture with 20 sub-banks for the simplified 2-D reactor in 
Appendix B compared with a reference empirical calculation on an absolute basis.
Figure 3.4.1.17 Mean of single-cycle variance estimates over 500 cycles of 1.0E5 
histories using MCNP analog capture with 20 sub-banks for the simplified 2-D reactor in 
Appendix B compared with a reference empirical calculation on an absolute basis.
3.4.2 Estimating Representative Variances Without Eigenvectors
Because a user may not have a sufficiently accurate set of eigenvectors at the beginning 
of a calculation, an approximate method for obtaining rough estimates of the 
representative variances is presented.  Evidence in Section 3.3.1 supports the assumption 
that the representative variances of non-fundamental modes have similar values within an 
order of magnitude under implicit capture.  With similarity between representative 
variances of SBDCs, the mean of all representative variances over the eigenvector 
spectrum, which shall be referred to as the spectral mean variance, can be a reasonable 
approximation for the representative variances of non-fundamental modes.  By 
computing the representative variances of SBDCs in an alternate orthonormal basis, the 
spectral mean variance can be readily estimated.  From empirical evidence, the estimates 
for the spectral mean are within 30% of the empirical reference values.  The spectral 
mean estimate is less sensitive to source bank distribution than the individual mode 
single-cycle variances; therefore, the spectral mean may be used very early in a 
simulation to estimate SBDC PDFs and set convergence criteria before approaching the 
stationary state.
The representative variances of non-fundamental mode SBDCs tend to have similar 
magnitudes under implicit capture, which makes their mean a reasonable approximation 
to their values.  Table 3.4.2.1 summarizes the ranges and means of non-fundamental 
mode single-cycle variances from Section 3.3.1.  From Table 3.4.2.1, one can see that for 
both, the uniform slab problem in Appendix A and the double peak slab problem in 
Appendix D, the extremes of the observed single-cycle variances had lower ratios to the 
spectral mean with implicit capture than analog capture.  The spectral mean was 31.623 
times greater than the minimum representative variance using analog capture with the 
uniform slab, which exceeds an order of magnitude.  For the double peak slab, a 
relatively large ratio of 8.2817 was observed for the spectral mean compared to the 
minimum representative variance.  Considering these observations, the spectral mean is 
not recommended as a reasonable approximation for representative variances under 
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analog capture.  This was not verified with MCNP because it does not fill the fission bank 
in an analog manner.  However, for the implicit capture results using MCNP and the test 
code, none of the ratios exceeded 4, which means that the standard deviation from the 
spectral mean variance is within a factor of 2 of the representative standard deviations, 
which is likely sufficiently accurate for setting convergence criteria as in Section 4.2.  
Problem Spectral 
Mean 
Variance
Minimum 
Observed
Variance
Mean / 
Minimum 
Maximum 
Observed 
Variance
Maximum / 
Mean
Slab
Analog Capture
1E4 Histories
3.0692E-07 9.7056E-09 31.623 3.8900E-07 1.2674
Slab
Implicit Capture
1E4 Histories
4.7278E-07 4.2766E-07 1.1055 5.3226E-07 1.1258
Slab 
Implicit Capture
1E5 Histories
4.6940E-08 4.2420E-08 1.1065 5.2943E-08 1.1279
Double Peak
Implicit Capture
1E5 Histories
5.0250E-08 1.6491E-08 3.0922 1.9911E-07 3.9046
Double Peak
Analog Capture
1E5 Histories
4.7096E-08 5.6867E-09 8.2817 7.4433E-08 1.5804
Simple 2-D 
Reactor 
MCNP Implicit
1E5 Histories
3.1418E-08 2.5477E-08 1.2332 4.1468E-08 1.3199
Simple 2-D 
Reactor 
MCNP Analog
1E5 Histories
4.7400E-08 3.8300E-08 1.2392 6.0500E-08 1.2746
Table 3.4.2.1: Representative variance ranges of non-fundamental modes from several 
test problems.
The spectral mean variance may be approximated by calculating the mean single-cycle 
variances of SBDCs in an alternate orthonormal basis.  Any vector U  in the span of the 
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eigenvectors of an NxN fission matrix F can be comprised of up to M linearly 
independent eigenvectors and up to N orthonormal vectors in another basis as follows
∑
i=1
N
ai Li=U=∑
i=1
M
ui B i  (3.4.2.1)
Where Li  is the ith  orthonormal basis vector, and ai  is the DC of the ith  orthonormal 
basis vector, and B i  is the ith  eigenvector, and ui  is the DC of the ith  eigenvector.  
From basic linear algebra, the number of linearly independent eigenvectors must be less 
than or equal to the rank of F, which is less than or equal to the dimension of the vector 
space; therefore, M≤N .  The left and right-hand sides of Equation (3.4.2.1) can be 
expressed as matrix vector products, i.e., 
L a⃗=B u⃗ (3.4.2.2)
where the ith  column of L  is the vector Li , and the ith  column of B  is the eigenvector 
B i , and the elements in the ith  row of the vectors a⃗  and u⃗  are ai  and ui , respectively. 
Since the vectors comprising L are orthonormal, L is an orthogonal matrix; therefore, 
multiplying by the hermitian conjugate L*  on the left of each side of (3.4.2.2) yields 
a⃗=L* B u⃗ . (3.4.2.3)
The covariance of a random vector a⃗  is defined as [13]
Cov( a⃗)=E [ a⃗ a⃗* ]−E [ a⃗ ] E [ a⃗* ] . (3.4.2.4)
Entries along the diagonal of the covariance matrix are the variances of the vector 
elements, and the trace of Cov (a⃗)  is the sum of the diagonal elements; therefore, the 
spectral mean variance is the trace of Cov (u⃗)  divided by M.  The covariance of a⃗  can 
be expressed in terms of u⃗  as
Cov ( a⃗ ) = E [L* B u⃗ (L* B u⃗ )* ]−E [ L* B u⃗ ] E [ (L* B u⃗ )* ]
= E [ L* B u⃗ u⃗* B* L ]−E [ L* B u⃗ ] E [ u⃗* B* L ] .
 (3.4.2.5)
The matrices are constant; therefore, the matrices can be pulled out of the expectations to 
yield
Cov ( a⃗ ) = L* B E [ u⃗ u⃗* ] B* L−L* B E [ u⃗ ] E [ u⃗* ] B* L
= L* B {E [ u⃗ u⃗* ]−E [ u⃗ ] E [ u⃗* ] }B* L
= L* B Cov ( u⃗ ) B* L .
(3.4.2.6)
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The trace of (3.4.2.6) is
TR {Cov (a⃗ ) }=TR {L* B Cov ( u⃗ ) B* L } , (3.4.2.7)
which is invariant under cyclic permutations [46]; therefore,
TR {Cov ( a⃗ ) }=TR {B* L L* B Cov ( u⃗ ) } . (3.4.2.8)
Because L is an orthogonal matrix whose transpose is its own inverse, (3.4.2.8) reduces to
TR {Cov ( a⃗ ) }=TR {B* B Cov ( u⃗ ) }. (3.4.2.9)
If the eigenvector basis is approximately orthogonal, then the traces of the covariance 
matrices will be approximately equal because B* B≈I  where I is the identity matrix, 
which empirical evidence supports [10].  
In general, the eigenbasis may not be full rank.  The spectral mean variance is the trace of 
the covariance matrix divided by the number of eigenvectors, which is M not N.  If any 
mesh cells contain no fissionable material, then the operator F will not be full rank; 
therefore, an upper bound for the rank of F is the number of mesh bins that can have a 
fission event.  That number of mesh bins can be readily approximated by accumulating 
the number of fission events in each mesh bin over an entire simulation, or a more 
accurate number of fissile mesh bins can be found with a scan of materials in each mesh 
cell.  To save implementation time, the former technique was used in this dissertation.  
Selecting the standard vectors as the orthogonal basis is a natural choice because the 
decomposition in standard vectors makes the task of bounding the rank of F trivial, and 
the standard vector decomposition is most likely already being computed for use with an 
entropy diagnostic [47] or a fission matrix [6], [10], [34].  If the number of eigenvectors 
of the fission matrix is nearly equal to the number of fissionable cells, then the spectral 
mean variance will be well approximated by the mean of all SBDC variances in the 
orthogonal basis.  Empirical evidence supports the assumption that the number of 
eigenvectors is approximately equal to the number of fissile cells [34].
Table 3.4.2.2 presents a summary of results from estimating the spectral mean using the 
orthogonal standard vector basis for various test cases, and those results show fair 
agreement with the empirically determined spectral means.  From Table 3.4.2.2, one can 
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see that the spectral mean estimates from the implicit capture simulations were within 
25.6% of the reference spectral mean.  The spectral mean estimates of the analog capture 
simulations were somewhat worse with a maximum percent difference of approximately 
31.1%.  These differences are at least partially attributable to the fact that the reference 
spectral means were obtained from fewer modes than the estimator.  As an example, the 
slab with analog capture yields a relatively high estimate for the spectral mean because 
the representative variances of approximately the first 20 modes in the reference 
calculation were notably lower than the apparent asymptotic representative variances that 
the second half of modes approach in Figure 3.3.1.2.  The relative differences in the 
spectral mean estimates are less than the accepted error with respect to individual modes 
shown in Table 3.4.2.1; therefore, the spectral mean estimator using standard basis 
vectors may be considered sufficiently accurate.  Additionally from Table 3.4.2.2, one can 
see that the errors from the spectral mean estimator for the extrapolated cases differed by 
less than 0.1% when compared to the errors in the spectral mean estimates from the 
standard power method; therefore, the use of extrapolation does not affect the estimator 
as expected because extrapolation was not performed when determining TSBDCs.
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Problem Spectral Mean 
Variance
Estimate
Spectral Mean 
Variance 
Reference
Spectral Mean 
Difference (%)
Slab, Analog, 1E4 Histories, 
Standard
3.7255E-07 3.0692E-07 6.5628E-08
(21.38)
Slab, Analog, 1E4 Histories, 
Extrapolated
3.7170E-07 3.0692E-07 6.4781E-08
(21.11)
Slab, Implicit, 1E4 Histories, 
Standard
4.3139E-07 4.7278E-07 -4.1385E-08
(-8.75)
Slab, Implicit, 1E4 Histories, 
Extrapolated
4.3109E-07 4.7278E-07 -4.1691E-08
(-8.82)
Slab, Implicit, 1E5 Histories, 
Standard
4.1923E-08 4.6940E-08 -5.0171E-09
(-10.69)
Slab, Implicit, 1E5 Histories, 
Extrapolated
4.1926E-08 4.6940E-08 -5.0142E-09
(-10.68)
Double Peak, Implicit, 1E5 
Histories, Standard
6.4029E-08 5.0995E-08 1.3034E-08 
(25.56)
Double Peak, Analog, 1E5 Histories, 
Standard
6.1748E-08 4.7096E-08 1.4651E-08 
(31.11)
Simple 2-D Reactor, MCNP Implicit, 
1E5 Histories, Standard
3.3258E-08 3.1418E-08 1.8406E-09
( 5.86)
Simple 2-D Reactor, MCNP Implicit, 
1E5 Histories, Extrapolated
3.3259E-08 3.1418E-08 1.8411E-09
( 5.86)
Simple 2-D Reactor, MCNP Analog, 
1E5 Histories, Standard
4.0821E-08 4.7400E-08 -6.6278E-09
(-13.97)
Simple 2-D Reactor, MCNP Analog, 
1E5 Histories, Extrapolated
4.0821E-08 4.7400E-08 -6.6277E-09
(-13.97)
Table 3.4.2.2: Estimated spectral mean variances of several test problems, which are 
compared with their empirically determined reference values.
One strength of the spectral mean estimator is that it has a lower variance than the 
representative variance estimator in Section 3.4.1 for the first cycle, and that advantage 
persists through all cycles.  The sample variances are chi-distributed random variables, as 
previously stated in Section 3.3.2.  Thus, the spectral mean variance estimate from a 
single cycle is approximately the mean of N chi-distributed random variables with the 
same number of degrees of freedom, which may be correlated.  This is only an 
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approximate definition if N is greater than M but is exact if N equals M.  If one assumes 
that the single-cycle variances are similar in magnitude and that the covariances are less 
than 1, then the variance of their mean is less than the variance of the variance of each 
SBDC from a single cycle [13].  If one assumes that the estimates for the spectral 
variance from each cycle are independent, then the variance of the mean of the spectral 
mean variance estimates will decrease by the factor 1/m where m is the number of cycles 
[13].  From Figures 3.4.2.1, 3.4.2.2, and 3.4.2.3, one can see that variance of the 
representative variance and spectral mean variance estimators for the uniform slab, 
double peak slab, and simplified 2-D reactor, respectively, are proportional to 1/m 
because when multiplied by m, they appear flat with respect to changes in cycle number.  
Also, from Figures 3.4.2.1, 3.4.2.2, and 3.4.2.3, one can see that the variance of the 
spectral mean variance estimator is generally one or more orders of magnitude less than 
the variance of the representative variance estimator.  The variance of the spectral mean 
variance estimate may therefore be useful for setting convergence criteria in early cycles 
until the other estimator has a sufficient number of samples.
In addition to having a lower variance than the representative variance estimator, the 
spectral mean variance estimator is also less sensitive to the closeness of the source 
distribution to the fundamental mode.  For example, the uniform slab problem in 
Appendix A had a notable trend in the empirically estimated expected single-cycle 
variances when starting with a far from converged source, which may be seen in Figure 
3.3.1.1.  The same problem was simulated 1000 times from the same initial source 
distribution using 4E5 histories per cycle with 20 temporary banks.  Estimates for the 
representative variances were calculated using the procedure in Section 3.4.1, and the 
spectral mean variance was approximated using the standard vectors as this section 
describes.  The 3σ  uncertainty bands for those estimators are plotted in Figure 3.4.2.4.  
As one can see in Figure 3.4.2.4, the spectral mean estimator was more accurate and 
precise than the representative variance estimator for the second mode until 
approximately cycle 160 where the representative variance estimator became more 
accurate.  For the third mode, the spectral mean estimator is not particularly 
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advantageous but may be regarded as a reasonable alternative until approximately cycle 
70 where the spectral mean estimator range lies outside of the representative variance 
estimator range.  This test used reference eigenvectors from diffusion theory to calculate 
representative variances.  In a simulation where the eigenvectors must be calculated on-
the-fly, then the spectral mean estimator may have additional utility because the 
representative variance estimator will likely have greater variance and a bias from 
changing estimates for the eigenvectors.  Depending upon circumstances, both estimators 
may be used in tandem to produce better informed convergence criteria with the spectral 
mean estimator preferred in early cycles, and the representative variance estimator 
preferred for later cycles.
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Figure 3.4.2.1 Variance of representative variance estimate scaled by cycle from 1.4E3 
simulations of 1.0E5 histories using implicit capture with 20 sub-banks for the uniform 
slab in Appendix A.
Figure 3.4.2.2 Variance of representative variance estimate scaled by cycle from 1.0E3 
simulations of 1.0E5 histories using implicit capture with 20 sub-banks for the double 
peak slab in Appendix D.
Figure 3.4.2.3 Variance of representative variance estimate scaled by cycle from 6.254E3 
simulations of 1.0E5 histories using implicit capture with 20 sub-banks for the simplified 
2-D reactor in Appendix B.
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Figure 3.4.2.4 The 3σ uncertainty range of the cumulative mean of single-cycle variance 
and spectral mean variance estimates for the uniform slab in Appendix A with 1.0E5 
histories per cycle using implicit capture with 20 sub-banks with a poor initial source.
Chapter 4. Identifying, Predicting, and Optimizing 
Convergence
Before active tallying of desired quantities may begin, the source distribution must be 
sufficiently converged toward its stationary distribution, which fluctuates about the 
fundamental mode.  Detecting sufficient convergence of the MC source iteration is a 
difficult problem that has motivated volumes of research.  A convergence criterion based 
on similarity of eigenvectors calculated from fission matrices of successive cycles was 
proposed [48], but the technique was not able to guarantee convergence [49].  The use of 
two separate simulations running in parallel with specially selected different initial 
sources such that the fundamental eigenvalue estimate is sandwiched by the two 
simulations has been suggested [50], [51] ; however, the fundamental eigenvalue estimate 
can converge much earlier than the source distribution for some problems [52].  Entropy 
diagnostics from information theory are the current standard used to assess convergence 
[1], [47], [53]–[55].  Some newer diagnostics focus on eliminating the need for 
specifying a mesh, such as nine-centers distance sums [56], and mean and standard 
deviation of particle positions [55].  These diagnostics do not provide the user with a 
tangible confidence interval for the accuracy of the source distribution or allow the user 
to specify a desired confidence.  Also, these diagnostics are not readily applicable in a 
predictive manner to suggest the number of discarded cycles before simulating all 
discarded cycles.  A new convergence diagnostic that investigates eigenvector 
components is developed in this chapter to address these shortcomings.
The new diagnostic seeks to measure convergence in distribution [13] of the SBDCs.  
Two measures of similarity between PDFs, the relative entropy [57] and Bhattacharrya 
coefficient (BC) [58], are examined for the specific case of normally distributed random 
variables.  The adjusted constant multiplier model is used to approximate the PDFs.  
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When the PDFs of the non-stationary and stationary SBDCs are compared, the relative 
entropy is shown to be preferable over the BC.  A convergence threshold value for the 
new diagnostic is specified by the user to impose a particular desired confidence in the 
proximity of SBDC PDFs to their stationary distributions.  The threshold must be met for 
every mode to be considered sufficiently converged; however, in practice, only some 
eigenvectors need to be diagnosed for convergence because the others may safely be 
assumed to converge much faster.  The diagnostic is applied to the problem of 
determining the optimal number of extrapolated and discarded cycles for a MC source 
iteration using linear extrapolation.
4.1 Defining Modal Convergence Measure
To assess convergence of SBDCs, their PDFs may be compared with their stationary 
PDFs.  Two of the many potential measures of similarity between PDFs are the relative 
entropy and BC.  From evidence in Section 3.2, the SBDC PDFs are assumed to be 
normally distributed for a sufficient number of histories per cycle.  Equations for the 
relative entropy and BC between two normally distributed PDFs are derived.  The 
equations are then cast in a form relative to the standard deviation of the second PDF, 
which is assumed to have a mean of zero like the stationary SBDCs of non-fundamental 
modes from the constant multiplier model.  The contours of the relative entropy and BC 
show that the BC rewards increased uncertainty beyond the stationary amount.  This is 
deemed undesirable; therefore, the relative entropy is selected as the preferred measure of 
SBDC convergence.
The relative entropy (Kullback-Leibler divergence) between two continuous probability 
density functions (PDFs), p(r )  and q (r ) , is [57]
D (p (r )∥q (r ))=∫
−∞
∞
p (r ) log( p(r)q (r ) )d r=∫−∞
∞
p(r ) [log ( p(r ))−log (q(r )) ]dr . (4.1.1)
The relative entropy between two PDFs has a lower bound of zero and no upper bound.  
The relative entropy is zero if and only if the two PDFs are identical almost everywhere.  
The entropy approaches infinity if the PDF q (r )  is ever zero in some region where 
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p(r )  is non-zero, which cannot occur if q (r )  is a normal distribution.  If both PDFs, 
p(r )  and q (r ) , are normally distributed with means μ1  and μ2  and standard 
deviations σ1  and σ2 , respectively, then their relative entropy can be calculated from
D (p (r )∥q (r ))=∫
−∞
∞
dr Nμ1, σ1(r )[ log Nμ1, σ1(r )−log Nμ2,σ2(r)] (4.1.2)
where Nμ ,σ(r)  is the one-dimensional normal distribution, i.e., 
Nμ ,σ(r)=
1
σ √2π
e
−
( r−μ)2
2σ 2 . (4.1.3)
Substituting (4.1.3) into the logarithms of (4.1.2) yields
D (p (r )∥q (r ))=∫
−∞
∞
dr Nμ1, σ1(r )[( r−μ2σ2√2 )
2
−( r−μ1σ1√2 )
2
−log
σ1
σ2 ] . (4.1.4)
The first term in brackets can be manipulated to make use of the definition of variance 
such that (4.1.4) becomes
D (p (r )∥q (r ))=∫
−∞
∞
dr Nμ1, σ1(r )[((r−μ1)+(μ1−μ2)σ2√2 )
2
−( r−μ1σ1√2 )
2
−log
σ1
σ2 ] . (4.1.5)
Then a change of variable from r to x, such that x=r−μ1 , produces
D (p (r )∥q (r ))=∫
−∞
∞
dx N 0,σ1(x )[( x+(μ1−μ2)σ2√2 )
2
−( xσ1√2 )
2
−log
σ1
σ2 ]. (4.1.6)
The terms containing odd powers of x will integrate to zero leaving
D (p (r )∥q (r ))=∫
−∞
∞
dx N 0,σ1(x )[( xσ2√2 )
2
+(μ1−μ2σ2√2 )
2
−( xσ1√2 )
2
−log
σ1
σ2 ] . (4.1.7)
Isolating the x terms reveals
D (p (r )∥q (r ))= ( 12σ22 −
1
2σ1
2 )∫−∞
∞
x2 N 0,σ1(x )dx
+[(μ1−μ2σ2√2 )
2
−log
σ1
σ2 ]∫−∞∞ N 0,σ1(x)dx ,
(4.1.8)
which contains the definition of variance for a zero-centered and normally distributed 
random variable in the first integral.  Therefore, both integrals in (4.1.8) can be evaluated, 
yielding
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D (p (r )∥q (r ))=
σ1
2−σ2
2+ (μ1−μ2 )
2
2σ2
2 −log
σ1
σ2 . (4.1.9)
The Bhattacharyya coefficient (BC) is defined for two continuous PDFs, p(r )  and 
q ( r⃗ ) , as [58]
BC=∫√ p(r )q(r)d r . (4.1.10)
Because PDFs are normalized with a unity 1-norm, the BC can only have values between 
and including zero and one.  The BC reaches its maximum value of one when the two 
PDFs are identical almost everywhere [58], and its minimum value of zero when the 
PDFs have no overlapping regions of positive probability.  In this dissertation, the PDFs 
of concern are all Gaussian; therefore, an equation is derived for the BC of two Gaussian 
PDFs, p(r )  and q ( r⃗ ) , with means μ1  and μ2  and standard deviations σ1  and σ2 , 
respectively.  For two normally distributed random variables whose PDFs are described 
by (4.1.3), substituting the PDFs of the random variables into (4.1.10) yields the 
following equation for calculating the BC,
BC= 1
√2πσ1σ2
∫
−∞
∞
exp[− ( r−μ1 )24σ12 − (r−μ2 )
2
4σ2
2 ]dr. (4.1.11)
Where exp[] denotes the exponential function used for readability.  Performing the 
squaring operations and organizing the terms according to powers of r produces
BC= 1
√2πσ1σ2
∫
−∞
∞
exp[− (σ12+σ22 )r2−2 (μ1σ22+μ2σ12) r+μ12σ22+μ22σ124 σ12σ22 ]dr. (4.1.12)
Factoring out the coefficient of the r2  term produces
BC= 1
√2πσ1σ2
∫
−∞
∞
exp{−σ12+σ224σ12σ22 [r 2−2 (μ1σ2
2+μ2σ1
2 )r
(σ12+σ22 ) ]−μ1
2σ2
2+μ2
2σ1
2
(σ12+σ22) }dr. (4.1.13)
Completing the square for the bracketed terms yields
BC= 1
√2 πσ1σ2
∫
−∞
∞
dr
×exp{−σ12+σ224 σ12σ22 [r− (μ1σ2
2+μ2σ1
2 )
(σ12+σ22 ) ]
2
+
(μ1σ22+μ2σ12 )
2
4σ1
2σ2
2 (σ12+σ22)
−
μ1
2σ2
2+μ2
2σ1
2
(4σ12σ22 ) }.
(4.1.14)
147
Pulling constant terms out of the integration shows that
BC= 1
√2 πσ1σ2
exp[ (μ1σ22+μ2σ12 )24σ12σ22 (σ12+σ22 )−μ1
2σ2
2+μ2
2σ1
2
(4 σ12σ22 ) ]
×∫
−∞
∞
dr exp {−σ12+σ224 σ12σ22 [r−(μ1σ2
2+μ2σ1
2)
(σ12+σ22 ) ]
2
}.
(4.1.15)
The exponent of the first exponential function simplifies such that
(μ1σ22+μ2σ12 )
2
4σ 1
2σ2
2 (σ12+σ22)
−
μ1
2σ 2
2+μ2
2σ 1
2
(4σ 12σ22 )
=−
(μ1−μ2 )
2
4 (σ12+σ22 )
. (4.1.16)
Using (4.1.16), the substitution
s=√σ12+σ224σ12σ22 (r−μ1σ2
2+μ2σ1
2
σ1
2+σ2
2 ) , (4.1.17)
and its derivative
ds=√ σ12+σ224σ12σ22 dr (4.1.18)
simplifies the integral in (4.1.15) to
BC=exp [− (μ1−μ2 )24 (σ12+σ22 ) ]√ 2σ1σ2σ12+σ22 ∫−∞
∞ 1
√π e
−s2 ds . (4.1.19)
The PDF of a normally distributed random variable with zero mean and standard 
deviation of √2/2  is the integrand of (4.1.19); therefore, the integration over the entire 
domain evaluates to 1, and the BC evaluates to
BC=√ 2σ1σ2σ12+σ22 exp [− (μ1−μ2 )
2
4 (σ12+σ22) ] . (4.1.20)
Both, the relative entropy and the BC, can be used to quantify how similar the PDF of a 
SBDC at a particular cycle is to the stationary PDF of the SBDC.  Section 3.2 
demonstrates that eigenmode SBDCs may be approximated as normally distributed 
random variables; therefore, the formulas derived earlier in this section for the relative 
entropy and BC may be applied to measure the similarity between a SBDC PDF at a 
particular cycle and its stationary PDF.  The variables μ1  and σ1  represent the mean and 
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standard deviation, respectively, of a SBDC at a particular cycle, and the variables μ2  
and σ2  represent the mean and standard deviation, respectively, of the stationary SBDC.  
To facilitate analysis, the relative entropy and BC will be examined using the relative 
variables μr  and σ r , where the relative mean μr  is defined as μ1 /σ2 , and the relative 
standard deviation σ r  is defined to be σ1/σ2 .  In addition, this analysis will only apply 
to non-fundamental modes where the stationary mean μ2  equals 0 with the assumption 
that the neutron transport scheme is unbiased.  For the relative entropy, expressing (4.1.9) 
in terms of the relative parameters forms
D (p (r )∥q (r ))=
σ r
2+μr
2−1
2
−logσr . (4.1.21)
The same transformation of variables for the BC in (4.1.20) produces
BC=√ 2σ rσr2+1 exp [ −μr
2
4σ r
2+4 ] .  (4.1.22)
From the contours of (4.1.21) and (4.1.22), one can observe the range of possibilities for 
the relative means and relative standard deviations of SBDCs that would have a particular 
relative entropy or BC value.  Figure 4.1.1 displays some contour lines of the relative 
entropy calculated for relative means and relative standard deviations ranging between 0 
and 5.  Figure 4.1.2 displays contours of the BC for the same parameter ranges.  Because 
(4.1.21) and (4.1.22) contain terms with the relative mean squared, Figures 4.1.1-4.1.2 
could be displayed with reflections of the contours over the horizontal axis, but this is not 
displayed because it provides no additional insight.
149
150
Figure 4.1.1 Contour lines of the relative entropy between a decomposition coefficient 
PDF and the stationary PDF of the coefficient.
The most noteworthy difference between the relative entropy and the BC contours is that 
when the relative standard deviation is 1, the BC can improve with an increase in only the 
relative standard deviation whereas the relative entropy always degrades if the relative 
standard deviation moves away from 1 for a fixed relative mean.  Generally, increased 
uncertainty beyond the stationary level is undesirable; however, the BC rewards such an 
increase up to a point after which the BC degrades similar to the relative entropy.  
Because increasing the variance of a SBDC beyond the stationary variance without any 
improvement in the relative mean would not be beneficial; the BC is deemed less useful 
as a SBDC convergence metric than the relative entropy; thus, the BC will not be 
examined any further in this dissertation.  
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Figure 4.1.2 Contours of the BC calculated between a decomposition coefficient PDF and 
the stationary PDF of the coefficient.
To apply the relative entropy measure as a diagnostic for convergence of a particular 
mode, one must select an appropriate condition on the measure, which in this case is a 
maximum value for the relative entropy because smaller values of the relative entropy 
indicate better agreement between the PDF at a particular cycle and the reference PDF 
than larger values of the relative entropy.  Section 4.2 addresses making a choice for the 
maximum threshold of the modal relative entropy that indicates sufficient convergence.
4.2 Defining a Modal Convergence Diagnostic
With the relative entropy between a SBDC PDF and its stationary distribution as a 
measure of convergence, this section describes how to use that measure as a convergence 
diagnostic.  To formulate a diagnostic, a maximum threshold value is derived for the 
modal relative entropy from a simple assumption about what level of bias is acceptable 
when attempting to estimate a parameter from a random variable.  Implications of 
threshold selection are examined with an example that shows the effectiveness of two 
possible threshold choices.  Utilizing the predictive equations for the mean and variance 
of SBDCs from Chapter 2 allows application of the modal relative entropy as a predictive 
convergence diagnostic, which can ultimately be used for turning on or off extrapolation 
or some other convergence acceleration technique for which the SBDC PDFs can be 
estimated.
In general, a user desires that the bias in obtained results is negligible when compared 
with the uncertainty of those results.  In formulating this diagnostic, the expected values 
and variances of SBDCs and eigenvalues are assumed to be calculable.  A discussion of 
how they are calculated appears elsewhere in this document.  For a non-fundamental 
SBDC, one can quantify this desire by restricting the magnitude of the expected SBDC to 
be less than some multiple, Z, of the standard deviation of the SBDC, i.e., 
|E [vn(m) ]|≤Z√Var [vn(m)] (4.2.1)
where vn
(m)  may be considered the SBDC of mode n at cycle m for any MC source 
iteration scheme, not specifically the extrapolated power method, which it denotes 
elsewhere in this document.  In addition, when the results from N simulations or cycles 
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are combined, the bias in their mean will be considered negligible if it is less than the 
product of Z and the standard deviation of the mean, i.e., 
|E[ 1N ∑i=0
N−1
vn
(m,i)]|≤Z√Var [ 1N ∑i=0N−1 vn(m , i)] , (4.2.2)
where vn
(m,i)  is the SBDC of the ith simulation or ith tallied cycle.  For independent 
simulations, the SBDCs are uncorrelated and identically distributed; therefore, (4.2.2) 
simplifies to
|E [ vn(m) ]|≤ Z√N √Var [ vn
(m )] . (4.2.3)
This is a useful starting point for a modal convergence criterion; however, if a noise 
amplifying acceleration technique like extrapolation is in use, the variance may be 
unnecessarily large.  To account for modifications to the uncertainty, the stationary 
variance may be used; thus, the convergence criterion becomes
|E [vn(m) ]|≤ Z√N √ limm→∞ Var [un
(m )] (4.2.4)
where un
(m )  is the SBDC of mode n at cycle m for all m greater than some cycle M where 
the acceleration technique is switched off, which is the SBDC from standard power 
method in this dissertation.  However, for the limit in (4.2.4) to be an acceptable bound, 
the variance of the SBDC at cycle M must be greater than or equal to the stationary 
variance; otherwise, (4.2.3) may not be satisfied.  This will be shown to be satisfied by a 
condition on the modal relative entropy.
For multiple tallied cycles from a single simulation, the expected value of the summation 
in (4.2.2) is
|E [ 1N ∑i=0
N−1
vn
(m,i)]| = 1N |E [ vn(m)+vn(m+1)+...+vn(m+N−1)]|
=
1
N |E [ vn
(m) ]+E [vn(m+1)]+...+E [ vn(m+N−1)]|.
(4.2.5)
With the assumption that the standard power method would be used for any actively 
tallied cycles, the expected SBDCs of later cycles can be expressed as multiples of the 
first tallied cycle using the adjusted constant multiplier approximation in (2.2.24), which 
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transforms (4.2.5) to
|E [ 1N ∑i=0
N−1
vn
(m,i)]| = 1N |E [ vn(m) ]+E [vn(m)]ηn+...+E [ vn(m )]ηnN−1|. (4.2.6)
Equation (4.2.6) contains a geometric series with common ratio ηn=λn/λ1 ; therefore, 
the expectation evaluates to
|E [ 1N ∑i=0
N−1
vn
(m,i)]|= 1N |E [ vn(m )]||1−ηnN1−ηn | ∀ n>1. (4.2.7)
Continuing with multiple tallied cycles from a single simulation, the variance of the 
summation in (4.2.2) is
Var [ 1N ∑i=0
N−1
vn
(m, i)]= 1N2 ∑i=0
N−1
∑
j=0
N−1
Cov [ vn(m+i) , vn(m+ j )] (4.2.8)
Where Cov[x,y] indicates the covariance of x and y.  Considering the evidence in Section 
3.3.2, the sum of off-diagonal covariances shall be assumed positive for the standard 
power method, which is assumed to be used for tallied cycles.  As a result of this 
assumption, the variance of the sum has a lower bound that is the sum of the variances, 
i.e., 
Var [ 1N ∑i=0
N−1
vn
(m, i)]≥ 1N2 ∑i=0
N−1
Var [ vn(m+i )] . (4.2.9)
For ease of computation, the more restrictive condition on the right-hand side of (4.2.9) 
was required; therefore, the bias criteria in (4.2.2) becomes
|E [ vn(m) ]||1−ηnN1−ηn|≤Z√∑i=0
N−1
Var [vn(m+i) ] ∀n>1. (4.2.10)
Rather than conditioning convergence on the possibly elevated noise level from an 
acceleration technique, such as extrapolation, the stationary variance of the SBDC from 
the standard power method was used for the criterion, which similar to (4.2.4), yields
|E [vn(m) ]||1−ηnN1−ηn|≤Z√N limi→∞ Var [un(m+i )] ∀n>1. (4.2.11)
The relationship in (4.2.11) demonstrates the expected result that in the limit of infinitely 
many tallied cycles, the magnitude of the SBDC for the first tallied cycle is insignificant 
and may tend toward infinity without affecting the tallied summation of SBDCs.  Since 
154
the decay coefficient for the power method is greater than or equal to zero and less than 
one, then the multiplicative factor on the left-hand side of (4.2.11) follows the relation,
1
√N+1|1−ηn
N+ 1
1−ηn |< 1√N |1−ηn
N
1−ηn |<1 ∀ n>1, (4.2.12)
which ensures that if (4.2.11) holds for some value of N≥1 , then
|E [vn(m) ]||1−ηnN+ 11−ηn |≤Z √( N+1 ) limi→∞ Var [un(m+i)] ∀ n>1. (4.2.13)
Therefore, if an expected value of a SBDC PDF is sufficiently converged after m 
transport cycles when using N active cycles, then adding more active cycles to a 
calculation necessitates no additional discarded cycles because (4.2.12) may be applied 
recursively to show that the convergence condition holds for any number of tallied cycles 
greater than N.  This is in direct contrast with the condition for combining independent 
simulations in (4.2.4), which requires that the bias in the SBDC of the first tallied cycle 
must decrease when the number of simulations increases.  Dividing both sides of (4.2.11) 
by the terms containing ηn  yields the following sufficient convergence condition for the 
expected value of a SBDC PDF, 
|E [vn(m) ]|≤Z|1−ηn1−ηnN|√N limi→∞ Var [un(m+i )] ∀n>1. (4.2.14)
Determining an adequate number of actively tallied cycles is outside the scope of this 
dissertation; therefore, the simpler and more conservative condition if Z does not change 
is to diagnose convergence based on only a single tallied cycle, which will be used in the 
examples to follow, i.e., 
|E [vn(m) ]|≤Z√ limi→∞ Var [un(m+i )] ∀n>1. (4.2.15)
Thus, the convergence condition on the SBDC mean for multiple independent 
simulations in (4.2.4) and the convergence condition on the SBDC mean for multiple 
cycles from a single simulation in (4.2.15) are identical if N is used only to represent the 
number of independent simulations, which is the convention for the remainder of this 
document.  
For the sufficient convergence condition in (4.2.4) to satisfy the desired condition in 
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(4.2.2), the variances of the SBDCs must be reasonably close to their stationary 
variances.  Otherwise, the bias may satisfy the criterion of (4.2.4) but not the desired 
condition of (4.2.2).  As an example, if one were to start tallying after a single discarded 
cycle when using a well-converged source from a prior simulation with the same number 
of histories, the standard deviation of the SBDC after one cycle would be approximately 
1/7 of the stationary standard deviation for an eigenvalue ratio of 0.99 from (2.5.19),
lim
m→∞
Var [ũn(m )]=σn2 11− (λn/λ1 )2  ∀n>1. (4.2.16)
From the normal cumulative distribution function, the mean would be less than the 
stationary standard deviation but greater than the standard deviation of the current cycle  
for 57.4% of initial sources sampled from the stationary cycles of the prior simulation.  If 
(4.2.4) were used as a criterion without sufficiently converged variance, then an 
unacceptable amount of bias on tallies could result from the choice for the initial source.
Setting an upper bound for the modal relative entropy as an indicator of convergence 
enforces a condition on the variance in addition to the mean.  The maximum modal 
entropy threshold was determined using the condition on the expected values of SBDCs 
in (4.2.4).  In the notation of modal relative entropy from Section 4.1,
μ1=E [vn(m)] , (4.2.17)
σ1=√Var [vn(m) ], (4.2.18)
and
σ2=√ limm→∞ Var [un(m )]=
σn
√1−(λn/λ1 )2 . (4.2.19)
Therefore, the sufficient convergence condition on the expected value of SBDCs in 
(4.2.4) may be expressed as
|μr|≤Z /√N . (4.2.20)
The modal relative entropy has an associated maximum threshold value where this 
convergence condition on the relative mean is always satisfied.  The maximum modal 
relative entropy threshold for a condition on the relative mean can be found by examining 
the partial derivatives of (4.1.21) to find a local maximum.  The first and second partial 
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derivatives of (4.1.21) with respect to the relative standard deviation, 
∂
∂σ r
D ( p(r )∥q(r ))=σr−
1
σr ∀σ r>0 (4.2.21)
and
∂2
∂σ r
2 D ( p(r)∥q (r ))=1+
1
σr
2 ∀σr>0, (4.2.22)
reveal that for a particular relative mean, the modal relative entropy is minimized when 
σ r=1  because the first derivative, (4.2.21), is zero, and the second derivative, (4.2.22), 
is always positive.  Therefore, the greatest modal relative entropy that always satisfies the 
relative mean convergence criterion in (4.2.20), which shall be referred to as Dmax, is
Dmax=
Z2
2 N
(4.2.23)
as calculated from (4.1.21) with σr=1  and μr=Z /√N .  
Secondly, the extremes of the converged relative standard deviation for a modal relative 
entropy threshold of Dmax are found by setting μr=0 in (4.1.21) yielding
Dmax=
σ r
2+μr
2−1
2
−logσ r∣
μr=0
Dmax=
σ r
2−1
2
−logσ r ,
(4.2.24)
which can be solved for σ r numerically by the Newton-Raphson method for example.  
For all positive values of Dmax, (4.2.24) has two positive roots.  The symbols σmin  and 
σmax  shall refer to the lesser and greater of the two roots of (4.2.24), respectively.  As an 
example, for a maximum relative mean of 0.1, the bounds on the relative standard 
deviation for a sufficiently converged SBDC are [0.93175, 1.07325].  Thus when using 
modal relative entropy to diagnose convergence, the SBDC PDFs must be close to the 
stationary distribution in both mean and variance.  
The choice for Z depends on the error tolerance of a user.  For this dissertation, 
convergence was investigated with two reasonable choices for Z, and those are 0.1 and 
√2/π .  The first option, Z=0.1 , is equivalent to stating that the bias in a random 
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variable should be an order of magnitude less than the standard deviation of that variable. 
The second option, Z=√2 /π , arises from conditioning convergence on the expected 
value of a SBDC being less than the stationary expected absolute value of the SBDC 
from (2.5.30), which is
E [vn(m)]≤ lim
m→∞
E [|un(m)|]=√ limm→∞ Var [un(m)]√ 2π . (4.2.25)
As a demonstration, applying the condition on the modal relative entropy in (4.2.23) for 
1000 repetitions of a single simulation yielded the expected number of discarded cycles 
in Table 4.2.1 for the uniform slab in Appendix A with 4.0E5 histories starting from a far-
from-converged source using 256 bins and an extrapolation parameter of 0.98 applied for 
500 cycles.
Transport
Scheme
Dmax=1/π Dmax=0.005
Discard Cycles Discard Cycles
Standard 410 660
Coarse Extrapolation 215 572
Fine Extrapolation 214 572
Table 4.2.1: Minimum number of discarded cycles for different modal relative entropy 
convergence criteria applied to the second mode of the uniform slab in Appendix A.
As can be seen in Table 4.2.1, the more restrictive modal entropy condition of 
Dmax=0.005  suggests far more discarded cycles than Dmax=1/π  for the extrapolated 
transport schemes.  This notable increase occurs because the sufficient convergence level 
of Dmax=0.005  does not include the stationary relative standard deviation with 
extrapolation enabled while Dmax=1/π  does, which Figure 4.2.1 shows.  The flat region 
of the modal relative entropy in Figure 4.2.1 between approximately cycles 300 and 500, 
indicates that too many cycles were extrapolated.  This observed behavior is not 
necessarily characteristic of all modes.  For example, mode 31 of the uniform slab 
converges slower under extrapolation than the standard power method as Figure 4.2.2 
shows.  Additionally, under fine-mesh extrapolation, mode 31 is not sufficiently 
converged until after extrapolation ceases for both modal relative entropy threshold 
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choices.
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Figure 4.2.1 Modal relative entropy of second mode for the uniform slab problem with 
4E5 histories per cycle.
Figure 4.2.2 Modal relative entropy of mode 31 for the uniform slab problem with 4E5 
histories per cycle.
Use of the equations for the mean and variance from the adjusted constant multiplier 
approximation from Chapter 2 can predict most of the observed behaviors.  To better 
explain the observed behaviors in the modal relative entropy diagnostic, the modal 
relative entropy definition from (4.1.21) can be split into two components Dμ  and Dσ  
where Dμ  is the component of the modal entropy related to the relative mean, such that
Dμ=
μr
2
2
, (4.2.26)
And Dσ  is the component of the modal entropy related to the spread of the SBDC PDF, 
the relative standard deviation, which is defined as
Dσ=
σ r
2−1
2
−logσ r . (4.2.27)
The modal entropies are related by 
D (p (r )∥q (r ))=Dμ+Dσ . (4.2.28)
In the limit of infinitely many standard power method cycles, both modal entropy 
components approach zero.  Figure 4.2.3 displays these modal relative entropy 
components for the fine-mesh extrapolated simulations and the standard power method 
simulations of the diffuse uniform slab.  From Figure 4.2.3, one can see that the relative 
mean dictated the modal entropy of the standard power method because the Dσ  
component was roughly a factor of 1E3 smaller than Dμ  or less for each cycle.  For the 
extrapolated simulations, Dμ  dominated the convergence behavior until approximately 
cycle 245 where Dσ  became greater than Dμ  and stayed that way throughout the 1000 
simulated cycles.  The variance component Dσ  plateaued in the vicinity of cycle 100 and 
stayed at that level throughout the remaining 400 extrapolated cycles, then proceeded to 
fall at a rate faster than the relative mean under the standard power method.  That faster 
decay of Dσ  versus Dμ  is the reason that the number of discarded cycles for the 
Dmax=0.005  threshold was fewer with extrapolation than the standard power method 
despite extrapolation being executed for too many cycles.  The empirical data deviates 
from the constant normalization theory at the lower modal entropy value because the data 
was collected from a finite sample size of 1000 simulations for each iterative scheme.  
The statistical uncertainty in calculating the mean and variance from a finite sample 
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ensures that the empirical data must diverge from the theory at some point when the 
entropy components should approach zero in theory.  The theory breaks down for mode 
31 under coarse-mesh extrapolation because the mode is not well-represented by the 
extrapolation grid, which gives rise to an inconsistent impact from extrapolation.  This 
divergence is evident in Figure 4.2.2 because the modal relative entropy of the coarse-
mesh extrapolation scheme transitioned from the path of the empirical modal entropy 
from the fine-mesh extrapolation scheme to the stationary empirical modal entropy of the 
standard power method scheme during extrapolated cycles.  Therefore, the adjusted 
constant multiplier approximation may be combined with the modal entropy diagnostic, 
which includes a chosen threshold, to predict a minimum number of cycles that should be 
discarded to sufficiently converge the source distribution with respect to a particular 
mode if that mode is adequately represented by the applied mesh.  To construct the 
adjusted constant multiplier approximation equations for the mean and variance, the user 
must have knowledge of or reasonable approximations for all of the following variables: 
βn, Y /β1, α , λn/ λ1 , σn ,  and the number of extrapolated cycles.  Assuming that the user 
has some knowledge of at least the largest eigenvalue ratio and that an estimate for σn  
can be obtained from the method in Section 3.4, the user must determine or estimate the 
parameters relating to the initial SBDCs, βn  and Y /β1 , which the next section 
addresses.
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Figure 4.2.3 Modal relative entropy components of second mode for the uniform slab 
problem with 4E5 histories per cycle.
4.3 Selecting the Extrapolation Cutoff Cycle
Finding an optimum number of extrapolated cycles to converge a particular mode 
requires that one have a measure of convergence over which the accelerated algorithm 
can be optimized and a termination condition.  The modal relative entropy in Section 4.2 
provides such a measure of convergence for the PDF of a SBDC and a sufficient 
convergence condition for that PDF.  Using the adjusted multiplier equations from 
Section 2.3, which describe the evolution of the PDF of an extrapolated SBDC, the 
number of discarded cycles that are needed to sufficiently converge a SBDC PDF under 
the modal entropy diagnostic can be estimated.  The technique also works for 
determining the number of cycles that should be discarded for standard power method 
schemes.  This section contains the details of a numerical iteration to determine how 
many cycles should be extrapolated and discarded for a particular extrapolation 
parameter, such that the total number of cycles that should be discarded to sufficiently 
converge a single mode is minimized.  Using this numerical iteration, the affects of 
variations in relevant variables on the efficacy of extrapolation are examined.
The primary reason for applying extrapolation is to hasten convergence by reducing the 
magnitude of decay coefficients of non-fundamental modes, which appear in (1.3.10) as
ηn=(1+ α)
λn
λ1
−α ∀n≥1 . (4.3.1)
However, the extrapolation induces higher stationary variances in the SBDCs as 
discussed in Section 2.5.  As a result of the increased stationary variance, the 
extrapolation should be turned off at a particular cycle, mn ,cut , which may differ for each 
mode; the subscript n indicates mode number.  To satisfy the modal entropy convergence 
criterion of Section 4.2, more discarded cycles beyond mn ,cut  may be required to 
sufficiently converge the mode; the total number of discarded cycles shall be denoted by 
mn ,discard .  For compactness of display in equations, the subscript n, which indicates the 
mode number, is dropped, and the descriptors shortened to one letter, e.g., mn ,cut≡mc ; 
however, in sentences, the full variable names will always be displayed.  For the purpose 
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of this predictive analysis, extrapolation is assumed to have been used for enough cycles 
such that the adjusted constant multiplier approximation from Section 2.3 applies at or 
before the cutoff cycle.  Thus, at the cutoff cycle, the expected values of extrapolated 
SBDCs from (2.3.17) are
E [~v n(mc) ]=βn Yβ1 ηn
mc , (4.3.2)
and the variances of extrapolated SBDCs from (2.5.22) are
Var [~v n(mc)]=
1−ηn
2 mc
1−ηn
2 (1+α )
2σn
2 ∀|ηn|≠1. (4.3.3)
After turning off extrapolation, the SBDC diminishes by the decay coefficient of the 
standard power method n/1 , and noise is introduced in subsequent cycles without 
amplification as in (2.2.9),
~v n
(m+1)=
λn
λ1
~v n
(m)+ξn
(m+1)∀m>mc , (4.3.4)
such that the SBDCs of the extrapolated algorithm after the cutoff cycle are described by 
their expected values,
E [~v n(m) ]=βn Yβ1 ηn
mc(λnλ1 )
m−mc
∀m>mc , (4.3.5)
and variances,
Var [~v n(m)]=(1+α )2
1−ηn
2mc
1−ηn
2 σn
2(λnλ1 )
2 (m−mc )
+
1− (λn/λ1 )
2 (m−m c)
1−(λn/λ1 )
2 σn
2 ∀m>mc ,|ηn|≠1. (4.3.6)
The variance in (4.3.6) and the mean in (4.3.5) fully describe the PDFs of extrapolated 
non-fundamental mode SBDCs because they are normally distributed when using a 
sufficient number of histories per cycle.  In running simulations, these PDF-defining 
equations may be better approximated in cycles that are far from converged by including 
actual normalization factors as Section 2.5 describes.
With an estimate for the PDF of a non-fundamental SBDC, the modal relative entropy 
can be evaluated to find an optimal value of mn ,cut  that minimizes mn ,discard .  A simple 
search algorithm was used to find the optimal value of mn ,cut  that started with mn ,cut=0 , 
and thus, mn ,discard  started with the number of discard cycles associated with the standard 
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power method.  Then the algorithm repeatedly incremented mn ,cut  by 1 and calculated 
the modal relative entropy.  If the increase in mn ,cut  reduced the modal relative entropy, 
then the lowest possible value of mn ,discard  that kept the modal relative entropy under 
Dmax was found and the search continued; otherwise, the search terminated.  After 
termination, the selected value of mn ,cut  was the smallest value of mn ,cut  that minimized 
mn ,discard .  This choice avoids any computational expense of extrapolation that does not 
result in a reduction of the number of discarded cycles.  Also, a MC code may be 
implemented in such a way that a user can adjust the number of discarded cycles after 
running a simulation [1]; therefore, this choice avoids unnecessary extrapolated cycles 
that would likely not be used for tallies because of the potential bias in the source 
distribution from extrapolation as explained in Section 2.4.
For any selected number of extrapolated cycles, the number of discard cycles was 
calculated by first calculating the modal relative entropy at the cutoff cycle.  If the modal 
entropy after mn ,cut  cycles was less than or equal to Dmax, then mn ,discard=mn,cut ; 
otherwise, the number of discard cycles was calculated by finding the larger of the 
minimum number of cycles needed to converge the relative mean and the minimum 
number of cycles needed to converge the relative standard deviation; then if necessary, 
additional discard cycles were added until the modal entropy condition was satisfied.  
Using the relative mean condition in (4.2.20), the number of discard cycles for a non-
fundamental mode must satisfy
|E [~v n(md)]|
lim
m→∞
√Var [~u (m )]
=
|βn|
Y
β1
ηn
mc( λnλ1 )
md−mc
σn [1− (λn/λ1 )2 ]−1 /2
≤ Z
√N
∀
λn
λ1
≠1
(md−mc ) log
λn
λ1
≤log {Zσn [1−(λn/λ1 )2 ]
−1/2
√N|βn|
Y
β1
ηn
mc } ∀ηn≠0 , λnλ1≠0or 1
md−mc≥
1
log
λn
λ1
log{Z σn [1−(λn/ λ1 )2 ]
−1 /2
√N|βn|
Y
β1
ηn
mc } ∀ηn≠0 , λnλ1≠0or 1
(4.3.7)
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Considering the practical limitations that mn ,discard  is an integer and must be greater than 
or equal to mn ,cut , the condition in (4.3.7) refines to
md≥mc+max [0, ceil( 1log λnλ1 log{Z σn [1− (λn/λ1 )2 ]
−1 /2
√N|βn|
Y
β1
ηn
mc })] ∀ηn≠0, λnλ1≠0 or1 (4.3.8)
Where ceil[] is the ceiling function, which rounds rational numbers up to the nearest most 
positive integer, and max[] is a function that returns the most positive argument.  For the 
special case of ηn=0  with mn ,cut≥1 , the minimum number of discards to satisfy the 
relative mean condition is equal to mn ,cut , and for the other special case of λn=0  and 
ηn≠0 , mn ,discard=mn ,cut+1  if the relative entropy at cycle mn ,cut  is greater than Dmax 
according to the first step in the procedure.  
Additionally, the number of cycles needed to sufficiently converge the relative standard 
deviation depends on how the relative standard deviation at the cutoff cycle relates to 
σmin  and σmax , the roots of (4.2.24).  If the relative standard deviation is between σmin  
and σmax , then the minimum number of discard cycles is greater than or equal to mn ,cut .  
However, if the relative standard deviation at the cutoff cycle is less than σmin , then the 
variance from (4.3.6) is sufficiently converged after mn ,discard  cycles when
σmin
2 σ∞
2 ≤Var [~v n(md ) ] ∀md>mc ,|ηn|≠1,λn≠λ1
σmin
2 σ∞
2 ≤Var [~v n(mc ) ](λnλ1 )
2(md−mc)
+[1−( λnλ1 )
2 (md−mc)]σ∞2
(σmin2 −1)σ∞2 ≤{Var [~v n(mc) ]−σ∞2 }(λnλ1 )
2(md−mc)
(4.3.9)
where the definition of the stationary standard deviation σ∞  from (2.5.19) is
σ∞
2 =lim
m→∞
Var [~un(m)]=
σn
2
1−(λn /λ1 )
2 . (4.3.10)
Since the relative standard deviation at the cutoff cycle is less than σmin  for the condition 
in (4.3.9), the variance at the cutoff cycle is less than the stationary variance, which 
necessitates a reversal of the conditional relationship in (4.3.9) when dividing by their 
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difference, i.e., 
(σmin2 −1)σ∞2
{Var [~v n(mc) ]−σ∞2 }
≥(λnλ1 )
2(md−mc )
. (4.3.11)
For the special case of λn=0 , (4.3.11) yields mn ,discard≥mn ,cut+1 ; otherwise, taking the 
logarithm of both sides of (4.3.11) and observing that the square of the eigenvalue ratio is 
a positive number less than one yields 
log{ (σmin2 −1)σ∞2Var [~v n(mc)]−σ∞2 }
2 log|λn/λ1|
+mc≤md .
(4.3.12)
Since only an integer number of cycles may be discarded, the ceiling function corrects 
(4.3.12) to
ceil [ log { (σmin
2 −1 )σ∞2
Var [~v n(mc )]−σ∞2 }
2 log|λn/λ1| ]+mc≤md . (4.3.13)
Conversely, if the relative standard deviation at the cutoff cycle is greater than σmax , then 
the variance from (4.3.6) is sufficiently converged after mn ,discard  cycles when
σmax
2 σ∞
2 ≥Var [~v n(md )] ∀md>mc ,|ηn|≠1,λn≠λ1
σmax
2 σ∞
2 ≥Var [~v n(mc) ](λnλ1 )
2(md−mc)
+[1−( λnλ1 )
2 (m d−mc)]σ∞2
(σmax2 −1)σ∞2 ≥{Var [~v n(mc) ]−σ∞2 }(λnλ1 )
2 (md−mc)
.
(4.3.14)
Since the relative standard deviation at the cutoff cycle is greater than σmax  for the 
condition in (4.3.14), the variance at the cutoff cycle is greater than the stationary 
variance, which does not necessitate a reversal of the conditional relationship in (4.3.14) 
when dividing by their difference, i.e., 
(σmax2 −1 )σ∞2
{Var [~v n(mc) ]−σ∞2 }
≥(λnλ1 )
2(md−mc )
, (4.3.15)
which is in contrast with the sign change in (4.3.11).  For the special case of λn=0 , 
(4.3.15) yields mn ,discard≥mn, cut+1 ; otherwise, taking the logarithm of both sides of 
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(4.3.15) and observing that the square of the eigenvalue ratio is a positive number less 
than one yields 
log{ (σmax2 −1 )σ∞2Var [~v n(mc)]−σ∞2 }
2 log|λn/λ1|
+mc≤md .
(4.3.16)
Since only an integer number of cycles may be discarded, the ceiling function corrects 
(4.3.16) to
ceil [ log { (σmax
2 −1)σ∞2
Var [~v n(mc )]−σ∞2 }
2 log|λn/λ1| ]+mc≤md . (4.3.17)
The equations (4.3.13) and (4.3.17) for the minimum number of discarded cycles needed 
to sufficiently converge the relative standard deviation of a SBDC PDF are identical in 
form with the only difference being the bounding relative variance term.  Solving (4.3.8) 
and (4.3.13) or (4.3.17), as appropriate, and using the larger of the two values for 
mn ,discard  yields the minimum number of cycles that are required to enter a rectangular 
region of a plot similar to Figure 4.1.1 that tightly bounds the modal entropy convergence 
region associated with Dmax , which is semi-circular in shape.  Therefore, after 
determining a value for mn ,discard  from the aforementioned equations, the value of the 
modal entropy was checked against Dmax , and if the modal entropy was too large, an 
additional discard cycle was added and the modal entropy was checked again.  The 
process was repeated until the modal entropy was less than or equal to Dmax .  This 
process could potentially be optimized further, but that was left as potential future work if 
the algorithm is to be implemented into a production level code.
As an example calculation, the uniform slab problem in Appendix A with 4E+3 histories 
per cycle and the 33-mode starting source has the relevant parameters that Table 4.3.1 
specifies.  Using (4.3.8) and (4.3.17), the minimum number of discarded cycles that are 
sufficient to converge the relative means and relative standard deviations for two different 
modal entropy convergence levels were calculated.  Tables 4.3.2 and 4.3.3 summarize 
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those results for maximum entropy levels of 1/π  and 0.005, respectively.  In the column 
headers of Tables 4.3.2 and 4.3.3,  μr
(md ) , σ r
(md) , and D(md )  indicate the relative mean, 
relative standard deviation, and modal relative entropy, respectively, of a SBDC PDF at 
the first cycle that is greater than or equal to the number of extrapolated cycles with a 
sufficiently converged modal entropy that is below the specified threshold value.  For the 
less stringent convergence criterion derived from using Z=√2 /π , which necessitates 
σmax=1.61 , only mode number 2 required additional cycles beyond the extrapolation 
cutoff to sufficiently converge, which was 133 cycles.  Mode 2 required more discarded 
cycles than was indicated to converge both the relative mean, which was 125, and the 
relative standard deviation, which was 100, because the modal relative entropy at cycle 
125 fell in the region outside of the convergence contour but inside the enclosing 
rectangle of the discard search algorithm.  The relative standard deviation of all four 
modes in Table 4.3.2 were sufficiently converged without needing any standard power 
method cycles because the choice for the extrapolation parameter was small enough to 
keep the converged relative standard deviations below the σmax=1.61  threshold.  For the 
more restrictive convergence criterion derived from using Z=0.1 , which requires 
σmax=1.07 , all four of the modes in Table 4.3.3 required some cycles beyond the 
extrapolation cutoff to be sufficiently converged.  Mode 2 required 331 cycles to 
sufficiently converge the relative mean and modal entropy, which was greater than 100, 
the number of extrapolated cycles; however, only 193 cycles were needed to sufficiently 
converge the relative standard deviation, which was a difference of 138.  Such a large 
difference indicates that more cycles should have been extrapolated to converge the 
relative mean faster.  For the higher numbered modes, the relative standard deviations 
required more cycles to converge than the relative means, which indicates that fewer 
cycles could have been extrapolated to sufficiently converge those modes with fewer 
cycles.
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Mode 1 2 3 4 5
λn/λ1 1.00E+0 9.90E-1 9.74E-1 9.52E-1 9.25E-1
σ∞ 1.53E-3 7.80E-3 4.85E-3 3.62E-3 2.93E-3
βn 5.06E-2 4.28E-2 2.92E-2 2.14E-2 1.68E-2
Y 6.92E-2 6.92E-2 6.92E-2 6.92E-2 6.92E-2
Y /β1 1.37E+0 1.37E+0 1.37E+0 1.37E+0 1.37E+0
α 9.80E-1 9.80E-1 9.80E-1 9.80E-1 9.80E-1
ηn 1.00E+0 9.80E-1 9.48E-1 9.05E-1 8.52E-1
mc 100 100 100 100 100
μr
(mc) NA 1.02E+0 3.99E-2 3.66E-4 8.64E-7
σ r
(mc) NA 1.40E+0 1.42E+0 1.42E+0 1.43E+0
D(mc ) NA 8.48E-1 3.53E-1 3.61E-1 3.72E-1
Table 4.3.1: Parameters of uniform slab problem with 33-mode starting source that are 
used to predict the number of discarded cycles.
mn ,discard  To 
Converge
DC PDF Properties 
When First Converged
Mode μr σ r D μr
(md ) σ r
(md) D(md )
2 125 100 133 7.30E-1 1.22 3.12E-1
3 100 100 100 3.99E-2 1.42 1.56E-1
4 100 100 100 3.66E-4 1.42 1.61E-1
5 100 100 100 8.64E-7 1.43 1.68E-1
Table 4.3.2: Number of discard cycles, mn,discard, required to converge various modes of the 
uniform slab problem for Dmax=3.18E-1 with mn,cutoff=100 along with relevant properties 
of the SBDC PDFs after their first sufficiently converged cycles.
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 mn ,discard  To 
Converge
DC PDF Properties 
When First Converged
Mode μr σ r D μr
(md ) σ r
(md) D(md )
2 331 193 331 9.97E-2 1.00 5.00E-3
3 100 137 137 1.49E-2 1.07 4.64E-3
4 100 120 120 1.37E-4 1.07 4.70E-3
5 100 113 113 3.15E-7 1.07 4.51E-3
Table 4.3.3: Number of discard cycles, mn,discard, required to converge various modes of the 
uniform slab problem for Dmax=5.0E-3 with mn,cutoff=100 along with relevant properties of 
the DC PDFs after their first sufficiently converged cycles.
By inputing different parameters into the cutoff and discard cycle search algorithm, one 
can observe how each parameter affects the output of the algorithm.  Inspecting the 
equations governing the SBDC PDFs reveals which parameters affect convergence.  
Dividing the SBDC variance from (4.3.6) by the stationary standard power method 
SBDC variance from (4.3.10) yields 
σ r
2=(1+α )2
1−ηn
2 mc
1−ηn
2 [1−( λnλ1 )
2]( λnλ1 )
2 (m−mc)
+1−(λnλ1 )
2(m−mc)
∀m>mc ,|ηn|≠1. (4.3.18)
From (4.3.18), one can see that the relative variance and relative standard deviation of a 
mode depend on the extrapolation parameter, the eigenvalue ratio, the number of 
extrapolated cycles, and the total number of cycles run.  The relative mean from (4.3.7) is 
μr=
|E [~v n(m ) ]|
σ∞ =
|βn|
σn
Y
β1
ηn
mc( λnλ1 )
m−mc
√1−(λn/ λ1 )2 ∀ λnλ1≠1. (4.3.19)
In (4.3.19), the same parameters as for the variance compose the relative mean with one 
additional parameter, the grouped coefficient, which is defined as
T≡|
βn|
σn
Y
β1
. (4.3.20)
Substituting the definition for the grouped coefficient into (4.3.19) simplifies the 
expression for the relative mean to 
μr=T ηn
mc(λnλ1 )
m−mc
√1−(λn/λ1 )2 ∀ λnλ1≠1. (4.3.21)
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 Figure 4.3.1 shows an example of how varying the grouped coefficient affects the 
minimum number of cycles that are required to sufficiently converge the modal relative 
entropy for a mode with λn/λ1=0.99  and α=1.0  to the more restrictive condition of 
Dmax=5.00E-3 .   From Figure 4.3.1, one can see the relatively flat region for values of T 
that are less than or equal to 1, which corresponds to convergence conditioned primarily 
on the relative variance.  As the grouped coefficient increases beyond 1, the number of 
discards associated with extrapolation increases sharply because adding additional 
extrapolated cycles is prohibitive because the relative variance would reach beyond the 
convergence limits.  Eventually, the lines displaying the number of discarded cycles with 
extrapolation and the number of extrapolated cycles approach being parallel.  The vertical 
distance between them is equal to the number of standard power method cycles that are 
required to sufficiently converge the stationary relative variance to σmax
2 .  Because 
extrapolation essentially reduces the eigenvalue ratio of the mode, the number of discards 
associated with the standard power method increases at a faster rate than that associated 
with the extrapolated power method.
The line representing the number of extrapolated cycles in Figure 4.3.1 appears wider and 
more jagged than the others because of the chosen algorithm for selecting the optimal 
number of extrapolated cycles.  A zoomed view of a narrow range of T values in the 
asymptotic parallel region of Figure 4.3.1 reveals a regular alternating pattern in the 
number of extrapolated cycles, which Figure 4.3.2 displays.  In Figure 4.3.2, one can see 
that for every increase in the number of discarded cycles, there is initially a decrease in 
the number of extrapolated cycles.  This is a direct consequence of my choice to use the 
fewest extrapolated cycles that will sufficiently converge the modal relative entropy.  The 
number of discarded cycles is a step function that only allows integer increments.  When 
an additional discarded cycle is necessitated by an infinitesimal increase in T, then the 
modal relative entropy may drop below the convergence threshold far enough that some 
extrapolated cycles may be removed while keeping the modal entropy below the 
threshold.  If one continues to increase T, then those extrapolated cycles may be added 
back to the simulation incrementally until reaching one more than the maximum reached 
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before the drop because of the additional discarded cycle.  Adding any more extrapolated 
cycles necessitates an increase in the number of discarded cycles to keep the relative 
variance within the convergence bounds.  This pattern repeats in perpetuity for increasing 
values of T.  If the algorithm had been designed to minimize the modal relative entropy, 
then the number of extrapolated cycles would increase with each increment of the 
number of discarded cycles when at their asymptotic parallel behavior.
As (4.3.18) and (4.3.21) show, the eigenvalue ratio affects the relative variances and 
means at different cycles, which in turn affects the minimum number of discarded cycles 
that are needed to sufficiently converge the modal relative entropy.  As an example, 
Figure 4.3.3 displays the minimum numbers of discarded cycles associated with various 
eigenvalue ratios for a mode that has a relatively large grouped coefficient of T=105  
and an extrapolation factor of  α=0.5 .  The number of discarded and extrapolated cycles 
associated with the extrapolated power method in Figure 4.3.3 has a notable dip in the 
vicinity of λn/λ1=0.33 .  The dip in the curves corresponds to the modes whose decay 
coefficients approach zero as a result of extrapolation.  Increasing α  would shift the dip 
toward greater eigenvalue ratios, and the opposite is true when reducing α .  Some of the 
jaggedness in the number of extrapolated cycles that can be seen in Figure 4.3.2 is visible 
in Figure 4.3.3 with the same reasoning as the previous paragraph mentions; however, the 
pattern is reflected for eigenvalue ratios less than 0.33 because those modes have 
negative decay coefficients, which get worse as the eigenvalue ratio decreases.  For the 
lowest range of eigenvalue ratios, extrapolation does not offer any benefit as Figure 4.3.3 
shows for eigenvalue ratios below approximately 0.22.  At the opposite end of the 
spectrum, the number of discarded cycles grows faster than an exponential curve, and the 
difference between the number of discarded cycles under the standard power method and 
under the extrapolated power method also grows as the eigenvalue ratio increases.
The relationship between the eigenvalue ratio and the number of discarded cycles differs 
somewhat when the relative mean is well converged.  Figure 4.3.4 shows an example 
where T=0.0  and α=0.5 .  The dip in the number of discarded cycles from 
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extrapolation occurs at a greater value for the eigenvalue ratio than in the previous 
example.
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Figure 4.3.2 Optimal numbers of extrapolated and discarded cycles to sufficiently 
converge a problem with λn /λ1 = 0.99 and α=1.0 for a narrow range of T values.
Figure 4.3.1 Optimal number of cycles by type that are required to sufficiently converge a 
problem with λn /λ1 = 0.99 and α=1.0 for a range of grouped coefficient T values.
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Figure 4.3.4 Plot of expected numbers of cycles that are required to sufficiently converge 
modes with T=0.0, α=0.5, and various eigenvalue ratios.
Figure 4.3.3 Plot of expected numbers of cycles that are required to sufficiently converge 
modes with T=1E5, α=0.5, and various eigenvalue ratios.
λn/λ1
Extrapolation Standard Reduction in 
# of Cycles 
to Discard
Percentage 
of Reduction 
(%)mn ,cut mn ,discard # to Discard
0.918 26 43 70 27 38.6
0.927 30 48 79 31 39.2
0.936 33 55 89 34 38.2
0.945 41 63 103 40 38.8
0.954 48 75 122 47 38.5
0.963 57 93 149 56 37.6
0.972 74 121 193 72 37.3
0.981 104 175 275 100 36.4
0.990 187 318 493 175 35.5
0.999 1364 2618 3799 1181 31.1
Table 4.3.4: While holding constant T=100 and α=1.0 the number of discard cycles were 
calculated for various eigenvalue ratios satisfying Dmax=5.0E-3.
λn/λ1
Extrapolation Standard Reduction in 
# of Cycles 
to Discard
Percentage 
of Reduction 
(%)mn ,cut mn ,discard # to Discard
0.918 2 2 12 10 83.3
0.927 2 2 14 12 85.7
0.936 2 2 16 14 87.5
0.945 3 3 18 15 83.3
0.954 3 3 22 19 86.4
0.963 4 4 27 23 85.2
0.972 5 5 36 31 86.1
0.981 8 8 53 45 84.9
0.990 14 14 100 86 86.0
0.999 142 142 1002 860 85.8
Table 4.3.5: While holding constant T=0.0 and α=1.0, the number of discard cycles were 
calculated for various eigenvalue ratios satisfying Dmax=5.0E-3.
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TExtrapolation Standard Reduction in 
# of Cycles 
to Discard
Percentage 
of Reduction 
(%)mn ,cut mn ,discard # to Discard
1.00E-2 14 14 100 86 86.0
1.00E-1 14 14 100 86 86.0
1.00E+0 17 18 107 89 83.2
1.00E+1 73 202 264 62 23.5
1.00E+2 187 318 493 175 35.5
1.00E+3 301 432 722 290 40.2
1.00E+4 415 546 951 405 42.6
1.00E+5 529 660 1180 520 44.1
1.00E+6 643 774 1409 635 45.1
1.00E+7 757 888 1638 750 45.8
Table 4.3.6: While holding constant λn /λ1 = 0.99 and α=1.0, the number of discard cycles 
were calculated for various values of the grouped coefficient satisfying Dmax=5.0E-3.
α
Extrapolation Standard Reduction in 
# of Cycles 
to Discard
Percentage 
of Reduction 
(%)mn ,cut mn ,discard # to Discard
0.125 365 448 493 45 9.1
0.25 325 415 493 78 15.8
0.5 257 370 493 123 24.9
1 187 318 493 175 35.5
2 120 274 493 219 44.4
4 71 249 493 244 49.5
8 38 246 493 247 50.1
16 19 260 493 233 47.3
32 9 287 493 206 41.8
64 3 326 493 167 33.9
Table 4.3.7:  While holding constant T=100 and λn /λ1 = 0.99, the number of discarded 
cycles were calculated for various extrapolation parameters satisfying Dmax=5.0E-3.
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For the purpose of determining a priori when active cycles should begin, a conservative 
estimate should overestimate the number of discard cycles to avoid including biased 
results.  For determining when to stop extrapolating, a conservative number of cycles is 
too low because extrapolation introduces a bias in the variance and requires more 
computational work.  With conservatism in mind, a high estimate for βn  should be 
assumed for predicting convergence.  However, for determining when to stop 
extrapolation, a low estimate for βn  is preferable.  A low estimate for λn/λ1  is preferable 
for predicting a cutoff for acceleration, and the converse is true for choosing when to start 
active cycles.  Additionally, a high estimate for n  will predict an earlier cutoff cycle 
than a low estimate would; therefore, a conservative use for turning off extrapolation 
would be to assume higher variance, and a low variance estimate would be preferred for 
calculating the first active cycle.  The appropriate choice for α  will depend on the 
estimates for the other parameters and a numerical search that is left for potential future 
research.
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Chapter 5. Summary and Conclusions
With a few assumptions, equations, referred to as the constant multiplier model, were 
derived that govern the PDFs of eigenfunction DCs of fission source estimates from MC 
neutron transport simulations.  The PDFs generated from collected evidence follow the 
model equations with a reasonable degree of accuracy, which supports the reasonableness 
of the assumptions used to generate the model equations.  A new diagnostic for fission 
source convergence is defined by setting a criterion for the difference between the PDFs 
at each cycle and their stationary PDFs.  The new diagnostic highlights how the 
extrapolated power method with an appropriate cutoff cycle can be an improvement over 
the standard power method, which contradicts prior published work addressing linear 
extrapolation.  Using the PDF equations, a prescription for the optimal number of 
extrapolated and standard cycles is generated for two specified levels of convergence.  
After a specified level of convergence is reached, the user has a reasonable estimate for 
the potential bias from the initial source and an estimate for the variance in each 
eigenmode component of the fission source estimate.  This information is useful for 
determining when to begin tallying; however, the task of determining how the bias and 
variance in SBDCs translates to bias and variance of desired quantities, such as neutron 
flux in a fuel element, is left as potential future research.
There are 4 primary assumptions that are needed to generate the model and one additional 
assumption that enables obtaining useful inferences from the model.  The first assumption 
is that the normalized transport operator is unbiased, which is known from prior research 
to be approximately true for sufficiently many histories.  The second assumption is that 
normalizations are uncorrelated with noise introduced in prior cycles, which is a corollary 
of the unbiased nature of the operator.  The third assumption is that the covariance of 
noise components is zero between different cycles, which was shown to be reasonable 
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because it leads to conservative estimates for the variance of SBDCs for the purpose of 
diagnosing convergence.  The fourth assumption is that the normalizations and single-
cycle variances of SBDCs approach steady state distributions that may be approximately 
represented by constants.  Empirical evidence from simulations starting with well 
converged source distributions supports the validity of this fourth assumption.  For 
inference purposes, an additional assumption is made that the SBDC PDFs are normally 
distributed because without knowledge of the distribution, confidence intervals cannot be 
known.  The unnormalized IBDCs are shown to be normally distributed by rigorous 
application of the central limit theorem, which may be extended to the normalized 
SBDCs under the assumption of approximately constant normalization.  Empirical 
evidence supports the normality assumption for sufficiently converged source 
distributions and sufficient numbers of histories.
The new convergence diagnostic measures the relative entropy between the PDFs 
predicted by the constant multiplier model at each cycle and their stationary PDFs, which 
are also predicted by the constant multiplier model.  The diagnostic prevents users from 
introducing non-negligible bias into their tallies attributable to the initial source estimate.  
The user may set a convergence criterion based on what bias relative to uncertainty they 
are willing to accept in the first tallied source bank.  To generate the PDFs for modes of 
interest, the diagnostic requires estimates for the eigenvalue ratios, the ratio of the 
converged SBDC to the initial cycle SBDC of the fundamental mode, and the single-
cycle variance or standard deviation.  These are most likely to be obtained with the help 
of a fission matrix calculation or some prior knowledge.  With a fission matrix solution, 
the first 2 requirements are trivial to obtain.  An algorithm for calculating the single-cycle 
variance using an eigenvector and spatially stratified subdivisions of the source bank is 
presented and shown to yield reasonable estimates for the representative constant single-
cycle variance in the constant multiplier model.  For cycles or simulations without an 
available fission matrix solution, an alternate method is presented to calculate the mean 
of single-cycle variances over all modes.  The alternative is less accurate than using an 
eigenvector but can still be useful in part because the alternative has lower variance and 
182
is less sensitive to the source distribution, which may be particularly valuable in early 
cycles.  A technique for estimating the ratio of the converged SBDC to the initial cycle 
SBDC of the fundamental mode without any knowledge of the fundamental mode is 
presented, but it suffers from exponentially increasing variance and is sensitive to 
undersampling bias from using too few histories.  For future work, these estimators and 
their resultant PDFs should be validated for additional configurations.  A difficulty in 
performing such validations is obtaining sufficiently accurate eigenvalues and 
eigenvectors, which may require a high resolution fission matrix that results in concerns 
regarding hard disk storage and computer memory.
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Appendix A. Uniform Slab
The uniform slab problem used in this work was a sub-critical homogeneous slab with 
infinite extent in all but one dimension, the x direction.  The width of the slab was 310.64 
cm, which was surrounded by vacuum.  The macroscopic cross sections were energy 
independent or one-group with values 0.05 cm-1, 0.1 cm-1, and 0.1 cm-1 for fission Σf , 
absorption Σa , and scattering Σs , and a fixed number of neutrons emitted per fission, ν
, equal to 2.0.  Scattering was isotropic in the laboratory frame with the average cosine of 
the scattering angle, μ¯0 , equal to 0.0.  
The slab was considered highly-scattering because Σa≪Σt; therefore, the eigenvalues 
and eigenfunctions are well approximated by analytic diffusion theory [9].  The 
approximate eigenfunctions of a diffuse uniform slab have the form
bn(x)=c^n sin( n π(x+a^ )L^ )  ∀0≤ x≤L , n=1,2,3,... (A.1)
with corresponding eigenvalues
λn=
νΣ f /Σa
1+ 1
3ΣtrΣa (
n π
L^ )
2  (A.2)
where L is the slab width, â  is the extrapolation length, L̂  is the width plus twice the 
extrapolation length, and ĉn  is a constant chosen to satisfy the normalization condition.  
The extrapolation length for plane geometries is given by [9]
a^=0.7104λ tr (A.3)
where
λ tr=Σtr
−1=(Σt−μ¯0Σs)
−1 . (A.4)
The transport operator for the slab is self-adjoint because it is a mono-energetic problem 
[9]; however, the eigenfunctions from the diffusion approximation with extrapolation are 
not orthogonal inside the problem domain 0≤x≤L , but they are orthogonal over the 
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extrapolated domain −a^≤ x≤L+ a^ .  The eigenvalues of the first five modes, which were 
calculated using (A.2), are presented in Table A.1.  The slab width was chosen to yield a 
relatively high dominance ratio of 0.99, which allows one to observe convergence over 
multiple cycles.  However, this dominance ratio is low enough to allow numerous 
repetitions of calculations on a single processor.
Mode Number Eigenvalue Eigenvalue Ratio
1 9.9663306025E-01 1.0000000000E+00
2 9.8666691607E-01 9.9000018705E-01
3 9.7049234618E-01 9.7377097438E-01
4 9.4871887105E-01 9.5192394161E-01
5 9.2211974153E-01 9.2523495187E-01
Table A.1: Eigenvalues and eigenvalue ratios of the uniform slab.
Many of the simulations in this dissertation use a far-from-converged source.  For the 
uniform slab problem, the far-from-converged source distribution was generated by 
combining the first 32 non-fundamental modes according to the inverse of their mode 
number and then adding the fundamental mode to keep the source non-negative yielding 
the distribution in Figure A.1.
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Figure A.1. Far-from-converged source containing the first 33 modes of the uniform slab 
problem.
Appendix B. Simplified 2-D Reactor
The simplified 2-D reactor problem models the radial dimension of a fictitious reactor 
with an asymmetric arrangement of homogenized assemblies and one-energy-group.  The 
reactor materials consist of 3 assembly types and a moderator with macroscopic cross 
sections listed in Table B.1
Material νΣf  (cm-1) Σs  (cm-1) Σa  (cm-1)
Moderator 0.0 1.98E-01 2.00E-03
High Enrichment 1.20E-02 1.80E-01 8.00E-03
Med Enrichment 1.12E-02 1.80E-01 8.80E-03
Low Enrichment 1.04E-02 1.80E-01 9.60E-03
Table B.1: Macroscopic cross sections of the uniform slab.
The arrangement of assemblies is shown in Figure B.1.  Each assembly is 46 cm by 46 
cm with infinite extent in the other dimension.  Each assembly has a 0.1 cm thick border 
of moderator; therefore, the fissile region measures 45.8 cm x 45.8 cm.  Reference fission 
matrix calculations were performed with bin resolutions of 21x21, 42x42, 84x84, and 
168x168.  The eigenvalue ratios for the first 3 non-fundamental modes are plotted in 
Figure B.2 for each resolution.  The eigenvalue spectrum convergence was monotonic as 
expected from observations in other work [34].  The observed pattern in convergence of 
eigenvalue ratios does not indicate that an increase of 3.6E-4 or 36 pcm is warranted to 
correct the data as explored in Section 3.3.2.
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Figure B.1. Simplified 2-D reactor geometry.
Figure B.2. Simplified 2-D reactor eigenvalue ratios for several fission matrix bin 
resolutions.
Appendix C. Continuous Energy 2-D Reactor
This is the pressurized water reactor (PWR) problem specified by Nakagawa and Mori 
[59] with no control rods inserted using continuous energy cross sections.  A reasonably 
coarse 20x20 grid was applied for estimating the eigenvectors for calculating DCs for 
testing normality in Section 3.2.  The cross-sections used were from the ENDF/B-VI 
evaluations at 293.6 Kelvin, which included S(α,β) data for the light water [60], which 
had been processed into libraries by NJOY 99 [61].  Figure B.1 displays the pin 
arrangement in an assembly and the baffle configuration, which is reproduced from 
Nakagawa and Mori [59].  Figure B.2 displays the full core with assembly indicators, 
which is reproduced from Nakagawa and Mori [59]; however, control rods indicated in 
Figure B.2 were not present in the simulations of this dissertation.
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Figure C.1 Pin and baffle configuration of continuous energy 2-D reactor.
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Figure C.2 Assembly configuration of continuous energy 2-D reactor.
Appendix D. Double Peak Slab
The double peak slab problem is a one-dimensional slab that consists primarily of low 
reactivity regions with two thin highly reactive slabs inserted on either side in 
asymmetric locations with dimensions shown in Figure D.1.  The low reactivity regions 
have macroscopic cross sections equal to 0.24 cm-1, 0.3 cm-1, and 0.7 cm-1 for fission 
production νΣf , absorption Σa , and scattering Σs , respectively.  The highly reactive 
slabs have identical cross sections except that νΣf=0.39cm
−1 .   The eigenvalues and 
eigenvectors were calculated for a 200-bin uniform mesh.  The first five eigenvalues are 
shown in Table D.1.
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Figure D.1 Diagram of double peak slab dimensions with the highly reactive regions 
shaded with yellow and the less reactive regions shaded with cyan.
Mode Number Eigenvalue Eigenvalue Ratio
1 0.88368235 1.00000000
2 0.88362945 0.99994014
3 0.78816450  0.89190929
4 0.76496562 0.86565678
5 0.76000920 0.86004796
Table D.1: Eigenvalues and eigenvalue ratios of the double peak slab.
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