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ON LIE NILPOTENT ASSOCIATIVE ALGEBRAS
CLAUD W. G. DIAS JR AND ALEXEI KRASILNIKOV
Abstract. Let G be a group generated by a set X. It is well known and easy to check that
[g1, g2, . . . , gn] = 1 for all gi ∈ G ⇐⇒ [x1, x2, . . . , xn] = 1 for all xi ∈ X.
Let L be a Lie algebra generated by a set X. Then it is also well known and easy to check that
[h1, h2, . . . , hn] = 0 for all hi ∈ L ⇐⇒ [x1, x2, . . . , xn] = 0 for all xi ∈ X.
Now let A be a unital associative algebra generated by a set X. Then the assertion similar to the
above does not hold: for n > 2, it is easy to find an algebra A with a generating set X such that
[x1, x2, . . . , xn] = 0 for all xi ∈ X but [a1, a2, . . . , an] 6= 0 for some ai ∈ A.
However, we prove the following result. Let R be a unital associative and commutative ring such
that 1
3
∈ R. Let A be a unital associative R-algebra generated by a set X. Let X2 = {x1x2 | xi ∈ X}
be the set of all products of 2 elements of X. Then
[a1, a2, . . . , an] = 0 for all ai ∈ A ⇐⇒ [y1, y2, . . . , yn] = 0 for all yi ∈ X ∪X
2.
Moreover, one can assume that in the commutator [y1, y2, . . . , yn] above y1, yn ∈ X.
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1. Introduction
Let G be a group generated by a set X. It is well known (see, for example, [20, 1.11 a), p. 258] or
[24, Theorem 3.12]) and easy to check that
(1) [g1, g2, . . . , gn] = 1 for all gi ∈ G ⇐⇒ [x1, x2, . . . , xn] = 1 for all xi ∈ X.
Here a multiplicative commutator [g1, g2, . . . , gn] is defined recursively by [g1, g2] = g
−1
1 g
−1
2 g1g2,
[g1, . . . , gn−1, gn] =
[
[g1, . . . , gn−1], gn
]
(n > 2).
Let L be a Lie algebra generated by a set X. Then it is also well known (see, for instance, [24,
Corollary 5.20]) and easy to check that
(2) [h1, h2, . . . , hn] = 0 for all hi ∈ L ⇐⇒ [x1, x2, . . . , xn] = 0 for all xi ∈ X.
Here [h1, h2] is the Lie product of h1 and h2 and the commutator [h1, h2, . . . , hn] is defined recursively
by [h1, . . . , hn−1, hn] =
[
[h1, . . . , hn−1], hn
]
(n > 2).
Now let A be a unital associative algebra generated by a set X. Then, for A, the assertion similar
to (1) and (2) does not hold: for n > 2, there are algebras A generated by a set X such that
[x1, x2, . . . , xn] = 0 for all xi ∈ X but [a1, a2, . . . , an] 6= 0 for some ai ∈ A. Indeed, suppose, for
example, that H is the 3-dimensional Lie algebra with a basis {a, b, c} such that [a, b] = c, [a, c] =
[b, c] = 0. Let A = U(H) be the universal envelope of H. Then the set X = {a, b} ⊂ A generates the
algebra A, we have [x1, x2, x3] = 0 for all xi ∈ X but, for each k ≥ 1,
[a, ab, ab, . . . , ab︸ ︷︷ ︸
k times
] = ack 6= 0.
Here an additive commutator [a1, a2, . . . , an] is defined recursively by [a1, a2] = a1a2 − a2a1 and
[a1, . . . , an−1, an] =
[
[a1, . . . , an−1], an
]
(n > 2).
However, the following theorem holds.
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Theorem 1.1. Let R be an arbitrary unital associative and commutative ring such that 3 is invertible
in R (that is, 13 ∈ R). Let A be a unital associative R-algebra generated by a set X and let n ≥ 2.
Then we have
[a1, a2, . . . , an] = 0 for all ai ∈ A
if, and only if,
[y1, y2, . . . , yn] = 0 for all y1, yn ∈ X, y2, . . . , yn−1 ∈ X ∪X
2.
Here 3 = 1 + 1 + 1 ∈ R and X2 = {x1x2 | xi ∈ X} is the set of all products of 2 elements of X.
Recall that an associative algebra A is called Lie nilpotent (of class at most n−1) if [a1, a2, . . . , an] =
0 for all ai ∈ A. The study of Lie nilpotent associative rings and algebras was started by Jennings [21]
in 1947. Since then Lie nilpotent associative rings and algebras have been investigated in many papers
from various points of view. Recent interest in Lie nilpotent associative algebras has been motivated
by the study of the quotients Ln−1/Ln of the lower central series of the associated Lie algebra of an
associative algebra A; here Ln is the linear span in A of the set of all commutators [a1, a2, . . . , an]
(ai ∈ A). The study of these quotients Ln−1/Ln was initiated in 2007 in the pioneering article of
Feigin and Shoikhet [14] for A = C〈X〉; further results on this subject can be found, for example, in
[2, 3, 4, 5, 6, 8, 9, 10, 11, 12, 13, 22, 25] and in the survey [1].
Let R be a unital associative and commutative ring and let A be a unital associative algebra over
R generated by a set X. Let T (n) = T (n)(A) (n ≥ 2) be the two-sided ideal of A generated by all
commutators [a1, a2, . . . , an] (ai ∈ A). Define T
(1)(A) = A.
To study the Lie nilpotent quotients A/T (n) of an algebra A one needs a “good” generating set for
the two-sided ideal T (n) (n ≥ 2). Clearly, by definition, the ideal T (n) is generated by the set of all
commutators [a1, a2, . . . , an] (ai ∈ A). However, this generating set is very large and inconvenient to
use; in particular, this set is infinite even if X is finite. For n ≤ 5, smaller “good” generating sets of
T (n) have been found and used to study the quotients A/T (n).
It can be easily seen that the ideal T (2) is generated (as a two-sided ideal in A) by the commutators
[x1, x2] (xi ∈ X). The ideal T
(3) is generated by the polynomials
[x1, x2, x3], [x1, x2][x3, x4] + [x1, x3][x2, x4] (xi ∈ X)
([26]; see also, for instance, [5, 15, 19]). If 13 ∈ R then a similar generating set for T
(4) contains the
polynomials of 3 types ([29]; see also [13, 16]):
(3) [x1, x2, x3, x4] (xi ∈ X),
(4) [x1, x2][x3, x4, x5] (xi ∈ X),
(5)
(
[x1, x2][x3, x4] + [x1, x3][x2, x4]
)
[x5, x6] (xi ∈ X).
If 13 /∈ R then a set of generators of T
(4) consists of the polynomials of types (3), (5) and the polynomials
[x1, x2, x3][x4, x5, x6] (xi ∈ X),
[x1, x2, x3][x4, x5] + [x1, x2, x4][x3, x5] (xi ∈ X),
[x1, x2, x3][x4, x5] + [x1, x4, x3][x2, x5] (xi ∈ X)
(see [9, Theorem 1.3]). In the latter case, in general, the polynomials [x1, x2][x3, x4, x5] (xi ∈ X) of
type (4) do not belong to T (4) but 3 [x1, x2][x3, x4, x5] ∈ T
(4) (see [25]). For arbitrary R, a set of
generators of T (5) consists of polynomials of 8 types, see [7].
The following theorem provides a simple ‘small’ generating set for the ideal T (n) for arbitrary n ≥ 2.
It is clear that this theorem is equivalent to Theorem 1.1.
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Theorem 1.2. Let R be an arbitrary unital associative and commutative ring such that 13 ∈ R. Let
A be a unital associative R-algebra generated by a set X. Then the ideal T (n) (n ≥ 2) is generated (as
a two-sided ideal in A) by the set{
[y1, y2, . . . , yn] | y1, yn ∈ X; y2, . . . , , yn−1 ∈ X ∪X
2
}
.
We will prove Theorem 1.2 by induction on n: assuming that the theorem is true for T (n−2) we will
show that it is valid for T (n). The cases n = 1 and n = 2 form the base of the induction.
The following proposition makes the induction step possible; it has been proved in a different slightly
weaker form by Grishin and Pchelintsev [17, Lemma 2].
Proposition 1.3 (cf. [17]). Let R be an arbitrary unital associative and commutative ring such that
1
3 ∈ R. Let A be a unital associative algebra over R. Let n ∈ Z, n > 2. Then the two-sided ideal of A
generated by the set [T (n−2), A,A] coincides with T (n), that is,
A[T (n−2), A,A]A = T (n).
We will prove Proposition 1.3 in the Preliminaries section.
Remarks. 1. In general, A[T (n−1), A]A 6= T (n); for details, see the remarks at the end of this section.
2. In general, Proposition 1.3 fails if 13 /∈ R. In particular, it fails over Z and over a field of
characteristic 3; for details, see the remarks at the end of this section.
To prove Theorem 1.2 we make use of the following theorem that is also of independent interest.
Theorem 1.4. Let R be an arbitrary unital associative and commutative ring and let A be a unital
associative R-algebra generated by a set X. Let U be a two-sided ideal in A generated by a set S and
let W be the two-sided ideal in A generated by the set{
[u, a1, a2] | u ∈ U, a1, a2 ∈ A
}
.
Then W is generated (as a two-sided ideal in A) by the following elements:
(6) [s, x1, x2] (s ∈ S, xi ∈ X),
(7) s[x1, x2, x3] (s ∈ S, xi ∈ X),
(8) [s, x1][x2, x3, x4] (s ∈ S, xi ∈ X),
(9) [s, x1][x2, x3] + [s, x2][x1, x3] (s ∈ S, xi ∈ X),
(10) s
(
[x1, x2][x3, x4] + [x1, x3][x2, x4]
)
(s ∈ S, xi ∈ X).
Let I ′ be the two-sided ideal of A generated by all elements of the forms (6) and (9). We will prove
the following proposition in Section 3.
Proposition 1.5. Under the hypotheses of Theorem 1.4, for each element v = [s, x1][x2, x3, x4] of the
form (8), we have 3 v ∈ I ′. In particular, if 3 is invertible in R then v ∈ I ′.
The assertion below follows immediately from Theorem 1.4 and Proposition 1.5.
Corollary 1.6. If 13 ∈ R then, under the hypotheses of Theorem 1.4, the ideal W of A is generated
by the elements of the forms (6)–(7) and (9)–(10).
Remarks. 1. In general, A[T (n−1), A]A 6= T (n) because, in general, [T (n−1), A] * T (n). More precisely,
if 16 ∈ R and n = 2k+1 is odd then [T
(2k+1), A] ⊆ T (2k+2), therefore A[T (2k+1), A]A = T (2k+2) (k ≥ 0).
However, in general, if n = 2k is even then [T (2k), A] * T (2k+1) so A[T (2k), A]A 6= T (2k+1) (k ≥ 1).
Indeed, one can check that each element of T (n−1) is a sum of elements of the form [a1, . . . , an−1]b
where ai, b ∈ A. Hence, each element of [T
(n−1), A] is a sum of elements of the form[
[a1, . . . , an−1]b, c
]
= [a1, . . . , an−1, c]b + [a1, . . . , an−1][b, c] (ai, b, c ∈ A).
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Since [a1, . . . , an−1, c]b ∈ T
(n), we have
[
[a1, . . . , an−1]b, c
]
∈ T (n) if, and only if, [a1, . . . , an−1][b, c] ∈
T (n). It follows that [T (n−1), A] ⊆ T (n) if, and only if, T (n−1)T (2) ⊆ T (n).
Now it remains to note that if 16 ∈ R then, for k ≥ 0, we have T
(2k+1)T (2) ⊆ T (2k+2) (see [4, 17, 27]).
On the other hand, in general, for k ≥ 1, we have T (2k)T (2) * T (2k+1) ([18], see also [10, 17]).
2. In general, [T (n−2), A,A] * T (n) if 13 /∈ R. In particular, if R = Z and A = Z〈X〉 is the free
unital associative ring on a free generating set X, |X| ≥ 5, then [T (2), A,A] * T (4).
Indeed, we have[
[x1, x2]x3, x4, x5
]
= [x1, x2][x3, x4, x5] + [x1, x2, x4][x3, x5] + [x1, x2, x5][x3, x4] + [x1, x2, x4, x5]x3.
It is clear that [x1, x2, x4, x5]x3 ∈ T
(4). On the other hand, by Lemma 2.6 below, [x1, x2, x4][x3, x5] +
[x1, x2, x5][x3, x4] ∈ T
(4). It follows that
[
[x1, x2]x3, x4, x5
]
∈ T (4) if, and only if, [x1, x2][x3, x4, x5] ∈
T (4). However, if x1, . . . , x5 are distinct elements of X ⊂ Z〈X〉 then, by [25], [x1, x2][x3, x4, x5] /∈ T (4)
(although 3 [x1, x2][x3, x4, x5] ∈ T
(4)). Thus, for A = Z〈X〉, |X| ≥ 5, we have [T (2), A,A] * T (4), as
claimed.
3. Let A be a unital associative algebra generated by a set X and let U be a two-sided ideal in A
generated by a set S. It is easy to check that the two-sided ideal V of A generated by the set
{[u, a] | u ∈ U, a ∈ A}
can be generated by the elements [s, x] and s[x1, x2] (s ∈ S, x, xi ∈ X).
4. The set
S(n) =
{
[y1, y2, . . . , yn] | y1, yn ∈ X, y2, . . . , yn−1 ∈ X ∪X
2
}
of generators of the two-sided ideal T (n) of A described in Theorem 1.2 is not, in general, a minimal
generating set for T (n). Indeed, let, for instance,
S =
{
[y1, y2, . . . , yn] | yk ∈ X
2 for some k, 2 ≤ k ≤ n− 1; yi ∈ X for all i 6= k
}
,
S′ =
{
[y1, y2, . . . , yn] | y2 ∈ X
2, yi ∈ X for all i 6= 2
}
.
If n > 3 then S′ $ S $ S(n); on the other hand, one can easily check that S is contained in the
Z-linear span of S′ so the sets S(n) and (S(n) \ S) ∪ S′ generate the same ideal T (n).
5. Theorem 1.1 shows that if 13 ∈ R then an associative R-algebra A generated by a set X is Lie
nilpotent if and only if its Lie subalgebra generated by the set X ∪X2 is nilpotent. In particular, if
X is finite and every finitely generated Lie subalgebra of A is nilpotent (of some class depending on
the Lie subalgebra) then A is Lie nilpotent. This answers (for an R-algebra A with 13 ∈ R) a question
asked by Sysak [28, Question 3.1].
6. Bapat and Jordan [4, Corollary 1.5] have used of a result of Arbesfeld and Jordan [2, Theorem
1.3] to prove the following. Let F be a field of characteristic 0 and let A be an associative F -algebra
generated by a set X. Define L1 = A, Ln+1 = [Ln, A] (n = 1, 2, . . . ). Then Ln/Ln+1 is spanned by the
commutators [z, y1, y2, . . . yn−1]+Ln+1 where z is a product of (any number of) elements of X, y1 ∈ X
and yi ∈ X ∪X
2 (i = 2, . . . , n − 1). This result and Theorem 1.2 have ‘similar flavor’. However, to
the best of our knowledge, these results are independent in a sense that none of them can be deduced
from another.
2. Preliminaries
Let A be an associative ring and let ai, bj ∈ A. In the proofs we will make use of the following
identities:
[a1a2, b] = a1[a2, b] + [a1, b]a2
and, more generally,
[a1 . . . ak, b] =
k∑
i=1
a1 . . . ai−1[ai, b]ai+1 . . . ak;
[a1a2, b1, b2] = a1[a2, b1, b2] + [a1, b1][a2, b2] + [a1, b2][a2, b1] + [a1, b1, b2]a2
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and, more generally,
[a1 . . . ak, b1, b2] =
k∑
i=1
a1 . . . ai−1[ai, b1, b2]ai+1 . . . ak
+
∑
1≤i<i′≤k
(
a1 . . . ai−1[ai, b1]ai+1 . . . ai′−1[ai′ , b2]ai′+1 . . . ak
+a1 . . . ai−1[ai, b2]ai+1 . . . ai′−1[ai′ , b1]ai′+1 . . . ak
)
;
[a1a2, b1, b2, b3] =a1[a2, b1, b2, b3] + [a1, b1][a2, b2, b3] + [a1, b2][a2, b1, b3] + [a1, b3][a2, b1, b2]
+[a1, b1, b2][a2, b3] + [a1, b1, b3][a2, b2] + [a1, b2, b3][a2, b1] + [a1, b1, b2, b3]a2.
The following lemma is well known.
Lemma 2.1. Let A be an associative R-algebra generated by a set X. Then, for all a, b ∈ A, the
commutator [a, b] is a linear combination of the commutators of the form [d, x] where x ∈ X, d ∈ A.
Proof. It is clear that each commutator [a, b] (a, b ∈ A) is a linear combination over R of the commu-
tators of the form [y1 . . . yk, z1 . . . zℓ] where k, ℓ ≥ 1, yi, zj ∈ X. On the other hand,
[y1 . . . yk, z1 . . . zℓ] = y1 . . . ykz1 . . . zℓ − z1 . . . zℓy1 . . . yk
=
(
y1 . . . ykz1 . . . zℓ − zℓy1 . . . ykz1 . . . zℓ−1
)
+
(
zℓy1 . . . ykz1 . . . zℓ−1 − zℓ−1zℓy1 . . . ykz1 . . . zℓ−2
)
+ · · ·+
(
z2 . . . zℓy1 . . . ykz1 − z1 . . . zℓy1 . . . yk
)
= [y1 . . . ykz1 . . . zℓ−1, zℓ] + [zℓy1 . . . ykz1 . . . zℓ−2, zℓ−1] + · · ·+ [z2 . . . zℓy1 . . . yk, z1].
The result follows. 
We need the following lemmas.
Lemma 2.2. Let B be an associative ring. Let d ∈ B, Z ⊂ B. Suppose that [d, z1, z2] = 0 and
[d, z1z2, z3] = 0 for all zi ∈ Z. Then, for all zi ∈ Z,
[d, z1][z2, z3] + [d, z2][z1, z3] = 0.
Proof. Let z1, z2, z3 ∈ Z be arbitrary elements of Z. We have [d, z1z2, z3] = 0. On the other hand,
[d, z1z2, z3] = −[z1z2, d, z3] = −z1[z2, d, z3]− [z1, d][z2, z3]− [z1, z3][z2, d] − [z1, d, z3]z2
= z1[d, z2, z3] + [d, z1][z2, z3] + [d, z2][z1, z3]−
[
[d, z2], [z1, z3]
]
+ [d, z1, z3]z2.
Since [d, zj , zk] = 0 and
[
[d, z2], [z1, z3]
]
= [d, z2, z1, z3] − [d, z2, z3, z1] = 0 for all zi ∈ Z, we have
[d, z1][z2, z3] + [d, z2][z1, z3] = 0, as required. 
Lemma 2.3. Let B be an associative ring. Let c ∈ B, Z ⊂ B. Suppose that [c, z1, z2, z3] = 0,
[c, z1, z2z3, z4] = 0 and [c, z1z2, z3, z4] = 0 for all zi ∈ Z. Then, for all zi ∈ Z,
[c, z1][z2, z3, z4] + [c, z2][z1, z3, z4] = 0.
Proof. Let z1 ∈ Z be an arbitrary element of Z. Let d = [c, z1]. Then we have [d, z2, z3] = [d, z2z3, z4] =
0 for all zi ∈ Z so, by Lemma 2.2, [d, z2][z3, z4] + [d, z3][z2, z4] = 0 for all zi ∈ Z. In other words, for
all zi ∈ Z, we have
(11) [c, z1, z2][z3, z4] + [c, z1, z3][z2, z4] = 0.
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Further, let z1, z2, z3, z4 ∈ Z be arbitrary elements of Z. We have [c, z1z2, z3, z4] = 0. On the other
hand,
[c, z1z2, z3, z4] = −[z1z2, c, z3, z4] = −z1[z2, c, z3, z4]− [z1, c][z2, z3, z4]− [z1, z3][z2, c, z4]
− [z1, z4][z2, c, z3]− [z1, c, z3][z2, z4]− [z1, c, z4][z2, z3]− [z1, z3, z4][z2, c]− [z1, c, z3, z4]z2
= z1[c, z2, z3, z4] +
(
[c, z1][z2, z3, z4] + [c, z2][z1, z3, z4]
)
−
[
[c, z2], [z1, z3, z4]
]
−
(
[c, z2, z4][z3, z1]
+ [c, z2, z3][z4, z1]
)
+
[
[c, z2, z4], [z3, z1]
]
+
[
[c, z2, z3], [z4, z1]
]
−
(
[c, z1, z3][z4, z2] + [c, z1, z4][z3, z2]
)
+ [c, z1, z3, z4]z2.
Clearly, [c, zi, z3, z4] = 0 (i = 1, 2). By (11), we have [c, zi, z4][z3, zj ] + [c, zi, z3][z4, zj ] = 0 (i, j = 1, 2).
It is clear that the commutators
[
[c, z2], [z1, z3, z4]
]
,
[
[c, z2, z4], [z3, z1]
]
and
[
[c, z2, z3], [z4, z1]
]
are linear
combinations of the commutators of the form [c, zi1 , zi2 , zi3 , zi4 ] so these commutators are equal to 0.
It follows that
[c, z1][z2, z3, z4] + [c, z2][z1, z3, z4] = 0,
as required. 
The following lemma and its corollary are well known (see, for instance, [25, Lemma 2.3 and
Corollary 2.4]).
Lemma 2.4. Let B be an associative ring. Let c ∈ B, Z ⊂ B. Suppose that
[c, z1][z2, z3, z4] + [c, z2][z1, z3, z4] = 0
for all zi ∈ Z. Then, for all zi ∈ Z and all permutations σ of the set {1, 2, 3, 4},
[c, zσ(1)][zσ(2), zσ(3), zσ(4)] = (−1)
σ [c, z1][z2, z3, z4].
Proof. We have
(12) [c, z1][z2, z3, z4] = −[c, z2][z1, z3, z4].
On the other hand, by the Jacobi identity and (12),
[c, z1][z2, z3, z4] = −[c, z1]
[
z4, [z2, z3]
]
= −[c, z1][z4, z2, z3] + [c, z1][z4, z3, z2]
= [c, z4][z1, z2, z3]− [c, z4][z1, z3, z2] = [c, z4]
[
z1, [z2, z3]
]
= −[c, z4][z2, z3, z1],
that is,
(13) [c, z1][z2, z3, z4] = −[c, z4][z2, z3, z1].
Further, we have
(14) [c, z1][z2, z3, z4] = −[c, z1][z3, z2, z4].
It follows from (12), (13) and (14) that
[s, zτ(1)][zτ(2), zτ(3), zτ(4)] = (−1)
τ [s, z1][z2, z3, z4]
where τ is any of the transpositions (12), (14), (23). Suppose that σ = τ1τ2 . . . τk where k > 1,
τi ∈ {(12), (14), (23)} for all i; then
[c, zσ(1)][zσ(2), zσ(3), zσ(4)] = (−1)
σ [c, z1][z2, z3, z4].
Since the transpositions (12), (14), (23) generate the entire group S4 of the permutations of the set
{1, 2, 3, 4}, the result follows. 
Corollary 2.5. Under the hypotheses of Lemma 2.4, for all zi ∈ Z, we have
3 [c, z1][z2, z3, z4] = 0.
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Proof. By the Jacobi identity, we have
[c, z1][z2, z3, z4] + [c, z1][z3, z4, z2] + [c, z1][z4, z2, z3] = [c, z1]
(
[z2, z3, z4] + [z3, z4, z2] + [z4, z2, z3]
)
= 0.
On the other hand, by Lemma 2.4,
[c, z1][z2, z3, z4] = [c, z1][z3, z4, z2] = [c, z1][z4, z2, z3].
The result follows. 
Proof of Proposition 1.3 . This proposition has been proved by Grishin and Pchelintsev [17, Lemma
2] under the assumption that 6 is invertible in R. Our proof is slightly different from one given in [17],
it is valid if 3 is invertible in R. .
Since the ideal T (n) is generated by the commutators [a1, a2, . . . , an] (ai ∈ A) and [a1, a2, . . . , an] ∈
[T (n−2), A,A] for all ai ∈ A, we have
T (n) ⊆ A[T (n−2), A,A]A.
To prove the proposition it suffices to check that
[T (n−2), A,A] ⊂ T (n);
then A[T (n−2), A,A]A ⊆ T (n) and therefore A[T (n−2), A,A]A = T (n).
The following lemma is well known.
Lemma 2.6. Let R be an arbitrary unital associative and commutative ring and let A be an associative
R-algebra. Let u = [b1, b2, . . . , bn−2] (bi ∈ A). Let ai ∈ A. Then
i) [u, a1][a2, a3] + [u, a2][a1, a3] ∈ T
(n);
ii) 3 u[a1, a2, a3] ∈ T
(n).
Proof. To prove i) we make use of Lemma 2.2 with B = A/T (n), Z = B. For all a1, a2, a3 ∈ A, we
have [u, a1, a2] ≡ 0 (mod T
(n)) and [u, a1a2, a3] ≡ 0 (mod T
(n)). Then, by Lemma 2.2,
[u, a1][a2, a3] + [u, a2][a1, a3] ≡ 0 (mod T
(n))
for all ai ∈ A, as required.
To prove ii) we apply Lemma 2.3 and Corollary 2.5 with B = A/T (n) and Z = A. Let v =
[b1, b2, . . . , bn−3]; then u = [v, bn−2]. For all a
′
i ∈ A, we have
[v, a′1, a
′
2, a
′
3] ≡ 0 (mod T
(n)), [v, a′1, a
′
2a
′
3, a
′
4] ≡ 0 (mod T
(n)), [v, a′1a
′
2, a
′
3, a
′
4] ≡ 0 (mod T
(n)).
Then, by Lemma 2.3, we have [v, a′1][a
′
2, a
′
3, a
′
4]+[v, a
′
2][a
′
1, a
′
3, a
′
4] ≡ 0 (mod T
(n)) for all a′i ∈ A and, by
Corollary 2.5, 3 [v, a′1][a
′
2, a
′
3, a
′
4] ≡ 0 (mod T
(n)) for all a′i ∈ A. In particular, 3 [v, bn−2][a
′
2, a
′
3, a
′
4] ≡ 0
(mod T (n)), that is,
3 u[a1, a2, a3] ≡ 0 (mod T
(n))
for all ai ∈ A, as required. 
Now we are in a position to complete the proof of Proposition 1.3. Recall that it remains to check
that [T (n−2), A,A] ⊂ T (n). It is clear that T (n−2) is spanned by the elements a1[b1, b2, . . . , bn−2]a2
(ai, bj ∈ A). Since a1[b1, b2, . . . , bn−2]a2 = [b1, b2, . . . , bn−2]a1a2 +
[
[b1, b2], . . . , bn−2, a1
]
a2, the ideal
T (n−2) is also spanned by the elements [b1, b2, . . . , bn−2]a (a, bj ∈ A). It follows that the R-module
[T (n−2), A,A] is spanned over R by the elements [ua1, a2, a3] where u = [b1, b2, . . . , bn−2], ai, bj ∈ A.
We have
[ua1, a2, a3] = u[a1, a2, a3] + [u, a2][a1, a3] + [u, a3][a1, a2] + [u, a2, a3]a1.
It is clear that [u, a2, a3] ∈ T
(n); by Lemma 2.6 ii), u[a1, a2, a3] ∈ T
(n) (recall that 3 is invertible in R)
and, by Lemma 2.6 i), we have
[u, a2][a1, a3] + [u, a3][a1, a2] = −
(
[u, a2][a3, a1] + [u, a3][a2, a1]
)
∈ T (n).
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Hence, for all u = [b1, b2, . . . , bn−2] (bi ∈ A) and all ai ∈ A, we have [ua1, a2, a3] ∈ T
(n). It follows that
[T (n−2), A,A] ⊂ T (n), as required.
The proof of Proposition 1.3 is completed. 
3. Proofs of Theorem 1.4 and of Proposition 1.5
Proof of Theorem 1.4. Let I be the two-sided ideal of A generated by the elements of the forms (6)–
(10). We need to prove that W = I.
First we prove that I ⊆W . It suffices to check that all elements of the forms (6)–(10) belong to W .
We need the following.
Lemma 3.1. For all u ∈ U , ai ∈ A, we have u[a1, a2, a3] ∈W .
Proof. We have [
ua3, [a1, a2]
]
=
[
u, [a1, a2]
]
a3 + u
[
a3, [a1, a2]
]
.
On the other hand, for all v ∈ U , ai ∈ A,[
v, [a1, a2]
]
= [v, a1, a2]− [v, a2, a1] ∈W.
In particular,
[
ua3, [a1, a2]
]
∈W and
[
u, [a1, a2]
]
∈W . It follows that u
[
a3, [a1, a2]
]
∈W so
u[a1, a2, a3] = −u
[
a3, [a1, a2]
]
∈W,
as required. 
Corollary 3.2. For all u ∈ U , ai ∈ A, we have u
(
[a1, a2][a3, a4] + [a1, a3][a2, a4]
)
∈W .
Proof. We have
u[a1a4, a2, a3] = u
(
[a1, a2, a3]a4 + [a1, a2][a4, a3] + [a1, a3][a4, a2] + a1[a4, a2, a3]
)
.
By Lemma 3.1, u[a1a4, a2, a3] ∈W , u[a1, a2, a3] ∈W and ua1[a4, a2, a3] ∈W . Hence,
u
(
[a1, a2][a4, a3] + [a1, a3][a4, a2]
)
∈W.
It follows that u
(
[a1, a2][a3, a4]+[a1, a3][a2, a4]
)
= −u
(
[a1, a2][a4, a3]+[a1, a3][a4, a2]
)
∈W , as required.

Now we are in a position to prove that all elements of the forms (6)–(10) belong to W . It is clear
that each element [s, x1, x2] (s ∈ S, xi ∈ X) of the form (6) belongs to W . By Lemma 3.1, the
elements of the forms (7) and (8) belong to W and, by Corollary 3.2, so do the elements of the form
(10). Finally, we have
[sx3, x1, x2] = [s, x1, x2]x3 + [s, x1][x3, x2] + [s, x2][x3, x1] + s[x3, x1, x2]
so
[s, x1][x2, x3]+[s, x2][x1, x3] = −[s, x1][x3, x2]−[s, x2][x3, x1] = −[sx3, x1, x2]+[s, x1, x2]x3+s[x3, x1, x2].
Since [sx3, x1, x2] ∈W , [s, x1, x2] ∈W and s[x3, x1, x2] ∈W , each element [s, x1][x2, x3]+[s, x2][x1, x3]
(s ∈ S, xi ∈ X) of the form (9) belongs to W .
Thus, all elements of the forms (6)–(10) belong to W so I ⊆W .
Now we check that W ⊆ I.
Let M be the set of all products of elements of X,
M = {x1 . . . xk | k ≥ 0, xi ∈ X}.
Note that the ideal W is generated (as a two-sided ideal in A) by all commutators of the form
[b1sb2, b3, x] (s ∈ S, bi ∈M,x ∈ X).
Indeed, since each element of U is a sum of elements of the form a1sa2 where s ∈ S, ai ∈ A, the ideal
W is generated by the commutators [a1sa2, a3, a4] (s ∈ S, ai ∈ A). Further, each element of A is an
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R-linear combination of element of M so the ideal W is generated by all commutators of the form
[b1sb2, b3, b4] (s ∈ S, bi ∈M). Finally, if b4 = y1 . . . yk where k ≥ 1, yi ∈ X then
[b1sb2, b3, b4] = [b1sb2, b3, y1 . . . yk] =
k∑
i=1
y1 . . . yi−1[b1sb2, b3, yi]yi+1 . . . yk.
It follows that W is generated by the commutators [b1sb2, b3, x] (s ∈ S, bi ∈M,x ∈ X), as claimed.
Thus, to check that W ⊆ I it suffices to prove that
(15) [b1sb2, b3, x] ≡ 0 (mod I) (s ∈ S, bi ∈M,x ∈ X).
Further, we have
[b1sb2, b3, x] = [sb1b2, b3, x]−
[
[s, b1]b2, b3, x]
]
.
so to prove (15) is suffices to check that
(16) [sd1, d2, x] ≡ 0 (mod I) (s ∈ S, di ∈M,x ∈ X)
and
(17)
[
[s, b1]b2, b3, x]
]
≡ 0 (mod I) (s ∈ S, bi ∈M,x ∈ X).
First we check that (17) holds. We need the following observations and lemmas.
Since [s, x1, x2] ∈ I, we have [s, x1]x2 ≡ x2[s, x1] (mod I) for all s ∈ S, xi ∈ X so
(18) [s, x] a ≡ a [s, x] (mod I)
for all a ∈ A, s ∈ S, x ∈ X. Further,[
[s, x1][x2, x3], x4
]
= [s, x1, x4][x2, x3] + [s, x1][x2, x3, x4] ∈ I
for all s ∈ S, xi ∈ X. It follows that
(19)
(
[s, x1][x2, x3]
)
a ≡ a
(
[s, x1][x2, x3]
)
(mod I)
for all a ∈ A, s ∈ S, xi ∈ X.
Lemma 3.3. For all s ∈ S, xi ∈ X, we have [s, x1]
(
[x2, x3][x4, x5] + [x2, x4][x3, x5]
)
≡ 0 (mod I).
Proof. By (18), we have
[s, x1]
(
[x2, x3][x4, x5] + [x2, x4][x3, x5]
)
= −[s, x1]
(
[x3, x2][x4, x5] + [x4, x2][x3, x5]
)
≡ −
(
[s, x1][x3, x2] + [s, x3][x1, x2]
)
[x4, x5] + [x1, x2]
(
[s, x3][x4, x5] + [s, x4][x3, x5]
)
−
(
[s, x4][x1, x2] + [s, x1][x4, x2]
)
[x3, x5] (mod I).
Note that the element [s, x1][x3, x2] + [s, x3][x1, x2] is of the form (9) so
[s, x1][x3, x2] + [s, x3][x1, x2] ≡ 0 (mod I).
Similarly,
[s, x3][x4, x5] + [s, x4][x3, x5] ≡ 0 (mod I)
and
[s, x4][x1, x2] + [s, x1][x4, x2] ≡ 0 (mod I).
The result follows. 
Lemma 3.4. For all s ∈ S, b ∈M , xi ∈ X, we have [s, x1][b, x2, x3] ≡ 0 (mod I).
Proof. Suppose that b = y1 . . . yk (k ≥ 1, yi ∈ X). We have
[s, x1][b, x2, x3] = [s, x1][y1 . . . yk, x2, x3] =
k∑
i=1
[s, x1]y1 . . . yi−1[yi, x2, x3]yi+1 . . . yk
+
∑
1≤i<i′≤k
[s, x1]y1 . . . yi−1
(
[yi, x2]yi+1 . . . yi′−1[yi′ , x3] + [yi, x3]yi+1 . . . yi′−1[yi′ , x2]
)
yi′+1 . . . yk.
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Note that, by (18),
[s, x1]y1 . . . yi−1[yi, x2, x3]yi+1 . . . yk ≡ y1 . . . yi−1[s, x1][yi, x2, x3]yi+1 . . . yk (mod I)
and, by (18) and (19),
[s, x1]y1 . . . yi−1
(
[yi, x2]yi+1 . . . yi′−1[yi′ , x3] + [yi, x3]yi+1 . . . yi′−1[yi′ , x2]
)
yi′+1 . . . yk
≡ y1 . . . yi−1yi+1 . . . yi′−1[s, x1]
(
[yi, x2][yi′ , x3] + [yi, x3][yi′ , x2]
)
yi′+1 . . . yk (mod I).
Since the product [s, x1][yi, x2, x3] is of the form (8), we have [s, x1][yi, x2, x3] ≡ 0 (mod I); by Lemma
3.3,
[s, x1]
(
[yi, x2][yi′ , x3] + [yi, x3][yi′ , x2]
)
≡ 0 (mod I).
Therefore, [s, x1][b, x2, x3] ≡ 0 (mod I) for all s ∈ S, b ∈M , xi ∈ X, as required. 
Corollary 3.5. For all s ∈ S, a ∈ A, b ∈M , xj ∈ X, we have
[s, x1][b, x2, ]a ≡ a[s, x1][b, x2] (mod I).
Proof. It suffices to check that, for all s ∈ S, b ∈M , xi ∈ X,
[s, x1][b, x2, ]x3 ≡ x3[s, x1][b, x2] (mod I),
that is, [
[s, x1][b, x2, ], x3
]
≡ 0 (mod I).
We have [
[s, x1][b, x2, ], x3
]
= [s, x1, x3][b, x2] + [s, x1][b, x2, x3].
Here [s, x1, x3] ≡ 0 (mod I) because it is an element of the form (6) and [s, x1][b, x2, x3] ≡ 0 (mod I)
by Lemma 3.4. The result follows. 
Now we are in a position to check that (17) holds.
Lemma 3.6. For all s ∈ S, bi ∈M , x ∈ X, we have
[
[s, b1]b2, b3, x
]
≡ 0 (mod I).
Proof. Let b1 = y1 . . . yk (k ≥ 1, yj ∈ X). Then
[
[s, b1]b2, b3, x
]
=
[
[s, y1 . . . yk]b2, b3, x
]
=
k∑
i=1
[y1 . . . yi−1[s, yi]yi+1 . . . ykb2, b3, x].
By (18),
[y1 . . . yi−1[s, yi]yi+1 . . . ykb2, b3, x] ≡ [s, yi][y1 . . . yi−1yi+1 . . . ykb2, b3, x] (mod I)
so to prove the lemma it suffices to check that, for all s ∈ S, di ∈M , xi ∈ X,
(20) [s, x1][d1, d2, x2] ≡ 0 (mod I).
By Lemma 2.1, each commutator [d1, d2, x] (di ∈ M,x ∈ X) is a linear combination of commutators
of the form [d, x1, x2] where d ∈M , xi ∈ X. It follows that to prove (20) it suffices to check that, for
all s ∈ S, d ∈M , xi ∈ X, we have [s, x1][d, x2, x3] ≡ 0 (mod I) and this congruence holds by Lemma
3.4. 
Thus, (17) holds, as required.
Now we check that (16) holds. We have
(21) [sd1, d2, x] = [s, d2, x]d1 + [s, d2][d1, x] + [s, x][d1, d2] + s[d1, d2, x].
We shall prove that, for each s ∈ S, d, di ∈M , x ∈ X,
[s, d, x] ≡ 0 (mod I), [s, d2][d1, x] + [s, x][d1, d2] ≡ 0 (mod I) and s[d1, d2, x] ≡ 0 (mod I).
Lemma 3.7. For all s ∈ S, d ∈M , x ∈ X, we have [s, d, x] ≡ 0 (mod I).
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Proof. Let d = y1 . . . yk where k ≥ 1, yi ∈ X. We have
[d, s, x] = [y1 . . . yk, s, x] =
k∑
i=1
y1 . . . yi−1[yi, s, x]yi+1 . . . yk
+
∑
1≤i<i′≤k
y1 . . . yi−1
(
[yi, s]yi+1 . . . yi′−1[yi′ , x] + [yi, x]yi+1 . . . yi′−1[yi′ , s]
)
yi′+1 . . . yk
Note that [s, yi, x] is an element of the form (6) so, for all i,
[yi, s, x] = −[s, yi, x] ≡ 0 (mod I).
On the other hand, by (18) and (19),
[yi, s]yi+1 . . . yi′−1[yi′ , x] + [yi, x]yi+1 . . . yi′−1[yi′ , s]
≡ −
(
[s, yi][yi′ , x] + [s, yi′ ][yi, x]
)
yi+1 . . . yi′−1 (mod I).
Since, for all i, i′, [s, yi][yi′ , x] + [s, yi′ ][yi, x] is an element of the form (9), we have
[s, yi][yi′ , x] + [s, yi′ ][yi, x] ≡ 0 (mod I).
It follows that [d, s, x] ≡ 0 (mod I) so [s, d, x] = −[d, s, x] ≡ 0 (mod I), as required. 
Lemma 3.8. For all s ∈ S, di ∈M , x ∈ X, we have [s, x][d1, d2] + [s, d2][d1, x] ≡ 0 (mod I).
Proof. Let d2 = y1 . . . yk where yi ∈ X. We have
[s, x][d1, d2] + [s, d2][d1, x] = [s, x][d1, y1 . . . yk] + [s, y1 . . . yk][d1, x]
=
k∑
i=1
(
[s, x]y1 . . . yi−1[d1, yi]yi+1 . . . yk + y1 . . . yi−1[s, yi]yi+1 . . . yk[d1, x]
)
.
By (18) and Corollary 3.5,
[s, x]y1 . . . yi−1[d1, yi]yi+1 . . . yk + y1 . . . yi−1[s, yi]yi+1 . . . yk[d1, x]
≡ y1 . . . yi−1yi+1 . . . yk
(
[s, x][d1, yi] + [s, yi][d1, x]
)
(mod I).
Suppose that d1 = z1 . . . zℓ. We have
[s, x][d1, yi] + [s, yi][d1, x] = [s, x][z1 . . . zℓ, yi] + [s, yi][z1 . . . zℓ, x]
=
ℓ∑
j=1
(
[s, x]z1 . . . zj−1[zj , yi]zj+1 . . . zℓ + [s, yi]z1 . . . zj−1[zj , x]zj+1 . . . zℓ
)
where, by (18) and (19),
[s, x]z1 . . . zj−1[zj , yi]zj+1 . . . zℓ + [s, yi]z1 . . . zj−1[zj , x]zj+1 . . . zℓ
≡ z1 . . . zj−1zj+1 . . . zℓ
(
[s, x][zj , yi] + [s, yi][zj , x]
)
(mod I).
Since [s, x][yi, zj ] + [s, yi][x, zj ] is an element of the form (9), we have
[s, x][zj , yi] + [s, yi][zj , x] = −
(
[s, x][yi, zj ] + [s, yi][x, zj ]
)
≡ 0 (mod I).
The result follows. 
Lemma 3.9. For all s ∈ S, di ∈M , x ∈ X, we have s[d1, d2, x] ≡ 0 (mod I).
Proof. By Lemma 2.1, each commutator [d1, d2, x] (di ∈ M,x ∈ X) is a linear combination of com-
mutators of the form [d, x1, x2] where d ∈M , xi ∈ X. Hence, to prove the lemma it suffices to check
that, for all s ∈ S, d ∈M , xi ∈ X,
s[d, x1, x2] ≡ 0 (mod I).
Let d = y1 . . . yk (k ≥ 1, yj ∈ X). Then
(22) s[d, x1, x2] = s[y1 . . . yk, x1, x2] = Q1 +Q2
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where
Q1 =
k∑
i=1
sy1 . . . yi−1[yi, x1, x2]yi+1 . . . yk,
Q2 =
∑
1≤i<i′≤k
sy1 . . . yi−1
(
[yi, x1]yi+1 . . . yi′−1[yi′ , x2] + [yi, x2]yi+1 . . . yi′−1[yi′ , x1]
)
yi′+1 . . . yk.(23)
First we check that Q1 ≡ 0 (mod I). We have
sy1 . . . yi−1 = y1 . . . yi−1s+ [s, y1 . . . yi−1] = y1 . . . yi−1s+
i−1∑
j=1
y1 . . . yj−1[s, yj]yj+1 . . . yi−1
so
sy1 . . . yi−1[yi, x1, x2] = y1 . . . yi−1s[yi, x1, x2] +
i−1∑
j=1
y1 . . . yj−1[s, yj ]yj+1 . . . yi−1[yi, x1, x2].
Note that s[yi, x1, x2] is an element of the form (7) so s[yi, x1, x2] ≡ 0 (mod I). On the other hand,
by (18),
[s, yj]yj+1 . . . yi−1[yi, x1, x2] ≡ yj+1 . . . yi−1[s, yj ][yi, x1, x2] (mod I)
where [s, yj][yi, x1, x2] ≡ 0 (mod I) because [s, yj ][yi, x1, x2] is an element of the form (8). It follows
that, for each i,
sy1 . . . yi−1[yi, x1, x2] ≡ 0 (mod I)
and, therefore,
(24) Q1 ≡ 0 (mod I).
Now we check that Q2 ≡ 0 (mod I). We have
(25) sy1 . . . yi−1
(
[yi, x1]yi+1 . . . yi′−1[yi′ , x2] + [yi, x2]yi+1 . . . yi′−1[yi′ , x1]
)
= Q′1 +Q
′
2
where
Q′1 = y1 . . . yi−1s
(
[yi, x1]yi+1 . . . yi′−1[yi′ , x2] + [yi, x2]yi+1 . . . yi′−1[yi′ , x1]
)
,(26)
Q′2 = [s, y1 . . . yi−1]
(
[yi, x1]yi+1 . . . yi′−1[yi′ , x2] + [yi, x2]yi+1 . . . yi′−1[yi′ , x1]
)
=
i−1∑
j=1
y1 . . . yj−1[s, yj]yj+1 . . . yi−1
(
[yi, x1]yi+1 . . . yi′−1[yi′ , x2] + [yi, x2]yi+1 . . . yi′−1[yi′ , x1]
)
.
By (18) and (19), we have
[s, yj]yj+1 . . . yi−1
(
[yi, x1]yi+1 . . . yi′−1[yi′ , x2] + [yi, x2]yi+1 . . . yi′−1[yi′ , x1]
)
≡ yj+1 . . . yi−1yi+1 . . . yi′−1[s, yj]
(
[yi, x1][yi′ , x2] + [yi, x2][yi′ , x1]
)
(mod I)
where, by Lemma 3.3,
[s, yj ]
(
[yi, x1][yi′ , x2] + [yi, x2][yi′ , x1]
)
≡ 0 (mod I).
It follows that
(27) Q′2 ≡ 0 (mod I).
Now we check that Q′1 ≡ 0 (mod I). We have
s
(
[yi, x1]yi+1 . . . yi′−1[yi′ , x2] + [yi, x2]yi+1 . . . yi′−1[yi′ , x1]
)
= yi+1 . . . yi′−1s
(
[yi, x1][yi′ , x2] + [yi, x2][yi′ , x1]
)
+
[
s[yi, x1], yi+1 . . . yi′−1
]
[yi′ , x2](28)
+
[
s[yi, x2], yi+1 . . . yi′−1
]
[yi′ , x1].
Since s
(
[yi, x1][yi′ , x2] + [yi, x2][yi′ , x1]
)
is an element of the form (10), we have
(29) s
(
[yi, x1][yi′ , x2] + [yi, x2][yi′ , x1]
)
≡ 0 (mod I).
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On the other hand,
[
s[yi, xj ], yi+1 . . . yi′−1
]
=
i′−1∑
m=i+1
yi+1 . . . ym−1
[
s[yi, xj ], ym
]
ym+1 . . . yi′−1
=
i′−1∑
m=i+1
yi+1 . . . ym−1
(
[s, ym][yi, xj ] + s[yi, xj , ym]
)
ym+1 . . . yi′−1
Since s[yi, xj , ym] is an element of the form (7), we have s[yi, xj , ym] ≡ 0 (mod I). Hence,
[
s[yi, xj ], yi+1 . . . yi′−1
]
≡
i′−1∑
m=i+1
yi+1 . . . ym−1[s, ym][yi, xj ]ym+1 . . . yi′−1 (mod I)
and
[
s[yi, x1], yi+1 . . . yi′−1
]
[yi′ , x2] +
[
s[yi, x2], yi+1 . . . yi′−1
]
[yi′ , x1]
≡
i′−1∑
m=i+1
yi+1 . . . ym−1
(
[s, ym][yi, x1]ym+1 . . . yi′−1[yi′ , x2]
+ [s, ym][yi, x2]ym+1 . . . yi′−1[yi′ , x1]
)
(mod I).
By (19), we have
[s, ym][yi, x1]ym+1 . . . yi′−1[yi′ , x2] + [s, ym][yi, x2]ym+1 . . . yi′−1[yi′ , x1]
≡ ym+1 . . . yi′−1[s, ym]
(
[yi, x1][yi′ , x2] + [yi, x2][yi′ , x1]
)
(mod I).
where, by Lemma 3.3,
[s, ym]
(
[yi, x1][yi′ , x2] + [yi, x2][yi′ , x1]
)
= −[s, ym]
(
[yi, x1][x2, yi′ ] + [yi, x2][x1, yi′ ]
)
≡ 0 (mod I).
Hence, [
s[yi, x1], yi+1 . . . yi′−1
]
[yi′ , x2] +
[
s[yi, x2], yi+1 . . . yi′−1
]
[yi′ , x1] ≡ 0 (mod I)
so, by (26), (28), (29) and the congruence above, Q′1 ≡ 0 (mod I). It follows that, by (23), (25) and
(27), Q2 ≡ 0 (mod I), therefore, by (22) and (24), s[d, x1, x2] ≡ 0 (mod I) for all s ∈ S, d ∈ M ,
xi ∈ X. The result follows. 
Thus, by (21) and Lemmas 3.7, 3.8 and 3.9, (16) holds. It follows that (15) holds and, therefore,
W ⊆ I. This completes the proof of Theorem 1.4. 
Proof of Proposition 1.5 . Recall that I ′ is the two-sided ideal of A generated by all elements of the
forms (6) and (9). It is clear that, for all s ∈ S, xm ∈ X,
[s, xi]xj ≡ xj [s, xi] (mod I
′) and [s, xi][xj , xk] ≡ −[s, xj][xi, xk] (mod I
′).
It follows that
[s, x1][x2, x3, x4] = [s, x1][x2, x3]x4 − [s, x1]x4[x2, x3]
≡ [s, x1][x2, x3]x4 − x4[s, x1][x2, x3] (mod I
′) ≡ −[s, x2][x1, x3]x4 + x4[s, x2][x1, x3] (mod I
′)
≡ − [s, x2][x1, x3]x4 + [s, x2]x4[x1, x3] (mod I
′) = −[s, x2][x1, x3, x4],
that is,
[s, x1][x2, x3, x4] + [s, x2][x1, x3, x4] ≡ 0 (mod I
′)
for all s ∈ S, xi ∈ X. By Corollary 2.5, we have 3 [s, x1][x2, x3, x4] ≡ 0 (mod I
′) for all s ∈ S, xi ∈ X,
as required.
The proof of Proposition 1.5 is completed. 
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4. Proof of Theorem 1.2
Let I(m) (m ≥ 2) be the two-sided ideal of A generated by the set
S(m) = {[y1, y2, . . . , ym] | y1, ym ∈ X; y2, . . . , ym−1 ∈ X ∪X
2}.
Define S(1) = {1}, then I(1) = A.
We have to prove that, for each n ≥ 1, T (n) = I(n). We will prove this by induction on n. If n = 1
then T (1) = A = I(1). If n = 2 then S(2) = {[x1, x2] | xi ∈ X} so I
(2) = T (2).
Suppose that n > 2 and T (n−2) = I(n−2); we will check that T (n) = I(n). It is clear that I(n) ⊆ T (n)
so it remains to prove that T (n) ⊆ I(n).
By Proposition 1.3, T (n) is generated as a two-sided ideal in A by the set
{[u, a1, a2] | u ∈ T
(n−2), a1, a2 ∈ A}.
Hence, by Corollary 1.6, the ideal T (n) is generated by the following elements:
(30) [s, x1, x2] (s ∈ S
(n−2), xi ∈ X),
(31) s[x1, x2, x3] (s ∈ S
(n−2), xi ∈ X),
(32) [s, x1][x2, x3] + [s, x2][x1, x3] (s ∈ S
(n−2), xi ∈ X),
(33) s
(
[x1, x2][x3, x4] + [x1, x3][x2, x4]
)
(s ∈ S(n−2), xi ∈ X).
It follows that to prove that T (n) ⊆ I(n) it suffices to check that all elements (30)–(33) belong to I(n).
First, we note that the elements of the form (30) belong to I(n) because they belong to S(n).
Further, suppose that d = [y1, . . . , yn−2] where y1 ∈ X, y2, . . . , yn−2 ∈ X ∪X
2. Then
[d, x1, x2], [d, x1x2, x3] ∈ S
(n)
so [d, x1, x2] ≡ 0 (mod I
(n)) and [d, x1x2, x3] ≡ 0 (mod I
(n)) for all xi ∈ X. By Lemma 2.2, with
B = A/I(n) and Z = {x+ I(n) | x ∈ X}, we have
(34) [d, x1][x2, x3] + [d, x2][x1, x3] ≡ 0 (mod I
(n)).
Note that each s ∈ S(n−2) is of the form s = [y1, y2, . . . , yn−2] where y1, yn−2 ∈ X, y2, . . . , yn−3 ∈
X ∪X2. Hence, it follows from (34) that, in particular, the elements of the form (32) belong to I(n).
Now we prove that the elements of the form (31) belong to I(n). Let c = [y1, y2, . . . , yn−3] where
y1 ∈ X, y2, . . . , yn−3 ∈ X ∪X
2. Let xi ∈ X. Then we have
[c, x1, x2, x3], [c, x1, x2x3, x4], [c, x1x2, x3, x4] ∈ S
(n)
so [c, x1, x2, x3] ≡ 0 (mod I
(n)), [c, x1, x2x3, x4] ≡ 0 (mod I
(n)), [c, x1x2, x3, x4] ≡ 0 (mod I
(n)).
Then, by Lemma 2.3, with B = A/I(n) and Z = {x+ I(n) | x ∈ X}, we have
[c, x1][x2, x3, x4] + [c, x2][x1, x3, x4] ≡ 0 (mod I
(n))
for all xi ∈ X. Now, by Corollary 2.5,
3 [c, x1][x2, x3, x4] ≡ 0 (mod I
(n)).
Since 3 is invertible in R, we have [c, x1][x2, x3, x4] ∈ I
(n) for all xi ∈ X and all c = [y1, y2, . . . , yn−3]
where y1 ∈ X, y2, . . . , yn−3 ∈ X ∪X
2. In other words, we have s[x2, x3, x4] ∈ I
(n) for all s ∈ S(n−2),
xi ∈ X, that is, all elements of the form (31) belong to I
(n).
Finally, we check that the elements of the form (33) belong to I(n). Let g(z1, z2, z3, z4) = [z1, z2][z3, z4]+
[z1, z3][z2, z4]. Then each element of the form (33) can be written as
[c, x1]g(x2, x3, x4, x5)
where xi ∈ X, c = [y1, y2, . . . , yn−3], y1 ∈ X, y2, . . . , yn−3 ∈ X ∪X
2.
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Lemma 4.1. For all xi ∈ X,
[c, x1]g(x2, x3, x4, x5) ≡ −[c, x2]g(x1, x3, x4, x5) (mod I
(n)).
Proof. Note that, by (34),
[c, x1x2, x3][x4, x5] + [c, x1x2, x4][x3, x5] ∈ I
(n).
We have
[c, x1x2, xi] = −[x1x2, c, xi]
= − x1[x2, c, xi]− [x1, c][x2, xi]− [x1, xi][x2, c] − [x1, c, xi]x2
= x1[c, x2, xi] + [c, x1][x2, xi] + [c, x2][x1, xi] + [c, x1, xi]x2 −
[
[c, x2], [x1, xi]
]
It follows that
[c, x1x2, x3][x4, x5] + [c, x1x2, x4][x3, x5]
=
(
[c, x1, x3]x2 + [c, x1][x2, x3] + [c, x2][x1, x3] + x1[c, x2, x3]
−
[
[c, x2], [x1, x3]
])
[x4, x5] +
(
[c, x1, x4]x2 + [c, x1][x2, x4] + [c, x2][x1, x4]
+ x1[c, x2, x4]−
[
[c, x2], [x1, x4]
])
[x3, x5] ∈ I
(n).
Note that
[
[c, xi], [xj , xk]
]
= [c, xi, xj, xk]− [c, xi, xk, xj ] ∈ I
(n) and, by (34),
(
[c, xi, x3][x4, x5] + [c, xi, x4][x3, x5]
)
∈ I(n)
so
x1
(
[c, x2, x3][x4, x5] + [c, x2, x4][x3, x5]
)
∈ I(n)
and
[c, x1, x3]x2[x4, x5] + [c, x1, x4]x2[x3, x5] = x2
(
[c, x1, x3][x4, x5]
+ [c, x1, x4][x3, x5]
)
+ [c, x1, x3, x2][x4, x5] + [c, x1, x4, x2][x3, x5] ∈ I
(n).
It follows that(
[c, x1][x2, x3] + [c, x2][x1, x3]
)
[x4, x5] +
(
[c, x1][x2, x4] + [c, x2][x1, x4]
)
[x3, x5]
= [c, x1]
(
[x2, x3][x4, x5] + [x2, x4][x3, x5]
)
+ [c, x2]
(
[x1, x3][x4, x5] + [x1, x4][x3, x5]
)
∈ I(n),
that is,
[c, x1]g(x2, x3, x4, x5) + [c, x2]g(x1, x3, x4, x5) ∈ I
(n).
Thus,
(35) [c, x1]g(x2, x3, x4, x5) ≡ −[c, x2]g(x1, x3, x4, x5) (mod I
(n)),
as required. 
Lemma 4.2. For all xi ∈ X, we have [c, x1][x2, x3, x4, x5] ∈ I
(n).
Proof. We have
[c, x1][x2, x3, x4, x5] = [c, x1][x2, x3, x4]x5 − [c, x1]x5[x2, x3, x4]
= [c, x1][x2, x3, x4]x5 − x5[c, x1][x2, x3, x4]− [c, x1, x5][x2, x3, x4].
Note that [c, x1][x2, x3, x4] is an element of the form (31); it follows that [c, x1][x2, x3, x4] ∈ I
(n),
therefore
[c, x1][x2, x3, x4]x5 − x5[c, x1][x2, x3, x4] ∈ I
(n).
On the other hand, by Proposition 1.5, the element [c, x1, x5][x2, x3, x4] belong to the two-sided ideal of
A generated by the elements of the forms [c, x1, z1, z2] and [c, x1, z1][z2, z3] + [c, x1, z2][z1, z3] (zi ∈ X).
Since the latter elements belong to I(n), we have
[c, x1, x5][x2, x3, x4] ∈ I
(n).
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It follows that [c, x1][x2, x3, x4, x5] ∈ I
(n), as required. 
Since
[
[x2, x3], [x4, x5]
]
= [x2, x3, x4, x5]− [x2, x3, x5, x4], we have
Corollary 4.3. For all xi ∈ X, we have [c, x1]
[
[x2, x3], [x4, x5]
]
∈ I(n).
Lemma 4.4. For all x, zi ∈ X,
[c, x]g(z1, z2, z3, z4) ≡ [c, x]g(z4, z2, z3, z1) (mod I
(n)),
[c, x]g(z1, z2, z3, z4) ≡ [c, x]g(z2, z1, z4, z3) (mod I
(n)).
Proof. We have
g(z1, z2, z3, z4) = [z1, z2][z3, z4] + [z1, z3][z2, z4] = [z4, z3][z2, z1] +
[
[z1, z2], [z3, z4]
]
+ [z4, z2][z3, z1]
+
[
[z1, z3], [z2, z4]
]
= g(z4, z2, z3, z1) +
[
[z1, z2], [z3, z4]
]
+
[
[z1, z3], [z2, z4]
]
so, by Corollary 4.3,
[c, x]g(z1, z2, z3, z4) ≡ [c, x]g(z4, z2, z3, z1) (mod I
(n)).
On the other hand,
g(z1, z2, z3, z4) = [z1, z2][z3, z4] + [z1, z3][z2, z4] = [z2, z1][z4, z3]
+ [z2, z4][z1, z3]−
[
[z2, z4], [z1, z3]
]
= g(z2, z1, z4, z3)−
[
[z2, z4], [z1, z3]
]
so, by Corollary 4.3,
[c, x]g(z1, z2, z3, z4) ≡ [c, x]g(z2, z1, z4, z3) (mod I
(n)).
This completes the proof of Lemma 4.4. 
Now we are in a position to check that the elements of the form (33) belong to I(n). We have
g(x2, x3, x4, x5) + g(x2, x3, x5, x4) + g(x2, x4, x5, x3) =
(
[x2, x3][x4, x5] + [x2, x4][x3, x5]
)
+
(
[x2, x3][x5, x4] + [x2, x5][x3, x4]
)
+
(
[x2, x4][x5, x3] + [x2, x5][x4, x3]
)
= 0
so
(36) [c, x1]
(
g(x2, x3, x4, x5) + g(x2, x3, x5, x4) + g(x2, x4, x5, x3)
)
= 0.
On the other hand, by Lemmas 4.1 and 4.4,
[c, x1]g(x2, x3, x5, x4) ≡ [c, x1]g(x4, x3, x5, x2) (mod I
(n))
≡ − [c, x4]g(x1, x3, x5, x2) (mod I
(n)) ≡ −[c, x4]g(x3, x1, x2, x5) (mod I
(n))
≡ [c, x3]g(x4, x1, x2, x5) (mod I
(n)) ≡ [c, x3]g(x1, x4, x5, x2) (mod I
(n))
≡ − [c, x1]g(x3, x4, x5, x2) (mod I
(n)) ≡ −[c, x1]g(x2, x4, x5, x3) (mod I
(n)),
that is,
(37) [c, x1]
(
g(x2, x3, x5, x4) + g(x2, x4, x5, x3)
)
≡ 0 (mod I(n)).
It follows from (36) and (37) that
[c, x1]g(x2, x3, x4, x5) ≡ 0 (mod I
(n)).
Recall that each element of the form (33) can be written as [c, x1]g(x2, x3, x4, x5) where xi ∈ X,
c = [y1, y2, . . . , yn−3], y1 ∈ X, y2, . . . , yn−3 ∈ X ∪X
2. Thus, each element of the form (33) belongs to
I(n), as required.
The proof of Theorem 1.2 is completed.
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