Abstract-We study the throughput and delay characteristics of wireless networks based on a content-centric network architecture, where users are mainly interested in retrieving content stored in the network, rather than in maintaining source-destination communication. Nodes are assumed to be uniformly distributed in the network area. Each node has a limited-capacity content store, which it uses to cache contents according to the proposed caching scheme. Requested content follows a general popularity distribution, and users employ multihop communication to retrieve the requested content from the closest cache. We derive the throughput-delay tradeoff of the content-centric wireless network model and solve the caching optimization problem. We then evaluate the network performance for a Zipf content popularity distribution, letting the number of content types and the network size both go to infinity.
with the content popularity following a Zipf distribution.
The paper [2] derives the throughput and delay performance of content-centric mobile ad-hoc networks under various mobility models on a random geometric graph, for Zipf content popularity distributions. The paper makes the assumption that at any given time, each node has at most one pending content request in the network. It further considers a request model in which the relation between the throughput and delay is pre-determined as λ =
I+D
, where λ is the average request throughput, D is the average request delay, and I is the average time between consecutive content requests [2] .
In [3] , the asymptotic throughput capacity of content-centric wireless networks is studied under the assumption that a constant number of content objects with similar popularity are requested and cached with limited lifetime by network users. By computing the average lifetime of the cached content objects of each user, the network throughput is derived for both the grid and random network models.
In [10] , a content placement problem in a wireless femtocellular network using helper nodes is studied. The paper considers a one-hop communication scheme where nodes are connected to a set of helper nodes according to a bipartite graph. Each node is also connected to the base station. The paper focuses on the minimization of the average total downloading delay for a given content popularity distribution and network topology. The authors show that the uncoded optimal file assignment is NP-hard, and demonstrate a greedy strategy with performance which is provably within a factor 2 of the optimum.
The authors of [9] analyze base station-assisted device-todevice wireless networks with caching capability. They examine a cellular grid network model in which communication among wireless nodes or between wireless nodes and the base station is limited to single-hop, and derive the asymptotic throughput-outage tradeoff for the network model.
Finally, the paper [12] develops a systematic framework to solve the fundamental problem of jointly optimizing request forwarding and dynamic cache placement and eviction, for arbitrary network topologies and content popularity distributions.
In this paper, we characterize the throughput and delay scaling behavior of content-centric wireless networks, using the random geometric model as studied in [7] , [5] and in many related papers (previously within the context of traditional source-destination communication networks). We assume that contents follow a general popularity distribution, and that each node has a limited-capacity content store, which it uses to cache contents according to a proposed caching scheme. Users employ multi-hop communication to retrieve the requested content from the closest cache. We first establish the throughput-delay tradeoff of the network model, and then optimize the caching strategy to simultaneously minimize the average network delay and maximize the network throughput. Using the optimal caching strategy, we evaluate the network performance under a Zipf content popularity distribution. Our focus on the random geometric network model allows for ready comparison with existing literature on the scaling behavior of traditional host-based wireless communication networks.
II. NETWORK MODEL
We analyze a content-centric wireless network model where n nodes are independently and uniformly distributed over a unit-sized torus. From these nodes originate requests for content objects. There are M distinct content objects, where M scales as n β , 0 < β < 1. All content objects are assumed to have the same size (one unit). Each node is assumed to have a local cache which can store copies of content objects. All nodes are assumed to have cache space with the same size: K content units. In order for the caching problem not to be trivial, we assume that K < M, so that each node must select which content objects to cache. In addition, in order for the network to have sufficient memory to store at least one copy of each content object, we assume nK ≥ M .
Assume that time is slotted: t = 0, 1, 2, . . .. Independently from one another, all nodes generate requests for content objects at each time t. Assuming an infinite backlog of requests at each node, each content request is for content object m, 1 ≤ m ≤ M , with probability p m , independent of all other requests. Due to the time invariant nature of the content request pattern, we consider static caching allocations. Let χ m be the set of nodes which cache content object m. We call the nodes in χ m the holders of content m. Let X m = |χ m | be the number of holders of content object m. Since content popularity distribution is homogeneous in space, we may assume (without loss of optimality) that for any given content object m, the X m holders of the content object are uniformly and independently distributed over the network area. 2 In order for a caching allocation {X m }
M m=1
to be feasible, the constraint on total caching space must be satisfied:
The total caching constraint in (1) is a relaxed version of the individual caching constraints. For ease of presentation and analysis, we use (1) for the throughput-delay analysis and optimization problem. Within the content-centric network model, assume that requests for content are processed by forwarding request packets toward the nodes caching the requested content object. 3 When the request packet reaches a node caching the requested content object, a data packet containing the content object is transmitted in the reverse direction along the path taken by the corresponding request packet, back to the requesting node. In this paper, we assume that a request packet for object m is forwarded along the shortest path from the requesting node 2 One way to choose the Xm holders is to choose one of the n Xm sets of Xm nodes, uniformly at random.toward the closest (in Euclidean distance) holder of content object m, using multi-hop communication. 4 Transmissions in wireless networks are subject to multi-user interference. Our model for a successful wireless transmission in this environment follows the Protocol Model given in [5] . Suppose node i transmits a packet at time t. Then, a node j can receive this packet successfully if and only if for any other node k transmitting simultaneously,
where U i is the location of node i, | · | denotes Euclidean distance, and Δ is a positive constant. During a successful transmission, the transmitter sends at a rate of W bits per second, which is a constant independent of n. Another model for transmission is the Physical Model [7] . Since these two models are essentially equivalent (assuming a path loss exponent of greater than 1 and equal node transmission powers in the Physical Model) [7] , we focus on the Protocol Model in this paper.
To simplify our analysis, we adopt the fluid model for packet transmission considered in [5] . In the fluid model, we allow the size of the content unit, and therefore the sizes of the request packets and data packets, to be arbitrarily small. Thus, the time required for transmitting a request packet or data packet is much smaller than a time slot. Nevertheless, a packet received by a node in a given time slot cannot be transmitted by the node until the next time slot. Thus, all packets waiting for transmission at a given node will be transmitted by the node in one time slot. The fluid model makes unnecessary detailed analysis of the scheduling of individual packets.
III. THROUGHPUT AND DELAY
Transmission and caching in the wireless network are coordinated and controlled by a scheme. More precisely, a scheme π is a sequence of polices {π n }, where π n determines the (static) caching allocation, as well as the scheduling of transmissions in each time slot, for a network of n nodes. For a given scheme, the throughput and delay are defined as follows:
Definition 1 (Throughput). For a given policy π n , let B πn (i, t) be the total number of bits of all content objects received by the requesting node i up to time t. The long-term throughput of node i is lim inf t→∞ 
The average throughput over all nodes is
The throughput and delay quantities λ πn (n) and D πn (n) are random variables, since they depend on the realization of node positions. The quantities λ πn (n) and D πn (n) are ensemble averages. To study the asymptotical behavior of λ πn (n) and D πn (n), we will let the number of nodes n go to infinity. We say an event holds with high probability (w.h.p.) if the event occurs with probability 1 as n goes to infinity.
To study the throughput-delay tradeoff of the contentcentric wireless network, we use a multi-hop, TDM, cellular transmission scheme [5] combined with a caching allocation scheme. The unit torus is divided into square cells, each with area a(n). 5 We use the following sequence of lemmas to construct the transmission and caching scheme yielding the main throughput-delay tradeoff result.
The following lemma from [5] shows that with an appropriately chosen cell area a(n), each cell has at least one node w.h.p., so that multi-hop relaying of packets through adjacent cells is possible.
Lemma 1. [5] If a(n) ≥ 2 log n/n, then each cell has at least one node w.h.p..
For a(n) satisfying Lemma 1, we set the transmission radius to be r(n) = 8a(n). This allows each node to transmit to nodes within its cell and to the 8 neighboring cells. It is then clear that multi-hop packet relaying through adjacent cells can take place w.h.p.
The next lemma from [5] makes possible the establishment of an interference-free TDM transmission schedule where each cell becomes active (i.e. any of the nodes in the cell transmits) regularly once every N + 1 time slots, where N is specified in Lemma 2, and no two simultaneously active cells interfere with each other. Here, two simultaneously active cells interfere if the transmission of a node in one active cell affects the success of a simultaneous transmission by a node in the other active cell.
Lemma 2. [5] Under the Protocol model, the number of cells that interfere with any given cell is bounded above by a constant N = 16(1 + Δ)
2 , independent of n.
Recall that from any given node, requests for content m are forwarded to the holder of content m which is closest in Euclidean distance. The next lemma computes the expected Euclidean distance from a given node requesting content object m to the closest holder of content m. ).
Proof. See [1] .
Assume a(n) ≥ 2 log n/n and r(n) = 8a(n) ≥ 4 log n/n. Consider a fixed node i requesting content object m. Let L H,R (i, m) be the straight line connecting i to the closest holder of content m. From Lemma 3,
where 
Lemma 4. For a(n) ≥ 2 log n/n, and each
We now present a key lemma, characterizing the number of L H,R (i, m) lines passing through each cell as n becomes large. The result may be seen as an analogue of Lemma 3 in [5] , for the content-centric wireless environment.
Lemma 5. For a(n) ≥ 2 log n/n, the number of L H,R lines passing through each cell is
We now present an achievable transmission and caching scheme. The achievable scheme can be seen as an analogue of Scheme 1 in [5] , for the content-centric wireless environment. The scheme is parameterized by the cell area a(n), where a(n) = Ω(log n/n) and a(n) ≤ 1.
1) Divide the unit torus using a square grid into square cells, each with area a(n). 2) For the given realization of the random network, check if the following conditions are satisfied:
• Condition 1: No cell is empty.
• Condition 2: The number of L H,R lines passing through each cell is of the order
If either of the above conditions is not satisfied, then use a time-division policy, where each of the n requesters communicates directly with the closest holder of the requested content object, in a round-robin fashion. 4) If both conditions are satisfied, use the following policy π n : a) Each cell becomes active regularly once every 1 + N time-slots (Lemma 2). Cells which are sufficiently far apart become active simultaneously. That is, the scheme uses TDM between neighboring cells. b) Requesting nodes transmit request packets to the closest holders by hops along the adjacent cells intersecting the L H,R lines. Similarly, the holders transmit data packets to the requesting nodes along the same path taken by their corresponding request packets, in the reverse direction. c) Each time slot is split into two sub-slots. In the first sub-slot, each active cell transmits a single request packet for each of the L H,R lines passing through the cell toward the closest holder. In the second sub-slot, the active cell transmits a single data packet for each of the L H,R lines passing through the cell toward the requesting node. We now derive the throughput and delay performance of the achievable transmission and caching scheme described above. 
Proof. Refer to [1] .
Note that the throughput-delay trade-off for the achievable scheme holds for any feasible set (X m ) M m=1 . In the next section, we find the optimized set (X m ) M m=1 which simultaneously minimizes the delay and maximizes the throughput.
As can be seen, for the case X m = Ω(a −1 (n)), λ(n) and D(n) are independent of the number of holders. For smaller X m 's, however, the larger X m is, the greater the throughput becomes and the smaller the delay becomes. This makes intuitive sense. As the number of holders grows, there exist more nodes caching the requested content object. Hence, the requester will retrieve the content in fewer hops. This makes the delay smaller and the throughput simultaneously larger. 
IV. OPTIMIZED CACHING
We now optimize the delay and throughput of the achievable transmission and caching scheme described in Section III, by selecting the appropriate (X m ) M m=1 subject to caching constraints. We first relax the integer constraint on (X m ) M m=1 , 6 thus allowing X m to be a non-negative real number. Furthermore, we enforce only the total caching constraint in (1), which is a relaxation of the per node caching constraint.
To illustrate the optimization process, we focus on the commonly used Zipf distribution as the content popularity distribution [6] , [2] . Let p m = m −α /H α (M ), where α is the Zipf's law exponent, and
−α is a normalization constant, given by [6] 
As mentioned previously, for X m = Ω(a −1 (n)), the delay and throughput do not change with X m in the order sense. Hence, there is no need to cache more than one copy of any given content object in any one cell. Note that by (6), minimizing the delay is equivalent to maximizing the throughput. We may obtain the minimum delay by solving the following optimization problem:
As the objective function is strictly convex, we are assured that there is a unique global minimum. Using the Lagrange 6 It can be shown that the relaxation of the integer constraint on (Xm) M m=1 does not change the optimized delay and throughput performance in the order sense. Proof. See [1] .
In Figure 1 , we have plotted the theoretical results given in (11) , to demonstrate the scaling of the network delay under the achievable scheme for various values of α. Similarly, in Figure 2 , the scaling of per-node throughput of the achievable scheme is depicted, following (12) , for different values of α. For both figures, β = 0.9. It is clear from the figures that the throughput and delay advantages offered by caching are both enhanced as α increases. This makes intuitive sense: for larger α, the content popularity distribution is dominated by the most popular content objects, which when cached, can lead to increased throughput and decreased delay at the same time.
V. CONCLUSION
We have investigated the asymptotic behavior of wireless networks with a content-centric networking architecture. We derived the throughput-delay tradeoff of the proposed wireless ad hoc network model for a general content popularity distribution, and solved the caching optimization problem subject to the shortest path forwarding strategy. We then evaluated the network performance for a Zipf content popularity distribution, letting the number of content types and the network size both go to infinity.
