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Abstract
We prove the strong completeness for a class of non-degenerate SDEs,
whose coefficients are not necessarily uniformly elliptic nor locally Lipschitz
continuous nor bounded. Moreover, for each p > 0 there is a positive num-
ber T (p) such that for all t < T (p), the solution flow Ft(·) belongs to the
Sobolev space W 1,ploc . The main tool for this is the approximation of the associ-
ated derivative flow equations. As an application a differential formula is also
obtained.
1 Introduction
Throughout the paper (Ω,F ,P) is a probability space with complete and right
continuous filtration (Ft), and Wt = {W 1t , ...,Wmt } is an m-dimensional
Brownian motion. LetX : Rm×Rd → Rd be a Borel measurable map such that
for each x ∈ Rd the map X(x, ·) : Rm → Rd is linear and let X0 : Rd → Rd
be a Borel measurable vector field on Rd. We study the following SDE,
dxt = X(xt) dWt +X0(xt) dt. (1.1)
∗supported by an EPSRC grant (EP/E058124/1) and Portuguese Science Foundation (FCT)
for the project “Probabilistic approach to finite and infinite dimensional dynamical systems” (No.
PTDC/MAT/104173/2008).
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LetX∗(x) denote the transpose of X(x) : Rm → Rd. We say that the diffusion
coefficient X or the SDE (1.1) is uniformly elliptic if there exists a δ > 0
such that |(X∗X)(x)(ξ)|>δ|ξ| for every x, ξ ∈ Rd. It is elliptic if X(x) is a
surjection for each x.
Fixing an orthonormal basis {e1, ..., em} of Rm, for 16 k6m and x ∈ Rd
we define Xk(x) = X(x)(ek). Then {X0,X1, . . . ,Xm} is a family of Borel
measurable vector fields on Rd and the SDE (1.1) has the following expression,
dxt =
m∑
k=1
Xk(xt) dW
k
t +X0(xt) dt. (1.2)
Throughout the paper we assume that there is a unique strong solution to (1.2)
and we denote by (Ft(x, ω), 06 t < ζ(x, ω)) the strong solution with a (non-
random) initial value x ∈ Rd and explosion time ζ(x, ω) > 0. The differential
of Xk at x is denoted by (DXk)x or DXk(x).
The SDE (1.2), or its solution, is said to be complete if the unique strong
solution does not explode, i.e. ζ(x) = ∞, P-a.s. for every x ∈ Rd. The SDE
(1.2), or its solution, is said to be strongly complete if it is complete and there
is a P-null set Ω0 such that for every ω /∈ Ω0, the function (t, x) 7→ Ft(x, ω) is
jointly continuous on [0,∞)×Rd. For further discussion on this, see the books:
K. D. Elworthy [7] and H. Kunita [22].
If the SDE is strongly complete, the corresponding stochastic dynamics has
the perfect cocycle property, which is often the basic assumption in the study of
stochastic dynamical systems. Continuous dependence on the initial data is also
an essential assumption for successful numerical simulation of the solutions. It
turns out that smoothness and boundedness of the coefficients are not sufficient
for the strong completeness. In X.-M. Li and M. Scheutzow [26], a SDE on R2
of the form dxt = σ(xt, yt)dBt, dyt = 0 (here both xt and yt are scalar valued
process) is constructed with the property that although σ : R2 → R is bounded
and C∞ smooth, the SDE is not strongly complete. See also M. Hairer, M.
Hutzenthaler and A. Jentzen [16] on the Loss of regularity for Kolmogorov
equations.
It is well known, proved by J. N. Blagovescenskii and M. I. Freidlin [1], that
the SDE (1.2) is strongly complete if its coefficients are (globally) Lipschitz
continuous. Suppose that {Xk}mk=0 are C2 and {DXk}mk=0 are not necessarily
bounded, a sufficient condition for the strong completeness of (1.2) is given in
X.-M. Li [23]. In particular, the core condition in [23] is on the mild growth
rate of {|DXk|}mk=0, and the crucial estimate is on the integrability of the norm
of the solution to the derivative flow equation which is controlled by the growth
rate at infinity of the vector fields {Xk, DXk}mk=0. We would remark that the
SDEs studied in [23] are on Riemannian manifolds; specific computations for
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SDEs on Rd are given in [23, Section 6]. See also S. Z. Fang, P. Imkeller and
T. S. Zhang [10] and X. C. Zhang [35] for different methods to obtain such
sufficient conditions.
As mentioned above, a control on the derivatives of the coefficients is use-
ful in estimating the moments of the solution to the derivative flow equation.
The latter also appears to be useful for the study of the convergence rates in
numerical schemes, see M. Hairer, M. Hutzenthaler and A. Jentzen [16], where
they construct some SDEs with smooth bounded coefficients whose solutions
fall into one of the following cases: (1) the map x 7→ E(Ft(x)) is continuous
but not locally Ho¨lder continuous; (2) for any t>2, C > 0, α > 0, and h0 > 0,
there is a step size h ∈ (0, h0) with the property that the rate of convergence
for the Euler-Maruyama method is slower than Chα.
Let us consider the case that the coefficients of SDE (1.2) are not Lips-
chitz continuous. If X is uniformly elliptic, {Xk}mk=0 are bounded, and Xk ∈
W 1,2dloc (R
d;Rd) for each k>1, it is established in A. Veretennikov [33] that there
is a unique strong solution to (1.2). Lettingm = d andX(x) be the identity ma-
trix, in [21], N. V. Krylov and M. Ro¨ckner prove that there is a unique global
strong solution provided that X0 ∈ Lq([0, T ];Lp(Rd;Rd)) for some p > 1,
q > 2 satisfying the condition d
p
+ 2
q
< 1. The strongly completeness for
such SDE is obtained by E. Fedrizzi and F. Flandoli [13]. See also related
works by I. Gyo¨ngy and T. Martinez [15] and A. M. Davie [6]. Similar results
hold for the multiplicative noise case: suppose that X is uniformly elliptic and
uniformly continuous with |DXk| ∈ Lq([0, T ];Lp(Rd)), 16 k6m, |X0| ∈
Lq([0, T ];Lp(Rd)) for p, q as above, then (1.2) is shown to be strongly com-
plete by X. C. Zhang [34, 36]. If X is uniformly elliptic, X0 ∈ C0,δ(Rd;Rd)
and {Xk}mk=1 ⊆ C
3,δ
b (R
d;Rd) for some 0 < δ < 1, it is proved by F. Flandoli,
M. Gubinelli and E. Priola [14] that (1.2) is strongly complete and the solution
flow Ft(·, ω) is differentiable with respect to the space variable. For bounded
measurable drifts, see also the Ph.D. thesis of X. Chen [4] and a recent paper of
S. E. A. Mohammed, T. Nilsen and F. Proske [27] where the the noise is essen-
tially additive and the solution flow of (1.2) is shown to belong to a (weighted)
Sobolev space, which generalises the result in N. Bouleau and F. Hirsch [2]
where the coefficients are Lipschitz continuous. We also refer to readers to S.
Z. Fang and T. S. Zhang [12], S. Z. Fang and D. J. Luo [11], and S. Cox, M.
Hutzenthaler and A. Jentzen [5] on the study of strong completeness for a SDE
whose coefficients are not (locally) Lipschitz continuous nor elliptic.
In all the results mentioned earlier, concerning with the strong completeness
of a SDE whose coefficients are not restricted to the class of (locally) Lipschitz
continuous vector fields, some uniform conditions are assumed, such as the
uniform continuity condition, or the Lp integrability, or the uniform ellipticity,
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which are quite different from the mild growth conditions in [10], [23], [35]
for the SDEs with locally Lispchitz continuous coefficients. In this paper we
are specially interested in SDEs whose coefficients are not locally Lipschitz
continuous nor necessarily satisfying some uniform conditions.
Some preliminary results in this paper appeared in our earlier work, [3], we
have strengthened the results there by removing the boundedness condition and
the uniform ellipticity condition on the diffusion coefficients.
Throughout this paper the components of the vector fields Xk are denoted
by Xk = (Xk1, . . . ,Xkd), 06 k6m. Let X∗X = (ai,j)di,j=1 be the d × d
diffusion matrix with entries ai,j(x) =
∑m
k=1Xki(x)Xkj(x).
For x, ξ ∈ Rd, let
Hp(x)
(
ξ, ξ
)
:= 2p
〈
DX0(x)(ξ), ξ
〉
+ (2p− 1)p
m∑
k=1
∣∣DXk(x)(ξ)∣∣2
and we define the real valued function
Kp(x) := sup
|ξ|=1
{
Hp(x)
(
ξ, ξ
)}
. (1.3)
Assumption 1.1 (1) There exist positive constants p1, C1, such that,
d∑
i,j=1
ai,j(x)ξiξj >
C1
1 + |x|p1
|ξ|2, ∀x ∈ Rd, ξ = (ξ1, ..., ξd) ∈ R
d.
(1.4)
(2) There exist positive constants C2, p2, such that for all 06 k6m,
|Xk(x)|6C2(1 + |x|
p2). (1.5)
There is a constant 0 < δ6 1, such that for every p > 0,
sup
|y|6 δ
( m∑
k=1
p|Xk(x+ y)|
2 + 〈x,X0(x+ y)〉
)
6C(p)(1 + |x|2) (1.6)
for some positive constant C(p) > 0.
(3) There are constants p3 > 2(d+1), p4 > d+1 such thatXk ∈W 1,p3loc (Rd;Rd),
16 k6m and X0 ∈W 1,p4loc (Rd; Rd). For every p > 1, there exists a con-
stant κ(p) > 0, such that for every R > 0,∫
{|x|6R}
eκ(p)Kp(x)dx <∞. (1.7)
Here Kp(x) is defined by (1.3).
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(4) There exist positive constants R1, C3, p5, such that for all 06 k6m
|DXk(x)|6C3(1 + |x|
p5), ∀ |x| > R1. (1.8)
For every p > 0, there exists a constant C(p) > 0, such that,
Kp(x)6C(p) log(1 + |x|
2), ∀ |x| > R1. (1.9)
The main theorem of the paper is as following:
Theorem 1.1 Under Assumption 1.1 the SDE (1.2) is strongly complete. Fur-
thermore, for every p > 0 there is a positive constant T1(p) such that for each
t ∈ [0, T1], Ft(·, ω) ∈W
1,p
loc (R
d;Rd), P-a.s..
We comment on Assumption 1.1. Condition (1.6) is a technical condition
that is used for approximating (1.11) by a family of SDEs with smooth coeffi-
cients satisfying
p
m∑
k=1
|Xk(x)|
2 + 〈x,X0(x)〉6C(p)(1 + |x|
2). (1.10)
A SDE with coefficients satisfying condition (1.10) is complete, see e.g. [23].
The constant κ(p) in (1.7) is allowed to decrease with p. In conditions (1.6-1.7),
the restrictions on X0 are only one-sided. In particular condition (1.7) does not
imply that exp
(
p|DXk|
2
)
is locally integrable. In fact, if sup|ξ|=1〈DX0(ξ), ξ〉
is negative enough, it compensates the contribution of the norms of the deriva-
tives of the diffusion coefficients to Kp, c.f. Example 2.1 below. The condi-
tions (1) and (3) of Assumption 1.1 imply that there is a unique strong solu-
tion to (1.2). Indeed since X is elliptic, Xk ∈ W 1,p3loc (Rd;Rd) for 16 k6 d,
and X0 ∈ W 1,p4loc (Rd;Rd), we may apply [36, Theorem 1.3]. Moreover, un-
der condition (1.6), the SDE (1.2) is complete. Roughly speaking, Assumption
1.1 means that the coefficients are contained in some Sobolev space and satisfy
some local integrability condition in a compact set, in particular, the coefficients
may not be Lipschitz continuous in this compact set, while outside such com-
pact set, the mild growth rate for the derivatives of the coefficients are needed.
We also comment on the proof of the theorem. In N. V. Krylov and M.
Ro¨ckner [21] and X. C. Zhang [34, 36], a transformation, first introduced in
A. K. Zvonkin [38], are applied to transform (1.2) to a SDE without drift. In
order to apply the Zvonkin transformation, global estimates for the solution to
the associated parabolic PDE are required. Such estimates are usually obtained
under the assumption that the diffusion coefficients are uniformly elliptic and
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uniformly continuous, see e.g. N. V. Krylov [20]. In Assumption 1.1, we do not
assume the diffusion coefficients to be uniformly elliptic or to be uniformly con-
tinuous, nor the derivatives satisfy some Lp integrability conditions, no suitable
estimates for the corresponding PDE is available. We therefore have to assume
the drift coefficients to be more regular than that in the reference mentioned
above.
We adapt the philosophy in [23] and study the strongly completeness of
(1.2) by investigating the corresponding derivative flow equation. But the meth-
ods here are however quite different due to the irregularity of the coefficients.
In fact, the derivative flow equation is{
dxt =
∑m
k=1Xk(xt)dW
k
t +X0(xt)dt,
dvt =
∑m
k=1DXk(xt)(vt)dW
k
t +DX0(xt)(vt)dt.
(1.11)
Here vt is a Rd-valued process. Since the coefficients {Xk}mk=0 are not neces-
sarily locally Lipschitz continuous, at this stage, the derivative flow equation,
whose coefficients are not necessarily locally bounded, is only a formal expres-
sion. We must establish firstly the pathwise uniqueness and the existence of a
strong solution to the derivative flow equation (1.11).
Let (Ft(x), Vt(x, v)) be the strong solution to (1.11) with initial point x0 =
x ∈ Rd, v0 = v ∈ R
d
. In case of {Xk}mk=0 belonging to C2b (Rd;Rd), it is
well known that DxFt(x)(v) = Vt(x, v) P − a.s., see. e.g. H. Kunita [22]. In
this paper, we use the approximating Theorem (Theorem 6.5) to establish such
a result, c.f. Theorem 1.1. Furthermore letting DXk and D˜Xk be two different
version of the weak derivative of Xk, we show that∫ T
0
|DXk(xt)− D˜Xk(xt)|
2dt = 0, P− a.s..
It follows that the Itoˆ integral
∫ T
0 DXk(xt)(vt)dW
k
t is independent of the choice
of versions of DXk.
The remaining part of the paper is organized as following. In section 2, we
give an example of a SDE which satisfies Assumption 1.1. This example is not
covered by the reference listed above. In Section 3 we establish a lemma for the
approximation of a strong solution to a SDE with pathwise uniqueness property.
Section 4 is devoted to an estimation for the distribution of the solution to (1.2).
A key step in the proof of the main theorem is presented in Section 5, where we
construct an approximating sequence of smooth vector fields {Xεk}mk=0, which
satisfy the conditions of Assumption 1.1 with the corresponding constants in-
dependent of ε. In Section 6 we give uniform estimates on the approximating
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derivative flow equations. The key convergence result is presented in Theo-
rem 6.5. In section 7 we complete the proof of the main theorem. Finally a
differentiation formula is established in Section 8.
Notation. The symbol C denotes a constant that may vary in different places
and depend only on dimension d and the constants in Assumption 1.1. If it
depends on another parameter, it will be emphasized by an index.
2 An Example
The example below satisfies Assumption 1.1, as far as we know it is not covered
by results from the existing literature. The vector fields {Xk}dk=1 constructed
below are not uniformly elliptic if q2 < 0; while {Xk}dk=1 are not bounded nor
uniformly continuous if q2 > 0.
Example 2.1 We suppose that q1, q3, q4 are positive numbers and q2 ∈ R. For
a fixed orthonormal basis {e1, . . . , ed} of Rd and 16 k6 d we define
Xk(x) =
(
(1 + |x|q1)g1(x) + |x|
q2g2(x)
)
ek,
X0(x) =
(
− (1 + |x|−q3)g1(x)− |x|
q4g2(x)
)
x,
where g1, g2 are C∞ functions on Rd with the following specifications
g1(x) =


1, if |x|6 2,
∈ [0, 1], if 2 < |x| < 3,
0, if |x|>3,
g2(x) =


0, if |x|6 1,
∈ [0, 1], if 1 < |x| < 2,
1, if |x|>2.
Suppose that the constants q1, q2, q3 and q4 satisfy the following relations:
q4 + 2 > 2q2, 1−
d
2(d+ 1)
< q1 < 1, 2(1− q1) < q3 <
d
d+ 1
.
Then {Xk}dk=0 satisfy Assumption 1.1 and the corresponding SDE (1.2) is
strongly complete.
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We first check the ellipticity condition. If q2>0,
d∑
i,j=1
ai,j(x)ξiξj>|ξ|
2, ∀ ξ = (ξ1, . . . , ξd) ∈ R
d.
If q2 < 0,
d∑
i,j=1
ai,j(x)ξiξj>
C|ξ|2
1 + |x|−q2
, ∀ ξ = (ξ1, . . . , ξd) ∈ R
d.
In both cases (1.4) is true.
It is obvious that (1.5) holds, and for |x| sufficiently large,
sup
|y|6 1
( d∑
k=1
p|Xk(x+ y)|
2 + 〈x,X0(x+ y)〉
)
6C(p)|x|2q2 + sup
|y|6 1
(
− |x+ y|q4〈x, (x+ y)〉
)
6C(p)|x|2q2 − C(|x|q4 − 1)|x|2 + C sup
|y|6 1
(
|x|q4+1|y|
)
6 − C(p)(1 + |x|q4+2),
where the last step is due to the assumption q4 + 2 > 2q2. We have proved
(1.6).
We prove below that Xk ∈ W 1,ploc (Rd;Rd). Firstly for every 16 k6 d, Xk
is smooth on Rd\{0}, we only need to consider the domain {x ∈ Rd; 0 <
|x|6 1}. Let ⊗ denote the tensor product operator and let I : Rd → Rd denote
identity map. For all x ∈ Rd with 0 < |x|6 1,
DXk(x) = q1|x|
q1−2ek ⊗ x,
DX0(x) = q3|x|
−q3−2x⊗ x− (1 + |x|−q3)I.
(2.1)
So for every x ∈ Rd with 0 < |x|6 1,
|DXk(x)|6C|x|
q1−1, |DX0(x)|6C|x|
−q3 .
The condition q3 < dd+1 and 0 < 1−q1 <
d
2(d+1) ensure that, for 16 k6m,Xk
belongs toW 1,p3loc (Rd;Rd) andX0 belongs toW
1,p4
loc (R
d;Rd) for some constants
p3 and p4 satisfying the following relations
2(d + 1) < p3 <
d
1− q1
, d+ 1 < p4 <
d
q3
.
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For the local exponential integrability, (1.7), we again only need to consider
the domain {x ∈ Rd; 0 < |x|6 1}. From (2.1) we know that,
sup
|ξ|=1
〈DX0(x)ξ, ξ〉6 − (1− q3)|x|
−q3 ∀ 0 < |x|6 1.
Therefore for |x| small enough,
Kp(x)6C(p)|x|
−2(1−q1) − C|x|−q3 6 − C(p)|x|−q3 6 0,
where we use condition q3 > 2(1− q1). Hence (1.7) holds.
If |x| > 3,
DXk(x) = q2|x|
q2−2ek ⊗ x, 16 k6 d,
DX0(x) = −(1 + |x|
q4)I− q4|x|
q4−2x⊗ x.
(1.8-1.9) of Assumption 1.1 follows from q4 + 2 > 2q2.
3 A convergence Lemma
Let Y εk ∈ C
∞(Rd;Rd), 06 k6m, ε ∈ (0, ε0) be a family of smooth vector
fields, where ε0 is a positive constant. We consider the following SDE
dyεt =
m∑
k=1
Y εk (y
ε
t ) dW
k
t + Y
ε
0 (y
ε
t ) dt. (3.1)
Since each Y εk is smooth it is well known that (3.1) has a unique maximal strong
solution. Throughout this section we also assume that (3.1) is complete for
each ε ∈ (0, ε0) and we denote by (φεt (x)) its strong solution with initial point
x ∈ Rd.
Let {Yk}mk=0 be Borel measurable vector fields on Rd. Now we do not
assume any regularity assumption on the vector fields {Yk}mk=0 and then have
no information on the existence or the uniqueness of a strong solution to the
following SDE
dyt =
m∑
k=1
Yk(yt) dW
k
t + Y0(yt) dt. (3.2)
One well known method for the existence of a strong solution is the Watanabe-
Yamada method: if there is a weak solution and the pathwise uniqueness holds
for SDE (3.2), then there exists a unique strong solution to (3.2), see e.g. [17].
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In Lemma 3.2 we prove that under suitable conditions, the solutions of (3.1)
converges to the unique strong solution to (3.2). As pointed in N. V. Krylov and
A. K. Zvonkin [39], and H. Kaneko and S. Nakao [18], the pathwise uniqueness
of (3.2) is crucial for the convergence of the strong solution of (3.1) to that of
(3.2) as ε→ 0. Lemma 3.2 is applied later for the convergence of the derivative
flow equation (1.11). We first need the following lemma on the convergence of
stochastic integrals, which is essentially due to A. V. Skorohod [31], see also I.
Gyo¨ngy and T. Martinez [15, Lemma 5.2].
Lemma 3.1 ([31]) Let Wt and {W (n)t }∞n=1 be Rm-valued Brownian motions,
let ξ(t) and {ξn(t)}∞n=1 be Rm×d-valued stochastic processes such that for all
t>0 the following Itoˆ integrals are well defined:
In(t) :=
∫ t
0
ξn(s)dW
(n)
s , I(t) :=
∫ t
0
ξ(s)dWs.
Suppose that for some T > 0, limn→∞ supt∈[0,T ] |ξn(t) − ξ(t)| = 0 and
limn→∞ supt∈[0,T ] |W
(n)
t −Wt| = 0 with convergence in probability. Assume
that for some δ > 0,
sup
n
∫ T
0
E
(
|ξn(t)|
2+δ
)
dt <∞. (3.3)
Then for every κ > 0,
lim
n→∞
P
(
sup
t∈[0,T ]
|In(t)− I(t)|>κ
)
= 0.
Proof Let R > 0. Define ξRn (t) :=
(
ξn(t) ∧ R
)
∨ (−R), ξR(t) :=
(
ξ(t) ∧
R
)
∨ (−R) and
IRn (t) :=
∫ t
0
ξRn (s)dW
(n)
s , I
R(t) :=
∫ t
0
ξR(s)dWs,
where a ∧ b := min(a, b), a ∨ b := max(a, b) for every a, b ∈ R. Since the
stochastic proceses {(ξRn (t), t ∈ [0, T ]), n ∈ N+} and {ξR(t), t ∈ [0, T ]} are
uniformly bounded and ξRn (t) → ξR(t) in probability as n→∞, we may apply
Lemma 5.2 in I. Gyo¨ngy-T. Martinez [15] to obtain
lim
n→∞
P
(
sup
t∈[0,T ]
|IRn (t)− I
R(t)|>κ
)
= 0.
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By Burkholder-Davis-Gundy inequality, Chebyshev inequality and Ho¨lder in-
equality,
P
(
sup
t∈[0,T ]
|IRn (t)− In(t)|>κ
)
6
1
κ2
sup
n
E
(
sup
t∈[0,T ]
|IRn (t)− In(t)|
2
)
6
C
κ2
sup
n
E
(∫ T
0
|ξn(s)|
21{|ξn(s)|>R}ds
)
6
1
κ2Rδ
sup
n
∫ T
0
E
(
|ξn(s)|
2+δ
)
ds.
(3.4)
By (3.3) the above term converges to zero uniformly for n as R→∞.
By taking a subsequence if necessary we know limn→∞ supt∈[0,T ] |ξn(t)−
ξ(t)| = 0, P− a.s.. Therefore by Fatou lemma and (3.3) we obtain
∫ T
0
E
(
|ξ(s)|2+δ
)
ds6 lim inf
n→∞
∫ T
0
E
(
|ξn(s)|
2+δ
)
ds
6 sup
n
∫ T
0
E
(
|ξn(s)|
2+δ
)
ds <∞.
(3.5)
So based on (3.5) and following the same procedure in (3.4) we have
lim
R→∞
P
(
sup
t∈[0,T ]
|IR(t)− I(t)|>κ
)
= 0.
Note that for every R > 0,
P
(
sup
t∈[0,T ]
|In(t)− I(t)|>κ
)
6P
(
sup
t∈[0,T ]
|IR(t)− I(t)|>κ
)
+ P
(
sup
t∈[0,T ]
|IRn (t)− In(t)|>κ
)
+ P
(
sup
t∈[0,T ]
|IRn (t)− I
R(t)|>κ
)
,
we first take n→∞ then take R→∞ to complete the proof. 
Following the proof in [18, Theorem A] and [15, Theorem 2.2], we can
show the following result about the convergence of general SDE (3.1), which is
suitable for our application (to the derivative flow equation).
Lemma 3.2 Fix a T > 0, let µε,x denote the distribution of the process (φε· (x),
t6T ) on the path space W := C([0, T ];Rd). Assume that pathwise unique-
ness holds for (3.2). We suppose that there exist some p > 2 and q > 1 such
that the following conditions hold for every compact set K ⊆ Rd.
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(1) For all 16 k6m,
sup
ε,ε˜∈(0,ε0)
sup
x∈K
∫ T
0
E
(
|Y εk (φ
ε˜
t (x))|
p
)
dt <∞,
sup
ε,ε˜∈(0,ε0)
sup
x∈K
∫ T
0
E
(
|Y ε0 (φ
ε˜
t (x))|
q
)
dt <∞;
(3.6)
(2) For all 16 k6m,
lim sup
ε,ε˜→0
sup
x∈K
∫ T
0
E
(
|Y εk (φ
ε
t (x))− Y
ε˜
k (φ
ε
t (x))|
p
)
dt = 0,
lim sup
ε,ε˜→0
sup
x∈K
∫ T
0
E
(
|Y ε0 (φ
ε
t (x))− Y
ε˜
0 (φ
ε
t (x))|
q
)
dt = 0;
(3.7)
(3) Let {xn}∞n=1 ⊆ K and {εn}∞n=1 ⊆ (0, ε0). If µεn,xn converges weakly to
a limit measure µ0, then for every 16 k6m,
lim
ε→0
∫ T
0
∫
W
|Y εk (σt)− Yk(σt)|
p µ0(dσ) dt = 0,
lim
ε→0
∫ T
0
∫
W
|Y ε0 (σt)− Y0(σt)|
q µ0(dσ) dt = 0.
(3.8)
Then for every x ∈ Rd there exists a unique complete strong solution φt(x)
with initial point x ∈ Rd, to (3.2). Moreover for every compact set K ⊆ Rd,
lim
ε→0
sup
x∈K
E
(
sup
t∈[0,T ]
|φεt (x)− φt(x)|
)
= 0. (3.9)
Proof We suppose that there is a compact set K0 ⊆ Rd, such that
lim sup
ε,ε˜→0
sup
x∈K0
E
(
sup
t∈[0,T ]
|φεt (x)− φ
ε˜
t (x)|
)
> 0, (3.10)
then there exist κ > 0, {xn}∞n=1 ⊆ K0, and two sequences {εn,1}∞n=1, {εn,2}∞n=1
contained in (0, ε0) such that
lim
n→∞
E
(
sup
t∈[0,T ]
|φ
εn,1
t (xn)− φ
εn,2
t (xn)|
)
> κ. (3.11)
Let zn· =
(
φ
εn,1
· (xn), φ
εn,2
· (xn),W·
)
and let νn be the distribution of zn· on the
path space C([0, T ];R2d+m).
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Note that znt is a semi-martingale, we will apply [37, Theorem 3] or [30]
to show that the family of probability measures {νn}∞n=1 on C([0, T ];R2d+m)
is tight. In particular, as in [37, Theorem 3] or [30], it suffices to verify the
uniformly bounded property for the variational processes and the drift processes
of the semi-martingales {zn· }∞n=1.
Note that φεn,it (xn) = xn +M
n,i
t +A
n,i
t , i = 1, 2, where
Mn,it :=
m∑
k=1
∫ t
0
Y
εn,i
k
(
φ
εn,i
s (xn)
)
dW ks , A
n,i
t :=
∫ t
0
Y
εn,i
0
(
φ
εn,i
s (xn)
)
ds.
Let
〈
Mn,i
〉
t
be the variational process for Mn,i. We define
un,it :=
m∑
k=1
|Y
εn,i
k
(
φ
εn,i
t (xn)
)
|2, an,it := Y
εn,i
0
(
φ
εn,i
t (xn)
)
.
Hence
〈
Mn,i
〉
t
=
∫ t
0
un,is ds, A
n,i
t =
∫ t
0
an,is ds.
From (3.6) we know for p′ := min{p2 , q} > 1,
sup
n
E
(∫ T
0
|un,it |
p′dt
)
<∞, sup
n
E
(∫ T
0
|an,it |
p′dt
)
<∞, i = 1, 2,
which implies that the following random variables
{
xn,
∫ T
0
|un,it |
p′dt,
∫ T
0
|an,it |
p′dt, n ∈ N+, i = 1, 2
}
are uniformly bounded in probability. Therefore according to [37, Theorem 3],
{νn}∞n=1 is tight.
By the Skorohod theorem, see e.g. Theorem 2.7 of Chapter 1 in [17], we
can find a subsequence of {zn· }∞n=1 which will also be denoted by {zn· }∞n=1 for
simplicity, and there exists a probability space (Ω˜, F˜ , P˜) on which there is a
sequence of R2d+m-valued stochastic processes z˜n· :=
(
y˜n,1· , y˜
n,2
· , W˜
n
·
)
with
the property that z˜n· has the same distribution with zn· , and
lim
n→∞
sup
t∈[0,T ]
∣∣z˜nt − z˜t∣∣ = 0, P˜− a.s. (3.12)
for some R2d+m-valued process z˜· =
(
y˜1· , y˜
2
· , W˜·
)
.
13
Condition (3.6) implies that {supt∈[0,T ] |z˜nt |}∞n=1 is uniformly integrable
which follows from a round of BDG inequality and Ho¨lder inequality, there-
fore we have
lim
n→∞
E˜
(
sup
t∈[0,T ]
∣∣z˜nt − z˜t∣∣
)
= 0.
By (3.11) we also obtain that
E˜
(
sup
t∈[0,T ]
∣∣y˜1t − y˜2t ∣∣
)
> κ. (3.13)
Since z˜n·
law
= zn· , for every 06 s < t6T , W˜ nt − W˜ ns is independent of
the σ-algebra Gns := σ{z˜nr ; 06 r6 s}. Hence for every j ∈ N+ and f ∈
Cb(R
(2d+m)j), g ∈ Cb(R
m), 0 < s1 < s2 < · · · < sj < s < t6T ,
E˜
(
g(W˜ nt − W˜
n
s )f(z˜
n
s1
, . . . , z˜nsj )
)
= E˜
(
g(W˜ nt − W˜
n
s )
)
E˜
(
f(z˜ns1 , . . . , z˜
n
sj
)
)
.
Set Gs = σ{z˜r; 06 r6 s}. Taking n → ∞ in the above identity and using
(3.12) we obtain that
E˜
(
g(W˜t − W˜s)f(z˜s1 , . . . , z˜sj )
)
= E˜
(
g(W˜t − W˜s)
)
E˜
(
f(z˜s1 , . . . , z˜sj )
)
,
which implies that W˜t − W˜s is independent of the σ-algebra Gs. Since W˜· is
the limit of the family of Brownian motions W˜ n· , it has the same finite dimen-
sional distribution as W·, therefore W˜· is a Brownian motion with respect to the
filtration (Gs, 06 s6T ).
In the computation below we will drop the index 1, so y˜n,1t , y˜1t , εn,1 will be
denoted by y˜nt , y˜t and εn respectively. We use again the fact that z˜n·
law
= zn· to
observe that (y˜nt , W˜ nt ) is a strong solution to SDE (3.1) with ε = εn, i.e.
y˜nt = xn +
m∑
k=1
∫ t
0
Y εnk (y˜
n
s ) dW˜
n,k
s +
∫ t
0
Y εn0 (y˜
n
s ) ds, (3.14)
where W˜ nt = (W˜
n,1
t , . . . , W˜
n,m
t ) denotes the components of W˜ nt . Next we
will take the limit n → ∞ in (3.14) to prove that (y˜t, W˜t) is a strong solution
to (3.2).
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For a fixed n0 ∈ N+, we define
In,n01 (t) =
m∑
k=1
∫ t
0
(
Y εnk (y˜
n
s )− Y
εn0
k (y˜
n
s )
)
dW˜ n,ks
In,n02 (t) =
m∑
k=1
(∫ t
0
Y
εn0
k (y˜
n
s ) dW˜
n,k
s −
∫ t
0
Y
εn0
k (y˜s) dW˜
k
s
)
,
In03 (t) =
m∑
k=1
∫ t
0
(
Y
εn0
k (y˜s)− Yk(y˜s)
)
dW˜ ks .
We use condition (3.7), BDG inequality and Ho¨lder inequality to obtain the
following estimate for In,n01 ,
lim sup
n0→∞
lim sup
n→∞
E˜
(
sup
t∈[0,T ]
|In,n01 (t)|
p
)
6C(p)
m∑
k=1
lim sup
n0→∞
lim sup
n→∞
E˜
(∫ T
0
|Y εnk (y˜
n
t )− Y
εn0
k (y˜
n
t )|
2dt
) p
2
6C(p, T )
m∑
k=1
lim sup
ε,ε˜→0
sup
x∈K0
∫ T
0
E
(
|Y εk (φ
ε
t (x))− Y
ε˜
k (φ
ε
t (x))|
p
)
dt = 0.
(3.15)
Now we work on the second integral. Since Y εn0k ∈ C∞(Rd;Rd), by (3.12),
we know for every fixed n0,
lim
n→∞
sup
t∈[0,T ]
|Y
εn0
k (y˜
n
t )− Y
εn0
k (y˜t)| = 0, P˜− a.s..
Due to condition (3.6), we may apply the convergence Lemma 3.1 for stochastic
integrals and conclude that for every fixed n0, supt∈[0,T ] |I
n,n0
2 (t)| converges to
0 in probability as n → ∞. In an analogous way to (3.15), by condition (3.6),
we can show that {supt∈[0,T ] |I
n,n0
2 (t)|
2}∞n=1 is uniformly integrable, therefore
for every fixed n0,
lim sup
n→∞
E˜
(
sup
t∈[0,T ]
|In,n02 (t)|
2
)
= 0.
From (3.12) the distribution µ0 of y˜· is a weak limit of µεn,xn , therefore the
condition (3.8) can be applied to the third integral and we have
lim sup
n0→∞
E˜
(
sup
t∈[0,T ]
|In03 (t)|
2
)
= 0.
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Combing all the estimates above for In,n01 , I
n,n0
2 , I
n0
3 , we first take n → ∞
then take n0 →∞ to obtain
lim
n→∞
m∑
k=1
E˜
(
sup
t∈[0,T ]
∣∣∣∣
∫ t
0
Y εnk (y˜
n
s ) dW˜
n,k
s −
∫ t
0
Yk(y˜s) dW˜
k
s
∣∣∣∣
2
)
= 0.
By the same method we also prove that
lim
n→∞
E˜
(
sup
t∈[0,T ]
∣∣∣∣
∫ t
0
Y εn0 (y˜
n
s )ds −
∫ t
0
Y0(y˜s)ds
∣∣∣∣
)
= 0.
Finally we take n→∞ in (3.14) to see that
y˜t = x0 +
m∑
k=1
∫ t
0
Yk(y˜s)dW˜
k
s +
∫ t
0
Y0(y˜s)ds.
The above argument applies equally to y˜n,2t and we prove that both (y˜1t , W˜t)
and (y˜2t , W˜t) are Gt adapted strong solution to (3.2) with initial value x0. Con-
sequently by the pathwise uniqueness for (3.2), for every t ∈ [0, T ], y˜1t = y˜2t ,
P˜− a.s., and
E˜
(
sup
t∈[0,T ]
|y˜1t − y˜
2
t |
)
= 0,
which contradicts with (3.13). So the assumption (3.10) is not true, the se-
quence supt∈[0,T ] |φεt (x) −φε˜t(x)| must be a Cauchy sequence as ε, ε˜→ 0, and
there exists a stochastic process φ·(x), such that the convergence in (3.9) holds.
By the same approximation argument above, (φ·(x),W·) is the unique complete
strong solution to (3.2) with initial point x. 
4 An estimate for the probability distribution
Let L = 12
∑d
i,j=1 ai,j
∂2
∂xi∂xj
+
∑d
i=1X0i
∂
∂xi
. If A(x) is strictly elliptic,
{Xk}
m
k=0 are bounded and uniformly Ho¨lder continuous, there is a Gaussian
type upper and lower bound for the fundamental solution to the parabolic PDE
∂ut
∂t
= Lut. Such estimates are used in our earlier work [3], an unpublished
notes. But under Assumption 1.1, we are not sure whether such estimate is
true, so we will apply Lemma 4.3 instead.
We first cite a lemma on the distributions of continuous semi-martingales,
which is a special case of that in N. V. Krylov [19, Lemma 5.1], see also I.
Gyo¨ngy and T. Martinez [15, Lemma 3.1]. Let det(A) and tr(A) denote re-
spectively the determinant and the trace of a d× d matrix A.
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Lemma 4.1 ([19]) Suppose that Ft(x) is a strong solution to (1.2) with ini-
tial point x ∈ Rd, set F˜t(x) := Ft(x) − x. For every q>d + 1, T > 0,
R > 0 and Borel measurable function f : R+ × Rd → R+, letting τR(x) :=
inf{t>0, |F˜t(x)| > R}, we have
E
(∫ T∧τR(x)
0
f(t, F˜t(x))
(
detA(Ft(x))
) 1
q dt
)
6C(d) eT
(
A(R) +B(R)2
) d
2q
(∫ T
0
∫
|x|6R
f q(t, x)dx dt
) 1
q
,
(4.1)
where C(d) is a constant depending only on d and
A(R) = E
(∫ T∧τR(x)
0
trA(Ft(x))dt
)
,
B(R) = E
(∫ T∧τR(x)
0
|X0(Ft(x))|dt
)
.
(4.2)
Proof In [15, Lemma 3.1], we take X(t) = F˜t(x), A(t) = t, dm(t) =
X(Ft(x)) dWt, dB(t) = X0(Ft(x))dt, γ = T , r(t) = 1, c(t) = 1[0,T ](t),
p = q − 1, and the conclusion follows. 
We also cite the following lemma, [23, Lemma 6.1], which is concerned
with the moment estimates for (1.2), the regularity condition imposed on {Xk}
in [23] will not be needed.
Lemma 4.2 ([23]) Suppose that {Xk}∞k=0 are locally bounded vector fields.
Let g : Rd → R+ be a positive C2 function. For any λ > 0 let
Θg(λ) = sup
x∈Rd
{(
Dg(X0)
)
(x) +
1
2
m∑
k=1
(
λ|Dg(Xk)|
2 +D2g(Xk,Xk)
)
(x)
}
.
(4.3)
If furthermore Θg(λ) < ∞, then for every t > 0 and stopping time τ < ζ(x),
we have
E(eλg(Ft∧τ (x)))6 eλ(g(x)+Θg(λ)t),
where Ft(x) is a strong solution to (1.2) with initial point x ∈ Rd, and ζ(x) is
the explosion time of Ft(x).
Proof The conclusion is just that of [23, Lemma 6.1]. In [23, Lemma 6.1] the
coefficients are assumed to be C1, by carefully tracking the proof, we observe
that the regularity condition in [23, Lemma 6.1] is not needed.
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In fact, it suffices to show the case where λ = 1. Since Ft(x) is a strong
solution to (1.2), by definition it is also a semi-martingale. By Itoˆ formula, we
have for each t > 0 and stopping time τ < ζ(x),
g(Ft∧τ (x)) = g(x) +Nt∧τ −
〈N〉t∧τ
2
+ bt∧τ ,
where
Nt =
∫ t
0
Dg(Fs(x))(X(Fs(x)))dWs,
bt =
∫ t
0
(1
2
m∑
k=1
|Dg(Fs(x))(Xk(Fs(x)))|
2 +Dg(Fs(x))(X0(Fs(x)))
)
ds
+
1
2
m∑
k=1
∫ t
0
D2g(Fs(x))(Xk(Fs(x)),Xk(Fs(x)))ds,
and 〈N〉t denotes the variational process of Nt. By the definition of Θg(1),
bt6 tΘg(1) and we have,
exp (g(Ft∧τR∧τ (x))) 6 exp
(
g(x)+Θg(1)t
)
exp
(
Nt∧τR∧τ −
1
2
〈N〉t∧τR∧τ
)
,
where τR := inf{t>0; |Ft(x)−x| > R}. Since {Xk}∞k=0 are locally bounded,
exp
(
Nt∧τR∧τ −
1
2 〈N〉t∧τR∧τ
)
is a martingale for each R > 0, we take expec-
tations of both sides of the inequality above and let R → ∞, then the required
conclusion follows from Fatou’s lemma. 
Example 4.1 Suppose that {Xk}∞k=0 are locally bounded vector fields. Assume
that for every p > 0 there is C(p) > 0 such that,
m∑
k=1
p|Xk(x)|
2 + 〈x,X0(x)〉6C(p)(1 + |x|
2). (4.4)
We apply Lemma 4.2 to g(x) = log(1 + |x|2). Since
Θg(λ)6C(λ) sup
x∈Rd
1
1 + |x|2
(
p(λ)
m∑
k=1
|Xk(x)|
2 + 〈x,X0(x)〉
)
<∞,
we have for every p > 0, R > 0,
E
(
|Ft∧τR(x)|
p
)
6C(p)eC(p)t(|x|p + 1)
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for some constant C(p) > 0 independent of R. Therefore let R → ∞, we
obtain,
E
(
|Ft(x)|
p
)
6C(p)eC(p)t(|x|p + 1). (4.5)
In particular, SDE (1.2) is complete if (4.4) holds.
Lemma 4.3 Let Ft(x) be a strong solution to (1.2) with initial value x ∈ Rd.
Suppose that the conditions (1.4), (1.5) and (4.4) hold. Then for every p > d+1,
T > 0 and non-negative measurable function f : R+ × Rd → R+, we have
E
(∫ T
0
f(t, Ft(x)) dt
)
6Q1(T )Q2(x)
(∫ T
0
∫
Rd
fp(t, y)dydt
) 1
p
, (4.6)
whereQ1 : R+ → R+,Q2 : Rd → R+ are positive Borel measurable functions
which only depend on d, p and the constants in (1.4), (1.5) and (4.4), such
that supT∈[0,T˜0]Q1(T ) < ∞ and supx∈K Q2(x) < ∞ for every T˜0 > 0 and
compact set K ⊆ Rd.
Proof Let f˜(t, y) := f(t, y + x), y ∈ Rd, F˜t(x) := Ft(x)− x and α := pd+1 .
Note that from Example 4.1, we know the solution Ft(x) is non-explode, then
applying Ho¨lder’s inequality with exponent α > 1 and Lemma 4.1 with q =
d+ 1, and letting R→∞ in (4.1), by Fatou lemma we have
E
(∫ T
0
f(t, Ft(x))dt
)
= E
(∫ T
0
f˜(t, F˜t(x))dt
)
6
(
E
(∫ T
0
(detA(Ft(x)))
1
d+1 f˜α(t, F˜t(x))dt
)) 1
α
·
(
E
(∫ T
0
(
detA(Ft(x))
)− 1
(d+1)(α−1)dt
))α−1
α
6 (C(d)eT )
1
α sup
R>0
(
A(R) +B(R)2
) d
2(d+1)α
(∫ T
0
∫
Rd
|f |p(t, y)dydt
) 1
p
·
(
E
(∫ T
0
(
detA(Ft(x))
)− 1
(d+1)(α−1)dt
))α−1
α
,
(4.7)
where we use the translation invariant property for the Lebesgue integral, i.e.∫
Rd
|f˜(t, y)|p dy =
∫
Rd
|f(t, y)|pdy, and the constant A(R), B(R) are defined
by (4.2).
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Since (4.4) holds, by Example 4.1 we know that the moment estimate (4.5)
is true. From (1.5) we have the following estimate,
sup
R>0
B(R)6E
(∫ T
0
|X0(Ft(x))|dt
)
6CE
(∫ T
0
(1 + |Ft(x)|
p2)dt
)
6CeCTT (1 + |x|p2).
(4.8)
For tr(A) = tr(X∗X), we apply again (1.5) and (4.5) to obtain
sup
R>0
A(R)6E
(∫ T
0
trA(Ft(x))dt
)
6CeCTT (1 + |x|2p2). (4.9)
Similarly, by the ellipticity condition (1.4), det(A(x))− 1(d+1)(α−1) 6C(1 +
|x|
dp1
(d+1)(α−1) ), and we have,
E
(∫ T
0
(
detA(Ft(x))
)− 1
(d+1)(α−1)dt
)
6CeCTT (1 + |x|
dp1
(d+1)(α−1) ). (4.10)
In particular, it is easy to check that all the constants C above only depend on
the constants in (1.4), (1.5) and (4.4).
Putting the estimates (4.8)-(4.10) into (4.7), we can show (4.6) with
Q1(T ) = e
C(1+T )T
α−1
α (T + T 2)
d
2(d+1)α , Q2(x) = 1 + |x|
d(p1+p2)
(d+1)α .

5 Construction of the approximation vector
fields
We will construct a class of approximation SDEs with smooth and elliptic
coefficients for (1.11). Let η : Rd → R+ be the smooth mollifier defined
by η(x) = Ce
1
|x|2−11{|x|<1}, where C is a normalizing constant such that∫
Rd
η(x)dx = 1. For every ε > 0, set ηε(x) := ε−dη(xε ). For f ∈ L
1
loc(R
d),
we let f ∗ ηε denote the convolution of f with ηε,
f ∗ ηε(x) :=
∫
Rd
ηε(x− y)f(y)dy =
∫
|y−x|6 ε
ηε(x− y)f(y)dy, x ∈ R
d.
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It is natural to approximate each Xk by C∞ smooth vector field Xk ∗ ηε.
However, since we do not make the assumption that Xk are bounded, the ap-
proximating systems {Xk ∗ ηε}mk=1 may loose ellipticity if ε is small enough.
Suppose that Assumption 1.1 holds, in particular, the condition that Xk ∈
W 1,p3loc (R
d;Rd), 16 k 6m and X0 ∈ W 1,p4loc (Rd;Rd) for some constants p3 >
2(d+1), p4 > d+1 ensures that Xk, 06 k6m are continuous. Then for every
R>R1 + 1 we may define the truncated vector field X˜k,R as following,
X˜k,R
(
(ρ, θ)
)
:=


Xk(0), if ρ = 0,
Xk
(
(ρ, θ)
)
, if 0 < |ρ| 6 R,
Xk
(
(R, θ)
)
, if |ρ| > R,
(5.1)
whereR1 is the constant in Assumption 1.1 (4), (ρ, θ) ∈ R+×Sd−1 denotes the
spherical coordinate in Rd, 0 denotes the origin of Rd. We first state a technical
lemma for {X˜k,R}∞k=0.
Lemma 5.1 If Assumption 1.1 holds for {Xk}mk=0, then for every R >R1 + 1,
Assumption 1.1 holds for {X˜k,R}mk=0 with the corresponding constants inde-
pendent of R.
Proof Since the right hand side of (1.4-1.5) depends only on |x|, it is clear from
the definition (5.1) that they hold true for {X˜k,R}mk=0 with the same constants
C1, C2.
Suppose that (1.6) holds with a constant 0 < δ6 1. For every x, y ∈ Rd
such that |y|6 δ2 , if |x+ y|6R, then X˜k,R(x+ y) = Xk(x+ y) by definition,
so according to (1.6) we have
sup
{y∈Rd; |y|6 δ
2
,|y+x|6R}
(
p
m∑
k=1
|X˜k,R(x+ y)|
2 + 〈x, X˜0,R(x+ y)〉
)
6 sup
|z|6 δ
(
p
m∑
k=1
|Xk(x+ z)|
2 + 〈x,X0(x+ z)〉
)
6C(p)(1 + |x|2).
(5.2)
Let
BR = {x ∈ R
d; |x| < R}, SR = {x ∈ R
d; |x| = R}.
For every z ∈ Rd such that z /∈ 0, we denote the spherical coordinate of z by
(|z|, θ(z)) with θ(z) ∈ Sd−1. And for every z ∈ Rd, we define piR : Rd → SR
to be the the shortest distance projection, i.e., piR(z) := (R, θ(z)).
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If |x + y| > R, then by definition X˜k,R(x + y) = Xk(piR(x + y)) =
Xk
(
(R, θ(x+ y))
)
, and we obtain
p
m∑
k=1
|X˜k,R(x+ y)|
2 + 〈x, X˜0,R(x+ y)〉
= p
m∑
k=1
∣∣∣Xk(piR(x+ y))∣∣∣2 + |x|
R
〈
piR(x),X0(piR(x+ y))
〉
.
(5.3)
For θ1, θ2 ∈ Sd−1 we define g˜(θ1, θ2) :=
〈
(1, θ1), (1, θ2)
〉
, to be the Euclidean
inner product of the corresponding points in S1. Hence for every z1, z2 ∈ Rd
such that z1, z2 /∈ 0, 〈z1, z2〉 = 〈(|z1|, θ(z1)), (|z2|, θ(z2))〉 = |z1||z2|g˜(θ(z1),
θ(z2)). When |x+ y|>R > 2 and |y|6 δ2 , then |x| > R− 1 and we have
δ2
4
>|x+ y − x|2 = |x|2 + |x+ y|2 − 2〈x+ y, x〉
= |x|2 + |x+ y|2 − 2|x||x + y|g˜
(
θ(x), θ(x+ y)
)
>2(R − 1)2 − 2(R − 1)2g˜
(
θ(x), θ(x+ y)
)
=
∣∣∣R− 1
R
∣∣∣2 |(R, θ(x))− (R, θ(x+ y))|2>1
4
|piR(x)− piR(x+ y)|
2 ,
(5.4)
where the second inequality above holds since |x + y| > R − 1, |x| > R − 1
and
∣∣∣g(θ(x), θ(x + y))∣∣∣6 1. (5.4) proves that ∣∣piR(x) − piR(x + y)∣∣∣6 δ for
every |y|6 δ2 . To the right hand of (5.3) we apply (1.6) for the system {Xk}mk=0
at the point piR(x) to obtain that
sup
{y∈Rd; |y|6 δ
2
,|y+x|>R}
(
p
m∑
k=1
|X˜k,R(x+ y)|
2 + 〈x, X˜0,R(x+ y)〉
)
=
|x|
R
sup
{y∈Rd; |y|6 δ
2
,|y+x|>R}
(
p
R
|x|
m∑
k=1
∣∣∣Xk(piR(x+ y))∣∣∣2
+
〈
piR(x),X0(piR(x+ y))
〉)
6
|x|
R
sup
|z|6 δ
(
2p
m∑
k=1
∣∣∣Xk(piR(x) + z)∣∣∣2 + 〈piR(x),X0(piR(x) + z)〉
)
6
C(2p)|x|
R
(1 +R2)6CC(2p)(1 + |x|2).
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Note that |x| > R− 1, here the first inequality is due to the property |x|
R
>12 and
the last step is due to the property 1+R2
R
>C(1 + |x|). Together with (5.2), this
shows that (1.6) holds with the corresponding constant δ replaced by δ2 .
Now we move on to item (3) of Assumption 1.1 and prove first that there is
a constant p3 > 2(d+ 1), such that Xk,R ∈W 1,p3loc (Rd;Rd) for 16 k6m.
Since X˜k,R(x) = Xk(x) for every |x|6R, X˜k,R ∈ W 1,p3(BR;Rd) by
Assumption 1.1 (3), also note that the boundary ∂BR is C1 and Xk is continu-
ous, we may apply the integration by parts formula to X˜k,R, therefore for every
ψ ∈ C∞0 (R
d) and 16 i6 d,∫
BR
DiXk(x)ψ(x)dx = −
∫
BR
X˜k,R(x)Diψ(x)dx+
∫
SR
X˜k,RψνidS, (5.5)
where Diψ = ∂xiψ, ν = (ν1, . . . νd) denotes the outward normal vector field
on SR, dS denotes integration with respect to the area measure on SR.
By (1.8), DXk is locally bounded on the complement BcR1 of BR1 , hence
Xk is locally Lipschitz continuous on BcR1 and belongs to W
1,∞
loc (B
c
R1
;Rd),
see e.g. [9, Theorem 4 in Section 5.8.2]). For every x = (|x|, θ(x)) and y =
(|y|, θ(y)) with R6 |x|6 |y| and θ(x), θ(y) ∈ Sd−1, we have,
|X˜k,R(x)− X˜k,R(y)| =
∣∣Xk(piR(x)) −Xk(piR(y))∣∣
6C3(1 + |R|
p5)
∣∣piR(x)− piR(y)∣∣6CC3(1 + |R|p5)|x− y|
where first inequality is due to the Lipschitz continuity of Xk on SR and (1.8),
and the second inequality is by (5.4). We conclude that the truncated vector field
X˜k,R is globally Lipschitz continuous on BcR, and X˜k,R ∈ W 1,∞(BcR; Rd).
Applying again integration by parts formula to X˜k,R, for every ψ ∈ C∞0 (Rd),∫
BcR
DiX˜k,R(x)ψ(x)dx = −
∫
BcR
X˜k,R(x)Diψ(x)dx −
∫
SR
X˜k,RψνidS,
(5.6)
where we use the property that the outward normal vector on ∂BcR is −ν. From
(5.5) and (5.6) we see that for every ψ ∈ C∞0 (Rd) and 16 i6 d,∫
Rd
(
DiXk(x)1{x∈BR} +DiX˜k,R(x)1{x∈BcR}
)
ψ(x)dx
= −
∫
Rd
X˜k,R(x)Diψ(x)dx,
which means that X˜k,R is weakly differentiable with the differential DX˜k,R,
and DX˜k,R(x) = DXk(x)1{x∈BR} + DX˜k,R(x)1{x∈BcR}, then we conclude
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X˜k,R ∈ W
1,p3
loc (R
d;Rd) from the fact that Xk ∈ W 1,p3(BR;Rd) and X˜k,R ∈
W 1,∞(BcR;R
d). As the same way we can show X˜0,R ∈W 1,p4loc (Rd;Rd).
Let ν(θ) be the unit outward normal vector of SR at the point (R, θ), by the
definition of X˜k,R, for almost every x = (|x|, θ(x)) ∈ Rd with |x| > R we
obtain,
DX˜k,R(x)
(
ν(θ(x))
)
= 0. (5.7)
Let TθSR be the tangent space to the sphere SR at the point (R, θ), since X˜k,R
is Lipschitz continuous on SR, by Rademacher’s theorem the derivative DX˜k,R
in the directions of TθSR is almost everywhere well defined with respect to
the area measure on SR. For every ξ ∈ Tθ(x)S|x|, by a standard isomorphism,
we can also assume ξ ∈ Tθ(x)SR. And by definition (5.1), for almost every
x = (|x|, θ(x)) ∈ Rd with |x| > R and every ξ ∈ Tθ(x)S|x|,
DX˜k,R(x)(ξ) =
R
|x|
DXk
(
piR(x)
)
(ξ). (5.8)
For every p > 1, let K˜p,R(x) := sup|ξ|=1 H˜p,R(x)
(
ξ, ξ
)
, where
H˜p,R(x)
(
ξ, ξ
)
= 2p〈DX˜0,R(x)(ξ), ξ〉 + (2p − 1)p
m∑
k=1
|DX˜k,R(x)(ξ)|
2.
(5.9)
By (5.7), for almost every x = (|x|, θ(x)) ∈ Rd with |x| > R>R1 + 1,
H˜p,R(x)
(
ν(θ(x)), ν(θ(x))
)
= 0, so by (5.8) and (1.9), we have
K˜p,R(x) = max
{
0, sup
ξ∈Tθ(x)S|x|,|ξ|=1
Hp
(
piR(x)
)(
ξ, ξ
)}
6 0 ∨Kp
(
piR(x)
)
6C(p) log(1 + |R|2)6C(p) log(1 + |x|2).
On the other hand, it is obvious that K˜p,R(x) = Kp(x) for almost every x ∈ Rd
with |x| < R. So we obtain that (1.9) holds for X˜k,R with the same constants
C(p) and R1 as that for Xk.
So for the constant κ(p) in (1.7) and every R˜ > 0,
sup
R>R1
∫
{|x|6 R˜}
eκ(p)K˜p,R(x)dx
6 sup
R>R1
( ∫
{|x|6R1}
eκ(p)Kp(x)dx+
∫
{R1<|x|6R}
eκ(p)Kp(x)dx
+
∫
{R<|x|6 R˜}
e
κ(p)
(
0∨Kp
(
piR(x)
))
dx
)
6
∫
{|x|6R1}
eκ(p)Kp(x) +
∫
{R1<|x|6 R˜}
eκ(p)C(p) log(1+|x|
2)dx <∞,
(5.10)
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which means (1.7) is true for {X˜k,R}mk=0 with the corresponding constants in-
dependent of R. Similarly, we can show (1.8) holds for {X˜k,R}mk=0 with the
corresponding constants independent of R. 
For every ε > 0 we define the approximating vector fields {Xεk}mk=0 by
Xεk := X˜k,ε−λ∗ηε, where the constant λ > 0 will be chosen later in Lemma 5.2.
Since for every ε > 0, X˜k,ε−λ is bounded, it is obvious that Xεk ∈ C∞b (Rd;Rd).
Following result concerns about the properties of {Xεk}mk=0 which are uniformly
for ε.
Lemma 5.2 Suppose Assumption 1.1 holds. There exist λ0 > 0, ε0 > 0, such
that if we define Xεk := X˜k,ε−λ0 ∗ ηε, then for every ε ∈ (0, ε0), (1.4), (1.5),
(1.7)-(1.9) hold for {Xεk}mk=0 with the corresponding constants independent of
ε. Furthermore, for every p > 0, there exists a C(p) > 0, such that
sup
ε∈(0,ε0)
( m∑
k=1
p|Xεk(x)|
2 + 〈x,Xε0(x)〉
)
6C(p)(1 + |x|2). (5.11)
Proof In the proof we fix a λ > 0 which will be determined later, we set
ε1(λ) := min((R1 + 2)
− 1
λ , δ4 ).
Since ε−λ1 >R1 + 2, from Lemma 5.1 we have,
sup
ε∈(0,ε1)
sup
|y|6 δ
2
(
p
m∑
k=1
|X˜k,ε−λ(x+y)|
2+ 〈x, X˜0,ε−λ(x+y)〉
)
6C(p)(1+ |x|2).
For every ε < ε1 < δ2 , we apply this to X
ε
k(x) =
∫
|y|6 ε X˜k,ε−λ(x− y)ηε(y)dy
and by Jensen’s inequality we obtain
sup
ε∈(0,ε1)
(
p
m∑
k=1
|Xεk(x)|
2 + 〈x,Xε0(x)〉
)
6 sup
ε∈(0,ε1)
(
p
m∑
k=1
∫
|y|6 δ
2
|X˜k,ε−λ(x− y)|
2ηε(y)dy
+
∫
|y|6 δ
2
〈
x, X˜0,ε−λ(x− y)
〉
ηε(y)dy
)
6C(p)(1 + |x|2),
(5.12)
which means (5.11) holds. Similarly, we can show (1.5) holds for {Xεk}mk=0
with the corresponding constants independent of ε.
Let Kεp(x) := sup|ξ|=1Hεp(x)
(
ξ, ξ
)
where
Hεp(x)
(
ξ, ξ
)
:= 2p〈DXε0(x)(ξ), ξ〉 + (2p− 1)p
m∑
k=1
|DXεk(x)(ξ)|
2. (5.13)
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The local integrability (1.7) is trivial for the smooth functions Xεk . Now we try
to give an uniform bounds for ε. As the same argument for (5.12), according
to Jensen’s inequality we have Kεp 6 K˜p,ε−λ ∗ηε, where K˜p,ε−λ is defined by
(5.9). Letting κ(p) be the constant in (1.7), by Jensen’s inequality and (5.10),
for every p > 1, R > 0,
sup
ε∈(0,ε1)
∫
{|x|6R}
exp
(
κ(p)Kεp(x)
)
dx
6 sup
ε∈(0,ε1)
∫
{|x|6R}
exp
(
κ(p)K˜p,ε−λ ∗ ηε(x)
)
dx
6 sup
ε∈(0,ε1)
∫
{|x|6R}
(
exp
(
κ(p)K˜p,ε−λ
)
∗ ηε(x)
)
dx
6 sup
ε∈(0,ε1)
∫
{|x|6R+1}
exp
(
κ(p)K˜p,ε−λ(x)
)
dx <∞.
(5.14)
Hence (1.7) holds for {Xεk}mk=0 with the corresponding constants independent
of ε. As the similar way, we can check (1.8) and (1.9) hold for {Xεk}mk=0 with
the corresponding constants independent of ε.
Finally we study the ellipticity condition (1.4). By (5.7) and (5.8), for every
ε ∈ (0, ε1), 16 k6m,
sup
|y|>R1
|DX˜k,ε−λ(y)|6 sup
R1 6 |y|6 ε−λ
|DXk(y)|6C(1 + ε
−λp5).
Therefore we have,∣∣X˜k,ε−λ(x)− X˜k,ε−λ(y)∣∣6C(1 + ε−λp5)|x− y|, x, y ∈ BcR1 . (5.15)
On the other hand, by (5.1), for every ε ∈ (0, ε1) and x ∈ Rd with |x|6R1 +
26 ε−λ, we know that X˜k,ε−λ(x) = Xk(x). Since Xk ∈ W
1,p3
loc (R
d;Rd) for
some constant p3 > 2(d + 1), according to the Sobolev embedding lemma we
have,
sup
ε∈(0,ε1)
∣∣X˜k,ε−λ(x)− X˜k,ε−λ(y)∣∣6C|x− y|ι, x, y ∈ BR1+2 (5.16)
for some constant ι ∈ (0, 1), which is independent of ε. Then by (5.15) and
(5.16), for every ε ∈ (0, ε1),∣∣Xεk(x)−Xk,ε−λ(x)∣∣ 6
∫
|y|6 ε
∣∣X˜k,ε−λ(x+ y)− X˜k,ε−λ(x)∣∣ηε(y)dy
6Cει1{|x|6R1+1} + C(1 + ε
−λp5)ε1{|x|>R1+1}.
(5.17)
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We write the components of Xεk as Xεk = (Xεk1, · · · ,Xεkd) and for every 16 i,
j6 d we define
aεi,j(x) :=
m∑
k=1
Xεki(x)X
ε
kj(x), a˜
ε
i,j(x) :=
m∑
k=1
X˜ki,ε−λ(x)X˜kj,ε−λ(x).
By (1.5) and definition (5.1), for every ε ∈ (0, ε1) and x ∈ Rd,
|X˜k,ε−λ(x)|6 sup
|x|6 ε−λ
|Xk(x)|6C(1 + ε
−λp2),
therefore we have
|Xεk(x)|6
∫
|y|6 ε
|X˜k,ε−λ(x+ y)|ηε(y)dy6C(1 + ε
−λp2).
Combing this with (5.17) we get
|aεi,j(x)− a˜
ε
i,j(x)|
6C sup
16 k6m
∣∣Xεk(x)− X˜k,ε−λ(x)∣∣(|Xεk(x)|+ |X˜k,ε−λ(x)|)
6Cει−λp21{|x|6R1+1} + Cε
1−λ(p2+p5)1{|x|>R1+1}.
(5.18)
By definition (5.1), and ellipticity condition (1.4), for every ε ∈ (0, ε1(λ)) and
ξ = (ξ1, · · · , ξd) ∈ R
d with |ξ| = 1,
d∑
i,j=1
a˜εi,j(x)ξiξj>
C
1 + |x|p1
1{|x|6 ε−λ} +
C
2
ελp11{|x|>ε−λ}. (5.19)
We will prove below that the error made by convolution does not affect the
ellipticity of {aεi,j}. In fact, according to (5.18) and (5.19),
d∑
i,j=1
aεi,j(x)ξiξj
>
d∑
i,j=1
a˜εi,j(x)ξiξj − d
2max
i
|ξi|
2 sup
ε∈(0,ε1)
sup
i,j
|aεi,j(x)− a˜
ε
i,j(x)|
>C
(
1{|x|6 ε−λ}
1 + |x|p1
− ει−λp21{|x|6R1+1} − ε
1−λ(p2+p5)1{R1+1<|x|6 ε−λ}
)
+ C
(
ελp1 − ε1−λ(p2+p5)
)
1{|x|>ε−λ}.
(5.20)
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We choose a constant λ0 > 0 small enough satisfying λ0p1 < ι− λ0p2 and
λ0p1 < 1 − λ0(p2 + p5). Hence for such λ0, there exists a positive constant
ε0(λ0) < ε1(λ0), such that for every ε ∈ (0, ε0),
ει−λ0p2 6
ελ0p1
4(1 + ελ0p1)
, ε1−λ0(p2+p5)6
ελ0p1
4(1 + ελ0p1)
6
ελ0p1
4
.
So for every ε ∈ (0, ε0), x ∈ Rd with |x|6 ε−λ0 ,
1
1 + |x|p1
− εκ−λ0p21{|x|6R1+1} − ε
1−λ0(p2+p5)1{R1+1<|x|6 ε−λ0}
>
1
1 + |x|p1
−
ελ0p1
2(1 + ελ0p1)
>
1
2(1 + |x|p1)
.
Now we fix the constant λ0 and ε0(λ0) obtained above, putting above estimates
together into (5.20), we have for every ε ∈ (0, ε0),
d∑
i,j=1
aεi,j(x)ξiξj>
C
2(1 + |x|p1)
1{|x|6 ε−λ0} +
C
2
|ε|λ0p11{|x|>ε−λ0}
>
C
2
(
1
1 + |x|p1
)
,
which means (1.7) holds for {Xεk}mk=1, ε ∈ (0, ε0) with the corresponding con-
stants independent of ε. 
From now on we take the constants λ0 and ε0 to be that obtained in Lemma
5.2, and for every ε ∈ (0, ε0), we define Xεk(x) := Xk,ε−λ0 ∗ ηε.
Lemma 5.3 Suppose that Assumption 1.1 holds. For every R > 0 and p > 1,
lim
ε→0
∫
{|x|6R}
|Xεk(x)−Xk(x)|
pdx = 0, 06 k6m, (5.21)
lim
ε→0
∫
{|x|6R}
|DXεk(x)−DXk(x)|
p3dx = 0, 16 k6m, (5.22)
lim
ε→0
∫
{|x|6R}
|DXε0(x)−DX0(x)|
p4dx = 0, (5.23)
where p3 > 2(d+ 1), p4 > d+ 1 are the constants in (3) of Assumption 1.1.
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Proof For every fixed R > 0 and every ε small enough such that ε−λ > R+1,
by definition (5.1) we have X˜k,ε−λ(x) = Xk(x) for all x ∈ Rd with |x|6R+1.
Therefore for every x ∈ Rd with |x|6R,
DXεk(x) = DX˜k,ε−λ ∗ ηε(x) = DXk ∗ ηε(x),
Hence (5.22) holds since Xk ∈ W 1,p3loc (Rd;Rd), 16 k6m. As the same way
we can show (5.23).
Since the {Xk}mk=0 are locally bounded by part (2) of Assumption 1.1, sim-
ilarly we can prove (5.21) for any p > 1.

6 The derivative flow equation
Through this section, let Xεk ∈ C∞b (Rd;Rd), 06 k6m, ε ∈ (0, ε0) be the vec-
tor fields constructed in Lemma 5.2, we consider the following approximating
SDE for (1.11),{
dxεt =
∑m
k=1X
ε
k(x
ε
t )dW
k
t +X
ε
0(x
ε
t )dt,
dvεt =
∑m
k=1DX
ε
k(x
ε
t )(v
ε
t )dW
k
t +DX
ε
0(x
ε
t )(v
ε
t )dt.
(6.1)
We denote the strong solution to (6.1) with initial point (x, v) ∈ R2d by (F εt (x),
V εt (x, v)).
According to Lemma 5.2, {Xεk}mk=0 satisfies (1.4), (1.5) and (4.4) with
corresponding constants independent of ε, by a straightforward application of
Lemma 4.3 to F εt (x), we obtain the following lemma, which will be frequently
used in this section.
Lemma 6.1 Suppose that Assumption (1.1) holds, then for every p > d + 1,
T > 0, compact set K ⊆ Rd, and non-negative measurable function f : R+ ×
R
d → R, we have,
sup
ε∈(0,ε0)
sup
x∈K
E
(∫ T
0
f(t, F εt (x)) dt
)
6C(K)Q(T )
(∫ T
0
∫
fp(t, y)dydt
) 1
p
,
(6.2)
whereQ : R+ → R+ is a positive Borel measurable function such that supT∈[0,T˜0]
Q1(T ) < ∞ for every T˜0 > 0 and C(K) is a positive constant which may de-
pend on K .
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In this section, we will prove existence and uniqueness for (1.11). We first
give the following lemma about the uniform moment estimate for V εt (x, v).
Lemma 6.2 Suppose that Assumption (1.1) holds. Then for every p>2 and
compact set K˜ ⊆ R2d,
sup
ε∈(0,ε0)
sup
(x,v)∈K˜
sup
t∈[0,T0(p)]
E (|V εt (x, v)|
p) <∞, (6.3)
where T0(p) := κ(p)d+2 with the constant κ(p) in (1.7).
Proof Given (x, v) ∈ R2d fixed, we write (F εt , V εt ) for (F εt (x), V εt (x, v)) for
simplicity. We first follow some steps in [23, Theorem 5.1] (see also [24]) for
the estimation. Applying Itoˆ formula to (6.1), we derive
|V εt |
p = |v|p +
m∑
k=1
∫ t
0
|V εs |
pdM εs +
∫ t
0
|V εs |
pdaεs, (6.4)
where
M εt := p
m∑
k=1
∫ t
0
〈
DXεk(F
ε
s )
(
V εs
)
, V εs
〉
|V εs |
2
dW ks , a
ε
t :=
p
2
∫ t
0
H¯εp(F
ε
s )
(
V εs , V
ε
s
)
|V εs |
2
ds.
(6.5)
Here for every x ∈ Rd, ξ ∈ Rd,
H¯εp(x)
(
ξ, ξ
)
=2〈DXε0(x)(ξ), ξ〉
+
m∑
k=1
(
|DXεk(x)(ξ)|
2 + (p − 2)
∣∣〈DXεk(x)(ξ), ξ〉∣∣2
|ξ|2
)
with the convention that 00 = 0.
Furthermore, we know that for every R-valued semi-martingale Nt, the
unique solution to the linear equation (in R) dzt = ztdNt will have the expres-
sion zt = z0 exp
(
Nt −
〈N〉t
2
)
, where 〈N〉t denotes the quadratic variational
process for Nt, see e.g. [29, Proposition 2.3 in Page 361] or [23, Theorem 5.1].
So by (6.4) we have
|V εt |
p = |v|p exp
(
M εt −
〈M ε〉t
2
+ aεt
)
. (6.6)
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Since M˜ εt := exp(2M εt − 2〈M ε〉t) is a super martingale, E(M˜ εt )6 1, after
applying Ho¨lder inequality to (6.6) we deduce the following estimate,
E (|V εt |
p)6 |v|p
(
EM˜ εt
) 1
2
(
E
(
exp
(
〈M ε〉t + 2a
ε
t
)) ) 1
2
6 |v|p
(
E
(
exp
( ∫ t
0
Kεp(F
ε
s )ds
))) 12
,
(6.7)
where we use the property that 〈M ε〉t+2aεt 6
∫ t
0 K
ε
p(F
ε
s )ds for Kεp defined by
(5.13). For every fixed T > 0 and t ∈ (0, T ], by Jensen’s inequality,
E
(
exp
( ∫ t
0
Kεp(F
ε
s )ds
))
= E
(
exp
(∫ T
0
Kεp(F
ε
s )1{s∈(0,t)}ds
))
6
1
T
(
E
(∫ t
0
exp
(
T Kεp(F
ε
s )
)
ds
)
+ (T − t)
)
6
1
T
E
(∫ t
0
exp
(
T Kεp(F
ε
s )
)
1{|F εs |6R1+2}
ds
)
+
1
T
E
(∫ t
0
exp
(
TKεp(F
ε
s )
)
1{|F εs |>R1+2}
ds
)
+ 1.
Applying Lemma 6.1 with p = d+ 2, for every compact K ⊆ Rd,
sup
t∈[0,T ]
sup
ε∈(0,ε0)
sup
x∈K
E
(∫ t
0
exp
(
TKεp(F
ε
s )
)
1{|F εs |6R1+2}
ds
)
6C(K,T ) sup
ε∈(0,ε0)
(∫
{|x|6R1+2}
exp
(
T (d+ 2)Kεp(x)
)
dx
) 1
d+2
.
If T = T0(p) := κ(p)d+2 , the above quantity is finite by (5.14) in Lemma 5.2.
Also by Lemma 5.2, there is a constant C(p) > 0 independent of ε such
that for every x ∈ Rd with |x| > R1 + 2,
sup
ε∈(0,ε0)
Kεp(x)6C(p) log(1 + |x|
2).
By (5.11) and Example 4.1, for every p > 0, T > 0 and compact set K ⊆ Rd,
sup
ε∈(0,ε0)
sup
x∈K
sup
t∈[0,T ]
E
(
|F εt |
p
)
<∞, (6.8)
therefore we have
sup
ε∈(0,ε0)
sup
x∈K
E
(∫ T0(p)
0
exp
(
T0(p)K
ε
p(F
ε
s )
)
1{|F εs |>R1+2}
ds
)
6 sup
ε∈(0,ε0)
sup
x0∈K
E
(∫ T0(p)
0
(
1 + |F εs |
2C(p)T0(p)
)
ds
)
<∞.
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We put all the estimates above back into (6.7) to complete the proof. 
Lemma 6.3 Suppose that Assumption 1.1 holds. Then for all p > 1 and com-
pact set K ⊆ Rd,
lim sup
ε,ε˜→0
sup
x∈K
∫ T
0
E
(
|Xεk(F
ε
t (x)) −X
ε˜
k(F
ε
t (x))|
p
)
dt = 0, 06 k6m. (6.9)
Moreover, there exist constants β1 > 0 and β2 > 0 such that for all
16 k6m, T > 0, and compact subset K ⊆ Rd, the following holds:
lim sup
ε,ε˜→0
sup
x∈K
∫ T
0
E
(
|DXεk(F
ε
t (x)) −DX
ε˜
k(F
ε
t (x))|
2+β1
)
dt = 0, (6.10)
lim sup
ε,ε˜→0
sup
x∈K
∫ T
0
E
(
|DXε0(F
ε
t (x)) −DX
ε˜
0(F
ε
t (x))|
1+β2
)
dt = 0. (6.11)
sup
ε,ε˜∈(0,ε0)
sup
x∈K
E
(∫ T
0
∣∣DXεk(F ε˜t (x))∣∣2+β1dt
)
<∞,
sup
ε,ε˜∈(0,ε0)
sup
x∈K
E
(∫ T
0
∣∣DXε0(F ε˜t (x))∣∣1+β2dt
)
<∞.
(6.12)
Proof Given x ∈ Rd fixed, we write F εt for F εt (x) for simplicity. We only
prove (6.10), the proof for (6.9), (6.11) and (6.12) are similar. Let p3 > 2(d+1)
be the constant in Assumption 1.1(3). We take a δ1 ∈ (d + 1, p32 ) and define
β1 :=
p3
δ1
− 2 > 0. In particular, we have (2 + β1)δ1 = p3.
Fix aR > 0, we apply Lemma 6.1 to the function
(
|DXεk(F
ε
t )−DX
ε˜
k(F
ε
t )|
2+β1
1{|F εt |6R}
)
, and take p = δ1 in (6.2) to obtain,
lim sup
ε,ε˜→0
sup
x∈K
∫ T
0
E
(
|DXεk(F
ε
t )−DX
ε˜
k(F
ε
t )|
2+β11{|F εt |6R}
)
dt
6 lim sup
ε,ε˜→0
C(K,T )
(∫
{|x|6R}
|DXεk(x)−DX
ε˜
k(x)|
p3 dx
) 1
δ1
= 0.
(6.13)
Here in the second step we also use Lemma 5.3.
By the statement of Lemma 5.2, (1.8) in Assumption 1.1 holds for every
{Xεk}
m
k=0 with the constants independent of ε. Thus for sufficiently large R we
have
sup
ε∈(0,ε0)
|DXεk(x)|1{|x|>R}6C(1 + |x|
p5)1{|x|>R}.
32
Then we obtain
sup
ε,ε˜∈(0,ε0)
sup
x∈K
∫ T
0
E
(
|DXεk(F
ε
t )−DX
ε˜
k(F
ε
t )|
2+β11{|F εt |>R}
)
dt
6 2C sup
ε∈(0,ε0)
sup
x∈K
∫ T
0
E
((
1 + |F εt |
p5(2+β1)
)
1{|F εt |>R}
)
dt
6CR−p5(2+β1) sup
ε∈(0,ε0)
sup
x∈K
∫ T
0
E
(
1 + |F εt |
2p5(2+β1)
)
dt
6C(K,T )R−p5(2+β1).
(6.14)
Here in the second step of inequality, we use Ho¨lder inequality and Chebyshev
inequality, and the third step is due to the estimate (6.8).
In the inequalities (6.13-6.14) we first let ε, ε˜ → 0, then let R → 0, this
gives (6.10). 
We will show the pathwise uniqueness for the solution of (1.11).
Proposition 6.4 Under Assumption 1.1 pathwise uniqueness holds for the so-
lution to (1.11).
Proof Given a Brownian motion Wt, suppose (xt, vt,Wt, ζ) and (x˜t, v˜t,Wt, ζ˜)
are two strong solutions to (1.11) with the same initial points, up to the explo-
sion time ζ , ζ˜. We already know that Assumption 1.1 implies that any solution
to (1.2) is non-explode and the pathwise uniqueness holds for (1.2), see e.g.
[36, Theorem 1.3], i.e. xt = x˜t P-a.s., for every t>0. Let v¯t := vt − v˜t, it is
easy to see that v¯t satisfies the following linear equation,
dv¯t =
m∑
k=1
DXk(xt)(v¯t)dW
k
t +DX0(xt)(v¯t)dt, v¯0 = 0.
SinceDXk ∈ Lp3loc(Rd;Rd), 16 k6m,DX0 ∈ L
p4
loc(R
d;Rd), and by Assump-
tion 1.1, they have polynomial growth outside of BR1 , following the proof of
Lemma 6.3, we apply Lemma 4.3 and Example 4.1 to see that
E
(∫ T
0
|DXk(xt)|
2dt
)
<∞, E
(∫ T
0
|DX0(xt)|dt
)
<∞. (6.15)
In particular the integrals in the above stochastic differential equation makes
sense.
Set ζ¯ := ζ ∧ ζ˜ . Applying Itoˆ’s formula to v¯t, for every p > 2 and any
stopping time τ < ζ¯ we obtain,
|v¯t∧τ |
p = |v|p +
m∑
k=1
∫ t∧τ
0
|v¯s|
pdMs +
∫ t∧τ
0
|v¯s|
pdas,
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where the definition of the processes Ms, as are the same as that for M εs , aεs by
(6.5), but with {Xεk, F εt (x), V εt (x, v)} replaced by {Xk, xt, v¯t}. The estimates
in (6.15) ensure that Ms and as are well defined semi-martingales. Following
the argument for (6.6), we see that
|v¯t∧τ |
p = |v¯0|
p exp
(
Mt∧τ −
〈M〉t∧τ
2
+ at∧τ
)
= 0.
Thus vt = v˜t P-a.s. for every t < τ . Since τ is arbitrary, we have ζ = ζ˜ P-a.s.
and vt = v˜t P-a.s. for every t < ζ . By now we have completed the proof.

Theorem 6.5 Suppose that Assumption 1.1 holds. There exists a unique strong
solution (Ft(x), Vt(x, v)) to (1.11) with initial value (x, v) ∈ R2d, which is
defined for t ∈ [0,∞). Furthermore there is a constant T˜0 > 0, such that for
every compact set K˜ ⊆ R2d,
lim
ε→0
sup
(x,v)∈K˜
E
(
sup
t∈[0,T˜0]
(|F εt (x)− Ft(x)|+ |V
ε
t (x, v) − Vt(x, v)|)
)
= 0.
(6.16)
Proof Through the proof, when the initial value (x, v) ∈ R2d is fixed, we
denote (F εt (x), V εt (x, v)) and (Ft(x), Vt(x, v)) by (F εt , V εt ) and (Ft, Vt) re-
spectively for simplicity.
Since pathwise uniqueness for (1.11) is proved in Proposition 6.4, we only
need to verify that, with (6.1) as the approximating equations for (1.11), the
conditions (1)-(3) in Lemma 3.2 hold. According to Lemma 3.2, this will lead
to the conclusion of the existence of a complete strong solution to (1.11) and
the convergence in (6.16).
By Lemma 6.3, there exists a β1 > 0, such that for every T > 0, compact
set K ⊆ Rd, 16 k6m,
sup
ε,ε˜∈(0,ε0)
sup
x∈K
E
(∫ T
0
∣∣∣DXεk(F ε˜t )∣∣∣2+β1dt
)
<∞. (6.17)
For a γ1 ∈ (0, β1), let α = 2+β12+γ1 > 1 and let α
′ = 2+β1
β1−γ1
be conjugate to α .
By Lemma 6.2, there is a constant T1(γ1, β1) > 0 such that for every compact
set K˜ ⊆ R2d,
sup
ε∈(0,ε0)
sup
(x,v)∈K˜
sup
t∈[0,T1]
E
(∣∣∣V εt ∣∣∣(2+γ1)α′
)
<∞. (6.18)
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By Ho¨lder inequality,
sup
ε,ε˜∈(0,ε0)
sup
(x,v)∈K˜
E
(∫ T1
0
∣∣DXεk(F ε˜s )(V ε˜s )∣∣2+γ1ds
)
6 sup
ε,ε˜∈(0,ε0)
sup
(x,v)∈K˜


(
E
(∫ T1
0
∣∣∣DXεk(F ε˜s )∣∣∣2+β1ds
)) 1
α
·
(
E
(∫ T1
0
∣∣∣V ε˜s ∣∣∣(2+γ1)α′ds
)) 1
α′

 <∞.
(6.19)
As the same way, there exist constants γ2 > 0 and T2(γ2, β2) > 0 , such that
for every p > 0,
sup
ε,ε˜∈(0,ε0)
sup
(x,v)∈K˜
E
(∫ T2
0
∣∣DXε0(F ε˜s )(V ε˜s )∣∣1+γ2ds
)
<∞,
sup
ε,ε˜∈(0,ε0)
sup
(x,v)∈K˜
E
(∫ T2
0
∣∣Xεk(F ε˜s )∣∣pds
)
<∞, ∀ 06 k6m.
Combing this with (6.19) we know the condition (3.6) of Lemma 3.2 holds for
equation (6.1) in time interval t ∈ [0, T˜0] with T˜0 := min{T1, T2}.
As the same argument above, according to Lemma 6.2 , 6.3 and by Ho¨lder
inequality, we conclude that condition (3.7) of Lemma 3.2 for equation (6.1) in
time interval t ∈ [0, T˜0].
We proceed to prove the last condition, condition (3.8) in Lemma 3.2. Let
µε,x,v be the distribution of the stochastic process (F εt (x), V εt (x, v)) on W :=
C([0, T˜0]; R
2d) and let σ(t) = (σ1(t), σ2(t)) be the canonical path on W, so
the distribution of σ(·) under µε,x,v is the same as that of (F ε· (x), V ε· (x, v))
under P. Suppose that {xn, vn}∞n=1 ⊆ K˜ , {εn}∞n=1 ⊆ (0, ε0) are sequences
such that µεn,xn,vn converges weakly to some µ0 as n → ∞. By Lemma 6.1,
for every p > d+1 and non-negative Borel measurable function f : Rd → R+,
sup
n
∫
W
∫ T˜0
0
f(σ1(t))dt µ
εn,xn,vn(dσ)6C(K˜, T˜0)‖f‖p,
where ‖f‖p denotes the Lp norm with respect to the Lebesgue measure. If f is
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furthermore bounded and continuous,
∫
W
∫ T˜0
0
f(σ1(t)) dt µ
0(dσ) = lim
n→∞
∫ T˜0
0
∫
W
f
(
σ1(t)
)
µεn,xn,vn(dσ) dt
6 sup
n
∫ T˜0
0
∫
W
f(σ1(t)) µ
εn,xn,vn(dσ) dt6C(K˜, T˜0)‖f‖p.
(6.20)
Let O ⊆ Rd be a bounded open set, there exists a sequence {gn}∞n=1, of
non-negative continuous functions with compact supports such that supx∈Rd
|gn(x)|6 1 and limn→∞ gn(x) = 1O(x) point wise. Then it follows from the
dominated convergence theorem that (6.20) holds with f(x) = 1O(x). For
every bounded measurable set U ⊆ Rd which is with null Lebesgue measure,
from the out regularity of the Lebesgue measure, there exists a sequence of
bounded open set {On}∞n=1 containing U such that limn→∞Leb(On) = 0.
Then putting such 1On into (6.20), letting n→∞, by Fatou lemma we have∫
W
∫ T˜0
0
1U
(
σ1(t)
)
dt µ0(dσ) = 0. (6.21)
Let f : Rd → R+ be a non-negative bounded Borel measurable function with
compact support. There is a sequence, {fn}∞n=1, of non-negative continuous
functions with compact supports and a bounded Lebesgue-null set Q such that
supn ‖fn‖p 6 ‖f‖p for all 16 p6∞, and
lim
n→∞
fn(x) = f(x), ∀ x /∈ Q. (6.22)
It follows that
lim
n→∞
∫
W
∫ T˜0
0
∣∣∣fn(σ1(t)) − f(σ1(t))∣∣∣ dt µ0(dσ)
6 lim
n→∞
∫
W
∫ T˜0
0
(∣∣fn(σ1(t)) − f(σ1(t))∣∣)1Qc(σ1(t)) dtµ0(dσ)
+ 2‖f‖L∞
∫
W
∫ T˜0
0
1Q(σ1(t))dt µ
0(dσ)
= lim
n→∞
∫
W
∫ T˜0
0
(
|fn(σ1(t))− f(σ1(t))|
)
1Qc(σ1(t)) dt µ
0(dσ) = 0,
where in the second step above we use the property (6.21) and the last step is
due to (6.22) and the dominated convergence theorem. Hence putting such fn
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into (6.20) and letting n → ∞, we know (6.20) holds for every non-negative
bounded Borel measurable function with compact support, and by the mono-
tone convergence theorem, (6.20) holds for every non-negative measurable func-
tion f : Rd → R+.
Applying (6.20) and Lemma 5.3, and following the proof in Lemma 6.3, for
all 16 k6m we have
lim
ε→0
∫
W
∫ T˜0
0
∣∣DXεk(σ1(t))−DXk(σ1(t))∣∣2+β1 dt µ0(dσ) = 0. (6.23)
By (6.18), as the same approximation argument for (6.20) we can prove that
sup
t∈[0,T˜0]
∫
W
|σ2(t)|
(2+β1)(2+γ1)
β1−γ1 µ0(dσ) <∞. (6.24)
Following the same procedure for (6.19), by (6.23), (6.24) and Ho¨lder inequal-
ity we obtain
lim
ε→0
∫
W
∫ T˜0
0
∣∣∣DXεk(σ1(t))(σ2(t))−DXk(σ1(t))(σ2(t))∣∣∣2+γ1 dt µ0(dσ) = 0.
Similarly, we can prove the corresponding convergence in condition (3.8) of
Lemma 3.2 associated with the derivative flow equation (6.1).
By now we have verified all the conditions of Lemma 3.2 hold for (6.1), so
there exists a unique complete strong solution (Ft, Vt) for (1.11) in time interval
t ∈ [0, T˜0] such that (6.16) holds. Let Φt(x, v,W·) := (Ft(x), Vt(x, v)). For
T˜0 < t 6 2T˜0, we define
Φt(x, v,W·) := Φt−T˜0
(
FT˜0(x), VT˜0(x, v), θT˜0(W )·
)
,
where θT˜0(W ) : C([0,∞);R
m) → C([0,∞);Rm) defined by θT˜0(W )t =
Wt+T˜0 −WT˜0 is the time shift operator. By the Markov property and the path-
wise uniqueness one may check that this is indeed the solution to SDE (1.11) in
t ∈ [T˜0, 2T˜0]. Repeating this procedure, we will obtain a unique global strong
solution to SDE (1.11). 
Remark 6.1 In Assumption 1.1, we assume that the elliptic constant, |Xk| and
|DXk| to grow at most polynomially as |x| → ∞. The reason is that based on
(1.6), we have to apply the function g(x) := log(1 + |x|2) in Lemma 4.2 to
obtain the uniform integrable property (4.5). If we strengthen (1.6) slightly, see
Assumption 6.1 below, we may apply the polynomial function in Lemma 4.2
(see [23, Corollary 6.3]). Moreover, following the same argument in the proof
of Theorem 6.5 we will obtain Corollary 6.6.
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Assumption 6.1 Suppose there is a constant α ∈ (0, 12 ] such that the following
conditions are satisfied.
(1) There are positive constants C1, C2 such that
d∑
i,j=1
ai,j(x)ξiξj >
C1|ξ|
2
1 + eC2|x|2α
, ∀x ∈ Rn, ξ = (ξ1, ..., ξd) ∈ R
d.
(2) There are positive constants C3, C4 such that for all 06 k6m,
|Xk(x)|6C3(1 + e
C4|x|2α).
There is a constant δ ∈ (0, 1], and for every p > 0 there is a constant
C(p) > 0 such that
sup
|y|6 δ
( m∑
k=1
p(1 + |x|2α)|Xk(x+ y)|
2 + 〈x,X0(x+ y)〉
)
6C(p)(1 + |x|2(1−α)).
(3) Part (3) of Assumption 1.1 holds;
(4) There exists a positive constant R1 > 0, such that for every p > 1,
Kp(x)6C(p)(1 + |x|
2α), |x| > R1,
for some C(p) > 0, where the function Kp(x) is defined in part (3) of the
Assumption 1.1. Moreover, for all 06 k6m,
|DXk(x)|6C5(1 + e
C6|x|2α), |x| > R1,
for some positive constants C5, C6.
Corollary 6.6 The conclusion of Theorem 6.5 holds with Assumption 1.1 re-
placed by Assumption 6.1.
7 Proof of Theorem 1.1
Let (F εt (x), V εt (x, v)) be the solution to (6.1) with initial point (x, v) ∈ R2d,
sinceXεk ∈ C∞b (Rd;Rd), x 7→ F εt (x) is differentiable and V εt (x, v) = DxF εt (x)(v),
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P-a.s.. For any given R > 0, p > 1, and for all x, y ∈ BR := {x ∈
R
d; |x|6R}, t > 0,
E (|F εt (x)− F
ε
t (y)|
p) = E
(∣∣∣∣
〈
x− y,
∫ 1
0
DxF
ε
t (x+ s(y − x))ds
〉∣∣∣∣
p)
6C|x− y|p sup
x∈B2R,|v|6 1
E (|V εt (x, v)|
p) .
(7.1)
See also the analysis in the proof of Theorem 4.1 in [23].
According to (4.5) and Lemma 5.2, for every p > 1, T > 0, andK compact,
sup
x∈K
sup
ε∈(0,ε0)
E
(
|F εt (x)|
p+1
)
<∞,
which implies that {|F εt (x)|p}ε∈(0,ε0),x∈K is uniformly integrable. So by The-
orem 6.5 we derive for every t ∈ [0, T˜0],
lim
ε→0
E (|F εt (x)− Ft(x)|
p) = 0, ∀x ∈ Rd,
where T˜0 is the constant in Theorem 6.5.
Let Tˆ0(p) := min{T˜0, T0(p)}, where T0(p) is the constant in Lemma 6.2.
Therefore according to Lemma 6.2, we take the limit ε → 0 in (7.1) to obtain
for every t ∈ [0, Tˆ0], x, y ∈ BR,
E (|Ft(x)− Ft(y)|
p)
6C|x− y|p sup
ε∈(0,ε0)
sup
t∈[0,Tˆ0]
sup
z∈B2R,|v|6 1
E (|V εt (z, v)|
p)
6C(Tˆ0, R)|x− y|
p,
Since Xk are polynomial growth, it is easy to show for every 06 s6 t6 Tˆ0(p),
x, y ∈ BR,
E
(
|Ft(x)− Fs(y)|
p
)
6 C(R, Tˆ0)
(
|x− y|p + |t− s|
p
2
)
.
In the above estimate, noting that R is arbitrary large, and we may take p >
2(d + 1) and apply Kolmogorov’s continuity criterion to conclude that there
is a version of the solution flow Ft(x, ω) for SDE (1.2), such that F·(·, ω) is
continuous in [0, Tˆ0]× Rd.
As for t > Tˆ0, let Ψt(x,W·) := Ft(x, ω). By the Markov property and the
uniqueness of the strong solution to SDE (1.2), it is satisfied that
Ft(x, ω) = Ψt(x,W·) = Ψt−Tˆ0(FTˆ0(x, ω), θTˆ0(W )·), P− a.s.
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where θ
Tˆ0
(W )t = Wt+Tˆ0 −WTˆ0 is the time shift operator. Hence the solution
flow F·(·, ω) is continuous in [0, 2Tˆ0] × Rd, and in [0,∞) × Rd by repeating
the procedure.
Let {ei}di=1 be an orthonormal basis of Rd and (Ft(x), Vt(x, v)) be the
strong solution to (1.11) with initial point (x, v) ∈ R2d. By Theorem 6.5 and
the diagonal principle there exist a subsequence {εn}∞n=1 with limn→∞ εn = 0
and a set Λ˜0 ⊆ Ω with P(Λ˜0) = 0, such that if ω ∈ Λ˜c0, for every R > 0,
16 i6 d,
lim
n→∞
∫
{|x|6R}
sup
t∈[0,T˜0]
|V εnt (x, ei, ω)− Vt(x, ei, ω)|dx = 0, (7.2)
lim
n→∞
∫
{|x|6R}
sup
t∈[0,T˜0]
|F εnt (x, ω)− Ft(x, ω)|dx = 0. (7.3)
For simplicity we write (Fnt (x), V nt (x, ei)) for (F
εn
t (x), V
εn
t (x, ei)). As
referred above, DxFnt (x)(v) = V nt (x, v) a.s., therefore there exists a P-null
set Λn, such that for every ω ∈ Λcn, the following integration by parts formula
holds for every 16 i6 d, t ∈ [0, T˜0] and ϕ ∈ C∞0 (Rd),∫
Rd
∂ϕ
∂xi
(x)Fnt (x, ω)dx = −
∫
Rd
ϕ(x)V nt (x, ei, ω)dx. (7.4)
Let Λ˜ := (
⋃∞
n=1Λn) ∪ Λ˜0, then Λ˜ is a P-null set. Taking n to infinity in (7.4)
and using (7.2), (7.3) we see for every 16 i6 d, ω ∈ Λ˜c, t ∈ [0, T˜0],∫
Rd
∂ϕ
∂xi
(x)Ft(x, ω)dx = −
∫
Rd
ϕ(x)Vt(x, ei, ω)dx
which means that Ft(·, ω) is weakly differentiable in the distribution sense for
almost surely all ω and DxFt(x, ω)(ei) = Vt(x, ei, ω). Next we prove that
given a p > 1, there exist a T1 > 0, such that for every t ∈ [0, T1], Ft(·, ω) ∈
W 1,ploc (R
d;Rd), a.s..
By Lemma 6.2, Theorem 6.5 and Fatou Lemma, given a p > 1, there is a
constant 0 < T16 T˜0, such that for every R > 0, t ∈ [0, T1],
E
(∫
BR
|Vt(x, ei)|
pdx
)
=
∫
BR
E (|Vt(x, ei)|
p) dx 6 C(R,T1).
Hence for every fixed t ∈ [0, T1], we can find a P-null set Λ0 (that may depend
on t), such that ∫
BR
|Vt(x, ei, ω)|
pdx < ∞ for every R > 0, 16 i6 d when
ω ∈ Λc0. As the same way, we can prove the similar integrable property for
Ft(x, ω). Therefore Ft(x, ω), Vt(x, ei, ω) ∈ Lploc(Rn) for ω ∈
(
Λ0 ∪ Λ˜
)c
. In
particular, Λ := Λ0 ∪ Λ˜ is a P-null set. We proved that for every t ∈ [0, T1],
Ft(·, ω) ∈W
1,p
loc (R
d;Rd), P-a.s..
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8 The differentiation formula
Suppose that Assumption 1.1 holds, let (Ft(x), Vt(x, v)) be the unique strong
solution of (1.11) with initial point (x, v) ∈ R2d. For f ∈ Cb(Rd) we define
Ptf(x) := E (f(Ft(x))) and let Y : Rd → L(Rd,Rm) be the right inverse of
map X : Rd → L(Rm,Rd), where
X(x)(ξ) :=
m∑
k=1
ξkXk(x) for ξ = (ξ1, ξ2, . . . , ξm) ∈ Rm. (8.1)
Theorem 8.1 Suppose that Assumption 1.1 holds. There is a positive constant
T2, such that for every v ∈ Rd, f ∈ Cb(Rd), t ∈ (0, T2],
Dx(Ptf)(v) =
1
t
E
(
f
(
Ft(x)
) ∫ t
0
〈
Y (Fs(x))(Vs(x, v)), dWs
〉
Rm
)
. (8.2)
Proof We first assume that f ∈ C1b (Rd). Since the coefficients of SDE (6.1)
are smooth , uniformly elliptic, and with bounded derivatives, by the classical
differential formula in [25] and [8], we have for every t > 0,
DxE (f(F
ε
t (x))) (v) =
1
t
E
(
f(F εt (x))
∫ t
0
〈Y ε(F εs (x))(V
ε
s (x, v)), dWs〉Rm
)
,
(8.3)
where (F εt (x), V εt (x, v)) is the strong solution to (6.1) with initial point (x, v) ∈
R
2d
, Y ε : Rd → L(Rd,Rm) is the right inverse of mapXε : Rd → L(Rm,Rd).
Since f ∈ C1b (Rd), by Theorem 6.5, Lemma 6.2 and Ho¨lder inequality,
there is a constant T2 > 0, such that for any bounded set K in Rd,
lim
ε→0
sup
x∈K
sup
t∈[0,T2]
E
(
|f(F εt (x))− f(Ft(x))|
8
)
= 0 (8.4)
lim
ε→0
sup
x∈K
sup
t∈[0,T2]
E
(
|V εs (x, v) − Vs(x, v)|
8
)
= 0 (8.5)
Let Aε := (Xε)∗Xε, where ∗ denotes taking the transpose. Then we have
Y ε = (Xε)∗(Aε)−1.
In particular, if we write Xεk = (Xεk1, . . . ,Xεkd), Aε = (aεi,j)ni,j=1, then aεi,j =∑m
k=1X
ε
kiX
ε
kj , and for every ξ = (ξ1, . . . , ξd) ∈ Rd, Y ε(x)(ξ) = (ζε1(x), ζε2(x)
..., ζεm(x)), where ζεk(x) =
∑d
i,j=1X
ε
ki(x)b
ε
i,j(x)ξj , and (bεi,j) = (Aε)−1.
By Lemma 5.2,
sup
ε∈(0,ε0)
∣∣(Aε(x))−1∣∣6C(1 + |x|q)
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for some q > 0. Combining this with (6.9) and Theorem 6.5, it is easy to show
for every compact set K ⊆ Rd,
lim
ε→0
sup
x∈K
E
(∫ T2
0
|bεi,j(F
ε
t (x))− bi,j(Ft(x))|
8dt
)
= 0.
This together with the convergence (8.5) leads to
lim
ε→0
sup
x∈K
E
(∫ T2
0
|Y ε(F εt (x))(V
ε
t (x, v)) − Y (Ft(x))(Vt(x, v))|
4dt
)
= 0.
Then by (8.4) and BDG inequality, we see that for every t ∈ [0, T2] and compact
set K ⊆ Rd,
lim
ε→0
sup
x∈K
∣∣∣E(f(F εt (x))
∫ t
0
〈Y ε(F εs (x))(V
ε
s (x, v)), dWs〉Rm
)
− E
(
f(Ft(x))
∫ t
0
〈Y (Fs(x))(Vs(x, v)), dWs〉Rm
) ∣∣∣ = 0.
which implies the differentiation formula (8.2) holds for each f ∈ C1b (Rd).
For f ∈ Cb(Rd), there is a sequence of functions {fn}∞n=1 ⊆ C1b (Rd), such
that supn ||fn||∞6 ||f ||∞, and for every R > 0,
lim
n→∞
sup
{|x|6R}
|fn(x)− f(x)| = 0.
Therefore for every R > 0, t ∈ (0, T2],
E
(
|fn(Ft(x))− f(Ft(x))|
2
)
6 sup
{|x|6R}
|fn(x)− f(x)|
2 + C||f ||2∞P(|Ft(x)| > R)
6 sup
{|x|6R}
|fn(x)− f(x)|
2 +
C||f ||2∞E(|Ft(x)|)
R
,
and by (4.5), first let n→ 0 and then R→∞, we obtain that for every compact
set K ⊆ Rd,
lim
n→∞
sup
x∈K
E
(
|fn(Ft(x))− f(Ft(x))|
2
)
= 0,
which proves that (8.2) holds by standard approximation argument. 
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