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Résumé H 
Résumé 
Cette thèse a pour objectif de construire une méthodologie pour l'utilisation 
en prévision des crues d'un modèle pluie-débit conceptuel. Le modèle retenu 
pour cette étude est le modèle GR3J. Le premier problème a été de vérifier que 
le modèle GR3J peut être appliqué à un pas de temps nettement plus court que 
24 heures. Ensuite on a analysé les paramètres: surface de réponse, 
sensibilité et variabilité. Ces analyses ont suggéré une méthodologie pour la 
prévision des crues que l'on peut caractériser par: 1) ajustement rétroactif 
des paramètres avec raccordement au fonctionnement en continu du modèle, 
2) fonction objectif d'ajustement comportant les deux dernières erreurs et les 
déviations des paramètres et 3) ajustement conjoint des paramètres et des 
niveaux des réservoirs pour garantir la continuité des débits. Cette 
méthodologie a été illustrée sur deux bassins versants expérimentaux 
f rança is . 
mots clés: modélisation hydrologique, surface de réponse, sensibilité, 
fonction objectif, ajustement de paramètres. 
Abstract 
The present research is concerned with real-time flood forecasting based on 
conceptual rainfall-runoff modeling. The model used is GR3J model developed 
with daily time step. The first part of the study has focussed on validation of 
the model using hourly data and analysis of the model parameters: response 
surface, sensibility and variability. Founded upon the precedent step, a new 
methodology for adjusting model parameters has been worked out in the 
second part of the study. It is characterized by: 1) operational framework in 
which the adjustment is carried out over a short period in connection with 
the continuous operation of the model, 2) objective function involving the 
last two forecast errors and parameters deviations and 3) joint adjustment of 
model parameters with model state. The methodology has been tested on two 
french experimental basins. 
key words: hydrological modeling, response surface, sensitivity, objective 
function, parameter adjustment. 
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Introduction générale 
0.1 POURQUOI CE SUJET DE THÈSE? 
Les inondations sont une cause importante de dommages aux biens et aux 
personnes provoqués par les catastrophes naturelles. Par exemple, le 
dommage causé par les inondations dans les pays asiatiques a été estimé à 
plus de 5 milliards de dollars US en 1981 et ce chiffre est en constante 
augmentation (Sehmi, 1988). En même temps, la superficie menacée par des 
inondations catastrophiques augmente rapidement (idem). En France, ce 
genre de catastrophes est moins fréquent qu'en Asie, mais peut avoir des 
conséquences dramatiques, par exemple, 23 morts dans le désastre du Grand-
Bornard en 1987. 
Depuis 20 ans, d'importantes ressources matérielles et humaines ont été 
consacrées à la recherche sur la protection contre les inondations. De plus, le 
développement de l'informatique a fortement fait progresser la science 
hydrologique. Mais, on est encore loin d'avoir résolu de façon satisfaisante le 
problème de la prévision des crues à la fois théoriquement et pratiquement. 
Nous nous intéressons ici à la prévision des crues réalisée à l'aide de modèle 
conceptuel. Beaucoup de travaux ont porté sur l'introduction en Hydrologie 
de la théorie du filtrage de Kaiman (Kaiman, 1960), particulièrement bien 
adaptée aux modèles linéaires de prévision de crue. Le filtrage de Kaiman 
(idem) a été également utilisé avec des modèles conceptuels (voir par 
exemple, Kitanidis et Bras, 1980a et b). Cette façon de procéder n'a pas été 
précédée d'une réflexion approfondie sur les problèmes posés par la mise à 
jour d'un modèle conceptuel, c'est-à-dire essentiellement sur le conflit entre 
la nécessité de la mise à jour et le souci de respecter la logique physique sous-
tendant le modèle. 
L'objet de cette thèse est de combler, au moins partiellement, cette lacune en 
développant, pour un modèle conceptuel particulier, une procédure 
opérationnelle spécifique bien adaptée au problème posé. 
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0.2 CONCEPTION DE LA PRÉVISION DES CRUES 
0.2.1 Définitions de la prévision des crues 
La prévision des crues consiste à estimer en temps réel le niveau d'eau, le 
débit, le temps d'apparition et la durée d'une crue, en particulier la valeur de 
la pointe de crue pour un site spécifique, qui résulte des pluies et/ou des 
chutes de neige (W.M.O., 1974). 
Le développement récent des techniques des télécommunications, des 
ordinateurs et de la modélisation hydrologique a bien enrichi la prévision 
hydrologique. De ce point de vue, la prévision de crue d'aujourd'hui est non 
seulement une technique particulière en hydrologie, mais aussi une activité 
profitant des derniers développements technologiques. La modélisation 
hydrologique et la mise au point des méthodes de prévision composent 
cependant le noyau de n'importe quel système de prévision hydrologique. 
Pour une prévision, qui est émise maintenant, le résultat sera comparé à la 
réalité quelques heures plus tard, et les professionnels même comme les 
profanes peuvent aisément la critiquer. La prévision de crue est donc parfois 
ressentie comme une activité intellectuelle assez risquée (Klemes, 1982a). 
0.2.2 Besoins en prévision des crues 
La prévision des crues n'est plus considérée comme un parent pauvre des 
mesures structurelles de prévention des crues (barrage ou levée par 
exemple). Cette philosophie avait longtemps dominé jusqu'à ce qu'on prenne 
conscience que le point de vue doit être "not keep the water from people, but 
people away from water" (Nemec, 1986). La prévision des crues est bien 
orientée aujourd'hui vers la prévention des crues catastrophiques. Elle 
constitue un moyen direct pour réduire les dommages humains et matériels 
causés par les inondations. L'alerte devant une crue imminente permet 
d'évacuer la population, le cheptel et l'équipement en minimisant les pertes. 
Le coût pour bénéficier d'un service d'alerte des crues est relativement bas, 
ce qui fait de ce service une mesure intéressante de protection contre les 
inondations surtout dans une plaine où les inondations peuvent être graves. 
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L'importance de la prévision des crues a été renforcée par les exigences de la 
gestion des réservoirs. Le conflit entre les différents utilisateurs des 
ressources en eau est un problème classique. L'un des conflits les plus 
manifestes est celui existant entre la vidange d'un réservoir au maximum 
pour contrôler la crue et le maintien de la réserve au niveau le plus haut 
pour produire de l'électricité ou irriguer des champs. L'efficacité des 
arbitrages en temps réel entre ces activités est fortement déterminée par la 
qualité de la prévision hydrologique. 
0-3 O R G A N I S A T I O N D E C E T T E T H È S E 
Le premier chapitre de cette thèse dresse un panorama des modèles de 
simulation pluie-débit. Le modèle retenu pour cette étude est le modèle GR3 
(Edijatno, 1988; Edijatno et Michel, 1989a; Edijatno, 1991). Il est présenté au 
chapitre 2 ainsi que les données utilisées dans ce travail. Ce modèle, un 
nouveau membre de la nombreuse famille des modèles hydrologiques 
conceptuels, possède certains avantages importants. Deux d'entre eux sont la 
simplicité de la structure du modèle et le petit nombre de paramètres. Mais, 
jusqu'à présent, son utilisation a été limitée au pas de temps journalier. Le 
modèle GR3 a reçu un complément de développement au fur et à mesure que 
se déroulait cette thèse. Les travaux de Nascimento et Michel (1991) ont 
permis de mettre au point le modèle GR4 qui englobe, en le généralisant, le 
modèle GR3. Il nous a paru nécessaire de nous adapter à cette évolution 
malgré l'hétérogénéité que cela pouvait apporter dans la présentation des 
travaux, les premiers portant sur GR3 et les autres sur GR4. 
Comme nous le savons, n'importe quel modèle conceptuel hydrologique est 
un produit quasi-expérimental. Tout modèle est dépendant des conditions 
géologiques, hydrologiques, météorologiques etc. Le pas de temps utilisé est 
une référence toujours sensible pour un modèle. La plupart des 
développements de modèles conceptuels ont été fait à un pas de temps 
journalier ou plus long. Pour un modèle donné, il est indispensable 
d'indiquer ses limites incluant particulièrement le pas de temps de 
fonctionnement. Pour la prévision des crues, le pas de temps est 
normalement plus court qu'un jour et dépend des caractéristiques des crues, 
des conditions de saisie des données, de la demande de protection contre les 
inondations, etc. La première étape de ce travail a donc été d'étudier si le 
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modèle GR3 journalier peut être appliqué à un pas de temps nettement plus 
court que 24 heures, disons de l'ordre de l'heure (chapitre 3) et d'analyser les 
paramètres de ce modèle au pas de temps horaire (chapitre 4). Deux exemples 
seront utilisés dans cette étude: le Réal-Collobrier et l'Orgeval où la 
variabilité des débits de crue exige des pas de temps d'une demi-heure et 
d'une heure respectivement (chapitre 2). 
Sur la base des travaux précédents, on a conçu une méthodologie pour la 
prévision des crues en temps réel, qui est essentiellement une technique 
d'optimisation des paramètres du modèle en temps réel en se basant sur le 
modèle conceptuel pluie-débit GR4 (version améliorée de GR3). Cet 
ajustement repose sur une "durée rétroactive d'ajustement" relative à une 
fonction objectif particulière qui comporte les deux dernières erreurs et les 
corrections des paramètres. En outre, une méthode appelée "ajustement 
conjoint" a été intégrée dans cette méthodologie pour corriger les 
paramètres liés à des réservoirs dans le modèle (chapitre 6). Cette 
méthodologie a été vérifiée et a donné des résultats satisfaisants (chapitre 7). 
La première partie est composée par les chapitres 1, 2, 3 et 4. Le chapitre 1 est 
un bref rappel sur le développement de la modélisation hydrologique, le 
chapitre 2 présente schématiquement le développement des modèles GR: de 
GR1 à GR4 et les données utilisées. La deuxième partie est composée par les 
chapitres 5, 6 et 7. Le chapitre 5 rappelle et analyse les méthodes existant 
pour la prévision des crues en temps réel. Les deux derniers chapitres 
concernent la méthodologie proposée. 
Première partie page 5 
PREMIÈRE PARTIE 
VALIDATION DU MODÈLE GR3 
Cette partie est composée de quatre chapitres. Le chapitre 1 présente un rappel 
succinct sur l'état actuel de l'étude de ¡a simulation hydrologique. Le chapitre 2 décrit 
le développement de GR3 qui est utilisé comme hase de cette étude et les bassins 
versants utilisés. Le chapitre 3 concerne l'étude du modèle GR3 au pas de temps fin 
nécessité par la prévision des crues. Le chapitre 4 concerne l'analyse des paramètres du 
modèle GR3. 
'Il est à la fois difficile et facile de 
chercher la venté, car il est ¿vident que ton 
ne peut pas la maîtriser entièrement ni 
passer complètement à côté, mais chacun 
ajoute un peu à notre connaissance de la 
nature, et à partir de (a réunion de tous les 
éléments apparaît une certaine splendeur. ' 
JAristote 
(385<B.C -322'B.C.) 
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Chapitre 1 
Simulation hydrologique 
Résumé: Un aperçu succinct sur le développement de la simulation hydrologique est 
donné dans ce chapitre avec notamment les études sur la production de pluie efficace 
et la propagation de l'écoulement. 
1.1 GÉNÉRALITÉS 
Tout au long du développement de la science hydrologique, on peut trouver 
grosso modo cinq différents types de méthodes usuelles: l'approche fondée 
sur la physique, la méthode de l'hydrogramme unitaire, la méthode de 
corrélation expérimentale, la méthode rationnelle et le modèle hydrologique 
complet. Elles ont été appliquées pour étudier le phénomène hydrologique 
et/ou pour résoudre des problèmes pratiques. Chacune de ces méthodes 
possède des caractères particuliers et a plus ou moins de liaison avec les 
aut res . 
1.1.1 La méthode fondée sur la physique 
La méthode fondée sur la physique dépend étroitement des conceptions 
physiques et des équations descriptives issues de ces conceptions, par 
exemple, les équations de Saint-Venant (Barré de Saint-Venant, 1848) selon la 
deuxième loi du mouvement de Newton, les équations de l'écoulement 
souterrain selon la loi de Darcy (Darcy, 1856), etc. Sous certaines conditions, 
ce type d'approche peut apporter de bons résultats. L'approche fondée sur la 
physique est souvent établie avec des conditions idéales et des données 
observées en nombre suffisant et en qualité satisfaisante. Par exemple, les 
équations de Saint-Venant (Barré de Saint-Venant, 1848) complètes se 
fondent sur l'écoulement à surface libre graduellement varié avec une 
distribution des vitesses négligeable sur la section en travers dans un canal 
uniforme avec une faible pente du lit. L'adaptation de ces méthodes à la 
réalité pose des problèmes très délicats aux utilisateurs. La difficulté 
principale et commune à laquelle sont confrontés les utilisateurs est 
d'obtenir des conditions aux limites pour ces méthodes. Plus stricte est la 
méthode, plus des conditions objectives et des données mesurées nombreuses 
sont exigées. Si l'on ne dispose pas de conditions aux limites et/ou de données 
suffisantes, l'approche fondée sur la physique n'apporte naturellement pas 
d'avantages. Ce fait suit l'approche fondée sur la physique comme une ombre. 
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Le phénomène hydrologique se situe entre l'atmosphère et la terre et 
comporte naturellement les relations avec les facteurs atmosphériques et 
terrestres, facteurs biologiques inclus. Ce n'est donc pas un phénomène très 
clairement limité comme des phénomènes de la dynamique classique tels que 
la vibration d'un ressort ou la chute libre d'un objet sur la terre. L'utilisation 
de l'approche fondée sur la physique est fortement limitée à cause des 
complexités spécifiques du phénomène hydrologique et par suite le 
développement de l'hydrologie s'est orienté vers des méthodes relativement 
simples. Il faut souligner que l'approche fondée sur la physique est à la base 
de toutes les méthodes hydrologiques malgré sa limitation réelle. Seules les 
méthodes qui concordent avec une approche fondée sur la physique sont 
correctes. Dans les paragraphes suivants, on va parler de quatre types de 
méthodes hydrologiques ne relevant pas d'une approche fondée sur la 
physique, et qui ont été utilisées au cours du développement de la science 
hydro log ique . 
1.1.2 L'hydrogramme unitaire 
L'hydrogramme unitaire est défini comme la réponse d'un système à une 
impulsion sur un pas de temps d'une entrée du système. C'est une conception 
purement mathématique, un produit de l'analyse logique comportant peu de 
sens physique. Supposant que le système est linéaire, l'hydrogramme 
unitaire ne varie pas dans le temps, sans quoi, il serait une fonction 
temporelle des entrées du système. Avec cette logique, on ne vise que les 
réponses d'un système à ses entrées sans prendre en compte les variations de 
l'état du système. C'est la raison pour laquelle on appelle ce type de méthode 
une boite noire. 
L'hydrogramme unitaire est simple du point de vue conceptuel et facilement 
applicable. Il demande peu de données et porte une certaine précision pour 
les problèmes pratiques. Mais, le manque de basses physiques de 
l'hydrogramme unitaire le rend peu utilisable pour des études comme 
l'extrapolation des données, la synthèse des caractéristiques régionales, 
l'influence des impacts d'actions anthropiques etc. 
1.1.3 La méthode de corrélation expérimentale 
La méthode de corrélation expérimentale constitue une méthode usuelle pour 
résoudre les problèmes hydrologiques et hydrauliques surtout avant les 
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années 70 et les exemples de cette méthode ont été bien exposés dans certains 
ouvrages (voir par exemple, Chow, 1964). L'essentiel de cette méthode 
consiste à trouver une relation de cause à effet. Pour cela, on identifie 
d'abord les causes et les effets pour un problème hydrologique, puis on 
mesure ces facteurs et enfin on utilise des méthodes statistiques pour évaluer 
quantitativement la relation de cause à effet. Un exemple usuel est le 
graphique de corrélation pluie-débit permettant de trouver le volume écoulé 
correspondant à un événement de pluie. Les variables de cause et d'effet sont 
choisies généralement comme étant le volume de crue, la pointe de crue, le 
volume de crue etc., mais jamais le processus hydrologique entier. 
Une relation de cause à effet dépend en grande partie de l'expérience des 
concepteurs. Bien que la relation de cause à effet soit jugée sur la base de 
conceptions physiques et testée selon les résultats pratiques, cette méthode 
est d'essence statistique du fait qu'elle consiste à minimiser des erreurs entre 
effets calculés et effets mesurés. 
Cette méthode est simple, mais doit être employée avec précaution pour faire 
des extrapolations sur des cas exceptionnels tout simplement à cause de sa 
nature statistique. La méthode de corrélation expérimentale est en quelque 
sorte à l'opposé de l'approche fondée sur la physique. 
1.1.4 La méthode rat ionnel le 
La méthode rationnelle a été proposée par Kuichling en 1889 (Kuichling, 
1889). Elle est différente de la méthode de corrélation expérimentale, car elle 
se fonde principalement sur une loi physique. Elle est différente de 
l'approche fondée sur la physique car elle en a simplifié les lois physiques et 
les conditions aux limites, par exemple, le bassin versant est vu comme une 
surface et le déficit d'humidité est supposé constant. Ces simplifications sont 
peut-être assez loin de la réalité, mais elles n'influencent pas très gravement 
le but de la méthode, qui est de trouver une valeur (par exemple la pointe de 
crue) pour la prédétermination en génie hydraulique (souvent sur des 
bassins versants de taille petite). La précision de cette méthode est très faible 
à cause des simplifications utilisées. 
1.1.5 Le modèle hydrologique complet 
Le modèle hydrologique complet a été développé sur la base des méthodes 
présentées précédemment. Un tel modèle peut se rapprocher d'une méthode 
fondée sur la physique, ou être très simple comme une méthode de boite 
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noire, selon la nature des composants du modèle. La rationalité d'un modèle 
dépend de la pertinence des simplifications (ou conceptualisations) apportées 
dans le modèle. 
La procédure et les méthodes de calcul dans un modèle hydrologique 
composent ce que l'on appelle l'architecture du modèle. Dans cette 
architecture, il existe certains paramètres à définir pour décrire les 
caractéristiques hydrologiques d'un bassin versant considéré. Avec cette 
structure et ces paramètres, on peut estimer les sorties d'un bassin versant 
selon ses entrées. Les variables intermédiaires de calcul sont appelées les 
états du système, et possèdent seulement une signification fictive. Le modèle 
hydrologique complet sera présenté de façon détaillée dans §1.3. 
1.2 ÉTUDES SUR LA PRODUCTION DE PLUIE EFFICACE ET LA 
PROPAGATION D'ÉCOULEMENT 
Le cycle de l'eau terrestre peut être divisé subjectivement en deux parties: la 
production de pluie efficace et la propagation de l'écoulement. Dans la 
première intervient la quantité de pluie produisant le débit à l'exutoire du 
bassin versant et dans la deuxième intervient le déplacement temporel de 
cette quantité d'eau. 
1.2.1 Product ion de pluie efficace 
Il est reconnu que c'est Horton qui a proposé pour la première fois la théorie 
de la production de pluie efficace - la théorie d'infiltration de Horton 
(Horton, 1933). Il a décrit le phénomène hydrologique en utilisant l'intensité 
de pluie et la capacité d'infiltration superficielle du sol. Si l'intensité d'une 
pluie est plus petite que la capacité d'infiltration superficielle du sol, cette 
pluie sera complètement absorbée par le sol et il n'y aura donc pas 
d'écoulement superficiel issu de cette pluie; si l'intensité de pluie est plus 
grande que la capacité d'infiltration superficielle du sol, l'absorption par le 
sol sera égale à la capacité d'infiltration et le reste de la pluie (pluie efficace) 
deviendra écoulement superficiel. Dans ce cas, la surface du sol sert de filtre 
pour la pluie et la sépare en deux parties: une partie devient écoulement 
superficiel entrant dans le réseau hydrographique; une autre partie devient 
eau souterraine et/ou retourne à l'atmosphère par evaporation ou 
t r a n s p i r a t i o n . 
Première partie Chapitre 1 page 10 
Horton (1933, 1937) a analysé les données observées suite à des pluies 
générées artificiellement dans un petit bassin versant et obtenu une formule 
expérimentale d'infiltration unidimensionnelle sur une couche de sol 
homogène et d'extension verticale infinie dans laquelle la capacité 
d'infiltration superficielle du sol est une fonction exponentielle du temps: 
f = fc + (fo - fc)e "kt (1-1) 
où f = taux d'infiltration maximal instantané (pouce/heure), 
fc = taux d'infiltration minimal, 
f0 = le taux d'infiltration au début de la pluie (t=0), 
k = une constante positive liée à la perméabilité du sol considéré et 
t = temps (heure) par rapport au début de la pluie. 
La conception de l'infiltration de Horton a été utilisée assez largement et a 
donné de bons résultats dans la pratique et surtout son articulation avec la 
méthode de l'hydrogramme unitaire a introduit la science hydrologique dans 
une époque nouvelle. De nos jours, on peut encore trouver des modèles de 
simulation établis sur la formule d'infiltration de Horton. 
Au sujet de l'infiltration superficielle dans le sol, beaucoup de recherches 
ont été publiées. Par exemple, Green et Ampi (1911) ont étudié le phénomène 
d'infiltration superficielle de sol à partir de la loi de Darcy (Darcy, 1856) et 
ont proposé une formule qui est utilisée aujourd'hui dans le modèle SWMM 
(Hubert et al., 1981). Suivant le chemin de Horton, Holtan (1961) a proposé 
une formule expérimentale d'infiltration superficielle et cette formule fait 
une partie du modèle USDAHL-74 (Holtan et al., 1975). 
Le point le plus intéressant de la théorie de Horton est de diviser la 
production de pluie efficace en trois modes comme montré sur la figure 1-1, 
où i = l'intensité de pluie, f = la capacité d'infiltration superficielle du sol, S = 
le volume de pluie et ST = le volume de déficit en eau du bassin versant. 
(a) i > f; S < ST (b) i < f; S > ST (c) i > f; S > ST 
Figure 1-1 Trois sortes de production de pluie efficace (Horton, 1933) 
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(a) une pluie intense sur une période courte. Puisque i>f, cette pluie produit 
de l'écoulement superficiel; mais comme la période est courte, cette pluie ne 
provoque pas beaucoup d'écoulement souterrain de telle sorte que le débit 
avant et après la pluie sont quasiment sur la même décrue. 
(b) une pluie faible sur une longue période. Puisque i<f, la pluie ne produit 
pas d'écoulement superficiel; et cette pluie entre complètement dans le sol 
pour rejoindre la nappe. Le déficit en eau du sol est réduit du fait de cette 
pluie. L'hydrogramme présente alors un "gonflement". 
(c) une pluie intense sur une longue période. Dans ce cas, la pluie produit à 
la fois de l'écoulement superficiel et de l'écoulement d'origine souterraine. 
En résumé, selon la théorie de Horton, lorsque l'intensité de la pluie est 
supérieure à la capacité d'infiltration superficielle du sol, un écoulement 
superficiel a lieu, et, après avoir comblé le déficit en eau du sol, un 
écoulement d'origine souterraine se produit suite à la capacité d'infiltration 
permanente du sol (fc). 
Depuis les années 60, des opinions différentes de la théorie de Horton sont 
apparues dans la littérature. Ces opinions ont été rassemblées dans un 
ouvrage: l'hydrologie des versants (Hillslope hydrology) (Kirkby, 1978). 
Des résultats expérimentaux ont révélé que l'écoulement superficiel de 
Horton est rarement constaté sur les surfaces comportant un couvert végétal 
important; on le rencontre seulement sur les sols nus ou revêtus 
artificiellement (les routes par exemple). Les analyses démontrent que dans 
un bassin versant où il existe plusieurs couches de sol, les conductivités 
hydrauliques de ces couches ne sont pas homogènes verticalement de telle 
sorte qu'au fond de chaque couche de sol on peut trouver une zone saturée 
dans laquelle apparaît un écoulement souterrain en milieu saturé (saturated 
through flow). Il a été constaté aussi que même dans une zone non-saturée il 
existe de l'écoulement hypodermique (unsaturated through flow). Au 
moment où le sol est saturé, il n'y a plus d'interstices sans eau. Dès que la 
surface supérieure de la zone saturée atteint la surface de sol, cette dernière 
peut être vue comme une surface d'eau temporaire et donc la pluie tombant 
sur cette surface donne lieu directement à de l'écoulement superficiel; ce 
genre d'écoulement est appelé écoulement superficiel sur sols saturés 
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(saturated overland flow) pour le différencier de l'écoulement superficiel de 
Horton. L'état hydrique d'un bassin versant est dépendant de l'échange d'eau 
entre les couches de sol; par conséquent, même si l'intensité de pluie ne 
dépasse pas la capacité d'infiltration superficielle, un écoulement superficiel 
peut apparaître. La figure 1-2 montre un exemple de deux couches de sol: 
couche A et couche B, fA et fB sont respectivement les capacités d'infiltration 
superficielles de ces deux couches et fA > fß. Si i (intensité de pluie) satisfait 
que fß< i < ÍA. il peut y avoir de l'écoulement superficiel, qs, sur la surface de 
couche A. 
Au cas où la couche A est 
saturée, l'écoulement 
superficiel par saturation se 
produit sur la surface de la 
couche A du fait que i > fB . 
Figure 1-2 L'écoulement superficiel saturé 
La théorie de Horton ne comporte pas de conception d'écoulement superficiel 
sur sols saturés et d'écoulement hypodermique. L'hydrologie des versants a 
enrichi la théorie de la production de pluie efficace. Les divers écoulements 
sont illustrés dans la figure 1-3. 
P = pluie; M = stockage d'eau du sol; mu = écoulement hypodermique non-saturé; 
ms = écoulement hypodermique par saturation; e = evaporation; f = infiltration; 
qh = écoulement superficiel de Horton; q8 = écoulement superficiel saturé; qr = 
écoulement d'exfiltration; b = bief; i = intensité de pluie; R, = stockage de 
dépression; CA = couche de stockage d'eau non saturée; CS = couche de stockage 
d'eau souterraine; CH = couche d'humus; CM = couche de stockage d'humidité du 
sol superficiel. 
Figure 1-3 Composants du cycle hydrologique de versant (Chorley, 1978) 
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Intuitivement, l'écoulement superficiel de Horton peut apparaître sur les 
surfaces non-saturées ayant peu de couverture ou composées par le sol 
rocheux compact, et non pas sur les surfaces ayant une couverture végétale 
abondante. Ainsi, dans les régions sèches ou dans les régions humides dont la 
couverture a été largement détruite, on peut prendre en compte 
principalement l'écoulement superficiel de Horton pour la simulation et dans 
les régions humides, on doit tenir compte de l'écoulement superficiel sur sols 
saturés pour la production de pluie efficace. 
Une autre conception nouvelle issue de la théorie de l'hydrologie des 
versants est la "surface contributive". Il est rare que l'écoulement superficiel 
sur sols saturés apparaisse dans tout un bassin versant. Au contraire il ne se 
produit généralement que dans une partie du bassin versant. Ces zones sont 
souvent: 1) des surfaces de lac, 2) des fonds de collines le long de rivières, 3) 
des fonds de vallées et 4) des zones ayant des couches de sol minces. 
Chorley (1978) a indiqué que le modèle d'infiltration de Horton représente 
seulement une partie de la réalité, qui s'applique dans les régions avec une 
végétation pauvre ou ayant des couvertures de sol minces et qu'à l'opposé se 
trouve la modélisation de l'écoulement hypodermique qui peut s'appliquer 
aux régions avec une bonne couverture végétale et une couverture épaisse 
de sol, alors qu'entre ces deux extrêmes, se situent une grande variété de 
modèles dans lesquels on prend en compte un ou plusieurs types 
d'écoulement: l'écoulement superficiel de Horton, l'écoulement superficiel 
sur sols saturés, l'écoulement hypodermique et l'écoulement souterrain en 
milieu saturé etc. La théorie de l'hydrologie des versants a été utilisée dans la 
modélisation hydrologique, le modèle TOP (Beven et Kirkby, 1979) par 
exemple . 
1.2.2 Propagation des écoulements 
L'étude sur la propagation de l'écoulement peut être subdivisée en trois: 
écoulement à surface libre, écoulement souterrain et concentration des 
écoulements dans un bassin versant. 
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1.2.2.1 Propagation de l'écoulement à surface libre 
Généralement, deux types d'approche ont été utilisés pour la propagation 
d'écoulement en canal: 1) hydraulique et 2) hydrologique. 
Dans une approche hydraulique, la propagation de l'écoulement dans un 
canal est traitée avec la théorie de l'écoulement transitoire. Ces méthodes se 
basent sur les équations de Saint-Venant (Barré de Saint-Venant, 1848). Pour 
l'écoulement à surface libre variant graduellement et non-permanent, elles 
s 'écr ivent : 
B f f + ^ - q = 0 (,-2) 
g dt g dx dx ' u g A v *' 
où t = temps; x= l'abscisse le long du canal; y, v, A et B = respectivement la 
profondeur d'écoulement, la vitesse d'écoulement, la superficie de la section 
en travers et la largeur au miroir; g = l'accélération de la pesanteur; q = le 
débit entrant latéral par unité de longueur; ux = la vitesse du flux entrant 
latéral dans la direction x; if = la pente de la ligne d'énergie; io = la pente du 
fond du canal. L'équation 1-2 décrit la conservation de masse. L'équation des 
moments ou dynamique (1-3) est issue de la deuxième loi du mouvement de 
Newton et exprime la conservation des quantités de mouvement. Les termes 
dans l'équation 1-3 sont respectivement, de gauche à droite, les mesures non-
dimensionnelles des accélérations locale et de convection, de pression, de 
frottement, de gravité et celle due au débit entrant latéral. Ce groupe 
d'équations représente un système non-linéaire pour lequel on n'a pas de 
solution générale analytique. Les études sur les équations de Saint-Venant 
consistent à simplifier l'équation 1-3. Généralement, on a trois sortes 
d'équations particulières chacune correspondant à un certain niveau de 
simplification 1) l'onde cinématique, 2) l'onde diffusante et 3) l'onde 
dynamique (sans simplification). 
L'équation 1-3 peut être réécrite en prenant en compte la formule de Ciiézy: 
O^CAVRif et Qo = CA"V Rio où C = coefficient de Chézy; R = rayon hydraulique, 
pour donner la relation hauteur-débit en régime permanent et montrer les 
trois types d'ondes en l'absence de débit entrant latéral comme suit 
(Weinmann et Laurenson, 1979): 
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Q = Q o ^ l_3y_ i0 3x 
v 9v 1 9v 
gi 0 3x " gi0 dt 
(1-4) 
onde cinématique 
analogie de diffusion 
onde dynamique complète 
Parmi ces trois sortes d'ondes, la solution de l'onde cinématique est la plus 
simple, celle de l'onde dynamique est la plus complète pour décrire le 
mouvement de l'écoulement varié à surface libre et celle de l'onde diffusante 
occupe une position variable selon le degré de simplification ultérieur. En 
1 v9v dv 
omettant les termes d'inertie ~ (~z +T7) dans l'équation 1-3 et le terme lié au 
débit entrant latéral dans les équations 1-2 et 1-3, et en simplifiant les 
fonctions de Y et de Q, facteurs multiplicatifs des dérivées partielles, on 
obtient une équation du type de diffusion-convection avec deux paramètres: 
C étant pour la translation de l'écoulement et D contribuant à l'atténuation de 
l 'écoulement : 
+ c^r = D:rr 3t 3x 3x2 (1-5) 
Quelques caractéristiques des trois types d'onde sont montrées dans le tableau 
1-1. 
Tableau 
cinématique 
diffusante 
dynamique 
-1 Caractéristiques des trois ondes (Viesssman et 
hypothèse 
permanent 
oui 
oui 
non 
uniforme 
oui 
non 
non 
caractéristiques 
translation 
oui 
oui 
oui 
atténuation 
non 
oui 
oui 
al., 1989) 
relation unique 
Y - 0 
oui 
non 
non 
A - 0 
oui 
non 
non 
v - 0 
oui 
non 
non 
Dans une approche hydrologique, on décrit l'écoulement unidimensionnel 
dans un bief en utilisant deux équations: l'équation de continuité et 
l'équation de stockage, qui possèdent les formes suivantes: 
I At- O At = AS 
S = f(I, O) 
(1-6) 
(1-7) 
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où S est le stockage, I et O sont respectivement les valeurs moyennes des 
débits entrant, I, et sortant, O. Les méthodes hydrologiques sont issues de 
différentes hypothèses sur la fonction f. La méthode la plus usuelle est sans 
doute la méthode de Muskingum (McCarthy, 1938). Cette méthode est basée sur 
une relation stockage-sortie linéaire dans un bief: 
S = K[XI + (1-X) O] (1-8) 
où K, X = coefficients. 
Cunge (1969) a démontré que la méthode de Muskingum (McCarhy, 1938) peut 
être vue comme une approximation du deuxième ordre de l'équation de 
diffusion sous certaines conditions. Dooge (1973) a montré la relation existant 
entre une solution particulière de l'équation de diffusion et la méthode de 
Muskingum et a obtenu des expressions théoriques pour les paramètres de 
cette méthode. 
Les remarques précédentes clarifient la relation entre les méthodes 
hydrologique et hydraulique. Le tableau 1-2 montre les significations 
physiques des paramètres de l'équations de diffusion (1-5) et de la fonction 
stockage-sortie (1-8) et leur correspondances. 
Tableau 1-2 Significations des paramètres (Zhao, 1984) 
méthode de Muskingum 
équation de diffusion 
paramètre de translation 
K (temps de translation) 
C (vitesse d'onde) 
paramètre d'atténuation 
X (facteur pondéré) 
D (diffusivité) 
On peut donner aussi les relations numériques entre les paramètres de ces 
deux méthodes. Posons L = longueur considérée d'un tronçon de rivière, on a 
alors: 
x = 2 - c T (¡"9> 
K = ^  (1-10) 
1.2.2.2 Propagation des écoulements souterrains 
Le mouvement de l'eau dans le sol relève de l'hydraulique des milieux poreux. 
Les équations qui décrivent le mouvement sont: 1) l'équation de continuité ou 
la loi de conservation des masses; 2) la loi de Darcy ou l'équation stockage-
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sortie. Ces équations peuvent être exprimées d'une façon globale ou 
distribuée à une ou plusieurs dimensions. Boussinesq (1877) a établi une 
équation unidimensionnelle pour le mouvement horizontal de l'écoulement 
souterrain selon la loi de Darcy (Darcy, 1856) et l'hypothèse de Dupuit-
Forchheimer (Dupuit, 1863). Le résultat principal de Boussinesq (1877) est 
l'équation suivante: 
où k = conductivité hydraulique; h = la profondeur de l'écoulement souterrain 
et f = porosité efficace du sol. Boussinesq a linéarisé cette équation et a 
obtenu avec des conditions appropriées une solution de l'équation 1-11 
comme suit (Boussinesq, 1877), 
Q(t) = Q0e-«1 (1-12) 
où t = temps; Q = le débit de l'écoulement souterrain; Q0 = le débit initial de 
l'écoulement souterrain (t=0) et a est un coefficient. L'équation 1-12 est 
justement la formule du réservoir linéaire. Le modèle du réservoir linéaire a 
été souvent utilisé pour la propagation de l'écoulement souterrain dans les 
modèles hydrologiques. 
Avec une approche hydrologique, on peut retrouver cette formule en 
supposant une relation stockage-sortie: S = kQ et pour la relation de 
continuité sans apport: Q = -dS/dt. De ce fait, on trouve un lien entre les 
méthodes hydrologique et hydraulique et on établit le fondement théorique 
du réservoir linéaire. 
Le fait que l'on peut simuler avec succès l'écoulement souterrain avec un 
modèle linéaire a sa raison physique. Selon la loi de Darcy (Darcy, 1856), la 
vitesse de l'écoulement souterrain est fonction seulement du gradient 
hydraulique. Autrement dit, le mouvement de l'écoulement souterrain 
dépend de la variation de hauteur d'eau souterraine et non pas de la hauteur 
brute. En réalité, la hauteur d'eau souterraine est une fonction des 
caractéristiques géologiques et morphologiques et elles varient très 
lentement. Ainsi, la non-linéarité de l'écoulement souterrain est assez faible. 
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1.2.2.3 Concentration des écoulements dans un bassin versant 
Sherman (1932) a proposé l'hydrogramme unitaire en tant que méthode 
expérimentale pour traiter le problème de la concentration de l'écoulement 
dans un bassin versant. Aujourd'hui on peut définir l'hydrogramme unitaire 
comme la réponse à une impulsion d'un système linéaire. On a conçu 
l'hydrogramme unitaire instantané comme la réponse à une impulsion 
instantanée d'un système linéaire. Avec l'hypothèse de linéarité, la 
concentration dans le bassin versant peut être exprimée comme la 
convolution de la pluie efficace et de l'hydrogramme unitaire instantané: 
tm 
Q(t)= |u(t-x)I(x)dx (1-13) 
0 
où I = pluie efficace de 0 à tm; Q(t) = le débit sortant à I'exutoire au moment t et 
u = hydrogramme unitaire instantané. 
Nash (1957) a proposé un modèle pour simuler la concentration du bassin 
versant selon la théorie des systèmes linéaires. Il a utilisé une série de 
réservoirs linéaires pour simuler la relation entre la pluie efficace et le 
processus des débits à I'exutoire d'un bassin versant. Il en a déduit 
l'hydrogramme unitaire instantané suivant: 
u(i) = r h n - i e - t / k (1-14) 
u w
 k ( n - l ) î V e 
où k = coefficient de stockage-sortie. 
Chow et Kulandaiswamy (1971) ont proposé une équation stockage-sortie 
générale pour décrire une série de réservoirs non-linéaires comme suit: 
S= Xa„(0,I) — + I b J O J ) T- (1-15) 
n=0 U l m=0 U l 
En combinant l'équation 1-15 avec l'équation de continuité et en prenant des 
coefficients constants, on obtient une équation différentielle assez générale 
pour décrire la concentration des eaux dans un bassin versant: 
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M 
° ( 0 = nLT KO (1-16) 
I a n D " 
n = 0 
où D = l'opérateur de differentiation: D' = d'/dt'. A partir de l'équation 1-16, 
Chow et Kulandaiswamy (1971, 1982) ont étudié six cas avec m<3 et n<3. 
La méthode temps-superficie peut être vue comme une méthode conceptuelle 
dans les études de concentration de l'écoulement dans un bassin versant. 
Cette méthode est à l'origine de la méthode rationnelle en notant le fait que 
cette méthode regarde le bassin versant comme une surface homogène. Ross 
(1921) est sans doute le premier à utiliser l'idée d'isochrone pour étudier la 
concentration des eaux dans un bassin versant. Il y a beaucoup de méthodes 
dans la littérature hydrologique; la plupart d'entre elles se distinguent 
seulement par leur présentation. L'idée principale de ces méthodes est issue 
des courbes isovaleurs de temps de concentration ou isochrones. Une 
isochrone est une courbe d'égale durée reliant les points sur la surface d'un 
bassin versant dont l'écoulement superficiel peut arriver à l'exutoire au 
même instant. Les isochrones ne doivent pas se couper, se fermer et doivent 
commencer et se terminer sur le périmètre d'un bassin versant (Dooge, 
1959). Il est plus adéquat d'utiliser la courbe temps-superficie-concentration 
(TAC). Zoch (1934) a représenté un bassin versant avec une courbe TAC et 
propagé l'écoulement avec la méthode du réservoir linéaire en supposant 
que la distribution des pluies efficaces étaient uniformes dans le bassin 
versant considéré. Il a pris en compte quatre formes de bassins versants: 
rectangulaire, triangulaire, elliptique et quelconque. Clarke (1945) a étudié 
la concentration suite à une pluie instantanée dans un bassin versant 
rectangulaire hypothétique et il a indiqué qu'un hydrogramme unitaire peut 
être déterminé en propageant une courbe TAC à travers un réservoir 
linéaire. Sa méthode est physiquement équivalente à celle de Zoch. 
1.3 MODÈLES HYDROLOGIQUES COMPLETS 
Un modèle hydrologique complet peut être vu comme un ensemble 
quelconque de méthodes hydrologiques telles que celles présentées 
précédemment. Cette étude a été particulièrement accélérée par l'utilisation 
des ordinateurs. Avec les modèles hydrologiques, on peut essayer de 
comprendre et de décrire les phénomènes naturels et, sous certaines 
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conditions, on peut faire des prévisions dans un sens déterministe ou 
probabiliste. Divers critères ont été utilisés pour classer les modèles existants. 
Généralement, un modèle peut être classé dans une des 2 catégories 
suivantes: analogique ou mathématique. Ici, on ne s'intéresse qu'aux modèles 
mathématiques. Dans la littérature sur les modèles mathématiques, on peut 
trouver un certain nombre d'approches mutuellement exclusives pour 
différencier les modèles en prenant en compte le niveau de 
conceptualisation du phénomène naturel, par exemple, statique ou 
dynamique; linéaire ou non-linéaire; stationnaire ou non-stationnaire; 
global ou distribué, etc. Il existe aussi une autre catégorie non-exclusive mais 
souvent utilisée: déterministe ou statistique. Ici, on divise les modèles 
hydrologiques mathématiques en trois sortes selon leur niveau d'intégration 
de concepts physiques: le modèle "boite noire", le modèle conceptuel et le 
modèle à base physique. 
1.3.1 Modèle "boîte noire" 
Chow (1972) a décrit un modèle "boîte noire" (ou abstrait) comme un modèle 
qui essaie de représenter théoriquement le prototype hydrologique sous une 
forme mathématique dans laquelle les phénomènes hydrologiques sont 
traités comme des transformations des entrées d'un système en ses sorties en 
utilisant une fonction de transfert. Ces modèles ne demandent pas 
d'information par rapport au processus de transformation de pluie en débit. 
Chow (1972) a subdivisé la classe des modèles "boîte noire" en deux types: 
déterministe et non-déterministe (y compris statistique et probabiliste). 
L'hydrogramme unitaire peut être regardé comme un exemple typique de 
modèle "boîte noire" déterministe. Chow et Kulandaiswamy (1972) ont donné 
l'équation 1-15 comme expression descriptive générale de ce type de modèle. 
L'idée de la méthode entrée-stockage-sortie utilisée par Lambert (1981) est 
similaire à la conception de l'hydrogramme unitaire. Cette méthode suppose 
que la superficie d'un bassin versant peut être représentée par une seule 
fonction de stockage-sortie. Cette fonction stockage-sortie est intégrée sur 
chaque sous-bassin selon les entrées (pluies), puis les résultats sont 
transformés avec une méthode de propagation à surface libre pour obtenir 
l'hydrogramme des débits à l'exutoire du bassin versant. 
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Le modèle CLS (Constrained Linear System) développé par Natale et Todini 
(1976a et b) se base sur une approche hydraulique combinée avec 
l'hydrogramme unitaire instantané. Natale et Todini (1976a et b) ont imposé 
une série de contraintes sur l'hydrogramme unitaire instantané afin de 
réduire la grande sensibilité de la méthode d'estimation de l'hydrogramme 
unitaire en cas de données mesurées. 
Un modèle de boîte noire non-déterministe est un modèle qui regarde les 
entrées et les sorties du système hydrologique comme des variables aléatoires 
et essaie de trouver une relation mathématique soit statistique soit 
probabiliste entre ces variables. 
Le cas le plus usuel de modèle "boîte noire" non-déterministe est sans doute le 
modèle régressif dans un cas simple où il n'y a qu'une seule rivière au long 
de laquelle on compte trouver une relation entre les débits en amont et en 
aval. Cette relation est exprimée souvent par des graphiques ou des tableaux. 
Kottegoda (1980) a présenté ce type de modèles pour la gestion des ressources 
en eaux. 
Les relations graphiques ou tabulaires obtenues par une méthode statistique 
ou probabiliste ne sont pas jugées fiables pour la prévision. Klemes (1982b) a 
indiqué que l'utilisation d'un modèle statistique est "dangereuse" et il a 
souligné la nécessité de développer un modèle pluie-débit sur la base de 
conceptions hydrologiques. Yevjevich (1989) a mis l'accent sur cette 
nécessité après 25 ans d'étude de modèles stochastiques et a suggéré 
l'approfondissement de l'aspect physique pour améliorer ce genre de modèle. 
1.3.2 Modèle conceptuel 
Depuis ces quarante dernières années, les modèles conceptuels ont été 
largement développés. Ils sont caractérisés par une approximation 
conceptuelle de principes physiques. Ces modèles ne se fondent pas sur des 
lois hydrologiques en quelque sorte. C'est peut-être la raison pour laquelle ils 
sont appelés conceptuels. 
Dans la plupart des cas, les paramètres d'un modèle conceptuel, voire même 
certains paramètres des modèles fondés sur la physique, nécessitent un 
calage avec des méthodes de tâtonnement ou d'optimisation automatique et ce 
calage demande suffisamment de données et de connafssâniîeSv sur le bassin 
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versant ainsi que d'expérience de la part des utilisateurs du modèle. Il y a 
deux types de modèles conceptuels (Singh, 1989): le type-I est le modèle établi 
sur les épisodes de crues et le type-II est celui capable de traiter le processus 
c o n t i n u . 
Le modèle HEC-1 développé par l'Hydrologie Engineering Centre de l'U.S. 
Army Corps of Engineers (1981) est peut-être un exemple représentatif d'un 
modèle conceptuel de type-I. HEC-1 détermine les pluies efficaces en utilisant 
l'une des quatre approches suivantes: a) taux de perte initial et uniforme, b) 
taux de perte exponentiel, c) équation d'infiltration de Holtan etc. La pluie 
efficace est transformée en hydrogramme en utilisant un hydrogramme 
unitaire synthétique. Pour un bassin versant assez grand, les hydrogrammes 
issus des sous-bassins sont agrégés avec les approches présentées 
précédemment et puis propagées à travers le réseau hydrographique avec, 
par exemple, la méthode de Muskingum (McCarthy, 1938), la méthode de 
l'onde cinématique, etc. Peters et Ely (1985) ont exposé une application du 
modèle HEC-1 pour la prévision des crues en temps réel à court terme. 
Un autre exemple de modèle de type-I est le modèle Xinanjiang (XAJ) 
développé par Zhao et al. (1980). Ce modèle est établi selon des conceptions 
sur la formation des écoulements et a des paramètres distribués 
correspondant aux sous-bassins. Une courbe parabolique qui présente la 
distribution des saturations du sol dans un bassin versant a été introduite 
dans le modèle pour estimer la pluie efficace. Les pluies efficaces produites 
dans chaque sous-bassin sont propagées indépendamment vers l'exutoire du 
bassin versant et agrégées pour fournir I'hydrogramme à l'exutoire du 
bassin. Ce modèle a été utilisé assez largement dans les régions humides et 
semi-humides en Chine. Yang (1985) a utilisé ce modèle pour étudier le 
problème de la non-linéarité dans la concentration des débits d'un versant de 
colline. Zhang et al. (1987) ont proposé une méthode pour corriger les 
erreurs issues de ce modèle pour la prévision des crues en temps réel. Zhang 
et al. (1989) ont intégré ce modèle dans un système de prévision des crues et 
de régularisation des débits sortant d'un réservoir en temps réel. 
Dans la série des modèles conceptuels de type-I, on peut trouver aussi le 
modèle USGS (Dawdy et al., 1972) qui est largement utilisé dans la pratique. 
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En ce qui concerne les modèles conceptuels de type-II, le plus représentatif 
est peut-être le modèle Stanford-IV (Crawford et Linsley, 1963). Ce modèle a 
été utilisé dans beaucoup de bassins versants du monde entier. Les pluies 
horaires ou journalières, les températures journalières, les radiations, les 
vents, les évapotranspirations horaires ou journalières et une variété de 
coefficients caractéristiques décrivant le bassin versant considéré font 
l'entrée du modèle. La sortie du modèle est l'hydrogramme des débits à 
l'exutoire du bassin versant. Le modèle Stanford-IV possède 34 paramètres 
pour représenter globalement la relation pluie-débit dans un bassin versant. 
La plupart de ces paramètres possèdent une certaine signification physique, 
mais quatre d'entre eux sont obtenus par optimisation. Ces 4 paramètres 
appartiennent à l'infiltration, aux réservoirs d'humidité et au ruissellement 
retardé. Les autres paramètres (30) sont évalués selon les cartes 
géographiques, les observations, ou les données hydro-météorologiques. 
Dans le cas où la simulation de la fonte de neige n'est pas prise en compte, le 
nombre de paramètres se réduit à 25. 
Le deuxième exemple de modèle de type-II est le modèle SSARR (Stream 
Synthesis And Reservoir Regulation) développé par l'U.S. Army Engineer 
Division, North Pacific (1972) pour la régularisation des réservoirs et la 
prévision des crues journalières. C'est un modèle global avec 24 paramètres 
obtenus par tâtonnement. Dans les entrées du modèle interviennent la pluie 
journalière, la température, l'isolation et l'altitude de la limite inférieure des 
neiges (snowline). La sortie du modèle est l'hydrogramme des débits 
journaliers. A la différence du modèle Stanford-IV, le modèle SSARR est 
beaucoup plus simplifié dans le sens de la représentation des composantes de 
l'écoulement (écoulement superficiel, souterrain...). Selon la valeur d'un 
indice, l'eau entrant dans le sol est divisée en stockage d'humidité de sol et en 
volume de débit qui est ensuite réparti respectivement, selon d'autres indices, 
entre l'écoulement souterrain, le ruissellement retardé et l'écoulement 
superficiel. Une méthode de propagation à surface libre fait partie de ce 
modèle. 
Appartiennent aussi au type-II, le modèle Tank (Sugawara et al., 1975) et le 
modèle NWSRFS (National Weather Service River Forecasting System) (Peck, 
1976). Le premier a été utilisé assez largement dans les pays du sud-est de 
l'Asie et le deuxième a été intégré dans un système de prévision des crues en 
temps réel. 
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1.3.3 Modèle à base physique 
Un modèle à base physique est fondé en théorie sur les lois de la physique 
régissant les processus prenant place dans un bassin versant suite à une 
pluie. Il est admis (Beven, 1985) qu'un modèle à base physique est 
nécessairement distribué parce que les équations utilisées dans le modèle 
varient dans une ou plusieurs dimensions de l'espace et doivent avoir la 
capacité à la fois de simuler et de prévoir les variations spatiales des 
variables hydrologiques. Relativement aux deux autres sortes de modèles, les 
modèles à base physique sont peu nombreux, et sont caractérisés par moins 
de liberté de conception et une lourdeur de mise en application. 
Le modèle IHD (Institute of Hydrology Distributed model) (Morris, 1980) est 
un modèle à base physique. Avec ce modèle, un bassin versant est divisé en 
sous-bassins rectangulaires et un certain nombre de biefs possédant un 
nombre constant de sections en travers. Les équations de Saint-Venant 
(Barré de Saint-Venant, 1848) unidimensionnelles ont été utilisées pour 
simuler les mouvements de l'eau dans ces sous-bassins et dans les canaux. 
L'infiltration, l'écoulement hypodermique et l'écoulement souterrain sont 
traités ensemble comme l'écoulement hypodermique dans les milieux poreux. 
Sont également inclus dans le modèle IHD, l 'évapotranspirat ion, 
l'interception, et la fonte des neiges. L'évapotranspiration potentielle est 
déterminée par l'équation de Penman (Penman, 1948). Ce modèle a été utilisé 
dans des bassins versants ruraux et forestiers. Rogers et al. (1985) ont trouvé 
que les prévisions issues du modèle IHD sont extrêmement sensibles au 
coefficient de rugosité de Chézy et à la conductivité hydraulique saturée. 
Un autre modèle à base physique assez connu est le modèle SHE (Système 
Hydrologique Européen) développé en commun au Danemark, en France et 
en Angleterre (Beven et al., 1980). Dans ce modèle, l'écoulement superficiel, 
l'écoulement à surface libre, les ruissellements retardés par saturation, 
l'écoulement hypodermique et la fonte des neiges sont pris en compte. Les 
processus d'interception, d'évapotranspiration et de fonte des neiges sont 
simulés de la façon la plus détaillée possible. Ces processus sont simulés en 
utilisant soit des méthodes aux différences finies pour résoudre les équations 
aux dérivées partielles de conservation de masse et des moments, soit des 
équations expérimentales issues des expérimentations. 
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1.4 CONSIDÉRATIONS SUR LA SIMULATION HYDROLOGIQUE 
La pratique révèle le succès de la méthode de l'hydrogramme unitaire. Ce fait 
a cependant une raison physique. Dooge (1973) a indiqué clairement qu'un 
bassin versant est un système possédant une haute résistance car il possède 
une grande capacité à stocker et à régulariser les entrées liquides, et par 
suite, les hydrogrammes à l'exutoire correspondant à un événement de pluie 
présentent toujours une forme avec un pic unique et émoussé. On pense que 
cela constitue la base physique de l'existence de l'hydrogramme unitaire 
dans un bassin versant. C'est la raison pour laquelle l'hydrogramme unitaire 
a eu du succès pour la description des phénomènes hydrologiques, et non pas 
pour d'autres phénomènes de mouvement des eaux, comme par exemple, la 
marée. On tient à souligner qu'une méthode efficace doit posséder une base 
physique. Dans certains cas, il est possible que cette base physique ne soit pas 
claire au moment de la création d'une méthode et que cette base soit 
développée après coup. Il ne manque pas d'exemples dans ce sens. Ainsi, la 
justification théorique de la méthode de Muskingum (McCarthy, 1938) et la 
signification physique des paramètres de cette méthode ont été révélées plus 
d'une vingtaine d'années après son apparition. On peut dire que la couleur 
réelle d'une boîte noire est plutôt blanche et qu'une méthode absolument 
noire n'existe pas. 
L'essentiel de la simulation hydrologique consiste à conceptualiser le 
phénomène hydrologique d'une façon logique et systématique. L'idée 
principale est de prendre en compte les facteurs majeurs en négligeant les 
facteurs mineurs pour que l'on puisse trouver les lois de base dans la science 
hydrologique ou résoudre un problème concret dans ce domaine. Le seul 
principe selon lequel on juge un modèle est sa capacité à refléter le 
phénomène hydrologique traité. 
On a divisé arbitrairement les modèles mathématiques en trois sortes selon 
leur "couleur". Il faut souligner que cette division est seulement relative. Les 
frontières entre ces trois sortes de modèles semblent assez subjectives. Par 
exemple, on peut appeler un modèle "conceptuel" en raison du fait que son 
auteur a présenté ce modèle avec des "réservoirs", et on peut garder pour un 
modèle le nom de modèle à base physique ou de "boîte blanche" bien que dans 
l'application de ce modèle la plupart des équations physico-mathématiques 
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puissent être remplacées par des équations empiriques. Un autre exemple 
intéressant est la comparaison entre le modèle de Nash (Nash, 1957) et le 
modèle de Kalinin-Milyukov (Kalinin et Milyukov, 1957): le premier est 
développé à la façon d'une boîte noire et le deuxième est issu d'une approche 
conceptuelle, mais les démarches aboutissent à des solutions voisines. C'est-à-
dire que la couleur d'un modèle n'est pas aussi importante que prévu. 
Pourquoi la modélisation hydrologique s'est-elle développée aussi rapidement 
depuis ces vingt dernières années? La réponse est bien sûr liée au 
développement de la technique des ordinateurs. On a constaté qu'une 
puissante impulsion à la modélisation hydrologique était due à l'avènement 
des ordinateurs. Comme le décrit Kazmann (1987), l'ordinateur a rendu 
possible l'utilisation de modèles complexes et permis de faire plus d'essais 
avec les modèles, d'obtenir plus de résultats, et de choisir ainsi les meilleures 
dispositions. Il faut noter le fait que l'utilisation des ordinateurs ne consiste 
qu'à libérer les hydrologues des calculs manuels lourds liés à la modélisation 
et n'est donc pas un substitut à l'analyse hydrologique. Le développement de 
la simulation hydrologique dépend radicalement du développement de la 
théorie hydrologique. 
On note que les méthodes utilisées dans un modèle hydrologique sont souvent 
d'origine expérimentale. Ce fait est peut-être causé par la complexité du 
phénomène hydrologique qui rend les approches précises peu utilisables en 
réalité. L'hydrologie des versants a bien enrichi la théorie de la production 
de pluie efficace, mais l'application de cette théorie dans la pratique reste 
encore un problème délicat. On a constaté que le développement des modèles 
hydrologiques n'apporte pas de connaissances pour la théorie physique en 
hydrologie . 
Comme indiqué précédemment, un modèle hydrologique n'est qu'une 
architecture avec des paramètres. Le travail le plus important de la 
simulation hydrologique est de décider de l'architecture du modèle selon les 
connaissances hydrologiques admises. Les paramètres correspondant à cette 
architecture sont théoriquement des variables possédant une signification 
physique et donc mesurables. En fait, on utilise des données mesurées et une 
méthode d'optimisation pour trouver les valeurs de paramètres car il n'existe 
généralement pas suffisamment de données géologiques, morphologiques ou 
autres qui soient adéquats. 
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Pour arriver à une bonne modélisation, on doit surmonter quelques 
obstacles. Le premier obstacle provient des données utilisées dans la 
modélisation. Bien que les moyens de mesure aient bien progressé 
aujourd'hui, le traitement du passage à la surface pour les données 
ponctuelles reste encore un problème délicat, surtout pour de grands bassins 
versants. Dans le cas où il existe une forte variabilité spatiale, il est difficile 
d'estimer des valeurs correctes des variables à partir des valeurs mesurées 
sur le bassin versant. De plus, il est reconnu que le rapport signal sur bruit 
des données hydrologiques est significativement plus bas que celui existant 
dans d'autres techniques. Cela rend plus difficile l'obtention de données de 
qualité pour la modélisation. Un deuxième obstacle provient de la nature du 
phénomène qui est aléatoire et non-linéaire. Une prise en compte de ces 
caractér is t iques semble nécessaire pour une bonne modélisat ion 
hydro log ique . 
1.5 CONSIDÉRATIONS SUR LA SÉLECTION D'UN MODÈLE 
POUR LA PRÉVISION DES CRUES EN TEMPS RÉEL 
Krenkel et Novotny (1979) ont proposé des principes à la fois généraux et 
simples pour la sélection et l'utilisation des modèles hydrologiques. Le plus 
important est de définir clairement le problème. Un modèle simple qui peut 
fournir une précision acceptable sera choisi par l'utilisateur. Le modèle est 
obligatoirement approprié au problème, et non l'inverse. En particulier, la 
complexité du modèle ne doit pas être confondue avec la précision; en tout 
cas, les hypothèses, les limites de la structure du modèle, et le niveau 
d'incertitude associé à la prévision doivent être connus, surtout pour le 
modèle distribué (Beven, 1985). 
Askew (1981) a indiqué les défauts d'un modèle complexe: ils sont difficiles à 
transmettre du concepteur à l'utilisateur, si le modèle transféré et installé 
dans un ordinateur est loin de ses développeurs, s'il n'y a plus le support des 
développeurs, ou si des documents fiables ne sont pas disponibles chez les 
utilisateurs. En ce qui concerne les modèles statistiques, Hipel (1989) a 
indiqué qu'une règle pour construire de tels modèles est de rester le modèle 
le plus simple possible. Cette règle est jugée également adéquate pour 
construire un modèle conceptuel. Schultz (1986) a indiqué que l'idée qu'un 
modèle plus complexe doit produire de meilleurs résultats n'est pas toujours 
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vraie, et il a donc recommandé d'utiliser des modèles simples et faciles à 
comprendre. Selon une étude sur un système de prévision des crues en temps 
réel sur la rivière Dee, O'Connell et al. (1986) ont indiqué qu'un 
enseignement à tirer de cette étude est que des modèles simples peuvent 
satisfaire les demandes des ingénieurs et peuvent être facilement compris 
par eux. L'utilisation d'un modèle complexe doit être subordonnée à la 
reconnaissance de l'intérêt additionnel par rapport à un modèle simple, et il 
ne faut pas croire a priori qu'un modèle complexe est meilleur. Linsley 
(1986) a suggéré de choisir un modèle selon deux niveaux de sélection: le 
premier niveau est la précision de la modélisation et le deuxième niveau doit 
être la simplicité du modèle. Clarke (1973) considère que le choix d'un modèle 
suffisamment simple pour un problème donné est un art de la modélisation 
hydrologique. Sorooshian (1983) a noté d'un point de vue pratique qu'un 
modèle simple est préférable du fait de la facilité à estimer ses paramètres. Il 
a indiqué qu'il faut porter suffisamment d'attention au problème de 
l'identification des paramètres au cours du développement d'un modèle 
conceptue l . 
Dans ces conditions, il est assez satisfaisant que le sujet de la thèse porte sur 
un modèle pluie-débit conceptuel simple. On pense que ce genre de modèle 
est plus fiable pour une tâche de prévision qu'un modèle d'un des deux autres 
types. La première catégorie est trop "noire" pour intégrer les connaissances 
acquises en hydrologie. La troisième n'est pas très réaliste en l'état de la 
science hydrologique. Mais pourquoi un modèle pluie-débit? C'est afin 
d'augmenter le délai disponible pour la prévision: l 'utilisation des 
informations sur les pluies et d'autres données hydrométéorologiques dans 
un bassin versant, permet de mieux anticiper l'évolution des débits que la 
simple prise en compte des débits antérieurs. 
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Chapitre 2 
Modèle et données utilisés 
Résumé: Ce chapitre retrace le développement du modèle pluie-débit conceptuel 
utilisé dans cette recherche. Ce modèle est développé successivement par ses auteurs 
dans les années passées. C'est la dernière version du modèle que l'on va utiliser pour 
l'étude de la prévision des crues en temps réel. Une autre partie de ce chapitre décrit 
succinctement deux bassins versants expérimentaux: Real Collobrier et Orgeval et 
leur données utilisées dans cette étude. 
2.1 DE 1 À 4: HISTOIRE DU MODÈLE GR 
2.1.1 La naissance du modèle "Génie R u r a l " 
Le projet de construire un modèle conceptuel hydrologique aussi simple que 
possible pour reconstituer les débits journaliers à partir des pluies et des 
températures a été lancé par Michel en 1983. Dans un bassin versant 
expérimental, il est parti d'un modèle conceptuel assez complexe pour cette 
étude: le modèle CREC à 9 paramètres (Galea, 1972) et a constaté des défauts 
dans ce modèle conceptuel en estimant que "outre la difficulté de mise en 
oeuvre, la longueur des réglages, on ne maîtrise pas toujours le 
fonctionnement réel du modèle" (Michel, 1983). On s'aperçoit ainsi que 
"certaines fonctions d'un modèle ne réagissent pas dans les conditions pour 
lesquelles elles ont été créées et perdent donc leur intérêt, et la procédure 
qui consiste à introduire de nouvelles fonctions pour remédier aux 
défaillances antérieures accentue encore ce phénomène et rend l'analyse du 
modèle très difficile" (idem). Ce fait a conduit à simplifier ce modèle et on a 
pu constater que "l'on gagne en compréhension du modèle sans perdre 
beaucoup sur ses performances" (idem). Dans ces conditions, Michel (1983) a 
procédé de façon inverse en partant du modèle le plus élémentaire possible 
(1 réservoir et 1 paramètre) et en ne compliquant cette architecture que 
pour faire face aux difficultés à reproduire les débits réels et non pas pour 
satisfaire à des conceptions a priori sur le cycle hydrologique. Cette étude a 
montré que "De tels modèles existent (voir par exemple Haan, 1972), mais 
l'essai sur l'Orgeval conduit à de mauvais résultats. Il semble nécessaire de 
compliquer le modèle en prenant deux réservoirs: un réservoir (S) assurant 
le bilan de l'eau non gravitaire et un réservoir (R) assurant le routage des 
débits" (Michel, 1983). 
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L'architecture de ce modèle est montrée dans la figure 2-1 où le réservoir 
superficiel S reçoit une fraction de la pluie (P) et est soumis à l'évaporation 
(E), ces deux fonctions dépendent de son niveau. La fraction complémentaire 
de la pluie va dans le réservoir de routage R. Après ce modèle (appelé 
aujourd'hui GR1), Michel (1983) a proposé une amélioration en prenant 2 
paramètres différents pour R et S, d'où l'esquisse du modèle GR2. 
P (pluie) 
E (evaporation) 
En (S/A) 
R 
A 
S 
R2 
R + A 
Figure 2-1. Schéma du modèle GR1 (Michel, 1983) 
2.1.2 De GR1 à GR2 
Edijatno (1988), Edijatno et Michel (1989) ont essayé de justifier la meilleure 
architecture pour cette esquisse de modèle à 2 paramètre. Ils l'ont comparé 
avec une cinquantaine de modèles différents. L'idée précédente a été 
justifiée: le schéma le plus prometteur pour un modèle était celui à deux 
paramètres avec un réservoir sol et un réservoir de routage quadratique. Les 
caractéristiques principales du modèle GR2 sont (Edijatno, 1988): 
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1. L'état hydrique du réservoir superficiel (S) détermine le coefficient de 
rendement: rapport entre la pluie nette (Pn) et la pluie brute diminuée de 
l'évaporation du jour (P-E)), comme égal à (S/A)2 avec A étant paramètre à 
caler . 
2. L'évaporation réelle (En) liée à l'évaporation potentielle résiduelle (E) est 
une fonction de S: En = EV S/A; (E = Ep - P, si P < Ep). 
3. Un réservoir quadratique recueille la pluie nette et relâche un débit Q 
R2 
donné par:
 R R avec B étant le deuxième paramètre à caler. L'architecture du 
modèle GR2 est présentée dans la figure 2-2. L'insuffisance de la prise en 
compte de la propagation de l'écoulement superficiel apparaît cependant 
lorsque GR2 est appliqué à des bassins de tailles très différentes. 
B 
P(pluie) 
E (evaporation) 
R + B 
Figure 2-2 Schéma du modèle GR2 (Edijatno, 1988) 
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2 .1 .3 D e G R 2 à G R 3 
A partir du modèle GR2, Edijatno et Michel (1989) ont proposé la première 
version d'un modèle conceptuel à trois paramètres (GR3) en ajoutant un 
paramètre (C) au modèle GR2 pour traiter la propagation de l'écoulement 
superficiel: un hydrogramme unitaire expérimental. Cet hydrogramme 
3 
unitaire instantané est supposé donné par q(t) = p^ t2 avec t étant le temps (t < 
C). 
Edijatno (1991) a conçu cette architecture en la confrontant aux données de 
114 bassins versants possédant des superficies entre 1.5 km2 et 3750 km2. La 
nécessité du troisième paramètre décrivant l'hydrogramme unitaire a été 
confirmée par comparaison avec d'autres solutions alternatives. En plus, 
Edijatno (1991) a introduit un écoulement "pseudo-direct" (5-10% de la pluie 
efficace) dans ce modèle pour traiter l'écoulement "superficiel rapide" d'un 
certain nombre de bassins mal représentés sans cela. En général, ce modèle 
est correct pour les 114 bassins versants sauf pour deux bassins versants très 
intermittents. Le schéma de la version finale du modèle GR3 est montré dans 
la figure 2-3 (sauf ceux dans les cadres en pointillé). On peut citer la 
description de ce modèle faite par Edijatno et Michel (1989). 
L'architecture du modèle GR3 repose sur deux réservoirs et un hydrogramme 
u n i t a i r e : 
- le réservoir-sol ayant comme seule sortie le prélèvement occasionné par 
l'évaporation potentielle. Ce réservoir commande la répartition de la pluie 
nette entre lui-même et le sous-modèle de routage; 
- un hydrogramme unitaire, décrivant la propagation des débits depuis leur 
formation à partir des pluies nettes jusqu'au deuxième réservoir qui est: 
- le réservoir-eau-gravitaire. Ce réservoir reçoit les débits routés selon 
l'hydrogramme unitaire. Il a comme seule sortie le débit de la rivière et sa loi 
vidange est du type quadratique. 
Cet ensemble de trois opérateurs dont chacun dépend d'un seul paramètre 
semble être le schéma le plus simple pour rendre compte de façon acceptable 
de la transformation pluie-débit. Les tentatives de "perfectionnement " de ce 
schéma, en vue de lui conférer une qualité de fonctionnement plus 
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complexe, n'ont pas été jugées suffisamment pertinentes pour être retenues, 
sauf pour mieux rendre compte des bassins intermittents. 
Le réservoir-sol 
Il est caractérisé par sa capacité A, premier paramètre du modèle GR3. 
Son niveau S est soumis soit à (P-E) soit à (E-P), selon que ces termes sont 
positifs. Dans ce qui suit P et E désigneront ces différences positives. 
Compte tenu de l'extrême simplicité du modèle, l'évaporation potentielle est 
une simple moyenne interannuelle de l'évaporation calculée selon la 
formule de Penman (Penman, 1948). 
Il en résulte que les seules données datées dont on ait besoin pour faire 
fonctionner le modèle sont les pluies journalières éventuellement 
moyennées s'il existe plusieurs postes pluviométriques sur le bassin versant. 
Le niveau S du réservoir-sol permet de définir la fraction de pluie qui 
accédera au réservoir-eau-gravitaire. Cette fraction (Pn=pluie nette; P=pluie 
brute) est définie en gros par le rapport: 
lu 
p =[!]2-2 
Le complément à 1 de cette fraction entre dans le réservoir-sol. Cette relation 
en valeurs instantanées peut être intégrée sur le pas de temps sans 
complication notoire. Cela permet de tenir compte de l'évolution de S au 
cours du jour où il reçoit la pluie P. On obtient ainsi: 
AS = A tanh' ^ ' ^ i i / A l 2 fPní LÍ5 
\A JLl+(S/A)t anh(P n /A) . (2-2) 
Le niveau du réservoir-sol permet également de définir l'évaporation réelle 
qu'il pourra délivrer. Cette evaporation réelle est une fraction de 
l'évaporation potentielle ayant des caractéristiques symétriques de la 
fraction représentée par: 
m (2-3) 
On peut affiner cette relation en l'intégrant sur le pas de temps At: 
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d S =
" A 2 A dE (2-4) 
qui donne: 
(2 -S /A) tanh(E/A) 
Û S
~ "
a
 l + ( l -S /A) tanh(E/A) ^~D} 
soit approximativement: 
A S =
 -
E E+A/(2-S/A) ( 2 " 6 ) 
Le réservoir-eau-gravitaire 
C'est un réservoir de type quadratique qui délivre le débit journalier de la 
rivière. Il est caractérisé par sa "rétention maximale à un jour" B, deuxième 
paramètre du modèle GR3. 
Ce réservoir reçoit, en début de pas de temps, le débit délivré par 
l'hydrogramme unitaire. Le niveau R du réservoir-eau-gravitaire détermine 
le débit Q (lame d'eau journalière) qu'il peut relâcher: 
Q=lï¥ (2-7> 
Cette relation résulte de l'intégration sur le pas de temps At d'une relation 
quadra t ique: 
- ^ = kR2 (2-8) 
L'hvdrogramme unitaire 
Nous proposons un opérateur de transfert se présentant comme un 
hydrogramme unitaire très simple dépendant d'un seul paramètre qui est sa 
durée C. 
C'est donc le troisième et dernier paramètre du modèle GR3, il est exprimé en 
jours. Sous sa forme continue cet hydrogramme unitaire est de forme 
parabolique. Appelons q(t) son ordonnée en fonction du temps t, il s'écrit 
a lors : 
Première partie Chapitre 2 page 35 
q(t) = ^ t 2 (2-9) 
On doit en établir la version discrétisée pour son utilisation dans GR3: si j 
représente le temps en jour on a pour j allant de 1 à N (N = valeur entière de 
C): 
j 
q.= lq(0c 
J j - i 
et enfin (si N<C) 
q = 1-
N+l 
Les trois opérateurs du modèle, une fois rassemblés, conduisent au modèle 
GR3 tel qu'il est représenté. 
2.1.4 De GR3 à GR4 
A la suite du travail d'Edijatno (1991), Nascimento (1991) et Nascimento et 
Michel (1991) se sont intéressés à la modélisation des cours d'eau 
intermittents. Le modèle GR3 s'avère peu adapté à une telle situation. En effet, 
sur 8 bassins versants étudiés, le critère de Nash et Sutcliffe (1970) est 
inférieur à 60.1% pour 4 d'entre eux, et pour les autres, le bilan est très 
négatif et l'estimation des crues mauvaise. La solution consiste à introduire 
une perte constante qui s'applique au réservoir eau-gravitaire. Un 
quatrième paramètre intervient nécessairement, GR3 devient GR4. Il faut 
noter que le problème des cours d'eau intermittents a été très peu étudié, en 
partie parce qu'il y a peu de données disponibles pour ce genre de bassins. Si 
l'on veut être prudent, on doit dire que cette nouvelle version du modèle GR 
demande plus de vérification. D'autre part, il faut reconnaître que le 
problème des cours d'eau intermittents n'est pas un problème général dans la 
modélisation et que ce problème est causé probablement par une mauvaise 
définition d'un bassin versant: dans le cas, un bassin versant non-clos, où la 
loi de conservation des masses, base de la modélisation hydrologique, est 
violée. Les analyses qui seront présentées dans les chapitres 3 et 4 ne 
concernent que GR3, seul disponible au moment de ces analyses. Le nouveau 
t = 
3j2-3j+l (2-10) 
(2-11) 
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paramètre ajouté dans GR4 apparaît dans la figure 2-3 avec un cadre en 
pointillé. 
EN = E-P 
ES = K (2-K) EN PS = (1-K2)PN 
ES 
É] 
m -
PN = P-E 
PR = K2 PN 
0.90 PR 0.10 PR 
A 
m m 
2C 
QR 
QP 
S 
\ 
IB 
Figure 2-3. Schéma du modèle GR4 (Nascimento et Michel, 1991) 
La ligne de développement de GR1 à GR4 semble claire. Grosso modo, dans 
GR1, on a défini le principe de la fonction de production, dans GR2, on a 
étudié la fonction de transfert, en gardant la fonction de production obtenue 
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du GR1; dans GR3, on ajoute un hydrogramme unitaire en maintenant les 
architectures obtenues de GR1 et GR2, et enfin GR4 vise à être général en 
traitant le problème des cours d'eau intermittents. 
2.2 TRAVAUX DE VÉRIFICATION DES MODÈLES GR 
La vérification d'un modèle est toujours une tâche difficile. Edijatno (1991) a 
vérifié le modèle GR3 du point de vue de la précision et de l'applicabilité dans 
des bassins versants de différentes tailles. Dans ce paragraphe, on va citer 
quelques travaux récents qui ont porté sur les modèles GR contribuant, d'une 
part, à la vérification de l'architecture de ce modèle, et d'autre part, à des 
applications de ce modèle. 
2.2.1 Vérif icat ion de l 'architecture des modèles GR 
Loumagne (1988), Loumagne et al. (1988, 1991) ont exposé une étude au sujet 
de la fonction de rendement en utilisant des mesures ponctuelles d'humidité. 
Loumagne et al. (1991) ont constaté que "dans la plupart des modèles 
hydrologiques à réservoirs, une représentation imparfaite de la fonction de 
production à l'échelle du bassin, rend difficile la simulation des débits". A 
partir du modèle GR2, une comparaison a été effectuée entre la méthode avec 
réservoir (méthode indirecte de prise en compte de l'humidité de sol) et la 
méthode utilisant directement des mesures ponctuelles de l'état hydrique de 
sol (par sonde à neutrons) pour le calcul de la pluie efficace. Ils ont constaté 
que l'exploitation de données d'humidité du sol a donné des résultats très 
sensiblement supérieurs à la méthode du réservoir. Cela a montré que le 
traitement de la pluie efficace dans le modèle GR2 n'est pas tout à fait 
satisfaisant. Cette conclusion a été prise en compte dans le développement du 
modèle en améliorant la fonction de production de GR3 et en pensant que des 
données d'humidité du sol ne sont généralement pas disponibles dans la 
pratique. Landwerlin (1990) a effectivement constaté que le modèle utilisant 
des mesures d'humidité, meilleur que GR2, n'est pas meilleur que modèle GR3 
et rencontre des problèmes dus aux discontinuités des mesures. 
En ce qui concerne les paramètres du modèle GR4, Szimczak (1992) a analysé 
la stabilité intraannuelle et interannuelle des paramètres d'une nouvelle 
version du modèle GR4 sur 28 années d'observations du bassin expérimental 
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de l'Orgeval. Cette analyse a montré que d'une part il est illusoire d'apprécier 
les paramètres sur une durée inférieure à l'année et que d'autre part les 
paramètres étaient assez fortement variables au cours du temps. Ce résultat 
pose le problème de la faiblesse prédictive du modèle ou celui de la non 
stationnarité du bassin. 
2.2.2 Vérification du modèle GR3 face à différentes 
a p p l i c a t i o n s 
Jusqu'à présent, le modèle GR3 a déjà été utilisé dans différentes applications 
hydrologiques et présenté des résultats satisfaisants. 
En 1990, Michel (1990) a utilisé un modèle dérivé du modèle GR3 au niveau 
mensuel pour la prévision des étiages lors de la sécheresse de. 1989. 
Leviandier et Ziaja (1991) ont utilisé le modèle GR2 en continu, en prévision 
des crues avec une technique de filtrage de Kaiman sur les états du modèle 
après linéarisation. Leviandier (1991) a utilisé le modèle GR3 pour la 
prédétermination des crues rares selon plusieurs méthodes adaptées à 
différents niveaux de données disponibles. Ces méthodes sont fondées sur des 
distributions statistiques a priori des niveaux des réservoirs du modèle GR3. 
Kabouya (1990) a construit un modèle mensuel en simplifiant le modèle GR2 
et l'a comparé à d'autres modèles de la littérature hydrologique. Favier (1990) 
a utilisé le modèle GR3 sur une parcelle drainée pour en comparer les 
résultats avec ceux d'un modèle à base physique conçu pour décrire la 
transformation pluie-débit sur une parcelle drainée. L'étude a montré que le 
modèle GR3 pouvait très bien décrire la transformation pluie-débit sur une 
parcelle de quelques ha et on a constaté une forte similitude entre les sorties 
du modèle GR3 et celles du modèle SIDRA (Lesaffre et Zimmer, 1988). 
En 1991, Yang et al. (1991), et Klein (1991) ont combiné le modèle GR3 avec la 
méthode du fil-tendu (Varlet, 1966) pour la régularisation des débits d'un 
réservoir. Ma (1991) et Ma et al. (1990) ont montré un exemple du couplage du 
modèle GR3 avec un modèle de nitrates. Makhlouf (1991) a fait des analyses 
statistiques directes liant les caractéristiques hydrologiques classiques et les 
paramètres du modèle GR3. Cette étude permet de mieux comprendre l'effet 
des variations des paramètres sur les modules, les crues et les étiages. 
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En 1992, Bentura (1992) tenant compte de la bonne qualité de la fonction de 
transfert du modèle GR3 a tenté de l'utiliser dans un problème de propagation 
pure. Il a conclu, en revanche, que ce sous-modèle n'était pas le mieux adapté 
à cette tâche parmi toute une série de modèles alternatifs. Cernesson et al. 
(1992) ont synthétisé des crues à partir du modèle GR3 et des hyétogrammes 
de projet adaptés à chaque saison. Une analyse statistique permet alors 
l'estimation des crues de fréquence très rare. Fauveau (1992) a utilisé le 
modèle GR4 pour apprécier l'incidence des travaux liés au remembrement des 
terres sur le cycle hydrologique, dans le cas du bassin versant expérimental 
du Naizin en Bretagne. Elle a montré que contrairement aux idées en cours le 
remembrement a eu pour effet une réduction des crues et un soutien des 
étiages. De Aquino (1992) a utilisé le modèle GR4 pour apprécier les effets du 
drainage agricole sur un petit bassin versant (situé en région Bourgogne). 
L'exemple traité concerne un bassin dont seulement 8% de la superficie a été 
soumis à des travaux de drainage. Elle a constaté que les effets de ces 
aménagements n'étaient pas décelables par le modèle GR4. 
2.2.3 Caractéristiques du développement du modèle 
Le développement du modèle GR4 présente deux caractéristiques: du simple 
au complexe et du statique au dynamique. Dans la littérature sur la 
modélisation hydrologique, on peut constater que l'architecture de la plupart 
des modèles conceptuels est définie a priori pour intégrer les différents 
processus supposés prendre place dans la réalité et que l'application de ces 
modèles nécessite leur simplification, ce qui conduit à une contradiction 
apparemment "habituelle". Un chemin inverse a été pris pour aboutir au 
modèle GR4. Comme montré dans le §2.1, le développement du modèle GR4 suit 
un chemin de complication graduelle: chaque paramètre (B ou C) ou chaque 
composant (réservoir R, hydrogramme unitaire) a été ajouté que lorsqu'il 
paraissait absolument nécessaire pour reproduire les débits observés. D'un 
point de vue pratique, cette démarche est favorable parce qu'on est certain 
de conserver une architecture parmi les plus simples possibles pour un 
modèle conceptuel. Cela implique l'importance du choix du point de départ: où 
commence-t-on? Pour l'étude du modèle GR4, on a traité d'abord la fonction 
de production et ensuite la fonction de transfert - de statique à dynamique. 
L'inverse aurait été possible pour construire un modèle. Parmi la foule des 
modèles conceptuels possibles le modèle obtenu est simple et utilisable pour 
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l'application. Le modèle GR4 en gestation pendant près de 10 ans semble donc 
avoir suivi un développement à la fois assez rigoureux et prudent. 
Ainsi, il y a deux types de modèle simples: les modèles obtenus par 
simplification graduelle d'un modèle complexe et les modèles simples obtenus 
par complication à partir d'un niveau minimal. On pense que le deuxième 
type est plus fiable que le premier car la simplification d'un modèle complexe 
débouche sur peu de variantes différentes. On peut simplifier un modèle 
non-linéaire pour en faire un modèle linéaire (on appelle cela "linéariser"!), 
une question est posée dans ce cas: le modèle obtenu n'est-il pas trop 
dénaturé? On doute qu'un avantage existant dans une forme non-linéaire 
existe encore dans une forme linéarisée. Il faut être donc très prudent pour 
simplifier un modèle hydrologique complexe. Du côté application, si on a 
deux modèles issus des deux types précédents, on préférera celui obtenu par 
complication graduelle et prudent. De l'expérience du développement du 
modèle GR3, on peut dire que construire un modèle simple n'est pas un 
travail aisé. Il faut également corriger le préjugé selon lequel il ne serait pas 
valable d'étudier un modèle simple. 
Une caractéristique de GR3 est le fait d'avoir contrôlé son développement en 
testant les variantes alternatives sur un grand nombre de bassins versants et 
une large variété d'applications. Le jugement sur une architecture dépend 
des résultats issus de nombreux bassins versants et non pas d'un seul. Pour 
synthétiser les phénomènes hydrologiques, cette façon de procéder est 
probablement assez fiable. Tester un modèle simple sur une grande variété de 
problèmes semble nécessaire. Cela est différent pour un modèle complexe 
pour lequel la qualité réside dans le grand nombre de lois physiques 
intégrées dans le modèle. Construire un modèle simple semble un exercice 
très libre, par suite, le test de ce genre de modèle doit être sérieux et prudent. 
2.3 DESCRIPTIONS DES BASSINS VERSANTS ÉTUDIÉS 
2 . 3 . 1 Bassin versant du Real Collobrier à Pont De Fer 
Le bassin du Real Collobrier se situe sur la façade littorale de la Méditerranée, 
à l'extrémité Ouest du massif montagneux des Maures, à une dizaine de 
kilomètres au nord de la rade d'Hyères et à vingt kilomètres au nord-est de 
Toulon (figure 2-4). 
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f f\ Massif cristallin des Maures 
Figure 2-4 Situation géographique du Real Collobrier 
Bien qu'en fait, il comporte un ensemble de bassins versants emboîtés, nous 
ne prendrons en compte que le Real Collobrier au Pont de Fer (71 km^). Cette 
vallée, orientée vers l'Ouest, est limitée à l'Est par une dorsale continue 
dirigée Nord-Sud (altitude 650-550 m), et au Nord et au Sud par des crêtes dont 
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l'altitude décroît d'Est en Ouest (600-300 m). L'altitude moyenne est de 320 
mètres, avec les altitudes extrêmes de 780 et 80 m. 
Les terrains qui affleurent sont essentiellement métamorphiques. Les sols 
sont à caractère sableux, plus ou moins caillouteux. Selon la topographie, on 
peut trouver de la roche à nu sur certains flancs abrupts, ou des sols faisant 
jusqu'à 3 ou 4 mètres d'épaisseur dans les dépressions. 
Du point de vue de la végétation, nous sommes dans le domaine de la forêt 
méditerranéenne: sur un fond de maquis arbustif, on retrouve des chênes 
lièges et des peuplements de châtaigniers, mais peu de terres cultivées (2 à 
3% de la surface, essentiellement en vignoble). 
Enfin, la proximité de la mer, le gradient d'altitude et les effets de vallée sont 
des facteurs favorables à la genèse de fortes précipitations. 
Les données reprises dans cette étude ont été communiquées en mars 1988 
par le CEMAGREF à partir de la banque de données du Real Collobrier, ce qui a 
permis d'obtenir un jeu de 44 épisodes de crue apparaissant de 1966 à 1988, 
caractérisés par un seuil de débit supérieur à 15 m^/s à la station de Pont de 
Fer et 4 ans de données en continu de 1972 à 1974. Les pluies sont obtenues 
par une moyenne arithmétique de 5 postes (avec le poste le plus proche en 
cas d'absence d'information sur l'un des 5 postes). Le jeux de données de 
calage se compose de 26 crues et une série de validation contient 18 crues, 
toutes au pas de temps de la demi-heure. 
2.3.2 Bassin versant de I'Orgeval au Theil 
La présentation du bassin versant de I'Orgeval a fait l'objet de plusieurs 
publications (Halvek, 1967, Halvek et al., 1968, Bailleux, 1974), nous ne 
présentons ici que les points les plus importants. 
L'ensemble du bassin versant de I'Orgeval est constitué par 4 sous-bassins 
emboîtés et contrôlés chacun par une station de jaugeage. Ces sous-bassins 
sont: Mélarchez avec 7 km^, Gouge avec 24.7 km^, Avenelles avec 45.7 km^ et 
Theil avec 104 km^- A l'exutoire de chaque sous-bassin, une station de 
jaugeage a été aménagée, dont les principales sont: la station de Mélarchez 
située sur le ru des Avenelles, à 3.7 km de la source et la station du Theil, 
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située à 1 km en amont de la confluence avec le Grand Morin et qui contrôle 
l'ensemble du bassin. Le ru de l'Orgeval est formé par la réunion de 3 
ruisseaux, le ru du fossé Rognon, le ru de Bourgogne, le ru des Avenelles. La 
figure 2-5 montre la situation géographique de l'Orgeval. 
Figure 2-5 Situation géographique de l'Orgeval 
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Le bassin de l'Orgeval a été équipé à partir de 1962 en vue d'étudier la genèse 
des crues du Grand Morin et de juger de l'efficacité de réservoirs 
d'écrêtement des crues. L'Orgeval, affluent secondaire de la Marne se jette en 
rive droite dans le Grand Morin, à 2 km en amont de Coulommiers, il se situe 
entre 3° et 3°15' de longitude et entre 48°47' et 48°55' de latitude nord. 
L'essentiel de la couverture végétale est représentée à 81% par des cultures 
(céréales, betteraves) ou des prairies d'élevage. Les forêts occupent 18% de la 
superficie totale, les zones urbaines et les routes représentent le reste de la 
surface, soit 1%. 
Environ les 2/3 des terres cultivées sont drainées ce qui représente à peu 
près 55% de la surface du bassin. Ce pourcentage évolue en fonction des 
travaux de réaménagement des terres. La majeure partie du bassin est 
recouverte par des limons de plateau d'origine loessique, rougeâtres 
(épaisseur pouvant atteindre 10 m), caractérisés par une faible perméabilité 
ayant entraîné la formation d'un pseudo-gley. Le sol des plateaux est de type 
brun lessivé, à texture limon-sableuse à limono-argileuse, présentant des 
caractères d'hydromorphie temporaire. Le climat est de type océanique 
tempéré. La précipitation annuelle moyenne du bassin est de 684 mm. Le mois 
le plus pluvieux est novembre et le mois le moins arrosé est avril 
(respectivement 68.6 mm et 46.2 mm de moyenne mensuelle). Le débit moyen 
annuel, en lame d'eau écoulée est de 182 mm. L'écoulement le plus abondant a 
lieu durant les mois de janvier, février et mars avec 93 mm ( ce qui 
représente 51% du volume annuel). 
L'écoulement le plus faible se situe en période estivale (juillet-août-
septembre) avec une lame d'eau de 19 mm (10% du volume annuel). La 
température annuelle moyenne est de 9°7 avec un minimum en janvier et 
décembre (2°8) et un maximum en juillet (17°4). Actuellement sur le bassin 
de l'Orgeval il ne reste plus qu'un réseau de 7 pluviographes à augets 
basculeurs, parmi les 21 postes qui ont existé jusqu'en 1985. Ils sont associés à 
des codeurs enregistreurs, ce qui leur donne une autonomie de 6 semaines. 
Le poste n°16 qui occupe une position centrale sur le bassin fournit les 
données de pluies à pas de temps variable utilisées dans notre étude. Les 
Première partie Chapitre 2 page 45 
données de débits sont mesurées dans chaque station de jaugeage 
correspondant aux 4 sous-bassins constitutifs du bassin de l'Orgeval. Nos 
données de débit proviennent de la station du Theil qui contrôle l'ensemble 
du bassin. L'enregistrement des hauteurs d'eau se fait grâce à un 
limnigraphe à flotteur, ce qui permet d'obtenir des débits après 
dépouillement sur une table à digitaliser. 
2.3.3 Description de l'échantillon des épisodes de crue au 
Real Collobrier 
L'étude portant sur des épisodes de crue dans la première partie de cette thèse 
a été effectuée dans le bassin versant du Real Collobrier. Le CEMAGREF nous a 
fourni ces épisodes de crue dont 26 épisodes pour l'échantillon-I et 18 
épisodes de crue pour l'échantillon-II. Les tableaux 2-1 et 2-2 montrent 
quelques caractéristiques de ces épisodes. 
Tableau 2-1 Épisodes de l'échantillon-I 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
codage 
6601 
6602 
6906 
6907 
6908 
6909 
7011 
7112 
7216 
7318 
7319 
7320 
7422 
7426 
7527 
7630 
7734 
7836 
7837 
7938 
8040 
8041 
8142 
8343 
8344 
8345 
durée (pdf) 
36 
90 
149 
123 
104 
141 
102 
154 
184 
86 
90 
43 
142 
49 
133 
90 
109 
139 
79 
244 
84 
55 
53 
114 
72 
217 
débit maximal 
17.7 
43.5 
20.8 
18.8 
19.6 
29.4 
20.6 
19.2 
21.2 
25.5 
39.5 
45.8 
16.0 
44.8 
40.9 
77.5 
43.4 
2.4 
29.0 
50.9 
18.2 
16.1 
16.8 
14.6 
28.7 
24.4 
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Tableau 2-2 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
Episodes de 
codage 
6804 
7010 
7215 
7423 
7632 
7835 
7113 
7423 
7424 
7631 
7449 
7450 
7151 
7352 
7253 
6954 
7655 
7456 
'échantillon-II 
durée (pdt) 
36 
185 
222 
40 
212 
216 
238 
77 
129 
101 
64 
98 
65 
89 
112 
50 
42 
113 
débit maximal 
127 
25.5 
62.3 
2.0 
68.7 
77.7 
14.4 
37.1 
11.3 
15.0 
31.9 
96.4 
41.3 
24.8 
28.3 
20.8 
17.2 
9.1 
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Chapitre 3 
Etude du modèle GR3 à pas 
de temps fin 
Résumé: Dans ce chapitre on présente le travail d'étude du modèle GR3 à un pas de 
temps proche de l'heure. On analyse tout d'abord la structure du modèle et la méthode 
d'optimisation utilisée dans le modèle. L'étude opérationnelle a été effectuée 
respectivement sur les données continues de 4 ans et sur les échantillons de crues 
individualisés. 
NOTA: Ce chapitre concerne la version 1989 du modèle GR3, seule disponible au 
début de la thèse quand cette étape de validation a été abordée. 
3.1 GÉNÉRALITÉS 
Aucun modèle ne s'adapte parfaitement à la réalité. Un modèle hydrologique 
est quasiment un produit expérimental. Le modèle GR3 (Edijatno et Michel, 
1989) l'est aussi et est établi et validé au niveau journalier. Pour commencer, 
une tâche à résoudre est donc l'adaptation de la version 1989 du modèle GR3 à 
un pas de temps de l'ordre de l'heure qui est généralement nécessaire en 
matière de prévision de crue. Il ne sera pas possible d'établir une version 
horaire ayant les mêmes garanties que sa version journalière car cela 
représenterait un travail préliminaire considérable. On se contentera de 
vérifier si le modèle est acceptable, et dans le cas d'une inadaptation 
flagrante on proposera une solution provisoire, dans le seul but d'avoir un 
modèle acceptable sur lequel on puisse conduire une réflexion sur les 
problèmes spécifiques à son utilisation en prévision de crue. Cela est le but 
principal de travail présenté dans ce chapitre. 
Il est noté qu'un modèle proche du modèle GR3, le modèle GR2 (Loumagne et 
al., 1988) a déjà été utilisé au pas de temps d'un dixième de jour pour tester 
l'intérêt de mesures ponctuelles d'humidité des sols. GR2 a fait également 
l'objet d'une adaptation pour en faire un modèle continu, afin d'obtenir un 
modèle affranchi de tout pas de temps (Leviandier, 1988). Un test de ce modèle 
continu a été réalisée en marge de la comparaison inter-modèles entreprise 
par l'O.M.M. (Askew, 1989). Ces deux tentatives laissent à penser que le modèle 
GR3 présente probablement une structure assez générale pour supporter le 
changement drastique de pas de temps qui consiste à passer de 24 à 1 heure. 
Costanza (1989) a indiqué que l'essentiel de la validation d'un modèle 
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hydrologique consiste à savoir à quel point le modèle marche bien (ou mal) 
selon un certain nombre de conditions et de critères. En pratique, il n'existe 
pas une procédure universellement agréée pour mesurer le niveau 
d'adaptation d'un modèle de simulation à la réalité. Thomman (1982) a 
suggéré trois sortes de validations d'un modèle de qualité des eaux: 1) 
validation technique, pour savoir si le modèle est solide scientifiquement; 2) 
validation opérationnelle, pour savoir si le modèle peut donner des calculs 
corrects et 3) validation dynamique, pour savoir si le modèle peut être 
transféré aux régions autres que celle où le modèle a été développé. En ce qui 
concerne les modèles hydrologiques, Klemes (1986) a suggéré de valider un 
modèle hydrologique pour un but opérationnel, sur différentes régions et 
avec la technique du double échantillon (calage-contrôle). 
Le travail d'étude du modèle GR3 au pas de temps horaire a conduit à l'analyse 
de la structure du modèle pour reconnaître la robustesse théorique des 
hypothèses de base de ce modèle. On analyse aussi la méthode d'optimisation 
propre au modèle GR3. C'est le premier temps de ce travail de validation. Dans 
un deuxième temps, on examine le fonctionnement du modèle en simulation, 
sans adaptation. On fait la simulation d'une série continue de 4 années au pas 
de temps horaire. Puis on valide ce modèle sur un échantillon de contrôle, 
comportant un certain nombre de crues issues du Real Collobrier. Cette 
validation a pour objectif de valider le modèle GR3 par crues et tester ainsi les 
problèmes propres au fonctionnement "par épisode" très fréquent en 
matière de prévision de crue. Selon les études antérieures (Loumagne, 1988; 
Edijatno, 1991), on peut penser que, sur les trois opérateurs principaux de 
modèle GR3, l'opérateur fondé sur le réservoir d'humidité du sol est le moins 
susceptible d'être modifié. C'est essentiellement la fonction de transfert qui 
pourrait se révéler défaillante et tout particulièrement la loi de vidange du 
réservoir de routage. Une étude de simulation doit nous permettre de décider 
d'une forme acceptable pour la vidange de ce réservoir au niveau horaire. 
Une étude autour du réservoir eau-gravitaire du modèle GR3 sera présentée à 
la fin de ce chapitre comme troisième temps de ce travail de validation. 
3.2 ANALYSE DE LA STRUCTURE DU MODÈLE GR3 
3.2.1 Hypothèses générales du modèle GR3 
Des hypothèses pour un modèle conceptuel concernent soit les mécanismes 
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physiques du phénomène hydrologique soit les présentations mathématiques 
sur ces mécanismes. Dans le modèle GR3, on peut indiquer 10 hypothèses 
intrinsèques comme il suit, qui ressortent à la fin de la phase de 
développement et qui sont: 
Hypothèse 1 : L'irrégularité des répartitions spatiales de la pluie et de 
l'évaporation n'est pas prise en compte, seules le sont la pluie moyenne et 
l'évaporation moyenne. 
Hypothèse 2: On accepte une répartition de l'évaporation stationnaire d'une 
année sur l'autre. De ce fait, les valeurs moyennes interannuelles sont prises 
pour faire fonctionner le modèle. Cela simplifie la saisie des données 
d 'en t rée . 
Hypothèse 3: On se contente d'une description globale de l'humidité dans le 
bassin versant. Ainsi, le modèle possède la caractéristique d'être global. 
3.2.2 Hypothèses sur les fonctions de production et de 
t r a n s f e r t 
En ce qui concerne le processus physique pluie-débit, il est divisé en deux 
parties: l'une statique appelée "production" donne la pluie nette; l'autre 
dynamique appelée "transfert" répartit temporellement la pluie nette en 
débits. Le modèle comprend deux composants: un réservoir-sol pour la 
production et un réservoir eau-gravitaire plus un hydrogramme unitaire 
pour le transfert. 
Hypothèse 4: La production de la pluie nette est liée à l'humidité du sol et de 
l'évaporation moyenne interannuelle. 
Hypothèse 5: L'évaporation du bassin versant est la seule perte en eau et elle 
est liée à l'humidité du sol. (Cette hypothèse disparaît dans le modèle GR4). 
Hypothèse 6: Le rendement de la pluie nette (Rp) est croissant avec le niveau 
de la saturation du sol (S): -, „ > 0. 
Hypothèse 7: Le rendement de l'évaporation effective (Re) est aussi croissant 
3R e 
en fonction du niveau de la saturation du sol: -,
 0 > 0. 
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Hypothèse 8: Les deux courbes de rendement Rp(S) et Re(S) sont symétriques 
S 1 par rapport au OTT, T) avec A étant le niveau maximal du réservoir-sol (voir 
pour plus de détails Edijatno et Michel, 1989). 
Le transfert se compose de deux parties successives correspondant 
respectivement à la montée et la descente d'une crue, ce qui est une 
caractéristique importante de ce modèle. On voit que l'hydrogramme unitaire 
du modèle GR3 exprimé par la figure 3-1 est une partie de courbe croissante 
parabolique concave sur la partie positive de l'axe des temps. Elle ne suit pas 
la forme traditionnelle de l'hydrogramme unitaire qui présente souvent une 
forme de courbe en cloche. On peut dire que ce n'est pas une courbe complète 
et, en fait, elle vise principalement la montée de crue. En revanche, la tâche 
de simuler la descente de crue est faite par un réservoir non linéaire, le 
réservoir eau-gravitaire. Ces deux opérateurs réalisent ensemble la mission 
du transfert des pluies en débits. 
hxjÍTogrammt 
unitaire Q 
reservoir 
eau-gravitaire 
Figure 3-1 L'hydrogramme unitaire du GR3 
Les hypothèses pour le transfert sont: 
Hypothèse 9: La montée de crue est traitée indépendamment de la décrue et 
dépend d'une fonction monotone et concave; 
Hypothèse 10: La descente de crue est conditionnée par la vidange d'un 
réservoir non-linéaire. 
3.2.3 Considérations sur le modèle GR3 
La fonction de production du modèle GR3 n'est pas exactement hortoniene. 
Cela est impliqué par l'hypothèse utilisée pour la production de pluie efficace 
dans l'hypothèse 6. Ces formules montrent que la production de pluie efficace 
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est une fonction de la quantité d'humidité du sol (S) et de l'intensité moyenne 
de la pluie. C'est justement la conception de la fonction de production 
d'écoulement superficiel par saturation qui est déterminée par le stock 
d'humidité. Ainsi, le principe utilisé dans le modèle GR3 n'est pas de celui de 
Horton mais plutôt celui de Dunne (1978) de l'hydrologie de versants. Par 
conséquent, on peut supposer que ce modèle est applicable pour les régions 
humides ou semi-humides. 
La fonction de transfert utilisée dans ce modèle est assez empirique: un 
hydrogramme unitaire suivi d'un réservoir non-linéaire. On peut y trouver 
une ombre de l'idée du modèle Zoch (1934). Pourquoi sépare-t-on le transfert 
en deux parties? Imaginons des différences de formation entre la montée et 
la descente de crue. La montée de crue est fortement influencée par les 
conditions antérieures du sol et les conditions climatiques dans le bassin 
versant. Ces conditions ont une grande variabilité. En revanche, la descente 
de crue est relativement unique, parce qu'elle dépend principalement de la 
capacité d'évacuation du bassin versant. Dans ces conditions, que la montée et 
la descente soient simulées relativement séparément n'est pas une mauvaise 
idée. 
On a noté que dans ce modèle la propagation de l'écoulement à surface libre 
n'est pas prise en compte isolément et que dans les 114 bassins versants 
utilisés pour développer ce modèle (Edijatno, 1991) il manque un nombre 
suffisant de grands bassins car seulement 2 bassins ont des superficies 
supérieures à 3000 km2, 4 bassins à 2000 km2. Il faut probablement tester son 
applicabilité à de très grands bassins. 
En particulier, la caractéristique globale implique fortement une utilisation 
des pluies ayant un schéma de répartition spatiale peu variable. 
On peut caractériser le modèle GR3 comme étant un modèle conceptuel, 
global, stationnaire, déterministe, non-linéaire et fonctionnant en continu. 
3.3 ANALYSE DE LA MÉTHODE DE CALAGE DU MODÈLE GR3 
3.3.1 Paramètres du modèle GR3 
Les paramètres des modèles conceptuels hydrologiques peuvent être divisés 
généralement en deux types importants: les paramètres à fixer a priori et les 
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paramètres à optimiser. Le premier groupe rassemble ceux qui font partie de 
l'architecture du modèle. On peut les voir comme des constantes. Par contre, 
Les paramètres à optimiser sont ceux qui varient avec chaque bassin versant. 
Le modèle GR3 a quatre coefficients fixes: 1) coefficient de la correction 
systématique de pluies égale à 1.05 pour tenir compte d'un défaut 
systématique de captation des pluviomètres; 2) coefficient d'écoulement 
direct égale à 0.1; 3) exposant de la loi de vidange du réservoir eau-gravitaire, 
ß, est fixé à 2 et 4) exposant de la loi de l'hydrogramme unitaire égal à 2. 
Il y a trois paramètres à optimiser dans le modèle GR3, qui sont: A = niveau 
maximal du réservoir-sol; B = niveau maximal à 1 jour du réservoir eau-
gravitaire et C = nombre de pas de temps de l'hydrogramme unitaire. En 
pratique et surtout pour une démarche par épisode, on doit tenir compte de So 
correspondant à l'état initial du réservoir-sol en début d'épisode. 
3 . 3 . 2 M é t h o d e d ' o p t i m i s a t i o n e t f o n c t i o n o b j e c t i f 
Selon l'état actuel de la modélisation pluie-débit conceptuelle, Gupta et 
Sorooshian (1985) ont indiqué que la limite de la performance des modèles 
pluie-débit conceptuels n'est pas l ' incapacité à développer des 
représenta t ions complexes et sophis t iquées pour les processus 
hydrologiques, mais l'inadéquation des méthodes d'optimisation utilisées pour 
l'estimation automatique des paramètres des modèles. L'optimisation des 
paramètres du modèle GR3 se base sur une recherche directe. Son principe 
est exposé ci-après dans le cas d'un seul paramètre: 
Le principe repose sur la transformation du paramètre de façon à rendre 
équiprobable tout intervalle [X, X+AX] indépendamment de X. Cela se fait 
généralement en prenant le logarithme du paramètre, noté x (x=lnX) ci-
après. Soit F la fonction objectif. Soit x0 la valeur initiale d'un paramètre à 
optimiser, notons x'1 ', ...,x('>,...,x(n) les valeurs obtenues successivement et x* la 
valeur optimale du paramètre. 
Au pas d'optimisation i+1, on fait un essai de chaque côté de x ^ 
x -
 y
 = x -AXj 
.^W'W (3-D x, - x +Ax¡ 
F(^)= M i n i F ^ 0 , F^ i + l ) ) 
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si F( i + 1) < FW, on prend x =x . ; j correspondant à Min(Fj, j=l,2), le pas 
d'auscultation peut également varier: Ax est doublé si l'on a obtenu 2 succès 
consécutifs (un succès correspond à l'obtention d'une nouvelle valeur pour 
le paramètre au cours d'une exploration avec Ax). Si F( i +1) > FW le prochain 
pas de recherche sera diminué: Axi
 + i = 0.5Axi t la condition de convergence 
porte sur Ax et non sur la fonction objectif: soit Axn<£ soit n>N (e = v a l e u r 
minimale pour Ax; N = nombre maximal d'essais pour l'optimisation). 
Traditionnellement, la somme des carrés des erreurs de simulation est prise 
comme critère de calage. 
m 
F= I fq ( i ) - q s ( i ) ] 2 (3-2) 
i = l 
où q(i) et qs(i) sont respectivement le débit mesuré et le débit simulé à 
l'instant i, et m est le nombre total de pas de temps des données utilisées. 
La méthode précédente est facilement étendue au cas de plusieurs 
paramètres. Soit NP le nombre de paramètres à optimiser. Au pas i+1, la 
(i+1) (i) 
recherche se fait successivement pour les NP paramètres. Si F < F est 
satisfait au moins une fois pendant la recherche sur les NP paramètres, Ax 
n'est pas modifié. Si le succès est obtenu 2n fois de suite, on double Ax. Si au 
contraire on n'obtient aucune amélioration pour F, on divise Ax par 2. Si dans 
le processus Ax dépasse une valeur maximale choisie, on revient au plus 
faible Ax antérieur. Toutes les N itérations on peut décider d'arrêter la 
méthode. En pratique, on utilise les valeurs: Axo=0.32; £ = M i n ( A x ) = 0.01 ; 
Max(Ax)=1 .28 et N=20*NP. Rappelons qu'en utilisant cette méthode 
d'optimisation, on transforme tous les paramètres à optimiser (généralement 
par la fonction logarithme). 
3.3 .3 Cons idérat ions sur la méthode d 'opt imisat ion ut i l i sée 
La méthode décrite précédemment est simple. Mais, son utilisation dans le cas 
de modèle GR3 journalier a montré son efficacité (Edijatno, 1991). C'est la 
raison pour laquelle on l'a utilisée dans cette étude. Nous pouvons faire les 
commentaires suivants: 
1) Le pas de recherche sur chaque axe de paramètre est d'une même 
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longueur. Cela exige que les différents paramètres aient des effets similaires 
sur les sorties du modèle. Pour cela, les paramètres du modèle GR3 sont tous 
transformés par la fonction logarithme. Ce point semble nécessiter une étude 
conf i rmat ive . 
2) Les valeurs de départ des paramètres à optimiser jouent un rôle important 
pendant l'optimisation parce que, avec une telle méthode d'optimisation, un 
optimum partiel ne peut pas être évité à coup sûr, bien que l'on n'ait pas été 
confronté à ce phénomène lors de l'utilisation du modèle au pas de temps 
j o u r n a l i e r . 
3.4 VALIDATION SUR LES DONNÉES CONTINUES 
3 . 4 . 1 Cr i t ère s d ' éva lua t ion 
Avant de passer aux résultats nous allons présenter tout d'abord les critères 
utilisés dans cette partie de l'étude. Pour évaluer plus complètement la qualité 
du calage, on peut trouver un grand nombre de critères dans la littérature 
(Nash et Sutcliffe, 1970; Aitken, 1973; W.M.O., 1975; Green et Stephenson, 1986 
et Martinec et Rango, 1989). On a retenu cinq critères d'évaluation. 
Critère de Nash et Sutcliffe (NS): Nash et Sutcliffe (1970) ont proposé le 
critère non-dimensionnel suivant: 
No2 - N 2 
NS= =— (3-3) 
No 
2 n 2 2 n - 2 - l n 
où N = X [q ( i ) -q s ( i ) ] ; N0 = £ tq ( i ) -q ) ] ); q = r l q ( 0 , q et qs sont 
i=l i=l i=l 
2 
respectivement les débits mesuré et simule. Ils ont nomme le terme N 
2 
"l'indice de désaccord" et N0 "la variance initiale". Ce coefficient a obtenu un 
large consensus et semble un choix raisonnable pour la mesure non-
dimensionnelle du calage d'un modèle. Un avantage évident de ce coefficient 
est sa simplicité, sa valeur augmentant vers l'unité lorsque le calage 
s'améliore (Green et Stephenson, 1986). Il a été utilisé exclusivement pour 
juger un modèle fonctionnant par épisodes. 
Erreur relative de Bilan ŒB) 
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I q(i) - I q s ( i ) 
EB
 =
 i = 1
 n
 i = 1
 (3-4) 
I q ( i ) 
i = l 
Rapport des Durées (RD) où q > 0.5 qmax 
Ds 
RD = ^ - (3-5) 
où Ds et D sont respectivement les nombres de débits simulés et de débits 
mesurés qui sont plus grands que la moitié du débit maximal, selon le cas 
observé ou simulé, pendant la période donnée. 
Erreur relative sur la pointe de la crue (EP) 
EP = ^ " %P (3-6) 
qP 
où q et q sont respectivement les valeurs de la pointe mesurée et de la 
pointe simulée, pendant la période donnée. 
Erreur absolue du décalage de la pointe de crue (ED) 
ED = tp-t s p (3-7) 
où t et t sont respectivement les instants où la pointe de crue mesurée et 
celle simulée se produisent. 
Critère T est utilisé par Edijatno et Michel (1989a) pour évaluer les 
chroniques journalières simulées. 
T = ( l - ^ ) (3-8) 
U = A / ^ i [ q ( i ) - q s ( i ) ] 2 (3-9) ou 
•- V ^ l . [ p 2 < i ) ] v = A / r S pz(i) (3-10) 
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p(i) est la pluie mesurée au pas de temps i. C'est un critère évoluant dans le 
même sens que NS qui ne présente pas d'intérêt additionnel par rapport à ce 
d e r n i e r . 
3.4.2 Calage du modèle GR3 sur une chronique continue de 
quat re années 
3.4.2.1 Résultats sur les deux bassins étudiés 
Naturellement, le premier essai de cette étude concerne l'utilisation du 
modèle GR3 sans aucun changement. On a adopté ce modèle tel quel pour 
traiter des données horaires dans deux bassins versants: Real Collobrier et 
Orgeval (cf. §2.3). 
Dans le bassin versant du Real Collobrier, on a pris les données de la .période 
1969 à 1972 pour le calage. Dans l'Orgeval, on a utilisé les 4 ans de données de 
1974 à 1977. Ces deux séries de données ont permis un calage et le critère T 
s'élève respectivement à 80.2% et à 94.6%. Les résultats sont montrés dans le 
tableau 3-1. 
Tableau 3-1 Résultats du calage sur 4 ans 
nom de bassin 
Real Collobrier 
Orgeval 
période 
1969-1972 
1974-1977 
T(%) 
80.2 
94.6 
InA 
5.95 
5.82 
lnB 
7.05 
6.99 
ln(C-0.5) 
-3.42 
2.01 
Selon ces premiers essais, on voit que les valeurs du critère sont assez 
proches de celles obtenues lors de l'utilisation du modèle journalier, 
respectivement 80 et 96% pour 3 ou 5 ans de données (Edijatno et Michel, 
1989a). Les simulations représentent assez bien les débits mesurés si l'on en 
juge par les graphiques montrés à l'ANNEXE-I. Bien entendu, les résultats 
issus de 4 ans de données ne suffisent pas pour émettre une conclusion 
générale. Mais, on peut dire que le modèle GR3 est probablement acceptable 
pour la simulation à un pas de temps de l'ordre de l'heure. 
En complément, on a utilisé les critères mentionnés dans le §3.4.1, donnés par 
les équations 3-3, 3-4, 3-5 et 3-6. Ces résultats peuvent être trouvés dans le 
tableau 3-2. Dans ce qui suit on gardera le critère NS plutôt que le critère T, 
du fait de son usage très répandu. 
Tableau 3-2 Valeurs des critères d'appréciation sur le calage de GR3 (4 ans) 
nom de bassin 
Real Collobrier 
Orgeval 
période 
1969 - 1972 
1974 - 1977 
NS(%) 
82.7 
70.2 
EB(%) 
-8.8 
-20.4 
EP(%) 
77.8 
77.8 
RD(%) 
120.7 
29.2 
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On remarque que le modèle GR3 rencontre un succès variable avec le bassin 
versant considéré. Cependant on doit noter que les caractéristiques 
hydrologiques de ces deux bassins versants sont assez différentes. Dans le cas 
du Real Collobrier, les crues sont toujours abruptes et symétriques, le bassin 
réagit à la façon typique d'un bassin en région sèche: possibilité de non-
réponse après une grande pluie. On pense que l'étude de ce bassin sera 
probablement plus difficile que celle de l'Orgeval. 
3.4.2.2 Var iabi l i té des pa ramèt res d 'une année à l ' au t r e 
On peut se poser la question de la stabilité des paramètres en fonction de la 
période utilisée pour leur calage. Pour ce faire, on a calé le modèle sur 
chacune des quatre années de la période utilisée précédemment. Les résultats 
du calage sont montrés dans les tableaux 3-3 et 3-4 respectivement pour le 
Real Collobrier et l'Orgeval. Les dessins (un par mois) figurent en ANNEXE-II. 
Tableau 3-3 Résultats du calage de G 
1969 
1970 
1971 
1972 
mójeme 
écat-type 
cáajKgktri 
NS (%) 
87.8 
81.9 
84.0 
86.3 
85.0 
2.2 
82.7 
EB(%) 
-9.0 
-2.1 
4.9 
3.4 
-0.7 
5.5 
-8.8 
EP (%) 
72.7 
70.6 
64.0 
93.2 
75.1 
10.9 
77.8 
R3 sur le 
RD(%) 
90.2 
75.0 
62.5 
117.2 
86.2 
20.4 
120.7 
Real Col 
InA 
5.64 
6.09 
6.22 
5.82 
5.93 
0.23 
5.95 
obrier année par an 
lnB 
7.92 
7.21 
7.06 
6.75 
7.24 
0.43 
7.05 
ln(C-0.5) 
-0.90 
0.39 
0.35 
-8.98 
-3.09 
3.90 
-3.42 
Tableau 3-4 
1974 
1975 
1976 
1977 
moyenne 
ant-tyre 
daeedoW 
NS (%) 
74.0 
70.3 
68.5 
67.0 
70.0 
2.6 
70.2 
Résultats 
EB(%) 
-10.3 
-19.1 
-11.4 
-46.0 
-21.7 
14.4 
-20.4 
du calage 
EP (%) 
90.2 
76.3 
86.0 
69.7 
80.6 
8.0 
77.8 
de GR3 
RD(%) 
72.4 
62.2 
74.1 
52.1 
65.2 
8.8 
29.2 
sur l'Orgeval année 
InA 
5.78 
5.61 
6.25 
5.55 
5.80 
0.27 
5.82 
lnB 
6.90 
7.29 
5.97 
6.87 
6.76 
0.48 
6.99 
- par anné 
ln(C-0.5) 
2.03 
2.01 
-3.06 
2.02 
0.75 
2.20 
2.01 
D'après ces deux tableaux, on constate les faits suivants: 
1) Il existe des différences assez importantes entre les valeurs des paramètres 
des différentes années du même bassin versant. 
2) La valeur moyenne des NS issus du calage année par année est meilleure 
que celle issue du calage global sur les 4 ans. C'est normal puisque l'on 
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s'adapte mieux au régime de la rivière en disposant d'une plus grande 
souplesse (12 paramètres au lieu de 3). 
3) La moyenne des paramètres InA calés annuellement est proche de la 
valeur issue du calage sur les 4 ans ensemble. 
4) Les valeurs annuelles de lnB et de InC sont très différentes. 
5) La simulation des pointes de crue, la simulation des volumes de crue et des 
durées à mi-crue donnent généralement des valeurs inférieures aux valeurs 
observées . 
Ce qui est sans doute le plus surprenant est la forte variabilité des paramètres 
selon l'année de calage. On notera cependant que C est plus variable que B lui 
même plus variable que A par rapport à leur moyenne. On peut avoir deux 
interprétations de ce phénomène de forte variabilité: 
a) Le bassin versant n'est pas dans un état stationnaire et il évolue au cours 
du temps en fonction des cultures et du climat. Ainsi, une année plutôt sèche 
transforme le bassin versant d'une façon différente que l'aurait fait une 
année plutôt humide. 
b) Du fait du caractère extrêmement sommaire du modèle GR3, chaque 
paramètre et la fonction où il figure recouvre toute une gamme de 
phénomènes qui sont activés différemment d'une année à l'autre. Un 
paramètre se calerait alors selon la valeur qui rend le mieux compte des 
phénomènes particuliers qui se sont produits une année donnée. 
Par exemple, une année peu pluvieuse aura une grande partie de l'année des 
débits correspondant à des décrues lentes, qui seraient moins observables si 
l'année avait été plus riche en pluies. Le paramètre B se calerait alors pour 
mieux respecter les longues décrues alors que dans l'autre cas il 
correspondrait à une meilleure description des dédits de décrue. 
Selon que l'on choisit implicitement l'une ou l'autre de ces deux hypothèses 
la conception que l'on a de l'utilisation du modèle et de l'interprétation des 
erreurs va différer considérablement. 
Compte tenu de l'importance de ce problème on y reviendra lors de l'étude du 
fonctionnement par épisodes. 
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3.5 ÉTUDE SUR DES ÉCHANTILLONS DE CONTRÔLE 
Le modèle GR3 sera testé ici sur deux échantillons divisés issus du bassin 
versant de Real Collobrier. Comme déjà précisé dans §2.3.2, l'échantillon-I 
contient 26 crues et l'échantillon-II contient 18 crues. Le test sur ces deux 
échantillons comporte trois étapes: 1) caler les paramètres du modèle GR3 sur 
l'échantillon-I et contrôler le calage sur l'échantillon-II; 2) inversement, 
caler les paramètres du modèle GR3 sur l'échantillon-II et contrôler le calage 
sur l'échantillon-I et 3) comparer les résultats des étapes précédentes. Avant 
de commencer ces tests, on évoque les problèmes liés au fonctionnement du 
modèle GR3 crue par crue. 
3.5.1 Traitement des valeurs initiales 
En général, le problème des valeurs initiales se traite de deux façons 
possibles: 
Recours à une période de mise en route: on utilise une période de données 
avant la période de prévision, le modèle devra être démarré au début de cette 
période de mise en route afin d'arriver à un état opérationnel. Cette façon de 
procéder est raisonnable puisque les valeurs initiales dépendent des 
événements antérieurs de plus en plus faiblement au fur et à mesure que ces 
derniers s'éloignent dans le passé. Mais, un problème assez délicat est de 
décider quelle devrait être la durée de la période de mise en route, elle même 
probablement variable selon les périodes de l'année. Il faut noter que les 
données nécessaires à cette période de mise en route ne concernent que les 
données d'entrée du système et non les sorties (débits) puisque le calage 
ultérieur ne tiendrait pas compte des éventuelles erreurs de simulation 
produites pendant cette période. 
Optimisation des conditions initiales du modèle: Cette optimisation est 
effectuée avec les informations présentes. Les techniques possibles sont les 
suivantes: 1) utilisation de relations entre les données initiales et des 
paramètres disponibles au début de la simulation; 2) addition de paramètres: 
les valeurs initiales sont traitées comme des paramètres du modèle et 3) choix 
de conditions initiales vraisemblables en fonction d'informations statistiques 
(liaison entre l'état de certains réservoirs et la date du début de l'épisode). 
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En vue de démarrer le fonctionnement d'un modèle, on doit fournir plusieurs 
données initiales qui sont soit des scalaires ou soit des vecteurs. Dans le 
modèle GR3, trois sortes des grandeurs doivent être initialisées: 1) Ro = niveau 
initial du réservoir eau-gravitaire. Heureusement on dispose d'une relation 
entre Q et R représentés par l'équation 2-7 que l'on peut inverser pour 
estimer RQ en fonction du débit initial QQ: 
RO = J ( Q O + V Q > 2 + 4 B Q O ) i3"11) 
2) DP0(.) = vecteur des pluies nettes antérieures. Il est généralement supposé 
nul. 3) So = niveau initial du réservoir-sol. On peut soit en faire un nouveau 
paramètre soit le fixer statistiquement en fonction de la date de début de 
l'épisode. Dans ce qui suit, nous traiterons So comme un quatrième 
paramètre, seule solution viable quand on fait fonctionner le modèle par 
épisodes. 
3.5.2 Modèle GR3 pour un fonctionnement par épisode 
Comme on l'a dit précédemment, le fonctionnement par crue permet de 
négliger la variable evaporation ce qui conduit à une légère simplification 
du modèle dont l'architecture apparaît en figure 3-2. 
reservoir 
-eau-gravitaire 
R 
QR 
(B) 
Figure 3-2 Architecture de modèle GR3 pour un fonctionnement par épisode 
Nous avons calé le modèle sur les données de crues du Real Collobrier, en 
mode "simulation". Nous avons utilisé pour cela un échantillon comportant 
un certain nombre d'épisodes de crue pour le calage. On recherche le jeu 
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optimal de paramètres A, B et C commun à ces crues. Cependant, pour 
chacune des crues, il faut optimiser le niveau initial du réservoir S, ce qui 
correspond à une étape d'optimisation à l'intérieur de l'étape générale 
comme l'indique la figure 3-3. 
A0, B0, C0 
test sur les n crues 
comparaison de F avec 
le critère précédent 
choix d'un nouveau 
jeu A, B, C 
Crue 1 c> Optimisation (S0)i <=> Critère Fi 
Crue 2 •=> Optimisation (S0)2 O Critère F2 
Crue 3 c> Optimisation (S0>3 •=> Critère F3 
Crue n c> Optimisation (S0)n c> Critère F„ 
Critère moyen F 
Figure 3-3 Optimisation des paramètres de GR3H sur un ensemble de crues 
3.5.3 Calage sur l 'échanti l lon-I et contrôle sur 
1 ' é c h a n t i 11 o n -11 
A l'issue du calage sur l'échantillon-I, comprenant 26 épisodes du bassin 
versant du Real Collobrier (cf. §2.3.2), on a trouvé les paramètres: InA = 5.00; 
lnB = 7.15; ln(C-0.5) = 1.13. Les 26 épisodes sont montrés dans le tableau 3-5 et 
les dessins de simulation apparaissent dans l'ANNEXE-III. 
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Tableau 3-5 Calage sur l'échantillon-I 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
codage 
6601 
6602 
6906 
6907 
6908 
6909 
7011 
7112 
7216 
7318 
7319 
7320 
7422 
7426 
7527 
7630 
7734 
7836 
7837 
7938 
8040 
8041 
8142 
8343 
8344 
8345 
NS(%) 
68.5 
85.3 
89.7 
74.7 
85.3 
89.5 
85.0 
80.5 
85.3 
89.8 
86.9 
61.3 
87.2 
41.5 
83.5 
92.5 
93.5 
84.3 
90.7 
96.5 
63.3 
12.3 
89.8 
60.4 
58.6 
88.7 
EB (%) 
-7.0 
-0.9 
0.8 
4.6 
8.1 
-11.6 
-5.2 
2.9 
0.2 
-8.0 
1.5 
-18.4 
-3.7 
-10.6 
-13.9 
-3.6 
-6.5 
6.1 
0.4 
1.3 
9.7 
-64.6 
-10.2 
-14.1 
-11.5 
-9.7 
RD(%) 
75.0 
80.0 
87.9 
108.3 
87.5 
109.1 
153.3 
76.1 
77.8 
111.1 
125.0 
108.3 
87.5 
0.0 
195.5 
110.0 
108.3 
95.7 
91.7 
95.1 
87.2 
266.7 
133.3 
110.5 
125.0 
111.8 
EP(%) 
67.6 
78.4 
86.0 
91.0 
96.8 
78.6 
77.1 
81.5 
89.9 
69.0 
78.8 
82.8 
81.6 
40.9 
91.1 
78.6 
96.3 
105.0 
98.4 
87.3 
100.9 
83.2 
83.8 
67.8 
66.9 
88.0 
ED (pdt) 
-2.0 
2.0 
-2.0 
-2.0 
-6.0 
-4.0 
-1.0 
3.0 
1.0 
0.0 
1.0 
0.0 
1.0 
-1.0 
-2.0 
-2.0 
1.0 
9.0 
-1.0 
1.0 
3.0 
-7.0 
1.0 
-9.0 
-2.0 
0.0 
Les critères présentés précédemment sont évalués épisode par épisode dans le 
tableau 3-5. On remarque tout d'abord que les crues 7426 et 8041 sont très mal 
simulées, la première est une crue assez particulière, abrupte et symétrique. 
Il apparaît deux problèmes systématiques: la pointe de crue calculée est 
toujours inférieure à la pointe réelle et la représentation de la décrue est 
défectueuse. Les simulations des petites crues sont moins bonnes que celles 
des grandes crues. Pour quelques rares crues la simulation est très mauvaise. 
Sur les crues multiples, on obtient des résultats satisfaisants. 
Après le calage sur l'échantillon-I, une validation est effectuée sur 
l'échantillon-II comportant 18 crues. On prend les paramètres calés 
précédemment, c'est-à-dire lnA=5.00, lnB=7.15 et ln(C-0.5)=1.13. On examine 
les différences entre la simulation et la validation. Bien entendu, les même 
critères que ceux adoptés pour le calage ont été appliqués. Les résultats sont 
montrés dans le tableau 3-6 et les dessins sont reportés dans l'ANNEXE-III. 
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Tableau 3-6 Contrôle sur l'échantillon-II d'après le calage sur l'échantillon-I 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
codage 
6804 
7010 
7215 
7423 
7632 
7835 
7113 
7423 
7424 
7631 
7449 
7450 
7151 
7352 
7253 
6954 
7655 
7456 
NS (%) 
34.9 
85.4 
78.7 
-62.2 
88.9 
50.6 
94.4 
85.9 
90.4 
92.8 
95.4 
61.5 
88.3 
87.2 
80.0 
85.6 
-38.1 
86.1 
EB(%) 
-27.3 
-2.0 
17.0 
12.4 
9.6 
27.3 
-3.8 
13.2 
3.2 
0.1 
-1.8 
31.6 
-6.8 
4.5 
1.6 
3.8 
9.6 
5.2 
RD(%) 
50.0 
107.0 
68.4 
107.7 
77.5 
25.8 
93.5 
88.2 
76.0 
100.0 
100.0 
0.0 
100.0 
106.9 
83.3 
86.2 
73.4 
87.5 
EP(%) 
54.2 
82.4 
77.4 
63.7 
74.4 
61.9 
83.4 
94.5 
104.1 
103.5 
96.4 
49.8 
94.1 
91.9 
92.1 
98.4 
99.6 
99.0 
ED (pdt) 
0.0 
0.0 
-1.0 
-7.0 
-7.0 
0.0 
-1.0 
0.0 
0.0 
-8.0 
-1.0 
-1.0 
3.0 
1.0 
1.0 
-2.0 
3.0 
1.0 
La crue 7423 est une crue possédant des pluies curieuses (cf. le dessin de cet 
épisode dans l'ANNEXE-III). La crue 7655 est une crue assez petite qui est 
également mal simulée. La crue 6804 ressemble à la crue 7426 de 
l'échantillon-I et elle est aussi mal simulée. Selon l'appréciation visuelle de la 
crue 7423, la très basse valeur du critère résulte probablement de la mauvaise 
simulation sur la partie en décrue. Selon ces résultats, on n'a pas trouvé de 
problèmes nouveaux par rapport à ceux rencontrés dans le calage. Le tableau 
3-7 résulte d'une comparaison entre les tableaux 3-5 et 3-6. On y voit que les 
taux de succès obtenus pour la validation sur l'échantillon-II sont assez 
proches de ceux pour le calage sur l'échantillon-I. 
Tableau 3-7 Pourcentage de crues satisfaisant à un critère minimal (1) 
seuils 
éch.-I (calage) 
éch.-II(contrôle) 
NS>80% 
69% (18/26) 
67% (12/18) 
IEBI<10% 
69% (18/26) 
67% (12/18) 
IRD-1I<15% 
62% (16/26) 
56% (10/18) 
IEP-1I<20% 
62% (16/26) 
67% (12/18) 
IEDI<2 
73% (19/26) 
-72% (13/18) 
3.5.4 Calage sur l 'échanti l lon-II et contrôle sur 
l ' é c h a n t i l l o n - ! 
Dans ce paragraphe, on échange les rôles des deux échantillons. Du calage 
sur l'échantillon-II, on obtient les valeurs des paramètres: lnA=4.10, lnB=7.08 
et ln(C-0.5)=0.76. Les résultats des critères figurent dans le tableau 3-8 et les 
graphiques de simulation sont dans l'ANNEXE-III. On constate que de 
mauvaises simulations existent sur trois crues 6804, 7423 et 7655. 
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ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
r 
codage 
6804 
7010 
7215 
7423 
7632 
7835 
7113 
7423 
7424 
7631 
7449 
7450 
7151 
7352 
7253 
6954 
7655 
7456 
rableau 3-8 Calage s 
NS (%) 
47.5 
83.0 
80.8 
-63.6 
90.8 
48.5 
93.2 
85.7 
90.9 
87.3 
93.9 
61.7 
85.8 
85.2 
81.7 
79.4 
-61.7 
84.5 
EB(%) 
-37.1 
-4.0 
21.0 
12.0 
10.6 
28.4 
-2.0 
16.3 
5.0 
-4.0 
1.0 
31.0 
-2.6 
6.5 
6.6 
5.3 
12.6 
7.6 
>ur l 'échantillon-II 
RD (%) 
75.0 
109.3 
67.1 
115.4 
87.5 
32.3 
93.5 
86.3 
76.0 
106.9 
94.7 
14.3 
95.0 
100.0 
79.2 
79.3 
71.9 
87.5 
EP (%) 
61.2 
95.2 
78.1 
62.5 
81.0 
63.4 
92.5 
93.8 
107.9 
122.0 
95.7 
51.4 
91.8 
90.5 
90.7 
97.7 
98.5 
101.1 
ED (pdt) 
1.0 
0.0 
-1.0 
-6.0 
1.0 
1.0 
-2.0 
1.0 
1.0 
-7.0 
0.0 
0.0 
4.0 
2.0 
2.0 
-1.0 
4.0 
1.0 
Dans le tableau 3-9, on montre les résultats de la validation sur l'échantillon-
I en utilisant les valeurs des paramètres calées sur l'échantillon-II. Les 
dessins correspondants sont dans l'ANNEXE-III. On peut voir que les crues 
7011, 8041, 8343 et 8344 présentent de très mauvaises valeurs de NS mais pour 
la plupart des crues le critère NS peut arriver à des valeurs assez correctes. 
Tableau 3-9 Contrôle sur l'échantillon-I d'après du calage sur l'échantillon-II 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
codage 
6601 
6602 
6906 
6907 
6908 
6909 
7011 
7112 
7216 
7318 
7319 
7320 
7422 
7426 
7527 
7630 
7734 
7836 
7837 
7938 
8040 
8041 
8142 
8343 
8344 
8345 
NS(%) 
72.6 
89.0 
93.0 
84.0 
85.0 
38.2 
-53.0 
81.5 
86.6 
89.6 
87.6 
65.4 
87.3 
48.6 
64.7 
92.3 
86.7 
80.4 
90.3 
97.0 
57.6 
-2667.1 
91.2 
-1.9 
-252.4 
76.8 
EB(%) 
-5.8 
4.2 
3.1 
6.0 
10.2 
-68.0 
-89.1 
-0.9 
9.3 
-7.9 
6.1 
-21.3 
9.3 
-44.3 
-31.7 
-3.4 
-3.3 
7.5 
4.1 
1.5 
12.3 
-519.9 
-8.7 
-48.4 
-170.8 
-16.0 
RD(%) 
75.0 
86.7 
81.8 
77.1 
82.5 
186.4 
253.3 
91.3 
81.5 
111.1 
116.7 
116.7 
91.7 
33.3 
250.0 
110.0 
112.5 
88.6 
87.5 
93.4 
84.6 
400.0 
126.7 
321.1 
425.0 
147.1 
EP(%) 
70.6 
82.9 
96.9 
101.4 
98.4 
127.7 
158.9 
81.6 
97.4 
69.6 
79.2 
87.9 
89.8 
65.2 
118.6 
81.6 
108.9 
105.6 
100.2 
95.3 
100.2 
347.0 
87.4 
94.7 
179.3 
104.7 
ED (pdt) 
-2.0 
3.0 
-1.0 
-1.0 
-6.0 
-3.0 
0.0 
-52.0 
0.0 
1.0 
2.0 
0.0 
2.0 
0.0 
-1.0 
-1.0 
2.0 
10.0 
0.0 
1.0 
4.0 
3.0 
2.0 
-9.0 
0.0 
0.0 
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En utilisant les mêmes seuils que ceux utilisés dans le tableau 3-7, on donne le 
tableau 3-10 pour une comparaison entre le calage et la validation. Selon ce 
tableau, on trouve que les taux de succès sont assez proches entre le calage et 
la validation sauf le taux de RD qui décrit la simulation des pointes de crues. 
Tableau 3-10 Pourcentage de crues satisfaisant à un critère minimal (2) 
seuils 
éch.-II (calage) 
éch.-I (contrôle) 
NS>80% 
67% (12/18) 
62% (16/26) 
IEBI<10% 
56% (10/18) 
58% (15/26) 
IRD-1I<15% 
50% (9/18) 
35% (9/26) 
EP-11^ 20% 
67% (12/18) 
65% (17/26) 
IEDI<2 
78% (14/18) 
69% (18/26) 
3.5 .5 Ana lyse c o m p a r a t i v e 
Cette analyse vise en particulier le critère NS. Le tableau 3-11 rassemble les 
valeurs de NS de l'échantillon-I déjà présentées dans les tableaux 3-5 et 3-9, 
dans lequel la colonne "calage" donne les valeurs de NS en utilisant les 
valeurs des paramètres calées sur l'échantillon-I lui-même et la colonne 
"validation" donne les résultats de NS en utilisant les valeurs des paramètres 
calées sur l'échantillon-II. On y constate que les deux colonnes .de valeurs de 
NS présentent un accord pour toutes les crues sauf pour les crues 6909, 7011, 
8041, 8343 et 8344, les trois dernières ayant de mauvaises valeurs de NS à la 
fois pour le calage et pour la validation. On a rencontré des optimums 
secondaires lors du calage puisque dans ce tableau, 12 crues sur 26 ont les 
valeurs de NS issues de la validation plus élevées que celles issues du calage. 
Ces crues sont 6601, 6602, 6906, 6907, 7112, 7216, 7319, 7320, 7422, 7426, 7938 et 
8142. 
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Tableau 3-11 Comparaison entre 
ordre 
l 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
codage 
6601 
6602 
6906 
6907 
6908 
6909 
7011 
7112 
7216 
7318 
7319 
7320 
7422 
7426 
7527 
7630 
7734 
7836 
7837 
7938 
8040 
8041 
8142 
8343 
8344 
8345 
le calage et 
Critère 
calage 
68.5 
85.3 
89.7 
74.7 
85.3 
89.5 
85.0 
80.5 
85.3 
89.8 
86.9 
61.3 
87.2 
41.5 
83.5 
92.5 
93.5 
84.3 
90.7 
96.5 
63.3 
12.3 
89.8 
60.4 
58.6 
88.7 
la validation 
de NS (%) 
validation 
72.6 
89.0 
93.0 
84.0 
85.0 
38.2 
-53.0 
81.5 
86.6 
89.6 
87.6 
65.4 
87.3 
48.6 
64.7 
92.3 
86.7 
80.4 
90.3 
97.0 
57.6 
-2667.1 
91.2 
-1.9 
-252.4 
76.8 
(échantillon-I) 
Il en est de même pour l'échantillon-II: on constate, dans le tableau 3-12, un 
accord entre les deux colonnes de critères NS, la colonne "calage" et la 
colonne "validation". On remarque également que 10 crues sur 18 possèdent 
les valeurs de NS issues de la validation supérieures à celles issues du calage. 
Ces crues sont 7010, 7835, 7113, 7423, 7631, 7449, 7115, 7352, 6954 et 7456. 
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Tableau 3-12 Comparaison entre 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
codage 
6804 
7010 
7215 
7423 
7632 
7835 
7113 
7423 
7424 
7631 
7449 
7450 
7151 
7352 
7253 
6954 
7655 
7456 
le calage et 
critère 
calage 
47.5 
83.0 
80.8 
-63.6 
90.8 
48.5 
93.2 
85.7 
90.9 
87.3 
93.9 
61.7 
85.8 
85.2 
81.7 
79.4 
-61.7 
84.5 
la validation 
de NS (%) 
validation 
34.9 
85.4 
78.7 
-62.2 
88.9 
50.6 
94.4 
85.9 
90.4 
92.8 
95.4 
61.5 
88.3 
87.2 
80.0 
85.6 
-38.1 
86.1 
(échantillon-II) 
Cet accord entre le calage et la validation pour le même échantillon est 
intéressant. Cela montre qu'il n'y a pas de décalage de précision entre le 
calage et la validation. Une comparaison des pourcentages satisfaisants entre 
les tableaux 3-7 et 3-10 est résumé dans le tableau 3-13. 
Tableau 3-13 Analyse comparative des taux de succès 
échantillon-I 
échantillon-II 
critère de NS (>80%) 
calage 
69% (18/26) 
67% (12/18) 
validation 
62% (16/26) 
67% (12/18) 
D'après ce tableau on constate que 1) les précisions globales des deux 
échantillons sont assez proches et 2) les précisions globales, pour un même 
échantillon entre le calage et la validation sont assez proches. On peut 
conclure que le modèle GR3 est assez robuste pour le pas de temps horaire au 
moins sur les données du Real Collobrier. 
Le fait que les valeurs des paramètres issues des calages des deux échantillons 
sont différentes ainsi que les valeurs de NS de chaque crue, montre qu'il est 
nécessaire de faire varier les paramètres crue par crue pour obtenir une 
bonne simulation. 
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3.5 .6 Considérat ions sur l 'appl icabi l i té à la prévis ion d'un 
f o n c t i o n n e m e n t par ép i s ode s 
Il est traditionnel d'aborder le problème de la prévision par épisodes. Ainsi, 
la dernière comparaison inter-modèles de l'organisation mondiale de la 
météorologie (Askew, 1989) a porté sur des modèles fonctionnant sur des 
épisodes isolés. 
Les modèles adaptés à des événements isolés sont utilisés en modélisation 
depuis les débuts de la science hydrologique. Leur premier avantage est 
d'économiser du temps en collecte des données. On peut considérer en effet 
que pendant un épisode de crue l'évaporation joue un rôle négligeable et que 
l'on peut donc omettre cette variable dans le fonctionnement par épisode, ce 
qui serait bien entendu impossible dans un fonctionnement en continu. 
Mais, il existe des défauts graves: 
1) La séparation des crues est arbitraire. 
2) Le traitement des conditions initiales peut donner une précision factice 
que l'on n'arrive pas à obtenir en continu parce que, en réalité, les crues ne 
sont pas indépendantes. Du point de vue de l'application, un large décalage 
existe entre un modèle de simulation par épisodes et un modèle opérant en 
continu. On peut craindre qu'un modèle fonctionnant bien en cas de crues 
séparées perde en précision en application continue sur des périodes 
continues de crues. 
3) L'initialisation fait perdre un temps précieux. 
Notre compréhension du fonctionnement d'un bassin versant devrait nous 
conduire à penser que le traitement par épisodes est très dommageable. En 
effet un bassin versant réagit en fonction de l'état dans lequel il se trouve au 
moment où une perturbation arrive. Si l'on procède par épisodes, une 
première partie plus ou moins longue de l'épisode sera gaspillée dans le seul 
but de retrouver par tâtonnement l'état initial du bassin versant. Ce n'est 
qu'après avoir tiré parti de ces premières informations que le modèle pourra 
probablement émettre ses premières prévisions valables. Dans ces 
conditions, nous considérons que la prévision doit disposer d'une longue 
série antérieure pour pouvoir fonctionner correctement. Une possibilité 
éventuelle est de faire fonctionner le modèle à un pas de temps assez grand 
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hors des périodes de crue et de recourir au pas de temps fin ( de l'ordre de 
l'heure) à l'occasion des crues, lorsqu'une prévision doit être émise. 
Cependant, on a encore utilisé ce type de fonctionnement crue par crue d'un 
modèle dans notre étude pour deux raisons principales: 1) Les problèmes 
posés par ce fonctionnement par événement méritent d'être étudiés; et 2) Un 
nombre important de modèles de prévision de crues fonctionnent par 
épisodes. Dans un but de comparaison, il faut pouvoir faire fonctionner de 
même un modèle que l'on propose aux utilisateurs potentiels. Ce problème 
sera discuté d'une façon détaillée dans le chapitre 6. 
3.6 ÉTUDE SUR LE RÉSERVOIR EAU-GRAVITAIRE 
3.6.1 Passage d'une loi continue à une loi discrète 
On a choisi d'utiliser une loi puissance pour la vidange en valeurs 
instantanées, d'où la relation différentielle entre Q et R (où Q est le débit et R 
le stock de réservoir): 
dR Q=-—=kRß ßt>l (3-12) 
-nr = kdt (3-13) 
RP 
On ne peut pas garder une relation telle que l'équation 3-12 pour des données 
sur un pas de temps horaire ou journalier, car on pourrait obtenir Q 
supérieur à R. Pour obtenir une relation valide sur un pas de temps donné, 
on intègre cette équation différentielle sur l'intervalle [ti ,t2] correspondant 
à [R, ,R 2 ] , 
? - d - | ) = Jkdt (3-14) 
Ri RP M 
d'où, 
1 
(ß-l)R^"1 (ß-l)R^"1 
= k(t2-ti) (3-15) 
posons k(ß-1 ) ( t2- t i ) = o (B dépend implicitement du pas de temps), on ß-1 
B 
obt ient : 
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1
 ' ' (3-16) 
< ' R'"1 B'-1 
ce qui permet de calculer R2 à partir de R i . Or, avec des valeurs de débit qui 
sont des lames d'eau sur un intervalle de temps, on a: 
Q = R l - R 2 (3-17) 
C'est cet ensemble de deux relations qui permet donc de calculer le débit 
moyen sur un pas de temps donné. On peut également utiliser ces relations 
pour calculer inversement Rjet R2 à partir de Q. C'est ce dont on a besoin 
pour initialiser le réservoir R. En remplaçant Rjpar R2+Q on obtient: 
1
 + 4 T (3-18) 
„B-l P-l ß-1 
R, (R2+Q) B 
R2 = 
1 1 
+ K R ^ Q ) ' - 1 B* ' 1 
1 
1-p (3-19) 
C'est cette relation qu'il faut utiliser pour calculer le niveau R2 dans le 
réservoir eau-gravitaire, après qu'un débit Q ait été observé. 
3.6.2 Initialisation du réservoir eau-gravitaire 
Dans le cas du modèle GR3, l'initialisation du système se compose de la fixation 
des niveaux des réservoirs R et S et du vecteur des pluies nettes antérieures 
générées par l'hydrogramme unitaire. En général, les données disponibles 
débutent avec les premières pluies ce qui fait que les pluies nettes 
antérieures peuvent être considérées comme nulles. La totalité du débit 
initial provient de la vidange du réservoir R qui peut donc être initialise par 
inversion de la loi de vidange précédemment établie. Essayons de déterminer 
R2 à partir de Q. Dans les premiers essais, on s'est aperçu que l'initialisation 
de R était un peu délicate (non-convergence de l'algorithme) du fait de la 
valeur évoluée de l'exposant ß. C'est la raison pour laquelle ce problème est 
traité ci-après de façon détaillée. 
posons r = R2/B et q = Q/B, l'équation 3-18 devient: 
rP_ 1 ( r+q)P - 1 
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qui peut s'écrire r = <t>(r). Le calcul itératif converge si <t>'(r)< 1. 
1 
4> ' (r) = (3-21) 
[«• (r+q)r J ß - l | ß-1 
Une solution est d'utiliser la méthode de NEWTON combinée avec 
l'interpolation linéaire avec la fonction g(r). Posons: 
g(r) = r ! -ß - (r+q)1_ß - 1 
g'(r) = ( l-ß)[r"P - ( r + q ) - P ] 
g"(r) = ß ( ß - l ) [ r - ( ß + 1 ) - ( r + q ) - ( P + 1 ) ] 
(3-22) 
(3-23) 
(3-24) 
La solution en r est entre 0 et 1. On voit les caractéristiques de la fonction g 
sur le demi-axe positif: elle est définie décroissante, monotone et convexe sur 
le domaine (0,+°°). Par ailleurs, on propose deux fonctions auxiliaires 
f(r) = r J-ß - ql-P - 1 
h(r) = r1"!* - ( l+q) 1 _ ß - 1 
(3-25) 
(3-26) 
On a f(r) < g(r) < h(r) sur le demi-axe positif. Avec ces deux fonctions 
supplémentaires, on peut obtenir deux zéros ro et r'o de ces deux fonctions. 
r0 = ( l+q ' -P) 1-* 
1 
f 0 =[ l + ( l + q) 1 -ß] , - ß 
(3-27) 
(3-28) 
Il est facile de vérifier que g(ro) g(r'o) < 0. Alors la solution de g(r) se trouve 
entre ces deux valeurs. Lorsque q > 0, on conduit les calculs de la façon 
suivante jusqu'à rn- r'n < e (e = valeur de convergence). 
r l = r 0 
r2 = r l 
8 ( r 0 ) 
" g ' ( r 0 ) 
g ( f l ) 
" g ' ( r i ) 
g ( r n . l ) 
r l = r 0 
( r o - r ' p ) g ( r ' o ) 
g ( r 0 ) - g ( r ' 0 ) 
( r j - r ' ^ g i r ' p 
F 2 ~ *l ' g í r ^ - g í r ' i ) (3-29) 
rn " r n - l -
 ë'(rn.l) r n = r n - l 
( r n - r r ' n - l ) ë ( r ' n - l ) 
g < r n - l ) - g ( r ' n - l ) 
avec la solution cherchée appartenant à [rn , r 'n] ,V n. La figure 3-4 nous 
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montre ce processus. 
ß(T) 
Figure 3-4 Calcul itératif du niveau du réservoir eau-gravitaire avec la 
méthode de Newton combinée avec l'interpolation linéaire 
Le problème étant résolu, on peut initialiser convenablement le système et 
donc tester plusieurs valeurs de ß. 
3.6.3 Étude de la loi du réservoir eau-gravitaire ß 
Une valeur de ß égale à 5 avait été établie pour le pas de temps journalier 
(Edijatno, 1991). Testons ici d'autres valeurs de ß. Les résultats pour les 
différents critères correspondant à une gamme de ß sont résumés dans le 
tableau 3-14. D'après ce tableau, la situation est complexe: la meilleure valeur 
de NS est obtenue pour de ß=4, ß=4.5 et ß=5; mais ß=2.5 nous donne la meilleure 
valeur de EB. Quant aux critères RD, EP et ED, ß=2.5, ß=6, ß=2.5 et ß=3.5 sont 
respectivement les meilleurs. On considère que le critère NS est le plus 
important parmi ces critères puisque nous l'utilisons pour l'optimisation du 
modèle. Donc, on retiendra ß = 5 pour nous conformer au choix qui a été 
validé au pas de temps journalier sur plus de 114 bassins versants (Edijatno, 
1991). 
Tableau 3-14 Comparaison des effets de différentes valeurs de ß 
ß 
1.5 
2.0 
2.5 
3.0 
3.5 
4.0 
4.5 
5.0 
5.5 
6.0 
NS (%) 
76.9 
77.9 
79.5 
79.8 
80.0 
80.1 * 
80.1 * 
80.1 * 
80.0 
80.0 
EB (%) 
-5 .6 
-6.3 
-4.6* 
-4.9 
-5.2 
-5.2 
-5.4 
-5.2 
-5.0 
-5.0 
RD (%) 
105 
108 
97.2* 
95.6 
94.4 
92.9 
93.2 
91.7 
90.6 
89.6 
EP (%) 
79.2 
82.6 
81.7 
82.1 
82.5 
82.2 
83.1 
83.7 
83.9 
84.1* 
ED (%) 
-0.7 
-0.7 
-0.4* 
-0.6 
-0.4* 
-0.5 
-0.5 
-0.5 
-0.7 
-0.7 
représente la valeur meilleure dans la colonne 
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3.7 CONCLUSION POUR L'ÉTUDE DU MODÈLE GR3 À PAS DE 
TEMPS FIN 
1) Le modèle GR3 journalier peut être utilisé pour un pas de temps proche de 
l'heure sans changer son architecture. Une version simplifiée (evaporation 
négligeable) est utilisable en fonctionnement par épisodes. 
2) La méthode d'optimisation du modèle reste efficace dans le cas d'un pas de 
temps plus court que le jour. 
3) Il semble que les paramètres évoluent d'une année à l'autre. Ce problème a 
été considéré comme très important et nécessite un traitement particulier. 
4) La qualité de la simulation est assez variable d'une crue à l'autre. 
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Chapitre 4 
Analyse des paramètres 
du modèle GR3 
Résumé: Ce chapitre rassemble trois analyses sur les paramètres du modèle GR3: 
l'analyse de la surface de réponse, l'analyse de sensibilité, l'analyse de stationnante 
comparée des paramètres. Ces analyses guideront ultérieurement la démarche de mise 
au point de la méthode de prévision. 
4.1 SURFACE DE RÉPONSE DES PARAMÈTRES 
Le but d'une méthode d'optimisation est de trouver une série de paramètres 
du modèle qui optimise (soit minimise soit maximise) la fonction objectif, F. 
Une optimisation est réalisée par une recherche du maximum (ou minimum) 
présenté par la surface de réponse des paramètre, c'est-à-dire la fonction 
objectif F. Cette recherche est une suite d'itérations dans lesquelles la 
fonction objectif est évaluée numériquement sur une combinaison des 
valeurs des paramètres à optimiser. Chaque combinaison de valeurs des 
paramètres représente un "point" dans la surface de réponse des paramètres 
du modèle. 
Une interprétation visuelle de la surface de réponse de paramètres du modèle 
peut mettre en évidence les difficultés que peut rencontrer une méthode 
d'optimisation. Cet examen fournit des informations importantes pour 
augmenter l'efficacité d'une méthode d'optimisation. 
Avec un modèle à plus de deux paramètres, il n'est pas possible de produire 
un seul diagramme qui présente la surface de réponse complète. Dans ce cas, 
on peut considérer une section de la surface de réponse en faisant varier 
deux par deux les paramètres. En ce qui concerne le modèle GR3 possédant 
trois paramètres (A, B et C), on a étudié donc trois surfaces de réponse 
correspondant à AB, BC et CA, respectivement. 
Cette étude a été effectuée sur un seul épisode de crue. Un épisode de crue 
assez représentatif, de taille moyenne et à pointes multiples, a été choisi dans 
le bassin versant de l'Orgeval. Cet épisode de crue est illustré dans la figure 4-
1. On a rajouté 1000 pas de temps avant cet épisode pour diminuer l'influence 
de l'initialisation de l'état initial du modèle, S0- La fonction objectif, F, sous 
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forme maximisable est prise égale à l'inverse de la somme des carrés des 
erreurs: 
F = 1 (4-1) 
I [ q ( i ) - q s ( i ) ] 2 
i = l 
où q(i) et qs(i) sont respectivement le débit mesuré et le débit simulé à 
l'instant i, et n est le nombre total de pas de temps des données utilisées. 
nrvn/s i prMvn 
DEBITS MESURES 
Figure 4-1 Épisode de crue choisi pour l'étude de la surface de réponse 
Les domaines de variation de chaque paramètre ont été décidés a priori: InA 
varie de 2 à 12 par intervalle de 0.25, lnB varie de 2 à 7 avec le même 
intervalle et C varie de 1 à 21 par intervalle de 1. Pour chaque composition de 
deux paramètres, le troisième et l'état initial, S0, seront optimisés au cours du 
calcul de la surface de réponse. Les figures 4-2, 4-3 et 4-4 montrent les 
résultats. 
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V 
(a) Surface de réponse pour A et B 
CONTOUR De LA SURFACE DE REPONSE DE lnB(2.7] ET lnA[2,12] 
110 
B 
¡00 2.48 :.95 3.42 3.90 4.38 4.85 5.33 5.80 6.28 
(b) Représentation par les courbes hypsométriques 
6.75 
Figure 4-2 Surface de réponse pour A et B et représentation par les 
courbes hypsométriques 
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(a) Surface de réponse pour B et C 
CONTOUR DE LA SURFACE DE REPONSE DE lnB[2,7] ET CU20) 
B 
:.oo : . ÎO ;oo JSO JOO 450 5.00 5.50 6.00 6.50 7.00 
(b) Représentation par les courbes hypsométriques 
Figure 4-3 Surface de réponse pour B et C et représentation par les courbes 
hypsomét r iques 
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21.0 
(a) Surface de réponse pour C et A 
CONTOUR DE LA SURFACE DE REPONSE DE lnAl2.121 ET Cfl .21] 
F 
2 0 3 0 4 0 Î 0 6 0 7.0 8.0 9.0 10.0 U.O 110 
(b) Représentation par les courbes hypsométriques 
Figure 4-4 Surface de réponse pour C et A et représentation par les courbes 
hypsomét r iques 
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D'après les figures précédentes, on voit qu'il existe 5 problèmes que peut 
rencontrer une méthode d'optimisation des paramètres. 
Optimum secondaire: Dans les figures 4-2(b) et 4-4(b), on constate l'existence 
des optima secondaires. La méthode d'optimisation n'arrivera pas à l'optimum 
global, si elle part d'un point proche d'un optimum secondaire. La méthode 
d'optimisation utilisée dans le modèle GR3 (cf. §3.3) ne possède pas de 
dispositif pour évoluer d'un "pic" donné à un "pic" plus haut. 
"Crê te" : Les figures 4-2(a) et 4-4(a) montrent respectivement des "crêtes" 
allongées en direction de A. En présence d'une "crête" orientée selon l'axe 
d'un paramètre, la méthode d'optimisation a tendance à converger 
prématurément. Dès que l'on arrive à cette "crête", le gain supplémentaire de 
la fonction objectif sera très limité et l'optimisation s'arrêtera loin de 
l 'optimum. 
"Plateau": Les figures 4-2 (a), 4-3(a) et 4-4(a) montrent des formes de plateau 
où le changement des paramètres produit peu ou pas changement sur la 
fonction objectif. Dans ce cas, la méthode d'optimisation peut être mise en 
défaut. 
" N i d s - d e - p o u l e " : Les figures 4-2(b) et 4-4(b) montrent plusieurs optima 
(secondaires) qui se situent vers la "crête" et sont assez proches l'un de 
l'autre. Ce fait rend plus difficile l'optimisation des paramètres parce que tous 
ces points peuvent être reconnus comme des valeurs optimales pour les 
pa ramè t re s . 
"Points de selle": Dans les figures 4-2(b) et 4-4(b), on peut constater 
l'existence de points de selle qui se situent entre deux optima (ou optima 
secondaires) où plusieurs directions sont possibles pour la méthode 
d'optimisation. La méthode d'optimisation peut être mal aiguillée quand elle 
arrive à ce genre de point. 
On constate que les problèmes indiqués précédemment se produisent dans des 
zones particulières de la surface de réponse où A est assez grand et B et C sont 
soit petits soit grands. Si on optimise les paramètres en partant d'un point 
arbitraire de la surface de réponse, il est possible que l'on rencontre les 
problèmes évoqués précédemment. Cela nous conduit à prendre en compte 
l'importance du point de départ de l'optimisation. On suggère donc pour 
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l'optimisation de prendre des valeurs initiales assez petites pour A sans quoi 
l'optimisation n'arrivera pas sur les "crêtes" et de prendre des valeurs 
moyennes pour B et C. Il est intéressant de trouver une coïncidence avec la 
suggestion d'Edijatno et de Michel (1989a) pour les valeurs initiales de 
l'optimisation. Dans leur cas, ils ont suggéré d'utiliser les valeurs initiales: 
lnA0=5, lnB0=4 et C0=2. On a trouvé que ces trois valeurs se situent justement 
aux bons niveaux pour arriver au sommet selon les trois surfaces de réponse. 
On reconnaît qu'une contrainte est sans doute nécessaire pour la variation 
des paramètres surtout pour une tâche nécessitant une forte variation des 
paramètres comme l'ajustement des paramètres en temps réel. 
4.2 SENSIBILITÉ CRUE PAR CRUE DES PARAMÈTRES 
AUTOUR DES VALEURS CALÉES GLOBALEMENT ET PAR 
ÉPISODE 
4.2.1 G é n é r a l i t é s 
L'analyse de sensibilité est une méthode qui a été utilisée assez largement 
dans la recherche en modélisation. L'analyse de sensibilité consiste à 
perturber faiblement les paramètres du modèle, usuellement un paramètre à 
la fois, autour de sa valeur optimale afin d'apprécier la variation dans la 
sortie du modèle engendrée par la variation du paramètre. 
L'un des buts de l'analyse de sensibilité consiste à comparer les différentes 
sensibilités des paramètres afin que des soins spéciaux puissent être pris 
pendant leur estimation. Dawdy et O'Donnell (1965) ont été parmi les 
premiers à analyser les sensibilités des paramètres d'un modèle 
hydrologique. Ils ont fait varier chaque paramètre dans le modèle USGS de 1, 
5 et 10 pour-cent de leurs valeurs optimales, et ont examiné les changements 
sur la somme des carrés des différences entre les débits mesurés et calculés. 
L'objectif de cette analyse est d'identifier le paramètre le plus sensible pour 
chercher une procédure efficace d'optimisation des paramètres. 
Wood (1976) a analysé la sensibilité du paramètre d'infiltration dans un 
modèle pluie-débit simple. En supposant que les autres paramètres dans le 
modèle étaient bien connus, il a utilisé une méthode analytique pour étudier 
l'influence du paramètre d'infiltration sur la sortie du modèle d'un point de 
vue probabiliste. Bien que cette méthode soit discutable quant à son 
application à un modèle complexe ou au cas de plusieurs paramètres, cette 
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étude nous a fourni un aperçu intéressant à savoir que l'effet des 
incertitudes, même faibles, des paramètres présente une influence sur la 
simulation et l'estimation de la fréquence des crues dans le cas où les débits 
sont générés avec un modèle pluie-débit. 
Selon McCuen et Snyder (1986), le coefficient de sensibilité est le rapport 
entre le changement dû à un facteur et celui dû à un autre facteur du modèle. 
Cette définition révèle que la sensibilité n'est qu'un rapport entre deux 
di f férences . 
Généralement, un modèle peut être exprimé comme une fonction G, d'une 
série de variables (paramètres , Xj, x2, ...,xn, comme suit: 
G=f(x„ x2, ...,xn) (4-2) 
Un développement en série de Taylor peut être appliqué à cette fonction: 
dG0 1 32G0 
f(x¡+AXj, xj/j!tl) = G0 +-r-Ax¡ + Xj—2-tAXi)2-)- ... (4-3) 
où G0 est la valeur de G évaluée au point: (x10, x2o, ••-, xn0). Si les deux premiers 
termes sont assez grands relativement au reste de l'équation 4-2, G peut être 
approchée par: 
¿Go, 
dXj f(x¡+Ax¡, Xj/j^ i) = G0 + ~ A x ¡ (4-4) 
Les équations 4-2 et 4-4 peuvent être utilisées pour exprimer la sensibilité, Sj. 
c d G 0 f ( X i + A X i . X, / i ; e i ) - f ( x [ 0 , X 2 0 , . . . . X n o ) 
Si = -^ — = 11 m - — (4-5) 
OXj Ax —> 0 AX¡ 
Cette équation est appelée équation de sensibilité linéaire. Elle mesure en 
principe un changement dans le facteur G causé par le changement du 
facteur x¡. 
Intéressons nous maintenant, non pas à la sortie G mais au critère de qualité 
du modèle, que nous noterons F. 
L'analyse effectuée dans ce paragraphe vise en particulier deux calages: le 
calage global et le calage par épisode. Le calage global est un calage dans 
lequel on considère tous les épisodes avec les mêmes valeurs des paramètres; 
il représente donc la capacité moyenne de simulation sur un bassin versant. 
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Les valeurs des paramètres issues de ce calage peuvent être utilisées comme 
point de départ pour la prévision. Le calage par épisode dans lequel les 
paramètres varient pour chaque épisode exploite cette souplesse pour adapter 
le modèle à différents épisodes de crues. Il permet la simulation la plus 
précise avec le modèle utilisé. 
La méthode consiste à perturber chaque paramètre de façon variable (Ax = 0 . 1 , 
Ax=0.01 et Ax=0.001) autour des valeurs calées globalement et par épisode 
respectivement, puis à calculer les sensibilités selon la fonction objectif de 
l'optimisation, F. (ATTENTION: F est la somme des carrés des erreurs). 
Le coefficient de sensibilité utilisé est dérivé de l'équation (4-5): 
r ç , F 0 - Min(F+Ax, F.A x) 
CS(x¡, Ax) = — (4-6) 
où F + A x . = F(x¿+Ax, Xj/j^ j). F-AXJ = F(xrAx, x ^ ) et F0 = F(x10, x20, ...,xn0). Xi0 est le 
vecteur (x i t i = l,..., n) calé soit globalement, soit par épisode. Ax est la 
perturbation sur xi0. 
Cette analyse a été faite sur les 26 épisodes de crues de l'échantillon de calage 
du Real Collobrier(cf. §2.3). Pour chaque paramètre, on a calculé quatre 
coefficients de sensibilité correspondant aux deux calages: globalement et 
par épisode, et aux trois perturbations. 
4.2.2 Sensibilité crue par crue des paramètres autour des 
valeurs calées globalement 
Les tableaux 4-1, 4-2 et 4-3 montrent les coefficients de sensibilité dans le cas 
où les paramètres du modèle sont calés globalement. 
Dans le tableau 4-1, on peut constater que tous les épisodes conduisent à des 
valeurs positives pour un ou plusieurs paramètres sauf les épisodes n°l et 
n°22 qui ont de mauvaises valeurs de NS. Quand cela se produit pour Ax, cela 
montre que l'on n'a pas obtenu les valeurs optimales des paramètres pour 
l'épisode correspondant. 
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Tableau 4-1 Coefficients de sensibilité de chaque épisode autour des valeurs 
calées globalement (perturbation de 0.1) 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
codage 
6601 
6602 
6906 
6907 
6908 
6909 
7011 
7112 
7216 
7318 
7319 
7320 
7422 
7426 
7527 
7630 
7734 
7836 
7837 
7938 
8040 
8041 
8142 
8343 
8344 
8345 
NS(%) 
68.1 
94.5 
90.7 
79.9 
91.2 
87.2 
84.9 
81.9 
85.7 
89.0 
93.1 
58.8 
86.1 
42.6 
91.7 
93.3 
95.1 
79.1 
92.7 
94.9 
73.7 
38.1 
87.2 
51.8 
60.4 
89.9 
C S (Ax=0.1) 
A 
0.00E+O0 
0.00E+OO 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.57E-02 
0.00E+00 
0.00E+00 
0.10E-01 
0.17E-03 
0.17E+00 
O.OOE+00 
0.00E+00 
0.11E+01 
0.57E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+OO 
0.30E-03 
0.18E+00 
0.12E+00 
0.26E-02 
B 
0.00E+00 
0.00E+00 
0.19E+00 
0.13E+01 
0.41E+00 
0.00E+00 
0.00E+00 
O.OOE+00 
0.44E+00 
0.00E+00 
0.22E+00 
0.00E+00 
0.00E+00 
0.61E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.28E+00 
0.93E+01 
0.13E+01 
O.OOE+00 
0.00E+00 
0.00E+00 
O.OOE+00 
O.OOE+00 
c 
O.OOE+00 
0.28E+01 
0.22E+00 
0.46E+00 
0.26E+00 
0.10E+00 
O.OOE+00 
0.12E+01 
0.12E+01 
0.00E+00 
0.25E+01 
O.OOE+OO 
0.81E+00 
0.00E+00 
0.00E+00 
O.OOE+00 
0.31E+01 
0.51E+01 
0.13E+01 
0.51E+01 
0.94E+00 
0.00E+00 
0.00E+00 
0.00E+00 
O.OOE+00 
0.75E+00 
So 
O.OOE+00 
0.00E+00 
0.00E+00 
O.OOE+00 
O.OOE+00 
0.00E+00 
0.00E+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
0.13E-02 
O.OOE+00 
0.00E+00 
0.00E+00 
O.OOE+00 
-0.21E-O3 
O.OOE+00 
0.35E-02 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
0.00E+00 
O.OOE+00 
0.00E+00 
Dans le tableau 4-2. on peut voir que les valeurs de CS ne sont pas nulles au 
moins pour un paramètre pour tous les 26 épisodes. Cela veut dire que la 
fonction objectif peut être améliorée avec Ax=0.01, et pour tous les épisodes 
les valeurs optimisées ne convergent pas vers leur valeurs optimales. 
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Tableau 4-2 Coefficients de sensibilité de chaque épisode autour des valeurs 
calées globalement (perturbation de 0.01) 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
codage 
6601 
6602 
6906 
6907 
6908 
6909 
7011 
7112 
7216 
7318 
7319 
7320 
7422 
7426 
7527 
7630 
7734 
7836 
7837 
7938 
8040 
8041 
8142 
8343 
8344 
8345 
NS(%) 
68.1 
94.5 
90.7 
79.9 
91.2 
87.2 
84.9 
81.9 
85.7 
89.0 
93.1 
58.8 
86.1 
42.6 
91.7 
93.3 
95.1 
79.1 
92.7 
94.9 
73.7 
38.1 
87.2 
51.8 
60.4 
89.9 
CS (Ax=0.01) 
A 
0.00E+OO 
0.00E+OO 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.95E-01 
0.00E+00 
0.00E+00 
0.22E-01 
0.67E-02 
0.19E+00 
0.00E+OO 
O.OOE+00 
0.14E+01 
0.67E+00 
0.63E-01 
O.OOE+00 
O.OOE+OO 
O.OOE+00 
0.00E+00 
0.53E-O1 
0.24E-02 
0.21E+00 
0.31E+00 
0.45E-01 
B 
0.75E-01 
0.24E+01 
0.89E+00 
0.20E+01 
0.15E+01 
O.OOE+00 
O.OOE+00 
0.89E+00 
0.11E+01 
O.OOE+00 
0.44E+01 
0.00E+00 
0.29E-01 
0.12E+01 
O.OOE+00 
0.00E+00 
O.OOE+00 
0.00E+00 
0.19E+01 
0.15E+02 
0.20E+01 
0.00E+00 
0.00E+00 
0.00E+00 
O.OOE+00 
0.00E+00 
c 
O.OOE+00 
0.35E+01 
0.33E+00 
0.59E+00 
0.32E+00 
0.17E+00 
0.00E+00 
0.14E+01 
0.14E+01 
O.OOE+00 
0.29E+01 
0.00E+00 
0.94E+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
0.40E+01 
0.60E+01 
0.16E+01 
0.65E+01 
0.11E+01 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.96E+00 
So 
O.OOE+OO 
O.OOE+00 
O.OOE+00 
O.OOE+OO 
O.OOE+00 
O.OOE+OO 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
0.76E-03 
O.OOE+OO 
O.OOE+00 
O.OOE+OO 
O.OOE+00 
O.OOE+OO 
O.OOE+00 
0.65E-02 
O.OOE+00 
O.OOE+00 
O.OOE+OO 
O.OOE+00 
O.OOE+00 
O.OOE+OO 
O.OOE+00 
O.OOE+00 
Dans le tableau 4-3, on peut voir que les valeurs de CS sont positives pour un 
ou plusieurs paramètres pour tous les épisodes. C'est-à-dire qu'avec Ax=0.001 , 
on peut améliorer la précision des simulations pour ces épisodes. 
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Tableau 4-3 Coefficients de sensibilité de chaque épisode autour des valeurs 
calées globalement (perturbation de 0.001) 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
codage 
6601 
6602 
6906 
6907 
6908 
6909 
7011 
7112 
7216 
7318 
7319 
7320 
7422 
7426 
7527 
7630 
7734 
7836 
7837 
7938 
8040 
8041 
8142 
8343 
8344 
8345 
NS(%) 
68.1 
94.5 
90.7 
79.9 
91.2 
87.2 
84.9 
81.9 
85.7 
89.0 
93.1 
58.8 
86.1 
42.6 
91.7 
93.3 
95.1 
79.1 
92.7 
94.9 
73.7 
38.1 
87.2 
51.8 
60.4 
89.9 
C S (Ax=0.001) 
A 
0.00E+00 
0.00E+00 
O.OOE+00 
0.00E+00 
0.00E+00 
0.00E+00 
O.llE+00 
0.00E+00 
0.00E+00 
0.29E-01 
0.26E-01 
0.34E+00 
0.00E+00 
0.00E+00 
0.15E+01 
0.64E+00 
0.11E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.12E-01 
0.47E-01 
0.41E-02 
0.16E+00 
0.31E+00 
0.39E-01 
B 
0.18E+00 
0.27E+01 
0.96E+00 
0.20E+01 
0.17E+01 
0.00E+00 
0.00E+00 
0.10E+01 
0.12E+01 
0.00E+00 
0.48E+01 
0.00E+00 
0.78E-01 
0.12E+01 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.20E+01 
0.16E+02 
0.21E+01 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
c 
0.00E+00 
0.36E+01 
0.34E+00 
0.59E+00 
0.33E+0O 
0.18E+00 
0.00E+O0 
0.14E+01 
0.14E+01 
0.0OE+O0 
0.29E+01 
0.0OE+0O 
0.96E+00 
0.00E+OO 
O.OOE+00 
O.OOE+00 
0.41E+01 
0.61E+01 
0.16E+01 
0.67E+01 
0.11E+01 
0.00E+00 
0.00E+00 
O.OOE+OO 
O.OOE+00 
0.98E+00 
So 
0.00E+00 
O.OOE+00 
0.32E-01 
0.10E-01 
O.OOE+00 
0.12E+00 
O.OOE+00 
0.74E-01 
O.OOE+00 
O.OOE+00 
0.21E-01 
0.18E-01 
O.OOE+00 
0.25E-01 
0.70E-01 
0.00E+00 
0.00E+00 
O.OOE+00 
0.41E-02 
O.OOE+00 
0.00E+00 
O.OOE+00 
O.OOE+00 
O.OOE+OO 
O.OOE+00 
0.91E-02 
Le tableau 4-4 donne les moyennes et les écarts-types des valeurs de CS sur 
les 26 épisodes sous trois perturbations. On peut déduire de ce tableau que 1) 
les valeurs de CS sont assez dispersées entre épisodes (valeurs des écarts-
types élevées), 2) sous la même perturbation, les valeurs moyennes de CS des 
paramètres sont différentes et si l'on veut juger les sensibilités relatives . de 
ces paramètres, on trouve: sous Ax=0.001 et Ax=0.01, le plus sensible est B, et 
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sous Àx=0.1, le plus sensible est C; 3) pour différentes perturbations, le même 
paramètre ne présente pas la même sensibilité, et les moyennes sous Ax=0.001 
et Ax =0.01 sont assez proches pour A, B et C; 4) selon la dernière colonne de ce 
tableau (valeurs moyennes de CS sur trois perturbations), les paramètres les 
plus sensibles sont, dans l'ordre décroissant, B et C, A, SQ. 
Tableau 4-4 Moyennes et écarts-types des valeurs 
Paramètre 
A 
B 
C 
So 
Ax= 0.1 
moyenne 
0.83E-01 
0.54E+00 
0.10E+01 
0.18E-03 
écart-type 
0.24E+00 
0.18E+01 
0.15E+01 
0.71E-03 
Ax =0.01 
moyenne 
0.12E+00 
0.13E+01 
0.12E+01 
0.28E-03 
écart-type 
0.29E+00 
0.30E+01 
0.18E+01 
0.12E-02 
de CS (calage global) 
Ax= 0.001 
moyenne 
0.13E+00 
0.14E+01 
0.12E+01 
0.15E-01 
écart-type 
0.31E+00 
0.31E+01 
0.19E+01 
0.29E-01 
moyenne 
(3 moyennes) 
0.11E+00 
0.11E+01 
0.11E+01 
0.52E-02 
Il est naturel qu'une simulation globale ne soit pas très bonne parce que dans 
un calage global, on ne trouve qu'une précision "moyenne" pour tous les 
épisode considérés qui présentent souvent, entre eux, des caractéristiques 
assez différentes. Pour affiner l'analyse de sensibilité des paramètres, on 
conduit cette analyse autour des valeurs des paramètres calées par épisodes. 
4.2.3 Sensibilité crue par crue des paramètres autour des 
valeurs calées par épisode 
Les tableaux 4-5, 4-6 et 4-7 montrent les coefficients de sensibilité de chaque 
paramètre pour chaque épisode autour des valeurs calées par épisode. Les 
dessins de la simulation sont dans l'ANNEXE-IV. 
On peut constater dans le tableau 4-5 que, hormis les épisodes n°19 et n°21, 
tous les autres épisodes ont des valeurs de CS soit nulles soit négatives. C'est-à-
dire qu'avec Ax=0.1 on ne peut généralement pas améliorer la simulation. 
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Tableau 4-5 Coefficients de sensibilité de chaque épisode autour des valeurs 
calées par épisode (perturbation de 0.1) 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
codage 
6601 
6602 
6906 
6907 
6908 
6909 
7011 
7112 
7216 
7318 
7319 
7320 
7422 
7426 
7527 
7630 
7734 
7836 
7837 
7938 
8040 
8041 
8142 
8343 
8344 
8345 
NS(%) 
95.9 
98.4 
95.9 
94.7 
95.5 
97.6 
99.1 
93.8 
98.1 
96.6 
97.3 
90.7 
98.9 
98.6 
97.5 
95.5 
98.5 
85.9 
98.2 
98.1 
96.8 
98.6 
99.3 
95.9 
95.9 
97.0 
C S (Ax=0.1) 
A 
0.00E+00 
O.OOE+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.O0E+O0 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.30E-06 
0.00E+00 
0.37E-05 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
B 
0.00E+00 
0.00E+00 
O.OOE+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+O0 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
O.OOE+00 
0.00E+00 
0.00E+OO 
O.OOE+00 
0.00E+O0 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
0.45E-06 
O.OOE+OO 
O.OOE+00 
O.OOE+OO 
O.OOE+00 
c 
O.OOE+OO 
O.OOE+00 
O.OOE+00 
O.OOE+OO 
O.OOE+OO 
O.OOE+00 
O.OOE+00 
O.OOE+00 
-0.23E-04 
O.OOE+OO 
-0.14E-04 
O.OOE+00 
-0.34E-04 
O.OOE+00 
O.OOE+OO 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+OO 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+OO 
O.OOE+00 
So 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+OO 
O.OOE+00 
O.OOE+OO 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
0.48E-05 
O.OOE+OO 
O.OOE+OO 
O.OOE+00 
O.OOE+OO 
O.OOE+00 
Dans le tableau 4-6, on trouve que les valeurs de CS sont nulles pour tous les 
épisodes sauf pour les épisode n°21 et n°22 qui présentent de très faibles 
valeurs de CS pour A ou So- Cela veut dire que Ax=0.01 est trop faible pour 
distinguer les différentes sensibilités. Rappelons que Ax=0.01 et N=20*n sont 
pris comme conditions d'arrêt de l'optimisation des paramètres du modèle GR3 
(cf. §3.3), on pense que cette double condition d'arrêt est efficace en 
remarquant que dans le tableau 4-6, le critère NS arrive à de bonnes valeurs 
optimales. 
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Tableau 4-6 Coefficients de sensibilité de chaque épisode autour des valeurs 
calées par épisode (perturbation de 0.01) 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
codage 
6601 
6602 
6906 
6907 
6908 
6909 
7011 
7112 
7216 
7318 
7319 
7320 
7422 
7426 
7527 
7630 
7734 
7836 
7837 
7938 
8040 
8041 
8142 
8343 
8344 
8345 
N S ( % ) 
95.9 
98.4 
95.9 
94.7 
95.5 
97.6 
99.1 
93.8 
98.1 
96.6 
97.3 
90.7 
98.9 
98.6 
97.5 
95.5 
98.5 
85.9 
98.2 
98.1 
96.8 
98.6 
99.3 
95.9 
95.9 
97.0 
CS (Ax=0.01) 
A 
0.00E+00 
O.OOE+00 
0.00E+00 
0.00E+OO 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
O.OOE+00 
0.00E+00 
0.00E+00 
O.OOE+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
O.OOE+00 
0.00E+00 
0.00E+00 
0.48E-01 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
B 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+0O 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
c 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
O.OOE+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
So 
0.00E+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+00 
O.OOE+OO 
O.OOE+00 
O.OOE+00 
O.OOE+00 
0.00E+00 
0.15E-05 
0.00E+00 
0.00E+00 
0.00E+00 
O.OOE+00 
0.00E+00 
Dans le tableau 4-7, on montre les valeurs de CS sous la perturbation 0.001 
plus petite que la valeur limite (Ax=0.01) utilisée dans 1B méthode 
d'optimisation. On y trouve que les valeurs de CS dans ce tableau sont 
positives pour un ou plusieurs paramètres pour tous les épisodes sauf pour les 
crues 6907, 6908, 7836 et 7837. Cela indique que, d'une part, la valeur limite 
Ax=0.01 est généralement raisonnable pour optimiser les paramètres du 
modèle GR3, et d'autre part, on peut encore améliorer la simulation avec un 
petit changement de paramètre comme Ax=0.001, bien que les valeurs de NS 
soient assez élevées. 
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Tableau 4-7 Coefficients de sensibilité de chaque épisode autour des valeurs 
calées par épisode (perturbation de 0.001) 
ordre 
l 
2 
3 
4 
5 
6 
7 
g 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
codage 
6601 
6602 
6906 
6907 
6908 
6909 
7011 
7112 
7216 
7318 
7319 
7320 
7422 
7426 
7527 
7630 
7734 
7836 
7837 
7938 
8040 
8041 
8142 
8343 
8344 
8345 
NS(%) 
95.9 
98.4 
95.9 
94.7 
95.5 
97.6 
99.1 
93.8 
98.1 
96.6 
97.3 
90.7 
98.9 
98.6 
97.5 
95.5 
98.5 
85.9 
98.2 
98.1 
96.8 
98.6 
99.3 
95.9 
95.9 
97.0 
C S (Ax=0.001) 
A 
0.43E-01 
O.OOE+OO 
0.54E-02 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.00E+00 
0.45E-02 
0.57E-03 
0.00E+00 
0.00E+00 
0.88E-02 
0.27E-01 
0.93E-02 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
0.15E-04 
0.65E-01 
O.OOE+OO 
O.OOE+OO 
0.28E-01 
0.14E-01 
B 
0.43E-01 
O.OOE+OO 
0.28E-02 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
0.48E-02 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
0.12E+00 
0.12E-01 
0.19E-01 
O.OOE+OO 
0.71E+00 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
0.11E+00 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
0.39E-01 
O.OOE+OO 
c 
O.OOE+OO 
0.13E-01 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
0.14E-02 
O.OOE+OO 
0.27E-02 
0.39E-01 
0.91E-02 
0.21E-01 
0.29E+00 
0.48E-02 
O.OOE+OO 
0.12E+00 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
0.12E-01 
0.14E-02 
0.14E-02 
0.39E-01 
O.OOE+OO 
So 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
0.16E-01 
O.OOE+OO 
0.53E-02 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
0.95E+00 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
O.OOE+OO 
0.15E-04 
O.OOE+OO 
0.22E-01 
0.66E-01 
O.OOE+OO 
O.OOE+OO 
Pour comparer les différents résultats pour les différentes perturbations 
autour des valeurs calées par épisode, on donne les moyennes et les écarts-
types des valeurs de CS dans le tableau 4-8. On y constate que 1) les niveaux de 
quantité de ces coefficients de sensibilité sont plus petits relativement à ceux 
montrés dans le tableau 4-4; 2) entre différentes perturbations, les valeurs de 
CS pour le même paramètre sont assez différentes surtout entre Ax=0.1 et 
Ax=0.01 avec une chute pour 0.01; 3) selon les coefficients de sensibilité sous 
la perturbation Ax=0.001, on peut donner comme ordre de sensibilité 
croissante pour les quatre paramètres: B, C, SQ et A. 
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Tab 1 eau 4-8 Moyennes et écarts-types des valeurs de CS (calage par épisode) 
Paramètre 
A 
B 
C 
So 
Ax= 
moyenne 
0.15E-06 
0.17E-07 
-0.28E-05 
0.18E-06 
0.1 
écart-type 
0.72E-06 
0.86E-07 
0.81E-05 
0.92E-06 
Ax 
moyenne 
0.18E-02 
0.00E+00 
0.00E+00 
0.57E-07 
=0.01 
écart-type 
0.92E-02 
0.00E+00 
0.00E+00 
0.29E-06 
Ax= 
moyenne 
0.79E-02 
0.41E-01 
0.21E-01 
0.41E-01 
0.001 
écart-type 
0.16E-01 
0.14E+00 
0.59E-01 
0.18E+00 
4.2.4 Conclusion sur l 'analyse de sensibilité des 
p a r a m è t r e s 
On note le fait que différentes valeurs de coefficient de sensibilité peuvent 
être données dans une des conditions suivantes: différentes perturbations, 
différentes crues, différents valeurs calées. Cela démontre que ia sensibilité 
des paramètres est une fonction de ces facteurs et que les conclusions à tirer 
d'une telle analyse sont relatives à ces conditions. 
Il est intéressant de voir que pour une perturbation et une crue données, 
quel que soit le calage (global ou par épisode), les niveaux des sensibilités des 
paramètres sont assez proches. Rappelons que dans la méthode d'optimisation 
utilisée dans le modèle GR3, on a adopté des variations égales pour tous les 
paramètres lors de la recherche de l'optimisation après avoir pris les 
logarithmes des paramètres (cf. 3.3.2). Cette transformation est confirmée 
par l'analyse de sensibilité effectuée ici. Cela renforce la méthode 
d'optimisation utilisée pour le modèle GR3. 
Un calage sur l'ensemble de crues n'arrive pas à l'optimum des paramètres 
pour chaque crue. 
Un calage par épisode peut généralement converger vers l'optimum des 
paramètres pour chaque épisode. Cela démontre l'efficacité de la méthode 
d'optimisation utilisée pour le modèle GR3. 
Dans ces deux calages, B joue un rôle plus sensible que les autres paramètres 
et S0 présente également de l'importance. Ce dernier fait indique que le 
problème issu de l'initialisation du modèle n'est pas un problème négligeable. 
Il est naturel que les paramètres deviennent moins sensibles dès qu'ils 
arrivent à leur optimum, mais on note aussi que lorsque les paramètres sont 
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encore loin de leur optimum, les coefficients de sensibilité sont aussi faibles, 
par exemple, dans le tableau 4-5, toutes les valeurs de CS sont nulles pour les 
épisode n°l et n°22. ce fait montre que la condition que les sensibilités des 
paramètres deviennent faibles n'est qu'une condition nécessaire et non pas 
suffisante pour juger si ces paramètres sont arrivés à leur optimum. 
On peut diminuer le critère d'arrêt de l'optimisation selon Ax en vue d'obtenir 
plus de précision pour la simulation. Cela peut être intéressant pour une 
tâche qui nécessite beaucoup de précision comme la prévision des crues en 
temps réel. 
On note qu'une simulation sur l'ensemble des épisodes n'est pas très éloignée 
d'une bonne simulation pour chaque épisode selon les valeurs de NS issues de 
ces deux calages, et qu'autour des valeurs des paramètres provenant d'un 
calage global, les paramètres sont assez sensibles. Cela donne des possibilités 
d'améliorer les simulations de chaque épisode à partir d'un calage global. 
Ainsi, il est raisonnable de prendre les valeurs des paramètres issues d'un 
calage global comme valeurs de départ communes pour tous les épisodes de 
crue pour l'optimisation d'un épisode voire pour la prévision au cours de cet 
épisode. 
4.3 STATIONNARITÉ COMPARÉE DES PARAMÈTRES 
Il est intéressant d'étudier la consistance de chaque paramètre du modèle 
GR3, c'est à dire, la permanence des valeurs de ces paramètres entre les 
différentes crues. On vient de voir dans le chapitre 3 que les paramètres 
étaient assez variables d'une année à l'autre. Il est de la plus grande 
importance de voir si cette variation peut se produire au cours d'une année, 
entre crues successives. Nous allons entreprendre une étude assez 
systématique sur cet aspect fondamental. Cette étude a été entreprise sur 
l'approche par épisode de crue. Pour cela, on répartit les paramètres du 
modèle en deux groupes, les paramètres du premier groupe sont fixés pour 
l'ensemble des crues, ceux de l'autre groupe peuvent changer d'une crue à 
l'autre. On va représenter chacune de ces répartitions par la liste des 
paramètres en mettant en lettres majuscules ceux qui sont variables crue par 
crue. Ainsi la technique (ABc) correspondra à A et B ajustés crue par crue et 
à C fixe pour tous les épisodes. 
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En plus des trois paramètres, il intervient le quatrième paramètre So, taux de 
remplissage initial du réservoir S, qui résume l'histoire du bassin avant le 
début de l'épisode et qui est obligatoirement variable d'un épisode à l'autre. 
So affecte forcément le fonctionnement du modèle GR3 et perturbe dans une 
certaine mesure le calage des paramètres. En fixant So arbitrairement, les 
résultats de la simulation pour chaque crue deviennent très largement 
mauvais, avec par exemple, une grande disparité dans les valeurs. La 
prémisse évidente de notre étude est de rendre la simulation acceptable, 
sinon l'analyse se basant sur cette simulation manquerait son but. Lors du 
calage des paramètres, la valeur du critère associé à un jeu de paramètres 
correspondra à la valeur optimale de So-
Les paramètres variables d'une crue à l'autre doivent évidemment être 
optimisés avant de juger de la valeur d'un paramètre global. Les 
considérations qui précédent montrent que l'optimisation se fera à trois 
niveaux. On optimise totalement 4 paramètres So, A, B et C à chaque crue. Afin 
d'éviter l'influence de So sur les 3 autres, on adopte une méthode en trois 
boucles pour les optimiser. Ces trois boucles, imbriquées l'une dans la 
suivante, sont: 
boucle 1: on cale So crue par crue; 
boucle 2: on cale les paramètres en lettre majuscule crue par crue et 
boucle 3: on cale les paramètres globaux (en lettres minuscules). 
On aurait pu ranger So dans la boucle 2, cependant on préfère l'isoler pour 
réduire son importance pendant l'optimisation. Il nous paraît que les 
résultats de simulation provenant de la méthode précédente sont plus fiables 
que si on avait recherché conjointement les valeurs optimales des 
paramètres du niveau 2 et de So-
4.3.1 Résultats des différents groupements des 3 
p a r a m è t r e s 
Nous fixons ß=5 conformément au modèle GR3 horaire (cf. §3.5). Nous allons 
exposer les résultats obtenus par chaque type de regroupement et les 
commenter. Le tableau 4-9 montre pour chaque façon de procéder les valeurs 
moyennes des différents critères (cf. les équations 3-3, 3-4, 3-5 et 3-6) 
obtenus pour les 26 crues issues de l'échantillon-I du Real Collobrier (cf.. 
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§2.3). Le tableau 4-10 montre les valeurs calées globalement sur 26 épisodes 
de crue ou la moyenne des paramètres calés par épisode. Le tableau 4-11 
donne des écarts-types des valeurs des paramètres calés par épisode. 
Tableau 4-9 1 
mode de calage 
(abc) 
(Abc) 
(aBc) 
(abC) 
(ABc) 
(AbC) 
(aBC) 
(ABC) 
^es valeurs 
NS (%) 
80.1 
85.0 
90.1 
86.4 
93.6 
89.4 
93.6 
96.7* 
> moyennes 
EB (%) 
-5.2 
-2.6 
-1.7 
-5.6 
1.9 
-3.2 
-2.6 
0.1* 
des critères 
RD (%) 
90.6 
94.1 
100.7 
101.7 
100.2* 
99.6 
101.6 
100.9 
EP (%) 
83.5 
85.2 
89.5 
87.2 
92.8 
89.3 
92.4 
95.3* 
ED (pdt) 
-0 .5 
-0 .9 
0* 
-1 .3 
-0 .3 
- 1 
-1 .2 
- 1 
* représente la meilleure valeur de la colonne 
Tableau 4-1 
mode de calage 
(abc) 
(Abc) 
(aBc) 
(abC) 
(ABc) 
(AbC) 
(aBC) 
(ABC) 
3 Valeurs de paramètres optimaux 
A 
5.28 
{7.92} 
5.51 
5.08 
{5.13} 
{6.11} 
5.29 
{4.32} 
B 
6.04 
5.94 
{5.25} 
5.73 
{5.12} 
5.27 
(5.33} 
{5.18} 
(en logarithme) 
C 
1.16 
1.31 
1.23 
{0.35} 
1.25 
{1.19} 
{0.80} 
{1.31} 
{.} représente la valeur moyenne sur 26 épisodes 
Tableau ¿ 
mode de calage 
(abc) 
(Abc) 
(aBc) 
(abC) 
(ABc) 
(AbC) 
(aBC) 
(ABC) 
-11 Les écarts-types des paramètres 
S A 
5.30 
3.50 
3.36 
2.11 
SB 
1.85 
1.79 
1.19 
1.32 
se 
3.28 
0.93 
3.02 
0.92 
Selon le tableau 4-9, la plus haute précision est fournie, comme on pouvait s'y 
attendre, par la simulation où les trois paramètres varient crue par crue. A 
l'opposé, le plus mauvais critère est obtenu pour la simulation avec trois 
paramètres fixés. On constate que les jeux (ABC), (aBC) et (ABc) de paramètres 
variables nous donnent les résultats les plus satisfaisants. 
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Selon le tableau 4-10, on a constaté que le paramètre B a presque la même 
moyenne pour les calages (aBc), (aBC) et (ABC). Par contre, la moyenne de A 
fait une grande chute de (Abc) à (AbC) et à (ABc), et aussi à (ABC). 
Comparativement, le paramètre C est assez peu variable en moyenne. 
On s'attend que la possibilité d'ajuster les trois paramètres A, B et C pour 
chaque crue séparément donne des résultats sensiblement meilleurs, et que 
lorsqu'un paramètre varie selon la crue, cette variation soit modeste. En 
réalité, et c'est une surprise, les variations sont beaucoup plus élevées que 
prévues: en moyenne, le critère NS passe de 80.1% à 96.7% ce qui est 
considérable, et lorsque les paramètres sont autorisés à varier d'une crue à 
l'autre, les variations ont un écart-type allant de 0.92 pour InC à 2.11 pour 
InA, ce qui est énorme, car de telles variations correspondraient à des bassins 
très différents. Il est aussi intéressant de noter que lorsqu'on restreint le 
nombre de paramètres pouvant varier selon la crue, les variations de ces 
paramètres restés libres sont généralement nettement plus importantes que 
lorsque le nombre de paramètres libres était plus élevé ce qui montre une 
certaine dépendance entre les paramètres quant aux conséquences de leurs 
modifications et donc, peut-être une certaine redondance quand on reste 
dans la durée restreinte d'une seule crue. 
L'examen des tableaux permet en outre trois remarques: 1) si l'on en juge par 
la valeur du critère, les calages (aBc), (aBC), (ABc) et (ABC) sont, dans l'ordre 
croissant les plus efficaces; 2) si l'on désire limiter les variations des 
paramètres, on peut accepter de laisser varier C épisode par épisode lorsque A 
lui-même varie et 3) chaque paramètre a son propre rôle et ne peut pas 
remplacés par les autres. 
4.3.2 Analyse des gains et des pertes pour différents 
groupements de paramètres variant crue par crue 
La section précédente a montré les résultats des calages avec différents 
groupements des paramètres variables crue par crue. Parmi eux, le calage 
par épisode et le calage sur l'ensemble des épisodes de crue ont été regardés 
comme deux cas extrêmes et les autres cas apparaissent comme des solutions 
intermédiaires. On a constaté dans le tableau 4-9 que plus nombreux sont les 
paramètres calés sur l'ensemble des crues, moins bons sont les résultats du 
Première partie Chapitre 4 page 95 
calage et qu'en revanche plus nombreux sont les paramètre calés par 
épisode, meilleurs sont les résultats. Ici, on étudie ce fait d'une façon plus 
approfondie . 
On a proposé deux coefficients similaires au coefficient de sensibilité de 
l'équation 4-5 pour évaluer les différentes stratégies: le coefficient dit de 
gain et le coefficient dit de perte. 
Le coefficient de gain est proposé relativement au calage global, et permet de 
mesurer le "gain" obtenu en passant du calage global au calage par épisode. 
Il est défini pour n épisodes de crue comme suit: 
C g n = l ¿ _ NS(i)-NSG(i) ( 4 _ ? ) 
I [Ix(i.j) - xg(. , j ) l / lxg(. , j ) l ] i = i 
où NSG(i) est la valeur du critère NS, correspondant au ie épisode de crue, 
issue d'un calage dans lequel tous les trois paramètres du modèle GR3 sont 
calés sur l'ensemble des épisodes de crue et [x(i,j), i=l,...,26; j=l,2,3] sont les 
valeurs des paramètre du modèle issues de ce calage pour le ie épisode de crue, 
et NS(i) est la valeur de NS, correspondant au ie épisode de crue, issue d'un jeu 
de paramètres dans lequel un ou deux paramètres sur trois sont calés par 
épisode de crue et [xg(.,j), i=l,...,26; j= 1,2,3] sont les valeurs des paramètres du 
modèle issues de ce jeu de paramètres. Le dénominateur de l'équation 4-7 
permet de diminuer les influences causées par les différentes unités des 
paramètres et mesure la somme des variations relatives des paramètres par 
rapport aux valeurs de ces paramètres calées sur l'ensemble des crues. Ce 
critère est donc une mesure moyenne sur la totalité des épisodes des gain en 
précision par chaque unité de variation relative des paramètres. Il existe une 
valeur de Cgn pour chaque combinaison de paramètres calés crue par crue. 
Le coefficient de perte, Cpt, est proposé relativement au calage par épisode et 
permet de mesurer la perte de précision lorsque le degré de "liberté" 
(nombre de paramètres) esl diminué. Ce coefficient ressemble à celui de 
l'équation 4-6. Dans l'équation 4-8, NSE(i) est la valeur de NS, correspondant 
au ie épisode de crue, issue du calage dans lequel les trois paramètres du 
modèle sont calés par épisode et [xe(i,j), i= 1 ,...,26; j=1,2,3] sont les valeurs de 
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paramètres issues de ce calage, et NS(i) est la valeur de NS, correspondant au 
ie épisode de crue, issue d'un jeu de paramètre dans lequel au moins un 
paramètres est calé globalement et [x(i,j), i=l,...,26; j=l,2,3] sont les valeurs de 
paramètres issues de ce jeu de paramètres. 
r I V NSE(i)-NS(i) . . _. 
1=1
 I [ l x e ( i , j ) - x(i , j)l / lxe(i, j)l] 
J = I 
Cpt est relatif à un jeu de paramètres calés globalement parmi les différents 
paramètres du modèle. 
Le rapport entre Cgn et Cpt est pris noté Tg/p: 
Tg / p = ^ (4-9) 
Ce rapport reflète d'une certaine manière l'intérêt de chaque combinaison. 
La combinaison possédant la plus grande valeur de Tg/p pourrait être 
considérée alors comme préférable. 
Les figures 4-5 et 4-6 montrent les variations de C g n et de Cpt selon les 
différentes stratégies d'optimisation, rangées par ordre croissant. On a 
nommé chaque groupement de paramètres de la façon décrite dans la section 
p récéden te . 
Ces figures montrent deux résultats intéressants. Premièrement, il n'est pas 
tout à fait vrai qu'optimiser plus de paramètres par épisode soit meilleur que 
d'en optimiser moins car la valeur de Cgn du groupement (aBc) est plus 
grande que celle du groupement (AbC). Deuxièmement, les différentes 
stratégies ne sont pas classées dans le même ordre par Cgn et Cpt, c'est-à-dire 
que la stratégie possédant le plus de gain n'a peut-être pas le plus de perte. On 
peut prolonger cette analyse avec la figure 4-7. 
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Cgn de chaque stratégie 
(abc) (Abc) (abQ (AbQ (aBc) (ABc) (aBQ (ABQ 
Stratégie d'optimisation 
Figure 4-5 Cgn de chaque stratégie d'optimisation 
Cpt de chaque stratégie 
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Figure 4-6 C p t pour chaque stratégie d'optimisation 
La figure 4-7 montre les variations de Tg /p pour différentes stratégies 
d'optimisation. On peut constater que la combinaison (aBC) a la plus grande 
valeur de T g / p et il est donc, en principe, recommandé parmi les stratégies à 
deux paramètres optimisés par épisode. Parmi les jeux comprenant un 
paramètre optimisé par épisode, le jeu (aBc) est à préférer. Ces choix 
montrent que le paramètre B est un facteur très important pour le modèle 
GR3. 
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Figure 4-7 Rapport gain/perte de chaque stratégie intermédiaire 
4.4 RÉSUMÉ DES ANALYSES SUR LES PARAMÈTRES DU 
MODÈLE GR3 
L'étude de la surface de réponse pour un calage par épisode a bien montré les 
problèmes potentiels pour la méthode d'optimisation. Mais, on s'est aperçu 
que si les valeurs initiales étaient bien choisies, les difficultés d'optimisation 
pouvaient être évitées. 
L'analyse de sensibilité des paramètres a été effectuée dans le cadre de deux 
modes de calages, le calage global et le calage par épisodes. De cette analyse, 
on a tiré la conclusion que les transformées logarithmiques des paramètres 
ont presque le même niveau de sensibilité. Cette analyse confirme 
l'importance de l'initialisation du modèle. 
La possibilité de caler certains paramètres crue par crue a montré que 
chacun des trois paramètres du modèle GR3 a son propre rôle et il n'existe pas 
de paramètre superflu dans le modèle GR3. L'analyse des "gains" et des 
"pertes" de différentes stratégies d'optimisation révèle l'importance du 
paramètre B. 
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DEUXIÈME PARTIE 
MÉTHODOLOGIE DE PRÉVISION 
Cette partie est composée de trois chapitres. Le chapitre 5 donne un rappel succinct de 
l'état actuel de l'étude sur la prévision des crues en temps réel. Le chapitre 6 concerne 
l'établissement d'une nouvelle méthodologie pour la prévision des crues se basant sur 
un modèle pluie-débit conceptuel et cette méthodologie est vérifiée dans le chapitre 7. 
'le peu?¿prévoir [a route des corps célestes, 
mais je ne peu\_ run dire sur Ce mouvement 
dune petite goutte deau. ' 
CALILLO ÇALIL'EI 
(1564 -1642) 
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Chapitre 5 
Méthodes de prévision des crues 
en temps réel 
Résumé: Diverses méthodes de prévision des crues sont rappelées dans ce chapitre, 
réparties en cinq types selon leur rapport avec le modèle hydrologique: 1) méthode 
développée sur modèles de boite noire; 2) méthode développée sur modèles 
conceptuels; 3) méthode de traitement des écarts des modèles hydrologiques; 4) 
technique état-espace et méthode du filtrage de Kaiman et 5) méthode purement 
statistique sans rapport avec un modèle hydrologique. A la fin de ce chapitre, on donne 
certaines réflexions sur l'état actuel des méthodes de prévision des crues. 
5.1 SPÉCIFICITÉ DE LA PRÉVISION DES CRUES EN TEMPS RÉEL 
5 .1 .1 P r é v i s i o n d e s c r u e s e t p r é v i s i o n h y d r o l o g i q u e 
Les prévisions hydrologiques comportent trois aspects: les valeurs prévues, 
les buts de la prévision et les délais de prévision. Dans un glossaire 
d'hydrologie publié par le WMO (1974), la valeur soumise à prévision 
concerne principalement le niveau d'eau, la quantité d'eau (débit, volume), 
la formation de glace et la débâcle. L'un des buts de prévision les plus 
importants est la prévision des crues. Il existe aussi une prévision 
hydrologique pour la demande en eau, la navigation, l'agriculture et les 
étiages. Selon le délai de prévision, les prévisions sont classées en prévision 
à court terme (moins 48 heures), prévision à moyen terme (entre 2 et 10 
jours) et prévision à long terme (plus 10 jours). Il existe aussi une prévision 
saisonnière. L'importance de la prévision des crues à court terme est 
confirmée par les statistiques selon les besoins en prévision hydrologique 
existant en Europe montrées dans la figure 5-1 due à Schultz (1986). 
objecüfs de prévision hydrologique
 d é l ¡ ü d e p l é v i s i o n 
• protection des crues 
B énergie 
B navigation 
Q demande d'eau et hypène 
Q irrigation 
B controle de la qualité d'eau 
B problème de glace 
• moins 24 heures 
B d'un jour à une semaine 
0 à moyen terme 
Q à long terme 
Figure 5-1 Aspects de la prévision hydrologique 
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5 . 1 . 2 Méthode de prévision des crues en temps réel et 
système de prévision des crues 
La prévision des crues consiste à estimer a priori les valeurs futures des 
débits en temps réel. Les méthodes de prévision des crues peuvent être 
divisées en deux catégories à savoir les méthodes d'écoulement en rivière et 
les méthodes pluie-débit. O'Connell et Clarke (1981) ont décrit le problème de 
la prévision des crues en prenant en compte un modèle pluie-débit comme 
suit. Supposons 1) que le bassin versant sur l'exutoire duquel on prévoit les 
débits futurs soit bien équipé en vue d'une télémétrie des pluies et des 
niveaux d'eau; 2) que les niveaux d'eau soient enregistrés sur des intervalles 
At souvent mais non pas nécessairement égaux, et que ces enregistrements de 
pluies puissent être traités sur des intervalles égaux; 3) que l'on ait un 
modèle pluie-débit, q, = f[{p¿; i=l,...,t}, {8J; j=l,...,n}] + et, dont les n paramètres 
{8j', j=l,...,n} soient bien calibrés de sorte que ce modèle puisse transférer la 
série des pluies mesurées jusqu'au moment t, {p¡; i=l,. . . ,t}, au débit actuel qt 
avec une erreur e,. Sous ces conditions, on ajuste ce modèle pour la prévision 
A 
de qt+mAi. m étant un entier et mAt étant donc le délai de prévision, en tâchant 
de réduire l'erreur e,, dès que les nouvelles observations, p t et qt, seront 
arrivées. On procède de même pour la prévision de qt+i+mAt. qui est produite 
après l'ajustement du modèle selon les nouvelles observations de p t+i et q,+1 et 
ainsi de suite. 
Un système de prévision des crues (voir par exemple Tourasse, 1991; 
Herirault, 1991) repose sur deux éléments principaux. 1) Les moyens 
nécessaires pour collecter des mesures concernant l'évolution du milieu 
naturel. C'est en général un réseau de télémesure d'indicateurs tels que les 
hauteurs de précipitations et les niveaux d'eau en rivière. 2) Les moyens 
nécessaires pour exploiter ces informations et fournir, au fur et à mesure du 
déroulement de la crue, des estimations de l'évolution à venir des niveaux et 
des débits. Les prévisionnistes chargés de cette tâche recourent 
généralement à des modèles hydrologiques particuliers, appelés modèles de 
prévisions en temps réel. Actuellement, la méthode de prévision des crues 
n'existe donc pas toute seule et elle suit une partie importante d'un système 
de prévision des crues. 
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5.1.3 Intervalle d'acquisition des données pour la 
prévision des crues 
L'intervalle d'acquisition des données dépend du temps de réponse du bassin 
versant considéré. Un intervalle égal ou supérieur au temps de réponse est 
inutile pour la prévision hydrologique en temps réel. Avec un tel intervalle, 
la prévision et l'alerte à l'inondation seront effectuées trop tard, la crue 
étant déjà survenue. Si l'intervalle d'acquisition des données est plus petit 
que le temps de réponse, les prévisions peuvent être fréquemment 
contrôlées et modifiées dès que des données supplémentaires deviennent 
disponibles. En raison du fait que la collecte de données coûte cher, une 
compensation doit être prise en compte entre le coût de la prévision et 
l'avantage pouvant être tiré de cette prévision. Généralement, un intervalle 
d'acquisition des données est sélectionné entre un tiers et un sixième du 
temps de réponse. Les prévisions sont toujours émises à intervalles égaux à 
l'intervalle d'acquisition des données, et une technique d'interpolation peut 
être employée pour émettre des prévisions plus fréquemment. 
5.1.4 Délai de prévision 
Le délai de prévision est l'avance maximale possible avec laquelle on peut 
donner des prévisions significatives. Ordinairement, ce pas de temps est 
inférieur ou égal au temps de réponse. S'il faut un délai de prévision plus 
grand que le temps de réponse, une prévision de pluie doit être introduite 
impérativement pour pouvoir faire une prévision valide. Actuellement, la 
prévision de pluie n'a pas encore acquis suffisamment de fiabilité. Du fait des 
progrès de la technique de mesure par radar éventuellement par satellite, on 
peut être optimiste sur la possibilité de disposer d'une prévision fiable de 
précipitation à moyen terme (Singh, 1989). Dans le cas actuel, l'étude de 
prévision des crues repose sur de simples hypothèses sur les pluies futures. 
La préparation d'une prévision de crue comporte un certain nombre 
d'éléments comme le montre la figure 5-2. Ces éléments sont l'observation des 
données d'entrée, la transmission des données, le traitement des données, la 
préparation de la prévision, et la transmission de la prévision. Chaque 
élément prend du temps, et la consommation totale de temps pour préparer la 
prévision est la somme des temps nécessités par chacun de ces éléments. Le 
délai réel de prévision en est réduit d'autant, et c'est seulement le temps 
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restant qui est disponible pour effectuer des mesures atténuant les 
conséquences des inondations. 
délai de prévision total qui peut être disponible 
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Figure 5-2 Étapes d'une prévision(d'après Singh, 1989) 
5.2 RAPPELS DES DIFFÉRENTES MÉTHODES EN PRÉVISION 
DES CRUES 
Bien que l'idée de la prévision adaptative ne soit pas nouvelle, l'utilisation de 
procédures (algorithmes) numériques pour élaborer des prévisions est un 
développement relativement récent. Cette section a pour objectif de passer en 
revue les méthodes de prévision des crues développées autour des modèles 
hydrologiques. Pour cela, les méthodes de prévision des crues sont classées 
selon leur rapport avec le modèle hydrologique. Le §5.2.1 décrit les méthodes 
adaptées aux modèles de boîte noire, le §5.2.2 traite les méthodes portant sur 
les modèles conceptuels, le §5.2.3 concerne l'étude sur le traitement des écarts 
des modèles hydrologiques. De plus, le §5.2.4 décrit spécialement l'étude sur la 
technique état-espace et la méthode du filtrage de Kaiman dans le domaine de 
la prévision des crues, qui peut être associée à toutes les sortes de modèles 
hydrologiques (boite noire, modèle conceptuel ou modèle à base physique) ou 
une méthode de traitement des écarts et le §5.2.5 donne un exemple 
d'application d'une méthode purement statistique sans rapport avec un 
modèle hydrologique. 
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5.2.1 Méthodes adaptées aux modèles de boîte noire pour 
la prévision des crues 
5.2.1.1 Modèle entrée-s tockage-sort ie 
Ce type de modèles a été développé, entre autres, par Lambert (1969, 1972) et à 
été étendu par McKerchar (1975) et Green (1979). Ils partent des équations de 
continuité et de stockage-sortie: 
d S
 / « i x 
77 = P - e - q (5-la) 
S = k /og (q /k , ) ( 5 - l b ) 
où S=S(t) est la hauteur d'eau moyenne détenue dans le bassin versant 
considéré , p=p(t) est l'entrée, pluie moyenne spatiale, et e, q sont 
respectivement l'évaporation et le débit, k et kt sont des coefficients liés au 
fonctionnement du réservoir. Les équations précédentes peuvent être 
résolues en supposant e =0 pour l'estimation de qt+1 connaissant qt et p: 
_ll_ 
q t + i = ^ 
^ ( l > ) e - P A l / k 
P P 
Qt 
q,At 
(p>0) (5-2a) 
(p<0) (5-2b) 
L'équation (5-2a) suppose que la pluie p a une intensité constante à 
l'intérieur de chaque intervalle de temps At considéré. En plus, cette équation 
implique d'utiliser p,.L étant la pluie cumulée sur une durée L précédant t, 
paramètre à caler comme le paramètre k. 
La variable qt, débit observé à la fin de l'intervalle t, peut être utilisée comme 
valeur initiale de l'équation 5-2 en prenant en compte S = klogq. 
Pareillement, la prévision qt+l peut donc être obtenue en substituant pt_L+i à 
p,_L et ainsi de suite. 
Il faut noter que cette méthode ne se prête pas à l'adaptation des paramètres 
du modèle en temps réel avec de nouvelles observations de pluie et de débit. 
Les prévisions ne sont corrigées que par l'utilisation de qt donné à la fin du 
pas de temps t. Pour cela, cette méthode a été améliorée par Green (1979) de 
deux façons suivantes: 
a) Remplacement de p,.L par une moyenne pondérée sous le terme: 
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2(l-6)pt-L-i + 6pt_L + 20-9)Pt-L+i (5-3) 
pour permettre de lisser la pluie dans le temps. Selon les résultats obtenus sur 
le bassin versant de Dee, Green (1979) a indiqué que l'intérêt de ce lissage est 
très limité. 
b)Remplacement du paramètre k par une fonction k = k(q). De cette façon, 
Green (1979) a disposé d'une méthode pour estimer en temps réel le 
paramètre k en se basant sur le débit initial q0, méthode dans laquelle la 
montée et la descente d'une crue étaient traitées séparément afin de trouver 
une bonne relation entre k et q. Green (1979) a constaté qu'une amélioration 
"significative" était obtenue de cette façon. 
5.2.1.2 Modèle en t r ée - so r t i e 
Ce type de modèles consiste à établir des fonctions très simples pour passer 
des débits antérieurs ou/et des pluies antérieures au débit actuel. Il existe 
généralement trois sortes de relations. 
a) Une relation linéaire entre le débit qt et les pluies actuelle et antérieures 
(Pt. Pt-i». ••••)• Si q, et (p,, pi_], ...) sont les mesures en temps discret, cette 
relation linéaire peut donc être écrite comme suit: 
m 
q, = a0p, + a1p t.1 + ...+ amp t.m = X otiPt.i (5-4) 
i=0 
o ù { a j , i=0,...,m) sont des paramètres. Souvent, le fait qu'un délai de temps b 
existe entre la pluie et le débit, permet d'appliquer les paramètres ( a i ( 
i=0,...,m) aux variables (p t.b, ..., pt-b+m) e l donc de réaliser une prévision de 
débit. 
b) Une relation linéaire entre le débit actuel qt et les débits antérieurs (q,_ 
i»•••' 1t-n)- Cette relation peut être exprimée comme suit: 
n 
qt = Piqt-i + ß2q.-2 + .» + PnQi-n = I PiQt-i ( 5 - 5 ) 
i = l 
où ß i,...,ßn sont les paramètres. 
Deuxième partie Chapitre 5 page 106 
c) Une relation linéaire entre le débit qt, des débits antérieurs (qt.i_ q,_2, ..., qt. 
n) et des pluies (p¡, p t.b-i. - , Pt-b-n), qui combine (5-4) et (5-5): 
n m 
qt = ôiq t .1+ ... + 8nqt.n + (öoPt-b + - + (ûmPt-b-m = X 8¡qt_¡ + X ©iPt-b-i (5-6) 
i=l i=o 
où (8i, i=l,...,n) sont n paramètres correspondant aux débits antérieurs, et (CÛJ, 
i=0,...,m) sont m+l paramètres correspondant aux pluies. 
L'identification des paramètres dans les équations (5-4), (5-5) et (5-6) est 
devenue un sujet très courant en hydrologie et il existe un grand nombre de 
documents dans la littérature. Trois types de méthodes d'identification des 
paramètres vont être cités ici. 
La méthode des moindres carrés peut être appliquée directement pour 
identifier les modèles précédents. On peut réécrire l'équation 5-4 en ajoutant 
un terme d'erreur £ incluant l'erreur de simulation du modèle et le bruit des 
mesures des pluie et débits. Alors: 
m 
q t= X aiPt-i + Et (5-7) 
i=! 
Cette méthode est appliquée sous deux hypothèses à savoir que pt est une 
variable déterministe sans erreur et e est une variable aléatoire non-
autocorrélée. Dans ce cas, l'estimation des paramètres (a i ( i=l,..,m) devient un 
problème standard de l'analyse de régression linéaire, et la méthode des 
moindres carrés ordinaire peut nous fournir une estimation non-biaisée, où 
la fonction de coût est 
J.= I ( q , - H | 0 ) 2 (5-8) 
i=l 
T 
où FL et 0 sont respectivement les vecteurs des pluies antérieures et des 
paramètres estimés. 
La méthode recursive des moindres carrés (voir par exemple Young, 1974; 
Weiss, 1980). Elle peut êlre appliquée à l'estimation des paramètres pas à pas 
en supposant une évolution temporelle des paramètres: 0(t)= 0( t- l )+ £2(t), où 
iî(t) est une variable aléatoire. Si Q(t) suit une distribution Gausienne sans 
auto-corrélation, le paramètre estimé sera indépendant des estimations 
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précédentes dans le temps. La fonction de coût de cette méthode est affinée 
par rapport à (5-8): 
Jt= I ^ ' C q , - HfGi)2 0 < X < 1 (5-9) 
i=l 
où X est un facteur de pondération. Plus la valeur de À. est petite plus vite les 
données antérieures deviennent négligeables et plus les variances des 
paramètres estimés sont fortes. 
La méthode transfert-bruit consiste à reformuler les modèles précédents en 
ajoutant un terme de bruit, puis à essayer d'estimer les paramètres (voir par 
exemple Salas et al., 1980). Dans l'équation (5-6), on peut supposer que le 
débit puisse être exprimé par deux composantes: l'une est déterministe qt et 
l'autre est stochastique n,. 
Q,= qt + Ti, (5-10) 
La composante q, est décrite par la fonction de transfert (5-6) et la 
composante stochastique est supposée être une somme de bruits blancs at: 
ili = <Mi-i + <t>2Tlt-2 +••• + <Mi-n + a, - 9ia,.i - ... - 8mat.m (5-11) 
Pour alléger l'écriture, on introduit l'opérateur de retard B tel que Bmq t = qt.m 
et les polynômes caractéristiques: 
4>n(B) = 1 - 4>,B - ... - 4>nB» (5-12a) 
0m(B) = 1 - 9,B - ... - emBm (5-12b) 
Sr(B)= 1 - 5 ,B- . . . -5 rB r (5-12c) 
CÜS.,(B) = 1 - CÛ,B - ... CÛS.IBS1 (5-12d) 
Alors, les équations (5-6) et (5-11) peuvent être donc réécrites comme suit: 
ôr(B)ql = coï.,(B)pl.b (5-13) 
4>n(B)lt = em(B)a, (5-14) 
en remplaçant q, e t n , de l'équation 5-10 avec l'équation 5-13 et l'équation 5-
14, on obtient: 
_. (0(B) 6(B) 
Q« = W B T p-b + m)at (5"15) 
Cette expression est schématisée dans la figure 5-3. 
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P, 
Figure 5-3 Le modèle de transfert-bruit (Moore, 1982) 
On peut utiliser une méthode d'identification pour estimer les paramètres 
dans les polynômes 8(B), œ(B), 8(B) et 4>(B). Box et Jenkins (1970), par 
exemple, ont recommandé une méthode d'estimation "off-line" dans laquelle 
ces polynômes sont exprimés comme des fonctions des valeurs initiales de p, 
q et a alors que les estimations peuvent être achevées par la méthode des 
moindres carrés non-linéaire. La méthode recursive utilisée pour la 
prévision des crues a été étudiée par exemple par Young (1974). Il a proposé 
une méthode recursive utilisable "on-line" dans laquelle les estimations des 
paramètres des fonctions de transfert et de bruit sont traitées séparément par 
l'utilisation d'une procédure d'estimation appelée IVAML. 
Les algorithmes d 'autoréglage
 o n t été développés à l'origine de la théorie du 
contrôle automatique. Leur utilisation dans le domaine de la prévision 
hydrologique a été explorée par Ganendra (1980). Le point de départ de cette 
méthode est de représenter un système hydrologique avec l'équation aux 
différences stochastiques d'ordre n. 
¡>(B)q t = vn(B)p,+yu(B)a t (5-16) 
où B est l'opérateur de retard et Çm(B), yn(B) et yu(B) sont 
carac té r i s t iques : 
¡>(B) = 1 + ÇiB + ... + ¡>Bm 
\|/n(B) = 1+ yiB + ... + V|/nBn 
yu(B) = 1 + yiB + ... + yuBu 
Cette méthode ne concerne pas l'estimation des paramètres dans le modèle, 
mais propose un indice de prévision donnant l'espérance minimale pour le 
carré de l'erreur de prévision. La prévision pour qt est donnée par 
Modèle de bruit 
^ t 
Modèle de processus 
q, 
<D Q, 
les polynômes 
(5-17a) 
(5-17b) 
(5-17c) 
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A yn(B) Gs(B) 
q ,+„At/ t=C m ( B ) P l+ C œ ( B ) F w ( B ) et (5-18) 
A 
où <lt/t-k est la prévision de qt avec un délai k; Gs(B) et Fw(B) sont des 
polynômes, et e test l'erreur de prévision. 
e(t) = qt - ql/MlAt (5-19) 
Les paramètres de cette méthode de prévision sont estimés par la méthode des 
moindres carrés. La pertinence de cette méthode de prévision est jugée en 
testant si les coefficients de corrélation entre vt et qt et entre vt et vs quand 
t*s, sont nuls. 
Pour pouvoir prendre en compte la transition entre la descente d'une crue et 
la montée de la crue suivante, Ganendra (1980) a introduit dans l'estimation 
de prévision d'autoréglage une entrée auxiliaire appelée PERLOG en 
représentant une mesure de l'état antérieur du bassin versant considéré. 
Compte tenu de ce que les relations linéaires ne correspondent pas très bien 
à la réalité, de nombreux efforts ont été consacrés à réduire la non-linéarité 
de la transformation sur les pluies. Par exemple, Whitehead et Young (1975) 
ont essayé d'introduire un paramètre mt afin de modifier la pluie pt en p t = 
p,m ( ; Todini et Wallis (1977) ont recommandé une méthode de seuil pour 
répartir la pluie mesurée en deux classes. 
5.2.2 Méthodes adaptées aux modèles conceptuels pour la 
prévision des crues 
Une correction en temps réel des paramètres d'un modèle conceptuel a été 
proposée par Tucci et Clarke (1980). Ils ont choisi un modèle conceptuel 
simple modifié de l'algorithme de Horton n'ayant que 5 paramètres à caler. 
Ils ont noté la complexité des procédures itératives d'estimation utilisées dans 
les modèles conceptuels et la longue durée des enregistrements de données 
nécessaires pour ajuster les paramètres du modèle en temps réel, ce qui 
demande un supplément de capacité de stockage pour les ordinateurs. La 
méthode consiste donc à 1) retenir seulement les M plus récentes valeurs des 
variables d'entrées et de sorties d'un modèle conceptuel; 2) résumer l'histoire 
préalable du bassin en utilisant le contenu estimé des données emmagasinées 
au moment t-M, t étant le moment actuel et 3) employer les valeurs des 
paramètres estimés à l'instant t-1 comme valeurs initiales des paramètres à 
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l'instant t. L'ajustement des paramètres dépend seulement des M dernières 
observations et valeurs calculées. Les paramètres sont optimisés en 
minimisant la somme des carrés des erreurs avec la méthode de Rosenbrock 
(Rosenbrock, 1960). Le nombre M est au coeur de cette méthode, dans laquelle 
l'optimisation des paramètres est bien allégée. 
Brath et Rosso (1989) ont donné un autre exemple. Ils se basent sur un modèle 
conceptuel ayant six paramètres dont trois décrivent le processus 
d'absorption, deux pour la transformation des pluies en écoulements 
superficiels et un pour la transformation de l'eau infiltrée en eau 
souterraine. L'ajustement des paramètres se fait à chaque pas de temps pour 
la prévision en partant des valeurs optimisées précédemment, dès que les 
nouvelles observations deviennent disponibles. Les paramètres optimaux 
sont définis comme ceux qui minimisent une certaine fonction de coût 
proposée a priori. Deux sortes de fonctions de coût ont été choisies et puis 
comparées, à savoir les moindres carrés et le maximum de vraisemblance des 
erreurs auto-corrélées. Il est indiqué que le problème le plus important pour 
l'estimation des paramètres d'un modèle conceptuel en temps réel provient de 
la méthode d'optimisation. Selon cette étude, il a été noté que la méthode des 
moindres carrés marche mieux que la méthode du maximum de 
vraisemblance dans le cas d'une forte auto-corrélation de la série des résidus 
du modèle. 
5.2.3 Traitement des écarts d'un modèle hydrologique 
5.2.3.1 Prévision des écar ts 
L'une des méthodes utilisables pour la prévision des crues est la prévision des 
écarts (Jones et Moore, 1980; Moore, 1982). Le modèle hydrologique est 
supposé tel que ses erreurs restent systématiquement positives ou négatives 
pour un certain temps dans la simulation. Cela nous conduit à exploiter cette 
structure de dépendance dans les erreurs par une méthode capable de 
prévoir l'écart pour le prochain pas de temps. L'essentiel de cette méthode est 
décrit ci-après. 
A 
Notons q, la prévision d'une observation q, faite à l'instant t-1 et e t l'écart de 
cette prévision, on a alors: 
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qi = qt+Et (5-20) 
On a deux façons alternatives pour la prévision de et (Box et Jenkins, 1970). 
Modèle AR(m) des écarts consiste à décrire l'écart e t selon les écarts 
p récéden t s : 
<Dm(B)et = at (5-21) 
où {<f>¡, i=l,...m} sont m paramètres réels indépendants de t, at est l'erreur 
résiduelle non-corrélée. <l>m(B) est appelé opérateur autorégressif d'ordre m. 
Modèle ARMA(m.n) des écarts a la forme suivante: 
* m (B) E l = en(B)a, (5-22) 
où {qj, i=l n} sont n paramètres réels indépendants de t, et 0„(B) est appelé 
opérateur moyenne mobile d'ordre n. 
La prévision des crues selon les équations (5-21) et (5-22) peut être réalisée 
par la méthode recursive d'identification des paramètres présentée dans 
§5.2.1. Avec une méthode de prévision des écarts, un modèle hydrologique 
peut être ajusté au cours de son fonctionnement et le modèle et ses 
paramètres calés ne seront pas modifiés. Cela est sans doute un des avantages 
de cette méthode. Autrement dit, cette méthode fournit une technique facile 
pour utiliser les informations les plus récentes reçues en cours de prévision. 
La performance de cette méthode dépend du niveau de persistance des écarts 
du modèle. Malheureusement cette persistance est très faible au moment de la 
montée et de la pointe de crue où les écarts présentent souvent une tendance 
à la croissance rapide comme indiqué par Moore (1986). Une synthèse des 
études sur la méthode de prévision des écarts peut être trouvée dans Miquel et 
Roche (1984). 
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5.2.3.2 P o n d é r a t i o n mul t i -modè le s 
Cette méthode traite aussi les écarts des modèles hydrologiques. En prenant 
en compte le fait qu'aucun modèle n'est capable de fournir des prévisions 
optimales dans tous les cas, une procédure qui consiste à combiner les 
prévisions de plusieurs modèles disponibles a été proposée afin de pouvoir 
exploiter les avantages de chaque modèle. Cette procédure a déjà présenté des 
succès dans la prévision économique selon les études entre autres de Bates et 
Granger (1969), Newbold et Granger (1974) et Makridakis et Winkle (1983). Il 
est constaté que pour la prévision économique, la combinaison de différentes 
méthodes envisageables peut être formulée et appliquée de façon très simple 
et apporte un gain de précision considérable. Il est noté par Roche et Tamin 
(1987) que "la décision de cette procédure ne consiste pas à choisir le 
meilleur modèle, contrairement à ce qui est supposé implicitement dans les 
études de prévision". Selon Makridakis et Winkle (1983), la combinaison des 
prévisions présente l'avantage d'être plus stable que les méthodes 
particulières lorsque celles-ci sont soumises à des perturbations. 
Dans le cas où l'on combine des modèles à écarts très córreles, le gain de 
variance est illusoire, et l'instabilité des coefficients qui en résulte est un 
défaut qu'il convient d'éviter (Roche et Tamin, 1987). Il importe que les 
modèles choisis pour cette procédure soient de différents types. 
La combinaison peut être effectuée soit par une pondération uniforme pour 
chaque modèle, soit par une pondération donnant un poids différent à 
chaque modèle. Cette deuxième option permet de prendre en compte les 
performances relatives des différents modèles individuels. Elle est fondée sur 
l'analyse de la covariance des écarts des prévisions fournies par ces modèles. 
Deux types de pondérations peuvent être prises en compte pour la deuxième 
option comme suit. 
Pondération stat ionnaire: le poids accordé aux différentes méthodes est 
calculé sur la base d'une minimisation de la variance des erreurs. Dans le cas 
où les matrices des covariances des erreurs sont connues, le poids qui donne 
la combinaison optimale (:(,) peut être déterminé de façon explicite. Soient w¡ 
les poids utilisés: 
p 
x,= 2 , w ' x t (5-23) 
i = l 
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A ( ' ) 
où w. est le poids accordé au modèle i, xt est la prévision du ie modèle au 
moment t, et p est le nombre de modèles utilisés. Makridakis et Winkle (1983) 
ont proposé une méthode pour estimer w¡, dans laquelle les corrélations entre 
les erreurs de prévision sont ignorées: 
t - 1 
(i )\2 XO 
h=t-v 
Wj - p p t - i 
I S 
j = l L h = t _ v 
S Z<e(hJV 
(5-24) 
(i) 
où e, est l'erreur de prévision du modèle i; v est le nombre de pas de temps 
p 
pris en compte, w¡ est toujours compris entre 0 et 1 et £ w ¡ = 1. 
¡=i 
Pondération évolutive: elle a été proposée à l'origine par Newbold et Granger 
(1974). Les poids w¡ peuvent être estimés d'une façon recursive. Cette méthode 
est basée sur une estimation de la covariance des écarts des modèles durant 
les derniers pas de temps, de façon à réduire au fur et à mesure les poids des 
modèles dont la qualité se dégrade au profit des modèles qui sont devenus plus 
performants. Entre autres méthodes, Newbold et Granger (1974) ont proposé 
d'actualiser w, selon la formule suivante: 
Wfcl=ßWk.M + ( l -ß)W k j t 
V 
I - 1 
X « , k K j 
w u = I-1 
I I(eV') 
j = | L s - l - v 
( j \ 2 
S 
- 1 
(5-25) 
(5-26) 
où v est la durée prise en compte pour analyser les écarts de prévision 
récents, ß est pourcentage accordé aux poids utilisés au pas de temps 
p récéden t . 
McLeod et al. (1987) ont appliqué la méthode de pondération stationnaire au 
cas de prévisions hebdomadaires en prenant trois modèles de différents 
types: un modèle autorégressif périodique (Noakes et al., 1985), un modèle de 
fonction de transfert et de bruit sur les mesures (voir par exemple Box et 
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Jenkins, 1970; Hipel et al, 1977) et le modèle conceptuel PREVIS (Kite, 1978). 
Les résultats de cette étude montrent qu'une amélioration significative de la 
performance de prévision peut être obtenue lorsque les prévisions produites 
par les différents types de modèles sont pondérés en tenant compte des 
variances de leurs erreurs. 
Tamin (1986), Roche et Tamin (1987) et Roche et Torterotot (1988) ont montré 
les résultats de la méthode de pondération évolutive appliquée à la prévision 
amont-aval en considérant trois types de relations amont-aval: 1) relation 
entre hauteurs d'eau observées; 2) relation entre les variations de ces 
hauteurs d'eau et 3) extrapolation autorégressive sur les variations de 
hauteurs d'eau aval. Dans ces études, la prévision est considérée comme une 
décision comportant deux étapes à savoir diagnostic et pronostic. Le 
diagnostic consiste à estimer en temps réel les probabilités des différentes 
configuration de fonctionnement dans lesquelles les modèles fournissent des 
performances différentes. L'opération de pronostic consiste à réaliser une 
combinaison pondérée des résultats des différents modèles. La pondération 
évolutive a été réalisée d'une façon différente de l'équation 5-25 dont les 
poids sont recalés sur les poids initiaux et non pas sur ceux du pas de temps 
précédent. Les résultats obtenus montrent que l'on peut éviter la très forte 
dégradation due à l'usage d'un modèle fonctionnant avec des informations 
erronées, en y substituant progressivement des relations mieux adaptées 
grâce à la méthode de pondération proposée. Trois avantages de cette 
procédure ont été soulignés par Roche et Tamin (1987) à savoir 1) calage à 
peu près inexistant; 2) aptitude à traiter n'importe quels types de modèles de 
prévision (sans que la formulation de ceux-ci soit homogène) et 3) 
modification des pondérations parfaitement réversible. 
5.2.4 Technique état -espace et f i ltrage de Kaiman 
La théorie initiale du filtrage de Kaiman a été introduite par Kaiman (1960) et 
Kaiman et Buey (1961) dans le domaine du contrôle des processus. Depuis ce 
moment, elle a trouvé de larges applications dans des domaines 
technologiques très variés, particulièrement dans le génie aérospatial. Les 
applications de la technique état-espace et du filtrage de Kaiman ont fait 
l'objet d'un intérêt croissant dans l'étude des ressources en eau à cause de 
leur avantages inhérents dont les plus significatifs sont indiqués par 
Bergman et Delleur (1985a): 1) possibilité d'une estimation optimale de 
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prévision en temps réel; 2.) évaluation de la précision de la prévision et de 
l'état du système; 3) séparation des bruits du système et des observations et 4) 
possibilité de considérer des systèmes non-stationnaires. 
Le filtrage de Kaiman est effectivement une structure, et son utilisation doit 
être accompagnée d'une description mathématique du processus considéré 
(e.g. un modèle hydrologique), même si cette description n'est pas parfaite. Il 
faut transformer le modèle du processus en une formulation mathématique 
particulière à laquelle le filtrage de Kaiman peut être appliqué. Cette 
formulation est celle de la technique état-espace qui comporte d'une part une 
équation pour l'évolution du système consistant en une composante 
déterministe et une composante stochastique prenant en compte les 
incertitudes du modèle, et d'autre part une équation de mesure visant à 
prendre en compte les erreurs d'observation. De ce fait, le bruit du système et 
le bruit des mesures sont pris en compte explicitement, ce qui est différent de 
ce qui se passe avec les modèles traditionnels dans lesquels les bruits sont 
considérés globalement. La base de la formulation état-espace consiste à 
indiquer l'importance des effets aléatoires fonctionnant dans un système et 
n'étant pas pris en compte dans un modèle déterministe. 
L'objectif de cette technique consiste à estimer une variable d'état X, selon 
une observation Y, de Xt, quand l'état Xt est déformé par le bruit vt, de sorte 
que Y, = X, + v t. Le problème est donc de filtrer le bruit v t en dehors des 
observations pour pouvoir obtenir la meilleure estimation possible de Xt. Le 
filtrage de Kaiman a pour but de fournir la meilleure estimation linéaire, 
non-biaisée et de variance minimale de la variable d'état en fonction des 
observations passées. Dans cette technique, un système linéaire peut être 
simplement exprimé avec deux équations à savoir l'équation d'évolution de 
système et l'équation de mesure: 
l'équation du système: X,+1 = F,X( + Btut + (ùt (5-27) 
l'équation d'observation: Y, = H,Xt + vt (5-28) 
où X, est le vecteur d'état et Y, est le vecteur des mesures, les débits par 
exemple, u, est le vecteur des entrées du système, les pluies par exemple; (¿>tet 
v, sont les vecteurs des bruits d'état et de mesure, respectivement; F, est la 
matrice de transition, B, et H, sont les matrices de pondération. Selon la 
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théorie standard du filtrage de Kaiman, les variables de bruit sont des 
variables aléatoires identiques gaussiennes indépendantes, c'est à dire que 
E(a>t) = 0; E(vt) = 0; E(œ, a¿) = W8t,k; E(vt vk) = V5tjlc; E(<at v¡[) = U5t,k ( 5 -29 ) 
où § t k est le delta de Kronecker, ôt,k = 0 quand t * k et 5t>t = 1, et U, V et W sont 
des constantes. De plus, il est supposé que le bruit d'état (ùt est indépendant de 
Xs quand s<t, et que le bruit de mesures vt est indépendant de Xt. 
La figure 5-4 donne une description schématique d'un filtrage d'un vecteur 
d'état à deux dimensions d'après les équations (5-27) et (5-28). L'incertitude 
associée à la prévision est représentée par une ellipse. Les états du système 
A A 
sont observés avec les bruits des mesures, et les deux estimations, Yt+1 et X, + i / t 
A 
sont filtrées pour estimer X t + 1 / t + 1 . 
ellipse de combinaison 
des incertitudes de 
modèle et de mesure 
erreur de modélisation 
A,(t) A,(t+1) 
Figure 5-4 Schéma de l'opération de filtrage d'un vecteur bidimensionnel 
(Wood et O'Connell, 1985) 
Une caractéristique importante particulière du filtrage de Kaiman et de la 
technique état-espace est sa structure générale et flexible, qui les rend 
applicables à un grand nombre de problèmes. De ce fait, les différents types 
de modèles hydrologiques à savoir les modèles à base physique, les modèles 
conceptuels et les modèles de boite noire, peuvent être exprimés sous une 
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même forme. Des exemples de formulation d'un modèle hydrologique sous 
une forme état-espace sont montrés dans Chiu (1978), Wood (1980) et l'IAHS 
(1980). 
La séparation en bruit du système et bruit d'observation paraît intéressante 
pour analyser un système hydrologique où les observations sont affectées 
d'erreurs. En fait, très peu d'attention a été apportée à ce point jusqu'à 
aujourd'hui. Sorooshian et Dracup (1980) ont présenté une analyse des 
erreurs corrélées avec la variance variable des mesures de débits, et Potter et 
Walker (1981) ont indiqué que les erreurs des mesures pour les crues de 
différentes tailles ont des caractéristiques différentes. Mais, une approche 
convenable de la modélisation des erreurs de mesure est encore à faire 
(Bergman & Delleur, 1985a). 
Les estimations optimales des variables d'état ne sont obtenues que quand la 
matrice de transition, les caractéristiques statistiques des bruits du système et 
d'observations sont connues. Les conditions permettant d'évaluer la 
performance du filtrage optimal sont discutées par exemple dans Jazwinski 
(1970). Dans le cas du contrôle automatique industriel, ces quantités peuvent 
être données a priori ou peuvent être supposées connues, mais 
généralement, dans un système hydrologique, ces quantités sont inconnues 
et doivent être estimées simultanément avec la variable d'état. Cela entraîne 
l'étude du filtrage adaptatif. Les méthodologies correspondantes ont été 
présentées par Mehra (1970), Quigley (1973) et Todini (1978) entre autres. 
Sous certaines conditions, il est possible d'utiliser des versions non-linéaires 
des équations (5-27) et (5-28) exprimées comme suit: 
Xt+, = F,(X,) + G.co, (5-30) 
Y, = H,(X,)+
 V( ( 5 . 3 1 ) 
où F t(.) et H((.) sont des fonctions non-linéaires, et Gt est la matrice de 
pondération non-constante et état-dépendante, et co t e tv t son t définis comme 
précédemment. Dans ce cas, après un développement de Taylor du premier 
ordre, le filtrage de Kaiman peut être appliqué aux approximations linéaires. 
Cette technique est nommée dans la littérature filtrage de Kaiman étendu. 
Duong et al. (1975) ont appliqué ce filtrage au modèle hydrologique de 
Prasad. Moore et Weiss (1980) ont formulé un modèle pluie-débit simple non-
linéaire sous la forme état-espace, puis utilisé le filtrage de Kaiman étendu 
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pour estimer récursivement les paramètres du modèle pour la prévision des 
débits. 
On peut citer comme exemple le travail de Kitanidis et Bras (1980 a et b) dans 
lequel la technique état-espace et la méthode de filtrage de Kaiman étendu est 
appliqué à un modèle conceptuel. Dans cet exemple, on peut apercevoir les 
difficultés de la formulation d'un modèle conceptuel dans un état d'espace. Le 
modèle utilisé est celui du NWSRFS (Peck, 1976). Un modèle conceptuel est 
normalement formulé d'une façon déterministe en supposant que les entrées 
du système suffisent pour décrire l'évolution du système, et les mesures des 
sorties du modèle sont regardées comme des informations supplémentaires. 
Cette modélisation ignore en fait les incertitudes provenant de quatre sources 
à savoir: le modèle, les paramètres du modèle, l'entrée du système et les états 
initiaux du système. Dans ces conditions, il est sans doute nécessaire 
d'interpréter un modèle conceptuel d'une façon stochastique. L'étude de 
Kitanidis et Bras (1980a, b) intervient principalement sur trois points 
importants: formuler le modèle NWSRFS sous une forme état-espace, 
linéariser les composants, et intégrer l'équation du système. 
La transformation du modèle conceptuel NWSRFS sous forme d'équation 
différentielle de premier ordre du vecteur d'états X donne: 
X = f(X,u,t) + (o(t) (5-32) 
avec une équation d'observation: 
Y(t) = h[X(t)] + E(t) (5-33) 
d'où u est l'entrée de système, t est le temps, co est le bruit du système, Y est le 
vecteur des mesures avec des erreurs e. h(*) et f(#) sont des fonctions non-
linéaires. Pour cela, le modèle est simplifié sur cinq points: 1) éliminer 
l'évaporation de l'eau libre dans la zone supérieure, 2) modifier la fonction 
de distribution de l'eau s'infihrant à la zone inférieure; 3) éliminer la 
transformation de l'eau libre en eau de tension; 4) ignorer l'action de l'eau 
superficielle et 5) remplacer la méthode de routage en canal par celle d'un 
réservoir linéaire. Tous ces modifications ont été testées en comparant les 
résultats de la version modifiée du modèle avec ceux de la version originale. 
Il a été noté (Kilanidis et Bras, 1980a) qu'aucune différence majeure ne 
résulte de ces modifications. Le vecteur d'état du modèle comporte pourtant 
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huit éléments dont sept d'entre eux ont des rapports avec le stockage d'eau, et 
le huitième appartient au calcul de routage en canal. 
La linéarisation consiste à transformer les équations (5-32) et (5-33) sous les 
formes ci-dessous similaires aux équations (5-20) et (5-21): 
X = F,X(t) + B,u(t) + co(t) (5-34) 
Y(t) = H,X(t) + v(t) (5-35) 
où F, B et H ont les mêmes définitions que celles figurant dans les équations 
(5-27) et (5-28). La méthode traditionnelle de linéarisation utilisée souvent 
est le développement de Taylor, mais il est impossible de l'appliquer à un 
modèle conceptuel parce que des fonctions du type seuil n'ayant pas de 
dérivée existent souvent dans un modèle conceptuel. Kitanidis et Bras (1980b) 
ont utilisé une description proposée par Gelb (1974), dans laquelle une 
fonction non-linéaire peut être approchée par des fonctions linéaires 
relatives aux différents niveaux d'entrées. Par rapport aux méthodes 
traditionnelles de linéarisation, l'avantage le plus important de cette 
technique est de ne pas exiger la différentiabilité pour la fonction non-
linéaire considérée. De plus, cette technique peut préserver les 
caractéristique essentielles du système non-linéaire considéré. 
L'intégration a pour objectif de retrouver les originaux des états estimés de 
l'équation 5-34. Une approche spécifique a été proposée par Kitanidis et Bras 
(1978a). En outre, en vue d'estimer les caractéristiques statistiques des 
erreurs du modèle et des entrées, Kitanidis et Bras (1978b) ont proposé aussi 
une méthode d'estimation lorsque les erreurs du modèle sont supposées être 
des bruits blancs Gaussiens avec une matrice de covariance constante, et les 
entrées des variables aléatoires Gaussiennes non-corrélées avec une 
variance également constante. 
Enfin, les paramètres du modèle conceptuel NWSRFS tel qu'il est exprimé par 
les équations (5-34) et (5-35) peuvent être adaptés en temps réel en utilisant 
directement le filtrage de Kaiman étendu (Schweppe, 1973) pour pouvoir 
estimer la propagation des incertitudes et utiliser le "feed-back" des 
informations observées en cours de prévision. 
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Il a été trouvé que l'utilisation du feed-back améliore significativement la 
performance en temps réel du modèle NWSRFS qui obtient ainsi une 
performance meilleure que celle d'un modèle ARMAX pour des délais de 
prévision plus longs que 6 heures (un pas de temps). De plus, les prévisions 
du modèle ARMAX sont moins fiables que celles du modèle conceptuel dans le 
cas de variation des conditions hydrologiques ou de perturbation des 
mesures. Bien que le modèle ARMAX soit satisfaisant sur les décrues, le 
modèle conceptuel est plus fiable au point de vue des valeurs caractéristiques 
importantes des crues telles que le début de la montée, le temps d'apparition 
et la hauteur de la pointe et le volume total. 
Dans les dernières décades, un grand nombre d'articles ont été publiés dans 
lesquels la procédure composée du filtrage de Kaiman et de la technique état-
espace a été appliquée aux problèmes des ressources en eau. Dans les années 
70, Szollosi-Nagy (1976) a présenté une application de cette procédure à la 
prévision des débits en utilisant un modèle entrée-sortie décrit par une 
fonction de convolution. Wood et Szollosi-Nagy (1978) ont appliqué cette 
procédure à la prévision des débits avec un délai de 6 heures sur la rivière 
Ombrone en Italie. Un compte rendu complet sur les applications de cette 
procédure dans les domaines de l'hydrologie, de l'hydraulique, de la qualité 
des eaux et des eaux souterraines a été donné par Chiu (1978). Dans les années 
80, Logan et al. (1982) ont établi un système de prévision avec cette 
procédure et un modèle non-linéaire comportant des paramètres variant 
dans le temps. Bergman et Delleur (1985a et b) ont proposé un algorithme 
pour la prévision des débits journaliers avec cette procédure et le modèle AR. 
Un essai sur un modèle PARMA (periodic ARMA) a été présenté par Jimenez 
et McLeod (1989). 
5.2.5 Méthodes purement s tat i s t iques pour la prév is ion 
des crues 
La méthode des plus proches voisins (PPV) est connue par les statisticiens et 
les spécialistes de la reconnaissance des formes comme une méthode 
statistique non-paramétrique appliquée à un échantillon d'événements 
indépendants et a été introduite pour la prévision des crues par Yakowitz 
(1985), Kalsson et Yakowitz (1987a et b) et Yakowitz et Kalsson (1987). On 
considère pour la prévision hydrologique une série de paires aléatoires {[pi( 
q¡], i=l, ..., n}, p et q étant respectivement la pluie et le débit. La méthode PPV 
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se fonde sur une hypothèse importante à savoir que la série {[p¡, q¡], i=l,..,n} 
est stationnaire (indépendante de l'origine de temps) et ergodique (la 
moyenne d'échantillon converge vers l'espérance). On présente ci-dessous 
une suite de définitions précisant cette méthode. 
Définition 1: pour un segment fini {[p¡, q¡], i=l, ..., n} de paires aléatoires et un 
chiffre entier M<n, nous appellerons x(n) un vecteur caractéristique si et 
seulement si x(n) dépend des M observations les plus récentes, et cette 
dépendance ne dépend pas du temps n. Par exemple, x(n) = [q(n), q(n-l), 
p(n), p (n- l ) ] . 
Soit m(x) l 'espérance du futur débit qui conditionne le vecteur 
caractéristique actuel x à savoir: 
m(x) = E[q(n+l)/x(n)=x] (5-36) 
m(x), une fonction de régression non-linéaire, est l'indice de prévision 
optimal au pas précédant le pas courant. La méthode PPV est une technique 
stochastique pour se rapprocher de m(x). 
Définition 2: Soit k un nombre entier positif plus petit que n, taille de la série 
des données historiques. Utilisons ||.|| pour représenter la distance 
euclidienne. Prenons S(x,n) comme l'ensemble des k indices correspondant 
aux vecteurs les plus proches du vecteur x. C'est-à-dire que S=S(x,n) comporte 
k nombres entiers entre 1 et n, et si i est dans S et j n'y est pas, alors 
llx-XiH < Hx-XjH (5-37) 
Définition 3: L'indice de prévision selon les k plus proches voisins est 
l'approximation mn(x) de m(x) définie par 
m„(x) = £- S q ( i + 1 ) (5-38) 
i€ S(x,n) 
La figure 5-5 illustre la méthode PPV dans le cas simple où on prévoit un 
débit selon la chronique des débits observés, et où le vecteur caractéristique 
comporte les trois derniers débits: 
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et la valeur de k, nombre de plus proches voisins, est 4. Au fond, la méthode 
PPV cherche et localise à travers toutes les données observées quatre triplets 
qui sont les plus proches possibles du vecteur comportant les trois derniers 
débits. La prévision du débit futur est la moyenne des successeurs de ces 
quatre triplets. 
MU 
•o Successeurs de débits historiques 
pour des événements similaires 
demiers 
trois débits 
Quatre événements les plus similaires dans le passé 
temps 
Figure 5-5 Illustration de la méthode PPV (Kalsson et Yakowitz, 1987a) 
En pratique, la méthode PPV est capable de prendre en compte dans son 
vecteur caractéristique d'autres informations hydrologiques telles que par 
exemple l'humidité du sol et la température, si ces informations sont 
disponibles (Yakowitz, 1985). 
Kalsson et Yakowitz (1987a) ont comparé la méthode PPV avec la méthode 
ARMAX et la méthode HUI (Hydrogramme Unitaire Instantané) et ils 
accordent la préférence à la première. En même temps, ils ont indiqué les 
inconvénients de cette méthode: 1) l'hypothèse de stationnante ne convient 
pas parfaitement aux phénomènes hydrologiques et les résultats ne sont donc 
pas très fiables et 2) un défaut particulier de la méthode PPV est que l'éq. 5-38 
ne permet pas de prévoir une valeur plus grande que la plus grande des 
données mesurées. 
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5.3 C O N S I D É R A T I O N S S U R L ' É T A T A C T U E L D E S M É T H O D E S 
D E P R É V I S I O N D E S C R U E S 
La méthode d'identification des paramètres occupe une grande partie dans 
l'étude sur un modèle de boite noire. On y trouve l'idée très intuitive de créer 
une méthode du type récursif et adaptable pour pouvoir réaliser un 
ajustement des paramètres d'un modèle hydrologique pour la prévision des 
crues en temps réel. On peut penser que le plus gros problème pour ce genre 
de méthodes est de trouver une meilleure représentation hydrologique. Une 
méthode d'identification n'est qu'un outil pour trouver les paramètres d'un 
modèle et n'est absolument pas un complément ou un remplaçant de ce 
modèle. 
La méthode du traitement des écarts nous a montré que l'on corrige un 
modèle hydrologique pour pouvoir obtenir plus de précision en dépassant la 
précision propre à ce modèle. 
La méthode du filtrage de Kaiman possède une structure utilisable pour la 
prévision des crues: une structure recursive et en feed-back. Cette structure 
est probablement indispensable pour une procédure de correction des 
paramètres d'un modèle hydrologique. 
Quant aux modèles conceptuels, Kitanidis et Bras (1980a) ont affirmé leur 
applicabilité à la prévision des crues car bien qu'un modèle conceptuel ne 
soit pas exempt d'empirisme, il peut incorporer des informations issues du 
système hydrologique, ce qu'un modèle de boite noire ne peut pas faire. Bien 
qu'un modèle conceptuel puisse représenter la relation hydrologique d'une 
façon relativement précise, sa complexité structurale pose de grosses 
difficultés pour son application à la prévision des crues. La correction d'un 
modèle conceptuel peut être regardée généralement comme ayant deux 
points d'application: correction "à l'intérieur" du modèle et correction "à 
l'extérieur" du modèle. En regardant la figure 5-6, "à l'extérieur" du modèle 
hydrologique, on peut corriger l'entrée (e.g. des pluies) ou la sortie (e.g. le 
traitement des écarts), et "à l'intérieur" du modèle on ajuste soit les 
paramètres soit l'état du modèle. Ces quatre méthodes sont correctes, parce 
que les erreurs existant dans les entrées observées et les paramètres calés, 
traversent les états du modèle et se reportent sur les sorties. C'est en 
intervenant tout au long de ce chemin que l'on pourra réaliser de bonnes 
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prévisions pour les crues. On note que la correction des états est 
effectivement une méthode spécifique aux modèles conceptuels et il n'existe 
pas encore de règle admise. L'étude pour trouver un moyen avec lequel on 
peut ajuster récursivement les paramètres d'un modèle selon les dernières 
observations hydrologiques est en fait le sujet central de cette thèse. 
extérieur intérieur extérieur 
entrée 
m
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le
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paramètres 
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sorties 
Figure 5-6 Correction "à l'intérieur" et "à l'extérieur" d'un modèle conceptuel 
Généralement, il existe une forte tendance dans les études de prévision des 
crues en temps réel à favoriser les méthodes simples. Entre les modèles 
linéaires et les modèles conceptuels, on a préféré les modèles linéaires (par 
exemple Lambert, 1972), et en ce qui concerne les modèles conceptuels, on a 
toujours choisi le plus simple possible comme Tucci et Clarke (1980) et Brath 
et Rosso (1989) ou simplifié un modèle complexe comme Kitanidis et Bras 
(1980a et b). Celte tendance est reconnue comme naturelle par Sorooshian 
(1983) constatant qu'en l'état actuel, l'estimation des paramètres des modèles 
hydrologiques n'a pas encore été suffisamment approfondie, alors que les 
solutions techniques disponibles en analyse des systèmes sont plus efficaces 
(que celles disponibles pour ces modèles conceptuels). Une autre raison 
importante est que dans la pratique, les méthodes mathématiques nécessitent 
une simplification des modèles hydrologiques. 
Les outils mathématiques ont été très utilisés pour le fonctionnement en 
temps réel d'un modèle hydrologique. Mais il faut reconnaître que les 
hypothèses d'utilisation de ces méthodes ne sont pas toujours satisfaites dans 
le contexte hydrologiquc. Une étude de O'Connell et Clarke (1981) a montré 
que la variance des erreurs de prévision est non-stationnaire et que les 
erreurs sont auto-corrélées. C'est-à-dire que les hypothèses sur les bruits 
figurant dans l'équation 5-27 ne sont pas justifiées. Yakowitz (1985) a analysé 
les méthodes du deuxième ordre comme la méthode de filtrage de Kaiman, le 
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modèle ARMA etc. et a affirmé que l'on doit être très prudent pour adopter 
l'hypothèse de normalité, parce qu'une série hydrologique ne ressemble pas 
du tout à une série normale. De plus, l'hypothèse de normalité est difficile à 
tester d'une façon statistique parce qu'une série hydrologique n'est 
généralement pas stationnaire et sans auto-corrélation. On peut donc douter 
de l'applicabilité de ces méthodes dans le domaine de la prévision des crues. 
Par ailleurs, Rodriguez-Iturbe et al. (1978) ont souligné que le filtrage de 
Kaiman doit être regardé comme un outil commode pour compléter, et non 
pas pour remplacer, les modèles hydrologiques existants. Par conséquent, on 
ne doit pas dépendre totalement de l 'adaptabilité d'une méthode 
mathématique (Kitanidis and Bras, 1980a), et sacrifier un modèle 
hydrologique pour utiliser un outil mathématique est très discutable. 
On déduit de ces considérations que trois caractères sont indispensables pour 
une méthode de prévision des crues, qui sont le principe de feed-back, la 
méthode recursive et la rapidité d'adaptation aux conditions du moment. 
Le principe du feed-back est largement utilisé dans le domaine du contrôle 
automatique. Selon son principe, l'état actuel du système est ajusté en 
fonction de la sortie du système. Le problème de la correction des erreurs en 
temps réel peut être considéré comme un problème de contrôle automatique 
où le système est le modèle et l'erreur de prévision apparue précédemment 
est l'information pour le feed-back. Ce principe doit être bien pris en compte 
dans les méthodologies d'ajustement en prévision des crues. Le feed-back 
comporte deux étapes dont 1) extraire les informations (dans le cas de la 
prévision, l'erreur mesurée en cours de prévision est regardée comme la 
seule source d'information utile pour la correction); et 2) traiter les 
informations reçues (celles-ci doivent être interprétées pour faire réagir 
correctement le modèle pour la prochaine prévision). 
La méthode recursive a été à l'origine proposée pour gagner de l'espace 
calcul lors de l'identification d'un système. Dans le cas de la prévision des 
crues, elle est utilisée pour l'estimation des paramètres du modèle en temps 
réel. Elle présente l'avantage de fournir des estimations à chaque pas de 
temps et les utilise pour la prévision. On a vu comme exemple dans ce 
chapitre la méthode recursive des moindres carrés et la procédure du filtrage 
de Kaiman. Avec celte méthode, on peut suivre la variation temporelle des 
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paramètres et bien entendu, économiser l'espace sur l'ordinateur. C'est 
vraiment "faire d'une pierre deux coups" en matière de prévision des crues. 
La rapidité d'adaptation aux conditions du moment est aussi une qualité à 
rechercher. Tucci et Clarke (1980) ont fait une étude très instructive dans 
laquelle ils n'ont utilisé que les données très récentes pour la prévision. Le 
problème consistera à trouver un compromis entre adaptabilité et rusticité, 
c'est à dire entre souplesse pour tenir compte des informations récentes et 
rigueur pour respecter la logique d'évaluation du système conceptuel. 
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Chapitre 6 
Méthodologie de la prévision 
des crues en temps réel pour 
le modèle GR4 
Résumé: Dans ce chapitre on a présenté une nouvelle méthodologie pour la 
prévision des crues en se basant sur un modèle pluie-débit conceptuel: GR4. 
Pour mettre en application une méthode de calage des paramètres, un cadre 
général a été proposé qui se base sur un modèle hydrologique en continu et 
combine le mode de simulation avec le mode adaptatif. Une étude de la 
fonction objectif à utiliser pour le recalage des paramètres d'un modèle 
hydrologique en cours de prévision a été introduite d'une façon précise. Un 
épisode représentatif de l'Orgeval a été retenu pour cette étude. 
NOTA: Le modèle GR4 a été utilisé dans ce chapitre parce qu'il venait d'être 
mis au point au moment où on a commencé à étudier le problème de la 
prévision des crues et parce qu'il généralise le modèle GR3 précédemment 
utilisé. 
6.1 GÉNÉRALITÉS 
Un modèle pluie-débit conceptuel dépend souvent de l'hypothèse principale 
que le système hydrologique est linéaire et invariant dans le temps. Par 
suite, des outils comme l'hydrogramme unitaire et le réservoir linéaire de 
stockage sont intégrés dans de nombreux modèles pluie-débit conceptuels 
actuels. Ces modèles ne sont pourtant que des approximations avec des 
hypothèses subjectives sur les réalités hydrologiques du monde réel. De ce 
fait, des méthodes de correction sont certainement nécessaires et 
indispensables pour une méthodologie de prévision des crues se basant sur 
un modèle hydrologique. Toutefois, le modèle hydrologique est une partie 
importante dans une méthodologie de prévision des crues. 
En ce qui concerne la prévision des crues à court terme, les conditions 
nécessaires minimales qu'un modèle de prévision des crues doit satisfaire 
sont indiquées par O'ConncIl (1980): 1) le modèle doit être adaptatif dans le 
sens que le modèle doit pouvoir être ajusté lorsque des données nouvelles 
deviennent disponibles; 2) des mesures de la précision des prévisions doivent 
être fournies et 3) les modèles doivent être efficaces en temps calcul. 
Pour un modèle hydrologique nécessitant des ajustements en temps réel pour 
la prévision, il est naturel de penser que plus souvent on effectue la 
correction, plus précise est la prévision. Mais ce point est mis en question 
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par Kachroo (1992) estimant qu'il est intuitivement difficile d'accepter que la 
conduite d'un système hydrologique puisse changer significativement sur 
un intervalle aussi court que celui des observations. Dans ces conditions, on 
pense qu'une méthode d'ajustement doit non seulement fonctionner pour 
faire évoluer le modèle, mais doit aussi permettre de décider s'il est 
nécessaire de corriger le modèle. 
Les deux sections suivantes (§6.2 et §6.3) vont introduire une méthodologie de 
prévision des crues incluant deux grands aspects: le modèle pluie-débit 
conceptuel et la méthode d'ajustement des paramètres. 
L'étude de ce chapitre a été réalisée sur un seul épisode de crue celui du 15 
mars 1974 à l'Orgeval (nommé 7403151) du fait que c'est un épisode avec de 
multiples pics et une taille moyenne. Cet épisode a été utilisé pour l'étude de 
la surface de réponse des paramètres dans §4.1. Les processus de pluie et de 
débit sont remontrés dans la figure 6-1. 
ORGEV A U 13MARS-74) 
Figure 6-1 Épisode de crue choisi pour le dégrossissage de la méthodologie 
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Modèle GR4 a été utilisé dans ce chapitre parce qu'il venait d'être mis au 
point au moment où on a commencé à étudier le problème de la prévision des 
crues et parce qu'il généralise le modèle GR3 précédemment utilisé. Dans 
l'ajustement des paramètres étudié ici interviennent quatre paramètres: A, B, 
C et D. Le dernier représente un mécanisme d'échange extérieur (cf. §2.1). 
6.2 STRUCTURE DE LA PRÉVISION DES CRUES 
6.2.1 Par épisode ou en continu? 
Quand on parle de modélisation, on vise souvent les événements de crues, ce 
qui est peut-être la raison pour laquelle les modèles par épisode sont jugés 
appropriés pour la prévision des crues. Par ailleurs, on a noté que 
l'initialisation d'un modèle est un problème associé au modèle lui-même (cf. 
§3.5.6). Dès qu'un modèle existe, ce problème apparaît. Bien que celui-ci 
coexiste dans tous les modèles hydrologiques, il lui a été porté peu d'attention. 
Aujourd'hui, le traitement des valeurs initiales, bien qu'ils soit lourd et 
important, demeure encore dans les études, du fait du fonctionnement par 
épisodes. L'analyse dans ce paragraphe a pour objectif de démontrer qu'une 
méthodologie de prévision des crues doit être établie en mode continu. 
Les modèles conceptuels pluie-débit peuvent être classés de diverses façons. 
Le tableau ci-dessous présente cinq façons possibles. 
Tableau 6-1 Base de classification des modèles de simulation hydrologique 
(Rousselle et al., 1990) 
Base de classification 
nature du bassin versant 
disponibilité des entrées 
description des processus et/ou des entrées 
complexité 
nature du modèle 
Classification 
urbain ou rural 
par événement ou en mode continu 
éléments en bloc ou répartis 
simple ou complexe 
boite noire, conceptuel ou base physique 
Les deux dernières classifications sont plutôt subjectives, mais elles 
conviennent pour introduire les modèles hydrologiques. 
Comme son nom l'indique, un modèle par événement opère dans le court 
terme, et ce modèle est destiné à simuler des événements individuels coupés 
de leur contexte. Il est indiqué, entre autres, par Linsley et al. (1982), Ponce 
(1989) et Singh (1989) que les efforts de conception d'un modèle 
hydrologique par épisode sont principalement mis sur l'infiltration et l'eau 
superficielle et qu'un tel modèle peut couvrir des périodes assez courtes. Par 
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contre, un modèle hydrologique fonctionnant en continu permet une 
simulation des débits aussi longtemps que les données d'entrée sont fournies. 
Ces modèles prennent en compte le stockage de l'eau dans le bassin versant 
concerné, et pour cela ils intègrent l'évaporation, l'infiltration, le stockage 
de l'eau dans le sol, etc. Différentes utilisations de ces deux sortes de modèles 
ont été bien résumées dans Singh (1989) et sont citées dans le tableau ci-
après . 
Tableau 6-2 Différentes utilisations des modèles en mode continu et par 
épisode (d'après Singh, 1989) 
Modèle en mode continu 
- atténuation des crues 
- prévision des crues 
- gestion des étiages 
- extension des réseaux de mesure 
- calcul pour barrage, drainage urbain, ponceau, 
pont, etc.(prédétermination des crues) 
- planification du développement urbain et des 
stations d'épurations 
- modélisation de la qualité de l'eau 
- prolongation des données enregistrées 
- expérimentation sur bassin 
- planification et gestion de l'irrigation 
- évaluation des effets de d'utilisation des sols 
Modèle par épisode 
- prédétermination des crues pour barrage, ponceau, 
pont, évacuateur de crue etc. 
- planification du drainage urbain et routier 
- planification d'ouvrages de contrôle des crues 
- planification et développement urbains 
- évaluation de la polluüon issue de sources non-
ponctuelles 
- décharge de matériaux et de déchets 
- évaluation des effets d'occupation des sols 
- prédétermination des crues pour des ouvrages de 
conservation des sols 
Dans ce tableau, on voit que les modèles pluie-débit par épisode sont 
généralement util isés pour la prédéterminat ion, la planificat ion, 
l'évaluation et les domaines similaires. Dans ces cas, on s'intéresse à un seul 
processus ou à un seul point important et dans des conditions hydrologiques 
spéciales (soit excès, soit manque d'eau). Les modèles par épisode présentent 
alors des avantages: simplicité de structure du modèle et économie en calcul, 
et possibilité d'ignorer l'importance des conditions initiales en se plaçant 
dans une situation extrême. Par exemple, quand on estime le résultat d'une 
pluie forte, une hypothèse de condition initiale très humide peut être 
acceptée pour la prédétermination des crues à supporter par un ouvrage 
hyd rau l ique . 
Les modèles pluie-débit en continu peuvent être sans aucun doute utilisés 
pour un fonctionnement par épisode, comme le montre le tableau 6-2. On a 
noté que dans un certain nombre de manuels (voir par exemple Rousselle et 
al., 1990), les modèles pluie-débit en continu ne sont pas recommandés pour 
la prédétermination, la planification etc. à cause du grand nombre de 
données nécessaires au calage, à la vérification et à l'exploitation du modèle. 
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Une des principales différences entre les modèles par épisode et les modèles 
en mode continu concerne le traitement des conditions antérieures. Pour les 
premiers, les conditions antérieures sont spécifiées en terme d'écoulement 
de base, de perte initiale, ou encore d'un indice représentatif de ces 
variables. Il est souligné par Linsley et al. (1982) que . dans un modèle par 
épisode les conditions initiales doivent être spécifiées comme une partie des 
entrées d'un modèle. Pour les seconds, les conditions antérieures propres à 
un événement donné sont déterminées en tant que résultats d'un long passé. 
Singh (1989) a indiqué, en très gros, la différence entre ces deux sortes de 
modèles. Un modèle hydrologique en mode continu simule la phase 
souterraine du cycle de l'eau, alors qu'un modèle par épisode simule les 
pointes de crue. Les modèles en mode continu sont des modèles du cycle de 
l'eau, et les modèles par épisode sont des modèles de la transformation averse-
crue. Il est raisonnable de dire que les modèles pluie-débit en mode continu 
sont plus généraux et englobent les modèles par épisode qui ne sont que des 
utilisations particulières de modèles en continu. 
L'effet de l'initialisation dépend du mode de traitement et de l'objet d'étude. 
Généralement, dans les domaines de prédétermination, de simulation et de 
comparaison entre modèles (même ceux qui sont utilisés en prévision), le 
mode de traitement par événements est raisonnable, parce qu'on peut choisir 
assez arbitrairement l'état idéal. Peu de gens remettent en question 
l'importance de ce traitement, soit en raison d'une assimilation de 
l'initialisation à une optimisation, soit en raison de la difficulté à trouver une 
meilleure méthode de remplacement. On sait bien qu'un mauvais traitement 
des conditions initiales entraîne des spécifications fausses. Aussi éprouve-t-
on une certaine inquiétude au sujet de l'efficacité d'une méthode de 
prévision provenant d'un mode d'étude par épisodes. 
On peut dire que, pour la prévision des crues, ni le modèle par épisode ni le 
modèle en continu utilisé par épisode ne sont fiables, simplement parce que, 
d'une part, ils se fondent sur des événements isolés d'une façon assez 
arbitraire et que d'autre part le traitement des conditions initiales est 
généralement peu efficace car il exige un délai supplémentaire pour que les 
premières réactions du système soient utilisées pour deviner l'état en cours 
de ce système. L'essentiel de ce problème est à l'origine du mode de 
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traitement des valeurs initiales qui tiennent compte de toutes les 
informations antérieures pour chacune des crues considérées. On peut 
affirmer que l'effet des conditions antérieures ne doit pas être négligé en 
matière de prévision. Mais, le défaut de l'étude par événement est de 
renoncer à une façon naturelle de connaître ces conditions antérieures. De 
ce fait, les valeurs initiales du système sont décidées généralement d'une 
façon assez fragile. 
En principe, les valeurs initiales du modèle hydrologique peuvent être 
divisées en deux catégories: les valeurs mesurables (e.g. débit et pluie) et les 
valeurs peu mesurables ou non-mesurables (e.g. stockage de réservoir). La 
première catégorie est facilement estimée à partir des données mesurées si le 
modèle est assez précis pour y parvenir effectivement. La deuxième catégorie 
pose toujours des problèmes délicats. Ils sont résolus souvent à l'aide d'indices 
descriptifs des observations antérieures (pluies, débits et evaporations) et 
doivent beaucoup à l'expérience des utilisateurs. Parfois, une relation 
indirecte avec les mesures peut être mise à profit. Mais, la plupart des 
valeurs initiales de cette sorte exigent quelques hypothèses pour leur 
fixation. L'introduction d'un nouveau paramètre à optimiser pour ces valeurs 
non-mesurables est aussi une méthode possible. 
On pense de toutes façons qu'un mauvais traitement des valeurs initiales 
apparaît comme une déformation des informations disponibles. Reprenons 
l'exemple du chapitre 3 où les épisodes de crue choisis ont été simulés en 
optimisant la condition initiale S0 conjointement avec les paramètres du 
modèle. Imaginons qu'on utilise ce modèle pour la prévision des crues de 
cette façon. On peut trouver au moins trois points délicats selon des points de 
vue logique et pratique. Premièrement, comme chacun sait, un processus 
hydrologique est un processus de "résultat", c'est-à-dire qu'une réalité 
hydrologique n'est affectée que par celles qui l'ont précédée, et non pas 
l'inverse; par contre la façon de traiter la condition initiale So se base sur la 
simulation des processus qui lui succèdent. Ce fait viole la loi essentielle de 
l'hydrologie. Deuxièmement, optimiser la condition initiale So équivaut à 
ajouter un nouveau paramètre au modèle, rendant l'optimisation de 
l'ensemble plus difficile car il faut pouvoir isoler l'effet de ce nouveau 
paramètre des effets des paramètres propres du modèle. Enfin, il est 
inévitable que l'optimisation des paramètres d'un modèle par épisode pour la 
prévision des crues doit être réalisée dans une très courte période au début de 
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l'événement choisi. Cela gène fortement la conduite d'une méthode 
d'optimisation. Par contre, avec une façon correcte d'utiliser un modèle 
pluie-débit en continu, on peut très bien éviter ces écueils. Il est donc 
suggéré d'utiliser un modèle hydrologique en continu d'une façon continue 
pour la prévision des crues en temps réel. Il faut reconnaître cependant que 
l'intérêt de fonctionnement en continu est fortement réduit si l'on a affaire à 
un bassin à écoulement très intermittent. 
6.2.2 Combiner le mode de simulation avec le mode 
a d a p t a t i f 
Un modèle conceptuel pluie-débit est caractérisé par un jeu de paramètres, 
les valeurs duquel sont souvent établies par une procédure quelconque de 
calage pour maximiser la ressemblance entre les sorties du modèle et les 
valeurs observées. Dans le contexte de l'utilisation d'un modèle pour la 
prévision des crues en temps réel, on peut distinguer deux modes dans 
lesquels un modèle fonctionne: le mode de simulation et le mode adaptatif. 
Wood et O'Connell (1985) ont défini ces deux modes par rapport à l'entrée et à 
la sortie d'un système hydrologique. Dans le mode de simulation, la sortie du 
modèle ne dépend que des entrées antérieures du système (e.g. précipitation, 
evaporation, etc.) et éventuellement des sorties antérieures du modèle, selon 
le modèle utilisé. Rarement, une sortie observée à un instant passé est prise 
en compte pour calculer la sortie actuelle du modèle. Dans le mode adaptatif 
ou mode de prévision, la sortie du modèle peut dépendre des entrées 
antérieures du modèle, mais aussi des sorties antérieures du modèle, et en 
premier lieu, de la sortie observée à l'instant précédent. 
Nemec (1986) a parlé de ces deux modes de fonctionnement d'un système de 
prévision des crues. Le mode de simulation a pour but de développer un 
système de prévision où l'on cale, critique, vérifie le modèle pour que dans le 
mode adaptatif ce modèle puisse être appliqué à la prévision des crues en 
temps réel. 
Kachroo (1992) a parlé de ces deux modes de façon succincte. N'importe quel 
modèle dans lequel les entrées ne comportent pas les valeurs observées 
antérieures est censé fonctionner dans le mode de simulation, et lorsque 
l'observation précédente est prise en compte pour ajuster le modèle on 
obtient le mode adaptatif. 
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En dehors du fait que l'observation actuelle est utilisée pour l'estimation du 
prochain pas de temps, il y a d'autres différences entre le mode de simulation 
et le mode adaptatif. Le premier mode consiste à simuler le phénomène 
naturel pour pouvoir y trouver des lois principales, et le second a pour but 
d'appliquer ces lois en pratique en complétant les insuffisances de ces lois si 
nécessaire. Donc, le premier mode met l'accent sur l'accord global entre les 
processus mesuré et calculé et demande une longue série de données pour 
éviter des conclusions partielles, à l'opposé, le dernier mode ne voit que 
l'accord entre les mesures et les calculs sur la période la plus récente et ne 
demande donc pas de données aussi nombreuses que le premier. On peut dire 
que la différence la plus importante entre ces deux modes est le but 
d'utilisation de modèle. Il n'est pas inutile de souligner que la prévision est 
différente de la simulation, simplement parce qu'elle met plus l'accent sur la 
variation temporelle des variables hydrologiques. En même temps, il ne faut 
pas déduire cette fausse conception que l'on peut utiliser le mode par 
événements pour la prévision du fait de son utilisation en simulation. De 
toute façon, ces deux modes ont aussi des points communs à savoir qu'ils se 
basent sur le même modèle et la même série de données. 
Une relation dialectique existe entre ces deux modes. Du côté du mode de 
simulation, le mode adaptatif est un complément pour satisfaire une 
application pratique, et du côté du mode adaptatif, le mode de simulation est 
une base de départ indispensable. Ces deux modes coexistent donc l'un avec 
l'autre. En matière de calage des paramètres, une complémentarité existe 
entre ces deux modes. Le calage provenant du mode de simulation possède 
une précision globale et une haute stabilité de calcul, mais la précision à 
chaque instant n'est peut-être pas suffisante pour la prévision. Dans le mode 
de prévision, le calage doit avoir une précision momentanée, et la stabilité de 
calcul est facilement perturbée du fait de l'utilisation d'une courte période de 
données. C'est la raison pour laquelle on espère exploiter les avantages de 
chacun des deux modes pour la prévision des crues en vue d'obtenir une 
forte stabilité des calculs. Il est suggéré donc de combiner le mode de 
simulation avec le mode adaptatif pour la prévision des crues. L'essentiel de 
cette combinaison consiste à profiter des informations de longue durée issues 
du mode de simulation et des informations de courte durée issues du mode 
adaptatif. 
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6.2.3 Mode de fonctionnement de la prévision des crues 
Les analyses des paragraphes 6.2.1 et 6.2.2 ont conclu sur deux points 
importants à savoir qu'une méthode de prévision doit être établie en utilisant 
un modèle hydrologique en continu et qu'il est préférable de lier le mode 
adaptatif du modèle hydrologique avec son mode de simulation. La figure 6-2 
permet d'illustrer ces conceptions. Comme d'habitude, l'abscisse et l'ordonnée 
représentent respectivement le temps et le débit. Sur l'abscisse, on a deux 
points: tc étant le temps actuel et tb un temps antérieur à tc. On voit dans cette 
figure trois processus ensemble: le processus mesuré, le processus simulé qui 
est issu du mode de simulation et le processus ajusté qui résulte du mode 
adaptatif. La différence entre le processus mesuré et le processus ajusté à 
l'instant tc montre la nécessité d'un ajustement du modèle utilisé. Le 
processus ajusté doit avoir une bonne précision à l'instant tc et il se produit 
seulement entre tb et tc, c'est-à-dire que l'ajustement ne se déroule que sur la 
période [tb, tc] et nous appelons cette période "Durée Rétroactive 
d'Ajustement" (DRA). La prévision est issue du processus ajusté. 
1 
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/
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Figure 6-2 Structure de la prévision des crues 
tc td Temps 
Dans cette figure on voit que la durée "DRA" permet de passer 
insensiblement du processus simulé au processus mesuré. Le calcul du 
processus simulé doit être effectué de façon continue. Au contraire, le calcul 
du processus adapté comme illustré sur la figure 6-2 est effectué selon les 
besoins de la prévision, lorsque l'on dépasse un seuil de pluie ou de débit 
défini a priori. Ainsi, la prévision se déroule pas à pas comme suit: 
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1) fonctionnement du modèle sur une longue période de données (e.g. un an) 
pour pouvoir connaître l'état du système à l'instant tb. Pour cela, le modèle 
marche en mode de simulation et les valeurs des paramètres utilisées sont 
celles ayant été calées a priori sur des données historiques; 
2) en partant de tb avec l'état du système fourni précédemment, recalage des 
paramètres du modèle sur la DRA selon une fonction objectif spéciale, qui 
sera discutée dans le §6.3.2, pour trouver les valeurs des paramètres les plus 
prometteuses pour la prévision; 
3) prolongement des calculs sur la base du processus ajusté depuis tb jusqu'à 
tc; 
4) utilisation du modèle pour les pas de temps suivants avec des pluies 
prévues ou supposées jusqu'à concurrence du délai de prévision (td-tc,). Ces 
dates tb, tc et td sont incrémentées d'une unité à chaque pas de temps. Pour les 
pas de temps suivants, on répète les étapes 2, 3 et 4 à l'identique mais l'étape 1 
ne porte sur un seul pas de temps à chaque fois, de façon à ce que l'origine de 
la DRA avance parallèlement à l'évolution du temps actuel tc. 
L'essentiel dans cette procédure est de suivre pas à pas la variation des 
paramètres en respectant l'état du système par rapport aux données 
antérieures, et à tenir compte de cette variation sur une période glissante de 
durée DRA. Dans cette structure, le mode adaptatif et le mode de simulation 
sont combinés pour la prévision, ce qui facilite l'estimation des états du 
système et évite des variations intempestives provenant du découpage entre 
les données actuelles et antérieures. Dans ce cas, l'état du système est 
maintenu au niveau le plus fiable. On estime qu'une méthode dans laquelle 
l'état initial du système serait corrigé sans recalage sur le processus longue-
durée serait moins fiable, car moins stable. Deux questions vont se poser, à 
savoir: fonction objectif pour l'optimisation en temps réel et choix d'une 
durée raisonnable pour la DRA. Ces questions seront traitées dans les sections 
suivantes . 
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6.3 MÉTHODE D'AJUSTEMENT DES PARAMÉ TRES EN TEMPS RÉEL 
6.3.1 Gomment ajuster les paramètres liés à un réservoir de 
stockage 
Les réservoirs de stockage sont une partie importante dans un modèle pluie-
débit conceptuel. Un problème associé avec le recalage des paramètres en 
temps réel apparaît quand les paramètres liés à un réservoir de stockage sont 
ajustés. 
Supposons que les caractéristiques de débit d'un réservoir sont telles que: 
S = kQ (6-1) 
où S est le stockage, k est un coefficient et Q représente la sortie du réservoir. 
L'équation de continuité peut être écrite: 
KO - Q(t) = ^ (6-2) 
où I(t) représente l'entrée dans le réservoir. Combinons les équations (6-1) 
et (6-2), on a 
KO - Q(0 = k ^ 1 (6-3) 
Utilisons l'opérateur, D = d/dt, on peut réécrire l'éq. 6-3 comme suit. 
Q(l) =
 ï+kD I ( t ) ( 6 " 4 ) 
Cette équation est mathématiquement équivalente à 
i 
Q(t) = e"'/kjeT/kI(T)dT ( 6 - 5 ) 
o 
L'équation 6-5 est descriptive de l'évolution d'un réservoir linéaire et 
l'opérateur 1/(1 + Dk) représente son effet à la sortie. En supposant que les 
entrées sont nulles, l(t)=0, on obtient tout de suite une solution particulière 
de Q(t) avec la condition initiale Q(to)=Qo 
Q = Q 0 e " (6-6) 
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C'est sur les équations 6-1 et 6-6 que l'on se propose de discuter de la méthode 
d'ajustement du paramètre k d'un réservoir linéaire dont la sortie Q, est 
toujours la raison de cet ajustement. 
Reprenons les notations de la figure 6-2. 
InQ M 
Qb 
o„ 
Qc 
processus simulé 
•~\ / processus ajusté 
débit observé en t„ 
temps 
Figure 6-3 Discontinuité des débits en tb si on ajuste k en respectant le stock 
Sb . 
Le processus mesuré passe Qb à Qc et l'on veut réduire l'écart avec le débit 
observé en te: Oc (figure 6-3). Si l'on respecte le stock Sb en ^ et que l'on 
modifie k pour aboutir en Oc on choisit k'>k tel que 
rïe ( ,'- ,b) /k' = oc (6-7) 
alors qu'avec k on aurait: 
^ e - < W
 = Q c < O c (6-8) 
Mais cela conduit à une discontinuité en tb des débits entre le processus 
simulé avant tb et le processus ajusté entre tb et tc. 
Si au contraire on raisonne sur une adaptation du stock Sb sans modifier le 
paramètre k on obtient le schéma de la figure 6-4. 
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InQ 
processus simulé 
processus ajuste 
/ débit observé en tc 
- . / 
••o 
temps 
Figure 6-4 Discontinuité des débits en tb si on ajuste le stock Sb sans modifier 
le paramètre k 
Les deux méthodes précédentes sont celles habituellement utilisées en 
matière d'ajustement. Or elles ne conviennent visiblement pas puisqu'elles 
introduisent une discontinuité dans les débits. 
Il est généralement reconnu que le plus important est de conserver la 
continuité pour l'ajustement d'un réservoir de stockage. C'est probablement 
la raison pour laquelle la discontinuité des débits est souvent ignorée dans 
une méthode d'ajustement. En réalité, la sortie du réservoir, Q, est un flux 
réellement observable, la présence d'une discontinuité pour ce flux nous 
paraît dommageable. Autrement dit, les quantités k et S comportent moins de 
signification physique que Q et doivent être considérées comme des fictions. 
Il est préférable de les modifier plutôt que de ne pas respecter la continuité 
de Q dans une méthode d'ajustement raisonnable. Pour cela, on a proposé une 
méthode appelée "ajustements conjoints" dans laquelle l'ajustement du 
stockage S sera accompagné par l'ajustement du paramètre k en vue de 
maintenir la continuité de Q comme montré sur la figure 6-5, par suite 
l'ajustement doit respecter l'égalité suivante: 
k' k (6-9) 
Deuxième partie Chapitre 6 page 140 
InQ M 
processus ajusté 
débit observé en t„ 
/ 
processus simulé *-o 
Qc 
temps 
Figure 6-5 Méthode "ajustements conjoints" pour éviter la discontinuité des 
débits 
Cette méthode peut être aussi étendue à des réservoirs non-linéaires de 
stockage comme ceux existant dans le modèle GR4 qui comporte deux 
réservoirs non-linéaires différents: l'un est le réservoir-sol et l'autre le 
réservoir eau-gravitaire. Le premier réservoir de stockage non-linéaire a 
pour objet de calculer la pluie nette liée au taux S/A. Ce taux doit être regardé 
comme une constante en tb, c'est à dire 
' ~ A b (6-10) 
Il en est de même pour le réservoir eau-gravitaire où l'on devra modifier Rb 
et B pour retenir R,^  et B' de façon à conserver le rapport 
B' 
Rb 
B (6-11) 
Si l'on corrige par exemple le paramètre B pour corriger Qc à l'instant tc, on 
doit ajuster Rb pour pouvoir maintenir la continuité de Q à l'instant tb. 
6.3.2 Recherche d 'une fonction objectif pour le recalage 
des paramètres de GR4 en temps réel 
Si un modèle hydrologique, surtout un modèle conceptuel, présente un défaut 
intrinsèque dans son calage "off-line", par exemple si le calage "off-line" 
demande trop de temps de calcul ou nécessite des interventions manuelles, il 
ne convient pas pour une opération de recalage automatique des paramètres 
en temps réel. Ce dont on va parler dans cette section dépend donc d'une telle 
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prémisse à savoir que le modèle hydrologique n'est plus soumis aux 
difficultés provenant de l'identification automatique "off-line". Le modèle 
GR4 présente justement cette qualité. 
6.3.2.1 Identification "off-line" et identification "on-line" 
L'identification des paramètres pose deux problèmes principaux: la méthode 
d'optimisation et la fonction objectif. On remarque que la plupart des études 
présentées dans la littérature concernant le calage "off-line" d'un modèle 
hydrologique. On peut généralement trouver des études sur la méthode de 
"recherche directe" comme la méthode du Simplex (Neider and Mead, 1965), 
la méthode de rotation des directions (par exemple, Rosenbrock, 1960) et la 
méthode de gradient (par exemple, Gupta and Sorooshian, 1985). En 
revanche, la fonction objectif a une place moins importante probablement 
parce que la pratique des calages "off-line" ne révèlent pas assez les 
insuffisances de ces fonctions objectifs. 
L'identification "on-line" ou le recalage des paramètres en temps réel est un 
problème très différent de celui du calage "off-line". Un recalage "on-line" a 
pour objectif d'extrapoler dans le temps en cours de prévision. Il demande à 
la méthode utilisée beaucoup de souplesse et de fiabilité. Théoriquement, on a 
deux possibil i tés pour améliorer le fonctionnement d'un modèle 
hydrologique en temps réel. L'une est de continuer à améliorer la méthode 
d'optimisation qui s'est révélée efficace dans un calage "off-line" pour 
augmenter son efficacité en vue de prévoir la variation en temps réel du 
phénomène hydrologique; l'autre est de rechercher une fonction objectif 
qui utilise le modèle hydrologique et sa méthode d'optimisation comme une 
totalité non-séparable. Un des avantages de la deuxième possibilité est que 
l'on peut conserver l'efficacité que la méthode d'optimisation a présenté dans 
le calage "off-line". Cette idée peut sembler étrange si on considère que la 
fonction objectif est toujours décidée a priori par rapport à l'optimisation et 
non pas l'inverse. Il nous semble que l'étude de la fonction objectif pour le 
processus adaptatif est "la porte latérale" en matière de recalage des 
paramètres en temps réel, mais il faut noter que c'est la fonction objectif qui 
reçoit et interprète les nouvelles informations reçues au cours de la 
prévision et c'est elle aussi qui les transmet à la méthode d'optimisation. Elle 
a relativement plus de souplesse que la méthode d'optimisation adaptée à un 
modèle hydrologique spécifique. Il faut donc reconnaître l'importance de la 
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fonction objectif dans la prévision des crues. Si l'on peut risquer une 
parabole: une fonction objectif dans un calage "off-line" est comme un 
phare établi sur un cap et que l'on voit de loin, alors qu'une fonction objectif 
pour un recalage des paramètres en temps réel est comme le guide actif et 
intelligent qui surveille les écueils en exploitant la présence du phare. La 
fonction objectif va guider la méthode d'optimisation pour trouver les 
paramètres du modèle les plus prometteurs pour la prévision des crues. 
6.3.2.2 Comment considérer l'ensemble des erreurs 
Le point le plus important pour recaler les paramètres d'un modèle en temps 
réel consiste à faire un feed-back des informations récentes sur la mesure et 
la sortie du modèle vers la méthode d'optimisation au cours de la prévision. 
Une des fonctions objectif traditionnelles dans le calage "off-line" est la 
somme des carrés des erreurs. Elle prend en compte les erreurs du calage 
d'un modèle d'une façon globale. Dans la période rétroactive d'ajustement, 
elle peut être écrite comme suit. 
DRA 
C,= I e ¡ (6-12) 
i = i 
où Ej est l'erreur à l'instant i, DRA est le nombre de pas de temps de la durée 
rétroactive d'ajustement. Tucci et Clarke (1980) ont appliqué cette fonction 
aux "M plus récentes observations" dans la méthode proposée pour la 
prévision des crues. En fait les erreurs les plus significatives sont celles qui 
concernent les débits calculés les plus récents. 
La méthode recursive des moindres carrés apporte la possibilité de pondérer 
les erreurs les plus récentes comme le montre l'équation 5-9 dans le chapitre 
5. Cette équation peut être réécrite sur la DRA comme suit. 
DRA 
C2= I ^ V (6-13) 
i = l 
où X est le facteur de pondération (0<X<1). Bien que la différence entre Ci et 
C 2 se réduit au seul coefficient X, C2 possède de ce fait une propriété 
appréciable du point de vue de la prévision des crues. 
C i donne même poids à chaque erreur considérée comme l'illustre la figure 
6-6(a). C2 donne à chaque erreur considérée des poids différents, les plus 
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récentes auront plus de poids. La figure 6-6(b) illustre la distribution des 
poids donnés par C2 pour chaque pas de temps de la DRA. 
(a) (b) 
Figure 6-6 Poids donnés par Ci et C2 
C i met l'accent sur les erreurs les plus grandes et C2 souligne les erreurs les 
plus récentes. Supposons e(t) une série des erreurs obtenue du calage d'un 
modèle de simulation. La figure 6-7 illustre les différentes projections pour 
e(t) de la surface de réponse du modèle de simulation à la surface de réponse 
de la méthode d'optimisation. Dans la deuxième surface l'erreur actuelle, e(t c) , 
est pondérée d'une même façon par Ci et C2, mais les erreurs avant tc vont 
devenir moins importantes avec C2 qu'avec Ci. 
mm» 
f 
•* 
'Modelt de simulation 
c 
•" -""""^^f^- C, 
T C -
Mttfwdi d'optimisation 
t 
^ "* ^  - - _ _ ~*ff (to f<E» 
r i » 1 
Figure 6-7 C] et C2 projettent e(l) sur la surface de réponse de la méthode 
d'optimisation 
On peut aussi mélanger les équations 6-2 et 6-3 comme dans l'expression ci-
après: 
DRA DRA 
i = i i = i 
(6-14) 
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Le tableau 6-3 montre une comparaison entre les trois fonctions objectifs en 
donnant différentes valeurs à X, avec le modèle GR4. Dans cette comparaison 
on ajuste les quatre paramètres du modèle et on utilise la procédure 
présentée dans le §6.2 et on impose le principe d'ajustement des paramètres 
présenté dans le §6.3.1. Ces essais ont été effectués sur l'épisode de crue: 
7403151 (cf. §6.1). 
Tableau 6-3 Comparaison entre C¡, C2 et C3 
fonction objectif 
Ci 
C2(X=0.99) 
C2 a=0.97) 
C2 (À=0.95) 
C3 a=0.99) 
C, a=0.90) 
c, a=o.80) 
cr i tère (%) 
87.8 
90.6 
92.7 
93.4 
89.6 
90.2 
89.6 
CPU (minute) 
260 
236 
251 
284 
186 
194 
190 
Ce tableau confirme l'intérêt de pondérer les plus récentes erreurs pour la 
prévision. Les deux premières façons de traiter les erreurs sont 
traditionnelles en prévision des crues. Ce qui les oppose c'est l'idée de 
pondérer les plus récentes erreurs. 
6.3.2.3 Comment pondérer la dernière erreur? 
Les dernières erreurs sont des informations importantes pour le recalage des 
paramètres du modèle. Plus petite est la valeur de X dans la C2, plus les plus 
récentes erreurs sont importantes. Quand on prend X = 0.9 par exemple, le 
poids sera inférieur à 0.6 pour les écarts antérieurs de 5 pas de temps au 
temps actuel et sera inférieur à 0.35 pour plus de 10 pas de temps d'écart. 
C'est-à-dire que des erreurs pas très éloignées du pas de temps actuel n'ont 
presque plus d'influence pour le recalage au pas de temps actuel. 
Il est raisonnable de penser qu'une meilleure simulation au pas de temps 
actuel est le gage d'une meilleure prévision pour les pas de temps à venir. On 
peut dire que de supprimer la dernière erreur est plus prometteur que de 
supprimer l'erreur sur n'importe quel pas de temps antérieur. En diminuant 
X on en arrive à ne plus tenir compte que de la dernière erreur. Si l'on ne 
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considère que la dernière erreur dans le deuxième terme de l'équation 6-14 et 
si l'on dispose d'un nouveau paramètre ß juste pour cette erreur, on obtient la 
fonction C4 comme suit: 
DRA 
C4 = 5£X X e ; +ße,2c (6-15) 
C 4 comporte deux coefficients à définir: DRA et ß sur lesquels on n'a aucune 
connaissance a priori et ces deux paramètres doivent être étudiés 
conjointement. Pour mieux comprendre leur intérêt, on a étudié la relation 
de DRA~ß de façon détaillée. Il faut être très prudent dans cette étude parce 
qu'elle nécessite beaucoup de temps de calcul (CPU), comme cela a été montré 
dans la troisième colonne du tableau 6-3 où l'on voit que chaque essai 
demande environ 200 minutes de CPU. De ce fait, cette étude a été simplifiée à 
certains égards. Premièrement, on n'optimise que deux paramètres au lieu de 
quatre: B et C, pour la prévision de chaque pas de temps. Deuxièmement, cette 
étude ne porte que sur un seul épisode de crue: 7403151 (cf. §6.1). 
Troisièmement, un terme va être ajoutée concernant les écarts des 
paramètres à recaler afin de rendre l'optimisation plus raisonnable (ce 
problème va être rediscuté dans le paragraphe suivant), et faciliter 
l'optimisation en faisant gagner du temps de calcul; la fonction objectif 
utilisée est de ce fait: 
C 4 = C4 + y[(lnB-lnB0)2+(lnC-lnC0)2] (6-16) 
avec Y = 0 . 0 1 . Dans cette équation, B0 et C0 sont respectivement les valeurs de B 
et C issues d'un calage sur une longue durée de données mesurées. On a choisi 
a priori la fourchette des valeurs de DRA: de 100 à 1200 par intervalle de 100, 
avec en plus DRA=1600 et pour ß: 0, 1, 2, 3, 4, 5, 10. C'est-à-dire que l'on a 13*7= 
91 combinaisons à tester. Le critère de jugement est celui de Nash-Sutcliffe. 
Une surface de réponse par rapport à DRA et ß est présentée dans la figure 6-
8. 
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DRA[ 100- 1600]-POIDS[ 1,10]-CRTTERE 
Figure 6-8 Surface de réponse pour le couple DRA~ß (critère de Nash-
Sutcliffe) 
On a trouvé que la dépense totale de CPU pour ces essais est d'environ 130 
heures sur la station SUN-4. On peut déduire de la figure 6-8 que: 1) la valeur 
du critère augmente fortement quand ß varie de 0 à 10, ce qui se prononce 
l'importance de pondérer la dernière erreur; 2) la valeur du critère diminue 
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au delà de DRA=1000, cela signifie qu'une très longue durée de DRA n'est pas 
nécessaire; 3) la DRA et le ß les plus prometteurs se situent probablement 
dans la région DRA<700 et ß>3 et 4) les courbes de niveau indiquent les 
régions où se trouvent les meilleures compositions de DRA et ß , elles 
montrent que la meilleure combinaison n'est peut-être pas unique et ce fait 
rend le choix de la meilleure combinaison difficile. 
Le temps de calcul est aussi un indice important du fait qu'une méthode 
nécessitant trop de CPU n'est ni efficace pour la pratique ni économique 
pour la recherche. On a tracé dans les figures 6-9 et 6-10 les courbes de 
consommation de CPU par rapport à DRA et ß: 1) la consommation de CPU est 
généralement proportionnelle à la DRA, et 2) cette dépense a une proportion 
inverse au ß. On constate qu'une baisse de CPU se trouve vers DRA=1000, mais 
cela n'est pas très appréciable parce que pour cette même valeur de DRA le 
critère de Nash-Sutcliffe chute également. Cela nous a conduit à chercher 
une combinaison où DRA est la plus courte possible correspondant à un ß 
grand. Pour vérifier cette idée, on a lancé une série d'essais sur ß en fixant 
DRA=100 et en maintenant Y=0.01 dans C'4. La figure 6-11 illustre les résultats. 
CPU-DRA 
U 
140 
120 
100 
100 300 500 700 900 1100 1300 1500 
DRA 
Figure 6-9 Relation entre CPU et DRA 
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CPU-POIDS 
c 
D 
eu 
Figure 6-10 Relation entre CPU et les poids 
Essai sur DRA=100 
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Figure 6-11 essai sur ß 
On voit qu'une des meilleures combinaisons de DRA et de ß avec y=0.01 est 
DRA= 100 et ß=30. 
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6.3.2.4 Vers une procédure plus simple et plus efficace 
supprimer le terme de la somme des erreurs dans C^ 
On s'est aperçu que la fonction objectif C4 peut nous aider à obtenir des 
résultats prometteurs pour la prévision, cela nous apporte des 
reconnaissances importantes sur la DRA et son rapport avec la pondération 
des erreurs considérées. Un défaut de cette fonction objectif est apparu à 
savoir que cette fonction objectif comporte des coefficients difficiles à 
trouver (i.e. ß et y dans C'4). 
On revient un peu à C2- L'idée essentielle dans C2 consiste à diviser les 
informations récentes en deux parties: l'information moyennement récente 
et l'information actuelle. Avec cette fonction objectif, on minimise en même 
temps la deuxième erreur et la somme des erreurs sur la DRA pour pouvoir 
obtenir un meilleur état actuel pour la prévision sur l'état à venir. On note 
que l'étude précédente montre que la valeur de ß peut arriver à une valeur 
assez grande. Cela ne signifie pas que l'information moyenne est 
négligeable, mais que s'il est néanmoins possible de supprimer le terme de la 
somme des carrés des erreurs dans C4. 
La DRA est une variable importante pour l'ajustement des paramètres. A la 
suite de la disparition de la somme des carrés des erreurs de l'expression de la 
C4 , quel rôle jouera la DRA? La DRA a en fait deux rôles dans l'ajustement des 
paramètres: le premier est celui présent dans la fonction objectif, il est de 
collecter les informations récentes, le second, mais non secondaire, est 
d'indiquer la durée qui convient pour rendre effectif ajustement des 
paramètres car la variation des paramètres nécessite un certain nombre de 
pas de temps pour changer les débits calculés. Ainsi, bien que la somme des 
carrés des erreurs disparaisse, la DRA existe de façon implicite dans notre 
méthodologie pour la prévision. Rappelons que dans l'utilisation de la 
méthode recursive des moindres carrés on a une durée similaire à la DRA, y 
appelée "longueur de mémoire (LMR)" (e.g. Young, 1986), cette durée suit 
strictement la variation du facteur de pondération X à savoir que 
LMR = logÇ/logX, Ç étant la plus petite valeur de X considérée. On note qu'on ne 
maintient plus cette relation dans notre étude dans laquelle les facteurs X et 
LMR (ou DRA) deviennent des variables indépendantes. 
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Les processus pouvant minimiser la dernière erreur sont nombreux, et une 
partie d'entre eux ne correspond certainement pas à ce que l'on veut. Dans la 
figure 6-12, on montre trois processus n'ayant pas d'erreur au point A d'où 
l'on part pour la prévision des crues. Parmi ceux-ci le processus n°3 
présente trop de différence avec le processus mesuré, et n'est donc pas 
souhaitable pour la prévision des crues. 
Q 
mesuré 
recalé 1 
recalé 2 
recalé 3 
Temps 
Figure 6-12 La dernière une ou les deux dernières erreurs 
On est donc poussé à prendre les deux dernières erreurs en estimation que 
cela permettra de filtrer les processus qui s'écartent trop du processus actuel, 
par exemple le processus n°3 de la figure 6-12 qui donne une très grande 
erreur en B bien qu'il passe par le point A. Autrement dit, on cherche à 
respecter à la fois la valeur du dernier débit mesuré et sa tendance 
d'évolution. 
Ajouter un terme sur les paramètres ajustés à la C^ 
Une propriété non-négligeable d'une fonction objectif est sa capacité de 
convergence (Isabel et Villeneuve, 1986). A quels processus parmi ceux de la 
figure 6-13, peui-on accorder notre confiance pour la prévision des crues? 
Notons que chaque processus correspond à un vecteur des paramètres du 
modèle [Vp i=l,...,<»], où V, représente un vecteur des paramètres du modèle 
pouvant minimiser les deux dernières erreurs, et l'on considère que le 
nombre de ces vecteurs est probablement infini. Quel vecteur de l'ensemble 
[V,, i=l,...oo) est le plus fiable pour la prévision des crues? Notons Vs les 
paramètres provenant d'une optimisation d'une longue période de données. 
Selon les conclusions de §4.2.4. on peut supposer que les paramètres à recaler 
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sont faiblement non-stationnaires par rapport à VS) c'est à dire que les 
paramètres varient autour de Vs pendant le recalage. Autrement dit, le 
vecteur pour la prévision, Vp, doit être celui le plus proche de Vs. C'est la 
raison pour laquelle on va choisir le vecteur Vp le plus proche de Vs et donc 
Il Vs - Vp II < Il Vs - Vj II pour j * p et j G [j=l,. . . ,»). Dans la figure 6-6, W est 
l'espace des vecteurs V, le bon choix pour la prévision des crues est le 
vecteur Vp qui minimise les deux dernières erreurs et qui est le plus proche 
de Vs. 
o — V¡, i=l n 
Figure 6-13 Choix des paramètres 
Rechercher une forme mathématique commode 
En résumant les idées précédentes, on propose une fonction objectif 
comportant deux termes: dans l'un intervient les deux dernières erreurs sur 
la période d'ajustement; dans l'autre intervient le vecteur des paramètres 
issus de l'optimisation d'une longue durée. 
C = f(e,c,elc.,) + g(Vs, V) (6-17) 
On a cherché des formes commodes pour les fonction f(.) et g(.). On a décidé a 
priori de prendre une fonction adimensionnelle du fait que les deux termes 
n'ont pas la même unité. Pour cela, on prend le débit moyen interannuel 
comme dénominateur de f(.). De plus, on a remplacé l'erreur carrée avec la 
valeur absolue pour les deux dernières erreurs pour accélérer la 
convergence. Par exemple sur la figure 6-14, avec x = e/q, nous avons fi = x2, 
f = 2x et f2 = x, f =1; comme Af = fAx; alors, pour x < 0.5, on a Afj < Af2. 
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f=f(x2) 
f=f(lxl) 
-1 0 0.5 1 
Figure 6-14 Comparaison de la valeur absolue et du carré d'une erreur 
Enfin, on ajoute un terme à f(.): la valeur absolue de la différence entre e tc et 
E t c.! en obligeant ainsi à une meilleure restitution du processus mesuré 
comme l'indique la figure 6-15, où on donne la préférence au processus n°l. 
Q ^ 
^ —•— mesuré 
—•- recalé 1 
—•- recalé 2 
t-1 t Temps 
Figure 6-15 Introduction d'un terme de tendance 
En ce qui concerne le deuxième terme g(.) on y introduit la sensibilité de 
chaque paramètre à recaler en prenant en compte sa variance issue d'un 
calage par épisode sur un certain nombre de crues. Donc, une proposition 
sur la fonction objectif Cs peut être exprimée comme suit: 
( V - V . ) 2 
r - I IS 
C5 = 
|e I c l + l E .c-> l + l E 'c" ,V<1 i eS V a r ( v i } ( 6 - 1 8 ) 
3q 1 
ieS Var(Vi) 
où Var(.) représente la variance, v, le ie paramètre, et S est un ensemble 
incluant les numéros correspondant aux paramètres à recaler en temps réel, 
par exemple 1 correspond au paramètre A et ainsi de suite. 
Comparer les différentes fonctions objectif 
Pour vérifier les analyses précédentes, on a lancé une comparaison entre C'4, 
C 5 , C¿. C'4 est utilisée pour tous les quatre paramètres de GR4. CÔ est ajouté 
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dans cette comparaison comme un intermédiaire entre C4 et C5 et porte une 
forme: 
c6 = rt2 + 
( V . - V . )2 
V* 1 is 
ieS V a r ( V l ) (6-19) 
Tableau 6-4 Comparaison entre C 4 , C5 et C6 
fonction objectif 
Ci 
C2 0=0.95) 
C3 (X=0.90) 
c4 
c5 
c. 
Critère (NS, %) 
87.8 
93.4 
90.2 
97.5 
96.9 
96.8 
CPU (min.) 
260 
284 
194 
508 
303 
497 
Les valeurs du critère de Nash-Sutcliffe et de la consommation de temps de 
calcul sont montrées dans le tableau 6-4 où les résultats de Ci, C2 et C3 
proviennent du tableau 6-3. Les processus de prévision issues des trois 
dernières fonctions objectif sont illustrés dans la figure 6-16. On peut 
trouver dans ce tableau que C'4 a une précision un peu meilleure que les 
autres critères, et C5 est assez rapide en conservant une bonne précision. 
Dans ce cas, C5 est peut-être le critère préférable à cause du plus faible 
nombre de coefficients que C 4 et d'une plus grande rapidité que C6 et C'4 tout 
en gardant une précision similaire à C'4. 
3P-OCIV-C4<0.97S) 
50. i 
( i ) 
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Figure 6-16 Résultats prévus (1) selon C'4, (2) selon C5 et (3) selon CO 
6.4 RÉSUMÉ 
Dans ce chapitre on a établi une méthodologie de prévision des crues basée 
sur un modèle pluie-débit conceptuel. Cette méthodologie est caractérisée par 
quatre points principaux qui sont: 
1) elle ajuste les paramètres du modèle en temps réel selon une fonction 
objectif spéciale qui ne tient compte que des deux derniers écarts de la 
prévision et des écarts des paramètres ajustés et qui déroule sur la durée 
rétroactive d'ajustement; 
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2) elle s'appuie sur un modèle pluie-débit qui doit être appliqué en mode 
con t inu ; 
3) elle combine dans sa structure d'ajustement le mode de simulation et le 
mode adaptatif; 
4) elle ajuste les paramètres conjointement avec les stocks en vue de 
maintenir la continuité des flux d'eaux calculés par le modèle. 
Dans la figure 6-17 on illustre l'organigramme logique de cette méthodologie 
pour une prévision à l'horizon i+h avec h étant délai de prévision. 
disposer des paramètres A, B, 
modèle GR4 et de leurs écarts-
ac et od calculés off-line 
antérieure 
sur 
C et D 
types, 
une 
<V 
du 
°b-
période 
disposer de l'état du système tel que décrit par le 
modèle GR4 à une date antérieure notée t=0. 
faire tourner le modèle jusqu'à la 
datei-DRA-1 
modifier les paramètres sur la 
période [i-DRA, i] pour 
minimiser le critère C, 
I 
faire tourner le modèle pour la période 
[i, i+h] pour obtenir les prévisions 
Figure 6-17 Organigramme logique de la méthode de prévision à l'instant i 
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Chapitre 7 
Vérification de la méthodologie 
de prévision proposée 
Résumé: On présente dans ce chapitre une vérification de la méthode d'ajustement 
développée précédemment, effectuée sur deux bassins versants très différents: 
l'Orgeval (bassin Parisien) et le Real Collobrier (Côte-d'Azur). On a essayé d'analyser 
la méthode sous divers aspects à savoir l'efficacité de la méthode d'ajustement 
relativement au modèle de simulation, les précisions de prévision à la fois globale et 
ponctuelle, les caractéristiques de la série des résidus de prévision et les variations des 
paramètres ajustés. Deux conditions de pluie ont été prises en compte pour la 
vérification: pluies connues et pluies nulles. 
7.1 DESCRIPTION DES ÉCHANTILLONS POUR LA 
V É R I F I C A T I O N 
Seul un nombre suffisant d'échantillons peut nous conduire à des 
conclusions convenables. La vérification d'une méthode de prévision des 
crues peut être effectuée soit sur chaque épisode de crue soit sur l'ensemble 
des prévisions bien que la méthode de prévision opère en continu. Dans 
notre cas, on prend en compte principalement un jugement par épisode du 
fait que ce jugement est plus précis et plus critique que celui sur l'ensemble 
des prévisions. Comme principe essentiel, les échantillons pour la 
vérification doivent comporter tous les types de crues s'étant produits dans le 
bassin versant: grandes et petites, montées rapides et montées lentes, pics 
singuliers et pics multiples, etc. 
Deux bassins versants: l'Orgeval et le Réal-Collobrier, sont pris en compte 
dans cette vérification. Les données de l'Orgeval sont relativement plus 
commodes que celles du Réal-Collobrier du fait d'un climat moins contrasté. 
Sur l'Orgeval on a 8 ans de données horaires en continu. Sur le bassin 
versant du Réal-Collobrier, on a 4 ans de données horaires en continu. La 
description détaillée des données est faite dans les sous-sections suivantes. 
7.1.1 Échantillon du bassin versant de l 'Orgeval 
Les données de l'Orgeval utilisées comprennent 8 ans de données horaires en 
continu. Avec ces données, on peut disposer de 24 épisodes pour la 
vérification. La séparation des épisodes doit permettre le calcul des critères 
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de vérification et des comparaisons entre prévisions sous différentes 
conditions. On pense que la séparation ne doit pas couper la relation entre les 
crues voisines et doit pouvoir maintenir des crues complètes le plus possible 
de sorte que chaque épisode de crue choisi commence et se termine sur un 
débit de faible valeur. Par conséquent, on trouve souvent plusieurs pics dans 
un même épisode. Cette séparation ajoute sans doute des difficultés à la 
prévision, mais est proche de la réalité rencontrée dans la pratique. Les 
caractéristiques de ces 24 épisodes ont été résumées -dans le tableau 7-1. Pour 
faciliter l'identification, chaque épisode a été nommé selon sa date 
d'apparition. Par exemple, le premier épisode dans le tableau est arrivé le 18 
janvier 1977, il est noté 7701181; les deux premiers numéros sont les chiffres 
de l'année et les deux suivants sont l'ordre du mois (par exemple, 01 est le 
mois de janvier 12 est le mois de décembre), les deux numéros suivant le 
chiffre de mois sont la date d'apparition de la crue et le dernier numéro 
indique la durée du pas de temps en heure. L'épisode comportant la plus 
grande crue dans ce tableau est l'épisode 8003141 ayant une pointe de crue de 
28.8 m3/s. L'épisode le plus petit dans ce tableau est l'épisode 7412261 avec un 
pic de 3.9 m?/s. La répartition du nombre d'épisodes selon la taille du débit 
maximum est illustrée dans la figure 7-1. La moyenne des nombres de pas de 
temps par épisodes est 152 (une semaine environ) et le plus long comprend 
256 pas de temps (plus de 10 jours), le plus court est de 87 pas de temps (4 
jours environ). 
Repartition des crues choisies 
5<(^S10 I0<(.»SI5 15<Q5;20 Q>20 
Catégorie 
Figure 7-1 Répartition des épisodes de crue sur l'Orgeval 
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Tableau 7-1 Caractéristiques des épisodes choisis sur l'Orgeval 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
période (h/j/m/an-h/j/m/an) 
10/08/01/74- 18/13/01/74 
10/28/01/74- 15/03/02/74 
12/15/03/74- 03/26/03/74 
16/22/10/74- 09/26/10/74 
1/26/12/74/- 23/31/12/74 
19/07/01/75- 03/13/01/75 
04/25/01/75- 06/03/02/75 
13/06/05/75- 21/10/05/75 
18/25/11/75-03/01/12/75 
09/11/02/76- 12/16/02/76 
22/15/02/77- 17/25/02/77 
13/02/04/77- 12/07/04/77 
13/23/01/78- 03/28/01/78 
13/31/01/78- 12/09/02/78 
13/19/03/78- 12/26/03/78 
22/31/01/79-08/0602/79 
13/08/03/79- 03/18/03/79 
04/22/03/79- 23/30/03/79 
07/03/02/80- 11/08/02/80 
13/12/03/80- 20/17/03/80 
22/12/07/80-03/24/12/80 
13/17/12/80-03/24/12/80 
10/14/10/81- 24/17/10/81 
10/15/12/81- 11/19/12/81 
nombre 
d; 
pointes 
2 
1 
6 
1 
3 
1 
4 
1 
2 
1 
2 
2 
2 
3 
2 
2 
3 
3 
3 
1 
5 
2 
1 
1 
Qmax 
(m/s)) 
5.50 
6.10 
7.40 
5.70 
3.90 
4.50 
7.70 
5.40 
4.70 
7.60 
11.2 
6.70 
12.8 
13.9 
21.0 
10.3 
10.2 
9.40 
17.0 
28.8 
15.5 
9.70 
18.8 
9.80 
^<max 
Oieures) 
37 
24 
137 
24 
37 
15 
92 
33 
21 
48 
110 
21 
27 
56 
34 
36 
34 
145 
23 
37 
197 
19 
35 
17 
Durée 
(heures) 
129 
150 
256 
90 
143 
129 
219 
105 
130 
124 
236 
120 
111 
168 
168 
131 
231 
212 
125 
128 
239 
159 
87 
98 
codage 
7401181 
7401281 
7403151 
7410221 
7412261 
7501071 
7501251 
7505061 
7511251 
7601111 
7702161 
7704011 
7801071 
7802021 
7803211 
7902021 
7903111 
7903251 
8002041 
8003141 
8006131 
8012181 
8110151 
8115161 
7.1.2 Échantillon du Real Collobrier 
Pour le bassin versant du Real Collobrier, on n'a que 4 ans de données en 
continu desquelles on dispose de 12 épisodes de crue dont les caractéristiques 
sont montrées dans le tableau 7-2. Comme précédemment, ces épisodes de crue 
sont nommés selon leur date d'apparition. Parmi eux, le plus grand est le 12e 
épisode (7212281) ayant un pic de 107 m^/s et le plus petit est le 8e épisode 
(7103211) ayant une pointe de crue de 4.30 m-Vs. Le pas de temps des données 
est de 1 heure et les durées des épisodes varient entre 75 pas de temps (3 jours 
environ) et 347 pas de temps (2 semaines environ). La figure 7-2 illustre la 
répartition des épisodes selon la valeur de la pointe de crue. 
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Répartition des épisodes choisis 
0-H 
Q<5 5<Q<10 10<Q<15 I5<Q<20 20<Q<25 Q>25 
Catégorie 
Figure 7-2 Répartition des épisodes de crue sur le Réal-Collobrier 
Tableau 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
7-2 Caractéristiques des épisod 
période (h/j/m/an-h/j/m/an) 
24/21/02/69-12/01/03/69 
03/03/03/69-14/12/03/69 
24/12/03/69-06/21/03/69 
12/05/05/69-18/08/05/69 
14/29/12/69-06/02/01/70 
13/13/03/70-20/17/03/70 
21/28/12/70-23/31/12.70 
22/19/03/71-06/26/03/70 
13/01/02/72-23/15/02/72 
06/04/03/72-09/09/03/72 
19/12/03/72-15/19/03/72 
16/26/12/72-21/31/12/72 
nombre 
cfe 
pointes 
2 
2 
3 
1 
2 
2 
1 
1 
2 
2 
1 
1 
es choisis sur le Real Collobrier 
vmax 
(rn /s)) 
18.4 
19.6 
10.7 
5.30 
28.9 
4.90 
6.30 
4.40 
40.9 
6.30 
21.2 
107 
vcmax 
(heures) 
49 
54 
33 
20 
44 
55 
21 
36 
58 
29 
26 
43 
Durée 
(heures) 
181 
228 
199 
79 
99 
104 
75 
153 
347 
124 
165 
126 
codage 
6902211 
6903051 
6903141 
6905061 
6912311 
7003151 
7012271 
7103211 
7202041 
7203051 
7203131 
7212281 
7.2 LES TECHNIQUES DE VERIFICATION ET LES CRITERES 
NUMÉRIQUES 
7.2.1 Généralités sur les erreurs et leur évaluation 
Les considérations sur les erreurs de prévision sont synthétisées dans Roche 
(1985) et sont reprises dans cette section. On appelle erreur de prévision tout 
écart entre une grandeur prévue, et celle réellement observée. Celte 
grandeur peut concerner des débits, des hauteurs, des durées, des dates, etc.. 
L'un des critères les plus fréquemment étudiés est l'écart entre hauteurs ou 
débits instantanés. L'erreur de prévision peut être définie comme la 
différence entre les valeurs mesurées et prévues: 
e(t) = q(t) - q(t . t-k) (7-1) 
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où £(t) est l'erreur de la prévision à l'instant t entre le débit mesuré, q(t), à 
l'instant t et le débit, q(t,t-k), prévu à l'instant t-k pour l'instant t, k étant le 
délai de prévision. 
Plusieurs classements des erreurs sont possibles. Nous en retiendrons trois. 
Un premier classement pragmatique distingue les erreurs "régulières", dont 
l'amplitude est conforme aux conditions du calage et qui se produisent à 
chaque pas de temps, les erreurs "accidentelles", d'amplitude anormale mais 
n'apparaissant qu'au cours d'une seule crue, en enfin, les erreurs 
"persistantes", se retrouvant d'une crue à l'autre, modérées au début mais 
s'aggravant progressivement. Un second classement statistique distingue les 
erreurs aléatoires parfaitement indépendantes, difficiles à identifier, et les 
erreurs corrélées au moins sur plusieurs pas de temps. La structure de cette 
corrélation est importante pour choisir le traitement d'erreur adéquat. Un 
troisième classement considère le niveau d'apparition des erreurs dans la 
procédure de prévision. Elles peuvent se produire au niveau des entrées du 
modèle de prévision, c'est-à-dire de l'information en temps réel ou de celle 
utilisée pour le calage, ou au niveau de la modélisation, que le modèle lui-
même soit mis en cause, ou que provisoirement les conditions d'utilisation ou 
les hypothèses ne soient pas satisfaites. Le tableau 7-3 effectue un premier 
recensement des erreurs les plus classiques. 
Tableau 7-3 Classement des erreurs (Roche, 1985) 
Type d'erreur 
Erreurs aléatoires 
indépendantes 
habituelles 
Erreurs aléatoires 
exceptionnelles non 
permanentes 
Erreurs aléatoires 
permanentes 
Mesures 
- précision des mesures 
- jaugeages 
- erreur sur l'instant de 
mesure 
- données manquantes 
reconstituées 
- incertitude sur la lame 
d'eau 
- erreur de codage 
- dysfonctionnement d'un 
appareil 
- gel-dégel 
- courbe ll/Q 
- pluviomètres bouchés 
- décalage d'échelle 
- dérive d'un capteur 
ORIGINE DES ERREURS 
Conditions 
d'application du 
modèle 
- non représentativité de 
l'échantillon de calage 
(crue exceptionnelle, 
saison, etc.) 
- remous, obstructions 
d'un pont 
- modifications 
progressives des 
conditions d'écoulement 
- non stationnante des 
événements 
hydrologiques 
- saisonnalités 
- influences artificielles 
Modèles 
- erreurs résiduelles après 
calage 
- phénomène non pris en 
compte 
- erreurs résiduelles de 
calage ( spécifique à 
chaque crue) non 
éliminables par la 
constitution d'un modèle 
plus complexe 
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La meilleure prévision possible est celle qui peut décrire complètement et 
précisément le processus futur. Comme toutes les techniques de prévision 
contiennent plus ou moins des éléments incertains, les prévisions exactes 
sont reconnues impossibles. Dans ces conditions, les prévisionnistes 
n'espèrent qu'une prévision présentant une variance minimale des erreurs 
de prévision. Bien que ce critère puisse être mathématiquement satisfait, il 
ne convient pas toujours dans la pratique. Comme rapporté par Schultz 
(1986), Rijkswaterstaat a déclaré "si l'on prévoit 10 cm trop bas, on commet 
une erreur; par contre, si l'on prévoit 50 cm trop haut, on fait du bon 
travail". Cela montre clairement la nécessité de spécifier la valeur 
hydrologique prévue et de déterminer la forme et la précision de cette 
prévision. Bien entendu, cela dépend du but de prévision ainsi que des 
caractères du système hydrologique en considération. 
Dans le cas où un certain délai de prévision est demandé en vue d'exécuter 
des mesures de prévention des crues, le critère de prévision peut être pris 
comme l'erreur minimale sur le temps d'occurrence de la pointe de crue. Le 
délai de prévision détermine, en grande partie, la valeur de la prévision, les 
développements des techniques de prévision pour un certain délai sont de 
plus en plus reconnus comme importants de nos jours. Pour augmenter le 
délai de prévision, il est donc recommandé d'utiliser des données de pluies 
pour prévoir le débit à l'aval, en plus des mesures sur les stations en amont. 
Dans un cas où la gestion d'un réservoir est en cause, l'évaluation de la 
qualité d'une prévision n'est pas seulement la précision, mais aussi 
l'influence des erreurs de la prévision sur la gestion du réservoir considéré. 
Il est possible, dans bien des cas, de réduire le dommage de crue causé par 
une vidange anticipée du réservoir pour pouvoir stocker la pointe de crue. 
Cela ne peut être réalisé qu'avec l'appui d'une technique efficace de 
prévision de crues en temps réel. 
Le WMO (1983) a souligné que la vérification est essentielle pour révéler les 
avantages et les désavantages d'une méthode de prévision des crues, et que 
l'évaluation statistique et la vérification sur les prévisions opérationnelles 
doivent être effectuées systématiquement. Naturellement, une méthode de 
prévision ne doit être jugée que si elle possède une précision satisfaisante 
pour son objet pratique, ou autrement dit, si la méthode de prévision au cours 
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de la recherche présente de la fiabilité, c'est à dire que le niveau de précision 
peut être maintenu pour les échantillons autre que ceux utilisés pour la 
recherche. Vis à vis des échantillons disponibles, la vérification entraîne 
pratiquement une importante question à traiter: quels sont les critères pour 
juger de la précision. La section suivante va donner quelques réponses. 
Un grand nombre de techniques et de critères de vérification sont 
disponibles, entre autres, dans Aitken (1973), WMO (1983) et Roche (1985). On 
pense que les critères de précision ont plutôt des valeurs relatives parce que 
l'essentiel d'un critère consiste à donner numériquement la différence entre 
la prévision et une pratique quelconque qui est considérée comme une règle. 
Dans notre cas, on peut juger la qualité d'une méthode de prévision sur cinq 
différents aspects. Le premier aspect intéresse seulement les promoteurs de 
la méthode de prévision: si une méthode de prévision des crues possède plus 
de précision que celle du modèle de simulation sur lequel elle se base. En 
deuxième lieu intervient une précision globale des prévisions apportées par 
la méthode de prévision. Le troisième aspect vise particulièrement certains 
points spécifiques prévus par la méthode de prévision. Pour cela, on a étudié 
d'une part la série des erreurs de prévision, et d'autre part les variations des 
paramètres ajustés. Notre vérification s'est déroulée en étudiant ces cinq 
aspects tour à tour. Pour les différents objectifs de travail on a eu recours à 
différentes techniques et critères qui sont cités ci-après. 
7.2.2 Efficacité de la méthode de prévision par rapport au 
modèle de simulation sur lequel la méthode se base 
En vue d'évaluer l'efficacité d'une méthode de prévision basée sur un modèle 
de simulation, il est certainement intéressant de connaître si cette méthode 
est efficace en elle-même. Pour cela, on peut comparer les résultats issus de 
la simulation et ceux issus de la prévision. Pour ce faire, on a choisi donc 
l'indice r qui s'écrit comme suit. 
NSp-NS, 
r = Tífer (7-2) 
où NS est le critère de Nash-Sutcliffe et les indices p et s correspondent 
respectivement à la méthode de prévision et au modèle de simulation. 
L'efficacité de l'ajustement est confirmée par r>0 et niée par r<0. 
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7.2.3 Précision globale de la prévision 
Il a été souligné par WMO (1983) que l'évaluation statistique doit être fondée 
sur une comparaison avec les prévisions inertes (ou naïves) qui sont des 
prévisions basées sur l'hypothèse que la variable à prévoir maintiendra la 
même valeur que celle observée au moment de faire la prévision. 
L'indice de corrélation (IC) est une mesure des erreurs de prévision par 
rapport aux données mesurées et elle est définie par 
2 
IC = l--^§ (7-3) 
sq 
2
 2 
où se est l'erreur quadratique moyenne de prévision et sq est celle de.la série 
des débits mesurés. Une comparaison avec une prévision inerte est obtenue 
2 
en remplaçant sq dans l'équation 7-3 par l'erreur quadratique moyenne de la 
prévision inerte. Le coefficient d'efficacité (CE) est alors défini comme suit. 
2 
C E = 1 - — (7-4) 
2 
où sA est l'erreur quadratique moyenne de la prévision inerte de la série 
temporelle des débits avec un délai de prévision k tel que 
s l = I- Z iq(i) - q(i-k)]2 (7-5) 
" 1=1 
IC compare la série des erreurs avec celle de la série des variations des débits 
mesurés, et CE compare l'erreur quadratique moyenne de la prévision avec 
celle de la prévision inerte à k pas de temps de délai en donnant un critère 
vraiment strict pour la qualité de la prévision. Comparativement, IC est un 
critère très indulgent et qui n'est nécessaire que comme une "première aide" 
lorsque CE donne de très mauvaises valeurs (Duckstein et al., 1985). 
Il est recommandé donc d'utiliser CE pour un jugement décisif sur les 
prévisions. Numériquement. CE=1 signifie une prévision parfaite; CE>0 
signifie une meilleure performance du modèle de prévision relativement à 
une prévision inerte; CE=0 indique une prévision sans progrès par rapport à 
la prévision inerte et CE<0 signifie une mauvaise performance. Ainsi, une 
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méthode de prévision n'est valable que dans la mesure où le CE devient positif 
d'un point de vue global. 
1.2A Evaluer la précision des points particuliers de la 
p r é v i s i o n 
Notons qu'avec les critères précédents on ne peut juger de la méthode de 
prévision que d'une façon globale. Certaines valeurs particulières de la 
prévision sont extrêmement importantes pour le jugement de la qualité des 
méthodes de prévision, par exemple, l'erreur sur la pointe de crue, l'erreur 
sur le temps d'apparition de la pointe de crue et le volume de crue. On les a 
considérés dans ce travail de vérification avec les critères suivants: 
PE
=okl (7-6) 
VE = 7TJL-1 ( 7 - 7 ) 
v
 m 
où PE représente l'erreur sur la pointe de crue prévue QXp relativement à la 
pointe de crue mesurée QXm. VE est l'erreur du volume prévu Vp relativement 
au volume mesuré V m . Pour le temps d'apparition de la pointe de crue, on a 
envisagé simplement la différence, TE, entre le temps d'apparition prévu 
pour la pointe de crue, TXp, et celui mesuré, TXm. 
TE = TXp-TXm (7-8) 
7.2.5 Caractéristiques de la série des erreurs de prévision 
Il faut mettre en évidence les caractéristiques de la série des erreurs de la 
prévision. Pour cela, on a pris en compte d'abord les coefficients d'auto-
corrélation de la série des erreurs prévues et leur répartition. Les 
coefficients d'auto-corrélation ont été calculés épisode par épisode du fait que 
les erreurs entre différents épisodes ont ordinairement très peu de relation, 
et la répartition des erreurs de la prévision a été considérée sur l'ensemble 
des erreurs absolues. 
Il est aussi intéressant de savoir si les erreurs de prévision sont 
systématiques. On a donc utilisé une méthode d'hypothèse appelée test des 
signes (voir par exemple. Siegle, 1956). Cette méthode tire son nom du fait 
qu'elle n'utilise que les signes des données: positif et négatif. La seule 
hypothèse de cette méthode est que les variables considérées ont des 
distributions continues. 
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7.2.6 Variations des paramètres ajustés 
Pour voir clairement les variations des paramètres au cours de la prévision, 
on a fait des statistiques sur leurs trajectoires: les moyennes et les écarts-
types des valeurs des paramètres ainsi que la distribution des valeurs des 
paramètres. 
7.2.7 Synthèse des critères et des techniques utilisés pour 
la vérification 
On a synthétisé et les critères et les méthodes cités précédemment dans le 
tableau 7-4 selon leurs objectifs et leurs façons d'évaluation. 
Tableau 7-4 Critères et méthodes utilisées pour la vérification 
Aspects de l'évaluation 
objectif 
évaluer la méthode 
d'ajustement sur le 
modèle de 
simulation 
évaluer les 
prévisions sur les 
mesures 
évaluer les valeurs 
particulières prévues 
évaluer les résidus 
de la prévision 
évaluer les 
variations des 
paramètres au cours 
de la prévision 
portée 
globale 
globale 
ponctuell 
e 
globale 
globale 
Critères ou 
méthodes 
NSP-NSS 
r
" 1-NS, 
2 
Se 
IC= 1- — 
Sq 
2 
St 
CE = 1- — 
S A 
QXp 
PE = -^- lL. i 
Qxm 
TE = TXp-TXm 
VE = ^ - 1 
test des signes 
la moyenne, l'écart-
type et la 
distribution 
Remarques 
NS=crilère de Nash-
Sulcliffe 
stimulation; p=prévision 
2 
sf=l'erreur quadratique 
moyenne de prévision 
2 
s =l'erreur quadratique 
moyenne de la série des 
débits mesurés 
2 
sA = l'erreur quadratique 
moyenne de la prévision 
inerte 
QX = pointe de crue 
V = le volume d'épisode 
TX = le temps d'apparition 
de la pointe de crue 
p=prévue; m=mesurée 
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7.3 VÉRIFICATION SUR L O R G E V A L 
La vérification a été effectuée respectivement en conditions de pluies 
connues et de pluies nulles. Sous la première condition, on juge la méthode de 
prévision d'une façon assez fine en utilisant les critères et les méthodes 
montrés dans le tableau 7-4 pour pouvoir révéler les caractéristiques de la 
méthode, et sous la deuxième condition, la vérification a pour objectif de 
montrer la différence entre les deux conditions de pluie. 
7.3.1 Prévision en condition de pluie connue 
Sous cette condition, les pluies futures sont supposées parfaitement connues 
pour que les influences provenant des entrées du modèle soient exclues des 
analyses, bien que cette hypothèse de pluies ne soit pas réaliste en pratique. 
Les prévisions pour 2 épisodes de crue sont illustrées comme exemples dans la 
figure 7-3 et tous les résultats peuvent être trouvés dans l'ANNEXE-VI. 
7.3.1.1 Évaluation de l'efficacité de la méthode de la prévision des 
crues par rappor t au modèle de simulation sur lequel elle se base 
En utilisant le coefficient r, on a comparé le fonctionnement de la prévision 
avec deux sortes de simulation: 1) la simulation d'une longue durée qui sert de 
point de départ pour la méthode de la prévision; 2) la simulation par épisode 
pour savoir si la précision de notre prévision est comparable à celle que l'on 
obtient avec une simulation par épisode. Ce que l'on a fait a été de calculer r 
avec les valeurs du critère de Nash-Sutcliffe issues de la prévision et de la 
simulation. En notant que la simulation par épisode est une simulation 
présentant la meilleure précision pour la modélisation mais qu'elle est 
indisponible pour la prévision en temps réel, il est intéressant de voir si 
notre méthode de prévision peut arriver à une précision semblable. 
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Figure 7-3 Prévisions en condition de pluie connue (Orgeval) 
débits mesurés ou pluies mesurées 
débits prévus 
débits simulés par épisode 
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Le tableau 7-5 montre les valeurs de r correspondant aux deux sortes de 
simulations pour chaque épisode considéré, r(d) étant le r issu de la 
comparaison entre la prévision et la simulation d'une longue durée et r(e) 
étant celui provenant de la comparaison entre la prévision et la simulation 
par épisode. On constate que toutes les valeurs de r(d) sont positives. Cela 
montre une nette amélioration des résultats de la prévision par rapport à 
ceux issus de la simulation d'une longue durée d'où part la méthode de 
prévision pour ajuster les paramètres en prévision. Le fait que 18 valeurs de 
r(e) sur 24 entre les prévisions et les simulations par épisode soient positives 
indique que dans la plupart des cas les prévisions peuvent être meilleures 
que les résultats simulés épisode par épisode. La bonne efficacité de notre 
méthode de prévision des crues est donc confirmée par la bonne tenue du 
coefficient r. 
ableau 7-5 Valeur 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
s de r(d) et de r( 
codage 
7401081 
7401281 
7403151 
7410221 
7412251 
7501071 
7501251 
7505061 
7512251 
7601111 
7702161 
7704011 
7801241 
7802021 
7803211 
7902021 
7903111 
7903251 
8002041 
8003141 
8006131 
8012181 
8110151 
8112161 
e) de chaque épisode prévu (Orgeva 
i(d) 
0.993 
0.990 
0.990 
0.939 
0.212 
0.517 
0.748 
0.951 
0.059 
0.918 
0.948 
0.585 
0.858 
0.887 
0.459 
0.950 
0.819 
0.561 
0.413 
0.720 
0.555 
0.752 
0.439 
0.609 
i(e) 
0.752 
0.824 
0.784 
0.699 
0.506 
-4.500 
0.483 
0.890 
0.477 
0.278 
0.651 
0.084 
0.342 
0.730 
0.446 
0.583 
0.488 
0.565 
-0.511 
-0.094 
-0.727 
0.060 
-0.207 
-0.432 
7.3.1.2 Évaluation de la précision globale des prévisions 
Le tableau 7-6 montre les valeurs de IC et de CE, pour les prévisions de chaque 
épisode de crue. Comme premier constat, on trouve que toutes les valeurs de 
IC sont positives et plus grandes que 0.80. Cela montre que les prévisions sont 
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généralement acceptables. On peut trouver dans le même tableau que CE a des 
valeurs positives pour tous les épisodes de crue sauf pour l'épisode N°14 où CE 
est faiblement négative: -0.006. On peut dire dans ce cas que les prévisions 
issues de notre méthode de prévision des crues sont essentiellement 
meilleures que les prévisions inertes. La valeur maximale du CE peut arriver 
à 0.774 et la moyenne et l'écart-type des valeurs de CE sont respectivement 
0.478 et 0.211. En outre, on remarque que l'épisode N°3 a été utilisé à titre 
d'essai dans le chapitre précédent pour étudier la méthode de prévision et 
qu'il ne présente pas de supériorité par rapport aux autres épisodes dans la 
précision de ce test avec un CE de 0.400, un peu inférieur à la moyenne. 
Tableau 7-6 Valeurs de IC et de CE de chaque épisode prévu (Orgeval) 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
codage 
7401081 
7401281 
7403151 
7410221 
7412251 
7501071 
7501251 
7505061 
7512251 
7601111 
7702161 
7704011 
7801241 
7802021 
7803211 
7902021 
7903111 
7903251 
8002041 
8003141 
8006131 
8012181 
8110151 
8112161 
IC 
0.968 
0.970 
0.970 
0.939 
0.920 
0.811 
0.970 
0.976 
0.926 
0.961 
0.978 
0.862 
0.966 
0.966 
0.958 
0.935 
0.958 
0.898 
0.939 
0.965 
0.889 
0.923 
0.885 
0.942 
CE 
0.720 
0.774 
0.400 
0.560 
0.473 
0.089 
0.583 
0.738 
0.671 
0.574 
0.730 
-0.006 
0.604 
0.507 
0.527 
0.291 
0.670 
0.475 
0.291 
0.376 
0.225 
0.436 
0.192 
0.577 
7.3.1.3 Évaluat ion de la précis ion des points pa r t i cu l i e r s de la 
p r é v i s i o n 
Sans aucun doute, la pointe de crue est un aspect important pour juger de la 
qualité d'une méthode de prévision. On a en fait deux sortes de manières pour 
considérer cette erreur, l'une est la valeur prévue sur le même pas de temps 
que la pointe mesurée comme calculé dans la colonne "pi" du tableau 7-7; 
l'autre est celle entre les processus mesuré et prévu et figure dans la colonne 
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"p2" du même tableau. Ces deux manières se confondent dans le cas où il n'y a 
pas de décalage entre les pointes prévue et mesurée. L'erreur sur la 
prévision de la pointe de crue est l'erreur relative, PE, comme montré dans 
l'équation 7-6. On a calculé les erreurs correspondantes à savoir PEÍ et PE2 
(cf. tableau 7-7). De plus, on a calculé aussi les décalages de temps de la pointe 
prévue par rapport à la mesure avec TE. Les valeurs qui figurent dans les 
colonnes "temps d'apparition de pointe" sont exprimées en nombre de pas de 
temps qui séparent la pointe du commencement de la crue. La moyenne des 
erreurs de la valeur prévue sur le temps de la pointe mesurée (colonne PEÍ) 
est de 0.8% avec un écart-type de 13.2%. La moyenne des erreurs entre les 
pointes prévues et mesurées (colonne PE2) est de 13.5% avec un écart-type de 
15.1%. Le décalage moyen entre les pointes prévue et mesurée est environ 1 
pas de temps en retard (At=l heure). 
Tableau 7-7 Statistiques sur la prévision de la pointe de crue (Orgeval) 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
nom 
d'épisode 
7401081 
7401281 
7403151 
7410221 
7412251 
7501071 
7501251 
7505061 
7512251 
7601111 
7702161 
7704011 
7801241 
7802021 
7803211 
7902021 
7903111 
7903251 
8002041 
8003141 
8006131 
8012181 
8110151 
8112161 
pointe de crue 
m 
5.20 
6.10 
7.38 
5.73 
3.89 
4.53 
7.71 
5.38 
4.66 
7.64 
11.28 
6.69 
12.8 
13.9 
21.0 
10.3 
12.9 
9.42 
17.1 
28.8 
15.5 
9.69 
18.8 
9.85 
Pi 
5.19 
6.36 
6.60 
6.27 
3.17 
4.62 
6.62 
5.67 
4.84 
7.90 
9.47 
7.72 
12.6 
13.7 
17.4 
10.2 
12.9 
8.71 
17.0 
30.1 
17.8 
12.0 
15.9 
13.4 
PE1(%) 
-0.2 
4.3 
-10.6 
9.4 
-18.5 
2.0 
-14.1 
5.4 
3.9 
3.4 
-15.7 
15.4 
-1.6 
-1.9 
-17.1 
-1.0 
-1.0 
-7.5 
-0.4 
4.4 
15.4 
23.8 
-15.7 
36.3 
P2 
5.52 
6.69 
9.23 
6.27 
3.90 
5.49 
7.31 
6.02 
4.84 
8.27 
11.0 
10.2 
14.5 
15.5 
19.7 
10.3 
13.2 
10.6 
17.2 
34.3 
21.0 
12.0 
16.4 
13.4 
PE2(%) 
6.2 
9.7 
25.0 
9.4 
0.3 
21.2 
-5.2 
11.9 
3.9 
8.2 
-1.8 
52.2 
13.0 
11.5 
-6.1 
0.0 
2.0 
12.6 
0.7 
19.0 
35.9 
23.8 
-13.2 
36.3 
temps d'à 
m 
34 
23 
136 
23 
36 
14 
91 
32 
20 
47 
108 
20 
26 
55 
33 
35 
61 
144 
22 
36 
25 
18 
34 
16 
pparition de la pointe 
Pi 
36 
22 
138 
23 
38 
17 
95 
34 
20 
50 
106 
22 
27 
54 
29 
38 
• 60 
148 
21 
39 
23 
18 
31 
16 
TE 
-2 
+ 1 
-2 
0 
-2 
-3 
•4 
-2 
0 
-3 
+2 
-2 
-1 
+ 1 
+4 
-3 
+ 1 
-A 
+ 1 
-3 
+2 
0 
+3 
0 
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Le tableau 7-8 montre les volumes de crue prévu et mesuré. On voit 
clairement que les erreurs entre les volumes prévu et mesuré pour chaque 
épisode de crue sont assez petites: la moyenne des erreurs est -1.7%, et 
l'erreur maximale (-11.1%) issue de l'épisode n°23 est presque le double de la 
plus forte des autres erreurs (-5.9%, n°19). 
Tableau 7-8 Volumes mesurés (Vm) et prévus (Vp) et les variations relatives 
VE (Orgeval) 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
codage 
7401081 
7401281 
7403151 
7410221 
7412251 
7501071 
7501251 
7505061 
7512251 
7601111 
7702161 
7704011 
7801241 
7802021 
7803211 
7902021 
7903111 
7903251 
8002041 
8003141 
8006131 
8012181 
8110151 
8112161 
Vm(mm) 
9.82 
10.3 
24.4 
7.16 
10.7 
8.75 
23.4 
7.19 
8.95 
9.91 
25.8 
11.9 
19.9 
27.7 
31.5 
18.3 
41.1 
30.6 
30.1 
39.2 
41.1 
20.1 
18.7 
14.7 
Vp(mm) 
9.78 
10.3 
24.3 
7.26 
10.6 
8.88 
23.2 
7.30 
8.82 
9.78 
25.4 
12.0 
19.8 
27.4 
29.8 
17.6 
40.1 
30.1 
28.3 
38.6 
39.7 
20.1 
16.6 
14.4 
VE 
-0.005 
0.000 
-0.007 
0.013 
-0.009 
0.015 
-0.010 
0.015 
-0.015 
-0.013 
-0.016 
0.007 
-0.006 
-0.011 
-0.055 
-0.035 
-0.023 
-0.014 
-0.059 
-0.015 
-0.034 
-0.003 
-0.111 
-0.023 
7.3.1.4 Caractéristiques de la série des erreurs de prévision 
Le coefficient d'auto-corrélation (Cor) sur trois décalages a été calculé pour 
la série des erreurs de prévision de chaque épisode de crue. Le tableau 7-9 
montre les valeurs de Cor respectivement sur l'intervalle d'un pas de temps, 
Cor(l), de deux pas de temps, Cor(2), et de trois pas de temps, Cor(3). Cor(l) 
varie entre 0.54 et 0.95 avec une moyenne de 0.79, Cor(2) varie entre 0.01 et 
0.92 avec une moyenne de 0.52 et Cor(3) absolu varie entre 0.03 et 0.88 avec 
une moyenne de 0.33. Sauf pour l'épisode n°16, les coefficients d'auto-
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corrélation sont en forte diminution avec l'augmentation du décalage. En 
moyenne, ces coefficients d'auto-corrélation ne sont pas très élevés. 
Tableau 7-9 Valeurs des coefficients d'auto-corrélation de la série d'erreurs 
de chaque épisode (Orgeval) 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
codage 
7401081 
7401281 
7403151 
7410221 
7412251 
7501071 
7501251 
7505061 
7512251 
7601111 
7702161 
7704011 
7801241 
7802021 
7803211 
7902021 
7903111 
7903251 
8002041 
8003141 
8006131 
8012181 
8110151 
8112161 
Cor(l) 
0.89 
0.86 
0.66 
0.92 
0.78 
0.91 
0.77 
0.77 
0.90 
0.73 
0.62 
0.76 
0.76 
0.81 
0.82 
0.95 
0.83 
0.88 
0.79 
0.81 
0.54 
0.81 
0.72 
0.66 
Cor(2) 
0.73 
0.61 
0.27 
0.74 
0.62 
0.71 
0.59 
0.40 
0.68 
0.36 
0.26 
0.34 
0.50 
0.60 
0.57 
0.92 
0.68 
0.73 
0.51 
0.48 
0.01 
0.57 
0.44 
0.14 
Cor(3) 
0.54 
0.35 
0.03 
0.52 
0.41 
0.47 
0.39 
0.08 
0.44 
0.09 
0.23 
-0.04 
0.24 
0.35 
0.35 
0.88 
0.55 
0.56 
0.34 
0.22 
-0.12 
0.28 
0.37 
-0.15 
La répartition des erreurs absolues de prévision apparaît dans la figure 7-4. 
La moyenne de l'ensemble des valeurs absolues des erreurs de prévision sur 
les 24 épisodes de crue est 0.31 m3/s avec un écart-type de 0.70 m3/s et 
l'erreur maximale de prévision est de 12 m^/s apparaissant sur le pic de crue 
de l'épisode n°21 (8006131). On peut voir aussi que 95% des erreurs de 
prévision sont égales ou inférieures à 1.47 m-^/s. 
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La répariüon des erreurs de prévision (l'Orgeval) 
y—-» • rmv'i"*"*"' 
10 
- J -
12 
erreur absolue de prévision 
Figure 7-4 Répartition des valeurs absolues des erreurs de prévision 
(Orgeval) 
Le test des signes a été appliqué pour voir s'il existe des erreurs 
systématiques pour la prévision. L'hypothèse nulle pour notre étude est que: 
p[X(+) > X(-)]=p[X(+) < X(-)] = | (7-9) 
où X(+) est le nombre de signes positifs des erreurs de prévision et X(-) est le 
nombre de signes négatifs des erreurs de prévision. H0 déclare donc que le 
médiane de la différence entre le nombre des signes positifs et le nombre des 
signes négatifs est zéro. C'est-à-dire que si l'hypothèse nulle est vraie on peut 
dire que la moitié des erreurs sont positives et l'autre moitié a des valeurs 
négatives et par suite que la méthode de prévision ne comporte pas d'erreurs 
systématiques du point de vue statistique. H0 est rejetée si un trop petit 
nombre d'erreurs d'un signe se présente. On a testé d'abord l'ensemble des 
erreurs de prévision issues des 24 épisodes de crue, puis les erreurs de 
chaque épisode. 
test des signes sur l'ensemble des erreurs 
A l'Orgeval on a fait les prévisions sur 24 épisodes de crues, totalisant 3664 
pas de temps, parmi lesquels 242 n'ont pas d'erreur de prévision et doivent 
être exclus de ce test et 1397 pas de temps présentent des erreurs positives. 
Alors, N=3664-242=3422 et n=1397. Les étapes de ce test sont les suivantes: 
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I. Hypothèse nulle Ho: la médiane de la différence entre les nombres des deux 
signes est nulle. C'est-à-dire qu'il y a d'autant d'erreurs positives que 
d'erreurs négatives. En revanche, Hj est l'hypothèse que la médiane de la 
différence n'est pas à zéro et que le signe négatif est présent dans la majorité 
des erreurs de prévision. 
II. Le niveau de signification est choisi a priori égal à a=0.05. N est défini 
comme le nombre total de pas de temps des prévisions en ayant exclu les pas 
de temps où la prévision n'a pas d'erreur et n est le nombre des erreurs 
posi t ives. 
III. La distribution de l'échantillon: la probabilité p associée à l'occurrence 
de la valeur n est donnée par la distribution binomiale pour P=Q=l/2 comme 
suit. 
p=i(r)p,QN-' (7-10) 
i = 0 V y 
IV. La région de rejet. Ui prédit que la différence entre les tailles des séries 
des deux signes est positive avec un test fait sur un côté. H0 sera rejetée 
seulement si la probabilité associée à l'occurrence de n est égale ou 
inférieure à a . 
V. Décision: La probabilité d'occurrence de n<1397 avec N=3422 peut être 
calculée théoriquement avec l'équation 7-10, mais plus simplement grâce à 
l'approximation de la loi normale qui donne à p=0.3*10"26. Cette valeur se situe 
dans la région de rejet pour a=0.05. Notre décision est de rejeter H0 en faveur 
de Hi. C'est-à-dire que la méthode de prévision nous donne des prévisions 
systématiquement plus grandes que les mesures du point de vue statistique. 
test des signes sur les erreurs de chaque épisode de crue 
Le tableau 7-10 montre les résultats du test des signes pour chaque épisode de 
crue, où X(+), X(-) et X(0) représentent respectivement les nombres des 
erreurs positives, négatives et nulles. En vue de maintenir le test sur un côté 
de probabilité, on a choisi toujours le minimum entre X(+) et X(-) en notant 
que Hj doit être changée en cas que le nombre de X(-) est choisi comme n. On 
peut voir dans ce tableau que 13 épisode sur 24 ont systématiquement plus 
d'erreurs négatives au cours de la prévision. 
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Tableau 7-10 Test des signes de séries d'erreurs (Orgeval) 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
2 0 
2 1 
2 2 
2 3 
2 4 
codage 
7 4 0 1 0 8 1 
7 4 0 1 2 8 1 
7 4 0 3 1 5 1 
7 4 1 0 2 2 1 
7 4 1 2 2 5 1 
7 5 0 1 0 7 1 
7 5 0 1 2 5 1 
7 5 0 5 0 6 1 
7 5 1 2 2 5 1 
7 6 0 1 1 1 1 
7 7 0 2 1 6 1 
7 7 0 4 0 1 1 
7 8 0 1 2 4 1 
7 8 0 2 0 2 1 
7 8 0 3 2 1 1 
7 9 0 2 0 2 1 
7 9 0 3 1 1 1 
7 9 0 3 2 5 1 
8 0 0 2 0 4 1 
8 0 0 3 1 4 1 
8 0 0 6 1 3 1 
8 0 1 2 1 8 1 
8 1 1 0 1 5 1 
8 1 1 2 1 6 1 
X(+) 
56 
6 9 v 
8 5 v 
14. / 
35*/ 
2 8 v 
8 2 v 
31V 
34V 
34V 
105V 
5 0 v 
5 0 v 
8 0 v 
87 
5 2 v 
90V 
62V 
5 3 v 
69 
94V 
4 8 v 
4 0 v 
49 
X(-) 
54V 
71 
129 
71 
89 
83 
100 
66 
86 
76 
108 
57 
54 
127 
70V 
76 
136 
143 
67 
54V 
130 
93 
40 
45 V 
X(0) 
16 
7 
39 
2 
16 
15 
34 
5 
7 
11 
20 
10 
4 
6 
8 
0 
2 
4 
2 
2 
12 
15 
4 
1 
N 
1 1 0 
1 4 0 
2 1 4 
8 5 
1 2 4 
11 1 
1 8 2 
97 
1 2 0 
1 1 0 
2 1 3 
107 
1 0 4 
2 0 7 
157 
128 
2 2 6 
2 0 5 
1 2 0 
1 2 3 
2 2 4 
141 
8 0 
9 4 
p(N,n) 
(P=Q=0.5) 
0 . 4 6 
0 . 4 7 
0 . 1 6 * 1 0 - 2 
0 .12*10" 9 
0 . 6 7 * 1 0 - 6 
0 .83*10" 7 
0 . 1 0 
0 . 2 0 * 1 0 - 3 
0 .11*10 - 5 
0 . 3 8 * 1 0 ' 4 
0 .45 
0 . 2 8 
0 . 3 8 
0 .66*10" 3 
0 . 1 0 
0 . 0 2 
0 . 1 3 * 1 0 - 2 
0 .75*10" 8 
0 . 1 2 
0 . 1 0 
0 . 0 1 
0 .94*10" 4 
0 . 5 4 
0 . 3 8 
remarque 
a=0.05 
p < a 
p < a 
p < a 
p < a 
p < a 
p < a 
p < a 
p < a 
p < a 
p < a 
p < a 
p < a 
p < a 
(V valeur de n) 
7.3.1.5 Varia t ions des paramèt res en cours de la prévision 
La figure 7-5 illustre les distributions expérimentales des paramètres 
appliqués au cours de la prévision et les variations des paramètres au cours 
de la prévision sont figurées dans l'ANNEXE-VIII. On a la forte impression que 
pendant la majeure partie du temps de la prévision les paramètres du modèle 
varient faiblement. 
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paramètres -fréquence 
•a 
> 
0,00 0,10 OJO 0,30 0,40 0,50 0,60 0,70 
fréquence 
Figure 7-5 Distributions expérimentales des paramètres pour la prévision des 
crues (Orgeval) 
Dans le tableau 7-11, on montre les moyennes et les écarts-types des 
paramètres issus de la prévision, et les valeurs des paramètres de référence 
et leurs écarts-types qui interviennent dans la fonction objectif. On voit que 
les moyennes issues de la prévision et les valeurs des paramètres issues de la 
simulation sur une longue durée sont assez proches sauf pour le paramètre D. 
Cela veut dire que les paramètres du modèle en prévision varient en principe 
autour de leur valeurs calées sur une longue durée. On constate que I'écart-
type de chaque paramètre issu de la prévision est assez petit et présente des 
différences entre les paramètres. Cela montre que les paramètres varient 
faiblement pour la prévision et révèle que la variation de chaque paramètre 
pendant la prévision est différente avec, par ordre croissant, D, B, C et A. 
Tableau 7-11 Moyennes 
moyenne pendant la prévision 
valeurs issues de la simulation 
écart-type pendant la prévision 
et écarts-l 
InA 
5.72 
5.74 
0.11 
ypes des 
L n B 
4.10 
4.21 
0.25 
paramètres 
LnC 
2.16 
2.16 
0.21 
(Orgeval) 
InD 
-0.35 
0.00 
0.48 
7.3.2 Prévision en condition de pluie nulle 
Sous cette condition, les pluies futures sont supposées être nulles, ce qui est 
une manière de traiter les pluies inconnues répandue dans la pratique (Tucci 
et Clarke, 1989). Cette hypothèse est dommageable dans le cas où le temps de 
concentration est plus petit que le délai de prévision. Dans la figure 7-8, on 
illustre cela avec 2 épisodes de crue prévus en condition de pluie nulle (tous 
les épisodes peuvent être trouvés dans l'ANNEXE-VI). Dans le tableau 7-12, on 
a donné les valeurs de IC et de CE de la prévision relatifs à chaque épisode 
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sous condition de pluie nulle (ICO et CEO) et de pluie connue (ICI et CEI) et ces 
valeurs sont remontrées dans les figures 7-6 et 7-7. On constate que les 
résultats issus de ces deux conditions sont généralement assez proches 
toutefois 2 épisodes sur 24 présentent les valeurs négatives pour CE sous 
condition de pluie nulle au lieu d'un seul sur 24 sous condition de pluie 
connue. Les résultats avec l'hypothèse de pluie nulle sont légèrement 
inférieurs aux résultats avec l'hypothèse de pluie connue, sauf pour les 
épisodes n°l et n°12 selon CE. 
Tableau 
o r d r e 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
7-12 Les valeurs de ICO, ICI , CEO et CEI (Orgeval) 
c o d a g e 
7401081 
7401281 
7403151 
7410221 
7412251 
7501071 
7501251 
7505061 
7512251 
7601111 
7702161 
7704011 
7801241 
7802021 
7803211 
7902021 
7903111 
7903251 
8002041 
8003141 
8006131 
8012181 
8110151 
8112161 
ICI 
0.968 
0.970 
0.970 
0.939 
0.920 
0.811 
0.970 
0.976 
0.926 
0.961 
0.978 
0.862 
0.966 
0.966 
0.958 
0.935 
0.958 
0.898 
0.939 
0.965 
0.889 
0.923 
0.885 
0.942 
ICO 
0.979 
0.964 
0.967 
0.944 
0.917 
0.834 
0.960 
0.977 
0.908 
0.969 
0.975 
0.929 
0.926 
0.961 
0.951 
0.885 
0.861 
0.878 
0.930 
0.967 
0.860 
0.887 
0.879 
0.939 
CEI 
0.720 
0.774 
0.400 
0.560 
0.473 
0.089 
0.583 
0.738 
0.671 
0.574 
0.730 
-0.006 
0.604 
0.507 
0.527 
0.291 
0.670 
0.475 
0.291 
0.376 
0.225 
0.436 
0.192 
0.577 
CEO 
0.810 
0.722 
0.326 
0.599 
0.451 
0.196 
0.449 
0.755 
0.597 
0.654 
0.696 
0.488 
0.146 
0.427 
0.438 
-0.354 
-0.099 
0.375 
0.192 
0.404 
0.026 
0.173 
0.149 
0.561 
i on 
0.95-
0.90 " 
0.85-
0. 80 
ICO 
• 
• 
. 
0.85 
vs. ICI (Orgeval) 
• 
• ^^ 
' " " " " I ' ' 
o.«o 
• 
0.95 1. 
CEO vs. CEI 
Figure 7-6 ICO versus ICI (Orgeval) Figure 7-7 CEO versus CEI (Orgeval) 
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ptUIM 
Figure 7-8 Prévisions en condition de pluie nulle (Orgeval) 
débits mesurés ou pluies mesurées 
débits prévus 
débits simulés par épisode 
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7.4 VERIFICATION SUR LE REAL-COLLOBRIER 
Les résultats de la vérification pour le Real Collobrier sont présentés dans 
cette section. 
7.4.1 Prévision en condition de pluie connue 
Deux épisodes de crue prévus au Real Collobrier sous condition de pluie 
connue sont présentés dans la figure 7-9 (cf. ANNEXE-VII pour l'ensemble des 
épisodes). 
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6 .2 
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pr«vi«iofu 
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Figure 7-9 Prévisions sous condition de pluie connue (le Real Collobrier) 
débits mesurés ou pluies mesurées 
débits prévus 
débits simulés par épisode 
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7.4.1.1 Évaluation de l'efficacité de la méthode de prévision par 
rapport au modèle de simulation sur lequel la méthode se base 
Le tableau 7-13 montre les valeurs de r correspondant aux deux sortes de 
simulations pour chaque épisode considérée, r(d) correspond à la 
comparaison entre la prévision et la simulation sur une longue durée et r(e) 
étant celui provenant de la comparaison entre la prévision et la simulation 
par épisode. On peut voir que toutes les valeurs r(d) sont positives sauf pour 
l'épisode n°9. Cela montre une amélioration des résultats de la prévision par 
rapport à ceux issus de la simulation sur une longue durée. Le fait que 6 
valeurs de r(e) sur 12 sont positives indique que dans la moitié des cas les 
prévisions peuvent être même meilleures que les débits optimisés épisode par 
épisode. L'efficacité de la méthode de prévision par rapport au modèle de 
simulation est donc confirmée par le coefficient r. 
Tableau 7-13 r(d) et r(e) de chaque épisode prévu (Real Collobrier) 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 1 
12 
codage 
6902211 
6903051 
6903141 
6905061 
6912311 
7003151 
7012271 
7103211 
7202041 
7203051 
7203131 
7212281 
r(d) 
0.991 
0.849 
0.475 
0.851 
0.876 
0.982 
0.997 
0.782 
-0.113 
0.885 
0.895 
0.192 
r(e) 
0.600 
0.300 
0.753 
-1.846 
-3.062 
0.802 
0.781 
0.714 
-0.850 
-1.443 
-2.762 
-1.064 
7.4.1.2 Évaluation de la précision globale des prévision 
Le tableau 7-14 montre les valeurs de IC et de CE, pour les prévisions de 
chaque épisode de crue. Comme premier diagnostic, on trouve que toutes les 
valeurs de IC sont positives et plus grandes que 0.60 sauf l'épisode n°10. On 
constate que CE a des valeurs positives pour 10 épisodes de crue sur 12. La 
valeur maximale de CE arrive à 0.767 et la moyenne et l'écart-type des valeurs 
de CE sont respectivement 0.416 et 0.597. 
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Tableau 7-14 IC et CE de chaque épisode prévu (Real Collobrier) 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
codage 
6902211 
6903051 
6903141 
6905061 
6912311 
7003151 
7012271 
7103211 
7202041 
7203051 
7203131 
7212281 
IC 
0.932 
0.899 
0.854 
0.936 
0.887 
0.895 
0.954 
0.900 
0.658 
-0.469 
0.833 
0.620 
CE 
0.761 
0.707 
0.493 
0.868 
0.787 
0.640 
0.907 
0.532 
0.209 
-1.054 
0.631 
-0.484 
7.4.1.3 Précision de la prévision des aspects particuliers de la 
p r é v i s i o n 
On a calculé dans le tableau 7-15 les deux sortes d'erreurs PEÍ et PE2 (cf. 
l'équation 7-6). On a montré aussi les décalages de temps TE (cf. l'équation 7-
8) entre les pointes prévue et mesurée. Les valeurs figurent dans les 
colonnes "temps d'apparition de pointe" sont exprimées en nombre de pas de 
temps relativement au commencement de l'épisode. La moyenne des erreurs 
de la valeur prévue sur le temps de la pointe mesurée (colonne PEÍ) est de 
-7.0% avec un écart-type de 20%. La moyenne des erreurs entre les pointes 
prévue et mesurée (colonne PE2) est de 13.6% avec un écart-type de 19.3%. Le 
décalage moyen entre les pointes prévue et mesurée est d'environ 1 pas de 
temps en retard (At=l heure). 
Tableau 7-15 Statistiques sur les prévisions de pointe de crue (Real 
Collobrier) (m=mesuré. p=prévu. l=même moment, 2=moments différents) 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
nom 
d'épisode 
6902211 
6903051 
6903141 
6905061 
6912311 
7003151 
7012271 
7103211 
7202041 
7203051 
7203131 
7212281 
pointe de crue 
m 
18.4 
19.6 
10.7 
5.29 
28.9 
4.93 
6.32 
4.41 
40.9 
6.29 
21.2 
112 
Pi 
18.6 
24.4 
11.5 
5.53 
36.0 
5.12 
5.96 
4.21 
42.8 
10.3 
23.7 
142 
PEl(<7r) 
1.0 
24.4 
7.5 
4.5 
24.6 
3.9 
-5.7 
-4.5 
4.6 
63.8 
11.8 
26.7 
P2 
18.2 
20.7 
10.9 
4.93 
25.3 
4.79 
5.93 
3.95 
42.8 
2.47 
16.4 
142 
PE2(%) 
-1.0 
5.6 
1.9 
-6.8 
-12.5 
-2.8 
-6.2 
-10.4 
4.6 
-60.7 
-22.6 
26.7 
temps d'à 
m 
48 
53 
32 
19 
43 
53 
20 
35 
57 
28 
25 
43 
pparition de la pointe 
P 
49 
55 
29 
21 
45 
54 
21 
32 
57 
31 
27 
43 
TE 
-1 
-2 
+3 
-2 
-2 
-4 
-1 
+3 
0 
-3 
-2 
0 
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Le tableau 7-16 montre les volumes de crue prévu et mesuré. On peut trouver 
que les erreurs entre les volumes prévu et mesuré pour chaque épisode de 
crue sont assez petites: la moyenne des VE est de 0.8% avec un écart-type de 
3.5%. 
Tableau 7-16 Volumes mesuré (Vm) et prévu (Vp) et erreurs relatives (VE) 
(Real Collobrier) 
adre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
codage 
6902211 
6903051 
6903141 
6905061 
6912311 
7003151 
7012271 
7103211 
7202041 
7203051 
7203131 
7212281 
Vm(mm) 
49.7 
55.1 
41.3 
8.94 
30.8 
14.9 
10.3 
16.8 
118 
17.6 
42.0 
164 
Vr(mm) 
49.0 
55.1 
41.3 
9.35 
33.4 
14.6 
10.6 
16.4 
117 
18.4 
40.1 
164 
VE 
-0.013 
0.000 
0.000 
0.045 
0.084 
-0.018 
0.030 
-0.023 
-0.005 
0.043 
-0.044 
0.001 
7.4.1.4 Caractéristiques de la série des erreurs de prévision 
Le coefficient d'auto-corrélation (Cor) pour trois décalages en temps a été 
calculé pour la série des erreurs de prévision de chaque épisode de crue. Le 
tableau 7-17 montre les valeurs de Cor respectivement pour des décalages 
d'un pas de temps, Cor(l), de deux pas de temps, Cor(2), et de trois pas de 
temps, Cor(3). Cor(l) varie entre 0.50 et 0.82 avec une moyenne de 0.67, Cor(2) 
varie entre 0.11 et 0.55 avec une moyenne de 0.36 et Cor(3) varie entre -0.15 
et 0.42. Les coefficients d'auto-corrélation ont une forte diminution avec le 
décalage de temps. En moyenne, ces coefficients d'auto-corrélation ne sont 
pas très élevés. 
Tableau 7-17 Coefficients d'auto-corrélation des erreurs de la prévision ( 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
codage 
6902211 
6903051 
6903141 
6905061 
6912311 
7003151 
7012271 
7103211 
7202041 
7203051 
7203131 
7212281 
Cor(l) 
0.71 
0.63 
0.67 
0.82 
0.50 
0.64 
0.80 
0.68 
0.61 
0.65 
0.61 
0.77 
Cor(2) 
0.40 
0.28 
0.33 
0.54 
0.41 
0.26 
0.55 
0.26 
0.11 
0.29 
0.29 
0.54 
Real Collobrier) 
Cor(3) 
0.14 
0.19 
0.14 
0.34 
0.09 
-0.01 
0.42 
0.08 
-0.15 
0.01 
0.19 
0.33 
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La répartition des erreurs de prévision est montrée dans la figure 7-10. La 
moyenne de l'ensemble des valeurs absolues des erreurs de prévision sur les 
12 épisodes de crue est de 0.70 m3/s avec un écart-type de 2.78 m3/s et l'erreur 
maximale de prévision atteint 40.6 m^/s pour le pic de crue de l'épisode n°12 
(7212281). On constate que 95% des erreurs de prévision sont égales ou 
inférieures à 2.4 m^/s. 
La répartition des erreurs absolues de prévision 
1,0 - „*••* » « . . . » . _ » — . • . » • . * — • — • 
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erreurs de la prévision 
Figure 7-10 Répartition des valeurs absolues des erreurs de prévision (Real 
Collobrier) 
Le test des signes (cf. §7.3.1.4) a été effectué sur les séries d'erreurs du Real 
Collobrier. 
test des signes sur l'ensemble des erreurs 
On a fait les prévisions sur 12 épisodes de crues, totalisant 1951 pas de temps, 
parmi lesquels 105 n'ont pas d'erreur de prévision et doivent être exclus de ce 
test et 607 pas de temps présentent des erreurs négatives. Avec les notations 
du paragraphe §7.3.1.4 on a N=1951 -105 = 1846 et n=607. La probabilité 
d'occurrence de n<607 avec N=1846 calculée avec l'équation 7-10, on donne 
p = 0 . 4 3 * ÎO 4 9 . Cette valeur se situe dans la région de rejet pour a=0.05. Notre 
décision est de rejeter H0 en faveur de Hi. C'est-à-dire que la méthode de 
prévision nous donne des prévisions systématiquement plus petites que les 
mesures du point de vue statistique. 
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test des signes sur les erreurs de chaque épisode de crue 
Le tableau 7-18 montre les résultats du test des signes pour chaque épisode de 
crue, où X(+), X(-) et X(0) représentent respectivement les nombres des 
erreurs positives, négatives et nulles. Avec un test sur un côté, on retient 
toujours le minimum de X(+) et X(-) (bien entendu, la décision sera changée à 
cet effet). On peut voir dans ce tableau que 9 épisodes sur 12 présentent des 
erreurs systématiques: plutôt positives pour 8 épisodes et plutôt négatives 
pour 1 épisode (n°5). 
Tableau 7-18 Test des signes sur la série des erreurs (Real Collobrier) 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
codage 
6902211 
6903051 
6903141 
6905061 
6912311 
7003151 
7012271 
7103211 
7202041 
7203051 
7203131 
7212281 
X(+) 
122 
176 
147 
32s/ 
22v 
57 
31. / 
114 
256 
72 
134 
76 
X(-) 
56v/ 
49>/ 
49V 
44 
74 
44s/ 
41 
36s/ 
88s/ 
49s/ 
28s/ 
49s/ 
X(0) 
0 
21 
1 
2 
11 
1 
2 
37 
25 
2 
3 
0 
N 
178 
225 
196 
76 
96 
101 
72 
150 
344 
121 
162 
125 
p(N,n) 
(P=Q=0.5) 
0 .42*10- 6 
0.28*10" 1 7 
0 . 7 2 * 1 0 ' 1 2 
0.10 
0.47*10"7 
0.12 
0.14 
0 .62*10- 1 0 
0 . i 9 * i o - 1 9 
0.02 
0 .44*10" 1 2 
0.98*10- 2 
remarque 
a=0.05 
p < a 
p < a 
p < a 
p < a 
p < a 
p < a 
p < a 
p < a 
p < a 
(</ valeur de n) 
7.4.1.5 Variations des paramètres ajustés 
La figure 7-11 illustre les distributions expérimentales des paramètres 
appliqués au cours de la prévision. Les variations des paramètres au cours de 
la prévision pour chaque épisode de crue sont montrées dans l'ANNEXE-VIII. 
On a constaté que la plupart du temps les paramètres du modèle varient 
fa iblement . 
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La répartition des paramètres (Real Collobrier) 
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Figure 7-11 Distributions expérimentales des paramètres pour la prévision 
des crues (Real Collobrier) 
Dans le tableau 7-19, on montre les moyennes et les écarts-types des 
paramètres issus de la prévision, et les valeurs des paramètres issus du calage 
sur une longue durée qui servent du base à la prévision. On voit les valeurs 
des deux sortes de paramètres et peut constater que les moyennes issues de la 
prévision et les valeurs des paramètres issues de la simulation sur une longue 
durée sont assez proches sauf pour le paramètre C. Cela veut dire que les 
paramètres du modèle en prévision varient en principe autour de leur valeur 
calée sur une longue durée. On constate que l'écart-type de chaque 
paramètre issu de la prévision est assez petit et présente des différences 
entre les paramètres, ce qui confirme que les paramètres varient faiblement 
pendant la prévision et que la variation de chaque paramètre est différente 
avec, par ordre de croissant, C, B, D et A. 
Tableau 7-19 Moyennes et écarts-types des paramètres (Real Collobrier) 
I In A I LnB I LnC I InD 
moyenne pendant la prévision 5.91 4.97 0.41 0.29 
valeurs issues de la simulation 5.87 4.63 2.04 0.20 
écart-type pendant la prévision | 0.32 | 0.53 0.67 0.40 
7.4.2 Prévision en condition de pluie nulle 
Deux épisodes de crue prévus au Real Collobrier sous condition de pluies 
nulles sont illustrés dans la figure 7-12 comme exemple et tous les 12 épisodes 
peuvent être trouvés dans l'ANNEXE-VII. Dans le tableau 7-20 et les figures 7-
13 et 7-14, on a donné les valeurs de IC et de CE pour chaque épisode en 
Deuxième partie Chapitre 7 page 186 
condition de pluie nulle (ICO et CEO) et de pluie connue (ICI et CEI). CEO révèle 
qu'une valeur sur 12 est négative au lieu de 2 sur 12 en condition de pluie 
c o n n u e . 
Figure 7-12 Prévisions sous condition de pluies nulles (le Real Collobrier) 
débits mesurés ou pluies mesurées 
débits prévus 
débits simulés par épisode 
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Tableau 7-20 Performances de la prévision sous la condition de pluies nulles 
(Real Collobrier) 
ordre 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
codage 
6902211 
6903051 
6903141 
6905061 
6912311 
7003151 
7012271 
7103211 
7202041 
7203051 
7203131 
7212281 
ICO 
0.770 
0.747 
0.783 
0.667 
0.533 
0.794 
0.673 
0.824 
0.648 
0.318 
0.687 
-0.373 
ICI 
0.932 
0.899 
0.854 
0.936 
0.887 
0.895 
0.954 
0.900 
0.658 
-0.469 
0.833 
0.620 
CEO 
0.180 
0.268 
0.247 
0.307 
0.117 
0.295 
0.334 
0.174 
0.187 
0.047 
0.310 
-4.350 
CEI 
0.761 
0.707 
0.493 
0.868 
0.787 
0.640 
0.907 
0.532 
0.209 
-1.054 
0.631 
-0.484 
ICO vs. ICI CEO vs. CEI 
Figure 7-13 ICO versus ICI (Real Collobrier) Figure 7-14 CEO versus CEI (Real Collobrier) 
7.5 C O N C L U S I O N SUR L E S T R A V A U X DE V É R I F I C A T I O N 
La méthode d'ajustement a été vérifiée sous cinq aspects sur deux bassins 
versants expérimentaux relativement petits. Le délai de prévision est pris 
égal à 3 pas de temps de 1 heure. En général, les résultats issus de ces deux 
bassins versants ne montrent pas de grosses différences et par suite on peut 
présenter les conclusions communes ci-après: 
1) La méthode d'ajustement est efficace par rapport au calage sur une longue 
durée et peut arriver en grande partie à la précision théorique d'un calage 
par épisode. 
2) Un jugement global avec le coefficient d'efficacité montre que la 
prévision est généralement acceptable. 
3) Sur les points particuliers de la prévision: il existe des erreurs assez 
grandes pour les décalages sur les temps d'apparition de la pointe de crue 
pour quelques épisodes même pour ceux valables globalement (CE positif), les 
prévisions sur le volume de crue ont toujours une très bonne précision. 
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4) L'analyse des erreurs de prévision montre que les prévisions sont plus 
souvent en dessous qu'en dessus des valeurs réelles, et que l'autocorrélation 
des erreurs n'est pas très forte (inférieure à 0.8) et décroit assez vite 
(autocorrélation non-significative pour un décalage de 3 pas de temps). 
5) La plupart du temps, les variations des paramètres ajustés en cours de 
prévision sont faibles, ce qui permet de garantir une certaine fiabilité à la 
démarche . 
7.6 C O N C L U S I O N D E LA D E U X I È M E P A R T I E 
Dans cette deuxième partie, après avoir rappelé les méthodes utilisées 
habituellement pour traiter le problème de la prévision des crues en temps 
réel, un certain nombre d'analyses nous ont permis de proposer une méthode 
d'ajustement adaptée à un modèle conceptuel pluie-débit, et on a vérifié cette 
nouvelle méthode de prévision sur deux bassins versants expérimentaux. On 
peut isoler cinq points forts dans cette partie: 
1) Un modèle conceptuel pluie-débit peut être appliqué pour la prévision des 
crues en temps réel en utilisant une procédure spécifique pour ajuster les 
paramètres en cours de prévision. 
2) En vue de faire de la prévision, il vaut mieux appliquer un modèle 
conceptuel en continu, et non pas par épisode car on évite les difficultés 
provenant de l'initialisation des états du système. 
3) Il est utile d'employer comme fonction d'objectif pour ajuster en temps 
réel les paramètres du modèle conceptuel pluie-débit, une combinaison de 2 
termes: d'une part minimiser les deux dernières erreurs et d'autre part 
minimiser les déviations des paramètres par rapport à leurs valeurs issues 
d'une longue période de calage. 
4) Combiner le mode adaptatif et le mode de simulation permet d'obtenir un 
ajustement fiable en temps réel et apporte donc une stabilité de prévision. 
Cette combinaison porte sur une durée appelée durée rétroactive 
d 'ajustement. 
5) Un ajustement des paramètres liés aux réservoirs d'un modèle conceptuel 
respectant la conservation des flux d'eau assure au processus d'adaptation 
une meilleure cohérence avec les principes de la modélisation et ne remet 
pas en cause l'efficacité de ce processus. 
L'ensemble de ces observations a permis de bâtir une méthode efficace 
d'adaptation à la prévision des crues d'un modèle conceptuel tel que GR4. 
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Le problème qu'il a été tenté de traiter dans cette recherche est celui de la 
prévision de crue à l'aide d'un modèle conceptuel pluie-débit. 
Quand la simulation est fondée sur un modèle linéaire, les techniques 
d'ajustement en prévision viennent très naturellement à l'esprit, comme par 
exemple, la transformation du modèle en modèle portant sur les différences 
temporelles des variables de pluie et de débit. Une des formes les plus 
achevées de ces techniques est sans aucun doute la formalisme assez général 
du filtrage de Kaiman (Kaiman, 1960). 
En ce qui concerne les modèles conceptuels, les démarches auxquelles on a 
généralement recours, par exemple la mise à jour des niveaux des réservoirs 
constitutifs de ces modèles ou leur linéarisation locale pour pouvoir 
appliquer les méthodes bien rodées des modèles linéaires, posent problème 
car en bousculant la logique des modèles conceptuels, on perd l'essentiel de 
ce qui fait leur efficacité à rendre compte du processus hydrologique. 
Puisque la nature même de la prévision oblige à une certaine remise en 
cause, il faut chercher la façon de procéder qui permettra à cette remise en 
cause de ne pas ruiner l'édifice logique qui fonde le modèle conceptuel 
ut i l isé. 
Pour aborder cette réflexion, il est apparu utile de la conduire sur un 
exemple simple de modèle conceptuel. On a utilisé le modèle GR4 qui est un 
modèle conceptuel, à quatre paramètres, bien étudié au pas de temps 
j o u r n a l i e r . 
Malgré ce capital initial de connaissances, on a consacré une bonne partie de 
la recherche à approfondir l'élude de ce modèle et plus particulièrement de 
ses paramètres, et à étudier s'il restait pertinent au pas de temps horaire 
généralement nécessaire en prévision des crues. On a constaté que les 
paramètres montraient une importante variabilité en fonction des périodes 
sur lesquelles ils étaient calés. La simplicité du modèle, dont toutes les 
composantes sont activées même sur une période de calage relativement 
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courte, permet de considérer qu'il ne s'agit pas là d'un simple problème 
d'indétermination des paramètres. Il est dès lors apparu raisonnable de 
considérer qu'une mise à jour en prévision puisse se fonder sur cette non-
stationnarité, afin de compenser l'inadéquation du modèle à représenter en 
toutes circonstances avec un jeu déterminé de paramètres, le processus 
hydrologique d'une façon suffisamment précise pour apporter une prévision 
opérationnelle efficace. 
C'est toujours cette réflexion sur le modèle conceptuel qui a permis de mettre 
en évidence les insuffisances d'un fonctionnement par événement, c'est-à-
dire limité dans le temps au strict événement critique. En effet, avec une telle 
démarche, on ne comprend dans quel état se trouvait le système en début 
d'événement que lorsqu'une bonne partie de la crue est passée. 
Un fonctionnement en continu du modèle conceptuel permet en revanche de 
garder à chaque instant la trace de l'état du système. 
L'analyse par événement a cependant été indispensable pour étudier la 
variabilité des paramètres et rechercher ceux dont le recalage était le plus 
efficace. Mais cette analyse a montré que tous devaient participer à 
l'opération d'ajustement, car chacun avait un rôle propre à y jouer. 
Sur cette base, la méthode développée a consisté à ajuster les valeurs des 
paramètres sur une période récente ou "durée rétroactive d'ajustement" 
(DRA) (de quelques centaines d'heures). En début de DRA, l'état du système est 
corrigé pour respecter la conservation des bilans en volumes. 
La recherche de la meilleure adaptation des paramètres a conduit à adopter 
une procédure réduisant le plus possible l'écart des paramètres par rapport à 
ceux adoptés pour la simulation en longue durée, l'objectif étant d'annuler, 
ou tout au moins minimiser, les valeurs absolues des deux dernières erreurs, 
véritable enjeu propre à la prévision. 
Les résultats obtenus sur les deux petits bassins versants qui ont servi de 
support tout au long de cette recherche ont montré une qualité satisfaisante 
et encourageante. Il conviendrait désormais de comparer cette procédure 
avec d'autres techniques. L'efficacité de la méthode ne sera démontrée que 
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par son succès pratique dans de nombreuses applications. Une telle 
application a commencé à être mise en oeuvre, postérieurement aux travaux 
présentés ici, pour la prévision des crues dans le haut bassin du Doubs où les 
méthodes débit-débit étaient mise en défaut. Cela a été l'occasion de vérifier 
qu'il y avait pas de difficulté pratique à utiliser telle quelle la méthode dans 
le cadre d'une étude d'ingénierie. Il est trop tôt en revanche pour apporter 
une conclusion sur l'efficacité opérationnelle du système mis en place, qui 
ne pourra être évaluée qu'après quelques crues, et cela pour des bassins 
versants variés quant à leurs caractéristiques physiques. 
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