Abstract-Downlink joint processing (JP) between base stations eliminates the inter-cell interference in a cellular system with a frequency reuse factor of one and improves the spectral efficiency of cell-edge users. JP has a huge impact on both feedback and backhaul load, and thus partial JP was presented to tackle with signaling demand. However, achieving equivalent backhaul reduction based on limited feedback channel state information is challenging when linear techniques, such as zeroforcing beamforming (BF) are used, which led to the use of stochastic algorithms instead. Therefore stochastic multi-start particle swarm optimization algorithm (MSPSOA) is proposed in this paper to achieve backhaul reduction and address the issue of lack of diversity, which is related to the basic particle swarm optimization algorithm (BPSOA). The lack of diversity has been solved in this work by replacing the inactive particles adaptively based on a predefined constant which represents the difference between local best and global best optimization criterion. The performance of the proposed MSPSOA and BPSOA BF is evaluated with respect to full and partial JP using different metrics such as sum-rate, actual interference and convergence using a multipath realistic environment WINNER II channel model. The proposed MSPSOA outperforms BPSOA in terms of average sum-rate by 15.3%, while the actual interference decreased by 14.6% in some conducted scenarios.
I. INTRODUCTION
Next-generation communication networks and beyond are required to be spectrally efficient with a frequency reuse factor of one. However, one of the main obstacles in the deployment of full frequency reuse is inter-cell interference (ICI). Therefore, mobile stations (MSs) within the cell edge of the cluster may suffer from limited frequency resources. To tackle this problem, coordinated multipoint (CoMP) transmission and reception is proposed [1] . CoMP is a major area of interest within the field of cooperative communications. In the downlink, multiple collaborating eNBs transmit user data simultaneously to the MS, and thus the interfering signal is treated as a desired one. In [2] , this technique was proposed as network coordination.
In the LTE release 9, numerous progressive techniques were proposed. One such technique is CoMP; its main focus is improving the performance of the cell-edge users who are suffering from ICI through coordinated beamforming/coordinated [1] . This paper describes the design and implementation of JP. CoMP may be classified on the basis of architecture into centralized and decentralized coordination [3] . In centralized coordination, the MS feeds back the channel state information (CSI) through the feedback overhead to the cooperative eNBs, and then the CSI is accumulated in the central coordination node (CCN) to create an aggregated channel matrix [4] , [5] . In decentralized coordination, the CSI is available at all the eNBs, but the beamforming (BF) and the power allocation are performed on each eNB. Therefore, a special scheduling algorithm is necessary to assign an eNB to each MS [6] . Depending on the aggregated channel matrix, the CCN generates the BF matrix after power allocation. The CCN can be combined with one of the eNBs in the cluster. The BF matrix and the user data have to be available at the cooperative eNBs in order to eliminate the interference by sending exact user data to a specific MS [7] . As illustrated in Fig. 1 , CoMP network can be classified into two areas. The first is feedback overhead, which is the signaling of CSI from the MS to eNBs, and the second is backhaul overhead, which consists of the BF elements. Thus, the feedback and backhaul overhead give a tremendous load on both frequency resources as well as the interface between the cooperative eNBs [5] , [8] .
One of the greatest challenges of JP is reducing the complexity by arranging eNB into clusters. The clustering approach can be static, which means the collaborating eNBs have not changed with time, whereas the dynamic clustering changes with time to deploy the fairness among MSs. Moreover, clustering topology may be classified according to whether the clustering decision is made into a user-centric or networkcentric decision, taking into account the channel conditions [7] .
JP has a huge impact on both frequency resources and backhaul requirements. With respect to feedback overhead, it happens because of multiple collaborating eNBs transmitting user data simultaneously at the same frequency band, which burdens the assigned frequency band and decreases the performance of MSs. JP also places tremendous requirements on the backhauling speed, and thus made the use of fiber optics a necessity. Given the reduced cost of implementing fiber optic backhauling, several recent studies have begun to reduce the backhaul requirements, such as in [7] , [9] , [10] , [11] , [12] . Hence, various schemes have been proposed to reduce the load on backhauling. Partial joint processing (PJP) is one of the suboptimal solutions proposed in [9] , in which a subset of eNBs is selected to transmit the user data depending on a predefined active set threshold, and form a sparse aggregated channel matrix. Consequently, the load on both feedback and backhaul overload is reduced.
JP is the most complicated scheme of CoMP because CSI along with user data should be available on the cooperative eNBs. Moreover, JP can be categorized into joint transmission (JT) and dynamic point selection (DPS). According to [1] , JT is a subscheme of JP when the data are transmitted simultaneously from the cooperative set to a specific user. DPS is another subscheme of JP in which the CSI and the user data are available at the cooperative set, but transmission may happen with regard to the time from one subframe to another as well as the variance over the resource block. In other words, one point is sending while the other points are muted. Both JT and DPS schemes are illustrated in Fig. 2 .
Organization: The remainder of this paper is organized as follows. Section II highlights the related work on BF techniques in CoMP transmission and reception. Section III illustrates the system model and problem statement. Section IV gives an overview of particle swarm optimization algorithm (PSOA). Section V discusses the performance evaluation and simulation results. Section VI concludes the paper with a discussion on future work.
II. RELATED WORK
Multiple input/multiple output (MIMO) system is a sophisticated technique to achieve high spectral efficiency in wireless communication systems. The availability of the CSI of all the links in the CCN is the key aspect to alleviate ICI through the BF and power allocation techniques. Therefore, numerous studies have attempted to explain coding techniques, such as dirty paper coding (DPC) [13] . Although DPC is the most comprehensive coding technique, it requires a complex computational process when the number of users increases [13] . In [14] , a suboptimal approach is proposed to reduce the complexity of DPC is the BF, which means that every MS emitting its own coded signal is multiplied by BF vectors. Therefore, optimization of BF vectors is a primary concern.
Increasing concerns on improving JP BF design have led different authors to study BF under clustered scenarios in various aspects. For instance, dividing a large cellular network into a number of disjoint clusters and applying a linear BF can eliminate the ICI [15] . Zero-forcing beamforming (ZFBF) is a sophisticated linear technique that has comparable performance to DPC and, in terms of implementation, is much more practical than DPC [16] . The ZFBF vectors are the Moore-Penrose pseudo-inverse of the aggregated channel matrix. However, linear approaches like ZFBF can only invert well-conditioned matrices, such as diagonal or block diagonal matrices, and the number of transmit antennas should be equal to or higher than the received antennas to make the inversion feasible [7] . With respect to overlapping clusters, soft interference nulling (SIN) is proposed [17] . In SIN, the CSI is available at all eNBs, but the user data are just used on the cooperative clusters. However, the main drawback of the SIN BF scheme is that it does not eliminate the interference efficiently. Nevertheless, it provides efficient backhaul reduction and works even when the received antennas are more than the cooperative ones.
As regards PJP, in [10] , the feedback reduction does not reflect on the backhaul when ZFBF is applied; in other words, ZFBF does not reduce the backhaul overhead. For zeroforcing properties based on a sparse aggregated channel matrix within a PJP framework, the inactive links may be mapped to an active BF element that can give a rise to unnecessary overhead because that link is already reported as inactive. Furthermore, partial ZFBF is an enhanced BF design in terms of removing the interference within the PJP approach, but does not accomplish an identical backhaul reduction [7] , [9] , [18] .
To the extent of our knowledge, the equivalence of backhaul overhead reduction based on the feedback overhead reduction has been highlighted in [10] , to achieve an equivalent backhaul overhead reduction by implementing a linear BF over a sparse aggregated channel matrix, which requires a special scheduling constraint. Therefore, basic particle swarm optimization algorithm (BPSOA) has been proposed in [7] to achieve backhaul equivalence without any scheduling conditions.
III. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model
Our downlink cellular network is modeled as a static cluster consisting of K eNBs with N T transmit antennas, along with the single antenna M of an MS [7] . In this system model, the intra-cluster interference is caused by transmitting to the MS within the cluster center of the cooperating eNBs and by losing orthogonality, as depicted in Fig. 3 . For the sake of simplicity, the inter-cluster interference caused by the neighboring clusters is considered to be neglected. The data signal received by M MS, y ∈ C M×1 is,
where H ∈ C M×KN T is the aggregated channel matrix, which represents the CSI of the system,
in which h m ∈ C 1×KN T is the channel vector from all the MS to the cooperative eNBs. The BF matrix W ∈ C KN T ×M is,
where W m ∈ C KN T ×1 is the vector for the mth MS. W is the BF matrix after power allocation, and x represents users data. The last term n. is the white receiver noise with variance σ 2 .
Every eNB in the cluster should be subjected to a maximum transmit power constraint P max . In [19] , the BF matrix should be realized such that at least one eNB transmitting at maximum power. Therefore, the aggregated BF matrix after power allocation is given as,
where (k N T , :) represents the rows of the BF matrix W . The signal-to-interference-plus-noise ratio (SINR) for the mth user is,
and the sum rate per bit per second per hertz per cell (bps/Hz/cell) is given as,
B. Problem Formulation
The major drawback of the JP approach is that it requires a massive frequency and backhaul resources. Therefore, PJP has been proposed in [9] , [18] to reduce the frequency and backhaul overhead. However, as mentioned in Section II, the main weakness of the PJP is the failure of the linear BF techniques, such as ZFBF and partial ZFBF, to achieve an equivalent backhaul reduction unless a special scheduling constraint is applied [9] , [10] , [12] . 
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The issue of backhaul equivalence based on the physical layer approach has been addressed in [7] , [11] by designing a stochastic BF on the basis of BPSOA. The main drawback of BPSOA is its lack of diversity, which means it does not guarantee global optimization [20, pp. 171-172] . Specifically, it is stuck to local optimization and shrinks searching space. Thus, a multi-start particle swarm optimization algorithm (MSPSOA) is proposed in this study to overcome the lack of diversity in BPSOA. The next section presents an overview on particle swarm optimization to justify the proposed MSPSOA.
IV. AN OVERVIEW OF PARTICLE SWARM OPTIMIZATION
In this section, a short introduction about the naturally inspired PSOA stochastic algorithm is provided. PSOA has been modeled to simulate the social behaviors of species, such as a swarm of bees, a flock of birds, or a shoal of fishes, in the way that they find food or escape from being a prey, to perform an optimization. Stochastic algorithms, such as PSOA, are widely used in implementing hardware systems and in some parts of communication systems. For instance, PSOA has been used in designing antennas with a desired side-lob level or in locating the positions of the antenna elements into nonuniform arrays [21] . PSOA has also been used in a downlink MU-MIMO system as a scheduling optimizer [22] and for channel estimation in MIMO-OFDM receivers [23] . This paper describes the implementation of MSPSOA in designing an optimum beamformer that maximizes the sum rate in CoMP systems.
In this paper, with respect to the aggregated channel matrix H, every element in the swarm carries real and imaginary parts of active links of the complex BF matrix. In [7] , when the dimension of the aggregated channel matrix is [M × K · N T ], then the number of the BF elements is n = 2 · K · N T · M . The "2" represents the real and the imaginary part of the non-zero elements BF matrix. Moreover, the limitation of the searching space of the particles is within [x min , x max ], where x max = 1/max H (i, j) and x min = −x max . The significance of PSOA among the stochastic algorithms, such as genetic algorithm, is that only two parameters need to be considered during the computational process, namely, position X (i, j) and velocity V (i, j). The position and velocity of the ith particle along with the jth BF coefficient can be initialized as, are the searching space limitations, the particle position can exceed this value, and thus the particles may go beyond these limits. Moreover, given that the velocity may also exceed the set value, the particles may diverge. To prevent the divergence, the velocity should be restricted to v max .
Each particle in the swarm is donated by i and carries n BF coefficient donated by j. Based on weighted sum rate maximization objective function, the particles are evaluated to form the BF matrix as W (l, m) ← {X (i, j)} + i · {X (i, j + 1)}, where l ∈ {1, ..., KN T } and m ∈ {1, ..., M }. Each ith particle keeps its best BF value in a variable called X pb (i, :) and the best BF value among all the particles in the swarm at each iteration as x sb . The updated velocity and position of the particles are formulated as,
where p and q are uniformly distributed numbers. The terms c 1 and c 2 are acceleration constants [24] . The inertia weight w is a parameter that governs the velocity value; if w greater than 1, which causes the particles to explore the searching space, while the evaluation process of the particles is undergoing, then value of w decreases, and once it becomes less than 1, the effect of the acceleration factors become significant [25] . The decrease of w is controlled by a constant called decaying factor β as w ← w · β [7] .
The convergence conditions for global search or "ensuring diversity" has not been guaranteed by BPSOA [7] . Thus, to overcome the issue of diversity loss in the swarm, the MSPSOA approach is applied when the reinitialization is based on some convergence conditions [20] .
The presented algorithm is based on minimizing the objective function. Therefore the weighted sum rate maximization objective function can be written as f (X (i, :)) := −R tot . As the evaluation is ongoing, a diversity loss may occur because of the fast convergence between the local best particle f pb (X (i, :)) and the global best particle f sb (X (i, :)), and thus the particles become stuck to the local optimization. Therefore, we apply the adaption mechanism of swarm intelligence [26] to propose MSPSOA. We calculate the ΔC i , which is the difference between f pb (X (i, :)) and f sb (X (i, :)) as,
where γ is a predefined constant. When the count of particles that satisfy ΔC i < γ extends a certain limit T c such extension reinitializes the position and the velocity. The values of γ and T c obtained in this work are 0.0001 and 3 respectively [26] . The flowchart of MSPSOA is depicted in Fig. 4 .
V. PERFORMANCE EVALUATION
A. Simulation Setup
Consider a static cluster of three eNB downlink systems with three antennas each. The MSs are dropped uniformly at the cooperative cluster center. A realistic WINNER II has been used [27] (scenario B1, urban micro-cell, non-line of sight). In this study, both Full Joint Transmission (FJT) and Partial Joint Transmission (PJT) schemes have been evaluated based on MSPSOA and BPSOA BF. The simulation parameters are illustrated in TABLES II and III. 
B. Simulation Results and Discussion
The cumulative distribution function graph of the sum rate is depicted in Fig. 5 . Both MSPSOA and BPSOA have been evaluated with respect to FJT and PJT. The proposed MSPSOA outperforms the BPSOA introduced in [7] by more than 15% for FJT and more than 7% for PJT. Fig. 5 shows that by applying FJT scheme, the effect of diversity become more significant compared with PJT because some of the antennas in PJT are mapped as zeros in the aggregated channel matrix, which leads to a reduced searching space of the particles in the swarm.
Further analysis showed that by calculating the Frobenius norm of the off-diagonal matrix resulting from the multiplication of aggregated channel matrix and the BF matrix as Of f Diag HW F , which represent the actual interference in the system. In an ideal system, the value of Of f Diag HW F ≈ 0. As a result, the level of interference of the proposed algorithm for FJT and PJT is less than [7] by more than 14% and 10% respectively, as depicted in Fig. 6 . The convergence behavior of both MSPSOA and BPSOA with the objective function f (X (i, :)) := −R tot is depicted in Fig. 7 . BPSOA clearly converges faster than MSPSOA due to the multi-start mechanism, which can slow the convergence of the algorithm. BPSOA also converged after the first 250 iterations while the MSPSOA takes a slightly longer time. Nevertheless, slow convergence does not affect the equilibrium state of the proposed algorithm.
VI. CONCLUSION
In this paper, a stochastic swarm optimization algorithm has been presented to achieve the equivalence backhaul overhead reduction caused by linear techniques, such as zeroforcing. MSPSOA is proposed in this work to tackle the lack of diversity in BPSOA by replacing the inactive particles with fresh ones adaptively with regard to the difference between local best and global best optimization criterion. In this context, weighted sum rate maximization objective function was considered to evaluate the performance of both MSPSOA and BPSOA. The current study found that the average sum rate of MSPSOA performs 15.3% for FJT and 7.2% for PJT. Moreover, the actual interference decreased by 14.6% and 10.7% for FJT and PJT respectively.
In the future, assessing the performance of binary PSO algorithm and deploying the time-varying acceleration (TVAC) factor techniques in PSO algorithm would be interesting research directions. Studying the impact of other WINNER II scenarios, testing the system under different number of users and evaluating the power consumption are also recommended as part of future work.
