A direct design procedure for nonrecursive digital filters, based primarily on the frequency-response characteristic of the desired filters, is presented. An optimization technique is used to minimize the maximum deviation of the synthesized filter from the ideal filter over some frequence range. Using thisfrequency-sampling technique, a wide variety of low-pass and bandpass filters have been designed, as well as several wide-band differentiators. Some experimental results on truncation of the filter coefficients are also presented. A brief discussion of the technique of nonuniform sampling is also included.
Introduction
Nonrecursive digital filters have finite-duration impulse response and consequently contain no poles (only zeros) in the finite z-plane. The approximation problem is that of finding suitable approximations to various idealized filter transfer functions. A designer may be interested in approximating either the magnitude, or the phase, or both magnitude and phase of this ideal filter. A few examples of typical ideal filters are shown in Fig. 1(A) through (F). Fig.  1(A) shows an ideal low-pass filter while Fig. 1(B) through (D) show ideal high-pass, bandpass, and band-elimination filters. Fig. 1(E) shows the response of an ideal differentiator while Fig. 1(F) shows the phase response of an ideal Hilbert transformer which allows the two outputs to be in phase quadrature.
The approximation problem for recursive digital filters (having infinite-duration impulse response, and poles as well as zeros) has been treated extensively [ 13, [ 2 ] . Mathematically, in the recursive case the realizable approximation can be expressed as the ratio of two trigonometric polynomials, leading to filter designs based on classical analog filter theory. This leads, for example, to fairly sophisticated design techniques for Butterworth, Chebyshev, and elliptic filters to yield good magnitude response approximations. For nonrecursive digital filters the realizable approximations are trigonometric poly. nomials. Thus, the class of approximations is more constrained. The most widely used approach towards approximating the frequency domain filter characteristic is based on approximating the infinite-duration impulse response of the ideal filters by the finite-duration impulse response of the nonrecursive realization. The most significant result in this connection is the Gibbs phenomenon, illustrated in Fig. 2 , which shows the resultant frequency response obtained when the "ideal" (infinite) impulse response corresponding to Fig. 1(A) is symmetrically truncated. As is well known, the amount of error or "overshoot" in the vicinity of the discontinuity does not diminish, even as the response is increased in duration. Recognition of this fact has prompted workers in the field to seek ways to decrease the ripple by decreasing the severity of the discontinuity. This can be accomplished by introducing a time-limited window function w(n) having a z-transform W(z). From the complex convolution theorem the z-transform of the product h(n) w(n) is given by where h(n) is the ideal impulse response and H(z) is its z-transform. Thus, multiplying h(n) by a window corresponds to smoothing the spectrum. Careful choice of a window can result in a frequency-response function with appreciably less in-band and out-of-band ripple, as can be seen by comparing Figs. 2 and 3.
F(x) = 7 H(z/v)W(u)v-'dv
Kaiser [I] has introduced a set of windows (which we shall call Kaiser windows) which are very close to optimum. By adjusting a parameter of the window, the sidelobes can be diminished at the cost of increased transition bandwidth. Helms [3] recently proposed the DolphChebyshev window because it has good spectral properties and because its parameters can be readily determined directly.
Window functions have also found great use in spectral analysis of random functions, but this subject will not be specifically discussed in this paper.
Design of nonrecursive filters from frequency-response specifications has been considered by Martin [4] , who specified initial values of the frequency response at selected frequencies, leaving unspecified values of the frequency response in preselected transition bands. He then used a minimization procedure to solve for final values of the frequency response at equally spaced frequencies. The criterion used for the minimization was that the maximum deviation of the continuous frequency reponse from the ideal frequency response be minimized for both in-band and out-of-band frequencies, Martin obtained useful results for small values of N (the number of impulse-response samples) for the case of low-pass filters and for wide-band differentiators.
A recent paper by Gold and Jordan [SI introduced a somewhat different approach to the approximation problem for nonrecursive digital filters. In this approach the frequency response is specified exactly at N equispaced frequencies. If it is assumed that the number of frequency samples is equal to the number of samples in the impulse response, then the (continuous) frequency response is Fig. 4 , where an ideal rectangular low-pass filter is sampled at equally spaced frequencies, resulting in a continuous frequency response with overshoot. (The transition band in Fig. 4 is the frequency range between the last in-band sample and the first out-of-band sample.) The impulse response corresponding to this frequency sampled filter is now no longer truncated, but rather aliased or folded. This fact should be well noted, as it serves to delineate sharply between this method (the sampling method) and the window method. It is not clear to us whether truncation or aliasing of an infinite impulse response is an intrinsically better procedure; however, this theoretical distinction makes it awkward to formulate the sampling method in terms of the window method. Our reasons for the rather extensive study of the sampling method to be presented in this paper are the following.
1) The designer trying to design filters to approximate a given ideal shape in the frequency domain need never concern himself with an impulse response. This is intuitively appealing for filters with sufficiently long impulse responses (i.e,, greater than about 30 samples), so that high-speed convolution using the fast Fourier transform is used for synthesis since the design results can be applied directly to yield the synthesis.
2) The sampling procedure is capable of being exploited to yield an "optimum" filter. As discussed above, the window technique results in a tradeoff between overshoot and transition bandwidth. By contrast, in the sampling technique, once the designer has chosen a transition bandwidth, he can, in a practical sense, calculate the best filter that will have such a transition bandwidth. As will be seen, this leads to quite efficient designs.
In the Gold and Jordan paper [ 5 ] , results were obtained only for a few low-pass filters. Also, the computer optimization technique was semiautomatic, requiring an online interactive display oscilloscope. The computations needed for optimization were fairly lengthy and somewhat inaccurate.
In the present paper, the design method and optimization are treated more generally, and described in detail, The procedure has been fully automated and made computationally efficient. As a result, it has been possible to generate extensive design data, applicable in many cases to "cookbook" design. An analysis of low-pass and bandpass filters, as well as of wide-band differentiators, is presented. Numerical comparisons are made between the window and sampling methods for low-pass filters and differentiators. The effects of finite register length are discussed and a few results presented, Finally, the theory for a nonuniform sampling procedure is presented and a few numerical results are given,
Synthesis Techniques for Nonrecursive Filters
Before presenting the formalism of our design technique, it is worth discussing the filter synthesis question heuristically. We know of three useful ways of synthesizing a nonrecursive digital filter.
I ) Direct Convolution:
The impulse response of the filter is explicitly found and the filter is realized via the computation where h(m) represents the filter impulse response, x(n) is the input sequence, and y(n) is the output sequence. The realization of (2) is shown in Fig. 5 . The limits in (2) imply that h(m) is of duration N, so that h(m)= 0 for m 2 N .
2) Fast Convolution:
Here only values of the frequency response of the filter need to be explicitly found. First the discrete Fourier transform of x(n) (suitably augmented with zero-valued time samples) is computed, then multiplied by samples of the filter frequency response, and then the product is inverse transformed to yield the output.
3) Frequency Sampling: Here the sampling theorem is specifically realized as a digital network [8] . As seen in Fig. 6 , this network consists of a comb filter in cascade with a set of parallel complex exponential resonators, the outputs of which are suitably weighted and added to form the output.
Formulation of the Frequency Sampling
Method of Filter Design
The sampling technique described in this paper can be applied to a finite set of samples of the z-transform of a filter evaluated anywhere in the z-plane. For the most part we will restrict ourselves to the case where the sample points are equally spaced around the unit circle, and the sample values represent values of the continuous frequency response of the filter. Later in this paper we will consider the more general case and, in particular, will examine the case of nonuniform frequency spacing of the samples.
For the case of uniformly spaced frequency samples the design procedure consists of a sequence of computations which can be summarized as follows.
1) Choose a set of frequencies at which the sampled frequency response is specified. The values of the sampled frequency response at some of these frequencies are generally left as parameters of the design problem. For the uniform frequency sampling considered here, the choice of a set of frequencies is merely the choice of a value for N, the number of impulse-response samples, and an initial frequency. Once N has been chosen, the frequency spacing between samples is Af = l/NT, where T is the sampling period, The choice of values of the frequency response at the sample frequencies is dictated by the ideal filter being approximated.
2) Obtain values of the continuous frequency response of the filter as a function of the filter parameters. The continuous frequency response can be determined as a function of the frequency samples, either as an explicit equation (i.e,, the sampling theorem), or implicitly in terms of the fact Fourier transform algorithm (FFT) [9] or the chirp z-transform algorithm (CZT) [lo] .
3) Once the interpolated frequency response is obtained, a program automatically readjusts the filter parameters (the unspecified frequency samples) while searching for a minimum of some filter characteristic.
4)
When the minimum has been obtained and verified, the final values of the free parameters are then used in the realization along with the fixed frequency samples.
There are a wide variety of filter problems where the designer requires a sharp cut-off amplitude characteristic and, preferably, a linear phase characteristic.
For this reason, one of our aims was to obtain an interpolated frequency response which was pure real except for a linear phase shift. To achieve this goal requires careful consideration of the parameter N and the specific frequency positions of the samples. As a result, we found it useful to formulate the sampling theorem for four cases.
Case A : N even, frequency samples at Case D: N odd, frequency samples at Fig. 7 illustrates these four cases, the circles representing the sampling points around the unit circle in the zplane. For Cases A and B, N is 8, whereas for Cases C and D, N is 9. The data of Cases A and C will henceforth be referred to as type-l data; whereas the data for Cases B and D will be referred to as type-2 data. The difference between the two types reflects the initial frequency at which the frequency response is sampled.
Derivation of Sampling Theorem for Case A

Given a finite-duration filter impulse response h(O),
h (l) , . . , h(N-l), the z-transform of this filter is
Since h(n) is of finite duration, it can be represented in terms of its discrete Fourier transform (DFT) HA, k = 0, 1, s -, N-1, as follows:
Substituting (4) into (3) and interchanging sums, we observe that the sum over the n index can be evaluated in closed form so that Evaluating (6) on the unit circle where z= ejwT leads to the interpolated frequency response
Let us now examine in detail the implications of (4) through (7) . If the initial set of frequency samples H k is chosen so that Hk is a real, symmetric sequence (i.e., HA = HN-A), then the interpolated frequency response cannot be pure real. A small oscillatory imaginary component of amplitude
N k=O will be part of the interpolated frequency response. In many cases the amplitude A is very small and can be tolerated. In other cases one is forced to look to other techniques for designing pure real nonrecursive filters. One simple way of alleviating the problem of having an imaginary component (other than a linear phase shift) in the interpolated frequency response is suggested by (7). By making the substitution
the summation in (7) becomes pure real, and H(ejwT) is real except for the linear phase-shift term outside the sum. A physical interpretation of the significance of the substitution of (9) can be obtained by examining the impulse response corresponding to this set of frequency samples.
If the set Gk is chosen such that GNp = 0 and Gk = -GN-&, then the impulse response h(n) can be written as
It is easily shown that h(n) is a real sequence with the symmetry property
It should be noted that this is not the usual symmetry property of an N-point sequence. A typical impulse response is shown in Fig. 8 for the case N = 16. As seen in Fig. 8 , the origin of symmetry of the impulse response lies midway between samples representing a delay of a noninteger number of samples. This half-sample delay can also be verified from (7) where the linear phase-shift term has a component equivalent to half a sample delay. 
Sampling Theorem for Case C
The derivation of the sampling theorem for N odd is the same as for N even, leading to (7). However, for N odd, choosing the set of frequency samples Hk to be real and symmetric yields a real and symmetric impulse response whose origin of symmetry falls on a sampling point. Thus a pure real interpolated frequency response can be attained for this case. It is easy to show that the continuous frequency response is real by first deriving the impulse response and then computing the frequency response. The impulse response can be written as
The impulse response is a real and symmetric function with a unique peak at n=O. By rotating the impulse response ( N -1)/2 samples, i.e., replacing h(n) by h[(n-(N-1)/2) mod N], so that the peak occurs at n = (N-1)/2, and translating the entire impulse response by (N-1)/2 samples, the frequency response can be written as
which is purely real.
Summary of Computation Procedure for Cases A and C
The continuous frequency response can be computed directly from (7) for either N odd or even. However, our method of computation differs in that the FFT algorithm is used instead. We now present the detailed steps used to obtain the interpolated frequency response from the set of N frequency samples.
1) Given N, the designer must determine how fine an interpolation should be used. For the designs we investigated, where Nvaried from 15 to 256, we found that 16 N sample values of H(eiwT) lead to reliable computations and results; i.e., 16 to 1 interpolation was used.
2) Given the set of N values of Hk, the FFT is used to compute h(n), the inverse DFT of Hk. For both N odd and N even the set Hk which was used was real and symmetric; therefore h(n) is real in all cases and symmetric for N odd. 1) Shift the Fk by an angle of T / N clockwise thereby aligning the samples as required by the FFT.
2) Perform the FFT, obtaining a complex impulse response.
3) Either rotate the impulse response by N / 2 samples and symmetrically augment with zero-valued samples, or split the impulse response at the center and fill in with 15 N zero-valued samples between the two halves of the impulse response.
4)
Compute the 16 N point FFT to obtain an inter-5) Rotate the frequency response data by an angle of wise, thereby compensating the original shift and producing the desired result.
(A) (8) polated frequency response. Fig. 9(A) ]; or b) h(n) is split around the (N/2)nd sample value, and 15 N zero-valued samples are placed between the two pieces of the impulse response [as illustrated in Fig. 9(B) ]. The zero-augmented sequences of Fig. 9(A) and (B) are transformed using the FFT to give the interpolated frequency responses.
These two procedures can easily be shown to yield identical results, the differences being primarily computational ones.
Sampling Theorem for Case B
If the set of frequency samples is evaluated at fk = (k+$)/NT, k = 0, 1, -e . , N -1 , and if this set is defined as F k , then following a development similar to (4) through (7), we obtain Evaluating (14) on the unit circle gives
To perform the computation of (15) using the FFT requires a somewhat different procedure than for the previous Cases A and C. This is because in order to compute an inverse DFT using the FFT, it is assumed that the frequency position of the first sample is 0 Hz, whereas in Case B it is 1/(2NT) Hz. Therefore, the procedure is the following.
The importance of data of Case B is that the interpolated frequency response, when the frequency samples form a real and symmetric set, is pure real. This can be proven from (1 5), but it is more easily shown to be true by examining the impulse response. For the conditions of Case B the symmetry of the frequency samples can be written
Therefore the complex impulse response corresponding to step 2 above is n = 0 , 1 , 2 ; . . , N -1 .
From (17) we see that the real part off(n) is symmetric, the imaginary part is antisymmetric, andf (N/2) is identically zero. Therefore, the impulse response is technically of duration ( N -1) samples, although there are N independent frequency samples. It is, therefore, easy to find an axis of symmetry which coincides with a sample point. Thus the interpolated frequency response corresponding io step 4 above is real. For th.is case alone the original frequency samples, the true filter impulse response, and the interpolated frequency-response samples are all real.
Sampling Theorem for Case D
The development for Case D is identical to that for Case €3. For the set F k real and symmetric, the interpolated frequency response has a small and imaginary component similar to that of Case A discussed earlier. By making the set Fk conzplex, a real interpolated frequency response can be obtained as seen previously. Because of the similarity of this case to Case A no further discussion is necessary.
Rationale for Minimization Algorithm
There are several reasons why the different Cases A, B, C, and. D are of interest. First, by inspection of (7) and (15), it is seen that when H(ejwT> is real, it conskts of a sum of elementary functions of the form In the design of, for example, a low-pass filter one would choose the frequency samples which occur in the passband to have value 1.0 and those which occur in the stopband to have value 0.0. The values of the frequency samples which occur in the transition band would be chosen according to some criterion. It is intuitively appealing to picture that the transition values found for any given optimum design produce functions of the form of (18) with ripples which cancel the ripples caused by the fixed samples. As the number of transition values is increased, it is easy to picture ever finer cancellation, Thus it is useful to obtain a real H(ejuT).
Another reason for sampling at different frequencies (type-I and type-2 data) arises when the designer chooses his bandwidth. If the frequency samples are to form an even function, then for Cases A and C, the bandwidth must contain an odd number of samples (the sample at frequency f k is balanced by a sample at frequency fiw=, except for the sample at f = 0). Similarly for Cases B and D the bandwidth must contain an even number of frequency samples. Hence sampling at different frequencies provides additional flexibility to the designer, It also turns out that for small bandwidths (in terms of number of inband frequency samples) the sidelobe ripple cancellation is more efficient when the bandwidth is an even number of samples than when it is an odd number. Furthermore, as will be explained later, a convenient design for bandpass filters is based on rotation of low-pass prototypes. As such, the existence of data from all cases is of great value.
At this point, we now turn to a discussion of the optimization techniques which we have used.
The Minimization Algorithm
From (7) and (15) we observe that H(ejwT) is a linear function of the samples H k or F k . In all of our problems most of the Hk or F h will be preset, and the remaining few (the transition coefficients) will be varied until the maximum sidelobe is a minimum. Fig. 11 the upper envelope is drawn with heavy lines.) It has also been shown [12] that a convex function has a unique minimum (a local minimum is a global minimum). From this it follows that a procedure which searches for the minimum value of a maximum sidelobe must converge; i.e., the search will not result in a false minimum.
The above reasoning may be extended to more than one dimension. H(ejwlT), H(ejwZT), etc., can be plotted as a hyperline of the transition coefficients, T I , T,, etc. The upper envelope of the different hyperlines is a convex hypersurface and leads to the same result as before, namely, that a minimax search procedure as a function of TI, Tz, etc., will converge.
The assurance of ultimate convergence does not necessarily mean that any given search procedure is feasible in terms of computer running time. Now is a good time to stress the discrete nature of our interpolation technique. This discreteness has two important effects. First, it makes it more or less impossible to locate and measure an exact minimax of the continuous function H(ejwT). Experimentally, this is not bothersome; if a sufficient number of a's are used, the computed result is within a fraction of a decibel of the exact answer. Second, the discreteness helps us by discretizing, in a sense, the convex hypersurface into a connected set of hyperlines. This is true because for small variations in TI, Tz, etc., the (discrete) frequency position of the maximum sidelobe remains fixed. Thus, over this small variation, the maximum H(ejwT) is a linear function of TI, Tz, etc., which shows that the convex surface is really a connected set of hyperlines. When the frequency position of the maximum sidelobe changes, the slope of the resultant hyperline of steepest descent changes.
The above reasoning suggests the following search procedure.
1) Always begin with
a one-dimensional search. For example, if it is desired to optimize over three transition coefficients, TI, Tz, and T3, begin by setting T3 = T2 = 1 and searching for the value of TI in the range 0.0 to 1 .O which yields a minimax. This value is labeled as point A in Fig. 12 .
2) Now go to two dimensions. Let T2 = 1.0 and the value of TI obtained from step 1 define a point on a twodimensional line. To find another point, perturb T2 slightly from its preset value of unity (to a slightly smaller value) and repeat the one-dimensional search, varying TI, as before. This new two-dimensional point (point 3 in Fig. 12 ), along with the previous one, determines the appropriate straight line (the path of steepest descent) along which to do the full two-dimensional search.
3) A simple search is now made along the line found in step 2, yielding a minimum of H(ejuT) (point C in Fig. 12 ). A new path of steepest descent is obtained by varying TI and keeping Ti fixed at the value of point C, yielding point D ; then perturbing T2 slightly and again varying TI yielding point E. A simple search is made along the new line yielding a minimum at point F. If the difference between the values of H(ejwT) at the minima of the searches along the lines of steepest descent (points C and F ) is less than some prescribed threshold, the search is ended and point F is the two-dimensional solution. Otherwise the procedures of step 3 are iterated to yield refinements of the path of steepest descent until two consecutive searches yield minima whose difference satisfies the threshold condition. Practically it has been found that a two-dimensional search has always terminated within three iterations when the threshold is set to 0.1 dB.
4)
Now go to three dimensions. Let T3 = 1.0 and the two-dimensional result of step 3 define a point on a threedimensional line. To find another point on the line, perturb T3 slightly (to a smaller value) and repeat the twodimensional search of steps 1 through 3. We now have two points on a three-dimensional line along which we can search for a minimum. At the minimum a new threedimensional line of steepest descent is obtained and a new search is conducted. The search procedure is terminated when the difference in minima between two consecutive three-dimensional searches is less than a prescribed threshold.
Clearly the search procedure is more time consuming as the dimensionality increases; in fact, it is reasonable to expect that the search time is roughly an exponential function of the dimensionality. We have found experimentally that a four-dimensional search is attainable (within 300 seconds on a CDC-6600 computer), and that all searches have indeed converged.
A useful check on the convergence of the search can be made by examining sidelobes other than the minimax. In Note from (7), (15), and Fig. 10 , that there are only N variable values of H k or F k ; the remaining values are preset and. remain fixed. This implies that during the course of a search (which may involve thousands of computations of (7) and (15) before convergence) increased computational efficiency results from separating (7) and (15) into two sums, namely, into those terms with the preset Hk or Fi, and those terms with the variable Hk or Fk. The first sum may be evaluated once and stored in a table. The second sum consists of very few terms (one to four) and can either be rapidly computed for all values of the (discrete) interpolation for each step in the search or else broken into separate terms, each involving one transition coefficient, and also stored in tables. Using the second alternative, the (discrete) interpolation function is formed for the various values of TI, Tz, etc., by multiplying the various tables by the appropriate transition coefficients and adding the results. This procedure is uneconomical of computer storage but exceedingly economical of computer running time.
Figs. 13 and 14 show typical examp1.e~ of the results of a three-dimensional search for type-1 low-pass filters. Fig. 13(A) shows the entire frequency response with N = 64, 3 W = 16, and transition coefficients TI = 0.030957, Tz =0.275570, and T3=0.744348. For this filter, ripple peaks 1, 2, 5, and 6 are equal within 0.54 dB. Fig. 13(B) shows an expanded view of the frequency response of Fig. 13(A) . The first plot in Fig. 13(b) shows the nature of the in-band ripple. The greatly magnified vertical scale is in thousandths of a decibel. The ripple is very small near 0 frequency and increases steadily until the edge of the 
Results
Using the method explained in the previous sections, we have designed a large number of low-pass filters, bandpass filters, and wide-band differentiators. For lowpass filters we have considered type-I and type-2 data for various values of N , BW, and M , as defined earlier in 2) For most cases the minimax lies between -40 and -50 dB for a single transition point, between -65 and -75 dB for two transition points, between -85 and -95 dB for three transition points, and about -105 dB for four transition points. To a rough approximation, adding a transition sample reduces the sidelobes by about 20 dB.
3) If the designer wants parameters that are not tabulated, he can find approximate values of the transition coefficients by linear interpolation of the tabulated values. Experimentally, we have found that the deviation of the result obtained by linear interpolation will be less than 6 dB from the optimum.
low-Pass Filters
The data for type-I low-pass filters, for N even, are tabulated in Tables I through IV . This set of data corresponds to Case A discussed previously with the frequency samples Hk constituting a real and symmetric set. 
BW
Minimax TI Values of minimax and transition coefficients are tabulated as functions of N and M.
The data for type-1 low-pass filters, for N odd, are tabulated in Tables V through VII. This set of data corresponds to Case C discussed previously.
The data for type-2 low-pass filters, for N even, are tabulated in Tables VI11 through X. This set of data corresponds to Case B discussed previously. The data of these tables are shown graphically in Figs. 15 in minimax for the high percentage bandwidth is caused by the fact that very few ripples need to be canceled in the small out-of-band frequency range. The drop for the low percentage bandwidth is caused by the fact that there are very few contributions to the ripple; hence the small amount of ripple in the large out-of-band region is more perfectly canceled than for larger values of percentage bandwidth.
Before proceeding to the data on bandpass filters, two comments seem worthwhile. Tables I through X or from Figs. 15 through 20, for a broad range of values of percentage bandwidth, values of minimax and transition coefficients do not change much, i.e., the curves tend to be flat topped.
1) As seen from
2) For small values of bandwidth, ripple cancellation for type-2 filters is superior to ripple cancellation for type-1 filters. This can best be explained by referring to Fig. 21 . In Fig. 21(A) the ripple from two (sin ./LO) functions is shown. This case corresponds to a type-2 filter with no transition samples. The ripple peaks from each of the functions tend to cancel uniformly. In Fig. 21 (B) the ripple from three (sin a / . ) functions is shown. This case corresponds to a type.1 filter where the odd term comes from the unpaired frequency sample at zero frequency. The sidelobes from the additional (sin u/u) function are seen to add uniformly to all the ripples from Case A. Thus before trying to cancel the ripple with the transition coefficients, the ripple of Fig. 21(A) is significantly less than the ripple of (B). Experimentally it turns out that ripple cancellation for the data of Fig. 21(A) is also much better than for the data of (B). The reason all type-2 filters are not better than all type-1 filters is that as the number of elementary (sin a / . ) functions increase, the difference in ripple heights between the sum of an even number and the sum of an odd number of such functions becomes smaller and smaller and is negligible for larger bandwidths.
Bandpass Filters
The nomenclature for defining a bandpass filter in terms of its frequency samples is given in Fig. 22 ; in addition to the parameters N , BW, and M , there is also the center frequency of the filter. We have defined the parameter M1 as the number of zero-valued samples preceding the first transition sample. Furthermore, for all cases considered, the bandpass filter samples were considered to be symmetrical about the center frequency. This arbitrary constraint is desirable for computational purposes since it reduces the number of variables by one half. In general, nonsymmetric transition samples lead to a somewhat lower minimax sidelobe, but this advantage seems canceled out by the increased computational cost.
We have approached the design problem in two ways. First, given a version of the optimization program, one can choose the parameters M , N, BW, and A41 and run the program to give any desired optimum bandpass filter. We have tabulated the results of a few runs for various values of N , M1, and BW, for one, two, and three symmetric transition coefficients. These data are shown in Tables XI through XIII. The most striking observation from these tables is the difference in minimax between odd and even values of bandwidth for small values of bandwidth. This effect is similar to the one discussed earlier for low-pass filters, and it is worthwhile for the designer to keep it in mind. The second approach to the design of bandpass filters is to define "suboptimum" bandpass filters, which are derived very simply from the low-pass prototype by appropriately rotating the low-pass frequency samples (including the optimized transition coefficients) to the desired center frequency. An example is given in Fig. 23 ; the sampled passbands of the derived filter are identical with those of the low-pass, but at different locations. The resulting interpolated bandpass response can be obtained by adding the interpolated low-pass response which has been rotated counterclockwise to the same response rotated clockwise. Therefore, it is clear that the suboptimum filter minimax can never be more than 6 dB worse than the low-pass prototype. However, a truly optimum bandpass filter, as designed by our first approach, may be better than this low-pass prototype; therefore, there is no guarantee that suboptimum bandpass filters are within 6 dB of the optimum. Our experimental results show that a 3-dB loss of suboptimum (relative to optimum) is the usual case.
By allowing rotations of an integer 3-4 num.ber of samples, as well as integer rotations, one can design either type-1 or type-2 bandpass filters from either type-1 or type-2 low-pass prototypes. It can be shown that in many cases one of the possible frequency transformations is superior to other transformations. A schematized example is shown in Fig. 24. Fig. 24(A) shows a type-2 low-pass filter with a double frequency ripple peak pass near the band edge. (This situation is typical of many type-2 lowpass filters.) The result of a frequency transformation of an integer number of rotations is shown in Fig. 24(B) . The sidelobes add almost everywhere in the out-of-band region, The resulting design is a type-2 bandpass filter. The result of a frequency transformation of an integer . . ++ number of rotations is shown in Fig. 24(C) . The sidelobes cancel almost everywhere. The resulting design is a type-I bandpass filter, the characteristics of which are superior to the filter in part (B). A practical demonstration of these ideas is shown in Figs. 25 through 27. Fig. 25 shows an optimum type-2 low-pass design. The result of an integer number of rotations is shown in Fig. 26 ; the result of an integer +$ number of rotations is shown in Fig. 27 . The minimax of the low-pass design is -89.4 dB, and the ripple envelope falls to -98 dB at high frequency. The peak ripple of Fig. 26 is about -86 dB, and the ripple envelope falls to -87 dB at high frequency. The peak ripple of Fig. 27 is -89.2 dB, and the ripple envelope falls rapidly at high frequency to about -119 dB. Thus the second frequency transformation is far superior to the first in this case. For comparison purposes Fig. 28 shows th.e optimum type-I bandpass filter as designed by our first approach. The minimax is -90.8 dB, and the ripple envelope drops off rapidly at high frequencies to about -120 dB. It is clear that the suboptimum filter of Fig. 27 is quite similar to the optimum design,
Comparison Between Window and Sampling Design
Direct comparison between the classical window design technique and the frequency-sampling technique described here is difficult; however, we ha$e enough numerical design information to present some comparisons for the low-pass filter case. In addition, since Kaiser [ 2 ] in his exposition of the window method surveys the work of himself and others on wide-band differentiators, we thought it useful to design a few differentiators, using the sampling method for further comparisons.
Low-Pass Design Comparisons
The window function introduced by Kaiser has properties very close to those of the prolate spheroidal window [14] and is thus quite close to optimum, given the constraints of a window function design. Kaiser has given an approximate formula for the number of terms N required for a 0.01 percent of peak overshoot in the response. (For the design of a low-pass filter this corresponds to a peak ripple of -80 dB.) The number of terms required is All of the low-pass designs of the sampling method have their peak ripple lower than -85 dB, hence somewhat better than the design constraint of (20). Yet (20) implies that for a given N , to achieve -80 dB peak ripple requires a percentage transition band of about 11.5/N for Kaiser's window, or about 50 percent bigger than that required by the sampling technique. It should be pointed out, however, that, according to Kaiser, the in-band ripple characteristics of filters designed using the Kaiser windows are equally as good as the out-of-band characteristics. No such claim can be made for the sampling technique because no constraint was placed on the in-band ripple in the design. However, we have found that the largest value of in-band ripple for any of the filters we have designed was less than 0.15 dB.
Helms recently proposed another window possessing certain desirable properties-the Dolph-Chebyshev window. For this window the number of terms N needed to achieve a peak ripple of -80 dB is where (wz-wl)/(0,/2) is the percentage transition band of the filter. Equation (22) shows that the window requires slightly more terms (larger N ) than the equivalent Kaiser window and again about 50 percent more terms than the sampling method to achieve this design constraint.
Wide-Band Differentiators
As mentioned earlier, the sampling technique is amenable to filter designs other than standard low-pass or bandpass filters. To illustrate how to apply this procedure to a more general frequency-response characteristic, various wide-band differentiators were designed.
The basic design used data for type-I filters. Since the ideal frequency response for a differentiator has characteristic response the frequency samples Hk were set to values
A single value of 19 was used for N in order to compare the resulting differentiators with those described by Kaiser [I] .
The design criterion used was one which sought to minimize either the maximum absolute deviation or the maximum absolute relative deviation between the interpolated frequency response and the ideal differentiator frequency response over some specified range. For the case studied ( N = 19) there were seven fixed values of Hk and three variable samples. Various normalized in-band frequency ranges were used for the minimization. These frequency ranges included: 1) 0 to 0.737 full band 2) 0 to 0.789 full band 3) 0 to 0.842 full band, The resulting differentiators are tabulated with respect to the maximum absolute error and transition coefficients in Table XIV . A typical interpolated frequency response and the absolute error for a minimum absolute error differentiator in the range 0 to 0.737 full band are shown in Fig. 29 . The peak error in this range is 0.00019 and occurs at a normalized frequency near the edge of the differentiator band. However, as seen in Fig. 29 , the peak error remains large even for low frequencies. Fig. 30 shows the frequency response and absolute error for a minimum relative error differentiator. The peak error here is 0.0003 ; however the error is much smaller at low frequencies (on the order of l e 5 to l e 4 ) and remains small for most of the frequency range.
Kaiser [l] has compared six techniques for designing nonrecursive wide-band differentiators. The best result among those presented uses a Kaiser window (w,~=6.0) with differentiation bandwidth of about 0.8 full band and Table XIV In performing the search for the optimum filter designs, a 60-bit word length computer (CDC-6600) was used and the results checked with a 36-bit word length machine (GE-635). We can therefore assume no significant truncation errors occurred in this computation. However, the synthesis of a given filter could conceivably be performed on an 18-, 16-, or even 12-bit machine, or perhaps with special purpose hardware where the shortest possible word length is desirable. Much work has been done recently on the subject of the effects of finite register length. This work can roughly be divided into two parts: 1) truncation of the parameters, which changes the 2) truncation of the variables, which introduces noise filter shape; into the output.
T8
In an earlier section we saw that there are three standard nonrecursive filter realizationk: direct convolution, frequency sampling, and fast convolution. Weinstein [15] has treated the latter two realizations for case 2, both theoretically and experimentally. Noise in the directconvolution realization is easily computed by assuming that each multiplication introduces an independent noise of variance EO2/12, where Eo is a single quantization level. The total noise variance is Eo2 N/12 where N is the number of multiplications in the realization, i.e., the length of the filter impulse response.
For parameter truncation simple models are not readily available so that theoretical prediction cannot safely be made. Therefore we performed measurements for the standard realizations.
1) Direct Convolution:
The impulse response of several of the type-1 designs of low-pass filters was accurately computed and the coefficients were then truncated. Values for N of 16 and 32 were used since a direct convolution realization would not generally be used for larger values of N. The results of truncation are shown in Table XV . The maintenance of at least -80 dB rejection required 17 bits, and the maintenance of -73 dB rejection required 14 bits for three transition samples.
2) Frequency Sumpling: The frequency samples for several type-1 low-pass filters were truncated. Since most of the frequency samples for the low-pass case were either 0 or 1.0, only three coeEcients were actually affected by the truncation. The results of truncation are presented in Table XVI . Truncation to 17 bits did not seriously affect the peak ripple. The maintenance of at least -75 dB rejection required only 1 1 bits for the coefficients, It should be noted that the coefficients of the resonators in the frequency sampling realization (Fig. 6) were not truncated. Hence the results here are an overbound on the actual results of coefficient truncation.
3) Fusl Convolution: The effects of truncation are straightforward. Each of the interpolated frequency response coefficients are truncated; hence coefficients falling below the quantization level are truncated to have 0 value.
Nonuniform Frequency Samples
In this section we will show that a finite-duration impulse-response filter could be designed from frequency samples placed anywhere in the z-plane. Whereas in the previous sections we have restricted ourselves to the case of uniformly spaced samples around the unit circle, in this section we will discuss an extension of the techniques to nonuniformly spaced samples around the unit circle. i=O , i+k and the internal summation in (28) comes from expanding the product in the numerator of (25). The realization of (28) is shown in Fig. 3 1, The internal summation is realized as a nonrecursive filter, whose output is fed into N parallel channels, each consisting of a complex resonator followed by a complex multiplication. The outputs of the parallel channels are summed to give the filter output.
To obtain the interpolated frequency response of networks of the form of (28), the network realization of Fig.  31 is first excited by an impulse to give the impulse response; zero-valued samples are added to the impulse response; and the entire array is transformed using the FFT. Since (28) is still linear in the coefficients, the Hk, the techniques for finding optimum values of transitions are still valid.
Two sets of nonuniform data were investigated. These data are shown in Fig. 32 samples. The design criterion was to choose an optimum position for the nonuniform sample to minimize out-ofband ripple. The optimum value turned out to be 0.468 yielding a peak out-of-band ripple of -20.3 dB, a peak in-band ripple of 1.2 dB, and a flat ripple envelope. For comparison purposes, the case of 16 uniformly spaced samples with no transitions was examined. Here the peak out-of-band ripple was -15.7 dB, the peak in-band ripple was 0.8 dB; and the ripple envelope fell to -24 dB at high frequencies. Since the peak ripple was reduced by about 6 dB from the uniform case, a second nonuniform case, Fig. 32(B) , was studied. Two additional samples were placed between the third and fourth uniform samples. The design program chose optimum values for these transitions to minimize the peak ripple. Here the results were discouraging as the peak ripple was increased to -11.3 dB.
The results obtained with nonuniformly spaced samples have not been entirely encouraging. Further work must be done before any conclusions can be arrived at as to the advantages over uniform sampling.
Conclusion
This paper has presented a technique for designing many types of finite-duration impulse-response digital filters from considerations strictly in the digital frequency domain. The ideal frequency response of the filter is approximated by placing appropriate frequency samples in the z-plane and then choosing the remaining frequency samples to satisfy an optimization criterion. This technique has been applied successfully to the design of lowpass and bandpass filters, as well as wide-band differentiators. The extension of this procedure to standard filters, such as bandstop and high-pass filters, as well as Hilbert transform filters, notch filters, double differentiators, and many others is straightforward.
The design program is sufficiently simple to implement so that it can be programmed to meet the requirements of the individual user. However, should the user merely desire a standard filter with good out-of-band characteristics, he can use the data included in the tables of this paper and proceed from there. Should the user desire a value of bandwidth which is not in the tables, a simple technique would be to interpolate linearly between the nearest values in the table. This will generally yield a suboptimum filter which is almost as good as the optimum.
The design of bandpass, bandstop, and high-pass filters can be treated as a separate design problem, using the frequency sampling technique described; or else simple frequency transformations of low-pass filters can be used to derive suboptimum designs. In many cases these suboptimum designs are nearly optimum.
The frequency sampling technique has been shown to be competitive with the standard window technique in that the number of terms needed to achieve a desired peak ripple in the stopband using this technique is about 50 percent less than the number of terms using the optimum windows described by Kaiser and Helms.
The extension of the frequency sampling technique to include nonuniform sampling points has been discussed briefly. More work must be done before the limitations and advantages of nonuniform samples are fully understood and appreciated.
