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Abstract
We derive recurrence relationships for the evaluation of two integral transforms which are of interest for the numerical solution
of some integral equations and for the construction of certain quadrature rules.
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1. Introduction
In some applications, see for example [3,4,8], one may have to compute integrals of the form
∫ 1
−1
w(x) log(1 − x2)f (x) dx, (1)
where
w(x) = (1 − x2),  = ± 12 , (2)
or ∫ 1
−1
k(x, y)u(x) dx, (3)
where k(x, y) is a kernel depending upon an outer variable y ∈ (−1, 1) and u(x) has the following behaviour:
u(x) = w(x) log(1 − x2)f (x)
with f (x) smooth.
Integrals of the above forms but without the log(1 − x2) factor appear in many classical engineering applications;
for example in applied mechanics, linear elasticity and aerodynamics.
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Integrals of form (1) have been considered in [9,3], while recently a singular integral equation having a solution with
an endpoint singular behaviour of the type (1 − x2)−1/2 log(1 − x2) has been examined in [8, p. 32]. In particular in
this latter case, to solve the integral equation of the Prandtl type by a polynomial collocation method that takes into
account the correct endpoint singular behaviour of the solution, one has to compute integrals of the following form:
∫ 1
−1
log(1 − x2)√
1 − x2
Tn(x)
y − x dx, −1<y < 1, (4)
∫ y
−1
log(1 − x2)√
1 − x2 Tn(x) dx, −1<y1, (5)
where Tn(x) is the classical nth degree ﬁrst kind Chebyshev polynomial (see [10]), and the ﬁrst integral is deﬁned in
the Cauchy principal value sense.
In [4, p. 385], the following integral is considered with regard to a contact problem involving a Kirchhoff plate:
∫ 1
−1
√
1 − x2 log√1 − x2
x − y dx.
In Section 2 we obtain the initial values and a nonhomogeneous three-term recurrence relationship for the integrals (4),
n = 0, 1 . . . , while in Section 3 we derive similar, although less trivial, recurrence relations for (5).
We remark that the computation of the integrals (4) and (5) also allows the construction to be carried out of corre-
sponding quadrature rules of interpolating type for integrals of the form
∫ 1
−1
log(1 − x2)√
1 − x2
f (x)
y − x dx (6)
and ∫ y
−1
log(1 − x2)√
1 − x2 f (x) dx, (7)
which integrate exactly all singular factors (see [7,6]).
At the end of Section 2 we consider another possible application of our recurrence relation for the integrals (4): the
construction of interpolatory quadrature rule of the form
∫ 1
−1
1√
1 − x2 log
1
1 − x2 f (x) dx =
n∑
i=1
wif (xi) + Rn(f ) (8)
having as nodes the zeros of Tn(x).
Finally, in Section 4 we will present the analogous recurrence relationships when in (4) and (5) the factor 1/
√
1 − x2
is replaced by
√
1 − x2.
2. The Cauchy principal value integral
In this section we derive a three-term recurrence relation for the evaluation of the integrals
(1)n (y) =
1

∫ 1
−1
log(1 − x2)√
1 − x2
Tn(x)
y − x dx, n0. (9)
To this end, ﬁrst we recall that in [3, p. 314] the following result is reported:
(0)n (y) =
1

∫ 1
−1
log(1 − x2)√
1 − x2 Tn(x) dx =
⎧⎪⎨
⎪⎩
−2 log 2, n = 0,
−2
n
, n even,
0, n odd.
(10)
Then we prove the following main result.
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Theorem 1. Integrals (9) satisfy the following recurrence relation:
(1)0 (y) =
2 arcsin y√
1 − y2 ,
(1)1 (y) =
2y arcsin y√
1 − y2 + 2 log 2,
(1)n (y) = 2y(1)n−1(y) − (1)n−2(y) − 2(0)n−1(y), n2. (11)
Proof. Consider the following sectionally holomorphic function (e.g., [2]):
F(z) = log(z
2 − 1)√
z2 − 1 + 2i
|z|
z
arcsin z√
z2 − 1 , z ∈ C\[−1, 1].
By adopting the classical symbology we have
F(x+) + F(x−)
2
= 2 arcsin x√
1 − x2 ,
F(x+) − F(x−)
2
= −i log(1 − x
2)√
1 − x2 +
√
1 − x2 .
Consequently, the Plemelj formulae entail the following basic integral:
2
arcsin y√
1 − y2 =
1
i
[
−i
∫ 1
−1
log(1 − x2)√
1 − x2
dx
x − y
]
that is, the ﬁrst expression in (11).
To obtain the second formula in (11), we simply need to write
(1)1 (y) =
1

∫ 1
−1
log(1 − x2)√
1 − x2
x
y − x dx = y
(1)
0 (y) − (0)0 .
Finally, to derive the last expression in (11), it is sufﬁcient to use the well-known three-term recurrence relations
satisﬁed by the Chebyshev polynomials Tn(x), written in the form
Tn(x) = 2(x − y)Tn−1(x) + 2yT n−1(x) − Tn−2(x), n2. 
Remark 1. Notice that
(1)n (y) =
2 arcsin y√
1 − y2 Tn(y) + pn−1(y), n1,
where pn−1(y) is a symmetric polynomial of degree n − 1. Moreover, the polynomials pn−1(y) satisfy the same
three-term recurrence relation deﬁned in (11) for (1)n (y), that is,
p0(y) = 2 log 2,
p1(y) = 4 log 2 y,
pn−1(y) = 2ypn−2 − pn−3 − 2(0)n−1, n = 3, 4, . . . . (12)
The expressions of (1)n (y) for n = 0, 1, . . . , 10 are reported in the Appendix.
Remark 2. We recall that for the weights {wi} of the following n-point weighted quadrature rule of interpolatory type,
based on the zeros {xi} of Tn(x),
∫ 1
−1
1√
1 − x2 log
1
1 − x2 f (x) dx =
n∑
i=1
wif (xi) + Rn(f ), (13)
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we have the following representation:
wi = 
(1)
n (xi)
T ′n(xi)
= pn−1(xi)
T ′n(xi)
, i = 1, . . . , n.
Moreover,
wi(y) = wn−i (y), i = 1, . . . , n.
Numerical experiments show that almost all the weights wi are positive and that the ratio
K =
∑n
i=1 |wi |∑n
i=1 wi
,
which is 1.295 when n=3, decreases rapidly towards 1 as n → ∞. For example, when n=4, 16, 256 we haveK=1.02,
1.0005, 1.0000001, respectively.
3. Evaluation of integral (5)
Let −1<y < 1 and deﬁne
u(1)n (y) =
∫ y
−1
log(1 − x2)√
1 − x2 Tn(x) dx, n = 0, 1, . . . . (14)
First we evaluate u(1)0 (y). For 0y < 1 we write
u
(1)
0 (y) =
∫ 1
−1
log(1 − x2)√
1 − x2 dx −
∫ 1
y
log(1 − x2)√
1 − x2 dx
= − 2 log 2 −
∫ 1
y
log(1 − x2)√
1 − x2 dx. (15)
Then, by setting x = cos , 0< /2, we obtain
u
(1)
0 (y) = −2 log 2 − 2
∫ t
0
log(sin ) d, 0< t = arccos y 
2
. (16)
A closed form for the integral in (16) is known in terms of the dilogarithmic function
L2(z) = −
∫ z
0
log(1 − x)
x
dx
with a complex argument (see [5, p. 112]):∫ t
0
log(sin ) d = − i
2
L2(e
−2it ) − t log 2 + i
2
(
2
− t
)2
.
However, for this integral the following expansion (see [5, p. 113]):
∫ t
0
log(sin ) d = t (log t − 1) −
∞∑
k=1
(−1)k+1B2k
4k(2k + 1)! (2t)
2k+1
, (17)
where Bm is the Bernoulli number of index m, holds for |t |< .
We recall (see [1, p. 805]) that
B0 = 1,
2(2k)!
(2)2k
< (−1)k+1B2k < 2(2k)!
(2)2k
1
1 − 21−2k , k1, (18)
We also notice that the series has only positive terms and exhibits a fairly high rate of convergence for 0< t < /2.
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For −1<y < 0 we set x = − cos , 0< < /2, hence write
u
(1)
0 (y) =
∫ y
−1
log(1 − x2)√
1 − x2 dx =
∫ 1
−y
log(1 − x2)√
1 − x2 dx = 2
∫ t
0
log(sin ) d, (19)
where 0< t = arccos(−y)< /2, and use (17). When y = 0 we trivially have (see (10))
u
(1)
0 (0) = − log 2. (20)
Next we compute
u
(1)
1 (y) =
∫ y
−1
log(1 − x2)√
1 − x2 x dx = −
∫ y
−1
log(1 − x2) d
√
1 − x2
=
√
1 − y2[2 − log(1 − y2)]. (21)
To evaluate u(1)n (y) for n2 we use Rodriguez identity (see [10]), which in our case takes the following form:
1√
1 − x2 Tn(x) = −
1
n
d
dx
[
√
1 − x2Un−1(x)], n1, (22)
where {Un} is the set of Chebyshev polynomials of the second kind. Thus
u(1)n (y) = −
1
n
∫ y
−1
log(1 − x2) d[
√
1 − x2Un−1(x)]
= − 1
n
[√
1 − y2 log(1 − y2)Un−1(y) +
∫ y
−1
2x√
1 − x2 Un−1(x) dx
]
.
However, since
Un(x) = 2xUn−1(x) − Un−2(x), n2,
we further have
u(1)n (y) = −
1
n
[√
1 − y2 log(1 − y2)Un−1(y) +
∫ y
−1
1√
1 − x2 Un(x) dx +
∫ y
−1
1√
1 − x2 Un−2(x) dx
]
. (23)
The evaluation of u(1)n (y) is thus reduced to that of
mk(y) =
∫ y
−1
1√
1 − x2 Uk(x) dx. (24)
To this aim, we notice that from (22) the following expressions follow:
∫ y
−1
Tn(x)√
1 − x2 dx =
⎧⎨
⎩

2
+ arcsin y, n = 0,
−1
n
√
1 − y2Un−1(y), n> 0.
Therefore, if in (24) we introduce (see [1]) the expansions
U2k(x) = 1 + 2
k∑
i=1
T2i (x), k = 1, 2, . . . ,
U2k−1(x) = 2
k−1∑
i=0
T2i+1(x), k = 0, 1, . . . , (25)
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we obtain
m2k(y) = 2 + arcsin y −
√
1 − y2
k∑
i=1
U2i−1(y)
i
, k = 1, 2, . . . ,
m2k−1(y) = −2
√
1 − y2
k−1∑
i=0
U2i (y)
2i + 1 , k = 1, 2, . . . . (26)
These last relationships allow us to make the following statement.
Theorem 2. Integrals (24) satisfy the following recurrence relationships:⎧⎨
⎩
m0(y) = 2 + arcsin y,
m2k+2(y) = m2k(y) −
√
1 − y2 U2k+1(y)
k + 1 , k = 0, 1 . . . ,
(27)
⎧⎨
⎩
m1(y) = −23
√
1 − y2U2(y),
m2k+1(y) = m2k−1(y) − 22k + 1
√
1 − y2U2k(y), k = 1, 3 . . . .
(28)
Recalling the three-term recurrence relationship for the Chebyshev polynomials {Un}, we are ﬁnally able to compute
the integrals (14) for n2, according to the following statement.
Theorem 3. For n2 we have
u(1)n (y) = −
1
n
[√
1 − y2 log(1 − y2)Un−1(y) + mn(y) + mn−2(y)
]
.
4. A second family of integrals
The aim of this ﬁnal section is to evaluate integrals similar to (4) and (5) with the factor 1/
√
1 − x2 replaced by√
1 − x2, i.e.,
(2)n (y) =
1

∫ 1
−1
√
1 − x2 log(1 − x2) Tn(x)
y − x dx, −1<y < 1, (29)
u(2)n (y) =
∫ y
−1
√
1 − x2 log(1 − x2)Tn(x) dx, −1<y1. (30)
These integrals can be rewritten in the form
∫ 1
−1
1√
1 − x2 log(1 − x
2)
(1 − x2)Tn(x)
y − x dx∫ y
−1
1√
1 − x2 log(1 − x
2)(1 − x2)Tn(x) dx.
For n2 we further have
(1 − x2)Tn(x) = − 14Tn+2(x) + 12Tn(x) − 14Tn−2(x)
while for n = 0
(1 − x2)T0(x) = − 12 [T2(x) − 1]
and, for n = 1
(1 − x2)T1(x) = − 14 [T3(x) − T1(x)].
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Thus, in the case of (2)n (y) we have
(2)0 (y) = − 12 [(1)2 (y) − (1)0 (y)],
(2)1 (y) = − 14 [(1)3 (y) − (1)1 (y)],
(2)n (y) = − 14(1)n+2 + 12(1)n (y) − 14(1)n−2(y), n2. (31)
The same relationships hold between u(2)n and u(1)n .
Appendix
In this appendix we report explicit expressions for the integrals (1)n (y), n=0, 1, . . . , 10 deﬁned by (9). In particular
we give the Chebyshev expansions of the polynomials pn−1(x) deﬁned in Remark 1.
(1)0 (y) =
1

∫ 1
−1
log(1 − x2)√
1 − x2
T0(x)
y − x dx =
2 arcsin y√
1 − y2 T0(y),
(1)1 (y) =
1

∫ 1
−1
log(1 − x2)√
1 − x2
T1(x)
y − x dx =
2 arcsin y√
1 − y2 T1(y) + 2 log 2T0(y),
(1)2 (y) =
1

∫ 1
−1
log(1 − x2)√
1 − x2
T2(x)
y − x dx =
2 arcsin y√
1 − y2 T2(y) + 4 log 2T1(y),
(1)3 (y) =
1

∫ 1
−1
log(1 − x2)√
1 − x2
T3(x)
y − x dx =
2 arcsin y√
1 − y2 T3(y) + 4 log 2T2(y) + 2(1 + log 2)T0(y),
(1)4 (y) =
1

∫ 1
−1
log(1 − x2)√
1 − x2
T4(x)
y − x dx =
2 arcsin y√
1 − y2 T4(y) + 4 log 2T3(y) + 4(1 + log 2)T1(y),
(1)5 (y) =
1

∫ 1
−1
log(1 − x2)√
1 − x2
T5(x)
y − x dx
= 2 arcsin y√
1 − y2 T5(y) + 4 log 2T4(y) + 4(1 + log 2)T2(y) + (3 + 2 log 2)T0(y),
(1)6 (y) =
1

∫ 1
−1
log(1 − x2)√
1 − x2
T6(x)
y − x dx
= 2 arcsin y√
1 − y2 T6(y) + 4 log 2T5(y) + 4(1 + log 2)T3(y) + 2(3 + 2 log 2)T1(y),
(1)7 (y) =
1

∫ 1
−1
log(1 − x2)√
1 − x2
T7(x)
y − x dx
= 2 arcsin y√
1 − y2 T7(y) + 4 log 2T6(y) + 4(1 + log 2)T4(y) + 2(3 + 2 log 2)T2(y)
+
(
11
3
+ 2 log 2
)
T0(y),
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(1)8 (y) =
1

∫ 1
−1
log(1 − x2)√
1 − x2
T8(x)
y − x dx
= 2 arcsin y√
1 − y2 T8(y) + 4 log 2T7(y) + 4(1 + log 2)T5(y) + 2(3 + 2 log 2)T3(y)
+ 2
(
11
3
+ 2 log 2
)
T1(y),
(1)9 (y) =
1

∫ 1
−1
log(1 − x2)√
1 − x2
T9(x)
y − x dx
= 2 arcsin y√
1 − y2 T9(y) + 4 log 2T8(y) + 4(1 + log 2)T6(y) + 2(3 + 2 log 2)T4(y)
+ 2
(
11
3
+ 2 log 2
)
T2(y) +
(
25
6
+ 2 log 2
)
T0(y),
(1)10 (y) =
1

∫ 1
−1
log(1 − x2)√
1 − x2
T10(x)
y − x dx
= 2 arcsin y√
1 − y2 T10(y) + 4 log 2T9(y) + 4(1 + 2 log 2)T7(y) + 2(3 + 2 log 2)T5(y)
+ 2
(
11
3
+ 2 log 2
)
T3(y) + 2
(
25
6
+ 2 log 2
)
T1(y).
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