In this paper, an unsupervised approach based on Evolving Vector Quantization (EVQ) is presented for enhancing dermatology images for skin lesion segmentation. Vector Quantization (VQ) as a famous compression technique has been widely used in image signal compression and speech signal compression. The EVQ algorithm extends the Linde, Buzo, and Gray (LBG) Vector Quantization method with Particle Swarm Optimization to cluster the pixels inside the image based on merging similar gray value pixels. The proposed enhancement technique is evaluated using 100 dermoscopy skin lesion images for skin lesion segmentation. The EVQ algorithm is applied to the individual color planes red, green, and blue, respectively. Segmentation results using these three planes are compared and scored based on manual borders obtained from three dermatologists. In addition, Differential Equation-based Particle Swarm Optimization is implemented and their results are compared with the standard PSO.
INTRODUCTION
Malignant melanoma is the most deadly form of skin cancer [1] . The incidence of melanoma cases, especially melanoma in situ, is increasing rapidly [1] , adding to the importance of further developing early detection methods such as those based on digital image analysis. Automatic lesion segmentation is an important part of computer-based image analysis of pigmented skin lesions. Numerous methods have been proposed for lesion segmentation in dermoscopy images including: 1) a partial differential equations (PDE)-based system [2] ; 2) an Independent Histogram Pursuit (IHP) algorithm [3] ; a watershed-based algorithm [4] . In this research, a novel evolving vector quantization is presented for image enhancement for lesion segmentation. The EVQ algorithm extends the LBG Vector Quantization method with Particle Swarm Optimization (PSO).
LGB Vector Quantization [5] , is an iterative algorithm which alternatively solves the two optimality criteria: 1) Nearest neighbor condition that the encoding region should consists of the vectors that are closer than any of the other codevectors, and: 2) Centroid condition that codevector should be the average of all those training vectors that are in encoding region. The basic steps of the LBG algorithm are:
2. Select N codewords at random, and let that be the initial codebook. The initial codewords can be randomly chosen from the set of input vectors. 3. Using the Euclidean distance measure clusterize the vectors around each codeword. 4. Compute the new set of codewords. 5. Repeat steps 2 and 3 until the either the codewords don't change or the change in the codewords is small.
PSO is a form of evolutionary computation technique developed by Kennedy and Eberhart [6] . In swarm intelligence algorithm, each particle has random velocity and memory that keeps track of previous best position and corresponding fitness. The previous best value of the particle position is called the "pbest". It has another value called "gbest", which is the best value of all the "pbest" positions in the swarm. The basic concept of PSO is that each particle in the swarm move toward its pbest and gbest locations at each time step. The basic concept of PSO is that each particle in the swarm move toward its pbest and gbest locations at each time step.
In this research, 100 skin lesion images from dermoscopy research are used as the benchmark. An overview of this project investigated is shown in Fig.1 . The remaining sections of this paper include: 1) pre-processing, 2) Evolving Vector Quantization methodology, 3) post-processing, 4) results and discussion, and 5) conclusions and the future work. 
PREPROCESSING
A few noise sources such as hair, black border and vignette affect lesion segmentation. The preprocessing approach investigating is as follows. Firstly, a hair removal method with the morphological closing operator is introduced to remove hairs if they exist. An example is given in Fig.2 . Secondly, the vignetting removal method is detected in the red plane (because it is least affected by the lesion) and normalized for each of the other two planes. Thirdly, the black border is cropped from the innermost point of each black rim. 
EVOLVING VECTOR QUANTIZATION
For the VQ of dimension M and size N, each particle in PSO is a (MxN) dimensional vector, representing a possible codebook. The range of each dimension is the dynamic range of the pixel value, which is 256. The veolocity is constrained to 25 (10% of the pixel value range). The fitness function is defined as
where sig(m,n) represents the input image and re_sig(m,n) represents the reconstructed image after quantization. The PSO procedures for VQ are summarized in Fig. 3 . During each iteration, the particles fly in the solution space to search for better fitness and they could converge to an optimal solution representing an optimal VQ codebook. After each iteration, the input image becomes the reconstructed image which has the best fitness value. Two different PSO version tried in this work are described in Section 3.1 and 3.2.
STANDARD PSO
The following equations are used to update particle velocity and position:
[3]
where 1≤ i≤ particle number, rand1 and rand2 are the random value between 0 and 1. In this research, w = 0.1, c1 = 1 and c2 = 1. There are four cases examed. In case 1, population size is 20, iteration number is 10; in case 2, population size is 20, iteration number is 5; in case 3, population size is 10, iteration number is 10; in case 4, population size is 10, iteration number is 5. For example, Fig. 4 gives the original image and output image of each iteration using standard PSO in case 3. 
DIFFERENTIAL EQUATION-BASED PSO[7]
The PSO algorithm is used for determining the best codebook for representing the compression coefficients for the image. The differential equation-based PSO [7] is investigated to see if an improvement in the compression coefficients can be obtained based on the fitness equation [1] . In DEPSO, the differential equation operator can be applied to improve the pbest of the PSO particles based on randomly choosing four different pbest particles from the trained PSO algorithm. Let be represented as follows. Then gives the updated row entry for the codebook, is given as follows. The same four cases as section 3.1 are examined as well. Upon completing the PSO and DEPSO algorithms for performing EVQ, the codebook is determined for the input image, yielding the transformed or enhanced image.
POSTPROCESSING
Otsu's method [8] is implemented with the enhanced image using the algorithm from the previous steps, which chooses the threshold to minimize the intra-class variance of the black and white pixels to convert gray images into binary images. In order to mitigate missing lesion pixels, a relaxed threshold was used, which is the first higher gray value than the value getting from Otsu"s method will be used as the threshold. Then, the second-order B-Spline closed curve fitting [4] is applied to the border of the EVQ segmentation. The Final border overlay will be generated. (Fig. 5 ) 
RESULT AND DISCUSSION
The presented enhancement and threshold methods for lesion segmentation were applied to 100 dermoscopy skin lesion images. These images have been used in previous studies [4] [8]. The segmented lesions are evaluated based on comparison to an average border of three dermatologist manually determined border. The error of the segmented lesion from the average dermatologist border is found as follows. Let A denote the automatically segmented lesion and xor represent the exclusive-OR operation. The percentage border error E is given by , where is the average dermatologist border. The average error over 100 lesions is presented in Table1 for the PSO and the DEPSO for the four different cases given in section 3. 
CONCLUSION AND FUTURE WORK
The EVQ algorithm can be considered as a clustering algorithm which extends the Linde, Buzo, and Gray (LBG) Vector Quantization method with Particle Swarm Optimization to cluster the pixels inside the image based on merging similar gray value pixels. After that, the enhanced image could be easily segmented.
This project uses Otsu's method to finish the image segmentation. In the future work, some more intelligent image segmentation methodologies will be devloped within EVQ as the preprocessing. Furthermore, supervised EVQ could be explored to improve the fitness function.
