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Abstract
A distributed dynamic output feedback control is designed by Scardovi and Sepulchre for the syn-
chronization of a network of identical linear systems, known as agents in literature. The design is based
on some mild conditions allowing switching topology. But it assumes that there is no time delay in signal
transfer between the neighbouring agents. In this paper we extend their work to include known time delay
in communications. Furthermore, our design has some special features: (a) the delay can be arbitrary and
only need to be uniformly bounded by a constant, (b) the conditions that time delay should be the same
and sufficiently small in some literature are not required here, and (c) no local buffer is required to store
past data due to time-delay effect.
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2I. INTRODUCTION
Consensus and cooperation in networked multi-agent systems has attracted a great deal of
research interests. In recent years, more research has focused on the synchronization of high-
order multi agent systems. Whereas consensus is seeking common “positions” or “formations”,
synchronization is much more than that – it is seeking common time-varying “velocity vectors”
before some formations can be achieved. An early work of Ren and Atkins [1] studied synchro-
nization of a network of double-integrator agents with static state feedback. It was shown that
a spanning tree is only a necessary rather than a sufficient condition for the synchronization of
a multi-agent system, even when the communication graph is fixed. Further, Yu, Chen and Cao
[2] presented an eigenvalue-dependent condition. Wang and Wu [3] studied synchronization of
second-order nonlinear multi-agent systems with fixed and switching topology. Seo, Shim and
Back [4] proposed a dynamical output feedback controller for the synchronization of high-order
systems with fixed communication topology. Li, et al., proposed an observer-like dynamical output
feedback controller in [5] for fixed topology. One of major differences between [4] and [5] is that
an exchange of agents’ controller states is required in [5] but not in [4].
It is worth pointing out that although there are considerable researches on consensus problems
with time delays in communications - to name a few see [6]–[9], on the synchronization of
high order linear agents, it appears that little work has been reported when communication delay
is considered. Recently, a dynamic output feedback control is proposed for the asymptotical
synchronization of a network of identical n-th order linear state-space models [10]. The design is
based on some mild assumptions on the dynamics of the model, and the time-varying topology
of the communication graph. It also assumes that there is no time delay in signal transfer over
the communication graph. In this note, we extend the work of [10] to include known time delay
in communications. The delay is arbitrary and uniformly bounded by a constant. However, the
conditions that time delay should be the same and sufficiently small in some literature [2], [11]–
[13] are not required here. More recently, Yang et al. [14] proposed a dynamic controller for
output synchronization of discrete-time agents with arbitrary bounded communication delays. But
the communication delays are assumed to be uniform and constant, and moreover agents are
restricted to be introspective and right-invertible. Under similar mild assumptions as those stated
in [10], a new dynamic controller is proposed in this paper for the synchronization when there is
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3communication delay. In the controller designed in this paper no local buffer is required to store
past data due to time-delay effect and therefore it is easy to implement. The proposed design is
applicable to a class of applications where GPS-timing signals are available to all agents and a
time-stamp is included in a data packet.
This paper is organised as follows. Some preliminaries are given in Section II. Our main result,
Theorem 1, for continuous-time systems is presented in Section III. This is extended to discrete-
time systems in Section IV. A simulation example and a brief conclusion are presented in Sections
V and VI respectively.
II. PRELIMINARIES
A. Problem formulation
Consider a multi-agent system,⎧⎨⎩ ?˙?𝑖 = 𝐴𝑥𝑖 +𝐵𝑢𝑖,
𝑦𝑖 = 𝐶𝑥𝑖
, 𝑖 = 1, 2, · · · , 𝑁, (II.1)
where 𝑥𝑖 ∈ ℛ𝑛 is the state vector, 𝑢𝑖 ∈ ℛ𝑚 the input vector, 𝑦𝑖 ∈ ℛ𝑞 the measurement output
vector, 𝐴,𝐵,𝐶 are constant matrices with compatible dimensions. Agents communicate between
them through a network. Specifically, the information transmitted by agent 𝑗 is denoted by 𝜓𝑗 ,
whose details will be explained late. In general 𝜓𝑗 is a vector of system and controller states of
agent 𝑗.
The information exchanges among agents are described by a switching graph 𝒢𝜎(𝑡) : ℛ ↦→ Ξ,
where Ξ = {𝒢𝑝} with 𝑝 ∈ 𝒫 = {1, 2, · · · , 𝑃} denotes a finite set consisting of 𝑃 directed graphes.
Each graph is denoted by 𝒢𝑝 = (𝒩 , ℰ𝑝) where 𝒩 = {1, 2, · · · , 𝑁} is a nonempty finite set of
nodes and ℰ𝑝 = {𝒩 ×𝒩} is a set of edges satisfying that an edge (𝑖, 𝑗) ∈ ℰ𝑝 if and only if there is
an information channel from node 𝑗 to node 𝑖. The switching between the graphs is described by a
function 𝜎 : ℛ+ ↦→ 𝒫 . This is a piecewise constant function from the right. The time instance when
𝜎 switches is denoted by an increasing sequence 𝑡𝑘, 𝑘 = 0, 1, 2, · · · , with 𝑡0 = 0. We assume that
any two consecutive switching instants are separated by a dwell-time 𝐷𝑡, i.e., 𝑡𝑘− 𝑡𝑘−1 ≥ 𝐷𝑡. This
guarantees that the switching graph is non-chattering and zeno behavior cannot occur. A union
graph 𝒢[𝑡1,𝑡2) over an interval time [𝑡1, 𝑡2) is defined by 𝒢[𝑡1,𝑡2) , (𝒩 ,
⋃︀
𝑡∈[𝑡1,𝑡2) ℰ𝜎(𝑡)) corresponding
to a graph consisting of all nodes in 𝒩 and all edges at any time 𝑡 ∈ [𝑡1, 𝑡2).
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4For each 𝒢𝑝 with 𝑝 ∈ 𝒫 , the adjacency matrix is denoted by 𝒜𝑝 = [𝑎𝑝𝑖𝑗]𝑁×𝑁 , which is defined
by 𝑎𝑝𝑖𝑗 > 0 if (𝑗, 𝑖) ∈ ℰ𝑝; otherwise 𝑎𝑝𝑖𝑗 = 0. 𝑎𝑖𝑖 = 0 due to the absence of self-loop. A directed
path of digraph is a sequence of edges (𝑖1, 𝑖2), (𝑖2, 𝑖3), · · · , where 𝑖𝑗 ∈ 𝒩 for all 𝑗 = 1, 2, · · · .
A tree 𝒢𝑡 = (𝒩𝑡, ℰ𝑡) is a graph where every node has exactly one parent node except for one
node: root node, which has no parent node but has a directed path to every other node. The graph
𝒢𝑠 = (𝒩𝑠, ℰ𝑠) is a subgraph of 𝒢 if 𝒩𝑠 ⊆ 𝒩 and ℰ𝑠 = ℰ
⋂︀
(𝒩𝑠 ×𝒩𝑠). The tree 𝒢𝑡 is a spanning
tree of graph 𝒢 iff 𝒢𝑡 is a subgraph of 𝒢 with |𝒩𝑡| = |𝒩 |, where |𝑆| denotes the size of set 𝑆.
Denote by 𝜏𝑖𝑗(𝑡) the communication delay from agent 𝑗 to 𝑖 at time 𝑡. All delays among agents
are denoted by Ω(𝑡) = [𝜏𝑖𝑗(𝑡)]𝑁×𝑁 . Then the information of agent 𝑗 received by node 𝑖 at time
𝑡 is 𝜓𝑗(𝑡− 𝜏𝑖𝑗(𝑡)). Without loss of generality, we assume that 𝜓𝑖(𝑡− 𝜏) = 𝜓𝑖(0) if 𝑡 ∈ [0, 𝜏 ], for
some positive scalar 𝜏 and for all 𝑖.
We recall a specific definition for a switching graph 𝒢𝜎(𝑡) 1.
Definition 1 (Uniformly Quasi-Strongly Connected [7]): A switching graph 𝒢𝜎(𝑡) is uniformly
quasi-strongly connected if there is a 𝑇 > 0 such that for all 𝑡 ≥ 0, the union graph 𝒢[𝑡,𝑡+𝑇 ) is
quasi-strongly connected, i.e., 𝒢[𝑡,𝑡+𝑇 ) contains a spanning tree.
Define the maximal real part of all eigenvalues of 𝐴 by
𝛼(𝐴) = max
𝑖
Re(𝜆𝑖(𝐴)), 𝑖 = 1, 2, · · · , 𝑛,
where, and henceforth, 𝜆(𝐴) denotes the eigenvalue of 𝐴. The value 𝛼(𝐴) denotes the divergence
rate of an isolated agent.
Following assumptions are made in this paper:
A1) The triplet (𝐴,𝐵,𝐶) is stabilizable and detectable,
A2) The switching graph 𝒢𝜎(𝑡) associated with (II.1) is uniformly quasi-strongly connected,
A3) The time delay 𝜏𝑖𝑗(𝑡) is arbitrary but uniformly bounded by a constant 𝜏 , i.e., 𝜏𝑖𝑗(𝑡) ≤ 𝜏
for all 𝑖, 𝑗 ∈ 𝒩 , and
A4) 𝛼(𝐴) ≥ 0.
The synchronization problem studied in this paper is defined as follows:
1Here for the consistence with the right-continuous switching signal the time interval is altered correspondingly.
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5Definition 2 (Synchronization with known time delay): Given a multi-agent system (II.1) with
the above four assumptions, find a distributed control law 𝑢𝑖 based on the output 𝑦𝑖(𝑡) and the
delayed information of neighboring agents 𝜓𝑗(𝑡 − 𝜏𝑖𝑗), where 𝑗 satisfying (𝑖, 𝑗) ∈ ℰ𝜎(𝑡) and 𝜏𝑖𝑗
is known for node 𝑖, such that the solutions of (II.1) asymptotically synchronize to a nontrivial
solution of an isolated agent, that is, there is a 𝜉0 ∈ ℛ𝑛 such that 𝑥𝑖(𝑡)→ 𝑒𝐴𝑡𝜉0, as 𝑡→∞.
Assumption A2) suggests that a bounded time interval exists in such a way that during the
time interval starting any time there must be a node, probably different for different starting time,
whose information will be transmitted node by node to all remaining nodes. This assumption is a
very week condition for the consensus seeking of a switching digraph; it maybe hold even none
of 𝒢𝑝 with 𝑝 ∈ 𝒫 has a spanning tree embedded.
Assumption A4) is to exclude a trivial case that all modes of the isolated agent are decaying.
Thus the synchronization can be achieved without interactions between agents. Similarly, "non-
trivial solution" means that the steady state will demonstrate the dynamics of the isolated agent
rather than be silence in the origin unless the initial conditions and communication graph happen
to meet 𝜉0 = 0.
B. Consensus with communication delays
While the focus of this paper is on synchronization, the result of convergence rate of consensus
protocols with time delay is first reviewed in this subsection. This naturally leads to Lemma 1
that will be used in the proof of our main result in Section III.
Consider a consensus protocol for a first-order integrator multi-agent system with nonuniform
time varying delays:
?˙?𝑖(𝑡) =
∑︁
𝑗
𝑎
𝜎(𝑡)
𝑖𝑗 (𝑤𝑗(𝑡− 𝜏𝑖𝑗(𝑡))− 𝑤𝑖(𝑡)) . (II.2)
where 𝑤𝑖 ∈ ℛ is the state, 𝑎𝜎(𝑡)𝑖𝑗 is the element of adjacency matrix 𝒜𝜎(𝑡) associated with 𝒢𝜎(𝑡).
The element 𝜏𝑖𝑗(𝑡) of matrix Ω(𝑡) denotes the transfer delay of signal between every pair of nodes.
In [7], it has been shown that system (II.2) can achieve consensus if the communication graph
satisfies Assumption A2) and the delay matrix Ω(𝑡) satisfies Assumption A3). The consensus
convergence rate is influenced by Ω(𝑡). In this consideration, we denote by 𝜇(𝒢𝜎(𝑡),Ω(𝑡)) the
consensus convergence rate associated with system (II.2). Similar to that in [15], 𝜇(𝒢𝜎(𝑡),Ω(𝑡)) is
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6defined as
𝜇(𝒢𝜎(𝑡),Ω(𝑡)) = sup
𝑤(0)̸=1?¯?
lim
𝑡→∞
ln
(︂ ‖𝑤(𝑡)− 1?¯?‖
‖𝑤(0)− 1?¯?‖
)︂1/𝑡
, (II.3)
where 𝑤 ∈ ℛ𝑛 is the concatenated vector of 𝑤𝑖s and ?¯? ∈ ℛ denotes the converged value. From
the above, one can easily obtain:
Lemma 1: Given a system (II.2) with a switching digraph 𝒢𝜎(𝑡) subject to communication delay
Ω(𝑡) satisfying Assumptions A2) and A3), then 𝜇
(︀𝒢𝜎(𝑡),Ω(𝑡))︀ < 0 holds.
Proof: From (II.3), ‖𝑤(𝑡)− 1?¯?‖ → ‖𝑤(0)− 1?¯?‖𝑒𝜇𝑡 as 𝑡→∞. If 𝜇 (︀𝒢𝜎(𝑡),Ω(𝑡))︀ ≥ 0, then
𝑤(𝑡)− 1?¯? will not converge to zero. This is contractive to the fact that system (II.2) will achieve
consensus with Assumption A2) and A3).
Remark 1: In the simplest case when the digraph is fixed and there is no time delay, then 𝜇
is just the algebraic connectivity of digraph that can be calculated directly [16]. In the general
case when both switching graph and communication delay exist, it is almost impossible to find
the exact value of 𝜇. For an estimation of 𝜇 in such a general case, the interested readers can
refer to [9] [15] (continuous-time systems) and [8] (discrete-time systems). As shown below, 𝜇
is a qualitative measure of the effect of information flow, which is characterised by both network
topology and communication delay. However, if 𝛼(𝐴) = 0, then the value of 𝜇 is irrelevant; only
𝜇 < 0 is required.
III. SYNCHRONIZATION CONTROLLER
Theorem 1: Given a multi-agent system (II.1) satisfying Assumptions A1)∼A4). The following
distributed dynamic controller⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
?˙?𝑖(𝑡) = (𝐴+𝐵𝐾)𝜂𝑖(𝑡)−
∑︁
𝑗
𝑎
𝜎(𝑡)
𝑖𝑗
(︀
𝑒𝐴𝜏𝑖𝑗(𝑡)𝜓𝑗(𝑡− 𝜏𝑖𝑗(𝑡))− 𝜓𝑖(𝑡)
)︀
+𝐻(𝐶?^?𝑖(𝑡)− 𝑦𝑖(𝑡))
˙^𝑥𝑖(𝑡) = 𝐴?^?𝑖(𝑡) +𝐵𝑢𝑖(𝑡) +𝐻(𝐶?^?𝑖(𝑡)− 𝑦𝑖(𝑡))
𝑢𝑖(𝑡) = 𝐾𝜂𝑖(𝑡)
, 𝑖 ∈ 𝒩 , (III.1)
will exponentially synchronize all the solutions 𝑥𝑖s to an isolated agent system 𝜉 = 𝐴𝜉, if the
consensus convergence rate of diagraph 𝒢𝜎(𝑡) subject to communication delay Ω(𝑡) satisfies
𝛼(𝐴) + 𝜇(𝒢𝜎(𝑡),Ω(𝑡)) < 0, (III.2)
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7where ?^?𝑖 ∈ ℛ𝑛 is the local observer state, 𝜂𝑖 is the controller state, 𝜓𝑗 = ?^?𝑗−𝜂𝑗 is the information
transmitted by node 𝑗, and 𝐾 and 𝐻 are such that both 𝐴+𝐵𝐾 and 𝐴+𝐻𝐶 are Hurwitz.
Proof: The dynamics of 𝜓𝑖 has the form
?˙?𝑖 = 𝐴𝜓𝑖 +
∑︁
𝑗
𝑎
𝜎(𝑡)
𝑖𝑗
(︀
𝑒𝐴𝜏𝑖𝑗(𝑡)𝜓𝑗(𝑡− 𝜏𝑖𝑗(𝑡))− 𝜓𝑖(𝑡)
)︀
, 𝑖 ∈ 𝒱 .
Introduce a time-varying coordinates transformation
𝑧𝑖(𝑡) = 𝑒
−𝐴𝑡𝜓𝑖(𝑡), 𝑖 ∈ 𝒩 . (III.3)
It follows that 𝑧𝑖(𝑡 − 𝜏𝑖𝑗(𝑡)) = 𝑒−𝐴(𝑡−𝜏𝑖𝑗(𝑡))𝜓𝑖(𝑡 − 𝜏𝑖𝑗(𝑡)). Taking time derivative of both side of
(III.3) yields
?˙?𝑖(𝑡) = −𝑒−𝐴𝑡𝐴𝜓𝑖(𝑡) + 𝑒−𝐴𝑡?˙?𝑖(𝑡) = 𝑒−𝐴𝑡
∑︁
𝑗
𝑎
𝜎(𝑡)
𝑖𝑗
(︀
𝑒𝐴𝜏𝑖𝑗(𝑡)𝜓𝑗(𝑡− 𝜏𝑖𝑗(𝑡))− 𝜓𝑖(𝑡)
)︀
=
∑︁
𝑗
𝑎
𝜎(𝑡)
𝑖𝑗
(︀
𝑒−𝐴(𝑡−𝜏𝑖𝑗(𝑡))𝜓𝑗(𝑡− 𝜏𝑖𝑗(𝑡))− 𝑒−𝐴𝑡𝜓𝑖(𝑡)
)︀
=
∑︁
𝑗
𝑎
𝜎(𝑡)
𝑖𝑗 (𝑧𝑗(𝑡− 𝜏𝑖𝑗(𝑡))− 𝑧𝑖(𝑡)) . (III.4)
By Lemma 1, the solutions 𝑧𝑖(𝑡), 𝑖 ∈ 𝒩 will converge to a common value 𝑧0 ∈ ℛ𝑛 when 𝑡→∞
with a convergence rate 𝜇. According to the definition of 𝜇, it follows that for any given positive
scalar 𝜀1, there is a constant scalar 𝑘1 dependent on 𝜀1 such that
‖𝑧𝑖(𝑡)− 𝑧0‖ ≤ 𝑘1(𝜀1)𝑒(𝜇+𝜀1)𝑡‖𝑧𝑖(0)− 𝑧0‖, ∀𝑡 > 0, 𝑖 ∈ 𝒩 .
In the original coordinates, it becomes
‖𝜓𝑖(𝑡)− 𝑒𝐴𝑡𝑧0‖ ≤ ‖𝑒𝐴𝑡‖‖𝑧𝑖(𝑡)− 𝑧0‖ ≤ 𝑘1(𝜀1)‖𝑒𝐴𝑡‖𝑒(𝜇+𝜀1)𝑡‖𝑧𝑖(0)− 𝑧0‖.
Since ‖𝑒𝐴𝑡‖ ≤ 𝑘2(𝜖2)𝑒(𝛼+𝜖2)𝑡 for any arbitrary positive scalar 𝜖2 with 𝑘2 being some constant scalar
dependent on 𝜖2, there exists a constant scalar 𝑘3 such that
‖𝜓𝑖(𝑡)− 𝑒𝐴𝑡𝑧0‖ ≤ 𝑘3𝑒(𝛼+𝜇+𝜖1+𝜖2)𝑡, ∀𝑡 > 0, 𝑖 ∈ 𝒩 .
Given inequality (III.2), there are three sufficiently small scalar 𝜖𝑖, 𝜖2 and 𝜖3 satsifying
𝛼 + 𝜇+ 𝜖1 + 𝜖2 < −𝜖3,
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8and therefore, for all 𝑡 > 0,
‖𝜓𝑖(𝑡)− 𝑒𝐴𝑡𝑧0‖ ≤ 𝑘3𝑒−𝜀3𝑡, 𝑖 ∈ 𝒩 . (III.5)
Now, recall the dynamics of 𝜂𝑖,
?˙?𝑖(𝑡) = (𝐴+𝐵𝐾)𝜂𝑖(𝑡)−
∑︁
𝑗
𝑎
𝜎(𝑡)
𝑖𝑗
(︀
𝑒𝐴𝜏𝑖𝑗(𝑡)𝜓𝑗(𝑡− 𝜏𝑖𝑗(𝑡))− 𝜓𝑖(𝑡)
)︀
+𝐻(𝐶?^?𝑖(𝑡)− 𝑦𝑖(𝑡)). (III.6)
From (III.5), when 𝑡→∞, 𝜓𝑗(𝑡−𝜏𝑖𝑗)(𝑡)→ 𝑒𝐴(𝑡−𝜏𝑖𝑗(𝑡))𝑧0 for all 𝑖 , and subsequently 𝑒𝐴𝜏𝑖𝑗(𝑡)𝜓𝑗(𝑡−
𝜏𝑖𝑗(𝑡))−𝜓𝑖(𝑡)→ 0 exponentially. On the other hand, consider the observer error 𝑒𝑖 = ?^?𝑖− 𝑥𝑖. Its
dynamics is
?˙?𝑖 = (𝐴+𝐻𝐶)?˙?𝑖.
Since 𝐴+𝐻𝐶 is Hurwitz, it follows that 𝑒𝑖 → 0 exponentially for all 𝑖 ∈ 𝒱 . Therefore 𝐶?^?𝑖(𝑡)−𝑦𝑖(𝑡)
exponentially converge to zero.
The exponential convergence to zero of the last two terms in (III.6), together with that 𝐴+𝐵𝐾
is Hurwitz, implies that 𝜂𝑖 → 0 exponentially. Combining ?^?𝑖−𝜂𝑖 → 𝑒𝐴𝑡𝑧0, 𝑥𝑖− ?^?𝑖 → 0 and 𝜂𝑖 → 0
yields 𝑥𝑖 → 𝑒𝐴𝑡𝑧0, which means that all the solutions 𝑥𝑖s under controller (III.1) will synchronize
on a trajectory of 𝜉 = 𝐴𝜉 with 𝜉(0) = 𝑧0.
Four remarks are in order.
Firstly, it is always difficult to handle heterogenous delays. One of our contributions is a novel
approach to deal with them. We convert the original synchronization problem, via a time-delay
dependent gain, to the consensus problem and the consensus state is time-independent.
Secondly, although the technique used is similar to that in [10], the proposed controller (III.1)
has a different structure from the controller in [10], which has the form of
?˙?𝑖 = (𝐴+𝐵𝐾)𝜂𝑖 −
∑︁
𝑗
𝑎
𝜎(𝑡)
𝑖𝑗 (?^?𝑗 − 𝜂𝑗 − (?^?𝑖 − 𝜂𝑖))
˙^𝑥𝑖 = 𝐴?^?𝑖 +𝐵𝑢𝑖 +𝐻(𝐶?^?𝑖 − 𝑦𝑖)
𝑢𝑖 = 𝐾𝜂𝑖
(III.7)
The first equation of the controller (III.1) in this paper, reduces to
?˙?𝑖 = (𝐴+𝐵𝐾)𝜂𝑖 −
∑︁
𝑗
𝑎
𝜎(𝑡)
𝑖𝑗 (?^?𝑗 − 𝜂𝑗 − (?^?𝑖 − 𝜂𝑖)) +𝐻(𝐶?^?𝑖 − 𝑦𝑖),
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9when 𝜏𝑖𝑗 = 0. Compared with (III.7), it has an additional term 𝐻(𝐶?^?𝑖 − 𝑦𝑖), which decouples
observer error from other signals. This is particularly important when both switching graphs and
communication delays exist.
Thirdly, to deal with communication delay, in some literature [11] [17], delay matching con-
trollers are proposed. For example, in [11] the following system
?˙?𝑖 = 𝐴𝜓𝑖 +
𝑁∑︁
𝑗=1
𝑎𝑖𝑗(𝑡)
(︀
𝜓𝑗(𝑡− 𝜏𝑖𝑗)− 𝜓𝑖(𝑡− 𝜏𝑖𝑗)
)︀
,
has been studied with an assumption that all 𝜏𝑖𝑗s are same and sufficiently small. To achieve the
match, all 𝜏𝑖𝑗s are also required to be known and extra data storage is required. Compare with the
methods in [11], [17] and [2], the approach used in this paper has some advantages.
Finally, the feedback gain and observer gain matrices 𝐾 and 𝐻 are required to be the same for
all nodes. These matrices can be predefined and send to the all nodes in the initialisation of the
distributed controls [10] [5].
IV. EXTENSION TO DISCRETE-TIME MULTI-AGENT SYSTEM
Consider a discrete-time system
𝑥𝑖(𝑘 + 1) = 𝐴𝑥𝑖(𝑘) +𝐵𝑢𝑖(𝑘), 𝑦𝑖 = 𝐶𝑥𝑖(𝑘), 𝑖 ∈ 𝒩 . (IV.1)
Define the maximal eigenvalue modulus by
𝑚(𝐴) = max
𝑖
|𝜆𝑖(𝐴)|, 𝑖 = 1, 2, · · · , 𝑛.
To exclude the trivial case, Assumption A4) is replaced by,
A5) 𝑚(𝐴) ≥ 1.
Similarly, a first-order integrator discrete-time system over digraph 𝒢𝜎(𝑘) subject to communi-
cation delay Ω(𝑘) is:
𝑤𝑖(𝑘 + 1) = 𝑤𝑖(𝑘) + 𝜖𝑖(𝑘)
∑︁
𝑗
𝑎𝑖𝑗(𝑘)
(︀
𝑤𝑗(𝑘 − 𝜏𝑖𝑗(𝑘))− 𝑤𝑖(𝑘)
)︀
, 𝑖 ∈ 𝒩 , (IV.2)
where 𝑤𝑖(𝑘) ∈ ℛ, and 𝜖𝑖(𝑘) = 1𝑑𝑖(𝑘)+1 , where 𝑑𝑖(𝑘) =
∑︀
𝑗 𝑎
𝜎(𝑘)
𝑖𝑗 . The consensus convergence rate
of (IV.2) is defined as follows [18],
𝜇(𝒢𝜎(𝑘),Ω(𝑘)) = sup
𝑤(0)̸=1?¯?
lim
𝑡→∞
(︂ ‖𝑤(𝑡)− 1?¯?‖
‖𝑤(0)− 1?¯?‖
)︂1/𝑡
.
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An estimation of 𝜇(𝒢𝜎(𝑘),Ω(𝑘)) is given in [8], where Assumptions A2) and A3) lead to
𝜇(𝒢𝜎(𝑘),Ω(𝑘)) < 1.
As a counterpart of Theorem 1:
Theorem 2: For a discrete-time multi-agent system (IV.1) with assumptions A1), A2), A3) and
A5). the following distributed dynamic controller⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝜂𝑖(𝑘 + 1) = 𝐴𝜂𝑖(𝑘) +𝐵𝑢(𝑘)− 𝜖𝑖(𝑘)𝐴
∑︁
𝑗
𝑎𝑖𝑗(𝑘)
(︀
𝐴𝜏𝑖𝑗(𝑘)𝜓𝑗(𝑘 − 𝜏𝑖𝑗(𝑘))− 𝜓𝑖(𝑘)
)︀
+𝐻(𝐶?^?𝑖(𝑘)− 𝑦𝑖(𝑘))
?^?𝑖(𝑘 + 1) = 𝐴?^?𝑖(𝑘) +𝐵𝑢𝑖(𝑘) +𝐻(𝐶?^?𝑖(𝑘)− 𝑦𝑖(𝑘))
𝑢𝑖(𝑘) = 𝐾𝜂𝑖(𝑘)
, 𝑖 ∈ 𝒩 ,
(IV.3)
will exponentially synchronize all the solutions 𝑥𝑖s to an isolated agent system 𝜉(𝑘+1) = 𝐴𝜉(𝑘),
if (a) both 𝐴 + 𝐵𝐾 and 𝐴 + 𝐻𝐶 are Schur stable, and (b) the consensus convergence rate of
diagraph 𝒢𝜎(𝑘) subject to communication delays Ω(𝑘) satisfies
𝜇(𝒢𝜎(𝑘),Ω(𝑘))𝑚(𝐴) < 1, (IV.4)
where ?^?𝑖 ∈ ℛ𝑛 is the observer state, 𝜂𝑖 ∈ ℛ𝑛 is the controller state, and 𝜓𝑖(𝑘) = ?^?𝑖(𝑘)− 𝜂𝑖(𝑘) is
the information sent by agent 𝑖.
Proof: A brief proof is given here, following the line of the proof of Theorem 1. The
transmitted signal 𝜓𝑖(𝑘) has the following dynamics
𝜓𝑖(𝑘 + 1) = 𝐴𝜓𝑖(𝑘) + 𝜖𝑖(𝑘)𝐴
∑︁
𝑗
𝑎𝑖𝑗(𝑘)
(︀
𝐴𝜏𝑖𝑗(𝑘)𝜓𝑗(𝑘 − 𝜏𝑖𝑗(𝑘))− 𝜓𝑖(𝑘)
)︀
.
Introduce a time-varying coordinates transformation 𝑧𝑖(𝑘) = 𝐴−𝑘𝜓𝑖(𝑘), since 𝑧𝑖(𝑘 − 𝜏𝑖𝑗(𝑘)) =
𝐴−(𝑘−𝜏𝑖𝑗(𝑘))𝜓𝑖(𝑘 − 𝜏𝑖𝑗(𝑘), then
𝑧𝑖(𝑘 + 1) = 𝑧𝑖(𝑘) + 𝜖𝑖(𝑘)𝐴
∑︁
𝑗
𝑎𝑖𝑗(𝑘)
(︀
𝑧𝑗(𝑘 − 𝜏𝑖𝑗(𝑘))− 𝑧𝑖(𝑘)
)︀
.
Under Assumptions A2) and A3), it will achieve consensus, that is, 𝑧𝑖(𝑘) → 𝑧0 for some vector
𝑧0. Given (IV.4), there are sufficient small 𝜀1, 𝜀2 such that there is a positive scalar 𝜀3 satisfying
(𝑚+ 𝜀1)(𝜇+ 𝜀2) < 𝜀3 < 1,
February 4, 2014 DRAFT
11
31
4
(
)
F 2
1
1
(
)
F

12
2
(
)
F
 31
3
(
)
F 
235 ( )F 

326 ( )F 

Fig. 1. Communication digraph
and subsequently ‖𝜓𝑖(𝑘)−𝐴𝑘𝑧0‖ ≤ 𝑘3(𝜀3)𝑘 for some positive scalar 𝑘3. On the other hand, since
𝐴 + 𝐻𝐶 is Schur stable, 𝑒𝑖 = ?^?𝑖 − 𝑥𝑖 → 0. Then since 𝐴 + 𝐵𝐾 is also Schur stable, 𝜂𝑖 → 0.
Therefore 𝑥𝑖 → 𝐴𝑘𝑧0. This completes the proof.
Remark 2: Synchronization of a general multi-agent system depends on both the consensus
convergence rate of the underlying communication digraph and the divergence rate of the dynamics
of the isolated agent. If the former dominates the latter, then synchronization can be achieved.
If the isolated agent has a critical divergence rate, namely 𝛼(𝐴) = 0 (or 𝑚(𝐴) = 1), then the
inequality condition (III.2) (or (IV.4)) is implied by Assumptions A2) and A3) (see Lemma 1)
and therefore, is no longer required.
V. SIMULATION EXAMPLES
For simplicity, consider a discrete-time multi-agent system with 𝑁 = 3:
𝑥𝑖(𝑘 + 1) = 𝐴𝑥𝑖(𝑘) +𝐵𝑢𝑖(𝑘), 𝑦(𝑘) = 𝐶𝑥𝑖(𝑘), 𝑖 = 1, 2, 3,
where
𝐴 =
⎡⎣0.995 0.1
−0.1 0.995
⎤⎦ , 𝐵 =
⎡⎣0
1
⎤⎦ , 𝐶 = [︁1 0]︁
satisfy Assumption A1). The divergence rate of isolated agent is 𝑚(𝐴) = 1.
The information graph 𝒢 = {𝒩 , ℰ} is shown in Fig. 1, where all six possible communication
channels are denoted by
−→
𝐹 𝑖, 𝑖 = 1, · · · , 6. Nonuniform delay times 𝜏𝑖𝑗 associated with these
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(a) Stable case with 𝑚(𝐴) = 1
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(b) Unstable case with 𝑚(𝐴) = 1.002
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Fig. 2. Simulation results under controller (IV.3). (a) Trajectories of three agents with a stable system matrix; (b)trajectories of
three agents with a slightly unstable system matrix; (c) enlarged plots of stable case with switching signals in the transition phase
of [0, 40]; (d) communication delays between the nodes in the transition phase of [0, 40].
channels belong to a finite set Δ = {1, 2, · · · , 5}. The digraph collection Ξ consists of four
simple digraphs,
𝒢1 = {𝒩 , {−→𝐹 1,−→𝐹 2}}, 𝒢2 = {𝒩 , {−→𝐹 5}}, 𝒢3 = {𝒩 , {}} 𝒢4 = {𝒩 , {−→𝐹 4,−→𝐹 6}}.
Each of them does not have a spanning tree, and 𝒢3 is even completely isolated. Switching
signal 𝜎(𝑘) is randomly selected at time 𝑘 but transverses the set {1, 2, 3, 4}. For each active
communication channel, the delay time 𝜏𝑖𝑗 is randomly selected from Δ. In this example, when
𝑇 > 4, the switching digraph 𝒢𝜎(𝑘) satisfies assumptions A2) and A3).
The output feedback synchronization controller (IV.3) is designed with 𝑎𝑖𝑗(𝑘) = 1 if (𝑗, 𝑖) ∈
ℰ𝜎(𝑘), 𝐾 = [−0.5,−0.5], and 𝐻 = [−0.6,−0.4]𝑇 . Simulation results are given in Fig. 2. The
non-smooth trajectories in Fig. 2(c) is due to the topology change. It can be seen that after the
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transition phase all the agents have their states synchronize to an isolated agent, despite that
the communication graph is switching and the communication delays are non-uniform and time-
varying, as shown in Fig. 2(d).
According to Proposition 1 in [8], the consensus convergence rate 𝜇(𝒢𝜎(𝑘),Ω(𝑘)) is less than
(1− 0.520)1/20 , ?¯?. Therefore in theory for any Schur unstable matrix 𝐴 satisfying 𝑚(𝐴) < 1/?¯?,
the synchronization will be achieved. However such an estimation is too conservative. For example,
Fig. 2(b) shows a synchronization process when 𝐴 becomes 𝐴+0.002𝐼2 for which 𝑚(𝐴) ≈ 1.002.
VI. CONCLUSION
The synchronization controllers with the gain matrix depending on communication delays are
proposed for the linear multi-agent systems having switching topology and communication delays.
It is shown that the synchronization can be achieved if the divergence rate of the isolated agent
is less than the consensus convergence rate of the graph with communication delays. When the
agent has no unstable modes, the uniform quadratic-strongly connected condition is sufficient for
the synchronization in the presence of communication delays that are uniformly bounded but can
be time-varying and non-uniform.
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