Abstract-We study the problem of stable scheduling for a class of wireless networks. The goal is to stabilize the queues holding information to be transmitted over a fading channel. Few assumptions are made on the arrival process statistics other than the assumption that their mean values lie within the capacity region and that they satisfy a version of the law of large numbers. We prove that, for any mean arrival rate that lies in the capacity region, the queues will be stable under our policy. Moreover, we show that it is easy to incorporate imperfect queue length information and other approximations that can simplify the implementation of our policy.
I. INTRODUCTION
C ONSIDER a wireless network, where data collected in separate queues are to be transmitted over a common medium that is time varying. Several well-known models fit into this definition. Two such examples would be the downlink and the uplink scenarios of a cellular environment.
A scheduling policy is an allocation of service rates to the various queues, under the constraint that, at each time instant and each channel state, the set of allocated rates lies within some allowable set of rates. The set of allowable rates for each channel state is assumed to be a convex region. Our goal is to find a scheduling strategy which stabilizes the system using only queue length information and the current channel state (i.e., without knowing channel or arrival statistics).
Stable scheduling policies for wireless systems without timevarying channels were first studied in [14] . In fact the model in [14] can also be thought of as a model for a high-speed inputqueued switch. Systems with time-varying channels, but limited to the case of ON and OFF channels were studied in [15] . More general channel models have been studied by others recently [1] , [7] , [12] , [13] . We generalize the class of scheduling policies considered in [1] , [13] , [15] , [16] . Further, we allow imperfect queue length information and prove the stability of policies that reduce computational complexity. These class of policies for wireless networks are natural extensions of those studied in [5] and [17] for high-speed switches. Our proof uses a quadratic Lyapunov function argument along the lines of the proofs in [6] and [14] . We also refer the reader to [2] and [11] for a geometric approach to scheduling problems.
In the context of time-varying wireless channels with many users, our work is an example of exploiting multiuser diversity to maximize the capacity of the system. Here, we try to maximize the throughput of the system without the knowledge of system statistics. Alternatively, one can formulate a fair resource allocation problem where each user is allocated a certain fraction of the system resources according to some criterion [9] , [18] . The approaches in [9] and [18] are not throughput optimal, but are fair according to some appropriate notion of fairness. Our work and other related work assume that the channel is time-varying and attempt to exploit this feature. In [19] , an interesting technique to induce time variations in channels which may not be inherently time-varying is discussed.
The rest of the paper is organized as follows. Section II describes the system model and presents a statement of the problem we consider in this paper, the scheduling policy and assumption on the arrival and channel processes. We state the main theorem, which establishes the stability of the system, in Section III. Section IV gives several useful applications of the policy operating both in uplink and downlink scenarios. Several properties of the set of scheduling policies are illustrated through simulations in Section V. Conclusions and further directions are provided in Section VI. And finally, the proofs of the theorems are collected in Section VII.
II. SYSTEM MODEL
Consider a wireless network where data streams are to be transmitted over a single fading channel. An example of such a network can be a single transmitter sending data to receivers (the downlink in a cellular system) or transmitters sending data to a single receiver (the uplink). We assume that the arriving bits are stored in separate queues, one for each data stream. Assuming that time is slotted, the evolution of the queue is described by the following equation: (1) where is the number of bits arriving to Queue at time and is the number of bits from Queue that are served at time . One can also ensure that takes on only discrete values in our model. This would be more realistic when transmission can take place only in units of packets, for example. In such a case, there may be wasted service even when .
To allow for this, we can rewrite the evolution of the queue lengths given by (1) as where is a positive quantity, which denotes the wasted service provided to the queue during slot . The state of the channel is assumed to be fixed within a time slot, but is allowed to vary from one slot to the next. Let be the number of possible channel states. Suppose that the channel is in State at time , then is constrained to be in some region . Thus, identifies the allowable set of rates at which the queues can be drained when the channel is in State . For now, we can simply visualize to be a bounded, convex region such as the broadcast channel capacity region [8] . Precise conditions on the allowable set of rates, the channel state process and arrival processes will be given later.
In this paper, we consider the following class of scheduling policies: at any time , given the current channel state , the scheduler chooses a service rate vector that maximizes a certain objective which is a function of the current queue lengths. More precisely, satisfies (2) where are functions that satisfy the following conditions:
• is a nondecreasing, continuous function with .
• Given any , and , there exists an , such that for all and , we have
Examples of the the functions that satisfy (3) are for any and , or . Note that the exponential function for any fixed does not satisfy (3). As we will see later, for various reasons, it may be difficult to implement the policy (2) . For example, the queue length information may be delayed, the maximization involved may be too complex or one may wish to use waiting times, instead of queue lengths, to choose the service rates. We will show later that, in all such cases, the scheduling policy will satisfy the following property. 
whenever , where , and is the channel state in time slot . The above property allows us to use scheduling policies which come close to achieving the maximum in (2), but not necessarily achieve the maximum. However, we require that the scheduling policy achieve a value that is progressively closer to the maximum in (2) when the queue lengths become large.
Later, we will see that this relaxation in the set of allowable policies is sufficient to take care of delayed queue lengths information or other uncertainties in estimating the current state of the queues. Thus, for the purpose of establishing stability, we will consider scheduling policies that satisfy the above property.
In the following subsections, we state the various assumptions that we make on the arrival and channel processes, the admissible rate regions, and state a fact about the scheduling policy which will be useful for later proofs. to denote the vector of service rates when the current channel state is and the current queue length vector is ). This assumption simply states that for large enough queue lengths, the optimum objective functions for two queue length vectors within a bounded distance from each other must be approximately equal. Note that, this is not an additional property that the scheduling policy should satisfy, but a property of the boundary of the achievable rate region.
A. The Channel State Process

C. The Arrival Processes
1)
The arrivals to each Queue form a stationary process, with a mean denoted by . , and that the arrival and channel state processes make the queueing system an aperiodic Markov chain with a single communicating class, then the stability-in-themean property further implies that the Markov chain is positive recurrent [6] .
2) Define
An example of a system that is positive recurrent is one where the arrival and channel state processes satisfy the following conditions:
• Under the above conditions, if we enlarge the definition of the state to be (channel state, states of the arrival processes, queue lengths) then the state transition process is a Markov chain. Further, due to the Poisson nature of the arrivals, it is easy to see that the queue lengths can empty from any initial state with nonzero probability, and that from any state with empty queues, it is possible to reach any other state with nonzero probability. Thus, the Markov chain has a single communicating class. Further, it is also easy to see that the system can remain in any state with empty queues for more than one time instant with nonzero probability. Thus, the Markov chain is also aperiodic. Finally, we note that the arrival and channel state processes are short-range dependent and, thus, satisfy the law-of-large-number type conditions (5) and (6) in Section II.
A. Instability
If the mean arrival rate vector lies outside the average achievable rate region , then the system will be unstable. To prove this, we make use of the Strict Separation Theorem, [3, Proposition B.14] which states that since is a point that does not belong to the convex set , there exists a vector such that for some . Further, due to the fact that , and Assumption (3) in Section II.C, a little thought shows that can be chosen to be nonnegative, with at least one positive. Given this , we define the Lyapunov function, Then, from a drift analysis, we have which implies that as and therefore, the system is not stable-in-the-mean.
B. Non-Convex Set of Allowable Rates
There are many practical systems where the set of rate vectors that can be used by the scheduler may not be convex. An example is a cellular downlink with a TDMA protocol, where at each time instant only one of many users can be served. We will refer to the set of rate vectors that can actually be implemented by the scheduler as the set of allowable rates. Then we define the achievable rate region to be the convex hull of the set of allowable rates for each channel state . Now suppose we use a policy of the form (9) where denotes the achievable rate region for channel state . We claim that this policy will yield a set of optimal rate vectors, at least one element of which is in the set of allowable rate vectors. That is, at least one of the rate vectors satisfying (9) must be allowable.
To see that this claim is true, we first note that, from the definition of a convex hull, any rate, , which belongs to the convex hull can be written as a convex combination of some allowable rate vectors, , i.e., where is an integer and with . If for any state , and some queue length vector , the set of rates which maximizes (9) does not contain any of the allowable rate vectors, then we must have at least one achievable rate vector, , such that it satisfies which in turn implies However, the last equation cannot be true since the convex combination of a set of positive numbers cannot be strictly larger than each of them. Hence, by contradiction, it follows that at least one solution to the maximization problem in (9) must belong to the set of allowable rates.
IV. APPLICATIONS
The scheduling policy given in (2) is a generalization of the policy examined in [1] , [14] , and [16] . In a later section, we show through simulations that general functions of the form can be very useful in controlling queue lengths. In this section, we show that the introduction of the parameters, , enables the application of the policy to scenarios where instantaneous queue length information is not available or the scheduler has computational limitations.
A. Infrequent or Delayed Queue Length Updates
Consider the multiple access uplink scenario, where each of the users maintains an infinite length queue, holding information to be transmitted to the base station over a fading multiple access channel. This scenario is depicted in Fig. 2 . In this case, it may not be reasonable to expect the queue length to be updated at each time slot. To reduce the amount of information transferred between the transmitters and the base station, suppose that each transmitter updates the queue length only once every time slots. Let denote the estimate of the queue length of the queue at time . In other words, is the last update of the queue length, prior to time , received by the base station from Transmitter . Further, suppose that at each time slot , the base station allocates a service rate vector that satisfies (10) In the following theorem, we show that this policy satisfies Property 1 in Section II. (10) , then the system is stable-in-the-mean.
Proof: Since the mean arrival rate to each of the queues is finite, given any , we can find such that
Let us consider two sampling instants and . Consider any , and define the following quantities for each channel state :
Observe that for any , and , we have: with probability of at least Then, due to (3), for any , we can find a bounded region around the origin outside of which we have, (11) Moreover, due to Assumption (4) of Section II.C, given any , we can find a bounded region around the origin, outside of which the following inequality holds Combining this result with (11), we can state that given any , the following inequality holds outside a bounded region around the origin.
Therefore, this policy satisfies Property 1.
There are alternative ways to update the queue length information instead of periodic sampling. For example, the scheduler may sample each queue with some probability at each time instant. In this case, given any , we can find a such that the probability that all queues have been updated at least once in the past slots is greater than . By making arbitrarily small and following the lines of the proof of previous theorem, we can again prove the stability of the system.
While periodic sampling and random sampling would ensure stability, they may result in poor delay performance. An alternative sampling technique which may be particularly useful with bursty arrivals, is to update the queue length information for each queue whenever the absolute value of the difference between the current length and the last update exceeds some threshold. Along the lines of the proof of the previous theorem, we can again show that this policy is stable. However, we will show through simulations later that this update mechanism reduces the mean queueing delay as compared to random or periodic sampling.
Finally, we note that delayed queue length updates can also be cast in the same framework as above.
B. Reducing Computational Complexity
Typically, the allowed set of power levels at a mobile or a base station is a finite set. Consequently, the set of allowable rates will be finite for each channel state. In this case, as discussed earlier, the achievable rate region in each state is the convex hull of the set of allowable rates in the state. The convex hull would be a convex polyhedron and a policy of the form would involve an optimization over the vertices of the convex polygon. The complexity issues arising due to this has been addressed in the context of high-speed switches in [17] , [5] .
In this section, we show that the solutions proposed in [17] , [5] for high-speed switches are also applicable to wireless networks with time-varying connectivity and more general functions than the ones considered in [17] , [5] . The basic idea behind the solution in [5] is to perform a Hamiltonian walk over the set of allowable rates (or more simply, over the vertices of the convex polygon of allowable rates) for each state, and store in memory, the best schedule so far in each channel state. (In our context, performing a Hamiltonian walk corresponds to maintaining a list of allowable rates and visiting each possible rate vector in a fixed order. Once all the rate vectors are visited, the list is again scanned from the beginning.) This way, at each step we only need to compare two values, which is a significant reduction of complexity. In the following, we present the algorithm and prove its stability.
Algorithm A: Assume that the current channel state is and let denote the time slot before when the channel was in State . Let denote the number of available rate vectors we need to choose from when the channel state is , and denote the rate vector at time .
(Note that denotes the last time before when the channel state was . In the following, we will omit the subscript when .) Then the algorithm is comprised of the repetition of the following steps: 
Remark: Even if
Step (I) of the algorithm is modified to choosing a rate vector randomly from the set of possible rate vectors as in [17] , the following theorem will continue to hold. Since the proof is essentially the same, only Algorithm A is considered here.
Theorem 3: The policy defined by Algorithm A satisfies Property 1 of Section II and hence Theorem 1 continues to hold.
Proof: For any , we can find an such that . Then, note that for any , we have which in turn implies that and any allowable rate vector , we can find a large enough bounded region, outside of which, the following holds: with probability (12) The assumptions on the channel state process imply that the probability of not visiting a state within slots goes to zero as tends to infinity. Therefore, for any , we can find a finite , such that the probability of not visiting a state is less than , and this is true for any . Consider any slot and, without loss of generality, assume that the channel state at that slot is . Also let us define . Let be a rate vector that satisfies the following at time :
Then, as observed in [5] , due to the nature of the Hamiltonian walk, there exists a time slot for which the channel state satisfies , and the rate vector visited by the Hamiltonian walk at that time is
. In other words, we can write for some . Moreover, repeating the argument that the channel state process visits state at least once in slots with probability , we have (13) Combining this observation with the properties of we have with probability . Then, Step (II) of the algorithm enables us to write (14) ( 15) where the last inequality happens with probability and follows from (12) and (13) . Also note that, for any and any , we can find a bounded region around the origin, outside of which we have: with probability ,
where the first inequality follows from (12) , and the second inequality is due to Step (II) of Algorithm A. We continue as follows:
where (17) happens with probability and (18) happens with probability . In the previous steps, (17) follows from (16), and step (18) follows from (15) and the fact that . Hence, given any , and , we can find satisfying and find parameters satisfying , which in turn yields holding with probability , outside a closed, bounded region around the origin. Therefore, we have proved that Algorithm A satisfies Property 1.
We note that, while Algorithm A lowers the computational complexity considerably, it adds a memory requirement nonexistent previously. To see this, first observe that the algorithm keeps track the rate vectors for each fading state. Since the number of fading states increases exponentially with the number of users, so will the memory requirement. Evidently such a memory requirement is necessary to assure stability if computational complexity is an issue. Alternatively, one can tradeoff between memory and computational complexity requirements, by using Algorithm A only in some channel states and performing exact computations in other channel states. For example, in some channel states, the SNR may be too low so that a packet cannot be transmitted unless the transmit power is above some threshold. This may limit the number of candidate optimal solutions, thus automatically reducing the computation required. For these states, one can use exact computation, whereas, for other states, reduced complexity algorithms could be used.
C. Downlink
In the downlink scenario, a single transmitter maintains infinite length queues, one for each receiver and sends this information over a fading channel as depicted in Fig. 1 . Hence, the scheduler at the transmitter has immediate access to the queue length values at any time, and we assume that it knows the current channel state. Then at the beginning of each time slot, say , it chooses the service rate vector , such that (19) whenever for any fixed value . Then the results of Section III hold for this system. This is a generalization of the result in [1] where the result has been proved for the case of the form . As we will see through simulations later, our generalization allows for better queue length performance.
D. Waiting Times
Instead of the current queue length information, the scheduler may alternatively use the delay experienced by the packets within the queues as its input. To incorporate this into our model, we first let denote the waiting time of the head of the line (H.O.L.) packet in the queue at time . In the following, we consider a policy that chooses the service rate vector , such that (20) for continuous, nondecreasing functions , satisfying and . Observe that given any and , we can find a value such that for all , we have with probability greater than or equal to . In this subsection alone, we make stronger assumptions on the arrival process than we had previously used. Let us assume that given any , we can find a so that, with probability greater than , we have Thus, we assume that the arrival process obeys a central limit theorem (CLT). Conditions on the arrival process under which it obeys a CLT are given, for example, in [4] .
From the CLT assumption, it is easy to see that can be upper and lower bounded as follows:
for appropriate values of and . Then, , we have
We assume that, given any and a finite , we can find a bounded region around the origin, outside of which the following holds: where the second exponent can be made arbitrarily small by choosing large enough if . In the previous example of , if , then the system described above is not necessarily stable in the mean. To guarantee stability, we have to strengthen the conditions on the arrival process. Suppose that we consider leaky bucket type of arrivals, i.e., the number of arrivals between time and , denoted by , satisfies with positive constants . There are many examples of stationary stochastic processes that satisfy such a constraint when the arrival process is further peak-rate constrained. We refer the reader to [10] for one such example. The leaky-bucket constraint limits the burstiness of the arrivals, which in turn enables us to upper-bound the difference between and , with high probability, by a large enough constant. Hence, with probability greater than , we have for appropriate values of and . Then, we have
If we define , and assume that satisfies (3), then the previous set of inequalities holds. Then it is easy to see that of the form satisfies (21).
V. SIMULATIONS
In this section, the performance of the class of scheduling policies described in Section II is illustrated through simulations. For ease of exposition, all the simulations consider the case of two users.
Experiment 1: The arrivals to both of the queues are chosen to be independent, Bernoulli distributed random variables having mean for Queue with a peak value of 500 packets per slot. The average arrival rates to the two queues are and . The channel is in one of five states and the achievable rates and for the two queues when the channel is in State satisfy the following equation: The values for were chosen to be 0.3, 0.7, 1, 1.3 and 1.7. The channel state process is a discrete-time Markov chain, such that, given that the Markov chain is in a particular state, the probability of a transition to any other state (including itself) is 0.2. The arrivals to the two queues are independent from time slot to slot, and are independent of each other and of the channel state process. In the case of such bursty arrivals, this experiment compares the performance of two queue length update mechanisms:
• periodically updating the queue length information (we refer to this policy as the Periodic Update Policy) and • updating it either when the number of arrivals exceeds a certain limit since the last update or if the time since the last update has exceeded a threshold (we refer to this policy as the Enhanced Update Policy). The stability analysis of such systems was done in Section IV-A.
In the Periodic update policy, the values of the queue lengths are updated once in every 200 slots in our simulations. When the arrivals are bursty, such a strategy does not track the queue length values very closely. Even though, we have proved that the system will be stable in the mean, the packets might experience large delays.
On the other hand, if we instead use the Enhanced update strategy, which guarantees that the queue length information is updated at least once in every 200 slots and also whenever current queue length differs from the most recent update by more than a certain threshold (50 in our example), then we get better performance under a bursty traffic, since we can track the actual queue length values more closely.
We note that the average achievable rate region is a quarter circle of radius 50. We define traffic intensity to be the ratio . Fig. 1 examines the effect of varying the traffic intensity for the two update policies, where the sampling time for the periodic update policy and the bound for the threshold update policy are both taken to be 50. It is seen that under heavy load, the Enhanced update policy yields much better average delay performance.
Experiment 2: In this experiment, our goal is to study the ability of our class of policies to minimize buffer overflow.
For this purpose, we consider the following measure of performance:
where and are both taken to be 5000. In other words, the objective is the sum of the overflow probabilities in the two queues. We wish to study the impact of the choice of on the above performance measure.
We use the following heuristic to choose . From Markov's inequality, we have for any positive, increasing function . Since we do not have expressions for the overflow probability, we choose functions that we expect would minimize the above upper bounds on the overflow probability. To do this, we choose . The heuristic behind this is that, in the fluid model (see proof of Theorem 1 in the Appendix ), at each instant, we attempt to minimize the time derivative of . Thus, it is natural to choose to be the derivatives of the upper bound expressions.
1) The first policy chooses such that is maximized over all within the current achievable rate region. This corresponds to . 2) The second policy chooses such that is maximized. This corresponds to 3) For comparison, we also study the performance of the EXP -Q rule which was shown to be throughput-optimal in [13] , and has recently been shown to be pathwise optimal in the heavy traffic regime [12] . This policy chooses such that is maximized over all within the current achievable rate region. The channel state process is allowed to vary among five equiprobable states as in Experiments 1 and 2. The initial queue length values are chosen as . Note that this choice is arbitrary and we ran the simulations for 10 million iterations so that the transient effects will be negligible. The arrival rates are chosen as . In Fig. 2 , the performance of the three policies are compared as a function of traffic intensity. The range of traffic intensities for which the fraction of overflow duration is on the order of to is shown in the figure. It can be seen that with increasing traffic intensity, the second policy, which uses an exponential function to determine the rates, enables a 10% to 20% reduction in the overflow probability compared to the first policy. Somewhat surprisingly, the second policy has a 5% to 10% smaller overflow probability compared to the EXP-Q rule. Even though the EXP-Q has been proved to be pathwise optimal in [12] , it is an asymptotic result in the heavy-traffic regime and so it is quite possible that another scheme could perform slightly better at traffic intensities within the boundary of the capacity region. This illustrates the fact that by suitably choosing of functions , system performance can be improved. However, we do not have a theoretical handle on how these should be chosen given a requirement on the overflow probability. This is a subject of future research. Fig. 3 shows the effect of increasing the burstiness of the arrivals on the overflows of the two policies. We increase the burstiness by increasing the peak value, , of the Bernoulli arrivals while keeping the mean unchanged. Although the figure is plotted for the traffic intensity of 0.88, it is representative of other traffic intensities. Again, the exponential function gives a better performance than the linear function.
VI. CONCLUSIONS
We have presented conditions on scheduling policies that guarantee stability for a large class of arrival and channel models. We have shown that the conditions are satisfied for a variety of policies that use probabilistic, periodic or otherwise scheduled queue length updates, policies that result in computational reduction and policies that use head-of-the-line waiting times. A line of future research would be the study of the interaction of such scheduling mechanisms with congestion control. Currently, we have assumed that the mean arrival rates lies within the achievable rate region. Congestion control naturally provides a mechanism to move the mean arrival rates within the achievable rate region. Thus, it would be natural to study the combination of scheduling and congestion control.
APPENDIX PROOFS
A. Proof of Claim 1 in Section II.E
Note that solving the maximization in (7) is equivalent to But and hence the previous upper bound is in fact achievable by .
B. Proof of Theorem 1
The stability of the class of scheduling policies is proved in several steps. We first consider a continuous-time model with constant arrival rates and a deterministic channel, and show that the system evolves toward a closed region around the origin in the state space (i.e., the space of queue length vectors). This establishes the boundedness of the queues assuming the system were operating deterministically in continuous-time. As we will see, the continuous-time analysis suggests a natural Lyapunov function to analyze the stability of the original discrete-time stochastic system.
However, before we consider the stochastic system, we study a deterministic discrete-time system, where the arrival rates are again taken to be constant at their means and the achievable rate region is fixed at its average. We show that the corresponding Lyapunov function decreases, except in a bounded region around the origin of the state space. This establishes the stability of the new model.
Finally, we include the randomness of the arrivals and channel states to the model and consider the evolution of the Lyapunov function at time instants that are not consecutive, but that are steps apart, for some large . This allows us to use law-oflarge-numbers type assumptions to view this system as being nearly deterministic and apply the results of the discrete-time deterministic model to complete the proof of stability.
1) Deterministic Model of the System:
In this subsection, we assume that the arrival process to the queue is deterministic and constant at each time slot, with the constant equal to the mean, , of the corresponding stochastic arrival processes, . Further, the evolution of each of the queues is assumed to be (22) where , and is an upper-bounded, positive quantity, which denotes the wasted service provided to the queue. Thus, can be interpreted as the average service provided to Queue when the queue state is , where the averaging is performed over the channel state process. In the following subsection, we state two lemmas, which will be used in the proof of Theorem 1.
C. Continuous-Time Model
In this model, time is no longer discrete, but is continuous, and the evolution of the queue lengths is governed by the following differential equation (23) Using the above facts, we will now show that we can find a Lyapunov function for the system (23), such that its derivative is negative. In what follows, we will use the above Lyapunov function to first show the stability of the deterministic, discrete-time model and to later show that the original stochastic system is stable.
D. Discrete-Time Model
Using the result of Lemma 1, we will now show that the Lyapunov function (24) applied to the system described by (22) has a negative drift outside a bounded region. where for some . To upper-bound the above expression, we will consider two events, one when the arrivals to each of the queues are upper-bounded by a finite value and the other, the complement of this event. Let us denote the first event by
First, let us concentrate on (40). In the case when the event occurs, we can upper-bound as 
