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MULTI-MACDONALD POLYNOMIALS
CAMILO GONZA´LEZ AND LUC LAPOINTE
Abstract. We introduce Macdonald polynomials indexed by n-tuples of partitions and charac-
terized by certain orthogonality and triangularity relations. We prove that they can be explicitly
given as products of ordinary Macdonald polynomials depending on special alphabets. With this
factorization in hand, we establish their most basic properties, such as explicit formulas for their
norm-squared, evaluation and reproducing kernel. Moreover, we show that the q, t-Kostka coeffi-
cients associated to the multi-Macdonald polynomials are positive and correspond to q, t-analogs
of the dimensions of the irreducible representations of Cn ∼ Sd, the wreath product of the cyclic
group Cn with the symmetric group.
1. Introduction
Let n ≥ 1 be a fixed integer. Our goal is to define Macdonald polynomials in the space of
multi-symmetric functions in the sets of variables (or alphabets) x(i) = x
(i)
1 , x
(i)
2 , . . . of infinite
cardinality for i from 1 to n. To be more precise, let a multi-partition be an n-tuple of partitions
λ = (λ(1), λ(2), . . . , λ(n)). The space of multi-symmetric function is the Q(q, t)-vector space whose
basis is given by the multi-monomial symmetric functions
mλ(x
(1), . . . , x(n)) := mλ(1)(x
(1))mλ(2) (x
(2)) · · ·mλ(n)(x
(n)) , (1.1)
where mλ(x) is the usual monomial symmetric function (see Section 2 for the basic concepts in
symmetric function theory). Observe that the fact that the cardinality of the alphabets is infinite
ensures that there are no relations among the multi-monomial symmetric functions. The dominance
ordering on multi-partitions is the following: µ ≤ λ iff(∑
i<k
∣∣µ(i)∣∣
)
+ µ
(k)
1 + · · ·+ µ
(k)
j ≤
(∑
i<k
∣∣λ(i)∣∣
)
+ λ
(k)
1 + · · ·+ λ
(k)
j for all j and k.
Moreover for each multi-partition λ = (λ(1), λ(2), . . . , λ(n)) we associate the composition λ :=
(|λ(1)|, |λ(2)|, . . . , |λ(n)|), while for each composition α ∈ Nn, we let |α| = α1 + · · · + αn and
n(α) =
∑
i(i − 1)αi.
Before enunciating our main theorem, we need to define the multi-power sum symmetric functions
pλ(x
(1), . . . , x(n)) := pλ(1)(x
(1))pλ(2)(x
(1), x(2)) · · · pλ(n)(x
(1), . . . , x(n)) ,
where again pλ(x) are the usual power-sum symmetric functions. Observe how intertwined the sets
of variables are this time.
The multi-Macdonald polynomials have a triangularity/orthogonality characterization reminis-
cent of that of the Macdonald polynomials.
Theorem 1. There exists a unique basis {P
(q,t)
λ (x
(1), . . . , x(n))}λ such that
1) P
(q,t)
λ (x
(1), . . . , x(n)) = mλ(x
(1), . . . , x(n)) + lower terms (1.2)
2) 〈〈P
(q,t)
λ , P
(q,t)
µ 〉〉q,t,n = 0 if λ 6= µ, (1.3)
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where the scalar product is given by
〈〈pλ , pµ〉〉q,t,n = δλ,µzλ(q, t) := δλ,µq
(n−1)|λ|−n(λ)zλ(1) · · · zλ(n)
ℓ(λ(n))∏
i=1
1− qλ
(n)
i
1− tλ
(n)
i
, (1.4)
with zλ =
∏
i≥1 i
mi(λ)mi(λ)! if mi(λ) is the number of entries equal to i in the partition λ.
In order to prove the theorem, we actually construct a basis that satisfies the two properties
stated in the theorem (the uniqueness follows immediately from the uniqueness of the Gram-Schmidt
process when implemented using any linear order compatible with the dominance ordering on multi-
partitions). This basis is obtained as a product of usual Macdonald polynomials albeit at very special
alphabets.
Proposition 2. Using the plethystic notation (see Section 2), the multi-Macdonald polynomials can
be given explicitly as
P
(q,t)
λ (x
(1), . . . , x(n)) = P
(q,qn−1t)
λ(1)
[An−1]P
(qn−1t,qn−2t)
λ(2)
[An−2] · · ·P
(qt,t)
λ(n)
[A0] (1.5)
where the alphabets Ai are defined recursively, starting from A
(0) = X(n), as
Ai = X
(n−i) +
q(1 − qi−1t)
1− qit
Ai−1 (1.6)
for 1 ≤ i ≤ n− 1.
We point out that the case n = 2 was studied in [1], in which case the multi-Macdonald polyno-
mials were called double Macdonald polynomials.
Owing to the factorization (1.5), we can establish many properties of the multi-Macdonald poly-
nomials. We show that the invariance of the Macdonald polynomials when q, t 7→ q−1, t−1 has a
natural extension to the multi-Macdonald case (see Proposition 5). We obtain a reproducing kernel
for the scalar product (1.4), as well as explicit formulas for their norm-squared and evaluation. Fur-
thermore, we show that the q, t-Kostka coefficients associated to the multi-Macdonald polynomials
are positive and correspond to q, t-analogs of the dimensions of the irreducible representations of
Cn ∼ Sd, the wreath product of the cyclic group Cn with the symmetric group. This suggests
that multi-Macdonald polynomials can be considered as wreath product Macdonald polynomials
(another construction of wreath product Macdonald polynomials is presented in [4]).
2. Basic definitions
We first recall some definitions related to partitions [5]. A partition λ = (λ1, λ2, . . . ) of degree |λ|
is a vector of non-negative integers such that λi ≥ λi+1 for i = 1, 2, . . . and such that
∑
i λi = |λ|.
The length ℓ(λ) of λ is the number of non-zero entries of λ. Each partition λ has an associated
Ferrers’ diagram with λi lattice squares in the i
th row, from the top to bottom. Any lattice square
in the Ferrers diagram is called a cell (or simply a square), where the cell (i, j) is in the ith row
and jth column of the diagram. The conjugate λ′ of a partition λ is represented by the diagram
obtained by reflecting λ about the main diagonal. Given a cell s = (i, j) in λ, we let
aλ(s) = λi − j , lλ(s) = λ
′
j − i a
′
λ(s) = j − 1 and l
′
λ(s) = i− 1. (2.1)
The quantities aλ(s) and a
′
λ(s) are respectively called the arm-length and the arm-colength while
lλ(s) and l
′
λ(s) are respectively called the leg-length and the leg-colength.
The dominance ordering on partitions is defined such that
µ ≤ λ iff µ1 + · · ·+ µk ≤ λ1 + · · ·+ λk ∀k
2
Before defining the Macdonald polynomials, we need to introduce two bases of the ring of sym-
metric functions. For x = x1, x2, . . . , xN , the monomial symmetric functions are such that
mλ(x) =
∑
α
xα11 · · ·x
αN
N
where the sum is over all distinct permutations α of (λ1, . . . , λN ) (if necessary, a string of 0’s is
added at the end of λ). In the following we shall always consider that N is infinite. Using the ith
power-sum
pi(x) = x
i
1 + x
i
2 + · · ·
the power-sum basis is then simply defined as
pλ(x) =
ℓ(λ)∏
i=1
pλi(x)
For our purposes, the ring of symmetric functions will be simply taken as the ring ΛK = K[p1(x), p2(x), . . . ]
over any field K.
The Macdonald polynomials {P
(q,t)
λ (x)}λ depend on two parameters q and t and form the unique
basis of the ring ΛQ(q,t) (in the remainder of the article, K will always be equal to Q(q, t)) such that
1) P
(q,t)
λ (x) = mλ(x) + lower terms (2.2)
2) 〈〈P
(q,t)
λ , P
(q,t)
µ 〉〉q,t = 0 if λ 6= µ, (2.3)
where the scalar product is given on the power-sums by
〈〈pλ, pµ〉〉q,t = δλ,µzλ(q, t) := δλ,µzλ
ℓ(λ)∏
i=1
1− qλi
1− tλi
, (2.4)
with zλ defined in Theorem 1. The existence of the Macdonald poplynomials is non-trivial and
follows from the construction of a difference operatorD (the Macdonald operator) whose eigenvectors
are the Macdonald polynomials.
It will prove very convenient for our purposes to use the language of λ-rings (or plethysms). The
power-sum pi acts on the ring of rational formal power series in q, t, x1, x2, . . . with coefficient in the
field Q as
pi
[∑
α cαuα∑
β dβvβ
]
=
∑
α cαu
i
α∑
β dβv
i
β
,
where cα, dβ ∈ Q and where uα, vβ are monomials in q, t, x1, x2, . . .. Since the power-sums form a
basis of the ring of symmetric functions, this extends uniquely to an action of the ring of symmetric
functions on the ring of rational formal power series in q, t, x1, x2, . . .. In this notation, a symmetric
function f(x) is denoted f [X ], where X = x1+x2+ · · · . Similarly, letting X
(i) = x
(i)
1 +x
(i)
2 + · · · for
i = 1, . . . , n, the multi-symmetric functions mλ(x
(1), . . . , x(n)) and pλ(x
(1), . . . , x(n)) will for instance
be respectively denoted mλ[X
(1), X(2), . . . , X(n)] and pλ [X
(1), X(1) +X(2), . . . , X(1) + · · ·+X(n)].
3. Proof of Proposition 2
As previously mentioned, the case n = 2 was studied in [1]. The proof relied in this case on the
following lemma that will again prove crucial in this article.
Lemma 3 ([1]). In the case n = 2, the scalar product 〈〈·, ·〉〉q,t,2 is identical to the scalar product
〈·, ·〉q,t,2 defined as〈
pλ [A1, A0] , pµ [A1, A0]
〉
q,t,2
:= δλ,µq
|λ(1)|zλ(1)(q, qt)zλ(2)(qt, t) (3.1)
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or, more explicitly, as
〈
pλ(1)
[
X(1) +
q(1− t)
(1− qt)
X(2)
]
pλ(2)
[
X(2)
]
, pµ(1)
[
X(1) +
q(1− t)
(1− qt)
X(2)
]
pµ(2)
[
X(2)
] 〉
q,t,2
:= δλ,µq
|λ(1)|zλ(1)(q, qt)zλ(2)(qt, t) (3.2)
The lemma has the following analog in the multi-Macdonald case.
Lemma 4. the scalar product 〈〈·, ·〉〉q,t,n is equal to the scalar product defined by〈
pλ [An−1, An−2, . . . , A0] , pµ [An−1, An−2, . . . , A0]
〉
q,t,n
:= δλ,µq
(n−1)|λ|−n(λ)zλ(1)(q, q
n−1t)zλ(2)(q
n−1t, qn−2t) · · · zλ(n)(qt, t) (3.3)
Proof: The lemma amounts to showing that 〈〈·, ·〉〉q,t,n is equal to the scalar product〈
pλ [An−1, An−2, . . . , A0] , pµ [An−1, An−2, . . . , A0]
〉
q,t,n
:= q(n−1)|λ|−n(λ)
〈
pλ(1) [An−1] , pµ(1) [An−1]
〉
q,qn−1t
n∏
i=2
〈
pλ(i) [An−i] , pµ(i) [An−i]
〉
qn−i+1t,qn−it
(3.4)
where by abuse of notation we always consider that
〈
pλ[Z] , pµ[Z]
〉
q,t
= δλµzλ(q, t) for any alphabet
Z (which in our case corresponds to Z = A0, . . . , An−1).
We will proceed by induction starting from the case n = 2 which is covered by Lemma 3. For
the general case n > 2, we decompose the scalar product (3.4) as〈
pλ [An−1, An−2, . . . , A0] , pµ [An−1, An−2, . . . , A0]
〉
q,t,n
=
〈
pλ(n) [A0] , pµ(n) [A0]
〉
qt,t
× q|λ
(1)|+···+|λ(n−1)|
〈
pλˆ [An−1, An−2, . . . , A1] , pµˆ [An−1, An−2, . . . , A1]
〉
q,qt,n−1
(3.5)
where λˆ = (λ(1), . . . , λ(n−1)). Since the q-power is constant on multi-partitions λˆ of the same total
degree, we can use induction to write〈
pλ [An−1, An−2, . . . , A0] , pµ [An−1, An−2, . . . , A0]
〉
q,t,n
=
〈
pλ(n) [A0] , pµ(n) [A0]
〉
qt,t
× q|λ
(1)|+···+|λ(n−1)|〈〈pλˆ
[
Y (1), . . . , Y (n−2), Z
]
, pµˆ
[
Y (1), . . . , Y (n−2), Z
]
〉〉q,qt,n−1 (3.6)
where Y (i) = X(1) + · · · + X(i) and Z = Y (n−1) + q(1 − t)X(n)/(1 − qt) = Y (n−2) + A1. By the
expression for the scalar product (1.4), the part that depends on the alphabets A0 = X
(n) and Z
and on the partitions λ(n−1) and λ(n) yields
q|λ
(n−1)|
〈
pλ(n−1) [Z] , pµ(n−1) [Z]
〉
q,qt
〈
pλ(n)
[
X(n)
]
, pµ(n)
[
X(n)
] 〉
qt,t
= 〈〈 pλ(n−1) [Y
(n−1)]pλ(n) [Y
(n)], pµ(n−1) [Y
(n−1)]pµ(n) [Y
(n)] 〉〉q,t,2 (3.7)
from Lemma 3 (observe that we used the fact that the q-power appearing in 〈〈·, ·〉〉q,qt,n−1 does not
depend on λ(n−1) and λ(n)). Hence〈
pλ [An−1, An−2, . . . , A0] , pµ [An−1, An−2, . . . , A0]
〉
q,t,n
= q(n−1)|λ|−n(λ)zλ(1)zλ(2) · · · zλ(n−1)zλ(n)(q, t) (3.8)
= 〈〈pλ
[
Y (1), . . . , Y (n−1), Y (n)
]
, pµ
[
Y (1), . . . , Y (n−1), Y (n)
]
〉〉q,t,n (3.9)
which proves the lemma.

4
Proof of Proposition 2: We have to show that the expression given in (1.5) satisfies the triangularity
and the orthogonality in Theorem 1. The orthogonality is an immediate consequence of Lemma 4
since the scalar product is a product of usual Macdonald scalar products (2.4) at the right alphabets
(the extra q-power does not affect the orthogonality since it only depends on the degree of the
components of the multi-partition).
We now consider the triangularity. Suppose by induction that the triangularity in the monomial
basis holds in the case when there are n − 1 sets of alphabets (the base case n = 1 is the usual
Macdonald case), i.e.
P
(q,t)
λ˜
=
∑
µ˜≤λ˜
∗ mµ˜(x
(2), . . . , x(n)) (3.10)
where we use the tilde in λ˜ to emphasize that the multi-partition has n− 1 components instead of
n, and where, for simplicity, we use ∗ to denote the expansion coefficients (instead of for instance
the more cumbersome cλ˜,µ˜(q, t)).
For the case with n alphabets, we need to analyse the extra factor P
(qnt,qn−1t)
λ(1)
[An−1]. It is
triangular, from (2.2), in the monomial basis
P
(qnt,qn−1t)
λ(1)
[An−1] =
∑
ν(1)≤λ(1)
∗ mν(1) [An−1]
We now have to expand mν(1) [An−1] in the mµ(x
(1), . . . , x(n)) basis. Using the notation (µ, ν) ⊆ λ
to denote µ ⊆ λ and ν ⊆ λ (the same notation will be used in the general case with more than two
components), we have
mν(1)
[
X(1) +
q − qn−1t
1− qn−1t
An−2
]
=
∑
|(ρ(1),γ)|=|ν(1)| : (ρ(1),γ)⊆ν(1)
mρ(1) [X1]mγ
[
q − qn−1t
1− qn−1t
An−2
]
=
∑
|(ρ(1),σ)|=|ν(1)| : ρ(1)⊆ν(1)
∗ mρ(1) [X
(1)]mσ [An−2]
where |(µ, ν)| = |µ|+ |ν|. Repeating this argument again and again, we obtain
mν(1) [An−1] =
∑
|ρ|=|ν(1)| : ρˆ⊆ν(1)
mρ(x
(1), . . . , x(n))
where, as before, ρˆ = (ρ(1), . . . , ρ(n−1)). Hence, we have
P
(q,t)
λ (x
(1), . . . , x(n)) =
∑
ν(1)≤λ(1)
∑
µ˜≤λ˜
∑
|ρ|=|ν(1)| : ρˆ⊆ν(1)
∗mρ(x
(1), . . . , x(n))mµ˜(x
(2), . . . , x(n))
It is known that
mµ[X ]mν[X ] = mµ+ν [X ] +
∑
σ<µ+ν
∗ mσ[X ],
where µ+ ν = (µ1 + ν1, µ2 + ν2, . . . ). Therefore
P
(q,t)
λ (x
(1), . . . , x(n)) =
∑
ν(1)≤λ(1)
∑
µ˜≤λ˜
∑
|ρ|=|ν(1)| : ρˆ⊆ν(1)
∑
σ˜ρ˜+µ˜,σ(1)=ρ(1)
∗mσ(x
(1), . . . , x(n))
where σ˜  ρ˜ + µ˜ stands for σ(2) ≤ ρ(2) + µ(2), . . . , σ(n) ≤ ρ(n) + µ(n).
We will now see that the conditions on the summation indices in the previous equation imply
that σ ≤ λ. From σ(1) = ρ(1), ρ(1) ⊆ ν(1) and ν(1) ≤ λ(1), we first deduce that
k∑
i=1
σ
(1)
i =
k∑
i=1
ρ
(1)
i ≤
k∑
i=1
ν
(1)
i ≤
k∑
i=1
λ
(1)
i (3.11)
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We then let 2 ≤ ℓ ≤ n and use σ(1) = ρ(1) as well as σ˜  ρ˜ + µ˜ to obtain
|σ(1)|+ · · ·+ |σ(ℓ−1)|+
k∑
i=1
σ
(ℓ)
i
≤ |ρ(1)|+
(
|ρ(2)|+ |µ(2)|
)
+ · · ·+
(
|ρ(ℓ−1)|+ |µ(ℓ−1)|
)
+
k∑
i=1
(
ρ
(ℓ)
i + µ
(ℓ)
i
)
(3.12)
Then, using |ρ| = |ν(1)| followed by µ˜ ≤ λ˜ and |ν(1)| = |λ(1)|, we get that
|σ(1)|+ · · ·+ |σ(ℓ−1)|+
k∑
i=1
σ
(ℓ)
i ≤ |ν
(1)|+ |µ(2)|+ · · ·+ |µ(ℓ−1)|+
k∑
i=1
µ
(ℓ)
i
≤ |λ(1)|+ |λ(2)|+ · · ·+ |λ(ℓ−1)|+
k∑
i=1
λ
(ℓ)
i (3.13)
which proves the triangularity.

4. Properties of multi-Macdonald polynomials
We now establish the properties of the Macdonald polynomials that extend to the multi-Macdonald
case.
4.1. Sending q 7→ q−1 and t 7→ t−1. The Macdonald polynomials safisfy the following property [5]
P
(q−1,t−1)
λ (x) = P
(q,t)
λ (x). (4.1)
The generalization of that property to the multi-Macdonald case is the following.
Proposition 5. Using the plethystic notation, the multi-Macdonald polynomials are such such that
P
(q−1,t−1)
λ [X
(1), X(2), . . . , X(n)] = qn(λ)−(n−1)|λ|P
(q,t)
λ [q
n−1X(1), qn−2X(2), . . . , X(n)]
If f is a multi-symmetric function, we define the homomorphism ϕ as
ϕ(f [X(1), . . . , X(i), . . . , X(n))] = f [qn−1X(1), . . . , qn−iX(i), . . . , X(n)].
In order to prove the proposition, we first prove the following lemma:
Lemma 6. The alphabets Ai := Ai(q, t) defined recursively in (1.6) are such that
ϕ
(
Ai(q, t)
)
= qiAi(q
−1, t−1) . (4.2)
Proof: We proceed induction. The result holds trivially in the base case A0 given that A0 = X
(n).
Supposing that
ϕ
(
Ai(q, t)
)
= qiAi(q
−1, t−1)
we then get
ϕ
(
Ai+1(q, t)
)
= qi+1X(n−(i+1)) +
q(1 − qit)
1 − qi+1t
· qiAi(q
−1, t−1)
= qi+1
(
X(n−(i+1)) +
q−1(1− q−it−1)
1− q−i−1t−1
·Ai(q
−1, t−1)
)
= qi+1Ai+1(q
−1, t−1)
which proves the lemma.

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Proof of Proposition 5: Using (4.1), the explicit form (1.5) of the multi-Macdonald polynomial and
the previous lemma, we have
P
(q−1,t−1)
λ [X
(1), X(2), . . . , X(n)]
= P
(q,qn−1t)
λ(1)
[
An−1(q
−1, t−1)
]
P
(qn−1t,qn−2t)
λ(2)
[
An−2(q
−1, t−1)
]
· · ·P
(qt,t)
λ(n)
[
A0(q
−1, t−1)
]
= P
(q,qn−1t)
λ(1)
[
q−n+1ϕ(An−1)
]
P
(qn−1t,qn−2t)
λ(2)
[
q−n+2ϕ(An−2)
]
· · ·P
(qt,t)
λ(n)
[ϕ(A0)]
Using the homogeneity of the Macdonald polynomials (which implies that P
(q,t)
λ [q
aX ] = qa|λ|P
(q,t)
λ [X ])
and the fact that ϕ is a homomorphism, we then get
P
(q−1,t−1)
λ [X
(1), X(2), . . . , X(n)] = qn(λ)−(n−1)|λ|ϕ
(
P
(q,t)
λ [X
(1), X(2), . . . , X(n)]
)
This proves the proposition.

4.2. Norm. As we will see, the explicit form (1.5) of a multi-Macdonald polynomial leads to an
explicit expression for its norm-squared ||P
(q,t)
λ ||
2
q,t,n := 〈〈P
(q,t)
λ , P
(q,t)
λ 〉〉q,t,n. First, recall that Mac-
donald polynomials are such that [5]
〈〈P
(q,t)
λ , P
(q,t)
λ 〉〉q,t = bλ(q, t) (4.3)
where
bλ(q, t) =
∏
s∈λ
1− qa(s)tl(s)+1
1− qa(s)+1tl(s)
.
with a(s) = aλ(s) and l(s) = lλ(s) such as defined in Section 2.
Using (1.5), the explicit formula for the norm-squared of the Macdonald polynomials implies from
Lemma 4 a similar expression for the norm-squared of the multi-Macdonald polynomials.
Corollary 7. The Multi-Macdonald polynomial P
(q,t)
λ (x
(1), . . . , x(n)) is such that:
||P
(q,t)
λ ||
2
q,t,n = q
(n−1)|λ|−n(λ)bλ(1)(q, q
n−1t)−1bλ(2)(q
n−1t, qn−2t)−1 · · · bλ(n)(qt, t)
−1
4.3. Kernel. The Macdonald polynomial scalar product has the following reproducing kernel
K(x, y; q, t) =
∏
i,j
(txiyj; q)∞
(xiyj; q)∞
(4.4)
where x (resp. y) stands for x1, x2, x3, ... (resp. y1, y2, y3, ...) and where
(a; q)∞ =
∞∏
i=0
(1 − qia)
Being a reproducing kernel, K(x, y; q, t) is such that
K(x, y; q, t) =
∑
λ
1
zλ(q, t)
pλ(x)pλ(y) (4.5)
We now extend this result to the multi-Macdonald case. For each k ∈ {1, . . . , n}, let x(k) (resp.
y(k)) be the union of the alphabets x(1), x(2), . . . , x(k) (resp. y(1), y(2), . . . , y(k)); to simplify the
notation, when k = n we write x (resp. y) instead of x(n)(resp. y(n)). Even though, the alphabets
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x(1), x(2), . . . , x(k) are infinite, the alphabet x(k) is countably infinite and we will suppose that its
elements are ordered as x
(k)
1 ,x
(k)
2 , . . . (the order is irrelevant). Now, let
K(x,y; q, t) =
∏
i,j
(txiyj ; q)∞
(xi, yj ; q)∞
n−1∏
k=1
∏
i,j
1
1− q−(n−k)x
(k)
i y
(k)
j
Proposition 8. We have that
K(x,y ; q, t) =
∑
λ
1
zλ(q, t)
pλ(x
(1), . . . , x(n))pλ(y
(1), . . . , y(n))
where zλ(q, t) was defined in (1.4). As such, K(x,y ; q, t) is a reproducing kernel for the scalar
product (1.4), which implies in particular
K(x,y; q, t) =
∑
λ
1
||P
(q,t)
λ ||
2
q,t,n
P
(q,t)
λ (x
(1), . . . , x(n))P
(q,t)
λ (y
(1), . . . , y(n)) (4.6)
where ||P
(q,t)
λ ||
2
q,t,n is given explicitly in Corollary 7.
Proof: Recall that the Cauchy identity is such that [5]
∏
i,j
1
1− xiyj
=
∑
λ
1
zλ
pλ(x)pλ(y)
By homogeneity, the Cauchy identity is easily seen to be such that
∏
i,j
1
1− uxiyj
=
∑
λ
1
zλ
u|λ|pλ(x)pλ(y)
The proposition then follows from (4.5) since
K(x,y; q, t) =
(∑
λ(n)
zλ(n)(q, t)
−1pλ(n)(x)pλ(n)(y)
)( ∑
λ(n−1)
z−1
λ(n−1)
q−|λ
(n−1)|pλ(n−1)(x
(n−1))pλ(n−1)(y
(n−1))
)
× · · · ×
(∑
λ(1)
z−1
λ(1)
q−(n−1)|λ
(1)|pλ(1)(x
(1))pλ(1)(y
(1))
)
=
∑
λ
zλ(q, t)
−1pλ(x
(1), . . . , x(n))pλ(y
(1), . . . , y(n))

4.4. Specializations. We now describe the various specializations of the multi-Macdonald polyno-
mials presented in the figure below.
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Pλ(x
(1), . . . , x(n); q, t)
Pλ(x
(1), . . . , x(n); t) Pλ(x
(1), . . . , x(n);α) P¯λ(x
(1), . . . , x(n); 1/t)
sλ(x
(1), . . . , x(n)) sJackλ (x
(1), . . . , x(n)) sλ(x
(1), . . . , x(n))
sλ(x
(1), . . . , x(n); t)
q → 0
q = tαt→ 1
q →∞
t→ 0 α→ 1 t→∞
t→ 0
t→ 1
t→∞
Multi-Jack polynomials: The Multi-Jack polynomias are simply products of usual Jack polynomials
P
(α)
λ by taking the limit q = t
α, t → 1 in (1.5). To be more explicit, we let the alphabets Bi be
defined recursively as
Bi = X
(n−i) +
α(i − 1) + 1
αi+ 1
Bi−1
(starting from B0 = X
(n)). We then get
P
(α)
λ (x
(1), . . . , x(n)) = P
(αn−1)
λ(1)
[Bn−1]P
(αn−2)
λ(2)
[Bn−2] · · ·P
(α0)
λ(n)
[B0]
where, for k = 0, . . . , n− 1, we have
αk =


α
α(n− 1) + 1
if k = n− 1
α(k + 1) + 1
αk + 1
otherwise
Multi-Hall Littlewood polynomials: It is known [5] that P
(0,0)
λ (x) = sλ(x) is a Schur function and
that P
(0,t)
λ (x) = Pλ(x; t) is a Hall-Littlewood polynomial. Now, when letting q = 0 in (1.6), the
recursion trivializes and we get Ai = X
(n−i). Hence, we get from (1.5) that
Pλ(x
(1), . . . , x(n); t) = sλ(1)(x
(1))sλ(2)(x
(2)) · · · sλ(n−1)(x
(n−1))Pλ(n)(x
(n); t),
When q →∞, it is straightforward to obtain that the alphabets Ai in (1.6) become
Ci = lim
q→∞
An−i = X
(i) +X(i+1) + · · ·+X(n−1) + (1 − 1/t)X(n)
for i = 1, . . . , n− 1, while A0 remains equal to X
(n). Hence, we have
P¯λ(x
(1), . . . , x(n); 1/t) =sλ(1) [C1] sλ(2) [C2] · · · sλ(n−1) [Cn−1]Pλ(n)(x
(n); 1/t)
since P
(∞,t)
λ (x) = Pλ(x; 1/t).
Multi-Schur functions: When setting q = t, the dependency over t does not disappear (contrary to
the Macdonald case) and we obtain a family of multi-Schur functions sλ(x
(1), . . . , x(n); t) depending
on t.
Setting q = t in (1.6), the recursion becomes
Ai = X
(n−i) +
t(1− ti)
1− ti+1
Ai−1
which implies that
Ai =
i∑
k=0
ti−k(1− tk+1)
1− ti+1
X(n−k) (4.7)
in this case. Letting Di = Ai as above, we have from (1.5) that
sλ(x
(1), . . . , x(n); t) = P
(t,tn)
λ(1)
[Dn−1]P
(tn,tn−1)
λ(2)
[Dn−2] · · ·P
(t2,t)
λ(n)
[D0] (4.8)
We stress that the specializations of the Macdonald polynomials appearing in the previous product
have not, to the best of our knowledge, been studied and do not appear to have any special properties.
We now describe in more details the specializations t = 1, t = 0 and t = ∞ of the multi-Schur
functions. Taking the limit t→ 1 in (4.7), and setting
Ei =
i∑
k=0
k + 1
i+ 1
X(n−k)
we obtain from (4.8) that
sJackλ (x
(1), . . . , x(n)) = P
(1/n)
λ(1)
[En−1]P
(n/n−1)
λ(2)
[En−2] · · ·P
(3/2)
λ(n−1)
[E1]P
(2)
λ(n)
[E0]
Note that this is a product of Jack polynomials at special values of α.
Taking the limit t→ 0 in (4.7) and (4.8), we get
sλ(x
(1), . . . , x(n)) = sλ(1)(x
(1))sλ(2)(x
(2)) · · · sλ(n)(x
(n)) (4.9)
These multi-Schur functions will be used later in Subsection 4.6 when studying the multi q, t-Kostka
coefficients.
Finally, taking the limit t→∞ in (4.7) and (4.8), we obtain
s¯λ(x
(1), . . . , x(n)) = sλ(1) [X
(1) + · · ·+X(n)]sλ(2) [X
(2) + · · ·+X(n)] · · · sλ(n) [X
(n)]
4.5. Evaluation. Recall [5] that the evaluation of a symmetric polynomials is a homomorphism
defined on the power-sum symmetric function pr as
εu,t(pr) =
1− ur
1− tr
,
where u is an indeterminate. In the plethystic notation, it simply corresponds to pr acting on the
alphabet (1− u)/(1− t):
pr
[
1− u
1− t
]
=
1− ur
1− tr
.
It is known that the evaluation of a Macdonald polynomial is given by
P
(q,t)
λ
[
1− u
1− t
]
=
∏
s∈λ
tl
′(s) − qa
′(s)u
1− qa(s)tl(s)+1
=: wλ(u; q, t). (4.10)
For multi-symmetric polynomials, we define the evaluation by
Eu,q,t(mλ
(
x(1), . . . , x(n))
)
= mλ [X
(1), . . . ,X (n)]
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where, for the indeterminates u1, . . . , un, we have
X (i) = qn−iu1 · · ·ui−1
(
1− ui
1− qn−it
)
and where it is understood that
pr
[
X (i)
]
= q(n−i)rur1 · · ·u
r
i−1
(
1− uri
1− q(n−i)rtr
)
(4.11)
Proposition 9. The evaluation of the multi-Macdonald polynomial P
(q,t)
λ is given by
Eu;q,t(P
(q,t)
λ ) =
[
n∏
i=1
(
qn−iu1 · · ·ui−1
)|λ(i)|]
wλ(1) (v1; q, q
n−1t)wλ(2)(v2; q
n−1t, qn−2t) · · ·wλ(n)(vn; qt, t)
where vi = ui · · ·un for i ∈ {1, . . . , n}.
Proof: From (4.10) and (4.11), we have
P
(Q,qn−it)
λ
[
qn−iu1 · · ·ui−1
1− ui · · ·un
1− qn−it
]
=
(
qn−iu1 · · ·ui−1
)|λ|
wλ(ui · · ·un;Q, q
n−it)
From (4.10) and (1.5), the proposition is then an immediate consequence of the lemma that follows.

Lemma 10. The linear map ρ : X(i) 7→ X (i), i = 1, . . . , n, has the following action on the A(i)’s
defined in (1.6):
ρ(Ai) = q
iu1 · · ·un−i−1
1− un−i · · ·un
1− qit
(4.12)
for i = 0, . . . , n− 1.
Proof: We use induction on i. The base case A0 = X
(n) holds since
ρ(A0) = X
(n) = u1 · · ·un−1
1− un
1− t
which coincides with the i = 0 case of (4.12). Now, supposing that (4.12) holds, we have
ρ(Ai+1) = X
(n−i−1) +
q(1− qit)
(1− qi+1t)
ρ(Ai)
= qi+1u1 · · ·un−i−2
(
1− un−i−1
1− qi+1t
)
+
q(1− qit)
(1− qi+1t)
qiu1 · · ·un−i−1
1− un−i · · ·un
1− qit
= qi+1
u1 · · ·un−i−2
1− qi+1t
(
(1− un−i−1) + un−i−1(1− un−i · · ·un)
)
which proves the lemma by induction.

4.6. Multi-Kostka coefficients. The integral form of the Macdonald polynomial is defined as
J
(q,t)
λ (x) = cλ(q, t)P
(q,t)
λ (x) (4.13)
where
cλ(q, t) =
∏
s∈λ
(1− qa(s)tl(s)+1) (4.14)
with again a(s) = aλ(s) and l(s) = lλ(s) such as defined in Section 2. We will also need to introduce
the modified Macdonald polynomials
H
(q,t)
λ (x) = J
(q,t)
λ
[
X
1− t
]
(4.15)
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whose expansion in terms of Schur functions gives the q, t-Kostka polynomials
H
(q,t)
λ (x) =
∑
µ
Kµλ(q, t) sµ(x) (4.16)
It is known [2, 3] that Kµλ(q, t) ∈ N[q, t].
Defining the integral form of the Multi-Macdonald polynomials as
J
(q,t)
λ (x
(1), . . . , x(n)) = cλ(1)(q, q
n−1t)cλ(2)(q
n−1t, qn−2t) · · · cλ(n)(qt, t)Pλ(x
(1), . . . , x(n); q, t)
we then let the modified multi-Macdonald polynomials be such that
H
(q,t)
λ (x
(1), . . . , x(n)) = φ
(
J
(q,t)
λ (x
(1), . . . , x(n))
)
(4.17)
where φ, which generalizes the plethystic substitution found in (4.15), has the following action on
the alphabets:
X(i) 7→ X(i), i = 1, . . . , n− 1, X(1) + · · ·+X(n) 7→
X(1) + · · ·+X(n)
1− t
Lemma 11. We have
φ(Ai) =
qit
(
X(1) + · · ·+X(n−i−1)
)
+X(n−i) + qX(n−i+1) + · · ·+ qiX(n)
1− qit
(4.18)
Proof: We proceed by induction starting from the case A0. We have
φ(A0) = φ(X
(n)) = φ
(
X(1) + · · ·+X(n) − (X(1) + · · ·+X(n−1))
)
=
X(1) + · · ·+X(n)
1− t
− (X(1) + · · ·+X(n−1))
=
t(X(1) + · · ·+X(n−1)) +X(n)
1− t
which shows that the lemma holds in that case. Then, assuming that (4.18) holds, we obtain
φ(Ai+1) = X
(n−i−1) +
q(1− qit)
(1− qi+1t)
φ(Ai)
= X(n−i−1) +
qi+1t
(
X(1) + · · ·+X(n−i−1)
)
+ qX(n−i) + q2X(n−i+1) + · · ·+ qi+1X(n)
1− qi+1t
=
qi+1t
(
X(1) + · · ·+X(n−i−2)
)
+X(n−i−1) + qX(n−i) + · · ·+ qi+1X(n)
1− qi+1t
which proves the lemma by induction.

The following proposition is then immediate from (4.15), (4.17) and (1.5).
Proposition 12. Letting
Zi = q
it
(
X(1) + · · ·+X(n−i−1)
)
+X(n−i) + qX(n−i+1) + · · ·+ qiX(n)
we have
H
(q,t)
λ (x
(1), . . . , x(n)) = H
(q,qn−1t)
λ(1)
[Zn−1]H
(qn−1t,qn−2t)
λ(2)
[Zn−2] · · ·H
(qt,t)
λ(n)
[Z0]
We now define the multi q, t-Kostka coefficients Kµλ(q, t) as
H
(q,t)
λ (x
(1), . . . , x(n)) =
∑
µ
Kµλ(q, t) sµ(x
(1), . . . , x(n)) (4.19)
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where the Schur function sµ(x
(1), . . . , x(n)) = sµ(1)(x
(1)) · · · sµ(n)(x
(n)) was defined in (4.9). As in
the proof of Proposition 12 in [1], the positivity of the usual q,t-Kostka coefficients together with
the Littlewood-Richardson rule implies that the multi q, t-Kostka coefficients are positive.
Corollary 13. The multi q, t-Kostka coefficients are polynomials in q and t with nonnegative integer
coefficients, that is, Kµλ(q, t) ∈ N[q, t] for every µ and λ.
Owing to H
(1,1)
λ (x) =
(
p1(x)
)|λ|
, we have from Proposition 12 that
H
(1,1)
λ (x
(1), . . . , x(n)) =
(
p1[X
(1)+· · ·+X(n)]
)|λ(1)|+···+|λ(n)|
=
(
p1[X
(1)]+· · ·+p1[X
(n)]
)|λ(1)|+···+|λ(n)|
Hence [5],
H
(1,1)
λ (x
(1), . . . , x(n)) =
∑
µ
χµId sµ(x
(1), . . . , x(n))
where χµId is the character of Cn ∼ Sd (with d the total degree |µ
(1)|+· · ·+|µ(n)| of the multipartition
µ) indexed by the irreducible representation µ evaluated at the conjugacy class of the identity. From
(4.19), it has the following consequence.
Corollary 14. We have that Kµλ(1, 1) = χ
µ
Id, that is, Kµλ(1, 1) is the dimension of the irreducible
representation of Cn ∼ Sd indexed by the multi-partition µ of total degree d.
References
[1] O. Blondeau-Fournier, L. Lapointe and P. Mathieu, Double Macdonald polynomials as the stable limit of Mac-
donald superpolynomials, J. Algebr. Comb. 41, 397–459 (2015).
[2] A.M. Garsia and M. Haiman, A graded representation model for Macdonald polynomials, Proc. Nat. Acad. Sci.
USA 99 (1993) 3607–10.
[3] M. Haiman, Hilbert schemes, polygraphs, and the Macdonald positivity conjecture, J. Amer. Math. Soc. 14 (2001)
941–1006.
[4] M. Haiman, Combinatorics, symmetric functions and Hilbert Schemes, Curr. Dev. in Math. (2001) 30–111.
[5] I. G. Macdonald, Symmetric functions and Hall polynomials, 2nd ed., Clarendon Press, 1995.
Instituto de Matema´tica y F´ısica, Universidad de Talca, Casilla 747, Talca, Chile
E-mail address: cgonzalez@inst-mat.utalca.cl
Instituto de Matema´tica y F´ısica, Universidad de Talca, Casilla 747, Talca, Chile
E-mail address: lapointe@inst-mat.utalca.cl
13
