In this paper we have proposed a median based estimator using known value of some population parameter(s) in simple random sampling. Various existing estimators are shown particular members of the proposed estimator. The bias and mean squared error of the proposed estimator is obtained up to the first order of approximation under simple random sampling without replacement. An empirical study is carried out to judge the superiority of proposed estimator over others.
Introduction
Consider a finite population } U ,..., U , U { U . The simplest estimator of a finite population mean is the sample mean obtained from the simple random sampling without replacement, when there is no auxiliary information available. Sometimes there exists an auxiliary variable X which is positively correlated with the study variable Y. The information available on the auxiliary variable X may be utilized to obtain an efficient estimator of the population mean. The sampling theory describes a wide variety of techniques for using auxiliary information to obtain more efficient estimators. The ratio estimator and the regression estimator are the two important estimators available in the literature which are using the auxiliary information. To know more about the ratio and regression estimators and other related results one may refer to [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] .
When the population parameters of the auxiliary variable X such as population mean, coefficient of variation, kurtosis, skewness and median are known, a number of modified ratio estimators are proposed in the literature, by extending the usual ratio and Exponential-ratio type estimators.
Before discussing further about the modified ratio estimators and the proposed median based modified ratio estimators the notations and formulae to be used in this paper are described below: The formulae for computing various measures including the variance and the covariance of the SRSWOR sample mean and sample median are as follows: To obtain the bias and MSE expressions of the estimator t, we write
Expressing the estimator t in terms of e's, we have
Expanding the right hand side of equation (2.3) up to the first order of approximation, we get 
Squaring both sides of (2.9) and then taking expectations, we get the MSE of the estimator t, up to the first order of approximation as 
Empirical Study
For numerical illustration we consider: the population 1 and 2 taken from [14] pageno.177, the population 3 is taken from [15] page no.104. The parameter values and constants computed for the above populations are given in the Table 3.1. MSE for the proposed and existing estimators computed for the three populations are given in the Table 3 .2 whereas the PRE for the proposed and existing estimators computed for the three populations are given in the Table 3 .3. 
Conclusion
From empirical study we conclude that the proposed estimator under optimum conditions perform better than other estimators considered in this paper. The relative efficiencies and MSE of various estimators are listed in Table 3 .2 and 3.3.
