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Abstract. Magnetic oxides show a variety of extrinsic magnetotransport phenomena:
grain-boundary–, tunnelling– and domain-wall magnetoresistance. In view of these
phenomena the role of some magnetic oxides is outstanding: these are believed to
be half-metallic having only one spin-subband at the Fermi level. These fully spin-
polarized oxides have great potential for applications in spin-electronic devices and
have, accordingly, attracted an intense research activity in recent years.
This review is focused on extrinsic magnetotransport effects in ferromagnetic oxides.
It consists of two parts; the second part is devoted to an overview of experimental data
and theoretical models for extrinsic magnetotransport phenomena. Here a critical
discussion of domain-wall scattering is given. Results on surfacial and interfacial
magnetism in oxides are presented. Spin-polarized tunnelling in ferromagnetic
junctions is reviewed and grain-boundary magnetoresistance is interpreted within a
model of spin-polarized tunnelling through natural oxide barriers. The situation in
ferromagnetic oxides is compared with data and models for conventional ferromagnets.
The first part of the review summarizes basic material properties, especially data on the
spin-polarization and evidence for half-metallicity. Furthermore, intrinsic conduction
mechanisms are discussed. An outlook on the further development of oxide spin-
electronics concludes this review.
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1. Introduction
Although the study of magnetoresistance in ferromagnets started as early as 1857
with the measurements of anisotropic magnetoresistance in nickel and iron by William
Thomson (Lord Kelvin), recent years have witnessed a tremendous interest into
magnetotransport phenomena in magnetic oxides. Studies were stimulated by the
discovery of “colossal magnetoresistance” (CMR) in ferromagnetic perovskites of the
type La1−xSrxMnO3. The so-called manganites display a rich phase diagram as a
function of temperature, magnetic field and doping that is due to the intricate interplay
of charge, spin, orbital and lattice degrees of freedom. Colossal magnetoresistance
is found on a magnetic field scale of several Teslas being not very appealing for
applications. Accordingly, many research groups focused on the investigation of
extrinsic magnetoresistance effects found in various magnetic oxides, since these
promised a large magnetoresistance ratio in low magnetic fields. To a large extent
this research is driven by the rapid increase of data storage density in magnetic
storage devices. Since read heads for hard disks employ magnetoresistive read-out
techniques, progressive miniaturization of sensors requires materials or heterostructures
with increasing magnetoresistive effect. The development of hard disk storage media
is currently very rapid with a doubling of storage density about every nine months.
Therefore, the need for more efficient magnetoresistive sensors will persist in the future.
It has to be clear that room temperature performance is the most vital criterion in
judging new magnetoresistive materials.
In this review intrinsic and extrinsic magnetoresistive effects are distinguished.
Whereas intrinsic effects are found in the bulk of the ferromagnetic material and are
determined by material parameters, extrinsic effects are only found at defect structures,
in suitable artificial heterostructures and devices. This distinction is not unique, since
impurity scattering plays a vital role in some of the effects and is per se an extrinsic
effect.
Extrinsic magnetotransport effects in ferromagnetic oxides fall into three
broad classes, namely grain-boundary magnetoresistance, spin-polarized transport
in ferromagnetic tunnelling junctions and domain-wall magnetoresistance. It was
realized that manganite samples containing a large number of extended defects such
as grain boundaries display a huge low field magnetoresistance much larger than
the intrinsic magnetoresistance (Hwang et al 1996, Gupta et al 1996). Various
samples have been studied, namely polycrystalline ceramics and films, pressed
powders, single grain boundaries on bi-crystal substrates, scratched substrates, step-
edge and laser-patterned junctions. The extrinsic effect therefore appears under
various names such as grain-boundary magnetoresistance, junction magnetoresistance
(JMR) and powder magnetoresistance (PMR). However, the basic physical mechanism
behind these phenomena appears to be the same. This mechanism is likely to
be spin-polarized tunnelling, although a final consensus on the interpretaion of
grain boundary magnetoresistance has not yet been reached; this conclusion links
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the investigations of transport properties near extended defects to another class of
extrinsic magnetoresistance: spin-polarized tunnelling in heterostructures. Such a
heterostructure consists of two ferromagnetic layers separated by an insulating layer.
The tunnelling current is found to depend sensitively on the relative magnetization
direction in the ferromagnetic electrodes. This is related to the spin-dependent density
of states at the Fermi level. It is useful to define a spin-polarization at the Fermi level
that quantifies the spin-imbalance in itinerant ferromagnets; the elemental ferromagnets
Fe, Co and Ni have spin-polarizations of 45%, 42% and 31%, respectively. Spin-polarized
tunnelling in a thin film heterostructure and the basic theory was first discussed
by Julliere (1975). However, an even earlier work on magnetic tunnelling junctions
using manganite electrodes was reported by van den Brom and Volger (1968). Early
experiments yielded only small magnetoresistive effects and the reproducibility of the
junctions was poor. A breakthrough was achieved by the work of Moodera et al (1995)
reporting magnetoresistance ratios in excess of 20% in permalloy/Al2O3/CoFe junctions
at low temperature in agreement with Julliere’s model; at room temperature effects
of about 10% were recorded. Experimental work on manganite tunnelling junctions
started at about the same time (Sun et al 1996). These studies were stimulated by band-
structure calculations that indicated the half-metallic nature of ferromagnetic manganite
oxides.
The concept of a half-metal was introduced by de Groot et al (1983) motivated
by band-structure calculations of Mn-based Heusler alloys; a half-metal is defined as
having a metallic density of states in one of the spin channels and a gap in the
density of states in the other spin channel; within any reasonable definition of spin-
polarization this corresponds to a spin-polarization value of 100%. The concept of spin-
polarization is central to the theory of spin-polarized tunnelling; the only parameters
entering Julliere’s model for the tunnelling magnetoresistance are the spin-polarizations
of the ferromagnetic electrodes; in the case of half-metallic metals the magnetoresistance
ratio is expected to reach 100%. This is intuitively clear, since in the absence of spin-
flips, a tunnelling current cannot flow between half-metallic electrodes with antiparallel
magnetization directions, since there is no density of states at the Fermi level of the
other electrode into which electrons could be tunnelling. Therefore, spin-polarized
tunnelling in heterostructures using half-metallic electrodes is promising for applications
and, at the same time, theoretically challenging, since the dependence of the tunnelling
current on the band structure and barrier properties is not yet fully understood. The
first experiments on manganite-insulator-manganite tunnelling junctions showed large
magnetotunnelling effects at low temperatures (Lu et al 1996). The magnetoresistance
ratio, however, decreases rapidly with temperature. A future experimental challenge
is the achievement of a huge room temperature magnetoresistance in magnetic oxide
heterostructures. Apart from the manganites, CrO2, magnetite (Fe3O4) and Sr2MoFeO6
are suspected to be half-metallic magnets and are investigated in view of device
applications.
A long-standing problem is the question of the magnetoresistance of a domain wall.
5
Within a domain the magnetization vector and therefore the majority and minority
currents have spatially independent orientations. Accordingly, when charge carriers
cross a domain wall, majority electrons may end up in the minority channel and vice
versa leading to an additional magnetoresistance. An obvious measure of the scattering
efficiency of a domain wall is the ratio between the time of passage through the domain
wall and the precession period of the spin around the exchange field. In the adiabatic
limit scattering effects are likely to be small, whereas these are expected to become
appreciable in the ballistic regime.
This review is divided into two parts. The first part starts with a brief overview
over the materials as well as the definition and measurement of the spin-polarization in
section 2. Section 3 deals with the temperature dependent resistivity and the optical
conductivity, whereas the intrinsic magnetoresistance is analyzed in section 4. These
sections were included in order to elucidate the basic models for magnetotransport in
the relevant oxides and to facilitate comparison with and identification of extrinsic
magnetotransport phenomena. The presentation is restricted to a discussion of
resistivity as the basic transport coefficient and does not include other valuable transport
coefficients such as thermopower, Hall effect, etc. This is due to space limitations and
the idea to use this review as a handbook in the evaluation of resistivity behaviours
encountered in studies of magnetic oxides. In the second part extrinsic magnetotransport
phenomena are reviewed. An overview of recent developments in the study of domain-
wall scattering in both elemental ferromagnets and the manganites is given in section 5.
Section 6 presents a discussion of various interface properties between magnetic oxides
and normal metals, superconductors and conventional ferromagnets. Sections 7 and 8
contain the main experimental data and theoretical models relating to spin-polarized
tunnelling and grain-boundary magnetoresistance, respectively. In the section on spin-
polarized tunnelling appropriate room is given to the discussion of recent results
for tunnelling junctions made from elemental ferromagnets in order to constitute
background information for the discussion of the oxide magnets. The discussion of grain-
boundary magnetoresistance concentrates on magnetic oxides, since grain-boundaries of
elemental ferromagnets do not form junctions with tunnelling-like characteristics. In
section 9 a summary of significant results and an outlook into the budding field of
spin-electronics is given.
The bulk of recent investigations on the magnetotransport properties of oxides deals
with CMR materials. The number of publications on this subject grows exponentially
and it is virtually impossible to write a fully comprehensive review. Therefore, it might
be helpful to point out some review articles on related topics. An excellent and extensive
review on the physical properties of mixed-valence manganites was written by Coey,
Viret and von Molna´r (1999); this review is mainly focused on intrinsic properties. Two
further extensive reviews on intrinsic conduction mechanisms by Dagotto, Hotta and
Moreo (2001) and Nagaev (2001) focused on phase separation and the magnetoimpurity
theory, respectively. Short reviews on experimental work and the basic theory of colossal
magnetoresistance were published by Ramirez (1997), Fontcuberta (1999) and Tokura
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and Tomioka (1999). Jaime and Salamon (1999) discussed intrinsic transport properties
of the manganites and Lyanda-Geller et al (2001) Hall effect studies. The broad field of
metal-insulator transitions was addressed by Imada, Fujimori and Tokura (1998). An
overview of investigations on extrinsic magnetoresistance was compiled by Gupta and
Sun (1999). A review of theoretical studies of double exchange systems was given by
Furukawa (1998). Ziese (2000a) reviewed recent developments of oxide spin-electronics.
A review on spin-dependent transport in magnetic nanostructures covering a few results
on oxides was given by Ansermet (1998). Readers interested in spin-polarized tunnelling
in conventional metallic systems are referred to Moodera and Mathon (1999). A
comprehensive survey of spintronics can be found in the book “Spin Electronics” edited
by M Ziese and M J Thornton.
Preliminaries: Materials and intrinsic magnetotransport properties
2. Materials, half-metallicity and spin-polarization
2.1. Overview of the materials
Ferro- and ferrimagnetic oxides that are thought to be half-metallic are the most
interesting class of materials for the study of extrinsic magnetotransport phenomena.
In this section the definitions of half-metallicity and spin-polarization are reviewed;
some measurements of the spin-polarization using various techniques are discussed and
compared. First, however, a brief overview of materials is given (crystal structures are
shown in figure 1):
(i) The colossal magnetoresistance manganites of the form RE1−xAxMnO3 have
attracted most of the research efforts. RE stands for a rare earth ion such as
La, Nd, Pr or Gd and A denotes a divalent ion such as Ca, Sr or Ba. The
manganites crystallize in the perovskite structure, see figure 1a. Depending on
doping, these compounds show a complex magnetic phase diagram, see Coey et al
(1999). Ferromagnetism is found in the doping range 0.15 < x < 0.5 and, in view
of an understanding of extrinsic magnetotransport, this review will be restricted
to the discussion of the magnetic and transport properties of manganites in this
range. The highest Curie temperatures are found in the archetypal compound
La1−xAxMnO3 at a doping level x ∼ 1/3 with TC of 270 K (Ca substitution),
360 K (Sr) and 330 K (Ba). The manganites show a metal-insulator transition
accompanying the ferromagnetic transition. Ferromagnetic order in the mixed-
valence manganites is induced by the double exchange mechanism proposed by
Zener (1951). The intrinsic resistivity and magnetoresistance will be discussed
in later sections. Replacing Mn by Co, Ni, Fe, ... leads to related families of
oxides, see Goodenough and Longo. Especially the cobaltites show an appreciable
magnetoresistance, see e.g. Yamaguchi et al (1995) for single crystal work. These
oxides will not be discussed here, since extrinsic magnetoresistance effects have not
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Figure 1. Crystal structures of the most important oxides discussed in this review:
(a) perovskite stucture (La0.7Sr0.3MnO3), (b) n = 2 Ruddlesden-Popper phase
(La1.2Sr1.8Mn2O7, MnO6 octahedra are shaded, La/Sr ions are drawn as spheres),
(c) pyrochlore structure (Tl2Mn2O7); (d) rutile structure (CrO2), (e) inverse spinel
structure (Fe3O4, for clarity only a quarter of the unit cell is shown) and (f) double
perovskite structure (Sr2FeMoO6).
been studied in these.
(ii) The Ruddlesden-Popper family of compounds (RE,A)n+1MnnO3n+1 (Moritomo et al
1996, Kimura et al 1996, Battle et al 1996, 1998) crystallize in a tetragonal structure
consisting of vertex sharing MnO6 octahedra infinitely extending in the ab-plane
and having a thickness of n octahedra along the c-axis, see figure 1b. Neighbouring
layers are separated by a rock-salt layer consisting of (RE,A)2O2. The manganites
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can be regarded as the n = ∞ member of the Ruddlesden-Popper series. The
n = 1 member La0.5Sr1.5MnO4 shows charge ordering on the Mn sublattice, but a
significant magnetoresistance was not observed (Sternlieb et al 1996). A colossal
magnetoresistance near the Curie temperature of 126 K was found, however, in
the n = 2 compound La1.2Sr1.8Mn2O7 (Moritomo et al 1996). This compound is
metallic at low temperatures and semiconducting at higher temperatures similar
to the CMR materials. The n = 2 compound Nd1+2xSr2−2xMn2O7 shows a large
magnetoresistance, but ferromagnetism was reported to be absent (Battle et al
1996). The Ruddlesden-Popper compounds have low Curie temperatures not
exceeding 150 K and are, for this reason, not especially interesting for the fabrication
of devices. The n = 2 compound La2−2xSr1+2xMn2O7, however, shows an interesting
anisotropy in the magnetoresistance that might be related to an intrinsic tunnelling
effect. This is further discussed in section 7.
(iii) Tl2Mn2O7 crystallizes in the pyrochlore structure (figure 1c); this compound
also shows a metal insulator-transition and a large intrinsic magnetoresistance
(Shimakawa et al 1996, 1997) near the Curie temperature of about 140 K.
In contrast to the manganites, however, the carrier density is low and
the ferromagnetism arises from the super-exchange interaction between Mn4+
ions. Majumdar and Littlewood (1998a, 1998b) developed a model for the
magnetotransport properties of the pyrochlore based on the assumption of a low
density electron gas coupled to spin fluctuations. The transport properties of
Tl2Mn2O7 will be discussed in more detail in section 3.
(iv) CrO2 is a ferromagnet with a Curie temperature of about 390 K. It crystallizes in
the rutile structure, see figure 1d. This oxide is metallic both above and below
the Curie temperature; the resistivity and magnetoresistance are discussed in later
sections.
(v) Magnetite, Fe3O4, is a ferrimagnetic oxide crystallizing in the inverse spinel
structure (figure 1e) and has the highest Curie temperature, TC = 858 K, of
the magnetic oxides discussed here. It is therefore often viewed as an ideal
candidate for room temperature applications. The temperature dependence of the
resistivity is quite complex, changing from semiconducting to metallic behaviour
slightly above room temperature and back to semiconducting behaviour near the
Curie temperature. The low temperature resistivity and magnetoresistance will be
discussed in later sections.
(vi) Sr2FeMoO6 and Sr2FeReO6 are double perovskite ferromagnets with comparatively
high Curie temperatures of about 420 K and 400 K, respectively (Kobayashi et
al 1998, 1999, Manako et al 1999). The structure is obtained by doubling the
perovskite unti cell, see figure 1f. Cation pairs (Fe,Mo), (Fe,Re) order in a rock-salt-
like fashion. These compounds were investigated in the sixties and seventies (Longo
and Ward 1961, Sleight et al 1962, 1972, Abe et al 1973); interest in these has been
revived, since band-structure calculations indicated a half-metallic state (Kobayashi
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et al 1998, 1999). Often a metallic behaviour of the resistivity is observed (Manako
et al 1999, Kobayashi et al 1999, Asano et al 1999); the resistivity, however,
depends sensitively on the preparation conditions such as annealing and film growth
parameters and semiconducting behaviour is sometimes reported (Kobayashi et al
1999, Asano et al 1999). The magnetic and transport properties will be further
discussed in section 3.
(vii) SrRuO3 is a metal that undergoes a ferromagnetic transition at 165 K (Callaghan
et al 1966, Longo et al 1968, Cao et al 1997). It crystallizes in an orthorhombic
structure. SrRuO3 is regarded as a strongly-correlated d-band metal (Klein et al
1996, Cao et al 1997, Fujioka et al 1997, Okamoto et al 1999) that falls into the class
of “bad metals” (Emery and Kivelson 1995). A “bad metal” is defined as having
an unsaturated resistivity with positive temperature coefficient that exceeds the
Ioffe-Regel limit. The ferromagnetism in SrRuO3 is of itinerant character. The
intrinsic resistivity and magnetoresistance will be discussed in this review in order
to facilitate comparison with the other magnetic oxides.
(viii) There are reports on the resistivity and magnetoresistance of CaCu3Mn4O12 (Zeng
et al 1999) with TC of 355 K, Na0.5Ca0.5Cu2.5Mn4.5O12 (Zeng et al 1998) with
TC of 340 K as well as TbCu3Mn4O12 (TC = 430 K) and CaCu1.5Mn5.5O12
(Troyanchuk et al 1998). Whereas Zeng et al (1998, 1999) describe the
compounds as ferromagnetic, Troyanchuk et al (1998) interpret magnetization data
as consistent with ferrimagnetic order. All compounds show a gradual decrease of
the magnetoresistance in large applied fields from some 10% at low temperature
to zero above TC . Since these compounds are not important in device fabrication,
these will not be further discussed in this review.
(ix) The chalcogenides Fe1−xCuxCr2S4 show a moderate magnetoresistance near the
Curie temperature (Ramirez et al 1997, Yang et al 2000). Theoretical studies of
the electronic structure indicate a half-metallic nature with a gap in the minority
density of states (Park et al 1999). Since this review is focused on oxides, the
interested reader is referred to the original reports.
(x) Stimulated by the intense research on both giant and colossal magnetoresistance,
there have been reports on magnetoresistive phenomena in various compounds that
do not fall in the classes described above. Here only three reports are mentioned,
namely the observation of a large positive magnetoresistance in Ag2Se and Ag2Te
(Xu et al 1997, Chuprakov and Dahmen 1998) as well as in the ferromagnetic
multilayer LaMn2Ge2 (Mallik et al 1997). A discussion of these compounds is
beyond the scope of this review.
(xi) At the end of this list of materials and compounds the case of GdI2 should be
mentioned. GdI2 shows a ferromagnetic transition close to room temperature;
this transition is accompanied by a metal-insulator transition and negative colossal
magnetoresistance, see Ahn et al (2000). This observation is especially intriguing,
since GdI2 is nominally isoelectronic to the superconductor NbSe2. In the
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colossal magnetoresistance manganites the situation is similar: substitution of the
magnetically active Mn by Cu leads from ferromagnetism in La1−xSrxMnO3 to
superconductivity in La2−xSrxCuO4. It would be interesting to search for similar
trends in other material classes that might establish an underlying generic pattern.
2.2. Spin-polarization and half-metallicity
A quantity of fundamental interest for both basic physics and device applications is the
degree of spin-polarization P at the Fermi level. The band-structure of ferromagnets
is spin-dependent and two subbands are found for majority (carrier spin directed
parallel to the magnetization) and minority (spin antiparallel to the magnetization)
carriers, respectively (see Chikazumi 1997). The schematic density of states of a strong
ferromagnet is shown in figure 2(a); here the majority d bands are completely filled. In
the case of an intinerant ferromagnet, within a two-band model, the spin-polarization is
often defined as the normalized difference of the majority (n↑) and minority (n↓) density
of states at the Fermi level, thus
Pn =
n↑ − n↓
n↑ + n↓
. (1)
This definition is somehow related to the definition of the magnetization as the difference
between the integrated majority and minority carrier density, M = µB
∫
(n↑ − n↓)dE,
and often a scaling P (T ) ∝ M(T ) is expected. The spin-polarization defined in this
way might be probed by spin-polarized photoemission.
However, as pointed out by Mazin (1999), the definition of spin-polarization is by
no means unique. Often transport properties are of interest, especially for applications.
In a ferromagnet the majority and minority carriers can be regarded as two parallel
transport channels, see Mott (1936), Campbell and Fert (1982), and a definition of the
spin-polarization in terms of the majority (J↑) and minority (J↓) current densities seems
more appropriate. Within classical Boltzmann transport theory, J↑(↓) ∝ 〈nv2〉↑(↓)τ↑(↓),
where 〈...〉 denotes a Fermi-surface average and τ↑(↓) the relaxation times for majority
and minority carriers, respectively. Assuming a spin-independent relaxation time, one
finds
PJ =
J↑ − J↓
J↑ + J↓
=
〈nv2〉↑ − 〈nv2〉↓
〈nv2〉↑ + 〈nv2〉↓ . (2)
This definition is fundamentally different from the definition in terms of the carrier
densities. In the case of Ni and Fe, Mazin (1999) showed that within local spin density
approximation (LSDA) calculations, these definitions lead to significantly different
values of the spin-polarization.
Within the two-current model, the spin-polarization defined by the majority
and minority currents can be simply related to the majority (ρ↑) and minority (ρ↓)
resistivities:
PJ =
ρ↓ − ρ↑
ρ↓ + ρ↑
. (3)
11
Figure 2. (a) Schematic density of states of a strong ferromagnet and a half-metallic
ferromagnet. (b) Density of states of the elemental ferromagnets Fe, Co and Ni. Co
and Ni are strong ferromagnets, Fe is a weak ferromagnet and shows a significant
d state contribution in the majority spin channel. Adapted from Coey (2001). (c)
Density of states of Sr2FeReO6 as determined by calculations within the local density
approximation (LDA). Sr2FeReO6 is a half-metallic ferromagnet with a gap in the
majority density of states. Adapted from Kobayashi et al (1999).
The channel resistivities can be determined at low temperature from deviations of
Matthiesen’s rule (Fert and Campbell 1968, Campbell and Fert 1982). These depend
on the impurities present in the metal and consequently the spin-polarization can be
tuned by alloying. According to Campbell and Fert (1982) the ratio of the intrinsic
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resistivities µ = ρ↓/ρ↑ characteristic for the host material is µ ≃ 3.6 in Ni and µ ≃ 1 in
Fe. This yields spin-polarization values PJ ≃ 0.56 (Ni) and PJ ≃ 0 (Fe). In contrast,
the spin-polarization values at the Fermi level as calculated by Mazin (1999) are PJ ≃ 0
(Ni) and PJ ≃ 0.2 (Fe). Ziese (2000b) and Zhao et al (2001) tried to develop bulk
probes for half-metallicity in La0.7Ca0.3MnO3 using the anisotropic magnetoresistance
and the temperature dependence of the resistivity, respectively. Both experiments were
consistent with a half-metallic character of the compound.
The archetypal experiments capable of determining the transport spin-polarization
are spin-polarized tunnelling between ferromagnetic contacts and dynamic conductance
of superconductor-ferromagnet contacts. Mazin (1999) analyzed transport through
a superconductor-ferromagnet contact. In the case of ballistic transport without a
barrier, the current through the contact is proportional to 〈nv〉; thus, the ballistic
spin-polarization is defined by
Pv =
〈nv〉↑ − 〈nv〉↓
〈nv〉↑ + 〈nv〉↓ (4)
and does not agree with the spin-polarization Eq. (2) defined via the currents. If a
specular barrier is present, the tunnelling current depends in a more complex way on
both the Fermi velocity and the barrier transparency, and the measured spin-polarization
does not agree with any of the definitions introduced so far. This analysis shows that
experimental values obtained with different techniques relate to different definitions of
the spin-polarization that need not necessarily agree.
The concept of half-metallicity was introduced by de Groot et al (1983) on the
basis of band-structure calculations of Heusler alloys. These calculations showed a
gap in the density of states of minority carriers. Half-metallicity is an independent
particle concept and the inclusion of many-body-effects leads to the appearance of
non-quasiparticle states extending down to the Fermi level, see Irkhin and Katsnel’son
(1994). The density of states of a half-metallic ferromagnet as obtained within an
independent particle calculation is schematically shown in figure 2(b). In this case, the
spin-polarization is P = 1 within any reasonable definition. In subsequent work it was
found that Fe3O4 (P = −1, Yanase and Siratori 1984, de Groot and Buschow 1986,
Pe´nicaud et al 1992, Yanase and Hamada 1999), CrO2 (P = 1, Lewis et al 1997) and
La0.7Sr0.3MnO3 (P = 1, Pickett and Singh 1996, de Boer et al 1997, Livesay et al 1999)
are half-metallic magnets.
Here, some data on the spin-polarization of elemental as well as oxide magnets
are summarized. The spin-polarization was determined by ferromagnet-insulator-
ferromagnet (FIF) tunnelling, ferromagnet-insulator-superconductor (FIS) tunnelling,
Andreev reflection (AR) at a superconductor-ferromagnet interface, spin-polarized
photoemission (SPES) and two-dimensional angular correlation of electron-positron
radiation (2D-ACAR). Here, only spin-polarization measurements using Andreev
reflection will be discussed in greater detail; ferromagnetic tunnelling junctions are
discussed in section 7. For a discussion of ferromagnet-insulator-superconductor
tunnelling, spin-polarized photoemission and 2D-ACAR, the reader is referred to the
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standard literature (Meservey and Tedrow 1994, Eib and Alvarado 1976, West 1995).
Electron transport through a normal metal-superconductor interface for energies
below the superconducting gap ∆ is possible through Andreev reflection. An electron
incident from the normal metal forms a pair with another electron of opposite
momentum and spin and enters the superconductor as a Cooper pair, while a hole
is reflected. This leads to a conductivity enhancement by a factor of two at small
voltages. At large bias voltages, transport is dominated by quasiparticle injection
and the conductance approaches the normal state conductance Gn. In the case of a
ferromagnet-superconductor interface, Andreev reflection is suppressed, since not every
majority electron finds a minority electron with appropriate momentum to form a
Cooper pair. It is evident that the zero bias conductance should vanish in the case
of a half-metallic ferromagnet. It was shown (Soulen et al 1998, Osofsky et al 1999)
that the conductance of a ferromagnet-superconductor interface at zero temperature is
given by
1
Gn
dI
dV
= 2(1− | Pv |) eV ≪ ∆ (5)
with the spin-polarization Pv as defined above. Thus, from the suppression of the
conductance at zero bias the spin-polarization Pv can be determined. This method is
not sensitive to the sign of the spin-polarization. A similar method was proposed and
tested on elemental ferromagnets by Upadhyay et al (1998).
Results of spin-polarization measurements from FIF- and FIS-measurements,
Andreev reflection and spin-polarized photoemission are summarized in table 1 for the
elemental magnets Fe, Co, Ni, Gd, Tb, Dy, Ho, Er and Tm as well as for the oxide
magnets La0.7Sr0.3MnO3, CrO2, Fe3O4 and SrRuO3. Data for alloys can be found in
Meservey et al (1976), Paraskevopoulos et al (1977) obtained by the FIS-technique and
in Nadgorny et al (2000) using Andreev reflection. Although the data show some scatter,
it is clear that CrO2 and La0.7Sr0.3MnO3 have a spin-polarization much larger than that
of elemental ferromagnets. The situation is not clear for Fe3O4, especially since it is
not possible to perform Andreev reflection measurements due to the insulating nature
of magnetite at low temperatures.
Note that the spin-polarization of Fe, Co and Ni as determined from FIS and FIF
measurements is positive. From the band-structure, see figure 2, a negative value is
expected for Co and Ni and is indeed found in spin-polarized photoemission studies.
This discrepancy might be related to the type of bonding at the ferromagnet-insulator
interface or to interfacial scattering and will be discussed in greater detail in section 7.
Monsma and Parkin (2000b) reported an ageing of the spin-polarization of Ni films
as observed in tunnelling studies and related it to chemical processes at the Ni-Al2O3
interface; this observation might explain the discrepancy between their data and the
classical values of Tedrow and Meservey (1971, 1973).
Livesay et al (1998, 1999) used 2D-ACAR in order to determine the projection of
the momentum density and spin density of a La0.7Sr0.3MnO3 crystal along [001]. This
yields information on the Fermi surface topology. Experimental results are in good
14
Table 1. Spin-polarization as determined from ferromagnet-insulator-ferromagnet
(FIF), ferromagnet-insulator-superconductor (FIS) tunnelling, Andreev reflection
(AR) and spin resolved photoemission spectroscopy (SPES) for elemental ferromagnets
and oxide magnets. For FIF and FIS measurements an Al2O3 barrier was used. The
Andreev reflection technique is not sensitive to the sign of the spin-polarization. All
values were measured at low temperatures, i.e. 4.2 K or below, except for the SPES
value of Ni that was measured at room temperature. The photoemission result for CrO2
by Ka¨mper et al (1987) was obtained 2 eV below the Fermi level. The abbreviations
in brackets indicate the reference with MPT80 (Meservey et al 1980), MP00 (Monsma
and Parkin 2000a), WG00a (Worledge and Geballe 2000a), WG00b (Worledge and
Geballe 2000b), M98 (Miyazaki et al 1998), M95 (Moodera et al 1995), Ji01 (Ji et al
2001), V97 (Viret et al 1997a), S99 (Seneor et al 1999), U98 (Upadhyay et al 1998),
S98 (Soulen et al 1998), S95 (Sinkovic´ 1995), R95 (Rampe et al 1995), EA76 (Eib and
Alvarado 1976), P98 (Park et al 1998a), B69 (Busch et al 1969), K87 (Ka¨mper et al
1987) and A75 (Alvarado et al 1975).
Compound FIS FIF AR SPES
Fe +0.45 (MP00) +0.35 (M98) – +0.40 (S95)
Co +0.42 (MP00) +0.34 (M95) 0.37 (U98) −0.4 (R95)
Ni +0.31 (MP00) – 0.32 (U98) −0.3 (EA76)
Gd +0.13 (MPT80) – – +0.05 (B69)
Tb +0.06 (MPT80) – – –
Dy +0.06 (MPT80) – – –
Ho +0.07 (MPT80) – – –
Er +0.05 (MPT80) – – –
Tm +0.03 (MPT80) – – –
La0.7Sr0.3MnO3 +0.70 (WG00a) +0.83 (V97) 0.8 (S98) +0.9 (P98)
CrO2 – – 0.9 (S98) +1.0 (K87)
CrO2 – – 0.96 (Ji01) –
Fe3O4 – −0.5 (S99) – −0.4 (A75)
SrRuO3 −0.095 (WG00b) – – –
agreement with band-structure calculations. Figure 3(a) shows the radial anisotropy
of the [001]-projected momentum density. The measurements are consistent with two
Fermi-surface sheets, namely an electron-like sheet centered at the Γ point and hole-
like sheets centered at the R points. The [001]-integrated spin density is shown in
figure 3(b). The white areas indicate positive spin-polarization; these are located in the
hole-like Fermi-surface cuboids at the R points in agreement with their origin in the
manganese d-bands. These data indicate the complex nature of the spin-polarization in
the manganites.
In conclusion of this section on half-metallic magnets a remark on the saturation
magnetization is added. A stoichiometric, ordered half-metallic ferromagnet or
ferrimagnet must have a saturation moment being an integral number of the Bohr
magneton µB, since the number of electrons per formula unit is an integer and the
number of spin up (or spin down) electrons is also integral due to the gap in either the
majority or the minority band. This argument can be extended to non-stoichiometric
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Figure 3. (a) Radial anisotropy of the [001]-projected momentum density of a
La0.7Sr0.3MnO3 crystal, coming from experiment (top) and band-structure calculation
(bottom). Reproduced from Livesay et al (1999). (b) The spin density in momentum
space as seen by the positron, integrated along the [001] direction from the experiment
(top) and band-structure calculation (bottom). White areas indicate positive spin-
polarization. Unpublished, by courtesy of S B Dugdale.
ferromagnets that accordingly should have a saturation moment equal to the spin-
only moment of the ferromagnetically coupled ions. In agreement with this rule, the
saturation moments are close to 2µB in CrO2 (Cr
4+, 3d2), 4µB in Fe3O4 (Fe
2+, 3d6) and
3.7µB in La0.7A0.3MnO3 (mixture of Mn
3+, 3d4 and Mn4+, 3d3).
3. Intrinsic conductivity and optical properties
As already discussed in section 2, different exchange and transport mechanisms can be
found in magnetic oxides. In this section, the temperature dependent resistivity and
the optical conductivity are discussed and compared to recent theoretical models. The
discussion starts with the itinerant ferromagnet SrRuO3, then turns to a brief review of
the super-exchange ferromagnet Tl2Mn2O7 before presenting data and models for the
double exchange systems La0.7A0.3MnO3 and CrO2. This is followed by a brief discussion
of the double perovskite Sr2MoFeO6 which seems to be an itinerant ferromagnet. At the
end of this section the transport properties of magnetite are analyzed; magnetite is a
strongly correlated ferrimagnet with significant polaronic effects and represents a class of
its own. Since the resistivity depends sensitively on grain boundaries, see later sections,
it is important to perform resistivity measurements on high quality single crystals and
epitaxial films. Since research activity in recent years mainly focused on the colossal
magnetoresistance perovskites, the bulk of this section will be devoted to this system.
Apart from the specific mechanisms relating to the individual systems, the issue
of a minimal conductivity has re-emerged. This is due to the fact that many metallic
16
oxides such as the ferromagnetic compounds discussed here as well as high temperature
superconductors apparently violate the Ioffe-Regel limit (Ioffe and Regel 1960, see also
Mott 1978). This concept is based on the idea that the mean free path ℓ cannot
be smaller than the interatomic spacing a. In order to fix ideas, a simple estimate
that should be valid for SrRuO3 in the paramagnetic phase can be made. SrRuO3 is
particularly interesting, since Shubnikov-de Haas oscillations have been observed at low
temperatures indicating Fermi-liquid behaviour (Mackenzie et al 1998). Assuming a
typical metallic carrier density n ∼ 5× 1027 m−3, a Fermi velocity vF ∼ 105 m/s (Allen
et al 1996) and an interatomic distance a ∼ 2.5 A˚, one finds from Drude theory a
maximal resistivity
ρmax ∼ mvF
ne2a
∼ 300 µΩcm . (6)
SrRuO3 displays at room temperature a resistivity of about 200 µΩcm already close to
the estimated saturation value. Allen et al (1996) measured the resistivity of a SrRuO3
single crystal and found a linear dependence between room temperature and 1000 K
without any sign of saturation up to a resistivity value of 300 µΩcm. Other ferromagnetic
oxides discussed here also show resistivities of the same order of magnitude without any
tendency to saturation.
This behaviour is distinctly different from the resistivity curves found in A-
15 compounds such as Nb3Sn which show an apparent saturation towards a value
ρmax ≃ 150 µΩcm (Wiesmann et al 1977). Fisk and Webb (1976) interpreted this
resistivity saturation in terms of a saturation of the mean free path towards the
interatomic distance in accordance with the Ioffe-Regel limit. The lack of saturation
seen in many oxides motivated Emery and Kivelson (1995) to introduce the term “bad
metal” meaning a system with a positive resistivity coefficient, dρ/dT > 0, and a mean
free path at high temperature smaller than the interatomic distance. These authors
speculated that such systems could not be described within a Fermi-liquid picture with
weak scattering.
A solution to this problem was indicated by Millis et al (1999) investigating
electrons coupled to classical phonons with an arbitrary strong coupling. The resistivity
was calculated within dynamical mean field theory. These calculations show a linear
temperature dependence of the resistivity at small coupling and a linear temperature
dependence with a non-zero offset at large coupling constants; these features are
reminiscent of the saturation behaviour in A-15 compounds. However, a comparison
of the numerical results to second order perturbation calculations shows that at strong
electron-phonon couplings, the scattering rate increases with temperature at a rate
much smaller than that given by perturbation theory. This indicates that the term
“saturation” is a misnomer and that the apparent violation of the Ioffe-Regel limit is
not per se a remarkable feature. Actually, at high temperatures classical diffusion might
be expected leading to a linear temperature dependence of the resistivity according to
the Einstein relation
ρ =
kT
ne2D
, (7)
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where D denotes the diffusion constant.
Although the debate on a minimal metallic conductivity is certainly not exhausted,
the apparent violation of the Ioffe-Regel limit in certain oxides with strongly coupled
electron-phonon systems might not be an experimental smoking gun in regard to exotic
transport theories.
3.1. SrRuO3
SrRuO3 is a strongly-correlated ferromagnetic d-band metal. The Curie temperature in
the bulk is 165 K; for thin films reduced Curie temperatures of 150 K were observed
possibly due to strain effects (Klein et al 1996). Magnetization measurements on single
crystals (Cao et al 1997) showed a magnetic moment of about 1.5µB per Ru
4+ ion.
Within an ionic model, the fivefold degeneracy of the Ru (4d4) states is split by the
octahedral crystalline field due to the O ions into two-thirds occupied t2g and empty eg
levels. Thus, Ru4+ is in a low spin state with an ideal value of the magnetic moment of
2µB. The magnetization does not reach this ideal limit indicating the itinerant character
of the ferromagnetism.
The zero field resistivity was found to increase proportional to T 2 at low
temperatures below about 10 K followed by a further steep increase up to the
ferromagnetic Curie temperature that is marked by a change in slope. Above TC , the
resistivity continues to increase linearly with temperature, see figure 4. The resistivity
increases strongly from residual resistivity values of about 4 µΩcm in high quality films
to about 200 µΩcm at room temperature. Klein et al (1996) reported anomalously
strong spin-scattering as evidenced by a resistivity derivative dρ/dT of SrRuO3 being
much larger than that of iron; these authors speculated that this might be related to
the “bad metal” property.
Band-structure calculations show a gap of about 0.3 eV in the majority density of
states that is only 20 mRy above the Fermi level (Mazin and Singh 1997, Santi and
Jarlborg 1997). Thus, SrRuO3 is close to being a half-metal; Mazin and Singh (1997)
pointed out that this nearly half-metallic character is important for understanding the
transport properties.
Measurements of the optical conductivity indicate deviations from Fermi-liquid
behaviour. Kostic et al (1998) measured σ(ω) for temperatures between 40 K and
250 K. At low temperatures the real part of the optical conductivity was found
to decrease with frequency as ω−1/2, a behaviour that is difficult to reconcile with
standard Fermi-liquid theory predicting ℜ(σ) ∝ ω−2 at comparable frequencies. At
higher temperatures the low frequency conductivity was actually found to increase
with frequency indicating the opening of an optical gap in contrast with the general
characteristics of metals. Accordingly, Kostic et al (1998) concluded that SrRuO3
shows non-Fermi-liquid behaviour and derived frequency dependent scattering times
and effective masses. This work was extended by Dodge et al (2000) who employed
terahertz time-domain and far-infrared spectroscopy to measure the conductivity over
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Figure 4. Resistivity of a high quality SrRuO3 film grown on 2
◦ miscut SrTiO3. The
inset shows that there is a T 2 scattering rate below about 10 K. Reproduced from
Mackenzie et al (1998).
three decades in frequency. The results can be analyzed with a conductivity σ(ω) ∝
(τ−1 + iω)−α yielding an exponent α ≃ 0.4 in contrast to the Drude result α = 1. The
authors conclude that SrRuO3 displays non-Fermi liquid behaviour in the temperature
5 K ≤ T <95 K and investigated frequency regime. At still lower energies, however,
the observation of Shubnikov-de Haas oscillations in the resistivty of SrRuO3 films at
35 mK by Mackenzie et al (1998) strongly suggests a ground state that is actually a
Fermi-liquid. Accordingly, the Fermi-liquid state in SrRuO3 might display some fragility
leading to a breakdown of this concept at energies much lower than in conventional
metals. The carrier mean free path was estimated by Kostic et al (1998) using the
measured scattering times and Fermi velocities derived from band-structure calculations.
At 145 K, the mean free path for majority and minority carriers was found to be about
0.6 nm and 1.2 nm, respectively. These values are comparable to the size of the unit
cell and clearly show that SrRuO3 is a “bad metal”.
Mazin and Singh (1997) argued that there is a strong coupling between
electrons, phonons and magnons that probably produces significant spin-flip scattering.
Furthermore, the Fermi-surface has a complex topology with electron- and hole-like
sheets in each spin channel. Assuming electron-phonon and electron-paramagnon
scattering Mazin and Singh (1997) argued that the resistivity is linear in temperature at
high temperatures with the coefficient proportional to the sum of the coupling constants.
The coupling constants derived from resistivity and specific heat data are in reasonable
agreement in support of the above picture. The change in slope of the resistivity while
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warming through the Curie temperature is explained by a change from electron-magnon
scattering to electron-paramagnon scattering, the latter having a weaker coupling.
The quadratic temperature dependence of the resistivity at low temperatures is due
to electron-magnon scattering, again with an extraordinary large coupling constant.
In summary, the transport properties of SrRuO3 can be qualitatively understood on
the basis of band-structure calculations and Boltzmann transport-theory. This is in
agreement with the general results by Millis et al (1999) on the resistivity of a metal
with strong electron-phonon coupling, see above.
3.2. Tl2Mn2O7
The pyrochlore Tl2Mn2O7 has a Curie temperature of about 140 K with a saturation
magnetic moment of 3µB per formula unit corresponding to a ferromagnetic ordering
of the Mn4+ ions (Shimakawa et al 1997). The transport and magnetotransport
properties are similar to the CMR manganites, namely: metallic transport below TC
crossing over to semiconducting behaviour above TC ; near the Curie temperature a
large magnetoresistance is seen. Typical resistivity data are shown in figure 5(b). These
properties make the pyrochlore interesting in comparison to the manganites, since they,
especially the large magnetoresistance, do not seem to arise from a double exchange
mechanism (Shimakawa et al 1997, Kwei et al 1997, Majumdar and Littlewood 1998a,
1998b, Imai et al 2000).
The carrier density of Tl2Mn2O7 is small of the order of 0.001-0.005 per formula
unit (Shimakawa et al 1996, Raju et al 1994) and depends on temperature and magnetic
field (Imai et al 2000), see figure 5(a). This carrier density is supposed to be too small to
give rise to significant double exchange effects. X-ray and neutron diffraction studies did
not indicate any structural changes near the Curie temperature (Shimakawa et al 1997),
thus ruling out any spin-lattice or charge-lattice coupling. The compound does not show
any significant Jahn-Teller distortion in accordance with the idea that manganese is in
a Mn4+ ionization state which is not Jahn-Teller active. A comparison of the magnetic
and transport properties of A2Mn2O7 pyrochlores with A = Y, Lu, In and Tl shows
ferromagnetic order for all compounds with the Curie temperature varying from 15 K
(Y2Mn2O7 and Lu2Mn2O7) to 140 K (In2Mn2O7 and Tl2Mn2O7). Apart from Tl2Mn2O7
all compounds are insulators. The ferromagnetic ordering was interpreted within a
super-exchange model. According to the Goodenough-Kanamori rules (Kanamori 1958,
Goodenough 1955, 1958) the super-exchange interaction between Mn4+ ions via oxygen
ions is antiferromagnetic for a bond angle of 180◦ and ferromagnetic for a 90◦ bond
angle. The bond angle is near 133◦ in the pyrochlores and therefore in the crossover
region. From the empirical expression
J = J90◦ sin
2 φ+ J180◦ cos
2 φ , (8)
where φ denotes the bonding angle, and using values for Cr3+ (supposed to be similar
to Mn4+), 4S(S + 1)J90◦/k = 380 K, 4S(S + 1)J180◦/k = −420 K, Shimakawa et al
(1999) estimated a small, but positive ferromagnetic super-exchange coupling between
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Figure 5. (a) Temperature dependence of the ordinary Hall coefficient, R0, (right
axis) and the free-electron carrier density, n, (left axis) of a polycrystalline Tl2Mn2O7
sample. Closed circles represent the zero field carrier density and open squares the
carrier density measured at 8 T. Lines are guides for the eye. (b) The electrical
resistivity of the same sample measured as a function of temperature in zero magnetic
field and at 8 T. Reproduced from Imai et al (2000).
the Mn4+ ions. S = 3/2 denotes the Mn4+ spin. This is supposed to lead to the small
Curie temperature in Y2Mn2O7 and Lu2Mn2O7. Electronic band-structure calculations
using the LSDA+U method showed insulating behaviour for Y2Mn2O7 and In2Mn2O7
and metallic behaviour for Tl2Mn2O7 (Shimakawa et al 1999). Hybridisation between
the In(5s), O(2p) and Mn(3d) states in In2Mn2O7 and the Tl(6s), O(2p) and Mn(3d)
states in Tl2Mn2O7 was observed and interpreted as promoting the ferromagnetism,
thus leading to the high Curie temperature of these compounds. The hybridized Tl(6s),
O(2p) and Mn(3d) minority spin band crosses the Fermi level and overlaps with the
valence band. Accordingly, a small free-electron like pocket is created at the Γ point.
These electrons dominate the transport properties, since the up-spin holes near the Γ
point have a very large mass. Band-structure calculations by Singh (1997) using the
linearized augmented plane wave (LAPW) method yielded similar results. Highly spin-
differentiated transport with dominantly minority carriers results. Thus, in the case of
the pyrochlore one has itinerant carriers of mainly Tl–O character interacting with the
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localized Mn4+ moments.
Majumdar and Littlewood (1998a, 1998b) proposed a model of a low density
electron gas coupled to spin fluctuations to account for the properties of Tl2Mn2O7.
The low carrier density leads to large spin-disorder scattering within an itinerant model
in agreement with the experimental results in the metallic phase. Above TC spin
polarons are formed with a strongly field dependent binding energy; the resistivity in
this regime is semiconducting in agreement with experiment. This model was supported
by Mart´ınez et al (1999) and Alonso et al (1999) through measurements of the magnetic
and magnetotransport properties as a function of carrier density in Tl2Mn2−xRuxO7 and
Tl2−xBixMn2O7 substituion series, respectively. Further details on specific models can
be found in a short review by Ventura and Gusma˜o (2001).
3.3. CrO2
CrO2 is the simplest of the half-metallic ferromagnets. Within an ionic model, Cr
4+ (3d2)
ions are ferromagnetically ordered, yielding a magnetic moment of 2µB per formula unit
in agreement with magnetization measurements. The temperature dependence of the
resistivity is similar to that of SrRuO3 and the basic transport mechanisms in both
compounds might be very similar. Band-structure calculations using the local spin-
density approximation (LSDA) (Lewis et al 1997) and LSDA+U (Korotin et al 1998)
indicate half-metallic behaviour with a finite density of states at the Fermi level for
the majority carriers and a gap of about 1.5 eV in the minority density of states. The
bands crossing the Fermi energy are predominantly of O(2p) character; thus, these can
be viewed as charge reservoirs leading to a non-integral occupation of the d-bands,
a mechanism called “self-doping” by Korotin et al (1998). An almost dispersionless
majority spin-band is located about 1 eV below the Fermi energy and is an almost pure
d-band in character. Korotin et al (1998) therefore suggested that the charge carriers in
the extended hybridized p− d states move through localized d-levels near the ion cores
and are polarized by the localized moments through Hund’s rule coupling. This scenario
is very similar to the double-exchange mechanism proposed by Zener (1951); thus, CrO2
might be regarded as a self-doped double-exchange ferromagnet. According to the half-
metallic band structure, the local moment is 2µB in agreement with experiment.
The measured resistivity of CrO2 is indeed metallic above and below the Curie
temperature, see figure 6, which shows the resistivity of a CrO2 film grown on ZrO2
(Suzuki and Tedrow 1998). A change in the slope of the resistivity is discernible near
the Curie temperature of 390 K. Models for the temperature dependence of the resistivity
have been proposed, but remain controversial. Lewis et al (1997) fitted Bloch-Gru¨neisen
functions to the resistivity data of CrO2 single crystals and found good agreement at
temperatures below about 200 K with a reasonable choice of parameters. Suzuki and
Tedrow (1998) reported a quadratic temperature dependence in polycrystalline CrO2
films below about 240 K. Motivated by the band-structure calculations of Lewis et
al (1997), they fitted their data with a model of parallel conduction of metallic and
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Figure 6. Temperature dependence of the resistivity of a CrO2 film grown on ZrO2.
The inset shows the change in slope of the resistivity near the Curie temperature of
390 K. Reproduced from Suzuki and Tedrow (1998).
semiconducting channels. Barry et al (1998) reported a dependence
ρ(T ) = ρ0 + αT
2 exp (−∆/kT ) (9)
indicating a gap ∆ of the order of 7 meV in the excitation spectrum. This gap was
tentatively related to magnon scattering in a half-metallic ferromagnet; since electron-
magnon scattering is a spin-flip process, it is impeded by the gap in the minority density
of states.
Early spin-resolved photoemission experiments on a polycrystalline CrO2 film by
Ka¨mper et al (1987) showed no spectral weight at the Fermi energy, in contrast to the
metallic behaviour of the resistivity. In these experiments nearly 100% spin-polarization
was found 2 eV below the Fermi energy. More recent optical data on CrO2 bulk
polycrystals by Tsujioka et al (1997) show a small but finite density of states at the
Fermi level. Ultraviolet photoemission and X-ray inverse photoemission measurements
show large peaks above and below the Fermi energy that are attributed to Cr d-bands
(Tsujioka et al 1997); the 3d band splitting is about 4.5 eV. The position of the main Cr
peaks is in good agreement with the LSDA+U calculation, whereas the LSDA calculation
yields a peak separation that is clearly too small. This indicates the important influence
of the strong d−d Coulomb interaction on the Cr d-bands. The finite density of states at
the Fermi level, however, indicates that the Cr t2g 3d-bands, being strongly hybridized
with the O(2p) bands, are scarcely influenced by the Coulomb repulsion; these bands
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cross the Fermi level and cause the metallic transport properties. Infrared spectroscopy
shows an interband transition at 3.35 eV that was attributed to excitations across the
minority spin gap and is in agreement with the idea of a half-metallic metal (Singley et al
1999). Yamamoto et al (2000) report temperature dependent features in the absorption
spectra of CrO2 films near photon energies of 0.5, 1.0 and 1.5 eV. The spectral weight
transfer was found to scale with (M/MS)
2 thus indicating a relation of these features
with the spin-polarization. The estimated minority spin gap is 1.5 eV in agreement with
band-structure calculations.
The transport and optical properties of CrO2 were critically discussed by Mazin
et al (1999). These authors suggest that correlation effects are small and doubt the
superiority of LSDA+U calculations over the LSDA method. Mazin et al (1999) indeed
showed that the separation of the Cr d-states depends on the particular method used for
band-structure calculations. The density of states strongly varies near the Fermi level,
thus yielding the calculated carrier density at the Fermi level somewhat uncertain. A
comparison of the specific heat data of Tsujioka et al (1997) and the calculated density of
states yielded comparatively small effective-mass enhancements in the range 1.1 to 2.5.
Mazin et al (1999) suggested that the strong temperature dependence of the resistivity is
not due to electron-magnon scattering, but caused by the strong band-structure changes
due to the coupling to the magnetism, thus leading to enhanced electron scattering by
spin fluctuations. A detailed Fermi surface calculation was also reported by Brener et
al (2000).
3.4. La0.7A0.3MnO3
3.4.1. Resistivity and phase diagram. CMR manganites are oxides of the type
RE1−xAxMnO3, where RE denotes a rare earth and A a divalent, often alkaline earth
element; some studies with alkali element dopings, A = Na, K, ... , however, have been
made. These oxides were first investigated in the early fifties in ceramic form (Jonker
and van Santen 1950, Volger 1954, Wollan and Koehler 1955) and at the end of the
sixties in single crystal form (Morrish et al 1969, Leung et al 1969, Searle and Wang
1969, Oretzki and Gaunt 1970, Searle and Wang 1970). An account of early work can
be found in a review article by Goodenough and Longo. Research started to focus again
on these oxides in the early nineties after the discovery of a large room temperature
magnetoresistance in thin films (von Helmolt et al 1993).
Typical resistivity versus temperature curves for La0.7(Ca1−ySry)0.3MnO3 single
crystals are shown in figure 7. At low temperatures the resistivity is metallic, rising
sharply while going through the ferromagnetic transition and showing semiconducting
behaviour in the paramagnetic phase in the case of Ca doping, whereas the resistivity
in the case of Sr doping remains metallic above the Curie temperature. Accordingly,
the ferromagnetic transition in this compound is accompanied by a metal-insulator
transition as evidenced by the resistivity rise and the negative temperature coefficient
of the resistivity in most compounds above TC . The residual resistivity is rather high
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Figure 7. Typical resistivity versus temperature curves of La0.7(Ca1−ySry)0.3MnO3
single crystals. The anomaly at a temperature of 370 K for the y = 0.45 doping is due
to a structural transition from a low temperature orthorhombic to a high temperature
rhombohedral phase. After Tomioka et al (2001).
with values between 40 and 200 µΩcm.
The CMR manganites crystallize in the perovskite structure as shown in figure 1(a).
In the ideal perovskite structure the bond lengths between the A and Mn cations and
the O anions have the ratio 〈A−O〉/〈Mn−O〉 = √2, see figure 1(a). In an ionic model
the bond lengths are mainly determined by the ionic radii. As a measure of deviation
from the ideal perovskite structure it is customary to define a tolerance factor by
tol =
〈A−O〉√
2〈Mn−O〉 . (10)
Note that the tolerance factor depends on both temperature T and hydrostatic pressure
p; usually d(tol)/dT > 0 and d(tol)/dp < 0 (Goodenough 1999). A tolerance factor
tol < 1 as found in the CMR manganites of interest in this review, places the Mn–O
bonds under compression and the A–O bonds under tension. The arising stresses are
alleviated by a cooperative rotation of the MnO6 octahedra (Goodenough 1997). This
leads to a bending of the Mn–O–Mn bond with a decrease of the bond angle from 180◦
to (180◦−φ). The cubic structure is distorted to orthorhombic symmetry by cooperative
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rotations around [110] and to rhombohedral by rotations around [111] (Goodenough and
Longo).
Much interest has been devoted to the CMR manganites, since these display
a diversified phase diagram. The phase diagram obtained from magnetization and
resistivity measurements on polycrystalline La0.7Ca0.3MnO3 samples by Schiffer et al
(1995) is shown in figure 8(a). This phase diagram was obtained at constant tolerance
factor. On doping with Ca the A-type antiferromagnetic, insulating parent compound
LaMnO3 becomes a ferromagnetic insulator for x < 0.15 and a ferromagnetic metal
for 0.2 < x < 0.5, before entering a G-type antiferromagnetic, insulating phase for
x > 0.5. Colossal magnetoresistance appears in the doping range 0.2 < x < 0.5 close
to the ferromagnetic transition. The Curie temperature is maximal near x = 0.3.
More detailed phase diagrams showing structural transitions, charge-ordered phases
etc. can be found e.g. in Yamada et al (1995) and Goodenough (1999). Here the phase
diagram will not be further discussed in detail, since the materials of interest for extrinsic
magnetoresistance effects are found near a doping of x = 0.3.
In figure 8(b) the phase diagram at constant doping x = 0.3 is shown as a
function of tolerance factor. In the range of tolerance factors 0.91 ≤ tol ≤ 0.93 a
dramatic increase of the Curie temperature was found followed by a slow decrease in
the range 0.93 ≤ tol ≤ 0.95 (Hwang et al 1995, Fontcuberta et al 1996). This has
been attributed to a band narrowing on decrease of the tolerance factor. This band
narrowing weakens the ferromagnetic double exchange interaction and, in turn, the
antiferromagnetic super-exchange interaction might gain in importance. This issue will
be further discussed below. In addition to the dependence on the tolerance factor, the
Curie temperature of (RE0.7A0.3)MnO3 perovskites at constant tolerance factor shows
a strong linear dependence upon the variance of the A site cation radius distribution
σ2 = 〈r2A〉−〈rA〉2 (Rodriguez-Martinez and Attfield 1996). This might lend some support
to localization models, see below.
The saturation magnetic moment at a doping x = 0.3 is near 3.7µB (Jonker and
van Santen 1950); within an ionic picture this corresponds to the spin-only moments of
ferromagnetically aligned 70% Mn3+ and 30% Mn4+ ions.
3.4.2. Theoretical models.
Band-structure. A fundamental problem arising in the study of the transport
mechanism is about the nature of the carriers. These are most often assumed to be
of Mn 3d character and the underlying transport mechanism is double exchange; there
are, however, some suggestions that the CMR manganites are doped charge-transfer
insulators. Although this matter has not been fully resolved, agreement emerges that
double exchange is a basic ingredient for any model. Here I will mainly focus on these
double-exchange models and modifications due to polaronic effects.
In this context it is informative to look at band-structure calculations. Within
the local spin density approximation (LSDA) the electronic structure of the parent
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Figure 8. (a) Phase diagram as a function of doping at constant tolerance factor tol ≃
0.918 obtained from magnetization and resistivity measurements on polycrystalline
La1−xCaxMnO3 samples. This phase diagram gives an overview over some of the
main features found in the CMR manganites. At low temperature, the system evolves
on doping from an A-type antiferromagnet over insulating and metallic ferromagnetic
phases into an insulating G-type antiferromagnet. TN denotes the Ne´el, TC the Curie
temperature of the antiferromagnetic and ferromagnetic phases, respectively. After
Schiffer et al (1995). (b) Phase diagram at constant doping x = 0.3 als a function of
tolerance factor. At a critical tolerance factor of about 0.907 the manganites become
metallic at low temperature. After Hwang et al (1995).
compound LaMnO3 was found to be an antiferromagnetic insulator in the orthorhombic
phase (Sarma et al 1995, Satpathy et al 1996). The states near the top of the valence
band are of Mn 3d character; accordingly LaMnO3 appears as a Mott-Hubbard insulator.
On hole doping, band-structure calculations using LSDA (Pickett and Singh 1996, de
Boer et al 1997, Livesay et al 1999) indicated a half-metallic character with a gap
of about 2 eV in the minority spin-band. Two Fermi-surface sheets were found in the
majority band, namely an electron-like sphere at the Γ point and hole-like cuboids at the
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R point derived from the Mn 3d states. This Fermi-surface topology was corroborated
by 2D-ACAR measurements (Livesay et al 1999), see section 2. On the other hand,
LSDA+U (Satpathy et al 1996) as well as Hartree-Fock (Su et al 2000) calculations
also yield an antiferromagnetic insulating ground state for LaMnO3, but this time the
states near the top of the valence band are of O(2p) character indicating a charge-
transfer insulator. It seems most probable that the Mn(3d)–O(2p) hybridization in the
majority spin band is quite strong, but that the 3d nature of the carriers is dominant
such that a double-exchange picture applies.
Classical double exchange. The transport behaviour, especially the simultaneous
ferromagnetic and metal-insulator transition, can be understood within the double-
exchange model proposed by Zener (1951) and further developed by Anderson and
Hasegawa (1955), de Gennes (1960), Searle and Wang (1970) and Kubo and Ohata
(1972).
In the perovskite structure the Mn ions are located on a simple cubic lattice,
whereas oxygen ions occupy the centers of the cube edges and the rare earth ion or
divalent dopant are located at the cube center. Thus, the Mn ions are in an octahedral
oxygen coordination and, in the ideal structure with tol = 1, the Mn–O–Mn bond
angle is 180◦. This leads to a crystal-field splitting of the Mn(3d) orbitals into low-
lying t2g and energetically higher eg levels. Within the double-exchange model it is
assumed that charge transport occurs on the Mn–O sublattice, whereas the rare earth
and earth alkaline ions act only as a charge reservoir. In the parent compound LaMnO3,
the manganese ion is in a trivalent oxidation state Mn3+ with electronic structure 3d4.
According to Hund’s rules three electrons occupy the t2g levels and are coupled into a
core spin S = 3/2 by the strong intra-atomic Hund’s rule coupling. The fourth electron
occupies one of the energetically degenerate eg orbitals. Mn
3+ is known to be a strong
Jahn-Teller ion and an orthorhombic distortion of the cubic perovskite lattice is indeed
found in LaMnO3.
On doping with a divalent ion on the rare earth site, i.e. RE1−xAxMnO3, the
manganese ions become mixed valent with manganese fractions x in the tetravalent
state Mn4+ (3d3) and (1−x) in the trivalent state Mn3+ (3d4). Zener (1951) considered
a cluster formed from an oxygen and two Mn ions, one in the trivalent and one in the
tetravalent state. The basic idea of double exchange is that the configurations Mn3+–
O–Mn4+ and Mn4+–O–Mn3+ are degenerate leading to a delocalization of the hole on
the Mn4+ site:
t32ge
1
g −O − t32ge0g ↔ t32ge0g −O − t32ge1g . (11)
The transfer of a hole occurs simultaneously from Mn4+ to O and from O to Mn3+; this
process is a real charge transfer process and involves overlap integrals between Mn and O
orbitals. Due to the strong Hund’s rule coupling energy JH , Zener (1951) suggested that
the hole transfer is only possible for parallel orientation of the core spins. This yields the
observed simultaneous occurrence of metallic conductivity and ferromagnetism. Zener
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(1951) made a rough estimation of the conductivity based on Einstein’s relation and the
diffusion constant of a hole located at a Mn4+ site.
Anderson and Hasegawa (1955) considered this three ion cluster in more detail
and calculated the transfer matrices and energy levels. They showed that the effective
hopping matrix element is given by t cos(Θ/2) within a classical treatment of the core
spins, where Θ denotes the angle between the core spins and t is the transfer integral.
De Gennes (1960) was the first to formulate the double exchange problem for a
lattice and to derive a band model for the motion of holes. An antiferromagnetic super-
exchange interaction competes with the ferromagnetic double-exchange interaction; de
Gennes (1960) predicted that this can lead to spin canting at low doping levels x. Some
evidence, however, suggests that phase separation into ferro- and antiferromagnetic
regions occurs at low dopings and the canted state is not observed; this is further
discussed below. It was shown that antiferromagnetic interactions lower the Curie
temperature and may lead to discontinuous transitions (Alonso et al 2001) as was
observed experimentally in the series La0.7A0.3MnO3 with A = Sr, Ba, Ca by Mira
et al (1999) and Ziese (2001a); see also the discussion on phase separation. De Gennes
(1960) further considered localized and self-trapped carriers and showed that these give
rise to a local distortion of the spin system. This is the situation of spin-polarons to be
discussed below.
The resistivity as a function of temperature was calculated within the double-
exchange model by Kubo and Ohata (1972), Calderon et al (1999a) and Ishizaka and
Ishihara (1999). These calculations yield a metallic state above and below the Curie
temperature. This is in contrast to the experimental results on various manganite
systems, since semiconducting behaviour of the resistivity is found in all systems except
for La0.7Sr0.3MnO3. Since the band-structure assumed in the double exchange model
is half-metallic, first order electron-magnon scattering is strictly forbidden. Kubo and
Ohata (1972) calculated the low temperature resistivity due to second order electron-
magnon processes and found a contribution proportional to T 9/2. An analysis of
resistivity data in terms of power law contributions yields an acceptable description
with the resistivity given by
ρ = ρ0 + ρ9/2T
9/2 + ρ2T
2 (12)
up to about half the Curie temperature (Schiffer et al 1995, Snyder et al 1996). In
addition to the second order electron-magnon scattering term ρ9/2T
9/2, a second term
ρ2T
2 appears that might be attributed to electron-electron scattering. Jaime et al
(1998) argued that the coefficient ρ2 is much too large as to arise from electron-electron
scattering; it is more likely to be due to first order electron-magnon scattering that
becomes allowed at finite temperature due to a thermally populated minority band.
Furukawa (2000) proposed an unconventional one-magnon scattering process in
half-metals that goes beyond the rigid band approximation and takes into account spin
fluctuations; this leads to a T 3 power law of the low temperature resistivity. Caldero´n
and Brey (2001) considered this process in more detail and identified a T 3/2 power law
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dominating the T 3 response at low temperatures. For a further discussion of the low
temperature resistivity see the paragraphs on localization and bi-polaron models.
Including electron-phonon coupling. Most researchers agree that double exchange is
the basic mechanism underlying the transport properties of the manganites; it seems,
however, not to be sufficient to explain the experimental results, especially the colossal
magnetoresistance discussed in the following section. Millis et al (1995) were among the
first to promote the idea that “double exchange alone does not explain the resistivity of
La1−xSrxMnO3”. Their argument hinges mainly on an estimate of the Curie temperature
in a pure double exchange model; this turns out to be an order of magnitude too large.
Moreover, Millis et al (1995) calculated the resistivity within the double exchange model
including spin fluctuations and found a resistivity decrease below TC and a positive
magnetoresistance above TC , both features in contradiction to the experimental results.
It has to be noted, however, that this calculation does not agree with the results of Kubo
and Ohata (1972), Caldero´n et al (1999a) as well as Ishizaka and Ishihara (1999). Millis
et al (1995, 1996a, 1996b, 1996c) proposed that the electron-phonon coupling due to
the dynamic Jahn-Teller distortion has to be included. This leads to the localization of
conduction band electrons as small polarons (Holstein polarons, see Holstein 1959) above
the Curie temperature. The basic idea is that transport in the manganites is determined
by a competition between “self-trapping” of small polarons and delocalization due to the
ferromagnetic ordering. If Ep denots the polaron binding energy and teff the effective
hopping matrix element, then a dimensionless measure of the electron-phonon coupling
can be introduced as
λ = Ep/teff . (13)
If λ is larger than a critical value, the electrons are “self-trapped” as small polarons. On
cooling through the Curie temperature, the hopping matrix element teff is enhanced by
the double exchange interaction and a polaron unbinding transition is induced.
Strong experimental evidence for small polaron formation comes from resistivity
(Snyder et al 1996, Ziese and Srinitiwarawong 1998), thermopower (Jaime et al 1996,
Palstra et al 1997), Hall effect (Jaime et al 1997), optical conductivity (Quijada et al
1998), mobility (Wang et al 1999), neutron scattering (Adams et al 2000, Dai et al 2000,
Zhang et al 2001), volume thermal expansion (de Teresa et al 1997), nuclear magnetic
resonance (Allodi et al 1998, Kapusta et al 1999), a large isotope effect (Shengelaya et al
1996, Zhao et al 1997, Babushkina et al 1998, Franck et al 1998, Zhou and Goodenough
1998), X-ray absorption fine structure spectroscopy (Booth et al 1998, Lanzara et al
1998) as well as Raman scattering (Yoon et al 1998, Bjo¨rnsson et al 2000).
Calculations of the Curie temperature within a model including both double
exchange and electron-phonon interactions (Millis et al 1996a, 1996c) yielded results
in agreement with experimental findings. The calculated Curie temperature decreases
significantly with the electron-phonon coupling. The resistivity as a function of
temperature displayed a metal-insulator transition at the Curie temperature for strong
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electon-phonon coupling. This transition is accompanied by a large magnetoresistance.
ρ(T ) in the paramagnetic phase can be tuned from semiconducting to metallic behaviour
with decreasing electron-phonon coupling strength. The optical conductivity shows a
Drude peak in the ferromagnetic phase, whereas σ(ω) → 0 at low frequencies in the
paramagnetic region. Moreover, above the Curie temperature a broad maximum in
σ(ω) appears due to transitions between the Jahn-Teller split eg levels. The agreement
with experiment is quite encouraging and indicates that this model contains the essential
physics.
Narimanov and Varma (2001) determined the properties of the double exchange
model coupled to phonons as a function of the electron-lattice coupling. Here also a
competion between the itinerancy of electrons and localization due to polaron formation
is found. If the elecron-lattice coupling is larger than the bandwidth, the ferromagnetic
transition is first order; in this case the lattice distortions present in the paramagnetic
phase abruptly vanish below the Curie temperature. In the opposite limit of a small
electron-phonon coupling, the transition is second order and lattice distortions in the
paramagnetic phase are very small. This is consistent with observations of a diffuse
component in neutron scattering experiments (Lynn et al 1996). Furthermore, within
this model a strong dependence of the Curie temperature on the ion mass is found in
agreement with the isotope effect.
Spin polarons. Ro¨der et al (1996), see also Zang et al (1996), investigated a similar
model of double exchange with a coupling of the charge carriers to longitudinal optical
phonons due to the Jahn-Teller effect. Since both the static and dynamic Jahn-Teller
effect split the eg degeneracy, the model was solved using mean-field theory in a single
orbital approximation valid for dopings x < 0.5. The Curie temperature was found to
be considerably reduced by the electron-phonon coupling in agreement with the results
of Millis et al (1996a). The effective kinetic energy Keff shows an abrupt decrease as
a function of the electron-phonon coupling constant due to “self-trapping” of charge
carriers into a small polaronic state. The small polaron has spin character as evidenced
by the temperature dependence of the numerically calculated spin-distribution. Strictly
speaking, “self-trapping” is impossible in a model with translational invariance and there
should always be polaronic band conductivity (Friedman 1964); however, small polarons
might be localized by charge fluctuations if the polaronic bandwidth is narrow. Within
this model, the metal-insulator transition is due to an abrupt unbinding of “self-trapped”
spin-polarons as the effective kinetic energy is increased by the onset of ferromagnetic
order. This transition is promoted by an applied magnetic field in qualitative agreement
with experimental data.
The model of Ro¨der et al (1996) is a discrete version of a continuum model for the
thermally induced abrupt shrinking of a donor state in a ferromagnetic semiconductor as
proposed by Emin and coworkers (Emin et al 1987, Hillery et al 1988, Emin and Holstein
1976). These models were developed in order to understand the sharp metal-insulator
transition observed in ferromagnetic semiconductors such as non-stoichiometric EuO. In
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these an impurity band forms and consequently the charge-carrier density is low. Main
ingredients of the model are an intra-atomic exchange interaction as well as a short-range
electron-phonon coupling. The strength of the electron-phonon interaction is assumed
to be close to the critical value for “self-trapping” such that some additional mechanism
like spin fluctuations might tip the balance and lead to the localization of small polarons
in the paramagnetic phase. On cooling through TC the onset of ferromagnetic ordering
triggers an abrupt expansion of the small polaronic state. This model is in agreement
with data on EuO (Oliver et al 1970, Penney et al 1972) and might have some relevance
for CMR (Ziese and Srinitiwarawong 1998).
Vibronic states. The strong increase in the Curie temperature with tolerance factor
above a critical value tolc, see figure 8(b), and with doping above x > xc ∼ 1/8, see
figure 8(a) was addressed by Goodenough and co-workers within a vibronic state model.
The basic idea is best illustrated for data as function of tolerance factor and is as
follows (Goodenough 1997, 1999): below a critical tolerance factor tolc the perovskite
structure is distorted by static Jahn-Teller displacements of the O ions into an O’-
orthorhombic symmetry (c < a
√
2). The eg orbitals show long range order and the
manganites are antiferromagnetic or weakly ferromagnetic insulators in this regime
(Zhou and Goodenough 1998). The decisive role of cooperative Jahn-Teller deformations
in stabilizing orbital ordering and the A-type antiferromagnetic structure was confirmed
in a theoretical study (Capone et al 2000). Above tolc the structure changes to
O-orthorhombic (c > a
√
2) and the Curie temperature increases drastically by over
200 K. Goodenough argues that in this region the cooperative oxygen displacements are
dynamic. In this regime the transport properties change from insulating to metallic. In
view of the strong electron-lattice coupling, this transition might be understood if the
coupling between orbitals and vibrational modes, both of eg symmetry, is studied in more
detail. Double exchange within a Mn4+–O–Mn3+ cluster, see equation (11), occurs with
a hole transfer time τh. If there are dynamic cooperative oxygen displacements with
accompanying orbital reorientations, the holes will not be delocalized over the whole
crystal, since the transitions are only possible along bridges with occupied eg orbitals
parallel to the Mn4+–O–Mn3+ bond. If the vibration period is long, ω−10 ≫ τh, a hole is
only delocalized on a Mn pair; this is called a Zener polaron. It will be itinerant as soon
as the molecular orbital reorientation time τr is of the order of the vibration period.
With the estimate τr ≃ (∆JT/W )ω−10 , where W is the elctronic bandwidth and ∆JT
the Jahn-Teller-stabilization energy, one obtains the following conditions for itinerancy
(Goodenough 1999, Goodenough et al 1961):
∆JT ≪ ~ω0 ≪W . (14)
For a (180◦−φ) Mn–O–Mn bond angle the bandwidth is obtained within a tight-binding
model as (Goodenough 1999)
W ∝ cos(φ) cos(Θ/2) , (15)
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where Θ is the angle between adjacent core spins. Moreover, the phonon frequency ω0
will also depend on φ. Thus, within this vibronic state model, the strong increase of
the Curie temperature and the electron delocalization might be attributed to both an
increase in the bandwidth or a decrease in ω0. The isotope effect puts a more vital role
on changes in ω0. A larger oxygen mass MO softens the breathing mode ω0 ∝ M−1/2O
and drives the system towards static oxygen displacements and the O’-orthorhombic
structure.
Since the transport properties change from insulating to metallic in this crossover
regime, one might use the virial theorem to obtain a clue towards the interplay
between lattice and electronic properties (Goodenough 1992, Archibald et al 1996).
For spherically symmetric potentials decaying algebraically as V (r) ∝ r−n the virial
theorem relates the mean kinetic energy 〈T 〉 to the mean potential energy 〈V 〉:
2〈T 〉+ n〈V 〉 = 0 . (16)
If the kinetic energy is diminished by electron delocalization, the absolute value of the
potential energy |〈V 〉| has to decrease accordingly. Since the relevant electrons occupy
antibonding eg states, a shortening of the 〈Mn − O〉 bond produces such a decrease
in |〈V 〉|. If the electronic system undergoes a discontinuous metal-insulator transition,
the volume change must be discontinuous and the 〈Mn − O〉 bond distribution shows
a double well potential. Therefore, such a system is likely to undergo phase separation
into hole-rich and hole-depleted regions. Rivadulla et al (2001) studied the evolution of
magnetization and Jahn-Teller vibrational anisotropy as a function of Mn–O–Mn bond
angle. At a critical bond angle (∼ 159◦) the vibrational anisotropy changes between two
degenerate Jahn-Teller modes and the saturation moment changes drastically. Phase
separation might arise from a spatial variation of the vibrational anisotropy over the
sample.
Evidence for this model, especially for dynamic Jahn-Teller distortions comes from
measurements of the pressue dependent resistivity and thermopower of La1−xSrxMnO3
(x = 0.12, 0.15) single crystals (Zhou et al 1997) and 16O/18O oxygen isotope exchanged
(La1−xNdx)0.7Ca0.3MnO3 samples (Zhou and Goodenough 1998) as well as from thermal
conductivity measurements on La1−xSrxMnO3 crystals (Zhou and Goodenough 2001).
A discontinuous change in the Curie temperature of a La0.86Sr0.14MnO3 crystal as a
function of pressure at p = 3 kbar was interpreted as a transition from vibronic
to metallic ferromagnetism (Zhou and Goodenough 2000). Further evidence comes
from resistivity and thermopower measurements on a LaMnO3 single crystal above the
orbital ordering temperature TJT = 750 K (Zhou and Goodenough 1999) and from a
comprehensive study of the phase diagram of La1−xSrxMnO3, 0 ≤ x ≤ 0.35 melt grown
samples (Liu et al 2001). The vibronic model was originally proposed to explain the
magnetic properties of LaMn1−xGaxO3 (Goodenough et al 1961) and was verified by
thermal conductivity, magnetization and ac-susceptibility measurements on this system
under pressure (Zhou et al 2001).
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Localization. The models discussed so far stress the importance of polaronic effects due
to the strong electron-lattice coupling. In another class of models proposed by Kogan
and Auslender (1988, 1998), Kogan et al (1999), Coey et al (1995), Varma (1996), Viret
et al (1997b) and Wagner et al (1998), Anderson localization of the charge carriers due
to spin fluctuations above TC (and charge fluctuations due to the doping disorder) is
supposed to cause the semiconducting behaviour in the paramagnetic regime as well as
the metal-insulator transition at the Curie temperature. Kogan and Auslender (1988,
1998) showed that spin fluctuations localize charge carriers leading to a shift in the
mobility edge as a function of the fluctuation strength. Accordingly, the metal-insulator
transition occurs, when the mobility edge crosses the Fermi level. Kogan and Auslender
(1988) found for the resistivity the expression
ρ = ρ0 exp
[
1− 〈~S0 · ~S1〉/S2
1 + 〈Sz〉/S
W
4kT
]
, (17)
where ρ0 is a constant, 〈~S0 · ~S1〉 the spin-correlator for spins of magnitude S, 〈Sz〉
the mean spin-component along the magnetic field direction and W the bandwidth.
This model is in quantitative agreement with data on the ferromagnetic semiconductor
Cd0.99In0.01Cr2Se4 (Kogan and Auslender 1988). Kogan and Auslender (1998) and Li et
al (1997a), however, pointed out that such models are likely to apply only to low density
materials. Indeed, it can be shown that electronic states near the band center of a
double exchange ferromagnet are delocalized irrespective of the disorder strength. Since
the manganites have a metallic carrier density of about one hole per unit cell (Jakob
et al 1998, Matl et al 1998, Asamitsu and Tokura 1998, Ziese and Srinitiwarawong
1999), localization models might not explain the magnetotransport properties of these
compounds. Wang and Zhang (1999) calculated the temperature dependent resistivity
of a nearly half-metallic ferromagnet with Anderson localized minority carriers. These
authors found a temperature dependence
ρ = ρ0 + ρ5/2T
5/2 (18)
above some cross-over temperature that was estimated to about 60 K. Below this
temperature the resistivity follows a T 3/2–law. Equation (18) is also in good agreement
with experimental data below about TC/2 (Ziese 2000b).
Bi-polaron models Alexandrov and Bratkovsky (1999a, 1999b, 1999c, 1999d) proposed
a model based on the bi-polaron unbinding transition in order to explain the
magnetotransport properties of the manganites. Based on results of electron-energy-loss
spectroscopy (EELS) measurements on La1−xSrxMnO3 films showing a significant O(2p)
hole density (Ju et al 1997), Alexandrov and Bratkowsky (1999a, 1999b) concluded that
the manganites are charge-transfer-type doped insulators with O(2p) holes. The holes
in the O(2p) band are supposed to form bi-polarons immobilized by the strong electron-
phonon interaction. If a pair of holes is localized on a single O ion, a singlet state
forms; the exchange interaction with local Mn(3d4) moments leads to a pair-breaking of
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these singlets. Accordingly, the polaron density decreases in the paramagnetic phase on
cooling due to a gradual condensation into bi-polarons. At the Curie temperature the
instability of the bi-polarons caused by the exchange interaction leads to a sharp polaron
density increase. Numerical calculations show a large effect of an applied magnetic
field on the polaron density consistent with a large magnetoresistance. The competing
energy scales driving the metal-insulator transition in this model are the bi-polaron
binding energy and the exchange interaction. In contrast to the preceding models which
predicted a large mobility increase when entering the ferromagnetic state, this model
predicts a carrier-density collapse at the Curie temperature. Hall-effect measurements
usually show small carrier-density variations near the ferromagnetic transition (Matl et
al 1998, Jakob et al 1998, Ziese and Srinitiwarawong 1999) and large mobility variations
in contradiction to the model. Moreover, the EELS measurements are very sensitive to
surface contamination and have to be treated with some care, since significant oxygen
condensation can occur even at quite low pressures. Zhao et al (2000a, 2000b) analyzed
the temperature dependence of the resistivity and found evidence for small polaron
transport in the ferromagnetic phase and bi-polaron formation above TC . The low
temperature resistivity can be excellently modelled by band transport of small polarons
with
ρ(T ) = (~2/ne2a2t) (Aω0)/ sinh
2(~ω0/2kBT ) . (19)
Here a denotes the lattice constant, n the carrier density, t the hopping integral, ω0
an optical phonon frequency and A is a constant. It has to be noted, however, that
this expression also holds true for small polarons derived from Mn(3d) states. In
further work, Alexandrov et al (2001) presented evidence for a polaronic Fermi liquid in
optimally doped manganites from studies of the resistivity and thermopower of oxygen
isotope-exchanged thin films. Here the effective carrier mass m∗ is renormalized due
to the strong electron-phonon interaction and depends on the ion mass according to
m∗ = m exp(A/ω), where m denotes the bare band mass. From an experimental
point of view, the polaronic liquid scenario yields a much better description of the
low temperature resistivity behaviour than any of the power laws found within double
exchange or localization models (Zhao et al 2000a, Ziese unpublished).
Phase separation and percolation. In studies of CMR manganites the issue of phase
separation has emerged, especially in the regime of low dopings x or small tolerance
factor. Phase separation in manganites is discussed in detail in a review by Dagotto et
al (2001); here the presentation will be restricted to some general ideas.
The issue of phase separation in manganites is not new. Already the first
extensive neutron study of La1−xCaxMnO3 by Wollan and Koehler (1955) reported
the co-existence of ferromagnetic and A-type antiferromagnetic reflections in non-
stoichiometric LaMnO3 (14, 18 and 20% Mn
4+) and in La0.89Ca0.11MnO3. The authors
concluded: “The fact that the magnetic measurements show the (200) and (220)
ferromagnetic reflections to be field sensitive and the superstructure reflections (100)
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and (210) to be unaffected by the field is strong evidence in favour of accounting for
the overall magnetic structure of samples in this composition range as consisting of an
incoherent mixture of ferro- and antiferromagnetic regions or domains.” Astonishingly
enough, this major experimental work was published five years before the theoretical
work of de Gennes (1960) who interpreted the spin structure at low dopings as a
canted antiferromagnet. Within de Gennes’ model the spontaneous magnetization at
low doping is proportional to the doping (de Gennes 1960). Khomskii (2000) pointed
out that the electron energy in this approximation is given by E = E0 − t2/JHx2 such
that ∂2E/∂x2 < 0 and accordingly the compressibility is negative. This indicates the
instability of the canted state and a tendency to phase separation; for more detailed
arguments see Kagan et al (1999) and Arovas and Guinea (1998). This discussion is far
from being settled, see e.g. the magnetization data by Geck et al (2001) that support
evidence for a canted antiferromagnetic state in La0.94Sr0.06MnO3 single crystals.
Intimately related to the concept of phase separation is the idea of percolation
of insulating and metallic regions. A percolation mechanism for the metal-insulator
transition was proposed by Bastiaansen and Knops (1998). Starting from a half-
metallic band-structure, where electrons can propagate only in magnetic domains
with the magnetization parallel to the electron spin, the metal-insulator transition
temperature corresponds to the percolation threshold for magnetic domains. Above TC
both majority and minority carriers percolate leading to a resistivity decrease. Monte-
Carlo simulations of resistor networks within the Ising model including nearest neighbour
and next-nearest neighbour bonds yielded qualitative agreement with experimental data
concerning both the temperature variation of the resistivity and the influence of a
magnetic field (Bastiaansen and Knops 1998). Since this model does not take into
account the gradual spin precession in the rather thick domain walls, it is unlikely to
capture the essential physics of the manganites. However, in the light of recent results
on phase separation (Moreo et al 1999), percolation of metallic and semiconducting
regions might occur near TC , especially in compounds with a low Curie temperature.
The manganites have a tendency to segregate into hole-rich ferromagnetic metallic and
undoped antiferromagnetic insulating regions. These might coexist near the metal-
insulator transition, such that the resistivity below TC is determined by percolating
metallic regions. Scanning-tunnelling microscopy studies of LCMO single crystals and
films revealed the coexistence of metallic and semiconducting regions on length scales
of several 10 nm (Fa¨th et al 1999). The application of a magnetic field leads to
the reversible growth of metallic regions. The origin of this phase separation is not
fully understood, since a separation into differently charged regions is energetically
unfavourable due to the long range Coulomb interaction. Therefore, the experimental
findings might be related to structural disorder like twinning, variation of the oxygen
content or cation disorder (Fa¨th et al 1999). Uehara et al (1999) reported a percolation
transition in La5/8−yPryCa3/8MnO3 as evidenced by electron microscopy. In this sytem
phase separation into metallic ferromagnetic and charge-ordered insulating domains
occurs on a sub-micrometer scale. This phase separation is not of a charge-segregation
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type, but is one between the optimally doped ferromagnetic and x = 1/2 charge-ordered
states. This explains the large length scale of about 0.5 µm observed for the domains.
Mayr et al (2001) modelled the resistivity of manganites by a random resistor
network, based on the idea of phase separation between metallic and insulating
regions. Near percolation small magnetic fields induce large changes in the resistivity
in agreement with experiment. Weiße et al (2001) propose a two-phase scenario of
competing ferromagnetic metallic and insulating polaronic phases; the balance between
these two phases can be tuned by the variation of various parameters. The magnetization
exhibits a first order transition which is consistent with the neutron scattering data of
Lynn et al (1996) and the magnetization data of Mira et al (1999) and Ziese (2001a).
Dzero et al (2000) apply percolation theory to study the phase diagram at low dopings
x. Modelling the metallic phase as a two-band Fermi liquid and the insulating phase
as a band insulator, they arrive at a transition from the antiferromagnetic insulating to
the metallic ferromagnetic state at x ≃ 0.16.
Magnetoimpurity theory. The magnetoimpurity theory developed by E. L. Nagaev
(see Nagaev 2001 and references therein) treats the manganites as specific examples
within the more general class of ferromagnetic semiconductors. According to this
model the mechanism underlying the resistivity maximum at the Curie temperature
and CMR should be essentially the same in the manganites as in other ferromagnetic
semiconductors such as EuO and NdCr2S4. Within this approach the manganites are
considered as degenerate semiconductors; holes might move in a band derived from
Mn states, but are more likely to move in an O band (Nagaev 1996). The transport
properties are modelled within a sd-model, where the d states refer to the Mn t2g states
and the “s-states” to the Mn eg states. The theory explicitly takes random fluctuations
of the acceptor states into account: this leads to Anderson localization in the band
tails enhancing the carrier density close to charged impurities. At finite temperature
the carrier density fluctuations lead to spatial fluctuations of the magnetization, where
regions close to impurities acquire an excess magnetic moment. This scatters charge
carriers and leads to the temperature dependence of the resistivity, especially the
resistivity maximum. Nagaev (1999) argues that polaron formation is unimportant,
since the sd-exchange energy is much larger than the lattice polarization energy.
Furthermore, since this mechanism is supposed to describe the magnetotransport
phenomena in all ferromagnetic semiconductors, with many systems showing no Jahn-
Teller distortions, Nagaev argues that the Jahn-Teller effect is unimportant for CMR.
This model seems to contradict the isotope effect found in many manganites. This
was reconciled by Nagaev (1998) by relating the isotope effect to the fact that the
thermodynamic equilibrium densities of oxygen vacancies or excess oxygen atoms depend
on the oxygen mass. Data on the oxygen isotope effect in La0.8Ca0.2MnO3 partially
support this scenario (Franck et al 1998).
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Figure 9. Frequency dependence of the real part of the optical conductivity σ1 of
epitaxial manganite films at different temperatures. Reproduced from Quijada et al
(1998).
3.4.3. Optical properties. The optical properties of the manganites are still highly
controversial. Here only a very brief overview of recent developments is given. Okimoto
et al (1997) measured the reflectivity of La1−xSrxMnO3 single crystals with dopings
x = 0.0, 0.1, 0.175 and 0.3 in a wide range of temperatures for frequencies from the
infrared to the ultraviolet. At high photon energies three major, doping and temperature
independent peaks are observed; these were assigned to one intra-atomic transition from
La(5p) → La(5d) at 25 eV and interband transitions from O(2s) → Mn(3d) at 17 eV
and O(2p)→ La(5d) at 8 eV, respectively. Below about 3 eV the optical conductivity is
strongly temperature and frequency dependent. For dopings 0.1, 0.175 and 0.3 a strong
transfer of optical weight to lower frequencies is observed on decrease of temperature.
Above TC an optical gap is seen for all dopings that disappears on cooling through the
ferromagnetic transition for x = 0.175 and 0.3 in agreement with the metallic ground
state of these compounds. Quijada et al (1998) measured the optical conductivity of
high quality epitaxial La0.7Sr0.3MnO3, La0.7Ca0.3MnO3 and Nd0.7Sr0.3MnO3 films for
photon energies up to 5 eV. The three samples show a similar optical conductivity
that is in agreement with the data of Okimoto et al (1997) for x = 0.3. Below
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photon energies of 5 eV there are three major features, see figure 9: (i) a strong,
temperature independent peak centered at 4 eV, (ii) a shallow, strongly temperature
dependent minimum developing at low temperatures and (iii) above TC a small peak
near 1 eV that shifts to lower energy on decrease of temperature and develops into a
Drude peak. The assignment of the features is controversial. Okimoto et al (1997)
interpreted the maximum near 1 eV as an interband transition O(2p) → Mn(3d) (eg).
These authors estimated Hund’s rule coupling energy from the peak position of the
interband transitions and found about 0.9 eV for x = 0.3. Quijada et al (1998), on
the other hand, assigned the temperature independent peak at 4 eV to the interband
transition O(2p) → Mn(3d) (eg), since this transition involves electrons of both spin
directions on the oxygen and is not believed to be strongly temperature dependent.
The features at 1 eV and 3 eV were interpreted as arising from eg → eg interband
transitions with the same and parallel spins, respectively. This yields an estimate of
the Hund’s rule coupling energy of about 1.5 eV. The interpretation of Quijada et al
(1998) was later criticized by Chattopadhyay et al (2000). Chattopadhyay et al (2000)
derived the optical conductivity and the Curie temperature within a double exchange
only model; these authors found that the Curie temperature depends linearly on the
change of the kinetic energy between zero temperature and TC . The kinetic energy
does not depend on details of the band structure; it can be derived from the optical
conductivity and compared with the measured transition temperature. On the basis of
this model, Chattopadhyay et al (2000) argued that the strongly temperature dependent
feature in the optical conductivity at 3 eV does not correspond to transitions into the
minority eg band, since the derived value of the Hund’s rule coupling energy is too small
to reproduce the measured Curie temperature. The eg → eg transition is expected to
be at a higher photon energy above 4 eV. The analysis of the spectral weight transfer
as a function of temperature in terms of a kinetic energy change leads to the conclusion
that electron-phonon coupling and correlation effects are vital to explain the physics of
the manganites.
3.5. Sr2FeMoO6
Sr2FeMoO6 belongs to the class of ordered double perovskites AA’BB’O6. These are
known to be ferromagnetic for B’ = Cr, Fe, B = Mo, Re and A = A’ an alkaline
earth element (Longo and Ward 1961, Sleight et al 1962, Patterson et al 1963, Sleight
and Weiher 1972). For the ordered double perovskites a rock-salt structure is observed.
There is a rapidly increasing bulk of research work on double perovskites; recent research
focused mainly on Sr2FeMoO6 with a Curie temperature of about 420 K (Kobayashi et
al 1998). Ca and Ba substitution was found to decrease the Curie temperature to
345 K (Ca2FeMoO6) and 367 K (Ba2FeMoO6) (Borges et al 1999). The highest Curie
temperature was reported for Ca2FeReO6 with TC ∼ 538 K (Longo and Ward 1961).
Band-structure calculations for Sr2FeMoO6 and Sr2FeReO6 using the full
potential augmented plane-wave (FLAPW) method based on the generalized gradient
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approximation (GGA) yielded a half-metallic band structure (Kobayashi et al 1998,
Kobayashi et al 1999). In the majority band an energy gap of about 1 eV was seen at
the Fermi level between the occupied Fe eg and the unoccupied Re or Mo t2g levels. The
minority density of states is finite at the Fermi level with carriers of hybridized Fe(3d)
and Mo(4d) or Re(5d) character, respectively.
Within an ionic model, A2MoFeO6 is a ferrimagnet with Fe and Mo sublattices.
Recent neutron-powder diffraction, Mo¨ssbauer spectroscopy and X-ray diffraction
studies yield the following consistent picture regarding crystal and magnetic structure.
At room temperature and below the compound is cubic, tetragonal or monoclinic for Ba,
Sr, and Ca substitution, respectively (Borges et al 1999, Greneche et al 2001, Chmaissem
et al 2000, Ritter et al 2000). Sr2FeMoO6 shows a crystallographic transition from cubic
to tetragonal on cooling through the Curie temperature (Chmaissem et al 2000, Ritter
et al 2000). First Mo¨ßbauer-investigations on Ca2MoFeO6 showed a formal Fe
3+/Mo5+
charge configuration (Pinsard-Gaudart et al 2000). The Fe3+ (3d5) ion is in a high spin
state with µFe = 5µB and the Mo
5+ (4d1) ion has a magnetic moment µMo = µB, such
that a net moment of 4µB results. Neutron diffraction data, however, indicate reduced
magnetic moments between 0..0.5µB on the Mo site coupled antiferromagnetically to
Fe moments of magnitude µFe = 3.7...4.3µB (Chmaissem et al 2000, Ritter et al 2000,
Garc´ıa-Landa et al 1999). X-ray absorption spectroscopy (Ray et al 2001b) indicates a
Mo moment smaller than 0.25µB. The measured isomer shift is rather large and indicates
a mixed valence state of the Fe-ion (Greneche et al 2001, Balcells et al 2001, Linde´n et al
2000). This is in agreement with the reduced magnetic moment on the Mo site. The low
temperature magnetic moment as determined from global magnetization is often found
to be considerably reduced from the ideal value of 4µB to about 3−3.5µB (Garc´ıa-Landa
et al 1999, Borges et al 1999, Manako et al 1999, Tomioka et al 2000, Balcells et al 2001).
This is attributed to cation disorder on the Fe/Mo sites (Ogale et al 1999). Balcells et al
(2001) observed a decrease of the saturation magnetization proportional to the antisite
concentration. The magnetization is reduced by 8µB per antisite in agreement with a
simple ionic model. This is also consistent with the data of Tomioka et al (2000). From
the analysis of Mo¨ssbauer spectra Greneche et al (2001) concluded that antisite defects
predominate in comparison to anphase boundaries. Mart´ınez et al (2000) determined
the effective magnetic moment µeff ≃ 3.4µB from the high temperature susceptibility.
This value indicates a Fe(3d6)Mo(4d0) state. The Re-compounds A2FeReO6 are less well
studied; measurements of isomer shifts, however, also indicate the mixed valence nature
of Fe in these materials; the mixed valent character was observed to decrease from Ba
to Ca substitution (Gopalakrishnan et al 2000). In conclusion, these data indicate that
the double perovskites are itinerant ferromagnets with a mixed valence of the Fe-ions;
the itinerant carriers are mainly of Mo(4d) and Re(5d) character.
The resistivity depends sensitively on the preparation conditions, presumably due
to cation disorder, grain-boundary scattering and oxygen content. In Sr2FeMoO6
both semiconducting and metallic behaviour has been observed (Tomioka et al 2000,
Westerburg et al 2000, Asano et al 1999, Manako et al 1999, Chmaissen et al 2000).
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Judging from measurements on a single crystal grown by the floating zone method,
the stoichiometric compound has a metallic resistivity below and above the Curie
temperature (Tomioka et al 2000). However, Niebieskikwiat et al (2000) presented
evidence for a strong influence of environmental conditions on the resistivity. Careful
measurements under vaccum show a metal-insulator transition at the Curie temperature
(Niebieskikwiat et al 2000). The residual resistivity is quite high with 200− 300 µΩcm
(Tomioka et al 2000, Westerburg et al 2000) presumably due to cation disorder
scattering. The nature of carriers is electron-like with a density of about 1.1× 1028 m−3
corresponding to one electron per Fe/Mo pair (Tomioka et al 2000). The optical
conductivity in the ferromagnetic phase shows a Drude component and two excitation
maxima at 0.5 eV and 4 eV, respectively. These have been interpreted as charge-
transfer transitions from the up spin Fe(eg↑) to the Mo(t2g) band (0.5 eV) and the
O(2p) to Mo/Fe(t2g↓) down spin band (4 eV), respectively (Tomioka et al 2000). In the
Re-compounds there is some evidence that Ba2FeReO6 is metallic, whereas Ca2FeReO6
is insulating (Gopalakrishnan et al 2000, Prellier et al 2000); this correlates to the
decreasing mixed valence character of the Fe ion.
A considerable low field magnetoresistance often appears in magnetotransport
measurements that is likely to be of extrinsic origin arising from grain-boundary
or cation-disorder scattering. At the Curie temperature a small magnetoresistance
maximum of about -5% in 8 T was observed (Westerburg et al 2000). Alonso et al
(2000) report a magnetoresistance increasing with temperature in Ca2FeMoO6. The
data on the intrinsic magnetoresistance are too scarce to allow a further discussion.
The origin of the itinerant ferrimagnetism in FeMo and FeRe double perovskites
seems to be intimately linked to a specific band structure, namely the strong overlap
between the Fe t2g↓ and the Mo(4d) or Re(5d) levels, respectively. It is striking indeed
that Sr2MMoO6 with M = Cr, Mn, Co (Moritomo et al 2000) and Sr2FeWO6 (Kobayashi
et al 2000, Dass and Goodenough 2001, Ray et al 2001a) are insulating, especially
since W and Mo are iso-electronic. Moreover, Mo is known to have a small exchange
integral and a magnetic moment on the Mo site is rare. Theoretical models stress the
hybridization between the Fe t2g↓ and Mo(4d) bands at the Fermi level that induces
spin-polarization on the Mo site. Sarma et al (2000) find a large enhancement of the
effective exchange integral that leads to a negative effective Coulomb interaction strength
U . This is consistent with Mo core level spectroscopy (Sarma et al 2000). Fang et al
(2001) point out that the strong hybridization leads to both a gain in kinetic energy and
an induced spin-polarization on Mo/Re, both stabilizing ferrimagnetism. The W(5d)
bands are slightly too high in energy to allow for sufficient hybridization with the Fe(3d)
states; consequently, Sr2FeWO6 is an antiferromagnetic insulator dominated by super-
exchange. These models obviously have to be further developed; they are, however, in
agreement with the percolative nature of charge transport in Sr2FeMoxW1−xO6 alloys
(Kobayashi et al 2000, Dass and Goodenough 2001, Ray et al 2001a).
Electron doping in the series Sr2−xLaxFeMoO6 raises the Curie temperature from
420 K to 490 K (Navarro et al 2001).
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Figure 10. (a) Magnetization and (b) resistivity of a magnetite single crystal and
a 200 nm thick magnetite film as a function of temperature. The magnetization was
measured in applied fields of 5 mT along [110] in the case of the crystal and in 10 mT
along [100] in the case of the film. After Ziese and Blythe (2000).
3.6. Fe3O4
Magnetite is a well-studied ferrimagnet and for many details the reader is referred
to the extensive reviews of Brabers, Brabers and Whall as well as Krupicˇka and
Nova´k; here only some magnetotransport properties will be discussed. Magnetite shows
semiconducting behaviour between the Verwey transition temperature TV (Verwey 1939)
and 320 K, crossing over to metallic behaviour at higher temperatures (Todo et al 1995).
At the Verwey transition a jump in the resistivity is observed; the magnitude of this
jump depends on the stoichiometry and reaches up to a factor of 100. The temperature
dependent resistivity of a single crystal and a 200 nm thick film are shown in figure 10(b).
The single crystal shows a sharp resistivity jump of nearly two orders of magnitude at
the Verwey temperature, TV = 116.5 K; the film has a higher Verwey temperature
TV = 119 K, but the resistivity transition is much more gradual. Stoichiometric
magnetite has a Verwey temperature TV ≃ 123 K; this indicates that the two samples
shown in figure 10 are somewhat iron deficient. The magnetization measured in small
magnetic fields shows a sharp increase when going through the Verwey temperature.
Magnetite crystallizes in the inverse spinel structure. At room temperature, in
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this structure large O ions are located on a close-packed face-centered cubic lattice,
whereas the Fe ions occupy interstitial sites. There are two kinds of cation sites, namely
the tetrahedrally coordinated A site occupied only by Fe3+ ions and the octahedrally
coordinated B site occupied by both Fe2+ and Fe3+ ions. The A- and B-site sublattices
are ferrimagnetically aligned such that the net moment is equal to the magnetic moment
µ = 4µB of the Fe
2+ (3d6) ion.
The Verwey transition is associated with a order-disorder transition from a charge
ordered state of the Fe ions on the B sites at low temperatures to a statistical
distribution at higher temperatures (Verwey 1939). The conductivity of magnetite at
room temperature which is exceptionally high among the ferrites is due to electron
transfer between Fe2+ and Fe3+ ions on the B sites – or, to put it in other words,
due to the mixed valence nature of the Fe ions on the B sites. Below the Verwey
transition, in the charge ordered state, carrier transport occurs via electron hopping
and it is intuitively clear that the resistivity shows semiconducting/insulating behaviour.
Band-structure calculations (de Groot and Buschow 1986, Pe´nicaud et al 1992, Yanase
and Siratori 1984, Yanase and Hamada 1999) indicate a half-metallic nature with a
gap in the majority density of states. However, this is not in agreement with the
experimentally observed semiconducting resistivity up to about 320 K. Here the strong
electron-phonon interaction is important leading to the formation of small polarons.
In the charge ordered phase, the strong intersite Coulomb interaction leads to a band-
splitting and semiconducting behaviour. Ihle and Lorenz (1985, 1986) showed that
short-range polaronic order and band-splitting due to the strong intersite Coulomb
interaction persist above the Verwey transition up to high temperatures. However,
above TV a narrow band is formed at the Fermi level and gradually populated at
higher temperatures. This leads to thermally activated polaronic band motion above
the Verwey transition. In parallel to the polaronic band conductivity, polaronic
hopping conductivity becomes important at higher temperatures. If both conduction
processes are taken into account, good agreement between the calculated and measured
conductivity is found, and especially the conductivity maximum near room temperature
is reproduced (Ihle and Lorenz 1986). The band-splitting is confirmed in LSDA+U
band-structure calculations performed by Anisimov et al (1996).
Photoemission measurements of the band structure of Fe3O4 single crystals
(Chainanai et al 1995) and thin films grown on Pt (111) (Cai et al 1998) indicate a
finite density of states at the Fermi level and corroborate the predicted metallic nature
in the cubic phase. This is in agreement with the analysis of optical conductivity
data by Degiorgi et al (1987) and Park et al (1998). Park et al (1998) observe a
clear opening of an optical gap below the Verwey transition. Above the transition a
significant spectral weight transfer in the Fe(3d) intersite transition region occurs in
qualitative agreement with considerable short-range order as assumed in the model of
Ihle and Lorenz (1985, 1986). A careful analysis of the optical conductivity by Degiorgi
et al (1987) revealed a small Drude contribution at 300 K and 130 K in agreement with
polaronic band transport above TV . A broad conductivity maximum near 0.2 eV was
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attributed to small polaron hopping (Degiorgi et al 1987). On the other hand, Park
et al (1997) conclude from their photoemission and inverse photoemission data on a
magnetite single crystal that there is no spectral weight at the Fermi level. On heating
through the transition the single particle gap does not collapse, but is merely reduced
by about 50 meV from 150 ± 30 meV to 100 ± 30 meV. This is consistent with the
conductivity jump by a factor of a hundred, if semiconducting transport is assumed
above and below TV . In conclusion, a unified picture of transport in magnetite has not
yet been found. The model of Ihle and Lorenz (1985, 1986), however, is supported by a
bulk of dc conductivity, optical conductivity and photoemission spectroscopy data. For
further discussions on the transport properties of magnetite the reader is referred to the
review of Brabers (1995) and to a recent review on metal-insulator transitions by Imada
et al (1998).
4. Intrinsic magnetoresistance
In this section a brief overview on the intrinsic magnetoresistance of SrRuO3, Tl2Mn2O7,
CrO2, the manganites and magnetite is given in order to facilitate comparison with the
extrinsic magnetoresistance that will be discussed in later sections.
4.1. SrRuO3
The magnetoresistance of SrRuO3 films grown on 2
◦ miscut SrTiO3 substrates was
measured by Kacedon et al (1997) and Klein et al (1998). The magnetoresistance
depends sensitively on either the current and the magnetic field direction as usually
found in single crystals (Campbell and Fert 1982). Near the Curie temperature a
maximum in the magnetoresistance ratio was found that does not saturate in magnetic
fields up to 8 T. The value of the maximal magnetoresistance depends on the current
and field direction with values between −2% and −11%. Klein et al (1998) interpreted
this magnetoresistance peak as arising from an increase of the magnetization and a
corresponding reduction of spin-disorder scattering. At lower temperatures anisotropic
magnetoresistance is found and the resistance change is mainly due to a change in the
magnetization direction. Again, the magnetoresistance values reported by both groups
do not agree; Klein et al (1998) found about −18% in a field of 6 T for currents along
[001] at low temperatures, whereas Kacedon et al (1997) reported only about −3% in
a field of 8 T and for the same current direction. It is not clear, to what extent the
magnetoresistance values are influenced by sample inhomogeneities and extrinsic effects.
4.2. Tl2Mn2O7
The pyrochlore Tl2Mn2O7 shows a large magnetoresistance near the Curie temperature
that is actually larger than the magnetoresistance observed in La0.7Ca0.3MnO3 (Ramirez
and Subramanian 1997). As already indicated in the previous section, the model of
Majumdar and Littlewood (1998a, 1998b) describing the dynamics of a low density
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Figure 11. Longitudinal magnetoresistance ratio at 2.93 T of a textured CrO2 film
on ZrO2 as a function of temperature. For comparison, data by Rodbell et al (1966)
are shown. Reproduced from Suzuki and Tedrow (1998).
electron gas coupled to spin fluctuations seems to capture the relevant physics
of the magnetotransport phenomena in Tl2Mn2O7. Within this model the large
magnetoresistance near the Curie temperature arises from two mechanisms: in the
metallic phase spin-disorder scattering is anomalously large due to the low carrier
density; above TC spin-polarons form in an intermediate temperature range that display
a strong field dependence of the binding energy. In both cases the application of a
magnetic field leads to a large decrease of the resistivity.
4.3. CrO2
The magnetoresistance of textured CrO2 films was studied by Suzuki and Tedrow (1998,
1999). The longitudinal magnetoresistance ratio in a magnetic field of 2.93 T is shown
in figure 11 as a function of temperature. The magnetoresistance shows a maximum
at low temperatures and an increase at high temperatures above about 300 K. The
Curie temperature of this film was 390 K; thus, one cannot decide if CrO2 displays a
magnetoresistance maximum at TC as expected from the interpretation as a self-doped
double-exchange ferromagnet (Korotin et al 1998). Above about 200 K the longitudinal
magnetoresistance is linear in the applied field, whereas a concave non-linear behaviour
is seen below this temperature. The non-linear field dependence was attributed to
cyclotron orbital motion of the conduction electrons (Suzuki and Tedrow 1998).
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Figure 12. (a) Resistivity versus temperature for La0.7(Ca1−ySry)0.3MnO3 (y = 0,
y = 1) single crystals in various applied fields. The magnetoresistance is maximal near
the metal-insulator transition. (b) Magnetoresistance as a function of the normalized
magnetization M/MS for samples with y = 0.1, 0.3 and 0.7. A scaling ρ/ρ0 with
(M/MS)
2 is observed. After Tomioka et al (2001).
4.4. La0.7A0.3MnO3
4.4.1. Colossal magnetoresistance. The manganites have received intense research
interest, since these compounds display a new kind of magnetoresistance called colossal
magnetoresistance. This magnetoresistance appears as a sharp magnetoresistance
peak at the Curie temperature. In figure 12(a) typical resistivity data of
La0.7(Ca1−ySry)0.3MnO3 single crystals in various magnetic fields are shown. The
magnetoresistance is maximal near the metal-insulator transition leading to a peak
in the magnetoresistance ratio
∆ρ
ρ0
=
ρ(H)− ρ0
ρ0
. (20)
The height of this magnetoresistance peak is seen to decrease with increasing Curie
temperature. This is a general trend in the manganites and magnetoresistance values
of nearly 100% can be found in compounds with low Curie temperatures (McCormack
et al 1994, Jin et al 1995a, 1995b, Coey et al 1999). Figure 12(b) shows that the
magnetoresistance depends on temperature and field through the magnetization. Often
a scaling ∆ρ/ρ0 = −C(M/MS)2 is found for small values of the reduced magnetization
(Tokura et al 1994, Urushibara et al 1995, Fontcuberta et al 1996, O’Donnell et al
1996). The scaling constant C lies in the range 1 ≤ C ≤ 4 and depends on doping
(Urushibara et al 1995). This can be understood within the Kondo lattice model in
the classical spin limit (Furukawa 1994, 1995a, 1995b, Inoue and Maekawa 1995). C
depends on the value of the Hund’s rule coupling with C = 1 in the weak coupling limit
JH ≪ 1; in the strong coupling limit C depends on doping and is of the order C ∼ 5
in qualitative agreement with experiment (Furukawa 1994). It has to be pointed out,
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Figure 13. Temperature dependence of the resistivity at different values of the
normalized magnetic field h for two values of the electron-phonon coupling, λ = 0.7
(left panel) and λ = 1.12 (right panel). The parameter h is related to the physical field
H by h = gµBSH/t. Using a gyromagnetic ratio g = 2, a hopping integral t = 0.6 eV
and the core spin S = 3/2 means that h = 0.01 corresponds to H = 15 T. The reduced
electron-lattice coupling strength is given by λ = G2/kt, where G denotes the electron-
phonon coupling constant and k the phonon spring-constant. The temperature T is
given in units of t. Reproduced from Millis et al (1996c).
however, that a quadratic dependence of the resistivity on the magnetization is also
present in conventional ferromagnets such as Ni (Gerlach and Schneiderhan 1930).
Colossal magnetoresistance can be qualitatively understood within the double-
exchange model. An applied magnetic field leads to a better alignment of the core
spins and, therefore, to a decrease in conductivity. This effect is strongest near
the Curie temperature, where both spin disorder and the susceptibility are large.
Accordingly, a maximum in the magnetoresistance appears near TC . This argument
applies to spin-disorder scattering in ferromagnets in general and does not explain
the extraordinary magnitude of the magnetoresistance in the manganites. As already
discussed in the previous section, many groups have suggested that double exchange
alone is not sufficient in order to explain the colossal magnetoresistance. The models
proposed evoke a competition between double exchange and another mechanism – such
as polaron formation due to the strong electron-phonon coupling or localization by
spin fluctuations; this competition is supposed to drive the metal-insulator transition.
The balance between the two competing mechanisms is very sensitive to an applied
magnetic field that suppresses spin fluctuations and enhances the ferromagnetic order.
The debate on the essential transport mechanism in the manganites has not yet been
decided. However, as indicated in the previous section there is strong evidence for
polaron formation and there seems to be consensus that the electron-phonon coupling
is large. Here theoretical results by Millis et al (1996c) are reproduced, see figure 13(a)
and (b). The resistivity was obtained from a dynamical mean field calculation including
double exchange and a coupling of carriers to phonons. The calculations show that the
resistivity above TC can be tuned from semiconducting to metallic on decrease of the
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Figure 14. (a) Magnetization hysteresis loop of a high quality epitaxial
La0.7Ca0.3MnO3 film at 96 K. (b) Magnetoresistance ratio of the same film as a
function of the applied field at 96 K. The magnetic field was applied parallel and
perpendicular to the current. The maxima (minima) in the longitudinal (transverse)
magnetoresistance appear at the coercive field. (c) Anisotropic magnetoresistance
AMR at 0.03 T as a function of temperature. After Ziese and Sena (1998).
electron-phonon coupling strength. This is in qualitative agreement with measurements
on La0.7Ca0.3MnO3 and La0.7Sr0.3MnO3 single crystals, see figure 12(a). An applied
magnetic field leads to a strong resistivity decrease in agreement with the observation
of colossal magnetoresistance. Furthermore, the calculated magnetoresistance increases
with decreasing Curie temperature as observed in experiments. The field scale for CMR,
however, appears to be too large.
4.4.2. Anisotropic magnetoresistance. Anisotropic magnetoresistance (AMR) is
present in all ferromagnets and is defined as the resistivity change as a function of angle
between the current J and the magnetization M . If ρ‖ and ρ⊥ denote the resistivity
in the longitudinal (J ‖ M) and transverse (J ⊥ M) geometries, respectively, then the
anisotropic magnetoresistance is defined by
AMR =
ρ‖ − ρ⊥
1
3
ρ‖ +
2
3
ρ⊥
. (21)
Anisotropic magnetoresistance in elemental ferromagnets was reviewed by Campbell
and Fert (1982).
The anisotropic magnetoresistance in the manganites was found to be much smaller
than the colossal magnetoresistance (Eckstein et al 1996, O’Donnell et al 1997a,
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1997b, Li et al 1997b, Ziese and Sena 1998, Lourenc¸o et al 1999, O’Donnell et al
2000, Ziese 2000b). Therefore, only a few studies have been published on anisotropic
magnetoresistance in the manganites. It is a low field effect and is discussed here for
later comparison with extrinsic magnetoresistance effects.
Low field magnetoresistance data of a high quality La0.7Ca0.3MnO3 epitaxial film
are shown in figure 14(a). At saturation, the transverse resistivity is larger than
the longitudinal resistivity leading to a negative anisotropic magnetoresistance. The
longitudinal (transverse) resistivity has maxima (minima) at the coercive field as can
be seen from the comparison with the magnetization-hysteresis loop taken at the
same temperature. Thus, the magnetic field dependence of the resistivity reflects the
magnetic domain structure in the sample. AMR values determined at 0.03 T are
shown in figure 14(b) as a function of temperature. Whereas the AMR is temperature
independent with a value of about −0.4% at low temperatures, a maximum is seen
near the Curie temperature. The temperature dependent AMR can be decomposed
into a normal component ∝ M2S and an anomalous component ∝ ρ2M2S that scales
with the anomalous Hall resistivity (Ziese 2001b). Since the low field magnetoresistance
in the manganites depends sensitively on the microstructure, such a clear anisotropic
magnetoresistance can only be found in high quality epitaxial films.
Anisotropic magnetoresistance is due to the mixing of majority and minority states
by the spin-orbit interaction (Campbell and Fert 1982). Ziese and Sena (1998) derived
an expression for the anisotropic magnetoresistance within a simple atomic state model
following the work of Campbell et al (1970) and Malozemoff (1985); this describes the
normal AMR component. A Hamiltonian containing only the crystal field splitting ∆CF ,
the exchange splitting Eex and the spin orbit coupling A[LzSz + (L+S− + L−S+)/2]
was considered. Treating the spin-orbit interaction as a small perturbation, the
eigenfunctions derived from the 3d wave functions were calculated to second order in this
interaction. Assuming scattering by spherically symmetric impurities, the anisotropic
magnetoresistance can be derived by the analysis of the symmetry of the scattering
matrix elements. This yields
ρ‖ − ρ⊥
1
3
ρ‖ +
2
3
ρ⊥
= −3
2
[
A2
(Eex −∆CF )2 −
A2
∆2CF
]
. (22)
This expression contains only the local parameters ∆CF , Eex and A. With ∆CF ≃
1.5 eV, Eex ≃ 2.0 eV and A ≃ 0.04 eV a value of AMR = −0.85% is found. Considering
the simplicity of the model, this is in good agreement with the experimental value at
low temperatures.
4.5. Fe3O4
The magnetoresistance of magnetite single crystals (Domenicali 1950, Kostopoulos 1972,
Kostopoulos and Alexopoulos 1976, Shiozaki et al 1981, Belov et al 1982, 1983, Gridin
et al 1996, Ziese and Blythe 2000) and films (Feng et al 1975, Gong et al 1997, Li et
al 1998a, Ogale et al 1998, Ziese and Blythe 2000) was studied by several authors. The
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Figure 15. (a) Anisotropic magnetoresistance of a magnetite single crystal for current
along [110]. (b) Longitudinal magnetoresistance for current and applied magnetic field
along [110]. The open (solid) symbols show the magnetoresistance in the monoclinic
(cubic) phase below and above the Vervey transition, respectively. After Ziese and
Blythe (2000).
magnitude of the magnetoresistance in a constant applied field varies greatly among the
studies. Coey et al (1998a) pointed out that this is related to the microstructure of the
samples; extended defects like grain boundaries lead to a significant magnetoresistance
increase, especially an unsaturated high field magnetoresistance. There are two recent
studies on the magnetoresistance of Fe3O4 single crystals by Gridin et al (1996) and
Ziese and Blythe (2000). Both groups report a maximum of a few percent in the
magnetoresistance at the Verwey transition temperature, presumably due to a magnetic
field dependent shift of this charge-order transition. Typical magnetoresistance data
in an applied field of 1 T are shown in figure 15(a) and (b). The current flow was
along [110]. The longitudinal magnetoresistance has a minimum at TV of -3%. The
anisotropic magnetoresistance was derived from measurements with the applied field
along and transverse to [110]. Apart from the magnetoresistance maximum at the
Vervey transition the Fe3O4 single crystal shows only anisotropic magnetoresistance
with values between -0.2% and -0.1% above the transition (Ziese and Blythe 2000).
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Extrinsic magnetotransport phenomena
5. Domain-wall scattering
In 1934 Heaps reported on a resistance discontinuity associated with the Barkhausen
effect. A Ni wire under bending stress showed a large Barkhausen jump and a sudden
resistance decrease of relative magnitude ∆R/R = 6.35×10−5 at about the same applied
field. Although Heaps (1934) interpreted this observation in terms of magnetization
rotations, a contemporary interpretation might as well associate the resistance jump
with domain-wall resistance. The concept of domain-wall scattering emerged in the
sixties and has been studied since, see the experimental work on Fe whiskers by Taylor
et al (1968) and the theoretical work by Cabrera and Falicov (1974a, 1974b) and Berger
(1978, 1991). More recent work was stimulated by studies into quantum tunnelling of
domain walls using magnetoresistance as a probe (Hong and Giordano 1998), the analogy
between domain-walls and metallic multilayer systems showing giant magnetoresistance
(Gregg et al 1996), the prospect of using a domain-wall switch in spin-electronic devices
as well as the speculation of large domain-wall scattering in the manganites due to the
large spin-polarization (Zhang and Yang 1996).
Domain-wall resistance and anisotropic magnetoresistance (AMR) depend
sensitively on the domain configuration; furthermore, both are believed to be of the
same order of magnitude. Great care has therefore to be devoted to the study of
the micromagnetic state of ferromagnetic samples to distinguish between these two
magnetoresistance mechanisms. At present, a consensus on the observability of domain-
wall scattering has not been reached. Experiments yield a range of values and agreement
has not even been reached on the sign of the effect. In the following two sections we
discuss the state in elemental ferromagnets and manganites, respectively.
5.1. Elemental ferromagnets
Early experiments on iron whiskers showed large magnetoresistive effects partially
attributed to domain-wall scattering (Taylor et al 1968). The interpretation relied on
an assumed domain structure. The results were interpreted within models by Cabrera
and Falicov (1974a, 1974b) and Berger (1978). Interest into domain-wall scattering
revived during the nineties. Gregg et al (1996) prepared a pattern of stripe domains
in a Co film with perpendicular anisotropy and measured the magnetoresistance in a
perpendicular field with an electric current perpendicular to the domain walls. They
argued that the magnetoresistance must arise from domain-wall scattering, since the
magnetization and current are always perpendicular. This assertion was later contested
by Ru¨diger et al (1999a) on the grounds of magnetic force microscopy (MFM) studies
and micromagnetic modelling of Co wires. Viret et al (1996) tried to extract the
domain-wall resistance in Co and Ni films by adding the longitudinal and transverse
magnetoresistance and identifying the non-vanishing contributions with domain-wall
contributions. This method relies on the fact that the anisotropic magnetoresistance
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depends on the square of the cosine of the angle between magnetization and current,
such that the AMR adds to a constant when measured before and after a field or
current rotation by 90◦. However, this argument relies on the assumption of perfect
cubic crystal anisotropy and the absence of misalignments between current, field and
crystal axes. Since the observed effects are very small, these assumptions are doubtful.
Both Gregg et al (1996) and Viret et al (1996) found a positive domain-wall resistivity.
Hong and Giordano (1998) measured the magnetoresistance of 30 nm thin Ni wires
and found a negative contribution to the resistivity in the presence of domain walls.
However, this result also relies on an assumed domain structure and has to be treated
with care. Wegrowe et al (1999) compared experimental magnetoresistance data of Ni
and Co wires with a model for the magnetization reversal and found discrepancies in the
case of Co wires presumably due to domain-wall nucleation. It has to be clear that any
interpretation of magnetoresistance data has to be based on the actual domain structure
of the sample. Such comprehensive investigations have been conducted by Kent et al
(Kent et al 1999, Ru¨diger et al 1998a, 1998b, 1999a, 1999b). Therefore their results are
reviewed here in more detail.
Kent et al studied the magnetoresistance of Fe and Co wires of width in the range
0.65 to 20 µm and thickness in the range 25 to 200 nm. The domain structures in
these wires were characterized using MFM and micromagnetic modelling. The Co
wires have a perpendicular anisotropy such that the magnetization within a domain
is oriented along the surface normal. MFM and micromagnetic modelling, however,
show that flux-closure domains exist; the fraction of the flux-closure caps depends
on the film thickness varying between 35% and 17% for thicknesses between 50 and
200 nm. The existence of these flux-closure domains was neglected by Gregg et
al (1996). The magnetoresistance in these wires is due to normal state (Lorentz)
magnetoresistance, anisotropic magnetoresistance as well as a domain-wall contribution.
The anisotropic magnetoresistance in Fe and Co is positive, i.e. ρ‖ > ρ⊥. In contrast,
the Lorentz magnetoresistance shows the opposite behaviour, i.e. the transverse MR
is larger than the longitudinal MR. Since the Lorentz magnetoresistance depends on
the local induction, a considerable normal state magnetoresistance due to the large
saturation magnetization in Fe (µ0MS = 2.2 T) and Co (µ0MS = 1.8 T) is present
even at zero applied field. This leads to the existence of a compensation temperature
with equal resistivities of magnetic domains oriented perpendicular or parallel to the
current. These resistivities are obtained by extrapolation of the normal state resistivity
above saturation. The compensation temperatures are about 65 K for Fe and 85 K
for Co, respectively. In the absence of domain wall effects, at the compensation
temperature the resistivity measured in zero field should agree with that determined
by extrapolation. The experiment, however, shows a negative resistivity contribution in
Fe films for thicknesses below 100 nm due to domain walls, see figure 16. This negative
contribution increases with domain-wall density and decreases with film thickness. At
other temperatures, the domain-wall resistivity can be estimated by the difference in
the measured resistivity and the resistivity estimated from the high field extrapolation
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Figure 16. Magnetoresistance of a 2 µm Fe wire at 65.5 K. The extrapolation of the
high field MR data in transverse (dotted line) and longitudinal (solid line) geometry
shows that ρ⊥(H = 0) = ρ‖(H = 0). The resistivity with walls present, ρ(H = 0),
is smaller than this extrapolation and indicates that domain walls lower the wire
resistivity. The left-hand inset shows this negative domain-wall contribution as a
function of Fe wire linewidth at this compensation temperature in the longitudinal
geometry. The right-hand inset shows the domain-wall contribution as a function of
temperature deduced using the model described in the text. Reproduced from Ru¨diger
et al (1998a).
combined with the measured domain configuration. This yields a negative domain-wall
resistivity in Fe wires persisting up to temperatures of about 80 K. In Co the situation
is different. The measured resistivities are always very close to the effective resistivities
calculated from the extrapolation values and the measured domain configuration.
However, at the compensation temperature of about 85 K a small positive contribution
to the magnetoresistance ratio of 9×10−4 is found. This is consistent with an additional
contribution due to domain-wall scattering.
A report on domain-wall resistance in Co zig-zag wires found a negative domain-
wall contribution of −6 × 10−4 at 5 K (Taniyama et al 1999). This persists up to
200 K. An investigation by Ebels et al (2000) on 35 nm thin Co wires identified a
steplike resistance increase of about 1 × 10−3-3 × 10−3. In these thin wires the c-axis
grows parallel to the wire axis and both shape and crystal anisotropy lead to magnetic
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domains being oriented along the wire. During a hysteresis loop in a parallel magnetic
field head-to-head domain walls can be induced that supposedly lead to the resistance
increase.
This discussion shows that the experimental situation is controversial; the status
of theoretical studies is also far from being clearcut. The analogy between a domain
wall and a metallic multilayer system intuitively leads to the idea of a positive resistivity
contribution of the domain wall. This idea was advanced by Gregg et al (1996) and later
confirmed by Levy and Zhang (1997) by a more rigorous calculation. These treatments
visualize an itinerant electron traversing the domain wall and adiabatically tracking
the rotating exchange field. Majority and minority carriers in the bulk conduct in
parallel with different resistivities ρ↑, ρ↓. Levy and Zhang (1997) showed that the carrier
wave functions in the domain wall contain contributions of both spin orientations, thus
facilitating a spin mixing that leads to an additional resistivity due to the different
resistivities for majority and minority carriers. The domain-wall resistivity was found
to be anisotropic with respect to the current direction relative to the domain wall.
This anisotropy was investigated by Viret et al (2000) in FePd films and was found
to be consistent with the predictions. Levy and Zhang (1997) obtained a domain-wall
resistivity proportional to δ−2, where δ denotes the domain-wall width. van Hoof et al
(1999) and Brataas et al (1999b) calculated the domain-wall resistivity in Ni, Fe and
Co due to spin-flip scattering both within a two-band model and using a realistic band-
structure. Within the two-band model these authors recovered Levy and Zhang’s (1997)
result of a domain-wall resistivity proportional to δ−2. The first-principles calculation
including a realistic bandstructure, however, yielded a considerably larger domain-wall
magnetoresistance inversely proportional to δ in contrast to the two-band result.
On the other hand, Tatara and Fukuyama (1997) and Lyanda-Geller et al (1998)
pointed out that domain walls might contribute to the de-coherence of electrons, thus
leading to a resistivity decrease due to the suppression of weak localization effects.
Although this is in qualitative agreement with the results of Kent et al (1999) and
Taniyama et al (1999), Kent et al (1999) pointed out that the negative MR contribution
persists to much higher temperatures than expected for quantum interference effects.
Indeed, Ru¨diger et al (1998a) estimated the maximum temperature for the observation
of weak localization effects by equating the wall de-coherence time to the inelastic
scattering time and found a value of 7 K being an order of magnitude lower than
observed. Finally, based on the observation that the negative domain-wall contribution
vanishes for large film thicknesses, Ru¨diger et al (1999b) argued that surface scattering
might be important; in their model the negative magnetoresistance arises from the
deflection of charge carriers away from the surface that is being mediated by the presence
of domain walls. A recent calculation by van Gorkom et al (1999a) showed that a
negative domain-wall resistance can also arise from the reduced magnetization in a
domain wall, if the ratio of the spin-dependent relaxation times is appropriate. This
can be seen as follows. The Drude resistivity of a single domain ferromagnet is given
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within the two-band Stoner model by (van Gorkom et al 1999a)
ρ =
m
e2
1
n↑τ↑ + n↓τ↓
, (23)
where n↑ (n↓) denote the majority (minority) density of states and τ↑ (τ↓) the relaxation
time for majority (minority) electrons. A redistribution of the electrons in a domain
wall with n↑(↓) = n0↑(↓) + δn↑(↓), δn↑ = −δn↓ modifies the resistivity according to
δρ = −ρ2 e
2
m
δn↑ (τ↑ − τ↓) . (24)
Depending on the ratio of the spin-dependent relaxation times, this resistivity change
can be positive or negative. van Gorkom et al (1999a) calculated δn↑ and δρ self-
consistently for a semiclassical domain-wall model and indeed found a negative domain-
wall resistance for τ↑ > τ↓. Since the relaxation times depend on the type of impurity
(Campbell and Fert 1982), this model can be experimentally checked by measuring the
domain-wall resistivities of a series of alloys.
Despite the experimental and theoretical debate on the relation between domain-
wall magnetoresistance and domain-wall width, it is generally accepted that a significant
magnetoresistance will only arise in the case of a narrow wall. It is therefore promising to
investigate nanocontacts with geometrically constrained domain walls. Indeed, Bruno
(1999) showed that the domain-wall width of such a geometrically constrained wall
is of the order of the width of the constriction. Garc´ıa et al (1999) investigated the
magnetoresistance of Ni nanocontacts and found values of up to 75% (with respect to
the zero field value) at room temperature for contacts with a conductance of only a
few conductance units 2e2/h. This was explained by Tatara et al (1999) by scattering
at a narrow domain wall located at the nanocontact. The agreement between theory
and experimental values, however, is only qualitative (Tatara et al 1999); the theory
shows that the magnetoresistance is enhanced at small contact sizes corresponding to
conductances of only a few conductance units. A similar experiment was performed
by Wegrowe et al (2000). These authors investigated the magnetoresistance of Co
nanowires exchange biased by a GdCo1.6 layer. In this configuration, a domain wall is
expected to form at the interface and to be compressed by an applied magnetic field.
Wegrowe et al (2000) observed a strong decrease of the domain-wall resistance as a
function of the domain-wall width in the range 5 nm to 10 nm. The limited range
of domain-wall thicknesses accessible in this experiment did not allow to distinguish
between the various predictions for the domain-wall width dependence. The resistance
contribution of partial domain walls located on either side of permalloy/permalloy,
Co/permalloy, Co/Co, Ni/Ni and Co/Cu point contacts was found to be negative (van
Gorkom et al 1999b, Theeuwen et al 2001). Following the theoretical results of van
Gorkom et al (1999a) this could be interpreted as arising from boundary scattering in
combination with an appropriate ratio of the spin dependent relaxation times.
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5.2. Magnetic oxides
Within the double-exchange model, the transfer integral t cos(Θ/2) for the eg electrons
depends sensitively on the angle Θ between the core spins of the adjacent Mn3+ and
Mn4+ sites. Therefore, it is expected that a narrow domain wall has a considerable
influence on the conductance of the manganites. The scattering by domain walls in
double-exchange ferromagnets was treated by Zhang and Yang (1996), Yamanaka and
Nagaosa (1996), Gehring (1997) and Brey (1999). Whereas Zhang and Yang (1996)
calculated the temperature and field dependence of the resistivity due to the temperature
and field dependence of the average domain size, Yamanaka and Nagaosa (1996), as well
as Gehring (1997), calculated the conductance of a single domain wall as a function of
the domain-wall width δ. Both assumed a 180◦ Ne´el wall with a constant spin-rotation
angle in the wall, Θ = πa/δ, where a denotes the lattice parameter. Within a tight
binding model the dispersion relation is given by
ǫ = 2t cos(Θ) [1− cos(ka)] , (25)
where k denotes the wave vector perpendicular to the wall. Since Θ = 0 outside the
wall and Θ = πa/δ inside the domain wall, the band width in the wall is reduced. Thus,
depending on the wave vector of the electrons incident under an angle φ with respect
to the wall normal,
(i) the electrons will be scattered regardless of incoming angle φ, if kfa < Θ/2,
(ii) for Θ/2 < kfa < π − Θ/2 only the electrons propagating at an angle φ such that
kfa cos(φ) < Θ/2 will be scattered,
(iii) for kfa > π −Θ/2 electrons satisfying kfa cos(φ) < Θ/2 and kfa cos(φ) > π −Θ/2
will be scattered.
Gehring (1997) estimated kf ∼ 0.7π/a such that case (ii) is likely to apply. Thus,
electrons incident under an angle φ0 < φ < π/2 with cos(φ0) = Θ/(2kfa), will be
scattered through an angle π − 2φ giving a contribution to the resistivity proportional
to kf [1 − cos(π − 2φ)] = 2kf cos2(φ), whereas electrons incident at smaller angles pass
the wall nearly undisturbed. The magnetoconductivity of a single wall is then given by
∆Gwall
G0
=
∫ π/2
φ0
dφ sinφ [1− cos(π − 2φ)]∫ π/2
0
dφ sinφ
=
2
3
(
π
2kfδ
)3
, (26)
and decays very strongly with the domain-wall thickness. Surprisingly, according to this
calculation, the domain-wall resistance in the manganites decays much more strongly
with wall thickness than in elemental ferromagnets.
Yamanaka and Nagaosa (1996) numerically calculated the conductivity as a
function of the energy ǫ of the incident electron using Landauer’s formula. In the
case of a thick wall, a one-dimensional continuum model can be applied. An effective
potential
V (x) =
{
V = 2t
[
1− cos (πa
2δ
)]
: in thewall
0 : elsewhere
(27)
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was used in the one-dimensional Schro¨dinger equation leading to a transmission
coefficient
Gs(ǫ) =
1
1 + V
2
4ǫ(V−ǫ)
sinh2
(
δ
a
√
V−ǫ
t
) (28)
with ǫ = 2t[1 − cos(ka)]. For large domain-wall thicknesses this can be approximated
by
Gs ∼
{ [
δ
a
]2 ǫ
t
: ǫ < t
[
a
δ
]2
1 : ǫ > t
[
a
δ
]2
.
(29)
Integrating over all wave vectors up to kf yields
∆Gwall
G0
=
2
5
(
1
kfδ
)3
, (30)
which, apart from a numerical factor, agrees with Gehring’s result.
Brey (1999) calculated the magnetoresistance of a domain wall in the manganites
numerically as a function of domain-wall thickness taking into account the modulation
of the hopping amplitude due to the spin canting inside the domain wall as well as
the shift of the chemical potential of the Mn ion levels. He obtained a decreasing
magnetoresistance with increasing wall thickness; for a wall thickness δ = 10a he found
a value ∆G/G = 0.01.
Experimentally the issue of domain-wall scattering in the manganites was addressed
by Wolfman et al (1998), Wang and Li (1998), Mathur et al (1999), Wu et al (1999),
Ziese et al (1999b) and Suzuki et al (2000). Mathur et al (1999) measured the resistivity
of a patterned LCMO track. This track had narrow constrictions separating regions with
wider linewidth (“bellies”); small permanent magnets were placed near every second
belly. After magnetizing to saturation in an in-plane field, the magnetic field was slowly
reversed; the unbiased “belly” regions are believed to reverse the magnetization at small
negative fields, thus creating domain walls near the constrictions. Mathur et al (1999)
report a step-like behaviour of the resistivity hysteresis below about 130 K. This was
attributed to the switching of individual “belly” regions and, accordingly, to the creation
of single domain walls. The areal resistivity was found to be large about 8×10−14 Ωm2 at
77 K. Mathur et al (1999) estimated an areal domain-wall resistivity of 1.6×10−18 Ωm2
within a Born approximation. Using ρδ(∆G/G) with ρ = 100 µΩcm, a domain-wall
width δ = 30 nm and ∆G/G according to equation (30) yields an even smaller value of
about 7.6× 10−20 Ωm2. This discrepancy might indicate some internal structure of the
domain walls (Mathur et al 1999).
Wu et al (1999) and Suzuki et al (2000) investigated the magnetoresistance of
compressively strained LSMO films on LaAlO3. These films have a perpendicular
magnetic anisotropy leading to the formation of perpendicular magnetic domains on a
scale of about 200 nm. If the magnetoresistance is measured after sweeping an in-plane
or an out-of-plane field perpendicular to the current, the resistivity should return to the
same value in zero field apart from domain-wall scattering effects due to the different
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domain configurations. The measurement on a 80 nm LSMO film at 300 K yielded a
deviation of about 0.1% in the two field configurations. This corresponds to a domain-
wall areal resistivity of 10−15 Ωm2. This value is significantly smaller than the value
obtained by Mathur et al (1999), possibly due to the higher measurement temperature.
The calculation of Brey (1999) yielded an areal resistivity of 3×10−16 Ωm2 smaller than
the value observed by Mathur et al (1999), but close to the value found by Wu et al
(1999). This shows that the precision of the experimental values is not sufficient at the
moment in order to test different theories.
Ziese et al (1999b) determined the domain-wall width in various LCMO films, i.e.
a polycrystalline film on Si (200 nm), an as-deposited film on LaAlO3 (120 nm) and an
annealed film on LaAlO3 (9 nm) using magnetic viscosity measurements. The magnetic
viscosity S = dM/d ln(t) is related to the average activation volume v by
S =
kT
vMS
χirr , (31)
where MS denotes the saturation magnetization and χirr the irreversible susceptibility.
From measurements of S,MS and χirr the average activation volume can be determined.
This is related to the domain-wall thickness δ via v = δ3. Ziese et al (1999b) found
that the domain-wall thickness did not significantly depend on the microstructure, see
figure 17. This is surprising, since it was believed that domain walls located near
grain boundaries were relatively narrow due to the weakened double-exchange coupling
near the defect. Gehring (1997) speculated that the large low field magnetoresistance
observed in polycrystalline materials is due to electron scattering by narrow domain
walls near the grain boundaries. Experimentally, this idea could not be confirmed,
since the magnetoresistance of the epitaxial and polycrystalline films investigated by
Ziese et al (1999b) varied by one order of magnitude, whereas the measured domain-
wall thickness was identical. Furthermore, the observed domain-wall thickness is very
large compared to the lattice parameter being in agreement with the calculated Bloch-
wall thickness using typical values for the magnetocrystalline anisotropy and Curie
temperature. The domain-wall energy, also shown in figure 17, can be calculated from
the measured magnetic viscosity, the coercive and fluctuation fields.
The magnetoresistance of Pr0.67Sr0.33MnO3 films grown under compressive strain
on LaAlO3 substrates was investigated by Wang and Li (1998) and Wolfman et al
(1998). In these samples a large magnetoresistance arises when the magnetic field is
applied perpendicular to the film. It is known from magnetic anisotropy investigations
that manganite films under compressive strain exhibit a perpendicular anisotropy
(O’Donnell et al 1998). Since the observed magnetoresistance is not correlated to specific
crystallographic defects, the authors suggested that it arises from domain-wall scattering
at domain walls separating out-of-plane domains.
Domain-wall scattering was also reported in SrRuO3 films at low temperature
(Klein et al 1998). SrRuO3 grows on SrTiO3 with the c-axis in-plane and the a-
and b-axes at 45◦ with respect to the substrate normal. Lorentz microscopy imaging
at low temperatures revealed a stripe domain pattern with domain walls along [110].
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Figure 17. (a) Domain-wall thickness δ and (b) domain-wall energy as determined
from magnetic viscosity measurements on a 9 nm thick annealed LCMO film on LaAlO3
(E1), a 120 nm thick as-deposited LCMO film on LaAlO3 (E2) and a 200 nm thick
polycrystalline LCMO film on Si (P1). After Ziese et al (1999b).
Resistance measurements at 5 K after zero-field cooling with the current along [001] and
the magnetic field along [110] showed a large irreversible drop in magnetic field below
about 0.3 T. This effect was not observed with the current along [110]. In 0.3 T the
magnetization of the film was technically saturated and the stripe domains had been
driven out of the film; the stripe domain pattern was not recovered after removal of
the magnetic field, implying that the irreversible resistivity drop was related to this
particular domain structure. Klein et al (1998) interpreted these results as evidence for
domain-wall scattering. The magnitude of the areal domain-wall resistivity was found
to be large of the order of 2 × 10−15 Ωm2. As already noted in the beginning of this
section, this result has to be treated with care, since the domain structure during the
complete hysteresis cycle is unknown and AMR effects cannot be completely ruled out.
Versluijs et al (2001) studied the magnetoresistance of Fe3O4 nanocontacts in an
experimental arrangement similar to that of Garc´ıa et al (1999). For conductances
smaller than the conductance quantum a large magnetoresistance up to 90% at 7 mT
was determined; this was found to decay strongly with increasing conductance similar to
the results of Garc´ıa et al (1999) for Ni nanocontacts. The contacts have non-linear I–V
characteristics with I = GV +cV 3, c = G0.3±0.1. The authors favour an interpretation of
the data within a model of spin scattering at a constricted domain-wall. The “magnetic
ballon effect”, i.e. a deplacement of the domain wall from the constriction due to the
spin pressure exerted by the electron flow qualitatively accounts for the non-linear I–V
curves as well as the decrease of the magnetoresistance with applied voltage.
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6. Surface and interface properties
Since the main application of half-metallic magnets will be in integrated devices,
interfacial properties are of crucial importance. The investigation of interfacial
properties is in its early stages and few quantitative results have yet been established.
Here we report on first investigations of oxide-vacuum, oxide-metal and oxide-
superconductor interfaces.
6.1. Oxide-vacuum interface
The magnetic properties near the surface of a La0.7Sr0.3MnO3 film were investigated
by Park et al (1998a, 1998b) using SQUID magnetometry, magnetic circular dichroism
(MCD) at the Mn L-edge and spin-resolved photoemission spectroscopy (SPES). These
techniques probe the magnetization in the bulk and in surface layers of thickness ∼ 5 nm
(MCD) and ∼ 0.5 nm (SPES), respectively. The film investigated was cleaned in an
UHV-chamber by a sequence of annealing processes that resulted in a large surface
roughness of∼ 2 nm. The main result is reproduced in figure 18, showing the normalized
magnetization measured on different length scales. The spin-polarization near the
surface is strongly reduced and recovers on a length scale of more than 5 nm. Since
numerous applications depend on the interfacial spin-polarization, this result might have
serious implications for possible applications at room temperature. However, since the
roughness was considerably larger than the penetration depth for SPES measurements,
the intrinsic nature of this result is not obvious.
Alvarado (1979) compared the surfacial magnetization of a Fe3O4 crystal as
determined by SPES to the bulk magnetization and found a significant reduction of
the former. Data were collected between 4 K and 500 K and in this temperature range
the surfacial magnetization decreases approximately linearly with temperature. This
behaviour can be successfully modelled taking into account the reduction of nearest
neighbour magnetic ions and the surface reconstruction (Srinitiwarawong and Gehring
2001).
Wei et al (1997, 1998) investigated the surface electronic properties of
La0.7Ca0.3MnO3 and Fe3O4 using scanning tunnelling microscopy. At 77 K both
compounds show a density of states compatible with a half-metallic state.
Choi et al (1999a, 1999b) investigated the surfaces of crystalline La1−xCaxMnO3
films with dopings x = 0.1 and x = 0.35 using angle-resolved core-level photoemission.
From the ratio of the Mn, La and Ca core-level intensities it was concluded that
La0.65Ca0.35MnO3 films are terminated by a Mn–O layer, whereas La0.9Ca0.1MnO3 films
have a La/Ca–O terminal layer. Moreover, a significant surface segregation was found
with the Ca content being strongly enhanced near the surface; this was also found to
depend on doping with a surface Ca fraction of 0.9 for x = 0.1 and 0.6 for x = 0.35.
The authors conclude that the surface could be fundamentally different from the bulk
and that any measurement of bulk properties using surface sensitive techniques such
as angle-resolved photoemission has to be treated with care. These investigations
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Figure 18. Temperature dependence of the magnetization measured on different
length scales. MB, MIM and MSB denote the bulk, the intermediate length scale (∼
5 nm) and the surface boundary (∼ 0.5 nm) magnetization, respectively. Reproduced
from Park et al (1998a).
were extended with two studies by Dulli et al (2000a, 2000b) on crystalline films with
composition La0.65Sr0.35MnO3. In line with the results on the Ca-doped compound an
appreciable amount of Sr segregation near the surface was detected and the formation of
a Ruddlesden-Popper phase (La,Sr)2MnO4 was suggested (Dulli et al 2000b). The same
authors argue that a surface electronic phase transition occurs at 240 K that is different
from the bulk ferromagnetic transition at 370 K. Measurements of the O(1s) core level
binding energy and the density of states as a function of temperature show that the
surface becomes insulating below 240 K (Dulli et al 2000a). This result is consistent
with transport measurements on ultrathin films described in the next paragraph.
An indirect approach to investigate the interface properties of manganite films
was suggested by Sun et al (1999) and Ziese et al (1999c), measuring the thickness
dependence of the conductance of La0.67Sr0.33MnO3 films on LaAlO3 and NdGaO3
and La0.7Ca0.3MnO3 films on LaAlO3, (LaAlO3)0.3(Sr2AlTaO6)0.7 (LSAT) and SrTiO3,
respectively. The conductance was found to depend linearly on film thickness, see
figure 19; the extrapolation to zero conductance yielded finite values that were
interpreted as electrically dead layers (Sun et al 1999). The dead layer thickness depends
on the substrate with ddead = 3 nm (LSMO on NdGaO3, 14 K), 5 nm (LSMO on LaAlO3,
14 K), 1 nm (LCMO on LaAlO3 and LSAT, 77 K) and 11 nm (LCMO on SrTiO3, 77 K),
respectively. However, in the case of thin films surface scattering has to be taken into
account and deviations from a linear dependence of the conductance on the thickness
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Figure 19. Conductance measured at 77 K in zero field for annealed LCMO films
grown on (a) LaAlO3 and (b) SrTiO3. The lines were calculated according to
equation (33). Reproduced from Ziese et al (1999c).
are to be expected for very thin films. The conductance of a film is given by (MacDonald
1956)
G = σbd
[
1− 3ℓb/8d+ (3ℓb/2d)
∫ ∞
1
(
x−3 − x−5) exp(−dx/ℓb)dx], (32)
where σb denotes the bulk conductivity and ℓb the mean free path in the bulk. In the
limits of thick and thin films this reduces to (MacDonald 1956)
G = σb(d− 3ℓb/8) ℓb ≪ d (33)
G = σb(3d
2/4ℓb) ln(ℓb/d) ℓb ≫ d . (34)
The bulk mean free path at 77 K can be estimated from the resistivity of thick
films using the Drude formula with a carrier density (Ziese and Srinitiwarawong 1999)
n = 5.2 × 10−27 m−3; this yields a value ℓb = 1.7 nm. Accordingly, the majority of
the films investigated satisfy the condition d ≫ ℓb and Eq. (33) may be used. This
predicts a linear dependence of the conductance on film thickness with a finite abscissa
as found experimentally, see figure 19. The value of the dead layer of about 1 nm found
for LCMO films on LaAlO3 and LSAT is of the same magnitude as the bulk mean
free path. Thus, annealed films on LaAlO3 and LSAT do not show a dead layer. The
situation for annealed films on SrTiO3 is different, since here an insulating layer of about
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Figure 20. Left panel: Magnetic structure with canting angle Θ considered in the
theoretical calculation. Right panel: Surface magnetic phase diagram of a doped
manganite. The lines separate the fully ferromagnetic and the canted regions. The
symbols indicate that the order is 90% antiferromagnetic, i.e. Θ = 81◦. Solid and
open dots are the results for hole concentrations x = 0.3 and x = 0.2, respectively.
∆ denotes the surface eg level energy splitting, t the hopping integral and J⊥ the
antiferromagnetic coupling constant. Reproduced from Calderon et al (1999b).
10 nm is found. This might be related to coherent film growth of LCMO on SrTiO3
resulting in large strains at small film thickness. Indeed, high resolution microscopy
(HREM) studies of thin (6 nm - 12 nm) La0.73Ca0.27MnO3 films grown on SrTiO3 showed
a change in structure in those films as compared to the bulk due to the in-plane tensile
strain (Zandbergen et al 1999). An elongation of the in-plane oxygen square was found
which is a Jahn-Teller-like distortion induced by the substrate. The resulting misfit
energy is relaxed via twin boundaries; the twin-boundary density was found to increase
strongly with decreasing film thickness. This Jahn-Teller-like distortion is supposed to
lead to a ferromagnetic insulating state of these thin films. It was predicted that the
Curie temperature is very sensitive to bi-axial strain (Millis et al 1998) in qualitative
agreement with the experimental observation. In ultrathin films, however, the structural
change seems to stabilize the Curie temperature at a rather high value.
6.2. Theoretical results
Two models for the description of the manganite-vacuum surface have been proposed
by Calderon et al (1999b) and Filippetti and Pickett (1999, 2000), respectively. These
models arrive at seemingly opposite conclusions and the main results are summarized
below.
The (001) surface electronic structure and surface magnetization of manganites
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Figure 21. Normalized magnetization of the surface layer as a function of temperature
for various ferromagnetic coupling constants J2 between the surface spins and the spins
of the first innermost layer. The solid line is the result for the bulk magnetization.
J denotes the bulk ferromagnetic coupling constant. Reproduced from Calderon et al
(1999b).
were theoretically investigated by Calderon et al (1999b). At the surface, the oxygen
octahedra surrounding each manganese ion are incomplete resulting in a tetragonal
distortion and a splitting of the eg levels by an amount ∆. Since the d3z2−r2 orbitals
point towards the surface, these are shifted to lower energy levels than the dx2−y2 orbitals.
The calculation shows that for energy splittings ∆ > t, where t is the hopping matrix
element, the d3z2−r2 levels at the surface are fully occupied, whereas the dx2−y2 levels are
empty. This results in a suppression of the double-exchange coupling at the surface; the
surface-spin structure is therefore determined by the antiferromagnetic super-exchange
coupling between Mn ions with coupling constant J⊥. Calderon et al (1999b) considered
the case of a simple spin-canting by an angle Θ in the surface layer, see figure 20(a).
The canting angle Θ was then calculated as a function of the eg level surface splitting
∆ and the antiferromagnetic exchange constant J⊥. The resulting magnetic phase
diagram is shown in figure 20(b). For realistic values of the antiferromagnetic coupling
constant, J⊥ ∼ 0.02t (Perring et al 1997), and values t ∼ 0.1 − 0.3 eV as well
as ∆ ∼ 0.5 − 1.5 eV, the surface spin-structure is nearly antiferromagnetic. The
magnetization of the surface layer was calculated within an effective Heisenberg model
with bulk ferromagnetic coupling J , surface antiferromagnetic coupling J1 ∼ −J/100
and ferromagnetic coupling J2 ∼ J/6 − J/2 between the surface layer and the first
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innermost layer. The surface magnetization for various couplings J2 is compared to
the bulk magnetization in figure 21. The surface magnetization decays much more
strongly with temperature than the bulk magnetization due to a reduced spin stiffness
at the surface. The theoretical results are in qualitative agreement with the measured
spin-polarization, see figure 18.
vacuum
bulk Ca
Mn
O
Figure 22. Structure of cubic CaMnO3. The arrows near the Mn-ions indicate the
core spins. These have a G-type antiferromagnetic order in the bulk. The surface
layer, however, is found to be ferromagnetically coupled to the sub-surface layer while
retaining the antiferromagnetic in-plane order. After Filippetti and Pickett (2000).
Filippetti and Pickett performed first principles calculations using local spin-density
functional theory in order to investigate magnetic reconstructions at the (001) surface
of CaMnO3 (Filippetti and Pickett 1999) and of La0.5Ca0.5MnO3 (Filippetti and Pickett
2000). At these dopings a bulk antiferromagnetic structure prevails with G-type and
A-type antiferromagnetic ordering for CaMnO3 and La0.5Ca0.5MnO3, respectively. The
striking result of these studies is a ferromagnetic coupling of the surface spins to the
sub-surface layer while retaining the antiferromagnetic in-plane structure. This result
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Table 2. Interface resistance RA of various manganite-metal contacts.
Manganite Metal T (K) RA (Ωcm2) Ref.
LSMO Pd 4.2 < 2× 10−8 Mieville (1998)
LSMO Au 4.2 (0.64− 1)× 10−6 Mieville (1998)
LSMO Nb 4.2 4× 10−4 Mieville (1998)
LSMO Al 4.2 10− 20 Mieville (1998)
LCMO Ti 77 0.5 Ziese (1999)
LCMO Cr 10 3.0 Ziese (1999)
LCMO Cr 77 3.3 Ziese (1999)
does not depend on the Ca-doping and is thought to apply also in the ferromagnetic
phase. The resulting spin structure is sketched in Fig. 22 for CaMnO3. This spin-flip
process is driven by the formation of a deep surface state with dz2 orbital character at
the Fermi level. This state promotes a double-exchange like coupling between the spins
in the surface and sub-surface layer, a scenario in stark contrast to the assumption of
weakened double exchange at the surface made by Calderon et al (1999b).
The experimental data collected to date do not allow for a distinction between these
two models.
6.3. Oxide-metal interface
The resistance of oxide/metal interfaces was systematically investigated by Mieville et
al (1998) for La0.67Sr0.33MnO3, SrRuO3 and La0.5Sr0.5CoO3 as conducting ferromagnetic
oxides and the metals Au, Pd, Nb and Al. It was found that the interface resistance
increased with the oxygen affinity of the metal, presumably due to both the formation
of an oxygen depleted layer in the ferromagnetic oxide as well as an oxide layer in the
metal. Pd yielded a particularly low interface resistance. RF Ar ion plasma cleaning was
found to increase the interface resistance. Values for the areal resistivity RA are given
in table 2. Ziese (1999) investigated LCMO/Cr and LCMO/Ti contacts and also found
the formation of an interfacial layer with a high resistance. Values are listed in table 2.
On the other hand, SrRuO3 showed a remarkable compositional stability evidenced by
very low interface resistivities with all metals investigated: Au, Pd, Al, Nb. The high
corrosion resistance was also shown by lifting a SrRuO3 film from its SrTiO3 substrate by
selective wet chemical etching with an acid (50% HF: 70% HNO3: H2O = 1:1:1) (Gan et
al 1998). Magnetic and electrical measurements on the free-standing film in comparison
to strained films on SrTiO3 substrates showed an enhancement of the magnetocrystalline
anisotropy due to strain and reductions of the Curie temperature and the resistivity in
the strained state.
Coombes and Gehring (1998) theoretically investigated the perturbation produced
on manganites by a metallic interface. These authors considered a nickel-LCMO
interface modelled as a perfect epitaxy within a tight binding approximation. The
magnetic moment on a Mn lattice site was calculated as a function of the distance from
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the interface assuming a full spin-polarization of the nickel ion at the interface. The
perturbation of the Mn spin was found to decay to the bulk values within about five
lattice sites from the interface. Below TC a drop in the magnetic moment of the first
Mn ions was observed, whereas above TC a magnetization is induced on the Mn site.
Ziese et al (1998a) and Gibbs et al (1998) investigated LCMO/Ni heterostructures in
out-of-plane geometry in order to investigate the induced magnetization. However, the
transport properties of those heterostructures turned out to be dominated by a large
interface resistance due to oxidation.
6.4. Ferromagnet-superconductor hybrids
Since the manganites have the perovskite structure and a similar lattice constant as
high temperature superconductors, attempts have been made to grow hetero-epitaxial
ferromagnetic/superconducting structures to investigate magnetotransport properties of
such devices. These investigations fall into three classes: the growth and investigation of
multilayers, the investigation of spin-injection devices and the direct study of interface
properties, especially Andreev reflection. These studies are briefly reviewed in the
following.
Jakob et al (1995) and Przyslupski et al (1997) investigated La0.7Ba0.3MnO3/-
YBa2Cu3O7 and Nd0.67Sr0.33MnO3/YBa2Cu3O7 multilayers, respectively. Jakob et al
(1995) reported hetero-epitaxial growth of multilayers with a Curie temperature of about
220 K and a reduced superconducting temperature of about 50 K. The multilayers
show the coexistence of superconductivity and ferromagnetism, especially a colossal
magnetoresistance effect. The YBCO layers are decoupled by the LBMO layers and
show quasi-two-dimensional behaviour as derived from the scaling of the resistance with
the magnetic field component perpendicular to the layers. Przyslupski et al (1997) also
reported hetero-epitaxial multilayer growth, a Curie temperature of about 150 K and a
critical temperature of about 75 K. Superconductivity and ferromagnetism also coexist
in these NSMO/YBCO-multilayers.
Considerable work has been devoted to the study of spin-injection devices based
on ferromagnetic manganites and high temperature superconductors, see Dong et al
(1997, 1998), Yeh et al (1999) and Vas’ko et al (1997). Various geometries were used to
study spin-polarized carrier injection; the set-up used by Dong et al (1997) is sketched
in figure 23. The critical current of a YBCO layer was measured with current injection
through a NSMO or a LaNiO3 layer. The critical current was found to decrease
much stronger with injection of spin-polarized quasi-particles from the NSMO layer
than with injection of unpolarized quasi-particles from the LaNiO3 layer, see figure 24.
However, since the YBCO film grown on LaNiO3 shows degraded properties, especially
a lower critical temperature, pinning effects from the changed microstructure have to
be taken into account. The comparison between the two results for spin-polarized and
unpolarized carrier injection seems to rule out heating effects being responsible for the
decrease of the critical current. Dong et al (1997) interpreted their results within a semi-
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Figure 23. Schematic drawing of a spin-injection device as used by Dong et al (1997).
quantitative non-equilibrium thermodynamic model of quasi-particle injection at high
energies. Yeh et al (1999) investigated spin-injection in LCMO/YSZ/YBa2Cu3O7 and
LSMO/SrTiO3/YBa2Cu3O7 heterostructures with two thicknesses (2 nm and 10 nm) of
the SrTiO3 barrier. YSZ denotes yttrium-stabilized zirconia. A large difference in the
critical current densities determined from continuous and pulsed current measurements
was observed. This indicates significant Joule heating in the dc measurements. For 2 nm
thick SrTiO3 and 1.3 nm thick YSZ barriers a strong decrease of the critical current with
the injected spin-polarized current was found. Surprisingly, for the 10 nm thick SrTiO3
barrier, a variation of the critical current with the injected spin-polarized current could
not be detected. A LaNiO3/SrTiO3/YBa2Cu3O7 control sample also did not show any
suppression of the critical current on quasiparticle injection. Yeh et al (1999) argued
that the suppression of the critical current density in the heterostructures with thin
barriers is due to the pair-breaking effect of spin-polarized quasiparticles. The thicker
SrTiO3 barrier is supposed to provide a larger hypothetical interface impedance, thereby
suppressing spin-polarized quasiparticle injection.
In a related study Mikheenko et al (2001) investigated the effect of spin-injection
on the relaxation from the Bean critical state established in a YBa2Cu3O7 film; a large
change of the magnetic moment was detected. In view of the experimental data obtained
so far the large variation of device parameters seems to preclude the observation of any
reliable trend. Therefore, in order to decide on the mechanism of spin-injection and
pair-breaking more experimental data are clearly necessary.
A detailed study of the transport properties of La0.67Ba0.33MnO3/DyBa2Cu3O7-
interfaces was performed by Vas’ko et al (1998). The Curie temperature was
305 K and the critical temperature 90 K. The differential conductance of the
ferromagnetic/superconducting interface was measured as a function of temperature,
bias voltage and magnetic field. The main finding was a dip in the differential
conductance near zero bias at temperatures below about 60 K, see figure 25. At
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Figure 24. Critical current of the YBCO layer shown in figure 23 as a function of
the current injected from (a) a LaNiO3 and (b) a Nd0.7Sr0.3MnO3 layer. The injection
of a spin-polarized current apparently leads to a much stronger decay of the critical
current. Reproduced from Dong et al (1997).
high temperatures the conductance decreases at large bias voltages, presumably
due to heating effects. The voltage dependence of the differential conductance at
low temperatures does not depend on the applied magnetic field for fields up to
12 T. The conductance dip was interpreted as being due to Andreev reflection at
a clean ferromagnetic/superconducting interface. Since LBMO has a high spin-
polarization, Andreev reflection is suppressed. The disappearance of the conductance
dip at about 60 K might indicate that the superconductor is in the orthorombic
II phase near the interface. This study shows that the fabrication of fairly
clean superconductor/ferromagnet interfaces is feasible using manganites and high
temperature superconductors. The measurement of Andreev reflection at these
interfaces might prove to be a powerful tool for the investigation of symmetries of
the superconducting order parameter. Calculations of conductance spectra for s- and
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Figure 25. Temperature and voltage-bias dependence of the differential conductance
of the interface between the ferromagnet La0.67Ba0.33MnO3 and the superconductor
DyBa2Cu3O7. Reproduced from Vas’ko et al (1998).
d-wave superconductors have already been performed (Zhu et al 1999, Merrill and Si
1999, Bhattacharjee and Sardar 2000).
The electronic structure and magnetism of a LSMO interface buried under
YBa2Cu3O7 capping layers of various thicknesses ≤ 8 nm was investigated by Stadler et
al (1999, 2000) using x-ray magnetic circular dichroism (XMCD) and x-ray absorption
spectroscopy (XAS) at the Mn L2,3 edge. From a comparison of the data with spectra
measured on a La1−xSrxMnO3 series it was concluded that the cation stoichiometry
at the interface is changed. La ions are presumably replaced by Ba ions from the
YBa2Cu3O7 layer leading to a decreased La concentration near the interface. The
XMCD signal is consistent with a progressive replacement of the ferromagnetic order by
an antiferromagnetic structure. A comparison with Al capped LSMO films shows that
the spectral changes are not due to de-oxygenation. The antiferromagnetic structure at
the interface is likely to decrease the spin-polarization.
6.5. Exchange biasing, multilayers and GMR
In view of possible applications of the magnetic oxides in tunnelling junctions that
generally have a pinned magnetic electrode, the study of exchange biasing of the
magnetic layer by an antiferromagnet is important. Exchange biasing of magnetite
layers by antiferromagnetic layers such as NiO (Berry et al 1993, Lind et al 1995,
Ball et al 1996, van der Heijden et al 1999) and CoO (Ijiri et al 1998a, 1998b,
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Kleint et al 1998) has been achieved. In this case, the coupling mechanism seems
to be similar to exchange coupling in elemental ferromagnets. In the manganites
the situation might be different, since the double-exchange mechanism that provides
the magnetic coupling is short-ranged and very sensitive to structural disorder. So
far, only two groups reported studies on the exchange-biasing of manganite layers:
Niarchos and coworkers (Panagiotopoulos et al 1999a, 1999b, Moutis et al 2001) and
Nikolaev et al (2000a) studied exchange coupling in La2/3Ca1/3MnO3/La1/3Ca2/3MnO3
multilayers. Panagiotopoulos et al (1999a, 1999b) grew multilayers with various bilayer
thicknesses between 2 and 32 nm using pulsed laser deposition. The magnetization
hysteresis loops were found to be shifted after field cooling in a field of 1 T with
respect to the hysteresis loops obtained after zero field cooling. The exchange biasing
field measured at 10 K displays a marked dependence on the bilayer thickness with a
maximum exchange field at a bilayer thickness of 10 nm. The temperature dependence of
the magnetization, however, indicates superparamagnetic behaviour of the multilayers
with a blocking temperature of about 70 K. The exchange-biasing field vanishes at
the blocking temperature. The superparamagnetic behaviour indicates an unfavourable
structural morphology of the samples and possibly very rough interfaces. Nikolaev et
al (2000) fabricated La1/3Ca2/3MnO3/La2/3Ca1/3MnO3/La1/3Ca2/3MnO3 trilayers using
ozone-assisted molecular beam epitaxy. Even very thin (2.3 nm – 4.6 nm) manganite
films showed metallic conductivity and ferromagnetism below comparatively high Curie
temperatures of 200 K. The exchange field was found to be about 800 G at 5 K.
Shifted hysteresis loops were also observed in NSMO ceramics (Baszyn´ski et al 1999)
and La0.5Ca0.5MnO3 films (Roy et al 1999).
There is substantial work on the properties of magnetite multilayers that will
not be reviewed here. It is more interesting to look at the studies of manganite
multilayers, since is is clear from the theoretical work discussed above that these
samples might exihibit interesting physical properties. First studies of multilayers
formed from thin ferromagnetic manganite layers sandwiched inbetween insulating layers
report an enhancement of the magnetoresistance (Kwon et al 1997, Venimadhav et al
2000, Pietambaram et al 2001); the mechanism leading to this enhancement is unclear
but might simply be due to structural and chemical inhomogeneity. Studies on high
quality samples reveal antiferromagnetic interlayer coupling and giant magnetoresistance
(Nikolaev et al 1999, Nikolaev et al 2000b, Krivorotov et al 2001). Nikolaev et al
(1999, 2000b) showed that ferromagnetic La0.67Ba0.33MnO3 layers coupled via LaNiO3
spacers showed oscillatory exchange coupling as a function of the spacer thickness. At
antiferromagnetic coupling a small positive magnetoresistance was seen. This is in
contrast to the usual giant magnetoresistance in metallic multilayers which is negative.
The result, however, is in agreement with the observations on Fe3O4/TiN multilayers
also showing positive magnetoresistance (Orozco et al 1999). The explanation of this
phenomenon is still qualitative: the positive magnetoresistance is attributed to quantum
confinement enhanced by the half-metallic nature of the ferro- and ferrimagnetic
constituent layers.
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6.6. Oxide-semiconductor interfaces
To the best of the author’s knowledge, no data are available on ferromagnetic
oxide/semiconductor interfaces. It is possible to grow manganite films directly on Si
or GaAs substrates resulting in polycrystalline films due to the large thermal expansion
coefficient of the semiconductor substrate and strong inter-diffusion. Several groups
reported the heteroepitaxial growth of manganite films on YSZ buffered Si substrates
(Trajanovic et al 1996, Fontcuberta et al 1999, Gillman et al 1998). However, the film
quality seems to be worse than for films grown on lattice matched substrates. Due to
the presence of the thick insulating buffer layer, spin-injection from the ferromagnetic
oxide into the semiconductor cannot be facilitated.
7. Ferromagnetic tunnelling junctions
7.1. Basic theory
The magneto-conductance of a ferromagnet-insulator-ferromagnet tunnelling junction
was first derived by Julliere (1975). A schematic drawing of a ferromagnetic tunnelling
junction is shown in figure 26: two ferromagnetic electrodes are separated by a
thin insulating layer. The parallel and anti-parallel orientation of the ferromagnetic
electrodes leads to different conductances in these two states. A schematic density of
states for the tunnelling junction is indicated in the figure assuming identical, half-
metallic ferromagnets. If the spin of the carrier is conserved in the tunnelling process,
tunnelling is only possible for parallel electrode orientation. A simple expression for the
tunnelling magnetoconductance can be derived as follows (Julliere 1975). Let P and
P ′ denote the spin-polarization of the ferromagnetic electrodes. If the carrier spin is
conserved during tunnelling, the conductance is proportional to the sum of the products
of the spin-polarized densities of states. One obtains in the parallel (↑↑) and antiparallel
(↑↓) states:
G↑↑ ∝ (1 + P ) (1 + P ′) + (1− P ) (1− P ′) ∝ 1 + PP ′ (35)
G↑↓ ∝ (1 + P ) (1− P ′) + (1− P ) (1 + P ′) ∝ 1− PP ′ . (36)
This yields for the magnetoconductance and magnetoresistance (TMR), respectively
∆G
G
≡ G↑↑ −G↑↓
G↑↑
=
2PP ′
1 + PP ′
(37)
∆R
R
≡ R↑↓ − R↑↑
R↑↑
=
2PP ′
1− PP ′ . (38)
In the case of two identical ferromagnets, the magnetoresistance is always negative; it
diverges for two half-metallic electrodes. In the general case, the magnetoresistance can
be both positive and negative.
Slonczewski (1989) calculated the tunnelling conductance within a free electron
model using the Landauer-Bu¨ttiker formula (Landauer 1957, Bu¨ttiker 1988). The
exchange fields in the ferromagnetic electrodes were assumed to span an angle Θ. The
72
G↑↓ ∝ n↑n'↓+n↓n'↑
G↑↑ ∝ n↑n'↑+n↓n'↓
I
I FMFM
FMFM
EF
EF
Figure 26. Schematic drawing of a ferromagnetic tunnelling junction and of the
corresponding density of states. FM indicates the ferromagnetic electrodes and I the
insulating barrier. For simplicity the density of states of a half-metallic ferromagnet
are shown. The conductivities in the parallel and antiparallel state, G↑↑ and G↑↓ are
proportional to the densities of states at the Fermi level, n↑, n↓ (left electrode) and
n′↑, n
′
↓ (right electrode), if spin-flip processes in the barrier can be neglected.
transmission coefficient T (k‖) of an incoming electron of defined spin is calculated. k‖
denotes the wave vector component parallel to the barrier. Assuming the absence of
diffuse scattering in the barrier, the tunnelling conductance is given by
G =
e2
(2π)2h
∫
d2k‖T (k‖) . (39)
Slonczewski evaluated equation (39) by integrating over k‖ and keeping only the leading
term in 1/d. The conductance is found to be of the form
G ∝ [1 + P 2fb cos(Θ)] (40)
with an effective polarization Pfb depending on the band splitting. In the one-band case
Pfb = 1 resulting in a complete spin-valve effect, in the two-band case
Pfb =
(k↑ − k↓)
(k↑ + k↓)
(κ2 − k↑k↓)
(κ2 + k↑k↓)
≡ P Afb (41)
with the wave-vectors k↑, k↓ of the ↑ and ↓ electrons and the inverse of the decay
length in the barrier κ =
√
2(U0 −EF ). U0 denotes the barrier height and EF the
Fermi energy. For free electrons, the first factor in equation (41) simply reduces to the
standard definition of the spin-polarization P = (n↑− n↓)/(n↑+ n↓). The second factor
Afb, however, is related to interface properties and has the range −1 < Afb < 1. It
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Figure 27. Conductance ratio ∆G/G for free electron spin-dependent tunnelling for
various barrier heights (a) 0.25 eV, (b) 0.75 eV, (c) 1.5 eV, (d) 3.0 eV, (e) 6.0 eV
and (f) 10.0 eV. In each panel, barrier widths of 0.5, 1, 2, 10 and 20 nm are shown
along with the Julliere and Slonczewski results labelled by (J) and (S), respectively.
Reproduced from Maclaren et al (1997).
changes sign as a function of barrier height, indicating that the sign of the apparent
spin-polarization can be modified by the appropriate choice of the barrier material.
The tunnelling conductance in the free-electron model was numerically calculated
by MacLaren et al (1997) in order to investigate the validity of Slonczewski’s and
Julliere’s results. In figure 27 the conductance ratio ∆G/G calculated by numerically
integrating Eq. (39) is shown as a function of the polarization P for various barrier
heights and thicknesses. For comparison, Julliere’s expression ∆G/G = 2P 2/(1 + P 2)
and Slonczewski’s approximation are also shown. Slonczewski’s expression for ∆G/G is
a good approximation for large barrier thicknesses and small barrier heights, whereas
Julliere’s expression fails to reproduce any dependence on barrier height and thickness.
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MacLaren et al (1997) further calculated the tunnelling conductance taking into
account the band-structure of the iron electrodes. These results also confirmed a
considerable dependence of the tunnelling magnetoconductance on the barrier height
and a small variation with barrier thickness. Therefore, it has to be concluded that
Julliere’s model fails to incorporate the relevant physics of spin-polarized tunnelling. As
will be seen later, however, this model yields TMR values in surprisingly good agreement
with experiment, if the spin-polarization is defined in an appropriate way.
The bias-dependence of the tunnelling conductance is generally quite complicated.
Since the carriers tunnel directly between the electrodes, a quadratic voltage dependence
is expected at low bias according to the Simmons’ model for free electron tunnelling
(Simmons 1963). Guinea (1998) investigated the bias dependence due to the excitation
of bulk and interface magnons. He found that, for a barrier of thickness d, bulk magnons
with wavelengths larger than d can be created with roughly equal probability. At zero
temperature magnons are created at finite voltage bias yielding a conductance
G(V ) ∝
{
(V/J)3/2 : V ≪ J (a2/d2)
(a/d)3 : V ≫ J (a2/d2) . (42)
a denotes the lattice parameter and J the exchange constant.
The contribution to the bias dependence by interface antiferromagnons was found
to be
G(V ) ∝
{
(V/JAF )
2 : V ≪ JAF (a/d)
(a/d)2 : V ≫ JAF (a/d) . (43)
JAF denotes the interface exchange constant.
7.2. Model systems
In this section some tunnelling systems using the elemental ferromagnets Fe, Co, Ni and
their alloys Ni80Fe20 and Fe50Co50 will be discussed in order to give a brief overview of
the current status of magnetic tunnelling junctions before turning to oxide tunnelling
junctions. Various barrier materials such as Ge, GeO, NiO, Al2O3, AlN, MgO and HfO2
have been used; Al2O3 is the most popular one.
Experimental work on ferromagnetic tunnelling junctions was initiated by Julliere
as early as 1975. However, interest in these devices was small, since the tunnelling
magnetoresistance at room temperature was only a fraction of a percent. This situation
changed after magnetoresistance values in excess of 10% were reported by Moodera
et al in 1995. Meanwhile it is possible to fabricate ferromagnetic tunnelling junctions
reproducibly with a magnetoresistance of more than 20% at room temperature. Moodera
et al (1998) reported TMR values for a Co/Al2O3/Ni80Fe20 junction of 20.2%, 27.1%
and 27.3% at 295 K, 77 K and 4.2 K, respectively. As already described in section 2, the
spin-polarization of the conduction electrons can be measured using a superconducting
counter-electrode as a spin detector. This yields PCo = 35% and PNiFe = 45%. Within
Julliere’s model, a tunnelling magnetoresistance of 27.2% is found, being in perfect
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agreement with the measured value. Thus, Julliere’s model apparently yields a good
description of the tunnelling magnetoresistance. The spin-polarization has to be defined
via measurements of ferromagnet/insulator/superconductor tunnelling using the same
barrier material.
In order to achieve a large tunnelling magnetoresistance it is necessary to (i) grow
smooth and clean FM/I-interfaces, (ii) have defect free barriers of large height and (c)
have well defined and separated coercive fields to fully realize the antiferromagnetic
state in the field range Hc1 < H < Hc2.
An exciting development in the field of tunnelling junctions is the recent
investigation of spin-polarized tunnelling in double tunnelling junctions (Schelp et al
1997, Bru¨ckl et al 1998, Montaigne et al 1998, Takahashi and Maekawa 1998, Barna´s
and Fert 1998, Brataas et al 1999a). A double tunnelling junction consists of two
ferromagnetic electrodes separated by a small ferromagnetic island. If the electrode
dimensions are very small such that the island capacitance C is also very small,
the junction enters the Coulomb blockade regime for temperatures smaller than the
Coulomb energy Ec = e
2/2C. Bru¨ckl et al (1998) observed an anomalous increase of
the magnetoresistance in permalloy/Al2O3/Co/Al2O3/permalloy tunnelling junctions
at temperatures below 5 K. The lateral dimensions of the junctions were of order
100 × 200 nm2. This was interpreted as arising from spin-polarized tunnelling in the
Coulomb-blockade regime. Takahashi and Maekawa (1998) calculated the tunnelling
magnetoresistance of a double tunnelling junction in the Coulomb blockade regime. At
low temperatures charging of the intermediate island is unfavourable and tunnelling
proceeds via a co-tunnelling process, namely by the simultaneous tunnelling of a charge
carrier from one electrode to the island and from the island to the other electrode. Since
this is a second order process, the magnetoresistance is found to be
∆R
R↑↑
=
[
1 + P 2
1− P 2
]2
− 1 , (44)
being larger than for a single tunnelling junction. Barna´s and Fert (1998) analyzed
double tunnelling junctions using a different approach and found oscillations in the
magnetoresistance as a function of the applied voltage. These are due to discrete
charging effects. A quantitative experimental verification of these predictions in
microfabricated tunnelling junctions has not yet been carried out. This is due to
the challenging microfabrication requirements to achieve small structures with small
capacitances. However, higher-order tunnelling processes have been successfully studied
in insulating Co–Al–O films (Mitani et al 1998a, 1998b). These films show a striking
enhancement of the magnetoresistance in the Coulomb blockade-regime. Surprisingly,
the magnetoresistance in this regime is independent of the bias voltage, although
the resistivity is a strong function of the applied voltage bias. These results can be
understood quantitatively within a model of spin-polarized tunnelling between large
grains via several small grains (Mitani et al 1998a), see discussion in the following
section.
Figure 28. TMR versus bias voltage at three temperatures for a Co/Al2O3/Ni80Fe20
junction. Data shown are (a) the actual percentages and (b) normalized at zero bias.
The inset shows the TMR in the low bias region displaying near constancy of TMR. The
dashed line in (b) is the theoretically expected variation for a Fe-Al2O3-Fe junction
with a 3 eV barrier height (from Fig. 1 of Bratkovsky (1997)). Reproduced from
Moodera et al (1998).
7.3. Temperature and voltage dependence
It is generally observed that the tunnelling magnetoresistance decreases with
temperature as well as with bias voltage. A number of studies were devoted to the
voltage dependence and we briefly review this field of research at the end of this section.
First we discuss the temperature dependence that was studied in great detail by Shang
et al (1998).
Shang et al (1998) based their investigation of the temperature dependent
conductance and magnetoconductance on Julliere’s model, since this reproduces the
correct magnitude of the TMR at low temperatures. The total conductance is written
as
G(Θ) = GT [1 + P1P2 cos(Θ)] +GSI , (45)
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Figure 29. Inelastic tunnelling spectroscopy spectra at three temperatures for the
same junction as in Fig. 28, measured at B = 0. Similar spectra are seen for junctions
where one electrode is a ferromagnet and the other electrode is Al. The inset shows an
inelastic tunnelling spectrum of an Al/Al2O3/Al reference junction for comparison.
The dip near 100 mV was interpreted as arising from the excitation of an Al–O
stretching mode, compare with the inset that shows the same feature in a non-magnetic
Al/Al2O3/Al junction, whereas the sharp features near 17 mV were assigned to magnon
excitation. Reproduced from Moodera et al (1998).
where the first term on the right hand side is the usual spin-polarized tunnelling
conductance and the second term GSI is an inelastic contribution independent of the
magnetization. This inelastic contribution might arise from inelastic tunnelling via
localized states in the barrier or from conduction through pin-holes. The temperature
dependent pre-factor is given by
GT = G0
CT
sin(CT )
, (46)
where G0 is a constant and C = 1.387× 10−3d/
√
Φ with the barrier width d in nm and
the barrier height Φ in eV. For typical parameters, GT at room temperature is only a
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few percent higher than at 4.2 K. The spin-polarization is thought to be proportional
to the surface magnetization. The magnetization far below the Curie temperature is
reduced by the excitation of spin waves producing a term proportional to T 3/2. This
temperature dependence was confirmed in bulk samples, thin films and for the surface
magnetization. The surface spin waves, however, showed a largely reduced spin stiffness.
Therefore, for the spin-polarization at low temperatures one can write
P (T ) = P0
(
1− αT 3/2) (47)
with the zero temperature spin-polarization P0 and a material dependent parameter α.
Shang et al (1998) analyzed the measured tunnelling resistance and TMR
of Co/Al2O3/Ni80Fe20, Co/Al2O3/Ni80Fe20/NiO and Co/Al2O3/Co/NiO tunnelling
junctions. They found good agreement between theory and experimental data in the
temperature range 77 K ≤ T ≤ 400 K using the parameters αCo = 1−6×10−6T−3/2 and
αNiFe = 3 − 5 × 10−5K−3/2 as well as an inelastic conductance GSI ∝ T 1.35±0.15. The α
values obtained are comparable to values extracted from magnetization measurements;
these show a rough scaling with the Curie temperature (TC = 1360 K for Co and
850 K for Ni80Fe20). The temperature dependence of GSI is in good agreement with
theoretical predictions of inelastic tunnelling through an amorphous barrier via pairs of
localized states that yields a temperature dependence ∝ T 4/3 (Glazman and Matveev
1988). This indicates the existence of defect states in the barrier. Although this
analysis was performed on the basis of the simple Julliere model, it indicates that the
magnetoresistance in high quality tunnelling junctions is reduced by both the excitation
of interface spin waves as well as inelastic processes via defect states in the barrier
material.
The tunnelling resistances in the parallel and antiparallel states show different
bias voltage dependences leading to a bias voltage dependence of the tunnelling
magnetoconductance. The TMR is found to be voltage independent at very low voltages,
V < 10 mV and is then seen to decrease strongly on a voltage scale of about 500 mV,
see figure 28. The junction resistance as a function of bias voltage usually shows a cusp
at zero voltage and at low temperatures. This cusp was termed “zero bias anomaly”.
Slonczewski’s model contains a bias voltage dependence through the parameter κ being
related to the effective barrier height. This voltage dependence, however, is much
too small to explain the experimental data. Zhang et al (1997a) and Bratkovsky
(1997) calculated the TMR at high electron energies and found a quenching of the
TMR by hot electrons. The tunnelling conductance was found to be linear in bias
voltage at low voltages < 200 mV in qualitative agreement with theory. Moodera et al
(1998), however, observed in high quality junctions a stronger voltage dependence than
predicted by theory, see figure 28, and interpreted this result as arising from magnon
scattering. Indeed, inelastic tunnelling spectroscopy spectra of a Co/Al2O3/Ni80Fe20
junction showed features at about ±100 mV as well as 17 mV, see figure 29. Although
the feature near 100 mV has been identified as being due to an Al–O stretching mode,
it is believed to also have some magnon contribution; the sharp feature emerging at 1 K
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at 17 mV is also attributed to a magnon excitation. According to the results of Guinea
(1998) magnon scattering should lead to a voltage dependence ∝ V 3/2, see equation (42),
in qualitative agreement with experiment.
Zhang and White (1998) suggested that extrinsic factors might cause the
considerable voltage dependence of the magnetoresistance. This idea was based on
a correlation between the maximal magnetoresistance value and the non-linear I–V -
curves of permalloy/Al2O3/Co (CoFe) junctions showing that a small magnetoresistance
ratio is related with a strong non-linearity. The junctions with unfavourable
characteristics are likely to have numerous defect states in the barrier leading to inelastic
tunnelling processes that are spin-independent. Zhang and White (1998) proposed a
phenomenological model taking into accoung the inelastic tunnelling current Ii and
derived the magnetoresistance ratio in this case:
∆G
G
=
(∆G/G)Julliere
1 + Ii/I↑↓
, (48)
where I↑↓ denotes the direct tunnelling current in the case of antiparallel electrode
magnetization. Assuming a spatially and energetically uniform distribution of the defect
states, the calculated I–V -curves agree qualitatively with the measured characteristics
of high and low quality junctions, lending support to this model.
7.4. Oxide tunnelling junctions
Ferromagnetic oxide tunnelling junctions based on manganite electrodes were fabricated
and investigated by the IBM group (Sun et al 1996, Lu et al 1996, Li et al 1997c,
Sun et al 1997, 1998, Sun 1998), the Orsay group (Viret et al 1997a), the Cambridge
group (Moon-Ho Jo et al 2000a, 2000b) and further by Obata et al (1999), Yin et
al (2000) and Noh et al (2001). Kwon et al (1998) investigated LSMO ramp-edge
junctions. Heteroepitaxial magnetite tunnelling junctions were investigated by the IBM
group (Li et al 1998b) and the Eindhoven group (van der Zaag et al 2000). A “mixed”
junction based on a LSMO and a magnetite electrode was studied by Ghosh et al (1998).
This research was motivated by the large spin-polarization of the manganites and of
magnetite. Indeed, TMR values in excess of 100% at 4.2 K have been reported by Sun
et al (1998), Viret et al (1997a) and Obata et al (1999). In this section the fabrication
technique is reviewed, typical results for resistance, magnetoresistance and non-linear
conductance are discussed and an analysis of limiting factors and future trends is given.
LSMO/SrTiO3/LSMO trilayer structures are usually grown by pulsed laser
deposition on LaAlO3 or SrTiO3 substrates. Whereas Sun et al (1998) report a peak-
to-peak roughness of a single La0.7Sr0.3MnO3 layer of 1.5 nm, Obata et al (1999)
achieved the growth of atomically flat La0.8Sr0.2MnO3 films. Noh et al (2001) report on
the fabrication of LSMO/SrTiO3/LSMO trilayer structures by 90
◦ off-axis sputtering
and found improved junction uniformity compared to junctions made by pulsed laser
deposition. SrTiO3 (STO) layers with thicknesses between 1.6 nm and 5 nm have been
used as tunnelling barriers. High resolution transmission electron micrographs of cross-
80
Substrate
Top Au contact
(b)
SiO2 insulating
spacerOver-etch
depth
Top electrode
Top metal contact
Top manganate layer
SrTiO3 barrier
Base
electrode
Bottom
manganate layer
(a)
Magnetic field
R(H)
(c)
Figure 30. A schematic view of a LSMO/STO/LSMO trilayer thin film junction
structure. (a) Left: top-view of the device; right: 3-dimensional illustration of the
current-perpendicular pillar structure. (b): Side view of the structure, showing the
over-etch steps which add additional magnetic coupling between the top and bottom
ferromagnetic electrodes. (c) Schematic junction resistance as a function of sweeping
magnetic field, showing the transitions from parallel to anti-parallel to parallel state
of the magnetic moment alignments of the electrodes. Reproduced from Sun (1998).
sectional images obtained from LSMO/STO/LSMO trilayers indicate heteroepitaxial
growth (Lu et al 1996). Typically, a self-aligned photolithographic process is employed
to define the junctions. The trilayer structure is patterned using ion-beam milling to
define the base electrode. After applying photoresist and developing, the top electrode
is defined by ion-beam milling the top manganite layer; the ion milling is timed to stop
at the bottom electrode. Next the junctions are coated with a SiO2 film by sputtering.
The photoresist left after the second ion-milling step is used as the lift-off stencil to open
self-aligned contact holes to the top electrodes. Finally a Au or Cu metallization layer
is deposited and patterned to make electrical contacts to the bottom and top electrodes.
A schematic view of a LSMO/STO/LSMO trilayer thin film junction structure is
shown in figure 30. These structures show non-linear conductance curves; the non-linear
conductance is often found to be quadratic in the bias voltage at low voltages which
is taken as an indication of tunnelling as the main transport mechanism. However,
more complex bias voltage dependences of the conductance have been reported that
are not understood at present, see Sun (1998). Figure 31 shows (a) the magnetization
hysteresis of a single LSMO layer indicating the coercive field and (b), (c) the resistance
hysteresis at 4.2 K of two LSMO/STO/LSMO tunnelling junctions. Both junctions
show typical TMR behaviour: a resistance maximum for antiparallel alignment of
the electrode magnetizations and a nearly field independent resistance for parallel
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Figure 31. Comparing the R(H) curves of devices to magnetic hysteresis from a blank
film. (a) Magnetic hysteresis loop of a blank film. (b) R(H) loop of a low resistance
junction showing similar switching field as the blank film’s coercive field Hc. (c) High
resistance junction. The lower switching field corresponds well to the blank film’s Hc,
whereas the upper switching field is well above Hc, indicating an additional magnetic
interaction present for magnetic states within the pillar. The insets in (b) and (c)
show the geometry of the electrodes for the particular junctions and the relative field
orientation in each case. Reproduced from Sun (1998).
alignment. The resistance hysteresis of the larger tunnelling junction in figure 31b is
very similar to corresponding curves of conventional ferromagnetic tunnelling junctions.
The smaller junction in figure 31c shows large noise, presumably due to complicated
domain patterns in the ferromagnetic electrodes. The magnetoresistance of the junction
in (c) reaches about 200%, whereas the larger junction in (b) has a magnetoresistance
of only 20%. Very large values of 870% (Sun et al 1998) and 450% (Viret et al 1997a)
have been reported at low temperatures. However, the junction characteristics are not
reproducible.
Several groups have investigated the TMR ratio as a function of temperature. Lu
et al (1996) reported a strong decrease of the magnetoresistance with temperature in
LSMO/STO/LSMO junctions; the TMR ratio is found to vanish above about 200 K,
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Figure 32. Temperature dependence of maximum TMR ratios for
La0.8Sr0.2MnO3/SrTiO3/La0.8Sr0.2MnO3 junctions with different areas and SrTiO3
thicknesses. Reproduced from Obata et al (1999).
whereas the Curie temperature of the electrodes is much higher with TC = 347 K.
Obata et al (1999) report TMR values extending up to the Curie temperature in
LSMO/STO/LSMO junctions with very smooth interfaces and thin STO barriers with
thickness of 1.6 nm, see figure 32. Yin et al (2000) obtained a similar result in
LSMO/La0.85Sr0.15MnO3/LSMO junctions. However, even in this case the TMR ratio
decreases much faster with temperature than the bulk magnetization. This behaviour
might not be surprising, since the spin-polarization is controlled by the interfacial
magnetization that shows a much stronger decay with temperature than the bulk
magnetization. Indeed, as discussed in section 6, measurements of the surface spin-
polarization by Park et al (1998a) indicate that the surface spin-polarization is strongly
reduced in comparison to the bulk magnetization in qualitative agreement with the
tunnelling magnetoresistance. The strong temperature dependence, however, might to
some extent still be of extrinsic origin related to non-stoichiometry of the interface region
and interface roughness. Viret et al (1997a) observed a maximum in the tunnelling
resistance for parallel magnetization at about 200 K. In view of the dependence of the
Curie temperature on oxygen content, this might be interpreted as due to an oxygen
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Figure 33. Temperature dependence of a LSMO/STO/LSMO junction. The
initial zero-field-cooled trace of this junction gives a higher resistance value at low
temperatures than observed in subsequent measurement cycles. Solid and open circles:
Resistive–high and –low states as measured from individual R(H) loops. Inset:
junction resistance plotted versus T−1/4 in order to show the variable range hopping
in the high temperature region between 130 K and room temperature. Reproduced
from Sun (1998).
deficient LSMO layer near the interface. This is corroborated by the results of Gilabert et
al (2001) who observed a strong photoconductivity in a La0.81MnO3/Al2O3/Nb junction
below 95 K. This finding was interpreted as arising from photoinduced charge-carrier
generation in an oxygen-depleted region near the interface, thus effectively reducing the
tunnelling barrier thickness. Sun et al (1997) found indications of variable range hopping
in the junction resistance above about 130 K, where the TMR vanishes, see figure 33.
This was interpreted as indicating a high defect density in the SrTiO3 barrier leading
to defect-state mediated tunnelling through the barrier at higher temperatures. Fits of
the Simmons model to the non-linear conductance yield small tunnelling barriers with
values 0.5-0.7 eV (Sun et al 1997) and 0.1-0.2 eV (Obata et al 1999). These are much
smaller than the SrTiO3 band gap of about 3 eV and also indicate the presence of defect
states. Sun et al (1998) reported a zero bias dip in the conductance for temperatures
below 130 K and bias voltages below 200 meV. Since this zero bias dip was also present
in LSMO/Al2O3/permalloy junctions, it was related to the properties of the LSMO
bottom electrode. Sun et al (1998) suggested this feature to arise from a Coulomb gap
effect due to metallic inclusions of approximate size 1.5 nm at the interface. The nature
of the metallic inclusions is unknown; it was speculated that these are related to the
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Figure 34. (a) Resistance of LCMO/NdGaO3/LCMO trilayer junctions at 77 K. Here
the magnetoresistance is defined with respect to R↑↓. The junctions show coherent
sharp switching at well defined switching fields and a rather high magnetoresistance.
This corresponds to a spin-polarization of 86%. Adapted from Moon-Ho Jo et al
(2000a). (b) Switching field of a junction as shown in (a) plotted in the (H‖, H⊥)
plane. H‖ and H⊥ are the field components defined with respect to the magnetic easy
axis. The solid lines show the result of a calculation within a single domain model with
an anisotropy consisting of a twofold and a fourfold term; this is consistent with the
observed angular dependence of the switching field. The agreement between calculation
and measured values strongly suggests a coherent rotation mechanism. Adapted from
Moon-Ho Jo et al (2000b).
localization length of the spin-polarized carriers. Moreover, the different switching fields
of the electrodes are only induced by shape anisotropy. This might not be sufficient to
guarantee the full development of the antiferromagnetic state at intermediate fields and
might lead to a strong reduction of the magnetoresistance.
Moon-Ho Jo et al (2000a, 2000b) reported the fabrication of trilayer tunnelling
junctions made from LCMO with NdGaO3 as a tunnelling barrier. Due to the small
lattice mismatch between LCMO and NdGaO3 strain effects are minimized and these
junctions show excellent reproducibility and very sharp resistance switching between
bistable resistance states. Magnetoresistance curves are shown in figure 34(a). The
magnetization reversal mechanism in the bottom and top electrodes was investigated
by angular dependent magnetotransport measurements (Moon-Ho Jo et al 2000b).
The bottom electrode shows a twofold symmetry consistent with magnetocrystalline
anisotropy; the top electrode shows an additional fourfold contribution. The analysis
of the reversal mechanism within Stoner-Wohlfarth single domain theory strongly
indicates coherent magnetization reversal in the top electrode. This is illustrated in
figure 34(b) showing the observed switching fields in the (H‖, H⊥) plane compared to
the calculation for coherent rotation. The agreement is remarkable. Thus one might
assume that extrinsic effects such as incomplete magnetization reversal do not influence
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the magnetotunnelling values obtained for these junctions. Indeed, Moon-Ho Jo et
al observe a spin-polarization of 86% at 77 K (2000a) that is higher than the value
measured directly by Andreev reflection (Soulen et al 1998). However, the effective spin-
polarization in these junctions does also strongly decrease with temperature and was seen
to vanish above 150 K. As in the data of Sun et al (1997) the junction resistivity indicates
an activated non-tunnelling conductance. Moon-Ho Jo et al (2000a), however, argue
that this is insufficient to explain the drastic decrease in tunnelling magnetoresistance
above 120 K. They propose a model based on percolative phase separation at the
interface: within this model the decrease of the spin-polarization is caused by the growth
of paramagnetic regions nucleated near interface defects at the expense of ferromagnetic
regions. This model is consistent with the mesoscopic results of Fa¨th et al (1999), see
section 3.
Direct evidence for phase separation near La0.67Ca0.33MnO3/SrTiO3 interfaces has
been obtained from a NMR study as a function of thickness, 6 nm ≤ t ≤ 108 nm of the
manganite layer (Bibes et al 2001). 55Mn NMR spectra show the occurrence of two lines:
a dominant line of mixed-valent character and a small contribution from Mn4+. The
NMR enhancement factors of both lines are large, thus indicating ferromagnetic states.
These NMR signals are related to ferromagnetic metallic and ferromagnetic insulating
regions. Since the Mn4+ line becomes more pronounced at small film thickness, the
ferromagnetic insulating region is located near the interface. The total spectrum
intensity normalized to the layer thickness decreases with decreasing film thickness;
this indicates that some fraction of the sample is non-ferromagnetic and presumably
insulating.
From this discussion it becomes clear that an understanding of manganite tunnelling
junctions is far from complete. Calculations of the tunnelling conductance using the full
manganite band structure might be of help. Experimentally the interface quality, the
barrier material as well as the oxygenation state have to be improved. It might prove
helpful to investigate junctions of mixed type with a well defined Al2O3 barrier and a
conventional ferromagnetic electrode of known properties.
Li et al (1998b) fabricated tunnelling junctions from heteroepitaxially grown
Fe3O4/MgO/Fe3O4 trilayers using a similar process as for the fabrication of manganite
junctions. Since magnetite is believed to be a half-metallic ferrimagnet with a high
Curie temperature, the junctions have potential to be used at room temperature.
Different coercive fields were achieved by growing on a CoCr2O4 buffer layer that yields
a magnetically softer bottom electrode. At room temperature, however, the difference
between the two coercitvities becomes quite small. The tunnelling magnetoresistance
is disappointingly small, see figure 35. At room temperature a magnetoresistance of
about 0.5% increasing to 1.5% at 150 K was found. This is in agreement with results
by van der Zaag (2000). Although a strong decay of the surface magnetization with
temperature was found by Alvarado (1979) in magnetite crystals, this effect should not
place a severe limit on the spin-polarization at 150 K or 300 K due to the high Curie
temperature. At present, this small magnetoresistance in magnetite tunnelling junctions
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Figure 35. Resistance and magnetoresistance versus magnetic field at various
temperatures for a Fe3O4/MgO/Fe3O4 tunnelling junction with a rectangular 2×4 µm2
top electrode. The insets show the junction geometry and the dynamic conductance
as function of bias voltage at 200 K. Reproduced from Li et al (1998b).
is not understood.
Barry et al (2001) studied a tunnelling junction farbicated from a CrO2 bottom
electrode, a native oxide layer, probably composed of antiferromagnetic Cr2O3, and a
Co top electrode. The current-voltage characteristics are non-linear and an analysis
within Simmons’ model yields a barrier thickness of about 2 nm and a barrier height of
0.76 eV. The tunnelling magnetoresistance is 1% at 77 K.
Ghosh et al (1998) investigated LSMO/STO/Fe3O4 tunnelling junctions. A positive
magnetoresistance was observed in large applied fields consistent with the opposite spin-
polarization in the manganites and magnetite. However, the junction resistance did not
show any apparent correlation with magnetic properties, especially the coercive fields.
Therefore, the results on these junctions are at present not very well understood.
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7.5. Barriers and band-structure
In the foregoing sections, it has been shown that Julliere’s model provides a consistent
description of spin-polarized tunnelling, if the spin-polarization as determined from
ferromagnet-insulator-superconductor tunnelling is used. The meaning of these spin-
polarization values, however, is somewhat unclear, since these contradict basic ideas
on the band-structure of ferromagnetic metals. Indeed, the spin-polarization of Ni, Co
and LSMO determined from tunnelling measurements into Al is positive, see table 1.
For LSMO this result is expected, since in the simplest band picture only the majority
eg band lies at the Fermi level and the spin-polarization should be P = +1. In the
case of the elemental ferromagnets, however, physical intuition leads one to expect a
negative spin-polarization, since the minority density of states significantly exceeds the
majority one. Gadzuk (1969) studied band-structure effects on the tunnelling electron
distribution for non-magnetic metals. The band-structure was modelled as consisting of
a wide, free-electron-like s-band with parabolic dispersion and a narrow tight-binding d-
band with a linear k-dependence. Gadzuk (1969) found that the tunnelling probability
of d electrons is drastically reduced compared to that of s electrons, i.e. “tight-binding
electrons are not only tightly bound with respect to conduction processes but also with
respect to tunneling.” Similar methods were used to treat the spin-polarization of
ferromagnetic metals observed in tunnelling (Hertz and Aoi 1973, Stearns 1977) and in
field emission (Politzer and Cutler 1972, Chazalviel and Yafet 1977). Main conclusion
from this theoretical work is that electrons from bands of low-effective mass contribute
most to tunnelling. The spin-polarization of these s electrons is induced by the exchange
splitting of the d bands through s−d hybridization and generally is of the opposite sign
as the spin-polarization derived from band structure. Within a rigid Stoner band-model
Stearns (1977) obtained a relationship between the spin-polarization and the magnetic
moment of the conduction electrons µc:
P = µc f(∆/EF ) , (49)
where f(∆/EF ) denotes a slowly varying function of the ratio of band splitting ∆
and Fermi energy EF with f(0) = 1/3. This expression is in agreement with the
results of Paraskevopoulos et al (1977) and Meservey et al (1980). A second solution
to explain the experimentally observed spin-polarizations was proposed by Fulde et al
(1973). These authors studied the electronic structure of a Ni surface and found a
spin-dependent surface resonance state in the ferromagnetic region. A majority spin
resonance significantly changes the local surface density of states and might lead to a
spin-polarization drastically different from the bulk value. The classical data of Meservey
and Tedrow did not settle the controversy on the physical mechanisms underlying spin-
polarized tunnelling, see discussion in Meservey et al (1980). Here recent work will be
reviewed in more detail, since it makes essential contributions to the understanding of
this problem.
When comparing data on ferromagnet-insulator-ferromagnet and ferromagnet-
insulator-superconductor tunnelling, it is immediately clear that the choice of barrier is
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Figure 36. TMR ratio as a function of the applied dc bias for 10 µm
Co/SrTiO3/LSMO junctions. The inverse TMR is maximum at about −0.4 V, and
reaches -50% and -30% for samples 1 and 2, respectively. At positive bias the TMR
decreases rapidly and a normal TMR of, respectively, 1.5% and 1% is measured at
+1.15 V for samples 1 and 2. The inset shows the normal TMR measured at 5 K on
sample 1 for a positive bias of +1.15 V. The different TMR values of the two samples
are likely to be related to the LSMO/SrTiO3 interface quality. Reproduced from de
Teresa et al (1999a).
quite limited. Actually most of the experiments involving elemental ferromagnets have
been performed with the use of Al2O3 as a barrier, although some experiments with
AlN (Plaskett et al 1997), GdOx (Nowak and Rauluszkiewicz 1992), NiO (Nowak and
Rauluszkiewicz 1992), MgO (Platt et al 1997) and HfO2 (Platt et al 1997) barriers have
been reported. Among these Al2O3 has proven to be the most successful barrier for
spin-polarized tunnelling junctions. This might be attributed to the excellent wetting
properties of Al and its ability to oxidize readily. The barrier material of choice when
working with manganites is SrTiO3, although experiments with PrBa2Cu2.8Ga0.2O7 and
CeO2 barriers have been reported (Viret et al 1999). Since a positive spin-polarization of
LSMO in conjunction with a SrTiO3 barrier is found in tunnelling experiments with an
Al counterelectrode (Worledge and Geballe 2000) and is expected from band-structure,
LSMO might be used as a spin-analyzer.
A convincing experiment demonstrating the influence of both barrier and band-
structure on spin-polarized tunnelling was performed by de Teresa et al (1999a, 1999b).
This group fabricated LSMO/SrTiO3/Co tunnelling junctions using a combined pulsed
laser ablation/sputtering process and conventional UV lithography. The junctions
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Figure 37. Relative positions of the d-band DOS in Co and LSMO for (a) a bias
around zero, (b) a negative bias of −0.4 V, and (c) a positive bias of +1.15 V. In
each case, arrows indicate the route of the higher tunnelling rate which occurs between
majority states of LSMO and minority states of Co in the antiparallel configuration
[(a),(b)] or between majority states of LSMO and majority states of Co in the parallel
configuration (c). Reproduced from de Teresa et al (1999a).
showed a clear magnetotunnelling effect and, depending on the bias voltage, an inverse
tunnelling magnetoresistance with the resistance lower in the antiparallel state was
observed. Since LSMO has a positive spin-polarization, this clearly indicates a negative
spin-polarization of the Co electrode in agreement with the band-structure. The bias
dependence of the tunnelling magnetoresistance of this LSMO/SrTiO3/Co structure is
shown in figure 36. For bias voltages between -2 V and 0.8 V an inverse tunnelling
magnetoresistance is seen with a broad maximum near -0.4 V; above 0.8 V the
magnetoresistance becomes normal. This behaviour can be understood considering the
schematic density of states shown in figure 37. At zero bias, majority-spin electrons can
tunnel from the LSMO electrode into the minority d-states of the Co electrode, when the
magnetizations are antiparallel; this leads to an inverse tunnelling magnetoresistance.
At a bias voltage of -0.4 V tunnelling into the minority DOS peak of the Co electrode
is possible and the TMR is maximum. On the other hand, at positive bias voltages the
majority density of states in the Co electrode becomes slightly larger than the minority
DOS and a small, but normal TMR is found. In this way, spin-polarized tunnelling
provides a direct map of the spin-integrated band-structure of Co.
This experiment shows that Co has a negative spin-polarization when adjacent
to a SrTiO3 barrier, whereas the spin-polarization is positive when adjacent to a
Al2O3 barrier. In a related experiment, Sharma et al (1999) showed that permalloy
(Ni80Fe20) has a positive spin-polarization when adjacent to Al2O3 but a negative one
when adjacent to Ta2O5. In this experiment tunnelling junctions were grown with two
permalloy electrodes and a mixed Al2O3/Ta2O5 barrier. If a positive bias was applied
with respect to the Al2O3 side of the barrier, a positive tunnelling magnetoresistance
was observed, whereas an inverse TMR appeared when a negative bias was applied. This
clearly shows that the apparent spin-polarization of permalloy depends on the barrier
material.
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An influence of the barrier was already predicted by Slonczewski within the free
electron model, see equation (41). A more detailed model by Tsymbal and Pettifor
(1997) considers the character of the metal-insulator bonding. Tsymbal and Pettifor
(1997) calculate the tunnelling conductance within the ballistic regime using the
Kubo formula and taking into account a realistic band-structure for the ferromagnetic
electrodes (Co and Fe). In order to investigate the influence of the metal-insulator
bonding, three models were investigated. In the first case only ssσ bonding was taken
into account, whereas spσ and sdσ bonding was considered in the second and third
calculations. The ssσ, spσ and sdσ hopping integrals were chosen to be the same as for
the bulk ferromagnet.
In the case of Co, the total density of states near the interface is asymmetric giving a
much larger weight to the minority states, as expected. The conductance taking only ssσ
bonding into account, however, is larger in the majority channel and leads to a positive
spin-polarization of 34% in excellent agreement with measurements on Co/Al2O3. If spσ
coupling is switched on, the result remains unchanged. This change of sign in the spin-
polarization is due to the fact that only s-electrons from the ferromagnet are coupled
into the insulator such that the conductance is dominated by the s-electron partial DOS.
The s-electron partial DOS, however, is reduced in the minority channel as compared to
the majority channel as a consequence of the strong s-d hybridization; the conductance
is therefore quite similar to the s-electron partial DOS. When sdσ bonding is switched
on, d electrons participate strongly in the tunnelling process and the spin-polarization is
found to be negative, −11%, as expected. In the case of Fe electrodes a similar picture
is found with a spin-polarization of 45% in the case of ssσ bonding and of 8% in the
case of combined ssσ, spσ and sdσ bonding. Again the calculated spin-polarization of
45% is in good agreement with measurements on Fe/Al2O3.
These calculations indicate that there is strong bonding between the Co d-orbitals
and the Al sp-orbitals at a Co/Al2O3 interface leading to a positive spin-polarization due
to propagating s-electrons. In the case of a Co/SrTiO3 interface, the bonding seems to
be mainly of d-d character between Co and Sr/Ti. Although these ideas give a qualitative
explanation of the trends seen in the experiments, microscopic understanding can only be
achieved through detailed calculations in comparison to investigations of the respective
interfaces. The dependence of spin-polarized tunnelling on the barrier material presents
an additional degree of freedom to the physicist and requires numerical techniques for
a controlled engineering.
Seneor et al (1999) reported magnetotunneling measurements on Co/Al2O3/Fe3O4
junctions at 4.2 K. Here a sharp gap in the magnetoresistance was seen below a bias
voltage of 10 meV. This might be related to a gap in the magnetite band-structure
due to correlation effects in the charge-ordered state. The spin-polarization observed
in this experiment and in the Fe3O4/MgO/Fe3O4 tunnelling junctions of Li et al
(1998b) was much smaller than the predicted full spin-polarization. Srinitiwarawong
and Gehring (2001) suggested that this might be a feature of the more than half-filled
band structure. Since the dwell time of an electron on a Fe2+ ion is comparatively
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long, the wave function relaxes to an atomic state wave function. An electron
tunnelling from such an ion is described by the angular momentum coupling relation
|2; 2 〉 = √5/6 |5/2; 5/2 ↓〉 −√1/6 |5/2; 3/2 ↑〉; it follows that the spin-polarization of
this slow process is P = (
√
5/6)2−(√1/6)2 = 2/3. Srinitiwarawong and Gehring (2001)
further calculated the tunnelling probabilities between Fe2+ and Fe3+ ions as a function
of the magnetic quantum number.
7.6. Current-induced switching of the magnetization
Recent interest has focused on switching of magnetic nanoparticles or thin magnetic
layers by a spin-polarized current. This concept was originally proposed by Slonczewski
(1996). Although the theoretical description is not settled yet (Bazaliy et al 1998, Sun
2000, Heide et al 2001), convincing evidence of current-driven magnetization switching
has been presented for the switching of thin Co layers in Co/Cu/Co-pillars (Katine et
al 2000, Albert et al 2000, Grollier et al 2001). Here the work of Sun (1999) on the
switching of magnetic nanoparticles in manganite trilayer junctions is reviewed, which
was the first report on the occurrence of current-induced magnetic switching and is the
only report of this phenomenon in oxide magnets. The interpretation of the data follows
the model of Slonczewski (1996).
Figure 38(a) shows the principal design of such a switching experiment. A
ferromagnetic nanoparticle, here approximated by a cubic Stoner-Wohlfarth particle
of side length a, has a magnetization ~M , | ~M | =MS, making an angle θ with the z-axis.
A spin-polarized electric current ~J flows through the nanoparticle; the spin-current
density ~S makes an angle φ with the z-axis. For a spin-polarization P the spin-current
density is given by S = (~/2e)PJ . Within a spin-diffusion length λs the direction of the
spin-current relaxes towards ~M . The angular momentum is transferred to the particle’s
magnetization which induces a torque density on the magnetization of magnitude (Sun
1999)
~τs = ~M × (~S × ~M)/λsM2S . (50)
If for simplicity one assumes uniaxial anisotropy with an anisotropy constant Ku and
an easy axis along zˆ and if a magnetic field ~H is applied along zˆ, one obtains a second
torque density
~τa = µ0(HA cos(θ) +H) ~M × zˆ , (51)
with the anisotropy field HA = 2Ku/M . The dynamic evolution of the magnetization is
governed by the Landau-Lifshitz-Gilbert equation:
d ~M
dt
= γ(~τ1 + ~τ2)− (α/MS) ~M × d
~M
dt
(52)
with gyromagnetic ratio γ and damping parameter α.
If the spin-current density exceeds a critical value, the magnetization might be
flipped. The critical current is given by (Sun 1999)
Ic =
2eα
P~
a2λsMHA
| cos(φ)|
[
1 +
H
HA
]
. (53)
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Figure 38. (a) Schematical setup of a current-driven switching experiment. An
electric current ~J is injected into a ferromagnetic nanoparticle, here modelled as a cubic
Stoner-Wohlfarth particle with magnetization ~M . The injected spin-current density ~S
is oriented under an angle φ with respect to the z-axis. (b) Temperature dependence
of a manganite trilayer junction in the zero field cooled (ZFC), resistance low (parallel
electrode magnetization) and resistance high state. The inset shows a current-voltage
characteristic measured at 13.3 K in zero field. A hysteretic jump near Ic ∼ −1 µA is
clearly visible. (c) Current-voltage characteristics taken on the same sample at 13.3 K
in various applied fields. As shown in the right inset these characteristics are hysteretic;
for clarity only curves taken for one sweep direction are shown in the main panel. The
left inset shows the critical current as a function of the applied field. At about 200 K
one of the electrodes switches and induces a step in the Ic(H) curve. (b) and (c) after
Sun (1999).
Assuming the nanoparticle to be superparamagnetic, the anisotropy energy can be
related to the blocking temperature TB via a
2λsMHA ≃ 40TB. Thus the theory yields
two predictions: (1) the magnitude of the critical current is determined by the blocking
temperature and (2) the critical current is proportional to the applied field.
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The experiment uses manganite trilayer junctions as already discussed in section 7.4.
Since these junctions were grown by laser ablation, there is a certain number of
particulates distributed between the electrodes. Typical areal densities are 106 cm−2
for particles larger than 100 nm and 108− 109 cm−2 for small particles in the range 10–
50 nm. These particles form grain boundaries of low conductivity and weak magnetic
coupling, see next section, with the electrodes. Accordingly, bottom and top electrode
will be connected by some particles; the local current density at these shunts is likely
to be high.
Detailed magnetotransport measurements of trilayer junctions revealed three
distinctive features shown in figures 38(b) and (c): (1) the resistance after zero field
cooling as well as in the high resistance state shows a minimum around 60 K. This is
identified with the blocking temperature TB of the particulates in the film. (2) Current-
voltage characteristics are asymmetric and show a hysteretic step-like feature. This is
related to switching of a magnetic nanoparticle in the barrier. The critical current is
defined at the location of the step. (3) If a magnetic field is applied parallel to the trilayer
junction, this critical current increases linearly with field below H < 200 Oe. Above
this field one of the electrodes switches influencing the magnetic coupling between the
nanoparticle and the electrodes and yielding a step in the Ic(H) curve. From the blocking
temperature a typical particle dimension of 17 nm was estimated which is reasonable.
The anisotropy field HA ≃ 120 Oe was determined from the field dependence of the
critical current. With P = 1, the damping coefficient can be estimated to α ≃ 0.01 in
agreement with measurements (Lofland et al 1995).
7.7. Intrinsic tunnelling in layered manganites
The resistivity and magnetoresistance of La2−2xSr1+2xMn2O7 single crystals for the
dopings x = 0.3 and x = 0.4 were found to differ significantly (Moritomo et al 1996,
Kimura et al 1996). Whereas crystals for both dopings showed a large resistivity
anisotropy, the magnetoresistance in the ordered phase was found to be isotropic for
x = 0.4, but strongly anisotropic for x = 0.3. The ordering temperatures are 90 K
(x = 0.3) and 121 K (x = 0.3), respectively. The resistivity along the c-axis displays
insulating behaviour above the magnetic ordering temperature. Perring et al (1998)
performed a neutron scattering study on single crystals with dopings x = 0.3, 0.4 in
order to determine the magnetic structure. Whereas the x = 0.4 compound appears
to be ferromagnetically ordered below 121 K, the x = 0.3 compound was found
to order ferromagnetically in the ab-planes with these ferromagnetic sheets stacked
antiferromagnetically along the c-axis. A magnetic field of 1.5 T applied parallel
to the ab-planes was found to switch the magnetic order from antiferromagnetic to
ferromagnetic. Simultaneous measurements of the antiferromagnetic superstructure
peaks and the c-axis magnetoresistance revealed a similar field dependence; the
magnetoresistance saturates, when the antiferromagnetic order is destroyed, see
figure 39. Perring et al (1998) argued that the semiconducting behaviour of the c-
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Figure 39. (a) Field-dependent switching of the resistivity, (b) ferromagnetic,
and (c) antiferromagnetic Bragg intensities in the tunnelling (T = 4 K) and
colossal (T = 112 K) magnetoresistance regimes. The simultaneous disappearance
of the antiferromagnetic superstructure peaks (see (c)) and the saturation of the
magnetoresistance (see (a)) was interpreted as arising from intrinsic spin-polarized
tunnelling between ferromagnetically ordered sheets. Reproduced from Perring et al
(1998).
axis resistivity above the magnetic ordering temperature indicates the insulating nature
of the (La, Sr)2O2 spacing layers. The MnO layers are metallic ferromagnets due to the
double-exchange interaction. Accordingly, the layered manganites can be viewed as an
intrinsic stack of tunnelling junctions such as Bi2Sr2CaCu2O8 single crystals are stacks of
intrinsic Joesphson junctions. At 4 K a magnetoresistance ∆R/R = 300% is measured,
see figure 39. Neglecting shunting currents, the spin-polarization can be calculated from
the magnetoresistance ratio within Julliere’s model, equation (38), yielding P = 0.77.
8. Grain-boundary junctions
As already discussed in section 3, the double exchange mechanism is extraordinarily
sensitive to distortions of the Mn–O–Mn bond. This leads to the formation of
insulating regions in the strain fields of extended defects such as grain boundaries.
Therefore, polycrystalline manganite samples do actually behave as granular metals,
although the variation in stoichiometry across grain boundaries is likely to be negligible.
An unexpectedly large low field magnetoresistance was discovered in polycrystalline
manganite bulk and thin film samples (Hwang et al 1996, Gupta et al 1996). This
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finding initiated numerous studies on extrinsic magnetoresistance effects in magnetic
oxides; investigations were extended to other systems such as CrO2, Tl2Mn2O7, the
double perovskite Sr2MoFeO6 as well as SrRuO3. The characteristics of the extrinsic
magnetoresistance in these materials will be compared at the end of this section. The
bulk of the experimental data, however, is related to the manganites.
8.1. Basic theory: granular metals
With few exceptions, models for grain-boundary magnetoresistance are based on spin-
polarized tunnelling.§ This implies that the grain boundary strongly hinders charge
transport leading to the formation of an insulating region; simultaneously the adjacent
grains are only weakly magnetically coupled across this interfacial region. Thus,
polycrystalline manganite samples are similar to granular ferromagnetic metals; at this
point a brief review of the properties of granular metals seems appropriate.
A typical granular metal consists of small grains surrounded by insulating material.
Usually the values of both grain diameter d as well as grain separation s follow a broad
distribution. Carrier transport involves charging of grains that costs a charging energy
Ec = e
2/(4πǫ0d)F (s/d), where ǫ0 denotes the vacuum permittivity and the function
F (s/d) depends on grain shape. The conductivity is proportional to the tunnelling
matrix element exp[−2χs] with χ = (2mΦ/~2)1/2 (Simmons 1963) and the population
of a single grain exp[−Ec/2kBT ]; these terms determine the essential temperature
dependence of the conductivity.
σ ∝ exp [−2χs−Ec/(2kBT )] (54)
Φ denotes the barrier height and m the effective mass. In order to obtain the
conductivity, this expression has to be averaged over the distributions for grain diameter
and separation.
Granular metals are often fabricated by a co-deposition process of a metal and a
dielectric, e.g. the co-sputtering of Ni, Co, Fe and SiO2 (Gittleman et al 1972, Barzilai
et al 1981, Honda et al 1997). In this case the metal grains are formed by diffusion of
metal atoms or clusters and, for a given composition, there exists a definite relationship
between grain diameter d and grain separation s such that s/d is constant (Sheng et al
1973). Therefore, sEc is a constant: sχEc = C. Under this constraint the averaging of
the conductivity can be easily carried out. Tunnelling occurs mainly between grains
with an optimum charging energy E0c = 2(CkBT )
1/2 such that the conductivity in
equation (54) is maximized (Sheng et al 1973). This results in a typical temperature
dependence of the conductivity given by
σ ∝ exp [−2(C/kBT )1/2] . (55)
§ A notable exception is the model of Evetts et al (1998) that relates the grain-boundary
magnetoresistance to a magnetization enhancement in the grain-boundary region induced by the
alignment of the adjacent, magnetically soft grains.
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Whereas this model for the temperature dependence of the conductivity is broadly
accepted, the theoretical situation for the magnetotransport properties of granular
metals is less clear. In a pioneering work Helman and Abeles (1976) proposed a model
for the magnetoconductivity. They assumed the existence of a magnetic energy term EM
such that the hopping probability of a charge carrier from a grain is reduced (enhanced)
if its spin is parallel (antiparallel) to the grain magnetization:
σ ∝ exp(−2χs)
{
1
2
(1 + P ) exp [−(Ec + EM)/(2kBT )]
+
1
2
(1− P ) exp [−(Ec − EM)/(2kBT )]
}
(56)
The magnetic energy term is expressed in terms of the spin correlation function of
neighbouring grains: EM = J [1 − 〈~S1 · ~S2〉/S2]/2; J denotes the exchange coupling
constant. In a linear approximation the magnetoresistance is given by
∆ρ/ρ0 = − JP
4kBT
[M2(H)−M2(0)]
M2S
(57)
with the magnetization M(H) and the saturation magnetization MS. This expression
yields semiquantitative agreement with experimental data on Co–SiO2 and Ni–
SiO2 granular metals at temperatures above 50 K; especially the ferromagnetic to
superparamagnetic transition can be successfully modelled (Helman and Abeles 1976,
Barzilai et al 1981). It is surprising, however, that the spin polarization P appears
linearly in the expression for the magnetoresistance. Thus, the magnetoresistance should
be positive for Fe and negative for Ni grains which is not seen experimentally. There
seems to be some inconsistency in the work of Helman and Abeles (1976) in that it relates
the spin dependence of the hopping probability to one grain, whereas the magnetic
energy is an intergrain property. This issue is somehow resolved by Wagner et al (1998)
within a different context, namely hopping between spin polarons in single crystalline
material. If the existence of a magnetic energy term EM = (J/2)[1 − ~S1 · ~S2/S2]
is accepted, the conductivity is given by σ ∝ exp[−2χs − (Ec + EM)/(kBT )] and
the magnetoresistance by ∆ρ/ρ0 = −[1 − exp[−J(M/MS)2/2kBT ]]. It is reasonable
that two mechanisms contribute to the conductivity, namely tunnelling through the
barrier and thermal hopping over the barrier; these lead to two contributions to the
magnetoresistance, a temperature independent one due to tunnelling and a temperature
dependent one due to hopping. A systematic investigation of these effects, however, has
not yet been carried out.
Data on the magnetoresistance of granular metals, see e.g. Mitani et al
(1997), Honda et al (1997), show that the magnetoresistance in granular metals is
often independent of or weakly dependent on temperature. This lead Inoue and
Maekawa (1996) to contest equation (57) and propose another mechanism for the
magnetoresistance in granular materials. Since the tunnelling probability depends
on the relative directions of the grain magnetizations, see equation (40), the field
dependence of the conductivity arises mainly from the pre-exponential factor, σ ∝ (1 +
97
P 2 cos(Θ)) exp(−2χs). Averaging over Θ and the grain separation s yields a temperature
dependence of the conductivity as in equation (55) and a magnetoconductivity〈
∆G
G
〉
=
〈
1− G(Θ)
G↑↑
〉
=
m2P 2
1 +m2P 2
(58)
with m = M(H)/MS. 〈...〉 denotes the angular average. At saturation this is just half
of the magnetoconductivity of a single ferromagnetic tunnelling junction. Coey et al
(1998b) suggested to replace the factor (1 − P 2)/(1 + P 2) by 2S/(2S + 1)2 where S
denotes the core spin.
The model of Inoue and Maekawa was refined by Mitani et al (1998a) by taking into
account co-tunnelling processes between large and small grains. These authors consider
the simultaneous tunnelling of charge carriers from a large grain with charging energy
Ec/n via n small grains with charging energy Ec to another large grain. In this case the
conductivity is given as a sum over all these higher order processes:
σ ∝
∞∑
n=1
exp
[
− Ec
2nkBT
] [
(1 + P 2m2) exp [−2χs]]n f(n) (59)
The function f(n) includes the influence of a distribution of conduction paths as well as
temperature. The exponential in the sum is strongly peaked as a function of the order
number n. Following an analysis similar to that above, the conductivity is found to be
of a form
σ ∝ (1 + P 2m2)n∗+1 exp
[
−2
√
2χsEc
kBT
]
(60)
with n∗ = (Ec/8χskBT )
1/2. The magnetoresistance is found to be
∆ρ
ρ0
= (1 + P 2m2)−(n
∗+1) − 1 ≃ −P 2m2
[
1 +
√
Ec
8χskBT
]
, (61)
where the last approximation is valid for P 2 ≪ 1. In conclusion, higher order tunnelling
processes become important at low temperatures and lead to a gradual increase of the
magnetoresistance. This is in agreement with experiments on granular CoAlO films
(Mitani et al 1998a).
Equation (58) was derived under the assumption that the grains within a specific
percolation path are connected in parallel. In reality a granular material is a complicated
conduction network. In the case of a narrow distribution of grain separations as it
might occur in polycrystalline films with tunnelling barriers defined by grain boundaries,
a multitude of conduction paths contribute to the global resistance. This can be
approximated by a resistor network. As an illustration the magnetoresistance of a
one-dimensional array of resistors connected in series is calculated here. Assuming
a random distribution of grain magnetization at zero field and a resistance R =
1/(G0(1 + P
2 cos(Θ))) the following magnetoresistance is obtained:〈
∆R
R0
〉
=
〈
R(Θ)− R↑↑
R(Θ)
〉
= 1− P
2
(1 + P 2)atanh(P 2)
. (62)
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For spin-polarizations P > 0.5 this result differs significantly from equation (58) and
demonstrates the influence of the conduction network. Therefore, care has to be taken,
whenever spin polarization values are derived from measurements on granular samples.
The dynamic conductance has already been discussed in section 7.1. The
mechanisms listed there, most importantly bulk and interface magnon scattering, also
contribute to the tunnelling processes in grain-boundary junctions. However, it has been
experimentally found that often inelastic tunnelling processes are observed in grain-
boundary junctions. Inelastic tunnelling through a barrier with a constant density
of states was investigated by Glazman and Matveev (1988). They calculated the
contributions to the conductance from tunnelling via n impurities; these are generally
bias dependent and proportional to V n−2/(n+1).
8.2. Experimental data on grain-boundary junctions
Various grain-boundary systems such as polycrystalline samples, pressed powders,
bi-crystal junctions, step-edge junctions and laser-patterened junctions have been
investigated. The main experimental data are summarized in this section.
8.2.1. Are polycrystalline manganite samples classical granular metals? Typical
polycrystalline manganite samples have grain sizes in the range 100 nm...10 µm being
too large for charging effects to dominate. Therefore, the temperature dependence of
the resistivity does not follow equation (55), but is rather determined by the specific
transport mechanisms in the barrier. Moreover, the grains are coupled ferromagnetically.
A systematic study of the magnetotransport and magnetic properties of
La2/3Sr1/3MnO3 ceramics was reported by Balcells et al (2000). At small grain sizes
below about 40 nm charging effects become significant. The charging energy was found
to be reciprocal to the grain diameter as expected. This regime can be understood using
the theory of granular metals as outlined above. The intergranular magnetoresistance
to be discussed in the following sections involves effects beyond this classical model;
within the discussion a theoretical description will evolve.
8.2.2. Polycrystalline materials. The effects of grain boundaries on the resistivity
and magnetoresistance of polycrystalline manganite compounds were reported very
early (Volger 1953, van den Brom and Volger 1967). The recent research was
initiated by the work of Hwang et al (1996) and Gupta et al (1996). These
authors compared the magnetoresistance and magnetization of La0.67Sr0.33MnO3 single
crystals and polycrystalline ceramics (Hwang et al 1996) and La0.67Ca0.33MnO3 and
La0.67Sr0.33MnO3 epitaxial and polycrystalline films (Gupta et al 1996), respectively.
Both investigations found that the resistivity and magnetoresistance depended
sensitively on the microstructure, whereas the magnetization was hardly affected by
it.
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Figure 40. Top panel: zero field resistivity of La0.67Sr0.33MnO3 single crystal and
polycrystals as a function of temperature. Bottom panel: magnetization of the samples
as a function of temperature measured at B = 0.5 T. The inset shows the field
dependent magnetization at 5 K and 280 K. Reproduced from Hwang et al (1996).
Hwang et al (1996) investigated a LSMO single crystal and two LSMO ceramic
samples sintered at 1300◦C and 1700◦C, respectively. The sample sintered at the higher
temperature had the larger grain size. The data of Hwang et al (1996) are reproduced in
figures 40 and 41. Figure 40 shows the zero field resistivity and the magnetization of the
samples as a function of temperature. Whereas the low temperature resistivity depends
strongly on the microstructure, the magnetization of the three samples is virtually
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Figure 41. Magnetoresistance data of the samples of figure 40. Panels a, c and
e: normalized resistivity ρ/ρ0 as a function of magnetic field. ρ0 denotes the zero
field resistivity. Panels b, d and f: magnetic field dependence of the normalized
magnetization. Reproduced from Hwang et al 1996.
identical. The effect of the grain boundaries on the magnetoresistance is even more
dramatic. Figure 41 shows the field dependent resistivity and magnetization of the
samples investigated. Whereas the single crystal shows a magnetoresistance linear in
magnetic field, the polycrystalline samples show a sharp drop at low magnetic fields
followed by a linear dependence at higher fields. Again the field dependence of the
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magnetization is virtually identical for the three samples. The magnitude of the low
field magnetoresistance increases with decreasing temperature in contrast to the intrinsic
magnetoresistance that has a maximum near the Curie temperature and decreases with
decreasing temperature.
These results cannot be explained by the intrinsic magnetoresistance alone, since
the intrinsic magnetoresistance is only a function of the magnetization. Hwang et al
(1996) suggested that the low field magnetoresistance in polycrystalline samples is due
to spin-polarized tunnelling between misaligned grains. It was shown by Wang et al
(1998) that, phenomenologically, one has to distinguish weak and strong links between
the grains. Only weak links give rise to a considerable low field magnetoresistance.
Whereas the microstructural characteristics of the two types of links are not clear, the
formation of weak or strong links can be controlled by the fabrication conditions.
The results of Gupta et al (1996) on epitaxial and polycrystalline films are in full
agreement with the work on polycrystalline ceramics. However, by growing manganite
films on polycrystalline SrTiO3 substrates with controlled grain size, Gupta et al
(1996) were able to determine the grain-size dependence. If the polycrystalline films
are idealized to consist of low resistivity grains (ρg) of size lg and thin (lgb ≪ lg)
high resistivity grain boundaries (ρgb), then the resistivity is expected to follow ρ =
ρg + (lgb/lg)ρgb. A linear dependence of the resistivity measured at 10 K on the
inverse grain diameter was indeed observed and the interface resistivity was derived as
lgbρgb ∼ 6× 10−5 Ωcm2. Versluijs et al (1999) used a scanning tunnelling microscope in
order to simultaneously image the surface topography and map the potential distribution
of La0.7Sr0.3MnO3 films deposited on single crystal and polycrystalline MgO. Near the
crystallite boundaries potential steps were found. At room temperature grain-boundary
areal resistivities were found to be in the range 3× 10−7–3× 10−5 Ωcm2 with a typical
value of 6× 10−6 Ωcm2. This is one order of magnitude smaller than the value deduced
by Gupta et al (1996) and might be related to the higher measurement temperature.
Scanning tunnelling potentiometry measurements performed by Gre´vin et al (2000) on
epitaxial LSMO films on MgO revealed occasional potential steps; these have low areal
resistivities in the range 0.3 . . . 0.8×10−7 Ωcm2 possibly related to the good crystallinity
of the film.
The resistivity and magnetoresistance of manganite, magnetite and CrO2 powder
compacts was investigated by Coey (1998c, 1999), Coey et al (1998a, 1998b) and
Manoharan et al (1998). Coey et al (1998b) investigated a CrO2 and a diluted
25% CrO2/75% Cr2O3 powder compact. Both samples show an increasing low field
magnetoresistance with decreasing temperature; the diluted powder compact has a
low temperature magnetoresistance of roughly 50%. Using equation (58) and a spin-
polarization of 100% one obtains 〈∆G/G〉 = 50%, in agreement with the experimentally
observed value. This is a rare example of a system that attains the theoretically expected
magnetoresistance ratio at low temperature; it is more often observed that the measured
magnetoresistance is considerably smaller than expected from Julliere’s model. Coey et
al (1998b) report dynamic conductance data at low temperatures that were attributed
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to Coulomb-gap effects.
The dependence of the intergranular magnetoresistance of LSMO and LCMO
ceramics on the grain size was investigated by Balcells et al (1998b) and Hueso et
al (1999), respectively. The intergranular magnetoresistance was found to increase
with decreasing grain size. Balcells et al (1998b) reported a saturation of the low
field magnetoresistance at about 30%. The logarithm of the resistivity at constant
temperature varied inversely proportional to the grain size indicating that the tunnelling
barrier thickness increased with decreasing grain size. For submicronic grains an
intergranular Coulomb gap with a charging energy EC < 50 K was found. Walter
et al (1999) also reported a saturation of the low field magnetoresistance of LSMO films
with various degrees of texture at about 34%.
Balcells et al (1999) and Petrov et al (1999) reported the magnetoresistance of
granular LSMO/CeO2 and LCMO/SrTiO3 composites as a function of the manganite
fraction. An enhanced low field magnetoresistance was found near the percolation
threshold. The low field magnetoresistance was also found to be enhanced in
LSMO/glass composites (Gupta et al 2001) and LSMO/Pr0.5Sr0.5MnO3 composites (Liu
et al 2001).
8.2.3. Bi-crystal junctions. Bi-crystal junctions have been investigated by Steenbeck
et al (1997, 1998), Mathur et al (1997, 1999), Isaac et al (1998), Evetts et al (1998),
Klein et al (1999), Westerburg et al (1999), Miller et al (2000), Philipp et al (2000)
and Mathieu et al (2001a, 2001b). Generally these junctions are fabricated as follows.
Manganite thin films are deposited on a bi-crystal substrate with a misalignment
between the crystallographic directions of 24◦, 36.8◦ or 45◦. After deposition the
manganite films are patterned into a meander-like track crossing the grain-boundary
several times. Thus the investigation of a single grain boundary is possible. 45◦ grain
boundaries were also fabricated on SrTiO3 substrates using MgO and CeO2 buffer layers
in a chess board pattern (Mathieu et al 2000); these junctions yielded results similar to
bi-crystal junctions.
The characteristics of resistivity and magnetoresistance seen in the bi-crystal
junctions are similar to polycrystalline samples, see figure 42a. The resistivity shows a
maximum far below the Curie temperature; a sharp decrease is found in the resistivity for
small applied magnetic fields. This low field magnetoresistance increases with decreasing
temperature with values up to nearly 100% at low temperatures. Steenbeck et al
(1998), Westerburg et al (1999) and Philipp et al (2000) report field dependencies of
the magnetoresistance similar to tunnel junctions for magnetic fields applied parallel to
the junction, i.e. a large two-level magnetoresistance effect. The areal resistivity of the
grain boundary increases with tilt angle (Isaac et al 1998). However, the various groups
report a range of values, see table 3.
8.2.4. Step-edge junctions. Ziese et al (1999a) investigated step-edge junctions made
from LCMO films. LaAlO3 substrates were patterned prior to film deposition by
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Figure 42. (a) General layout and magnetoresistance response of a bi-crystal junction.
Adapted from Mathur et al (1997). (b) Atomic force microscopy picture of a step-edge
junction. Magnetoresistance ratio at 100 K of an epitaxial film and step-edge arrays
along [100] and [110], respectively. For the step-edge arrays the electrical current flows
across the steps. After Ziese et al (1999a).
chemically assisted ion-beam etching such that an array of steps along [100] or [110]
was formed. The steps were 100 nm to 200 nm high and 20 µm apart; the substrates
contained 150 [100] or 200 [110] steps, respectively. 25 nm thick LCMO films were
deposited on the patterned substrates using pulsed laser deposition. These films show
a large resistance anisotropy, the resistance showing intrinsic behaviour for electric
currents flowing along the steps and typical grain-boundary behaviour for currents across
the steps. This resistance anisotropy can be related to disordered regions near the step
edges. In comparison to epitaxial films, the magnetoresistance is strongly enhanced,
see figure 42b. The magnetoresistance value at fixed field and temperature seems
to be determined by the local defect structure and varies between different samples.
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Table 3. Interface resistance RA of various bi-crystal junctions. For comparison, the
interface resistance measured in polycrystalline films is also shown.
Temperature T (K) Tilt angle Material RA (Ωcm2) Ref.
32 36.8◦ LSMO 4.1× 10−6 Steenbeck (1997)
32 36.8◦ LSMO 16× 10−6 Steenbeck (1998)
77 4◦ LCMO 0.2× 10−8 Isaac (1998)
77 24◦ LCMO 20× 10−8 Isaac (1998)
77 36.8◦ LCMO 10× 10−8 Isaac (1998)
77 45◦ LCMO 25× 10−8 Isaac (1998)
10 24◦ LCMO 10−2 − 1 Klein (1999)
4.2 45◦ LCMO 170× 10−6 Westerburg (1999)
10 poly LCMO 6× 10−5 Gupta (1996)
300 poly LSMO 6× 10−6 Versluijs (1999)
300 epitaxial LSMO 5× 10−8 Gre´vin (2000)
After annealing the film deposited on [100] step edges at 950◦C for 2 h in flowing
oxygen, the resistance and magnetoresistance resumed the typical behaviour of epitaxial
films. Similar results were obtained on “scratch” junctions by Srinitiwarawong and Ziese
(1998).
8.2.5. Laser-patterned junctions. Bibes et al (1999a, 1999b) reported on the
temperature and magnetic field dependence of the magnetotransport properties of laser-
patterned planar junctions. A 248 nm KrF Excimer laser with a fluence of about
2.5 J/m2 was used to define tracks of 10 µm and 40 µm width on SrTiO3 substrates.
These tracks consisted of overlapping disks of molten material, about 0.1-0.2 µm
deep. Microcrack formation was observed within these disk regions. LSMO films were
deposited by pulsed laser deposition on these patterned substrates. A strongly enhanced
resistance was only found for the 40 µm wide tracks. However, both 10 µm and 40 µm
tracks lead to a significantly enhanced low field magnetoresistance with the characteristic
magnetic field and temperature dependence.
8.3. General characteristics and models
Since considerable research efforts have been focused on the investigation of grain-
boundary junctions, a lot of systems have been studied and certain general features
have emerged. In this section the general characteristics will be summarized and the
current status of models for grain-boundary transport will be reviewed.
When discussing magnetoresistance of ferromagnets, it is useful to distinguish the
low field magnetoresistance from the high field behaviour. The magnetic field scale of
the low field magnetoresistance is the coercive field. Grain-boundary junctions generally
show a large low field magnetoresistance crossing over to a much more gradual decrease
of the resistance, see figure 41. There is consensus that the low field magnetoresistance
is due to spin-polarized tunnelling between grains with different orientations. These
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grains are aligned in magnetic fields of the order of the coercive field, thus explaining
the steep decrease in resistance at low fields. This is consistent with noise measurements
(Mathieu et al 2001a) that prove the importance of magnetic domain fluctuations in this
field regime. The observed magnetoresistance, however, is always considerably smaller
than the value derived from equation (62). Furthermore, Julliere’s model predicts no
magnetoresistance for parallel orientation of the grain magnetization, in contradiction
with the ubiquitous high field magnetoresistance slope. These deviations from the basic
theory will be discussed in the following. Only few exceptions have been found to this
general picture, see e.g. the large two-level magnetoresistance in a bi-crystal junction
reported by Philipp et al (2000). In this case the tunnelling barrier is apparently of high
quality and, correspondingly, the high field magnetoresistance is absent and the spin
polarization derived from the resistance switching is high. These exceptions, however,
enforce the general conclusions.
Some non-linear conductance measurements have been performed to assess the
transport mechanism. Whereas measurements on polycrystalline ceramics are usually
performed at low voltages in the linear region, the non-linear conductance of bi-crystal
junctions (Steenbeck et al 1998, Mathur et al 1999, Klein et al 1999, Westerburg
et al 1999, Ho¨fener et al 2000), step-edges junctions (Ziese et al 1999a, Ziese 1999)
and mechanically induced grain boundaries (Srinitiwarawong and Ziese 1998, Ziese
1999) has been measured. Whereas the non-linear conductance depends somewhat on
the microstructure, measurements on several systems indicate an inelastic tunnelling
process. Steenbeck et al (1998) reported a quadratic voltage dependence of the
conductance in annealed bi-crystal junctions, whereas Klein et al (1999), Westerburg et
al (1999) and Ho¨fener et al (2000) observe clear deviations from a quadratic dependence.
Klein et al (1999), Ziese (1999) and Ho¨fener et al (2000) measured the non-linear
conductance at various temperatures and studied the evolution of the non-linearity
with temperature. These investigations found clear evidence for inelastic tunnelling via
localized states. Ziese (1999) analyzed the voltage dependence of the conductance using
the general form
G =
dI
dV
= G0(1 + gxV
x), (63)
where G0 denotes the zero bias conductance and gx the non-linear conductance. This
ansatz was motivated by the results of Glazman and Matveev (1988) on inelastic
tunnelling via n localized states; in this case x = n−2/(n+1). Moreover, the analysis of
the junction resistivity of conventional ferromagnetic tunnelling junctions by Shang et
al (1998), see previous section, indicated the presence of inelastic tunnelling processes
via two localized states in the barrier. The conductance exponent x of a step-edge
array, a polycrystalline LCMO film on MgO and a Cr-LCMO contact (see section 6)
are shown in figure 43 as a function of temperature. The conductance exponent shows
a crossover from a value x ∼ 1.2− 1.4 below the Curie temperature to x ≃ 2 above TC.
Accordingly, the non-linear conductance gx decreases sharply at the Curie temperature
indicating that inelastic tunnelling processes are only present below TC, whereas a small
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Figure 43. Conductance exponent x as a function of temperature for a step-edge
array, a polycrystalline LCMO film on MgO and a Cr-LCMO contact. Reproduced
from Ziese (1999).
elastic tunnelling component persists in the paramagnetic phase. These results are
in agreement with the investigation on bi-crystal junctions by Klein et al (1999) and
Ho¨fener et al (2000). From these non-linear conductance measurements it might be
concluded that tunnelling between ferromagnetic grains occurs mainly via one or two
localized states. This qualitatively explains the experimentally observed reduction of the
magnetoresistance in comparison to Julliere’s model, since a spin-polarization loss results
during the inelastic tunnelling process. This idea was further developed by Ho¨fener et
al (2000): the bi-crystal magnetoresistance was observed to decrease drastically with
increasing voltage bias, since the junction is shunted by inelastic tunnelling processes
that do not conserve the spin. Ho¨fener et al (2000) proposed an extension of Julliere’s
model to a three-current model by taking inelastic tunnelling into account; this is the
same approach used by Zhang and White (1998). This leads to a voltage dependent
magnetoresistance
∆R
R
(V, T ) =
I↑↓
I↑↓ + Ii
(V, T )
(
∆R
R
)
Julliere
. (64)
Here Ii denotes the current due to inelastic tunnelling and I↑↓ the current through the
junction in the antiparallel magnetization state due to direct tunnelling. Independent
measurements of the voltage dependent magnetoresistance and the elastic to inelastic
current ratio showed significant correlation, thus corroborating the importance of
inelastic tunnelling processes. Lee et al (1999) argued that spin-polarized tunnelling
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in manganite ceramics proceeds mainly via one localized state. Within this model these
authors derived a “universal” magnetoresistance value of ∆R/R ≃ m2/3. m denotes
the magnetization of the grains normalized by the saturation magnetization. At low
temperatures a value of 1/3 is found in rough agreement with experiment (Lee et al
1999). However, the assumption of tunnelling via one localized state as well as the
derived temperature dependence proportional to the square of the magnetization are
in contradiction to experimental results. Coey et al (1998b) observed a non-linear
conductance in CrO2 pressed powders at low temperature and interpreted this within
a Coulomb-blockade model. Versluijs et al (2000) obtained non-linear I–V –curves
in nanocontacts between LSMO single crystals that might also arise from inelastic
tunnelling.
The high field magnetoresistance slope has been consistently interpreted as arising
from the barrier material (Guinea 1998, Evetts et al 1998, Ziese 1999, Lee et al 1999).
In a limited field range, the magnetoresistance, as well as the magnetoconductance, are
linear at high fields. However, Lee et al (1999) showed that the magnetoconductance
of manganite polycrystals is linear in magnetic field to a very good approximation. It
is generally argued that the high field slope d(σ/σ0)/dB is proportional to the grain-
boundary susceptibility χGB (Guinea 1998, Evetts et al 1998, Ziese 1999, Lee et al
1999). Here σ denotes the conductivity and σ0 the zero field conductivity. Such a
relationship was derived by Guinea (1998) within a model including tunnelling via
paramagnetic impurities which leads to a high field slope being proportional to the
Curie susceptibility. However, the temperature dependence of χGB, see figure 44 for
data on various manganite samples, indicates some magnetic ordering of the grain-
boundary region. Moreover, the high field magnetoresistance slope extends to very
high fields > 8 T, whereas a paramagnetic grain-boundary region containing Mn4+-
ions is expected to saturate at about 1 T at 4.2 K. Some evidence for the magnetic
state of the grain-boundary region comes from the work of Fontcuberta (Fontcuberta
et al 1998, Balcells et al 1998a, 1998b, Mart´ınez et al 1998), Ziese (Ziese et al
1998b, Ziese et al 1999a, Ziese 1999), Zhang et al (1997) and Zhu (Zhu et al 2001).
Fontcuberta et al studied LSMO ceramics with various grain sizes and observed
an increase of the thickness of the tunnelling barrier as well as a reduction of the
saturation magnetization with decreasing grain size. This indicates that the surface
layer of the grains is in a magnetically disordered state. This magnetically frustrated
interface region is presumably insulating and serves as the tunnelling barrier between
the ferromagnetic grains. This interpretation is corroborated by studies of various
rare-earth substitutions on the magnetotransport properties (Fontcuberta et al 1998,
Zhou et al 1999). There seem to be ideal cation substitutions maximizing the low
field magnetoresistance. This might be related to enhanced spin disorder induced
by the competition of double exchange and super-exchange interactions. Zhang et al
(1997) related the tunnelling barrier to the energy difference between the bulk and
surface double-exchange sytems. Within this approach resistivity versus temperature
curves could be successfully modelled. Zhu et al (2001) directly observed a spin-
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Figure 44. Top panel: slope b of the high field magnetoconductance as a
function of the Curie temperature for various manganites. Bottom panel: high field
magnetoconductivity slope as a function of temperature. b is proportional to the grain-
boundary susceptibility χGB. Reproduced from Lee et al (1999).
freezing transition in LSMO nanoparticles with a mean grain size below 50 nm: at
temperatures below 45 K the field cooled magnetization suddenly increases. This
transition indicates the alignment of the surface magnetic moments with the moments
in the nanoparticle core. Ziese et al investigated the grain-boundary magnetoresistance
as a function of angle between the applied field and the current and found typical
anisotropic magnetoresistance (see also Coey 1999) of the same order of magnitude
as in epitaxial films (Ziese et al 1999a, Ziese 1999). This was interpreted by Ziese
(1999) to indicate tunnelling via manganese ions in the barrier, since the anisotropic
magnetoresistance is mainly determined by the local environment of the magnetic ion,
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see section 4. It is therefore likely that electrons tunnel between different grains via
magnetically coupled, frustrated manganese ions in the grain-boundary region. Since
this region has a negligible volume compared to the rest of the film, a direct magnetic
investigation has not been possible so far. However, indirect information on the magnetic
state of the grain boundary stems from resistance relaxation experiments (Ziese et al
1998b). In these experiments the resistance relaxation of various manganite samples
was measured after a field step from 1 T to the remanence field of the magnet of about
7 mT. The relaxation was found to be logarithmic in time, see figure 45a. The relaxation
rate
SR =
1
R0
dR
d ln t
(65)
scales with the low field magnetoresistance, see figure 45b proving that the relaxation is
due to magnetization processes in the grain-boundary region. This was corroborated by
measurements of the magnetic viscosity of a polycrystalline LCMO film on Si (Ziese et
al 1999b). The resistance relaxation expected from magnetic viscosity of the grains is
one order of magnitude smaller than the resistance relaxation due to the barrier spins.
The logarithmic time decay indicates a frustrated magnetic state of the barrier spins.
Calculations of the surface structure of double-exchange ferromagnets indicate an
antiferromagnetic ordering (Calderon et al 1999b). Assuming an antiferromagnetically
ordered interface between two ferromagnetic grains, Calderon et al (1999b) calculated
the high field magnetoresistance and found a linear resistivity decrease in agreement with
experiment. However, it might be argued that the linear high field magnetoresistance is
a signature of any frustrated spin structure in the barrier, since it arises from the action
of the applied field against the exchange field.
The magnetic properties of the grain boundary play a central role in the
understanding of the magnetotransport properties in polycrystalline manganites. Local
magnetic information has been obtained by magneto-optical imaging (Miller et al 2000)
and magnetic force microscopy (MFM) (Soh et al 2000, 2001) of bi-crystal junctions.
Miller et al (2000) detected a reorientation of the grain-boundary magnetization pointing
out-of-plane, whereas the grain magnetization lies in plane. This magnetization rotation
might contribute to the low field magnetoresistance. More astonishing are the results of
MFM studies on the temperature dependence of the grain-boundary magnetization: this
was found to have a higher Curie temperature than bulk material (Soh et al 2000, 2001)!
Figure 46 shows MFM-scans near a grain boundary grown on a bi-crystal substrate at
temperatures between 300 K and 365 K. At 300 K a domain-wall located at the grain
boundary is seen. Above the bulk Curie temperature of 300 K the grain magnetization
vanishes; a clear magnetic signal is recorded, however, at 355 K, localized near the grain
boundary. This magnetic state is also found near natural defects. It vanishes above
370 K. From these studies it follows that the grain-boundary region is magnetically
ordered; moreover, the size of this mesoscale magnetic region varies with temperature
and the nature of the underlying defect. This provides additional evidence for the
mechanism of tunnelling through a magnetic barrier.
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Figure 45. (a) Resistance relaxation after a sudden field change from 1 T to
7 mT of (1) an annealed LCMO film on (LaAlO3)0.3(Sr2AlTaO6)0.7 (LSAT), (8) a
mechanically induced grain boundary, and (10) a Ti/Ni/LCMO/Ti heterostructure.
(b) Resistance relaxation SR versus low-field magnetoresistance ∆RS/R0 for various
LCMO structures: (1) 250 nm thin annealed film on LSAT, (2) 120 nm thin as-
deposited film on LaAlO3, (3) 20 nm thin as-deposited film on LaAlO3, (4) annealed
film on Si, (5) as-deposited film on Si, (6) as-deposited film onMgO, (7) step-edge array,
(8) mechanically induced grain boundary, (9) Ti/LCMO/Ti heterostructure, (10)
Ti/Ni/LCMO/Ti heterostructure. The solid line is a fit of a linear law S ∝ ∆RS/R0
to the data. Reproduced from Ziese et al (1998b).
The temperature dependence of the grain-boundary resistance is not very well
understood. In all samples a broad resistance maximum is seen well below the
Curie temperature. At low temperatures < 20 K, a resistance upturn is observed.
Phenomenologically, such a temperature dependence can be reproduced by considering
a model of parallel conduction channels (de Andre´s et al 1999). Since the resistivity
is dominated by the least resistive paths, parallel conduction through well linked
grains and intergranular regions can be considered. In such a model, the intergranular
regions are assumed to be semiconducting, whereas the grains are metallic. Introducing
effective cross sections for both channels, a satisfactory fit to the data can be made
(de Andre´s et al 1999). This model, however, is not fully satisfying, since it does not
provide information on the microscopic transport mechanism. Ziese and Srinitiwarawong
(1998) showed that the resistivity of polycrystalline LCMO and LBMO films above
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Figure 46. MFM-images showing the evolution of the magnetic structure near a
grain boundary in a La0.7Sr0.3MnO3 film grown on a SrTiO3 bi-crystal; the location
of the grain boundary is marked by arrows. At 300 K a domain wall located at the
grain boundary is observed. Above 350 K the grain magnetization vanishes; at 355 K,
however, a clear magnetic signal is obtained in the vicinity of the grain boundary. The
grain boundary magnetization vanishes above 370 K. Adapted from Soh et al (2001).
the Curie temperature followed a variable range hopping law ρ ∝ exp[−(T0/T )1/4],
wheras epitaxial films are better described by polaron transport in the adiabatic limit,
ρ ∝ T exp[−U/kT ]. This result is consistent with the idea of intergranular transport
via impurities. Balcells et al (1998b) found a ρ ∝ exp[(EC/T )1/2] variation of the
resistivity of ceramic LSMO samples at low temperature and interpreted this behaviour
as arising from a Coulomb gap. In contrast to this result, Raychaudhuri et al (1999)
observed variable range hopping at low temperatures in polycrystalline LSMO. The
broad resistance maximum at intermediate temperatures might be an indication of a
mainly antiferromagnetic spin structure at the interface. The ubiquitous resistance
minimum at low temperatures was interpreted by Rozenberg et al (2000) as due to the
thermal disordering of a mainly antiferromagnetically aligned spin structure.
In conclusion, a consensus seems to emerge on the nature of spin-polarized transport
in polycrystalline magnetic oxides. It was realized that charge-carrier transport occurs
via inelastic tunnelling processes. This implies that the magnetotransport depends
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strongly on the barrier characteristics. The grain-boundary region shows magnetic
order, presumably a frustrated magnetic state or a mainly antiferromagnetic state
with some frustration, causing an approximately linear high field magnetoresistance
extending to very large fields. The inelastic tunnelling process is detrimental to the
low field magnetoresistance, since the spin-polarization is reduced during the transit
through the magnetically disordered barrier. This is confirmed by calculations of
the apparent spin-polarization of ferromagnetic tunnelling junctions with a disordered
barrier (Tsymbal and Pettifor 1998). The great future challenge is to produce grain-
boundary junctions with non-magnetic or magnetically ordered tunnelling barriers in
order to improve the effective spin-polarization. Annealed bi-crystal junctions seem to
be promising candidates for such a development (Steenbeck et al 1998).
8.4. Other ferromagnetic oxides
8.4.1. Polycrystalline material. Apart from the low field magnetoresistance studies of
manganite ceramics discussed above, the extrinsic magnetoresistance of polycrystalline
material of CrO2 (Hwang and Cheong 1997a, Coey et al 1998a, Manoharan et al 1998,
Dai et al 2000, Dai and Tang 2000a, 2000b), Tl2Mn2O7 (Hwang and Cheong 1997b),
Sr2MoFeO6 (Kim et al 1999, Yuan et al 1999) and La1.2Sr1.8Mn2O7 (Do¨rr et al 1999)
was studied. These investigations usually show a large low field magnetoresistance
between about 20% and 60% at low temperature. This is consistent with spin-polarized
tunnelling between (nearly) half-metallic ferromagnets. The magnetoresistance of
magnetite was found to be small of only a few percent. Typical data of a Sr2MoFeO6
polycrystal are shown in figure 47a. The temperature dependence of the tunnelling
magnetoresistance, however, varies strongly among these compounds. This is illustrated
in figure 47b comparing the normalized low field magnetoresistance as a function of the
reduced temperature, T/TC , for CrO2, La2/3Sr1/3MnO3, Tl2Mn2O7 and Sr2MoFeO6. A
clear trend emerges: the decay of the tunnelling magnetoresistance with temperature
becomes smaller along this series. This was corroborated by Lee et al (1999). For
Sr2MoFeO6 the magnetoresistance is proportional to M
2 as expected for spin-polarized
tunnelling. The interpretation of these data is not fully clear. The different temperature
dependences seem to be related to both the interfacial magnetism and the tunnelling
barrier properties. One might speculate that Sr2MoFeO6 has the most robust interfacial
magnetization of the four compounds compared. At the same time the tunnelling
barrier might contain less magnetically active localized states. On a microscopic scale
the distinction between grains and barrier might not be suitable, since the transition
between those is supposed to be gradual. The spin structure of the itinerant and super-
exchange ferromagnets Sr2MoFeO6 and Tl2Mn2O7 might be less sensitive to structural
disorder than in the double exchange systems La2/3Sr1/3MnO3 and CrO2, since the
latter show a competition between ferromagnetic double exchange and antiferromagnetic
super-exchange. The double exchange mechanism is supposed to be weakenend near
an interface due to the reduced carrier mobility. Scanning tunnelling microscopic
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Figure 47. Top panel: the magnetic field dependence of the normalized resistance
of Sr2FeMoO6 at various temperatures. Bottom panel: the normalized low field
magnetoresistance of Sr2FeMoO6, defined as MR
∗ = [ρ(0) − ρ(2kOe)]/ρ(0), plotted
as a function of the reduced temperature T/TC with those of Tl2Mn2O3, CrO2 and
La0.67Sr0.33MnO3. Reproduced from Kim et al (1999).
and spectroscopic investigations on manganite polycrystals indicated a semiconducting
nature of the intergranular layers with a band gap of 0.3-0.45 eV; there might also
be some band bending in the adjacent grains (Kar et al 1998). These microscopic
investigations, however, are in the early stages and further studies on well characterized
systems are clearly desirable.
A promising candidate for room temperature applications is Fe3O4 with a Curie
temperature of 858 K and the predicted half-metallic character. It has, however,
been notoriously difficult to obtain a significant extrinsic magnetoresistance even at
114
low temperatures, see the studies by Coey et al (1998a), Ziese et al (1998b), Li et al
(1998a), Nishimura et al (2000), Kitamoto et al (2000), Chen and Du (2000), Uotani et
al (2000) and Taniyama et al (2001). Two recent studies along different routes report
the successfull observation of giant room temperature magnetoresistance in magnetite.
Versluijs et al (2001) used nanocontacts between magnetite crystals, see section 5.
The authors interpreted their results within a model of domain-wall scattering at a
nano-constricted wall. The non-linear I–V curves, however, are also in agreement
with a tunnelling mechanism. Chen et al (2001) investigated the magnetoresistance
of Zn-doped magnetite polycrystals and observed a spectacular room temperature
magnetoresistance of more than 50% at a doping concentration of 40%. At this doping
level insulating α-Fe2O3 precipitates form between grains; these appear to be good
tunnelling barriers minimizing spin-polarization loss near the grain-boundary as well
as inelastic tunnelling effects. The spin-polarization vanishes sharply at the Curie
temperature of 318 K. If the interpretation of the large magnetoresistance due to spin-
polarized tunnelling is correct, this work opens the way to efficiently engineer room
temperature devices based on magnetite.
8.4.2. Controlled defect structures. Some investigations focused on the controlled
fabrication of grain boundaries in other ferro- and ferrimagnetic oxides. This research
was driven by the realization that the strong magnetoresistance decay as a function
of temperature observed in the manganites and in CrO2 precluded room temperature
applications. Possible remedies are magnetic oxides with a high Curie temperature
or with a robust interfacial spin structure as indicated by the encouraging results on
polycrystalline material. Grain-boundary junctions introduced in SrRuO3 films (Bibes
et al 1999b), Sr2MoFeO6 films (Yin et al 1999) and Fe3O4 films (Ziese et al 1998b) were
investigated. All these experiments showed only a small extrinsic magnetoresistance. 24◦
bi-crystal junctions had no effect on the magnetoresistance of SrRuO3 films, whereas
laser-patterned junctions enhanced the high field magnetoresistance, but did not induce
a low field magnetoresistance characteristic of spin-polarized tunnelling (Bibes et al
1999b). 24◦ bi-crystal junctions in Sr2MoFeO6 films showed a small magnetoresistance
of about 2% at 2 kG and 20 K, twice the value of the magnetoresistance of a virgin film
(Yin et al 1999). Ziese et al (1998b) did not observe any significant enhancement of
the magnetoresistance of Fe3O4 “scratch” junctions compared to epitaxial films. This
is consistent with the small extrinsic magnetoresistance in Fe3O4 polycrystalline films
and pressed powders (Coey et al 1998a). It has to be noted, however, that magnetite
films show a high field extrinsic magnetoresistance due to antiphase boundaries (Ziese
and Blythe 2000) that might mask any contribution from artificially introduced defects.
In conclusion, these results indicate that the large low field magnetoresistance
observed in manganite bi-crystal junctions might be specific to this double-exchange
system. It seems that it is much more difficult to introduce insulating regions in
the itinerant ferromagnets SrRuO3, Sr2MoFeO6 and the ferrimagnet Fe3O4 and thus
to decouple the magnetic electrodes. This, apart from the lower spin-polarization in
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SrRuO3, seems to be the limiting factor in the device performance of those junctions.
One might state this conclusion in another way: the instability of the interfacial spin
structure of the manganites toward antiferromagnetic ordering or magnetic frustration
is a pre-requisite to readily fabricate grain-boundary junctions. The large low
field magnetoresistance observed in polycrystalline samples does not contradict this
conclusion, since strong magnetic disorder is often induced in small particles. Disordered
magnetism at grain boundaries was also reported for pure nanocrystalline iron (Bonetti
et al 1999).
9. Summary, Conclusions and Outlook
In this work extrinsic magnetoresistance phenomena in magnetic oxides were reviewed.
Besides domain-wall scattering, the most important effects are spin-polarized tunnelling
in ferromagnetic junctions and grain-boundary magnetoresistance. One indicator
for the potential of a magnetic material in tunnelling structures is the degree of
spin-polarization. Here the magnetic oxides are almost unique is having spin-
polarizations approaching 100%. Great progress has been made in recent years in
both the fabrication of tunnelling junctions and the understanding of the transport
mechanisms in grain-boundary junctions. A huge magnetoresistance was seen in
La0.7Sr0.3MnO3/insulator/La0.7Sr0.3MnO3 tunnelling junctions at 4.2 K in agreement
with the large spin-polarization. The magnetoresistance ratio, however, decays strongly
with increasing temperature rendering these junctions useless for room-temperature
applications. This strong decay appears to be related to a reduced interfacial spin-
polarization. At present, it is not clear whether this is mainly an intrinsic effect related
to surface reconstruction or is more a problem of producing high quality atomically flat
interfaces. A similar problem was found in grain-boundary junctions. Here, insulating
connections between different crystallites in polycrystalline material are formed leading
to spin-polarized tunnelling between ferromagnetic grains. This process is very similar
to the tunnelling process in ferromagnetic tunnelling junctions. The insulating layer
between the grains, however, has many defect states leading to inelastic tunnelling
processes and an apparent spin-polarization decrease.
There are some indications that domain-wall scattering might be important in
magnetic oxides. A rigorous experimental proof including a precise measurement of
its magnitude, however, has not yet been given. The use of nano-constricted domain
walls certainly opens the most promising perspectives for further research.
In summary, the physics of spin-polarized transport in both ferromagnetic tunnel
junctions and grain-boundary junctions has led to great challenges to both theoretical
as well as experimental physics and many interesting discoveries have been made. The
initial aim of fabricating magnetic field sensors operating at room temperature, however,
has not yet been achieved. This is in part due to the sensitive surface chemistry of
the materials and furthermore due to the relatively low Curie temperatures. Here, the
investigation of Sr2FeMoO6 that has a TC above 400 K and a seemingly robust interfacial
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magnetization might lead to a breakthrough. Magnetite has a high Curie temperature,
but has not been successfully used as electrode material for tunnelling junctions.
An issue that has not been addressed in this review but that is of particular
importance for applications is the noise level in magnetic oxides. In the oxides studied
so far – mixed-valence manganites, CrO2 and Fe3O4 (see Alers et al 1996, Rajeswari et
al 1996, Hardner et al 1997 and Raquet et al 1999) – a large 1/f noise exceeding the
noise level in elemental metals by three to four orders of magnitude was found. The
1/f dependence can be understood within the Dutta-Dimon-Horn model as arising from
a very broad distribution of thermally activated fluctuators coupling to the resistivity
(Dutta et al 1979). This, however, is a very formal treatment analogous to the analysis of
magnetic after-effects by a distribution of thermally activated processes or the modelling
of the low temperature properties of glasses with a distribution of two-level systems. The
physical nature of the processes is usually difficult to reveal. Two candidates causing
the large noise level in magnetic oxides are thermally activated motion of oxygen defects
as well as electronic excitations of reversed spin in a nearly half-metallic band-structure.
Further work is clearly necessary in order to understand the noise properties of magnetic
oxides and to limit their negative influence on device performance.
The investigation of spin-polarized tunnelling in ferromagnetic oxides constitutes
a research area within the emerging field of spin-electronics (also called magneto-
electronics, Prinz 1998). Spin-electronics denotes a novel field of solid-state electronics
that strives to realize electronic devices based on the differential manipulation
of currents with well-defined spin direction. The simplest device is a magnetic
field sensor and such devices have been realized on the basis of oxides working
at low temperatures (ferromagnetic tunnelling junctions) and utilizing colossal
magnetoresistance at room temperature (thick film sensors, Balcells et al 1996) or at
360 K (bridge sensors, Steinbeiß and Steenbeck 1998). There are three-terminal devices,
so-called spin transistors, made from elemental ferromagnets (Johnson 1993a, 1993b)
or semiconductor/ferromagnet hybrids (Monsma et al 1995), but such devices have not
yet been realized using ferromagnetic oxides. However, since magnetic oxides are almost
unique in having a half-metallic band structure, research in this direction will certainly
have a huge potential.
Many challenging problems, e.g. the intrinsic transport mechanism in mixed-valence
manganites, the realization and investigation of double tunnelling junctions, the relation
between tunnelling current and band-structure, the study of surface and interface
magnetism, the investigation of bonding effects between ferromagnets and insulating
barriers as well as a microscopic description of grain-boundary transport, remain and
will certainly lead to the discovery of much more interesting physics.
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