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We study the entanglement entropy of gapped phases of matter in three spatial dimensions. We focus in particular
on size-independent contributions to the entropy across entanglement surfaces of arbitrary topologies. We show
that for low energy fixed-point theories, the constant part of the entanglement entropy across any surface can be
reduced to a linear combination of the entropies across a sphere and a torus. We first derive our results using strong
sub-additivity inequalities along with assumptions about the entanglement entropy of fixed-point models, and
identify the topological contribution by considering the renormalization group flow; in this way we give an explicit
definition of topological entanglement entropy Stopo in (3+1)D, which sharpens previous results. We illustrate
our results using several concrete examples and independent calculations, and show adding “twist” terms to the
Lagrangian can change Stopo in (3+1)D. For the generalized Walker-Wang models, we find that the ground state
degeneracy on a 3-torus is given by exp(−3Stopo[T 2]) in terms of the topological entanglement entropy across a
2-torus. We conjecture that a similar relationship holds for Abelian theories in (d + 1) dimensional spacetime,
with the ground state degeneracy on the d-torus given by exp(−dStopo[T d−1]).
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I. INTRODUCTION
Classifying gapped phases of matter has recently emerged
as one of the central themes of condensed matter physics [1–5].
The ground states of two gapped Hamiltonians are in the same
phase if they can be adiabatically connected to one another
through local unitary transformations, without closing the
energy gap [1]. Prior to the discovery of topological order, the
consensus in the physics community was that gapped phases
could be classified by symmetry breaking order parameters
[6,7]. The discovery of topological order [8–10] revealed
that two gapped systems can reside in distinct phases absent
any global symmetries. The discovery of symmetry protected
topological (SPT) order [2,11–15] further enriched the family
of topological phases of matter: Two systems with the same
global symmetry can be in different phases even with trivial
topological order.
The classification of topological phases of matter has
been studied systematically from many different angles. For
noninteracting fermionic systems, phases have been classified
according to time reversal symmetry, particle hole symmetry,
and chiral symmetry, summarized by the tenfold way [16,17].
Recently this classification was extended by considering crys-
tal symmetries [18], in particular nonsymmorphic symmetries
[19,20]. For interacting systems, multicomponent Chern Si-
mons theories [21–25], tensor category approaches [26–29],
*On sabbatical.
various forms of boundary theories [30–32], group cohomol-
ogy constructions [15], and several additional methods [33–35]
have been used to classify topological phases of matter.
Given the ground state of a Hamiltonian, a variety of
techniques have been developed to determine which phase it
is in. One method exploits the anomalous boundary behavior
of topological phases (such as nontrivial propagating modes if
the boundary is gapless or more exotic fractionalization if the
boundary is gapped) [13,30–32,36–43] by studying systems
with open boundary conditions. For topologically ordered
phases, one can alternatively study the system on a closed man-
ifold without boundaries, and examine the braiding and fusion
properties of the gapped excitations, such as anyon excitations
in (2+1)D and loop excitations in (3+1)D [35,44–49].
Additionally, the entanglement structure of the ground
state can also reveal topological properties of the system.
In particular, Kitaev and Preskill [50], as well as Levin and
Wen [51], realized that in (2+1)D the existence of long
range entanglement of the ground state, characterized by the
topological entanglement entropy (TEE), indicates topological
order. Among all approaches for probing topological order,
studying the entanglement entropy is one of the more favorable
[52–54], because it depends on the ground state only and can
be computed with periodic boundary conditions. There have
been many attempts to generalize this construction to higher
dimensions, in particular to better understand topological order
in (3+1)D. The first attempt to study the TEE in (3+1)D
was made in Ref. [55], where the authors computed the
entanglement entropy (EE) for the (3+1)D toric code at finite
2469-9950/2018/97(19)/195118(29) 195118-1 ©2018 American Physical Society
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temperature. In Ref. [56], the (3+1)D entanglement entropy
was computed for the semion model, which corresponds to
the generalized Walker Wang (GWW) model of type (n,p) =
(2,1). (See Sec. III for the definition of the GWW models.)
In Ref. [57], the authors discussed the tensor category repre-
sentation of GWW models, and the entanglement entropy was
computed in this framework. We note that these works only
examine theories at exactly solvable fixed points. However,
to isolate the topological part of the entanglement entropy,
one needs to go beyond exactly solvable models; this is
one of the motivations for the present paper. The authors of
Ref. [58] attempted to separate the topological and nontopo-
logical components of the entanglement entropy for a generic
non-fixed-point system in (3+1)D. In particular, they realized
that the constant (i.e., the contribution independent of the area
of the entanglement surface) part of the entanglement entropy
of a generic gapped system is not essentially topological and
contains a richer structure compared to that in (2+1)D.
In this paper, based on previous works (especially Ref. [58]),
we present a more detailed and complete analysis of the
structure of the entanglement entropy (in particular the topo-
logical entanglement entropy) for gapped phases of matter
in (3+1)D, whose low energy descriptions are topological
quantum field theories (TQFT). We first make use of the strong
subadditivity (SSA) to constrain the general structure of the
entanglement entropy for a TQFT. We find that the constant part
of the entanglement entropy (in the ground state of a TQFT)
across a general entanglement surface (which may contain
multiple disconnected components) is a linear combination of
the constant part of the EE across a sphere S2 and that across
a torus T 2, with the coefficients being topological invariants
(Betti numbers) of the entanglement surface [see Eq. (10)].
We further discuss the generalization of this result to generic
non-fixed-point theories, where we study how the constant
part of the entanglement entropy gets modified. This allows
us to isolate the topological entanglement entropy. We also
provide explicit calculations of the entanglement entropy for a
particular class of (3+1)D models, the GWW models. These
calculations serve as an independent check of the result derived
from the SSA inequalities and also demonstrates that the EE
can be modified by a topological twisting term in the action.1
This phenomena is new in (3+1)D as compared to (2+1)D,
because the topological twisting term does not affect the TEE
in (2+1)D. For example, the Z2 toric code and double semion
theories, which differ by a topological twisting term, share the
same TEE. Our approach has the advantage of simplicity: It
starts from a simple-looking Lagrangian and does not require
working with discrete lattice Hamiltonians. We conclude by
conjecturing a formula for the TEE in terms of the ground
state degeneracy for Abelian topological phases in general
dimensions. We give support to this conjecture by computing
the entanglement entropy of BF theories in (d + 1) dimensions.
The organization of this paper is as follows: In Sec. II, we
present our approach to find a general formula for the constant
1For the GWW model in (3+1)D, the topological twisting term is the
term depending on two form B-field only. For the Dijkgraaf-Witten
models in any dimensions, the topological twisting term is the term
depending on one form A-field only.
part of the EE for TQFTs describing (3+1)D gapped phases
of matter. The basic strategy is to use the SSA inequality to
constrain the structure of the entanglement entropy. In the
derivation, we assume a particular form of the entanglement
entropy. In Sec. III, we justify this assumption through the
study of the GWW models. We use a field theoretical approach
and compute the entanglement entropy of these models across
general entanglement surfaces. We summarize our results in
Sec. IV and conclude with some open questions to be addressed
in future work.
We present the details of our calculations in a series
of appendices. In Appendix A we review the definition of
the entanglement entropy and the entanglement spectrum. In
Appendix B we review existing arguments about the local
contributions to the entanglement entropy, which were first
discussed in Ref. [58]. Appendices C, D, and H are dedicated
to derivations of specific equations from the main text. In Ap-
pendix E we review the basics of lattice formulation of TQFTs.
In Appendix F we explain why surfaces in the dual spacetime
lattice are continuous and closed. In Appendix G we discuss
the linking number integrals needed to formulate the GWW
wave function. Finally, in Appendix I we study BF theories
in general (d + 1)-dimensional spacetime and give arguments
for the validity of the conjecture that exp(−dStopo[T d−1]) gives
the ground state degeneracy on the d-dimensional torus.
II. REDUCTION FORMULAS FOR ENTANGLEMENT
ENTROPY
In this section, we study the general structure of the EE
for gapped phases of matter in (3+1)D. The definitions of
the entanglement entropy and the entanglement spectrum are
reviewed in Appendix A. We are inspired by the fact that for a
(2+1)D system, the EE of the ground state of a local, gapped
Hamiltonian obeys the area law. In particular, if we partition
our system into two subregions, A and Ac, the EE of subregion
A with the rest of the system Ac takes the form
S(A) = αl + γ +O(1/l), (1)
where αl is the area term, and l is the length of the boundary of
region A. Importantly the constant term γ is topological and
thus dubbed “topological entanglement entropy” [50,51]. We
would like to understand whether an analogous formula holds
for gapped phases of matter in (3+1)D. In particular, we ask
how the constant part of the EE depends on the topological
properties of both the Hamiltonian and the entanglement
surface.
Our approach to this question relies on the SSA inequality
for the entanglement entropy. We also make certain locality
assumptions about the form of the entropy, detailed in Ap-
pendix B. This allows us to derive an expression for the constant
part of the EE of a subregion A for a TQFT, STQFTc (A), which
depends on the topological properties (e.g., Betti numbers) of
the entanglement surface ∂A ≡ .2
We start by reviewing some general facts about the EE and
then use SSA inequalities to determine the formula for the EE
across a general surface in Sec. II A. In Sec. II B, we discuss the
2In this paper, we will denote a generic entanglement surface as .
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implications of our EE formula, especially regarding models
away from a renormalization group (RG) fixed point. Our
approach is inspired by Ref. [58].
A. Strong subadditivity
1. Structure of the EE of fixed point TQFTs
As reviewed in Appendix B, for a generic theory with an
energy gap, the EE for a subregion A can be decomposed as
S(A) = F0|| + Stopo(A) − 4πF2χ ()
+ 4F ′2
∫

d2x
√
hH 2 +O(1/||), (2)
where the coefficients F0,F2, and F ′2 are constants that depend
on the system under study. The first term is the area law term,
where || is the area of the entanglement surface, . The
second term is the topological entanglement entropy, which
is independent of the details of the entanglement surface and
of the details of the Hamiltonian. The third term is propor-
tional to the Euler characteristic χ () of the entanglement
surface. Although it only depends on the topology of , it
is not universal, and we expect that the coefficient, F2, will
flow under the RG. The fourth term is proportional to the
integral of the mean curvature, H = (k1 + k2)/2, of  (see
Appendix B for a derivation of the local contributions). It
depends on the geometry (in contrast to the topology) of ,
and its coefficient F ′2 also flows under the RG in general. The
remaining terms are subleading in powers of the area || and
vanish when we take the size of the entanglement surface to
infinity. One of the main goals of this paper is to understand
the structure of the topological entanglement entropy, Stopo(A),
and how it can be isolated from the Euler characteristic term
and the mean curvature term.
In this section, unless otherwise stated, we consider (3+1)D
TQFTs describing the low energy physics of a gapped topo-
logically ordered phase. In this case the constant part of the EE
depends only on the topology of the entanglement surface. The
reason is the following: Since a TQFT does not depend on the
spacetime metric, it is invariant under all diffeomorphisms,
including dilatations as well as area-preserving diffeomor-
phisms. Hence, the term related to the mean curvature (which
depends on the shape of ) should not appear. This implies
that the coefficient F ′2 flows to zero at the fixed point. When
we regularize the theory on the lattice, we explicitly break
the scaling symmetry while maintaining the invariance under
area preserving diffeomorphisms. Hence the area law term
can survive, i.e., F0 can flow to a nonvanishing value at the
fixed point. (We relegate the explanation of this subtlety in
Sec. III B 3.) Since the Euler characteristic is topological, F2
can also flow to a nonvanishing value. In summary, the possible
form of the EE for a low energy TQFT (when regularized on
the lattice) is
S(A) = F0|| + Stopo(A) − 4πF2χ () +O(1/||). (3)
For the sake of clarity, we denote the constant part of the
EE for a generic theory as Sc(A) = Stopo(A) − 4πF2χ () +
4F ′2
∫

d2x
√
hH 2, and the constant part of the EE for a TQFT
as STQFTc (A) = Stopo(A) − 4πF2χ (). We point out that the
value of F2 for a general theory and for a TQFT are not the
same, since its value flows under renormalization to the one in
the TQFT, which will be specified in Sec. II B 2. Furthermore,
the area law part of the EE, F0||, is denoted as Sarea(A).
For any quantum state, there are several information in-
equalities relating EEs between different subsystems that are
universally valid [59], such as subadditivity, strong subaddi-
tivity, the Araki-Lieb inequality [60], and weak monotonicity
[61]. Special quantum states, such as quantum error correcting
codes [62] and holographic codes [59,63,64], obey further
independent information inequalities. The major constraint
on the EE utilized in this paper is the strong subadditivity
inequality, which is typically used in quantum information
theory. Explicitly, the SSA inequality is
S(AB) + S(BC)  S(ABC) + S(B), (4)
where the space is divided into four regions A,B,C, and
(ABC)c. Here, (ABC)c is the complement of ABC ≡ A ∪ B ∪
C. SSA strongly constrains the structure of the constant part
of S(A), i.e., Sc(A), as we will see below.
2. Reduction to the constant part of the EE
The SSA is universal, and hence it is valid for any choice
of the regions A, B, and C. Here we will only need to consider
the special cases with A ∩ C = ∅. This configuration is chosen
precisely to cancel the area law part of the EE on both sides
of the SSA inequality, thus giving us information about the
constant part Sc(A). Explicitly, when A ∩ C = ∅, we have
Sarea(AB) + Sarea(BC) = Sarea(ABC) + Sarea(B). (5)
Equation (4) then implies
Sc(AB) + Sc(BC)  Sc(ABC) + Sc(B). (6)
When restricted to a TQFT, we have
STQFTc (AB) + STQFTc (BC)  STQFTc (ABC) + STQFTc (B). (7)
3. Structure of Sc(A)
We need to parametrize STQFTc (A) in order to proceed. For
a TQFT (where F ′2 = 0), we see that STQFTc (A) = Stopo(A) −
4πF2χ () only depends on the topology of the entan-
glement surface  through its Euler characteristic. Two-
dimensional orientable surfaces are classified by a set of num-
bers {n0,n1,n2, . . .}, where ng is the number of disconnected
components (parts) with genus g.3 We will show that this is an
overcomplete labeling for STQFTc (A), and that STQFTc (A) only
depends on the zeroth and first Betti number [65] of  defined
below in terms of {n0,n1,n2, . . . }.
For the time being, we use the (over)complete labeling
scheme for STQFTc (A)
STQFTc [(0,n0),(1,n1), . . . ,(g,ng), . . . ], (8)
where in each bracket, the first number denotes the genus,
and the second number denotes the number of disconnected
boundary components ∂A with the corresponding genus. The
list ends precisely when ng∗ = 0 and ng = 0 for any g > g∗. In
3In this paper, the entanglement surfaces do not wrap around
noncontractible cycles of the space.
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other words, STQFTc [(0,n0),(1,n1), . . . ,(g∗,ng∗ )] is the constant
part of the EE of the region with n0 genus 0 boundaries, n1
genus 1 boundaries, . . . and ng∗ genus g∗ boundaries. We
emphasize that the region A can have multiple disconnected
boundary components. The set {ng} is related to the Betti
numbers bi and the Euler characteristic χ through
g∗∑
g=0
ng = b0,
g∗∑
g=0
ng(2 − 2g) = 2b0 − b1 = χ. (9)
These numbers will be useful in the following calculations.
By applying the SSA inequality to a series of entanglement
surfaces, we derive an expression for STQFTc in terms of the
Betti numbers b0 and b1, as well as the entropies STQFTc [T 2] and
STQFTc [S2] across the torus and sphere, respectively. Relegating
the details of the derivation to Appendix C, we find:
STQFTc [(0,n0),(1,n1), . . . ,(g,ng)]
= b0STQFTc [T 2] +
χ
2
(
STQFTc [S2] − STQFTc [T 2]
)
. (10)
Notice that Eq. (10) is consistent with the expectation that dis-
connected parts of the entanglement surface result in additive
contributions due to the local nature of the mutual information.
B. Topological entanglement entropy
Our first main result is Eq. (10), which clarifies two
points. First, as we mentioned in the introduction (and as
was also discussed in Ref. [58]), given a general entangle-
ment surface [(0,n0),(1,n1),...,(g∗,ng∗ )], we can reduce the
computation of the constant part of the EE of a TQFT,
STQFTc [(0,n0),(1,n1),...,(g∗,ng∗ )], to that of STQFTc [S2] and
STQFTc [T 2]. Second, using Eq. (10), we can identify the topo-
logical and universal part of Sc(A) for a generic theory beyond
the TQFT fixed point. We now elaborate on these points.
1. STQFTc [S2] and STQFTc [T 2]
For a TQFT, Eq. (10) proves that the constant part of
the EE across a general surface can be reduced to a linear
combination of the constant part of the EE across S2 and T 2.
Whether STQFTc [S2] and STQFTc [T 2] are independent of each
other depends on the type of TQFT. As we show in Sec. III, for
a BF theory [see Eq. (22)] in (3+1)D, STQFTc [S2] = STQFTc [T 2].
For the GWW models [see Eq. (19)] in (3+1)D, we show in
Sec. III that STQFTc [S2] and STQFTc [T 2] are different in general.
Thus, Eq. (10) is the simplest expression that is universally
valid for any TQFT.
2. Away from the fixed point
In Sec. II A 1 and Appendix B, we revisited the arguments
presented in Ref. [58] that the constant part of the EE for a
theory away from the fixed point is generically not topological.
The structure of the EE of a generic theory was shown in
Eq. (2). Combining Eq. (2) and Eq. (10), we now extract more
information about the structure of the EE. First, we argued in
Sec. II A 1 that
F ′2 → 0, (11)
when the theory is renormalized to a TQFT fixed point.
Second, by setting F ′2 = 0 in Eq. (2) and comparing the
TEE and the coefficient of the Euler characteristic χ in Eq. (2)
and Eq. (10), we find that
Stopo[(0,n0), . . . ,(g∗,ng∗ )]
= b0STQFTc [T 2] =
(
g∗∑
i=0
ni
)
STQFTc [T 2], (12)
and
F2 → − 18π
(
STQFTc [S2] − STQFTc [T 2]
)
. (13)
Equation (12) suggests that the TEE across an arbitrary
entanglement surface (for a generic theory) is proportional to
STQFTc [T 2]; in particular, the TEE across T 2 (for a generic the-
ory) equals STQFTc [T 2], i.e., Stopo[T 2] = STQFTc [T 2]. Equation
(13) shows that while F2 can flow when the theory is renor-
malized, it converges to a nontrivial value − 18π (STQFTc [S2] −
STQFTc [T 2]) at the RG fixed point. Our identification of the TEE
Eq. (12) further elaborates on the result from Ref. [58], which
showed that the TEE across a genus g entanglement surface
g is Stopo[g] = gStopo[T 2] − (g − 1)Stopo[S2]. Our result
Eq. (12) suggests that Stopo[S2] = Stopo[T 2] and therefore fur-
ther simplifies the result of Ref. [58] to Stopo[g] = Stopo[T 2]
for any g. Our identification of the TEE also works for entan-
glement surfaces with multiple disconnected components.
3. Extracting the TEE
Equation (12) suggests an “algorithm” to compute the TEE
for a generic theory: (1) take a ground-state wave function |ψ〉
for a generic system; (2) renormalize |ψ〉 to the fixed point;
(3) compute the entanglement entropy for an entanglement
surfaceT 2, STQFT[T 2]. The constant partSTQFTc [T 2] is the TEE
across T 2. Notice that this is consistent with our definition
STQFTc [T 2] = Stopo[T 2] − 4πF2χ (T 2) since χ (T 2) = 0. The
TEE across an arbitrary surface immediately follows from
Eq. (12).
In this section, we will explain a more practical algorithm
for extracting the TEE (across T 2) which is applicable to the
ground-state wave function of any generic theory, and does
not require renormalization to the TQFT fixed point. Our
algorithm (which is termed the KPLW prescription) builds
upon the study of the topological entanglement entropy in
(2+1)D systems initiated by Kitaev, Preskill, Levin, and Wen
[50,51] (KPLW) and the proposal in Ref. [58] in (3+1)D.
We compute a particular combination of the EE of different
regions, which we call SKPLW[T 2], and demonstrate that this
combination equals Stopo[T 2]. The same KPLW prescription
was studied in Ref. [58], but here we provide a rigorous proof
of the equivalence between the entanglement entropy from the
KPLW prescription Eq. (14) and the TEE Stopo[T 2], as we
derive in Eq. (17). Via Eq. (12), we can then obtain the TEE
across a general surface.
We generalize the KPLW prescription to (3+1)D by con-
sidering the configuration of the entanglement regions shown
in Fig. 1 and computing the combination of EEs
SKPLW[T 2] ≡ S(A) + S(B) + S(C) − S(AB)
− S(AC) − S(BC) + S(ABC). (14)
195118-4
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A C
B
FIG. 1. KPLW prescription of entanglement surface T 2. The
space inside the two torus is divided into three regions, A, B, and
C, each being a solid torus.
Following similar arguments in Ref. [50], it can be shown that
SKPLW[T 2] satisfies two properties:
(1) SKPLW[T 2] is insensitive to local deformations of the
entanglement surface.
(2) SKPLW[T 2] is insensitive to local perturbations of the
Hamiltonian.
We first argue that the property (1) holds. If we locally
deform the common boundary of regions A and B (but away
from the common boundary of regions A, B, and C, which is
a line), the deformation of SKPLW[T 2] is
	SKPLW[T 2] = [	S(A) − 	S(AC)] + [	S(B) − 	S(BC)].
(15)
Because the deformation is far away from region C (farther than
the correlation length ξ  1/m, where m is the energy gap),
	S(A) − 	S(AC) = 0, and similarly 	S(B) − 	S(BC) = 0.
Hence SKPLW[T 2] is unchanged under the deformation of the
common boundary of A and B, away from the line which
represents the common boundary of A, B, and C. If we now
locally deform the common boundary of regions A, B, and C4
(the line A ∩ B ∩ C),
	SKPLW[T 2] ≡	S(A) + 	S(B) + 	S(C) − 	S(AB)
− 	S(AC) − 	S(BC)
= [	S(DBC) − 	S(BC)] + [	S(DAC)
− 	S(AC)] + [	S(DAB) − 	S(AB)],
(16)
where region D is the complement of the region ABC, i.e.,
D = (ABC)c, and we have used Ac = DBC andS(A) = S(Ac).
Since the deformation is far from region D (farther than the
correlation length ξ ) as it is acting only on the line A ∩ B ∩
C, each of three square brackets vanishes separately. Hence
SKPLW[T 2] is unchanged under the deformation of the common
boundary line of A, B, and C. In summary 	SKPLW[T 2] = 0
under an arbitrary deformation of the entanglement surface.
Therefore property (1) holds.
We now argue that property (2) holds. As suggested in
Refs. [50,51], when we locally perturb the Hamiltonian far
4We should distinguish between the common boundary of A, B, and
C, which is a line A ∩ B ∩ C, and the boundary of region ABC, which
is a surface.
inside one region,5 for instance region A, the finiteness of the
correlation length ξ guarantees that the perturbation does not
affect the reduced density matrix for the region Ac. Therefore
the entanglement entropy S(A) = S(Ac) is unchanged. If
a perturbation of the Hamiltonian occurs on the common
boundary of multiple regions, for example regions A and B, one
can deform the entanglement surface using property (1) such
that the perturbation is nonvanishing in one region only. This
shows that SKPLW[T 2] is invariant under local deformations of
the Hamiltonian which does not close the gap (i.e., those which
leave ξ < ∞), and property (2) holds. In summary SKPLW[T 2]
is a topological and universal quantity.
Lastly we show that the combination SKPLW[T 2] equals the
TEE, Stopo[T 2], i.e.,
SKPLW[T 2] = Stopo[T 2], (17)
where Stopo[T 2] is defined in Eq. (12). We insert the expansion
of the EE (2) in the definition of SKPLW[T 2]. First, it is
straightforward to check that the KPLW combination of the
area law terms cancel. Second, the KPLW combination of
the Euler characteristic terms vanish since each region in the
KPLW combination is topologically a T 2, and χ (T 2) = 0.
Third, as we prove in Appendix D, the KPLW combination
of the mean curvature terms vanishes as well, i.e.,
4F ′2
∫
∂A+∂B+∂C
−∂AB−∂AC
−∂BC+∂ABC
d2x
√
hH 2 = 0. (18)
This was assumed implicitly in Ref. [58], but we demonstrate
it explicitly here so as to close the loop in the argument.
Finally, the KPLW combination simplifies to Stopo[T 2]: It
is given by the sum of the TEE across the four tori ∂A,∂B,∂C,
and ∂ABC, minus the TEE across the three tori ∂AB,∂AC,
and ∂BC. Therefore, Eq. (17) holds. In summary, we have
demonstrated that the KPLW prescription, Eq. (14), gives a
concrete method to extract the TEE for a generic (non-fixed-
point) theory.
III. APPLICATION: ENTANGLEMENT ENTROPY
OF GENERALIZED WALKER-WANG THEORIES
In this section, we construct lattice ground state wave
functions for a class of TQFTs known as the generalized
Walker-Wang (GWW) models, whose actions are given by
Eq. (19) below. We then compute the EE across various
two-dimensional entanglement surfaces. The calculations in
this section are independent of the SSA inequality used in
Sec. II. The calculations in this section provide support for our
assumptions about the entanglement entropy for fixed-point
models and suggest a conjecture about higher dimensional
topological phases.
The GWW models are described by a TQFT with the action
[66–68]
SGWW =
∫
n
2π
B ∧ dA + np
4π
B ∧ B, n,p ∈ Z. (19)
5Quantitatively, the shortest distance d between the position of
the local deformation and the entanglement surface should be much
longer than the correlation length ξ  1/m, i.e., d  ξ .
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The Walker-Wang models correspond to the special cases p =
0 andp = 1. In Eq. (19)B is a 2-formU (1) gauge field andA is
a 1-form U (1) gauge field. (When we formulate the theory on
a lattice, they will be Zn valued. See Appendix E for details.)
The gauge transformations of the gauge fields are
A → A + dg − pλ, B → B + dλ, (20)
where λ is a u(1) valued 1-form gauge field [where u(1) is
the Lie algebra of U (1)] with gauge transformation λ → λ +
df (where f is a scalar satisfying f  f + 2π ), and g is a
compact scalar (i.e., g  g + 2π ). The gauge invariant surface
and line operators are, respectively,
exp
(
ik
∮
1
B
)
,k ∈ {0,1,...,n − 1},
exp
(
il
∮
γ
A + ilp
∫
2
B
)
,l ∈ {0,1,...,n − 1}, (21)
where 1 is a closed two-dimensional surface, γ is a closed
one-dimensional loop, and 2 is an open two-dimensional
surface whose boundary is γ . The gauge invariance follows
from the compactification of the scalarg and the standard Dirac
flux quantization condition ofU (1) gauge fieldλ: ∮
γ
dg ∈ 2πZ
and
∮
1
dλ ∈ 2πZ.6 We will use canonical quantization to
explain that exp(in ∮
1
B) and exp(in ∮
γ
A + inp ∫
2
B) are
trivial operators in Appendix E.
A. Wave function of GWW models
1. BF theory: (n,0)
For simplicity, we first discuss the special case when p = 0,
which is referred to as a BF theory. The action is
SBF =
∫
M4
n
2π
B ∧ dA, (22)
where A is a 1-form gauge field and B is a 2-form gauge field.
The theory is defined on a spacetime which is topologically
a four ball, M4  B4, whose boundary S3 is a spatial slice,
as shown in Fig. 2. In the following, we formulate the theory
on a triangulated spacetime lattice. The 1-form gauge field A
corresponds to 1-cochains A(ij ) ∈ 2π
n
Zn living on 1-simplices
(ij ). The 2-form gauge field B corresponds to 2-cochains
B(ijk) ∈ 2π
n
Zn living on 2-simplices (ijk).7 We define the
Hilbert space to be H = ⊗(ijk)H(ijk), where H(ijk) is a local
Hilbert space on the 2-simplex (ijk) spanned by the basis
6The Dirac flux quantization of the U (1) gauge field λ can
be derived as follows:
∮
1
dλ = ∫
+1
dλ+ − ∫
−1
dλ− = ∫
∂+1
λ+ −∫
∂−1
λ−, where +1 ∪ −1 = 1 and the minus sign of the −1 term
is due to orientation. We use λ+ and λ− to emphasis that the gauge
fields are evaluated in +1 and −1 , respectively. The U (1) gauge
symmetry implies that λ+ − λ− on the common boundary ∂+1 =
∂−1 = +1 ∩ −1 does not have to vanish, but it can be a pure gauge
df . Therefore,
∮
1
dλ = ∮
+1 ∩−1
df ∈ 2πZ. This proves the Dirac
flux quantization.
7We use i,j,k to label vertices, and (ij ),(ijk) to label 1-simplices
and 2-simplices with the specified vertices.
M4
S3
l
S
S
FIG. 2. A schematic figure of the topology of spacetime M4 and
space S3. Inside S3, we schematically draw a loop l representing the
loop configurations C of the B field in the dual lattice. The dashed
surface S bounding the loop l extends into the spacetime bulk M4,
representing the B field configuration in the dual lattice of spacetime.
S ′ represents theB field configurations that form closed surfaces away
from the boundary of the spacetime ∂M4. The boundary condition
in the path integral Eq. (23) is specified by a fixed B configuration C
on S3. The path integral should integrate over all the configurations
in the spacetime bulk M4 with the boundary configuration C on S3
fixed.
|B(ijk)〉 = |2πq/n〉,q ∈ Zn.8 More details about the lattice
formulation of the TQFT are given in Appendix E.
We now discuss the ground state wave function for this the-
ory. The ground state wave function is defined on the boundary
of the open spacetime manifold S3 = ∂M4 as [69,70]
|ψ〉 = C
∑
C,C ′
∫
C ′|∂M4
DA
∫
C|∂M4
DB
× exp
(
i
n
2π
∫
M4
B ∧ dA
)
|C〉, (23)
where C ′ and C indicate the boundary configurations for the A
and B fields, respectively, i.e., the value of A and B fields on
∂M4. We integrate over all A and B subject to the boundary
conditions C ′ and C. C is a normalization factor. Because A
and B are canonically conjugate, the states are specified by the
configuration of B only; |C〉 is a specific state corresponding to
the particular B field configuration C on ∂M4. The summation
over C ranges over all possible configurations of B-cochain
with weights determined by the path integral. C|∂M4 means the
path integral is subject to the fixed boundary conditions C on
∂M4 and similarly for C ′|∂M4 . If we take the spacetime M4 to
be a closed manifold, Eq. (23) reduces to the partition function
over M4. Because the spacetime is topologically a 4-ball B4,
8Note that the Hilbert space on each 1-simplex is defined inde-
pendently and does not have to satisfy the closed loop (Gauss law)
constraint Eq. (25).
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there is only one ground state associated with the boundary
S3.9
We first work out the wave function for the BF theory with
n = 2 explicitly as a generalizable example. We use B field
values as a basis to express |C〉. Integrating out A (notice that
we both integrate over the configurations of the A field with
fixed boundary configurations and also sum over the boundary
configurations, i.e.,
∑
C ′
∫
C ′|∂M4 DA, which is tantamount to
integrating over all configurations of A), we get the constraint
δ(dB),
|ψ〉 = C
∑
C
∫
C|∂M4
DBδ(dB)|C〉, (24)
where the delta function δ(dB) constrains dB(ijkl) = 0
mod 2π on each tetrahedron (ijkl) in M4. Concretely,
dB(ijkl) = B(jkl) − B(ikl) + B(ij l) − B(ijk)
= 0 mod 2π. (25)
Any B configuration satisfying this constraint is said to be flat
(see Appendix E for details). Since B(ijk) ∈ {0,π},∀i,j,k for
the n = 2 theory, Eq. (25) means that for each tetrahedron,
there are an even number of 2-simplices where B(ijk) = π
mod 2π and an even number of 2-simplices with B(ijk) = 0
mod 2π . We refer to the π 2-simplices as occupied and to the
0 2-simplices as unoccupied.
It is more transparent to consider the configurations in the
dual lattice of the spatial slice S3. (In the next paragraph, we
will discuss the dual lattice configurations in the spacetime
M4.) As an example, the dual lattice of a tetrahedron is shown
in Fig. 3. The 2-simplices in the original lattice are mapped to
1-simplices in the dual lattice.10 A 2-cochain B(ijk) defined
on a 2-simplex in the original lattice is mapped to a 1-cochain
˜B(ab) defined on a 1-simplex in the dual lattice. IfB(ijk) = π ,
then we define the corresponding ˜B(ab) = π in the dual lattice.
In the dual lattice, Eq. (25) means that there are an even number
of occupied bonds (1-simplices) associated with each vertex,
as well as an even number of unoccupied bonds. If we glue
different tetrahedra together, we find that the occupied bonds
in the dual lattice form loops. Pictorially, this is reminiscent
of the wave function of the toric code model in one lower
dimension [26,71,72].
In the (3+1)D spacetime M4 [rather than the 3D space
S3], 2-simplices are dual to the (4 − 2) = 2-simplices [rather
than the 1-simplices] in the dual lattice. Equation (25) means
the occupied 2-simplices form continuous surfaces in the dual
9Topologically degenerate ground states are the representation of
line and surface operators which wrap around the nontrivial spatial
cycles. Since there are no nontrivial 1-cycles and 2-cycles in the spatial
manifold S3 that line and surface operators can wrap around, the
ground state is topologically nondegenerate.
10The dual lattice of a triangulation is not necessarily a triangulation.
For example, the dual lattice of a triangular lattice in two dimensions
is a honeycomb lattice. Therefore, it is inappropriate to talk about
cochains and simplices in the dual lattice of a triangulation. However,
we will still use such notions for simplicity as long as the context
is clear. In the dual lattice, we use “1-simplex” to denote a link and
“1-cochain” to denote a discretized 1-form on the link.
i
j l
k
d
a
e
b
c
FIG. 3. A tetrahedron is drawn with solid lines, and its dual is
drawn in dashed and gray lines. The 2-simplex (ijk) in the original
lattice is dual to the 1-simplex (ab) in the dual lattice. Similarly, (ikl) is
dual to (ad), (ij l) is dual to (ca), and (jkl) is dual to (ea). The colored
dashed arrows indicate the orientations of the four 2-simplices, where
(ijk) and (ikl) share the same orientation, and (ij l) and (jkl) share the
opposite orientation. The orientations of the dual-lattice 1-simplices
are also indicated by the arrows on the gray/dashed lines.
spacetime lattice. (Continuous means that the simplices in
the dual lattice connect via edges, rather than via vertices.
We discuss the continuity of the dual lattice surfaces in
Appendix F.) If these surfaces are inside the bulk of the
spacetime and do not touch ∂M4 (such as S ′ in Fig. 2), they are
continuous and closed surfaces; if the surfaces intersect with
the spatial slice ∂M4 (such as S in Fig. 2), the intersections
are closed loops in ∂M4.
For the BF theory with a general coefficient n, the wave
function is also a superposition of loop configurations. The
only difference is that the loops are formed by 1-simplices in
the dual lattice with ˜B = 2π
n
. When there is a loop formed
by 1-simplices with ˜B = 2πl
n
in the dual lattice, we regard
the loop as composed of l overlapping loops formed by the
same 1-simplices with ˜B = 2π
n
. We emphasize that the loop
configuration is enforced by the flatness condition Eq. (25).
For n > 2, we need to specify the orientations of the simplices
and keep track of the signs in Eq. (25). The orientation of
each simplex is specified in Fig. 3, where the orientations
of (jkl) and (ij l) are pointing into the tetrahedron, while
the orientation of (ikl) and (ijk) are pointing out of the
tetrahedron. For example, if the values of the B-cochains
are B = 2πq1/n,2πq2/n,2πq3/n,0 with q1 − q2 + q3 = 0
on the 2-simplices (jkl),(ikl),(ij l),(ijk), respectively, the dual
of (jkl) and (ikl) [i.e., (ea) and (ad)] belong to one loop in
the dual lattice, while the dual of (ij l) and (ikl) [i.e., (ca)
and (ad)] belong to another loop in the dual lattice. Note
that the two loops share the same dual lattice bond (ad)
where the value of the B-cochain is the sum of the B values
from the two loops B(ad) = 2π (q1 + q3)/n = 2πq2/n. The
gauge transformation, B(ijk) → B(ijk) + λ(jk) − λ(ik) +
λ(ij ), preserves Eq. (25). Hence, although it deforms the
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position of loops, it never turns closed loops into open lines.
Open lines in the dual lattice violate the flatness condition
Eq. (25) and so do not contribute to the wave function Eq. (24).
Summing over the configurations C ensures gauge invariance
of the wave function. Notice that Eq. (24) implies that the
weights associated with different loop configurations C are
equal, similar to the toric code. Thus we see that Eq. (24)
reduces to
|ψ〉 = C
∑
C∈L
|C〉, (26)
where the sum is taken over the set L of all possible loop
configurations C at the spatial slice S3 = ∂M4. This is termed
“loop condensation,” since the wave function is the equal
weight superposition of all loop configurations in the dual
lattice.
2. General case: (n, p)
In this section, we consider GWW models with nontrivial
p described by the action in Eq. (19), where A is still a 1-form
and B a 2-form. Canonical quantization of the GWW theories
implies that B ∈ 2π
n
Zn on the lattice (see Appendix E for more
details).
In order to find the ground state wave function, we still useB
as the basis to label the configurations C and the corresponding
states |C〉 on the spatial slice. The wave function is formally
given by
|ψ〉 = C
∑
C,C ′
∫
C ′|∂M4
DA
∫
C|∂M4
DB
× exp
(
i
n
2π
∫
M4
B ∧ dA + i np
4π
∫
M4
B ∧ B
)
|C〉.
(27)
For simplicity, we consider the case n = 2,p = 1 in the
following. As in the BF theory, we first integrate out the A
fields, yielding
|ψ〉 = C
∑
C
∫
C|∂M4
DB δ(dB) exp(i 2
4π
∫
M4
B ∧ B
)
|C〉.
(28)
The difference between this wave function and that of the BF
theory, Eq. (24), is that when the flatness condition δ(dB)
is satisfied, the states with different configurations C are
associated with different weights. The weights are determined
by the integral
exp
(
i
2
4π
∫
M4
B ∧ B
)
, (29)
where B must satisfy the flatness condition dB = 0 with the
boundary condition labeled by C.
We proceed to evaluate the integral in Eq. (29). Notice that
the flatness condition, Eq. (25), implies that the 2-simplices
at which B = π form two-dimensional spacetime surfaces in
the dual lattice of M4 whose boundaries on the spatial slice
S3 are closed loops belonging to C. Relegating the details of
the derivation to Appendix G, we show that when B = π only
at two dual lattice surfaces S1,S2, whose boundaries are dual
lattice loops l1 = ∂S1,l2 = ∂S2 in C, it follows that
exp
(
i
2
4π
∫
M4
B ∧ B
)
= exp
(
iπ link(l1,l2) + i π2 link(l1,l1) + i
π
2
link(l2,l)
)
.
(30)
The first term is associated with the mutual linking number,
link(l1,l2), between different loops, while the second and
the third terms are associated with the self-linking number,
link(li ,li), of one loop, li , with itself, defined in Appendix G.
Equation (30) can be generalized to configurations with many
loops, and the weights of different configurations are deter-
mined by the linking numbers of the loops. In summary, the
ground state wave function for the (n,p) = (2,1) theory is:
|ψ〉 = C
∑
C∈L
(−1)#(Mutuallinks)i#(Selflinks)|C〉. (31)
For general (n,p), a similar argument can be made. B can
now take n different values 2πk
n
,k = 0,1, . . . ,n − 1 on each
2-simplex in the lattice or on each 1-simplex in the dual lattice.
Due to the constraint of Eq. (25), the 1-simplices where B =
2π/n form loops in the dual lattice. Similar to the discussion of
the case p = 0 and general n, two dual-lattice loops can touch
in one tetrahedron. We also regard a loop with B = 2πq/n to
be q overlapping loops with B = 2π/n. If there are q1 loops
with B = 2π/n that are overlapping on l1 (which is equivalent
to one loop with B = 2πq1/n on l1) and q2 loops with B =
2π/n that are overlapping on l2 (which is equivalent to one
loop with B = 2πq2/n on l2), then
exp
(
i
np
4π
∫
M4
B ∧ B
)
= exp
[
2i
np(2π )2q1q2
4πn2
link(l1,l2) + i np(2π )
2q21
4πn2
link(l1,l1)
+ i np(2π )
2q22
4πn2
link(l2,l2)
]
= exp
[
i
2πpq1q2
n
link(l1,l2) + i πpq
2
1
n
link(l1,l1)
+ i πpq
2
2
n
link(l2,l2)
]
. (32)
Therefore after evaluating these weights, the wave function
Eq. (27) reduces to
|ψ〉 = C
∑
C∈L
ei
2πp
n
#(Mutuallinks)ei
πp
n
#(Selflinks)|C〉, (33)
where the mutual-linking and self-linking numbers are counted
with multiplicities q1 and q2 as given in Eq. (32). The sum over
C ∈ L contains configurations with all possible q1 and q2.
B. Entanglement entropy of GWW models
In this section, we show that the constant part of the EE of
GWW theories depends on the topology of the entanglement
surface in a nontrivial way. In particular, Sc[S2] = Sc[T 2]
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A
Σ
B=  simplices on the entanglement surface 
Ac
FIG. 4. An example of the lattice structure of an entanglement cut
in (2+1)D. The green simplices form the entanglement cut , which
partitions the lattice into region A and region Ac. We include  as part
of region A. B = π on the red simplices, while B = 0 elsewhere. The
dotted loop is the dual lattice configuration of the red simplices. In
this example, the configuration CE contains two B = π 1-simplices at
the entanglement cut , which are the fourth and eighth 1-simplices
of  (counting from the left side) as shown in the figure.
in general. Hence, Sc[S2] and Sc[T 2] are truly independent
quantities.
This section is divided into two parts: In Sec. III B 1, we
calculate the EE for GWW models with arbitrary (n,p) across
the entanglement surface T 2. In Sec. III B 3, we compute the
EE for GWW models across closed surfaces with arbitrary
genus and an arbitrary number of disconnected components.
These independent calculations confirm Eq. (10).
1. EE for the torus, n = 2, p = 1
In this subsection, we compute the EE of GWW models
across  = T 2. For simplicity, we first consider the case n =
2,p = 1 and then generalize to models with arbitrary n and p.
We start with the wave function obtained in the last section,
Eq. (31):
|ψ〉 = C
∑
C
(−1)#(Mutuallinks)i#(Selflinks)|C〉. (34)
We choose the subregion A to be a solid torus whose surface
is T 2, and Ac to be the complement of A. We illustrate the
microscopic structure of the spatial partitioning in Fig. 4 via
a lower-dimensional example. The entanglement surface  is
chosen to be a smooth surface in the real spatial lattice (green
simplices in Fig. 4). The real space simplices that form the
entanglement surface  are counted as part of region A.11
We will find the Schmidt decomposition of the wave function
corresponding to this spatial partitioning in order to calculate
the EE. To do so, we first parametrize the configurations C
11There are other choices of spatial partitioning. For example, we
can count the real simplices that form the entanglement surface as
part of region Ac. We will consider only the partitioning mentioned
in the main text for definiteness.
A
Ac
γ4
γ3 γ2
γ1
FIG. 5. A particular spatial configuration with one loop γ1
(dashed line) threading through the hole (the hole itself belongs to
region Ac) inside the region A and one loop γ2 (gray line) threading
through the hole inside the region Ac. γ3 and γ4 are two linked
contractible loops, where γ3 locates inside region A, and γ4 locates
both in region A and Ac. The two blue points are the intersection of
l4 with . The simplices (gray triangles) are living in the real lattice
where B = π . The lines perpendicular to the simplices are living in
the dual lattice where B˜ = π and they form loops in the dual lattice.
This configuration corresponds to α = o,β = o.
appearing in Eq. (34) as:
C → {CE,(a,α),(b,β)}, (35)
which we now explain. CE labels the real space B-cochain
configuration at the entanglement surface . (In Fig. 4, the
fourth and the eighth green 1-simplices (counting from the
left side) are occupied on the entanglement surface , which
also belong to region A according to our partition.) We denote
by NA(CE) the number of configurations in the region A
(but not including ) consistent with the choice of CE. We
label such configurations by (a,α), where α is the parity
(even e or odd o) of the number of occupied loops winding
around the nontrivial spatial cycle inside the region A in
the dual lattice, and the configurations of either parity are
enumerated by a = 1, . . . ,NA(CE)/2.12 Similarly, (b,β) labels
the NAc (CE) configurations in region Ac. Figure 5 presents
a particular configuration where, besides two contractible
dual-lattice loops, there is one dual lattice loop wrapping the
noncontractible cycle in the dual lattice of region A and one
12We can establish a one-to-one correspondence between the con-
figurations of loops in the even parity sector and the odd parity sector.
If we start with a configuration in the even parity sector in which
k dual lattice loops wrap around the noncontractible cycle in region
A, we can obtain a configuration in the odd parity sector by adding
a single loop wrapping the noncontractible cycle so that there are
(k + 1) noncontractible dual lattice loops in total. Similarly, we can
start with the odd parity sector and obtain the even parity sector. This
demonstrates that the number of configurations in the even parity
sector is equal to that of the odd parity sector. Therefore, we denote the
number of configurations in both sectors by NA(CE)/2. This argument
can be generalized to the case of general n.
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dual lattice loop wrapping the noncontractible cycle in the dual
lattice of region Ac, which corresponds to α = o and β = o.
Note that two noncontractible cycles are in different regions A
and Ac. To be illustrative, we also draw 2-simplices in the real
lattice where B = π whose dual configurations form loops in
the space. Hence the summation over C splits as:
∑
C
=
∑
CE
NA(CE)/2∑
a=1
NAc (CE)/2∑
b=1
∑
α=e,o
∑
β=e,o
. (36)
For convenience we also introduce the notation
lCEa,e = (−1)#(Mutual links with fixed CE configuration of region A in even sector),
lCEa,o = (−1)#(Mutual links with fixed CE configuration of region A in odd sector), (37)
sCEa,e = i#(Self links with fixed CE configuration of region A in even sector),
sCEa,o = i#(Self links with fixed CE configuration of region A in odd sector),
where even/odd sector refers to the set of states with an even/odd number of loops in the dual lattice threading the noncontractible
cycle in region A. Similar definitions apply to region Ac. See Fig. 5 for an illustration. We further define | ˜ACEa 〉α to be a state
associated with one particular configuration in region A, which is labeled by {CE,a,α}, and define | ˜AcCEb 〉β likewise in region
Ac. There is a subtlety: We also need to specify the mutual-linking/self-linking number of loops which cross the entanglement
surface. We specify that when two loops (among which at least one of them crosses the entanglement surface) are linked, such as
γ3 and γ4 in Fig. 5, the mutual-linking number is counted as part of the A side, i.e., lCEa,e and lCEa,o. Additionally, when a loop crosses
the entanglement surface, the self-linking number of the loop is counted as part of the A side, i.e., sCEa,e and sCEa,o. We are able to
make such a choice because there is a phase ambiguity in the Schmidt decomposition, and phases can be shuffled between A and
Ac by redefining the basis | ˜ACEa 〉e/o and | ˜AcCEb 〉e/o. (For example, we can define another set of states via | ˆACEa 〉e/o = sCE−1a,e/o | ˜ACEa 〉e/o,
and | ˆAcCEb 〉e/o = sCEa,e/o| ˜AcCEb 〉e/o.) As we will see, the reduced density matrix Eq. (39) does not depend on the choice of phase
assignment. Combining the above, we get
|ψ〉 = C
∑
CE
NA(CE)/2∑
a=1
NAc (CE)/2∑
b=1
∑
α=e/o
∑
β=e/o
(−1)αβlCEa,αlCEb,βsCEa,αsCEb,β
∣∣ ˜ACEa 〉α∣∣ ˜AcCEb 〉β. (38)
The factor (−1)αβ , which equals −1 when α = β = o and 1 otherwise, reflects the mutual linking between the noncontractible
loops in region A (such as γ1 in Fig. 5) and the noncontractible loops in region Ac (such as γ2 in Fig. 5). Figure 5 shows a special
configuration where there is one noncontractible loop in region A and one noncontractible loop in region Ac.
From this we easily obtain the reduced density matrix for region A by tracing over the Hilbert space in region Ac,
ρA = |C|2
∑
CE
NAc (CE)
2
NA(CE)/2∑
a,a˜=1
∑
α,α˜,γ=e,o
(−1)(α−α˜)γ ∣∣ACEa 〉α〈ACEa˜ ∣∣α˜
= |C|2
∑
CE
NAc (CE)
NA(CE)/2∑
a,a˜=1
(∣∣ACEa 〉e〈ACEa˜ ∣∣e + ∣∣ACEa 〉o〈ACEa˜ ∣∣o), (39)
where we have performed unitary transformations on the bases | ˜ACEa 〉e/o and | ˜AcCEb 〉e/o to absorb the mutual-linking and self-linking
factors within region A and region Ac, respectively. The transformed bases are denoted |ACEa 〉α = lCEa,αsCEa,α| ˜ACEa 〉α and |AcCEb 〉β =
l
CE
b,βs
CE
b,β | ˜AcCEb 〉β .
Furthermore, the constraint
TrHA (ρA) = |C|2
∑
CE
NAc (CE)NA(CE) = 1 (40)
fixes the normalization constant C. For each fixed configuration CE on the entanglement surface, the product of the number of
configurations in the region A and the number of configurations in region Ac, i.e., NAc (CE)NA(CE), is independent of CE (see
Appendix H for details). Thus, to compute C we need only to count the number of different choices of CE. There are in total
2||−1 different boundary configurations, where the 1 comes from the constraint that closed dual lattice loops always intersect
the entanglement surface twice (hence the number of occupied 1-simplices on  is even), and || is the number of 2-simplices
on the entanglement surface. Since |C|2NAc (CE)NA(CE) is independent of CE, and there are 2||−1 choices of CE,
|C|2NAc (CE)NA(CE) = 12||−1 . (41)
We give a more detailed derivation of this formula in Appendix H.
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From the reduced density matrix ρA, we can calculate the entanglement entropy of the ground state |ψ〉 associated with the
torus entanglement surface by the replica trick,
S(A) = −TrHAρA log ρA = −
d
dN
(
TrHAρNA
(TrHAρA)N
)∣∣∣∣
N=1
. (42)
Using Eq. (39),
TrHAρ
N
A = |C|2N
∑
CE0
NA0 /2∑
a0=1
∑
α0=e,o
〈
ACE0a0
∣∣
α0
N∏
I=1
⎛⎝∑
CEI
NAI /2∑
aI ,a˜I=1
∑
αI=e,o
NAc (CEI )
∣∣ACEIaI 〉αI 〈ACEIa˜I ∣∣αI
⎞⎠∣∣ACE0a0 〉α0
= |C|2N
∑
CE0 ,a0,α0
N∏
I=1
⎛⎝ ∑
CEI ,aI ,a˜I ,αI
NAc
(CEI )
⎞⎠δCE0CE1 δCE1CE2 . . . δCEN CE0 × δa0a1δa˜1a2δa˜2a3 . . . δa˜N−1aN δa˜Na0δα0α1δα1α2 . . . δαNα0
= |C|2N
∑
CE0
NAc
(CE0)N ∑
α0=o,e
NA(CE0 /2)∑
a1=1
· · ·
NA(CE0 /2)∑
aN=1
1 = |C|2N
∑
CE0
2NAc
(CE0)N(NA(CE0)2
)N
= 2−||(N−1). (43)
In the first equation, we expand the trace over the Hilbert space in region A. In the second equation, we use the orthogonal
condition 〈ACEa |α|AC
′
E
a′ 〉α′ = δCEC ′Eδaa′δαα′ . In the third equation, we simplify the formula using the delta functions CE0 = CE1 =· · · = CEN , α0 = α1 = · · · = αN and eliminate {a0,a˜I } by {aI }. In the last equation, we used Eq. (41). Moreover, notice that
TrHAρA = 1, we obtain the entanglement entropy
S(A) = − d
dN
2−||(N−1)|N=1 = || log 2. (44)
Since || is the number of 2-simplices on , which is proportional to the area of , hence it is the area law term. Since there is
no constant term, the topological entanglement entropy is trivial, reflecting the absence of topological order in this model.
2. EE for the torus: General (n, p)
We carry out the analogous calculations for a general GWW theory with arbitrary coefficients n and p. We start by writing
down the ground state wave function,
|ψ〉 = C
∑
CE
NA(CE)/n∑
a=1
NAc (CE)/n∑
b=1
n−1∑
α,β=0
e
i2πpαβ
n lCEa,αl
CE
b,βs
CE
a,αs
CE
b,β
∣∣ ˜ACEa 〉α∣∣ ˜AcCEb 〉β, (45)
where lCEa,α,l
CE
b,β ,s
CE
a,α,s
CE
b,β are straightforward generalizations of Eq. (37) to the cases with arbitrary coefficients p and n, cf. Eq. (33).
The reduced density matrix is
ρA = |C|2
∑
CE
NAc (CE)
n
NA(CE)/n∑
a,a˜=1
n−1∑
α,α˜,γ=0
e
i2πp(α−α˜)γ
n
∣∣ACEa 〉α〈ACEa˜ ∣∣α˜, (46)
where we again performed the unitary transformations to absorb the self-linking and mutual-linking factors and denote the
resulting basis as |ACEa 〉α and |AcCEb 〉β . For the same reason as in Eq. (41),
|C|2NAc (CE)NA(CE) = 1
n||−1
, (47)
where || is the number of 2-simplices on the entanglement surface.
In order to compute the entanglement entropy
SA = −TrHA ρA log ρA, (48)
we first calculate the entanglement spectrum, i.e., we diagonalize ρA. As a first step, we carry out the sum over γ in Eq. (46). We
note that the sum is nonvanishing only if p(α − α˜)/n is an integer, in which case the sum takes the value n. Thus,
n−1∑
γ=0
e
i2πp(α−α˜)γ
n = nδ
(
α − α˜ = 0 mod n
gcd(n,p)
)
. (49)
195118-11
ZHENG, HE, BRADLYN, CANO, NEUPERT, AND BERNEVIG PHYSICAL REVIEW B 97, 195118 (2018)
We find
ρA = |C|2
∑
CE
NAc (CE)
NA(CE)/n∑
a,a˜=1
n−1∑
α,α˜
δ
(
α − α˜ = 0 mod n
gcd(n,p)
)
|ACEa 〉α〈ACEa˜ |α˜ (50a)
=
∑
CE,a,α,a˜,α˜
[
ρ
CE
A
]
a,α;a˜α˜
∣∣ACEa 〉α〈ACEa˜ ∣∣α˜, (50b)
where [ρCEA ]a,α;a˜α˜ are matrix elements given by[
ρ
CE
A
]
a,α;a˜α˜ = |C|2NAc (CE)
[
1 n
gcd(n,p) ⊗ Jgcd(n,p)
]
αα˜
⊗ [JNA (CE)
n
]
aa˜
.
(50c)
Here, 1m is the m × m identity matrix, and Jl is an l × l
matrix of ones (which has one nonzero eigenvalue equal to l).
The first term in this expression originates from the periodic
delta function in Eq. (50a), and the second term comes from
the sum over a,a˜ in the outer product.
Noting that each Jm is a rank one matrix with nonzero
eigenvalue m, we see immediately that ρCEA can be put in
diagonal form
ρ
CE
A = |C|2NAc (CE)
NA(CE)
n
gcd(n,p)
× (1 n
gcd(n,p) ⊕ 0NA(CE)−n/gcd(n,p)). (51)
The matrix in Eq. (51) is
1
1
. . .
1
0
0
. . .
0
0
0
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
n
gcd(n
,p) 1’s
N
A (C
E )−
n
gcd(n
,p) 0’s
(52)
Finally, using Eq. (47), we find that the nonzero entangle-
ment eigenvalues are given by
e−ξCE ,r = gcd(n,p)
n||
, (53)
where r = 1, . . . ,n||/gcd(n,p). With this spectrum, it is
straightforward to evaluate Eq. (48) to obtain the entanglement
entropy as
S(A) = || log n − log gcd(n,p). (54)
The first term is proportional to the area of the entanglement
surface. The second constant term is the TEE:13
STQFTc (A) = Stopo(A) = − log gcd(n,p). (55)
We see that the TEE depends nontrivially on the parameters
n and p. If n and p are coprime, i.e., gcd(n,p) = 1, the
TEE vanishes. If p = 0, using the definition gcd(n,0) = n,
the constant part of the EE reduces to − log n. Alternatively,
we can also compute the EE of the BF theory using the
wave function Eq. (26), and we find the constant part to
be − log n.
Note that this result is consistent with Refs. [67,73] where
the ground state degeneracy (GSD) on T 3 was computed
to be gcd(n,p)3. The ground state degeneracy suggests that
the GWW models can be topologically ordered, which, in
our context, is reflected by the nonzero TEE, − log gcd(n,p).
When gcd(n,p) = 1, the ground state on T 3 is nondegenerate,
and the TEE vanishes. In particular, for the case of the Walker-
Wang model n = 2, p = 1, we obtain
S(A) = || log 2, (56)
and there is no topological order. We notice the rela-
tion between the GSD on T 3 and the TEE across the
torus T 2,
exp(−3Stopo[T 2]) = GSD[T 3], (57)
which should be compared to the similar relation,
exp(−2Stopo[T 1]) = GSD[T 2], for the (2+1)D Abelian the-
ories.
For an Abelian theory in (d + 1)D, our computation leads
us to conjecture that
exp(−dStopo[T d−1]) = GSD[T d ]. (58)
For (d + 1)D BF theory with level n, we have computed
both the TEE and the GSD[T d ], and we found Stopo[T d−1] =
− log n and GSD = nd . This is consistent with our conjecture.
(See Appendix I for details.) We conjecture that this rela-
tionship is true for more general theories such as Dijkgraaf-
13The constant part of the EE is STQFTc (A) = − log gcd(n,p). Ac-
cording to the discussion in Sec. II, because the entanglement surface
is T 2, whose Euler characteristic vanishes, Stopo(A) ≡ Stopo[T 2] =
STQFTc (A) = − log gcd(n,p).
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TABLE I. Constant part and topological part of the entanglement entropy for generalized Walker-Wang models. STQFTc is the constant part
of the EE for the TQFT, while Stopo is the TEE for a general theory which belongs to the same phase of the TQFT. b0 is the zeroth Betti number
of entanglement surface b0 =
∑g∗
g=0 ng . χ =
∑g∗
g=0(2 − 2g)ng is the Euler characteristic of the entanglement surface. In particular, we have
Stopo(S2) = Stopo(T 2).
S2 T 2 [(0,n0), . . . ,(g∗,ng∗ )]
n
2π BF S
TQFT
c − log n − log n −b0 log n
Stopo − log n − log n −b0 log n
n
2π BF + np4π BB STQFTc − log n − log gcd(n,p) (−b0 + χ2 ) log gcd(n,p) − χ2 log n
Stopo − log gcd(n,p) − log gcd(n,p) −b0 log gcd(n,p)
Witten models, and higher dimensional Chern-Simons theo-
ries as well. For a generic (2+1)-dimensional non-Abelian
Chern-Simons theory, Eq. (58) may not hold. For example,
the TEE of the SU (2)3 Chern-Simons theory is Stopo[T 1] =
− log(√5/(2 sin(π/5))) [74], and exp(−2Stopo[T 1]) is not
an integer. Hence Eq. (58) cannot hold because the GSD
should be an integer. However, we note that for some
non-Abelian theories, the conjecture still holds. For exam-
ple, for the bosonic Moore-Read quantum Hall state in
(2+1)D, GSD[T 2] = 4 (which consists of three states from
the even parity sector and one state from the odd parity
sector), and Stopo[T 1] = − log 2, hence Eq. (58) holds in this
case.
3. EE for arbitrary genus
Following the same procedure used for the torus, we
calculate the EE across a general entanglement surface with
genus g. (The results are summarized in Table I.) For each
hole i (i = 1, . . . ,g) of the entanglement surface, we introduce
a pair of additional indices αi and βi that count the number of
loops (modulo n) winding around the noncontractible cycles
around the hole in region A and region Ac, respectively. Then
the wave function is
|ψ〉 = C
∑
CE
NA(CE)
ng∑
a=1
NAc (CE)
ng∑
b=1
n−1∑
α1...αg=0
n−1∑
β1...βg=0
g∏
i=1
e
i2πpαi βi
n
∣∣ACEa 〉α∣∣AcCEb 〉β . (59)
We collect the set of indices α1, . . . ,αg into an index vector α. We first consider the configurations in region A. Since each hole is
associated with an index αi , which can take n different values, the complete set of indices α can take ng different values. Hence,
the NA(CE) configurations are partitioned into ng classes, where each class contains NA(CE)/ng configurations. For this reason
the summation in Eq. (59) reaches only up to NA(CE)/ng . For region Ac, similar arguments hold. Then the reduced density matrix
on a genus g surface takes the form
ρA = |C|2
∑
CE
NAc (CE)
ng
n−1∑
α1,...,αg=0
n−1∑
α˜1,...,α˜g=0
n−1∑
γ1,...,γg=0
NA(CE)/ng∑
a,a˜=1
g∏
i=1
e
i2πp(αi−α˜i )γi
n
∣∣ACEa 〉α〈ACEa˜ ∣∣α˜
= |C|2
∑
CE
NAc (CE)
n−1∑
α1,...,αg=0
n−1∑
α˜1,...,α˜g=0
NA(CE)/ng∑
a,a˜=1
g∏
i=1
δ
(
αi − α˜i = 0 mod ngcd(n,p)
)∣∣ACEa 〉α〈ACEa˜ ∣∣α˜
=
∑
CE
∑
α,α˜
NA(CE)/ng∑
a,a˜=1
[
ρ
CE
A
]
aα,a˜α˜
∣∣ACEa 〉α〈ACEa˜ ∣∣α˜, (60)
where [
ρ
CE
A
]
aα,a˜α˜
= |C|2NAc (CE)
g⊗
i=1
[
1 n
gcd(n,p) ⊗ Jgcd(n,p)
]
αi α˜i
⊗[
JNA(CE)
ng
]
aa˜
= |C|2NAc (CE) gcd(n,p)g NA(CE)
ng
[
1 ng
gcd(n,p)g
⊕ 0NA(CE)− nggcd(n,p)g
]
aα,a˜α˜
= gcd(n,p)
g
n||+g−1
[
1 ng
gcd(n,p)g
⊕ 0NA(CE)− nggcd(n,p)g
]
aα,a˜α˜
. (61)
In the second line of Eq. (60), we summed over γ1, . . . ,γg
using Eq. (49). In the last line of Eq. (60) and the first line of
Eq. (61), we reorganized the coefficients |ACEa 〉α〈ACEa˜ |α˜ into
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a matrix form, where 1 n
gcd(n,p) is the identity matrix due to
the delta function, and Jgcd(n,p) is because all elements of
α = ngcd(n,p)k,α˜ = ngcd(n,p) ˜k with k, ˜k = 0,1, . . . , gcd(n,p) − 1
are enumerated, and similar for JNA(CE)
ng
. In the second line of
Eq. (61), we expand the tensor product. In the last line, we
use the normalization condition |C|2NAc (CE)NA(CE) = 1n||−1 .
We see that all of the nonzero eigenvalues of the entanglement
spectrum are given by 1/Nn,p,g;||, where
Nn,p,g;|| ≡ n
||−χ/2
gcd(n,p)g , χ = 2 − 2g. (62)
χ is the Euler characteristic of . Thus, the EE across a general
surface of genus g is:
S[(0,0),(1,0), . . . ,(g − 1,0),(g,1)]
= || log n − g log gcd(n,p) − (1 − g) log n
= || log n − χ
2
log
n
gcd(n,p) − log gcd(n,p). (63)
Equation (63) is consistent with Eq. (10). We summarize
Stopo(A) and STQFTc (A) for various systems and various entan-
glement surfaces in Table I.
We note that although Eq. (63) is the EE for a low energy
TQFT, there is still an area law term. Since the TQFT is
independent of the metric of the entanglement surface, one
may naively expect that the area law term should vanish.
The reason that the area law term appears in Eq. (63) is that we
formulated our theory on a lattice, which explicitly broke the
scaling symmetry (i.e., changing the area of the cut changes
the number of links passing through ). However symmetry
under area-preserving diffeomorphisms was unaffected by the
lattice regularization (changing the shape of the cut does not
change the number of links passing through ). Because of
this, we get terms that scale like the area of the cut (area law
term), but no further shape-dependent terms. Therefore, we
expect, and indeed find, that the mean curvature term vanishes
for the TQFT (F ′2 → 0).
IV. SUMMARY AND FUTURE DIRECTIONS
In this paper, we have analyzed the general structure of the
EE for gapped phases of matter whose low energy physics is
described by TQFTs in (3+1)D. The EE for gapped phases
generally obeys the area law. The area law part of the EE is not
universal, while the constant part of EE contains topological
information. Hence we have focused on the constant part of
the EE.
For TQFTs, our analysis relied on the SSA inequalities. We
found that they are strong enough to constrain the possible
expressions for the EE. One of our main results is Eq. (10):
The EE across a general surface can be reduced to a linear
combination of STQFTc [S2] and STQFTc [T 2]. We have identified
the topological and universal contribution to the entanglement
entropy, i.e., the topological entanglement entropy (TEE). We
also analyzed the behavior of various terms in the EE when
the theory was deformed away from the fixed point and argued
that a generalization of the KPLW prescription allows us to
extract the TEE.
We then provided independent calculations of the entangle-
ment entropy for the GWW class of TQFTs. We determined
the ground-state wave functions of the GWW models, which
allowed us to calculate the EE. The results confirm our more
general analysis of the EE. We showed that twisting terms in the
Lagrangian can in general change the topological entanglement
entropy. We then conjectured a relationship between the topo-
logical entanglement entropy and the ground-state degeneracy
of Abelian theories in (d + 1) dimensions.
Since we have only considered gapped systems without
global symmetry, one natural question for future work is
whether one can use the entanglement of the ground-state wave
function to probe topological phases with global symmetries,
such as SPT order and symmetry enriched topological order in
higher dimensions. In particular, for systems with SPT order,
there is no intrinsic topological order and the ground-state wave
function is only short range entangled, hence the TEE is trivial.
However, it has been realized that the entanglement spectrum
serves as a useful tool to probe SPT order. In Refs. [75,76],
the entanglement spectra of one-dimensional spin and fermion
systems were studied, where the nontrivial degeneracy of the
spectra revealed nontrivial SPT order. In Refs. [77,78], the exis-
tence of in-gap states in the single body entanglement spectrum
was proven to reveal the nontrivial topology of a topological
band insulator. Furthermore, there are extensive theoretical and
numerical studies on the entanglement spectrum of quantum
Hall systems [79–85] and fractional Chern insulators [86]. It
would be beneficial to complement this with a more systematic
investigation of the entanglement spectrum as a probe of SPT
order in higher dimensions in the future.
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APPENDIX A: REVIEW OF ENTANGLEMENT ENTROPY
AND SPECTRUM
In this Appendix, we review the definition of the entangle-
ment entropy and review the notation that we use in this paper.
To define the entanglement entropy, we first partition the space
into two parts, A and its complement B, via an entanglement
surface .14 For a given pure quantum state |ψ〉, the wave
function can be decomposed as
|ψ〉 =
∑
ab
Wab|Aa〉
∣∣Acb〉, (A1)
14Because we are interested in (3+1)D systems, the entanglement
surface  is a two-dimensional surface.
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where a labels normalized basis states of the Hilbert space
HA localized in region A and b labels normalized basis states
of the Hilbert space HAc localized in region Ac. We perform a
singular value decomposition (SVD) of the matrixW asWab =
UacDcdV
†
db and define new bases |A′c〉 = Uac|Aa〉 and |Ac
′
d 〉 =
V
†
db|Acb〉. Dcd is a diagonal matrix with positive entries, but
not all the diagonal elements need be nonzero. The number of
nonzero elements is the rank of W , and the nonzero “singular
values” are denoted as e−ξλ/2. ξλ are termed the entanglement
energies, and the whole set of entanglement energies is the
entanglement spectrum {ξλ}λ=1,...,Rank(W ). Zero singular values
correspond to infinite entanglement energies. Thus,
|ψ〉 =
Rank(W )∑
λ=1
e−ξλ/2|A′λ〉
∣∣Ac′λ 〉. (A2)
To compute the entanglement entropy, we trace over the states
in region Ac to obtain a reduced density matrix of region A,
ρA = TrHAc |ψ〉〈ψ | =
Rank(W )∑
λ=1
e−ξλ |A′λ〉〈A′λ|. (A3)
The entanglement entropy is defined as the von Neumann
entropy of the reduced density matrix ρA (see Refs. [4,87]
for a review),
S(A) = −TrHAρA log ρA = −
Rank(W )∑
λ=1
e−ξλ log e−ξλ . (A4)
Heuristically, the entanglement entropy measures how much
the degrees of freedom in the two regions A and B are
correlated. In this paper, we denote the entanglement entropy
of subregion A (whose boundary is ) as either S(A) or S[],
using either parentheses or square brackets to highlight the
subregion or the entanglement surface, respectively.
APPENDIX B: LOCAL CONTRIBUTIONS TO
THE ENTANGLEMENT ENTROPY
In this Appendix, we review the general properties of the
entanglement entropy. Following the discussions in Ref. [58],
we provide some detailed and quantitative analyses on how
the nonuniversal and shape dependent terms can enter into the
constant part of the EE.
The simplest property of the EE is S(A) = S(Ac), which
says the entropy computed for region A is equal to the entropy
computed for its complement Ac. This is also true for the full
entanglement spectrum, and follows directly from Eq. (A2).
We assume that in a gapped system with finite correlation
length, the EE can be decomposed into a local part and a
topological part,
S(A) = Slocal(A) + Stopo(A). (B1)
The local part Slocal(A) only depends on the local degrees
of freedom near the entanglement surface and therefore can
be written in the form of an integral over local variables.
Since the only local functions on  are the metric hμν , the
extrinsic curvature (second fundamental form) Kμν , and the
covariant derivatives of Kμν (covariant derivatives of hμν are
zero by definition), Refs. [58,88,89] argued that Slocal should
be expressible in terms of local geometric quantities of the
entanglement surface , i.e.,
Slocal(A) =
∫

d2x
√
hF (Kμν,∇ρKμν,...,hμν), (B2)
where F is a local function of Kμν and hμν and their covariant
derivatives.15
In contrast, the topological part of the EE, Stopo(A), is
precisely the contribution that cannot be written as an integral
of local variables near the entanglement surface. (In particular,
the Euler characteristic term does not contribute to Stopo(A).)
Stopo(A) should be invariant under smooth deformations of
the entanglement surface and should also be invariant un-
der smooth deformations of the Hamiltonian of the system
(provided the gap does not close). Therefore, reminiscent
of two-dimensional systems, Stopo(A) is expected to be the
constant part of the EE. However, in three spatial dimensions,
there are subtleties as we will explore below.
Before moving on, it is important for us to first specify for
which systems the EE separates into a local and a topological
part. Systems such as the toric code and its generalizations
(e.g., Dijkgraaf Witten models), as well as the Walker-Wang
models [66] and their generalizations (e.g., the generalized
Walker-Wang models which we study in Sec. III) satisfy
this decomposition. There are some systems for which this
decomposition is obviously not valid. For instance, the systems
constructed by layer stacking of two-dimensional systems do
not satisfy Eq. (B1). The constant part of entropy depends
on the thickness Lz of the layered direction, i.e., −γ2DLz,
where γ2D is the topological entropy of a two-dimensional
layer. Another class of systems beyond our discussion are
fracton models [90], whose entanglement entropy does not
satisfy Eq. (B1). Apart from the area law term and the constant
term, the entanglement entropies of these models generically
contain a term linearly proportional to the size of the subregion
[91,92]. Since the decomposition Eq. (B1) does not lead to a
linear subleading term, its presence in the layered models and
the fracton models suggest the decomposition Eq. (B1) does
not hold.
Since the definition of the EE dictates that S(A) = S(Ac),
this should also be true of the local part of the EE. To compute
15Suppose the submanifold is given by the embedding φ :  →
M , concretely, φ : yi → xμ = (z∗,yi) where z∗ is a fixed number
specifying the position of hypersurface in the perpendicular direction
of the embedded space. Let the metric in M be gμν , the induced
metric therefore is hij ≡ (φ∗g)ij = ∂xμ∂yi ∂x
ν
∂yj
gμν . Let nμ be the normal
unit vector of the surface , then the extrinsic curvature Kμν of 
is Kμν = ∇μnν − nμnρ∇ρnν . See Appendix D of Ref. [94] for more
details.
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S(A), one can expand F (Kμν,∇ρKμν,...,hμν) as
F (Kμν,∇ρKμν,...,hμν)
= F0 + F1Kμμ + F2
[
KμνK
μν − (Kμμ )2]
+F ′2(Kμμ )2 + F3∇μ∇νKμν + ..., (B3)
where ∇μ is the covariant derivative induced from hμν , and
the indices are raised and lowered via hμν and its inverse
hμν . All indices are contracted so that the formula Eq. (B3) is
independent of the choice of the coordinates. Demanding that
S(A) = S(Ac) constrains the form of the function F . To see
this, we may simply transform x1 → −x1 and x2 → x2, under
which Kμν → −Kμν and hμν → hμν .16 Then S(A) = S(Ac)
implies
F (Kμν,∇ρKμν,...,hμν) = F (−Kμν,∇ρKμν,...,hμν). (B4)
After integration, keeping only those terms even under reflec-
tion, we find that the local part of the EE has the form
Slocal(A) = F0|| − F24πχ + 4F ′2
∫

d2x
√
hH 2 + ...,
(B5)
where || is the area of the entanglement surface. The part
proportional to F2 gives the Euler characteristic χ () of
the surface , defined by
∫

d2x
√
h[KμνKμν − (Kμμ )2] =
−4πχ (). This term is invariant under any smooth defor-
mation of the entanglement surface because the Euler char-
acteristic is a topological invariant of . The part proportional
to F ′2 gives the integral of the square of the mean curvature
H = (k1 + k2)/2 (since 2H = Kμμ ), where k1,k2 are the two
principal curvatures of , i.e., the eigenvalues of Kμν . This
term, though independent of the size of, depends on its shape.
This shows that the local part of the EE has constant terms,
which contrasts with the familiar case in (2+1)D. Therefore,
computing the EE and extracting the constant part is not a
promising way to extract topological information about the
underlying theory.17
The above analysis shows that for a generic gapped system
(which is not at an RG fixed point), the structure of the
entanglement entropy is
S(A) = F0|| + Stopo(A) − 4πF2χ ()
+ 4F ′2
∫

d2x
√
hH 2 +O(1/||). (B6)
In the main text, we denote the constant part of the EE as
Sc(A) = Stopo(A) − 4πF2χ () + 4F ′2
∫

d2x
√
hH 2.
16x1 → −x1 and x2 → x2 changes the orientation of the entangle-
ment surface . Since the principle curvature is an odd function of the
orientation of the surface and the eigenvalues of the extrinsic curvature
are two principle curvatures, we conclude that the extrinsic curvature
is odd under x1 → −x1 and x2 → x2.
17In (2+1)D, by applying the same analysis, one can show that there
is no constant term in the EE which can be written as an integral of
local curvature when the space dimensiond is even. This is because the
term of dimension 1/Ld−1 acquires a minus sign when the coordinates
of entanglement surface are reversed. In particular, in (2+1)D, the
constant term in entanglement entropy is topological.
The above analysis gives all the possible terms that can exist
but does not require that they are nonvanishing for a given
theory. In Ref. [93], the authors computed the entanglement
entropy for massive bosons and massive fermions in (3+1)D
across S2. Their results show a constant term in the entangle-
ment entropy. For a massive scalar with mass m and curvature
coupling term 12ξRφ
2, Sc(A) = (ξ − 16 ) log(mδ), where δ is
the cutoff. For a massive Dirac fermion with mass m, Sc(A) =
1
18 log(mδ). Obviously, these entropies are not topological(they depend on the cutoff and on mass parameters), which
shows that nonuniversal contributions to the local term in fact
do exist.
APPENDIX C: DERIVATION OF THE
REDUCTION FORMULA
In this Appendix we present the complete derivation of
the entropy reduction formula Eq. (10). We will use the SSA
inequality in two steps. First, in subsection C 1 we derive and
solve a recurrence relation for the dependence of STQFTc on the
genus of the entanglement cut. Second, in subsection C 2 we
derive an additional recurrence relation for the dependence of
STQFTc on the number of disconnected components of the entan-
glement surface. We solve this recurrence relation to obtain our
main result Eq. (10). Our derivation expands upon the discus-
sion in Ref. [58] in that we obtain explicit formulas for the en-
tropy of arbitrary multiply-connected entanglement surfaces.
1. Recurrence for genus
In order to find the dependence of the TEE on the data {ng},
we need to consider the configuration of entanglement surfaces
as shown in Fig. 6(a): We start with a general connected
3-manifold with boundary specified by [(0,n0), . . . ,(g∗,ng∗ )].
The 3-manifold is cut into three regions A, B, and C. B is a 3-
ball, C is a solid torus, and A occupies the remainder of the man-
ifold. A is connected to B and disconnected from C. Suppose
A connects with B via a disk (shown as a shaded region) which
belongs to a genus (g∗ − 1)18 boundary of A and also belongs
to the genus 0 boundary of B. Then the boundary of region A
is specified by [(0,n0), . . . ,(g∗ − 1,ng∗−1 + 1),(g∗,ng∗ − 1)],
where we adopt the labeling scheme defined in Sec. II A 3.
We list the constant part of the EE of all regions by their
topologies as follows:
STQFTc (A) = STQFTc [(0,n0), . . . ,(g∗ − 1,ng∗−1 + 1),
(g∗,ng∗ − 1)],
STQFTc (B) = STQFTc [(0,1)],
STQFTc (C) = STQFTc [(0,0),(1,1)],
STQFTc (AB) = STQFTc [(0,n0), . . . ,(g∗ − 1,ng∗−1 + 1),
(g∗,ng∗ − 1)],
STQFTc (BC) = STQFTc [(0,0),(1,1)],
STQFTc (ABC) = STQFTc [(0,n0), . . . ,(g∗ − 1,ng∗−1),(g∗,ng∗ )].
(C1)
18Since C ∪ B has a genus 1 surface boundary.
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CBA
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FIG. 6. Entanglement surfaces used in the application of strong
subadditivity to derive the recurrence relation Eq. (C7). In (a), A is a
general 3-manifold (as an example, we draw A with 1 genus 3 surface
and 2 genus 0 surfaces), B is 3-ball and C is a solid torus. In (b), A′
is a general 3-manifold (as an example, we draw A′ with 1 genus 3
surface and 2 genus 0 surfaces), B′ is a solid torus, and C′ is a 3-ball,
which is located exactly at the hole of B′.
Then the SSA inequality for regions A, B, and C in Eq. (4)
reads
STQFTc [(0,n0), . . . ,(g∗ − 1,ng∗−1 + 1),(g∗,ng∗ − 1)]
 STQFTc [(0,n0), . . . ,(g∗,ng∗ )] + STQFTc [(0,1)]
−STQFTc [(0,0),(1,1)]. (C2)
We could have taken A and B to be connected via a disk which
belongs to a genus i (i  g∗ − 1) boundary of A and also
belongs to the genus 0 boundary of B. Following an identical
procedure, we conclude:
STQFTc [(0,n0), . . . ,(i,ni + 1),(i + 1,ni+1 − 1), . . . ,(g∗,ng∗ )]
+STQFTc [(0,0),(1,1)]
 STQFTc [(0,n0), . . . ,(i,ni),(i + 1,ni+1), . . . ,(g∗,ng∗ )]
+STQFTc [(0,1)]. (C3)
For simplicity, we will only need to adopt the choice where
i = g∗ − 1.
We proceed to consider another configuration illustrated in
Fig. 6(b): We start with a general 3-manifold with boundary
specified by [(0,n0), . . . ,(g∗,ng∗ )]. The 3-manifold is cut into
two regions, A′ and B′. B′ is a solid torus, and A′ is the rest
of the manifold. We assume A′ connects with B′ via a disk
(shown as a shaded region) in the genus (g∗ − 1) boundary of
A′ and the genus 1 boundary of B′. Hence the boundary of A′
is labeled by [(0,n0), . . . ,(g∗ − 1,ng∗−1 + 1),(g∗,ng∗ − 1)]. In
addition, we denote the 3-ball located in the “hole” of B′ as C′.
We list the constant part of the EE of all regions as follows:
STQFTc (A′) = STQFTc [(0,n0), . . . ,(g∗ − 1,ng∗−1 + 1),
(g∗,ng∗ − 1)],
STQFTc (B′) = STQFTc [(0,0),(1,1)],
STQFTc (C′) = STQFTc [(0,1)],
STQFTc (A′B′) = STQFTc [(0,n0), . . . ,(g∗,ng∗ )],
STQFTc (B′C′) = STQFTc [(0,1)],
STQFTc (A′B′C′) = STQFTc [(0,n0), . . . ,(g∗ − 1,ng∗−1 + 1),
(g∗,ng∗ − 1)]. (C4)
The SSA for A′,B′, and C′ in Fig. 6(b) reads in this case:
STQFTc [(0,n0), . . . ,(g∗ − 1,ng∗−1 + 1),(g∗,ng∗ − 1)]
 STQFTc [(0,n0), . . . ,(g∗,ng∗ )] + STQFTc [(0,1)]
− STQFTc [(0,0),(1,1)]. (C5)
Combining inequalities Eq. (C2) and Eq. (C5), we find the
following equality
STQFTc [(0,n0), . . . ,(g∗ − 1,ng∗−1 + 1),(g∗,ng∗ − 1)]
= STQFTc [(0,n0), . . . ,(g∗,ng∗ )] + STQFTc [(0,1)]
− STQFTc [(0,0),(1,1)]. (C6)
This relates the constant part of the EE of a given subsystem
to that of a system whose boundary has lower genus. Applying
Eq. (C6) repeatedly, we find
STQFTc [(0,n0),(1,n1),...,(g∗,ng∗ )]
= STQFTc
[
(0,
g∗∑
i=0
ni)
]
+
g∗∑
i=1
ini
(
STQFTc [(0,0),(1,1)]
− STQFTc [(0,1)]
)
. (C7)
In summary, we can reduce the constant part of the EE of an
arbitrary surface STQFTc [(0,n0),(1,n1),...,(g∗,ng∗ )] to a linear
combination of STQFTc [(0,n)] and STQFTc [(0,0),(1,1)].
2. Recurrence for b0
We can further simplify STQFTc [(0,
∑g∗
i=0 ni)] in Eq. (C7),
by using STQFTc [(0,n)] = nSTQFTc [(0,1)]. Here we derive this
relation by making use of the SSA in a manner similar to that
of the derivation above.
We consider the configuration shown in Fig. 7(a), where A
is a 3-manifold with (n − 1) genus zero surfaces, B is a 3-ball,
and C is a 3-ball with a small 3-ball inside it removed. The
constant parts of the EE for these three manifolds are
STQFTc (A) = STQFTc [(0,n − 1)],
STQFTc (B) = STQFTc [(0,1)],
STQFTc (C) = STQFTc [(0,2)],
STQFTc (AB) = STQFTc [(0,n − 1)],
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A
FIG. 7. Entanglement surfaces used in the application of strong subadditivity to derive Eq. (C12). In (a), A is a 3-manifold with multiple
genus zero surfaces, B is a 3-ball, and C is a 3-ball with small 3-ball removed. In (b), A′ is an open 3-manifold with multiple genus zero surfaces,
B′ is a 3-ball with a small 3-ball removed, and C′ is a 3-ball located exactly in the empty 3-ball inside B′.
STQFTc (BC) = STQFTc [(0,2)],
STQFTc (ABC) = STQFTc [(0,n)]. (C8)
The SSA inequality reads
STQFTc [(0,n − 1)] + STQFTc [(0,2)]
 STQFTc [(0,n)] + STQFTc [(0,1)]. (C9)
We can furthermore consider another configuration shown
in Fig. 7(b), where A′ is a 3-manifold with (n − 1) genus-0
surfaces, B′ is a 3-ball with small 3-ball removed, and C′
is a 3-ball locating exactly in the empty 3-ball inside B′.
The constant parts of the EE for these three manifolds are
STQFTc (A′) = STQFTc [(0,n − 1)],
STQFTc (B′) = STQFTc [(0,2)],
STQFTc (C′) = STQFTc [(0,1)],
STQFTc (A′B′) = STQFTc [(0,n)],
STQFTc (B′C′) = STQFTc [(0,1)],
STQFTc (A′B′C′) = STQFTc [(0,n − 1)]. (C10)
Then SSA inequality reads
STQFTc [(0,n)] + STQFTc [(0,2)]
 STQFTc [(0,n + 1)] + STQFTc [(0,1)]. (C11)
Combining Eq. (C9) and Eq. (C11), one obtains
STQFTc [(0,n)] + STQFTc [(0,2)]
= STQFTc [(0,n + 1)] + STQFTc [(0,1)]. (C12)
Since STQFTc [(0,0)] = 0, we have
STQFTc [(0,n)] = nSTQFTc [(0,1)]. (C13)
Combining this result with Eq. (C7), we have19
STQFTc [(0,n0), . . . ,(g∗,ng∗ )] =
g∗∑
i=0
niS
TQFT
c [(0,1)] +
g∗∑
i=1
ini
(
STQFTc [(0,0),(1,1)] − STQFTc [(0,1)]
)
=
g∗∑
i=0
(1 − i)niSTQFTc [(0,1)] +
g∗∑
i=1
iniS
TQFT
c [(0,0),(1,1)]
= b0STQFTc [(0,0),(1,1)] +
χ
2
(
STQFTc [(0,1)] − STQFTc [(0,0),(1,1)]
)
= b0STQFTc [T 2] +
χ
2
(
STQFTc [S2] − STQFTc [T 2]
)
, (C14)
where χ = ∑g∗i=0(2 − 2i)ni is the Euler characteristic of the
entanglement surface, which in the previous examples of this
appendix is ∂(ABC). This is precisely Eq. (10) in the main text.
In the last line, we have changed the notation for clarity: S2
is a 2-sphere and T 2 is a 2-torus. We emphasize that Eq. (10)
19As remarked in Sec. A, we use S(A) to denote the EE of region
A, and S[] to denote the EE of region with boundary , such as
S[S2] when entanglement surface is  = S2. Both notations refer to
the same thing.
gives the constant part of the EE for a TQFT. In particular,
Eq. (10) shows that the constant part of the EE across an
arbitrary entanglement surface is reduced to that across the
sphere S2 and that across the torus T 2.20
20Notice that STQFTc (A) is an additive variable, i.e., STQFTc (A ∪ A′) =
STQFTc (A) + STQFTc (A′) if A ∩ A′ = ∅. This fact also follows from the
vanishing of mutual information, i.e., I (A ∪ A′) = S(A) + S(A′) −
S(A ∪ A′) = 0 if A ∩ A′ = ∅. This is because the area part cancels
out in I (A ∪ A′), and I (A ∪ A′) = 0 yields exactly the additivity of
the constant part of the entanglement entropy for a TQFT STQFTc (A).
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APPENDIX D: VANISHING OF THE MEAN CURVATURE
CONTRIBUTION IN KPLW PRESCRIPTION
In this Appendix, we explain why the mean curvature terms
cancel in the KPLW combination Eq. (14), therefore justifying
Eq. (18) in the main text. In the main text, we argued that
the KPLW combination of the area law term and the Euler
characteristic term vanish separately, hence we only need to
consider the topological term and the mean curvature term, i.e.,
SKPLW[T 2] = Stopo[T 2] + 4F ′2
∫
∂A+∂B+∂C
−∂AB−∂AC
−∂BC+∂ABC
d2x
√
hH 2.
(D1)
Equation (D1) suggests that the mean curvature term in the
KPLW combination is invariant under deformations of the
entanglement surface since, as argued in the main text, both
SKPLW[T 2] and Stopo[T 2] in Eq. (D1) are topological invariants.
Therefore, we only need to show that Eq. (18) vanishes for one
particular entanglement surface that is topologically equivalent
to that in Fig. 1 in the main text, such as Fig. 8. Then by topolog-
ical invariance, Eq. (18) vanishes for general configurations.
For the configuration in Fig. 8, we can compute the mean
curvature straightforwardly. The mean curvature is H = (k1 +
k2)/2, where k1 and k2 are the two principal curvatures at each
point of the entanglement surface. We distinguish three types
of points on the cylinder in Fig. 8.
Points on the top/bottom of a cylinder: the surface is locally
flat, k1 = k2 = 0. Hence, H = (k1 + k2)/2 = 0.
Points on the side of a cylinder: k1 = ±1/r,k2 = 0, where r
is the radius of the cylinder, and the ± sign depends on whether
it is inner or outer side surface. Hence, H = (k1 + k2)/2 =
±1/2r . In the following, we will pick the + sign.
Points on the hinge of a cylinder: One of the hinges of the
regular cylinders in Fig. 8 is shown as the thick green loop.
On every point of the hinge, the Gauss curvature is the same.
To find it, we apply the Gauss-Bonnet theorem to a cylinder.
Because the Gauss curvature on the side and top/bottom of
the cylinder vanishes, integration over the entire surface of the
cylinder is reduced to the integration over the hinge. Hence the
C
B
A
h1
h2
r1r2
r3
FIG. 8. KPLW prescription of regularized entanglement sur-
face T 2.
l0
A
C
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12
FIG. 9. Left: Regularization of a rectangular hinge with small
arcs. Right: One choice of regularization of each hinge in Fig. 8. The
numbers label various hinges.
Gauss-Bonnet theorem dictates
2
∫
hinge
1
r3
kdσ = 2πχ [C] = 4π, (D2)
where C is the full cylinder, r3 is the radius of the cylinder. 1/r3
is the principle curvature along the hinge and k is the principal
curvature along the direction perpendicular to the hinge. In
order to perform the two-dimensional surface integral, we need
to regularize the one-dimensional hinge by smoothing it into
an arc of infinitesimal radius, as shown in Fig. 9. Assuming
the length of the arc is l0, Eq. (D2) implies
∫ l0
0 kdl = 1, which
reduces to k = 1/l0. The principal curvature for an ideal hinge
(which corresponds to l0 → 0) is infinite, and we regularize it
with the small parameter l0 to handle the computation.
To compute the integral of the mean curvature squared over
various surfaces in Fig. 8, we first introduce some notation.
Let r1 be the inner radius of region B/C, r2 be the outer radius
of region B/C, r3 be the outer radius of region A, h1 be the
height of region B, and h2 be the height of region C. We adopt
the same finite regularization for every hinge, although this
is not essential. For region A, the integration
∫
∂A H
2 splits
into three parts: the top/bottom, the side, and the hinges. Since
the top/bottom surfaces are flat, they do not contribute to the
mean curvature integral. The mean curvature of the outer side
surface is 1/2r3, and that of the inner side surface is −1/2r2.
The integration of the mean curvature over the outer and inner
side of ∂A is
2πr3(h1 + h2)
(
1
2r3
)2
+ 2πr2(h1 + h2)
(−1
2r2
)2
= π (h1 + h2)
2r3
+ π (h1 + h2)
2r2
. (D3)
The mean curvature of the outer hinge is (1/r3 + 1/l0)/2,
while according to our choice of regularization in Fig. 9, the
mean curvature of the inner hinge is (1/l0 − 1/r2)/2 because
the principle curvature along the ˆθ direction (the meaning of
ˆθ and rˆ are specified in Fig. 9) is −1/r2 and the principle
curvature along the rˆ direction is 1/l0 (because we evaluate
the curvature from the inside). The integration of the mean
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curvature over the hinges is
2 × 2πr3l0
(
1
2r3
+ 1
2l0
)2
+ 2 × 2πr2l0
(−1
2r2
+ 1
2l0
)2
, (D4)
where the factor of 2 in the front comes from equal contribution
of the hinges from the top and bottom, respectively. Collecting
the above results, we have∫
∂A
H 2 = π (h1 + h2)
2r3
+ π (h1 + h2)
2r2
+ π (r3 + l0)
2
r3l0
+ π (r2 − l0)
2
r2l0
. (D5)
For convenience, we list the mean curvature of each hinge in
the following table,
Hinge Mean curvature
1 1/2r3 + 1/2l0
2 1/2r3 + 1/2l0
3 −1/2r2 + 1/2l0
4 −1/2r2 + 1/2l0
5 1/2r2 + 1/2l0
6 1/2r2 + 1/2l0
7 1/2r2 + 1/2l0
8 1/2r2 + 1/2l0
9 −1/2r1 + 1/2l0
10 −1/2r1 + 1/2l0
11 −1/2r1 + 1/2l0
12 −1/2r1 + 1/2l0
where the labels of hinges are shown in Fig. 9. For region B,
the side surface contribution is
2πr2h1
(
1
2r2
)2
+ 2πr1h1
(−1
2r1
)2
= πh1
2r2
+ πh1
2r1
. (D6)
The hinge contribution is
2 × 2πr2l0
(
1
2r2
+ 1
2l0
)2
+ 2 × 2πr1l0
(−1
2r1
+ 1
2l0
)2
= π (r2 + l0)
2
r2l0
+ π (r1 − l0)
2
r1l0
. (D7)
Hence the total contribution from region B is∫
∂B
H 2 = πh1
2r2
+ πh1
2r1
+ π (r2 + l0)
2
r2l0
+ π (r1 − l0)
2
r1l0
. (D8)
For region C, the side surface contribution is
2πr2h2
(
1
2r2
)2
+ 2πr1h2
(−1
2r1
)2
= πh2
2r2
+ πh2
2r1
. (D9)
The hinge contribution is
2 × 2πr2l0
(
1
2r2
+ 1
2l0
)2
+ 2 × 2πr1l0
(−1
2r1
+ 1
2l0
)2
= π (r2 + l0)
2
r2l0
+ π (r1 − l0)
2
r1l0
. (D10)
Hence the total contribution from region C is∫
∂C
H 2 = πh2
2r2
+ πh2
2r1
+ π (r2 + l0)
2
r2l0
+ π (r1 − l0)
2
r1l0
. (D11)
For region AB, the side surface contribution is
2πr3(h1 + h2)
(
1
2r3
)2
+ 2πr1h1
(−1
2r1
)2
+ 2πr2h2
(−1
2r2
)2
= π (h1 + h2)
2r3
+ πh1
2r1
+ πh2
2r2
. (D12)
The hinge contribution is
2 × 2πr3l0
(
1
2r3
+ 1
2l0
)2
+ 2 × 2πr1l0
(
− 1
2r1
+ 1
2l0
)2
+ 2πr2l0
(
− 1
2r2
− 1
2l0
)2
+ 2πr2l0
(
− 1
2r2
+ 1
2l0
)2
. (D13)
Notice that the third term corresponds to the opposite of hinge
7 (which is not hinge 6). Hence the total contribution from
region AB is∫
∂AB
H 2 = π (h1 + h2)
2r3
+ πh1
2r1
+ πh2
2r2
+ π (r3 + l0)
2
r3l0
+ π (r1 − l0)
2
r1l0
+ π (r2 + l0)
2
2r2l0
+ π (r2 − l0)
2
2r2l0
.
(D14)
For region AC, the side surface contribution is
2πr3(h1 + h2)
(
1
2r3
)2
+ 2πr2h1
(−1
2r2
)2
+ 2πr1h2
(−1
2r1
)2
= π (h1 + h2)
2r3
+ πh1
2r2
+ πh2
2r1
. (D15)
The hinge contribution is
2 × 2πr3l0
(
1
2r3
+ 1
2l0
)2
+ 2 × 2πr1l0
(
− 1
2r1
+ 1
2l0
)2
+ 2πr2l0
(
− 1
2r2
− 1
2l0
)2
+ 2πr2l0
(
− 1
2r2
+ 1
2l0
)2
.
(D16)
Hence the total contribution from region AC is∫
∂AC
H 2 = π (h1 + h2)
2r3
+ πh2
2r1
+ πh1
2r2
+ π (r3 + l0)
2
r3l0
+ π (r1 − l0)
2
r1l0
+ π (r2 + l0)
2
2r2l0
+ π (r2 − l0)
2
2r2l0
.
(D17)
For region BC, the side surface contribution is
2πr2(h1 + h2)
(
1
2r2
)2
+ 2πr1(h1 + h2)
(−1
2r1
)2
= π (h1 + h2)
2r2
+ π (h1 + h2)
2r1
. (D18)
The hinge contribution is
2 × 2πr2l0
(
1
2r2
+ 1
2l0
)2
+ 2 × 2πr1l0
(−1
2r1
+ 1
2l0
)2
= π (r2 + l0)
2
r2l0
+ π (r1 − l0)
2
r1l0
. (D19)
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Hence the total contribution from region BC is∫
∂BC
H 2 = π (h1 + h2)
2r2
+ π (h1 + h2)
2r1
+ π (r2 + l0)
2
r2l0
+ π (r1 − l0)
2
r1l0
. (D20)
Finally, for region ABC, the side surface contribution is
2πr3(h1 + h2)
(
1
2r3
)2
+ 2πr1(h1 + h2)
(−1
2r1
)2
= π (h1 + h2)
2r3
+ π (h1 + h2)
2r1
. (D21)
The hinge contribution is
2 × 2πr3l0
(
1
2r3
+ 1
2l0
)2
+ 2 × 2πr1l0
(−1
2r1
+ 1
2l0
)2
= π (r3 + l0)
2
r3l0
+ π (r1 − l0)
2
r1l0
. (D22)
Hence the total contribution from region ABC is∫
∂ABC
H 2 = π (h1 + h2)
2r3
+ π (h1 + h2)
2r1
+ π (r3 + l0)
2
r3l0
+ π (r1 − l0)
2
r1l0
. (D23)
In summary, we obtain the contribution of mean curvature
squared of seven regions as follows.∫
∂A
H 2 = π (h1 + h2)
2r3
+ π (h1 + h2)
2r2
+ π (r3 + l0)
2
r3l0
+ π (r2 − l0)
2
r2l0
,∫
∂B
H 2 = πh1
2r2
+ πh1
2r1
+ π (r2 + l0)
2
r2l0
+ π (r1 − l0)
2
r1l0
,∫
∂C
H 2 = πh2
2r2
+ πh2
2r1
+ π (r2 + l0)
2
r2l0
+ π (r1 − l0)
2
r1l0
,∫
∂AB
H 2 = π (h1 + h2)
2r3
+ πh1
2r1
+ πh2
2r2
+ π (r3 + l0)
2
r3l0
+ π (r1 − l0)
2
r1l0
+ π (r2 + l0)
2
2r2l0
+ π (r2 − l0)
2
2r2l0
,∫
∂AC
H 2 = π (h1 + h2)
2r3
+ πh2
2r1
+ πh1
2r2
+ π (r3 + l0)
2
r3l0
+ π (r1 − l0)
2
r1l0
+ π (r2 + l0)
2
2r2l0
+ π (r2 − l0)
2
2r2l0
,∫
∂BC
H 2 = π (h1 + h2)
2r2
+ π (h1 + h2)
2r1
+ π (r2 + l0)
2
r2l0
+ π (r1 − l0)
2
r1l0
,∫
∂ABC
H 2 = π (h1 + h2)
2r3
+ π (h1 + h2)
2r1
+ π (r3 + l0)
2
r3l0
+ π (r1 − l0)
2
r1l0
. (D24)
It is straightforward to check that the combination Eq. (18)
vanishes. Hence the relation Eq. (17) in the main text holds.
APPENDIX E: REVIEW OF LATTICE TQFT
In this section, we briefly review the lattice formulation
of TQFTs. We begin with a triangulation of spacetime. The
letters i, j, k, etc. label the vertices of a spacetime lattice.
Combinations of vertices denote the simplicies of the lattice.
For instance, (ij ) is the 1-simplex (bond) whose ends are
vertices i and j . (ijk) is a 2-simplex (triangle) whose vertices
are i, j , and k. Gauge fields live on these simplicies. In our
paper, 1-form gauge fields A live on 1-simplicies; 2-form
gauge fields B live on 2-simplicies; etc. In the language
of discrete theories, A(ij ), B(ijk) are the 1-cochain and 2-
cochain associated with the indicated 1-simplex and 2-simplex,
respectively. Exterior derivatives are defined by:
dA(ijk) = A(jk) − A(ik) + A(ij ),
dB(ijkl) = B(jkl) − B(ikl) + B(ij l) − B(ijk). (E1)
Note that the vertices are ordered such that i < j < k < l.
We further illustrate the values that the cochains A(ij ) and
B(ijk) can take using canonical quantization. Let us first con-
sider the GWW model described by Eq. (19) on a continuous
spacetime with U (1) gauge group. It is known that there are
n surface operators exp(is ∮

B),s = 0,1, . . . ,n − 1 [67,68],
and exp(in ∮

B) = 1 is a trivial operator for an arbitrary
closed surface . Hence
∮

B = 2πq
n
, where q ∈ Zn and 
is any closed surface. The fact that exp(in ∮

B) is a trivial
operator can be verified via canonical quantization. To perform
canonical quantization, we first use the gauge transformation
Eq. (20) to fix the gauge At = 0,Btx = 0,Bty = 0,Btz = 0.
The commutation relations from canonical quantization are
[Ax(t,x,y,z),Byz(t,x ′,y ′,z′)]
= −i 2π
n
δ(x − x ′)δ(y − y ′)δ(z − z′), (E2)
and similarly for other components. Using Eq. (E2), we find
that exp(in ∮

B) commutes with all other gauge invariant
operators. Specifically, we compute the commutation relation
between the surface operator exp(in ∮

B) and the line operator
exp(il ∮
γ
A + ilp ∫
2
B). Here is a closed surface in a spatial
slice, and 2 is an open surface with boundary γ . Both 2 and
γ are living in the spatial slice. We find
ein
∮

Be
il
∮
γ
A+ilp ∫
2
B = ei 2πn nlN,γ eil
∮
γ
A+ilp ∫
2
B
ein
∮

B
= eil
∮
γ
A+ilp ∫
2
B
ein
∮

B, (E3)
where N,γ is the intersection number of the surface  and the
loop γ . Since the phase factor coming from the commutation
relation is always 1, exp(in ∮

B) commutes with all line oper-
ators. Since it also commutes with exp(il ∮
′ B) for any l and
′, we conclude that exp(in ∮

B) commutes with all the gauge
invariant operators. Therefore, it must be a constant operator,
ein
∮

B = eiθ where θ is a constant number. We further show
that ein
∮

B = 1. To show this, we act ein
∮

B on a state |0〉
where B = 0 everywhere (more concretely, if the spacetime is
discrete, B = 0 on every 2-simplex). Since ein
∮

B measures
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the value of B-field of the state, and B-field is zero everywhere,
eiθ |0〉 = ein
∮

B |0〉 = |0〉. (E4)
Hence the constant number eiθ = 1 everywhere. This proves
that ein
∮

B = 1.
Similarly, exp(in ∮
γ
A + inp ∫
2
B) commutes with all
other operators as well.
e
in
∮
γ
A+inp ∫
2
B
eil
∮

B = e−i 2πn nlN,γ eil
∮

Be
in
∮
γ
A+inp ∫
2
B
= eil
∮

Be
in
∮
γ
A+inp ∫
2
B (E5)
and
e
in
∮
γ
A+inp ∫
2
B
e
il
∮
γ ′ A+ilp
∫
′2
B
= e−i 2πn nlp(Nγ,′2 −Nγ ′,2 )eil
∮
γ ′ A+ilp
∫
′2
B
e
in
∮
γ
A+inp ∫
2
B
= eil
∮
γ ′ A+ilp
∫
′2
B
e
in
∮
γ
A+inp ∫
2
B
. (E6)
Therefore ein
∮
γ
A+inp ∫
2
B
commutes with all gauge invariant
operators as well, which implies ein
∮
γ
A+inp ∫
2
B = eiη where
eiη is a constant. Using the same analysis for the operator
ein
∮

B
, we find ein
∮
γ
A+inp ∫
2
B = 1.
On a triangulated lattice, since  is any two-dimensional
surface, exp(in ∮

B) = 1 implies that exp(in ∮(ijkl) B) =
1 for any 3-simplex (ijkl). Using the Stokes formula,∮
(ijkl) B =
∫
(ijkl) dB = (dB)(ijkl) = B(ijk) − B(ij l) +
B(ikl) − B(jkl) where we used the fact that integrating dB
over the volume of 3-simplex (ijkl) is just evaluating the dB on
(ijkl) itself. Hence exp(in ∮(ijkl) B) = 1 implies that B(ijk) −
B(ij l) + B(ikl) − B(jkl) ∈ 2π
n
Zn for any 3-simplex (ijkl).
Since the choice of (ijkl) is arbitrary, we conclude that on
each 2-simplex (ijk), B(ijk) takes values in 2π
n
Zn. Similarly,
on each 1-simplex (ij ), A(ij ) takes values in 2π
n
Zn for any i,j .
Next, we comment on the delta functions obtained from
integrating out the A fields as in Eq. (24). For simplicity, we
work with a level n = 2 BF/GWW theory. On each 4-simplex
with vertices labeled by (i,j,k,l,s), the action is
2
2π
(AdB)(ijkls) = 2
2π
A(ij )dB(jkls). (E7)
Integrating over A means summing over all configurations of
A(ij ) = 0,π . Hence the path integral is
1
2
∑
A(ij )=0,π
exp
[
i
2
2π
A(ij )dB(jkls)
]
= 1
2
{1 + exp[idB(jkls)]} ≡ δ[dB(jkls)]. (E8)
i
s
q
rp
l
k
j
a
e
dcb
FIG. 10. Dual lattice of a tetrahedron (ijkl). (ijkp),(ij lq),
(iklr),(jkls) are four adjacent tetrahedra to (ijkl), which are dual
to (b),(c),(d),(e),(a), respectively. The red dots are the intersection
between 2-simplices in the real lattice and the 1-simplices in the dual
lattice. For example, the red dot on (ab) is the intersection point of
(ab) and (ijk).
This explains the meaning of the delta function in the discrete
theory, and we refer to the B field as flat if the above delta
function constraint is satisfied, i.e., if dB(jkls) = 0 mod 2π .
Although we write TQFT actions as integrals in the con-
tinuum in the main text, they can actually be translated into
lattice actions using the conventions we have introduced in this
Appendix. The wave functions defined via the path integral in
Eqs. (23) and (27) are then wave functions on the lattice.
APPENDIX F: SURFACES IN THE DUAL LATTICE
In this Appendix, we argue that the simplices on which
˜B = π in the dual lattice form continuous surfaces. Continuous
means that connected simplices in the dual lattice join via
edges, rather than via vertices. Specifically,
(1) In three-dimensional space, if a real space 2-cochain
B(ijk) satisfies the flatness condition dB(ijkl) = B(jkl) −
B(ikl) + B(ij l) − B(ijk) = 0 mod 2π then its dual B˜ = π
on a closed loop in the dual lattice.
(2) In (3+1)-dimensional spacetime, if a real space 2-
cochain B(ijk) satisfies the flatness condition dB(ijkl) =
B(jkl) − B(ikl) + B(ij l) − B(ijk) = 0 mod 2π then its
dual B˜ = π on a continuous and closed surface in the dual
lattice.
The first statement is proven in the main text. In the
following, we will present a more algebraic proof of the first
statement, which is easier to generalize to (3+1)-dimensions,
allowing for a proof of the second statement.
We first redraw the simplex in Fig. 3 with some additional
details, as shown in Fig. 10. To construct the duals of simplices
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in three-dimensional space, we begin by considering the tetra-
hedron (ijkl), in addition to its neighbors (ijkp),(ij lq),(iklr),
and (jkls). 3-simplices in the real lattice are dual to points in
the dual lattice: For example, (ijkl) is dual to the point (a),
and similarly (ijkp) is dual to (b), (ij lq) is dual to (c), (iklr)
is dual to (d), and (jkls) is dual to (e). 2-simplices in the real
lattice are dual to 1-simplices (bonds). For example, (ijk) is the
intersection of (ijkl) and (ijkp), i.e., (ijk) = (ijkl) ∩ (ijkp).
Therefore, the dual of (ijk) is the bond (ab), joining the dual
of (ijkl) and (ijkp). Similarly, we are able to identify the
duals of all other simplices. We list the result in the following
table:
Real Dual Real Dual
(ijkl) (a) (ijk) (ab)
(ijkp) (b) (ij l) (ac)
(ij lq) (c) (ikl) (ad)
(iklr) (d) (jkl) (ae)
(jkls) (e)
The flatness condition implies that there are an even number
of 2-simplices among the four faces of the tetrahedron (ijkl) on
which B = π . It follows that there are an even number B˜ = π
bonds among the four dual lattice bonds (ab),(ac),(ad),(ae).
Thus these form closed loops in the dual lattice. This proves
the first statement.
We proceed to prove the second statement. In (3+1)
dimensions, spacetime is triangulated into 4-simplices. Let
us consider a 4-simplex labeled by the five vertices (ijklm)
where m is in the extra dimension compared with the 3D case
shown in Fig. 10. To find the dual of 2-simplices, we will
begin—as above—by considering the 4-simplices adjacent to
(ijklm) which share one 3-simplex with (ijklm). Introducing
the additional vertices p, q, r, s, and t ,21 these 4-simplices
are: (ijkmp), (ij lmq), (iklmr), (jklms), and (ijklt). Dual
simplices in (3+1)-dimensional spacetime are determined as
follows: 4-simplices in the real lattice are dual to points in
the dual lattice; (ijklm) is dual to a point (a), (ijkmp) is dual
to (b), (ij lmq) is dual to (c), (iklmr) is dual to (d), (jklms)
is dual to (e), and (ijklt) is dual to (f ).22 3-simplices in the
real lattice are dual to bonds in the dual lattice. For instance,
since (ijkm) is the intersection of (ijklm) and (ijkmp), i.e.,
(ijkm) = (ijklm) ∩ (ijkmp), the dual of (ijkl) is the bond
(ab), joining the dual of (ijklm) and (ijkmp). Similarly, (ij lm)
is dual to (ac), (iklm) is dual to (ad), (jklm) is dual to (ae),
and (ijkl) is dual to (af ). We further proceed to consider the
dual of 2-simplices, applying the same method. For instance,
since the 2-simplex (ijk) is the common simplex of (ijkm)
and (ijkl), i.e., (ijk) = (ijkl) ∩ (ijkm), the dual of (ijk) is the
surface (abf ) joining the dual of (ijkl) and (ijkm). Similarly,
we can identify the duals of the remaining 2-simplices. We list
all the results in the following table:
21Notice that t is in the additional dimension as well.
22Notice that (f ) is in the additional dimension of the dual lattice.
Real Dual Real Dual Real Dual
(ijklm) (a) (ijkm) (ab) (ijk) (abf )
(ijkmp) (b) (ij lm) (ac) (ij l) (acf )
(ij lmq) (c) (iklm) (ad) (ijm) (abc)
(iklmr) (d) (jklm) (ae) (ikl) (adf )
(jklms) (e) (ijkl) (af ) (ikm) (abd)
(ijklt) (f ) (ilm) (acd)
(jkl) (aef )
(jkm) (abe)
(j lm) (ace)
(klm) (ade)
The four surfaces (abf ),(acf ),(adf ),(aef ) are dual to the
four faces (ijk),(ij l),(ikl),(jkl) of the tetrahedron (ijkl). All
of these dual surfaces share a common link (af ). The flatness
condition dB(ijkl) = B(jkl) − B(ikl) + B(ij l) − B(ijk) =
0 mod 2π implies that an even number of faces of the
tetrahedron (ijkl) are occupied. Thus, there are an even number
of surfaces among (abf ),(acf ),(adf ),(aef ) occupied in the
dual lattice. Since all these occupied surfaces in the dual lattice
share a common edge (af ), it follows from our definition of
continuity (at the beginning of this appendix) that surfaces in
the dual lattice are continuous. Furthermore, the continuous
surfaces formed by the occupied simplices in the dual lattice
are closed, because for any bond in the dual lattice, for example
(af ), there exist an even (among four) number of occupied
dual-lattice 2-simplices adjacent to it. While for an open dual-
lattice surface, there exists at least one dual-lattice bond such
that there are only an odd number of the adjacent dual-lattice
2-simplices occupied, which violate the flatness condition for
the B-cochain. Hence the dual-lattice surface is closed. This
proves the second statement.
For completeness, we comment on how two loops can inter-
sect in the dual space lattice and how two surfaces can intersect
in the dual spacetime lattice. We first prove by construction that
two loops in the dual spatial lattice can intersect at a vertex:
Suppose one dual lattice loop includes the occupied bonds
(ab),(ac), and the other dual lattice loop includes the occupied
bonds (ad),(ae). Hence these two loops intersect at the vertex
(a). We now argue that if two surfaces in the dual spacetime
lattice contain the same point, then they must share a bond.
Let us assume two surfaces intersect (at least) at (a). Since
all the 2-simplices in the dual lattice including the vertex (a)
are (abc),(abd),(acd),(abe),(ace),(ade),(abf ),(acf ),(adf ),
and (aef ), by enumerating all possibilities, we find the two sur-
faces must share at least one bond. Without loss of generality,
suppose one surface includes the 2-simplices (abc) and (abd)
[notice that (abc) and (abd) join via the bond (ab) and therefore
form a continuous surface in the dual lattice]. The surface thus
includes the three bonds (ab),(ac), and (ad) emanating from
(a). Any other surface that contains (a), would include, just
like this surface, three of bonds emanating from (a). Thus, as
(a) is the only shared part of five bonds (ab),(ac),(ad),(ae),
and (af ), two surfaces that include (a) have to share at least one
of these bonds, as they occupy three bonds each. In summary,
two loops can intersect at vertices in the dual space lattice, and
two surfaces can intersect at bonds (but not vertices) in the dual
spacetime lattice.
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l1
l2
FIG. 11. We illustrate the geometric meaning of the Hodge dual
in a two-dimensional space example. Suppose A is a 1-cochain,
which equals π on 1-simplices in the dual lattice and 0 elsewhere.
A = π ∗2 (l1) + π ∗2 (l2), where l1 and l2 are loops in the dual
lattice drawn in dashed lines. (l1) and (l2) are 1-cochains living
on the 1-simplices in the dual lattice. ∗2 is a lattice version of
Hodge star, which transforms the 1-cochain living on the dual lattice
(dashed lines) to a 1-cochain living on the lattice (green and purple
bold lines). Correspondingly, A = π ∗2 (l1) + π ∗2 (l2) is a 1-
cochain living on the green and purple bold lines. We use the dual
lattice configuration Si,li to label the B,A-cochains because the dual
lattice configurations are easier to visualize. The interpretation of
the 2-cochain B can be straightforwardly generalized to three spatial
dimensions.
APPENDIX G: MUTUAL AND SELF-LINKING NUMBERS
In this section, we provide all details needed to evaluate the
integral Eq. (29). As a simple case, we assume a configuration
where B = π only at two surfaces S1,S2 in the dual lattice of
M4, with their boundaries given by the loops l1 = ∂S1,l2 =
∂S2 on the dual lattice of ∂M4. We can write this succinctly as
B = π ∗4 (S1) + π ∗4 (S2), (G1)
where ∗4 is the discretized version of Hodge star in four
spacetime dimensions; its meaning is explained pictorially in
Fig. 11. Let us comment on Eq. (G1) in detail. On ∂M4, B
is a 2-cochain, which can be 0 or π ; while on the dual lattice
of ∂M4, the π -valued 1-cochains (li) (which are the dual of
real-space 2-cochains) form loops li ,i = 1,2. Moreover, on the
spacetimeM4, B is still a 2-cochain valued in 0 or π ; while on
the dual lattice of M4, the π -valued 2-cochains (Si) (which
are the dual of the real spacetime 2-cochains) form surfaces
Si,i = 1,2 whose boundaries are li ,i = 1,2. Notice that the
closed dual-lattice surfaces which do not intersect with the
spatial slice do not contribute to the wave function. Further
∗4(Si) is a 2-cochain on the original lattice (dual to Si), which
is 1 on the dual of Si , and 0 elsewhere. Hence, the role of the
Hodge star is to transform the cochain defined on the dual
lattice to the cochain defined on the real lattice. In Fig. 11
we illustrate the geometric meaning of these notions with an
example in lower dimensions. Returning to the integral in the
wave function Eq. (29), we thus have∫
M4
B ∧ B = π2
∫
M4
(∗4(S1) + ∗4(S2))
∧ (∗4(S1) + ∗4(S2))
= 2π2
∫
M4
∗4(S1) ∧ ∗4(S2)
+π2
∫
M4
∗4(S1) ∧ ∗4(S1)
+π2
∫
M4
∗4(S2) ∧ ∗4(S2)
= 2π2link(l1,l2) + π2link(l1,l1) + π2link(l2,l2),
(G2)
where link(l1,l2) is the linking number between two loops l1
and l2. This leads to Eq. (30) in the main text. We will derive
the last equality of Eq. (G2) in Appendix G 1 and provide a
detailed discussion of the self-linking numbers of one single
loop in Appendix G 2.
1. Intersection and linking
We prove a statement relating the intersection form in the
bulk and the linking number on the boundary, which in turn
explains the last equality in Eq. (G2). As explained below
Eq. (G1), ∗4(Si) is a 2-cochain in the real spacetime, which
equals 1 if it is evaluated on any triangulation of Si (in the
dual spacetime lattice) and 0 if evaluated elsewhere. Similarly,
∗3(li) is still a 2-cochain in the real space, which equals 1
if it is evaluated on the li (in the dual space lattice) and 0 if
evaluated elsewhere. Furthermore, if li is on the boundary of
Si (notice that both li and Si are in the dual lattice), we have a
relation between these two 2-simplices,23
∗4(Si) = ∗3(∂Si) = ∗3(li). (G3)
We also notice that B is flat, i.e., d ∗4 (Si) = d ∗3 (li) =
0,i = 1,2 which come from the Gauss law for B-cochain
Eq. (25). This means the duals of the B = π 2-simplices
form two-dimensional surfaces in the spacetime, and form one-
dimensional loops (which are the boundary of two-dimensional
dual lattice surfaces) in the space, as shown in Fig. 2. We want
to prove∫
M4
∗4(S1) ∧ ∗4(S2) =
∫
l1∩∂−1l2
1 ≡ link(l1,l2), (G4)
where ∂−1l2 denotes a surface in the dual lattice of ∂M4 whose
boundary is l2. In the last equality, we used the definition of
the linking number between two loops.
23We can understand this formula by constructing examples using
the method in Appendix F. Let (abf ),(acf ) ∈ S be two dual-lattice
2-simplices in the dual-lattice open surface S in 4D, which join via
(af ). The boundary is along the (ab) and (ac) direction, joined via (a).
(ab),(ac) ∈ l form a loop in 3D, which is the boundary of S. We need
to compare the real space configuration ofS and l by taking their duals.
From the correspondence of real simplices and dual simplices listed in
Appendix F, in 3D, (ab),(ac) are dual to (ijk),(ij l), respectively, and
in 4D, (abf ),(acf ) are dual to (ijk),(ij l), respectively. We find that
their real lattice configurations are the same, hence ∗4(S) = ∗3(l).
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The relation (G4) can be shown as follows. Keeping in mind
that ∗3(l) is a delta function that is nonzero on l only, we find∫
l1∩∂−1l2
1 =
∫
M3
∗3(l1) ∧ d−1 ∗3 (l2). (G5)
Noticing that M3 = ∂M4,∫
M3
∗3(l1) ∧ d−1 ∗3 (l2)
=
∫
∂M4
∗3(l1) ∧ d−1 ∗3 (l2)
=
∫
M4
d(∗4(S1) ∧ d−1 ∗4 (S2))
=
∫
M4
∗4(S1) ∧ ∗4(S2). (G6)
In the second equality, we used ∗4(Si) = ∗3(li),i = 1,2.
To get the last equality, we used the flatness condition d ∗4
(Si) = d ∗3 (li) = 0,i = 1,2. Hence∫
M4
∗4(S1) ∧ ∗4(S2) =
∫
l1∩∂−1l2
1. (G7)
Combining Eqs. (G4), (G6), and (G7), we find∫
M4
B ∧ B = 2π2link(l1,l2) + π2link(l1,l1) + π2link(l2,l2).
(G8)
2. Self-linking number
In this subsection, we define the self-linking number of a
loop l, i.e., the link(l,l). To define the self-linking number, we
need to regularize the loop into two nearby loops. This can be
achieved by point splitting regularization.24 We separate each
point of the spatial lattice into two points, for example
(x,y,z) →
{
(x,y,z)
(x + ax,y + ay,z + az)
, (G9)
where (ax,ay,az) is a constant vector in space chosen to be the
same for all loops. The original loop l splits into two loops l
and la . See Fig. 12 for an illustration of lattice regularization
and Fig. 13 for an illustration of the regularization of a loop.
The mutual-linking number between two loops is well defined,
and it is natural to identify the self-linking number of l to be
the mutual-linking number between l and la , i.e.,
link(l,l) ≡ link(l,la). (G10)
We notice that the definition Eq. (G10) depends on the regular-
ization Eq. (G9). But as long as we use the same regularization
for all the loops l [i.e., (ax,ay,az) is a position-independent
constant vector], Eq. (G10) is consistent [i.e., translating l
(without change its shape) does not change the self-linking
number link(l,l) of l].
The definition of the self-linking number of a loop (knot)
depends on the point splitting regularization [i.e., changing
24The point splitting method is widely used in studying lattice
systems, such as in Refs. [39,95].
(ax, ay, az)
FIG. 12. Regularization of a spatial lattice. The blue arrow repre-
sents the constant vector (ax,ay,az). The dashed lattice is obtained
from the solid lattice by the translation (x,y,z) → (x + ax,y +
ay,z + az).
the constant vector (ax,ay,az) changes the regularization, and
hence changes the self linking number], and so does the wave
function. However, the entanglement entropy is independent
of the self-linking number, hence it is independent of the point
splitting regularization.
APPENDIX H: NA(CE)NAc (CE) IS INDEPENDENT OF CE
In this Appendix, we give a more detailed derivation of
Eq. (41). We first show that NA(CE)NAc (CE) is independent of
CE. We further explain the fact that the number of configura-
tions on the entanglement surface  is 2||−1.
We start by establishing a one-to-one correspondence be-
tween a configuration CE and a configuration with no dual
la
l
FIG. 13. An example of lattice regularization of a trefoil knot. l
is a knot (drawn in the dual lattice), while la is the knot obtained by
lattice regularization. The underlying lattice is omitted for clarity.
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A
A
Σ
c
A
A
Σ
c
(a) (b)
FIG. 14. A configuration associated with nontrivial CE [on panel
(a)] can be reduced to a configuration associated with trivial CE [on
panel (b)].
lattice loops across the entanglement surface. We find that it is
more illuminating to demonstrate this using a two-dimensional
square lattice (but similar arguments work for triangular lattice
as well), as shown in Fig. 14, which is a spatial slice of the
(2 + 1)D spacetime. For simplicity, we consider then = 2 case
only, where each bond25 is either occupied (B = π mod 2π )
or unoccupied (B = 0 mod 2π ). In panel (a), we present a
general configuration with one occupied loop26 in the dual
lattice (the dotted line). The corresponding configuration in
the real lattice is given by the red bonds. The entanglement cut
 consists of the green bonds, where two are occupied (bonds
which are both green and red). In panel (b), we present a related
configuration with no bonds occupied on . We denote the
boundary configuration on the entanglement surface  with
no bonds occupied as C0. The configuration in (b) is obtained
from the configuration in (a) by cutting the loop at  in the dual
lattice and completing the loops along within the two regions
A and Ac separately. Therefore, we have shown that every bulk
configuration with nontrivial boundary CE can be reduced to
a bulk configuration with trivial boundary configuration C0.
However, we note that there can be multiple ways of cutting and
completing the loops (which is more obvious in three spatial
dimensions), and the reduction may not be unique. Hence we
have shown that
NAc (CE)NA(CE)  NAc (C0)NA(C0). (H1)
To complete the one-to-one correspondence, we have to
consider the opposite deformation: Every bulk configuration
with trivial boundary configuration C0 can be changed to
a bulk configuration with a specified nontrivial boundary
configuration CE. We use Fig. 15 to illustrate this process. In
25In this section, we will use bonds instead of 1-simplices because
simplices are not defined on the square lattice.
26The loop configuration is given by the flatness condition dB = 0
mod 2π . On a 2D spatial lattice, B is a 1-form and the flatness
condition is (dB)(i,i + x,i + y,i + x + y) = B(i,i + x) + B(i +
x,i + x + y) − B(i + y,i + x + y) − B(i,i + y) = 0 mod 2π . On
a 3D spatial lattice, B is a 2-form and the flatness condition is
(dB)(i, i + x, i + y, i + z, i + x + y, i + x + z, i + y + z, i + x +
y + z) = B(i, i + x, i + x + y, i + y) − B(i + z,i + z + x,i + z +
x + y,i + z + y) + B(i,i + z,i + x + z,i + x) − B(i + y, i + y +
z,i + y + x + z,i + y + x) + B(i,i + y,i + y + z, i + z) − B(i +
x,i + x + y,i + x + y + z,i + x + z) = 0 mod 2π .
A
A
Σ
c
A
A
Σ
c
(a) (b)
FIG. 15. A configuration associated with trivial CE [on panel (a)]
can be reduced to a configuration associated with a nontrivial CE [on
panel (b)].
panel (a), we present a configuration with no bonds occupied
on, corresponding to the trivial boundary configurationC0. In
panel (b), we draw a specific configuration in which two bonds
are occupied. The two occupied bonds on  are connected
via a “thin” loop along the two sides of . Therefore, a bulk
configuration with nontrivial boundary configuration CE can
be obtained from a bulk configuration with trivial boundary
configuration C0 by adding a “thin” loop along the two sides
of the entanglement cut. However, we note that starting from
a configuration with C0, there can be multiple ways to add
the thin loops to obtain a corresponding configuration with a
nontrivial CE. Hence, we have shown that
NAc (C0)NA(C0)  NAc (CE)NA(CE). (H2)
Combining the inequalities (H1) and (H2), we obtain
NAc (CE)NA(CE) = NAc (C0)NA(C0). (H3)
Equation (H3) shows that NAc (CE)NA(CE) is independent of
the configuration CE, as expected.
In addition to the general arguments, it is beneficial to
consider an example. In Fig. 16, we present all the con-
figurations on a 2 × 2 lattice associated with C0 (no bonds
(a)
(g)(f)(e)
(d)(c)(b)
(h)
FIG. 16. Configurations on a 2 × 2 lattice with periodic boundary
conditions. There are two entanglement cuts, denoted by two green
lines. The occupied bonds in the real lattice are shown in red, and
occupied bonds in the dual lattice are shown as dotted lines. (a), (b),
(c), (d) are configurations with no bonds occupied on the entanglement
cut. (e), (f), (g), (h) are configurations with two bonds occupied on
the entanglement cut.
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occupied on the entanglement surface) and with CE (two bonds
in the middle occupied on the entanglement surface). The
configuration such as does not exist because the configuration
in the dual lattice is not a loop. In each case, there are
four configurations, which agrees with our general analysis
NAc (CE)NA(CE) = NAc (C0)NA(C0).
We further show that the total number of configurations on
CE is 2||−1 for the n = 2 theory, where || is the number
of simplices (bonds) on . (The discussion in this paragraph
works for both triangular and square lattices, and we will use
the notations simplices and cochains here.) Notice that since
each B-cochain can take two values, i.e., 0 mod 2π or π
mod 2π , the naive counting of configurations of CE is 2||.
However, since the simplices where B = π mod 2π form
loops in the dual lattice, there must be an even number of
simplices occupied on . This reduces the total number of
CE configurations by half. Therefore, there are 2||−1 possible
configurations on the entanglement surface. Applying the nor-
malization condition Eq. (40), we complete the demonstration
of Eq. (41).
APPENDIX I: A CASE STUDY OF THE CONJECTURE
BETWEEN GSD AND TEE
In this Appendix, we examine the conjecture Eq. (58) for
the BF theory with level n in (d + 1)D by explicitly computing
both the GSD on d-dimensional torus T d and the constant part
of the EE across T d−1 (which we believe is the topological part
for the BF theory). The action of the BF theory with level n on
the spacetime T d × S1 is
SBF =
∫
T d×S1
n
2π
B ∧ dA, (I1)
where A is a 1-form gauge field and B is a (d − 1)-form gauge
field. The gauge transformations are A → A + dg,B → B +
dλ where λ is a u(1) valued (d − 1)-form gauge field, and
g is a compact scalar (i.e., g  g + 2π ). The gauge invariant
operators, which wrap around the noncontractible cycles of the
spatial torus T d , are
V kTi1 ...id−1
= exp
(
ik
∮
Ti1 ...id−1
B
)
,k ∈ {0,1, . . . ,n − 1},
(I2)
WlTi = exp
(
il
∮
Ti
A
)
,l ∈ {0,1, . . . ,n − 1},
and their combinations. In the first equation Ti1...id−1 is a
(d − 1)-dimensional torus extending along the i1 . . . id−1 di-
rections and in the second equation Ti is a 1-dimensional circle
extending along the ith direction. (The fact that V nTi1 ...id−1 and
WnTi are trivial operators will be explained in the following.) We
will use canonical quantization to determine the commutation
relation between these operators, from which we can determine
the ground state degeneracy GSD[T d ].
To perform the canonical quantization, we first fix the gauge
as A0 = 0,B0i1...id−2 = 0 for any i1 . . . id−2 using the gauge
transformations A → A + dg,B → B + dλ. Moreover, the
Gauss constraints are ε0i1...id−1id ∂id−1Aid = 0 for any i1 . . . id−2,
and ε0i1...id−1id ∂i1Bi2...id = 0 where summation over repeated
indices is implied. We have used the definition of totally
antisymmetric tensor
εi1...id−1 =
⎧⎨⎩+1, if i1 . . . id−1 is an even permutation of 0 . . . d − 2−1, if i1 . . . id−1 is an odd permutation of 0 . . . d − 20 otherwise. (I3)
The Lagrangian, after gauge fixing, is
LBF = n2π
(−1)d−1
(d − 1)!ε
i1...id Bi1...id−1∂0Aid , (I4)
where Bi1...id−1 and Aid obey the Gauss constraints. The canonical quantization conditions on the gauge fields are[ (−1)d−1
(d − 1)!ε
i1...id Bi1...id−1 (t,x),Ajd (t,y)
]
= 2πi
n
δidjd δ(x − y). (I5)
From this canonical relation, one can determine the commu-
tation relation of the line and higher volume operators by
applying the Baker-Campbell-Hausdorff formula. We find
V kTi1 ...id−1
WlTid
= e(−1)d i2πkl/nW lTid V
k
Ti1 ...id−1
. (I6)
From Eq. (I6), we can see that exp(in ∮
Ti1 ...id−1
B) commutes
with any line operator exp(ik ∮
Ti
A), and also trivially com-
mutes with any surface operator exp(ik ∮
Tj1 ...jd−1
B). Therefore,
exp(in ∮
Ti1 ...id−1
B) commutes with any gauge invariant operator
and should be a constant. By using the same argument as in
Appendix E, exp(in ∮
Ti1 ...id−1
B) = 1. Similarly, we find that
exp(in ∮
Ti
A) = 1 as well. The explains that the charges k and l
of the nonlocal operatorsV kTi1 ...id−1 andW
l
Tid
only taken different
values.
We can define the ground states |u1 . . . ud〉 to be the
eigenstates of Wli , and choose V kTi1 ...id−1 as the raising and
lowering operators acting on the ground states. Since Wni = 1,
the eigenvalues of Wi should be the nth root of unity, i.e.,
e−(−1)
d i2πui/n
, where ui ∈ {0,1, . . . ,n − 1}. Specifically,
Wli |u1 . . . ud〉 = e−(−1)
d i2πlui/n|u1 . . . ud〉, (I7)
V kT12...(i−1)(i+1)...d |u1 . . . ud〉 = |u1 . . . ui−1(ui + 1)ui+1 . . . ud〉,
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where ui ∈ {0,1, . . . ,n − 1} for all i. Therefore, there
are nd ground states on the d-dimensional spatial torus,
GSD[T d ] = nd .
To obtain the EE, we generalize the calculations of Sec. III.
Since most of the calculations are similar, we will only present
the crucial steps. We start by formulating the theory on the
higher dimensional triangulated spacetime lattice Md+1. The
ground-state wave function is still the equal weight superposi-
tion of loop configurations in the dual of the spatial lattice,
|ψ〉 = C
∑
C∈L
|C〉, (I8)
where the sum is taken over the setL of all possible loop config-
urations C at the dual lattice of spatial slice Sd = ∂Md+1. We
choose the entanglement surface to be a (d − 1)-dimensional
torus, separating the space into two regions A and Ac. The
wave function is
|ψ〉 = C
∑
CE
NA(CE)∑
a=1
NAc (CE)∑
b=1
∣∣ACEa 〉∣∣AcCEb 〉, (I9)
from which one can obtain the reduced density matrix by
tracing over the degrees of freedom in region Ac,
ρA = |C|2
∑
CE
NAc (CE)
NA(CE)∑
a,a′=1
∣∣ACEa 〉 〈ACEa′ ∣∣. (I10)
The normalization constant C is determined by TrHAρA =
|C|2NA(CE)NAc (CE)n||−1 = 1, where || is the number of
(d − 1)-simplices on the entanglement surface. The EE is
S(A) = −TrHAρA log ρA =
d
dN
(
− TrHAρ
N
A
(TrHAρA)N
)∣∣∣∣
N=1
= − d
dN
⎛⎝|C|2N ∑
CE
NAc (CE)NNA(CE)N
⎞⎠∣∣∣∣∣∣
N=1
= − d
dN
⎛⎝∑
CE
n−(||−1)N
⎞⎠∣∣∣∣∣∣
N=1
= − d
dN
(n−(||−1)(N−1))|N=1
= || log n − log n. (I11)
In the second line, we used the normalization TrHAρA =
1,TrHAρNA = |C|2N
∑
CE NAc (CE)NNA(CE)N . In the third line,
we used |C|2NA(CE)NAc (CE) = n−(||−1). In the fourth line,
since the summand does not depend on CE, we just multiply the
summand by the number of CE n||−1. In the last line, we take
the differential with respect to N and take N = 1. Therefore,
the constant part of the EE across T d−1 is − log n, which we
conjecture to be the TEE across T d−1. Combining the results
GSD[T d ] = nd and Stopo[T d−1] = − log n, we expect that the
conjecture exp(−dStopo[T d−1]) = GSD[T d ] of Eq. (58) holds
for the (d + 1)-dimensional BF theory.
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