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Quantum annealers aim at solving non-convex optimization problems by exploiting cooperative
tunneling effects to escape local minima. The underlying idea consists in designing a classical energy
function whose ground states are the sought optimal solutions of the original optimization problem
and add a controllable quantum transverse field to generate tunneling processes. A key challenge
is to identify classes of non-convex optimization problems for which quantum annealing remains
efficient while thermal annealing fails. We show that this happens for a wide class of problems
which are central to machine learning. Their energy landscapes is dominated by local minima
that cause exponential slow down of classical thermal annealers while simulated quantum annealing
converges efficiently to rare dense regions of optimal solutions.
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3I. INTRODUCTION
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Figure 1. Topology of the Suzuki-Trotter vs Robust
Ensemble representations. a: the classical objective
function we wish to optimize which depends on N
discrete variables {σj} (N = 5 in the picture). b:
Suzuki-Trotter interaction topology: y replicas of the
classical system (y = 7 in the picture) are coupled by
periodic 1 dimensional chains, one for each classical
spin. c: Robust Ensemble interaction topology: y
replicas are coupled through a centroid configuration.
In the limit of large N and large y (quantum limit)
and for strong interaction couplings all replicas are
forced to be close, and the behavior of the two effective
models is expected to be similar.
Quantum tunneling and quantum correla-
tions govern the behavior of very complex col-
lective phenomena in quantum physics at low
temperature. Since the discovery of the fac-
toring quantum algorithms in the 90s [1], a
lot of efforts have been devoted to the under-
standing of how quantum fluctuations could
be exploited to find low-energy configurations
of energy functions which encode the solu-
tions of non-convex optimization problems in
their ground states. This has led to the
notion of controlled quantum adiabatic evo-
lution, where a time dependent many-body
quantum system is evolved towards its ground
states so as to escape local minima through
multiple tunneling events [2–6]. When fi-
nite temperature effects have to be taken into
account, the computational process is called
Quantum Annealing (QA). Classical Simu-
lated Annealing (SA) uses thermal fluctua-
tions for the same computational purpose,
and Markov Chains based on this principle
are among the most widespread optimization
techniques across science [7]. Quantum fluc-
tuations are qualitatively different from ther-
mal fluctuations and in principle quantum an-
nealing algorithms could lead to extremely
powerful alternative computational devices.
In the quantum annealing approach, a time
dependent quantum transverse field is added
to the classical energy function leading to an
interpolating Hamiltonian that may take ad-
vantage of correlated fluctuations mediated
by tunneling. Starting with a high trans-
verse field, the quantum model system can be
initialized in its ground state, e.g. all spins
aligned in the direction of the field. The adi-
abatic theorem then ensures that by slowly
reducing the transverse field the system re-
mains in the ground state of the interpolating Hamiltonian. At the end of the process the transverse
field vanishes and the systems ends up in the sought ground state of the classical energy function.
The original optimization problem would then be solved if the overall process could take place in
a time bounded by some low degree polynomial in the size of the problem. Unfortunately, the
adiabatic process can become extremely slow. The adiabatic theorem requires the rate of change
of the Hamiltonian to be smaller than the square of the gap between the ground state and the
first excited state [8–10]. For small gaps the process can thus become inefficient. Exponentially
4small gaps are not only possible in worst case scenarios but have also been found to exist in typical
random systems where comparative studies between quantum and classical annealing have so far
failed in displaying quantum exponential speed up, e.g. at first order phase transition in quantum
spin glasses [11, 12] or 2D spin glass systems [13–15]. More positive results have been found for
ad hoc energy functions in which global minima are planted in such a way that tunneling cascades
can become more efficient than thermal fluctuations [5, 16]. As far as the physical implementations
of quantum annealers is concerned, studies have been focused on discriminating the presence of
quantum effects rather than on their computational effectiveness [17–19].
Consequently, a key open question is to identify classes of relevant optimization problems for
which quantum annealing can be shown to be exponentially faster than its classical thermal coun-
terpart.
Here we give an answer to this question by providing analytic and simulation evidence of exponen-
tial speed up of quantum versus classical simulated annealing for a representative class of random
non-convex optimization problems of basic interest in machine learning. The simplest example
of this class is the problem of training binary neural networks (described in detail below): very
schematically, the variables of the problem are the (binary) connection weights, while the energy
measures the training error over a given dataset.
These problems have been very recently found to possess a rather distinctive geometrical structure
of ground states [20–23]: the free energy landscape has been shown to be characterized by the
existence of an exponentially large number metastable states and isolated ground states, and a few
regions where the ground states are dense. These dense regions, which had previously escaped the
equilibrium statistical physics analysis [24, 25], are exponentially rare, but still possess a very high
local internal entropy: they are composed of ground states that are surrounded, at extensive but
relatively small distances, by exponentially many other ground states. Under these circumstances,
classical SA (as any Markov Chain satisfying detailed balance) gets trapped in the metastable states,
suffering ergodicity breaking and exponential slowing down toward the low energy configurations.
These problems have been considered to be intractable for decades and display deep similarities
with disordered spin glass models which are known to never reach equilibrium.
The large deviation analysis that has unveiled the existence of the rare dense regions has led
to several novel algorithms, including a Monte Carlo scheme defined over an appropriate objective
function [21] that bears close similarities with a Quantum Monte Carlo (QMC) technique based on
the Suzuki-Trotter transformation [6]. Motivated by this analytical mapping and by the geometrical
structure of the dense and degenerate ground states which is expected to favor zero temperature
kinetic processes [26, 27], we have conducted a full analytical and numerical statistical physics study
of the quantum annealing problem, reaching the conclusion that in the quantum limit the QMC
process, i.e. Simulated Quantum Annealing (SQA), can equilibrate efficiently while the classical SA
gets stuck in high energy metastable states. These results generalize to multi layered networks.
While it is known that other quasi-optimal classical algorithms for the same problems exist
[21, 28, 29], here we focus on the physical speed up that a quantum annealing approach could
provide in finding rare regions of ground states. We provide physical arguments and numerical
results supporting the conjecture that the real time quantum annealing dynamics behaves similarly
to SQA.
As far as machine learning is concerned, dense regions of low energy configurations (i.e. quasi-
flat minima over macroscopic length scales) are of fundamental interest, as they are particularly
well-suited for making predictions given the learned data: on the one hand, these regions are by
definition robust with respect to fluctuations in a sizable fraction of the weight configurations and
as such are less prone to fit the noise. On the other hand, an optimal Bayesian estimate, resulting
from a weighted consensus vote on all configurations, would receive a major contribution from one
5of such regions, compared to a narrow minimum; the centroid of the region (computed according
to any reasonable metric which correlates the distance between configurations with the network
outcomes) would act as a representative of the region as a whole [30]. In this respect, it is worth
mentioning that in deep learning [31] all the learning algorithms which lead to good prediction
performance always include effects of a systematically injected noise in the learning phase, a fact
that makes the equilibrium Gibbs measure not the stationary measure of the learning protocols and
drive the systems towards wide minima. We expect that these results can be generalized to many
other classes of non convex optimization problems where local entropy plays a role, ranging from
robust optimization to physical disordered systems.
Quantum gate based algorithms for machine learning exist, however the possibility of a physical
implementation remains a critical issue [32].
II. ENERGY FUNCTIONS
As a working example, we first consider the problem of learning random patterns in single layer
neural network with binary weights, the so called binary perceptron problem [24]. This network
maps vectors of N inputs ξ ∈ {−1,+1}N to binary outputs τ = ±1 through the non linear function
τ = sgn (σ · ξ), where σ ∈ {−1,+1}N is the vector of synaptic weights. Given αN input pat-
terns {ξµ}αNµ=1 with µ = 1, ..., αN and their corresponding desired outputs {τµ}αNµ=1, the learning
problem consists in finding σ such that all input patterns are simultaneously classified correctly,
i.e. sgn (σ · ξµ) = τµ for all µ. Both the components of the input vectors ξµi and the outputs τµ are
independent identically distributed unbiased random variables (P (x) = 12δ (x− 1)+ 12δ (x+ 1)). In
the binary framework, the procedure for writing a spin Hamiltonian whose ground states are the
sought optimal solutions of the original optimization problem is well known [33]. The energy E of
the binary perceptron is proportional to the number of classification errors and can be written as
E ({σj}) =
αN∑
µ=1
∆nµΘ (−∆µ) , ∆µ .=
τµ√
N
N∑
j=1
ξµj σj (1)
where Θ (x) is the Heaviside step function: Θ (x) = 1 if x > 0, Θ (x) = 0 otherwise. When the
argument of the Θ function is positive, the perceptron is implementing the wrong input-output
mapping. The exponent n ∈ {0, 1} defines two different forms of the energy functions which have
the same zero energy ground states and different structures of local minima. The equilibrium
analysis of the binary perceptron problem shows that in the large size limit and for α < αc ' 0.83
[24], the energy landscape is dominated by an exponential number of local minima and of zero
energy ground states that are typically geometrically isolated [34], i.e. they have extensive mutual
Hamming distances. For both choices of n the problem is computationally hard for SA processes
[35]: in the large N limit, a detailed balanced stochastic search process gets stuck in metastable
states at energy levels of order O(N) above the ground states.
Following the standard SQA approach, we identify the binary variables σ with one of the com-
ponents of physical quantum spins, say σz, and we introduce the Hamiltonian operator of a model
of N quantum spins with the perceptron term of Eq. (1) acting in the longitudinal direction z and
a magnetic field Γ acting in the transverse direction x. The interpolating Hamiltonian reads:
Hˆ = E
({
σˆzj
})− Γ N∑
j=1
σˆxj (2)
6where σˆzj and σˆj
x are the spin operators (Pauli matrices) in the z and x directions. For Γ = 0 one
recovers the classical optimization problem. The QA procedure consists in initializing the system
at large β and Γ, and slowly decreasing Γ to 0. To analyze the low temperature phase diagram of
the model we need to study the average of the logarithm of the partition function Z = Tr
(
e−βHˆ
)
.
This can be done using the Suzuki-Trotter transformation which leads to the study of a classical
effective Hamiltonian acting on a system of y interacting Trotter replicas of the original classical
system coupled in an extra dimension:
Heff
({
σaj
}
j,a
)
=
1
y
y∑
a=1
E
({
σaj
}
j
)
− γ
β
y∑
a=1
N∑
j=1
σaj σ
a+1
j −
NK
β
(3)
where the σaj = ±1 are Ising spins, a ∈ {1, . . . , y} is a replica index with periodic boundary
conditions σy+1j ≡ σ1j , γ = 12 log coth
(
βΓ
y
)
and K = 12y log
(
1
2 sinh
(
2βΓy
))
.
The replicated system needs to be studied in the limit y →∞ to recover the so called path integral
continuous quantum limit and to make the connection with the behavior of quantum devices [15].
The SQA dynamical process samples configurations from an equilibrium distribution and it is not
necessarily equivalent to the real time Schrödinger equation evolution of the system. A particularly
dangerous situation occurs if the ground states of the system encounter first order phase transitions
which are associated to exponentially small gaps [11, 36, 37] at finite N. As discussed below, this
appears not to be the case for the class of models we are considering.
III. CONNECTION WITH THE LOCAL ENTROPY MEASURE
The effective Hamiltonian Eq. (3) can be interpreted as many replicas of the original systems
coupled through one dimensional periodic chains, one for each original spin, see Fig. 1b. Note that
the interaction term γ diverges as the transverse field Γ goes to 0. This geometrical structure is
very similar to that of the Robust Ensemble (RE) formalism [21], where a probability measure
that gives higher weight to rare dense regions of low energy states is introduced. There, the main
idea is to maximize Φ (σ?) = log
∑
{σ} e
−βE(σ)−λ∑Nj=1 σjσ?j , i.e. a “local free entropy” where λ is a
Lagrange parameter that controls the extensive size of the region around a reference configuration
σ?. One can then build a new Gibbs distribution P (σ?) ∝ eyΦ(σ?), where −Φ has the role of an
energy and y of an inverse temperature: in the limit of large y, this distribution concentrates on the
maxima of Φ. Upon restricting the values of y to be integer (and large), P (σ?) takes a factorized
form yielding a replicated probability measure PRE
(
σ?, σ1, . . . , σy
) ∝ e−βHREeff (σ?,{σaj }) where the
effective energy is given by
HREeff
(
σ?,
{
σaj
}
j,a
)
=
y∑
a=1
E
({
σaj
}
j
)
− λ
β
y∑
a=1
N∑
j=1
σaj σ
?
j (4)
As in the Suzuki-Trotter formalism, HREeff
(
σ?,
{
σaj
}
j,a
)
corresponds to a system with an overall
energy given by the sum of y individual “real replica energies” plus a geometric coupling term; in
this case however the replicas interact with the “reference” configurations σ? rather than among
themselves, see Fig. 1c.
The Suzuki-Trotter representation and the RE formalism differ in the topology of the interactions
between replicas and in the scaling of the interactions, but for both cases there is a classical limit,
7Γ → 0 and λ → ∞ respectively, in which the replicated systems are forced to correlate and
eventually coalesce in identical configurations. For non convex problems, these will not in general
correspond to configuration dominating the original classical Gibbs measure.
For the sake of clarity we should remind that in the classical limit and for α < αc, our model
presents an exponential number of far apart isolated ground states which dominate the Gibbs
measure. At the same time, there exist rare clusters of ground states with a density close to its
maximum possible value (high local entropy) for small but still macroscopic cluster sizes [20]. This
fact has several consequences: no further subdivision of the clusters into states is possible, the
ground states are typically O(1) spin flip connected [20] and a tradeoff between tunneling events
and exponential number of destination states within the cluster is possible.
IV. PHASE DIAGRAM: ANALYTICAL AND NUMERICAL RESULTS
Thanks to the mean field nature of the energetic part of the system, Eq. (3), we can resort to
the replica method for calculating analytically the phase diagram. As discussed in the Appendix
Sec. A, this can be done under the so called static approximation, which consists in using a single
parameter q1 to represent the overlaps along the Trotter dimension, qab1 =
〈
1
N
∑N
j=1 σ
a
j σ
b
j
〉
≈ q1.
Although this approximation crudely neglects the dependency of qab1 from |a− b|, the resulting
predictions show a remarkable agreement with numerical simulations.
In the main panel of Fig. 2, we report the analytical predictions for the average classical compo-
nent of the energy of the quantum model as a function of the transverse field Γ. We compare the
results with the outcome of extensive simulations performed with the reduced-rejection-rate Monte
Carlo method [38], in which Γ is initialized at 2.5 and gradually brought down to 0 in regular
small steps, at constant temperature, and fixing the total simulation time to τNy · 104 (as to keep
constant the number of Monte Carlo sweeps when varying N and y). The details are reported in
the Appendix Sec. C. The size of the systems, the number of samples and the number of Trotter
replicas are scaled up to large values so that both finite size effects and the quantum limit are kept
under control. A key point is to observe that the results do not degrade with the number of Trot-
ter replicas: the average ground state energy approaches a limiting value, close to the theoretical
prediction, in the large y quantum limit. The results appear to be rather insensitive to both N and
the simulation time scaling parameter τ . This indicates that Monte Carlo appears to be able to
equilibrate efficiently, in a constant (or almost constant) number of sweeps, at each Γ. The analyt-
ical prediction for the classical energy only appears to display a relatively small systematic offset
(due to the static approximation) at intermediate values of Γ, while it is very precise at both large
and small Γ; the expectation of the total Hamiltonian on the other hand is in excellent agreement
with the simulations (see Appendix Sec. C).
In the same plot we display the behavior of classical SA simulated with a standard Metropolis-
Hastings scheme, under an annealing protocol in β that would follow the same theoretical curve as
SQA if the system were able to equilibrate (see Appendix Sec. C): as expected [35], SA gets trapped
at very high energies (increasing with problem size; in the thermodynamic limit it is expected that
SA would remain stuck at the initial value 0.5N of the energy for times which scale exponentially
with N). Alternative annealing protocols yield analogous results; the exponential scaling with N of
SA on binary perceptron models had also been observed experimentally in previous results, e.g. in
refs. [22, 39].
In the inset of Fig. 2 we report the analytical prediction for the transverse overlap parameter q1,
which quite remarkably reproduces fairly well the average overlap as measured from simulations.
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Figure 2. Classical energy density (i.e. longitudinal component of the energy, divided by N) as a function
of the transverse field Γ (single layer problems with α = 0.4 and n = 0, 15 independent samples per curve).
The QA simulations at β = 20 approach the theoretical prediction as y increases (cf. black arrow). The
results do not change significantly when varying N or the simulation time (the curves with N = 1001
or N = 2001 are indistinguishable from the ones displayed at this level of detail). All SA simulations
instead got stuck and failed to equilibrate at low enough temperatures (small equivalent Γ). The results
are noticeably worse for larger N , and doubling or quadrupling the simulation time doesn’t help much
(cf. purple arrows). Inset: Trotter replicas overlaps qab1 (same data as for the main figure). The theoretical
prediction is in remarkably good agreement with the average value measured from the simulations (the
y = 128 curve is barely visible under the y = 256 one). The gray curves show the overlaps at varying
distances along the Trotter dimension: the topmost one is the overlap between neighboring replicas qa(a+1)1 ,
then there is the overlap between second-neighbors qa(a+2)1 and so on (cf. Fig. 1). The y = 128 curves
are essentially hidden under the y = 256 ones and can only be seen from their darker shade, following an
alternating pattern.
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Figure 3. Panels a and b: energetic profiles (in terms of the classical energy E, Eq. (1)) around the
configurations reached during the annealing process, comparing QA (orange lower curves) with SA (gray
top curves). The profiles represent the most probable value of the energy density shift ∆E/N with respect
to the reference point when moving away from the reference at a given normalized Hamming distance d.
The curves refer to the data shown in Fig. 2, using two different times in the annealing process, marked
with the symbols M and ? in both figures. For QA, we show the results for 15 instances with N = 4001,
y = 256, τ = 4, using the mode of the replicas σ?j = sgn
(∑y
a=1 σ
a
j
)
as the reference point; for SA, we show
15 samples for N = 4001 and τ = 16. These results show a marked qualitative difference in the type of
landscape that is typically explored by the two algorithms: the local landscape of QA is generally much
wider, while SA is typically working inside narrow regions of the landscape which tend to trap the algorithm
eventually. Panel c: local entropy, i.e. the logarithm of the number of solutions surrounding the reference
point at a given distance d for the same configurations of panel a. The QA configurations (orange curves at
the top) are located in regions with exponentially many solutions surrounding them (although these regions
are not maximally dense, as can be seen from the comparison with the dashed curve representing the overall
number of surrounding configurations at that distance). The SA configurations (gray curves at the bottom)
are far away from these exponentially dense regions (the local entropy has a gap around d = 0).
In Fig. 3 we provide the profiles of the the classical energy minima found for different values of
Γ in the case of SQA and different temperatures for SA. These results are computed analytically
by the cavity method (see Materials and Methods and SI for details) by evaluating which is the
most probable energy found at a normalized Hamming distance d from a given configuration. As
it turns out, throughout the annealing process, SQA follows a path corresponding to wide valleys
while SA gets stuck in steep metastable states. The quantum fluctuations reproduced by the SQA
process drive the system to converge toward wide flat regions, in spite of the fact that they are
exponentially rare compared to the narrow minima.
The physical interpretation of these results is that quantum fluctuations lower the energy of a
cluster proportionally to its size or, in other words, that quantum fluctuations allow the system to
lower its kinetic energy by delocalizing, see Refs. [26, 27, 40] for related results. Along the process
of reduction of the transverse field we do not observe any phase transition which could induce a
critical slowing down of the quantum annealing process and we expect SQA and QA to behave
similarly [12, 37].
This is in agreement with the results of a direct comparison between the real time quantum
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dynamics and the SQA on small systems (N = 21): as reported in the Appendix Sec. E, we have
performed extensive numerical studies of properly selected small instances of the binary perceptron
problem, comparing the results of SQA and QA and analyzing the results of the QA process and
the properties of the Hamiltonian. To reproduce the conditions that are known to exist at large
values of N , we have selected instances for which a fast annealing schedule SA gets trapped at some
positive fraction of violated constraints, and yet the problems display a sufficiently high number
of solutions. We found that the agreement between SQA and QA on each sample is excellent.
The measurements on the final configurations reached by QA qualitatively confirm the scenario
described above, that QA is attracted towards dense low-energy regions without getting stuck
during the annealing process. Finally, the analysis of the gap between the ground state of the
system and the first excited state as Γ decreases shows no signs of the kind of phenomena which
would typically hamper the performance of QA in other models: there are no vanishingly small
gaps at finite Γ (cf. the discussion in the introduction). We benchmarked all these results with
“randomized” versions of the same samples, in which we randomly permuted the classical energies
associated to each spin configuration, so as to keep the distribution of the classical energy levels
while destroying the geometric structure of the states. Indeed, for these randomized samples, we
found that the gaps nearly close at finite Γ ' 0.4, and that correspondingly the QA process fails to
track the ground state of the system, resulting in a much reduced probability of finding a solution
to the problem.
To reproduce the conditions that are known to exist at large values ofN we have selected instances
for which a fast annealing schedule SA gets trapped at some positive fraction of violated constraints
and yet the problems display a sufficiently high number of solutions. We have then compared the
behavior of SQA and the real time quantum dynamics studied by the Lanczos method as discussed
in [41]. The agreement between SQA and QA is ... almost perfect.
As concluding remarks we report that the models with n = 0 and n = 1 have phase diagrams
which are qualitatively very similar (for the sake of simplicity, here we reported the n = 0 case
only). The former presents at very small positive values of Γ a collapse of the density matrix onto
the classical one whereas the latter ends up in the classical state only at Γ = 0.
For the sake of completeness, we have checked that the performance of SQA in the y → ∞
quantum limit extends to more complex architectures which include hidden layers; the details are
reported in the Appendix Sec. D 2.
V. CONCLUSIONS
We conclude by noticing that, at variance with other studies on spin glass models in which the
evidence for QA outperforming classical annealing was limited to finite values of y, thereby just
defining a different type of classical SA algorithms, in our case the quantum limit coincides with
the optimal behavior of the algorithm itself. We believe that these results could play a role in
many optimization problems in which optimality of the cost function needs to also meet robustness
conditions (i.e. wide minima). As far as learning problems are concerned, it is worth mentioning
that for the best performing artificial neural networks, the so called deep networks [31], there is
numerical evidence for the existence of rare flat minima [42], and that all the effective algorithms
always include effects of systematic injected noise in the learning phase [43], which implies that the
equilibrium Gibbs measure is not the stationary measure of the learning protocols. For the sake of
clarity we should remark that our results are aimed to suggest that QA can equilibrate efficiently
whereas SA cannot, i.e. our notion of quantum speed up is relative to the same algorithmic scheme
that runs on classical hardware. Other classical algorithms for the same class of problems, besides
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the above-mentioned ones based on the RE and the SQA itself, have been discovered [28, 39, 44–
46]; however, all of these algorithms are qualitatively different from QA, which can provide a huge
speed up by manipulating single bits in parallel. Thus, the overall solving time in a physical QA
implementation (neglecting any other technological considerations) would have, at worst, only a
mild dependence on N .
Our results provide further evidence that learning can be achieved through different types of
correlated fluctuations, among which quantum tunneling could be a relevant example for physical
devices.
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Appendix A: Theoretical analysis by the replica method
We present here the analytical calculations performed to derive all the theoretical results men-
tioned in the main text. For completeness, we report all the relevant formulas and definitions here,
even those that were already introduced in the main text.
The Hamiltonian operator of a model of N quantum spins with an energy term acting in the
longitudinal direction z and a magnetic field Γ acting in the transverse direction x is written as:
Hˆ = E
({
σˆzj
}
j
)
− Γ
N∑
j=1
σˆxj (A1)
where σˆzj and σˆj
x are the spin operators (Pauli matrices) in the z and x directions. We want to
study the partition function:
Z = Tr
(
e−βHˆ
)
. (A2)
By using the Suzuki-Trotter transformation, we end up with a classical effective Hamiltonian
acting on a system of y interacting Trotter replicas, to be studied in the limit y →∞:
Heff
({
σaj
}
j,a
)
=
1
y
∑
a
E
({
σaj
}
j
)
− γ
β
∑
aj
σaj σ
a+1
j −
NK
β
(A3)
where the σaj = ±1 are Ising spins, a ∈ {1, . . . , y} is a replica index with periodic boundary
conditions σy+1j ≡ σ1j , and we have defined:
γ =
1
2
log coth
(
βΓ
y
)
, (A4)
K =
1
2
y log
(
1
2
sinh
(
2
βΓ
y
))
. (A5)
In the following, we will just use σa to denote the configuration of one Trotter replica,
{
σaj
}
j
; we
will always use the indices a or b for the Trotter replicas and assume that they range in 1, . . . , y;
we will also use j for the site index and assume that it ranges in 1, . . . , N .
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The effective partition function for a given y reads:
Zeff =
∑
{σa}
e−
β
y
∑
a E(σ
a)+γ
∑
aj σ
a
j σ
a+1
j +NK . (A6)
Here, we first study the binary perceptron case in which the longitudinal energy E is defined in
terms of a set of αN patterns {ξµ}µ with µ ∈ {1, . . . , αN}, where each pattern is a binary vector
of length N , ξµj = ±1:
E (σ) =
αN∑
µ=1
Θ
− 1√
N
∑
j
ξµj σj
 (A7)
where Θ (x) is the Heaviside step function: Θ (x) = 1 if x > 0, Θ (x) = 0 otherwise. The energy
thus simply counts the number of classification errors of the perceptron, assuming that the desired
output for each pattern in the set is 1 (this choice can always be made without loss of generality
for this model when the input patterns are random i.i.d. as described below). A different form for
the energy function is treated in sec. A 1.
We consider the case in which the patterns entries are extracted randomly and independently
from an unbiased distribution, P
(
ξµj
)
= 12δ
(
ξµj − 1
)
+ 12δ
(
ξµj + 1
)
, and we want to study the typical
properties of this system by averaging over the quenched disorder introduced by the patterns. We
use the replica method, which exploits the transformation:
〈logZ〉ξ = limn→0
〈Zn〉ξ − 1
n
= lim
n→0
〈∏nc=1 Z〉ξ − 1
n
(A8)
where 〈·〉ξ denotes the average over the disorder. We thus need to replicate the whole system n
times, and therefore we have two replica indices for each spin. We will use indices c, d = 1, . . . , n
for the “virtual” replicas introduced by the replica method,1 to distinguish them from the indices
a and b used for the Trotter replicas. The average replicated partition function of eq. (A6) is thus
written as:
〈Zneff〉ξ = enNK
〈∫ ∏
caj
dµ
(
σcaj
)∏
caj
eγσ
c
jσ
c(a+1)
j
∏
µca
Θ
 1√
N
∑
j
ξµj σ
ca
j
(1− e− βy )+ e− βy
〉
ξ
(A9)
where we changed the sum over all configurations into an (n×y×N -dimensional) integral, using the
customary notation dµ (σ) = δ (σ − 1) + δ (σ + 1) with δ (·) denoting the Dirac-delta distribution.
Here and in the following, all integrals will be assumed to range over the whole R unless otherwise
specified.
We introduce new auxiliary variables λcaµ =
1√
N
∑
j ξ
µ
j σ
ca
j via additional Dirac-deltas:
1 Note that the parameter n has a different meaning in main text, cf. sec. A 1.
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〈Zneff〉ξ = enNK
∫ ∏
caj
dµ
(
σcaj
)∏
caj
eγσ
ca
j σ
c(a+1)
j
∫ ∏
µca
dλcaµ
∏
µca
(
Θ
[
λcaµ
] (
1− e− βy
)
+ e−
β
y
)
×
×
〈∏
µca
δ
λcaµ − 1√
N
∑
j
ξµj σ
ca
j
〉
ξ
(A10)
We then use the integral representation of the delta δ (x) =
∫
dxˆ
2pi e
ixxˆ, and perform the average
over the disorder, to the leading order in N :〈∏
µca
δ
λcaµ − 1√
N
∑
j
ξµj σ
ca
j
〉
ξ
=
∫ ∏
µca
dλˆcaµ
2pi
∏
µca
eiλˆ
ca
µ λ
ca
µ
∏
µ
exp
−1
2
∑
cdab
λˆcaµ λˆ
db
µ
 1
N
∑
j
σcaj σ
db
j
 (A11)
Next, we introduce the overlaps qca,db = 1N
∑
j σ
ca
j σ
db
j via Dirac-deltas (note that due to sym-
metries and the fact that the self-overlaps are always 1 we have ny (ny − 1) /2 overlaps overall),
expand those deltas introducing conjugate parameters qˆca,db (as usual for these parameters in these
models, we absorb away a factor i and integrate them along the imaginary axis, without explicitly
noting this), and finally factorize over the site and pattern indices:
〈Zneff〉ξ = enNK
∫ ∏
c,a>b
dqca,cbdqˆca,cbN
2pi
∏
c>d,ab
dqca,dbdqˆca,dbN
2pi
×
×e−N
∑
c,a>b q
ca,cbqˆca,cb−N∑c>d,ab qca,dbqˆca,db ×GNS ×GαNE (A12)
GS
.
=
∫ ∏
ca
dµ (σca) e
∑
c,a>b qˆ
ca,cbσcaσcb+
∑
c>d,ab qˆ
ca,dbσcaσdb+γ
∑
ca σ
caσc(a+1) (A13)
GE
.
=
∫ ∏
ca
dλcadλˆca
2pi
∏
ca
(
Θ [λca]
(
1− e− βy
)
+ e−
β
y
)
× (A14)
×e− 12
∑
ca(λˆ
ca)
2
+i
∑
ca λ
caλˆca−∑c,a>b λˆcaλˆcbqca,cb−∑c>d,ab λˆcaλˆdbqca,db
We now introduce the replica-symmetric (RS) ansatz for the overlaps:
qca,db =
{
q1 if c = d
q0 if c 6= d (A15)
and analogous for the conjugate parameters qˆca,db.
Note that this is the so-called “static approximation” since we neglect the dependency of the
overlap from the distance along the Trotter dimension; however, we have kept the interaction
term γ
∑
ca σ
caσc(a+1) and inserted it in the GS term (rather than writing it in terms of the overlap
qca,c(a+1) and inserting it in theGE term where it would have been rewritten as γq1). This difference,
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despite its inconsistency, is the standard procedure when performing the static approximation, and
is justified a posteriori from the comparison with the numerical simulation results. We obtain:
〈Zneff〉ξ = enNK
∫ ∏
c,a>b
dqca,cbdqˆca,cbN
2pi
∏
c>d,ab
dqca,dbdqˆca,dbN
2pi
×
×e−Nn y(y−1)2 q1qˆ1−N n(n−1)2 y2q0qˆ0 ×GNS ×GαNE (A16)
GS =
∫ ∏
ca
dµ (σca) eqˆ1
∑
c,a>b σ
caσcb+qˆ0
∑
c>d,ab σ
caσdb+γ
∑
ca σ
caσc(a+1) (A17)
GE =
∫ ∏
ca
dλcadλˆca
2pi
∏
ca
(
Θ [λca]
(
1− e− βy
)
+ e−
β
y
)
× (A18)
×e− 12
∑
ca(λˆ
ca)
2
+i
∑
ca λ
caλˆca−q1
∑
c,a>b λˆ
caλˆcb−q0
∑
c>d,ab λˆ
caλˆdb
The entropic term GS can be explicitly computed as
GS =
∫ ∏
ca
dµ (σca) e
1
2 qˆ1
∑
c
(
(
∑
a σ
ca)
2−∑a(σca)2)+ 12 qˆ0((∑ca σca)2−∑c(∑a σca)2)
×eγ
∑
ca σ
caσc(a+1)
= e−
1
2 qˆ1ny
∫ ∏
ca
dµ (σca) e
1
2 (qˆ1−qˆ0)
∑
c(
∑
a σ
ca)
2
+ 12 qˆ0(
∑
ca σ
ca)
2
+γ
∑
ca σ
caσc(a+1)
=
∫
Dz0 e
− 12 qˆ1ny
[∫ ∏
a
dµ (σa) e
1
2 (qˆ1−qˆ0)(
∑
a σ
a)
2
+z0
√
qˆ0(
∑
a σ
a)+γ
∑
a σ
aσa+1
]n
=
∫
Dz0 e
− 12 qˆ1ny
[∫
Dz1
∫ ∏
a
dµ (σa) e(z1
√
qˆ1−qˆ0+z0
√
qˆ0)(
∑
a σ
a)+γ
∑
a σ
aσa+1
]n
(A19)
where the notation Dz = dz 1√
2pi
e−
x2
2 is a shorthand for a Gaussian integral, and we used twice the
Hubbard-Stratonovich transformation e
1
2 b =
∫
Dz ez
√
b. The expression between square brackets
in the last line is the partition function of a 1-dimensional Ising model of size y with uniform
interactions J = γ and uniform fields h = z1
√
qˆ1 − qˆ0 + z0
√
qˆ0 and can be computed by the well-
known transfer matrix method. Note however that while usually in the analysis of the 1D Ising spin
model it is sufficient to keep the largest eigenvalue of the transfer matrix in the thermodynamic
limit y →∞, in this case instead we need to keep both eigenvalues, since the interaction term scales
with the size of the system. The result is:
GS =
∫
Dz0 e
− 12 qˆ1ny
[∫
Dz1e
γy
∑
w=±1
g (z0, z1, w)
y
]n
(A20)
g (z0,z1, w)
.
= cosh (h (z0, z1)) + w
√
sinh (h (z0, z1))
2
+ e−4γ (A21)
h (z0, z1)
.
= z1
√
qˆ1 − qˆ0 + z0
√
qˆ0 (A22)
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In the limit of small n we obtain:
GS .= 1
n
logGS +
1
2
qˆ1y − γy
=
∫
Dz0 log
[∫
Dz1
∑
w=±1
(
cosh (h (z0, z1)) + w
√
sinh (h (z0, z1))
2
+ e−4γ
)y]
(A23)
Note that in the limit of large y the term γy tends to−K up to terms of order y−1.
The energetic term GE is computed similarly, by first performing two Hubbard-Stratonovich
transformations which allow to factorize the indices c and a, and then explicitly performing the
inner integrals:
GE =
∫ ∏
ca
dλcadλˆca
2pi
∏
ca
(
Θ [λca]
(
1− e− βy
)
+ e−
β
y
)
×
×e− 12
∑
ca(λˆ
ca)
2
+i
∑
ca λ
caλˆca− 12 q1
∑
c
(
(
∑
a λˆ
ca)
2−∑a(λˆca)2)− 12 q0((∑ca λˆca)2−∑c(∑a λˆca)2)
=
∫
Dz0
[∫
Dz1
[∫
dλdλˆ
2pi
(
Θ [λ]
(
1− e− βy
)
+ e−
β
y
)
e−
1−q1
2 (λˆ)
2
+iλˆ(λ−z1√q1−q0−z0√q0)
]y]n
=
∫
Dz0
[∫
Dz1
[
1−
(
1− e− βy
)
H
(
z1
√
q1 − q0 + z0√q0√
1− q1
)]y]n
(A24)
where H (x) = 12erfc
(
x√
2
)
. In the limit of small n and of large y we finally obtain:
GE .= 1
n
logGE =
∫
Dz0 log
∫
Dz1 exp
(
−βH
(
z1
√
q1 − q0 + z0√q0√
1− q1
))
(A25)
Using equations (A23) and (A25), we obtain the expression for the action:
φ
.
=
1
N
〈logZeff〉 = extrq0,q1,qˆ0,qˆ1
{
1
2
y2q0qˆ0 − 1
2
y (y − 1) q1qˆ1 − 1
2
qˆ1y + GS + αGE
}
(A26)
In order to obtain a finite result in the limit of y →∞, we assume the following scalings for the
conjugated order parameters:
qˆ0 =
pˆ0
y2
(A27)
qˆ1 =
pˆ1
y2
(A28)
With these, we find the following final expressions:
φ = extrq0,q1,pˆ0,pˆ1
{
1
2
q0pˆ0 − 1
2
q1pˆ1 + GS + αGE
}
(A29)
GS =
∫
Dz0 log
[∫
Dz1 2 cosh
(√
kˆ (z0, z1)
2
+ β2Γ2
)]
(A30)
kˆ (z0, z1) = z1
√
pˆ1 − pˆ0 + z0
√
pˆ0 (A31)
GE =
∫
Dz0 log
∫
Dz1 exp (−βH (k (z0, z1))) (A32)
k (z0, z1) =
z1
√
q1 − q0 + z0√q0√
1− q1 (A33)
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The parameters q0, q1, pˆ0 and pˆ1 are found by solving the system of equations obtained by setting
the partial derivatives of φ with respect to those parameters to 0:
pˆ0 =
αβ√
1− q1
∫
Dz0
∫
Dz1e
−βH(k(z0,z1))G (k (z0, z1))
(
z1√
q1−q0 −
z0√
q0
)
∫
Dz1e−βH(k(z0,z1))
(A34)
pˆ1 =
αβ√
(1− q1)3 (q1 − q0)
× (A35)
×
∫
Dz0
∫
Dz1e
−βH(k(z0,z1))G (k (z0, z1))
(
z0
√
q0 (q1 − q0) + z1 (1− q0)
)
∫
Dz1e−βH(k(z0,z1))
q0 =
1√
kˆ (z0, z1)
2
+ β2Γ2
× (A36)
×
∫
Dz0
∫
Dz1 sinh
(√
kˆ (z0, z1)
2
+ β2Γ2
)
kˆ (z0, z1)
(
z1√
pˆ1−pˆ0 −
z0√
pˆ0
)
∫
Dz1 cosh
(√
kˆ (z0, z1)
2
+ β2Γ2
)
q1 =
1√
kˆ (z0, z1)
2
+ β2Γ2
× (A37)
×
∫
Dz0
∫
Dz1 sinh
(√
kˆ (z0, z1)
2
+ β2Γ2
)
kˆ (z0, z1)
(
z1√
pˆ1−pˆ0
)
∫
Dz1 cosh
(√
kˆ (z0, z1)
2
+ β2Γ2
)
Once these are found, we can use them to compute the action φ and the average values of the
longitudinal energy and the transverse fields, and finally of the Hamiltonian:
〈
Hˆ
〉
ξ
= N
(
E¯ − ΓT¯ ) (A38)
E¯ =
1
N
〈E ({σˆz})〉ξ = −
∂φ
∂β
= α
∫
Dz0
∫
Dz1e
−βH(k(z0,z1))H (k (z0, z1))∫
Dz1e−βH(k(z0,z1))
(A39)
T¯ =
1
N
〈
σˆxj
〉
=
∂φ
∂ (βΓ)
=
∫
Dz0
∫
Dz1
βΓ sinh
(√
kˆ(z0,z1)
2+β2Γ2
)
√
kˆ(z0,z1)
2+β2Γ2∫
Dz1 cosh
(√
kˆ (z0, z1)
2
+ β2Γ2
) (A40)
where the notation 〈·〉ξ denotes the fact that we performed both the average over the quenched
disorder and the thermal average.
17
a. Small Γ limit
It can be verified that in the limit Γ→ 0 the equations (A29)-(A33) reduce to the classical case,
in the RS description. In this limit, q1 → 1 (i.e., the Trotter replicas collapse), which leads to:
GE =
∫
Dz0 log
((
1− e−β)H (z0√ q0
1− q0
)
+ e−β
)
. (A41)
For Γ = 0 and q1 = 1 we also have the identity:2
− 1
2
pˆ1q1 + GS = −1
2
pˆ0 +
∫
Dz0 log 2 cosh
(
z0
√
pˆ0
)
. (A42)
Putting these two expressions back in eq. (A29) we recover the classical expression where pˆ0
assumes the role of the usual conjugate parameter qˆ in the RS analysis of ref. [24].
In order to study in detail how this classical limit is reached, however, we need to expand the
saddle point equations around this limit. To to this, we define  = 1−q1  1. From equation (A35),
expanding to the leading order, we obtain the scaling pˆ1 = cˆ1√ , with
cˆ1 =
 1√
1− q0
∫
Dz0
G
(
z0
√
q0
1−q0
)
e−β + (1− e−β)H
(
z0
√
q0
1−q0
)
[∫ Dz1 exp (−βH (z1)) z1] . (A43)
Then, we use this scaling in equation (A37) and we expand it, first using βΓ 1 and then  1.
We obtain the approximate expression:
 =
β2Γ2
2
−√cˆ1+
√
2 (cˆ1 +
√
) 1/4F
(
1√
2
√
cˆ1√

)
cˆ
3/2
1
(A44)
where F (x) =
√
pi
2 e
−x2erfi (x) is the Dawson’s function. For a given β (from which we obtain cˆ1 via
eq. (A43)), this equation can be solved numerically to obtain  (and thus q1 and pˆ1) as a function
of Γ. This expression has always the solution  = 0, which correspond to the purely classical case.
There is a critical Γ below which  = 0 is also the only solution; above that, two additional solutions
appear at  > 0, of which the largest is the physical one. Therefore, the classical limit is not achieved
continuously, but rather with a first-order transition (although the step is tiny).
1. Energy function with stability
We can generalize the energy function eq. (A7) to take into account, for those patterns that are
misclassified, by how much the classification is wrong:
E (σ) =
αN∑
µ=1
Θ
− 1√
N
∑
j
ξµj σj
− 1√
N
∑
j
ξµj σj
r . (A45)
2 This follows from
∫
Dz1 cosh (a z1 + b z0) = e
a2
2 cosh (b z0).
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The previous case is recovered by setting r = 0. Here, we study the case r = 1. Note that this
parameter is called n in the main text: that notation was borrowed from ref. [35], but here we
change it in order to avoid confusion with the number of replicas. While the ground states in the
SAT phase of the classical model are unaffected, the system can have different properties for finite
β.
This change only affects the GE term. Equation (A24) becomes (with the definition of eq. (A33)):
GE =
∫
Dz0
[∫
Dz1
[
e
β
y
√
1−q1(k(z0,z1)+ 12 βy
√
1−q1)H
(
k (z0, z1) +
β
y
√
1− q1
)
+
+H (−k (z0, z1))
]y]n
. (A46)
In the limit of large y we have the modified version of eq. (A25):
GE = 1
n
logGE =
∫
Dz0 log
∫
Dz1 exp
(
−β
√
1− q1 [G (k (z0, z1))− k (z0, z1)H (k (z0, z1))]
)
(A47)
The saddle point equations (A34) and (A35) become:
pˆ0 = −αβ
∫
Dz0
∫
Dz1 exp
(−β√1− q1A (z0, z1))H (k (z0, z1))( z1√q1−q0 − z0√q0)∫
Dz1 exp
(
β
√
1− q1A (z0, z1)
) (A48)
pˆ1 = αβ
2
∫
Dz0
∫
Dz1 exp
(−β√1− q1A (z0, z1))H (k (z0, z1))2∫
Dz1 exp
(
β
√
1− q1A (z0, z1)
) (A49)
where
A (z0, z1) = G (k (z0, z1))− k (z0, z1)H (k (z0, z1)) .
a. Small Γ limit
As in the previous case, it can be checked that for Γ→ 0, we have q1 → 1 and eq. (A47) becomes
the expression for the classical model under the RS ansatz:
GE =
∫
Dz0 log
(
eβ
√
1−q0(k0(z0)+ 12β
√
1−q0)H
(
k0 (z0) + β
√
1− q0
)
+H (−k0 (z0))
)
(A50)
where k0 (z0) = z0
√
q0
1−q0 . Also, eq. (A42) still holds, and pˆ0 takes the role of the usual parameter
qˆ in the classical RS analysis. In this case, however, we no longer have pˆ1 →∞; rather, it tends to
a finite value:
pˆ1 = αβ
2
∫
Dz0
(
1− H (−k0 (z0))
eβ
√
1−q0(k0(z0)+ 12β
√
1−q0)H
(
k0 (z0) + β
√
1− q0
)
+H (−k0 (z0))
)
(A51)
Therefore, the scaling of  = 1 − q1 is different in this case. We find (using the definition of
eq. (A31)):
1− q1 = β2Γ2
∫
Dz0
e−
pˆ1−pˆ0
2
cosh
(
z0
√
pˆ0
) ∫ Dz1 1
kˆ (z0, z1)
2
cosh(kˆ (z0, z1))− sinh
(
kˆ (z0, z1)
)
kˆ (z0, z1)

(A52)
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Therefore, the convergence to the classical case is smooth.
Appendix B: Estimation of the local energy and entropy landscapes with the cavity method
In order to compute the local landscapes of the energy and the entropy around a reference
configuration (Fig. 3), we used the Belief Propagation (BP) algorithm, a cavity method message-
passing algorithm that has been successfully employed numerous times for the study of disordered
systems [47]. In the case of single-layer binary perceptrons trained on random unbiased i.i.d.
patterns, it is believed that the results of this algorithm are exact in the limit of N →∞, at least
up to the critical value αc ≈ 0.83 [48].
For a full explanation of the BP equations for binary perceptrons, we refer the interested reader
to the Appendix of ref. [22]. Here, we provide only a summary. The BP equations involve two
sets of quantities (called “messages”), representing cavity marginal probabilities associated with
each edge in a factor graph representation of the (classical) Boltzmann distribution induced by the
energy function (A7). To each edge in the graph linking the variable node i with the factor node
µ, are associated two messages, mi→µ and mˆµ→i. These are determined by solving iteratively the
following system of equations:
mi→µ = tanh
∑
ν 6=µ
tanh−1 (mˆν→i)
 (B1)
mˆµ→i = ξi g (aµ→i, bµ→i) (B2)
where:
g (a, b) =
H
(
a−1
b
)−H (a+1b )
H
(
a−1
b
)
+H
(
a+1
b
) (B3)
aµ→i =
∑
j 6=i
ξµjmj→µ (B4)
bµ→i =
√∑
j 6=i
(
1−m2j→µ
)
(B5)
(as for the previous section, we used the definition H (x) = 12erfc
(
x√
2
)
.)
Once a self-consistent solution is found, these quantities can be used to compute, using standard
formulas, all thermodynamic quantities of interest, in particular the typical (equilibrium) energy and
the entropy of the system. A numerically accurate implementation of these equations is available
at ref. [49].
It is also possible to compute those same thermodynamic quantities in a neighborhood of some
arbitrary reference configuration w = {wi}i. This is achieved by adding an external field in the
direction of that configuration, which amounts at this simple modification of eq. (B1):
mi→µ = tanh
∑
ν 6=µ
tanh−1 (mˆν→i) + λwi
 (B6)
By varying the auxiliary parameter λ, we can control the size of the neighborhood under consider-
ation (the larger λ, the narrower the neighborhood); the typical normalized Hamming distance from
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the reference of the configurations that are considered by this modified measure can be obtained
from the fixed-point BP messages for any given λ by this formula:
d =
1
2
(
1− 1
N
∑
i
miwi
)
(B7)
where the mi are the total magnetizations:
mi = tanh
(∑
ν
tanh−1 (mˆν→i) + λwi
)
(B8)
In order to produce the energy landscape plots of Figs. 3a and 3b, we simply ran this algorithm at
infinite temperature, varying λ and plotting the energy density shift from the center as a function
of d. This gives us an estimate of the most probable energy density shift which would be obtained
by moving in a random point at distance d from the reference.
The plot in Fig. 3c was similarly obtained by setting the temperature to 0 and computing the
entropy density instead, which in this context is then simply the natural logarithm of the number
of solutions in the given neighborhood, divided by N .
Appendix C: Numerical simulations details of the annealing protocols
1. Quantum annealing protocol
In this section we provide the details of the QA results presented in Fig. 2. The simulations
were performed using the RRR Monte Carlo method [38]. We fixed the total number of spin flip
attempts at τNy · 104 and followed a linear protocol for the annealing of Γ, starting from Γ0 = 2.5
and reaching down Γ1 = 0. We actually divided the annealing in 30τ steps, where during each step
Γ was kept constant and decreased by ∆Γ = Γ0−Γ130τ after each step. In the figure, we have shown
the results for N = 4001 and τ = 4; the results for N = 1001, 2001 and for τ = 1, 2 were essentially
indistinguishable at that level of detail.
2. Classical simulated annealing protocol
The results for SA presented in Fig. 2 used an annealing protocol in β designed to make a direct
comparison to QA: we found analytically a curve βequiv (Γ) such that the classical equilibrium
energy would be equal to the longitudinal component of the quantum system energy, eq. (A39).
The classical equilibrium energy was computed from the equations in ref. [24]. The result is shown
in Fig. 4. The vertical jump to β = 20 is due to the transition mentioned in sec. A 0 a; as shown in
Fig. 2, the SA protocol in the regime we tested gets stuck well before this transition.
The SA annealing protocol thus consisted in setting β = βequiv (Γ) and decreasing linearly Γ from
2.5 to 0, like for the QA case. We fixed the total number of spin flip attempts at τN · 104 and used
τ = 4, 8, 16; as for the QA case, the annealing process was divided in 30τ steps.
Other more standard annealing protocols (e.g. linear or exponential or logarithmic) yielded very
similar qualitative results, as expected from the analysis of ref. [35].
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Figure 4. The curve βequiv (Γ) for α = 0.4 corresponding to a quantum system at β = 20.
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Figure 5. Comparison between theory and simulations for the average classical energy density at different
values of y. The three simulations curves (depicted in shades of blue) are the same shown in Fig. 2. At
large Γ, each of them is in good agreement with its corresponding analytical curve (depicted in shades of
red/orange). All the curves basically coalesce at small Γ. In the intermediate regime, the theory and the
simulations exhibit a discrepancy, due to the static approximation used in computing the analytical curves.
Appendix D: Additional numerical results on the annealing processes
1. Additional comparisons between theory and simulations
Fig. 2 compares the result of Monte Carlo simulations with the theoretical predictions for the
classical component of the energy, eq. (A39), and the transverse overlap, eq. (A37). Fig. 5 compares
the same simulation results with the analytical curves at finite y instead. This shows a relatively
small systematic offset (due to the static approximation) at intermediate values of Γ, while the
agreement is good at both large and small Γ.
Fig. 6 shows the comparison with the y → ∞ curve for the expectation of the full quantum
Hamiltonian, eq. (A38), using the same data. The agreement is remarkable, and a close inspection
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Figure 6. Comparison between theory and simulations for the average of the Hamiltonian density, eq. (A38)
divided by N . Same data as Fig. 2. The numerical curves are very close to the theoretical one at this level
of detail. A close inspection reveals that the agreement improves with increasing y.
reveals that the curves from the simulation tend towards the theoretical one as y increases, i.e. in
the quantum limit.
2. Experiments with two-layer networks
We performed additional experiments using two-layer fully-connected binary networks, the so-
called committee machines. Previous results obtained with the robust-ensemble measure [21] showed
that this case is quite similar to that of single layer networks. In particular, standard Simulated
Annealing suffers from an exponential slow-down as the system size increases even moderately, while
algorithms that are able to target the dense states do not suffer from the trapping in meta-stable
states. Indeed, we found the latter feature to be true in the quantum annealing scenario.
The model in this case is defined by a modified energy function (cf. eq. (A7)):
E (σ) =
αN∑
µ=1
Θ
− K∑
k=1
sgn
N/K∑
j=1
ξµj σkj
 (D1)
where now the N spin variables are divided in groups of K hidden units, and consequently the spin
variables σkj have two indices, k = 1, . . . ,K for the hidden unit and j = 1, . . . , N/K for the input.
Notice that the input size is reduced K-fold with respect to the previous case. The output of these
machines is simply decided by the majority of the outputs of the individual units, and the energy
still counts the number of errors. The Suzuki-Trotter transformation proceeds in exactly the same
way as for the previous cases.
Like for the single-layer case, we tested the case of α = 0.4 at β = 20, and we used K = 5
units. We tested different values of N = 1005, 2005, 4005 with different values of the Trotter
replicas y = 32, 64, 128 (only y = 32 for N = 4005) at a fixed overall running time of yNτ · 104
spin flip attempts, with τ = 4 (cf. Fig. 2). The MC algorithm and the annealing protocols were
23
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0 0.5 1 1.5 2 2.5
cl
as
si
ca
l e
ne
rg
y 
de
ns
ity
 𝐸/
𝑁
transverse field 𝛤
𝑁=1005 𝑦=32
𝑁=2005 𝑦=32
𝑁=4005 𝑦=32
𝑁=1005 𝑦=64
𝑁=2005 𝑦=64
𝑁=1005 𝑦=128
𝑁=2005 𝑦=128
Figure 7. Energy density eq. (D1) as a function of the transverse field Γ for the two-layer binary committee
machine model with K = 5 at α = 0.4 and β = 20, with different values of N and y, and using τ = 4 in
the overall running time (number of spin flip attempts) set as yNτ · 104. Each curve is averaged over 15
samples.
also unchanged. The results are shown in Fig. 7: all these tests produce curves which are almost
indistinguishable at this level of detail for different N , and that seemingly tend to converge to some
limit curve for increasing y (while being almost overlapping at small transverse field Γ), consistently
with the single-layer scenario.
Appendix E: Real-time Quantum Annealing on small samples
1. Numerical methods
Computing the evolution of the system under Quantum Annealing amounts at solving the time-
dependent Schrödinger equation for the system
∂
∂t
|ψ (t)〉 = −iHˆ (t) |ψ (t)〉 (E1)
where we set } = 1 for simplicity. In our case, the time dependence of the Hamiltonian H comes
in through the varying transverse magnetic field Γ (t). We assume that Γ varies linearly with time
between some starting value Γ0 and 0, in a total time tmax. Therefore, the final Hamiltonian is
reduced to the purely classical case, Hˆ (tmax) = E.
In the following, we will always work in the basis of the final Hamiltonian, in which every
eigenvector |σ〉 corresponds to a configuration σ ∈ {−1,+1}N of the spins in the z direction.
Therefore, we represent |ψ (t)〉 with a complex-valued vector of length 2N with entries 〈σ|ψ (t)〉;
similarly, the Hˆ (t) operator is represented by a matrix of size 2N×2N , H (σ, σ′) =
〈
σ
∣∣∣Hˆ∣∣∣σ′〉. The
structure of this matrix is very sparse: the diagonal elements H (σ, σ) correspond to the classical
energies E (σ), while the only non-zero diagonal elements are those elements H (σ, σ′) such that σ
and σ′ are related by a single spin flip, in which case the value is −Γ.
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In our simulations, the initial state |ψ (0)〉 was set to the ground state of the system at Γ→∞,
i.e. with all the spins aligned in the x direction; in our basis, this corresponds to a uniform vector,
〈σ|ψ (0)〉 = N−1/2 for all σ. We simulated the evolution of the system by the short iterative
Lanczos (SIL) method [41]: we compute the evolution at fixed Γ for a short time interval ∆t, then
lower Γ by a small fixed amount ∆Γ, and iterate. The total evolution time is thus tmax = Γ0∆Γ∆t.
Numerical accuracy can be verified by scaling both these steps by a fixed amount and observing
no significant difference in the outcome. The evolution is computed by the Lanczos algorithm with
enough iterative steps to ensure sufficient accuracy, as determined by observing that increasing the
number of steps does not change the outcomes significantly. In the simulations presented here, we
set Γ0 = 5, ∆Γ = 10−3 and ∆t = 0.2, and we used 10 steps in the Lanczos iterations.
At the end of the annealing process, we could retrieve the final probability distribution for each
configuration of the spins as p (σ) = |〈σ|ψ (tmax)〉|2.
2. Sample selection
Given the exponential scaling with N of the SIL algorithm, simulations are necessarily restricted
to small values of N . We used N = 21. At these system sizes, there is a very large sample-to-sample
variability. Furthermore, the energy barriers are generally small enough for the classical Simulated
Annealing to perform well.
In order to obtain small but challenging samples, in which we could also study the structure of
the solutions, we proceeded as follows: we extracted at random 450 samples with P = 17 patterns
each (corresponding to α ' 0.81, close to the critical value of 0.83 which is valid for large systems),
and selected those which had at least a certain minimum number of solutions (note that in such
small systems we can easily enumerate all of the 221 ' 2 ·106 configurations and check their energy).
We arbitrarily chose 21 solutions as the threshold. We then ran both Simulated Annealing with
a fast schedule (with τ = 1) and Simulated Quantum Annealing with τ = 1 and a large number
of Trotter replicas (y = 512), and selected those samples in which SA failed while SQA succeeded.
This left us with 20 samples, which we then analyzed in detail and over which we performed the
real-time QA simulations.
a. Randomized samples
For each of the selected samples, we generated a corresponding randomized version by permuting
randomly the values of the energy associated to each configuration. This procedure maintains
unaltered the spectrum of the energies (so that for example the classical Boltzmann distribution at
thermodynamic equilibrium remains unchanged), but completely destroys the geometric features of
the energy landscape. We used these randomized samples as a benchmark against the measurements
performed in our analysis.
3. Analysis
a. QA vs SQA
We compared the results of real-time QA with the SQA Monte Carlo results, analyzing each
of the 20 selected samples individually. In particular, we compared the values of the average
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longitudinal energy as a function of Γ for the two algorithms. As shown in Fig. 8, the agreement is
excellent, and the system always gets very close to zero energy. In the same figure, we show that
the same annealing protocol however gives substantially different (and rather worse) results on the
randomized samples, reflecting the fact that the geometrical features of the landscape are crucial
(we verified on a few cases that the results on the randomized samples could be improved by slowing
down the annealing process, but we could not get to the same results as for the original systems even
with a 100-fold increase in total time). Note that the sample-to-sample variability in these curves
appears to be fairly small due to our sample filtering process; we verified in a preliminary analysis
that the agreement is generally excellent also without the filtering conditions, e.g. on instances that
have no solutions at all.
b. Other measurements
We also performed a number of measurements on the final configuration reached by the QA
algorithm (both for the original samples and the randomized ones) and studied the properties of
the final probability distribution p (σ). These are the quantities that we computed, reported in
table I:
• The average value of the energy 〈E〉 = ∑σ E (σ) p (σ).
• The probability of finding a solution PSOL =
∑
σ:E(σ)=0 p (σ).
• The probability and the energy of the most probable configuration, p (σ?) and E (σ?), where
σ? = arg maxσ p (σ
?).
• The inverse participation ratio IPR = ∑σ p (σ)2, to assess the concentration of the final
distribution. (Qualitatively analogous results are obtained using the Shannon entropy.) This
measure however does not take into account the geometric structure of the distribution: for
instance, if p (σ) were non-zero on just to configurations σ1 and σ2, the IPR would be very
high, but it would not be able to discriminate between the cases in which σ1and σ2 are close
to each other or far apart in Hamming distance.
• The mean distance between configurations, defined as d¯ = ∑σ,σ′ p (σ) p (σ′) d (σ, σ′), where
d (σ, σ′) is the normalized Hamming distance between configurations. This measure is useful
since it reflects the geometric features of the final measure: it can only be low if the mass of
the probability is concentrated spatially (in particular, it is zero if and only if p (σ) is a delta
function).
As can be seen from the table, the results are generally in agreement with the qualitative picture
described in the main text, especially when compared to the randomized benchmark: the system is
able to reach very low energies 〈E〉, the probability of solving the problem PSOL is very high, the
measure is rather concentrated on a few good configurations and those configurations are close to
each other (high IPR, low d¯).
For the original samples only, we also looked at the final configuration from the Monte Carlo SQA
process, σSQA, and computed its ranking according to p (σ), which we denoted as rSQA. A ranking
of 1 implies σSQA = σ?. All rankings are very small, the largest ones generally corresponding to
samples with the largest number of solutions and the less concentrated distributions. This further
attests to the good agreement between the QA and SQA processes.
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Figure 8. Comparison between real-time QA and Monte Carlo SQA for 20 small samples with N = 21. The
figures show the mean value of the longitudinal energy density 〈E〉 /N as a function of the transverse field
Γ. The agreement between the two algorithms is quite remarkable. The QA curves (shown in gray) display
some oscillatory behavior (not visible at this level of zoom because the oscillations are fast) which however
always tends to die out as Γ goes to 0. The dotted blue curves show a smoothing of these oscillations. The
red curves show the results of the same annealing process on a randomized version of the corresponding
sample (see text for details).
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sample #sol
Original samples
PSOL 〈E〉 /N E (σ?) p (σ?) IPR d¯ rSQA
1 80 0.997873 0.007283 0 0.091049 0.052860 0.161271 2
2 152 0.999345 0.005566 0 0.077510 0.035271 0.171339 30
3 25 0.998965 0.009524 0 0.260645 0.132882 0.116819 5
4 129 0.999449 0.005236 0 0.163546 0.067067 0.121317 18
5 41 0.989324 0.022258 0 0.295728 0.149694 0.109064 1
6 24 0.964274 0.041914 0 0.287578 0.169719 0.120534 1
7 24 0.998103 0.010600 0 0.304858 0.150627 0.150411 3
8 40 0.999237 0.006526 0 0.165771 0.078460 0.168933 3
9 48 0.999253 0.005652 0 0.146795 0.070516 0.122878 2
10 149 0.999120 0.009842 0 0.166722 0.084118 0.129071 16
11 27 0.999517 0.003968 0 0.292468 0.161192 0.101294 1
12 69 0.999140 0.009151 0 0.325233 0.151204 0.081271 12
13 47 0.999550 0.004662 0 0.424602 0.230421 0.062514 3
14 56 0.999123 0.006101 0 0.316729 0.151897 0.136677 8
15 54 0.999430 0.005455 0 0.192050 0.100316 0.132264 1
16 28 0.994853 0.010547 0 0.175557 0.115669 0.184412 3
17 49 0.999546 0.004504 0 0.344131 0.169363 0.122593 5
18 28 0.999361 0.006120 0 0.359053 0.187311 0.103266 6
19 41 0.998693 0.004844 0 0.244020 0.111271 0.136971 1
20 22 0.997396 0.007165 0 0.161562 0.108546 0.098991 4
mean 56.65 0.996578 0.009346 0.0 0.239781 0.123921 0.126595 -
sample #sol
Randomized samples
PSOL 〈E〉 /N E (σ?) p (σ?) IPR d¯
1 80 0.129571 1.018745 0 0.003140 0.000743 0.499356
2 152 0.241472 0.896787 0 0.004774 0.000834 0.499289
3 25 0.046472 1.184001 0 0.003105 0.000730 0.499035
4 129 0.210265 0.997248 0 0.003348 0.000814 0.499349
5 41 0.067973 1.211840 1 0.003300 0.000719 0.499451
6 24 0.042273 1.287633 1 0.002915 0.000712 0.499311
7 24 0.041953 1.331847 0 0.002760 0.000692 0.499459
8 40 0.068795 1.354127 1 0.002988 0.000711 0.499386
9 48 0.081738 1.269498 1 0.003505 0.000730 0.499100
10 149 0.230869 0.924125 0 0.003964 0.000809 0.499486
11 27 0.048923 1.642497 0 0.003199 0.000660 0.499143
12 69 0.111401 1.113771 1 0.002839 0.000738 0.499410
13 47 0.082780 1.366465 1 0.002932 0.000728 0.499171
14 56 0.096088 1.266256 1 0.002616 0.000741 0.499113
15 54 0.090438 1.201138 1 0.002936 0.000718 0.499126
16 28 0.051051 1.381148 0 0.002877 0.000689 0.499747
17 49 0.083151 1.364369 1 0.003114 0.000716 0.499719
18 28 0.050067 1.572161 1 0.003182 0.000680 0.499386
19 41 0.071946 1.439492 0 0.002916 0.000683 0.499483
20 22 0.041329 1.672801 0 0.002541 0.000656 0.499266
mean 56.65 0.094428 1.274798 0.5 0.003148 0.000726 0.499339
Table I. Results for the 20 small samples (original an randomized) at the end of the QA process. The
samples are the same as for Figg. 8 and 9, where they are arranged in row-major order. The second column
shows the number of solutions; the other columns are described in the text.
28
c. Local entropies
In order to assess whether the denser ground states were favored in the final configuration with
respect to more isolated solutions we compared the mean local entropy curves weighted according
to p (σ) with those averaged over all the solutions. More precisely, we define C (n) as the set of
the n configurations with highest probability, and nw as the number of configurations required to
achieve a cumulative probability of t, i.e. the lowest n such that
∑
σ∈C(n) p (σ) ≥ w. We also define
K (σ, d) as the number of solutions at normalized Hamming distance from σ lower or equal to d.
Then the mean local entropy curve weighted with p is then defined as:
φw (d) =
1
N
∑
σ∈C(nw) p (σ) logK (σ, d)∑
σ∈C(nw) p (σ)
. (E2)
Denoting by S = {σ|E (σ) = 0} the set of all the solutions, we also compute the flat average of
the local entropies over S:
φSOL (d) =
1
N |S|
∑
σ∈S
logK (σ, d) .
If p concentrates on denser solutions, we expect that the φw curves should be generally higher
than the φSOL curves. Indeed, the results confirm this scenario, as shown in Fig. 9, where we used
w = 0.9. (This value ensured that C (nw) ⊆ S for all samples and thus that all the local entropies
are finite; apart from this, the results are quite insensitive to the choice of w.) Note that, in the
limit of large system sizes, the φSOL curves would be dominated by isolated solutions and display
a gap around zero distances; the fact that this is not visible in Fig. 9 is purely a finite size effect;
the φw curves on the other hand should be roughly comparable to those shown in Fig. 3.
d. Energy gaps
As mentioned in the introduction of the main text, it is well known that, according to the
adiabatic theorem, the effectiveness of the QA process depends on the relation between the rate of
change of the Hamiltonian and the size of the gap between the ground state of the system H0 and
the first excited state H1: smaller gaps require a slower annealing process. Therefore, we performed
a static analysis of the energy spectrum of each of the 20 samples at varying Γ, and computed the
gap H1 − H0, comparing the results with those for the randomized versions of the samples. The
results are shown in Fig. 10. For the original samples, the gap only vanishes in the limit of Γ→ 0
(which is expected since the ground state at Γ = 0 is degenerate). For the randomized samples, on
the other hand, the gap nearly closes at non-zero Γ, displaying the characteristics of an “avoided
crossing” (see the figure upper inset), which is the type of phenomenon that is known to hamper
the performance of QA algorithms. Indeed, the values of Γ where these avoided crossings occur are
precisely those at which the mean value of H found by the QA algorithm deviates from the ground
state H0, thereby getting stuck as shown in Fig. 8.
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Figure 9. Comparison of the average local entropies weighted according to the probability distribution
obtained at the end of the annealing process, with those obtained from a flat average over all solutions, for
20 different small samples with N = 21. The samples are the same as in Fig. 8.
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Figure 10. Energy gap between the ground state H0 and the first excited state H1 as a function of the
transverse field Γ, for 20 small samples with N = 21 (same as in Fig. 8). The semi-transparent solid curves
show the results for each individual sample (blue: original; red: randomized), while the dashed lines are
averages. The behavior is qualitatively different for the two cases: the randomized examples all display
avoided crossings at Γ ' 0.4 (the upper inset figure shows the two energy levels for one representative
example, enlarged around the relevant region); the original examples on the other hand show no trace of
avoided crossings (with one possible exception) and are generally much higher. The lower inset shows the
same data as the main figure, but only the averages are plotted, and the range is enlarged up to Γ = 1.
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