Airborne laser scanning (lidar) point clouds can be process to extract tree-level information over large forested landscapes. Existing procedures typically detect more than 90% of overstory trees, yet they barely detect 60% of understory trees because of reduced number of lidar points penetrating the top canopy layer. Although understory trees provide limited financial value, they offer habitat for numerous wildlife species and are important for stand development. Here we model tree identification accuracy according to point cloud density by decomposing lidar point cloud into overstory and multiple understory canopy layers, estimating the fraction of points representing the different layers, and inspecting tree identification accuracy as a function of point density. We show at a density of about 170 pt/m 2 understory tree identification accuracy likely plateaus, which we regard as the required point density for reasonable identification of understory trees. Given the advancements of lidar sensor technology, point clouds can feasibly reach the required density to enable effective identification of individual understory trees, ultimately making remote quantification of forest resources more accurate. The layer decomposition methodology can also be adopted for other similar remote sensing or advanced imaging applications such as geological subsurface modelling or biomedical tissue analysis.
Introduction
Global forests cover about 30% of the land surface of the earth and are natural resources that account for 75% of primary productivity of biosphere of the earth, providing essential and unreplaceable ecosystem services to humans and the life on our planet 1 . Airborne laser scanning (also known as light detection and ranging -lidar) technology has been extensively used in the past two decades to provide data at unprecedented spatial and temporal resolutions over large forests [2] [3] [4] [5] [6] . Lidar data in the shape of three dimensional point clouds can be processed to obtain individual tree information from not only overstory but also hidden understory canopy layers, which is desired to improve the accuracy of vegetation estimation for use in assessment, monitoring, and management activities [7] [8] [9] [10] [11] [12] . Although understory trees provide limited financial value and a minor proportion of total above ground biomass, they influence canopy succession and stand development, form a heterogeneous and dynamic habitat for numerous wildlife species, and are an essential component of ecosystem functioning [13] [14] [15] [16] .
Several tree identification methods that use lidar point clouds are by design unable to detect understory trees because they only consider top of vegetation or surface points [17] [18] [19] [20] [21] [22] [23] . More recent methods process the entire lidar point clouds to utilize all vertical structure information representing different vegetation layers. Rahman and Gorte 24 used the density of lidar points above a certain height for tree identification. Other studies have analysed vertical distribution of lidar points to explicitly identify different canopy height levels. Wang et al. 25 have identified tree crowns of the vegetation layer within each height level and used a top-down routine to unify any detected crown segments of which may be present in different layers. Ferraz et al. 26 used a mean shift clustering algorithm and iteratively assigned the clustered segments to a maximum of three vegetation layers. The two latter approaches analysed the vertical distribution of all lidar points globally within a given area to identify canopy height levels. Other approaches identified constrained horizontal regions including one or more trees using a preliminary segmentation routine and then identified height levels independently within each region [27] [28] [29] . Instead of height levels that are stiff within a constrained region, Hamraz et al. 30 decomposed the point cloud to flexible canopy layers within an unconstrained area by identifying height levels within horizontal overlapping locales of the area.
Although state-of-the-art methods can effectively detect more than 90% of overstory trees and retrieve their morphological attributes, detection rates for understory trees are still considerably lower (< 60%) 30, 31 . The major reason of this deficiency is the decreased penetration of lidar pulses toward lower canopy layers resulting in lower number of points representing understory trees [32] [33] [34] [35] . Although variability in the stand structure and terrain condition has a remarkable effect on tree identification accuracy 36-38 , a minimum point density is the basic requirement for a reasonable identification of trees [39] [40] [41] , which is typically not satisfied for understory trees in a dense forest.
In this paper, we model the tree identification accuracy according to the density of the point cloud. We start with a presentation of the theoretical basics of a layered point cloud, continue with presenting data-driven analyses to: (i) estimate the fraction of lidar points recorded at different canopy layers and (ii) pinpoint the minimum point cloud density where tree identification accuracy plateaus in order to derive the minimum required point density of an individual canopy layer for reasonable identification of trees within the layer, and finally present the utilization of the model to estimate minimum required point cloud density for reasonable identification of understory trees. For (i), we decompose a large sample of lidar point clouds into their major canopy layers ( Figure 1 ) and fit a probability distribution function to the sample data. 
Results and Discussions

Theoretical basics of layered point cloud
We define point density as the number of points divided by the horizontal area covered by the points. Point density of the entire lidar point cloud (PCD) is dependent upon different flight and sensor parameters such as flight altitude and speed, pulse repetition rate, field of view, and swath overlap 41, 42 . These parameters also affect the fractions of points recorded for over/understory
layers, yet point density of individual layers generally decreases with proximity to ground level ( Figure 1 ) 30, 43, 44 . Assuming all layers cover the same area as the entire point cloud, PCD equals the total of point densities of constituting canopy layers of the point cloud plus the density of the digital elevation model (DEM) representing the bare ground surface. Because the ground is different from a canopy layer in interaction with lidar pulses (necessitating a different density model for the DEM), we assume an infinite number of canopy layers were placed instead of the ground to simplify the analysis: point density of DEM approximately equals the total of point densities of the canopy layers in place of the ground. Hence PCD can be calculated as the sum of point densities of an infinite number of canopy layers (the actual ones plus those in place of the ground):
where d n denotes the point density of the n th canopy layer and converges to zero as n increases (as lower canopy layers are hit by airborne lidar). Normalizing point densities, we divide both sides of Equation 1 by PCD:
where p n denotes the fraction of lidar points at the n th layer and can be estimated using a probability distribution function (bearing the property of summing to one).
Estimation of fraction of points at different canopy layers
We To fit a probability distribution function, we recorded a sequence of five p n values (1 ≤ n ≤ 5, zeros for missing layers) per each sample point cloud with at least one canopy layer. We then fitted a logarithmic series distribution (having a discrete decreasing function supporting natural numbers) 45 to all (n,p n ) pairs (N = 229,185, MSE = 0.0027 - Figure 3 ):
Minimum required point density
In order to pinpoint the PCD value at which tree identification accuracy plateaus, we decimated PCD to simulate PCD of 1-54 pt/m 2 :For each desired PCD value, we binned the point cloud into a two dimensional horizontal grid with the cell size of the equivalent average footprint (AFP, which equals the reciprocal of square root of PCD), and then randomly selected a first return point within each cell and kept all of the returns associated with the lidar pulse generating that first return 46 . We then monitored the tree identification accuracy scores as a function of PCD for 23 sample plots from Robinson Forest (see Methods). For individual tree identification within the decimated point clouds, we used the multi-story tree identification approach presented by Hamraz et al. 30 , which decomposes canopy layers using the same routine used earlier and identify trees within each layer using a surface-based method 20 . We evaluated the tree identification accuracy in terms of recall (measure of tree detection rate), precision (measure of correctness of the detected trees), and F-score (combined measure) for both overstory and understory trees (see Methods) ( Figure 4 ).
As shown for the overstory trends, for a PCD of larger than 10 pt/m 2 the accuracy scores are relatively stable. For PCD between 4 and 10 pt/m 2 , recall tends to decrease slightly, which is compensated by slight increases in precision resulting in a stable F-score. For PCD lower than 4 pt/m 2 , recall and consequently F-score start dropping remarkably. The accuracy score trends of overstory trees ( Figure 4 ) agree with the previous work reporting the accuracy plateauing at about 4 pt/m 2 39-41 , which we regard as the minimum required PCD for reasonable identification of trees at the overstory level. As expected, the accuracy scores of understory trees show considerably lower levels for recall and F-score compared with overstory trees.
Model utility
Using 
Conclusions
Airborne lidar data of a forest contains a wealth of information about both horizontal and vertical vegetation structure and can be used to retrieve individual tree information even from the understory canopy layers. However, the existing tree identification methods are unable to retrieve understory trees as effective as the overstory trees, which is partly due to the insufficient number of lidar returns captured from the lower parts of canopy and partly due to the smaller size of understory trees. In this work, we modelled the tree identification accuracy according to PCD by decomposing the lidar point cloud to its canopy layers, estimating the fraction of points representing the different layers, and monitoring the tree identification accuracy as a function of PCD. We showed that a minimum PCD of 169.57 pt/m 2 is required to perform reasonable tree identification for understory trees found as deep as the third canopy layer.
We based the conclusions mainly according to the accuracy score trends of overstory trees because trends for understory trees were not as useful due to small domain of EUPCD (Figure 4) . 
Methods
Study site
The Table 2 . The vendor processed both raw lidar datasets using the TerraScan software 50 to classify lidar points into ground and non-ground points. The LASTools 51 extension in ArcMap 10.2 was used to create a single LAS dataset file containing both lidar datasets, which was then filtered to include ground points only and create a 1-meter resolution DEM using the natural neighbour as the fill void method and the average as the interpolation method.
Field data
Throughout the entire RF, 23 permanent circular plots of 0.1 ac centres of which georeferenced with 1.2 m precision were field surveyed during summer 2013. Within each plot, DBH (cm), tree height (m), species, crown class (dominant, co-dominant, intermediate, overtopped), tree status (live, dead), and stem class (single, multiple) were recorded for all trees with DBH > than 12.5 cm. In addition, horizontal distance and azimuth from plot centre to the face of each tree at breast height were collected to create a stem map. Site variables including slope, aspect, and slope position were also recorded for each plot. Table 3 shows a summary of the plot level data.
We included a 4.7-m buffer for the lidar point cloud over each of the 23 field-surveyed plots for capturing complete crowns of border trees.
Point cloud decomposition into canopy layers
The point cloud decomposition method used here 30 
Tree identification evaluation
The evaluation method assigns a score to each pair of lidar-derived crown and stem location measured in the field according to the tree height difference (should be less than 30%) and the leaning angle (should be less than 15°) between the crown and the stem location of the pair. It then selects the set of pairs with the maximum total score where each crown or stem location appears not more than once using the Hungarian assignment algorithm and regards the set as the 
