Abstract. In this paper we describe a primitive, which we call, Certified Information Access, in which a database answers to a query by providing the information matching the query along with a proof that such information are consistent with the actual content of the database. We show that such a primitive can be securely implemented in a distributed fashion. Furthermore, we describe the design principles for a distributed architecture that would allow the use of this primitive on mobile devices.
Introduction
The growing need of mobility in the current society and the increasing availability of low-cost wireless devices have fostered an impressive growth in the number of services available for such devices. Currently available technologies allow the possibility of performing tasks on wireless devices that were impossible only few years ago. Theoretically, it is now possible to run any Java program on last generation mobile devices. On one hand, this allows the possibility of interaction between any Java-enabled mobile device with any possible application that supports web-based access. It is possible to download programs from the Internet and execute them in order to interact with a specific service.
This flexibility poses a number of security issues that need to be addressed. Just to mention a few, authentication, anonymity, accountability of users/services need be to thought for a environment in which the device has very low computational abilities, the communication medium can be easily eavesdropped or subject to malicious attacks of various kind, etc. In particular, because of the small computational power of such devices, one issue to address is the performance of the applications.
In a such global scenario it is often the case that one entity has to access information owned by a different entity. This poses a number of security issues both from the database side and the user side. For example, the owner of the database may require that only authorized users have access to the information or part of it. This is an instance of the well-known access control problem. Another example could be that each user cannot infer additional knowledge by analyzing the answers to the issued queries. In other words, authorized users can obtain the information they required, but they cannot infer any other information from the received answers [5, 9] . On the other hand, a user may require that the database does not gain any information about specific content she requested [6, 4, 10, 11, 1] . This means that the database should "blindly" answer all the queries from authorized users in a way that all the requested information can be correctly reconstructed from the answers.
The above problems mainly address the confidentiality of the information. The primitive we consider in this prototype, introduced in [8] , deals with the problem of guaranteeing the consistency of the answer, sent by the database to the user, with the information actually contained in the database. We assume the possibility that a database would be willing to give wrong answer to queries issued by a user. In this setting, since the user does not know in advance which is the actual information he will receive from the database, there would be no way to distinguish between a correct answer from a maliciously modified one.
Certified Information Access (CIA for short) primitives force the database to publish a snapshot of its current contents, which we refer to as the Public Information, on a trusted entity. After such information is available, the user may issue queries to the database. The answers to each query have to be consistent with the public information.
One trivial way of implementing such primitives is to publish the whole content of the database on a trusted server. In this case, a user may compare the received query with the one contained in the public copy of the database. This solution is, of course, neither secure nor efficient. Since the database has to publish its whole contents, the confidentiality of the information therein contained is compromised. Furthermore, since all the elements in the database need to be transmitted and stored, the communication and space complexities of such solution is linear in the size of the database For this reasons the public information should satisfy the following properties:
-Compactness: The size of the public information should be smaller than the size of the database. -Confidentiality: The public information should not reveal anything about the actual content of the database. -Correctness: A correct answer to a query should be consistent with the public information with probability one. -Soundness: Any wrong answer to a query will be detected with high probability.
Currently, a way of implementing CIA primitives is by means of a new cryptographic primitive, namely mercurial commitments introduced and studied in [8, 3, 2, 7] . Unfortunately, the implementation of such primitive are computationally intensive. On one hand, the generation of the public information is time consuming also on current servers. On the other hand, although the verification procedure can be easily executed on a PC in few seconds, it still requires much more time on mobile devices.
Our Contribution. In this paper we present a distributed architecture for a CIA service. We first describe in details the Certified Information Access service. We briefly review the basic primitives that can be used for implementing such a service. However, such primitives require a certain amount of computation that would make any solution for CIA unfeasible on mobile devices or, more generally, on devices with low computational power. We show that such primitives can be computed securely in a distributed fashion. In other words, any device can distribute its load securely among untrusted peers and locally combine the results of such computations. We finally show an architectural design for the distributed implementation of a secure CIA service.
We describe a solution for static databases, i.e., databases in which the content does not change. To the best of our knowledge, the only secure solution to the problem of dynamic databases is the one described in [7] . Unfortunately this solution is not efficient. Indeed, updating a single element in the database results in the need of storing some information whose size is linear in the size of the key.
We assume that there exists a trusted entity that does not collude with the entity holding the database. Furthermore, the system comprises a sufficient number of peers whose only role is to compute modular exponentiations. We assume that such peers are honest, that is, they properly execute the protocols, but a small fraction of them may be curious, in the sense that they may collude in order to infer additional information from the messages they have exchanged.
This document is organized as follows: In Section 2 we describe the CIA primitive. In Section 3 we describe a basic tool that is used in the prototype, namely Mercurial Commitment schemes, and techniques for distributing the computation of such primitive among the peers. In Section 4 we describe how to construct a certified information access primitives using mercurial commitments. In Section 5 we report the design principles for a distributed architecture implementing a CIA service.
Certified information access
In this section we describe the CIA functionality that we will be at the base of our prototype.
In the context of secure databases, an implementation of a certified information access has to provide the users with a database service in which each answer to a query consists of the actual query results and a proof that such information is indeed the actual content of the database. The verification of the proof can be accomplished by using some public information that the database provided before the query was issued. Such public information should not reveal anything about the actual content of the database. In a CIA system we identify three parties, the CertifiedDBOwner the User and the PubInfoStorage.
In a setup phase, the PubInfoStorage generates the public parameters that will be used for the CIA service. The PubInfoStorage is assumed not to collude with the CertifiedDBOwner.
The CertifiedDBOwner, based on public parameters and the content of the database, produces the public information that is then sent to the PubInfoStorage. Whenever a User makes a query to the CertifiedDBOwner, he obtains an object that contains the answer to the query and some information that can be used, along with the information held by the PubInfoStorage, to prove that the answer is indeed correct and that the CertifiedDBOwner has not cheated.
Cryptographic background. A very simple type of Certified Information Access, is the one in which the database consists of only one string, one-string CIA (or 1-CIA). The one-string CIA functionality has been studied in Cryptography under the name of commitment and several implementations of this primitive have been presented. Instead, the concept of a M1-CIA corresponds to a special type of commitments called mercurial commitments introduced by [3] and later studied by [2, 7] .
1-CIA can be seen as a safe. The CertifiedDBOwner writes the string m on a piece of paper, puts it in a safe and locks the safe. The safe can be sent to a User that cannot open it (thus guaranteeing the hiding property). On the other hand the User is guaranteed that the message in the safe cannot change while it is in the safe (thus guaranteeing the binding property). Whenever the CertifiedDBOwner chooses to, he can open the safe by sending the string m and the key to open the safe. The User can then verify that the value he sees is the same as the original message stored in the safe.
Using a commitment scheme, we can implement a 1-CIA as follows: the CertifiedDBOwner, based on the actual value m of the string, produces a commitment and a decommitment key. The commitment is sent to the PubInfoStorage. Whenever the CertifiedDBOwner chooses to, he opens the commitment by releasing the the value of m and the decommitment key. The User can verify that the opening has been correctly performed by checking the open against the information held by the PubInfoStorage.
The M1-CIA functionality is an extension of the 1-CIA functionality with an important extra property. In addition to the usual operation of opening a commitment, M1-CIA also supports a partial open operation called tease. A commitment com can be computed in two ways: it can be a hard commitment, that is a commitment that can be opened and teased in only one way; or a soft commitment that cannot be opened at all, but can be teased to any value.
The binding and hiding properties also hold for a M1-CIA. In addition, hard commitments are indistinguishable from soft ones. In particular, this means that it is computationally infeasible to distinguish whether a commitment com is a soft or a hard one.
The mechanism is the same as the ones of the 1-CIA. The only difference is that the CertifiedDBOwner can also produce soft commitment that can be teased to any string m.
A M1-CIA scheme provides the following functions.
CertifiedDBOwner.
-Commit: computes, on input the string m and the public parameters, the commitment com to be sent to PubInfoStorage and the decommitment key dec to be used in the opening. -SoftCommit: computes, on input the public parameters, a soft commitment Scom along with a teasing key Sdec to be used for teasing Scom.
Notice that SoftCommit does not need a string m as Scom can be teased to any value m. -Tease: computes, on input the public parameters, a string m, a commitment com (com could be a hard or a soft commitment) and a teasing key Sdec, the teasing τ of Scom to string m.
User.
-VerifyOpen: Given the public parameters, verifies that message m and a decommitment key dec, are consistent with a commitment com. -VerifyTease: verifies, on input the public parameters, that a teasing τ of a commitment com (it could be a soft commitment or a hard one) to a string m has been correctly computed.
Primitives
In this section we show how we implement the M1-CIA functionality. Our implementation is based on the hardness of the discrete logarithm in cyclic groups and is based on [3] .
Implementing M1-CIA via Mercurial Commitments
The Setup procedure (executed by the PubInfoStorage) consists in randomly picking a random prime p and two generators g, h of the cyclic group Z p . All operations are to be considered in the group Z p unless otherwise specified. The Commit procedure (executed by the CertifiedDBOwner) takes as input the string m and public parameters (p, g, h) and computes com and dec as follows: randomly pick r 0 , r 1 ∈ Z p−1 and set com = (g m · (h r1 ) r0 , h r1 ) and dec = (r 0 , r 1 ).
The VerifyOpen procedure (executed by the User) takes as input the public parameters (p, g, h), a message m, a commitment com = (C 0 , C 1 ) and decommitment key dec = (r 0 , r 1 ) and consists in checking that C 0 = g m · C
. Correctness and security of this scheme have been shown in [3] .
Distributing M1-CIA Computation
This paragraph describes a way of distributing the computations needed to create and verify mercurial commitments while preserving the security of the M1-CIA scheme.
Since the most time-consuming operation is the modular exponentiation, we show a way of distributing such operation securely. The idea behind the load distribution is to use the computational power of peers to execute modular exponentiations. In this way the CertifiedDBOwner and the User are only required to execute additions and multiplications.
Secure computation of exponentiations Crucial operations to be distributed are modular exponentiations in which either the exponent or both the base and the exponent are sensitive information. We assume that a service Mod Exp is run a set of peers that the User and the CertifiedDBOwner may use for such operations. Peers are assumed to be honest, i.e., compute correctly the modular exponentiations they are required to, but curious, in the sense that they may collect the information received in order to obtain information on the values queried by the user or on the elements of the database.
Mod Exp: We assume that the peers can be identified by an ID in the set {1, . . . , t}, for some integer t. This service is inkoved with input a base b, an exponent r, the modulus p and the ID of the peer that will execute the task. The peer with identity ID computes b r mod p and sends back the result to the player who required it. We assume secure point-to-point communication between peers and the player who invokes their services.
Computation with secure exponent. We first analyze the case in which the exponent is a secret information. Let k be an integer such that k − 1 t. We assume that the maximum number of colluding peers is at most k − 1. In this case, given b and e, it is possible to compute b e mod p keeping the exponent e private as follows:
Procedure Secure Exp(b, e, p, k) -randomly select k out of the t peers and let {ID 1 , . . . , ID k } be their identities. -pick e 1 , . . . , e k−1 ∈ R Z p−1 -e k = e − (e 1 + . . . + e k−1 ) mod (p − 1).
The correctness of the above procedure follows immediately from the fact that r i = b ei mod p and, thus, r = b e1+...+e k = b e mod p. Security follows from the observation that the exponent e is shared among the k peers using a (k, k)-threshold secret sharing scheme. Thus, the only way to reconstruct e is to collect all the k shares.
Computation with secure base and exponent. Using a similar idea, it is possible to compute b e while keeping both the base b and the exponent e private. The main difference is that, in this case, we need to properly share both the base and the exponent and recombine the partial results.
Procedure Secure Base Exp(b, e, p, k 2 )
-randomly select k 2 peers out of the t and let {ID 1 , . . . , ID k 2 } be their identifiers -pick e 1 , . . . ,
The correctness of the above procedure can be derived by observing that r i = b e i mod p since Secure Base Exp implicitly contains an invocation of the procedure Secure Exp with parameters b i and e. Furthermore, r = b
The security of the procedure derives from the fact that we use two independent (k, k)-threshold secret sharing schemes for sharing b and e. Since each pair (b i , e j ), for i, j ∈ {1, . . . , k}, is assigned to a different peer, the only way to reconstruct the value of b (resp., the value of e) is to collect all the values b i (resp., e i ).
Distributing the commitment operations. Given the above procedures, we can distribute the computation of commitments as follows: Recall that, given the public parameters (p, g, h), a soft commitment consists of a pair Scom = (g r0 , g r1 ) and Sdec = (r 0 , r 1 ), where r 0 and r 1 are randomly chosen.
In this case, the values r 0 and r 1 need to be kept private since they are used for the teasing of Scom. Thus, the SoftCommit procedure can be distributed as follows:
, and Sdec = (r 0 , r 1 ).
The correctness of the above procedure follows immediately by inspection, while its security follows from the fact that y 0 and y 1 are computed by independent executions of the Secure Exp algorithm. Let us now consider hard commitments. A hard commitment, given the public parameters (p, g, h) and a message m, consists of a pair com = (g m · (h r1 ) r0 , h r1 ) and dec = (r 0 , r 1 ) where r 0 and r 1 are randomly chosen. In this case, clearly the value m need to be private for guaranteeing the hiding property of the commitment. The exponents r 0 and r 1 need to be private since they constitute the decommitment key dec. Finally the value h r1 needs to be kept private since it constitutes the second component of com. Indeed, if such value becomes public, an attacker that eavesdrops a pair (x, h r1 ) knows, w.h.p. that such pair defines a hard commitment, contradicting the indistinguishably of hard and soft commitments. Thus, the Commit procedure can be distributed as follows:
The correctness of the above algorithm can be verified by inspection while, as before, its security follows from the independence of the computations for w, y 1 and y 0 .
Distributing the verification. We can now show the distribution of load on the User side. Notice that, the same observations above also apply to the verification procedures described below.
Certified Information Access via M1-CIA
In this section we describe how to implement the CIA functionality based on M1-CIA. This description resembles the one in [3] . We consider a simple database D associating to a key x a value D(x) = v. Let us assume that all keys have the same length . A reasonable choice is = 128 since on one hand it allows to have a large key space and, at the same time, it is possible to use hash functions for reducing the key size to this small value while preserving collision freeness. The database D can thus be represented by a height-binary tree where leaf numbered x contains the value v = D(x). If no value is associated by the database to key x, the leaf numbered x contains the special value ⊥.
The CertifiedDBOwner constructs a binary tree that can be described as follows: Leaves of the tree contain the commitment of elements of the database. Each internal node of the tree contains the commitment to the contents of its two children. The commitment to the root of such a tree constitutes the public information that is sent to the PubInfoStorage.
To respond to a query about x, the CertifiedDBOwner simply decommits the corresponding leaf and provides the authenticating path (along with all the decommitments) to the root. The problem with this approach is that it requires time exponential in the height of the tree: if we choose = 128, then 2 128 commitments need to be computed. This is where M1-CIA helps. Observe that the exponential-size tree has large empty subtrees (that is, subtrees where each leaf is a commitment to ⊥). Instead of actually computing such a subtree ahead of time, the CertifiedDBOwner forms the root of this subtree as a soft commitment and does not do anything for the rest of the tree. Thus the size of the tree is reduced to at most 2 |D|, where |D| represents the number of element in the database. Responding to a query about x such that D(x) =⊥ is still done in the same way. If instead D(x) =⊥, the CertifiedDBOwner teases the path from the root to x. More precisely, the path from the root to x will consists of hard commitments until the root R of the empty subtree containing x is encountered. All hard commitments from the root of the tree to R are teased to their real values (recall that hard commitments can be teased only to their real value). Then, the CertifiedDBOwner generates a path of soft commitments from R to (the leaf with number) x ending with the commitment of ⊥. Each soft commitment corresponding to a node along the path is teased to the soft commitments corresponding to its two children. The User simply needs to verify that each teasing has been correctly computed. We stress that for positive queries (that is, queries for x such that D(x) =⊥) the User expects to see opening of hard commitments whereas for negative queries (that is, queries for x such that D(x) =⊥) the User expects to see teasing of commitments; some of them will be hard commitments and some will be soft commitments but the user cannot say which ones are which. Due to space limitations, we describe the above procedures in details in Appendix A.
The Architectural Design Principles.
In this section we briefly describe the architectural design for a system implementing the primitives described above. We identify four different entities, CertifiedDBOwner, User and PubInfoStorage and Peer.
The applications cooperate as follow. At startup, the PubInfoStorage generates the public parameters that will be used for the M1-CIA implementations. Since public parameters are used both for generating the public information and verifying all the answers to queries, such generation is carried out once, and the parameters are stored in a file.
At this point the CertifiedDBOwner generates the public information with the help of the Peer applications that is run on a set of peers. The public information is sent and stored by the PubInfoStorage. When the User queries the CertifiedDBOwner, he obtains a reply that is verified against the public information held by the PubInfoStorage. We assume point-to-point secure communication among CertifiedDBOwner, User and PubInfoStorage. Furthermore, the communication between any peer and an entity invoking its service is also secured.
In our experience, the most time-consuming operation is the creation of the public information executed by the CertifiedDBOwner. Notice that the distribution of load clearly helps in reducing the time required for such operation if the number t of available peers is bigger than k 2 , where k is the security threshold.
A possible way of further reducing the computation time by using precomputation. We observe that a soft commitment is composed by a pair (g r0 , g r1 ) where both r 0 and r 1 are random values. Furthermore, a hard commitment is a pair whose second component is h r where, again, r is a random value. Clearly it is immaterial whether or not the value r is chosen by the peer. What it does matter is that the CertifiedDBOwner, given the information obtained by the peers, is able to compute some pair (r , g r ) (resp., (r , h r )) where both components are private.
We can thus introduce a new service, the Batch Mod Exp that, given the public parameter held by the PubInfoStorage, computes and stores two lists of pairs, (r, g r ) and (r , h r ). Whenever the CertifiedDBOwner needs to compute a soft (resp., hard) commitment, it may simply invoke the Batch Mod Exp service that will return the first pair (r, g r ) (resp., (r, h r )) and remove it from the list.
The pre-computation technique just described can be extremely useful in the case in which the public information associated to the database need to be recomputed frequently. As stated in the introduction, there are no currently available efficient solution for implementing a CIA service in case the database is dynamic. Consider, for example, the case in which the database needs to be modified, say, once per day. The only way of guaranteeing the security of the service is to recompute the public information each time. In this case the company where the CertifiedDBOwner is running, may set up peers on its computers so that they pre-compute the information when they are not used, e.g., at night.
Conclusions
In this paper we have presented a distributed architecture for a Certified Information Access system. We have shown that it is possible to securely distribute the load of the most time-consuming operations among a set of untrusted peers. Furthermore, we have presented a solution that allows the usage of pre-computation in order to reduce the time needed by the CertifiedDBOwner for generating the public information.
