This article discusses some specific data-driven model structures suitable for prediction of NOx and soot emissions from a diesel engine. The model structures can be described as local linear regression models where the regression parameters are defined by two-dimensional lookup tables. It is highlighted that this structure can be interpreted as a B-spline function. Using the model structure, models are derived from measured engine data. The smoothness of the derived models is controlled by using an additional regularization term, and the globally optimal model parameters can be found by solving a linear least squares problem. Experimental data from a five-cylinder Volvo passenger car diesel engine is used to derive NOx and soot models, using a leave-one-out cross-validation strategy to determine the optimal degree of regularization. The model for NOx emissions predicts the NOx mass flow with an average relative error of 5.1% and the model for soot emissions predicts the soot mass flow with an average relative error of 29% for the measurement data used in this study. The behavior of the models for different engine management system settings regarding boost pressure, amount of exhaust gas recirculation, and injection timing has been studied. The models react to the different engine management system settings in an expected way, making them suitable for optimization of engine management system settings. Finally, the model performance dependence on the selected model complexity and on the number of measurement data points used to derive the models has been studied.
Introduction
Efficient design of advanced engineering systems requires a model-based approach. A model is normally a simplified description of a complex scenario, physical unit, or system, which is tailored toward the intended use in the design process. This article focuses on models and sub-models for use in diesel engine management system (EMS) design and optimization.
The EMS design is primarily driven by a goal to minimize fuel consumption while keeping emissions within the legislative bounds. The engine emission certification cycles, for example, New European Driving Cycle (NEDC), 1 include a large portion of transient operation. Hence, the engine simulation model for EMS design must be at a detail level such that transient engine behavior can be modeled including emissions.
From an EMS design perspective an engine model can be decomposed into a number of interconnected subsystems. The combustion in the cylinder is primarily dependent on the properties of the ingested air charge, temperatures in the cylinder wall, and how the fuel is delivered. The fuel delivery into the cylinder is more or less directly controlled by the EMS, while the composition of the air charge and cylinder wall temperature are highly dependent on the past engine history including the past EMS control of the air system components, for example, exhaust gas recirculation (EGR) valve control, EGR cooling, variable geometry turbine (VGT), and intake throttle settings. The air system is ''driven'' by the exhaust from the combustion; hence the properties of the exhaust gas from the combustion influences the different air system components. The air system components and the cylinder comprise an interconnected loop which has a dynamic behavior, which is important to include in order to accurately model the transient behavior of the total engine system. This dynamic dependence also includes turbo and compressor dynamics. The combustion process results in crankshaft torque which is the driving force of the vehicle. By including a vehicle model and a driver model making gear-shifts and torque requests a full dynamic drive cycle can be simulated numerically.
Levels of emissions of nitrogen oxides (NOx) and soot in diesel engines are limited by law. Hence, a simulation-based EMS design approach need means to also model the produced amounts of these matters. In this contribution, we focus on emission models which can predict the emissions of a diesel engine given partial knowledge of the boundary conditions of the combustion. Examples of such conditions are properties of ingested air charge, engine speed, amount of fuel injected, injection strategy, and timing.
In general, models can be derived from two opposite directions. The classical approach is to use first principle modeling, leading to multidimensional computational fluid dynamic (CFD) models combined with detailed models for the combustion chemistry. Such models give insight into fundamental properties of combustion but are less able to quantitatively predict the levels of emissions, and the computation times are very long. Models of this type are described in detail in Peters 2 and Warnatz et al. 3 Less demanding is to use zero-dimensional or lowdimensional combustion models, which are based on first principle models but that are substantially reduced in model complexity. Examples of this are models for NOx emissions based on the extended Zeldovich mechanism described in Egnell 4 and Andersson et al. 5 Although less computationally demanding, these models are too simple to give accurate predictive information. 6 Another example of reduced models is a mean value model for soot emissions described in Kirchen and Boulouchos. 7 On the opposite side of the scale is the use of experimental data from a specific engine geometry, where the boundary conditions for the combustions are varied as much as possible. Such data, of course, have excellent predictive performance for the cases covered in the experiment if measurement errors can be neglected but provide no information about engine conditions not included in the experiment set. If the behavior of the predicted variable is assumed to slowly vary in comparison with how densely the conditions are varied during the experiments, a smooth function can be used to interpolate between the experimental points. Such models are known as data driven or black-box since the predicted outputs are based on simple functions of the measured data. If an interpolating approach is adopted, the complexity of the model in terms of number of parameters is the same as the number of measurements. In some cases, when a very large amount of measurements are at hand, it might be required, for example, due do storage requirements, to use less complex models. Then the experimental data can be used to derive models of lower complexity by minimizing the prediction error for the measured data. Such an approach is also beneficial when measurements are corrupted by noise. A lower model complexity will suppress the influence of the measurement noise on the prediction performance (variance error). However, using a lower model complexity increases the approximation error (bias error), and these two types of errors must be balanced out. This is commonly known as the bias and variance tradeoff.
Several different types of data-driven emission models are described in the literature. Examples of this are models based on neural networks, 8, 9 models based on Gaussian processes, 10 global regression models, 11 and global-local model approaches, where a global model for the emissions is constructed by switching or weighing between different local models depending on the engine speed and injected fuel operating point of the engine. [12] [13] [14] This article will discuss some specific data-driven model structures suitable for prediction of NOx and soot. The model structures can be described as local linear regression models where the regression parameters are defined by two-dimensional (2D) lookup tables. It is highlighted that this structure can be interpreted as a B-spline function, and we show how the globally optimal model parameters can be found by solving a linear least squares problem. Experimental data from a fivecylinder Volvo passenger car diesel engine is used to derive NOx and soot models, where a leave-one-out cross-validation (LOOCV) approach is used to control the smoothness of the functions.
Data-driven prediction models
The basic assumption behind a prediction model is the existence of a functional mapping f(Á) from the input space (domain), x 2 R m to the output space y 2 R (the codomain) also denoted as
Given samples of data pairs (x i , y i ), i = 1, . . . , N, it is desirable to infer the functional relation f(Á). This inference can practically be achieved by employing a parameterized function
where a 2 R n is the vector of parameters. For practical reasons, most often a linearly parameterized model structure is employed
where B j (x) are known functions, R m ! R, and a j denotes the jth component in the vector a. Often B j (x) are called basis functions or regression functions. Given the data, the parameter vector a can be determined by minimizing the difference between the data output y i and the modelŷ(x i , a) using a suitable metric. Employing the Euclidean distance as a metric, the optimal parameter vector iŝ
This metric is favorable from a numerical point of view since the criterion to optimize is convex and an analytical solution exists. Minimizing the Euclidean distance is also equivalent to maximizing the likelihood function, if measurement errors are assumed to have a Gaussian distribution. 15 The minimizing argument is the solution(s) to the set of linear equations
known as the normal equations. Employing a vector notation for the known function values
the predictor can be expressed as an inner vector product
Introducing the vector
and matrix
the minimization problem in equation (4) can be rewritten aŝ
If the matrix B has full rank and N5n, the minimizing vectorâ is unique and is given bŷ
If the vector y is in the range of B, the model will interpolate the data, that is If n = N and B has full rank, the range of B is R N and the model will be interpolating for any value of y. When n \ N, we say that the model complexity has a lower dimension than the data and, in general, the model will approximate the data, that is, k y À Bâk 2 . 0. The behavior of the prediction model for x values between data samples x i is, besides the dependency on the training data samples themselves, also dependent on how the basis functions B j (x) is chosen.
B-spline functions
B-spline functions are well suited for interpolating and approximating data-driven models. 16, 17 B-spline is short for basis spline, and a B-spline is constructed by smoothly joining polynomial segments. The points on the indexing axis, where the segments come together, are called knots. The shape of a B-spline depends on its degree q. Scalar B-splines of different degrees are shown in Figure 1 , which illustrates the general properties of a B-spline of degree q:
It consists of q + 1 piecewisely constructed polynomials, each of degree q. The polynomial pieces join at q inner knots. At the joining knots, derivatives up to order q À 1 are continuous. The B-spline is positive on a domain spanned by q + 2 knots, everywhere else it is 0. At a given x, q + 1 B-splines are non-zero. 
whereŷ x, a ð Þis the function value for the input value x, a j is the B-spline coefficient for B-spline number j, b j x ð Þ is the value for B-spline number j at the input value x, and n is the number of B-splines used to build up the function. For a B-spline of order 1 and a knot placing which coincides with the data x i , n = N andâ i = y i and the B-spline will interpolate the data. In this case, the interpolation will be locally linear between two data samples. A multivariate function R m ! R can be generated from scalar B-spline functions in several ways. An additive B-spline function can be defined aŝ
If scalar splines for each component of the vector x is multiplied together, a tensor spline function is obtained. A bivariate tensor spline function, R 2 ! R, can be expressed aŝ
In Figure 2 , the 2D splines resulting from the tensor product of two scalar splines of order 1 is illustrated. The classical 2D table lookup technique using linear interpolation between tabulated values is also called bilinear interpolation. For a given value x = ½x 1 , x 2 T within the square of the 2 + 2 axis-points, the local interpolation of y is given by
where g i , i = 1, . . . , 4 are selected such that y = y i for the four axis-point values x i . The 2D tensor spline function constructed from scalar splines of order 1 yields the same interpolating function as the bilinear interpolation table lookup technique.
Regularization
The method of fitting B-spline functions to given data points leads to the minimization problem defined in equations (4) and (10) . If the matrix B has full rank, this minimization problem has only one solution. However, if the matrix B is rank deficient, there are several solutions which minimize the error. In practice, this typically occurs when there are too few measured data points available within some range of the B-spline function, and if the basis functions are not chosen adequately. Also if the matrix B is ill conditioned, the solution to equation (10) most likely will lead to poor prediction models. To handle this, the concept of regularization can be used. The idea is to introduce a penalty for the difference between the B-spline coefficients corresponding to adjacent knots. 18 This results in a smoothing effect. A non-negative tuning parameter regularizes the influence of the penalty, with large values leading to heavy smoothing and vice versa. Including a term for regularization the minimization problem becomes
where the regularization coefficient l is a tuning parameter, and the matrix D d constructs dth-order differences of a. The first difference of a, D 1 a, is the vector with elements a j + 1 À a j , j = 1, . . . , m. The matrix D 1 is sparse, with d j, j = À 1 and d j, j + 1 = 1 and all other elements 0. By repeating this computation, we arrive at higher differences. D 2 a is the vector with elements a j + 2 À a j + 1 À Á À a j + 1 À a j À Á È É . It is highly unlikely that the possible null space of B intersects with the structured null space of D d of dimension d, leading to that the construction B T B + lD T d D d has full rank and the solution to equation (17) iŝ
For 2D B-splines, the regularization matrix D d has to be adapted to be used in a 2D structure. It can be noted that for 2D B-spline functions, smoothing by means of regularization can be controlled individually in the different axis directions of the B-spline function depending on which rows in the regularization matrix that are included. Smoothing can be applied to only one of the axis directions or to both directions. Also, smoothing can be applied to act in both directions but with different scaling by using different values for different rows in the regularization matrix.
Regularization introduces a tradeoff between fitting the model to the data and smoothness of the model. Various methods to find an optimal value for the regularization coefficient l are discussed in, for example, Eilers and Marx 19 and Wahba. 20 Here, LOOCV strategy is employed. This is performed by removing one of the data points, estimating the model parameters using all other data points and then evaluating the prediction error for the point that was removed. This calculation is repeated for each of the data points, and the root mean square error (RMSE) of the predictions is calculated. The regularization coefficient l is chosen such that the RMSE of the leave-one-out predictions is minimized.
Data-driven emission models
The emission model structure introduced in Grahn et al. 6 is a regression model where different emissionaffecting signals are used as independent variables (inputs) and where all the regression parameters are given by 2D bilinear interpolation maps with the engine speed and the injected fuel amount as inputs. Thus, for a given engine speed and injected amount of fuel, the emissions are predicted by a linear regression model and hence predict how changes in the independent variables affects the emission. The idea behind the model structure is that most of the actuators in a typical diesel EMS are controlled by a feedforward map based on the engine speed and injected fuel. Therefore, using a regression model, where all regression parameters are also dependent on the engine speed and injected fuel, enables the model to handle variations in emission-affecting states that depend on speed and fuel without having to include them directly as inputs to the regression model.
The model structure can be described mathematically asŷ
whereŷ x, z ð Þ denotes the predicted emission, x 1 and x 2 are the input signals engine speed and injected fuel, respectively, z i are other emission-affecting input signals to the model, and finally f 0 x 1 , x 2 ð Þ and f i x 1 , x 2 ð Þ are model parameters represented by 2D bilinear interpolation maps or equivalently, 2D tensor spline functions of degree 1.
Given a fixed knot-spacing in the x space for the 2D spline functions, it is clear that the predicted emission y x, z ð Þ is an affine function of the parameter vectors a for each of the spline functions. Hence, the model structure can be written in the standard form (3) . Fitting the model to data including a regularization term is then given by equation (17) . The model structure has been implemented for modeling of NOx and soot emissions from a passenger car diesel engine.
NOx modeling
The formation of NOx is strongly dependent on the availability of oxygen, and the temperature. 21 To include these physical properties for the combustion process, the input signals chosen for the model for NOx emissions, in addition to the engine speed and the injected fuel, are the injection timing, the pressure in the intake manifold, and the ratio of oxygen in the intake manifold. Furthermore, as described in, for example, Brahma et al. 11 and Wenzel, 22 the NOx emissions have been found to correlate better with exponentials of different input signals. A possible explanation for this could be that the chemical reactions responsible for NOx formation have reaction rates and equilibrium with exponential behavior. Furthermore, the model structure is used to model a dimensionless measure of the NOx emissions. A dimensionless measure is created by dividing the NOx mass flow with the engine speed and injected fuel amount according to
where NÕ X denotes the dimensionless measure of the NOx emissions (-), NO X the NOx mass flow (mg/s), x 1 the engine speed (r/min), and x 2 the injected fuel amount per cycle (mg/cycle). The value 60 in the equation translates the engine speed from revolutions per minute to revolutions per seconds, and the value 2.5 is the number of combustion cycles per engine revolution in a five-cylinder engine. The dimensionless measure can be interpreted as mass of NOx emissions relative to injected fuel mass. Instead of directly modeling NÕ X with the regression model, the logarithm of the emission level is used. The complete structure for the NOx model is
where z N1 denotes the injection timing, z N2 the fraction of oxygen in the intake, z N3 the pressure in the intake manifold, and f N0 , f N1 , f N2 , and f N3 are 2D bilinear interpolation maps with the engine speed and the injected fuel as inputs. The output and input signals to the model for NOx emissions are summarized in Table 1 . When optimizing the model parameters in equation (17), the ith component of the vector y is given by log ((60 Á NO i X )=(2:5 Á x i 1 Á x i 2 )), where the superscript i on the variables denotes the ith value in the data set. This means that the model is fitted in the log domain.
Soot modeling
Soot formation and soot oxidation are the two important mechanisms influencing the engine-out level of soot emissions. The formation of soot is mainly dependent on the equivalence ratio. Large amount of soot is formed when combustion takes place at high equivalence ratios within the cylinder. The oxidation of soot is mainly dependent on the temperature and the availability of oxygen late in the combustion phase. 21 To be able to represent the main mechanisms for soot formation and oxidation, the signals chosen as inputs for the model, besides engine speed and injected fuel amount, were the global equivalence ratio, the injection timing, and the partial pressure of oxygen in the intake manifold. Furthermore, also the soot emissions have been found to correlate better with exponentials of different input signals. 11, 22 Similarly, as for the NOx emission model, a dimensionless measure of the soot emissions is created by dividing the soot mass flow with the engine speed and the injected fuel amount. The complete structure for the soot model is given by
where sôot denotes the estimated soot mass flow, x 1 the engine speed, x 2 the injected fuel amount, z s1 the injection timing, z s2 the global equivalence ratio, z s3 the partial pressure of oxygen in the intake, and f s0 , f s1 , f s2 , and f s3 are 2D bilinear interpolation maps with the engine speed and the injected fuel as inputs. The output and input signals to the model for soot emissions are summarized in Table 2 .
Engine measurement data
To derive and validate the models, measurement data from a five-cylinder Volvo diesel engine were used. The engine is equipped with a common-rail injection system, a turbocharger with variable geometry, charge air cooling, an EGR system with cooling, and has a displacement volume of 2.4 L. Measurements were performed on the engine in the complete speed and load operating area, ranging from 750 to 4750 r/min and from 0 to 60 mg of injected fuel per cylinder and cycle. Within the range, a number of speed/fuel operating points were selected, and for each of the selected operating points, a set of experiments was carried out according to a D-optimal design of experiment methodology, using the engine speed, the amount of injected fuel, the injection timing, the duty cycle to the EGR valve, and the duty cycle to the VGT as control variables. For each selected operating point, the engine speed was varied within a range of 500 r/min, the injected fuel amount within a range of 10 mg, the injection timing within a range of 12 crank angle degrees (CADs), and the duty cycle to the turbine and EGR valve within the full-working range for each set of experiments. This means that the working range of the combustion system was exploited close to as fully as possible regarding the engine air system and the injection timing, using only steady-state engine operation. In total, 3713 steady-state measurements were performed on the engine using this methodology.
The fuel rail pressure and the injection strategy were set according to the settings in the EMS and therefore depended only on the engine speed and amount of injected fuel. The injection strategy varied between using a minimum amount of two injections per cycle and using up to four injections per cycle. Injection masses for the different injections and dwell times between the injections were different for different engine speed/fuel operating points.
The engine was equipped with sensors such that the pressure in the intake manifold, the fresh air mass flow, Table 1 . Input and output signals for the model for NOx emissions.
Name Description Unit
Output signal: NÔ X Estimated NOx mass flow g/s Input signals:
x 1 Engine speed r/min x 2 Injected fuel amount mg z N1
Injection timing CAD z N2
Oxygen fraction in the intakez N3 Intake manifold pressure Pa Table 2 . Input and output signals for the model for soot emissions.
Output signal:ŝoot Estimated soot mass flow mg/s Input signals:
x 1 Engine speed r/min x 2 Injected fuel amount mg z s1
Injection timing CAD z s2
Global equivalence ratio z s3
Partial pressure of oxygen in the intake Pa CAD: crank angle degree. and the EGR mass flow could be measured. The engine was also equipped with measurement systems for NOx and soot emissions. A Horiba chemiluminescence measurement system was used to measure NOx emissions and an AVL Smoke Meter was used to measure soot emissions. From the EMS, the engine speed, the injection timing, and the injected fuel mass were registered.
Results

Model complexity investigation
The complexity of the given model structure in terms of number of parameters is directly proportional to the number of spline knots used in the 2D B-spline functions f i in equations (21) and (22) . Different numbers of nodes, that is, spline knots, were tested for the models, ranging from 2 to 12 nodes in each of the two dimensions. For each of the different number of nodes, equally distributed points between 750 and 4750 r/min and between 5 and 60 mg injected fuel per cycle were added for the two input dimensions, respectively. From the measurements, 90% of the data points were randomly chosen to be used to optimize the model parameters, and the remaining 10% of the data points were used for validation. The parameters in the models for NOx (equation (21)) and soot (equation (22)) emissions were optimized according to equation (17) . A first-order difference regularization was applied to the data fitting, where LOOCV strategy was used to set the value of the regularization coefficient l according to the description in section ''Regularization.'' The full procedure was repeated 100 times according to a Monte Carlo simulation methodology using different randomly chosen validation data sets for each tested number of nodes.
The results for the NOx model and for the soot model, using different numbers of nodes in the interpolation maps are illustrated in Figures 3 and 4 . As expected, the prediction performance of the models is poor when very few nodes are used. The performance increases as the number of nodes increase until the number of nodes is around eight for both models. It can be noted that the prediction performance does not significantly decrease again as the number of nodes are increased even further. The reason for this is that the regularization acts as a reduction of the effective model complexity and therefore prevent overfitting. Based on the prediction performance of the models shown in Figures 3 and 4 , the number of nodes in the interpolation maps was chosen to be eight both for the NOx and for the soot models. Using more nodes increases model complexity without significantly increasing the prediction performance of the models.
Emission model results
Using eight nodes, the model for NOx emissions estimates the NOx mass flow (g/s) with an average relative error of 5.1% for the validation data. An illustration of the model performance regarding NOx mass flow is shown in Figure 5 . The resulting interpolation maps, f Ni , i = 0 Á Á Á 3, as defined in equation (21) are illustrated in Figure 6 . The model for soot emissions estimates the soot mass flow (mg/s) with an average relative error of 29% for the validation data when eight nodes are used. The model performance regarding soot mass flow is illustrated in Figure 7 . The resulting interpolation maps, f si , i = 0 Á Á Á 3, as defined in equation (22) are illustrated in Figure 8 . The interpolation maps shown in Figures 6 and 8 do not have direct physical interpretations. However, as discussed in Grahn et al., 6 the emission-affecting inputs signals to the models can be chosen to be represented as deviations from nominal values instead of, as here, by their absolute values. By doing this, the resulting interpolation maps would have meaningful interpretations. The interpolation maps f N0 and f s0 could then be interpreted directly as the logarithm of estimated NOx and soot emissions during steady-state nominal engine operation, and the interpolation maps f Ni , i . 0 and f si , i . 0 could be interpreted directly as how deviations from nominal values for the various input signals affect the emissions.
It can be noted that the prediction performance of soot emissions is worse than the prediction performance of NOx emissions. This is expected, and there are several reasons for this. First, engine-out soot emissions is a result of the difference between formed soot and oxidized soot during the combustion. 21 This means that two different phenomena are relevant for the engineout soot emissions, making them in general difficult to predict. Also, soot emissions are more difficult to measure accurately than NOx emissions. 23 To illustrate the behavior of the models for NOx and soot emissions regarding changes in controllable EMS settings, one engine operating point was chosen. The operating point is defined by engine speed of 1500 r/min, injected fuel amount of 18 mg per cycle, pressure in the intake manifold of 1.3 bar, ratio of oxygen in the intake manifold of 0.16, and injection timing of 5.5 CAD after top dead center for the main injection. Using this operating point, the pressure in the intake manifold was varied between 1 and 2 bar, the oxygen ratio in the intake manifold was varied between 0.15 and 0.21, and the injection timing was varied between 4 CAD before top dead center and 8 CAD after top dead center, respectively. The influence on estimated NOx and soot emissions due to these EMS settings is illustrated in Figures 9-11 .
For the chosen engine operating point, the NOx emissions increase and the soot emissions decrease when the injection occurs earlier and vice versa. Also, the NOx emissions increase and the soot emissions decrease when the boost pressure is increased and vice versa. Finally, the NOx emissions increase and the soot emissions decrease when the oxygen ratio in the intake manifold is increased (i.e. when the EGR rate is decreased) and vice versa. All this is expected and complies with basic properties of normal diesel combustion as described in Heywood. 21 
Measurement data availability analysis
An analysis on how the performance of the models for NOx and soot emissions depends on the number of measured data points used for the model parameter optimization has been performed. First, 10% of the measurements in the complete data set are randomly chosen as validation data points. A given number of the remaining data points are randomly chosen to optimize the model parameters, using the LOOCV method for setting the value of the regularization coefficient l, as described in section ''Regularization.'' The performance of the resulting model is validated by calculating the RMSE of the validation data points. For a given number of data points for model parameter optimization, this procedure is repeated 100 times, with randomly chosen data sets for parameter optimization and model validation. Finally, the complete procedure is repeated for different number of data points used for the model parameter optimization. Eight nodes were used in all interpolation maps in this study.
As a comparison, the validation points were also estimated using a nearest-neighbor approach for each tested set of parameter optimization and model validation data. Each validation data point was estimated by the value of the point in the parameter optimization data set with smallest Euclidean distance with respect to the model inputs. The inputs were scaled according to the overall working range of the inputs when calculating the distances.
The results of this study for NOx emission modeling are illustrated in Figure 12 and for soot emission modeling in Figure 13 . As seen in the figures, the prediction performances of the B-spline models are uniformly better than the prediction performances when using a nearest-neighbor approach. As expected, the prediction results improve when the number of data points used to optimize the model parameters increase. As an example, the number of data points that are needed in order for the prediction RMSE of the models not to increase by more than 10%, compared to when the maximum amount of measurement data is used, is 1400 for the NOx model and 600 for the soot model, respectively.
Discussion
The performance of the models for NOx and soot emissions when derived using the B-spline method presented in this paper is better than the performance of the models when they are derived according to the method described in Grahn et al. 6 This is achieved even though fewer nodes are used for the interpolation maps.
Using eight axis-points in each direction for the four B-spline function maps means that each of the emission models has a total of 438 2 = 256 parameters that are fitted using the 3713 data points. The fitted model hence corresponds to a data compression ratio of 3713=256 = 14:5.
There are several advantages of this proposed method to optimize the model parameters. The models are described mathematically using the B-spline approach, and the model parameters can be calculated directly as an explicit solution to a convex linear least squares problem. The models are also derived using all measured data points simultaneously, which leads to that measurements do not have to be performed in the structured way as presented in Grahn et al., 6 with a particular local design of experiments.
The method of regularization is used to control the smoothness of the interpolation maps. The optimal smoothing parameters in the different interpolation maps and possibly also in different axis directions of the maps would be interesting to explore further. Also, the influence of the spline knot placing needs further attention. Various methods for analyzing optimal regularization coefficients and optimal knot placing for Bspline functions are described in Marx. 18 The presented models for NOx and soot emissions react on changes in the EMS settings for the controllable quantities boost pressure, EGR rate, and injection timing. This makes the models useful in the application of optimizing EMS settings with respect to NOx and soot emissions. In this article, the models have been evaluated using only steady-state engine operation. The main difference between steady-state engine operation and transient engine operation with respect to emission formation is caused due to the dynamics in the engine air system. 24 Since the models account for deviations in boost pressure and EGR rate, the models could potentially be able to perform accurate prediction results also during transient engine operation. This, however, needs to be verified.
The equivalence between B-spline functions of degree 1 and linear/bilinear interpolation, and the method to use B-spline functions to optimize the parameters in models consisting of interpolation tables and maps could possibly be used in several other applications. Interpolation based models of similar structure are common in a typical EMS 25 and also in several other systems. Figure 13 . The solid blue line shows the RMSE for the validation data points using the model for soot emissions when different numbers of data points are used to optimize the model parameters. The dashed red line shows the RMSE for the validation data points when instead using a nearest-neighbor model approach. The lines show the mean values and standard deviations of the RMSE for 100 randomly chosen data sets. The figure shows the RMSE of the logarithm of the dimensionless emissions. RMSE: root mean square error.
Summary
Data-driven models for NOx and soot emissions based on 2D bilinear interpolation maps have been described and studied. The models have been expressed as Bspline functions, and the model parameters have been optimized using measurement data from a five-cylinder Volvo passenger car diesel engine. The concept of regularization has been used to control the smoothness of the functions, where the degree of regularization has been chosen using LOOCV strategy.
Using eight nodes in all the interpolation maps in the models, the model for NOx emissions predicts the NOx mass flow with an average relative error of 5.1%, and the model for soot emissions predicts the soot mass flow with an average relative error of 29% for the measurements used in this study. The behavior of the emission models regarding changes in the EMS controllable parameters boost pressure, EGR rate, and injection timing has been studied. The models show an expected behavior that complies with well-known basic properties of diesel engine combustion.
Finally, the prediction performances of the models depending on the model complexity in terms of number of model parameters, and also depending on the amount of engine measurement data used to optimize the model parameters have been evaluated.
