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Abstract
The normal form of a vector ﬁeld generated by scalar delay-differential equations at
nonresonant double Hopf bifurcation points is investigated. Using the methods developed by
Faria and Magalha˜es (J. Differential Equations 122 (1995) 181) we show that (1) there exists
linearly independent unfolding parameters of classes of delay-differential equations for a
double Hopf point which generically map to linearly independent unfolding parameters of the
normal form equations (ordinary differential equations), (2) there are generically no
restrictions on the possible ﬂows near a double Hopf point for both general and Z2-
symmetric ﬁrst-order scalar equations with two delays in the nonlinearity, and (3) there always
are restrictions on the possible ﬂows near a double Hopf point for ﬁrst-order scalar delay-
differential equations with one delay in the nonlinearity, and in nth-order scalar delay-
differential equations ðnX2Þ with one delay feedback.
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1. Introduction
Delay-differential equations share many (but not all) properties with ordinary
differential equations. This analogy has been made more precise and put on solid
theoretical ground as the methods and techniques of geometric dynamical systems
theory have been implemented in functional differential equations, see [14] for
numerous references and comments. In particular, invariant manifolds for the ﬂow
associated with an equation near an equilibrium point have been established, along
with their uniqueness and smoothness properties of the manifolds. At a bifurcation
point, the ﬂow near the equilibrium of the delay-differential equation is essentially
governed by the vector ﬁeld on the centre manifold. In this paper, we investigate the
ﬂow near double Hopf bifurcation points in scalar ﬁrst-order and nth-order scalar
delay-differential equations by studying the ﬂow on the centre manifold using
normal form theory.
The redeeming feature of centre manifold calculations is the possibility
of unfolding degenerate ﬂows in the neighbourhood of invariant sets, in
general, and of stationary points in particular. In unfolding the ﬂow on the
centre manifold, a number of theoretical questions arise. The unfolding itself
takes place in the framework of ordinary differential equations, for which
most lower codimension cases have been solved [12]. For a given class of
delay-differential equations, it is not a priori obvious, given the circumvoluted
reduction procedure involved, that the unfolding of the reduced ﬂow can be obtained
from an unfolding of the class of delay-differential equations. Faria and Magalha˜es
[9] determine parameter families of scalar ﬁrst-order equations leading to reduced
ﬂows with appropriate unfolding parameters for several singularities: Hopf,
Bogdanov–Takens and steady-state/Hopf. We ﬁnd such parameter families of scalar
ﬁrst-order and nth-order delay equations for the double Hopf bifurcation, see
Theorems 3.1 and 4.1.
A natural question concerns the possible restrictions on the ﬂows that can occur
on the centre manifold after reduction. In this paper, we study this question at
double Hopf bifurcation points for the above mentioned classes of delay-differential
equations. This question has been answered in part by Faria and Magalha˜es [8].
They show that any ﬁnite jet of an ordinary differential equation can be realized as
the centre manifold reduction from a delay-differential equation in Rn where n is
large enough and the nonlinearity depends on sufﬁciently many delays. Realizability
can still be achieved when the number of delays is not sufﬁcient, and this situation is
studied by Faria and Magalha˜es [9] for scalar ﬁrst-order delay-differential equations
near Hopf, Bogdanov–Takens and steady-state/Hopf bifurcation points. In
particular, realizability holds for the Hopf and Bogdanov–Takens points with one
delay and generically for the steady-state/Hopf with two delays. However, there are
strong restrictions on the possible ﬂows near a steady-state/Hopf bifurcation point if
the nonlinearity depends on a single delay. Recently, Redmond et al. [16] study the
Bogdanov–Takens bifurcation with reﬂectional symmetry in a scalar ﬁrst-order
delay equation with one delay and show that there are no restrictions on the possible
phase portraits.
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The determination of possible unfoldings is quite different in a modelling context
since it may be leading to different conditions, as pointed out in Hale [13]. This
becomes particularly signiﬁcant if our interest lies not so much in assessing all
possible behaviours in a class of systems, but rather in trying to determine the range
of dynamics accessible in a speciﬁc model which depends on a number of parameters.
The form of the model then becomes a crucial factor in this determination of possible
invariant sets, for example.
For double Hopf bifurcation points, by Theorem 4.5 of [8], the vector ﬁeld on the
centre manifold can be realized by a scalar ﬁrst-order delay-differential equation
where the number of delays is 4: We study double Hopf bifurcations in scalar ﬁrst-
order delay-differential equations with one and two delays and in nth-order scalar
differential equation with delayed feedback. We show that, generically, there are no
restrictions on the possible ﬂows near a double Hopf bifurcation point for Z2-
symmetric and general scalar ﬁrst-order delay-differential equations depending on
two delays in the nonlinearity. If only one delay is present in the nonlinearity, we
compute the normal form to cubic order and show that there always are restrictions
on the possible phase portraits, see Theorem 3.1.
We study in more detail the equation considered by Be´lair and Campbell [2]: they
identify, in the Z2-symmetric scalar equation
’xðtÞ ¼ A1 tanhðxðt  t1ÞÞ  A2 tanhðxðt  t2ÞÞ ð1Þ
points of double Hopf bifurcation at the boundary of the region of linear stability in
the space of the parameters ðA1; A2; t1; t2Þ: Using centre manifold calculations, they
ﬁnd restrictions on the possible phase portraits that can appear in the neighbour-
hood of this singularity. We show that these restrictions are due in part to the Z2
symmetry and to the particular form of (1). We consider equations exhibiting that
symmetry in details, recovering and generalizing results from [2].
Finally, we study the normal form of the double Hopf bifurcation in nth-order
scalar delay-differential equations. A particular example of such equations is the
harmonic oscillator with delayed feedback studied by Campbell et al. [4]. We show
that the cubic normal form on the centre manifold is given by expressions similar to
the cubic normal form for the scalar ﬁrst-order equation with one delay in the
nonlinearity. Therefore, the same restrictions as for ﬁrst-order equations with one
delay apply in this case, see Theorem 4.1.
The explicit ﬂow induced by a class of speciﬁc functional differential equations on
a centre manifold has been made accessible by recent advances in computing power:
these calculations have been implemented using symbolic (or analytic) computations,
ﬁrst with Macsyma [10] and more recently with Maple [3]. In the computation of
normal forms of a reduced ﬂow on a centre manifold, Be´lair and Campbell [2] used
an approach in two steps: they ﬁrst computed the centre manifold, and then
projected the ﬂow from the delay equation on the manifold, then computing the
corresponding normal form. Faria and Magalha˜es [6], however, used a different
approach, which is the one we employ here: they compute in a single procedure both
the centre manifold and the normal form of the ﬂow projected on it.
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Our analysis is the ﬁrst complete investigation of the double Hopf bifurcation as it
occurs in delay-differential equations, and the relationship between unfolded ﬂows
on a four-dimensional centre manifold and the original delay-differential equation:
all previous analysis of the restriction question [6,8,9,16] only address unfolding on
centre manifolds of dimension three or less.
The paper is organized as follows. Our main results are summarized in Theorems
3.1 and 4.1. The next section is a review of normal form theory for functional
differential equations and in particular of the double Hopf bifurcation. The proof of
Theorem 3.1 is given in Section 3 and the proof of Theorem 4.1 is given in Section 4.
We conclude with a summary and a discussion of our results. Some more tedious
normal form computations are relegated to the appendix.
2. Normal form for delay-differential equations
We ﬁrst recall standard results to ﬁx notation, see [14]. Let C ¼ Cð½r; 0;RnÞ;
L : C  Rp-Rn be a continuous linear map and F : Rn  Rp-Rn a smooth map.
Consider the retarded functional differential equation:
’zðtÞ ¼ LðmÞzt þ Fðzt; mÞ; ð2Þ
where ztAC is deﬁned as ztðyÞ ¼ zðt þ yÞ with yA½r; 0: The linear map LðmÞmay be
expressed in integral form as
LðmÞf ¼
Z 0
r
½dZðyÞfðyÞ;
where Z : ½r; 0-Rn is a function of bounded variation. Let L0 ¼ Lð0Þ; and rewrite
(2) to exhibit the parameters in the linear map:
’zðtÞ ¼ L0zt þ ½LðmÞ  L0zt þ Fðzt; mÞ: ð3Þ
Let AðmÞ be the inﬁnitesimal generator for the ﬂow of the linear system
’z ¼ LðmÞzt:
Let sðAðmÞÞ denote the spectrum of AðmÞ and Lm be the set of eigenvalues of sðAðmÞÞ
with zero real part. The bilinear form
ðc;fÞ ¼ cð0Þfð0Þ 
Z 0
r
Z y
0
cðx yÞ dZðyÞfðxÞ dx ð4Þ
is used to decompose C as C ¼ P"Q where P is the generalized eigenspace of the
eigenvalues in L0 and Q is an inﬁnite dimensional complementary subspace. A basis
for P is given by FL0 ¼ fFl1 ;y;Flmg and denote by B be the ﬁnite dimensional
matrix of the restriction of A to FL0 : AFL0 ¼ FL0B: The set C ¼ colfC1;y;Cmg is
a basis of the dual space Pn in Cn with ðC;FÞ ¼ I ; the identity matrix.
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Faria and Magalha˜es [7] show that Eq. (3) can be written as an ordinary
differential equation on the Banach space BC of functions from ½r; 0 to Rn
bounded and continuous on ½r; 0Þ with a possible jump discontinuity at 0: Elements
of BC are of the form fþ X0a where fAC; aARn and X0ðyÞ ¼ 0 for yA½r; 0Þ and
X0ð0Þ ¼ I : Let p : BC-P be a continuous projection deﬁned by pðfþ X0aÞ ¼
F½ðC;fÞ þCð0Þa: We can write BC ¼ P"ker p with the property that QD! ker p:
Decompose zt ¼ Fxt þ yt where xtARm and ytAker p-DðAÞ  Q1 where DðAÞ is
the domain of A: Eq. (3) is equivalent to system
’x ¼ Bx þCð0Þf½LðmÞ  L0ðFx þ yÞ þ FðFx þ y;mÞg;
’y ¼ AQ1y þ ðI  pÞX0f½LðmÞ  L0ðFx þ yÞ þ FðFx þ y; mÞg; ð5Þ
where AQ1 : Q
1-ker p is such that AQ1f ¼ ’fþ X0½LðfÞ  ’fð0Þ: Let Fj be
the jth Fre´chet derivative of F ; we take the Taylor expansion of F which transforms
(5) to
’x ¼ Bx þ
X
jX2
1
j!
f 1j ðx; y; mÞ;
’y ¼ AQ1y þ
X
jX2
1
j!
f 2j ðx; y; mÞ; ð6Þ
where f 1j ðx; y; mÞ and f 2j ðx; y; mÞ are the homogeneous polynomials of degree j in the
Taylor expansions of the nonlinear terms of ’x and ’y in (5).
Eq. (2) is said to satisfy nonresonance conditions relative to Lm if ðq; *lÞaZ
for all ZAsðA0Þ\Lm; where q is an m-tuple of nonnegative integers, jqjX2
and *l ¼ ðl1;y; lmÞ: For the remainder of the paper, we assume the following
hypotheses:
H1. CardðLmÞoCardðL0Þ for m small.
H2. Eq. (2) satisﬁes the nonresonance conditions relative to L0:
Under hypotheses H1 and H2, Faria and Magalha˜es show that system (6) can be
put in formal normal form
’x ¼ Bx þ
X
jX2
1
j!
g1j ðx; y; mÞ;
’y ¼ AQ1y þ
X
jX2
1
j!
g2j ðx; y; mÞ; ð7Þ
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such that the centre manifold is locally given by y ¼ 0 and the equation for the vector
ﬁeld on the centre manifold is
’x ¼ Bx þ
X
jX2
1
j!
g1j ðx; 0; mÞ:
2.1. Double Hopf bifurcation
A nonresonant double Hopf bifurcation occurs if the linearization L0 has a
pair of eigenvalues 7io1; 7io2 with o1=o2eQ: We can assume that all other
eigenvalues have negative real parts. This assumption is reasonable since in the cases
of interest in this paper, Be´lair and Campbell [2] and Campbell et al. [4] show that
points of double Hopf bifurcation lie at the boundary of the stability region. The
critical set of eigenvalues is L ¼ fio1;io1; io2;io2g with eigenspace P: The
restriction of L0 to P is the matrix B deﬁned above. In complex coordinates B is
diagonal:
B ¼
io1 0 0 0
0 io1 0 0
0 0 io2 0
0 0 0 io2
2
6664
3
7775; ð8Þ
which simpliﬁes the normal form transformations.
The matrix B generates the torus group T2 ¼ S1  S1 whose action on C2 is given
by
ðy1; y2Þðz1; z2Þ ¼ ðeiy1z1; eiy2z2Þ:
Elphick et al. [5] show a possible normal form that commutes with the action of T2
described above. We use this normal form for the double Hopf bifurcation without
symmetry and with Z2 symmetry. The formal normal form is the following, see [11]:
’z1 ¼ p1ðjz1j2; jz2j2Þz1;
’z2 ¼ p2ðjz1j2; jz2j2Þz2:
Truncating the normal form equation to degree three we obtain
’z1 ¼ ðio1 þ c11jz1j2 þ c12jz2j2Þz1;
’z2 ¼ ðio2 þ c21jz1j2 þ c22jz2j2Þz2; ð9Þ
where c11; c22; c12; c21 are complex numbers. Takens [17] shows that nonresonant
double Hopf bifurcation is determined to third order if the nondegeneracy
conditions ReðcijÞa0; i ¼ 1; 2 and Reðc11ÞReðc22Þ Reðc12ÞReðc21Þa0 are satisﬁed.
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Let z1 ¼ r1eir1 and z2 ¼ r2eir2 : The phase/amplitude equations corresponding to
(9) are
’r1 ¼ ðReðc11Þr21 þReðc12Þr22Þr1;
’r2 ¼ ðReðc21Þr21 þReðc22Þr22Þr2;
’r1 ¼ o1 þ Imðc11Þr21 þ Imðc12Þr22;
’r2 ¼ o2 þ Imðc21Þr21 þ Imðc22Þr22: ð10Þ
The possible phase portraits in a neighbourhood of a double Hopf point are
classiﬁed by the dynamics of the planar system given by the amplitude equations
ð’r1; ’r2Þ:
Let the system depend on parameters ðZ1; Z2Þ: Then the T2 action on R2  C2 is
given by
ðy1; y2ÞðZ1; Z2; z1; z2Þ ¼ ðZ1; Z2; eiy1z1; eiy2z2Þ:
Then the T2-equivariant normal form with parameters is
’z1 ¼ p1ðZ1; Z2; jz1j2; jz2j2Þz1;
’z2 ¼ p2ðZ1; Z2; jz1j2; jz2j2Þz2: ð11Þ
The truncation to quadratic order is
’z1 ¼ io1z1 þ a1Z1z1 þ a2Z2z1;
’z2 ¼ io2z2 þ b1Z1z2 þ b2Z2z2: ð12Þ
Letting m1 ¼ a1Z1 þ a2Z2 and m2 ¼ b1Z1 þ b2Z2; the amplitude equations to cubic
order are
’r1 ¼ ðm1 þReðc11Þr21 þReðc12Þr22Þr1;
’r2 ¼ ðm2 þReðc21Þr21 þReðc22Þr22Þr2; ð13Þ
where m1 and m2 are unfolding parameters (generically independent).
Since B is diagonal, the monomials of the normal form (11) are the resonant
monomials. The following result, see [1], guarantees that the coefﬁcients of the
resonant monomials before and after normal form transformation are equal. The
proof is a simple computation.
Proposition 2.1. Consider the system of differential equations in Cn;
’x ¼ Ax þ f 2ðxÞ þ?þ f rðxÞ
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with A ¼ diagðl1;y; lnÞ and
f kðxÞ ¼
Xn
i¼1
X
jaj¼k
Caix
aei;
where fe1;y; eng is the standard basis of Cn: Then the nonlinear normal form
transformation x ¼ y þ skðyÞ where
skðyÞ ¼
Xn
i¼1
X
laali
Cai
l  a li y
aei þ
X
la¼li
paiy
aei
 !
and l  a ¼Pni¼1 liai transforms the terms of degree k into
gkðyÞ ¼
Xn
i¼1
X
la¼li
Caiy
aei:
3. First-order scalar delay-differential equations
We study the restriction on the normal form at a nonresonant double Hopf
bifurcation point for the following delay-differential equations:
’u ¼ LðutÞ þ f ðuðt  t1Þ; uðt  t2ÞÞ; ð14Þ
’u ¼LðutÞ þ f1ðuðt  t1Þ2; uðt  t2Þ2Þuðt  t1Þ
þ f2ðuðt  t1Þ2; uðt  t2Þ2Þuðt  t2Þ; ð15Þ
’u ¼ LðutÞ þ f ðuðt  tÞÞ: ð16Þ
For each equation, LðutÞ ¼ a10uðt  t1Þ þ a01uðt  t2Þ; and for (14) and (15),
f ð0; 0Þ ¼ Df ð0; 0Þ ¼ 0 while for (16), f ð0Þ ¼ Df ð0Þ ¼ 0: Eq. (14) is a general
equation depending on two delays. Eq. (15) is a Z2-symmetric equation depending
also on two delays, it is a generalization of the system studied by Be´lair and
Campbell [2]. Eq. (16) has a nonlinearity depending on only one delay. The following
result is proved in this section.
Theorem 3.1. Suppose that Eqs. (14), (15), or (16) has a nonresonant double Hopf
bifurcation point at the origin. Then, generically, the two parameter family
’u ¼ ða10 þ n1Þuðt  t1Þ þ ða01 þ n2Þuðt  t2Þ þ oðuðt  t1Þ; uðt  t2ÞÞ ð17Þ
is a universal unfolding for the double Hopf bifurcation. Moreover,
(1) for (14) and (15), generically, there are no restrictions on the possible phase
portraits near the double Hopf point, and
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(2) for (16) there always are restrictions on the possible phase portraits near the double
Hopf bifurcation.
The proof of the unfolding part is given in Proposition 3.2. The proof
of (1) is given in Propositions 3.3 and 3.5. Finally, the proof of (2) is given in
Proposition 3.9.
3.1. The C ¼ P"Q decomposition
In this section, we write systems (14)–(16) as inﬁnite dimensional systems. The
bases of P and Pn are, respectively,
FðyÞ ¼ ðeio1y; eio1y; eio2y; eio2yÞ;
CðsÞ ¼ ðc1ð0Þeio1s;c2ð0Þeio1s;c3ð0Þeio2s;c4ð0Þeio2sÞt;
where
c1ð0Þ ¼ ½1 Lðyeio1yÞ1c2ð0Þ ¼ c1ð0Þ;
c3ð0Þ ¼ ½1 Lðyeio2yÞ1c4ð0Þ ¼ c3ð0Þ:
Note that c1ð0Þ and c3ð0Þ are identical functions of o1 and o2; respectively.
Truncate (14)–(16) to cubic order. Let F2 and F3 be homogeneous polynomials of
degree two and three, respectively. Then the two-delay equations are
’u ¼ Lðn1; n2Þut þ F2ðuðt  t1Þ; uðt  t2ÞÞ þ F3ðuðt  t1Þ; uðt  t2ÞÞ;
where for Eq. (15), F2  0: The one-delay equation is
’u ¼ Lðn1; n2Þut þ F2ðuðt  tÞÞ þ F3ðuðt  tÞÞ:
Let z ¼ ðz1; %z1; z2; %z2Þt and yAQ1 ¼ Q-C1ð½h; 0;RÞ where h ¼ maxðt; t1; t2Þ;
then system (6), up to degree three, for the three ﬁrst-order equations is
’z1 ¼ io1z1 þ c1ð0Þð½Lðn1; n2Þ  L0ðFz þ yÞ þ F2ðFz þ yÞ þ F3ðFz þ yÞÞ;
’%z1 ¼ io1 %z1 þ c2ð0Þð½Lðn1; n2Þ  L0ðFz þ yÞ þ F2ðFz þ yÞ þ F3ðFz þ yÞÞ;
’z2 ¼ io2z2 þ c3ð0Þð½Lðn1; n2Þ  L0ðFz þ yÞ þ F2ðFz þ yÞ þ F3ðFz þ yÞÞ;
’%z2 ¼ io2 %z2 þ c4ð0Þð½Lðn1; n2Þ  L0ðFz þ yÞ þ F2ðFz þ yÞ þ F3ðFz þ yÞÞ;
dy
dt
¼ AQ1y þ ðI  pÞX0ð½Lðn1; n2Þ  L0ðFz þ yÞ þ F2ðFz þ yÞ þ F3ðFz þ yÞÞ:
8>>>>><
>>>>:
ð18Þ
If we remove the dependence on the unfolding parameters, we obtain
’z1 ¼ io1z1 þ c1ð0ÞðF2ðFz þ yÞ þ F3ðFz þ yÞÞ;
’%z1 ¼ io1 %z1 þ c2ð0ÞF2ðFz þ yÞ þ F3ðFz þ yÞÞ;
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’z2 ¼ io2z2 þ c3ð0ÞðF2ðFz þ yÞ þ F3ðFz þ yÞÞ;
’%z2 ¼ io2 %z2 þ c4ð0ÞF2ðFz þ yÞ þ F3ðFz þ yÞÞ;
dy
dt
¼ AQ1y þ ðI  pÞX0ðF2ðFz þ yÞ þ F3ðFz þ yÞÞ: ð19Þ
3.2. Unfolding of the first-order equations
The linear equation with unfolding parameters is
Lðn1; n2Þut ¼ ða10 þ n1Þuðt  t1Þ þ ða01 þ n2Þuðt  t2Þ: ð20Þ
Let L0 ¼ Lð0; 0Þ: The quadratic truncation of (18) in the z1 and z2 variables at y ¼ 0
is
’z1 ¼ io1z1 þ c1ð0Þðn1Fðt1Þz þ n2Fðt2Þz þ F2ðFðt1Þz;Fðt2ÞzÞÞ;
’z2 ¼ io1z2 þ c3ð0Þðn1Fðt1Þz þ n2Fðt2Þz þ F2ðFðt1Þz;Fðt2ÞzÞÞ: ð21Þ
By Eq. (12) and Proposition 2.1, the normal form to quadratic order is given by
’z1 ¼ io1z1 þ c1ð0Þðeio1t1n1 þ eio1t2n2Þz1;
’z2 ¼ io2z2 þ c3ð0Þðeio2t1n1 þ eio2t2n2Þz2; ð22Þ
where the coefﬁcients of the resonant monomials are unchanged by the normal form
transformation from (21). In polar coordinates z1 ¼ r1er1 and z2 ¼ r2er2 ; the
amplitude equation coming from (22) is
’r1 ¼ ðReðc1ð0Þeio1t1Þn1 þReðc1ð0Þeio1t2Þn2Þr1;
’r2 ¼ ðReðc3ð0Þeio2t1Þn1 þReðc3ð0Þeio2t2Þn2Þr2:
Let
m1 ¼ Reðc1ð0Þeio1t1Þn1 þReðc1ð0Þeio1t2Þn2;
m2 ¼ Reðc3ð0Þeio2t1Þn1 þReðc3ð0Þeio2t2Þn2:
Proposition 3.2. Generically, the independent unfolding parameters ðn1; n2Þ of (17) map
to independent unfolding parameters ðm1;m2Þ of the normal form equations.
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Proof. Let
Q ¼ Reðc1ð0Þe
io1t1Þ Reðc1ð0Þeio1t2Þ
Reðc3ð0Þeio2t1Þ Reðc3ð0Þeio2t2Þ
" #
:
Then
det Q ¼Reðc1ð0ÞÞReðc3ð0ÞÞðcosðo1t1Þ cosðo2t2Þ  cosðo1t2Þ cosðo2t1ÞÞ
þ Reðc1ð0ÞÞ Imðc3ð0ÞÞðcosðo1t1Þ sinðo2t2Þ  cosðo1t2Þ sinðo2t1ÞÞ
þ Imðc1ð0ÞÞReðc3ð0ÞÞðsinðo1t1Þ cosðo2t2Þ  sinðo1t2Þ cosðo2t1ÞÞ
þ Imðc1ð0ÞÞ Imðc3ð0ÞÞðsinðo1t1Þ sinðo2t2Þ  sinðo1t2Þ sinðo2t1ÞÞ:
Of course, if t1 ¼ t2 or o1 ¼ o2; then det Q ¼ 0; but we assume that they are not
equal. Since det Q is a real analytic function of t1 and t2 then for an open and dense
set of values of ðt1; t2Þ; the determinant is nonzero. &
3.3. Z2-symmetric first-order scalar equation with two delays
In this section, we consider the restrictions on Eq. (15). We rewrite the equation as
(2) with m ¼ 0: Since the equation is Z2 symmetric there are no even degree terms in
the Taylor expansion of F : We now determine the normal form (19) on the centre
manifold. The homogeneous polynomial of degree three in the Taylor expansion of
F is
F3ðu1; u2Þ ¼ a30u31 þ a21u21u2 þ a12u1u22 þ a03u32;
and F2  0; thus dropping the conjugate equations and setting y ¼ 0 we obtain the
system
’z1 ¼ io1z1 þ c1ð0ÞF3ðFzÞ;
’z2 ¼ io2z2 þ c3ð0ÞF3ðFzÞ: ð23Þ
After normal form transformation of the cubic terms, we are left with Eq. (9) where
by Proposition 2.1
c11 ¼ 1
2
@3c1ð0ÞF3ðFzÞ
@z21@ %z1

z¼0
; c12 ¼ @
3c1ð0ÞF3ðFzÞ
@z1@z2@ %z2

z¼0
;
c22 ¼ 1
2
@3c3ð0ÞF3ðFzÞ
@z22@ %z2

z¼0
; c21 ¼ @
3c3ð0ÞF3ðFzÞ
@z2@z1@ %z1

z¼0
: ð24Þ
The genericity result for the Z2-symmetric equation is the following.
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Proposition 3.3. Suppose that the Z2-symmetric equation (15) has a nonresonant
double Hopf bifurcation at 0: Then, generically, there are no restrictions on the values
that the coefficients ðReðc11Þ;Reðc12Þ;Reðc22Þ;Reðc21ÞÞ can take in (10).
Proof. We compute explicitly the terms of degree three:
F3ðFðt1Þz;Fðt2ÞzÞ ¼ Zðo1Þz31 þ Zðo1Þ%z31 þ Zðo2Þz32 þ Zðo2Þ%z32 þ zðo1Þz21 %z1
þ zðo1Þ%z21z1 þ zðo2Þz22 %z2 þ zðo2Þ%z22z2 þ xðo1;o2Þz21z2
þ xðo1;o2Þz21 %z2 þ xðo1;o2Þ%z21z2 þ xðo1;o2Þ%z21 %z2
þ xðo2;o1Þz22z1 þ xðo2;o1Þ%z22z1 þ xðo2;o1Þ%z22 %z1
þ xðo2;o1Þ%z21z2 þ nðo1;o2Þz1 %z1z2 þ nðo1;o2Þz1 %z1 %z2
þ nðo2;o1Þz2 %z2z1 þ nðo2;o1Þz2 %z2 %z1; ð25Þ
where
ZðuÞ ¼ a30e3iut1 þ a21eð2t1þt2Þiu þ a12eðt1þ2t2Þiu þ a03e3iut2 ;
zðuÞ ¼ 3a30eiut1 þ a21ð2eiut2 þ eð2t1þt2ÞiuÞ þ a12ðeð2t2þt1Þiu þ 2eiut1Þ þ 3a03eiut2 ;
xðu; vÞ ¼ 3a30eit1ð2uþvÞ þ a21eiut1ð2eiðvt1þut2Þ þ eiðut1þvt2ÞÞ
þ a12eiut2ðeiðvt1þut2Þ þ 2eiðut1þvt2ÞÞ þ 3a03eit2ð2uþvÞ;
nðu; vÞ ¼ 6a30eivt1 þ 2a21ðeiðvt1þut1ut2Þ þ eivt2 þ eiðvt1ut1þut2ÞÞ
þ 2a12ðeiðvt2þut1ut2Þ þ eivt1 þ eiðvt2þut2ut1ÞÞ þ 6a03eivt2 :
Using (24) and (25), we compute ðc11; c12; c22; c21Þ explicitly:
c11 ¼ c1ð0Þzðo1Þ; c12 ¼ c1ð0Þnðo2;o1Þ;
c22 ¼ c3ð0Þzðo2Þ; c21 ¼ c3ð0Þnðo1;o2Þ:
We now show that generically ðReðc11Þ;Reðc22Þ;Reðc12Þ;Reðc21ÞÞ can take arbitrary
values. Consider ðReðc11Þ;Reðc22Þ;Reðc12Þ;Reðc21ÞÞ as a linear system in
ða30; a21; a12; a03Þ: After tedious computations, one can show that the matrix of
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coefﬁcients of ða30; a21; a12; a03Þ is
3aV1 3aV2 6aV1 6aV2
aðV3 þ 2V1cðo1ÞÞ aðV4 þ 2V2cðo2ÞÞ 2aðV3 þ 2V1cðo2ÞÞ 2aðV4 þ 2V2cðo1ÞÞ
aðV1 þ 2V3cðo1ÞÞ aðV2 þ 2V4cðo2ÞÞ 2aðV1 þ 2V3cðo2ÞÞ 2aðV2 þ 2V4cðo1ÞÞ
3aV3 3aV4 6aV3 6aV4
2
6664
3
7775;
ð26Þ
where V1 ¼ cosðbðo1Þ þ o1t1Þ; V2 ¼ cosðbðo2Þ þ o2t1Þ; V3 ¼ cosðbðo1Þ þ
o1t2Þ; V4 ¼ cosðbðo2Þ þ o2t2Þ; cðuÞ ¼ cosðuðt1  t2ÞÞ; a ¼ jc1ð0Þj; bðo1Þ ¼
argðc1ð0ÞÞ and bðo2Þ ¼ argðc3ð0ÞÞ: The determinant of this matrix is
144a4ðcosðo1ðt1  t2ÞÞ  cosðo2ðt1  t2ÞÞÞ2ðV2V3  V1V4Þ2:
Suppose that t1at2 and o1ðt1  t2Þao2ðt1  t2Þ þ 2kp for all kAZ; then the
determinant vanishes if and only if V2V3  V1V4 ¼ 0:
At a nonresonant double Hopf bifurcation point, Be´lair and Campbell [2] show
that
a01 cosðo1t2Þ ¼ a10 cosðo1t1Þ; a01 cosðo2t2Þ ¼ a10 cosðo2t1Þ;
a01 sinðo1t2Þ ¼ a10o1  a10 sinðo1t1Þ;
a01 sinðo2t2Þ ¼ a10o2  a10 sinðo2t1Þ: ð27Þ
Hence V2V3  V1V4 simpliﬁes to a real analytic function of t1
a10
a01
ððsinðo2t1Þo1  sinðo1t1Þo2Þ sinðbðo1ÞÞ sinðbðo2ÞÞ þ o1 cosðo2t1Þ sinðbðo1ÞÞ
 cosðbðo2ÞÞ  o2cosðo1t1Þcosðbðo1ÞÞsinðbðo2ÞÞÞ:
Since the zeroes of nonzero analytic functions are isolated, then for an open and
dense set of values of t1; we have that V2V3  V1V4a0: Hence, generically, there are
no restrictions on the cubic coefﬁcients of the normal form. &
Be´lair and Campbell [2] compute the normal form at a double Hopf bifurcation to
cubic order for the delay differential equation
’xðtÞ ¼ A1 tanhðxðt  T1ÞÞ  A2 tanhðxðt  T2ÞÞ: ð28Þ
Eq. (28) is Z2 symmetric with a21 ¼ 0 and a12 ¼ 0: They show that there are relations
between the coefﬁcients of the cubic monomials of the normal form. Therefore, not
all possible phase portraits in a neighbourhood of the origin in parameter space are
realized near the double Hopf bifurcation point. We recover their result.
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Corollary 3.4. Suppose that F3ðu1; u2Þ ¼ a30u31 þ a03u32: Then
Reðc12Þ ¼ 2Reðc11Þ and Reðc21Þ ¼ 2Reðc22Þ
where
Reðc11Þ ¼ 3Reðc1ð0ÞÞ
a01
cosðo1t1Þða30a01  a03a10Þ þ 3Imðc1ð0ÞÞ
a01
 ½ða30a01  a03a10Þ sinðo1t1Þ þ a03a10o1;
and
Reðc22Þ ¼ 3Reðc3ð0ÞÞ
a01
cosðo2t1Þða30a01  a03a10Þ þ 3Imðc3ð0ÞÞ
a01
 ½ða30a01  a03a10Þsinðo2t1Þ þ a03a10o2:
Moreover, if Reðc11Þa0 and Reðc22Þa0; then the double Hopf bifurcation is
determined to third order.
Proof. Set a12 ¼ a21 ¼ 0 in ðReðc11Þ;Reðc22Þ;Reðc12Þ;Reðc21ÞÞ to obtain the
result. Then use conditions (27). Now, Reðc11ÞReðc22Þ Reðc12ÞReðc21Þ ¼
3Reðc11ÞReðc22Þ: Thus the nondegeneracy conditions for the vector ﬁeld to be
determined to third order are satisﬁed if Reðc11Þa0 and Reðc22Þa0: &
We now discuss the possible restrictions on the phase portraits near the
nonresonant double Hopf bifurcation point. We rewrite system (13) as in
Guckhenheimer [12]
’r1 ¼ r1ðm1 þ r21 þ br22Þ;
’r2 ¼ r2ðm2 þ cr21 þ dr22Þ; ð29Þ
where d ¼ Reðc22Þ=jReðc22Þj ¼71; c ¼ Reðc21Þ=jReðc11Þj and b ¼ Reðc12Þ=
jReðc22Þj: In Table 1, we reproduce Table 7.5.2 of [12] which shows the 12 unfolding
cases for the nonresonant double Hopf bifurcation.
Corollary 3.4 implies that sgn d ¼ sgn c: Table 1 shows that the unfoldings II, IVa,
IVb, V, VIIa and VIIb are not possible in this case.
3.4. First-order scalar equation with two delays
For the general scalar delay equation, the calculation of the cubic normal form
requires lengthy calculations and the size of the expressions for the coefﬁcients of the
cubic terms become quickly unmanageable. Instead, we use Proposition 3.3 to obtain
a similar result for general scalar equations.
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Proposition 3.5. Suppose that the scalar delay-differential equation (14)
has a nonresonant double Hopf bifurcation at 0: Then, generically, there are no
restrictions on the values that the coefficients ðReðc11Þ;Reðc12Þ;Reðc22Þ;Reðc21ÞÞ can
take in (10).
Proof. We remove the quadratic terms in (19) using the normal form transformation
ðz; yÞ ¼ ðz˜; y˜Þ þ ðs21ðz˜Þ; s22ðz˜ÞÞ:
Dropping the B symbol on z; the cubic degree terms in the normal form on the
centre manifold are obtained by multiplying the following expression by Cð0Þ:
F3ðFzÞ þ ðdzF2ðFzÞÞs21ðzÞ þ ðdyF2ðFzÞÞs22ðzÞ: ð30Þ
The coefﬁcients ðc11; c12; c22; c21Þ are functions of the coefﬁcients ða20; a11; a02Þ of F2
and ða30; a21; a12; a03Þ of F3: Let T be matrix (26),
C ¼
Reðc11Þ
Reðc12Þ
Reðc22Þ
Reðc21Þ
2
6664
3
7775 and C3 ¼
a30
a21
a12
a30
2
6664
3
7775:
From (24) and (30), we see that the coefﬁcients of the cubic terms can be written as
C ¼ TC3 þ Rða20; a11; a02Þ; ð31Þ
where Rða20; a11; a02Þ is a vector in R4: Hence, for any CAR4 and coefﬁcients
ða20; a11; a02Þ; by Proposition 3.3, generically, we can ﬁnd C3 such that Eq. (31) is
satisﬁed. &
3.5. First-order scalar equation with one delay
The quadratic and cubic nonlinearities are
F2ðuÞ ¼ a2u and F3ðuÞ ¼ a3u:
Table 1
The 12 unfolding cases of (29)
Case Ia Ib II III IVa IVb V VIa VIb VIIa VIIb VIII
d þ1 þ1 þ1 þ1 þ1 þ1 1 1 1 1 1 1
b þ þ þ    þ þ þ   
c þ þ  þ   þ   þ þ 
d  bc þ  (þ) (þ) þ  () þ  þ  ()
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In Faria and Magalha˜es [6], it is shown that the homogeneous polynomials g2i ðx; yÞ
of (7) are given by
g2i ðx; yÞ ¼ f˜ 2i ðx; yÞ  ½DxU2j ðxÞBx  AQ1ðU2j ðxÞÞ;
where U2j is the nonlinear part of the normal form transformation and f˜
2
i denote the
terms of degree i obtained after normal form computations to degree i  1: Thus,
because of assumptions H1 and H2 the polynomial U2j is determined by solving
DxU
2
j ðxÞBx  AQ1ðU2j ðxÞÞ ¼ f˜ 2i ðx; 0Þ: ð32Þ
Note that f˜ 22ðx; 0Þ ¼ f 22 ðx; 0Þ:
In our case, let ðs21ðzÞ; s22ðzÞÞ be the nonlinear part of the normal form
transformation for quadratic polynomials where
s22ðzÞðyÞ ¼
X
jqj¼2
hq1;q2;q3;q4ðyÞzq11 %zq21 zq32 %zq42 ;
with jqj ¼ q1 þ q2 þ q3 þ q4 and hq1;q2;q3;q4ðyÞAQ1: Then (32) becomes
o1 @s
2
2
@z1
%z1  @s
2
2
@ %z1
z1
 
 o2 @s
2
2
@z2
%z2  @s
2
2
@ %z2
z2
 
 ’s22ðzÞ ¼ FCð0Þa2ðFðtÞzÞ2 ð33Þ
with boundary conditions
’s22ðzÞð0Þ  Lðs22ðzÞÞ ¼ a2ðFðtÞzÞ2:
A rough expression for the normal form transformation of the quadratic polynomial
of the ’y equation is given here.
Proposition 3.6.
s22ðzÞðyÞ ¼ a2ðP1ðy;o1;o2Þz21 þ P1ðy;o1;o2Þ%z21 þ P1ðy;o2;o1Þz22 þ P1ðy;o2;o1Þ%z22
þ P2ðy;o1;o2Þz1 %z1 þ P2ðy;o2;o1Þz2 %z2 þ Q1ðy;o1;o2Þz1z2
þ Q1ðy;o1;o2Þ%z1 %z2 þ Q2ðy;o1;o2Þ%z1z2 þ Q2ðy;o1;o2Þz1 %z2Þ;
where P1; P2; Q1 and Q2 are smooth functions of y;o1 and o2:
The proof of Proposition 3.6 is found in the appendix. We now give expressions for
the cubic coefﬁcients of the normal form.
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Proposition 3.7. The coefficients of the cubic terms in the normal form are given below:
Reðc11Þ ¼ 3a3Reðc1ð0Þeio1tÞ þ 2a22 2o11 Reðc1ð0Þeio1tÞImðc1ð0Þeio1tÞ

 4o12 Reðc1ð0Þeio1tÞImðc3ð0Þeio2tÞ þ ð4o21  o22Þ1
 ð2o1Reðc3ð0Þeio2tÞImðc1ð0Þeio1tÞ þ o2Imðc3ð0Þeio2tÞReðc1ð0Þeio1tÞÞ

þ 2a22Re½c1ð0Þðeio1tP2ðt;o1;o2Þ þ eio1tP1ðt;o1;o2ÞÞ;
Reðc12Þ ¼ 6a3Reðc1ð0Þeio1tÞ þ 4a22 2o11 ðReðc1ð0Þeio1tÞImðc1ð0Þeio2tÞ
h
þ Imðc1ð0Þeio1tÞReðc3ð0Þeio2tÞÞ þ 2o12 Imðc3ð0Þeio2tÞReðc1ð0Þeio1tÞ
þ 2ðo21  4o22Þ1ðo1Reðc3ð0Þeio2tÞImðc1ð0Þeio1tÞ
2o2Reðc1ð0Þeio1tÞImðc3ð0Þeio2tÞÞ

þ 2a22Re½c1ð0Þðeio1tP2ðt;o2;o1Þ
þ eio2tQ2ðt;o1;o2Þ þ eio2tQ1ðt;o1;o2ÞÞ:
Letting c11 ¼ c11ðo1;o2Þ and c12 ¼ c12ðo1;o2Þ then Reðc22Þ ¼ Reðc11ðo2;o1ÞÞ and
Reðc21Þ ¼ Reðc12ðo2;o1ÞÞ:
Proof. Recall ﬁrst that c1ð0Þ ¼ eðo1Þ and c3ð0Þ ¼ eðo2Þ for some function e: The
quadratic and cubic polynomials are given below:
F2ðFðtÞzÞ ¼ a2ðe2io1tz21 þ e2io1t %z21 þ e2io2tz22 þ e2io2t %z22 þ 2z1 %z1 þ 2eitðo1þo2Þz1z2
þ 2eitðo1o2Þz1 %z2 þ 2eitðo1o2Þ %z1z2 þ 2eitðo1þo2Þ %z1 %z2 þ 2z2 %z2Þ;
F3ðFðtÞzÞ ¼ a3ðe3io1tz31 þ 3eio1tz21 %z1 þ 3eitðo2þ2o1Þz21z2 þ 3eitðo22o1Þ %z2z21
þ 3eio1tz1 %z21 þ 6eio2tz1 %z1z2 þ 6eio2t %z2z1 %z1 þ 3eitð2o2þo1Þz1z22
þ 6eio1t %z2z1z2 þ 3eitð2o2þo1Þ %z22z1 þ e3io1t %z31 þ 3eitðo22o1Þ %z21z2
þ 3eitðo2þ2o1Þ %z2 %z21 þ 3eitð2o2o1Þ %z1z22 þ 6eio1t %z2 %z1z2
þ 3eitð2o2þo1Þ %z22 %z1 þ e3io2tz32 þ 3eio2t %z2z22
þ 3eio2t %z22z2 þ e3io2t %z32Þ:
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We perform the computations for the system in complex coordinates and then take
the appropriate real parts. Eq. (30) gives the cubic terms after normal form
transformation of the quadratic terms. The part of the coefﬁcients cij ði; j ¼ 1; 2Þ
coming from
F3ðFðtÞzÞ þ ðdzF2ðFðtÞzÞÞs21ðzÞ
are found using the result of Knobloch [15] on the computation of the cubic normal
form for ODEs. The remaining part of the coefﬁcients is computed from
dyðF2ðFðtÞz þ yÞÞjy¼0s22 ¼ 2a2FðtÞzs22ðzÞ: ð34Þ
Thus,
c11 ¼ 3c1ð0Þa3eio1t þ 2a22c1ð0Þeio1t
1
io1
2iImðc1ð0Þeio1tÞ 
2
3
c1ð0Þeio1t
 
 4
io2
iImðc3ð0Þeito2Þ 
i
4o21  o22
2o1Reðc3ð0Þeito2Þ þ o2iImðc3ð0Þeito2Þ
 
þ 2a22c1ð0Þ½eio1th1;1;0;0ðtÞ þ eio1th2;0;0;0ðtÞ;
c12 ¼ 6c1ð0Þa3eio1t þ 4a22c1ð0Þeio1t 2o11 ðImðc1ð0Þeio1tÞ  iReðc3ð0Þeio2tÞÞ
h
þ 2o12 Imðc3ð0Þeio2tÞ þ
c1ð0Þeio1t
ið2o1  o2Þ þ
c1ð0Þeio1t
ið2o1 þ o2Þ
 2i
o21  4o22
ðo1Reðc3ð0Þeio2tÞ þ 2o2iImðc3ð0Þeio2tÞÞ

þ 2a22c1ð0Þ½eio1th0;0;1;1ðtÞ þ eio2th1;0;0;1ðtÞ þ eio2th1;0;1;0ðtÞ:
It is a straightforward computation using formulae (11a) and (11b) of Knobloch [15],
(34) and Proposition 3.6 to verify that c22 ¼ c11ðo2;o1Þ and c21 ¼ c12ðo2;o1Þ:
Taking the real parts yields the result. &
Corollary 3.8. If a2 ¼ 0 then Reðc12Þ ¼ 2Reðc11Þ ¼ 6a3Reðc1ð0Þeio1tÞ and Reðc21Þ ¼
2Reðc22Þ ¼ 6a3Reðc3ð0Þeio2tÞ: As in Corollary 3.4, the double Hopf bifurcation is
determined to third order if Reðc11Þa0 and Reðc22Þa0:
If a2 ¼ 0; since Reðc12Þ ¼ 2Reðc11Þ and Reðc21Þ ¼ 2Reðc22Þ; the restrictions on the
possible phase portraits near a double Hopf point are similar to the restrictions
stated after Corollary 3.4.
Now, letting a2a0; a priori many more unfolding cases are possible since sgn d
and sgn c need not be equal anymore. However, we now show that there always are
restrictions on the possible ﬂows near the double Hopf point for ﬁxed values of
o1;o2 and t: Before we state the result, we perform some transformations on the
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expressions for the cubic coefﬁcients. From Proposition 3.7 the coefﬁcients in the
normal form can be written as
Reðc11Þ ¼ p1a3 þ p2a22; Reðc12Þ ¼ q1a3 þ q2a22;
Reðc21Þ ¼ r1a3 þ r2a22; Reðc22Þ ¼ s1a3 þ s2a22;
where p1; p2; q1; q2; r1; r2; s1; s2 are constants since the calculation is made for o1;o2
and t ﬁxed. Now, if the determinant of M ¼ p1 s1
p2 s2
 
is nonzero, we can write
Reðc12Þ ¼ g1Reðc11Þ þ g2Reðc22Þ and Reðc21Þ ¼ d1Reðc11Þ þ d2Reðc22Þ;
where ðg1; g2Þt ¼ M1ðq1; q2Þt and ðd1; d2Þt ¼ M1ðr1; r2Þt: Hence,
b ¼ Reðc12ÞjReðc22Þj ¼ g1
Reðc11Þ
jReðc22Þj7g2 and c ¼
Reðc21Þ
jReðc11Þj ¼7d1 þ d2
Reðc22Þ
jReðc11Þj: ð35Þ
We now state the result. Note that the proof of the proposition also gives a method
to determine which restrictions occurs for a particular system.
Proposition 3.9. Assume the nondegeneracy condition detMa0 is satisfied. Then there
always are restrictions on the possible flows of system (16) near a nonresonant double
Hopf bifurcation point.
Proof. We need to show that for all values of a2 and a3; there are some combinations
of signs of b; c and d which are prohibited so that some of the unfoldings of Table 1
cannot occur. The equations Reðc11Þ ¼ p1a3 þ p2a22 ¼ 0 and Reðc22Þ ¼ s1a3 þ s2a22 ¼
0 deﬁne two parabolae passing through ð0; 0Þ in ða2; a3Þ space. By the nondegeneracy
condition det Ma0 the two parabolae may not coincide.
The parabola s1a3 þ s2a22 ¼ 0 separates the plane ða2; a3Þ in two connected regions
R1; R2: Let R1 be the region which does not contain the parabola p1a3 þ p2a22 ¼ 0:
Thus in R1; sgn Reðc22Þ and sgn Reðc11Þ are constant. Therefore, we can choose
values ða2; a3Þ such that one case of sign of Reðc22Þ forces the sign of Reðc11Þ:
Let D ¼ Reðc11Þ=Reðc22Þ and rewrite
b ¼ sgn Reðc22Þðg1Dþ g2Þ; c ¼ sgn Reðc11Þðd1 þ d2=DÞ;
where D is considered as a variable.
Now the positions of the parabolae is determined by p2=p1; s2=s1 and the signs
of p1 and s1: Consider the cases of positions of parabolae where d ¼ sgn Reðc22Þ ¼
þ1 forces sgn Reðc11Þ to be constant. This is the case for instance, if s2=s14
p2=p1 and p1; s1 are positive, then Reðc22Þ40 forces Reðc11Þ40: In such a situation,
D takes its values either in ðN; 0Þ or ð0;NÞ: In either case, b and c are monotone
functions of D on its interval of deﬁnition. Therefore, there are at most three
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intervals where b and c have constant signs. Hence, there is always a choice of signs
of b and c which does not occur.
A similar argument holds for the cases of positions of the parabolae where d ¼
sgn Reðc22Þ ¼ 1 forces sgn Reðc11Þ to be constant. This completes the proof. &
4. nth-order scalar equation with delayed feedback, nX2
Consider now the nth-order delay-differential equation ðnX2Þ
uðnÞ þ b1uðn1Þ þ?þ bnu ¼ f ðuðt  tÞÞ; ð36Þ
where f ð0Þ ¼ 0; bj (j ¼ 1;y; n) are constants and t is the time delay. This equation
generalizes the harmonic oscillator with delayed feedback
u¨ þ b1 ’u þ b2u ¼ f ðuðt  tÞÞ ð37Þ
studied by Campbell et al. [4].
In this section, we prove the following unfolding result for Eq. (36).
Theorem 4.1. Suppose that (36) has a nonresonant double Hopf bifurcation point at the
origin. Then, generically, the two parameter family of delay-differential equations
uðnÞ þ b1uðn1Þ þ?þ ðbn þ n1Þu ¼ ða1 þ n2Þuðt  tÞ þ oðuðt  tÞÞ ð38Þ
provides a universal unfolding for the double Hopf bifurcation. However, generically,
there always are restrictions on the possible flows of (36) near a double Hopf
bifurcation point.
The proof of Theorem 4.1 is given by Lemma 4.2 and Proposition 4.4.
4.1. The C ¼ P"Q decomposition
Truncate f to degree three in its Taylor expansion
f ðuðt  tÞÞ ¼ a1uðt  tÞ þ a2u2ðt  tÞ þ a3u3ðt  tÞ
and rewrite (36) as a system of n ﬁrst-order delay-differential equations
’u ¼ v1;
’v1 ¼ v2;
^
’vn1 ¼ b1vn1 ? bnu þ a1uðt  tÞ þ a2u2ðt  tÞ þ a3u3ðt  tÞ:
8>><
>>:
ð39Þ
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So,
Lðut; vtÞ ¼
v1
^
vn2
b1vn1 ? bnv1 þ a1uðt  tÞ
2
6664
3
7775;
FðutÞ ¼
0
^
0
a2u
2ðt  tÞ þ a3u3ðt  tÞ:
2
6664
3
7775:
At a double Hopf point, the basis of P is given by the columns of F ¼ ½F1;y;Fnt
where
Fj ¼ ððio1Þj1eio1y; ðio1Þj1eio1y; ðio2Þj1eio2y; ðio2Þj1eio2yÞ:
The basis of the adjoint problem is given by the rows of C ¼ ½C1;y;Cn
with Cj ¼ ðC1j ;C2j ;C3j ;C4j Þt where C ¼ ðFt;FÞ1Ft and ð; Þ is the bilinear
form (4).
Let ðu; v1;y; vn1Þt ¼ Fz þ y where y ¼ ðy1;y; ynÞtAQ-C1ð½t; 0;RnÞ: We
rewrite (39) as an inﬁnite dimensional system. Note that F is only function of u ¼
F1ðtÞz þ y1; thus
’z ¼ Bz þCð0ÞFðF1ðtÞz þ y1Þ;
’y ¼ AQ1y þ ðI  pÞX0FðF1ðtÞz þ y1Þ; ð40Þ
where B is (8). Now,
FðF1ðtÞz þ y1Þ ¼
0
^
0
a2ðF1ðtÞz þ y1Þ2 þ a3ðF1ðtÞz þ y1Þ3
2
66664
3
77775:
Hence (40) becomes
’z ¼ Bz þCnð0Þða2ðF1ðtÞz þ y1Þ2 þ a3ðF1ðtÞz þ y1Þ3Þ;
’y ¼ AQ1y þ ðI  pÞX0
0
^
0
a2ðF1ðtÞz þ y1Þ2 þ a3ðF1ðtÞz þ y1Þ3Þ
2
66664
3
77775: ð41Þ
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4.2. Unfolding of the nth-order equation
We choose the following unfolding for the nth-order delay-differential equation:
Lðn1; n2Þðut; v1;y; vn1Þ ¼
v1
^
vn2
b1vn1 ? ðb1  n1Þv1 þ ða1 þ n2Þuðt  tÞ
2
6664
3
7775:
Thus,
ðLðn1; n2Þ  L0ÞFz ¼
0
^
0
in1ðo1ðz1  %z1Þ þ o2ðz2  %z2ÞÞÞ þ n2F1ðtÞz
2
6664
3
7775:
The quadratic terms computed from (5) are given by
Cð0Þ½Lðn1; n2Þ  L0Fz ¼ Cnð0Þðin1ðo1ðz1  %z1Þ þ o2ðz2  %z2ÞÞ þ n2F1ðtÞzÞ:
The normal form to degree two, given by Eq. (12) and Proposition 2.1, is
’z1 ¼ io1z1 þ ðiC1nð0Þo1Þn1z1 þ ðC1nð0Þeio1tÞn2z1;
’z2 ¼ io2z2 þ ðiC3nð0Þo2Þn1z2 þ ðC3nð0Þeio2tÞn2z2;
and after transformation to polar coordinates the radial part becomes
’r1 ¼ ðo1ReðiC1nð0ÞÞn1 þReðC1nð0Þeio1tÞn2Þr1;
’r2 ¼ ðo2ReðiC3nð0ÞÞn1 þReðC3nð0Þeio2tÞn2Þr2:
Lemma 4.2. Generically, the independent unfolding parameters ðn1; n2Þ of (38) map to
independent unfolding parameters ðm1; m2Þ of the normal form equations.
Proof. As in Proposition 3.2, it is easy to check that if o1ao2; the determinant of
o1ReðiC1nð0ÞÞ ReðC1nð0Þeio1tÞ
o2ReðiC3nð0ÞÞ ReðC3nð0Þeio2tÞ
" #
is nonzero for an open and dense set of values of t: &
In particular, note that it is necessary to have a parameter as coefﬁcient of the
uðt  tÞ term while the other unfolding parameter can be chosen in front of any other
term.
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4.3. Normal form of the nth-order scalar equation
In this section, we discuss the normal form of the nth-order scalar delay-
differential equation (36). We proceed with normal form transformations of (41).
Consider the normal form transformation for quadratic terms
ðz; yÞ ¼ ðz˜; y˜Þ þ ðS2ðz˜Þ; T2ðz˜ÞÞ; ð42Þ
where T2ðzÞ ¼ ½T12 ðzÞ;y; Tn2 ðzÞt: After this transformation the ’z equation becomes
’z ¼ Bz þCnð0Þ a3ðF1ðtÞzÞ3 þ 2a2 @F1ðtÞz
@z1
S12ðzÞ þ
@F1ðtÞz
@ %z1
S22ðzÞ

þ @F1ðtÞz
@z2
S32ðzÞ þ
@F1ðtÞz
@ %z2
S42ðzÞ

þ 2a2F1ðtÞðzÞT12 ðzÞ

: ð43Þ
This equation is very similar to the ’z equation of the scalar ﬁrst-order equation (16)
in normal form to cubic order. Hence, modulo the computation of T12 ðzÞ; the cubic
coefﬁcients cij are given by Proposition 3.7.
We now prove (43). The cubic terms after normal form transformation (42) are
given by
F˜3ðzÞ ¼ F3ðFzÞ þ ðdzF2ðF1ðtÞz þ y1ÞÞjy1¼0S2ðzÞ þ ðdyF2ðF1ðtÞz þ y1ÞÞjy1¼0T2ðzÞ:
Now,
F3ðF1ðtÞzÞ þ ðdyF2ðF1ðtÞz þ y1ÞÞjy1¼0T2ðzÞ
¼
0
^
0
a3ðF1ðtÞzÞ3 þ 2a2F1ðtÞðzÞT12 ðzÞ
2
66664
3
77775;
dzF2ðF1ðtÞzÞS2ðzÞ ¼ 2a2
0 0 0 0
^ ^ ^ ^
0 0 0 0
@F1ðtÞz
@z1
@F1ðtÞz
@ %z1
@F1ðtÞz
@z2
@F1ðtÞz
@ %z2
2
666664
3
777775
S12
S22
S32
S42
2
6664
3
7775:
Thus ’z is given by (43) where only T12 ðzÞ enters in the cubic terms after normal form
transformation of the quadratic terms of the dy=dt equation.
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4.3.1. Computation of T2
In the case of the nth-order Eq. (36), Eq. (32) for the quadratic terms is
DzT2ðzÞBz  AQ1ðT2ðzÞÞ ¼ ðI  pÞX0
0
^
0
a2ðF1ðtÞzÞ2
2
66664
3
77775 ¼ f˜2ðzÞ: ð44Þ
Recall that AQ1y ¼ ’y þ X0ðLðyÞ  ’yð0ÞÞ and ðI  pÞX0 ¼ X0  FCð0Þ: Thus, (44)
reduces to solving for T2ðzÞ the system
DzT2ðzÞBz  ’T2ðzÞ ¼ FCð0Þf˜2ðzÞ ð45Þ
with boundary conditions
 ’T2ðzÞð0Þ þ LðT2ðzÞÞ ¼ f˜2ðzÞ: ð46Þ
The n components of (45) are given by
o1 @T
j
2
@z1
%z1  @T
j
2
@ %z1
z1
" #
 o2 @T
j
2
@z2
%z2  @T
1
2
@ %z2
z2
" #
 ’T12ðzÞ ¼ FjCnð0Þa2F1ðzÞ2; ð47Þ
where j runs from 1 to n: In particular,
o1 @T
1
2
@z1
%z1  @T
1
2
@ %z1
z1
 
 o2 @T
1
2
@z2
%z2  @T
1
2
@ %z2
z2
 
 ’T12ðzÞ ¼ F1Cnð0Þa2F1ðzÞ2:
The only difference lies in solving the boundary conditions for T12 ðzÞ which
involves the knowledge of T
j
2ðzÞ for j ¼ 2;y; n: We know already that the cij
coefﬁcients in the case of the nth-order equation are identical to the cij coefﬁcients of
Proposition 3.7 up to the T12 term. Consider now the boundary conditions:
’T12ðzÞð0Þ  T22 ðzÞð0Þ ¼ 0;
^
’Tn12 ðzÞð0Þ  Tn2 ðzÞð0Þ ¼ 0;
’Tn2ðzÞð0Þ þ b1Tn12 ðzÞð0Þ þ?þ bnT12 ðzÞð0Þ  a1T12 ðzÞðtÞ ¼ a2ðF1ðtÞzÞ2:
8>><
>>>:
ð48Þ
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Since (36) has constant coefﬁcients, Eq. (48) factors into subsystems
’h1ðq1;q2;q3;q4Þð0Þ  h2ðq1;q2;q3;q4Þ ¼ 0;
^
’hn1ðq1;q2;q3;q4Þð0Þ  hnðq1;q2;q3;q4Þ ¼ 0;
’hnðq1;q2;q3;q4Þð0Þ þ?þ bnh1ðq1;q2;q3;q4Þð0Þ  a1hðq1;q2;q3;q4ÞðtÞ ¼ a2xðq1;q2;q3;q4Þ;
8>>><
>>>:
ð49Þ
where xðq1;q2;q3;q4Þ is the coefﬁcient of z with power ðq1; q2; q3; q4Þ in ðF1ðtÞzÞ2:
Proposition 4.3. The polynomial T12 ðzÞ found by solving (47) and (49) is of the same
form as s22 in Proposition 3.6.
Proof. See Lemmas A.1 and A.6 in the appendix. &
Therefore the following result follows.
Proposition 4.4. The coefficients of the cubic terms of the normal form of (36) are given
by Proposition 3.7 where the polynomials P1; P2; Q1 and Q2 depend on the boundary
condition (48).
Proof. The proof follows from Eq. (43) and Proposition 4.3. &
Proposition 4.4 implies that Proposition 3.9 applies directly to nth-order scalar delay
equations.
5. Discussion
We have presented an analysis of the relationship between projected ﬂows associated
with ordinary differential equations on centre manifolds and the delay-differential
equation from which they originate, in the case of a double Hopf bifurcation. We have
seen that the universal unfolding of the vector ﬁeld around the singular point may or
may not have restrictions, moreover restrictions are also inﬂuenced by the modelling
context in which the delay equation arises. As pointed out in [13], there is a difference
between unfolding such a singularity in general, and unfolding in the context of
modelling using a speciﬁc class of delay-differential equations.
Indeed, the restrictions introduced by the speciﬁc structure of the model put
conditions on the possible range of parameters allowed in the unfolding. The ensuing
range of invariant sets is thus limited by the framework in which the model is
developed. This shifts some of the burden of the analysis from the purely
mathematical considerations to the derivation of the model itself. It thus becomes
paramount to have a properly derived system of functional differential equations to
adequately translate the biological or mechanical system under study.
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Our analysis is the ﬁrst one addressing the double Hopf bifurcations. Previous
investigations [6,8,9,16] have considered simpler bifurcations, all leading to centre
manifolds of dimension three or less. We have made use of symmetric bifurcation
techniques, explaining in general terms the intriguing simplifying relation, discovered
in [2], relating the two cubic terms in the scalar ﬁrst-order equation with two delays.
The role of the symmetry of the hyperbolic tangent in that analysis becomes
transparent with the calculations presented here.
We have only studied, albeit in some details, scalar equations of arbitrary order.
The only caveat is the necessity for a double Hopf bifurcation point to exist, which is
impossible in the case of a ﬁrst-order equation with a single delay. The same formal
analysis can be extended to systems of functional differential equations. Our
preliminary calculations indicate a fundamental increase in algebraic difﬁculties, not
all of which can be overcome by the use of symbolic manipulation software, such as
MAPLE. It is hard to predict how much of our analysis can thus be extended to
large-scale systems.
What is clear, though, is the beneﬁt from this investigation for the purposes of
modelling biological systems using delay differential equations, and the insight
provided into the possible behaviours around singular stationary solutions of the
delay equations.
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Appendix. Proof of Propositions 3.6 and 4.3
To prove Propositions 3.6 and 4.3 we need to solve equations for s22 and T2: We
begin by writing Eqs. (33) and (48) in a suitable form for easy integrating. The
integration is done in the lemmae that follow and the boundary conditions are used
to determine the integrating constants. We write the deﬁning condition equations for
s22 and T
2
j for all j:
o1 @s
2
2
@z1
%z1  @s
2
2
@ %z1
z1
 
 o2 @s
2
2
@z2
%z2  @s
2
2
@ %z2
z2
 
 ’s22ðxÞ þ X0½ ’s22ð0Þ  Lðs22ðxÞÞ ðA:1Þ
¼ a2½X0  FCð0ÞðF1ðtÞzÞ2; ðA:2Þ
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where F stands for F in (33) and it stands for Fj in (48). Similarly Cð0Þ stands for
Cð0Þ in (33) and for Cnð0Þ in (48). Recall that F1 ¼ ðeio1y; eio1y; eio2y; eio2yÞ:
Eq. (A.1) is split into two linear differential equations:
o1 @s
2
2
@z1
%z1  @s
2
2
@ %z1
z1
 
 o2 @s
2
2
@z2
%z2  @s
2
2
@ %z2
z2
 
 ’s22ðxÞ ¼ a2FCð0ÞðF1ðtÞzÞ2 ðA:3Þ
and
’s22ð0Þ  Lðs22ðxÞÞ ¼ a2ðFðtÞzÞ2:
Let ’h be differentiation with respect to y: Eq. (A.3) can be written in matrix form
 ’h ¼ Ah þ f ; ðA:4Þ
where f ¼ a2FCð0ÞðF1ðtÞzÞ2;
h ¼ ðh2;0;0;0; h0;2;0;0; h0;0;2;0; h0;0;0;2; h1;1;0;0; h0;0;1;1; h1;0;1;0; h0;1;0;1; h0;1;1;0; h1;0;0;1Þ
and
A ¼
0 0 0 0 o1 0 0 0 0 0
0 0 0 0 o1 0 0 0 0 0
0 0 0 0 0 o2 0 0 0 0
0 0 0 0 0 o2 0 0 0 0
2o1 2o1 0 0 0 0 0 0 0 0
0 0 2o2 2o2 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 o1 o2
0 0 0 0 0 0 0 0 o2 o1
0 0 0 0 0 0 o1 o2 0 0
0 0 0 0 0 0 o2 o1 0 0
2
6666666666666666666664
3
7777777777777777777775
:
Now
FCð0Þ ¼ Reðc1ð0Þeio1yÞ Reðc3ð0Þeio2yÞ;
and set Reðc1ð0ÞÞ ¼ xðo1Þ; Reðc3ð0ÞÞ ¼ xðo2Þ; Imðc1ð0ÞÞ ¼ zðo1Þ and Imðc3ð0ÞÞ ¼
zðo2Þ for some x and z: Let HðaÞ ¼ xðaÞ cosðayÞ  zðaÞ sinðayÞ; then FCð0Þ ¼
Hðo1Þ þHðo2Þ: Since xðaÞ ¼ xðaÞ and zðaÞ ¼ zðaÞ thenH is an even function
and so is FCð0Þ: Since Hðy;o1Þ ¼Hðy;o1Þ; then
 ’h2;0;0;0 ¼ o1h1;1;0;0  ðHðy;o1Þ þHðy;o2ÞÞa2e2io1t;
 ’h0;2;0;0 ¼ ðo1Þh1;1;0;0  ðHðy;o1Þ þHðy;o2ÞÞa2e2io1t:
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Therefore, h0;2;0;0ðy;o1Þ ¼ h2;0;0;0ðy;o1Þ: The same relationship holds between
h0;0;2;0 and h0;0;0;2 but with o1 replaced by o2: The system then reduces to two four-
dimensional systems.
 ’h1 ¼ A1h1 þ f1 and  ’h2 ¼ A2h2 þ f2; ðA:5Þ
where
h1 ¼ ðh2;0;0;0; h0;0;2;0; h1;1;0;0; h0;0;1;1Þ; h2 ¼ ðh1;0;1;0; h0;1;0;1; h0;1;1;0; h1;0;0;1Þ;
f1 ¼ a2FCð0Þðe2io1t; e2ito2 ; 2; 2Þt;
f2 ¼ a2FCð0Þð2eitðo1þo2Þ; 2eitðo1þo2Þ; 2eitðo1o2Þ; 2eitðo1o2ÞÞt
and the matrices are
A1 ¼
0 0 o1 0
0 0 0 o2
2o1 0 0 0
0 2o2 0 0
2
6664
3
7775; A2 ¼
0 0 o1 o2
0 0 o2 o1
o1 o2 0 0
o2 o1 0 0
2
6664
3
7775:
The boundary conditions are
’h1ð0Þ  Lðh1Þ ¼ ða2e2io1t; a2e2ito2 ; 2a2; 2a2Þt;
’h2ð0Þ  Lðh2Þ ¼ ð2a2eitðo1þo2Þ; 2a2eitðo1þo2Þ; 2a2eitðo1o2Þ; 2a2eitðo1o2ÞÞt: ðA:6Þ
The following lemma gives h:
Lemma A.1. The solutions to Eqs. (A.5) are
h1ðyÞ ¼ eyA1K1 þ eyA1
Z y
0
esA1 f1
 
; h2ðyÞ ¼ eyA2K2 þ eyA2
Z y
0
esA2 f2
 
;
where
K1 ¼ a2ð *Aðo1Þ; *AXðo2Þ; *Bðo1Þ; *Bðo2ÞÞt;
K2 ¼ a2ð *w1ðo1;o2Þ; *w1ðo1;o2Þ; *w2ðo1;o2Þ; *w2ðo1;o2ÞÞt;R y
0 e
sA1 f1 ds ¼ a2ðAðy;o1;o2Þ;Aðy;o2;o1Þ;Bðy;o1;o2Þ;Bðy;o2;o1ÞÞt;
Z y
0
esA2 f2 ds ¼ a2ðw1ðy;o1;o2Þ; w1ðy;o1;o2Þ; w2ðy;o1;o2Þ; w2ðy;o1;o2ÞÞt;
expðyA1Þ ¼
cosð ﬃﬃﬃ2p o1yÞ 0 12 ﬃﬃﬃ2p sinð ﬃﬃﬃ2p o1yÞ 0
0 cosð ﬃﬃﬃ2p o2yÞ 0 12 ﬃﬃﬃ2p sinð ﬃﬃﬃ2p o2yÞ
 ﬃﬃﬃ2p sinð ﬃﬃﬃ2p o1yÞ 0 cosð ﬃﬃﬃ2p o1yÞ 0
0  ﬃﬃﬃ2p sinð ﬃﬃﬃ2p o2yÞ 0 cosð ﬃﬃﬃ2p o2yÞ
2
666664
3
777775
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and
expðyA2Þ
¼
cosðo1yÞ cosðo2yÞ sinðo1yÞ sinðo2yÞ sinðo1yÞ cosðo2yÞ cosðo1yÞ sinðo2yÞ
sinðo1yÞ sinðo2yÞ cosðo1yÞ cosðo2yÞ cosðo1yÞ sinðo2yÞ sinðo1yÞ cosðo2yÞ
sinðo1yÞ cosðo2yÞ cosðo1yÞ sinðo2yÞ cosðo1yÞ cosðo2yÞ sinðo1yÞ sinðo2yÞ
cosðo1yÞ sinðo2yÞ sinðo1yÞ cosðo2yÞ sinðo1yÞ sinðo2yÞ cosðo1yÞcosðo2yÞ
2
6664
3
7775:
Proof. The proof follows from the following Lemmas A.2, A.3 and A.5. &
Lemma A.2.
R y
0 e
sA1f1 ds ¼ a2ðAðy;o1;o2Þ;Aðy;o2;o1Þ;Bðy;o1;o2Þ;Bðy;o2;o1ÞÞt;R y
0
esA2f2 ds ¼ a2ðw1ðy;o1;o2Þ; w1ðy;o1;o2Þ; w2ðy;o1;o2Þ; w2ðy;o1;o2ÞÞt:
Proof. We consider ﬁrst the integral
Z y
0
esA1f1 ds ¼ a2
Z y
0
esA1ðFCð0ÞÞðe2io1t; e2io2t; 2; 2Þtds:
which separates into four integrals where FCð0Þ ¼Hðs;o1Þ þHðs;o2Þ: Each
integral is of the form
Z y
0
ðHðs;o1Þ þHðs;o2ÞÞJðs; aÞ ds;
for some function J where a ¼ o1 or a ¼ o2: Hence it is easy to see that if
Iðo1;o2Þ ¼
Z y
0
ðHðs;o1Þ þHðs;o2ÞÞJðs;o1Þ ds
then
Iðo2;o1Þ ¼
Z y
0
ðHðs;o1Þ þHðs;o2ÞÞJðs;o2Þ ds:
It is easy to check that
esA2ð2eitðo1þo2Þ; 2eitðo1þo2Þ; 2eitðo1o2Þ; 2eitðo1o2ÞÞt
¼ ðd1ðs;o1;o2Þ; d1ðs;o1;o2Þ; d2ðs;o1;o2Þ; d2ðs;o1;o2ÞÞt;
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thus
Z y
0
esA2f2 ds ¼
Z y
0
ðHðs;o1Þ þHðs;o2ÞÞðd1ðs;o1;o2Þ;
 d1ðs;o1;o2Þ; d2ðs;o1;o2Þ; d2ðs;o1;o2ÞÞt ds
Since Hðs; aÞ is even in a; then
Hðo1;o2Þdiðs;o1;o2Þ ¼Hðo1;o2Þdiðs;o1;o2Þ ¼Hða; bÞdiðs; a; bÞ;
for i ¼ 1; 2; where a ¼ o1 and b ¼ o2 and the result follows. &
Lemma A.3. The sets of matrices A1 and A2; respectively, of the form
M1 ¼
a 0 b 0
0 c 0 d
2b 0 a 0
0 2d 0 c
2
6664
3
7775 and M2 ¼
x y z w
y x w z
z w x y
w z y x
2
6664
3
7775;
where xa7y and za7w for all nonzero matrices, are fields. Moreover,
M1ðaðo1;o2Þ; aðo2;o1Þ; bðo1;o2Þ; bðo2;o1ÞÞt
¼ ða1ðo1;o2Þ; a1ðo2;o1Þ; b1ðo1;o2Þ; b1ðo2;o1ÞÞt: ðA:7Þ
Proof. The determinants are detðM1Þ ¼ ða2 þ 2b2Þðc2 þ 2d2Þ and detðM2Þ ¼ ððz 
wÞ2 þ ðx þ yÞ2Þððy  xÞ2 þ ðz þ wÞ2Þ which vanish only for the zero matrix.
Commutativity and property (A.7) are veriﬁed by a simple computation. &
Remark A.4. Note that in Lemma A.1, expðyA1Þ is an element ofA1 and expðyA2Þ
is in A2 since A1AA1 and A2AA2: Moreover, if M2 ¼ Am2 for any integer mX0 or
M2 ¼ expðyA2Þ; then an easy calculation shows that
M2ðwðo1;o2Þ; wðo1;o2Þ; xðo1;o2Þ; xðo1;o2ÞÞt
¼ ðw1ðo1;o2Þ; w1ðo1;o2Þ; x1ðo1;o2Þ; x1ðo1;o2ÞÞt: ðA:8Þ
Proof of Proposition 3.6. From Lemmas A.1 and A.3 we see that the multiplication
and addition in the expressions for h yield the desired result. &
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Lemma A.5. The constants K1 and K2 found using the boundary conditions with Lð0; 0Þ
coming from (20) have the form
K1 ¼ a2ð *Aðo1Þ; *Aðo2Þ; *Bðo1Þ; *Bðo2ÞÞ;
K2 ¼ a2ð *w1ðo1;o2Þ; *w1ðo1;o2Þ; *w2ðo1;o2Þ; *w2ðo1;o2ÞÞ:
Proof. Writing the boundary equation using the solutions h1ðyÞ computed before we
obtain
ðA1  a10et1A1  a01et2A1ÞK1
¼ f1ð0Þ þ a10et1A1
Z t1
0
esA1 f1ðsÞ ds þ a01et2A1
Z t2
0
esA1f1ðsÞ ds
þ ðe2io1t; e2io2t; 2; 2Þt
¼ ðaðo1;o2Þ; aðo2;o1Þ; bðo1;o2Þ; bðo2;o1ÞÞt;
where the last equality is easily shown using Lemma A.2. By Lemma A.3 ðA1 
a10e
t1A1  a01et2A1Þ1 is of the form M1 and the result follows. The vector K2 is
computed in the same way using Remark A.4. &
Lemma A.6. The constants K1 and K2 found using the boundary conditions (49) have
the same form as in Lemma A.5.
Proof. Let
T
j
2ðzÞ ¼
X
jqj¼2
hjq1;q2;q3;q4ðyÞz
q1
1 %z
q2
1 z
q3
2 %z
q4
2 ;
where j ¼ 1;y; n; jqj ¼ q1 þ q2 þ q3 þ q4 and hjq1;q2;q3;q4ðyÞAQ1: For j ¼ 1;y; n; let
h
j
1 ¼ ðhj2;0;0;0; hj0;0;2;0; hj1;1;0;0; hj0;0;1;1Þ and hj2 ¼ ðhj1;0;1;0; hj0;1;0;1; hj0;1;1;0; hj1;0;0;1Þ:
Then using the solutions of Eq. (A.5) for h
j
i; we replace in the boundary conditions
(49). By Lemma A.1, h
j
1 ¼ eyA1ðKj1 þ f j1ð0ÞÞ where the superscripts of K and f are
indices setting K01 ¼ K1 and f j1ð0Þ has the same form as in Lemma A.2. Thus for hj1
we obtain
A1K1 þ f1ð0Þ þ K11 ¼ 0;
^
A1K
n2
1 þ f n11 ð0Þ þ Kn11 ¼ 0;
A1K
n1
1 þ f n11 ð0Þ þ b1Kn11 þ bnK1 þ a1etA1K1 ¼ a2ðe2io1t; e2io2t; 2; 2ÞtÞ:
8>>><
>>:
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Solve K
j
1 in terms of K1 : K
j
1 ¼ ð1ÞjAj1K1 þ ð1ÞjðAj11 f1ð0Þ  Aj21 f 11 ð0Þ þ?
7f j11 ð0ÞÞ: Replacing in the last equation and putting on the right-hand side all
the terms which do not contain K1 we obtain
ð1ÞnðAn1 þ b1An11 þ?bnI þ a1etA1ÞK1
¼ a2ðg1ðo1;o2Þ; g1ðo2;o1Þ; g2ðo1;o2Þ; g2ðo2;o1ÞÞt:
Using Lemma A.3 in the preceding equation yields the result. The other vectors h
j
i
are handled in the same way and yield similar results. &
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