Quantification of Epstein-Barr virus (EBV) in peripheral blood is important for the diagnosis and management of serious EBV diseases, including posttransplant lymphoproliferative disorder. A variety of PCRbased methods are currently in use; however, there is little information on their comparability. This study assessed the relative performance of different quantitative assays. A multicenter comparative study was performed at eight sites using three panels consisting of serial dilutions of quantified EBV DNA and extracts from a total of 19 whole-blood specimens. Samples were distributed and tested blindly. Instrumentation, probe chemistries, amplification targets, and other test-related aspects varied considerably between laboratories. Each laboratory's calibration curve indicated strong evidence of a consistent log-linear relationship between viral load and cycle threshold, suggesting that intralaboratory tracking of a given patient would yield similar relative quantitative trends among the participating test sites. There was strong concordance among laboratories with respect to qualitative test results; however, marked quantitative discordance was seen. For most samples, the across-laboratory interquartile range of the reported viral load (in copies/l) was roughly 0.6 log-units, and for one sample the overall range was approximately 4.2 log-units. While intralaboratory tracking of patients may yield similar results, these data indicate a need for caution when attempting to compare clinical results obtained at different institutions and suggest the potential value to be gained by more standardized testing methodology.
Epstein-Barr virus (EBV)
, like all members of the human herpesvirus family, persists in the host after primary infection and may reactivate at any time. EBV causes substantial morbidity especially among immunocompromised patients (2) . Since EBV may replicate without causing apparent harm, it is important to be able to distinguish asymptomatic infection from impending or established EBV disease. Because of this, quantitative methods for measuring EBV are now widely utilized for the diagnosis, monitoring, and treatment of EBVrelated diseases, particularly in the case of posttransplant lymphoproliferative disorder (1, 9) . In addition, studies have indicated that preemptive treatment for EBV and reduction in immunosuppressive therapy can reduce the incidence of posttransplant lymphoproliferative disorder in immunocompromised patients (1, 7) .
While the utility of molecular testing for EBV (most commonly PCR) is well accepted (16) , and many have implemented it on a routine basis, there is a lack of uniformity and consistency among the currently available assays. The lack of standardized methods extends to all aspects of testing, including selection of specimen type, specimen collection methods, initial processing, nucleic acid extraction, molecular amplification, result interpretation, and reporting. Within the area of assay design, relevant issues include probe chemistry, target selection, cycling conditions, internal control (selection of target and mode of use), thermocycling platform, and quantitative calibration methods. Although many have moved to real-time methodologies, the implementation of these assays is by no means uniform or universal. Furthermore, and perhaps of greatest impact, there is no universally accepted quantitative standard for EBV, as has been adopted for other viruses (5, (12) (13) (14) . All of these issues have grown in importance with the increased use of EBV quantitative analysis in patient management, which has become the standard-of-care in some clinical settings.
The relative effect of the different variables noted above on assay results and their impact on clinical utilization of test results when viewed over time within a given institution and when viewed across institutions have not been well defined. The optimal interpretation of studies performed at different centers using different test methodologies and the ability to monitor patients who transfer their care between different institutions becomes increasing dependent on a better under-standing of these variables. Evaluating the sources of test variability should improve our ability to interpret such results and may also help establish a more uniform standard for performing these tests. This multicenter study is the first published evaluation of the variability of quantitative real-time PCR for EBV across a wide variety of institutions, testing platforms, and methodologies. Whole blood was chosen over other peripheral blood components for this analysis, based on data showing a higher degree of sensitivity in cellular compartments (whole blood or peripheral blood mononuclear cells) compared to plasma (3, 18) . Also, whole blood was the most commonly used specimen type for this assay among participating laboratories.
(The results of this study were presented in part 30 April to 3 May 2006 at the 22nd annual meeting of the Pan American Society for Clinical Virology, Clearwater Beach, FL.)
MATERIALS AND METHODS
Study design. Eight independent laboratories comprised the Working Group, each utilizing a different quantitative EBV PCR assay. Specimen preparation, including nucleic acid extraction, was performed prior to distribution, eliminating these factors as variables in the analysis. Prior to testing, each laboratory provided details of its respective testing procedure(s) for comparative evaluation; variation was seen in all aspects of assay methodology (Table 1) . Three coded panels, consisting of serially diluted, commercially prepared EBV DNA calibrators and 19 whole-blood patient specimens, were prepared, nucleic acid was extracted, and extracts were distributed among the participating laboratories. Each site performed quantitative EBV testing on all panels using their own protocols, reagents, controls, and instrumentation. The composition of each panel, the quantitative calibrators used, and the number of replicate test runs performed are indicated in Table 2 . The data were analyzed to determine both intra-and interlaboratory variability, concordance of quantitative values achieved, and evidence of a consistent quantitative relationship among laboratories using both common and differing quantitative calibrators. Variability in patient results was assessed independently and in relation to variability of linear regression calibration curves and calibrators. All human samples used in the study were assigned arbitrary identification designations prior to use. This research complied with relevant federal guidelines and institutional policies.
Control EBV DNA. Two commercial lot numbers of fluorimetrically quantified EBV B95-8 DNA (Advanced Biotechnologies, Inc., Columbia, MA) were used to create a six-point tenfold serial dilution series, ranging from 2.62 copies/l to 2.62 ϫ 10 6 copies/l to be used as quantitative calibrators. A separate dilution was prepared for each of the three test panels that were distributed. Lot 1 was used for panel 1; the serial dilution was centrally prepared in 0.1ϫ Tris-EDTA buffer (TE) and shipped to participants at 4°C. Lot 2 of EBV DNA was used for both panels 2 and 3. For these panels, a single known concentration of EBV DNA was prepared in reagent-grade water, lyophilized at a concentration of 2.62 ϫ 10 6 copies/l, and distributed to each test site for reconstitution and serial dilution.
Patient samples. Nineteen de-identified whole blood specimens (totals of 4, 6, and 9 for the first, second, and third test panels, respectively) were studied. Nucleic acid was extracted from multiple 200-l aliquots of each sample using a QIAamp DNA blood minikit (Qiagen, Inc., Valencia, CA), with elution into 100 l of 10 mM Tris-Cl-0.5 mM EDTA buffer (pH 9.0). All eluates from each sample were subsequently pooled and divided again into aliquots prior to distribution to ensure the uniformity of the samples among participant laboratories. All samples were centrally prepared, de-identified, coded, and then stored at Ϫ80°C until distribution and testing.
Test panel instructions and result reporting. Each laboratory was instructed to test samples using their usual standard operating procedures, reagents, and instrumentation. All samples were tested blindly, with each laboratory testing their usual number of replicates (one to three sample replicates and two to three calibrator replicates). The results were reported in "copies EBV per l of input DNA" and submitted to an independent facility for tabulation prior to unblinding. Additional assay run data, such as cycle threshold (C T ) values and calibration curve equations, were solicited for all panels, as were key facets of each site's EBV quantification protocols. To assess inter-run variability, sites performed three independent runs with panel 3. All testing was performed within a 3-day time window in order to limit the effects of specimen stability on interlaboratory result variability. a Serially diluted commercial DNA preparation; panels 2 and 3 were prepared from the same DNA lot.
Statistical methods and data analysis. Classical least-squares regression with C T as the y variable and log 10 copies/l as the x variable was used to obtain each standard curve. The root mean square error (RMSE) was used to summarize the deviation of the calibrator C T values from the fitted line. The reported viral load result for each unknown sample was determined by averaging the C T values across replicates and mapping the result against the calibration curve. For each unknown sample, the range and interquartile range were used to summarize the variability of reported results across laboratories.
To statistically compare the interlaboratory deviation of regression parameter estimates (slope, intercept, or RMSE) of one panel to those of another panel, the absolute deviation of each lab's regression estimate from the across-lab mean for that parameter was determined. Next, for each lab, the difference between the two panels' estimates was computed, and the Wilcoxon signed-rank test was applied to the set of differences. Pagano and Gauvreau (10) describe all of these statistical methods. No adjustments for multiple testing were performed. S-Plus software (Insightful Corp, Seattle, WA) was used to perform all analyses. 
RESULTS
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on December 31, 2017 by guest http://jcm.asm.org/ threshold (C T ). However, differences were noted both between and within testing sites with respect to slope, intercept, and RMSE. Panel 1 results reflected nine assays conducted at eight sites (one site tested twice, using two distinct methods). Panels 2 and 3 were each tested using eight quantification methods (one method per test site).
Calibration curves for panel 1 were generated using both site-specific calibrators (site-specific calibrator curves) and using calibrators common to all testing sites (common calibrator curves). Summary statistics showing calibration curve variability for both calibrator types are shown in Table 3 ability across laboratories when common calibrators were used than when site-chosen calibrators were used (P ϭ 0.0742, P ϭ 0.0273, and P ϭ 0.0039). For instance, the intercept estimates across laboratories ranged from 28.84 to 49.36 with a standard deviation of 5.91 when site-chosen calibrators were used; but when common calibrators were used, the intercept estimates ranged from 33.2 to 40.6 with a standard deviation of only 2.19. Regression curves generated using common calibrators also demonstrated improved interlaboratory consistency compared to those generated with site-specific reagents (Fig. 1, panel 1  plots) .
The finding of improved quantitative consistency with the use of common calibration standards was reproduced with a second panel of EBV DNA. Calibration curve characteristics for panel 2 were analyzed using a single set of common calibrators. Calibration curve characteristics for panel 2 were compared to those of panel 1 generated from common and site specific calibrators (Table 3 and Fig. 1 ). The interlaboratory variability of intercept estimates, slope estimates, and the RMSE of panel 2 did not differ significantly from those of panel 1 using common calibrators (P ϭ 1.00, P ϭ 0.25, and P ϭ 0.1093, respectively). The interlaboratory variability of the intercept and slope of panel 2 did not differ significantly from those of panel 1 with site-chosen calibrators (P ϭ 0.1953 and P ϭ 0.1484, respectively). However, panel 2 had significantly less interlaboratory variation of the RMSE than did panel 1 using site-chosen calibrators (P ϭ 0.0078).
Panel 3 was analyzed using a single set of common calibrators but differed from panels 1 and 2 in that each laboratory ran the panel (calibrators and patient samples) on three separate occasions. Intralaboratory variability of calibration curve slope, y intercept, and RMSE differed markedly among the eight test sites (data not shown). There was further evidence of this variability when cross-panel comparisons were performed. For example, the intercept estimates for one laboratory ranged from 37.00 to 41.33 across panels, while the intercept estimates for another laboratory ranged from 28.84 to 41.70 across panels (Table 4) . While expected discrepancies were seen between calibration curves generated from the site-specific and common calibrators curves in panel 1, calibration curve plots gen- erated by some laboratories were more widely splayed than others, when all runs from all panels (Fig. 2 , laboratories C and H) or when replicates from panel 3 test runs were compared (data not shown).
Patient sample results.
As shown in Fig. 3 , the interlaboratory variability of quantitative results for individual samples was tremendous. The range of viral load results exceeded 1 log-unit in most cases; in one case the range was almost 5 log-units. The lowest interlaboratory range was 0.54 log-units (Fig. 3, sample 4 , bottom-center plot). The plots include quantitative results for samples that had a reported C T value; samples yielding results of less than 1 on the log-scale were generally interpreted as negative results by the laboratories. Based on the latter criterion, there was complete agreement among all participants for all negative samples in all three panels when common calibrators were used (Fig. 3, samples 3 , 1, and 3 in panels 1, 2, and 3, respectively). Using its own calibrators, one laboratory would report a positive result with a low viral load for sample 3 in panel 1 (Fig. 3) . In a few cases, some labs would report negative results, while most labs would report positive results (Fig. 3) . Interpreting viral loads less than 2 on the log-scale as negative findings would introduce substantially greater disagreement in interpretation across laboratories for some samples with lower viral loads (Fig. 3) . The lowest and highest viral loads were reported by the same labs for many negative or low-viral-load samples (Fig. 4) .
DISCUSSION
Quantitative data showed substantial differences both between and within laboratory test sites; it is likely that even greater variability would have been seen if different nucleic acid extraction methods been included in the study. This variability was apparent in linear regression calibration curves, as shown by differences in slope, y intercept, and RMSE. Differences were similarly reflected in results from patient samples. Although the use of common calibration materials had substantial benefit in reducing variability across test sites, marked inter-and intralaboratory discrepancies remained.
Standardized calibration materials have been developed for a number of commonly tested analytes (5, 6, (11) (12) (13) (14) (15) . These international standards, combined with assay improvements, including broadly available commercial reagents and automated systems for specimen preparation/processing, have played important roles in the development of quantitative tests and have greatly facilitated their broad implementation (8, 17) . In addition, for some analytes, the availability of international standards and test systems with excellent reproducibility has allowed the development of international consensus guidelines on quantitative thresholds to guide patient management (4). Finally, standardized diagnostics with excellent reproducibility can be critical for the management of individual patients across geographical boundaries and in the accurate interpretation of data generated at various sites.
The data presented here suggest that similar improvements in quantitative precision can be achieved for EBV PCR using real-time methods. The generation of internationally agreed upon calibration standards would be a first step toward such a goal. However, these data also show substantial remaining variability. That variability can be ascribed to differences in assay design and laboratory technique. The latter aspect of test performance likely explains much of the intralaboratory variation seen here. Although such run-to-run changes may be mitigated somewhat by increased training or experience, it is likely that automated technologies will be more effective in reducing interlaboratory variability.
The present study was not designed to assess the relative contributions of various assay characteristics to result variability. Nor could certain variables such as the effects of transportation on test panel samples be totally obviated. However, the distribution of lyophilized material for common calibrators, the use of a single extraction method, and in panel 3 the specification of testing dates and procedures for storing and thawing specimens were all measures intended to minimize the effects of specimen handling on interlaboratory variability.
It is hoped that our findings will stimulate efforts to further standardize quantitative assays for EBV and other viruses. The problems demonstrated here exemplify the challenges in this still-developing diagnostic field. The implementation of a replicable paradigm for developing quantitative viral controls or calibration standards is clearly an unmet need. Furthermore, the availability of commercially produced and marketed assays and the introduction of automation and reagents produced using good manufacturing practices should contribute to assay precision and should allow more widespread implementation of quantitative testing.
