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The heart of intersection theory resides in the following situation. Given a
purely d-dimensional analytic set X , and subsets V and W intersecting at a
point x ∈ X , V and W given by i and j equations respectively where i+ j = d,
then the correct number of times to count x is the multiplicity of the ideal I in
the local ring of X at x, where I is the ideal generated by the equations of V
and W . The multiplicity is the correct number, because when we deform V so
that it intersects W transversely at smooth points of W , the number of points
is exactly the multiplicity of I.
In many situations it is desirable to solve the following intersection problem.
Given a vector bundle of rank e, on a purely d-dimensional analytic set X , and
two collections of sections of the bundle, such the total number of sections is
d + e − 1 and an isolated point x ∈ X , where the sections fail to have rank e,
then how many times should we count x, if we are counting the number of points
where our two collections fail to have maximal rank? This problem occurs in
calculating the contribution of a point to the top Chern class of a bundle on X
or the index of a differential 1-form with an isolated singularity on X , X with
an isolated singularity.
We may ask for more. First, just as in the case of intersecting sets we replace
functions by ideals, we replace collections of vector fields by the module M they
generate. Suppose the set where the rank of M is less than maximal is non-
isolated, but in a natural way from the problem being considered, the moduleM
is a submodule of a moduleN whereM is of finite colength insideN . An example
of this situation is given by a 1-form on a space with isolated singularities, which
is not a complete intersection, in which the 1-form still has an isolated singularity
in some sense. We would like to calculate the index of the 1-form, in a way which
fits well with deformations of the original 1-form. (In this case, the modules M
and N are described in section 2 in the material around Theorem 2.8.)
In this paper we show that the correct solution to this problem is the mul-
tiplicity of a pair of modules; we show that this idea is correct by proving a
theorem, the multiplicity-polar theorem (Corollary 1.4) which shows that the
multiplicity of a pair deforms correctly, just as the multiplicity of an ideal does.
An advantage of our theory is that it does not require the local rings of the
analytic spaces to be Cohen-Macaulay. It suffices that they be equidimensional.
If a submodule of a free module has non-finite colength, then it is tempting
to generalize the Buchsbaum-Rim multiplicity of a module by using a definition
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based on the intersection theory approach to the multiplicity that appears in
[17]. This definition is reviewed in section 1, where we discuss the definition of
the multiplicity of the pair. This generalization yields a sequence of numbers
corresponding to strata of different dimension in the co-suport of the module.
This approach is described in [11], in sections 3 and 4 and reviewed in section
1. Unfortunately, this approach does not give fiber-wise control of the integral
closure of a family of modules, as is shown in section 4 of [11].
Expanding on this point a little, one of the goals of extending the theory of
multiplicities to modules of non-finite colength is to prove a principle of special-
ization of integral dependence, an idea formulated in the ideal case by Bernard
Teissier in [26]. Teissier showed that if the multiplicity of a family of ideals was
independent of parameter, and the restriction of a function germ to the members
of the family was integrally dependent on the ideals in the family for a generic
set of parameter values then the function was integrally dependent on the ideal
in the local ring of the total space of the family. This result was the main tool
used by Teissier in the theorems on equisingularity in [26]. The principle of spe-
cialization of integral dependence was extended to families of modules of finite
colength in [13], and to families of ideals of non-finite colength in [12]. The
method of proof is similar. In both cases, the original space is transformed in
a way that incorporates the geometry of the ideal or module. In the ideal case
we blowup by the ideal, in the module case we use the M -transform, which is
defined in section 1. If the dimension of the fiber of this transform over the
origin can be controlled then the desired integral dependence result follows. The
papers [13], [12] both show that a jump in fiber dimension forces a jump in the
invariants.
The generalization of the Buchsbaum-Rim multiplicity described in [11] (which
is also generalization of the ideas of [12]) fails to detect the change in fiber di-
mension as [11] shows.
The problem that comes up here is one of scales; there can be changes, for
example, in 1-dimensional strata that affect the invariant in dimension 0, and in
fact, off set changes in the zero dimensional stratum that you want to observe,
so that the zero dimensional invariant doesn’t change even though the fiber
dimension does.
In some problems, such as the mixed multiplicity problem for ideals of non-
finite colength this problem of scales enters even for ideals. This is described in
section 4.2 of [10].
The effect of considering the multiplicity of the pair is to return to the situation
of modules of finite colength, where there is only a single stratum, which is of
dimension 0. Because of this, in the sequel to this paper we are able to prove
a principle of specialization of integral dependence, which generalizes the main
result of [13].
In section 1, we give the main result of the paper. Besides the notion of the
multiplicity of a pair of modules, a notion due to S. Kleiman and A. Thorup,
we use the notion of a mixed polar of a pair of modules (M,N). In section 2,
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we describe some applications of the main result of section 1. The applications
of the multiplicity-polar theorem are of two types. In the first we construct
a deformation so that we can understand the significance of the multiplicity
of the pair, or show we can use the multiplicity of the pair to describe some
geometric behavior. Applications of this type in section 2 are the geometric
significance of the BR-mulitplicity (Theorem 2.1), the geometric significance of
multiplicity of the pair (J(f), I) where f defines a hypersurface with non-isolated
singularities, J(f) is the jacobian ideal of f and I is the ideal of the singular
locus of the hypersurface. We do the cases where I defines a complete intersection
(Theorem 2.3), or the hypersurface is the image of a finitely determined map-
germ F : C2, 0→ C3, 0 (Theorem 2.6). We then show how the multiplicity of the
pair can be used to calculate the index of a differential 1-form with an isolated
singularity on a germ of an isolated singularity (Theorem 2.8). In the second
kind of application, we use the generalization of the Principle of Specialization of
Integral Dependence to prove results in equisingularity. The particular condition
we study in this paper is the Wf condition (Theorems 2.10 and 2.11.)
The author thanks Steven Kleiman for many helpful conversations during the
period of years in which this work developed.
1. The Multiplicity-Polar Theorem
Given a submodule M of a free OdX module F of rank p, we can associate a
subalgebra R(M) of the symmetric OX algebra on p generators. This is known
as the Rees algebra ofM . If (m1, . . . , mp) is an element ofM then
∑
miTi is the
corresponding element of R(M). Then Projan(R(M)), the projective analytic
spectrum of R(M) is the closure of the projectivised row spaces of M at points
where the rank of a matrix of generators ofM is maximal. Denote the projection
to X by c, or by cM where there is ambiguity. We call Projan(R(M)) the M -
transform of X . In the development of the theory of the integral closure of
modules it sometimes plays a role similar to that of the blowup of a space by an
ideal. Let C(M) denote the locus of points where M is not free, ie. the points
where the rank of M is less than e; call it the critical locus of M , let C(P (M))
denote c−1(C(M)).
Throughout this paper we assume Xd is an equidimensional, analytic space,
reduced off a nowhere dense subset and, we assume the generic rank of M is e
on each component of X . The hypothesis on the equidimensionality of X and
on the rank of M ensures that ProjanR(M) is equidimensional of dimension
d+ e− 1.
If M is an ideal, then the M -transform of X is just the blowup of X by M ,
and the M critical locus is just the zero set of M . Denote the M -transform of
X by TM (X), cM (X), the M critical set.
Suppose (X, x) is a complex analytic germ, M a submodule of OpX,x. Then
h ∈ OpX,x is in the integral closure of M , denoted M , if and only if for all
φ : (C, 0)→ (X, x), h◦φ ∈ (φ∗M)O1. (For the development of the theory of the
3
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integral closure of modules from this point of view and its connection with the
development by Rees [25], see [8].)
If N is a submodule of M and M = N we say that N is a reduction of M .
In this paper we will want to use the multiplicity of a pair of modules M ⊂ N ,
M of finite colength in N , as well. We recall how to construct these numbers
following the approach of Kleiman and Thorup ([17]).
If M is a submodule of N , then R(M) is a subalgebra of R(N). Denote the
ideal generated by the elements of R(M) of degree 1 byM. IfM is a submodule
of Nor h is a section of N , then h andM generate ideals on ProjanR(N); denote
them by ρ(h) and ρ(M). If we can express h in terms of a set of generators {ni}
of N as
∑
gini, then in the chart in which T1 6= 0, we can express a generator of
ρ(h) by
∑
giTi/T1. The effect of passing to the ideal sheaf ρ(M) is to divide M
by N . In order to study the remainder, which is where the difference between
M and N lies, we blowup the N -transform of X by ρ(M).
On the blowup Bρ(M)(ProjanR(N)) we have two tautological bundles, one the
pullback of the bundle on ProjanR(N), the other coming from ProjanR(M);
denote the corresponding Chern classes by lM and lN . Suppose the generic rank
of N (and hence of M) is e. Then the multiplicity of a pair of modules M,N ,
as developed by Kleiman and Thorup ([17], is:
e(M,N) =
d+e−2∑
j=0
∫
DM,N · l
d+e−2−j
M · l
j
N .
If M ⊂ OpX is of finite colength, then the multiplicity of M is the multiplicity
of the pair (M,OpX).
At this point we discuss how the generalization of the Buchsbaum-Rim multi-
plicity along the lines of [12] would go. Notice that ifM is a submodule of a free
module F of rank p, and the generic rank of M is p, then the above intersection
number is well defined with N=F , even though M does not have finite colength
in F . This number can be taken as the generalization to modules of the zero
dimensional Segre number of ideals defined in [12]. Given a prime ideal P in
OX , we can choose a generic plane slice H at a generic point of V (P ) of com-
plementary dimension to V (P ), restrict M , F to this slice, then calculate the
analogous intersection number. This gives a function on prime ideals. It is not
hard to see that this number is zero unless V (P ) is the image of a component
of the exceptional divisor of the blowup by ρ(M). At this point there are two
directions to go. In one, you multiply the value of the function on a prime by
the multiplicity of the prime and sum over all primes of the same height. This
gives a single sequence of numbers which specialize in the ideal case to the Segre
numbers of [12]. The other direction is to simply stay with the function on the
primes.
In order to study how e(M,N) changes in a family and to describe the problem
associated with the above notions of multiplicity, we need the notion of the polar
varieties of M and N and also that of their mixed polar varieties.
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The polar variety of codimension k of M in X denoted Γk(M) is constructed
by intersecting ProjanR(M) with X ×He+k−1 where He+k−1 is a general plane
of codimension e+ k − 1, then projecting to X .
This notion was developed by Teissier in the case where M = JM(F ), the
jacobian module of X . ([27]). (If Xd = F−1(0), then the jacobian module of
X is the module generated by the partial derivatives of F ). Here, think of H
as the projectivised row space of a linear submersion π mapping Cn → Cd−k+1,
where Xd ⊂ Cn. Note that ProjanR(JM(F )) ⊂ X × Pn−1. The dimension
of H is d − k, so its codimension is (n − 1) − (d − k) = (n − d) + k − 1 as it
should be. The intersection of the JM(F )-transform of X with X × He+k−1
generically consists of pairs (x, P ) where x is a smooth point of X and P a
hyperplane which contains the kernel of D(F )(x) and π. Thus, a Zariski open
and dense subset of Γk(JM(F )) consists of the set of smooth points of X where
the matrix formed from Dπ and DF has less than maximal rank possible, which
is e+ d− k+ 1 = n− k + 1 and hence greater than minimal kernel rank. These
are just the points where the restriction of π to the smooth part of X is singular.
In dealing with ProjanR(M) it is helpful to denote the number of generators
of M by pM .
In general, we can think of Γk(M) as the closure of the set of points where the
moduleM has maximum rank and where the module whose matrix of generators
consists of the matrix of generators of M augmented by the rows of the linear
submersion π : CpM → CpM−k−e+1, has less than maximal rank pM − k + 1.
When we consider M as part of a pair of modules M,N , where the generic
rank of M is the same as the generic rank of N , then other polar varieties
become interesting as well. In brief, we can intersect Bρ(M)(TN (X)) ⊂ X ×
PpM−1 × PpN−1 with a mixture of hyperplanes from the two projective spaces
which are factors of the space in which the blowup is embedded. We can then
push these intersections down to TN (X) or X as is convenient, getting mixed
polar varieties in TN (X) or in X . Denote by Γi,j(M,N) the mixed polar variety
on X defined using i hyperplanes from PpM−1 and j hyperplanes from PpN−1.
Denote the corresponding mixed polar on TN (X) by Γi,j(M,N)TN . Notice that
Γi,0(M,N) = Γi−(e−1)(M) for i > (e − 1), and in general the codimension of
Γi,j(M,N) is i+ j − (e− 1) for i+ j > (e− 1).
Now we extend these ideas to families of sets and modules.
Setup: We suppose we have families of modules M ⊂ N , M and N submod-
ules of a free module F of rank p on an equidimensional family of spaces with
equidimensional fibers X d+k, X a family over a smooth base Y k, 0. We denote
the fiber of the family over y ∈ Y by N(y), M(y), X(y). We assume that the
generic rank of M(y), N(y) is e ≤ p on each component of X(y) for all y in
neighborhood of 0. Let C(M) denote the cosupport of ρ(M) in TNX .
Notice that the various intersection numbers which appear in the formula for
the multiplicity of the pair can be calculated by finding the degree of ρ(M)
restricted to the curves Γi,j(M,N)TN , where i + j = d + e − 2. In order to see
how the multiplicity of the pair changes in the family, we will see how these
5
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intersection numbers change. To do this we need a lemma which shows that the
various mixed polars specialize properly.
Lemma (1.1) Suppose in the above setup we have that M = N off a set
of dimension k which is finite over Y . Suppose further that C(P (M))(0) =
C(P (M(0))) except possiby at the points which project to 0 ∈ X (0). Then all of
the mixed polars of M and N of dimension k + 1 specialize over 0 ∈ Y .
Proof. The hypothesis C(P (M))(0) = C(P (M(0))) except possiby at the
points which project to 0 ∈ X (0) means that if a component of C(P (M))(0)
projects to a set of dimension j > 0, then the dimension of the fiber of the
component over 0 ∈ X (0) is at most d + e − 3, since the dimension of any
component of C(P (M(0))), hence of C(P (M))(0) is at most d+ e− 2, and the
image of the components we consider have dimension at least 1.
This means that if we intersect TM (X ) with d + e − 2 generic hyperplanes,
the intersection of the hyperplanes will miss the fiber of these components over
0 ∈ X(0), hence in a small enough neighborhood of C(P (M))(0, 0), will miss the
components. This implies that the fiber of the polar of M of dimension k + 1
specializes over 0 ∈ Y . (For the failure to specialize implies that some component
of the fiber over 0 ∈ Y lies in a component of C(P (M))(0) which projects to a
set of positive dimension in X(0). That this component is unavoidable implies
that its fiber over 0 ∈ X (0) has dimension at least d+ e− 2.)
Since M = N off a set K of dimension k which is finite over Y , TN (X −K)
is finite over TM (X − K). This implies that the dimension of the fiber of any
component of C(P (N))(0) over 0 ∈ X (0) which projects to a set of dimension
j > 0, is at most d+ e− 3 also. So the polar of N specializes as well.
Now for the mixed polars.
Recall that we have a birational map from TNX to TMX because M and N
have the same generic rank, hence both spaces are birational with Bρ(M))(TNX )
([17]), and this map is an equivalence off C(M) = V (ρ(M)). This means that
the polar of M of dimension k + 1 can also be constructed by setting d+ e − 2
elements of ρ(M) equal to zero in P (N) slashing out by the cosupport of ρ(M)
and projecting to X . To construct the mixed polar with i elements from M and
j elements from N , intersect TNX with j generic hyperplanes, restrict ρ(M)
to this intersection, and form the polar of codimension i, then project to X .
Suppose {mi}, 1 ≤ i ≤ d + e − 2 define the polar of dimension k + 1 of M .
If we drop md+e−2 from this collection, assume the remainder of the collection
defines the polar of dimension k + 2. Then the components of the zeroes of
the remainder which do not lie in V (ρ(M)) can intersect TNX (0) in at most a
surface, and the surface intersects V (ρ(M)) in at most a curve, and the fiber
of the components of C(P (N))(0) which project to sets of positive dimension in
X0 in a finite number of points. Then we can choose a hyperplane which misses
these points and curves, so the mixed polar defined using this hyperplane and
{mi}, 1 ≤ i ≤ d + e − 3 specializes properly. A similar argument works for the
other polars as well. This finishes the proof.
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Lemma (1.2) The projections to X and to X (y) induce birational maps
between Γi,j(M,N)TN and Γi,j(M,N) and between Γi,j(M(y), N(y))TN(y) and
Γi,j(M(y), N(y))) for i+ j ≥ e− 1.
Proof. It is clear that the image of the projection is Γi,j(M,N). At a general
point x of this setM andN have rank e, so the dimension of the fiber of TNX∩Hj
over x is e−1−j, Hj a codimension j plane on TNX . The zeroes of the i generic
elements of ρ(M) on the fiber of TNX ∩Hj over x are another linear subspace
of codimension i, so in general the intersection of these two spaces and the fiber
of P (N) over x is a point, since the sum of their codimensions is ≥ e− 1.
Now we are almost ready to prove a first result relating intersection numbers
of pairs and mixed polars. Given a mixed polar on X of dimension k passing
through the origin, we can consider the degree of the map from the polar to our
smooth base Y at the origin. We denote this number by multY Γd+e−1−j,j(M,N)
where Γd+e−1−j,j(M,N) is the polar in question. In the following Theorem, part
of being a generic point of Y is that the mixed polars of dimension k are empty
at y.
Theorem (1.3) Suppose in the above setup we have that M = N off a set
C of dimension k which is finite over Y . Suppose further that C(P (M))(0) =
C(P (M(0))) except possiby at the points which project to 0 ∈ X (0). Then, for
0 ≤ j ≤ e+ d− 2 and y a generic point of Y ,
∫
DM(0),N(0) · l
d+e−2−j
M(0) · l
j
N(0) −
∫
DM(y),N(y) · l
d+e−2−j
M(y) · l
j
N(y) =
multyΓd+e−1−j,j(M,N)−multyΓd+e−2−j,j+1(M,N).
Proof. We work on TN (X ), which contains TN (X (0))and TN (X (y)).
In Lemma 1.1 we showed that we could pick elements defining the mixed
polars Γi,j(M,N)TN , where i + j = d + e − 2, such that Γi,j(M,N)TN (0) =
Γi,j(M(0), N(0))TN(0). The next step is to show, that at points of C(y) for
generic y that Γi,j(M,N)TN (y) = Γi,j(M(y), N(y))TN(y).
Note that this is not true if C is not finite over Y even if M is an ideal and
N = OX . For example if dim X is 3, dim Y is 1, then the exceptional divisor of
BI(X ) may have a component V with generic fiber over its image of dimension 0
and dim V (0) = 1, but with fiber over the origin of dimension 1. Then a generic
hyperplane must intersect the fiber over zero, hence intersect the component in
a curve, which we can take to be finite over Y . This implies that Γ1(I) which is
a surface will contain curves in the cosupport of I such that the polar curve of
Iy at any x on the curve Γ1(I)(y)is empty, in particular the fiber of Γ1(I) over
y is not a polar curve for Iy at x ∈ C(y).
We begin with Γd+e−2,0(M,N). We know that V (ρ(M)) is a collection of va-
rieties which project to varieties of dimension at most k. Consider Bρ(M)(TNX ).
7
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If we work over a generic point y ∈ Y , the components of its exceptional di-
visor D which have non-empty fiber over y must surject onto Y , hence onto a
component of C, since these are finite over Y . By [18] p402 the image of each
of the components of D in TM (X ) has dimension e + d + k − 2, and each such
image projects to a component of C ⊂ X of dim k, so the fiber dimension is at
least d+ e− 2. Now generically TMX (y) = TM(y)X (y), so the fiber dimension of
TM(y)X (y) over each point of C(y) is d+e−2. This implies that the polar curve
of M(y) at such a point is non-void. Further by varying our elements from M
and hence our hyperplanes on TMX , we can ensure that our hyperplanes inter-
sect the image of each component of D transversely generically. Picking a y over
which our setup satisifies all of the genericity conditions, if necessary moving our
hyperplanes slightly, we can ensure that the germ of Γd+e−2,0(M(y), N(y)) is a
polar curve at each of the points in the fiber over y where the integral closure of
M(y) is different from N(y). (Slight moves of our hyperplanes do not move the
polars off these points from the generic transversality conditions.)
For Γd+e−2−j,j(M,N), we choose j hyperplanes on TNX for the elements which
contribute the j to the mixed polar, whose intersection is transverse to the fibers
of V (M) over 0, and such that on Bρ(M)(TNX ) the image of its intersection with
the components of D over 0 has dimension d+e−2− j. Now each component of
Dj the exceptional divisor of Bρ(M)(TNX ∩Hj) will map to TMX with dimension
d+ e+ k− 2− j, hence, given any set of hyperplanes on TMX with d+ e− 2− j
elements, the intersection of the hyperplanes will intersect each of the fibers over
Y of the images of the components of Dj . Note further, that only components of
V (M) of dimension ≥ k+ j will give a component of V (M)∩Hj which surjects
onto Y . Since we are working over a generic point of Y , we can ignore all other
components.
Suppose x ∈ X is in the image of V (M(y))∩Hj, x over a generic y ∈ Y . Then
if we move Hj , each component of V (M(y)) which lies over x and meets Hj will
continue to meet Hj because of the dimension condition on these components.
By the argument of the previous paragraph if we move Hj , and our d+ e− 2−
j elements of M, the mixed polar Γd+e−2−j,j(M,N)TN will continue to meet
each component of (VM(y)) which lies over x. Again by slight moves of our
hyperplanes we can ensure that Γd+e−2−j,j(M,N)(y) is Γd+e−2−j,j(M(y), N(y))
at x.
Now we choose R ∈M and Q a linear form on TNX , which satisfy the follow-
ing conditions. If we add R to the elements defining Γd+e−2−j,j(M,N)TN we get
Γd+e−1−j,j(M,N)TN . Since the fiber of Γd+e−2−j,j(M(y), N(y))TN(y)∩V (M) is
also zero dimensional, we can choose Q so that the zeroes of Q generically miss
these points and if we add Q to the set of elements defining Γd+e−2−j,j(M,N)TN ,
we get Γd+e−2−j,j+1(M,N)TN . Further, R/Q ∈ ρ(M) is a reduction of ρ(M)(0)
on Γd+e−2−j,j(M(0), N(0))TN(0), and is a reduction of ρ(M) restricted to the
polar Γd+e−2−j,j(M,N)TN on a non-empty Z-open dense subset V (M). (This
set may not include the fiber of Γd+e−2−j,j(M,N)TN over 0, regarded as a
subset of Γd+e−2−j,j(M,N)TN . R/Q may only be a reduction of ρ(M) re-
8
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stricted to Γd+e−2−j,j(M(0), N(0)TN(0)) .) This is true because the fibers of
Γd+e−2−j,j(M,N)TN form a family of curves over Y ; so the element R/Q gives
the desired reduction at points of V (M) which do not lie on the polars of di-
mension k defined by R and Q.
Then we have at a generic y value:
∫
DM(y),N(y) · l
d+e−2−j
M(y) · l
j
N(y)
=
∑
degR/Q|(Γd+e−2−j,j(M(y), N(y))TN(y), x),
where the second sum is taken over points x ∈ C(M(y)). This equality also
holds at y = 0, where all of the points x are in the fiber of C(M)(0) over the
origin in X(0). Since there are only a finite number of such x in the polar curve
Γd+e−2−j,j(M(0), N(0))TN(0), the sum is well defined.
Now we are ready to work on X .
Because πX restricted to Γd+e−2−j,j(M,N, P (N)) is birational it follows that
there are functions R′ and Q′ on Γd+e−2−j,j(M,N) such that R
′/Q′◦πX = R/Q.
Let R0, Ry, Q0, Qy denote the restrictions to the fibers over 0, y.
Now we have:
∫
DM(0),N(0) · l
d+e−2−j
M(0) · l
j
N(0) −
∫
DM(y),N(y) · l
d+e−2−j
M(y) · l
j
N(y) =
degR′0/Q
′
0|Γd+e−2−j,j(M(0), N(0))−∑
x∈π−1
Y
(y)∩C
degR′y/Q
′
y|(Γd+e−2−j,j(M(y), N(y)), x).
More is true.
The degrees of (πy, R
′), (πy, Q
′) are locally constant; since the fiber over zero
of πY is generically reduced, it follows that the degree of πy, R
′ at 0 ∈ X equals
the degree of R′0 restricted to Γi,j(M(0), N(0)) and a similar statement holds
for Q′. So the number of zeroes of R′y/Q
′
y less the number of poles of R
′
y/Q
′
y is
equal to a constant. Denote the zeroes of R′y by Z(R
′
y). Putting together the
above ideas we get:
degR′0/Q
′
0|Γd+e−2−j,j(M(0), N(0)) =
#(Z(R′y)/C(y))−#(Z(Q
′
y)/C(y) =∑
x∈π
−1
Y
(y)∩C
degR′y/Q
′
y|(Γd+e−2−j,j(M(y), N(y)), x)+ multyΓd+e−1−j,j(M,N)
−multyΓd+e−2−j,j+1(M,N).
Hence
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∫
DM(0),N(0) · l
d+e−2−j
M(0) · l
j
N(0) −
∫
DM(y),N(y) · l
d+e−2−j
M(y) · l
j
N(y) =
multyΓd+e−1−j,j(M,N)−multyΓd+e−2−j,j+1(M,N).
Corollary (1.4) (Multiplicity-Polar Theorem) With the hypotheses of Theo-
rem 1.3
∆e(M,N) = multyΓd+e−1,0(M,N)−multyΓ0,d+e−1(M,N)
= multyΓd(M)−multyΓd(N).
Proof. By [17] p191,
e(M(0)), N(0)) =
d+e−2∑
j=0
∫
DM(0),N(0) · l
d+e−2−j
M(0) · l
j
N(0)
So, summing the equalities of 1.3 over j, and using the relations between the
mixed polars of type (i, 0), (0, j) and the polar varieties of M and N we obtain
the desired result.
Although we postpone the most general version of the principle of specializa-
tion of integral dependence until the sequel to this paper, we prove an elementary
version in the setting of 1.3, to show how Theorem 1.3 comes into play in this
question.
First we relate TM (X ) and Corollary 1.4.
Corollary (1.5) Suppose with the hypotheses of Theorem 1.3, that either
1) ∆e(M,N) = 0 and Γd(N) is empty, or
2) e(M(0), N(0) + multyΓd(N) = e(M(y), N(y)), y a generic point of Y .
Then
1) Γd(M) is empty.
2) The dimension of the fiber of TM (X ) over the origin in X is less than
d+ e− 1.
Proof. By Corollary 1.4 either 1) or 2) imply that Γd(M) is empty, since it
must have multiplicity 0. If Γd(M) is empty, then the intersection of TM (X )
with Hd+e−1 must be empty. Since H is general, this intersection is empty if
and only if the intersection in Pg(M)−1 of H and the fiber of TM (X ) over the
origin is empty. So the dimension of the fiber of TM (X ) over the origin is less
than d+ e− 1.
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Corollary (1.6) With the hypotheses of Theorem 1.3, suppose h ∈ F , and
that there exists a Zariski open subset U of Y such that h is in Mx for all
x ∈ X |U . Then if either of the hypotheses of Corollary 1.5 hold, h ∈M .
Proof. The main tool we use is a result of Kleiman and Thorup which relates
the dimension of the fiber of TM (X) and the integral closure of M . The result
is Theorem A.1 of [18]. It says that given two modules M ⊂ N ⊂ F , F free, N
andM generically equal and free of rank e, andW the set of points on Xd where
N is not integral over M , then the dimension of TM (X)|W must be d+ e− 2.
Consider the module N =M+(g). LetW be the closed subset where N is not
integral over M , it is clear that W ⊂ C(M). Set E := c−1(W ), c the strucure
map of TM (X), so E ⊂ C(P (M)). If V is a component of C(P (M)), there are
two cases–c(V (0)) is the origin or it is not. If it is not, then by the hypothesis
of 1.3, V (0) ⊂ C(P (M(0))), hence has dimension less than d+ e− 1. Since the
fiber dimension of V over the origin is less than d+ e− 1, the dimension of V |W
is less than (d + e − 1) + (k − 1). This implies that any component of E in V
also has dimension less than d+ k + e − 2. Suppose c(V (0)) = 0. Then by 1.5,
the dimension of V (0) is also less than d+ e− 1, so any component of E in such
a V again has dimension less than d+k+ e−2. Then the result of Kleiman and
Thorup implies that W is in fact empty, so g ∈M , which finishes the proof.
Earlier in this section we described how the generalization of the Buchsbaum-
Rim multiplicity along the lines of [12] would go. As [11] shows, the invariants
in this approach in a 1-dimensional family may be independent of parameter,
yet there may still be a polar curve, hence the dimension of the fiber of TM (X )
over the origin in X is d+ e− 1, which means that the theorem of Kleiman and
Thorup does not apply.
2. Applications
The applications of the multiplicity-polar theorem are of two types. In the
first we construct a deformation so that we can understand the significance of
the multiplicity of the pair, or show we can use the multiplicity of the pair to
describe some geometric behavior.
The second type of application is based on the ability of the multiplicity-polar
theorem to relate infinitesimal information, such as the change in a family of
the multiplicity of a pair of modules, and macroscopic information such as the
polar varieties of the modules. Stratification conditions such as the Whitney
conditions or Thom’s Afcondition can be phrased in terms of limits of linear
spaces. These conditions in turn can be controlled by the theory of integral
closure of modules. By using the multiplicities of pairs of modules it is possible
to verify these conditions stratum by stratum; the multiplicity-polar theorem is
the key tool in showing that the independence of our invariants from parameter
implies that the polar curve of our module is empty, which in turn implies the
integral closure condition we need.
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We first describe an application of the first type to the simple case where N
is free.
As mentioned in the introduction, the following geometric interpretation of the
multiplicity of an ideal is well known, and lies at the heart of the application of
multiplicity to intersection theory: Given an ideal I of finite colength inOX,x, X
d
equidimensional, choose d elements (f1, . . . , fd) of I which generate a reduction
of I. Then the multiplicity of I is the degree at x of F where F is the branched
cover defined by the map-germ with components (f1, . . . , fd), or the number of
points in a fiber of F over a regular value close to 0. (Cf. [22] p )
We wish to give a similar interpretation of the multiplicity of a module.
Theorem (2.1) Given M a submodule of OpX,x, X
d equidimensional, choose
d + p − 1 elements which generate a reduction K of M . Denote the matrix
whose columns are the d + p − 1 elements by [K]; [K] induces a section of
Hom (Cd+p−1,Cp) which is a trivial bundle over X. Stratify Hom (Cd+p−1,Cp)
by rank. Let [ǫ] denote a p × (d + p − 1) matrix, whose entries are small,
generic constants. Then, on a suitable neighborhood U of x the section of
Hom (Cd+p−1,Cp) induced from [K]+[ǫ] has at most kernel rank 1, is transverse
to the rank stratification, and the number of points where the kernel rank is 1 is
e(M).
Proof. The first step is to explain by construction what we mean by “generic
constants”. Consider the family of maps Ga fromX
d, parametrised byCp(d+p−1)
to Hom (Cd+p−1,Cp) defined by Ga(x) = G(x, a) = [K(x)] + [A], where [A] is
the p×(d+p−1) matrix whose entries are coordinates ai,j on C
p(d+p−1). Let X˜
be a resolution of X , so we have an induced family of maps G˜ on X˜ . Since the
map G˜(x, a) is a submersion, it follows that for a Z-open subset V of Cp(d+p−1),
that for a ∈ V , the map G˜a is transverse to the rank stratification. We claim that
the points of V are the generic constants in the theorem. Note that the points of
Hom (Cd+p−1,Cp) of kernel rank 1 have codimension 1·((d+p−1)−(p−1)) = d;
so since G˜a is transverse it can only hit points of the rank stratification of
kernel rank 1, and only if DG˜a has maximal rank at such points which implies
X is smooth at the projection of such points. Let K˜ be the submodule of
Op
X×Cp(d+p−1)
defined by the matrix [K(x)] + [A].
Now we apply the multiplicity-polar theorem to X ×Cp(d+p−1), thought of as
a family parametrised by Cp(d+p−1), and (K˜,Op
X×Cp(d+p−1)
). Use a point of V
as the generic parameter value ǫ. Then Op
X×Cp(d+p−1)
has no polar, because it is
free, K˜ has no polar, because K˜ is generated by d + p − 1 elements. (Hence if
all these elements vanish we are already on the cosupport of K˜.)
The hypothesis that C(P (K˜))(0) = C(P (K˜(0))) except possibly over x, holds
because K˜(0) =M is free in a neighborhood of x in X except possibly at x.
Choose U a neighborhood of x ×Cp(d+p−1) sufficently small such that every
component of the cosupport of K˜ which meets U has (x, 0) in its closure. Now
at ǫ the cosupport of K˜ǫ is just the points where [K] + [ǫ] has less than maximal
12
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rank. At such points e(K˜ǫ) is 1, because since we are at a smooth point of X ,
the local ring of X is Cohen-Macaulay, so e(K˜ǫ) is just the colength, which is 1.
Hence e(M) = e(K) = e(K˜0) = e(K˜ǫ), which is the number of points where the
kernel rank of [K] + [ǫ] is 1.
We now return to the setting of the introduction.
Corollary (2.2) Suppose Xd is an equidimensional space, E a vector bundle
on X of rank p, M a submodule of the sheaf of sections of E, and in a neigh-
borhood of a point x ∈ X the rank of M is p. Suppose N is a subsheaf of M
generated by d+ p− 1 sections such that N is a reduction of M at x. Then the
number of points where a generic perturbation of the generators of N has less
than maximal rank is e(M,x).
Proof. Locally, the sheaf of sections of E is a free module on p generators.
The result then follows from Theorem 2.1.
In [7] p254 Fulton describes the k-th degeneracy class associated to σ a ho-
momorphism of vector bundles over Xd. The support of the class is the set of
points where the rank of σ is less than or equal to k. Suppose σ : E → F where
the rank of E is e and the rank of F is f , e ≥ f , e − f + 1 = d. Then the
f − 1 degeneracy class is supported at isolated points. Fulton shows that if X
is Cohen-Macaulay at x, the contribution to the class at x is the colength of the
ideal of maximal minors of the matrix of σ at x for some suitable local trivial-
izations of E and F . Note that this is just the Buchsbaum-Rim multiplicity of
the module generated by the columns of the matrix associated to σ. Theorem
1.2 shows that in this situation if X is pure dimensional, the contribution to the
degeneracy locus is always the Buchsbaum-Rim multiplicity associated to σ at
x, so the Cohen-Macaulay hypothesis is unnecessary. (Just use the proof of 1.2
to construct a rational equivalence to go back to Fulton’s case close to x.)
The next application occurs in the study of families of hypersurfaces with 1-
dimensional singular locus. Here is the setup for families of functions defining
hypersurfaces. Assume that f : Cn+1 → C, f has a 1-dimensional singular
locus Σ, which is a complete intersection curve defined by an ideal I. Assume
that f ∈ I2. This implies that J(f), the jacobian ideal of f is in I as well. Let
j(f) = dimC
I
J(f)
. This plays an important role in the theory, because it deforms
flatly, if we deform f .
Two important examples of non-isolated singularities are germs of type A∞
which have the normal form f(z1, . . . , zn+1) =
n∑
i=1
z2i and germs of type D∞
which have normal form f(z1, . . . , zn+1) = z1z
2
2 +
n+1∑
i=3
z2i . Note that if n=2 then
D∞ is just a Whitney umbrella. For A∞ germs j(f) = 0 while for D∞ germs
j(f) = 1.
If we have a germ f as in the setup for this part, then we can deform f
so that Fy has only singularities of type A∞, D∞ and Morse singularities (A1
points) , and the singular locus of the family of functions remains a complete
13
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intersection. ( Cf. [23] p 83 proposition 7.18.) The existence of this deformation
makes it possible to prove the following result, which unpacks the geometry of
the multiplicity of the pair.
Theorem (2.3) Suppose f : Cn+1 → C, f has a 1-dimensional singular locus
Σ, which is a complete intersection curve defined by an ideal I, f ∈ I2 and j(f)
finite. Then
e(J(f), I) = j(f) = #{D∞(Fy)}+#{A1(Fy)}.
where #{D∞(Fy)} is the number of Whitney umbrella points that appear in a
versal deformation of f , and #{A1(Fy)} is the number of Morse points.
Proof. Full details are found in [9], but here is a sketch. Apply the multiplic-
ity polar theorem to the deformation of Pellikaan. The induced deformation of
the ideal ideal I has no polar variety of the same dimension as the base of the
deformation since it is a complete intersection. The polar variety of the deforma-
tion of J(f) is empty because the deformation of J(f) has n+1 generators. Then
in [9] we show that the only points where Iy/J(fy) has support is at Whitney
umbrella points, and at Morse points, and each contributes 1 to the multiplicity
of (Iy, J(fy)). This shows the equality of the ends. The second equality is due
to Pellikaan, ( Cf. [23] p 87 proposition 7.20.)
Theorem 2.3 was based on a deformation of f , the defining equation of the
hypersurface. We can also deform the parameterization of the hypersurface.
This will also give us examples of surfaces whose singular locus is not a complete
intersection curve, whose geometry we can describe. Now, suppose F : C2, 0→
C3, 0 is the germ of a finitely determined map germ. (Cf [8] for a discussion
of these germs and their geometry.) They are important, because they are the
type of germ which appears in generic families of map germs from C2 → C3.
For this paper it suffices to know that away from the origin, the images of these
germs have only curves of transverse double points as singular points, and that
they have versal unfoldings, such that the image of the generic member of the
unfolding has only Whitney umbrella singularities, isolated traverse triple points,
and curves which are transverse double points except at the Whitney umbrella
points and triple points. An unfolding of F induces a deformation of f the
defining equation of the image of F . We wish to wish to apply the multiplicity
polar theorem to this deformation of f . The singular locus of the unfolding of
F is defined by its conductor ideal C, which is determinantal and specializes
(C(y) = C(Fy)). For a proof of these facts see [21]. Since the triple points are a
new type of singularity, we give them a closer look.
Lemma (2.4) At a triple point of a multi-germ F with its image defined by
f , J(f) = C.
Proof. We can assume f(x, y, z) = xyz, then J(f) = (yz, xz, xy) = C, since
both J(f) and C then define the reduced structure on the singular set of the
image of F .
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Denote a subsheaf of C generated by 3 elements which define the polar variety
of C of codimension 3 by CP .
Corollary (2.5) For a generic y value in the base of the versal deformation
of F , at the triple points of the image of F (y), we can choose CP , so that CP (y) =
C(y).
Proof. Since the result holds for the generators of Jz(f¯) where f¯ is the in-
duced deformation of f , and Jz(f¯) is the ideal generated by the partial deriva-
tives with respect to the coordinates on C3, it holds for a good choice of CP –just
consider a linear combination of three generators of C with the generators of
Jz(f¯).
Applying the multiplicity polar theorem to the pair (Jz(f¯), C) viewed as ideals
in O3+k we obtain:
Theorem (2.6) Suppose f defines the image of F : C2, 0 → C3, 0, F a
finitely determined map germ, with a k-parameter versal unfolding. Then
i) multyΓ3(C,O3+k) = dimC C(0)/CP (0)
ii) e(J(f), C(0), 0) + multyΓ3(C) = e(J(f), C(0), 0) + dimC C(0)/CP (0)
= dimC C(0)/J(f) = #{D∞(fy)}+#{A1(fy)}.
Proof. Since C is determinantal, it is Cohen-Macaulay; by section 4 of chapter
2 of [23], it follows that C/CP is perfect. This implies that dimC C(y)/CP (y) is
independent of y; for generic y it follows that the support of dimC C(y)/CP (y) is
the polar variety Γ3(C), and each point contributes 1 to dimC C(y)/CP (y). This
is true because at points of the cosupport of C, where the cosupport is smooth,
in order for CP (y) to be a reduction of C(y), they must be equal. The only points
of the cosupport which are singular for generic y are the triple points, and these
are covered by Lemma 2.4.
Now applying the multiplicity polar theorem to the pair (Jz(f¯), C), we obtain
the equality of the left and rightmost terms of ii) as the triple points do not
contribute to the cosupport of C(y)/J(fy). The first equality follows from i)
while the second follows by applying section 4 of [23] to the quotient (C/Jz(f¯)).
Again this uses the fact that triple points are not in the cosupport of the quo-
tient, and each type of point in the cosupport for generic y contributes 1 to
dimC C(y)/J(fy).
The argument used to prove the second equality of ii) fills in a gap in the
proof of the main theorem of [20]. There the reference to [23] given to establish
the second equality is not really relevant to what is being proved. (However, as
our argument shows, it is not difficult to make the argument needed using other
parts of [23].)
If we look at a value of our parameter y for which Fy is a stable germ, then
Mond has shown that the homotopy type of the image is a bouquet of spheres
([20] theorem 1.4 p226). In this context the image is called a disentanglement of
the image of F . We can give a formula for the number of spheres in this bouquet
using the multiplicity of the pair. Denote the number of spheres in the bouquet
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by µ(F ). By pulling back by F to C2, we can form the quotient C(0)/J(f)O2.
Mond also showed that the number of Whitney umbrellas appearing in the versal
deformation of F is dimC C(0)/J(f)O2. Then we have:
Corollary (2.7) Suppose F : C2, 0 → C3, 0 is a finitely determined germ,
then
µ(F ) = e(C(0), J(f), 0) + dimC C(0)/CP (0)− dimC C(0)/J(f)O2.
Proof. This uses Theorem 2.6 and a result of Siersma showing that the num-
ber of {A1(fy)} is µ(F ).
In our next application, we show how the multiplicity polar theorem can be
used to describe the number of singularities of a differential form on an equidi-
mensional complex analytic germ with isolated singularities.
In a series of papers,([2],[3],[4], and [5]) Ebeling and Gussein-Zade have been
looking at the index of a differential 1-form ω defined on a singular space. In
the case that that X has an isolated singularity they defined the radial index of
a differential 1-form ω at a singular point z, denoted indz(ω), in [2]. The radial
index has the property that on smooth varieties it agrees with the usual notion
of the index, and satisfies conservation of number. A differential form ω on a
smooth analytic set X has a singularity at a point x, if its restriction to the
tangent space to X at x is zero. This means that it is a conormal to X , hence
the matrix whose rows are ω and the rows of DF , F the map that defines X
has the same rank as DF at x. This suggests looking at the module JM(X,ω),
which is the module generated by the columns of the matrix whose last row is
ω, and whose first rows come from DF . If X is an ICIS, then this module has
finite colength if ω has an isolated singularity.
If X is not an ICIS, then the module never has finite colength, so we look at
the multiplicity of a pair.
We have that JM(X) is a submodule of F , the free OX module on pI genera-
tors, where pI is the number of generators of I the ideal that defines X . Define
Hd−1(X) as the elements of F which are in the integral closure of JM(X), ex-
cept possibly at the origin. Since X is smooth except at the origin, JM(X) is
free except at the origin, hence integrally closed, so JM(X) and Hd−1(X) agree
except at the origin. Further, since we assume ω has an isolated singularity at
0, we also have that JM(X,ω) and Hd−1(X)⊕OX,0 agree except at the origin,
so the multiplicity of the pair is well defined. By perturbing ω we can expect
the singularity of ω to breakup, and we can use the multiplicity polar theorem
to keep track of the contributions from the points. We say a linear form L is
generic for X at the origin if L is not a limit of tangent hyperplanes to X at the
origin.
Let χ˜(M) denote the reduced Euler characteristic of M . Based on the results
of [5] we can show:
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Theorem (2.8) Suppose Xd, 0 ⊂ CN is a germ of complex analytic set with
an isolated singularity at 0. Suppose ω is a differential 1-form with an isolated
singularity at 0. Suppose L is generic linear form with respect to the singularity
of X. Then
ind0(ω) = e(JM(X,ω), Hd−1(X)⊕OX , 0)− e(JM(X, dL), Hd−1(X)⊕OX , 0)
+(−1)d−1χ˜(L−1(t) ∩X).
Proof. Extend the above setup to the product X×C, replacing ω by ω+tdL,
L generic. From conservation of number and the existence of a generic L which
is dealt with in [5], it follows that
ind0(ω) = C + ind0(dL),
where C is the number of simple singularities of ω + tdl for small t. Now,
Hd−1(X×C), which consists of elements of the free module containing JM(X×
C) which are integrally dependent on JM(X × C) except along the t-axis is
independent of t, so it has no polar curve, and the same is true for Hd−1(X ×
C)⊕OX×C. Meanwhile, JM(X×C, ω+ tdL) has no polar curve either because
the number of generators JM(X × C, ω + tdL) is N This follows because the
polar curve is empty unless the dimension of the fiber of the transform of X×C
over the origin is at least d + (e + 1) − 1 = N , since the generic rank is e + 1
where e is the generic rank of JM(X). Since the number of generators is N ,
the fiber dimension of the transform is at most N − 1. By the multiplicity polar
theorem,
e(JM(X,ω), Hd−1(X)⊕OX , 0) = C + e(JM(X, dL), Hd−1(X)⊕OX , 0)
since for generic t the contribution of ω + tdL to the sum at the origin is just
the value with generic L.
To finish the proof, in [5], in example 2.6, it is shown that ind0(dL) =
(−1)d−1χ˜(L−1(t) ∩X).
We now give an application of the multiplicity polar theorem of the second
type. Here is the set-up for this next application.
Let (X, 0) be a reduced equidimensional analytic germ in (Cn+k, 0), and (Y, 0)
a smooth sub-germ, coordinates chosen so that Y is embedded in X as Ck × 0.
Let f : ((Cn+k, 0) → (C, 0) be a map germ, f(Y ) = 0. Assume that there is
a smooth, dense, and open analytic subset X0 of X such that f |(X0, 0) is a
submersion onto its image in C, f non-constant and has equidimensional fibers.
Recall from Definition 1.3.7 on p. 550 in [19] (compare with pp. 228–29 in
[16]) that (X0, Y ) satisfies the condition Wf at 0 if there exist a (Euclidean)
neighborhood U of 0 in X and a constant C > 0 such that, for all y in U ∩ Y
and all x in U ∩X0, we have
dist
(
Y, TxX(f(x))
)
≤ C dist (x, Y ) (2.1.1)
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where TxX(f(x)) is the tangent spaces to the indicated fibers of the restric-
tion f |X . This condition depends only on the restriction f |X , and not on the
embedding of X into Cn.
Say that (X, 0) is defined by the vanishing of F : (Cn+k, 0) → (Cp, 0). Form
the corresponding augmented Jacobian module JM(F ; f): namely, first form the
p+ q by n matrix D(F ; f) by augmenting the Jacobian of F at the bottom with
the Jacobian of f ; then JM(F ; f) is the OX -submodule of the free module O
p+q
X ,
generated by the columns of D(F ; f).
We have Cn+k = Ck ×Cn, and form the corresponding projections,
rk:C
n+k → Ck and rn:C
n+k → Cn.
Form the corresponding relative augmented Jacobian modules,
JM(F ; f)rk and JM(F ; f)rn
by definition, these are the submodules of JM(F ; f) generated by the partial
derivatives with respect to the last n variables on Cn+k and with respect to the
first k variables. Finally, let mY be the ideal of Y in C
n+k.
The relative conormal C(X, f) of f is just TJM(F ;f)(X). It consists of tangent
hyperplanes to the fibers of f |(X0), and their limits.
Conditions like Wf , which are defined by analytic inequalities, often can be
re-expressed algebraically in terms of integral dependence, which we do next.
Proposition (2.9) In the setup above, the following conditions are equivalent:
(i) the pair (X0, Y ) satisfies Wf at 0;
(ii) the module JM(F ; f)rn is integrally dependent on mY JM(F ; f)rk;
(ii′) the module JM(F ; f)rn is integrally dependent on mY JM(F ; f);
(iii) along the preimage in C(X, f) of 0, the ideal of C(Y, f) ∩ C(X, f) is
integrally dependent on the ideal of the preimage of Y .
Proof. See the proof of Proposition 2.3 of [14].
Now we use the elementary version of the PSID we proved in Corollary 1.6.
The invariant we will be using is eΓ(M,N, y), defined as follows:
eΓ(M,N, y) :=
∑
x∈p−1(y)
e(M(y), N(y), x) + multY Γ(N, x)
where p is the projection to Y .
It may be necessary to rechoose the representative of the polar variety at
different x.
We will be assuming that we have a family of functions with isolated singular-
ities, on a family of sets also with isolated singularities. With these assumptions,
we have that the multiplicity of the pair (JM(Fy, fy), Hd−1(JM(Fy)) ⊕ OXy )
is defined for y sufficiently close to 0. In applying our machinery, we need to
use a perhaps smaller submodule for N , Hd−1(JM(F )rk) ⊕ OX . Generically
Hd−1(JM(F )rk)(y) = Hd−1(JM(Fy)), but for some values the module on the
left may be smaller.
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Theorem (2.10) Suppose (Xd+k, 0) ⊂ (Cn+k, 0), X = F−1(0), F : Cn+k →
Cp, Y a smooth subset of X, coordinates chosen so that Ck × 0 = Y , X equidi-
mensional with equidimensional fibers, X reduced, all fibers generically reduced,
and fibers reduced over a Z-open subset of Y , f : Cn+k → C, f |X0 a submersion,
X0 a non-empty, smooth, open every where dense subset of X, Z = f
−1(0).
A) Suppose Xy and Zy are isolated singularities, suppose the singular set of f
is Y . Suppose eΓ(mY JM(Fy; fy), Hd−1(JM(F )rk)(y) ⊕ OXy , y) is independent
of y. Then the union of the singular points of fy is Y , and the pair of strata
(X − Y, Y ) satisfies condition Wf .
B) Suppose Σ(f) is Y or is empty, and the pair (X−Y, Y ) satisfies Wf . Then
eΓ(mY JM(Fy; fy), Hd−1(JM(F )rk)(y)⊕OXy , y) is independent of y.
Proof. The proof is similar to the proof of Theorem 5.7 of [11].
First we prove A). Since Wf holds generically, we have generically JM(F ; f)rn
is integrally dependent on mY JM(F ; f)rk; then we can apply Corollary 1.6
(the PSID), to deduce that JM(F ; f)rn ⊂ mY JM(F ; f)rk. This implies that
JM(F ; f) ⊂ JM(F ; f)rk. Hence the union of the singular points of (Fy, fy)
which is the cosupport of JM(F ; f)rk is equal to the cosupport of JM(F ; f)
which is Y . Then the inclusion JM(F ; f)rn ⊂ mY JM(F ; f)rk implies Wf for
(X − Y, Y ).
Now we prove B). Wf implies JM(F ; f)rn ⊂ mY JM(F ; f) which implies that
mY JM(F ; f) = mY JM(F ; f)rk. We know by [16] that condition Wf implies
that the fiber dimension of the exceptional divisor of BmY (C(X, f)) over each
point of Y is as small as possible. The integral closure condition mY JM(F ; f) =
mY JM(F ; f)rk implies that the same is true for BmY TJM(F ;f)rkX). This implies
that the polar of mY JM(F )rk is empty, hence by the multiplicity polar formula
the invariant eΓ(mY JM(Fy; fy), Hd−1(JM(F )rk)(y)⊕OXy , y) is independent of
y.
At this point, one way to reduce the dependence of the invariants on the
family, if X(0) has a versal deformation with smooth base, is to use the versal
deformation to define the correct N . In this case the multiplicity of the polar of
N becomes independent of the family, because the family embeds in a universal
family. This approach is used in the Whitney case in [11].
If we know the pair (X − Y, Y ) satisfies the Whitney condition, then we have
another way to reduce dependence on the total space of the family. If the pair
(X − Y, Y ) is Whitney, then it is known that for l a linear form defining a
hyperplane H which is not a limiting tangent hyperplane to X at the origin,
Y ⊂ H then (X ∩H − Y, Y ) also satisfies the Whitney conditions. In turn this
implies that the pair (X − Y, Y ) satisfies the Wl condition.
Theorem (2.11) Suppose (Xd+k, 0) ⊂ (Cn+k, 0), X = F−1(0), F : Cn+k →
Cp, Y a smooth subset of X, coordinates chosen so that Ck × 0 = Y , X equidi-
mensional with equidimensional fibers, X reduced, all fibers generically reduced,
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and fibers reduced over a Z-open subset of Y , f : Cn+k → C, f |X0 a submer-
sion, X0 a non-empty, open every where dense subset of X,Z = f
−1(0), and
(X − Y, Y ) satisfies the Whitney conditions, l a generic linear form in the sense
of the above.
A) Suppose Xy and Zy are isolated singularities, suppose the singular set of f
is Y . Suppose
e(mY JM(Fy; fy), Hd−1(JM(F )rk)(y)⊕OXy , y)
−e(mY JM(Fy; l), Hd−1(JM(F )rk)(y)⊕OXy , y)
is independent of y. Then the union of the singular points of fy is Y , and the
pair of strata (X − Y, Y ) satisfies condition Wf .
B) Suppose Σ(f) is Y or is empty, and the pair (X−Y, Y ) satisfies Wf . Then
e(mY JM(Fy; fy), Hd−1(JM(F )rk)(y)⊕OXy , y)
−e(mY JM(Fy; l), Hd−1(JM(F )rk)(y)⊕OXy , y)
is independent of y.
Proof. By the argument preceding the theorem, and B) of Theorem 2.10, we
know that eΓ(mY JM(Fy; l), Hd−1(JM(F )rk)(y) ⊕ OXy , y) is independent of y.
Since we use the same N , Hd−1(JM(F )rk ⊕OX for both f and l, the polar term
coming from N is the same, and cancels in the difference. Applying Theorem
2.10 implies the result.
In the event Hd−1(JM(F )rk)(y) = Hd−1(JM(Fy)) for all y, we get a result
independent of the total space of the family. This equality is a flatness condition
on the ideal of e×e minors of Dz(F ), where Dz(F ) denotes the matrix of partials
of F with respect to the coordinates on Cn.
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