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We characterize quantumness of the so-called quantum walks (whose dynamics is governed by quantum me-
chanics) by introducing two computable measures which are stronger than the variance of the walker’s position
probability distribution. The first measure is based on comparing probability distributions of a quantum walk
and all classical random walks (through the classical relative entropy of the distributions), and it quantifies non-
Gaussianity of the probability distribution of the walk. Next, after assigning a density matrix to classical walks,
we introduce a more powerful measure by employing quantum relative entropy. We show that this measure
exceeds the first one by the quantum coherence of the walk. There are walks labeled classical by the variance
whereas our measures identify some quantumness therein. As an application, we study a model of quantum
(energy) transport on a simple lattice, and compare the behavior of its relative transport efficiencies with that of
the quantumness. Our measures help partly explain why in some quantum transport phenomena a considerably
high efficiency may appear—this is where quantumness is appreciable.
PACS numbers: 05.40.Fb, 03.67.-a, 03.67.Lx, 03.67.Ac
Introduction.—Random walk (RW), one of the most fun-
damental subjects in probability theory, plays a key role in
diverse fields of science (mathematics, physics, chemistry, bi-
ology, medicine, economics, and social sciences) [1–9]. It
is usually employed to describe phenomena which exhibit
stochasticity in their behavior. In its most elementary ver-
sion, RW includes a walker moving on a line (or a one-
dimensional curve) in a discrete manner, changing its position
x (initially at x0 = 0) one step to the right or left depend-
ing on the result of flipping a coin at each step; e.g., heads
for right and tails for left. This associates a probability dis-
tribution (say p+ and p− = 1 − p+) to the moves, which in
turn yields a probability distribution for x after τ time steps,
PRW(x, τ ; 0, 0) =
(
τ
(τ+x)/2
)
p(τ+x)/2+ p
(τ−x)/2
− . This model has
been generalized in numerous respects, e.g., in several dimen-
sions, on arbitrary graphs or surfaces, in continuous space-
time, or with sophisticated dynamics [10–12].
A particularly interesting and powerful generalization of
RW is quantum walk (QW) which is obtained by imposing
quantum mechanics on the walker’s dynamics [13, 14]. QW
has garnered numerous applications in understanding underly-
ing principles in various problems in physics, quantum com-
putation, and quantum information theory [15–31]. For ex-
ample, QW is useful development of novel and fast quantum
algorithms [17–20, 23], explanation of (quantum) transport
phenomena in complex structures [32], or energy transfer in
photosynthetic light-harvesting complexes [33–38].
It is a general consensus in quantum information science
that quantum protocols may offer substantial enhancement
compared to their classical counterparts [39]. Nevertheless,
and despite vast efforts, it is yet not decisively concluded what
underlie(s) such relative power and strength [40, 41]. A nat-
ural step toward answering this question seems to be devel-
opment of methods and tools to discern genuinely quantum
mechanical from classical features. In the context of QW,
it has been observed that RW and QW are different in their
probability distributions (PRW(x, τ) and PQW(x, τ), where we
have lightened the notation and omitted the initial condition
(x0, τ0) = (0, 0)). As a result, the τ -dependence of the vari-
ance of the walker’s position σ2(τ) = 〈x2(τ)〉 − 〈x(τ)〉2
can be different; σ2RW(τ) ∝ τ whereas σ2QW(τ) in general
shows a more complex behavior which in asymptotically large
τs (long-time limit) becomes quadratic (σ2QW(τ) ∝ τ2, for
τ  1) [42]. This sharp difference in σ2(τ) for RW and
QW has motivated its use as an indicator to discern these
two walk models [43–46]. Despite this stark difference,
there is evidence that one cannot always take σ2 as faithful
measure to distinguish RW and QW. It seems that there is
no well-founded reason to prove that a process whose vari-
ance is linear in time is definitely obtained by a genuinely
“classical” process in the full absence of any quantum ef-
fect. From a straightforward calculation one can see that
σ2RW(τ) = 4τ p+p−, which has the maximum slope 1, thus
one may infer that at least the processes whose variances are
linear in τ with the slope> 1 are not evidently classical. Note
that, relying on σ2(τ) all QWs in the presence of decoher-
ence on the coin are characterized as RWs [43]. Nevertheless,
interaction with an environment does not necessarily kill all
(useful) quantum effects or resources; in some cases the envi-
ronment may even come to assist [35, 37, 47–49].
In this paper, we introduce two computable measures which
identify what possibly gives the QW model its strengths—
“quantumness.” Our first quantumness measure Q(τ) is de-
fined as the minimum relative entropy of the probability dis-
tributions PQW and PRW where the minimum is taken over all
RWs. A complete description of QW requires the use of den-
sity matrices rather than the probability distribution formula-
tion. We first associate a physically justifiable density matrix
to an RW, whose diagonal entries are given by PRW(x, τ) of
the RW. In fact, we show that classical RW density operator
is obtained by the action of a quantum channel which kills
all coherence in a density matrix. We then define our second
(stronger) genuine quantumness measure Q (τ) as the min-
imum quantum relative entropy of our QW with respect to
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2the set of all classical RWs. Intuitively, Q (τ) contains more
quantumness than Q(τ); we prove that this excessive value is
exactly equal to the quantum coherence of the quantum walker
measured by the relative entropy of coherence. Although our
focus here is on discrete-time QW, extension to continuous-
time QW seems also straightforward especially due to the cor-
respondence of discrete-time and continuous-time QWs [50].
Quantum walk.—Suppose that {|x〉, x ∈ Z} is the eigen-
states of the walker’s position operator, yielding an orthonor-
mal basis for the walker’s Hilbert space Hw. The walk is
driven by a coin, a two-dimensional quantum system spanned
by the orthonormal basis {|±〉} (defining H c). Each step of
the QW is given by the unitary
W = E(U⊗ I), (1)
acting onH c⊗Hw, whereE =
∑
i=± |i〉〈i|⊗Mi, M± (where
M− = M
†
+) are the right- and left-move operators, M±|x〉 =
|x± 1〉, and U is the unitary operator of the coin.
Starting from a pure coin-walker state |Ψ(0)〉, the state of
the combined system evolves as |Ψ(τ)〉 = Wτ |Ψ(0)〉 [16, 43,
51, 52]. This state can be represented as
|Ψ(τ)〉 = |+〉|Ψ+(τ)〉+ |−〉|Ψ−(τ)〉, (2)
where |Ψ+(τ)〉 and |Ψ−(τ)〉 are two unnormalized and
nonorthogonal states in Hw whose analytic expressions (in
terms of hypergeometric functions) we give in Ref. [53].
Given the coin-walker state (2), we can obtain the walker’s
density matrix by tracing out over the coin,
%QW(τ) = |Ψ+(τ)〉〈Ψ+(τ)|+ |Ψ−(τ)〉〈Ψ−(τ)|. (3)
More generally, environmental effects at each step of the walk
can be realized by some noise operation acting on the coin-
walker system before the operator W [43, 44, 54, 55]. For ex-
ample, consider noise acts only on the coin, where the evolu-
tion of the QW is modified to be given by the following oper-
ation (rather than simply by the unitary mapW (·) = W ·W†):
Wnoisy = E(UN ⊗ I ), (4)
where E(·) = E · E†, U(·) = U · U†, N is a quantum noise
channel onH c, and I is the identity channel onHw.
Quantumness of QWs.—We introduce a measure of quan-
tumness of a QW based on the relative entropy of the walker’s
probability distributions. Relative entropy has been widely
used in quantifying various quantum notions such as quan-
tum entanglement [56], quantum discord [57], and quantum
coherence [58]. For two probability distributions P = {pi}i
and P′ = {p′i}i, the relative entropy is defined by D(P‖P′) =∑
i pi(log pi − log p′i) (recall that H(P) = −
∑
i pi log pi is
the Shannon entropy [59]) and measures how different they
are. For a given QW with associated position probability dis-
tribution PRW(τ) = {PRW(x, τ)}x, one can define a measure of
quantumness as
Q(τ) = min
PRW(τ)
D
(
PQW(τ)‖PRW(τ)
)
, (5)
where the minimization is taken over position probability of
all classical RWs, or equivalently, over all possible probabil-
ities p+ for the coin in an RW process. This optimization
can be performed in a straightforward manner for the case the
walker is initially localized at x = 0—see the discussion at the
end of the paper for more general cases. From PRW(x, τ) we
can see that [53] the minimum is attained if the RW is driven
by a coin with probability p∗+(τ) = 1/2+〈x(τ)〉QW/(2τ). For
this coin, the first moment of the RW is given by
〈x(τ)〉∗RW = 〈x(τ)〉QW. (6)
The following theorem provides a closed form for Q(τ).
Theorem 1 For a QW described by the position distribution
PQW(τ), the quantumness Q(τ) is given by
Q(τ) = D
(
PQW(τ)‖P∗RW(τ)
)
= D
(
PQW(τ)‖P1/2RW (τ)
)− D(P∗RW(τ)‖P1/2RW (τ)), (7)
where P∗RW(τ) and P
1/2
RW (τ) are the position distribution of two
RWs with associated coin probabilities p+ = p
∗
+ and p+ =
1/2, respectively.
For a proof see Ref. [53]. An immediate consequence is that
Q(τ) 6 D
(
PQW(τ)‖P1/2RW (τ)
)
. (8)
Recalling Eq. (6), the upper bound is achieved if 〈x(τ)〉QW =
0. For example, the Hadamard coin (U = (1/
√
2 )
(
1 1
1 −1
)
in
the {|±〉} basis) with the initial state |φ0〉 = (|+〉±i|−〉)/
√
2
and the identity coin (U = I) with the initial state |φ0〉 =
(|+〉+ eiγ |−〉)/√2 saturate the upper bound (for any γ).
Interestingly, Eq. (6) shows that the nearest RW refer-
ence to a given QW is the one that possesses the same first
moment as the one of the QW. Recalling that in the long-
time limit (τ  1/p+) the RW distribution becomes Gaus-
sian (PRW(x) ∝ e−(x−〈x〉)2/(2σ2)), the quantumness Q(τ) of a
QW in some sense can be considered as a measure of non-
Gaussianity of the QW’s probability distribution. However,
unlike usual cases where the Gaussian reference of a proba-
bility distribution is expected to have the same first and sec-
ond moments as the original distribution, here the Gaussian
reference distribution of a QW (denoted by P∗G(τ)) coincides
with the QW’s distribution in the first moment (note that for
this case the second moment of an RW depends on the first
moment; 〈x2(τ)〉RW = τ(1−〈x(τ)〉2RW/τ2)+ 〈x(τ)〉2RW). More
precisely, for a unitary QW process with the coin initially in
|φ0〉 = cos η|+〉+ eiγ sin η|−〉, (9)
and updated by the unitary operation
U =
(
eiα cos θ e−iβ sin θ
eiβ sin θ −e−iα cos θ
)
, 0 6 θ 6 pi/2, (10)
the Gaussian reference is determined by a coin described by
the probability p∗+ = 1/2 + (cos 2η+ tan θ cosϕ sin 2η)(1−
3sin θ)/2, where ϕ = α + β − γ (obtained by using results of
Refs. [43, 51]).
Furthermore, in the long-time limit, Eq. (5) yields
Q(τ) ≈ D(PQW(τ)‖P∗G(τ)) (11)
= H
(
P∗G(τ)
)− H(PQW(τ))+ σ2QW(τ)− σ∗2G (τ)
2σ∗2G (τ)
,
where σ∗2G (τ) is the position variance of the Gaussian refer-
ence distribution. In the case that σ2QW(τ) = O(τ
2), Eq. (11)
shows that the asymptotic behavior of Q(τ) is O(τ) because
σ2RW(τ) = O(τ). Moreover, even if σ
2
QW(τ) = O(τ), nonvan-
ishing quantumness may still survives.
Total quantumness.—Thus far, we have provided a mea-
sure which quantifies how different a QW is from RWs based
on comparing the position probability distribution of a QW
walker with that of RWs. This picture may, however, be in-
complete. In fact, although for classical RWs, the walker’s
position distribution provides a complete description of the
process, it is not necessarily the case for a general QW. A com-
plete description includes density operator of a QW, which in-
cludes both probabilities (diagonal elements) and coherences
(offdiagonal elements) in the basis of Hw. To take into ac-
count this point, we thus define a more powerful measure of
quantumness as the minimum relative entropy of %QW with re-
spect to the set of classical states,
Q (τ) = min
%RW(τ)
S
(
%QW(τ)‖%RW(τ)
)
, (12)
where S(%‖σ) = Tr[%(log % − log σ)] is the quantum relative
entropy [39]. Here the minimum is taken over all density op-
erators %RW(τ) associated with classical RWs at time τ . These
states have a diagonal representation in the position basis with
position distribution PRW(x, τ) as its diagonal elements,
%RW(τ) =
∑τ
x=−τPRW(x, τ)|x〉〈x|. (13)
Such a state can be obtained, e.g., as a result of a QW driven
by a noisy quantum coin. In Eq. (4) we choose the contrac-
tion noise N (·) = ∑4i=1 Ki · K†i with the Kraus operators
K1 =
√p+ |+〉〈+|, K2 = √p+ |+〉〈−|, K3 = √p− |−〉〈+|,
K4 =
√p− |−〉〈−|. This noise channel yields N (ξ) =
p+|+〉〈+|+p−|−〉〈−| for any input state ξ, and whenN ⊗I
acts on coin-walker states it removes all correlations and gives
a factorized state. Now, with this quantum channel as the evo-
lution N and choosing U = I or U = σz (the Pauli matrix
σz = |+〉〈+| − |−〉〈−|) as the quantum coin operator, we
find the quantum walker in the classical state given by Eq.
(13) [53]. We remark that one may devise other methods for
assigning quantum states to an RW [60]. However, our ap-
proach is straightforward, and we do not expect that our main
message be modified drastically with such methods.
Theorem 2 For a general QW with the position density oper-
ator %QW(τ), we have
Q (τ) = Q(τ) + C(τ), (14)
0 0.5 1
0
7
14
0.25 1
0
0.25
(a) (b)
(c) (d)
0 0.5 1
0
10
20
0.4 1
0.19
0.25
0 25 50 75 100
0
25
50
0 0.5 1
0
2
4
FIG. 1. (color online). Plots (a), (b), and (c) show Q, C, and Q ,
respectively, in terms of q at τ = 100. Plot (d) shows the variance
vs. τ with q = 1 (note the linear behaviors). The blue curves are
for the Hadamard coin and the red dashed curves are for the coin
introduced in Eq. (10) with (α, β, θ) = (0, 0, 1), and here the coin
is initially in |+〉. The insets show that even for strong decoherence
(q ≈ 1) some quantumness remains in the case of the second coin.
where C(τ) = H
(
PQW(τ)
) − S(%QW(τ)) is the walker’s co-
herence measured by the relative entropy of coherence with
respect to the position basis [58, 61]. Moreover, the RW which
satisfies the minimization in Q is the one which minimizes Q.
For a proof see Ref. [53]. Equation (14) shows that Q (τ)
captures two kinds of quantumness of a QW; the first quan-
tumness, Q(τ), arises from deviation of the diagonal elements
of the walker’s density matrix from the probability distribu-
tion of classical RWs, and the second quantumness, C(τ),
arises from offdiagonal entries of the density matrix of the
QW. Hence, this measure of quantumness is in this sense finer
than the variance σ2QW. In fact, there exist QWs that are iden-
tified as RW (“classical”) by the variance σ2QW, whereas the
quantumness measure Q still detects some quantumness ex-
isting therein. For example, position variance of all QWs
in the presence of unital decaying noise on the coin exhibits
O(τ) asymptotic behavior [43]. Consider the noise N with
K1 =
√
q |+〉〈+|, K2 = √q |−〉〈−|, and K3 =
√
1− q I. In
this case a partial revival occurs for both Q(τ) and Q (τ) after
their initial decay even for strong noise values—see Fig. 1.
It is in order to make two remarks. (i) Although in this
example the final increase in the total quantumness Q (inset
of plot (c) in Fig. 1) is because of the increase in the quan-
tumness Q (which is based on the probability distributions)
while the coherence C decays monotonically, in other noise
types such as amplitude damping or depolarizing (which is a
unital decaying map), quantum coherence C also exhibits re-
vival. As demonstrated in Fig. 1, the variance is linear in both
cases for q = 1 at τ = 100. Thus, although both walks are
classified as classical by their variances σ2, Q indicates only
the Hadamard QW as genuinely classical. (ii) The Gaussian
4FIG. 2. A loop with n sites and a sink potential acting at site k, which
induces transfer to site n + 1.
reference of a given QW with unital decaying noise can be
determined straightforwardly because the first moment of the
position 〈x〉 in such cases tends to a constant value [43]. For
a Hadamard coin with q = 1, this constant vanishes indepen-
dently of the coin initial state [62], saturating the bound (8).
An application.—Revivals in quantumness of QW may
partly explain enhancement of quantum transport in the pres-
ence of noise [34–37]. Consider, for example, a system con-
sisting of n sites in a closed loop and let the system be con-
nected to the environment (site n+1) via a particular site, say,
k—Fig. 2. Discrete QW can be adopted to describe dynam-
ics of the system [34, 63]. The walker either remains in the
loop and walks clockwise or counterclockwise (with a prob-
ability determined by a quantum coin), or it leaves the loop
and never returns. To model this, we extend the system by
adding the environment as the extra site n + 1. The walk op-
erator is then the same as Eq. (1) with the extra properties
M+|n〉 = |1〉, M+|n + 1〉 = |n + 1〉, and M− = M†+ for a loop
with n sites. An example of the system-environment interac-
tion is a sink potential assumed at site k causing the walker
to leave or remains in the loop with the respective probabil-
ities r and 1 − r [34]. This sink evolution can be simulated
by a quantum channel, e.g., S (·) = ∑2i=1 Ki · K†i with K1 =
I⊗(∑x6=k |x〉〈x|+√1− r |k〉〈k|) and K2 = I⊗√r |n+1〉〈k|
acting on the coin-walker state at each step after the action of
the unperturbed QW operation W (1). This leads to decay
in the probability of finding the walker in the loop. Quantum
transport efficiency at time τ can be quantified by the amount
of this decay [34]
ηQW(τ) = 1−
∑n
x=1PQW(x, τ) = PQW(n + 1, τ). (15)
The classical version of this transport can be obtained by
proper substitution of RW rather than QW. Here the clas-
sical walker moves clockwise or counterclockwise, respec-
tively, with probabilities p± whenever it is in the loop (x 6=
n + 1), and in case it leaves the loop for the sink site n + 1,
it remains there. At each step, the RW is followed by
the (n + 1) × (n + 1) classical sink matrix Sk, defined as
[Sk]ij = δij + rδi n+1δjk − rδikδjk. RW and sink operators
together construct a stochastic transition matrix for the pro-
cess applied on the (n + 1)-dimensional probability vector
for finding the walker at site 1, . . . , n + 1, at each step of the
walk. Classical transport efficiency can then be quantified by
ηRW(τ) = 1−
∑n
x=1 PRW(x, τ) = PRW(n + 1, τ).
Since quantumness of QW contains all quantum aspects
of the walker, especially in the sense of Q , it should de-
scribe the deviation of ηQW from the classical counterpart, i.e.,
|ηQW − ηRW|. Figure 3 shows the behavior of the quantumness
measures Q , Q, and |ηQW − ηRW| in the presence of the de-
scribed decoherence noise, from which one can see a relative
agreement between these measures. In the trivial case of no
sink (r = 0), although the system may have quantum prop-
erties, there is no transport in the system (whether classical
or quantum) and hence the deviation of the quantum transport
from the classical one vanishes too. This is not surprising be-
cause quantumness of QW detects total quantum properties of
the system whereas quantum transport (in the sense discussed
before) is simply a witness for a specific kind of quantumness.
In fact, using ln x 6 x− 1, one can see
Q > Q > u > 0, (16)
where u = (ηRW − ηQW)/ log 2 + ηQW log(ηQW/ηRW). This
lower bound itself may be considered as a measure of dis-
tinction between ηQW and ηRW, because the last inequality is
saturated iff ηQW = ηRW. Figure 3 shows that when ηQW differs
from ηRW, the quantumness is nonzero; that is, despite noise
induced by the environment, still some quantumness survives.
This may suggest that high efficiencies for quantum transport
in the presence of noise (e.g., in photosynthetic energy trans-
fer [35]) are related to the existence of quantumness.
Summary and discussion.—We have defined two com-
putable measures of quantumness for quantum walks. Our
first measure is based on the difference between the position
probability distribution of a quantum walk and that of all (clas-
sical) random walks, measured by relative entropy. We have
performed the optimization within this definition and showed
that the nearest reference random walk to a quantum walk is
the one with the same first moment for the position, if the
walker was initially localized (extension to other initial con-
ditions is straightforward). In addition, we have introduced
a more powerful measure by comparing the density matrix
of a quantum walk with that of all classical random walks,
characterized by their quantum relative entropy. As an im-
portant application of our measures, we have shown that in
quantum transport phenomena a relatively high transport ef-
ficiency accompanies the existence of some quantumness in
the system. Along this line, and in addition to their intrin-
sic importance, our measures may significantly improve our
understanding about whether and how quantumness can yield
higher performance of some quantum-walk-based algorithms
and tasks. Such understanding and tools can in turn offer
novel ways to better harness quantumness as a resource for
quantum technologies.
We end this paper by briefly remarking on possible ex-
tensions of our methods. (i) One could have defined quan-
tumness by using other distance measures (although liter-
ally relative entropy is not a distance). For example, con-
sider Q = D
(
PQW,PRW
)
=
∑
x |PQW(x, τ) − PRW(x, τ)|.
Such a choice of distance again results in Q (τ) = Q(τ) +
C(τ) for the total quantumness, where now C(τ) is the
walker’s coherence quantified by the `1-norm of coherence
with respect to the position basis [58]. (ii) Note that our
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FIG. 3. (Color online.) For the cycle of 9 sites, k = 3 and the
coin initially in |+i characterized by ✓ = 1, ↵ =   = 0 in Eq.
(10), plot (a) shows Q, Q and |⌘QW   ⌘RW| vs q at ⌧ = 100 and in
(b) these quantities are plotted vs ⌧ at q = 0.5. Plots (c) and (d)
represent 102dT and dT in the same conditions as plots (a) and (b),
respectively, all in r = 1.
for more than two decades and found applications in various
areas of research, there has been no conclusive measure quan-
tifying its difference with classical random walk. We have
addressed this issue in two ways. First, we looked only on
the probability distribution of the quantum walker and define
Q(⌧) as the relative entropy of the probability distribution of
the QW with respect to the one of nearest classical walk. We
show that the nearest RW to a given QW is nothing but the
reference of the QW under examination, i.e. a RW whose first
moment equals to the first moment of the QW. Note that this
result is valid for processes in which the walker is initially lo-
calized, because the relative entropy of quantum process un-
der examination is considered with respect to a RW process
in which the walker starts walking from the origin (although
there is no restriction for such choice in general case).
Alternatively, rather than comparing probability distribu-
tion of quantum walker with that of classical walker, we adopt
the density matrix formulation and define Q (⌧) as a relative
entropy of walker state operator of QW with respect to that
of RW. The latter measures a greater amount of quantumness,
just as much as the walker’s relative entropy of coherence. It
is valid whenever the aforementioned contraction channel is
used to reach classical reference of the QW even when pro-
cess is not walking on the line.
Furthermore the quantumness can be measured by using
other distances rather than relative entropy. For example, con-
sider using variational distance to quantify QW deviation from
RW, Q(⌧) = 2D
 
PQW, PRW
 
=
P
x |PQW(x, ⌧)   PRW(x, ⌧)|.
Such a choice of distance again results in Q (⌧) = Q(⌧) +
C(%QW(⌧)) for total the quantumness and C(%QW(⌧)) is the
walker coherence quantified by the `1 norm of coherence with
respect to the position basis [56].
Generally as probability distribution and density matrix are
elemental quantities, using them results in more rigorous mea-
sure for quantifying quantum aspects than other quantities
such as variance. The only thing to do is identify nearest clas-
sical counterpart of assumed quantum process and evaluate
their distance.
We may also find a closer RW to an assumed QW if we re-
lax the condition of equality between the steps of the RWwith
the one of QW and minimize Eq. (5) with respect to classical
walker’s steps. This would be a helpful method for quantify-
ing quantumness specially when we associate a wave packet
to quantum walker. In this case the walker could be found at
the place not reachable by classical walker with the same num-
ber of step [10], so a RW process with more steps than QW
is needed to avoid diverging of quantumness to infinity. Fur-
thermore as at large step ⌧ , quantum probability distribution
spreads uniformly in the extent of [ ⌧ cos ✓, ⌧ cos ✓] [49, 62]
which cos ✓ is the element of U defined in Eq. (10), restriction
of ⌧ 0 > ⌧ cos ✓ is satisfied for optimized ⌧ where ⌧ 0 represents
the number of RW steps. Adopting this notion of quantifying
quantumness, common non-Gaussianity measure is obtained
at large-time limit.
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FIG. 3. (Color online.) For the cycle of 9 sites, k = 3 a d the
coin initially in |+i characterized by ✓ = 1, ↵ =   = 0 in Eq.
(10), plot (a) shows Q, Q and |⌘QW   ⌘RW| vs q at ⌧ = 100 and in
(b) hese quantities are plotted vs ⌧ at q = 0.5. Plots (c) and (d)
represent 102 T and dT in the same conditions as plots (a) and (b),
respectively, all in r = 1.
for more than two decades and found applications in various
areas of research, there has been no conclusive measure quan-
tifying its difference with classical random walk. We have
addressed this issue in two ways. First, we looked only on
the probabi ity distribution of the quantum walker and define
Q(⌧) as the relative entropy of the probability distribution of
the QW with respect to the one of nearest classical walk. We
show that the nearest RW to a given QW is nothing but the
reference of the QW under examination, i.e. a RW whose first
moment equals to the first moment of the QW. Note that this
result is valid for processes in which the walker is initially lo-
calized, because the relative entropy of quantum process un-
der examination is considered with respect to a RW process
in which the walker starts walking from the origin (although
there is no restriction for such choice in general case).
Alternatively, rather than comparing probability distribu-
tion of quantum walker with that of classical walker, we adopt
the density matrix formulation and define Q (⌧) as a relative
entropy of walker state operator of QW with respect to that
of RW. The latter measures a greater amount of quantumness,
just as much as the walker’s relative entropy of coherence. It
is valid whenever the aforementioned contraction channel is
used to reach classical reference of the QW even when pro-
cess is not walking on the line.
Furthermore the quantumness can be measured by using
other distances rather than relative entropy. For example, con-
sider using variational distance to quantify QW deviation from
RW, Q(⌧) = 2D
 
PQW, PRW
 
=
P
x |PQW(x, ⌧)   PRW(x, ⌧)|.
Such a choice of distance again results in Q (⌧) = Q(⌧) +
C(%QW(⌧)) for total the quantumness and C(%QW(⌧)) is the
walker coherence quantified by the `1 norm of coherence with
respect to the position basis [56].
Generally as probability distribution and density matrix are
elem al quantities, using them results in more rigorous mea-
sure for qu tifying quantum aspects than other quantities
such as variance. The only thing to do is identify nearest clas-
sical counterpart of assumed quantum process and evaluate
their distance.
We may also find a closer RW to an assumed QW if we re-
lax the condition of equality between the steps of the RWwith
the one of QW and minimize Eq. (5) with respect to classical
walker’s steps. This would be a helpful method for quantify-
ing quantumness specially when we associate a wave packet
to quantum walker. In this case the walker could be found at
the place not reachable by classical walker with the same num-
ber of step [10], so a RW process with more steps than QW
is needed to avoid diverging of quantumness to infinity. Fur-
thermore as at large step ⌧ , quantum probability distribution
spreads uniformly in the extent of [ ⌧ cos ✓, ⌧ cos ✓] [49, 62]
which cos ✓ is the element of U defined in Eq. (10), restriction
of ⌧ 0 > ⌧ cos ✓ is satisfied for optimized ⌧ where ⌧ 0 represents
the number of RW steps. Adopting this notion of quantifying
quantumness, common non-Gaussianity measure is obtained
at large-time limit.
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FIG. 3. For a loop with n = 9, k = 3, and the coin initially in |+〉
(η = 0) and characterized by (α, β, θ) = (0, 0, 1) in Eq. (10), plot
(a) shows Q, Q , and |ηQW − ηRW| vs. q at τ = 100. In plot (b) these
quantities are depicted vs. τ at q = 1/2. Plots (c) and (d) repr sent u
for the same conditions as plots (a) and (b), respectively, all in r = 1.
results are for the case of initially localized walker. For
more general cases another natural protocol is to compare
a quantum walk with r spect t all random walks in which
the walker starts from the positions where the quantum
walker has a nonvanishing initial probability (i.e., substitut-
ing {PRW(x, τ)}x with {
∑
x0 PQW(x0, 0) PRW(x, τ ; x0, 0)}x in
Eq. (5)). This option may suit better when we are inter-
ested to see how a quantum walk changes if we substitute
quantum dynamics with classical dynamics. (iii) One may
find a closer classical random walk to a given quantum walk
if we relax the condition of equality between the steps of
the random walk and the quantum walk and minimize Eq.
(5) with respect to classical walker’s steps, i.e., Q(τ) =
minτ ′ minPRW(τ ′) D
(
PQW(τ)‖PRW(τ ′)
)
. In this case, since at
long-time limit the probability distribution PQW spreads uni-
formly in [−τ cos θ, τ cos θ] [52, 64], the restriction τ ′ >
τ cos θ will be necessary to avoid divergence of the relative en-
tropy. Quantifying quantumness in this manner, the usual non-
Gaussianity measure is obtained at large-time limit (where the
Gaussian reference possesses the same first and second mo-
ments with the ones of the distribution of interest).
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Supplemental Materials
In the following we provide proofs for the theorems stated in the main text.
I. Analytic expression for the walker’s state [Eq. (3)]
In this section we provide a new method and present a closed relation for the |Ψ±(τ)〉. Suppose that the walker starts walking
at origin |0〉 and the initial state of the coin is described by the pure state |φ0〉. We obtain
|Ψ±(τ)〉 =
∑1
k1=0 · · ·
∑1
kτ−1=0〈±|UPkτ−1UPkτ−2U . . .UPk1U|φ0〉
∣∣∑τ−1
i=1 (−1)ki ± 1
〉
, (17)
where P0 = |+〉〈+| and P1 = |−〉〈−|. These equations can be recast as
|Ψ±(τ)〉 =
∑τ−1
N+=0〈±|RN+ |φ0〉|2N+ − τ + 1± 1〉, (18)
where RN+s (N+ ∈ {0, 1, . . . , τ − 1}) are 2× 2 matrices acting onH c and are defined by
RN+ =
∑′
k1,...,kτ−1UPkτ−1UPkτ−2U . . .UPk1U. (19)
Here
∑′ is restricted to those values of ki (i ∈ {1, . . . , τ − 1}) which satisfy the condition ∑τ−1i=1 ki = N− = τ − 1 − N+. In
the basis {|±〉}, RN+ has the following matrix elements:
[RN+ ]kτ k0 =
∑′
k1,...,kτ−1Ukτ kτ−1Ukτ−1kτ−2 . . .Uk1k0 , (20)
with Uij = [U]ij . For the extreme cases N+ = 0 or N+ = τ − 1, which indicate that the walker moves only to the left or to the
right, respectively, Eq. (20) yields
[R0]kτ k0 =Ukτ1U
τ−2
11 U1k0 , (21)
[Rτ−1]kτ k0 =Ukτ0U
τ−2
00 U0k0 . (22)
7For the other values N+ ∈ {1, 2, . . . , τ − 2} we obtain
[RN+ ]kτ k0 =U
N+−2
00 U
N−−2
11
[
2F1(1− N+, 1− N−; 1; z) Ukτ0U00U11U01U1k0
+ 2F1(1− N+, 1− N−; 1; z) Ukτ1U00U11U10U0k0
+ 2F1(2− N+, 1− N−; 2; z) Ukτ0U11U01U10U0k0(N+ − 1)
+ 2F1(1− N+, 2− N−; 2; z) Ukτ1U00U01U10U1k0(N− − 1)
]
, (23)
where z = (U01U10)/(U00U11) and 2F1(a, b; c; z) is the hypergeometric function defined as [1]
2F1(a, b; c; z) = 1 +
ab
c
z
1!
+
a(a + 1)b(b + 1)
c(c + 1)
z2
2!
+ . . . , c /∈ {0,−1,−2, . . .}. (24)
A generalization of the above discussion to the case where the walk is driven by a coin initially in a mixed state is straightfor-
ward. To prove Eq. (23) we write matrix elements of RN+ given by Eq. (19) as (N+ ∈ {0, 1, . . . , kτ−1})
[RN+ ]kτ k0 =
∑′
k1,...,kτ−1〈kτ |UPkτ−1UPkτ−2U . . . UPk1U|k0〉, (25)
recalling that
∑′ is restricted to those values of ki (i ∈ {1, . . . , τ−1}) which satisfy the condition∑τ−1i=1 ki = N− = τ−1−N+.
The above summation can be divided, in general, into four classes just by considering all possible choices for the first and last
projectors, i.e., the pair {Pkτ−1 , Pk1}. Indeed, the pair takes any value of {P0, P1}, {P1, P0}, {P0, P0}, and {P1, P1}. Depending
on to what class the terms of the summation belongs, one can rewrite the above equation as
[RN+ ]kτ k0 =
∑′
k2,...,kτ−2〈kτ |UP0UPkτ−2U . . .UP1U|k0〉
+
∑′
k2,...,kτ−2〈kτ |UP1UPkτ−2U . . .UP0U|k0〉
+
∑′
k2,...,kτ−2〈kτ |UP0UPkτ−2U . . .UP0U|k0〉
+
∑′
k2,...,kτ−2〈kτ |UP1UPkτ−2U . . .UP1U|k0〉.
The restriction on the summations now changes for various summations. For example, for the first one
∑′ is restricted to those
values 0, 1 of ki (i ∈ {2, . . . , τ − 2}) which satisfy the condition
∑τ−2
i=2 ki = N− − 1 = τ − 2− N+. In what follows we focus
only on the first summation—the proof of the others are straightforward. In this case we should sum all allowed compositions
which start with (UP0) and end in (UP1)U. Such compositions are of the form
(UP0) . . . (UP0)︸ ︷︷ ︸
a1
(UP1) . . . (UP1)︸ ︷︷ ︸
b1
. . . (UP0) . . . (UP0)︸ ︷︷ ︸
aN
(UP1) . . . (UP1)︸ ︷︷ ︸
bN
U, (26)
where ai and bi represent the number of (UP0)s and (UP1)s in block i, respectively, so the restrictions
∑N
i=1 ai = N+ and∑N
i=1 bi = N− exist and obviously N ∈
{
1, 2, . . . ,min{N+,N−}
}
. Thus for the first summation we have∑′
k2,...,kτ−2〈kτ |UP0UPkτ−2U . . .UP1U |k0〉
=
∑
N
∑′
a1,...,aN
b1,...,bN
〈kτ |(UP0)a1(UP1)b1 . . . (UP0)aN(UP1)bN U|k0〉
=
∑
N
∑′
a1,...,aN
b1,...,bN
Ukτ0U
a1−1
00 U01U
b1−1
11 U10 . . .U
aN−1
00 U01U
bN−1
11 U1k0
=
∑
NC
N+
N C
N−
N Ukτ0U
N+−N
00 U
N−−N
11 U
N
01U
N−1
10 U1k0 . (27)
In writing the last equation we have incorporated the restrictions on ai and bi, and also C
N+
N and C
N−
N count all possible
combinations satisfying these restrictions, respectively, for a fixed N. Thus our problem now reduces to enumerating possible
ways of distributing N+ matrices (UP0) in N blocks (and the same for N− matrices (UP1)), in such a way that each of these
blocks contains at least 1 matrix as N is fixed. This is equivalent to the problem of distributing N+ indistinguishable balls in N
boxes in a way that there remains no empty box. The number of all possible combinations for such a problem is (N+−1)!(N−1)!(N+−N)! ,
so CN+N =
(N+−1)!
(N−1)!(N+−N)! and C
N−
N =
(N−−1)!
(N−1)!(N−−N)! . Using this, the first summation reduces to∑′
k2,...,kτ−2〈kτ |UP0UPkτ−2U . . . UP1U |k0〉 =
∑
NC
N+
N C
N−
N Ukτ0U
N+−N
00 U
N−−N
11 U
N
01U
N−1
10 U1k0
= 2F1(1− N+, 1− N−; 1; z)Ukτ0UN+−100 UN−−111 U01U1k0 ,
where in the last line we have used the definition of the hypergeometric function [1].
8II. Optimal point of Eq. (5)
Using the binomial distribution PRW(x, τ) =
(
τ
(x+τ)/2
)
p(x+τ)/2+ p
(τ−x)/2
− in Eq. (5) we obtain
Q(τ) =− H(PQW(τ))−max
p+
∑τ
x=−τPQW(x, τ) log PRW(x, τ) (28)
=− H(PQW(τ))−∑τx=τPQW(x, τ) log τ !( x+τ2 )!( τ−x2 )! −maxp+ { log p+∑τx=−τ (1/2)(x + τ) PQW(x, τ)
+ log(1− p+)
∑τ
x=−τ (1/2)(τ − x)PQW(x, τ)
}
.
Straightforward calculation shows that the maximum of the last term is attained if the RW is driven by a coin with associated
probability p∗+ = (1/2τ)
∑τ
x=−τ (x + τ) PQW(x, τ).
III. Proof of Theorem 1
Adopting p∗+ as the optimum value in the second equality of Eq. (28), we obtain
Q(τ) =− H(PQW(τ))+ τH(p∗+(τ))−∑τx=−τPQW(x, τ) log τ ! (1/2)τ (1/2)−τ[(τ+x)/2]! [(τ−x)/2]!
=D(PQW(τ)‖P1/2RW (τ))− τ
(
1− H(p∗+(τ))
)
.
IV. Proof of Theorem 2
We recall that the relative entropy of coherence has the closed form C(%) = S(%diag)−S(%), where %diag denotes the diagonal
state obtained from diagonal elements of % in the fixed basis in which the coherence is defined. In our QW model, %diagQW (τ) is
given by PQW(τ), thus S(%
diag
QW (τ)) = H(PQW(τ)), and we obtain
Q (τ) = min
%RW(τ)
(
Tr[%QW(τ) log %QW(τ)]− Tr[%QW(τ) log %RW(τ)]
)
=− S(%QW(τ))− max
%RW(τ)
Tr[%QW(τ) log %RW(τ)]
=C(%QW(τ))− S(%diagQW (τ))−max
p
τ∑
x=−τ
PQW(x, τ) log PRW(x, τ)
=C(%QW(τ)) + min
p+
H
(
PQW(τ)‖PRW(τ)
)
=C(%QW(τ)) + Q(%QW(τ)).
Note that the last line of the proof shows that for both Q(τ) and Q (τ) the optimal p+ is the same.
V. Proof of Eq. (13)
With this quantum channel as the nonunitary evolution N and choosing the identity I or the Pauli matrix σz as the unitary
evolution U of the quantum coin, we find the quantum walker in the classical state given by Eq. (13). Specifically, after some
algebra we obtain the coin-walker state as
%QW(τ) =
∑τ−1
m=0
(τ−1)! pm+pτ−m−1−
m!(τ−m−1)!
(
p+|+〉〈+| ⊗ |2m− τ + 2〉〈2m− τ + 2|+ p−|−〉〈−| ⊗ |2m− τ〉〈2m− τ |
)
, (29)
where after tracing out over the coin, we find the quantum walker in the classical state given by Eq. (13).
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