Abstract-Due to fading and interference, data transmission via wireless links may sometimes be prone to error. For some applications in wireless sensor networks, it is of interest to monitor the link status and infer the packet loss rate. It has been shown that randomized network coding can improve the reliability of wireless sensor networks with lossy links. With network coding, the loss rate of a chosen path in a wireless sensor network is the maximum link loss rate among all the links in that path. This behavior changes the link identification problem and imposes challenges on the link loss inference. In this paper, we study the passive loss tomography problem in coded packet wireless sensor networks. We show that by inspecting the content of the coded packets at the sink (i.e., destination), one can estimate the path loss rates not only from the source nodes but also from various intermediate nodes to the sink. By utilizing such information at the sink, we determine the set of links whose loss rates can be identified. We propose a passive loss inference with random linear network coding (PLI-RLC) algorithm to estimate the link loss rates. Results show that in coded packet wireless sensor networks, our proposed algorithm can identify the status of a higher number of links compared to a Bayesian inference algorithm.
I. INTRODUCTION
In wireless sensor networks, sensor nodes are batterypowered and prone to node failures. Due to the stochastic nature of the channels, communication links between sensors are also subject to fading and interference [1] , [2] . Recent studies have shown that network coding can not only increase the network throughput in wired and wireless networks [3] - [5] , but can also improve the robustness in systems with erasure channels [6] - [8] . A network node performs network coding when it combines incoming packets (e.g., using XOR operation) and creates an encoded packet. At the destination, the sink can decode and extract the original packets if it has received sufficient encoded packets with independent information. Network coding outperforms automatic repeat request (ARQ) and forward error correction (FEC) techniques in terms of a lower delay and a higher network throughput [8] . Network coding also outperforms erasure codes since intermediate sensor nodes do not need to decode packets. It reduces the complexity of operation at intermediate sensor nodes and reduces the end-to-end delay.
For both wireless and wired networks, it is of interest to monitor the behavior of the network, identify the link status, estimate the delay and loss rate of different links. Such a technique is called network tomography or network monitoring in the literature. Network tomography for wired and wireless networks has received much attention recently [9] - [13] . Network monitoring is especially important for wireless sensor networks as the information can allow sensor nodes to make decisions on routing and to bypass the links which are either congested or prone to failure.
Network monitoring can be performed either in an active or passive manner [10] . Active network monitoring refers to the case where probe packets are transmitted by some chosen source nodes and are gathered from the destinations. Although active monitoring schemes may reveal more information about the link loss rates, they utilize additional network resources such as bandwidth and energy. On the other hand, for passive network monitoring, information from the received data packets can allow the destination to infer the link loss information [9] . Passive monitoring schemes are more attractive for wireless sensor networks because of the limited power supply and bandwidth constraints in these networks [14] , [15] . The problem of supporting passive network monitoring by data aggregation techniques is studied in [16] , [17] . Identification of poorly performing links using end-to-end observations and maximum likelihood estimate in a wireless sensor network is studied in [18] . However, none of the above works use network coding for network monitoring. In [19] , Gui et al. used a linear algebraic approach and proposed an active monitoring scheme for packet loss inference on mesh topologies.
In this paper, we focus on designing algorithms to infer the loss rate of different links in wireless sensor networks by passively monitoring the traffic at the sink. All sensor nodes (including source nodes and intermediate nodes) are capable of performing randomized network coding. The link identification problem in coded packet networks is different from the traditional routed packet networks. In a coded packet network, the loss rate of a chosen path is the maximum loss rate of all the links of that path [8] . Therefore, it can be infeasible to infer the loss rate of the intermediate links by simply observing the path loss rate from the source node towards the sink. This behavior of the coded packet networks makes the link identification problem more challenging. However, we can benefit from the coding operations performed at the intermediate nodes and extract information about the path loss rate from the intermediate nodes to the sink. The contributions of this paper are as follows:
• By inspecting the contents of the received coded packets at the sink and adopting the subspace properties of network coding, we propose an estimation technique to estimate the path loss rates not only from the source nodes but also from several intermediate nodes to the sink.
• We characterize the conditions whether the link loss rate of a particular link can be estimated.
• We propose a passive loss inference with random linear network coding (ML-RLC) algorithm using the proposed estimation technique to determine the loss rate of intermediate links in the network. Results show that our proposed algorithm has a lower percentage of false detection compared to a Bayesian inference algorithm [20] . This paper differs from the existing related work in the literature in several aspects. The problem of passive inference of the possible locations of link failures for multicast traffic is studied in [21] . Our work differs from [21] in that (a) we consider unicast traffic, and (b) sensor nodes are being able to buffer data packets and perform coding in order to improve the reliability of the system. In [20] , the problem of passive loss inference in wireless sensor networks with network coding is studied. Our work differs from [20] in that we study the identifiability problem and compute the loss rate of links precisely instead of merely categorizing the links as either good or bad. To the best of our knowledge, this work is the first attempt to use the subspace properties in network coding for the link loss inference problem in wireless sensor networks.
The rest of the paper is organized as follows: In Section II, the system model is introduced. In Section III, we propose estimators to determine the path loss rate and an PLI-RLC algorithm to infer the link loss rate. In Section IV, we evaluate the performance of our proposed algorithm. Conclusions are given in Section V.
II. SYSTEM MODEL

A. Network Structure
Consider a wireless sensor network. Let N = {1, 2, . . . , N} denote the set of sensor nodes and L = {1, 2, . . . , L} denote the set of directed wireless links. Let S denote the set of source nodes where S ⊂ N . There is one sink node in the network. The data gathered at the sink over a directed tree routed at the sink. The leaves of the tree are the source nodes.
With a tree structure, there is a unique path from every source node to the sink. We call the packets transmitted from source s to the sink as the flow of source s. Let P denote the set of paths in the network. Let P s ∈ P denote the path from source node s to the sink and L s denote the set of links on path P s . For any intermediate node i ∈ N in the tree, the upstream flows are flows of those sources in S using node i as a relay. Fig. 1 shows a sample wireless sensor network with nodes 1, 2, 3, 4, and 7 as the source nodes.
B. Randomized Network Coding
Coded packet networks can provide reliable data gathering for wireless sensor networks. Each source has a stream of data packets to transmit towards the sink. Each packet is a sequence of symbols over a Galois field GF (q). For practical purposes, the source nodes group the packets into generations [7] . Each source transmits one generation at a time. When the sink can decode the packets of one generation, the source moves to the next generation. Let K denote the size of the generation. Every source transmits packets periodically. Without loss of generality, sources transmit with a rate of one packet per second. Each sensor node can perform network coding by combining several incoming packets to create a coded packet. We assume the use of randomized network coding [22] . Each coded packet transmitted by node i ∈ N is a weighted linear combination of the packets in the buffer of node i using a set of random weights taken from GF (q) called the coding coefficients. Nodes append the coding coefficients in the header of the coded packet to enable decoding at the sink. The vector of coefficients is called the coding vector. Each sensor node has several buffers to store the packets received from different upstream flows. Upon receiving a packet from flow s, the node checks whether the packet is linearly independent of the other packets currently stored in the buffer of flow s. An incoming packet is placed in the buffer if it is linearly independent of the currently buffered packets. When a node transmits a packet of flow s, it linearly combines the stored packets in the buffer of flow s using the random coding coefficients.
We slightly modify the randomized linear network coding for the monitoring purposes. In this modified version, an intermediate node with more than one incoming link randomly selects two flows from two different incoming links and combines the buffers of those flows. These flows do not have common information about one source since they are from different incoming links. We notice that the intermediate node still relays two separate flows. In this case, some of the transmitted packets have information of more than one source. Since we assume that the minimum loss rate is 0.5 in the network, the input rate for innovative packets of both flows which are combined is at least 0.5. Therefore, for each of the transmitted flows, the intermediate node always has innovative packets to transmit and acts as a source. We show that merging the buffers can help to derive information of the path from the intermediate node to the sink. The sink 978-1-4244-5638-3/10/$26.00 ©2010 IEEE receives packets from |S| flows and stores the packets of every flow s at buffer B s . Since some of the intermediate nodes have combined different flows, buffer of flow s may contain information of other sources as well. To decode the packets, the sink uses the buffers of all flows. The sink can decode the data if it has K|S| linearly independent packets in different buffers. We notice that the sink needs to keep different buffers for monitoring purposes but not for decoding purposes.
III. PROBLEM FORMULATION
The objective of our paper is to study the link identification and loss inference problem for wireless sensor networks using the information obtained at the sink. We first need to estimate the end-to-end path loss rates from the sources to the sink. Then the loss rate of links can be inferred using the information of path loss rates. In the next two subsections, we consider the path loss estimation and link identifiability problems.
A. Path Loss Estimation
In this subsection, the objective is to accurately estimate the loss rate of the paths in the wireless sensor networks by passively observing the data traffic received at the sink. This is based on tracking the propagation of packets known as innovative packets from different source nodes. Such packets are innovative as they carry new, yet unknown, information generated by the source nodes. Let Π s (t) represent the subspace spanned by those coefficients of the packets in B s corresponding to the source s at time t. For example, if the first K coefficients of each coding vector belongs to the source s ∈ S, then Π s (t) is the subspace spanned by the first K coefficients of the packets in B s at time t.
The time at which the sink expects to receive the first packet from a source depends on the distance (i.e., number of hops) between the source node and the sink. Let t 1 s denote the time at which the sink expects to receive the first packet of source s. Lett s denote the time at which the subspace Π s becomes full rank. The maximum rank of subspace Π s is equal to the number of packets generated by source s which is K. That is dim(Π(t s )) = K.
The rate at which buffer B s receives innovative packets from source s is the minimum rate at which the nodes on the path P s receives packets [8] . This is equal to the minimum rate at which packets are transmitted on the links in L s multiplied by the corresponding link success rates. Since the rate at which intermediate nodes relay the packets of flow s is one, the rate at which buffer B s receives innovative packets of source s is the minimum of the link success rate for the links in L s . This is also considered as the the path loss rate of path P s which can be written as 1 :
where α s is the loss rate of the path P s and e l denotes the link loss rate of link l. We assume the link loss rate is less 1 In the case of routing without network coding, we have (1 − αs) =
than 0.5, since a link with loss rate greater than 0.5 should not be used in practice. At every second, buffer B s receives an innovative packet of source s with probability α s . Therefore, the dimension of subspace Π(t s ) has a negative binomial distribution and it can be used to estimate the path success rate as:α 
We notice that t in fact cannot go to infinity. The maximum value of t which can be used to estimate α s ist s . At timē t s , the network experiences the minimum achievable variance of estimation error. The minimum value fort s which can be achieved when there is no loss is equal to the size of the generation K, which is a design parameter. Thus, higher values of K can increase the accuracy of the estimation. However, it can impose additional delay to the decoding. Also, the intermediate nodes need additional memory capacity and the sink needs more computational complexity for the decoding process. Hence, there is an inherent tradeoff between the accuracy and the complexity.
Given the path loss rates observed at the sink, it is challenging to infer the link loss rates as the number of variables (i.e., link loss rates) is more than the number of equations (i.e., path loss rates). From (1), the path loss rate α s of a path P s is an upper bound of the link loss rate e l for all link l ∈ L s .
We now show that more information can be obtained for the link loss rates in the network by taking into account the properties of the coded packet networks. We call an intermediate node with more than one incoming link as a virtual source. We note that an intermediate node can be a source node as well. In this case, we do not consider it as a virtual source since this assignment cannot provide more information. Let V denote the set of virtual sources in the network. For virtual source v, let P v denote the path from the virtual source to the sink and L v denote the set of links constructing path P v . From the randomized network coding, every virtual source v ∈ V combines the packets of two upstream flows. Therefore, among |S| flows received at the sink, there exists at least one flow which carries information of more than one upstream flows of the virtual source v. Let B v denote the buffer for that flow at the sink and let S v denote the set of flows whose buffers have been combined by the node v. We notice that this flow may contain information of other sources as well. For a virtual source v ∈ V, let Π v (t) denote the subspace spanned by those coefficients of the packets in 978-1-4244-5638-3/10/$26.00 ©2010 IEEE B v corresponding to the sources in S v at time t. Let t 1 v denote the time at which the sink expects to receive the first packet in B v . Lett v denote the time at which the subspace Π v becomes full rank.
The rate at which the node v receives the innovative packets of the sources in S v is greater than or equal to one since the packets received are from two different flows each with rate at least equal to 0.5 (this is from the assumption that we made on the minimum loss rate of the links). Therefore, the packets transmitted from node v are always innovative packets with respect to the generated packets of sources in S v . It means, the node v can be considered as a source generating packets which contribute to the dimension of Π v . It means the behavior of the actual and virtual sources are similar while we monitor the dimension of Π v instead of Π s . We can use the following estimator to estimate the path loss rate for a path from virtual source v to the sink
whereα v (t) is the estimate of α v at time t. We notice that similar to α s (t), for values of t >t s , we have α v (t) = α v (t v ). Similar to the approximation proposed for the variance of the error obtained forα s (t), the variance of error in the estimation of α v can be obtained as follows:
B. Identifiability Problem
The main objective of this paper is infer the loss rate of the network links. However, it is not always possible to infer loss rate for all the links using end-to-end measurements. Given the topology of the network, we can classify the link in three sets: links which are not identifiable, links which are possibly identifiable, and links which are identifiable. A link l is not identifiable if for any assignment for the loss rates of the links in the network, we are not able to infer the link loss rate of link l using end-to-end measurement. The possible identification is a new notion of identifiability introduced in this paper. A link is possibly identifiable if the identifiability of the link depends on the loss rate of other links. It means that the link loss rate can be inferred for some assignments, but not for other assignments. For an identifiable link, the loss rate can always be inferred independent of the loss rate of other links.
For each directed link l ∈ L, let head(l) and tail(l) denote the nodes attached to the head and tail of link l, respectively. That is, head(l) ∈ N denotes the transmitter node of link l and tail(l) ∈ N denotes the receiver node of link l. The following lemma helps to distinguish between these three groups of links. While at time slot t
4:
for each source node s ∈ S 5:
Calculate dim(Πs(t)).
7:
Estimate αs(t) using (2).
8:
Calculate σ 2 s (t) using (3) and αs(t).
9:
end for 10: for each virtual source v ∈ V 11:
Calculate dim(Πv(t)).
13:
Estimate αv(t) using (4).
14:
Calculate σ 2 v (t) using (5) and αv(t).
15:
end for 16: if t ≥ maxi∈S∪V t
Break while.
18:
end while 19: for each link l ∈ L, 20 :
if α head(l) > α tail(l) , 22: Set e l := α head(l) .
23:
end for 24: end for
The proof of Lemma 1 is given in Appendix A. Using the estimators presented in Section III-A and Lemma 1, we propose the passive loss inference with random linear network coding (ML-RLC). Algorithm 1 shows the PLI-RLC algorithm. The algorithm monitors the incoming packets to the sink and estimates the loss rate of the links. The algorithm is composed of two parts. In the first part (lines 3−18), the algorithm calculates the dimension of all subspaces at every time slot according to the buffered packets and the packets which are received in that time slot. Then, it estimates the packet loss rate based on the dimension of the subspaces. We notice that the PLI-RLC algorithm is a passive monitoring algorithm and time t is the system time instead of the algorithm time. If at a time instance t, the variance of estimation error of all the path loss rates obtained using equation (3) is less than a certain threshold E th , then the algorithm stops monitoring the received packets. In the second part of the algorithm (lines 19−23), the algorithm determines the loss rates.
IV. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the proposed estimators and our proposed PLI-RLC algorithm. Moreover, we compare our proposed PLI-RLC algorithm with the Bayesian inference algorithm [20] . We developed a discreteevent packet level simulator for the wireless sensor networks using MATLAB. For randomized network coding, the size of the generation K is set to 100. The Galois field size q is equal to 8. We set the threshold value E th to be equal to 5 × 10 −4 .
A. Number of Identifiable Links
We investigate the performance of PLI-RLC algorithm on inferring the link loss rates. We consider the network in Fig. 1 .
978-1-4244-5638-3/10/$26.00 ©2010 IEEE This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE Globecom 2010 proceedings. For the link loss rate model, we follow the model proposed in [17] . For each link l ∈ L, the probability distribution function that the loss rate of the link becomes e l is
where λ is a tunable parameter. The mean of the link loss error rate is 1/(λ + 1). The link loss rate on each link is randomly chosen from the distribution in (6) . If the chosen link loss rate is less than 0.5, we set it to 0.5. We vary the value of λ from 5 to 10. The PLI-RLC algorithm is run 100 times for each value of λ. Fig. 2 shows the average number of links whose loss rates can be inferred using our proposed PLI-RLC algorithm.
Higher values of λ decreases the average of link loss rate in the network. When λ is increased from 5 to 10, the average number of link with determined loss rate is slightly decreased from 4.12 to 4.04. We notice that there are 2 identifiable links and 5 possibly identifiable links in this network. It means, from 5 possibly identifiable links, on average the link loss rate of 2 can be determined by PLI-RLC algorithm.
B. Performance Comparison
In this section, we compare our proposed PLI-RLC algorithm with the Bayesian inference algorithm proposed in [20] . In [20] , the posterior probability of the link loss rate is derived given the observed path loss rates from sources to the sink. Then, a link is categorized as a good link if with probability greater than 0.5 the link loss rate is greater than a threshold γ. To compare our scheme with the one proposed in [20] , we classify each link to be either a good or a bad link using the observations obtained from the PLI-RLC algorithm. For link l ∈ L whose loss rate is determined by the algorithm, we classify the link as a good link if the loss rate of the link is higher than γ. For a link l ∈ L whose link loss rate cannot be determined using PLI-RLC algorithm, we derive the posterior probability of loss rate e l using the observed path loss rates. Let f (e l | {α i , ∀ i ∈ S ∪ V}) denote the probability distribution of link loss rate e l for link l whose rate cannot be determined using the PLI-RLC algorithm. Assuming no a priori information on e l , the posteriori probability distribution function of e l can be written as
Link l is classified as a bad link if:
We use the PLI-RLC algorithm along with equation (7) to classify all the links as either good or bad links. We compare the performance of LPI-RLC and Bayesian inference algorithms using the ratio of false detection. A detection is false if we declare a good link as a bad link, or vice versa. We consider a wireless sensor network with 50 sensor nodes randomly deployed in a 100 m × 100 m field. 25 sensor nodes are randomly selected as the sources. Each source node selects the path with minimum power consumption among all the paths it has towards the sink. The link loss rates are selected randomly based on the distribution function in equation (6) . The value of λ is varied from 5 to 10 and we measure the fraction of links whose status are detected incorrectly. The threshold value γ is set to 0.7. The results are averaged over 100 simulation runs. We notice that the number of links which participate in data communication in each simulation run depends on the topology of the network and the routing tree. Fig. 3 compares PLI-RLC and Bayesian inference algorithms for varying λ. Higher values of λ reduce the number of bad links in the network. As Fig. 3 shows, the false detection ratio is decreased when λ is increased. When λ is equal to 5, 978-1-4244-5638-3/10/$26.00 ©2010 IEEE 32% of the links are bad links and 68% of them are good links. In this case, our proposed PLI-RLC algorithm has 14% less false detection compared to the Bayesian inference algorithm. When λ is equal to 10, 11% of the links are bad links and 89% of them are good links and our proposed algorithm performs 11% better than the Bayesian inference algorithm in terms of false detection.
V. CONCLUSION
In this paper, we studied the loss inference problem in wireless sensor networks while nodes performs randomized linear network coding. By using the subspace property of network coding, we proposed estimators to determine the path loss rate between the source and the sink. We characterized the conditions for a link to be either identifiable, possibly identifiable, or not identifiable. We proposed a passive loss inference with random linear network coding (PLI-RLC) algorithm to determine the link loss rates. Simulation results showed that our proposed algorithm is accurate. It also has a lower percentage of false detection compared to the Bayesian inference algorithm.
APPENDIX
A. Proof of Lemma 1
Consider a link l ∈ L with two actual/virtual sources at the head and tail. Let α head(l) and α tail(l) denote the path loss rate from the nodes located at the head and tail of l to the sink, respectively. The relationship between the path and link loss rates can be expressed as
where α head(l) and α tail(l) are observed values and e l is an unknown variable. The loss rate of link l can be determined as α head(l) if α head(l) > α tail(l) . However, if α head(l) ≤ α tail(l) , then the loss rate can have any value less than or equal to α head(l) . It means that for link l, we have
Therefore, such a link is possibly identifiable. A link l is identifiable if for any assignment of link loss rates, we have α head(l) > α tail(l) . This only happens when α tail(l) = 0 which means tail(l) is the sink. Now, consider link l while either head(l) or tail(l) is not actual/virtual source. Consider the case that tail(l) is not an actual/virtual source. tail(l) has one incoming link which is l. Let l denote the outgoing link of node tail(l). Any path including l should contain l as well. Therefore, from the point of view of sink, l and l are not distinguishable. Therefore, link l is not identifiable for any pattern of link loss rates. The case that head(l) is not an actual/virtual source is the same as this case.
