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Abstract
Boundary-layer measurements were performed in a Mach 6, low-disturbance wind tunnel on a 7◦ cone at 5.6◦ angle of incidence
such that the model was primarily subject to crossﬂow instability. Constant-temperature hot-wire anemometry was used to measure
the streamwise mass ﬂux at a series of planes normal to the cone axis. A dominant stationary wave is observed to achieve nonlinear
saturation at approximately 23% with maximum rms ﬂuctuations of approximately 8%. Additionally, traveling crossﬂow waves
were observed in a broad frequency band centered at f = 40 kHz and secondary instabilities were observed in a broad band centered
at f = 100 kHz. Measurements show excellent agreement with previously published computational results and are qualitatively
similar to studies performed in subsonic ﬂows. Transition to turbulence was not observed to occur under these conditions.
c© 2014 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of ABCM (Brazilian Society of Mechanical Sciences and Engineering).
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1. Introduction
The order-of-magnitude increase in surface heat transfer rate and viscous drag upon transition to turbulence has
important ramiﬁcations in the design of hypersonic vehicles. However, the lack of reliable transition prediction
methods has historically led to the overdesign of these systems and ineﬃcient vehicles as designers are forced to
rely on simpliﬁed correlation methods that are often non-physical and geometry-speciﬁc. The development of a
physics-based approach to transition prediction therefore remains an important challenge for the design of high-speed
vehicles.
Boundary-layer instabilities take a variety of forms depending on the ﬂow geometry and conditions. On many
geometries common in high-speed ﬂight—for example swept surfaces and cones at nonzero angle of incidence—the
crossﬂow instability dominates the transition process. Crossﬂow arises in regions with a pressure gradient and curved
streamlines on these bodies1. The inviscid streamlines are curved as a result of the combined inﬂuence of sweep (or
angle of attack) and the pressure gradient. The pressure gradient, being nonparallel to the inviscid streamlines, has a
component normal to the streamlines which provides the centripetal force associated with their curvature. While the
pressure gradient is constant in the wall-normal direction through the boundary layer, the velocity is reduced near the
wall. The pressure gradient therefore no longer balances with the required centripetal force and results in a nonzero
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Fig. 1: Typical crossﬂow velocity proﬁle.
stream-normal velocity component known as crossﬂow. The resulting three-dimensional boundary layer (Fig. 1) is
then unstable to waves oriented in the crossﬂow direction.
These boundary layers are typically unstable to both stationary and traveling waves. While the traveling waves
often grow more rapidly, in low-speed ﬂows the origin of the two varieties is diﬀerent, and as such, which dominates
transition is determined by several factors. In subsonic ﬂows, stationary waves have been shown to originate from
surface roughness features and their initial amplitudes and wavenumber spectra depend on the character and amplitude
of the surface roughness. Traveling waves, by contrast, are extraordinarily sensitive to free-stream turbulence2. Early
evidence from the present study (discussed below) suggests that stationary waves in the high-speed case follow a
similar rule. To date, no such study has been undertaken establishing a similar link for traveling waves.
The stationary wave on a cone manifests in the boundary layer initially as an azimuthal modulation to the mean
ﬂow, eventually growing into a series of co-rotating vortices aligned nearly with the inviscid streamlines1 (see Fig. 4).
These vortices adhere initially to linear stability theory3, but quickly become nonlinear as they modify the mean ﬂow
by drawing O(1) momentum ﬂuid down into the boundary layer. The resulting modiﬁed boundary layer often contains
several new inﬂection points, leading to secondary instabilities that rapidly break down to turbulence4,5,6,7.
Given the ubiquity of the swept wing on modern aircraft, crossﬂow has been the subject of intense study over the
past several decades1. The bulk of these studies have been in subsonic ﬂows, however, while hypersonic crossﬂow has
remained relatively untouched, comprised only by a handful of computational and experimental studies. Several direct
numerical simulations (DNS) were performed probing the eﬀects of periodic, discrete roughness8 and distributed
roughness9 on a right-circular cone with 7◦half angle at 6◦, a geometry which has been adopted as a standardized
geometry. An additional computational tool was developed on this geometry utilizing the more lightweight nonlinear
parabolized stability equations (NPSE)10. Experimental data are more sparse, including an early experiment by
Stetson 11 and a series of more recent experiments closely related to the computational works of Balakumar and
Owens 8 and Gronvall et al. 9 in a Mach 6 quiet Ludwieg tube12.
The existing experimental data include temperature and heat ﬂux data as well as ﬂow visualization, but lack bound-
ary layer measurements. The present study utilizes the newly recommissioned Mach 6 Quiet Tunnel at Texas A&M
University to provide such data.
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Fig. 2: Schematic of the 7◦ cone model.
2. Experimental setup and method
2.1. Wind tunnel facility
The present experiments were performed in the Mach 6 Quiet Tunnel at Texas A&M University (M6QT). The
facility began life at the NASA Langley Research Center and was transferred to Texas A&M in 2005 where the
facility underwent an extensive modiﬁcation and integration eﬀort at the National Aerothermochemistry Laboratory13
followed by a series of second-mode experiments14,15,16.
M6QT is a low-disturbance, hypersonic wind tunnel with free-stream pressure ﬂuctuations of p′t2,rms/pt2 < 0.1%
(0.1% represents the noise ﬂoor for the relevant instrumentation), making the facility suitable for boundary-layer
stability experiments. The facility operates in a pressure-vacuum blowdown mode with an open free-jet test section
and is capable of approximately 40 seconds of on-condition run time. The tunnel is heated to a total temperature
of Tt1 = 430 K in order to prevent liquefaction through the expansion. The settling chamber total pressure range
is 400 kPa ≤ pt1 ≤ 950 kPa under quiet conditions corresponding to a free-stream unit Reynolds number range of
4.6 × 106 m−1 ≤ Re/L ≤ 10.6 × 106 m−1. For the present experiments, pt1 ≈ 896 kPa and Re/L ≈ 10 × 106 m−1.
2.2. Cone model
The model in the present study (Fig. 2) is a 7◦ right circular cone placed at 5.6◦ angle of attack. It is constructed of
17-4 PH heat-treated stainless steel and features thick walls to minimize temperature variation during each run. It is
0.430 m in length with a 0.155 m removable and interchangeable tip. The tip and the mounting shaft are each keyed
to ensure the repeatability of the mounting orientation. The tip installed in the present experiments is a smooth, sharp
tip of radius rtip ≤ 50 μm and is considered aerodynamically sharp. The rms surface roughness is approximately
Rq = 2.15 μm. Along one ray of the frustum is an array of ten surface-mounted type-K thermocouples used for
monitoring the wall temperature during testing.
The hollow frustum is ﬁtted with a PID-controlled internal heating system and the model is heated to just below
Taw prior to each run. During the preheat, the wall temperature continues to rise until the cone reaches Tw/Taw = 1
for the duration of the run. During a typical run, a single thermocouple varies in temperature by ΔT < 1 K. The
thermocouples nearest the tip and base are typically at a constant Tw/Taw = 0.988 and Tw/Taw = 0.963 as a result of
their proximity to the large thermal masses in the tip and mount respectively. The aftmost measurement location is at
the condition Tw/Taw = 0.988.
2.3. Instrumentation
The present study utilizes a modiﬁed A. A. Lab Systems AN-1003 constant-temperature hot-wire anemometer for
point measurements of mass ﬂux. Wires are operated at a high temperature loading factor (τ ≈ 0.8), and as such the
wire is primarily sensitive to mass ﬂux17. Hot-wire probes are designed and manufactured in-house using 90%/10%
platinum/rhodium Wollaston wire. The active element is 5 μm in diameter and 650 μm in length (L/D ≈ 130). In
the present study, the wire voltage is uncalibrated. The anemometer has a constant frequency response up to a corner
frequency of fc ≈ 180 kHz.
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Fig. 3: Cylindrical-coordinate probe traversing mechanism.
Hot-wire probes are positioned using a three-axis probe traversing system operating in a cylindrical coordinate
system. The system allows approximately 200◦ of travel about the azimuth of the cone at a rate of 10◦/s, 120 mm of
travel along the axis of the cone, and 40 mm of travel radially. The traverse position (rt, θt, zt) is calibrated such that
θt = 0◦ and θt = 180◦ correspond to the windward and leeward rays of the cone respectively, zt = 0 corresponds to the
tip of the cone, and rt = 0 is set locally to the wall location. The entire system is operated through a custom LabVIEW
motion control and data acquisition program.
2.4. Method
A typical tunnel run involved starting with the probe at θ = 0◦ and the maximum r-position in order to remove it
from the ﬂow, protecting it from the starting shock and minimizing tunnel blockage. The traverse then moved to the
measurement location (θ ≈ 120◦) conducted an azimuthal sweep of measurement points, and then moved into position
behind the cone for protection from the unstart shock. Each data point was sampled at 1 MHz for 100 ms. A typical
run consisted of between 30 and 40 data points. Contours were generated by combining a series of constant-height
azimuthal runs into a two-dimensional grid at three locations of constant z: 360 mm, 370 mm, and 380 mm. Hot-wire
voltages were split into mean and ﬂuctuating components, V(r, θ, z, t) = V(r, θ, z) + v′(r, θ, z, t), by averaging and AC
coupling of the signal respectively.
3. Results
3.1. Mean ﬂow and the stationary wave
Mean ﬂow contours were created by averaging the hot-wire signal to obtain V(r, θ, z). The resulting voltages
were then normalized against Vw and V fs, the hot-wire voltages in the near-wall and free-stream regions of the ﬂow
respectively. In the most upstream location (z = 360 mm), the mean ﬂow reﬂects the early development of the
stationary crossﬂow wave, including the convection of high-momentum ﬂuid from the free-stream region toward
the wall (Fig. 4, top). By z = 370 mm (Fig. 4, center), the vortices have developed further and begun the rollover
characteristic of crossﬂow-dominated boundary layers. At this point it appears to have reached a fully-developed state,
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Fig. 4: Contours of V . Levels report normalized voltage, (V − Vw)/(V fs − Vw). Top: z = 360 mm, center: z = 370 mm, bottom: z = 380 mm.
and by z = 380 mm (Fig. 4, bottom), the structure has begun to degrade, with the low- and high-speed protrusions
beginning to recede slightly.
These data may also be analyzed by separating the grids into a series of vertical proﬁles (Fig. 5). Early in the
development of the stationary wave, the series of mean ﬂow proﬁles (plots of normalized V , Fig. 5a,d,g) may be
averaged over the azimuthal range (Vmean, black lines) and the shape of the undisturbed boundary layer recovered
(Fig. 5a). As the stationary wave grows, the mean proﬁles develop an additional bend and a pair of additional inﬂection
points (Fig. 5d,g). Additionally, the average proﬁle may be subtracted from each individual mean ﬂow proﬁle to
produce a series of mean defect proﬁles (V − Vmean, Fig. 5c,f,i) showing the departure from the mean as a function
of the boundary-layer height. From these plots, it is clear that the early modiﬁcation to the mean ﬂow is concentrated
high in the boundary layer (Fig. 5c) and works its way toward the wall as the development of the stationary wave
continues (Fig. 5f,i).
Stationary wave mode shapes can be calculated by calculating the rms of the stationary wave at each height in the
boundary layer. This information is already contained within the series of defect proﬁles. The series of points obtained
by considering a single height on each of these proﬁles represents an azimuthal wave describing the modiﬁcation to
the mean ﬂow. Taking the rms of this wave and plotting against the boundary layer height results in the stationary
wave mode shapes shown in Fig. 6.
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Fig. 5: Radial velocity proﬁles generated from constant-θ slices of the data contours. Top row: z = 360 mm, center row: z = 370 mm, bottom row:
z = 380 mm. Left column: V , center column: V′rms, right column: V − Vmean.
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Fig. 6: Stationary crossﬂow mode shapes.
Immediately evident in plots of the mode shapes is the fact that saturation is reached rapidly at approximately
23%. At the upstream location, the stationary wave has nearly reached saturation already and all subsequent growth
is in the secondary peak on the underside of the curve, which matches the growth pattern observed in the series of
defect proﬁles. In low-speed ﬂows, the development of this secondary lobe was indicative of the onset of nonlinearity
in the mean ﬂow modiﬁcation18, though it was observed above the primary peak on the curve. The saturation and
subsequent slow attenuation also quantiﬁes the qualitative observation from the contours that the high- and low-
momentum intrusions are beginning to recede.
3.2. Boundary-layer ﬂuctuations
The hot-wire signals were also AC-coupled in order to isolate the ﬂuctuating component of the voltage, V ′. Con-
tours of V ′rms are plotted at each location in Fig. 7. These contours, in agreement with the V ′rms proﬁles in Fig. 5b,e,h,
show a slow growth in overall ﬂuctuation levels from 7% at z = 360 mm up to 8% at z = 380 mm. Fluctuations
are concentrated in the regions of maximum mass ﬂux gradient, particularly along the leeward side of and in the
high-speed troughs between each vortex. At z = 380 mm, the low-disturbance region inside each vortex has begun to
exhibit higher ﬂuctuation levels.
Power spectra were calculated for each data point in order to explore the frequency content of the ﬂuctuations.
The data was arranged as a series of contours at each frequency bin in the discrete Fourier transform and the spatial
evolution of the frequency content in each bin was observed. Of particular note were two frequency bins: a low-
frequency bin, 15 kHz ≤ f ≤ 60 kHz; and a high-frequency bin, 80 kHz ≤ f ≤ 130 kHz. The power spectra for each
point were integrated over each bin to calculate the total signal energy in the bin at a given sampling point. The results
were then normalized across each contour with respect to each bin at a given axial location. Contours of the signal
energy are shown in Figs. 8 and 9 for the low- and high-frequency bins respectively.
The contour series for the low-frequency band (Fig. 8) shows a band of energy around the windward side of each
vortex that shifts further into the troughs between vortices as the ﬂow develops. Comparing the location of this
frequency band with the overall V ′rms contours, it is evident that while these frequencies account for little of the initial
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Fig. 7: Contours of V′rms. Levels reported as a fraction of ΔV = V fs − Vwall. Top: z = 360 mm, center: z = 370 mm, bottom: z = 380 mm.
ﬂuctuation energy, a large portion of the downstream growth occurs in this band. This frequency band coincides with
that of the most ampliﬁed traveling crossﬂow waves according to LPSE calculations10 and is very similar in location
to traveling crossﬂow in similar low-speed studies5,6,7.
The high-frequency band (Fig. 9) exists along the leeward side edge of the vortices. This band is localized in a
location comparable to that of the onset of secondary instability in low-speed ﬂows5,6,7 and the observed frequencies
compare well with such low-speed cases based on convective scales in the ﬂow and takes the form f ≈ 0.4Ue/δ. It
is therefore believed that this frequency band represents to secondary instability. However, contrary to the low-speed
case, explosive growth is not observed immediately following the onset of secondary instability and transition to
turbulence is never observed.
3.3. A note on surface roughness and stationary crossﬂow
During the course of this study, one data contour was taken and then the roughness on the model was modiﬁed
slightly in character but not in amplitude. Another contour was taken at the same location and while the amplitude of
the vortices were identical to those measured prior to the change, the azimuthal location shifted slightly. In all other
cases where roughness was not changed, all runs were repeatable. Therefore, it is likely that, as in the low-speed
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Fig. 8: Contours of energy in the frequency band 15 kHz ≤ f ≤ 60 kHz. Energy values are normalized by the maximum energy value in the same
contour plane. Top: z = 360 mm, center: z = 370 mm, bottom: z = 380 mm.
case, the formation of stationary crossﬂow waves originates at surface imperfections near the neutral point, and a
slight change in the character of the roughness in that region aﬀects the eventual development of the stationary wave
downstream.
4. Conclusions
Experiments were performed in the low-disturbance M6QT at Texas A&M University on the crossﬂow instability
on a yawed, 7◦ cone at 5.6◦ yaw in a Mach 6 ﬂow. Hot-wire measurements were made at several axial locations on
the cone and the development of both the steady and unsteady components of the ﬂow were investigated.
The mean ﬂow was dominated by the eﬀect of a stationary crossﬂow wave that was observed to quickly saturate
at an amplitude of approximately 23%. Voltage ﬂuctuations grew only slightly from 7% to 8% over the measure-
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Fig. 9: Contours of energy in the frequency band 80 kHz ≤ f ≤ 130 kHz. Energy values are normalized by the maximum energy value in the same
contour plane. Top: z = 360 mm, center: z = 370 mm, bottom: z = 380 mm.
ment range. The spectral content of the measurements indicates the presence of a traveling crossﬂow wave growing
concurrently with the stationary mode as well as the existence of secondary instability.
These results compare well with computational studies on the same geometry and with analogous studies, both
computational and experimental, in low-speed ﬂows. Stationary-wave saturation occurs at levels comparable to low-
speed ﬂows and its amplitude decreases slightly after saturation. The traveling wave is comparably located to its low-
speed counterpart and its frequency shows good agreement with LPSE calculations. Finally, secondary instability was
observed to be located in a region nearly identical to that of the low-speed case and its frequency showed a relationship
with convective ﬂow scales similar to that of the low-speed case of the form f ≈ 0.4Ue/δ.
Transition to turbulence is not observed in the present experiments. Since secondary instabilities do not show the
expected explosive growth common at low-speeds and stationary-wave saturation occurs far downstream (z/L = 0.86),
it is believed that the receptivity process on the smooth tip does not provide suﬃcient initial amplitude for transition
to occur naturally on the model.
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