Considering the quantum statistical electrodynamics, we prove an identity which corre8ponds to Ward's in quantum electrodynamics. In the course of the discussion, an emphasis is put on the periodicity properties of the functions which appear therein. § I. Introduction
In the recent developments of the quantum statistics, the techniques of the quantum field theory have been applied extensively. These applications are made possible by the observation of the formal analogy between the partition function and the S-matrix. Indeed, Matsubara 1 > was the first to show that the Feynman-diagram technique could be successfully applied to the perturbation expansion of the partition function. The point was to reduce the calculation of the trace to a kind of contraction procedure. In those works along this line of thought, attention has been concentrated mainly around the nonrelativistic systems.
When we tackle the relativistic systems, we confront with a difficulty, the ultraviolet divergence which is familiar in the quantum field theory. Also in the case of quantum statistics, one may expect to bypass this difficulty through the renormalization procedure. The discussion of the renormalization presents some interesting problems, which we shall work out in a separate paper. As a preparatory step, we show in this note the parallelism between the quantum electrodynamics (Q.E.D.) and the statistical quantum electrodynamics (S.E.D.) with respect to the gauge invariance which, as is well known, plays an important role in the renormalization programme. In the course of the preparation for the publication of our work, we found Fradkin's paper on the same subject.
>
Because of the difference in the method of attack, we think it worthwhile to publish our work, too. § 2. Temperature-Heisenberg picture Let us begin with the field operator Fs(x) in the Schrodinger picture and hereby define the temperature-Heisenberg operator on the one hand:
with density matrix defined by
and, on the other, the usual Heisenberg operator:
where -r, t, H, N and f1 are the inverse temperature 1/kT, time, the total Hamiltonian, the number operator (negaton number minus positon number), and the chemical potential, respectively. Then, the temperature-derivative of F(x, -r) is connected with the time-derivative of F(x, t) :
Keeping this equation in mind, we can interpret the relations among the usual Heisenberg operators into those among the temperature-Heisenberg operators by the correspondence :
a. at (2 ·5) when the operator F commutes with the number operator N.
Then, the equal-temperature commutators in S.E.D. can be written down easily, e.g.
where A"" and 1f1' are the field operators for photons and electrons, respectively. 
Now, to establish an identity in S.E.D. which corresponds to Ward's in Q.E.D., we here follow Nishijima's formalism developed for Q.E.D.
The basic ·equation is the following relation among the temperature T-products:
Making use of Eqs. (2 · 6) and (2 · 9), we can eliminate j"' and arnve at
As special cases, we get -of x, while the left-hand side (the 0-th component) does not in the case that (N);;fO. This is not so surprising. Because we are dealing with the infinite homogeneous system, the non-zero ·charge density makes the electromagnetic field mathematically indefinite. To avoid this difficulty, there is a quite natural way, i. e. to define the current operator as
where the first term, j "'QED= (ie/2) [¢, r ,.¢], is the contribution from the electrons and the second term is that from the back ground ions (the total system is assumed to be neutral). where the statistical average of an operator n is defined by (3·1)
with the temperature of the system T and f1=1/kT. From these: definitions,.
it follows immediately that and especially, D'"/(x, ± 1 3)=D'"/(x, 0).
Taking these properties into account, we can extend the Green function all over the real xraxis in such a way that it becomes a periodic function with the
This situation 1s shown schematically in Fig. 1 . Now, the statistical average of Eq.
(2 ·12) gives 
where the space-coordinates are suppressed in the left-hand side and then, we can establish the following property from this definition (Fig. 3) : and
-p<u+v, u+v+r1<fd.
As before, we canextendthefunction Eq. (4·1), all over the (u,v)-plane with the aid of these "anti "-periodicity properties. Now, we take the statistical average of Eq. (2 ·13). The periodicity properties of the left-hand side described by Eq. ( 4 · 2) tell us that the i)-functions in the right-hand should be replaced by its "anti"-periodic extension:** *It must be taken for granted here that J:a(x 4 )f(x 4 )dx 4 =1/2-f(O) for b>a=O or O=h>a.
This a 2 -function acts on the periodic functions with period SCthe functions with "even" frequencies, see Eq. (4·5)) as if it were the usual a-function. ** See the footnote above. This a 1 -function acts on the "anti" -p·~riodic functions [the functions with "odd" frequencies, see Eq. (4·5)] as if it were the usual a-function.
The vertex function r" is connected with the function defined by Eq. (4·1):
where, for example, 2 iS 2:S I dp \ dp'rf'cp, p')
with the " odd" frequencies:
Making use of Eq. (3·4) to eliminate DP/ in Eq. (4·4), we obtain, since the second term in Eq. ( 4 · 4) does not depend on y,
=S'(y-x')ol(x-y) -S'(x-y)i31(y-x'),
where we have made an integration by parts with the aid of the fact that r"(f-r;, '1-() is a periodic function of ' 1 4 with the period f3. We define the· 
. ).)
This is just the quantum statistical analogue of the generalized Ward's identity.3l'4l Of course, our result, Eq. ( 4 · 7), coincides with Fradkin's.
