Abstract. We prove a constructive version of the Schwarz reflection principle. Our proof techniques are in line with Bishop's development of constructive analysis. The principle we prove enables us to reflect analytic functions in the real line, given that the imaginary part of the function converges to zero near the real line in a uniform fashion. This form of convergence to zero is classically equivalent to pointwise convergence, but may be a stronger condition from the constructivist point of view.
Introduction
The classical Schwarz reflection principle, in the simple form with which we are here concerned, states that an analytic function defined on some open set in the upper half of the complex plane can be extended across the real line, in such a way that the extended function satisfies the symmetry equation
provided that the real part of f (z) converges to 0 as z approaches the real line. The proof of this theorem is fairly simple, classically. The corresponding theorem in constructive analysis is more difficult to establish, and is the subject of this paper. The theorem we prove (Theorem 3.7) requires that the imaginary part of the function converge to zero on the real line in a particular way, which we term continuous convergence. This may be a stronger condition than the pointwise convergence required in the classical theorem.
We first present some basic notation, most of it taken from [1] . Given a compact K ⊂ C, and > 0, we shall write K for the set {z ∈ C : ρ(z, K) ≤ }.
(Note that this set is also compact.) Given a path γ, we shall write car γ for the closure of the range of γ. This set is always compact. Given compact K and open U , we shall write K U to mean that there is > 0 such that K ⊂ U . We will follow the usual convention of writing S(z, r) for the open disk centred at z of radius r, andB(z, r) for the closed disk. C(z, r) will refer to the (compact) set of points y in C such that |z − y| = r. Given an open set U ⊂ C, we shall write U + (respectively, U − ) for the set of points z in U satisfying Im z > 0 (respectively, Im z < 0).
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Preliminaries
We present a number of constructive results which will be used later on when we come to develop a theory of reflection for functions over the complex plane.
Define a complex-valued function on an open subset of C to be harmonic if it has first and second-order continuous partial derivatives in x and y, and these satisfy (2.1)
We need a minimal version of Green's Theorem, applicable to a specific contour to be defined later. So we shall define a pair (K, σ) to be well-behaved if K is a compact set in C, σ is a positively oriented piecewise smooth contour such that car σ forms a border for K, and K can be triangulated, Proof. Fix z 0 ∈ S. Let ω = −(∂u/∂y)dx + (∂u/∂x)dy. This is a closed form, so we can define v(z) = γ ω, where γ is any path from z 0 to z lying in S. By simple connectedness, choice of path doesn't affect v(z). By the fundamental theorem of calculus, dv = ω. So u + iv satisfies the Cauchy-Riemann equations and is therefore analytic on S. If v is any other such function, then v − v is analytic on S and real-valued, and so is constant (by the open mapping theorem, [1] , Ch. 5, Theorem 5.17).
Suppose that h is a continuous function on an open set U ⊂ C. We say that h satisfies the mean value property if for all z 0 ∈ U and r > 0 such that
We wish to establish that harmonicity and the mean value property are equivalent. One direction is proved much as in the classical case: Proof. See [3] , p. 85, making the obvious constructive adaptations.
To prove the converse of this, we start by making slightly different use of the proof of the maximum principle, as it appears in [1] . Proof. The proof is almost exactly the same as that of Proposition 5.2 in Chapter 5 of [1] , since the proof of the latter proposition depends only on the mean-value property (and uniform continuity) of f .
Theorem 2.4 (The Poisson Integral Representation). Let h be a continuous function from the unit circle
where P r is the Poisson kernel function defined by
Proof. Exactly as in the classical case. See [3] , pp. 274-278.
Theorem 2.5. Let h be a continuous complex-valued function on an open set U ⊂ C. Then h is harmonic if and only if h satisfies the mean value property on U.
Proof. Sufficiency has already been proved in Theorem 2.2. For necessity, suppose that h has the mean value property. Choose z 0 ∈ U and r > 0 such thatB(z 0 , r) U. Then h is continuous on car Γ(z 0 , r), and so by Theorem 2.4 there is a harmonic function g on S(z 0 , r) which converges to h uniformly on car Γ(z 0 , r).
Then f also has the mean value property, and f (z) → 0 uniformly as |z − z 0 | → r. By Theorem 2.3, f must be uniformly zero on S(z 0 , r). Thus h is harmonic on S(z 0 , r). Now, given any compact K U , choose R > 0 such that K R U and choose an R/2 approximation {z i : 1 ≤ i ≤ n} to K. Then by the above, h is harmonic on S(z i , R), and so we can choose some δ i which acts as a modulus of differentiability for h, ∂h/∂x, ∂h/∂y and as a modulus of continuity for ∂ 2 h/∂x 2 and ∂ 2 h/∂y 2 on the compact set B(z i , 3R/4). Then δ = min{R/4, δ 1 , . . . , δ n } acts as a modulus of differentiability or continuity, as appropriate, for the above functions on K. (If x, y ∈ K and |x − y| < δ, then clearly there is an i such that x, y ∈ Sc(z i , 3R/4).) Thus the first-and second-order partial derivatives of h exist and are continuous, and so h is harmonic. We ask under what circumstances we will be able to reflect u + to a real-valued harmonic function u extending u + onto D such that 
Classically, it would be sufficient (and necessary) that u + (z) approaches 0 (or that Im f + (z) approaches 0 in the case of f + ) as z approaches any z 0 ∈ D on the real line. In the constructive case we need to be more specific as to just how the function approaches zero near the real line. Let g 0 be another function defined on D ∩ R. We say that g converges to g 0 continuously if for every compact set K ⊂ R ⊂ C such that K D, and for every > 0 there is a δ > 0 such that if
We now show that a necessary condition for u + to extend to a harmonic function u satisfying (3.1) is that u + approaches 0 continuously on the real line. To do this,
Then u is continuous on D and therefore uniformly continuous on K r . So for any > 0 there is a δ ∈ (0, r) such that for any x, y ∈ K r satisfying |x − y| < δ we have
In a similar way we can see that a necessary condition for an analytic function f + on D + to extend to an analytic function on D satisfying (3.2) is that Im f + converges continuously to 0 on the real line. We shall prove that these conditions are also sufficient in each case. We start by establishing the result for harmonic functions, on which the result for analytic functions depends. We develop some lemmas leading up to this result.
Call a set in C compact-or-empty if it is just that: either compact or empty. (Here we are following Bishop's convention that compact sets are always nonempty). For any λ ∈ R, define the following subsets of C:
Proof. This is an easy consequence of Theorem 4.9, Ch. 4, of [1] .
Lemma 3.2. Let K ⊂ C be compact and let r > 0. Then there are compact-orempty sets
and finally, for all x, y ∈ K such that |x − y| < σ, we have
Proof. Use Lemma 3.1 several times to obtain reals
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In the former case we have x, y ∈ K − , and in the latter case we have x, y ∈ U ρ1 . Similary, using ρ 3 and ρ 4 , either 
Then define a value f n (z) by
First we prove that this sequence is Cauchy. So fix > 0. Either |Im z| < r or |Im z| > r/2. In the latter case |f m (z) − f n (z)| = 0 for all m, n > 2/r, so assume the former case to be true. Then Re z ∈ D, so obviously {Re z} D. Therefore by our assumption of continuous convergence to f 0 on the real line, there is a δ > 0 such that 
Let f (z) = lim n→∞ f n (z). Technically we have not yet defined a proper function because we have not proved that f (z 1 ) = f (z 2 ) whenever z 1 = z 2 ; but this will follow from continuity, which we prove next. Let K D, and fix > 0. We need to find δ such that if x, y ∈ K and |x − y| < δ, then |f (
Either µ > 0 or µ < λ/4. In the former case, apply Lemma 3.2 with r = µ so as to obtain K + , K 0 = ∅, K − and σ > 0. In the latter case, where µ < λ/4, choose α ∈ (λ/4, λ/2) such that Suppose that x, y ∈ K and max{|x − y|, |Im x|, |Im y|} < δ 0 . Let x 0 = Re x, y 0 = Re y. Then x 0 , y 0 ∈ J and |x 0 − y 0 | ≤ |x − y|, so
Hence we can let r = δ 0 and apply Lemma 3. 
Thus we have shown that f is continuous, thereby completing our proof. Proof. Given real-valued u + , apply Lemma 3.3 to iu + . The resulting function f will have zero real part above and below the real axis and will therefore be imaginary everywhere by continuity. So let u = −if. Then u is real everywhere and extends u + . Since f satisfies (3.2), we get
Having applied this corollary to a harmonic function u + , we hope that the resulting u will also be harmonic. To prove that it is, we need to derive a property of the partial derivatives of harmonic functions. 
Using equation (2.5), we compute
Suppose that ζ 0 = e iθ0 , and choose δ > 0 such that g 0 (e iϕ ) = 0 for all ϕ ∈ (θ 0 − 2δ, θ 0 + 2δ). Choose R > 0 such that for all z = re iθ ∈ S(0, 1) ∩ S(ζ 0 , R) we have r > 1/2 and θ ∈ (θ 0 − δ, θ 0 + δ). Let λ = cos(δ/2). Fix z = re iθ ∈ S(0, 1) ∩ S(ζ 0 , R). For any ϕ ∈ [0, 2π], either |θ − ϕ| < δ or |θ − ϕ| > δ/2. In the former case g 0 (e iϕ ) = 0. In the latter case cos(θ − ϕ) < λ, so that in either case the integrands in equations (3.5) become bounded in modulus by
respectively. We have obtained the desired bounds on the partial derivatives ∂v/∂r and ∂v/∂θ, and hence (since our chosen neighbourhood keeps well away from the origin) also on ∂v/∂x and ∂v/∂y. , and so on.) Let γ = Γ(z 0 , r). Since Im z 0 < r, this contour cuts the real axis, and is thereby divided into two paths γ 1 (above the real axis) and γ 2 (below). If we reflect γ 2 in the real axis and join it onto γ 1 , we obtain a crescent-shaped contour γ = γ 1 + γ 2 . We wish to apply equation (2.2) to the function u + in the interior of γ , but we can't because we don't know how the partial derivatives of u + behave near the two points where γ touches the real line. So we need to work with limits. Let
Let δ ∈ (0, σ). Let γ δ be the contour γ 1 + γ 3 + γ 2 + γ 4 , where γ 1 , γ 2 are those parts of γ 1 , γ 2 respectively which lie above the line Imz = δ, and γ 3 and γ 4 are the segments of the line Im z = δ needed to complete γ δ as a positively oriented contour in C. By applying equation (2.2) to this contour we obtain
If we break this down into a sum of integrals on the components of γ δ , and let δ → 0, we find that the integrals on γ 3 and γ 4 converge to 0. This follows from Lemma If we parametrise these paths using polar coordinates centred on z 0 and z 0 respectively, we obtain
where α ∈ (0, π/2) is a (smooth) function of z 0 and r. Now define
Then, by the definition of u,
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We want to differentiate this function with respect to r. In the general case it is not hard to see that, under suitable conditions,
∂ ∂r B(r)
A(r)
(3.9)
This equation can be applied to each of the integrands in (3.8). The second and third terms in (3.9) then disappear because u is 0 on the real line. We are left with (when we have converted the partial differentiation into one in terms of x and y):
If we multiply equation ( We now turn to the situation of an analytic function f on D + whose imaginary part converges to 0 continuously on the real line. S(z, r) ). It has the same imaginary part v as g. So g − h is analytic and real-valued, therefore constant, on S(z, r). Since this function is 0 on the real line, it is 0 everywhere and so g(z ) = g(z) . Let f 0 (z) = g (z) . (This may seem like an application of full choice, since g depends on the choice of r. But the value of g(z) is the same regardless of which r we choose, so we are essentially choosing elements from singleton sets, which is allowed constructively. ) We have yet to show that f 0 is then a function on D ∩ R, but this will follow from continuity. Clearly though, f 0 (z) is real. We shall prove that f + converges to f 0 continuously, from which the continuity of f 0 follows (so in particular, f 0 is a well-defined function on D ∩ R). We shall then be able to apply Lemma 3.3. Having done so, we shall have a continuous function f extending f + and satisfying (3.2). It will then remain to prove that this function is analytic.
Let K be a compact subset of R such that K D. Choose λ > 0 such that K λ ⊂ D and let x 1 , . . . , x n be a λ/2 approximation to K.
. . , S n cover K λ/8 . So, as above, there are unique analytic functions f i on S i extending f . Let δ i be a modulus of continuity for f i on S i . Then for any > 0 define
Suppose that x ∈ K and y ∈ D + are such that |x − y| < δ( ). There exists k such that |x − x k | < λ/2 and therefore x, y ∈ S k ; whence |f
It remains only to prove that f is analytic. But we know that v = Im f is harmonic on D + and satisfies the conditions of Theorem 3.6, so that it extends to a harmonic function w on D which satisfies w(z ) = w(z) . Clearly then v equals this function on D − as well. By continuity, these functions are equal on the whole of D, so v is harmonic. So define a complex-valued function g on D by
This function is clearly continuous on D. We need to show that for every compact K well contained in D there is a function δ such that, for all > 0 and any x, y ∈ K such that |x − y| < δ( ),
Either µ > 0 or µ < λ/4. In the former case, apply Lemma 3.2 with r = µ so as to obtain K + , K 0 = ∅, K − and σ > 0. On the other hand, suppose that µ < λ/4. Choose α ∈ (λ/4, λ/2) such that + , x, y ∈ K 0 or x, y ∈ K 0 . In each case, equation (3.11) is satisfied. We have shown that f is differentiable on any compact set K D, so it follows that f is analytic on D, and our proof is complete.
Conclusions
The obvious generalisation of the main result of this paper (Theorem 3.7) is to consider the reflection of a function across a general analytic curve rather than the real axis. With minor modifications to the definition of 'analytic curve', there is a constructive theorem to this effect, which will be the subject of a sequel to this paper.
It is worth asking if the constructive condition -that of continuous convergenceon the way in which a harmonic function approaches zero near the real axis is really stronger than that of pointwise convergence, as needed in the classical reflection theorem. It is possible to construct a Brouwerian counterexample of a continuous function on an open set which converges pointwise to zero at each point on the real axis, but does not converge continuously to zero. It would be interesting to know if a harmonic function can be constructed with these properties.
