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Abstract. The paper deeds with the statistical analysis of binary random variables observed on a 
large number of objects and indicating the presence or absence of dichotomous characters. The 
independence of the variables is investigated in the case when the number of variables is large and/or  
the probabilities of the various characters are small. If the variables are not independent, heir 
depedence is characterized by the Gaussian threshold model. The objects are clustered by multiple 
multidimensional scaling, which puts the objects into clusters by ordinary multidimensional scaling 
of the variables. 
1. INVESTIGATION OF THE INDEPENDENCE OF THE VARIABLES 
We investigate the structure of binary (random) variables indicating the presence or absence of 
dichotomous characters. Let us denote by n their number, by W1,W2, . . .  ,Wn the variables , 
by At, A2,... , An  the characters, and by M the number of objects Y0 where the variables are 
observed. We deal with the case when the variables are observed on a great number of objects. 
Their investigation is based on the data field that gives the characters which the various objects 
have. Arbitrary object is characterized by a subset of the Ai s. The objects can be considered to 
be also the outcomes of experiments in the course of which the characters (more precisely their 
presence) as events occur or not. Thus the investigation of the structure of the variables means 
the investigation of the interconnections of these events. In order to investigate these connections, 
we have to be able to calculate the probability that an event Ai~Ai2  ... Aik occurs. The number 
of all such events is 2 n. Its value is enormously large already for such a relatively small value 
of n as 20. This makes the task complicated. To the least extent, if thecharacters and for this 
reason the variables are independent. We begin the statistical investigation of the variables with 
the analysis of their independence. Even this is not easy in the case of a greater n and/or small 
P(A,) s. 
Let 
Gg={Ai:,Ai~, ..,Aik}, l<k<n (k is  G 9 s s i ze ) ,  
1 <i t  < i2< . . .  < ik -<n, 
be arbitrary character combination, and O(G#) = O(il,is,... ,ik) the number of objects which 
have the characters belonging to Gg, but others not. As the number of different G 9 s is (2 n - 
1), 1 -< g _< 2" - 1 may be assumed. [ The frequencies O(Gg) are just the elements of 
the corresponding n-dimensional contingency table with the difference that the "empty set" ( 
the event that every variable has value 0) is not among the character combinations. In the 
cases interesting for us the characters occur rarely, therefore the overwhelming majority of the 
elements of the contingency table are nought.] For arbitrary character combination of the above 
form (1 -< g -< 2 n -  1) let us denote by PT(Gg) = PT(it,i2, ... ,ik) the probability that an object 
has the characters belonging to G 9 and possibly others too, and by OT(Gg)  = OT(il,i2,... ,ik) 
the number of such objects. The question whether the variables are independent can be settled 
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theoretically by the chi-squared test belonging to the null hypothesis according to which for each 
Gg 
k 
PT(il,i~ .... ,ix) = I"I PT(ij), 
j--I 
on the basis of the above contigency table. In the cases interesting for us - even having performed 
possible contraction of the rare characters - it is illusory to perform the test, because 2 n is too 
large and/or the probabilities PT(i) are too small. Thus independence must be tested in another 
way. 
Let us denote by p(k) the probability that an object has exactly k characters, and by O(t) the 
number of such objects, furthermore let 
p = p(0), O - O (°). 
Let us introduce the following notations too: 
PT(i) i = 1,2,... ,n, 
qi = I -- PT(i)' 
k 
S0=l ,  Sk= ~ Hq i i ,  k= l ,2 ,  . . . .  n. 
l< i l< i~<. . .< i~<n j= l  
Let us suppose that the variables are independent. As shown in Ref. [1], the terms Sk can be 
determined reeursively, and 
p(k)=psk ,  k=0,1, . . . ,n,  
i.e. for producing the probabilities p(k) corresponding to the relative frequencies [O(k)/M], it is 
sufficient to calculate - besides P - the terms Sk, which depend 
- through the terms qi - only on the probabilities PT(i). Furthermore 
n O 
O - M H O q- O(i) (1) 
i--1 
should hold. This equation is based on tile estimates 
O( i )  i -" 1 ,2 , . . .  ,n .  (2) 
Pr( i )  = O + O(i)'  
Estimates (2) are not efficient estimates of the probabilities PT(i). Their efficient estimates axe 
the relative frequencies [OT(i)/M]. With them 
O=MI~M~ T(i) (3) 
i=1 
should hold in case of independence. However, the frequencies OT( i )  - in constrast with the 
frequencies O(i) - are usually not directly given data. This implies that the right side of (3) - 
in contrast with that of (1) - usually cannot be calculated irectly. Therefore testing Equation 
(1) may be the first step of the investigation of independence. This may be followed by the 
comparison of the series {O (k)} and {MP(k)}, where the estimates p(k) are determined by the 
equation 
and the terms Sk are produced in the above-mentioned way. This comparison means the radical 
contraction of the cells of the corresponding contigency table with small frequencies. (Prob- 
ably less radical contraction of such cells is also possible; this may be the subject of further 
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investigations.) About it the following can be told. If the probabilities p(k) were known, the 
expression 
fi [O k) - Mp(k)] 2 Mp(k) 
k=0 
would asymptotically have chi-squared distribution with degree of freedom n (see, e.g., Ref. [2]). 
Now they are not known, but estimated. In such cases the degree of freedom ust be decreased by 
the number of the estimated parameters. Our conjecture is that the above described estimation 
of probabilities can be traced back to the estimation of two parameters, thus the expression 
fi [O(k) - M~,(k)]2 M15(k) 
k=O 
(4) 
asymptotically has chi-squared istribution with degree of freedom (n - 2). This conjecture is
supported by the result of Monte Carlo trials. 
If the independence of the variables proves to be unacceptable, the idea may arise that only 
a small number of characters account for this. Therefore, we investigated how the frequencies 
of the various characters among character combinations of a given size alter with the change of 
the size. For k, i = 1, 2,... , n let us denote by O(k)(i) the number of objects which have exactly 
k characters, among them Ai. Let us consider the values O(1)(i),O(2)(i),... ,O(n)(i) (i = 
1, 2,... , n). For i = 1,2,... , n let pi(k) be the corresponding relative frequency 
O(~)(i) 
i=1 
[the relative frequency that an object with exactly k characters has At is just kpi(k), 
k = 1,2,... ,n]. Let mi be the weighted average 
n 
E O(k)(i)pi(k) 
k=l  
k=l  
of the pi(k) s, at parameter of the linear function 
ri(k) = aik + bl 
fitted to the points p~(k) of multiplicity O(k)(i) (k = 1, 2 , . . . ,  n) by the least squares method, 
and determine the value of the expression 
fl 
Si = k=lE O(k)(i) { [pi(k)~nS- mi]2 _ [pi(k)r,(k)- r/(k)]2 } 
(i = 1,2,... ,n). The term ai demonstrates how tile relative frequency pi(k) changes with the 
increase of size of the character combination containing At, the value of the expression Si shows 
to what extent pi(k) is estimated better by ri(k) than by mi. If the frequencies of the various 
characters among character combinations of a given size alter with the change of the size essen- 
tially in the same way, then the unacceptability of the independence of the variables is caused 
not only by a small number of characters. 
The independence of the variables proves to be unacceptable on the basis of expression (4) if 
the number of character combinations of greater sizes is too large or too small. Let us suppose 
that this is caused only by a small number of characters. It means that the number of combi- 
nations with these characters i too large or too small. However, in this case the frequencies of 
these characters among character combinations of a given size alter with the change of the size 
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differently from those of other characters. This alteration is measured - for the various characters 
- by the expression Si. About its asymptotic behaviour the following can be told. Let 
n 
S~1) = E O(t)(i)[pi(k)m:- mi]2 
k= 1 "~ '  
and 
" [p , (k )  - r,  Ck)] 2 
S~)= Y~ O(t)(i) r~-k') ' 
k=l  
then S~ = S~ 1) - S~ 2). If the maximum likelihood estimates m~ and ri(k) were substituted by the 
corresponding ehi-squared minimum estimates [in the case of mi the square root of the weighted 
quadratic average 
n 
Y]~ O(k)(i)p~(k) 
k=l  
n 
E 
k=l  
of the pi(k),s in the ease of ri(k) it cannot be given explicitly], then S~ 1) and S~ 2) asymptoti- 
cally would have chi-squared istribution (see, e.g., Ref. [3]). Let  us denote the corresponding 
hypotheses by HI and H2, then obviously HI C H2. It is well- known that in such cases un- 
der certain conditions the doubled difference of the maximum likelihoods asymptotically has 
ehi-squared distribution with degreee of freedom r (see, e.g., Ref. [4]; r is the difference of the 
numbers of parameters, in our case 2 -1  = 1). However, no similar esult is known for chi-squared 
minimums. 
2. THE GAUSSIAN THRESHOLD MODEL 
If the variables are not independent, their dependence should be characterized. The relative 
simplicity and frequent occurrence of multidimensional normal distribution gave us the idea to 
investigate the Gaussian threshold model. 
The threshold model assumes that for any object there is a measure of any character which 
can be expressed in a real number. In other words, a background variable Li is assigned to 
the binary variable Wl (i = 1,2,... ,n). According to the threshold model, Li is a continuos 
random variable to which a threshold Ti belongs. We assume that each variable Li has mean 
0 and variance 1 (as the background variables are usually not observable, this assumption is of 
technical character and means no real restriction). 
In the treshold model arbitrary character combination 
Go={Ai1,A i~, . . . ,A i~},  l<k<n,  l _ _ . i1<i2<. . .< i t _n ,  
is equivalent to the event 
(~g ~Li i>__Tij, j= l ,2 , . . . , k ;~ 
=[Lr<Tr ,  r~ i l , i2 ,  , i t ) '  
therefore the probability that any object has the characters belonging to Gg, but no other char- 
acters is equal to the probability of (~g, furthermore 
PT(Ge)=P(L i i>_T i~,  j - l ,2 , . . . , k ) .  
In addition, the Gaussian ~hreshold model assumes that the vector (L1, L2, . . . .  Ln) is multidi- 
mensional Gaussian(this assumption can be supported, e.g., by the central imit theorem). As 
the L~s are supposed to be standard, their joint distribution is determined by the correlation 
coefficients 
r O-E(L iL j ) ,  l_<i, j<_n. 
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Thus the parameters of the Gaussian threshold model are the thresholds Ti and the rij,s their 
number is altogether 
n+(2) - (n+1) '2  
For n > 2 their maximum likelihood estimates are not known. Further investigation of the 
model, first of all maximum likelihood estimation of the correlation matrix seems to be hard, but 
important and interesting. 
The thresholds Ti are estimated in such a way that 'ri is the solution of the equation 
MPT(i)  = OT(i), 
from where 
T , __¢( - I  [1 OT(i) ] i -1 ,2 ,  . n 
(for n 1 this is the maximum likelihood estimate of the threshold). The correlation coefficients 
are estimated from the equations 
MPT( i , j )=OT( i , j ) ,  l< i< j_<n 
(together with the above Ti,s this gives tile maximum likelihood estimation in case of n = 2). 
Then r = ~ij is the solution of the equation 
F( ' r , , ' r j ,  r) = OT(i,j) 
M (5) 
(1 < i < j  _ n), where for arbitrary T ,T  and -1  < r < 1 
for r - -  -I-1 
and here 
oo  oo  
1 / /  U2 -- 2 ruv+ v 2 
F(T, T , r )= 2Hv~--'-~ exp [ 7(~ ---r'~) ] du dv, 
~T  
F(T, T, r) = Q[max(T, T)], 
Q(z ) - l -~(z ) ,  -~<z<~.  
For [r I < 1 these values of F can be calculated from the following expansion, due to Pearson (see, 
e.g., Ref. [5]): 
oo  
F('r, T, r) = E Q(k)(T)Q(~)(T)~.I, (6) 
k=0 
where Q(k) denotes the kth derivative of Q. The quick computation of F can be performed, 
among others, by the procedure given ill Ref. [6]. 
We could not determine xplicitly the correlation coefficient estimates r =/'/ j  satisfying Equa- 
tion (5). However, the function F (T ,T , r )  is monotone increasing in r, thus the equations can 
be solved numerically in possession of the above procedure without difficulties. 
The Gaussian threshold model can be tested by deciding whether character combinations with 
, .  f l  more than two characters follow the structure of the correlation matrix (rsj)i./=l, thus the model. 
For arbitrary 
Gg = {Ai l ,  A i~ , . . . ,  Aih }, 3 < k < n, 1 _~ il < i2 < . . .  < ik _< n, 
in case of 
1 
Irjlj~[ < k- -~'  Jl,J2 = i l , i2, . . .  ,ik; Jl ~J2 (7) 
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(this assumption is of basic importance), 
PT(G,)  ~ { vj,j2! )x  [fiX Q(u~)(T'~ ) ] ) ,  
v12=0 ~Is=O Vh-l,k=O j1=lj2=j1+l j= l  
where 
j-1 k 
uj= Ev J ' J+  E vJJ2' J=l '2""'k 
j l= l  j~=j'}'l 
(see, e.g., Ref. [7]). This is the generalization f (6). The probability of character combinations 
without Assumption (7) can be estimated by some Monte Carlo method. (The reason why we 
use a Monte Carlo method only in this case is that in the cases interesting for us the probabilities 
In possession of the estimates PT(Gg) the elements of the series PT ussually small.) are very 
{Mx E I3T(Gg); k - -3 ,4 , . . . ,n}  
g:]Gg[=k 
- at least for some smaller ks - can be determined and compared with the elements of the 
corresponding series 
{ E OT(G~); k=3,4 , . . . ,n}  
g:lGg[=k 
[ JGe[ denotes the size of the character combination Gg ; differently from the case when the 
variables are independent, in the Gaussian threshold model we did not succeed in determining 
the estimates of the probabilities p(k) ]. 
For arbitrary character combination G# let ET(Gg) be the expected value 
of OT(Gs). For G# = {Ai} or Gg = {Ai, Aj } let us denote by E(~)(Gg) the sum of the expected 
numbers ET(G~) of all character triplets G~ containing G#. Let us denote the corresponding 
observed number by O(~)(G#), then 
d(G#) = [O(~)(Gg) - E(~)(Gg)]2 
E(~)(Gg) 
[which by the way does not have chi-squared istribution, namely the members of the sum 
O(~)(G#) are not independent] indicates the extent o which the occurrence of G 9 observed in 
character combinations of a greater size differs from its occurrence xpected according to the 
Ganssian threshold model. 
Finally we speak of one more problem. As for n > 2 the maximum likelihood estimate of the 
correlation matrix 
R . n = (~i~)ij=l 
is not known, R is estimated elementwisely. Thus the estimate R of the matrix R obtained 
in this way can occur not to be positive semidefinite, that raise difficulties at certain further 
investigations (e.g. factor analysis), therefore it is necessary to modify the estimate, to make it 
positive semidefinite. This can be done in a few ways. The positive semidefinite matrix 1~* nearest 
to bo[dR in matrix norm can be determined in such a way that in the spectral decomposition of
1~ the negative igenvalues are substituted by 0. Let 
n"  = 
be the matrix obtained in this way, then however tile sum 
n 
S = grit* = ii 
i=1 
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of its eigenvalues i greater than n. Let 
nr~j 
rij = ---~--, i, j = 1,2, . . .  ,n, 
then the matrix 
is positive semidefinite, and 
R = (},j)i"j=1 
t rR  = e, ,  = n,  
i=l  
but as far as we know, the matrix which minimizes the distance of such matrices from 1~ in 
matrix norm is not known. 
Let us denote the eigenvalues of R by At > A2 > .. .  > An. A positive semidefinite matrix 
with trace n and with the property that it is "near" to R can be determined also in such a way 
that in the spectral decomposition of R the Ais are substituted by pis for which 
~i  > t~2 > . . .  > tJ . ;  
furthermore 
>0,  ifAi>_e, 
Pi = 0 otherwise; 
Z f (A i  -An) (P i -  Ai) 2 = min imum,  
i=1 
where e > 0 has the property that 
71 n 
i----I i= l  
holds, and f(x) is an appropriate function (e.g. V~). This is a quadratic programming problem, 
which can be solved by Beale's method (Ref. [8]). 
In the course of the application of both methods given for the modification of 1~ we get a matrix 
which is though positive semidefinite and has trace n, but may have elements f:ii ¢ 1 or I~ij I > 
1. A "real" correlation matrix lYt can be obtained iteratively, by the alternate application of the 
following two steps: a) we make the matrix positive semidefinite; b) the elements f'ii ~ 1, rij > 1 
and rij < -1  are substituted by 1, 1 and -1  respectively. According to our experiences the 
iteration leads to a "real" correlation matrix after a few steps. 
3. MULT IPLE  MULTIDIMENSIONAL SCALING 
The Gaussian threshold model has a definite disadvantage in the recent investigation: under 
its assumptions there is hardly any possibility for detecting characteristic combinations of the 
Ais and groups of the objects characterized by such combinations, in other words for clustering 
the objects. In what follows we deal with multiple multidimensional scaling, which is a procedure 
for clustering objects characterized by binary variables. 
Let us assume that our task is multidimensional scaling (MDS)  of the variables Wi .  This 
means the following: distances are constructed between the variables, and the variables are to 
be put and drawn in low dimensional Euclidean space in such a way that Euclidean distances 
of the points corresponding to the variables should differ from distances of the variables to as 
small an extent as is possible. In order to be well scalable, the variables must be consistent in 
the following sense: if two variables are near to a third one, they must be near to one another 
too. (If the triangular inequality holds, it is always necessarily true.) In Example I of Ref. [9] 
the variables can be well scaled. In Example 2 at tile same place they can be scaled traditionally 
only badly. However they can - on two planes! - already be well scaled. 
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To the frequencies of these examples one can assign, of course, a few distances. Let 
Or(i) ,  i l l= j ;  
nij = OT(i, j),  if i ¢ j. 
A possible definition of distance is the following: 
dij = k/laSi + nj j  - 2nij. 
This is the result of the standard transformation of the similarity n O into distance (see, e.g., 
Ref. [10]). Although this transformation has some advantageous properties (e.g., if the similarity 
matrix is positive semidefinite, then then corresponding distance matrix will be Euclidean), its 
use is - according to the author's opinion - not good either usually, or in the concrete case: it 
"smooths out" the distance structure to a great extent, to apparently very different similarities 
it assigns distances not different enough [in Ex. 2 to the pair (19,0) of similarities the pair 
(~ ,  ~3"3) of distances]. In this way it eludes the problem coming from the inconsistency of the 
variables rather, but it does not solve it. Therefore - in accordance with later mentioned parts 
of the paper - the definition 
K 
dij = nij +'-"--'-~ 
of distance is chosen (with K = 60). However it is not essential here, because the frequencies 
themselves show that the consistency mentioned oes hold in Ex. 1, does not in Ex. 2. 
Multiple multidimensional scaling (MMDS; see Refs [9,11]) deals with cases similar to Ex. 2, 
with the problem arising if the consistency is not fulfilled: the objects are to be divided into 
disjoint dusters as homogeneously as possible, where the homogeneity of a cluster is measured by 
the goodness of (ordinary) MDS of the variables for it. We would like to determine the positive 
integer p, the disjoint clusters 
Y1 ,Y2 , . . .  ,Yp C {Yl,Y.~ . . . . .  YM} =Y 
of the objects with the property that 
P 
[_J ym=y,  
m=l  
furthermore the points x~ m) of R k (i = 1,2, . . .  ,n; m = 1,2, . . .  ,p) which represent he 
variables in the sense that the closeness of the points x~ m) and x~ m) corresponds to the proximity 
of the variables Wi  and Wj  for Ym. 
Let egi be the value - 1 or 0 - of the variable 
W~ observed on the object yg (g=l ,2  . . . .  ,M;  i= l ,2 , . . . ,n ) ,and le t  
eg = [egl,e92,... ,eg,] 
(g = 1, 2, . . .  , M). As objects with the same e 9 are indistinguishable, let us assume that 
and the objects have multiplicities. As the allocation of tile various objects must obviously depend 
on the variables having value 1 on them, MMDS can nothing to do with the objects on which at 
most one variable has value 1. Therefore, let us assume that on each object at least 2 variables 
have value 1. Let us denote by N the number of objects different with respect o the characters 
and having at least two of them. Then each object yg corresponds to a character combination 
G o with size not less than 2, and has multiplicity O(Gg) (g = 1, 2, . . .  , N). 
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Let DC be a procedure by which we assign to arbitrary set Z of objects - -  on the basis of the 
corresponding egs and O(Gg)s - -  distances dls(Z) and weighting factors cij(Z) of the various 
pairs of variables (1 < i < j < n). Let 
d~? ) - d#(Vm), c~ ) = e#(Ym) 
and 
n-1  n 
i=1 j= i+ l  
The MMDS problem is solved by algorithm T (Ref. [liD, which is the alternate application of 
the following two procedures: i) the various objects Ya are put into the cluster for which 
n--1 n 
= Z: Z: ,xi 2 
i=1 j= i+ l  
eg i= l  Cffj.~ 1 
is minimal; ii) for the various clusters the negative grandient vector of 
V (m) = V ('~) rx(") --(") , x~'~)] t 1 '^2  ' ' ' "  
is determined, and by performing a line search in the direction of this vector the new coordinates 
of the points x~ 'n) are calculated. 
MMDS is characterized by the term 
p n - I  n 
s E E E --" {aai j  [[Ai 
ra=l  i=1 j= i+ l  
- xJ )ll , + [K -IIx  - 
where  
n(.. ~) 
g:ygEZ 
q and K are appropriate constants. Ill case of q = 2 this characterization corresponds to the 
following DC : 
K 
c#(Z) = n0(Z ) + 1, dij(Z) = c#(Z)" 
In Ref. [11] the following theorem is proven: ill the case of the above specification of DC and 
q = 2 E is monotone not increasing in the course of T. 
Algorithm T minimizes locally and iteratively. Therefore good initial classification of the 
objects and good initial allocation of tile variables for the initial clusters are necessary. Initial 
clusters can be obtained, e.g., by applying the k-means (see Ref. [12]), more precisely in our case 
p-means method for the objects yg on the basis of the vectors eg. For initial point configuration 
the classical solutions of the ordinary MDS-problem for the various initial clusters can be taken. 
Even in case of this initialization it can occur that only a local minimum of E is produced. 
The danger of its occurrence can be decreased ill such a way that the value of q is changed in 
the course of algorithm T. According to computational experiences, T is the most effective if 
after the above initialization q is chosen for 3, then as soon as E already decreases only to a 
small extent [in the course of the first procedure only few objects get into another cluster, in the 
course of the second procedure the points x} m) change only to a small extent], its value is taken 
first for 2, then for 1. - As far as the constant K is concerned, according to the experiences it is 
reasonable to choose it in such a way that the expression z-~pp should be small, about 0.1, where 
p n -1  n -1  n 
E E ~ n~? ) E E Ov(i, j) 
m=l  i=1 j= i+ l  i=1 j= i+ l  
= (•) = ( i )  
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The survey of the result of MMDS becomes easier if the clusters obtained are drawn together. 
It can be performed in the following way. Let 
Zmi 
E O(G ) 
g:ycEY 
e9i----I 
E O(Gg) 
9:ygEY 
(the relative frequency in the cluster Yrn that the value of W~ is 1), and 
Zm -" [Zml ,Zm2, . . .  ,Zmn] ,  
m = 1, 2,. . .  , p. Let us consider the z,ns as samples and define the similarity of the clusters Ym 
as the sample correlation coefficient of the corresponding zrns • Let us consider that graph with 
vertices corresponding to the various clusters which has edges between vertices corresponding to
the "not very similar" pairs of clusters (pairs belonging to z,ns with correlation coefficient not 
greater than a given constant R1, e.g. 0.6). Let us colour this graph in such a way that the 
variance of the number of objects belonging to clusters corresponding to vertices of the same 
colour should be minimal. Let us join clusters corresponding to vertices of the same colour, 
and between the clusters obtained in this way define similarity in the way mentioned. Let us 
consider that graph with vertices corresponding to the new clusters which has edges between 
vertices corresponding to the "not very different" pairs of clusters (pairs belonging to zrns with 
correlation coefficient not less than a given constant R2, e.g. -0.45). Let us colour this graph in 
the way mentioned, and join clusters corresponding to vertices of the same colour. (The reason 
for joining similar clusters is obvious. Joining different clusters is reasonable for the following: 
the correlation coefficient between zml and z,n, corresponding to some clusters Ym~ and Ym~ is 
strongly negative if the variables near one another for Ymx differ from those near one another for 
Ym2 to a great extent; however, in this case the n variables can be represented by one n-tuple of 
points for the union of the two clusters.) Taking the classical solutions of the MDS-problems for 
the clusters obtained in the way mentioned for initial point configuration, algorithm T should be 
repeated. If E even under q = 1 decreases only to a small extent, the algorithm and MMDS are 
finished by applying the second procedure under q = 2 once (it results "better" pictures of the 
variables). 
Embedding and partitioning of hypergraphs 
MDS and MMDS of the variables can be expounded in another "language" too. Let a valuated 
hypergraph H be introduced with the property that tile vertices of H correspond to the various 
variables, the hyperedges to the objects (the gth hyperedge connects the vertices corresponding to
the variables with value 1 on the object yg) and the values of the hyperedges to the multiplicities 
of the objects. Then the ith and jth vertices are connected by nq = OT(i,j) ordinary edges 
1 < i < j _< n). Let us embed the hypergraph H in R k, i.e., assign points x l ,x2, . . .  , x ,  R k to 
the various vertices of H (k is a positive integer). Let 
n-1  r~ 
s - -  [n, llx, - x i i l  2 + (K  - I l x ,  - x ll)2], 
i=1 j= i+ l  
where K is an appropriate constant, and 
K 
Cij ---- nij + 1, dij = 
cij 
(1 < i < j ~ n), then (see Ref. [13]) the embedding of tile hypergraph H in Euclidean space by 
the minimization of S is equivalent to the (ordinary) MDS of the variables by the minimization 
of 
n--1 
~ cij(dij - ] l x l -  xj[]) 2. (8) 
i-----1 j= i+ l  
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Let us assume now that H must be partitioned. Let us do it on the basis of the criterion 
according to which the sub-hypergraphs Hm should be embedded as well as possible (m = 
1, 2, . . .  , p; p is a positive integer), particularly in such a way that E should be minimal, where 
now n~ ) is the number of ordinary edges between the ith and j th vertices in Hm, x~ '~) e R k 
is the point corresponding to the ith vertex in H,n. The partitioning and Euclidean embedding 
of the hypergraph H by the minimization of E is obviously equivalent to MMDS. 
MDS of clusters 
Let us suppose that by MMDS of the variables and/or other methods the objects are put into 
disjoint clusters in v different ways. Different clustering procedures may give different results, 
because they focus on different aspects of the data. Though recent theoretical work on cluster 
analysis has given much insight into the properties of analytic methods, it is not always reasonable 
to choose one and only one clustering method with one set of criteria. This provides a reason 
for not selecting one procedure in preference to the other in such cases, but instead investigating 
the following problem: how can a consensus of these classifications, yet another classification 
providing a compromise "best" in some sense between them be obtained? In Ref. [13] we describe 
a cluster scaling method that solves this problem. By this method first distances between clusters 
of the same classification are defined. On this basis we construct Euclidean points associated with 
the clusters by their MDS. After this, points are assigned to the objects and classified. If the 
clusters are not well scalable, their MMDS is performed. 
MDS and bandwidth 
Let 
A = 
be a symmetrical matrix with many zero elements. The bandwidth problem (see, e.g., Refs [14,15]) 
is the following: for which permutation matrix P is the bandwidth 
max l i - j l  i,j:bij~O 
of the matrix 
n B "- (b i j ) i , j=l  "- PAP  T (9) 
minimal? The following problem is related to this: for which permutation matrix P is the term 
E l i - j l  
i,j:b,j~O 
i , j :bi j~0 
(10) 
belonging to the matrix B determined according to (9) minimal ? (Thus in contrast with the 
bandwidth problem, here an average and not a maximum is minimized. However, the motivation 
is the same: a symmetrical sparse matrix is to be placed in as small part of computer memory 
as possible.) This problem can be solved heuristically - -  and in all probability approximately - -  
by means of (ordinary) MDS in the following way. Let 
1 i f  aij = 0, 
eij = 2 otherwise; 
and dij K = ~-(1 < i < j < n; K is an appropriate .constant). Let us minimize the term (8), 
and let us denote by x l ,x2 , . . .  ,x,~ the points obtained in this way. Let (~ j )  be the Euclidean 
distance matrix of the point configuration (xl, x2, . . .  , xn). Let us bind the points xi according 
to the increasing order of the distances d'ij in such a way that two points will be bound only if 
i) neither of them are already bound with more than one point, ii) the number of pairs of points 
bound with one another is not greater then (n - 2). In such a way the points will be ordered, 
and by this a permutation matrix P is obtained. According to the experiences the term (10) 
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determined according to (9) for this P is usually less than in the case when P is obtained by 
operat ing with the distances dij instead of the ~ js  (and much less than in the case when the 
unit matr ix is taken for P) .  
I f  the term (8) is minimazed with qth power instead of 2, where q is great enough, a solution 
evidently heuristical and usually approximate - -  to the bandwidth problem itself is obtained. 
However, this is only of a theoretical interest because of the relatively large computer time 
demand. 
4. STATISTICAL INVESTIGATION OF CONGENITAL ABNORMALITIES 
From the conception until the birth structural defects may develop in the embryo and fetus. 
Such a defect is called congenital abnormality (CA). Within them the multiple CAs, which are 
the cooccurrences of two or more different CAs  in the same person, have a special importance. 
A great part of the results of the paper was applied in and -- what is more -- grew out of their 
statistical analysis, reported in Ref. [16]. 
REFERENCES 
1. L.Telegdi, Investigation of tile independence of binary variables, In Transactions of the Tenth Prague 
Conference on Information Theory, Statistical Decision Functions, Random Processes, Academia, Prague, 
pp. 367-371 (1988). 
2. E.L. Lehmann, Testing Statistical Hypotheses, Wiley, New York (1959). 
3. H. Crumb-, Mathematical Methods of Statistics, Princeton University Press (1946). 
4. R.J. Serfling, Approximation Theorems of Mathematical Statistics, Wiley, New York (1980). 
5. T.W. Anderson, An Introduction to Multivariate Statistical Analysis, Wiley, New York (1958). 
6. G. Tnsn~y, A. Czeizel and L. Telegdi, ML-fitting of multifactorial threshold models, Periodica Math. 
Hungarlca 12, 205-216 (1981). 
7. M.S. T~qu, Law of the iterated logarithm for sums of nonlinear functions of Gaussian variables that exhibit 
a long range dependence, Z. Wahrscheinlichkeitsth. verw. Gebiete 40,203-238 (1977). 
8. E.M.L. Beale, An introduction to Beale's method of quadratic programming, In Nonlinear Programming 
(Ed.J. Abadie), North-Holland, Amsterdam (1967). 
9. L. Telegdi, Arrangements ofminimal variance - multidimensional scaling in the symmetrical case. Comput. 
Math. Applic. Reprinted in Symmetry 2 (Ed. I. Harglttai), Pergamon Press, O~Jord 15, pp. 137-146 (1989). 
10. K.V. Mardia, J.T. Kent and J.M. Bibby, Multivariate Analysis, Academic Press, New York (1979). 
11. L. Telegdi, Multiple multidimensional scaling: a new approach to the analysis of multidimensional contin- 
gency tables with appfication to congenital abnormalities, Mutton 4o, 277-298 (1982). 
12. J.A. Hartigan, Clustering Algorithms., Wile~/, New York (1975). 
13. L. Telegdi, Some notes on MMDS and the use of MDS for detecting consensus clusters, Comput. Stag. 
Quarterly 4, 267-280 (1989). 
14. J.A. George and J.W-H. Liu, Computer Solution of Large Sparse Positive Definite Systems, Prentice Hall, 
Englev~ood Cliffs, New Jersey (1981). 
15. P.Z. Chinn, J. Chv,ttalovK, A.K. Dewdney and N.E. Gibbs, The bandwidth problem for graphs and matrices, 
J. Graph Tit. 6, 223-254 (1982). 
16. A. Czeizel, L. Telegdi and G. Tusn~dy, Multiple Congenital Abnormalities, Akad~raiai Kicd5, Budapest 
(1988). 
