Joint full-waveform inversion (JFWI) combines reflection waveform inversion (RWI) and early-arrival waveform inversion to build a large-scale velocity model of the subsurface from long-offset data. The misfit function of JFWI requires an explicit separation between the short-spread reflections and early arrivals, the feasibility of which is illustrated with a real data case study. JFWI is alternated with a waveform inversion/migration of short-spread reflections to provide a short-scale impedance model. This model is needed for building the sensitivity kernel of RWI along the two-way reflection paths. The large-scale velocity macromodel built by JFWI can be used as the initial model for classic FWI to enrich the high-wavenumber content of the subsurface model. We have developed an application of this workflow to a real 2D ocean bottom cable (OBC) profile across a gas cloud in the North Sea to review its main promises and pitfalls. Viscoacoustic VTI seismic modeling allows us to account for attenuation and anisotropy effects in a passive way during JFWI and FWI. Using a smoothed version of an existing traveltime tomographic model as the initial model, we first find that the JFWI velocity macromodel is more accurate than the RWI counterpart thanks to the key contribution of the diving waves. Second, we find that the large-scale velocity model updated by JFWI provides a more accurate initial model for classic FWI than does the original smoothed tomographic model. However, because a data difference-based misfit function is used, 2D JFWI still suffers from cycle skipping when a crude 1D velocity model is used as the initial model; therefore, more robust misfit function should be designed to mitigate cycle skipping.
INTRODUCTION
Full-waveform inversion (FWI) is a promising tool for broadband seismic imaging. It seeks an optimal subsurface model that fits the recorded seismic data, using linearized inversion methods. Due to the nonlinearity of seismic waves with respect to model parameters, the method is sensitive to the initial guess of the subsurface, often being a smooth velocity macromodel. If the modeled data computed from this velocity model do not match the recorded data within a half-cycle, the inversion may be easily trapped into a local minimum (Tarantola, 1984; Virieux and Operto, 2009) . Robust datadriven inversion strategies can be used to mitigate this issue by frequency, time (scattering-angle), and/or offset continuations (Bunks et al., 1995; Shipp and Singh, 2002; Sirgue and Pratt, 2004; Brossier et al., 2009) . One can also consider more convex misfit functions such as those based on correlation (Luo and Schuster, 1991; van Leeuwen and Mulder, 2010; Luo et al., 2016) , deconvolution (Luo and Sava, 2011; Warner and Guasch, 2014) , dynamic warping (Hale, 2013; Ma and Hale, 2013) , or optimal transport measurement (Engquist and Froese, 2014; .
On the other hand, it is well-acknowledged that updating the long wavelengths of the velocity model by FWI is challenging in the deep part of the subsurface, where the aperture illumination provided by reflection data becomes insufficient and diving waves do not penetrate. In this setting, FWI mostly behaves as a leastsquares migration as opposed to a velocity macromodel building tool. This implies that alternative imaging methods should be used to update the long wavelengths of the deep structures before considering imaging the short to intermediate wavelengths by FWI. This issue is illustrated in Figure 1 , in which the resolution of FWI is analyzed in the framework of diffraction tomography (Devaney, 1984) . The wavenumber vector k imaged at a subsurface point is determined by the sum of the wavenumber vectors k S and k R associated to the source and receiver wavefields, respectively. Accordingly, the resolution along the dip defined by the angle φ depends on the aperture angle θ made by k S and k R . In the shallow zones, the aperture angle varies over a wide range from 0°( zero-offset reflection) to 180°(diving waves), leading to a broad wavenumber coverage ranging from zero to half the wavelength. On the contrary, only large values of kkk are probed in the deep zones where the angular coverage becomes narrower, leading to a deficit of long-wavelength reconstruction.
Many approaches have been proposed for updating low wavelengths at depth. Conventionally, ray-based tomographic methods are widely implemented due to their computational efficiency (e.g., Farra and Madariaga, 1988; Lambaré, 2008; Taillandier et al., 2009; Prieux et al., 2013b) . When limited-offset towed-streamer data are used, the tomographic methods mostly rely on reflection traveltimes (as opposed to first-arrival traveltimes) because the limited offset coverage prevents the diving waves from penetrating at sufficient depths. One pitfall of traveltime tomography is related to picking, which can be challenging for reflection phases performed either in the data domain or in the image domain. Alternatively, more automatic waveform-based approaches implemented in the image domain, such as differential semblance optimization (Symes and Carazzone, 1991) , have been proposed to avoid the picking issue. In these approaches, the reflection data are migrated to generate common-image gathers (CIGs) and the velocity analysis process seeks to maximize the flatness of the reflectors along the surface offset or angle axis. Other approaches rely on an extended model domain with space or time shifts and the velocity analysis process seeks to minimize the residual energy away from the zero shift (Sava and Fomel, 2006; Yang and Sava, 2011; Biondi and Almomin, 2012; Sun and Symes, 2012; Lameloise et al., 2015) .
Inspired by the pioneering work of Chavent et al. (1994) and Clément et al. (2001) , data-domain waveform inversion strategies, referred to as reflection waveform inversion (RWI) in this paper, have been recently revisited to build the velocity macromodel (Xu et al., 2012; Zhou et al., 2012; Wang et al., 2013; Brossier et al., 2015; Staal, 2015; Wu and Alkhalifah, 2015; Guo and Alkhalifah, 2016; Alkhalifah and Wu, 2017) . This method uses a prior shortwavelength reflectivity or perturbation model to compute the waveform residuals of the reflected waves, which are then projected along the two-way reflection wavepath to update the velocity model. A key property of RWI is the limited sensitivity to cycle skipping at near offsets provided that a new reflectivity is built by migration each time a new velocity model is updated. This migration effort can be relaxed by performing the velocity update in the pseudo-time domain to take advantage of the seismic invariance of zero-offset traveltimes (Plessix, 2013; Brossier et al., 2015) .
With the development of long-offset wide-azimuth acquisition geometries, increasing amounts of early arrival data (diving waves, refracted waves, and postcritical reflections) are recorded by towedstreamer or sea-bottom acquisitions. Waveform inversion of early arrivals (EWI) (Shipp and Singh, 2002; Sheng et al., 2006; Sirgue, 2006; Shen, 2014) is suitable to preferentially sample the low vertical wavenumbers of the subsurface along subhorizontal wavepaths (Sirgue and Pratt, 2004) . On the other hand, RWI is more suitable to sample low horizontal wavenumbers along subvertical wavepaths (Appendix A). Therefore, it is valuable to combine EWI and RWI to sample a wide wavenumber spectrum of the subsurface (Zhou et al., 2015; Alkhalifah and Wu, 2016) . Wang et al. (2015) present a real data case study, in which refracted and reflected waves were used to update the velocity macromodel. In our former work (Zhou et al., 2015) , we proposed a unified formulation that naturally introduced diving waves into the RWI approach. With a synthetic case study inspired from the Valhall oil field, we showed that using the diving waves in addition to the reflection counterparts leads to a significant improvement of the velocity macromodel in the shallow part, which translates to more accurate reflector images at depth. We were able to do so when starting from a crude 1D velocity model. The final joint FWI (JFWI) macromodel can be naturally used as the initial model of classic FWI to increase the high-wavenumber content of the velocity structure.
This study aims to further assess the promises and pitfalls of JFWI with a real 2D OBC data set collected across a gas cloud in the North Sea (Prieux et al., 2011 (Prieux et al., , 2013a Operto et al., 2015) . A first velocity model was built by reflection traveltime tomography (courtesy of BP) and was used by Operto et al. (2015) as the initial model to perform 3D frequency-domain FWI. The relevance of the resulting FWI velocity model has been verified by time-domain seismic modeling and source-wavelet analysis, and the model shows a clear image of a gas cloud above the reservoir level. In the present study, we use a 2D section of this 3D model across the gas cloud as a reference model to assess our velocity models built by JFWI and FWI in 2D geometry. This paper is organized as follows: First, we verify that 2D viscoacoustic modeling in the reference velocity section is sufficient to reproduce the amplitudes of the recorded phases. Then, we apply RWI and JFWI starting from a smoothed version of the reflection traveltime tomographic model. We show that JFWI outperforms RWI in the gas-cloud region. Then, the improved velocity macromodel built by JFWI is assessed as the initial model of classic FWI. We show that the FWI velocity model inferred from the JFWI model is more accurate than the FWI model inferred from the smoothed tomographic model. This result is observed because the horizontal wavenumber content of the JFWI model has been enriched in the Figure 1 . Spatial resolution of diffraction tomography and its connection with acquisition geometry. The wavenumber vectors associated with the rays connecting the source and the receiver to the diffractor are denoted by k S and k R , respectively. The dip angle is denoted by φ and the aperture (or scattering) angle by θ. The wavenumber vector k ¼ k S þ k R is the spectral component mapped to the subsurface model at the diffractor point during FWI.
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low-velocity gas cloud by RWI compared with that of the smoothed tomographic model. The sensitivity of JFWI to inaccurate amplitudes in the reflectivity and to the cycle skipping of early arrivals will be reviewed in the "Discussion" section. Finally, we draw some conclusions from this case study and propose the perspectives of this work, particularly the one associated with the mitigation of the cycle-skipping issue.
METHODOLOGY
Assuming that some spectral gap exists at intermediate wavenumbers (Claerbout, 1985; Jannane et al., 1989; Lambaré et al., 2014) , we can separate the subsurface model m into two scale components: a large-scale macromodel denoted by m 0 and a short-scale reflectivity or perturbation model denoted by δm. The scale separation is imposed such that the macromodel m 0 only controls the kinematics of wave propagation whereas the perturbation δm generates all reflection/diffraction phenomena. In the RWI and JFWI approaches, we seek to iteratively update m 0 assuming that δm is known during each iteration. This assumption requires recomputing δm after each m 0 update. The misfit function of RWI, which updates m 0 from reflection data only, is given by
where d r denotes the recorded reflection data and δu denotes the computed full scattered wavefield, namely, the difference between the wavefield computed in m 0 and δm (i.e., uðm 0 ; δmÞ) and the wavefield computed in m 0 only (i.e., u 0 ðm 0 Þ). The real-valued operator R samples the computed full-scattered wavefield at receiver positions and W r is a weighting operator.
In the JFWI formulation of Zhou et al. (2015) , we consider one additional term associated to early arrivals (direct waves, diving waves, refractions, and postcritical reflections) in the misfit function:
where d e denotes the early arrivals and W e is the associated weighting operator. This additional term is nothing but the misfit function used in EWI. Note that the two separated terms imply an explicit separation between early arrivals and short-spread reflections; otherwise, high-wavenumber components will be introduced in the m 0 update (remember that the scale separation assumption requires no high-wavenumber update for m 0 ). Later, when considering the realdata application, we will describe how we separate the early arrivals from the reflection events by time windowing.
The JFWI gradient is given by
where
0 Þ denotes the adjoint field computed in m 0 using the diving wave residual as the source term, λ r 0 ¼ λ r 0 ðm 0 Þ denotes the adjoint field computed in m 0 using the reflection data residual as the source term, and δλ r ¼ δλ r ðδm; m 0 Þ ¼ λ r ðm 0 ; δmÞ − λ r 0 ðm 0 Þ denotes the full-scattered adjoint field using the reflection data residual as the source term. The symbol ⋆ denotes the zero-lag crosscorrelation operation. The first two terms actually represent the sensitivity kernel of the RWI, whereas the third term represents the kernel of the EWI.
Regrouping quantities in equation 3 leads to an equivalent expression that is more appropriate for computational efficiency:
The gradient can be computed via the summation of two quantities G 1 and G 2 (Figure 2) . The first quantity G 1 , using the reflection data residual as the source term in the adjoint-state equation, corresponds to the RWI gradient to which the undesired migration isochrones are added. The second one G 2 is similar to the classic FWI gradient, but the polarity of the migration isochrones related to the reflection data residual is reversed (note the minus sign in front of λ r 0 in G 2 ), such that the undesired migration isochrones in G 1 are totally canceled out after summation, giving the JFWI sensitivity kernel with only low-wavenumber content. Thanks to the explicit data separation, we are able to reverse the sign of the migration isochrones by just changing the sign of the reflection data residual. These two quantities can be computed in a similar manner of computing the gradient of classic FWI. Therefore, the time complexity of the JFWI gradient is as twice as the one of the classic FWI gradient, whereas no memory overhead is generated by JFWI.
The subsurface parameterization is an important issue in the sense that it should favor the scale separation between the macromodel and the perturbation model underlying RWI-based methods. We consider the parameterization of the P-wave velocity V P and acoustic impedance (I P ¼ V P × ρ, where ρ denotes the density). Because the forward-scattering regime associated with V P will update its long-wavelength components and the backward-scattering regime associated with I P will update its short-wavelength components, we parameterize m 0 with V P and δm with δI P accordingly (Zhou et al., 2015) . In practice, δI P is computed by a classic iterative nonlinear FWI algorithm applied to near-offset reflection data. Such offset selection guides FWI toward the high-wavenumber updates of the subsurface, in addition to the V P -I P parameterization. Therefore, FWI is recast as an iterative least-squares migration in this short-spread reflection setting. We think this particular FWI algorithm is more suitable to recover the true amplitude of δI P than Figure 2 . Three-step workflow to compute JFWI gradient. G 1 : RWI gradient to which the migration isochrone is added (the red line representing the prior reflector). G 2 : classic FWI gradient with polarity-reversed migration isochrone. G 1 þ G 2 : the exact JFWI gradient.
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least-squares reverse time migration, or a computationally efficient linear ray-based waveform inversion, in which the forward problem is linearized with the Born approximation (e.g., Thierry et al., 1999) . The first reason is that a two-way wave-equation modeling engine accounts for the free-surface multiples in a more natural way than the ray-based counterpart through the implementation of the free-surface boundary condition. The second reason is that in FWI iterations, the reflectivity from the previous iterations is injected into the background model of the current iteration, which improves the amplitude fit of reflections and can help to account for internal multiples and multiscattering during seismic modeling. The third reason is that the nonlinear term of the Hessian can further help to remove artifacts from the δm gradient associated with double-scattering paths. The computational burden of Hessian evaluation can be relaxed by adopting the quasi-Newton limitedmemory Broyden-Fletcher-Goldfarb-Shannon (l-BFGS) scheme, which approximates the Hessian matrix by several historical gradients (Nocedal, 1980) . Hereafter, we will refer to this special FWI as IpWI.
Using similar symbols as in equation 1, we can formulate the misfit function of IpWI as follows:
where the operator W mutes data outside the offset selection window and δu denotes the full-scattered wavefield (including multiples). In summary, a cycle workflow that alternates JFWI and IpWI is proposed (Algorithm 1). A smooth initial velocity model V ð0Þ P is a necessary input of the workflow. By smooth, we mean that this velocity model must not produce precritical reflection during seismic modeling. To perform full-waveform modeling, we also need a smooth impedance model I P0 , which can be inferred from V ð0Þ P using a Gardner relation. Then, we enter the cycle workflow. In the kth cycle, we first estimate the source wavelet using the final velocity model of the previous cycle V ðk−1Þ P (or the initial one V ð0Þ P ), as well as I P0 . Then, we initialize δI ðkÞ P to zero and iteratively update it in a nonlinear way by IpWI, using V ðk−1Þ P as background velocity model. Indeed, we have to regenerate a new δI ðkÞ P from the current background velocity model V ðk−1Þ P in each cycle before JFWI to honor the seismic invariance of zero-offset traveltimes. Note that although the IpWI iterations are performed in a nonlinear way, the smooth I P0 is never updated during these iterations because IpWI is designed to focus on short-wavelength subsurface updates. In other words, the I P0 model is used in a passive way for the purpose of seismic modeling in each cycle. Finally, we iteratively build V ðkÞ P by JFWI using V ðk−1Þ P as the initial velocity model and δI ðkÞ P as the prior perturbation model, respectively. The output of JFWI, i.e., V ðkÞ P , will be used as the initial velocity model for the next cycle. Furthermore, each cycle involves two successive iterative updates of δI P and V P . The relevance of these two levels of iteration will be commented on in the "Discussion" section. In the end, the final large-scale V P model of the IpWI + JFWI workflow could be considered as a potential initial model for classic FWI.
From our practical experience, one should use the same frequency band to perform IpWI and JFWI in one cycle. In other words, we do not recommend using higher frequencies during IpWI relative to JFWI, although high-wavenumber imaging is desired from IpWI. This is because JFWI actually requires accurate reflection coefficients, within the considered frequency band, to well reproduce the reflection amplitudes at all offsets. If a different band is used, inaccurate modeled amplitudes may contribute to irreducible misfits during JFWI and damage the quality of the velocity update accordingly. On the other hand, sufficiently broadband data are more desirable than low-pass filtered data for JFWI because more impulsive seismograms can facilitate data separation by time windowing (Wang, 2015) . For this reason, we implement JFWI in the time domain where broadband data can be managed more naturally.
APPLICATION TO VALHALL DATA SET Presentation of target and data
The target area is the shallow-water (70 m) Valhall oil field located in the North Sea Sirgue et al., 2010; Prieux et al., 2011 Prieux et al., , 2013a Operto et al., 2015) . A permanent OBC array was installed in 2003 for frequent analysis of the field (Yang et al., 2016a) . This hydrophone array recorded 50,000 shots at 5 m depth covering an area of 15 × 8 km 2 . In this 2D study, we process one OBC line crosscutting a gas cloud (Figures 2 and 4 in Sirgue et al., 2010) . A velocity model has been built by 3D reflection traveltime tomography (courtesy of BP) and the corresponding 2D section is shown in Figure 3a . The gas cloud in this paper is a low-velocity blob manifesting itself between 1 and 2.5 km depth embedded in the overburden (soft sediment) and above the top hard chalk (THC) reflector at 2.5-3 km depth. Using this tomographic model as the initial model, 3D frequency-domain FWI has largely increased the resolution of the velocity model ( Figure 3b ). The gascloud image is deblurred. A series of flat reflectors is imaged in the sedimentary layers, including those across the gas cloud and the base cretaceous reflector below the reservoir.
The selected OBC line provides a maximum offset of 13.44 km. We process the shots and receivers in a reciprocal way to minimize the number of forward simulations. The data preprocessing consists of data normalization, Scholte wave elimination, and band-pass Butterworth filtering, followed by wavelet reshaping. Specifically, each receiver gather is first normalized by its maximum amplitude. Then, we filter out the Scholte wave in the f-k domain. The ringing effect caused by aggressive band-pass filtering is mitigated by wavelet reshaping, which is designed in a similar way as a predictive deconvolution filter (Yilmaz, 1987) , such that the data separation between early arrivals and short-spread reflections can be simply implemented by time windowing (introduced later). No multiples elimination is applied in the preprocessing. Algorithm 1. Cycle workflow of alternating δI P and V P inversions.
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Two representative receiver gathers after preprocessing (3-7.1 Hz frequency band) are shown in Figure 3c and 3d. Main body-wave phases are identified by different curves. The direct wave (the green lines) shows amplitude variations at short offsets (e.g., x ¼ 13 km in Figure 3d ), as it interferes with the reflected waves from sedimentary layers (the blue curve). The strong reflection from the THC reflector is delineated by the red curves and is followed by deep reflections and multiples after 5 s at short offsets. Due to the low-velocity gas cloud, the right-side branch of the reflected waves in Figure 3c arrives later than their left-side counterparts leading to nonhyperbolic shapes, unlike in Figure 3d (the blue and red curves) in which short-spread reflections are not affected by the gas cloud. At far offsets, the diving waves (the dashed green lines) have lower amplitudes than the direct waves due to long propagation distances, attenuation, and lower velocity gradient in the gas cloud. Because of the high velocities in the deep zone, the critical and postcritical branches of the THC reflection (the dashed red line) travel faster than the direct waves. Furthermore, the refracted wave from the THC reflector (the purple line) has been delayed by the low velocities in the gas cloud and is not recorded as a first arrival.
For accurate modeling of the water layer (70 m thick), we use a 143 × 477 regular mesh with 35 m grid size to discretize the subsurface parameters (V P and I P ). The forward problem is performed with a OðΔt 2 ; Δx 4 Þ 2D staggered-grid finite-difference method (Levander, 1988) . The associated CFL condition allows a sampling rate of 5 ms, leading to 1600 time steps for the 8 s time window. We consider a maximum frequency of 7.3 Hz to satisfy the criterion of five points per minimum wavelength (175 m). Except for the free surface, convolution perfectly matched layers (e.g., Bérenger, 1994; Komatitsch and Martin, 2007) are added to the edges of the model to avoid artificial boundary reflections.
On the footprint of attenuation: Is viscoacoustic modeling required?
Before the inversion, we cautiously made a decision concerning the modeling tool for wavefield simulation. Former studies (e.g., Figure 23 in Operto et al., 2015) have confirmed that this data set has negligible elastic effects due to mild velocity contrasts. Anisotropic effects are significant as indicated by the ϵ and δ models built by reflection traveltime tomography (Figure 4a and 4b, courtesy of BP). These models are accurate enough to predict the first-arrival traveltimes and are therefore suitable for FWI applications (e.g., Figure 8 in Operto et al., 2015) . However, using an acoustic VTI modeling code does not provide a satisfactory data match, even with the existing 3D FWI velocity model of Operto et al. (2015) . Figure 5a shows a direct comparison in the far-offset diving-wave window between the observed data and the synthetic data computed by acoustic modeling. We can see some mismatches between the recorded and modeled direct and diving waves, which are attributed to the attenuation footprint when the P-waves propagate through the soft sediments and gas cloud. Indeed, Operto et al. (2015) are able to reconstruct a high-resolution velocity model by viscoacoustic modeling based on the Kolsky-Futterman attenuation model using a homogeneous model of the quality factor (Q P ¼ 200 below the water bottom as inspired from Prieux et al., 2011) . The necessity of viscous modeling for a robust inversion scheme has been reviewed by the synthetic study of Kurzmann et al. (2013) , who have shown a significant improvement of the velocity model if attenuation is considered even with a crude Q P background model. These studies and the data mismatch shown in Figure 5a prompt us to perform viscoacoustic modeling. With our prior geologic knowledge of the field and validations from numerical tests, we build a background Q P model by assigning strong attenuation in the shallow sedimentary layers and gas cloud. Considering that the sedimentary layers and gas cloud are low-velocity structures, we assume that Q P is related to V P above the THC by a polynomial function given by Q P ¼ 95.17 × ðV P − 1.3Þ 2.5 þ 50 (for 1.5 ≤ V P ≤ 2.5 km∕s). The resulting Q P model derived from the 3D FWI V P model is shown in Figure 4 (note Q P ≈ 50 in the gas cloud). Below the THC, we assume Q P ¼ 200. We use three standard linear solid mechanisms (Emmerich and Korn, 1987; Carcione et al., 1988; Robertsson et al., 1994; Moczo and Kristek, 2005 ) to achieve a nearly frequency-independent Q P (Plessix, 2016; Yang et al., 2016b) . The modeled seismograms computed by viscoacoustic modeling (Figure 5b ) now show a far better agreement with the recorded ones. However, we still notice that a portion of the early arrivals (pointed by black arrow) is not reproduced by our viscoacoustic VTI modeling tool. This mismatch is attributed to the 2D geometry assumed by our modeling algorithm. We verify this statement by performing 3D viscoacoustic modeling in the reference FWI model (Figure 5c ). The modeled seismograms now reproduce the previously lacking diving waves, suggesting that they are produced by off-plane propagations and cannot be taken into account by 2D simulations. Because such phases are difficult to be filtered out in the preprocessing stage, we leave them in the data set. One has to keep in mind that the velocity models developed in the following might be hampered by these 3D effects.
Considering that we aim to build the low wavenumbers of V P and the high wavenumbers of I P , we smooth the ϵ and δ models and use them as passive parameters during JFWI and RWI. Smooth Q P models are derived from updated V P (smooth) models by using the aforementioned analytical relation before source estimation and inversion.
Initial model and data separation
The tomographic velocity model (Figure 3a ) cannot be directly used as the initial model for JFWI and RWI because it presents a sharp velocity contrast at the 2.5 km depth. Therefore, we smooth this model with a 2D Gaussian filter (correlation length = 240 m) as shown in Figure 6a . In addition, JFWI requires separating shortspread reflections from early arrivals beforehand. This might require a cautious analysis of the data anatomy and careful Figure 5 . Comparison of far-offset diving waves from the observed gather (replot of Figure 3d in blue-white-red color scale) and synthetic gather (plot in a variable area black wiggle display). The two data sets are in phase if the black area covers the blue part of the real data. The synthetic gather is computed by using (a) 2D acoustic, (b) 2D viscoacoustic, and (c) 3D viscoacoustic modeling tools, respectively. We choose the 2D viscoacoustic modeling tool for the sake of numerical accuracy and efficiency. preprocessing (e.g., wave-separation techniques may be needed to handle diffractions in case of complex topography). Alternatively, we can model two wavefields with and without the prior perturbation model and generate the reflected (or scattered) wavefield by subtracting the two fields. In this study, because the bathymetry and subsurface structures are reasonably flat, we bypass this modeling exercise and define the time window for data separation with an analytical relationship. Note that because the diving waves and the postcritical reflection waves contribute to long-wavelength update of the subsurface, we process them as early arrivals (see Appendix B for a discussion on why postcritical reflections should be used as early arrivals). The time window used to select early arrivals begins at t ¼ 0 s and ends at tðhÞ ¼ ð1.59 þ h∕1.608Þ s; h ≤ 5 km; 8 s; h > 5 km;
where h denotes the offset (in km). The rest of the data are processed as short-spread reflections. On the other hand, we use only near-offset reflections (<500 m) in IpWI to build the high-wavenumber perturbation model.
RWI, JFWI, and FWI results

Macro velocity building by JFWI and RWI
We perform RWI and JFWI to highlight the added-value provided by diving waves during the velocity macromodel building. In both cases, the data are band-pass filtered in the 3-5.1 Hz frequency band and we do not use any data weighting (i.e., W e , W r are equal to the identity matrices) nor do we use offset continuation strategies during inversion. In each cycle, we perform 5 l-BFGS iterations for IpWI and 10 preconditioned steepest-descent iterations for RWI or JFWI, respectively, using the SEISCOPE Optimization Toolbox . Other optimization schemes such as the conjugate gradient method can lead to similar results, but they may not be as efficient as l-BFGS on the IpWI side. We will go back to this point later in the "Discussion" section. We stop the cycle workflow when the velocity update is negligible. The velocity models built by RWI and JFWI are shown in Figure 6b and 6c, respectively. Both models tend to decrease the velocities in the gas cloud relative to the initial model. In Figure 7a and 7b, we compare their vertical profiles at x ¼ 11 and 12 km with those of the initial model and the reference FWI model from Operto et al. (2015) (i.e., Figure 3b ). At z < 1 km depths, JFWI improves the velocity model by building a high-velocity zone (black arrows), whereas the RWI model does not significantly update the initial model. This shallow update is observed because JFWI exploits diving waves that propagate in the upper structure, unlike RWI, which highlights that the sensitivity kernel associated with reflected waves provides limited information on the shallow structure at least for the considered frequency range. This shallow improvement in the JFWI model leads to a more accurate reconstruction of the deeper structure relative to RWI. The most cogent illustration is shown on the profile at x ¼ 11 km, where JFWI closely matches the large-scale variations of the reference profile (the gray arrow), unlike the RWI profile that shows a smoother trend. This behavior is expected because the vertical resolution of RWI is poorer than that of EWI, and hence JFWI (Appendix A). At the 12 km position, we observe a sharper low-velocity zone in the reference model, whose trend cannot be precisely matched by the smooth JFWI model. However, the JFWI profiles clearly deviate from the initial model toward the reference model by generating an upper high-velocity zone above the gas cloud where the velocity is reduced. This trend is much better reproduced in the JFWI model than in the RWI one. Indeed, further resolution improvements of the JFWI model at this location are expected from the wide azimuth illumination that would be provided by 3D acquisition geometry. Furthermore, the RWI model seems to deviate from the reference profile. This behavior is probably due to an overestimation of lateral inhomogeneities by the RWI sensitivity kernel, which has been mitigated in JFWI thanks to the model constraints provided by early arrivals.
We further assess the RWI and JFWI models by using them as background models for migration/inversion (i.e., the IpWI step of Algorithm 1). The profiles of the migrated images generated from the RWI, JFWI, and the reference models are shown in Figure 7c and 7d at the same horizontal positions. At x ¼ 11 km, the mismatch between the migrated profiles inferred from the RWI and the reference models increases with depth more significantly than for the JFWI model (2.5 km depth). Not surprisingly, these mispositionings in depth are more pronounced at x ¼ 12 km, where the velocity contrasts in the reference model are sharper.
The data fits achieved by the initial, RWI, and JFWI models are shown in Figure 8 . The full-synthetic seismograms are computed in subsurface models, including the large-scale information from the RWI/JFWI V P model and the short-scale information from the IpWI δI P model (the I P0 model is the same as the initial one). The initial model allows us to fit the observed data at short offsets, whereas significant mismatches between recorded and modeled diving waves (the black arrow) at long offsets indicate inaccurate velocities in the shallow part of the model. Moreover, the mismatches between recorded and modeled postcritical reflection (the gray arrow) indicate overestimated velocities in the gas cloud. The green lines in Figure 8b and 8c delineate the boundary along which the early arrivals are separated from the reflected waves for RWI and JFWI. The time windows above and below the line select the early arrivals and the short-spread reflections, respectively. Keep in mind that the early arrivals are muted during RWI. In the case of RWI, the mismatches between the recorded and modeled diving waves (the black arrow) and postcritical reflections (the gray arrow) show that reflection data alone cannot sufficiently recover the low-wavenumber content of the subsurface, particularly along the vertical dimension. On the other hand, the improved data fit achieved by JFWI data further confirms that a more accurate velocity model with a broader wavenumber spectrum was built thanks to the additional information carried out by diving waves (Figure 8c ).
FWI for broadband velocity imaging using different initial models
For broadband imaging, we perform classic 2D FWI with the l-BFGS scheme using two successive frequency bands 3-5.1 and 3-7.1 Hz. The final FWI model using the JFWI model as the initial model is shown in Figure 9a . The vertical profiles show that this reconstruction matches the reference model well, especially at z < 2.5 km depths (Figure 9b and 9c) . Interestingly, we note that this velocity model is even more oscillatory than the reference model, possibly due to the Gibbs effects resulting from a deficit of wavenumber illumination given the 2D acquisition geometry. Another reason might be due to the different attenuation models used in the two implementations. More precisely, compared with Operto et al. (2015) , we use lower Q P values in the gas cloud that have contributed to sharpen the velocity contrasts. Horizontal profiles across the gas cloud show that FWI further improves the low-to intermediate-wavenumber content of the subsurface simultaneously with the high-wavenumber one (Figure 9d ). This improvement is observed because the wide-aperture illumination provided by the OBC geometry is suitable to update a broad band of wavenumber components when the full data set is processed altogether as in classic FWI (Pratt and Worthington, 1990 ). We perform a second FWI using the smoothed version of the tomographic model (Figure 6a ) as the initial model. Our aim is to check if the JFWI model has provided an improved initial model for FWI compared with the smooth tomographic model. Although the final FWI model inferred from the smooth tomographic model (Figure 10a ) looks similar to that inferred from the JFWI model, a close inspection of its horizontal profile across the gas cloud reveals that it does not fully recover the low velocities in the gas cloud (Figure 10b , the black arrow). In fact, FWI updates the intermediate-to short-wavelength variations without fully recovering the long wavelengths of the gas cloud ( Figure 10b , the blue curve), unlike the previous one starting from the JFWI model ( Figure 10b , the green curve). Because FWI has negligible sensitivity to the low horizontal wavenumbers carried by reflected waves, it cannot update these low wavenumbers that are needed to properly image the gas cloud. Imaging these low wavenumbers along the reflection paths before FWI is precisely the aim of JFWI.
The data fit achieved by the two broadband FWI models is of similar quality except for the far-offset diving waves ( Figure 11 , the black arrows). The seismograms computed in the JFWI + FWI model do not fit a portion of the diving waves, which is desirable because these phases actually come from off-plane propagation (see Figure 5 and the section "On the footprint of attenuation: Is viscoacoustic modeling required?"), unlike the second FWI model. It is possible that during the second FWI implementation, the synthetic diving waves were shifted to earlier traveltimes by producing relatively higher velocities in the gas cloud ( Figure 10b , the black arrow), such that the associated misfit value is reduced (i.e., cycle skipping). In contrast, thanks to the reflection-associated horizontal wavenumber constraints that have been emphasized by JFWI, the first FWI implementation does not have sufficient freedom to fit these off-plane arrivals. This 3D effect might explain why the JFWI model followed by the FWI model is more reliable than the tomography followed by FWI alone.
The values of the L2 norm-based misfit function before and after FWI are listed in Table 1 . For each FWI implementation, the misfit is successfully reduced. However, comparing the misfit of the two FWI implementations at the same stage (row-wise) shows that the misfit associated to the second implementation (tomography + FWI) is The profile inferred from JFWI followed by FWI (the green curve) closely matches the reference profile (the black curve), unlike the profile inferred from the tomography followed by FWI (the blue curve).
smaller than the misfit of the first implementation (JFWI + FWI) except at the initial stage. This may result from the fact that the second FWI has fit the off-plane diving waves at the expense of the quality of the velocity model. Therefore, the global minimum of the misfit function is no more associated to the solution representing the real subsurface structures. One may adopt a particular regularization scheme to overcome this kind of bias, but one might have to tune the hyperparameters and/or incur extra costs. On the contrary, by improving the quality of the initial model, we manage to converge to a physically meaningful result without regularization.
Migration-based quality control
We assess the quality of the velocity models in terms of kinematic accuracy by analyzing the focusing of migrated images computed by RTM. The 3-7.1 Hz band is considered. The maximum offset is chosen to be 5 km because larger offsets would inject spurious lowwavenumber components into the migrated images without increasing the high-wavenumber content. The anisotropic models ϵ and δ are same as in Figure 4a and 4b. The density model is inferred from the velocity model under assessment by a Gardner relation. Figure 12 shows the migrated images computed in the macro velocity models of Figure 6 . The reflector marking the top of the gas cloud (the green arrows) is partially repositioned downward by RWI. However, its discontinuous character at x ¼ 11 km highlights the lack of accuracy of the shallow RWI velocity model. In contrast, JFWI leads to a more focused image of the reflectors marking the top and bottom of the gas cloud (the green and blue arrows, respectively). Figure 13 shows the migrated images computed in the two broadband velocity models built by FWI (Figures 9 and 10 , respectively). We focus our attention on two areas located in the gas cloud (the yellow arrows) and below (the red arrows), where we expect the JFWI + FWI model to be more accurate than the tomography + FWI counterpart. Indeed, the migrated image computed in the JFWI + FWI model is more focused than the one computed in the tomography + FWI model. These statements are further verified in the following section by the analysis of surface-offset domain CIGs.
Quality control by surface-offset domain CIGs
We assess the quality of the velocity models in terms of kinematic accuracy by measuring the flatness of events in CIGs. The 3-7.1 Hz band is considered. The maximum offset is chosen to be 8 km because longer offsets mainly record early arrivals. The anisotropic and density models are the same as in the section "Migration-based quality control." Figure 14 shows the CIGs computed in the macro velocity models of Figure 6 . In the near surface (the green arrows), the RWI background model does not lead to any improvements compared with the tomography model because it fails to recover the aforementioned localized high-velocity zone (see Figure 7a and 7b, the black arrows), whereas the JFWI model greatly improves the continuity and flatness of the shallow events thanks to the higher kinematic accuracy provided by the diving waves. The usefulness of early arrivals in JFWI to improve shallow imaging relative to reflection-based velocity model building is fairly consistent with the result of Prieux et al. (2011) (their Figure 10) , who compared CIGs computed in a tomography and FWI models located a few kilometers southward. At greater depths, where we have more significant illumination from reflected waves with offsets, RWI marginally improves the flatness of the events compared with the tomography model (the yellow arrows). On the other hand, the improvements provided by the JFWI model are visible at the reservoir depth level below the gas cloud, where the Figure 13. Migrated images using the two FWI V P models starting from (a) smoothed tomographic V P and (b) JFWI V P , respectively. Yellow arrows: images of reflectors across the gas cloud. Red arrows: images of THC reflectors at the bottom of the gas cloud. The image focusing is better in (b) due to a more reliable FWI V P model.
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migrated image computed in the JFWI model shows a more continuous reflector (the blue arrows). Below the reservoir, the kinematic errors of the RWI model accumulate particularly below the gas cloud leading to significant mispositionings of energetic events (the purple arrows). In contrast, we do not observe such mispositionings in the JFWI gathers. At the base Cretaceous reflector between 3.5 and 4 km depth, we observe more lateral coherency from one gather to the next in the JFWI results (the red arrows).
In Figure 15 , we show the CIGs computed in the two broadband velocity models built by FWI (Figures 9 and 10, respectively) . Because the main differences between the two velocity models are observed in the gas cloud, we focus on the CIGs located between x ¼ 9 and 12 km. Although our former assessment concluded that the JFWI + FWI model is more reliable than the tomography + FWI counterpart, the nonflat events pointed by the blue arrow of Figure 15b tend to weight this conclusion. One possible reason is that the ϵ and δ models have been used in a passive way during JFWI and FWI, and inaccuracies of these models might have locally prevented reliable velocity updates during JFWI and FWI. Accordingly, anisotropic multiparameter JFWI and FWI should be viewed to improve these results (e.g., Guitton and Alkhalifah [2017] in a similar environment). Apart from that, the events above the THC reflector are generally more continuous and flatter in the CIGs computed in the JFWI + FWI model (the yellow and red arrows).
DISCUSSION
We have combined the early arrivals and reflected waves in a unified workflow for velocity macromodel building and have applied our workflow to a 2D OBC line acquired in the Valhall oil field. The data set shows significant attenuation footprint, which prompts us to perform viscoacoustic forward modeling to reproduce the waveform as accurately as possible. Compared with RWI, which relies on reflected waves only, JFWI builds a more accurate velocity model. Quantitative assessment of the velocity models and data fit shows that the low-wavenumber content of the velocity macromodel has been significantly enriched during JFWI. The quality of this macromodel is further assessed as an initial model for classic FWI, which further widens the range of updated wavenumber components. In particular, we show how the low horizontal wavenumbers, which are difficult to update by classic FWI at great depths, have been nicely recovered by JFWI. Below, we discuss two aspects that affect the robustness of JFWI.
On the number of iterations in each cycle
The purpose of IpWI in the cycle workflow (Algorithm 1) is to build prior reflectivity for JFWI. Because we recast IpWI as an iterative linearized inversion, a suitable number of iterations should be Figure 15 . The CIGs from the two FWI V P models starting from (a) smoothed tomographic V P and (b) JFWI V P , respectively. Blue arrows: event flatness is unexpectedly worse in (b). Yellow arrows: inside the gas cloud, where event continuity is improved by using JFWI V P as initial model (b). Red arrows: on the THC, where event continuity is influenced by the high-velocity artifact pointed out in Figure 10b. found. On one hand, too many iterations increase the computational cost. On the other hand, having too few iterations leads to incomplete reconstruction of the impedance contrasts, which in turn inject artifacts in the gradient during the subsequent JFWI step. Let us take the first cycle as an example (Figure 16 ). Figure 16a shows the migrated image obtained from five IpWI iterations based on the l-BFGS scheme, whereas Figure 16b shows the image from one IpWI iteration only, which is equivalent to a line search procedure. The five-iteration IpWI generates a reflectivity image with reliable amplitudes, leading to nonnegligible reflection energy in the synthetic data, unlike the one-iteration IpWI (Figure 16c and 16d) . As a result, the JFWI gradient in the former case includes nearly equal contributions from diving and reflected phases, respectively, leading to a reasonable reconstruction of the gas-cloud image, whereas the JFWI gradient in the latter case is dominated by the contributions from diving waves only (the circles in Figure 16e and 16f) . Note that, in Figure 16f , the gradient tends to undesirably increase the velocity in the shallow part of the gas cloud, a consequence of a poor impedance model that fail to boost the reflection-associated sensitivity kernel in the JFWI gradient; in this case, JFWI reduces to classic FWI.
Therefore, the number of IpWI iterations should be sufficient to recover the reflection coefficients (true-amplitude imaging condition) in the impedance parameter. Alternatively, a quasi-Newton scheme such as l-BFGS can be performed to approach the same resolution with fewer iterations (taking curvature into account). This is why we chose l-BFGS for the more linear IpWI problem. Moreover, the asymptotic preconditioner proposed by Métivier et al. (2015) for FWI of short-spread data can serve as an efficient tool to speed up the convergence of IpWI and reduce the number of iterations accordingly.
The same question can be asked about the number of JFWI iterations performed in each cycle. One may perform a large number of iterations to make the low-wavenumber update more significant before performing a new set of IpWI iterations. On the other hand, a significant velocity update would require regenerating the reflectivity accordingly so as to preserve the invariance of zero-offset traveltimes. Therefore, a proper number of JFWI iterations needs to be found. Considering this, we deliberately use the preconditioned steepest-descent method for JFWI, which provides "modest" velocity updates in a sense that the zero-offset traveltimes are not changed remarkably; l-BFGS was also tried, but the update was too significant and artifacts were easily generated due to the presence of noise. Nevertheless, a more elegant way would be to design the JFWI in the pseudo-time domain in which the invariance of zero-offset traveltimes is naturally guaranteed (Plessix, 2013; Brossier et al., 2015) , and thus we can perform more JFWI iterations before IpWI in the next cycle.
On the sensitivity to the initial model
We find that JFWI is prone to cycle skipping when the initial model inaccurately predicts the traveltimes of early arrivals. To illustrate this issue, we average the former 2D smoothed tomographic model to build a crude 1D initial velocity model (Figure 17a) . The JFWI velocity model using the 1D initial model exhibits a pair of high-velocity subvertical patterns above the THC depth level (the dashed curves). Figure 17c and 17d shows the fit of the postcritical reflections (the green arrows) and diving waves (the black arrows) achieved by the 1D initial and JFWI models, respectively. Due to the overestimated velocity in the gas cloud of the 1D initial model, neither the postcritical reflections nor the diving waves are properly matched (Figure 17c) . Subsequently, JFWI fails to recover the structure of the gas cloud with a sufficient accuracy to match the postcritical reflections (Figure 17d ). The waveform of the diving waves was apparently fitted; however, this is a cycleskipped fit as illustrated in Figure 17e . It is evident that JFWI has decreased the misfit function with an overestimated traveltime lag, a typical cycle-skipping phenomenon caused by poor initial models. Using shorter offsets may help to mitigate cycle skipping, but this will limit the band of low wavenumbers that can be retrieved. Therefore, JFWI still requires a reasonable initial model, especially when the L2 norm-based misfit function is considered. 
CONCLUSION
We have presented an application of 2D JFWI on real ocean-bottom seismic data for velocity macromodel building in a gas-cloud environment. We have shown that our cycle workflow that alternates JFWI and impedance waveform inversion allows us to build an improved initial velocity model for classic FWI. The key factors that contribute to this achievement are twofold: First, the low vertical wavenumber information contained in the diving waves has been successfully mapped into the JFWI model, making this approach more robust than reflection-only waveform inversion. Second, the sensitivity kernel of JFWI emphasizes the reflection wavepaths along which the low horizontal wavenumber components of the subsurface can be imaged. Combining these two complementary components enables us to build a kinematically accurate velocity model that can be used as an initial model for classic FWI of long-offset data.
Several improvements of the method should be investigated. First, the proposed approach requires good estimations of reflection coefficients to mitigate amplitude-related residuals during JFWI. An asymptotic preconditioner can be used to improve the convergence rate of the impedance waveform inversion and decrease the computational cost of the method accordingly. Second, the number of JFWI iterations should be large enough to generate a significant velocity update, and the invariance of zero-offset traveltimes needs to be preserved to maintain the kinematic consistency between the velocity updates and the current impedance image. This can be achieved by performing JFWI in the pseudo-time domain. Third, JFWI should be made immune to cycle skipping to take advantage of the full offset range. Several misfit functions based on correlation, deconvolution, or optimal transport can be viewed to achieve this goal. Indeed, the extension of the method to 3D wide-azimuth geometry, which is expected to be affordable from the current investigation, is of high interest to assess the promises and pitfalls of the method in a more favorable setting.
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APPENDIX A A BRIEF ANALYSIS OF EWI AND RWI SAMPLINGS
We use a simple configuration to illustrate that the sensitivity kernels of EWI and RWI are complementary to each other in terms of spectral coverage, and therefore it is valuable to combine them in a unified formulation for velocity macromodel building. For thorough 
where D denotes the depth of the reflector.
Using the above expressions, we can compute k x and k z in the configuration of Figure A -1 (i.e., given x, z, h, ω, c 0 , and D), and we draw a single point in the k x -k z Cartesian system denoting that the corresponding wavenumber can be sampled by this configuration. Moreover, in the following, we want to mimic a more realistic acquisition geometry, in which multiple sources and receivers are deployed near the surface (2D geometry). The collection of all points representing sampled wavenumbers is plotted in Figure A-2a (the vertical axis is jk z j because the sampling is symmetrical to the k x -axis). We have assumed an infinite length of acquisition implying x can approach infinity, but required h ≤ 600 m. In addition, to mimic EWI configurations, we also make h > 100 m to exclude small-angle samplings. We use constant z ¼ 60 m and D ¼ 120 m. We normalize the k x and k z values by the modulus ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi k
p . The EWI sampling pattern (the red dots) asymptotically approaches to the outer dashed semicircle near k x ∕kkk ¼ AE1, and approaches to the two inner dashed circles as h → ∞. On the other hand, the two inner semicircles and the k x -axis defines the wavenumber spectrum that can be resolved by RWI (the blue dots) (see also Figure 5 in Mora, 1989) .
The first conclusion is that with a single frequency, the wavenumber spectra that can be resolved by EWI and RWI do not overlap and therefore are fully complementary to each other. Second, if we focus on the low-wavenumber part of the spectrum (0 ≤ jk z j∕kkk ≤ 0.5), namely, the one of interest for velocity macromodel building, EWI maps low wavenumbers around the k x ¼ 0 line (ignoring those sampled along the k x ∕kkk ¼ AE1 lines, which are brought from very far away source-receiver pairs). This implies that EWI primarily reconstructs nearly vertical low-wavenumber vectors associated with horizontally stratified structures such as THC. In contrast, RWI samples a wider range of low-wavenumber vectors with various relative horizontal and vertical components, and hence it is more amenable to image subsurface structures with significant dips, such as a gas cloud or salt body.
When the maximal half-offset is decreased, for instance, to 200 m as in Figure A -2b, EWI cannot resolve any more low vertical wavenumbers at the same depth as before due to the lack of wide-scattering angle coverage, whereas RWI still maintains its samplings of low vertical wavenumbers (compare the red and blue dots in Figure A-2b) . The purple dots represent the EWI sampling using the same offset range, but with a halved frequency (ω∕2). Because k z , k x scales with ω (equations A-1-A-6), these dots can partially fill the spectral "blank" as mentioned. However, such samplings of lower wavenumbers are often prevented by the noise issue in practice. Note that the halved frequency only provides a denser RWI sampling than before (the bright blue dots).
APPENDIX B HOW DO WE USE POSTCRITICAL REFLECTIONS IN JFWI?
In this appendix, we discuss whether postcritical reflections should be processed as early arrivals or as reflections in our JFWI formalism. On the one hand, in a manner comparable with precritical reflections, postcritical reflections follow two-way reflection wavepaths, from which one can build the first Fresnel zones along the transmitted wavepaths of the reflections by RWI (as the ones shown in Figure A-1c and A-1d ). As such, they could be processed as reflections in the JFWI formalism. On the other hand, due to the wide reflection angles, the postcritical migration isochrones built by FWI have a richer low-wavenumber content relative to the precritical counterparts, and hence they may be left in the JFWI gradient. Furthermore, as we move to wider and wider reflection angles, the wavepath of postcritical reflections gradually tends toward the one of the diving waves until they merge at the grazing point (like the one shown in Figure A-1a) . As such, postcritical reflections could also be processed as early arrivals in the JFWI formalism.
To illustrate this duality, we pick two samples of postcritical reflections in the yellow box of Figure B -1 and compute the corresponding FWI (or EWI) gradient (Figure B-2a) and RWI gradient ( Figure B-2c) . We observe that the FWI gradient is dominated by the wide postcritical migration isochrone at the THC depth level, along which the low-to-intermediate vertical wavenumbers can be updated. Conversely, the RWI gradient highlights the first Fresnel zones centered on the two-way reflection wavepaths along which low-to-intermediate subhorizontal wavenumbers can be updated.
Therefore, both two gradients could be used for velocity macro model building and may be involved in the JFWI gradient, if the data are separated by an overlapping time window in which the overlapping area includes the postcritical reflections. However, nonoverlapping windows are preferred in this paper because they are more easily implemented in the framework of JFWI. This means that we must process the postcritical reflections either as early arrivals or as reflections, hence keeping only one of the two kernels. Therefore, two different time windowings can be considered. The first one as adopted in this paper separates diving waves and postcritical reflections from the precritical reflections (the green line in Figure B -1), whereas the second one separates the diving waves from the pre and postcritical reflections (red line in Figure B-1) . The JFWI gradients computed with these two time windowings are shown in Figure B-2b and B-2d, respectively. The major difference is that the gradient in Figure B -2b has a much deeper sensitivity (the yellow circles) than in Figure B -2d, thanks to the postcritical low-wavenumber migration isochrones. These deep low-wavenumber components cannot be provided by diving waves nor by precritical reflections. Because one of our aims is to improve the capability to image deep targets, we chose to leave these migration isochrones in the JFWI gradient, and hence we process the postcritical reflections as early arrivals. Another advantage of this strategy is that, in a similar way to diving waves, the subvertical wavenumbers updated along the postcritical migration isochrones are complementary to the subhorizontal counterparts updated along the transmitted wavepaths of the precritical reflections. From the data-separation perspective, postcritical reflections can be reasonably well-separated from diving waves near the critical incidence. However, as we move to wider reflection angles far beyond the critical incidence, the traveltimes of the postcritical reflections become very close to those of the diving waves, and hence these two kinds of waves cannot be easily separated in the time-offset domain. This is a second practical reason why we choose to process postcritical reflections as early arrivals. 
