Abstract-The minimum-mean-square-error (MMSE) detection is advantageous in its low-complexity while suffering from severe performance degradation. The post-processing signal-tointerference-and-noise ratio (SINR) distribution of MMSE detector, however, shows the potential of high reliability in the high-SINR detected symbols. We propose a low-complexity multipleinput multiple-output (MIMO) detection scheme by exploiting the MMSE detector concatenated with the sphere decoder (SD), where the MMSE detected symbols above the SINR thresholds are retained as the final decisions and the remaining lower-SINR symbols are to be detected by the SD. By retaining the high-SINR symbols detected in the MMSE, the search space can be significantly reduced without incurring much extra error rate. Simulation results demonstrate that the proposed MMSE-SD detection scheme performs near-optimal performance at much lower computational complexities compared to SD algorithm.
I. INTRODUCTION
M ULTIPLE-INPUT multiple-output (MIMO) technology has been intensively considered in modern wireless communication systems. To achieve higher transmission rate without demanding extra spectra in the MIMO system, information symbols are spatially multiplexed and transmitted through multiple antennas in the same frequency band. The goal and challenge of the detector are to resolve the information symbols from received signals disturbed by the intersymbol interference (ISI) and noise. The maximum likelihood (ML) detection has been widely studied and known to achieve the optimality in the sense of the minimum error probability. The computational complexity in achieving the ML criterion, however, are prohibitively high. Moreover, the computational cost in ML detection grows rapidly with the number of antennas and the order of modulations, rendering the real-time implementation of large systems infeasible.
Various detection algorithms transform the MIMO detection problem into a tree search problem by exploiting QR decomposition on the channel matrix. By using the tree search to solve the equivalent ML detection problem, the sphere decoder (SD) prunes the candidate nodes and aggressively reduces the radius of hypersphere in the tree search [1] - [3] . Although SD achieves the ML performance, it still requires Manuscript received January 3, 2012. The associate editor coordinating the review of this letter and approving it for publication was W. considerable computations. To efficiently reduce the search space while maintaining the ML solution within the sphere with high probability, many sub-optimal SD algorithms such as probabilistic tree pruning [4] and radius tightening methods [5] have been proposed. Linear detection schemes, including the zero-forcing (ZF) [6] and minimum-mean-square-error (MMSE) [7] , perform linear operations which incur much lower complexity compared to ML-achieving algorithms. The performance of linear detectors is severely degraded due to the noise amplifications in the linear operations and inefficient exploitation of the MIMO diversity. The successive interference cancellation (SIC) and ordered successive interference cancellation (OSIC) techniques are applied in many linear detection schemes to improve the performance [8] .
In this letter, we propose a new MIMO detection scheme that incorporates search space reduction based on the postprocessing SINR of MMSE detection, followed by the SD to resolve the low-SINR symbols. Motivated by the property where symbols with high-SINR can be detected by MMSE with very high fidelity, we devise a SINR threshold to adaptively select the MMSE detected symbols as the corresponding final detected symbols. Then, the interference of these MMSE decided symbols are cancelled from the received signals, and the SD algorithm is employed to solve the remaining low-SINR symbols. Simulation results show that the proposed MMSE-SD algorithm approaches the optimal ML performance with significantly reduced computational complexity.
II. SYSTEM MODEL AND MMSE DETECTION

A. System Model
We consider a MIMO system with N T transmit antennas and N R receive antennas (N T ≤ N R ). Then the baseband signal model is given by
where y ∈ C NR×1 denotes the received symbol vector and
T ∈ S NT ×1 stands for the transmitted symbol vector in which each entry x i is independently drawn from a complex constellation set S with zero mean and variance σ
NR×1 is independent identically distributed (i.i.d.) additive white Gaussian noise (AWGN) with zero mean and variance σ
NR×NT is the Rayleigh fading channel with i.i.d. Gaussian entries with zero mean and unit variance. The channel information is assumed perfectly known to the receiver and the signal-to-noise ratio (SNR) is defined as SNR = E S /N 0 .
Given the system model introduced in (1), the ML detection is equivalent to the search for the closest lattice point Hx to 1089-7798/12$31.00 c 2012 IEEE the received signal y, i.e.,
where · denotes the L 2 -norm of a vector. The exhaustive ML detection has to search all the |S| NT candidate symbol combinations for the optimal solution, where | · | denotes the cardinality of a set. The search for the ML or near-ML solution in (2) presents huge challenges and is the major topic of interest in this work.
B. MMSE Detection
The MMSE detection performs linear equalization on the received signal y to minimize the mean-square error E[||Gy− x|| 2 ] between the detected signal and the desired signal. For the MIMO system model described in (1), the equalization matrix G is given by [8] 
where (·) −1 and (·) H denote inverse and hermitian transpose of a matrix, respectively, and I NR is the N R × N R identity matrix. The equalized symbol vectorx MMSE is then given byx
The MMSE detected symbol vectorx MMSE is obtained by element-wise quantizing (slicing) the equalized symbol vector to the closest constellation point, i.e.,x MMSE = Q(x MMSE ), where Q(·) denotes the quantization operation.
III. PROPOSED DETECTION SCHEME ML or near-ML algorithms generally require high computational complexity which renders real-time implementation impractical. On the other hand, although linear detection methods suffer from severe performance degradation, their significantly lower complexity has the potential of mitigating the high complexity in the ML detection schemes. In fact, the distribution of post-processing SINR and the corresponding SER performance of linear detection imply that there exist many high-SINR symbols for which linear detectors are sufficient to provide reliable solutions; the direct adoption of these high-SINR symbols as part of the final solution can reduce the search space at the cost of mild performance degradation. Based on the above insights, we propose a detection scheme that performs MMSE detection to reduce the search space of SD algorithm while still maintaining the near-ML performance.
A. SINR Distribution of MMSE Detection
From (4), the i-th symbol estimate of the MMSE equalized symbol vectorx MMSE can be factorized aŝ
where β i = (GH) ii and ω i is the interference-and-noise term whose variance can be computed by [7] [9] It follows that the SINR of the i-th symbol estimate can be expressed as
Since the exact analytical density function of SINR i is only available for certain antenna configurations [7] , we use the Gamma distribution to approximate the distribution of SINR i for simplicity [10] . We first denote γ =
N0NT , and κ = [c(1 − γ) + 1] 2 + 4cγ to be used in later discussions. For uncorrelated channels with equal powers described in (1), SINR i can be approximated by a Gamma random variable Gamma(α, β) whose parameters are to be determined by solving
where
, and
. To intuitively demonstrate the potential of MMSE detection for reliable search space reduction, we observe the approximated SINR distribution of MMSE detection and the corresponding SER performance as follows. Given the SINR of received symbols, the conditional SER of M -QAM can be approximated as
Using (10) and the Gamma approximation described in (8)-(9), the probability density function (pdf) of SINR and the conditional SER given SINR are plotted in Fig. 1 for the 4×4 MIMO system with 16-QAM at SNR = 20 dB. For comparisons, we also plot the SER performance of ML detector in Fig. 1 under the same configurations and the same SNR. The SINR region with conditional SER lower than the ML SER implies that there exist reliable MMSE detected symbols which can be excluded from the search space with negligible SER degradation. 
B. Search Space Reduction Based on MMSE detection
To retain the decisions of MMSE detector on high-SINR symbols, we propose two approaches which select the same average number of high-SINR symbols (denoted as N m ) as follows.
A1) Select the first N m highest SINR symbols in each transmitted symbol vector x to be decided by MMSE detector. A2) Select symbols with SINR higher than a pre-defined threshold, SINR th , to be decided by MMSE detector. To control average number of chosen symbols approximately equal to N m , the SINR threshold SINR th can be obtained as
where F −1 (·) is the inverse function of the Gamma cumulative density function for SINR with parameters specified and solved by (9) and (10).
In Fig. 2 , we compare the SER performance of MMSE decided symbols chosen by method A1 and method A2 for the 4×4 MIMO with 16-QAM. It is shown that the adaptive selection of MMSE decided symbols by SINR thresholding outperforms the symbol selection by the fixed number of decided symbols since A1 is more likely to retain symbols with low SINR; therefore A2 is observed to provide more reliable symbol detections than A1.
C. MMSE-SD Detection Algorithm
The proposed scheme is developed based on the observation that MMSE detector provides reliable SER performance on the high-SINR symbols, and therefore the search space can be reduced by adaptively choosing symbols with SINR higher than a threshold to be decided by MMSE detector. By using high-SINR MMSE symbols, the error propagation in the cancellation of these MMSE decided symbols can be properly controlled. We choose the sphere decoding as the successive detector to solve the remaining low-SINR symbols. The proposed MMSE-SD algorithm is summarized as follows.
Algorithm: Step 2) Obtain the SINR threshold SINR th (N m ).
Step
Step 4) Cancel the ISI of MMSE decided symbols from the received signal, i.e., y = y − h kx
, where k is the index of MMSE decided symbols chosen in Step 2. After the cancellation, the original signal model is modified as y = H x + n, where H is obtained from nulling columns h k of H.
Step 5) Perform SD on the modified signal model to obtain decisions on the remaining symbols. The final decided symbol vectorx MMSE−SD(Nm) is then obtained.
IV. SIMULATION RESULTS
In this section, the performance and the computational complexity of the proposed MMSE-SD(N m ) scheme are presented and evaluated through metrics of SER and average number of real multiplications required in the tree search. The simulation results are compared with the SD and the MMSE-OSIC detection. To maintain the fairness of comparison, we apply the equivalent settings to the SD operations in all schemes. In the SD and the proposed MMSE-SD algorithms, the SchnorrEuchner (SE) enumeration [2] is applied for both SD operations. The initial radii are set to infinity for SD and MMSE-SD, and are updated whenever a solution point is within the previous radius. Different numbers of MMSE decided symbols N m for MMSE-SD are considered in the figures. The SER performance and complexity are demonstrated for two system configurations: 1) 4×4 system with 16-QAM (Fig. 3 and Fig.  4) ; and 2) 8×8 system with 4-QAM (Fig. 5 and Fig. 6 ). It is shown in Fig. 3 that the proposed MMSE-SD closely approaches the optimal ML performance (i.e., the SD algorithm), e.g., within 0.5 dB at SER= 10 −2 , with few MMSE decided symbols (N m =1, 1.5). With more symbols decided by MMSE, MMSE-SD(2) and MMSE-SD(2.5) degrade by 1 dB and 2 dB from ML performance, while still outperforming the MMSE-OSIC detection by 3.5 and 2.5 dB, respectively. Compared to the SD algorithm, MMSE-SD(1.5) achieves 47% and 30% complexity reduction at SNR=15 dB and 21 dB, respectively.
Similar results can be observed in Fig. 5 and Fig. 6 for larger MIMO systems. To approach the ML performance with significant complexity reductions, the usage of N m =1∼2 is sufficient based on the empirical results. Although the ratio of N m /N T for achieving near-ML performance is smaller compared with the configurations in Fig. 3 and Fig. 4 , the complexity is still reduced at the significant ratios (48% and 43% at SNR=0 dB and 12 dB for MMSE-SD(1), respectively); the complexity of tree search grows quickly with the number of layers in the tree and the small reductions of tree depth (N m ) can generate considerable complexity reductions. Furthermore, the proposed MMSE search space reduction can potentially be applied to coded systems to reduce the complexity of log likelihood ratio (LLR) computation.
V. CONCLUSION
A statistical search space reduction for MIMO detection scheme is proposed in this letter. By using SINR thresholding technique in each received symbol vector, symbols with reliable SER can be decided by MMSE detector and retained as the final solution directly. The SINR thresholds can be acquired by targeting the average number of MMSE decided symbols. With more symbols decided by MMSE detection, the computational complexity can be reduced significantly at the cost of slight degradation from ML performance. We also propose a MIMO detection scheme composed of MMSE search space reduction followed by a sphere decoder which solves the remaining low-SINR symbols. Simulation results show that the proposed MMSE-SD scheme approaches the optimal ML performance with significant complexity reductions.
