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Exponemos esta memoria en un texto principal y un apêndice.
El texto estâ dividido en très capltulos, los dos primeros 
teôricos y el tercero de aplicaciôn prSctica de los anteriores.
La aportaciôn original de este trabajo se desarrollarâ es- 
pecialmente en los dos primeros capltulos.
En el capltulo I proponemos très nuevas medidas paramêtri- 
cas de informaciôn reales basadas en la matriz de informaciôn 
de Fisher.
En el capltulo II proponemos dos posibles alternativas pa­
ra evaluar la pérdida de informaciôn que, acerca de un parâme- 
tro, se produce en modelos de supervivencia censurados.
En el ûltimo capltulo introducimos de manera intuitiva un 
modelo de supervivencia censurado que nos servirâ para valorar 
y dotar de contenido prSctico las definiciones y propiedades ex 
puestas en los capltulos precedentes.
El apêndice recoge aquellos resultados no elementales que 
sirven de apoyo al texto principal.
Continuâmes esta presentaciôn ofreciendo un resumen intro- 
ductorio sobre el contenido de esta memoria.
Resumen
El anàlisis de supervivencia es un concepto estadlstico am- 
plio que abarca una gran variedad de têcnicas estadîsticas para 
el anàlisis de variables aleatorias positivas. GeneraImente, la 
variable aleatoria es el tiempo hasta el primer fallo de una corn
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ponente fisica (mecânica o eléctrica), o el tiempo hasta la - 
muerte de una unidad biologica (paciente, animal, celula).
Pensâmes que la distribuciôn de la variable pertenece a una 
fàmilia paramétrica y que estâmes interesades en hacer inferen- 
cias acerca del paramétré 8. Cerne véhiculé para este precesc in 
ferencial, dispenemes de un expérimente estadistice en el que 
se ebserva la variable en un grupo de unidades muestrales. La - 
primera dificultad que nés vames a encentrar en la mayeria de - 
les estudies sebre supervivencia es la impesibilidad de dispe-- 
ner de les valeres exactes de la variable para tedas las unida- 
des muestrales debide a le que, de mede genérico, se llama la - 
censura. Per ejemple, en estudies de fiabilidad sebre la dura-- 
cién de una determinada cemponente, ne sera util esperar a la - 
destrucciôn de la misma; en supervivencia, algunes pacientes - 
pueden sebrevivir al final del ensaye clinice e pasar a otre - 
tratamiente e merir per otra causa ajena a la enfermedad en es- 
tudie, preduciéndese en cualquier case una ebservaciôn incomple 
ta para algunas unidades muestrales; diremes que dichas unida—  
des estàn censuradas.
Teôricamente pues, dispenemes de des expérimentes para ob 
tener infermacién acerca de 8, el expérimente censurade y el 
cerrrespondiente ne censurade (si ne interviniera ninguna v^ 
riable de censura). Si tuviésemes la pesibilidad de elecciôn eri 
tre ambos'cen el ebjetive inferencial descrite anteriermente, - 
parece évidente que la elecciôn recaeria sebre c^ .
Sin embarge la situaciôn mâs frecuente ne sera esta, sine
la de elegir entre varies expérimentes censurados e i=l,...,r
^i
(segûn r variables de censura distintas). Un métede natural pa-
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ra elegir el mâs apropiado seria comparar la informacion esta­
distica acerca de 6, contenida en dichos expérimentes y elegir 
el de mayor informacion. Ahora bien, como ea conocido, no hay - 
una unica medida de la informacion contenida en un expérimente.
En un articule aûn no publicado, Goel (1987) justifica el
utilizer cualquier medida de informacion que verifique la prepi£
dad de suficiencia de expérimentes (si un expérimente es su-
ficiente para etro segûn la definicién de BlacIcwell (1951;
1953), entences centiene mâs informacion acerca del parâmetre
que Eg). Con este punte de partida, nuestro ebjetive serâ evaluar
la pérdida de informacion que se produce al observer, e bien
en lugar de  ^ , para cualquier variable de censura, e bien e
e Cl
en lugar de c , dende la variable de censura de e„ es estecâsti 
(=2 2 
camente mayor que la de £
=1
Este preblema no admite cemplicaciôn si la medida de infer 
macién es real, pere pensâmes en la situaciôn en que el parâme- 
tro de interés 8 es )c-variante. Desde un punte de vista clâsice, 
la ûnica medida de informaciôn paramétrica adecuada es la matriz 
de Fisher que, a tedas luces, es inopérante para el ebjetive fi^  
jade.
Proponemos dos vias para abordar este preblema, que desarro 
liâmes en el capitule II: la primera censta a su vez de des eta 
pas: a) definimos dos medidas matriciales de la pérdida de infer 
maciôn que llamamos matriz de pérdidas y matriz de eficiencias 
que justificamos de manera fermai per las propiedades de sus au 
tovalores y de manera intuitiva per el clare significade de di- 
ches autovaleres al diagenalizar la matriz de Fisher mediante - 
una transformaciôn biyectiva del parâmetre de interés; b) défini
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iTios varias medidas reales de la pérdida de informacion debida a 
la censura, mediante distintas funciones reales de las matrices 
anteriores y en particular de sus autovalores, heredando de es­
ta forma las buenas propiedades de éstos, destacando la propie- 
dad de invariancia bajo transformaciones biyectivas del parâme- 
tro, para todas las medidas. Todo este proceso va a requérir que 
la matriz de Fisher correspondiente al experimento no censura­
do sea no singular.
Una segunda forma de abordar nuestro objetivo séria définir
primeramente medidas reales de informacion basadas en la matriz
de Fisher y a partir de aquéllas calculer la pérdida relativa de 
informacion y la eficiencia relativa del experimento respec- 
to del de una manera "natural", para cada una de dichas med^ 
das, teniendo en cuenta para ello el concepto de eficiencia re­
lativa que utiliza Brooks (1982) en un contexto bayesiano. Esta 
segunda via no requiere ninguna hipôtesis restrictive, salvo la 
de encontrar "las medidas reales basadas en la matriz de Fisher",
Dedicamos el capitule I a tal fin:
Proponemos très funciones reales, monotones crecientes y - 
simétricas de los autovalores de la matriz de Fisher como medi­
das de informacion paramétricas reales, que justificamos intui- 
tivamente mediante el analisis de componentes principales de d^ 
cha matriz y de una manera formai a la vista de las propiedades 
especificas que como medidas de informaciôn poseen.
El proceso que abarca los capitulos I y II puede sinteti- 




Matriz de Informacion Medida Real de
de Fisher Pérdida de Informacion
Medida Real de 
Informacion
Dedicamos, por ûltimo, el tercer capitule a la aplicaciôn 
prâctica de los conceptos teôricos propuestos en los dos capi­
tules precedentes.
Introducimos de una manera intuitiva un modelo de supervi­
vencia censurado cuya formalizaciôn induce una familia de expé­
rimentes en los que observâmes una variable aleatoria de di£ 
tribuciôn multinomial cuya dimension depende de la distribuciôn 
prefijada de la variable de censura y cuya ley de probabilidad 
depende de un paramétré k-variante 6 para toda variable de cen­
sura .
Calculâmes las medidas paramétricas de informaciôn adecua- 
das: la matriz de Fisher y las medidas reales basadas en ella 
que proponiamos en el capitule I. Evaluâmes la pérdida de info£ 
maciôn debida a la censura utilizando los dos métodos propuestos 
en el capitule II, comparando y discutiendo los resultados obte 
nidos.
Quiero finalizar esta presentaciôn con un recuerdo emocio- 
nado para la profesora Dna. Pilar Garcia-Carrasco Aponte que d£ 
rigiô este trabajo desde su inicio y que, desgraciadamente, no
-X—
pudo ver acabado. Por su ayuda y amistad mi agradecimientc mâs 
sincere. Quiero también expresar mi gratitud al profesor D. Ju­
lian de la Horra Navarro por su direcciôn y apoyo desinteresa- 
dos en los mementos mâs dif i d l e s , asi como al prof esor D. Euse 
bio Gomez Sânchez-Manzano por las ideas y consejos recibidos.
Madrid, noviembre de 1987
CAPITULO I
NUEVAS MEDIDAS DE INFORMACION BASADAS EN LA MATRIZ DE FISHER
-2-
CAPITULO I
NUEVAS MEDIDAS PE INFORMACION BASADAS EN LA MATRIZ PE FISHER
1.0. SUMARIO
La nociôn de informaciôn estadistica, acerca ce un parâme 
tro, contenida en un experimento, ha tenido diferentes formal^ 
zaciones en el tiempo, segûn diferentes autores. Presentamos - 
una clasificaciôn de las medidas mâs usuales al respecto, asi 
como una exposiciôn de las propiedades deseables en toda medi­
da de informaciôn CSecciôn 1.1).
Suponemos que el parâmetro de interés es )c-variante y cen 
tramos la atenciôn en las medidas paramétricas adecuadas, que 
se reducen, bajo condiciones de regularidad, a la matriz de in 
formaciôn de Fisher. Recogemos las principales propiedades de 
esta medida (Secciôn 1.2).
Si bien la matriz de Fisher se comporta como una buena me 
dida de informaciôn en lo que respecta a sus propiedades, ado- 
lece de una interpretaciôn intuitiva y résulta inopérante a la 
hora de comparar experimentos (Apartado 1.3.1).
Una manera natural de solventar estas deficiencias seria 
définir una funciôn real de dicha matriz que tuviera una inter 
pretaciôn intuitiva como medida de informaciôn paramétrica y - 
como tal,buenas propiedades.
Proponemos très funciones reales, monôtonas crecientes y 
simétricas de los autovalores de la matriz de Fisher como med£ 
das de informaciôn paramétricas unidimensionales, cuya justifi
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caciôn intuitiva radica en el anàlisis de cemponentes principe 
les de dicha matriz (Apartado 1.3.2). Estas medidas, que deno- 
tamos por S^,D^ y son funcionales conocidos del àlgebra ma­
tricial.
Estudiamos las propiedades de estas très medidas, i n d u —  
yendo las demostraciones de las mismas (Apartado 1.3.3). A la 
vista de estas propiedades concluimos el buen comportamiento de 
®X' ^ ^  como medidas de informaciôn, si bien présenta -
algunas lagunas cuando la matriz de Fisher es singular. En es­
te caso sugerimos utilizar una cuarta medida de informaciôn 
basada en que élimina aquéllas deficiencias.
Posteriormente estudiamos los efectos que una transforma- 
ciôn biyectiva del parâmetro ocasiona en dichas medidas (Apar­
tado 1.3.4), que se concretan en distintas relaciones (para S^, 
Dx y M^) entre la medida relativa al parâmetro original y la - 
correspondiente al parâmetro transformado y destacando como re 
sultado mâs fuerte la invariancia de todas ellas bajo transfor 
maciones lineales ortogonales del parâmetro.
Para concluir,observamos el comportamiento de las très me 
didas de informaciôn respecto a dos criterios de comparaciôn de 
experimentos mâs débiles que el de Blaclcwell (Apartado 1.3.5).
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1.1. MEDIDAS DE INFORMACION
Denotamos por c ^ = { ( X , ); P ^ g  g} al experimento esta­
dlstico que consiste en la observacifin de una varicüsle aleato­
ria X definida en el espacio roedible cuya distribuciôn
de probabilidad Pg depende de un parâmetro desconocido 6 per- 
teneciente a un espacio paramêtrico 6. Suponemos que la f ami—
lia de medidas de probabilidad {P. :6 e 0} estâ dominada por
dPg
una medida finita o o-finita y. Sea f(x,0)= -----  la densidad
dp
correspondiente.
El espacio paramêtrico 0 serâ un subconjunto abierto de la 
recta real o un subconjunto abierto del espacio euclîdeo k-di­
mensional R^.
Para medir la informaciôn que, acerca de un parâmetro de£ 
conocido 6, proporciona un experimento ge han propuesto en 
la literatura diferentes medidas, cada una de las cuales posee 
una cierta axiomâtica y/o determinadas propiedades. Podemos, - 
sin embargo, agruparlas en très categories, las dos primeras - 
en el marco de la estadistica clâsica, y la tercera en un con­
texto bayesiano.
a) Medidas paramétricas de informaciôn 
al) Directes
Miden la cantidad de informaciôn que proporcionan los da- 
tos, acerca de un parâmetro desconocido 9, y son funciones de 
0 . Las principales son las medidas de Fisher (1925), Mathai - 
(1967), Vajda (1973) y Boekee (1977) si 6 es univariante; y la 
matriz de infonr,aciôn de Fisher, si 6 es k-variante.
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a2) Indirectas (a partir de medidas no paramétricas).
Las medidas no paramétricas de informacién se refieren a
cualesquiera families de medidas de probabilidad P^<<p con 
dP.
f —  . Miden la cantidad de informaciôn proporcionada por 
los datos, para discriminât en favor de una distribuciôn f^, 
en contra de otra f2 ; o de otra forma, miden la divergencia o 
afinidad entre f^ y fg. Las principales son las medidas de Kul]^ 
back-Leibler (1951), Rényi (1961), Csiszâr (1963), Vadja (1973), 
Bhattacharyya generalizada (Papaioannou y Keropthorne, 1971), 
Xagan (1963) y Matusita (1967), pudiendo obtenerse las dos Ûl- 
timas a través de la de Csiszâr, eligiendo convenientemente la 
funciôn convexe 0 que aparece en la definiciôn de ésta.
Si bien este tipo de medidas no evaluan la informaciôn - 
acerca del parâmetro de interés, pues se aplican a familias no 
paramétricas , existen métodos que permiten construir medidas 
paramétricas de informaciôn, a partir de las no paramétricas - 
anteriores (Ferentinos y Papaioannou, 1981) . Asf, si 9 es uni- 
variante dichos autores definen las medidas de informaciôn para 
métricas de Rényi y Csiszâr (modificadas) y obtienen las res—  
tantes a partir de la de Csiszâr, con elecciones convenientes - 
de la funciôn convexa 0 de la definiciôn de esta ûltima.
Si 8 es k-variante, definen las matrices paramétricas de 
Rényi y Kagan y por el mismo método se podrîan définir las re£ 
tantes.
b) Medidas de informaciôn en contexto bayesiano
Miden la cantidad de inforraaciôn, acerca de 6, que puede 
esperarse de los resultados de un experimento, cuando existe
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conociraiento a priori sobre 6. En general, son valores numêri- 
cos y por tanto no dependen de 6. Se definen, o bien como la 
diferencia esperada entre las incertidumbres de las distribu- 
ciones a priori y a posteriori (DeGroot, 1962), o como diferen 
cia de la utilidad esperada de la acciôn bayes a posteriori y 
la utilidad de la acciôn bayes a priori (Raiffa y Schlaifer, 
1961; Bernardo, 1979; DeGroot, 1984), o como "una divergencia" 
entre las distribuciones a posteriori y a priori.
Entre las mSs conocidas estân la medida de informaciôn 
de Shannon (Shannon, 1948; Lindley, 1956) y la medida de 
Mallows (1959). Esta ûltima depende del parâmetro 6.
Asfmismo, como muestran Ferentinos y Papaioannou (1982), 
todas las medidas paramétricas (directas e indirectas) de in­
formaciôn pueden usarse en un contexto bayesiano, tomando 
f (x,6)=P{x|6).
La importancia de una medida de informaciôn radica en sus 
propiedades. Si X es la variable aleatoria observada, T(X) una 
transf ormaciôn medible de X (estadlstico) e una medida de in 
formaciôn de cualquier categorfa acerca de 6 € 6,basada en X, 
las principales propiedades que deberfa poseer la medida se 




^X,Y “ X^'^ Y^IX ^X,Y X^"^ Y^






^Y ^ ^Y |X
^X ^ ^T(X)
(5) Invariancia bajo Transformaciones Suficientes
Ix = ^x(X) ^(X) un estadlstico suficiente
(6) Convexidad
Sea a>0 y F familia de densidades de probabilidad con el 
mismo espacio paramêtrico 0
Ix(af^+(l-a) fg) ( alj^(f^) + (l-a)i^(fg)
entendiendo que I^(f) indica la informaciôn acerca de 6 , 
proporcionada por la variable X cuya densidad es f.
(7) Suficiencia de Experimentos
Si el experimento es suficiente para el experimento gy, 
y denotaunos la def iniciôn de Blackwell (1951,




(8) Pérdida de Informaciôn debida al Agrupamiento de Observacio 
nés.
Sea = R™. Un agrupamiento g significarâ una particiôn
< ,.. < x^^ < ” en cada uno de los ejes i=l...m
E,
‘i+1
Si llamamos G al conjunto de todas las particiones g de 
e Ig a la medida de informaciôn basada en %x, para la va—  
riable aleatoria g,entonces:
, T a
Para comprender me]or el significado de esta ûltima propiè 
dad, pensemos que Ix es la medida de informaciôn ce Fisher y 
SC tR/ es decir:
~ ^6 [ se f(X,6)j
Entonces:
con P(E) = j fdv 
E
Las propiedades anteriores se refieren tanto al caso en 
que 9 es univariante como k-variante. Si Ix représenta una ma 
triz paramétrica, la desigualdad Ix 5-ly expresarâ que la matriz 
Ix~Iy es semidefinida positiva, y escribiremos Ix~Iy^0 o indi£ 
tintamente I x ^ I y  AnSlogamente para todas las propiedades. La 
propiedad (8):
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indicarâ la igualdad para cada elemento, es decir: 
sup i,j=l,...,k
siendo e los elementos (i,j) de las matrices Ig e I^ 
respectivamente,
En general, el têrmino matriz de Informaciôn significarâ 
una medida paramétrica de informaciôn, que para cada 6 € GCR*'# 
es una matriz k%k, simétrica real semidefinida positiva que sa 
tisface la propiedad I^(8) ^ ^ T ( X ) p a r a  todo estadlstico T(X) 
y todo 6 6 0 con la igualdad si y sôlo si T(X) es suficiente pa 
ra 9.
En el émbito de las medidas paramétricas de informaciôn 
podemos anadir una diferencia entre las directas y las indirec 
tas.
Las medidas paramétricas directas son aplicables a fauni- 
lias de distribuciones regulares, es decir a faumilias que sa- 
tisfacen las condiciones de regularidad de la medida de Infor­
maciôn de Fisher (Kagan, Linnik y Rao, 1973, p. 275).
Por otra parte, si 6 es univariante, las medidas paramé­
tricas indirectas se aplican a familias mâs amplias que inclu- 
yen las np regulares, pues sus definiciones y propiedades no - 
requieren condiciones de regularidad. Sin embargo, si impone- 
mos las condiciones de regularidad de la medida de informaciôn 
de Fisher estas medidas se convierten en funciones lineales de 
la medida de Fisher (Ferentinos y Papaioannou, 1981).
Si 0 es k-variante, las medidas parêunétricas indirectas 
son matrices paramétricas, que no son en general matrices de
— 10 —
informaciôn, excepte en el caso de la matriz de Kagan y para 
familias regulares.
Ampliando ligeramente las condiciones de regularidad, Fe­
rentinos y Papaioannou (1931) muestran la igualdad de las ma­
trices de informaciôn de Kagan y Fisher. En el resto del capi­
tule, supondremos que 6 es Jc-variante y estudiaremos en profun 
didad las medidas paramétricas ce informaciôn adecuadas asi co 
mo sus propiedades.
1.2. MATRIZ DE INFORMACION DE FISHER
Si 9 es )c-variante, como vimos anteriermente, bajo condi­
ciones de regularidad, la matriz de informaciôn de Fisher es - 
la ûnica medida paramétrica de informaciôn vâlica para este 
caso.
Sea 0 = (6^,02, . . . ,8^) 6 £ CR^
Supongamos que:
A.- f(x,0)>o vxe «x' va 6 6
B.- —^ —  f (x, 0 ) existe Vx € Q^, V0 C 0 , i=l,...,)c
C.- Para todo A e A  —yS  j f(x,ë)du = f —  - —  du V6 e 0




En las condiciones A, B y C anteriores, se define la ma—  
triz de informaciôn de Fisher Ix(6), como la matriz real de 
orden )c,cuyo elemento (i,j) es:
I^ .^ (ô) = E. r log f(X,e) - J —  log f (X,6
A  U ; ? V . C V .
1 1
•11—
= î ( -t I—  log f) ( -jS—  log f)f(x,6)dy «0 30. 30 .
X





D.- Para todo A € A  ) f(x,0)dy *
- ;e°8ej-
i # j*lr • • • f k
entonces, los elementos de la matriz de Fisher se pueden obte- 
ner segûn la expresiôn
[“JéTTëJ" fj i,j=l,...,k
Citamos dos condiciones de regularidad adicionales que nos
serân ûtiles a lo largo de este capltulo:
E.- lim F(x,e) j-g|—  log F(x, 8) — log F (x, 0) ] = 0
F.- lim |l-F(x,6)l l-^ r|—  log(l-F(x,9)) -r|—  log(l-F{x,9) ) 1 =  
X H . + œ  I J L o B j .  " G g  J
r ,s=l,...,k
siendo F(x,8) = P^(X < x)
Resumimos, a continuaciôn, las propiedades que como medida 
de informaciôn posee la matriz de Fisher.
Sea Ey = { (Y,.Qy,S) ;Qg:9 e 0} otro experimento con el mis­
mo espacio paramêtrico e. Usaremos 0 para denotar la matriz nula.
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Propiedades
(1) I ^ i e )  )  0 ve € 0
I^O) = 0  <=» f(x,6) no depende de 6
(2) (6) = Ix(9)+Iy{x(G) V 6 € 0
^(X Y) “ I x ( B ) + I y (0) vec  0 , si X e Y son independien­
tes.
(3) lx(0) > 1t (X) ve € 0 y todo estadlstico T(X)
lx(0) = 1t (X) <=*T(X) es suficiente para 0
(4) Convexidad
0)0 a I x ( f g )  + ( l - o ) I x ( 9g) I x (a fg + ( l - û t ) gg )  VS e 0
para toda {fg} ,{gg)eF, familia de funciones de densidad
con el mismo espacio paramêtrico 0.
En esta propiedad ha sido preciso cambiar la notaciôn
(0) por Ix(hg) para poder expresar dicha propiedad con 
claridad. I^Chg) quiere indicar la matriz de Fisher, a 
partir del experimento cuando la densidad de X es hg.
(5) Si =» I x (G)  ) Iy(6) V0 6 ©
(6) Pérdida de Informaciôn debida al Agrupamiento
La secuencia de matrices {I (0)} converge a la matriz 
lx(0) elemento a elemento, siendo {g^} una sucesiôn de 
particiones tales que g^ ^^  ^es mâs fina que g^ para todo 
n (Apostol; 1986, p. 170), Esto implies que 




Las tres primeras prcpieâaûes son inmediatas (la primera 
per la definicifin de y las dos siguientes de forma simi­
lar al caso univariante). Para su deroostracidn, ver (Fourgeaud 
y Fuchs, 1972, pp. 216-220).
La propiedad cuarta fue probada por Stam (1959). La quinta 
por Goel y DeGroot (1979), bajo condiciones de regularidad es- 
tandard como las que aparecen en (Kullbac)c; 1968, pp. 26-27) .
La demostraciôn de la propiedad sexta aparece en (Ferentinos y 
Papaioannou, 1979) anadiendo las condiciones E y F a las de re­
gularidad A, B y C de la roatriz de informacidn de Fisher. Igua^ 
mente prueban (Ferentinos y Papaioannou, 1983) que la relaciôn
sup I (6) = Iy(6) no es cierta en general para G, conjunto de 
g C G  9 *
todas las particiones de 1)^ .^
1,3. MEDIDAS DE INFORMACION REALES BASADAS EN LA MATRI2 DE FISHER
1.3.1. INTRODÜCCION
A la vista de estas propiedades podemos concluir que la ma 
triz de Fisher posee las principales propiedades de una medida 
de informacidn y en ello radica su importancia.
Sin embargo, pensemos en el problema de evaluar la posible 
pêrdida de informaciôn que, acerca del parâmetro, se produce - 
cuando aparece una variable de censura, o aquel otro en que, en
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tre varies expérimentes con el mismo espacio paramêtrice desea 
mos elegir el que proporciona mayor informaciôn acerca de dicho 
parâmetro. En éstos y otros muchos problèmes nuestro interés se 
râ cuantificar la informaciôn, y en este sentido, la matri2 de 
Fisher es inopérante y por consiguiente insuficiente para nues- 
tros objetivos,
A esta insuficiencia prâctica podemos ahadir otra intuiti­
ve de la matriz de Fisher como medida de informaciôn. Asî, mien 
très los elementos de la diagonal principal de dicha roatriz,
(6) son las medidas de informaciôn de Fisher (unidimensiona- 
les) acerca de cada parâmetro 6^, dados los valores del resto 
de parâmetros perturbadores 6 ^ n o  existe, s in embargo, - 
una interpretaciôn teôrica anâloga en términos de informaciôn 
para los elementos que estân fuera de la diagonal principal. Pa 
rece pues, difîcil medir la informaciôn acerca de un parâmetro 
k-variante por medio de una matriz kxk, algunos de cuyos elemen 
tos no tienen connotaciôn de informaciôn.
Una forma de solventar estas faltas séria définir una med^ 
da real asociada a la matriz de Fisher que tuviera una interpre 
taciôn intuitiva de medida de informaciôn y como tal,buenas pro 
piedades.El siguiente apartado persigue este objetivo.
1.3.2. JüSTIFICACION INTUITIVA
En el caso univariante, ©CIR, la medida de informaciôn de 
Fisher se define, bajo condiciones de regularidad, como;
3-i- log f(X,6)| con E. [-^4- log f(X,9)l = 0'° J c L ob j
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En el caso k-variante, ©CR^» su homôloga, la matriz de 
informaciôn de Fisher 1^X8) se define, bajo condiciones de re­
gularidad, ctano la matriz de varianzas y covarianzas de las va 
riables —  log f(X,6) 1=1,...,k,con Eg [u^] = 0
1=1,...,k, siendo por tanto una medida de la dispersiôn multiva- 
riante de las variables U^, 1=1,...,k. En este punto, la Infor 
maciôn de Fisher es pues sinônlmo de dispersiôn.
Veunos a intenter, sin embargo, reducir a un nûmero la me­
dida de la dispersiôn multivarlante.
Pensemos, para ello, en la transformaciôn de componentes 
principales de la variable
/»il
“k/
es decir: U -----  Z = F' (U-Eg (U) ) = F'U
donde F es una matriz ortogonal y F' su traspuesta, verificando:
F'IjjF » A y A es la matriz diagonal con elementos X^, autova-
lores de 1^(8) taies que .. >X^>0
Las variables Z^^,Zg,...,2^ (componentes de Z) llamadas corn
ponentes principales de U, verifican:
E(Z.) = 0  X
} 1=1,...,k
V(Z^) = x ^  )
Cov(Z^,Z^) = 0 i^j
V(Z^) ) V(Zg) > . . . >  V(Zjç) > 0
k k
E  V(Z.) = E  V(ü.) 
i-1 ^ i-1 ^
De esta forma construimos un nuevo sistema de variables
que se reparten la varianza total de un modo mSs heterogéneo,
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las primeras con mucha varianza y las ûltimas con poca, con el 
objetivo de poder resumir la mayor parte de la variabilidad de 
las U^, usando Ûnicamente las componentes principales con - 
varianzas mâs altas, reduciendo por consiguiente la dimensiôn. 
Puesto que las componentes principales son incorreladas con va 
rianzas parece natural définir la dispersiôn "glo­
bal" de las mediante alguna funciôn monôtona creciente y s^ 
métrica de (Mardia, Kent y Bibby, 1979).
Este razonamiento nos proporciona una motivaciôn intuiti­
va para proponer como medidas de informaciôn, cuando 0 es )c-va-
riante, las siguientes funciones reales:
k
a) Sv(6)= f, {X a E  X . a constante, a>0A 1 1  K 1
r k Id
b) D%(S) = f 2 (X ^ , . . . ,Xj^ ) = I n X^J a constante, a>0
r k 21 1/2
c) Mjj(0) = fjtX^, ...,X^J =  ^E^ X^J
La definiciôn de las dos primeras medidas supone que a es 
una constante positiva prefijada de antemano. Destacamos por su 
interpretaciôn los valores a=i y a=-^ .
Para a=l, S^XG) y Djj(®) son la traza y el déterminante de 
la matriz I^XG) respectivamente.
Para o , S^XG) y Dy(8) son la media aritmética y geomé 
trica respectivamente, de los autovalores de la matriz I^fG).
Por ûltimo, M^X8) es la norma euclldea de la matriz I^fe).
Ferentinos y Papaioannou (1981), basSndose en las propie 





c') X^, i-êsimo autovalor ordenado de , 1=1,...,k
k
d') = E  w A, w , > 0  1=1, . .. ,k
1=1 ^ ^ ^
Lôglcamente, estamos de acuerdo con las dos primeras, pero 
no tanto con las dos Ultimas. El autovalor 1-êslmo no parece - 
una buena medida de Informaciôn pues sôlo reflejarâ una parte 
de la dispersiôn de 1^X8). De elegir algôn autovalor, eleglrla 
mos el mayor X^.
Respecto a la medida 0, no es slmêtrlca respecto a los au 
tovalores, salvo cuando w^=u, 1=1,...,k, que coïncide con S^X8) 
para a=u . Ko hay razôn para ponderar mâs unos autovalores que 
otros.
Para contrastar la validez de las medidas S^(8), D^X8) y 
M^(8) (propuestas anterlormente> como medidas de Informaciôn, 
resumlmos sus principales propiedades en el siguiente apartado.
1.3.3. PROPIEDADES DE D^XB) y M^(6)
Comenzaremos exponlendo las propiedades de los autovalores 
de la matriz 1^(8) pues nos serân de utilidad en algunas demos-
traclones
Sean X (8) > X_ ( 8) > ... >X > 0 los autovalores de la ma­
triz I%(8) .
Propiedades de (6)
(1) Xj(6) > 0  V0 € ©
(!') Xyie) = 0 Vi=l,...,k «=B»f(x,e) no depende de
(2) x^te) » X^ce) ve e 0
(2') X^te) = X^(e) Vi=l,...,k e=» T es suficiente para 6
(3) Convexidad (sôlo para el mayor de los autovalores)
y {fa), Ufl}e F
a>,0 aX^(fg) + (l-a)>4(g0) 5- X^(afg+(l-a)gg) Ve e 0
X^(hQ) indica el mayor autovalor de la matriz I^(hg) , 
{hg}e F
(4) Si ^  x^x@) > x^(e) ve e 0
(5) Pérdida de Informaciôn debida al Agrupamiento
sup xNe) = X^(0) V0 € 0 
g 6 G 5 *
Xg(6) indica el autovalor i-ésimo de la matriz lg(0)
Demostraciones
(1) Por ser I^XB) > 0
(1') Teniendo en cuenta la descomposiciôn espectral de la ma­




La propiedad (1) de I^XB) compléta la demostraciôn.
(2) e ^x^® ^ ~^T(X)  ^ son simétricas e
La propiedad es consecuencia del teorema 3, p. 117 de 
Bellman (1970).
(2») =») 1^(6) = aJ(6) Vi=l,...,)c .* Traza [l^XG)] =
= Traza [l,p(6)] «=»Traza [l^(G ) - I^XG)] = 0.
Ahora bien, la traza de una matriz semidefinida positiva 
es cero si y sôlo si todos sus autovalores son cero y he 
mos visto, a su vez, que ésto es equivalents a 
I^(8)-i^(8) = O «=»Ijj(6) = 1^(6) «3» T suficiente para 6
dSndose la ûltima equivalencia por la propiedad (3) de
«=) Es inmediata de la propiedad (3) de la matriz 1^(8)
(3) y (5) en (Ferentinos y Papaioannou; 1983)
(4) en (Ferentinos y Papaioannou; 1982)
□
La propiedad (5) reqUiere las condiciones de regularidad 
adicionales E y F,al igual que la propiedad correspondiente de 
la matriz de Fisher.
1.3.3.1. MEDIDA PARAMETRICA DE INFORMACION S^XG)
En el apartado 1.3.2 definîamos la medida paramétrica de 
informaciôn S,.(8) mediante la siguiente funciôn real:
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k i
Sy (6 ) = a E  % Y (8) para un valor de û > q prefijado 
i=l
Otras expresiones équivalentes de esta medida serân:
k
Sjj(8) = a Traza [I^XG)] = a E  I%(8j.)
donde I^(8j^ dénota la medida de informaciôn de Fisher (unidi- 
mensional) acerca del parâmetro 9^, dados los valores del resto 
de parâmetros perturbadores 8^, j^i.
Propiedades
(1 ) s^xe) ) 0 ve e 0
con la igualdad si y sôlo si f(x,6) no depende de
(2 ) y(6) = veeo
Sj. y(ô) = (e ) +Sy (6) si X e Y son independientes y 0€ 0
(3) S^Xe) > ^ T ( X ) ) v e € 0 con la igualdad si y sôlo si
T(X) es suficiente para e
(4) Convexidad
8)0 6S^(fg) + (l-6)S^(gg) > S^(gfg+(l-6)gg) ve 6 0
y {f g i , {gg ) e F 
siendo S^(hg) = a Traza [l^(hg )] {hg}€F
(5) Ex^^Y =» Sx(8) » Sy(e) vee 0
(6) Pêrdida de Informaciôn debida al Agrupamiento
sup S g ( 6 )  = Sjj(0) ve e 0 con Sg(e) = a Traza [lg(6)]
— 21—
Demostraciones
La propiedad (.2) es consecuencia inmediata de la propie­
dad (2) de la matriz de Fisher. El resto de las propiedades - 
puede obtenerse inmediatamente de las propiedades correspon—  
dlentes de la traza de la matriz de Fisher, basta maltlplicar 
por Q>0 en los dos miembros de las desigualdades respectivas
y tener en cuenta que:
sup (af(t)) = CL sup f(t) si 0)0 y f(t) es una funciôn - 
t t
real acotada.
Las demostraciones correspondientes a la traza pueden en- 
contrarse en (Ferentinos y Papaioannou, 1979; 1981; 1982; 1983)
De nuevo, la propiedad (6) de pérdida de informaciôn deb^
da al agrupeuniento requiere que la matriz I^XB) verifique las
condiciones de regularidad adicionales £ y F.
1.3.3.2. MEDIDA PARAMETRICA DE INFORMACION D^(8)
Denotâbamos por D^(8) a la medida pareunétrica de informa­
ciôn definida mediante la siguiente funciôn real: 
k . n ar K . -, I
D^(6) = I H X^(e)j que podemos expresar alternativa-
mente corfo:
D^(8) = )^ljj(6) ij para un valor de a>0 prefijado,donde
dénota el déterminante de una matriz.
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Propiedades
(1 ) Djj(6) > 0 ve € 0
Si f(x,6) no depende de 0 =» Dj^ (6) = 0
El recîproco no se da, ya que una matriz semidefinida po­
sitiva puede ser singular.
(2) Para a = , k>l; si ly j^(6) e 1^(0) son definidas
positivas
y (0) > D^(0)+Dyj^(0) v e £ 0
Djj y(0) ) Djj(0)+Dy(0) ve € 0 si X e Y son independien
tes.
(3) Multiplicidad
Sean X^.X^,...,X^ n observaciones independientes de la varia 
ble X
„ V (0) = nk“D„(0) V0 € 0
2'"**' n
Para a = 4- v » (0) = nD„(0) V0 £ 0 (Aditividad)
K 1
(4) D^(G) > D^(0) ve £ 6
Si T es suficiente para 0 =» D.(0) = D_(0)
(5) c^j^Ey => Djj(0) ) Dy(0 ) vee
(6) Pérdida de informaciôn debida al agrupeuniento
sup Dg(0) = D^(0) v s e e  con Dg(0) = [|lg(G)i]
—23—
Demostraciones
La propiedad (2) es consecuencia del resultado:
IA+BI ^ I A| ^/k para a >0, B>0, matrices reales de or
den k (Rao; 1973, p. 70).
Las restantes propiedades pueden obtenerse fâcilmente de 
las correspondientes al déterminante de la matriz de Fisher, 
teniendo en cuenta que a>0 y que sup(f“) = (sup f)'* si o)0 y 
£ es una funciôn real acotada, f&O.
Las demostraciones de las propiedades anSlogas para, el de 
terminante pueden encontrarse: (1) y (4) en (Ferentinos y Pa­
paioannou; 1981); (5) en (Goel y DeGroot; 1979); (6) en (Feren 
tinos y Papaioannou; 1983). La propiedad (3) se obtiene de for 
ma inmediata a partir de la propiedad (2) de la matriz de Fisher.
Otra vez, la propiedad (6) requiere que la matriz Ix(@) ve 
rifique las condiciones de regularidad adicionales E y F.
1.3.3.3. MEDIDA PARAMETRICA DE INFORMACION M^(6)
Antes de entrar en la definiciôn y propiedades de la medi­
da M^(6), daremos un conjunto de resultados acerca de la norma 
euclldea de una matriz que nos servirâ de apoyo en el estudio 
de las pfopiedades de M^(6).
Definiciôn
La norma euclldea de una matriz cuadrada A=(a^^) i,j=l,...,k 
es el nûmero no negativo ||a || obtenido de la expresiôn
r k k 1/2




Il A II = (Traza A'A) = (Traza AA' ) . Si ademâs A es simëtrica
y A = TAr* es su descomposiciôn espectral con A matriz diagonal 
de los autovalores de A, entonces:
A* A = FAT TAP' = FA^F* de donde: 
k nl/2
I l  '
Como norma matricial verifica 1rs condiciones
1.- ||A||>0 si A / 0  y ||0|| = 0 (1.3.1)
2.- ilcAil = |cj ||A|| c eR (1.3.2)
3.- ||A+B|j<i|A|| + ilBil (1.3.3)
4.- ||AB|i<!|A|i ||B||
Àdemâs se dan las condiciones de convergencia siguientes;
||A^ k)  . 0 «s» A^k)  A (elemento a elemento)
k-® k^
(k) , _  „.(k),. (1.3.4)
k-*-®
Todas estas condiciones pueden encontrarse en (Faddeev- 
Faddeeva, 1963).
Estamos ya en condiciones de analizar la medida (G) in- 
troaucida en el apartado 1.3.2. Denotâbamos por M^XG) a la me­
dida paramétrica de informaciôn definida mediante la siguien­
te funciôn real:
r k . 21
M^(6) = E  (A%(G)) J • Una expresiôn alternative serâ
Mx(G) = t|lx(6) Il
Propiedades
(1) M^(6) 5- 0 V6£ 0
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con la jgualdad si y sôlo si f(x,6) no depende de 6
( 2 ) y ( 8 ) ^ ) ve 6 e
«x y (8) < My(8)+My(6) si X e Y son independientes y 6 € G
(3) Sean X^,x^, . . . , n observaciones independientes de la 
variable X
„ (6 ) . nM„(8) ve 6 8
1 * 2 * n
(4) Mx(8) ) V8e 0 con la igualdad si y sôlo si
T(X) es suficiente para 8
(5) Convexidad
Q)0 aMx(f@)+(l-a)Mx(g@) ) M^(ofg+(l-a)gg) VG6 8 
y {fg} , {gg}e F
(6) ^ x ^ ^ Y  ^ My(0) Ve € 0
(7) Pérdida de Informaciôn debida al Agrupamiento
sup M (8) . M^te) vee e con m (e) = ||i ( 0) |
g € G ^ ^
Demostraciones
Usaremos la notaciôn \Ah) para indicar el autovalor i-és^ 
mo de la matriz A.
(1) Es consecuencia de (1.3.1) y de la propiedad (1) de la - 
matriz 1^(6). También puede obtenerse de las propiedades
(1) y (1') de los autovalores X^(0).
(2) Consecuencia de (1.3.3) y de la propiedad (2) de la matriz 
1,(6)
(3) Teniendo en cuenta que
ly y y (6) » ni (e) (propiedad (2) de aditividad
l n
de la matriz 1,(6))
entonces
X ,  ( l y  y y O ) )  -  n X , ( I y ( 6 ) ) .....i = l .........ni , A 2 $ • • • i ^
de esta forma ||l (0) || = n||l ( 0) \\
(4) Consecuencia de las propiedades (2) y (2‘) de los autova­
lores X^tO)
(5) Por la propiedad (4) de convexidad de 1,(0)
I,(afg + (l-a)gg ) ^ al, ( f g ) + ( 1-u) I, (g^ )
Estamos en las condiciones del teorema 3, p. 117 de Bell­
man (1970) y por tanto:
\^(I,(ufg+(l-a)gg)) ^ X^(al,(fg}+(l-a)lx(gg)) 
i=l,...,k
Por ser los autovalores X^(I,(afg+(1-a)gg)) ) 0 i=l,...,k
entonces:
k _ k 2
X^(l,(af0+(l-a)gg)) ^ E^X^(aI,(fg)+(l-a)I,(gg))
es decir:
i l  I,(afg +  (l^)gg)|| ^  l|al,(fg) + (l-a)l,(gg) 11 (1.3.5)
aplicando a la norma del segundo miembro las condiciones 
(1.3.3) y (1.3.2) respectivamente,obtenemos el resultado
deseado.
(6 ) Es inmediata de la propiedad (4) de los autovalores
□
Una via alternativa de demostraciôn de las propiedades
(4) y (6 ) y de la condiciôn (1.3.5) es utilizer un lema de Ok£ 
moto y Kanazawa (1968) que exponemos en el apéndice A.l al fi­
nal de este trabajo.
(7) Suponemos, como ya es habituai en esta propiedad, que la 
matriz 1 ,(8 ) verifica las condiciones de regularidad ad^ 
cionales E y F.
Antes de demostrar la propiedad enunciamos un teorema pre^  
vio.
Teorema
En las condiciones de regularidad A ,B,C de la matriz de 
Fisher, junto a las adicionales E y F; si {g^} es una sucesiôn 
de particiones, taies que g^^^ es mâs fina que g^ para todo n, 
entonces
iim|| I (0 )|| = Il 1 , ( 6 )|| vee © 
n»® ^n
Demostraciôn
Ferentinos y Papainoannou (1979) muestran en las condicio­
nes del teorema que;
I (9) » 1.(9) (elemento a elemento)
La demostraciôn se concluye aplicando la condiciôn (1.3.4)
□
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Estamos ya en condiciones de demostrar la propiedad (7)
Sea {g^} una sucesiôn de particiones como la definida en 
el teorema anterior.
Por la propiedad (4) de informaciôn maxima sabemos que:
Il I (6)11 < ||I (6)|| Vn vee 0 
9n
Por el teorema anterior
lim II I (6)11 = ||ly(6)|| vee 0
n«o «n
Entonces sup ||l (8)|| = ||l (6) ^  V8 e 0
n ^n *
Dado que g^ e G Vn , tenemos
sup II I (6 )!| i sup II I (6 ) Il = Il I (0 ) Il vee 0 (1.3.6)
g e G n "^ n
De nuevo, la propiedad (4) imp]ica que
||lg(6) lU II 1,(6) Il para t o d a g e G  y 6 6 0
Por consiguiente
sup i|l^(0) Il  ^||I^(0) Il vee- 0 (1.3.7)
g e G 9 X
Combinando las relaciones (1.3.6) y (1.3.7) se obtiene el 
resultado.
□
Como resumen del anâlisis de las propiedades de las medi­
das de informaciôn S,(6), D,(e) y M,(0) podemos concluir que 
tanto S,(e) como M,(6) poseen las principales propiedades de 
una medida de informaciôn, y por ésto serân preferibles a la 
medida D^(8). Esta ultima no verifica, mâs que parcialmente, 
las propiedades de no negatividad y de invariancia para trans- 
formaciones suficientes; asimismo no cumple la propiedad de co£ 
vexidad. Si bien esta ûltima propiedad no descartaria a D,(0) 
como medida de informaciôn, si lo harian las dos anteriores.
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que const!tuyen, junto a la de informaciôn maxima, un minimo de 
propiedades a exigir a toda medida de informaciôn.
Sin embargo, si la matriz de Fisher es no singular
V ee 0 se verifican claramente ambas propiedades.
En caso contrario, basada en D,(@) podemos définir una me­
dida de informaciôn alternativa, que dénotâmes por D*(e) y cuya 
expresiôn es:
D*(0) - j^l i+i,(0 )|®j-1 = [ n^(i+xj(e))j°-i
para un valor de o>0 prefijado, siendo I la matriz identidad.
A partir de las propiedades de X^tG) es sencillo comprobar 
que esta medida verif ica las propiedades de no negatividad, iri 
formaciôn maxima e Invariancia para transformaciones suficien—  
tes. Igualmente verifies las propiedades de suficiencia de ex­
périmentes y de pérdida de informaciôn debida al agrupamiento.
A continuaciôn, nos centrareiyas en el estudio del compor- 
tamiento de las medidas paramétricas de informaciôn , U,(6)
y respecto de transformaciones biyectivas del espacio pa-
ramétrico.
1.3.4. TRANSFORMACIONES BIYECTIVAS DEL ESPACIO PARAMETRICO
Ses (J)*f(6) una transformaciôn biyectiva de 0 , de forma que 
0=g((j)) es la transformaciôn inversa de f. Ses Ÿ=f(0) el espacio 
paramétrico transformado.
Llamamos A=(a. .) a la matriz cuadrada, cuyo elemento (i,j)
es = -J---- , i,j=l,...,k. Siguiendo la notaciôn empleada.
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!,(*) representarâ la matriz de informaciôn de Fisher, acerca 
de $, segün la variable X. Anâlogamente denotaremos S,(4>),
D,(*) y M,(*) a las medidas correspondientes acerca de
Enunciamos primeramente un resultado conocido para la ma­
triz de Fisher (Fisher; 1956, p. 155) y a continuaciôn un lema 
relative a los autovalores, ambos de gran utilidad en adelante.
ProposiciÔn
I,(<^ ) = A'I,(6)A (1.3.8)
Este resultado proporciona la expresiôn que relaciona las 
matrices de Fisher, segûn X, acerca de los parâmetros 6 y 
Anâlogamente a (1.3.8) podriamos escribir:
Iy(8) = B'I^($)B (1.3.9)
* * ôdi
siendo B=(b^^) la matriz cuyo elemento (i,j) es
i,j=l,...,)c de forma que si A es no singular B=A~^.
Con objeto de clarificar la notaciôn, en lo sucesivo para 
cualquier matriz H^O escribiremos X^(H) para denotar el autov^ 
lor i-ésimo de H, es decir X^(H) ) X^(H) ) ... ) X^(H) ) 0.
Lema
Si0=f(6) es una transformaciôn lineal ortogonal de 9, en­
tonces
X^(I,($)) = X^(I,(6)) i=l k (1.3.10)
Demostraciôn
Escribimos en notaciôn matricial = ( 4>i ,... ,4>^  ) y 
(5^,...,6j^).
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Por ser 4» una transformaciôn lineal ortogonal de e, pode­
mos escribir
4 =H8 y H es una matriz ortogonal de orden k 
(H'H=HH'=I)
Es sencillo probar que H**A. Por consiguiente 
1 ,(41) = HI,(6)H* = HI,(6)H~^ por lo que
las matrices 1,(4') e 1,(8) tienen el mismo polinomio caracteri£ 
tico (Rao; 1973, p. 76 prob. 25) y por lo tanto los mismos aut£ 
valores .
□
1.3.4.1. MEDIDA DE INFORMACION S,
Daremos una serie de relaciones entre las medidas de Infor 
maciôn S,(8) y S,(4 )
Propiedad 1
Si la matriz A es no singular, entonces 
S,(4>) ^ X^(AA- )S,( 9)
S,(4) ) X^(AA')S,(6 )
siendo X 0 y X^>0 .
Demostraciôn
1,(6))0 y AA'>0 por ser A no singular (Faddeev-Faddeeva; 
1963, p. 24 teorema 1.3)
Entonces,aplicando el corolario 2.2.1 de (Anderson y Das 
Gupta; 1963),résulta
-32-
X. (AA* )X, (1^(6))  ^ X,(I^(9)AA‘) X. {AA ' ) X, ( ( 6 ) )K 1 A X a  X X a
x*l,*••,k
Sumando en i
^j^(AA') Traza (I,(@ ) ) -S Traza (I,(6 )aA') ^
< X^(AA‘) Traza (1,(6)) (1.3.11)
Por otra parte (1.3.8) implica que
Traza (1,(4)) = Traza (A'I,(6 )a) = Traza (I,(8)AA')
(1.3.12)
con la ultima igualdad por el hecho de que Traza (GH)*Traza (HG) 
Teniendo en cuenta que S,(T) = a Traza (I,(t)) las rela­
ciones (1.3.11) y (1.3.12) nos conducen al resultado.




Si A es simétrica y no singular, entonces 
Sj^ (4) ^ X2(A)S,( 6)
S,(4) » x2(a )s,(8)
Demostraciôn
Es inmediata de la propiedad 1
0
Propiedad 2
Si 1 ^(6 ) es definida positiva, entonces 
S,(4) < aX^(I,( 6) ) II A 
S„(4) ) aX (I ( 6 ) ) II A
2
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con X^>0 y X^ > 0.
Demostraciôn
Sabemos que Traza(A'I,(6)A ) = Traza(AA'I^(8))
Ahora 1,(6)>0 y AA')0 para cualquier matriz A (Mardia,
Kent y Bibby;1979, p. 476).
Intercambiando ambas matrices en la demostraciôn de la pro 








Es consecuencia inmediata de (1.3.10).
□
Podemos concluir pues, que la medida de informaciôn S, es 
invariante para transformaciones lineales ortogonales del espa­
cio paramétrico.
Observaciôn
Para transformaciones biyectivas, no lineales ortogonales, 
en general no se da la invariancia de la medida S,.
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1.3.4.2. MEDIDA DE INFORMACION D,
Ocuparemos este epigrafe en dar una serie de relaciones 
entre las medidas de informaciôn D,(c) y D,(*).
Propiedad 4
"x'Y ' - ' J -XD„(4 ) = [lA l^ j D„(6)
Demostraciôn
Es inmediata de (1.3.8) ya que 
II,(4)1 = I A ' I,( 8 ) A ! = 1a * M i,(9)||a | por ser todos los fac to­
res matrices cuadradas.
Por tanto
il,(4) I = I A|^ |l,(8) I 
Elevando a a ambos miembros obtenemos el resultado.
□
Corolario 2
Si A es singular para algûn 4 £ , entonces
D,(4*) = 0
Demostraciôn
Es consecuencia inmediata de la propiedad 4
□
Corolario 3
D,(4) = D,(6) c=» I Al » il
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Demostracion
Obvia, a partir de la propiedad 4.
□
Corolario 4
Si 4*f(6) es una transformaciôn lineal ortogonal de 6, 
entonces
D,(4) = D,( 6)
Demostraciôn
Como consecuencia de (1.3.10) |l,(4)| = |I,(6) | que con­
duce obviamente al resultado.
Otro camino séria comprobar que estamos en las condiciones 
del corolario 3 lo que résulta igualmente sencillo ya que, por 
ser 4 lineal ortogonal A=H' =» | a | =| h | =±1
Es decir, la medida de informaciôn D^ es invariante para 
transformaciones biyectivas del espacio paramétrico taies que 
I AI=-l y entre éstas para las transformaciones lineales ortogo­
nales.
1.3.4.3. MEDIDA DE INFORMACION M,
Vamos a dar dos propiedades acerca de la relaciôn entre - 
las medidas de informaciôn M,(9) y M,(4).
Propiedad 5
Si A es no singular, entonces
M,(4) < X^(AA' )M,{6 )
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M,(4) ) X,(AA’)M,(6)
con X^>0 y X^>0
Demostraciôn
1,(6) ) 0 y AA' > 0 por hipotesis. Entonces 
Xj^(AA')X^(I,( 6) ) < X^(I,(6)AA') i ^^ ( I, ( 6) ) ( aa • )
i=i,•••,k
(Anderson y Das Gupta;1963) 
Por ser positives los tres miembros de las desigualdades 
anteriores, podemos escribir
X J ( A A ' ) X 2 ( i ^ ( 6 ) )  x 2 ( i ^ (  6 ) a a ' ) ^  ^ ^  ( I, ( 6  ) ) X  ^  ( a a  • ) i-1.... k
(1.3.13)
pero ^^(A'I,(6)a ) - ^^(I,(6)a a ') (Mardia, Kent y Bibby; 1979,
p. 468 th. A.6.2)
i=l,...,k 
Por otra parte
2 2 k 2
II 1,(4) W  = ||A'I,(8)A II = E  X^(A'I,( G)A) 
Entonces, a partir de (1.3.13) obtenemos
xJ(AA') E  X ^ d  (9)) < ||Iy(4) N  ^ < xZ(AA') E  X?(Iy(9))
K i.i I X  X X i=i ^ ^
El resultado se obtiene, teniendo en cuenta que 
k - -
E Af(Iy(6)) . ||ly(8) I
i=l  ^ k X
□
Igual que con la medida S,, si I,>0 podemos dar otras aco- 
taciones de menor interés para M^(4).
-37—
Propiedad 6




Es inmediata de (1.3.10), o bien como corolario de la pro­
piedad 5,pues en este caso A es una matriz ortogonal, por lo
que AA'=I y X^(I)=1 i=l,...,k
□
Por tanto, la medida de informaciôn M, es invariante pa­
ra transformaciones lineales ortogonales del espacio paramétra 
co. Igual que ocurrîa con S^, para transformaciones biyectivas 
cualesquiera no se da, en general, la propiedad de invariancia 
de la medida M,.
Para concluir este capitule daremos una propiedad comûn pa 
ra las tres medidas de informaciôn S,, D^ y M^, relativa a la 
comparaciôn de experimentos.
1.3.5. OTROS CRITERIOS PARA LA COMPARACION DE EXPERIMENTOS
Estudiamos en este apartado, el comportamiento de las me­
didas de informaciôn S,, D, y M, respecto a dos criterios de - 
comparaciôn de experimentos mâs débiles que el de Blackwell.
Sea e e 0CIR^ un parâmetro k-dimensional, c, y Cy dos ex­
perimentos estadisticos con espacio paramétrico comûn 0 e 
1,(6), Iy(6) las matrices de informaciôn de Fisher para los ex 
perimentos c, y Cy respectivamente, bajo las condiciones de re
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gulariûad estandar. indicarS que el experimento es
suficiente para el experimento c^, segûn la definicidn de Black 
well (1951, 1953).
DeflniciCn 1
Décimes que es suficiente per pares para el experimento 
Gy y dénotâmes ^ p a r a  todo par de valores e^,0^€ 0
cuando limitâmes el espacio parzunétrico a contener ûni- 
camente les dos valores 6^ y 9^.
Claramente e^^^Y ^X^^Y
El reciproco no se da necesariamente, podenos encontrar un 
contraejemplo en (Bayarri y DeGroot; 1986).
Definicidn 2
Decimos que es preferido a y denotëunos por
siempre que ly(6)-ly(6) sea semidefinida positiva V6€ 0 , es 
decir
Ey;^Ey «=» Ijj(6)-Iy(6)  ^ 0 V9€0
For la propiedad C5) de la matriz de Fisher
Ejj^Gy =» G y ^ Y
Un contraejemplo de que el reciproco no es cierto necesa­
riamente puede encontrarse en (Kansen y Torgersen;1974).
Ademâs tjj^Gy =» G^^Cy (Goel y DeGroot; 1979; Bayarri y 
DeGroot; 1986).
Propiedad 7
Si Gy^Ey se verifican
i) Sjj(6) ^ SyC0)
Iii) Dy(6) ) Dy(0) 1 V0 6 0
iii) My(0) 5. My(0)
Demostraci6n
Por la definiciCn de ^  la matriz Ijj(0)-Iy(0) % 0 V0 e 0 
Las matrices ly(0) e 1^(0)-ly(0) son simétricas e 
Ix(e)-Iy(0)  ^ 0 V06 0
Entonces por el teorema 3, p. 117 de (Bellman; 1970) ré­
sulta que
5- X^(ly(0)) i=l,...,k V06 0
Por ser S^{B), D^XG) y (6) très funciones de los autova 
lores estrictamente crecientes en cada argumente, la propiedad 
queda demostrada de manera inmediata en sus très apartados.
□
Esta propiedad puede obtenerse como consecuencia inmedia­
ta del lema de Okamoto y Kanazawa (1968) (Apéndice A.l).
Corolario 5
Si c >  £ se verifican 
A 2 I
i) Sy(0) 5. Sy(0)
ii) Dy(0)  ^Dy(e) J ve e 0
iii) M^(6)  ^My(e)
Demostracidn
Cx^Gy =3 propiedad 7 nos conduce al resul-
tado.
CAPITULO II
PERDIDA DE INFORMACION EN MODELOS DE SUPERVIVENCIA CENSURADOS
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CAPITULO II
PERDIDA DE INFORMACION EN MODELOS DE SUPERVIVENCIA CENSURADOS
2.0. SUMARIO
Como indica el titulo, este capltulo se dedicard al proble 
ma de la pérdida de informaciôn que se produce en estudios de 
supervivencia y fiabilidad cuando las observaciones sobre los 
tiempos de vida se censuran.
Tras una introduccidn acerca de los modèles de superviven 
cia censurados, recogemos algunas recomendaciones en torno a - 
las medidas de informaciôn adecuadas para este tipo de modèles 
(Secciôn 2.1).
Estâmes interesados en evaluar esta pérdida de informaciôn 
originada por la censura, cuando la medida de informaciôn ade- 
cuada es la matriz de Fisher.
Nuestro punto de partida lo constituirSn las medidas rea- 
les de dicha pérdida, utilizadas por Brooks (1982) en un contex 
to bayesiano cuando la medida de informaciôn es la medida de - 
Shannon (Secciôn 2.2).
Sugerimos dos maneras de abordar nuestro objetivo. La pr^ 
mera, desarrollada a lo largo de las secciones 2.3 y 2.4, con­
siste en définir dos medidas matriciales de la pérdida de infor 
maciôn que llamaremos matriz de pérdidas y matriz de eficien—  
cias que justificaremos de manera formai por las propiedades 
de sus autovalores y de manera intuitiva por el claro signifi- 
cado de dichos autovalores al diagonalizar la matriz de Fisher 
mediante una transformaciôn biyectiva del parâmetro de interés.
— 4 2 ~
Proponemos aslmismo tres medidas reales de la pérdida de infor 
maciôn, que definimos mediante otras tantas funciones reales de 
las matrices anteriores y en particular de sus autovalores, he 
redando de esta forma las buenas propiedades de éstos, destacan 
do la propiedad de invariancia para transformaciones biyectivas 
del parâmetro. Todo este proceso requiere que la matriz de Fi—  
sher del modelo no censurado sea no singular.
La segunda forma de abordar nuestro objetivo, menos origi 
nal que la anterior y que désarroilamos en la secciôn 2.5, con 
siste en seleccionar como medidas de informaciôn, las medidas 
reales S^, y (basadas en la matriz de Fisher) que propo- 
nlamos en el capltulo 1, y trasladar las definiciones de la pér 
dida de informaciôn, dadas por Brooks, a un contexto no bayesia 
no.
Al igual que antes,se analizan las propiedades de estas me 
didas de la pérdida de informaciôn, destacando lo siguiente:
Si las medidas de informaciôn elegidas son o M^, las me 
didas correspond!entes de la pérdida de informaciôn no son inva^ 
riantes para transformaciones biyectivas del parSmetro, en cam- 
bio, la definiciôn de las mismas no requiere la hipôtesis res- 
trictiva de no singularidad de la matriz de Fisher correspondien 
te al modelo no censurado.
En caso de elegir la medida de informaciôn D^, las propias 
limitaciones de dicha medida exigen la no singularidad de las 
matrices de Fisher relatives a los modelos no censurado y censu 
rado, a cambio, las medidas de la pérdida de informaciôn corre£ 
pondientes son invariantes para transformaciones biyectivas del 
parâmetro.
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Matriz de Informaciôn Medida Real de
de Fisher Pérdida de Informaciôn




El anâlisis de supervivencia es un témino estadlstico que 
abarca una gran variedad de técnicas estadîsticas para el anâ- 
lisis de variables aleatorias positivas.
Generalmente la variable aleatoria es el tiempo hasta el 
primer fallo (averîa) de una componente flsica (mecânica o eleç 
trica) o el tiempo hasta la muerte (tiempo de vida) de una un£ 
dad biolôgica (paciente, animal, célula, etc.).
Debido a su gran aplicaciôn en la industrie en estudios 
de fiabilidad, asl como en la medicina en numerosos ensayos - 
clînicos, el anâlisis de supervivencia ha experimentado un fuer 
te auge en los ûltimos veinte anos, existiendo en la actuali- 
dad numerosos textos dedicados exclusivamente a este tema, que 
incluyen tanto los modelos paramêtricos como los no paramétri- 
cos. Entre ellos destacamos Kalbfleisch y Prentice (1980), Lee 
(1980), Miller (1981), Nelson (1982), Cox y Oakes (1984).
Tîpicamente, el objetivo del anâlisis de supervivencia es 
hacer inferencias acerca del parâmetro desconocido cuando la 
distribuciôn de la variable aleatoria pertenece a una familia 
pararoétrica, o bien acerca de algûn funcional de la funciôn de 
distribuciôn, si el modelo para dicha variable es no paramëtri- 
co.
Como vehiculo para este proceso inferencial, el estadlsti­
co dispone de un experimento en el que observa la variable tiem 
po de vida en una muestra de n unidades.
La primera dificultad que nos veimos a encontrar en la ma­
yor parte de los estudios sobre supervivencia es la imposibili
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dad de disponer de los valores exactos de la variable para to- 
das las unidades muestrales debido a lo que, de modo genérico, 
llamamos la censura.
Por ejemplo, en estudios de fiabilidad sobre la duraciôn 
de una determinada componente, no serâ ûtil esperar a la des—  
trucciôn de la misma. En supervivencia algunos pacientes pueden 
sobrevivir al final del ensayo cllnico, o pasar a otro trata—  
miento, o morir por otra causa ajena a la enfennedad en estudio 
produciêndose, en cualquier caso, una observaciôn incomplets - 
para algunas unidades muestrales. Diremos que estas unidades e£ 
tân censuradas.
La formalizaciôn de este hecho es la siguiente.
Denotaremos por T a la variable aleatoria tiempo de vida. 
En presencia de censura, lo que realmente observa el estadîst£ 
co para cada unidad muestral es la variable aleatoria bidimen- 
sional
(X,6) definida por X = min(T,C) y 6 = 
siendo C la cota de censura, constante o variable para cada un£ 
dad, como explicaremos posteriormente y I d é n o t a  la funciÔn
indicador del conjunto A, es decir:
^ T si T< C ^  0 si la observaciôn
I , 1 es censurada
X - } 6 = J
V C si T > C V  1 si la observaciôn
es no censurada
Vagamente hablando,una observaciôn censurada contiene ûn£ 
camente una informaciôn parcial acerca de la variable aleato—  
ria de interés.
Ahora bien, como hemos visto en los ejemplos anteriores - 
las causas que originan la censura de una observaciôn pueden -
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ser aleatorias o controladas; êsto hace que distingamos entre 
tres tipos de censura slguiendo a Miller (1981):
Censura de tipo I
C es una constante para todas las unidades muestrales, pre 
establecida por el estadlstico.
Censura de tipo II
La observaciôn cesa después de un nûmero r < n prédétermina 
do de muertes,de forma que C se convierte en una variable alea­
toria (Ver Cox y Oakes; 1984).
Ambos tipos de censura surgen en numerosas aplicaciones de 
ingenierla.
Censura aleatoria
C es una variable aleatoria que se supone independiente de 
T. Este tipo de censura, denominada con mâs rigor censura alea 
torla por la derecha,surge en las aplicaciones a la biologie y 
la medicina.
Ademâs este tipo de censura engloba como caso particular 
el tipo I.
Podrla citarse, de forma similar, aunque con una aplicaciôn 
mâs limitada, la censura aleatoria por la izquierda, cuando la 
Informaciôn que se registre para algunas unidades es que su 
tiempo de vida es anterior a C, variable de censura independien 
te de T, con lo que la variable observada, en este caso, es:
(X,6) con X = raâx(T,C) y 6 =  I •
Volviendo a nuestro objetivo inferencial, el estadlstico
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dispone de un experimento censurado en el que observa la varia 
ble (X,6 ). Pensemos que el estadlstico puede elegir entre va—  
rias variables de censura, o lo que es lo mismo,entre varios - 
experimentos censurados en los que observa X para diferentes - 
variables de censura C. Un mêtodo natural para elegir el mSs - 
apropiado séria comparer la informaciôn estadlstica contenida 
en dichos experimentos y elegir el de mayor informaciôn. Ahora 
bien, como es conocido, no hay una ûnica medida de la informa­
ciôn estadlstica contenida en un experimento.
Hollander, Proschan y Sconing (1985 a, 1985 b) consideran 
este problema para modelos censurados aleatoriamente por la de 
recha, en general no paramêtricos, y sugieren que las medidas 
de informaciôn elegidas cumplan dos requisitos intuitives:
( * )i) Si  ^ (La variable de censura es estocâstica-
mente mâs pequena que la C^) la informaciôn en (X^,6 )^ es 
mâs pequena que la informaciôn en (Xg,6 2) para todo T, don 
de
X. = min(T,C.) y 6 . = I
ii) Para todo T y C la informaciôn en T es mâs grande que la 
inforhaciôn en (X, 6 ) , X = min (T,C) , 6 =
st
(*) Dadas dos variables aleatorias Y,Z, Y « Z <=» P(Y > y)< 
< P(Z > y) Vy (Rohatgi; 1976, p. 554)
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ii) se sigue de i) tomando , de modo que tiene la
misma distribucidn que T.
Los autores consideran que una medida de informaciôn que 
no verifique i) y ii) es inadecuada.
En (Hollander, Proschan y Sconing; 1985 a) los autores 
eligen la entropla de Shannon, cuando las variables T y C son 
discrètes. Dado p^ = P(T»i), q^ = P(C»i), definen la informa­
ciôn esperada para el experimento censurado discreto (X,() ba- 
sado en (T,C) como:
H(p,q) = Ej,|^Ex(-log P(X|C=i)] 
êsto es, la media de las entroplas de Shannon para los experi­
mentos con variables de censura degeneradas en C=i. Es intere- 
sante observer que H(p,q) » H(T)-H(TjX,5).
Nuestran que esta medida verifies las condiciones i) y ii) 
anteriores.
Para el caso continuo, establecen que la entropie de Sha 
nnon no es satisfactoria pues en algunos casos no estâ defini­
da y en otros puede ser negative, y proponen una medida de la 
dispersiôn de las observaciones censuradas (X,5),como medida de 
informaciôn que satisface las condiciones i) y ii). Para una - 
variable no censurada, esta medida se reduce a la varianza de T.
Asiffiismo, en (Hollander, Proschan y Sconing; 1985 b) los 
autores proponen medidas de informaciôn adaptando medidas de - 
dependencia entre las variables T y X, que verifican las cond£ 
clones i) y ii).
Goel (1987) proporciona un resultado mâs fuerte para este 
tipo de experimentos (censurados aleatoriamente por la derecha), 
para modelos paramêtricos, que establece lo siguiente:
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Dados dos experimentos censurados aleatoriamente por la
derecha £ y C basados en las variables aleatorias (T,C.) y
st
(TfCg) respectivamente, taies que < C^, entonces el experi^
mento Ç es suficiente para el experimento c segûn la definiciôn 
de Blackwell (1951, 1953).
Este resultado nos permite utilizar cualquier medida de - 
informaciôn que verifique la propiedad de suficiencia de expe­
rimentos, pues dicha propiedad nos conducirâ a las condiciones
i) y ii).
2.2, NOTACION Y ANTECEDENTES
Sea T la variable tiempo de vida en un estudio de superv£ 
vencia cuya distribuciôn depende de un parâmetro desconocido 
e, 8 6 8 .  Pensemos en la existencia de una variable de censura 
C de distribuciôn conocida que impide la observaciôn compléta 
de T. Denotamos por X a la nueva variable observada, obtenida 
de T segûn C, cuya distribuciôn dependerâ de 6. Sean y 
los experimentos no censurado y censurado respectivamente que 
consisten en una observaciôn de las variables respectivas T y 
X.
Denotaremos por y a los experimentos que consis
ten en la observaciôn de n rêplicas independientes de los expe
rimentos Y respectivamente. 1^(6 ) e 1^(6) denotarân una
medida de informaciôn, acerca de 6, proporcionada por los expe
rimentos e y e respectivamente. Anâlogeunente I (G) e I (G) O C  n f o rifC
para los experimentos y E^"^ .
El fenômeno de la përdida de informaciôn en modèles censu-
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rados ha sido estudiado entre otros por Brooks (1982).Barlow y 
Hsiung (1983), Hollander, Proschan y Sconing (1985a,1985b) y Goel (1987) 
Nuestro interés se centra en evaluar esta pérdida de infor 
maciôn, que se produce al observar en lugar de
Brooks (1982) utilizando la medida de informaciôn de Shan­
non, sugiere dos caminos:
a) La pérdida relativa de informaciôn que se produce usando 
en vez de definida por
comparado con
inferencias sobre 6, definida por
%,=* - T -
donde n es el tamano muestral de y n* es el tamano mue£
tral interpolado de  ^ que se requiefe para que ^ (8)= 
-:n,c(^)-
Este concepto,utilizado por Brooks (1980) para comparer dos 
tipos de experimentos con datos apareados,es anâlogo al de efi- 
ciencia relativa de un test no paramétrico comparado con su equ£ 
valante paramétrico, aqui se usan potencias de test en lugar de 
medidas de informaciôn (Hodges y Lehman; 1956).
Brooks (1982) utilize ambos caminos en un contexto bayesia 
no, cuando la variable T se distribuye exponencialmente, la va­
riable de censura C es de tipo I o tipo II y eligiendo como me­
dida de informaciôn la medida de Shannon. Calcula asimismo la 
eficiencia relativa limite del experimento censurado respecto 
del no censurado, definida por R_=lim R
c ^ ^
Vamos a intentar ampliar estes conceptos, cuando 6 es k- 
-variante y la medida de informaciôn es la matriz de Fisher co
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rrespondiente. Siçcndremos un tipo de censura aleatoria por la derecha.
Sugerimos dos maneras de abordar este tema, que exponemos 
separadamente, la primera en las secciones 2.3 y 2.4,y la se­
gunda en la secciôn 2.5.
2.3. MEDIDA MATRICIAL L^
Sean 1^(9) e 1^(6) las matrices de informaciôn de Fisher, 
acerca de 0 e © obtenidas a partir de e ye respectivamente.
La idea serS définir una medida matricial "natural" de la 
pérdida relativa de informaciôn y a partir de ésta, mediante - 
la elecciôn de funciones reales adecuadas de dicha matriz, dé­
finir medidas reales de la pérdida relativa de informaciôn.
2.3.1. DEFINICION Y PROPIEDADES
Definiciôn 2.3.1 
La matriz
L^(9) = (i^(e)-i^(e))i"^(6) = i-i^(0)i~^(e) 
siempre que esté definida, es una medida matricial de la pérd£ 
da relativa de informaciôn acerca de 0 que se produce al obser 
var en vez de e^,
Llamaremos a L^(0) matriz de pérdidas acerca de 0,al ob­
servar en vez de e^. Una vez fijada la distribuciôn de la 
variable de censura, la matriz de pérdidas L^(0) es funciôn de 
0 ûnicamente.
Es claro que la definiciôn de L^(G) requiere que la matriz
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1^(0) sea no singular para todo 0 6©, o lo que es équivalente 
(Propiedad A.2 apéndice), que (0) sea definida positiva (1^(6) > 
> 0) para todo 0 6©. Esta serâ pues la ûnica limitaciôn que con 
dicionarâ todo el proceso que expondremos en esta secciôn.
A pesar del claro paralelismo de esta definiciôn matricial 
con la correspondiente real de la pérdida relativa de informa­
ciôn (Ver (2.2.1)), no hay un significado intuitivo sencillo de 
la matriz de pérdidas como medida de la pérdida de informaciôn, 
serin sus buenas propiedades y en particular las de sus autova 
lores las que irin dotando de contenido a dicha matriz (0). 
Expondremos en cuatro teoremas sus propiedades mis importantes 
as£ como algunas consecuencias de las mismas en otros tantos - 
corolarios.
La medida real definida en (2.2.1) es un nûmero real com- 
prendido entre 0 y 1, un resultado anilogo en términos matri­
ciales es el que expresa el siguiente teorema.
Teorema 1
Si Iq (0) > 0 para todo 0 6 © entonces:
i) La matriz L^(0) tiene todos sus autovalores comprendidos
entre 0 y 1, para toda variable C y todo 06 0
ii) X^(L^(6)) = 0, i=l,...,)( o  L^(0) = 0 (matriz nula) c»
«1^(0) = lg(0)




i) Por ser 1^(6 ) > 0 para todo e €0 , entonces
I”^(9) > 0 para todo 6 £0 (2.3.1)
segûn el corolario A.7.2.2, p. 475 de (Mardia et al; 1979) 
Por otra parte para toda variable C (Goel; 1987, cor.
3.2), por lo que
1^(6 )-I^(6 ) ^ 0 para toda C y 6 C 0 (2.3.2)
por la propiedad (5) de la matriz de Fisher.
Por darse (2.3.1) y (2.3.2), aplicando el corolario A.7.3.1 
p. 476 de (Mardia et al; 1979) résulta que todos los autova­
lores de (1 ^(0 ) (e) ) ( 8 ) son reales y no negativos, es 
decir
X ^ (L^(e ) ) > 0 i = l  k (2.3.3)
Por otra parte (6 ) > 0 para toda C y 8 £ 0 , ésto junto 
con (2.3.1) nos lleva utilizando el mismo argumento anterior 
a que:
todos los autovalores de 1^(8 ) (  8) son reales y no ne­
gativos, por lo que
X^(-I^(e )I^^(6 )) < 0 i=l, k
Los autovalores de la matriz de pérdidas L^(0) serin las so- 
luciones X de su ecuaciôn caracteristica
I L^(8 )-X I I = 0 c c  i I-I^(9 )I~^(9)-XI| = 0 <=>
cs> 1 -1^(6 )I“ ^(6 )-(X-l)I| = 0 =s> (X-1 ) < 0
con lo que
X^(L^(8 )) < 1 i=l k (2.3.4)
Combinando las relaciones (2.3.3) y (2.3.4) se obtiene el 
resultado.
ii) Demostrareinos que:
X ^ (Lç (6 ) ) . 0 , i-1.....k o  1^(8) - Ig(8)
La ultima equivalencia de este apartado es inmediata de 
la definiciôn 2.3.1.
<=) Inmediata
=s>) X^(L^(6 ) ) . 0 , i.l, . .. ,k o  x^(I-I(.(8)I^^(e))-0 i«l,...,k
o  X^(Ig(8 )Ig^(6 ) ) = 1 i-1.... k
entonces
k , ,
1 = ÏÏ Xi(Ic(G)Io (8)) - |Ig(6)I-^(e)I =
= ll^(S)|ll‘^(G)l = |lg(8)I|I^(8)
es decir
1^(8 )1 = I 1^(6 )I ^ 0 lo que équivale a que







A^(I^(9)) < A^(Ip(e)) i=l k (2.3.6)
(Bellman; 1970, p. 117)
De (2.3.5) y (2.3.6) résulta que
A^(I^(e)) = Xj, (I^( G) ) i-1, .. . ,k
entonces
Traza(I^(e)-I^(e)) = Traza( ( 0 ) ) -Traza( ( 6 ) )  - 0
por lo que
A^(Iq (0)-I^(6)) = 0 i=l,...,k (2.3.7)
Por ser I (0)-I (0) simétrica, en virtud de su descompo
o c  —
siciôn espectral (2.3.7) es équivalente a
1 ^ ( 9 ) - I ^ ( G ) =  0  < =>  1 ^ ( 0 )  -  1 ^ ( 9 )
iii) Demostraremos que:
^^(L^(G)) = 1 , i=l,...,k 1^(9) = 0
La ultima equivalencia de este apartado es inmediata de 
la definiciôn 2.3.1.
<=) Inmediata
=»X^(L^(0)»1 i=l,...,k A^(I^(0)l“^(0)) = 0 i=l k
Sabemos que
I~^(9 ) > 0 e 1^ ( 0) ) 0 V e € e
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entonces el corolario 2.2.1 de (Anderson y Das Gupta; 
1963) implica que
X x ( i ‘ ^ ( e ) ) X i d c ( e ) )  < x ^ ( i ^ ( e ) i ~ ^ { e ) )  = o i=i,... ,k
por lo que
(Ig(c) ) = 0 i=l,...,k




En numerosas ocasiones la matriz de Fisher es diagonal, 
este hecho es el que inspira los dos siguientes corolarios. En 
ambos suponemos implîcitamente que (0) > 0.
Corolario 1
Si (6) es una matriz simétrica, entonces
L^(6) es semidefinida positiva.
Demostraciôn
Una condiciôn necesaria y suficiente para que una matriz 
simétrica sea semidefinida positiva es que todos sus autovalo­
res sean no negativos (Bellman; 1970, p. 54, th. 3).




Si 1^(6) es diagonal para toda variable C y 0 €6 , entonces 
la matriz (@) es diagonal, semidefinida positiva con ele 
mento i-ésimo la pérdida relativa de informaciôn acerca de 6  ^
(componente i-ésima de 0) para todo 0 6 0 .
Demostraciôn
Siguiendo la notaciôn del capltulo I, (0 expresa la - 
medida de informaciôn de Fisher (unidimensional) acerca del pa 
râmetro 0 ,^ a partir de e^, dados los valores del resto de pa- 
râmetrcs perturbadores 0^, ]/i. Anâlogaroente para (0^).
La matriz 1^(0) es la particularizaciôn de 1^(6) cuando la 
variable de censura C=+«>. Entonces (0 ) es diagonal con elemen 
tos diagonales (0 ^, ) i=l, . . . ,k. Ademâs (0 ^) > 0 i=l,...,k ,
por ser 1^( 0 ) > 0 .
Entonces la matriz I^^(0) > 0 es una matriz diagonal, sien
do sus elementos diagonales —^ j —  > 0 i=l,...,k.
Por otra parte sabemos que
Iq (0 )-I^ (9 ) i 0 por ser (Goel ; 19 8 7, corolario 3,
y ésto es équivalente a decir que
Iq(0 )^ > 1 ^(0 j_) i=l,...,k
por consiguiente I^(0 )I^^(6 ) es una matriz diagonal y su ele—  
Ic(6 i)
mento i-ésimo es  ^  ^ que verifies 0 < — —^ {B .)"  ^^
De esta forma, la matriz L^(0) = I-I^( 0 ) ( 0 )  es una ma­
triz diagonal, semidefinida positiva con elemento i-ésimo
□
Nuestro siguiente objetivo serâ comparer las matrices de 
pérdidas originadas por dos o mâs variables de censura ordena- 
das estocâsticêunente.
Cuando utilizamos una medida de informaciôn real, el re—  
sultado deseado serfa:
st
Dadas C^ y C^ dos variables de censura tales que C^ f C^ 
entonces
donde L dénota la pérdida relativa de informaciôn (Ver (2.2.1)) 
^i
al observar t en vez de e , siendo e el experimento censura- Ci o c^
do segûn la variable C^, i=l,2. Un resultado équivalente en tér 
minos matriciales podrla ser el siguiente teorema.
Teorema 2
st
Sean C^ ^ C^ dos variables de censura e (G)> 0 para to­
do 6 e 6 entonces;
i) La matriz L (G)-L (G) tiene todos sus autovalores no neCl Cg
gativos para todo 9 6 0
ii) X,. (L ( e) )  )  X,. (L^ ( e) )  i=l,...,)c para todo 96 01 Cl 1 C2
Demostraciôn
st
i) Por ser C2 5. se cumple




I (G) ^ I (6)  v e e  0 (propiedad (5)  de la matriz 
 ^  ^ de Fisher)
es decir
(e)-I^ (0) ) 0 (2.3.8)
^2
por tanto
L_ (0)-L (0) = (0)lI^(8)-I (0)I*^(0) =
= (i^ (e)-i^ (0))i"^(0)Cj Cl o 
Ya hemos visto anteriormente que I^^(0) > 0  si 1^(0) > 0, 
este hecho y (2.3.8) proporcionan el resultado sin mâs que 
aplicar el corolario A.7.3.1, p. 476 de (Mardia et al; 1979).
ii) Al (L^ (0 ) ) = Xi(I-I^ (0)I~^(e)) i=l,...,)c
Puesto que
!l-I^ (0)I~^(0)-AI I = 0 c=& |I (0)l“^(0) + (X-l)I I = 0 Cl o (=1 o
entonces
A ,  (L (G) ) = 1-X (I (G)l~^(0)) i=l, ...,]( (2.3.9)
1 Cl 1 Cl o
Por otra parte, teniendo en cuenta que ( 6) ( G) (G
i=l,...,)c (2.3.10)
segûn el teorema A.6.2 p. 468 de (Mardia et al; 1979).
Anâlogamente
(0)) = l-A^d^ (6)l"^(0)) i=l,...,)t (2.3.11)
y A .  (I^ (G)I%^(0) ) = A  (l'^/^(0)I (0)I%^/^(0) ) i=l----,ki C 2 O JL V c 2 o
(2.3.12)
- 60"
Ademâs, por hipôtesis I (ô) ^ I (6 ) (Ver (2.3.8))
C2 Cl
Entonces,segûn el ejercicio 12(d) p. 93 de (Bellman;1970)
l"^/2(e)i (6)l"^/^(0) » I%^/^(6)l (0)I%^/^(9)
O c 2 o o o
Este resultado, las relaciones (2.3.10), (2.3.12) y el teo
rema 3 p. 117 de (Bellman; 1970) implican que
Xi(Ic^(G)l'^(G)) » ^i(Ig (e)l"^(G)) i=l,...,)c
A partir de aquî, las condiciones (2.3.9) y (2.3.11) condu 
cen de manera inmediata al resultado.
□
A continuaciôn estudiaremos los efectos que una transfor­
maciôn biyectiva del parâmetro G tiene en la matriz de pérdidas
Lc(5) .
Cuando utilizamos una medida de informaciôn real, una bue- 
na propiedad de la medida real séria la siguiente:
Si (}> = f(0) es una transformaciôn biyectiva de G,entonces 
L^(G) = L^ ((}i) para toda variable de censura C, es decir 
"la pérdida relativa de informaciôn es invariante bajo 
transformaciones biyectivas del parâmetro".
El teorema 3 pretende dar un resultado équivalente en tér 
minos matriciales.
Sea 4) = f (0 ) una transformaciôn biyectiva de 0 y A =
30.
con a - -----  i,j = l,...,)c denotaremos por I_ ($) , ($) y
39. °
L^ ((jj) a las matrices correspondien tes respecto del parâmetro 9 .
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Teorerna 3
Si Iq(G) > 0 y A es no singular para todo 0 e 0 , entonces 
Las matrices L^($) y L^(0) tienen la misma ecuaciôn carac- 
terîstica para toda C y 0 € 0 y por tanto los misroos autovalores.
Demostraciôn
Sabemos que = A'I^(6 )A para toda C (Ver (1.3.8)
y en particular Ig^ ($) ■ A'I^(6 )A
Por hipôtesis 1^(0) y A son no singulares,por lo que 
Ig($) es no singular 
Por definiciôn L^(9) = I-I^( 9 ) ( 9 )  entonces
L^(9) = I-A'I^(0)AA"^I"^(0)A'"^ = I-A'I^(0)I^^(0)A'"^ 
llamando B=A' podemos escribir
L^(9 ) = B ( I - I ^ ( 0 ) (0))B~^ = BL^(0)b"^ por lo que 
las matrices L^(9 ) y L^(0) son similares (Rao; 1973, p. 76) y 
por lo tanto,tienen la misma ecuaciôn caracterîstica.
□
Corolario 3
Si (6 ) es diagonal para toda variable C y 0 6 0 ,  enton-
Los autovalores de la matriz L^(9) son las pérdidas rela­
tives de informaciôn acerca de cada componente 0  ^ de 0 .
Demostraciôn
Por el corolario 2 la matriz L^(0) es diagonal por lo que 




Como consecuencia de este corolario:
Siempre que podamos transformar el parâmetro 9 mediante - 
una transformaciôn biyectiva en otro 6 que haga diagonal la ma 
triz de informaciôn de Fisher, la matriz de pérdidas (respecto 
de 6 o 9 ) debida a la censura tiene por autovalores las pérdi—  
das relatives de informaciôn acerca de cada componente de 6 .
Corolario 4
Sean C^ ^  C2 dos variables de censura, 1^(6) > 0 y A no 
singular,para todo 8 6 0 , entonces
Las matrices L (6)-L (6) y L (9)-L (9) tienen los mis-Cl C2 Cl C2
mos autovalores.
Demostraciôn
Por el teorema 3
entonces
L (9 ) = BL (6 )b"^ i=l,2
L^ (9)-L^ (î) = B(L^ (G)-L^ (6))B~^
'1 '-2 "1 "2 
siguiendo el mismo argumento del teorema 3 llegamos al resulta­
do.
□
Seguidamente, estudiamos el comportamiento de la matriz de 
pérdidas cuando los experimentos observados son y .
Denotamos por L^ ^ (G) a la matriz de pérdidas acerca de G 
al observar en vez de , es decir:
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Teorema 4
Si I (6 ) > 0 para todo 9 € 0, entonces
g (9) * I'ç.19) para todo neN, toda variable C y 6e
Demostracifin
^(6 ) = nl^{6 } por la propiedad (2 ) de aditividad de la 
raatriz de Fisher, Igualmente @(6 ) = nl^(6 ) es definida pos^ 
tiva por serlo 1^(0 ) 
entonces
Ij^^q(9) = n~^I~^(9) de donde 
g(e) = I-(nI^(6))(n"^l’^(6 )) = ( 9 ) ( 0 ) = L^{6 )
□
Los teoremas 1,2,3 y 4 tienen su particularizaciôn, cuando 
i es univariante,en los cuatro prdximos teoremas.
Sea e e SCR, I* (6 ), I* (8 ) la medida de informaciôn de Fi­
sher (unidimensional) acerca de 8 , obtenida a partir de y 
respectivamente.
I*(0)-i;(8)
Sea L*(8 ) = ---- ^ ------  el nûmero real que mide la pér-
dida relative de informaciôn producida al observer en vez de 
para xzada 6 C 6 .
Anâlogamente I* (6 ), I* (0) y L* (0) para los experimenn^o iifC n^c
to, t<"> y t^">.
Sean ^  C 2 dos variables de censura ordenadas estocâst^ 
camente y i()=f ( G) una transformaciôn biyectiva de 0.
Suponemos r^(8)> 0 para todo 8 € 0
— 64 —
Teorema * 1
i) 0 ^ L*(6) 1 para toda variable C y 9 6 0
ii) 0 = L*(9) I*(e) = I * ( G )
iii) 1 = L*(9) I* (8) = 0
Teorema
L* (0) > L* (e)Cl Cg para todo 0 6 9
Teorema
L*(6) = L*(4>) para toda variable C
Teorema
L* c(0) = L*(9) para todo neiN, toda variable C y 9 e ©
Demostraciones
Se apoyan en los siguientes resultados
para cualquier variable C de censura aleatoria 
por la derecha (Goel; 1987, cor. 3.2)
I*(0) 3^ I* (6) (Stone; 1961, th.l)
^  E_ (Goel; 1987, th. 3.1)02 Cl
!*($) = (-||-)^I*(6) (Fisher; 1956, p. 155)




2.3,2. PERDIDA RELATIVA DE INFORMACION. MEDIDAS REALES
Tras este paréntesis para el caso de 9 univariante, volve 
taos al caso que nos ocupa, es decir 9 6 © C R ^  y roatriz de Fisher 
como medida de informaciôn. Vamos a définir très medidas reales 
de la pérdida relativa de informaciôn a partir de très funcio—  
nés reales de la matriz de pôrdidas. Exigiremos a estas medidas 
que tengan buenas propiedades, en concrete, las que acabamos de 
enumerar en los teoremas * l a  4, a las que nos referiremos co­
mo propiedades l a  4.
Cualquier funciôn real de la matriz de pérdidas verificarâ 
la propiedad 4,al coincidir las matrices L^ c  ^ Y L^(9) (teore 
ma 4) .
La propiedad 3 se cumple para toda medida real que se def^ 
na como funciôn de los autovalores, pues las matrices L^(9) y 
L^(ô) tienen los mismos autovalores (teorema 3). Debemos pues - 




L e  ( 9 )  = ^  E  X i ( L  ( e ) )c K 1 ^ 1 1 c
siempre que esté definida, es una medida real de la pérdida rê- 
lativa de informaciôn que, acerca de 9, se produce al observar 
en vez de
La medida L^(Ç) es la media aritmética de los autovalores 
de la matriz de pérdidas L^(0), y esté definida siempre que lo
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esté dicha matriz, es decir cuando I^(ô) > 0 para todo 6 6 6. 
Una expresiôn alternativa de L^IG) serâ:
L^Xe) = T* Traza[L (8)]
Denotaremos por ^(6) a la general!zaciôn de la medida 
anterior para los experimentos y , es decir
'■i.c = -f Traz.[L„_^(9)]
Debemos probar que la medida real L^(6) verifica las pro­
piedades 1 a 4; el prôximo teorema recoge este resultado. 
st
Sean ^ C2 dos variables de censura y t=f(6) una trans
00,
formaciôn biyectiva de 0 con A=(----- ) i,j=l,...,k
3(j) j
Teorema 5
Si Ig(8) > 0  para todo 0 6 6 entonces
i) 0 ( Lg (0) < 1 para toda vari'hble C y 6 6 0
a) { ii) 0 = L^(0) 1^(6) = 1^(0)
iii) 1 = Lg(0) <=> lg(0) = 0
b) (0) ^ (0) para todo 06 0Cl =2
c) ^ ( 0) = L^(6) para todo n6N, toda variable C y 06 9
Si ademés,1a matriz A es no singular para todo 6 6 0
d) L^(®) = L^(4i) para toda variable C.
Demostraciôn
La definiciôn 2.3.2 de L^(0) y los teoremas 1,2 ii), 4 y 
3 conducen a los resultados a) b) c) y d) respectivamente.
□
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En el caso particular de que (6) sea diagonal para toda 
variable C, tenemos
Corolario 5
Si Ig(8) es diagonal para toda variable C y 6e Ô , entonces 
L^(6) es la media aritmêtica de las pérdidas relativas de 
informaciôn acerca de cada (components i-ésima de 6) para to­
do 0 € 0
Demostraciôn
Es consecuencia inmediata de la definiciôn 2.3.2 y del Co­
rolario 2.
□
Definimos, a continuaciôn, una segunda medida real de la 
pérdida relativa de informaciôn, basada como la anterior en - 




siempre que esté definida, es una medida real de la pérdida re­
lativa de informaciôn que, acerca de G, se produce al observar
La medida L^(6) es la media geométrica de los autovalores 
ce la matriz I+L^(5) m.enos uno o también la ^-media de los auto 
valores de la matriz L^(6), cor respond lente a la funciôn (x) = 
=log(l+x) (Calot; 1970, p. 73). Al igual que L^(6),1a definiciôn
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de Lg(6) requiere que 1^(6) > 0 para todo 9 6©.
Una expresiôn alternativa de L^(6) serâ:
L^{e) = |l-KL^ (9)
Como es habitual, denotaremos por ^ la medida an­
terior relativa a los experimentos y , es decir
-1
Veamos que- la medida 1^(8) verifica las propiedades 1 a 4.
St
Sean C^ < C^ dos variables de censura y $=f(6) una trans-
38
formaciôn biyectiva de 9 con A = ( —gy— ) i,j=l,...,k.
Teorema 6
Si 1^(8) > 0 para todo 6 6 0 entonces
0 < L^(6) < 1 para toda variable C y 9 6 0
a) 0 = L^(6) O  Io(6) = 1^(6)
V iii) 1 = L^xe) «=> I=(e) . 0
b) hi (8) 
^1
>. hi (0) 
^2
para todo 8 6 0
c) lZ,c(9) . L^X6) para todo n6N, toda variable C
Si ademâs, la matriz A es no singular para todo 8 6 0
d) L^(6) = &:(*) para toda variable C.
Demostraciôn
La definiciôn 2.3.3 de L^(8) y los teoremas 1, 2 ii), 4 y 
3 conducen a los resultados a) b) c) y d) respectivamente.
□
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Daremos, por ûltimo, una tercera medida real de la pérdi­
da relativa de informaciôn, basada, como las anteriores, en los 






siempre que esté definida, es una medida real de la pérdida re­
lativa de informaciôn que, acerca de 0, se produce al observar 
£ _ en vez de e
La medida 1*^ (6) es por definiciôn la media cuadrâtica
ae les autovalores de la matriz de pérdidas L^(S) y,
como es habituai, requiere para su definiciôn que la matriz
1^(6) >0 para todo 9 6 0.
El corolario 2 nos mostraba que si la matriz de Fisher
1^(6) es diagonal, la matriz de pérdidas L^{9) también lo es;
en este caso y en general si la matriz de pérdidas L^(9) es s^
métrica, la medida real L^(9) puede expresarse alternativamen-
te como la norma euclîdea de la matriz —^  L (9). Veâmoslo
/k
L^(0) = [ E  [X. (L (9)) ]4 = —  ||L_(9)
/k l_i=l  ^ J /k ^
I l  =
II— —  L  ( 6 )  Il
v'k ^
Es sencillo comprobar que esta medida verifies las propie­
dades 1 a 4.
-  7 0“
Terminaremos esta secciôn 2.3 recogiendo algunas observa- 
ciones referentes a la matriz de pérdidas y a sus medidas 
reales asociadas i=l,2,3.
Observaciones
1.- La definiciôn 2.3.1 establecîa la expresiôn de la matriz 
de pérdidas L^ mediante un producto de dos matrices. No 
hay razôn alguna que justifique el orden en que multiplies 
mos ambas matrices. Si conmutamos dicho producto obtene- 
mos otra medida matriciel estrechamente relacionada con L^. 
Claramente
- L'
SÔlo en el caso de que la matriz L^ es simétrica, ambas me 
didas matriciales coinciden. En general pues,deberîêunos 
elegir entre L^ y L^ como matriz de pérdidas. Esta aparen 
te ambigüedad, sin embargo no es tal,ya que tanto las 
propiedades como las definiciones que hemos visto se basan 
en los autovalores de L^, y sabemos que
X^(Lç) = X^(L^) i=l,...,k
2.- Por definiciôn, las medidas reales L^ i=l,2,3 son très 
promedios diferentes de los autovalores de la matriz de 
pérdidas L^, por lo que podemos escribir que
(L^)  ^ L^ .$X^(L^) para toda C, i=l,2,3
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Asîmismo, debido a la relaciôn entre las médias geométri­
ca, aritmêtica y cuadrâtica (Calot,* 1970, pp. 73-77) se 
verifica que
L^Ce) < ijxe) ( L^(0) para toda C y 0e 0
dândose las dos igualdades a la vez, si y sôlo si, para 
0 y C fijos, todos los autovalores de la matriz de pérdi­
das coinciden.
La discusién, encuanto a la elecciôn de una de estas très 
medidas, se reduce pues, en cada caso, al anâlisis de la 
representatividad, ventajas e inconvenientes de estos pro 
medios.
3,- Si la raatriz de Fisher 1^(6) es diagonal para toda varia­
ble C y 6 e 0 , entonces la matriz de pérdidas L^ también 
es diagonal y las medidas reales L^ i=l,2,3 son los pro 
medios correspondientes de las pérdidas relativas de in- 
formacién acerca de cada 9^ (componente i-ésima de 9) para 
todo 9 6 0; L^ la media aritmêtica, L^ la media, con 
^(x) = log(1+x) y L^ la media cuadrâtica.
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2.4. MEDIDA MATRICIAL R^
2.4.1. INTRODÜCCION
En esta secciôn vzunos a introducir una medida matricial 
"natural" de la eficiencia relativa de un expérimente censura- 
do respecto al correspondiente no censurado E^^^, cuando
la medida de informaciôn utilizada es la matriz de informaciôn 
de Fisher.
Dicha medida pretende ser la generalizaciôn matricial de 
la medida definida por Brooks (1982) cuando la medida de infor 
maciôn elegida es la medida de Shannon. Recordamos esta defin^ 
ciôn:
La eficiencia relativa de e '^^  ^ comparado con , para -
hacer inferencias acerca de 6, viene definida, una vez fijada 
la variable de censura, por la siguiente funciôn de n
"n.c ■
siendo n el tamano muestral de E^"^ y n* el tamano muestral in 
terpolado de  ^ que se requiere para que I^* ^(6) = I^ ^(6).
Ahora bien, si la medida de informaciôn elegida fuese una 
medida paramëtrica real y como tal dépendisse de 6 6GCR, po- 
drlamos extender la definiciôn anterior de manera obvia como 
sigue
R^ g(G) = " —  que, para n y C fijos, es una fun­
ciôn de 6. Si adem&s la medida de informaciôn elegida fuese ad^ 
tiva para observaciones independientes, résulta que
I^ c(9) = nig(e) para toda variable de censura C y todo 
0 6 0 con lo que
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^  ------- Ï^ TëT-
y por tanto
° I°lel ° ”c<»‘ 
es decir, para 0 fljo, la eficiencia relativa de comparado
con es constante para todo n y en particular, igual a la
eficiencia relativa de comparado con e^, que denoteunos por
Rc(6) .
Ademâs, existe una relacidn muy estrecha entre esta medi­
da Rç(6) de la eficiencia relativa y la correspondiente de la 
pérdida relativa de informaciôn (0). Es claro que
R^(0) = 1-L^(0) para toda variable de censura C y todo 
8 € G (2.4.2)
Supongamos que la medida de informaciôn aditiva elegida es 
la medida de Fisher (unidimensional). Denotemos por I*(0) e 
I*(0) a dicha medida de informaciôn, acerca de 0, para los ex­
perimentos y respectivamente.
I*(6)
Sea R* (9) = —  la medida real de la eficiencia re­
lativa, acerca de 0, de respecto de . Esta medida verifi- 
ca las siguientes cuatro propiedades:
Propiedad * 1
i) 0 R*(9) 1 para toda variable C, y 0 6 0
ii) 1 = R*(e) <=> I*(6) = I*(6)





R* (e) ) R* O )  para todo 0 6  9
Propiedad * 3
Si $=f(6) es una transformacifin biyectiva de 0, entonces 
R*(0) = R*(<J>) para toda variable C
Propiedad * 4
R* = R*(S) para todo neN, toda variable C y 0e ©
Demostraciones
La expresiôn (2.4.2) particularizada para la medida de in 
formaciôn de Fisher I*(0) y los teoremas * 1, 2 y 3 conducen de 
manera inmediata a las propiedades * 1, 2 y 3. La propiedad * 4 
es la particularizaciôn de la expresiôn (2.4.1) para la medida 
I*(0) .
□
Veamos ahora qué ocurre cuando 0 6 G C  y la medida de in­
formaciôn es la matriz de Fisher correspondiente. A partir de 
aqui, 1q (6) e (0) denotarSn, de nuevo, las matrices de infor 
maciôn de Fisher, acerca de 0, para los experimentos y c^ -
respectivamente y anâlogamente I (0) el (0 ) para c yIl f O il ÿ c  o
£ respectivamente. La matriz de Fisher posee la propiedad de 
aditividad para observaciones independientes,por lo que
g (0 ) = nl^(0) para toda C y 0 6 0 
Nuestro primer paso, por analogia con el caso univariante, 
deberîa ser encontrar,para n fijo.el valor n"(6) que verifies
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la igualdad matricial siguiente
n*(e)I^(6) = nl^(6) 1^(0) = 1^(0)
Es claro que la ecuaciôn anterior no tiene solucidn salvo 
que todos los elementos de la matriz 1^(6) se obtengan de los 
correspondientes de (01 multiplicados por y(0)€ R •
En analogîa con el proceso seguido con la pérdida relati­
va de informaciôn (secciôn 2.3) definiremos primeramente una 
medida matricial de la eficiencia relativa para,posteriormente 
y basadas en esta matriz, définir medidas reales de la eficien 
cia relativa.
2.4.2 DEFINICION Y PROPIEDADES
Definiciôn 2.4.1
La matriz
Rj,(0) = I-Lç(0) = Iç(6)l‘^(0)
siempre que esté definida, es una medida matricial de la eficien 
cia relativa del expérimente comparado con e^, para hacer in 
ferencias acerca de 0.
Llamaremos a R^(0) matriz de eficiencias, acerca de 5, del 
experimei^to comparado con
Es obvio por la definiciôn anterior que la matriz R^(0).e£ 
tâ definida siempre que lo esté L^(8) y por tanto siempre que 
la matriz 1^(0) sea no singular para todo 0 6©.
Una vez fijada la variable de censura C, la matriz de ef^ 
ciencias R^(0) depende ûnicamente de 0.
Las propiedades de la matriz de eficiencias serân fiel re- 
flejo de las de la matriz de pérdidas. Los corolarios 6 a 9 re-
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cogen sus cuatro propiedades mâs importantes. Estas propiedades 
vienen a ser la generalizaciôn matricial de las correspondien­
tes al caso univariante (propiedades * 1 a 4). Asî, la propie­
dad * 1 tiene su équivalente matricial en el siguiente corola­
rio.
Corolario 6
Si Iq (6) > 0 para todo 6 e 0 entonces
i) La matriz (9) tiene todos sus autovalores comprendidos 
entre 0 y 1, para toda variable C y todo 9 € 0
ii) A^(Rg(e) ) = 1 , i=l,...,k <=, Rg(9) = I 1^(9) = 1^(6)
iii) X^(R^(6)) = 0 , i=l,...,k <=» R^O) = 0 1^(9) = 0
Demostraciôn
Por definiciôn, R^(9) = I-L^(G) V 9 e 0 de donde
X^(R^(9)) = 1-X^(L^(9)) i=l k (2.4.3)
Ahora, el teorema 1 nos conduce inmediatamente al resultado.
□
Corolario 6.1
Si R^(8) es una matriz simétrica, entonces R^(6) es semide 
finida positiva.
Demostraciôn
Es consecuencia del teorema 3, p. 54 de (Bellman; 1970) y 





Si lç{0) es diagonal para toda variable C y 0 60 entonces 
La matriz (0) es diagonal, semidefinida positiva con ele 
mento i-êsimo la eficiencia relativa acerca de 0^ (componente 
i-ésima de 01 para todo 0 € 0.
Demostraciôn
Segûn el corolario 2, la matriz L^(0) es diagonal con ele­
ment o i-éslmo
L^^(0) = 1- —  la pérdida relativa de infor
maciôn acerca de 0^
Entonces,la matriz R^(0) = I-L^(0) serâ diagonal con ele-
mento i-ésimo
ii Ic(®i)Rg = — jyj—  es decir, la eficiencia relativa,
acerca de 6^, de comparado con c^.
io 6.1)
□
Por ûltimo R^(0) > 0 (Corolar




Sean C^ < C^ dos variables de censura e 1^(0) > 0 para 
todo 0 6 0 entonces
i) La matriz R (0)-R (0) tiene todos sus autovalores no neC2 c^
gativos para todo 0 6 0




Por definiciôn R (0 ) = I-L (0) i=l,2 , de donde
^i ‘^i
X . (R ( e ) )  = 1-X.(L ( 6 ) )  i=l,...,k , i=l,2D Ci ]
el teorema 2 compléta la demostraciôn.
□
Sea ahora =f ( 0) una trans formaciôn biyectiva de 9 y
se
A= (a^ j ) con a^ ^  ^■■■ i,j=l,...,k ; la propiedad * 3 tiene
su équivalente matricial en el siguiente corolario.
Corolario 8
Si 1^(0) > 0 y A es no singular, para todo 9 6 0 ,  entonces 
Las matrices R^(c) y R^($) tienen los mismos autovalores, 
para toda variable C y 0 6 0.
Demostraciôn




Si 1^(0) es diagonal para toda variable C y 0 € 0 , enton-
Los autovalores de la matriz R^($) son las eficiencias re­
lativas acerca de cada componente 0  ^ de 0 .
Demostraciôn
La m a t r i z  H  ( S )  es diagonal (corolario 6.2) por lo que sus
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autovalores serân sus elementos diagonales. El corolario 8 corn 
pleta la demostraciôn.
□
Como consecuencia de este corolario:
Siempre que podamos transformar el parâmetro $ mediante 
una transformaciôn biyectiva en otro 0 que haga diagonal la ma 
triz de Fisher, la matriz de eficiencias, acerca de 0 o de $, 
del experimento censurado comparado con el no censurado e^, 
tiene por autovalores las eficiencias relativas acerca de ca­
da componente de 0 .
Corolario 8.2
st
Sean C^ < C^ , (0) > 0  y A no singular, para todo 0 e G,
entonces
Las matrices R (0)-R (6 ) y R ($)-R ($) tienen los mis-
^2 ^1 ^2 *^ 1
mos autovalores.
Demostraciôn
Por definiciôn R (0)-R (0) = L (G)-L (S) y anâlogamen-C2 c^ c^ C2
te para jp.
El corolario 4 compléta la demostraciôn.
Para finalizar, estudiamos el comportamiento de la matriz 
de eficiencias cuando los experimentos observados son y
. Dénotâmes por R^ c  ^ ^ la matriz de eficiencias acerca 
de 0 del experimento comparado con , es decir
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% . c " '  = I-'-n.c'»’
La propiedad * 4 tiene su anâlogo matricial en el siguien
te corolario.
Corolario 9
Si Iq (9) > 0 para todo 0€ 0 entonces
^(0) = R^(0) para todo n 6 IN, toda variable C y 0 6 0
Demostraciôn
Es inmediata del teorema 4.
□
2.4.3. EFICIENCIA RELATIVA. MEDIDAS REALES
Présentâmes en este apartado très medidas reales de la efi 
ciencia relativa que definiremos mediante otras tantas funcio—  
nés reales de la matriz de eficiencias y mâs concretamente, de 
sus autovalores,
Exigiremos a estas medidas que verifiquen, cuando menos, 
las propiedades * 1 a 4 que exponîamos al comienzo de la sec-- 
ciôn 2.4 para la medida real de la eficiencia relativa corres­
pondiente a la medida de informaciôn de Fisher (unidimensional).
Proponemos las mismas funciones reales de los autovalores 
que utilizamos para définir las medidas reales de la pérdida re 
lativa de informaciôn, allî para la matriz de pérdidas, aqui pa 





R;(e) = ^  E  X (R (6))
<= 1=1  ^ ^
siempre que esté definida,es una medida real de la eficiencia
relativa, acerca de 6, del experimento comparado con c^ .
La medida R^(8 ) es la media aritmêtica de los autovalores 
de la matriz de eficiencias R^(8 ) y esté definida siempre que 
1 ^(6 ) > 0 para todo 9 € 0.
Una expresiôn alternativa de R^(8 ) serâ:
Rg(G) = Traza[R^(6 )]
La relaciôn entre las medidas R^(9) y L^(S) es évidente:
, k . k
Rg (6 ) = -j— E  [l~X.(L (6))] = 1- -r E X.(L (6)) =
— ------  i=l i=l ^
= 1-Lg(6)
Denotaremos por R^ g(8 ) a la generalizaciôn de la medida 
real anterior para los experimentos y , es decir
Debemos probar que la medida real R^(G) verifica las pro­
piedades * 1 a 4 ; el prôximo corolario recoge este resultado. 
st
Sean < C2 dos variables de censura y $=f (8 ) una tran£
39i
formaciôn biyectiva de 8 con A= (  ^ ) i,j = l,...,k
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Corolario 10
Si 1^(0) > 0 para todo 8 6 8 entonces
i) 0 ^  Rg(8) < 1 para toda variable C y 8 6 8
a) < ii) 1 = R^(e) o  1 ^(0 ) = lg(0)
iii) 0 = rJ(0) < s> lg(0) = O
b) Rg (8) 3. (8) para todo 0 6 0
c) R^ c^®^ = Rg(.6) para todo neN, toda variable C y 6 e © 
Si ademâs la matriz A es no singular para todo 0 6 0
q) R^(8) = R^(4) para toda variable C
Demostraciôn
La definiciôn 2.4.2 de R^(8) y los corolarios 6, 7 ii) , 9 
y 8 conducen a los resultados a) b) c) y d) respectivamente.
Una forma alternativa de demostraciôn séria a partir del 
teorema 5, teniendo en cuenta que R^(8) = 1-L^(6) .
Como caso particular, tenemos.
Corolario 10.1
Si Ig(6) es diagonal para toda variable C y 8 6 0 entonces 
Rg(8) es la media aritmêtica de las eficiencias relativas, acer 
ca de cada 8^ (componente i-ésima de 6) para todo 8 6 0
Demostraciôn
Es consecuencia inmediata de la definiciôn 2.4.2 y del co 
rolario 6.2.
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siempre que esté definida, es una medida real de la eficiencia 
relativa, acerca de 6, del experimento e comparado con e .
La medida Rg(8) es la media geométrica de los autovalores 
de la matriz I+R^(6) menos uno, o también la (f-media de los 
autovalores de la matriz R^(6), correspondiente a la funciôn 
V’(x) = log (1+x) (Calot; 1970, p. 73); y esté definida, como 
ya es habitual, siempre que ( 6) > 0  para todo 8 6 0 
Una expresiôn alternativa de (8) serS:
2 1 I 1 / k
R^(8) = I+R^(8) -1
Como es de esperar, R^ ^ (6) dénota la medida real anterior 
para los experimentos y , es decir:
2 I I 1 / k
Veamos que la medida R^(8) verifies las propiedades * 1
a 4.
st
Sea C^  ^ C2 y $=f(8) una transformaciôn biyectiva de 8 
S8,
con A = ( —  ■) i , i  = l, . . . ,k .
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Corolario 11
Si 1^(6) > 0 para todo 6e © entonces
a) i) 
ii)
0 ^ Rg(8) < 1 para toda variable C y 9 e 0
1 = Rg(8)
iii) V 0 = Rg(G)
b) R^ (6) ) (8)
^2 =1
= ' = «c<«'
Ig(8) = 1^(8)
le (8) = 0
para todo 8 e ©
para todo neN, toda variable C y © e
Si ademâs la matriz A es no singular para todo 6 € d
d) Re(8) = Re($) para toda variable C.
Demostraciôn
La definiciôn 2.4.3 de R^(6) y los corolarios 6, 7 ii) , 9 
y 8 conducen a los resultados a) b) c) y d) respectivamente.
□







seimpre que esté definida, es una medida real de la eficiencia 
relativa, acerca de 9, del experimento c comparado con c .
La medida (6) es la media cuadrâtica de los autovalores
de la matriz de eficiencias R^(e) y como siempre, su definiciôn
requiere que (6 ) > 0 para todo 0 e©
En ocasiones, la matriz de eficiencias es diagonal (como
ocurre en la aplicaciôn prâctica del capitule III), en este ca
so y en general si la matriz de eficiencias es simétrica, la






R g ( 6 )  i l  =  1 1 ^ ^  R g ( 6 )  I :
/k /k
Es sencillo comprobar que esta medida verifica las propie­
dades * 1 a 4.
A partir de la expresiôn (2.4.3) podemos escribir:
Rg(e) = [l+(L^(6) )^-2L^(6)j
Terminâmes esta secciôn 2.4. con algunas observaciones re­




R^ = I-L^ séria otra medida matricial de la efi­
ciencia relativa, con los mismos autovalres que R^, de for 
ma que todas las definiciones y propiedades que hemos vi£
— 8 6—
to hacen indistinta la elecciôn de R_ o R ’ como medida ma 
tricial de la eficiencia relativa.
2.- Por definiciôn, las medidas reales R^ i=l,2,3 son tres 
promedios de los autovalores de la matriz de eficiencias 
Rg, por lo que podemos escribir que
(Rg) R^ < X^(Rg) para toda C, i=l,2,3
Ademâs la relaciôn entre las médias geométrica, aritméti- 
ca y cuadrâtica (Calot; 1970, pp. 73-77) hace que
R^(6) < Rg(9) < R^(6) para toda C y 6 € 6
dândose las dos igualdades a la vez, si y sôlo si, para 
0 y C fijos, todos los autovalores de la matriz de eficien 
cias coinciden.
La discusiôn, en cuanto a la elecciôn, de una de estas tres 
medidas, se reducirâ pues, en cada caso, al anâlisis de la 
representatividad, ventajas e inconvenientes de estos pro 
medios.
3.- Si la matriz de Fisher 1^(9) es diagonal para toda varia­
ble C y 0 € 0 entonces la matriz de eficiencias R^ también 
es diagonal y las medidas reales R^ i=l,2,3 son los pro 
medios correspondientes de las eficiencias relativas, acer 
ca de cada 6^ (componente i-ésima de 6) para todo 8 ( 0 ;
R^ la media aritmêtica, R^ la ^-media, con ^(x)=log(1+x) 
y R^ la media cuadrâtica.
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4.- Brooks (1982) definîa la eficiencia relativa limite de un 
experimento censurado respecto al no censurado, como el 
limite, para rr+® , de la eficiencia relativa de res
pecto de c .
Si aplicamos esta definiciôn a las medidas reales
i=l,2,3, por la propiedad * 3 de dichas medidas tenemos
que
lim R^ (e ) = R^ (6 ) para toda variable C y e ee n-» n r c c
i=l,2,3
es decir:
La eficiencia relativa limite es la eficiencia relativa de 
una observaciôn del experimento censurado respecto del no 
censurado.
2.5. MEDIDAS REALES
Al comienzo de este capitulo, anunciâbamos dos maneras de 
evaluar la pérdida relativa de informaciôn y la eficiencia re­
lativa en un experimento censurado, cuando la medida de infor­
maciôn adecuada es la matriz de Fisher.
La primera ha sido descrita a lo largo de las secciones■
2.3 y 2.4 y consiste, en sintesis, en définir medidas matri­
ciales de la pérdida relativa de informaciôn y de la eficiencia 
relativa, para posteriormente définir medidas reales de las mi£ 
mas a través de las medidas matriciales anteriores. También vela 
mos que todo este proceso podla resultar estéril, si la matriz
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fuese singular.
En este caso podrîamos abordar nuestro objetivo de una se- 
gunda forma que exponemos en esta seccidn y que consiste, en - 
sîntesis, en définir medidas de informacidn reales a partir de 
la matriz de Fisher y calculer posteriormente, la pérdida rela­
tive de informaciôn y la eficiencia relative reales de igual - 
forma que lo hace Brooks (1982). Utilizando, como medidas rea­
les de informacidn las funciones reales de la matriz de Fisher, 
S^, y M^, propuestas en el capitulo I, dedicaremos los prôxi 
mos apartados al anâlisis de las propiedades de las medidas rea 
les de la pérdida relative de informaciôn y de la eficiencia re 
lativa, inducidas por aquéllas.
2.5.1. MEDIDA DE INFORMACION
Dénotâmes por S^(e) a la medida de informaciôn parâmetri­
ce, definida en el epîgrafe 1.3.3.1, relativa al experimento es decir
k
S (6) = a ^  X (I (6)) para todo a>0 fijo
i=l ^
De forma anâloga denotaremos por S (G), S (6) y S (6)o n / c n y o
a la medida de informacidn anterior relativa a los expérimen­
tes Eg") y respectivêimente.
2.5.1.1. PERDIDA RELATIVA DE INFORMACION
SI elegimos como medida de informaciôn, la medida paramé- 
trica Sg, la pérdida relativa de informaciôn, acerca de G, al 
observer e en lugar de c , que dénotâmes por Lg(t) , serâ el
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nCmero real
S s (e)-s (6) S (6)
° -sfroT
Sabemos que 5^(8) > 0 salvo que f(x,6 ) no dependa de 6
(propiedad (1) de S^). En lo que sigue, supondremos pues que
Sg(e) > 0 para todo 0 6 0
Si tenemos en cuenta que S (6 ) = a JJ I (6 .) para toda C
c i=l ^
entonces ^






Lg(e) es la media aritmética ponderada de las pérdidas relatives 
de informaciôn acerca de cade e^, i=l,...,k, siendo las ponde-
raciones respectives las proporciones de informaciôn de Fisher 
acerca de cade 9  ^ segûn el experimento e^.
Como va es habitual, denotarS la medida anterior pa-
^i
ra el experimento censurado c segûn la variable de censura C .,
^i
y g expresarS la generalizaciôn de dicha medida para los ex 
perimentos Cg") y .
El prôximo teorema recoge las principales propiedades de 
st
g'"" """" "l ^ "2la medida L^(8 ). Sean C, < C_ dos variables de censura.
Teorema 7
i) 0  ^ Lg(8) « 1 para toda variable C y 8 6 9
ii) 0 = Lg(8) o  Sg(8) = Sg(8) o  1^(8) = Ig(8)
I
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iii) 1 = Lg(e) o  Sg(e) = 0 o  Ig(6) = 0
b) L® (6) ^ (6) para todo 0 6 0
Cl =2
c) c ^ ^ para todo nCN, toda variable C y 0 6 G
Demostraciôn
a) Eg Eg para toda variable de censura C (Goel;1987,cor.3.2)
entonces
Sg(e) < Sg(e) (propiedad (5) de la medida Sg) 
ademâs sabemos que
Sc(e) = Sg(5) o  Traza[lg(9)-Ig(9)] = 0 -cs> X . ( Ig (6 )-Ig (0 ) ) =
= 0 <r>lg(0) = lg(0) ..... k
De otra parte
0 S g ( 0 )  y S g ( 0 )  = 0 <x> l g ( 0 )  = 0  (propiedad (1)
de S^)




: ^ p o r  ser C, < C. (Goel; 1987, th. 3.1)
= 1 C2 i. I
entonces
S (6) < S (0) (propiedad (5) de la medida S^)Cl c
que conduce inmediatamente al resultado.
c) Es consecuencia inmediata de la propiedad (2) de aditivi-
dad para observaciones independientes de la medida Sg.
D
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La medida L^ no verifica la propiedad de invariancia para 
cualquier transformaciôn biyectiva del espacio pararoêtrico. Si 
$=f(8) es una transformaciôn biyectiva de 8, la expresiôn (2.5.1) 
exige la siguiente equivalencia
S S S (8) s (*)
L=(6, . -----
La definiciôn de la medida S^ hace que esta ûltima igual-
dad sea équivalente a la siguiente
Traza(Ig(e)AA') Traza(Ig(6)) 36^
Traza(Ig(6 )AA') ^ Traza(Ig(6)) i,]=l, . . . ,k
igualdad que sôlo podemos asegurar en el caso de que $ sea una
transforniaciôn lineal ortogonal (ver propiedades 1 y 3 epîgrafe
1.3.4.1)
2.5.1.2. EFICIENCIA RELATIVA
Denotamos por R^ ^(8) al nûmero real que mide la eficien­
cia relativa acerca de 8, del experimento comparado con
Eg"), cuando la medida de informaciôn utilizada es la medida 
paramétrica Sg. Para los experimentos Eg y Eg usaremos la nota 
ciôn R^(6). Siguiendo a Brooks (1982):
rS (6) = siendo n* 6 R ,, „(8) = S„ ^(8)
ii/C ^ l i f O  n f c
Por ser la medida Sg aditiva para observaciones indepen--
dientes, tenemos que
S * (6) = s (6) o  n*S (8) = nS (6) entonces
ii/O ii/C o c
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S ) S
g(8 ) = "s~ (~6 )"~ “ para todo n € N  (2.5.3)
resultado que ya fue puesto de manifiesto para cualesquiera me­
didas paramétricas de informaciôn con la propiedad de aditivi- 
dad (ver (2.4.1)).
Teniendo en cuenta las expresicnes (2.5.1) y (2.5.2)




Rg es la media aritmética ponderada de las eficiencias relati- 
vas acerca de cada 6^, i=l,...,k, siendo las ponderaciones re£
pectivas las proporciones de informaciôn de Fisher acerca de ca 
da 6^ segûn el experimento
El siguiente corolario recoge las propiedades de la medi­
da Rg(8). Suponemos, como siempre, dos variables de
censura.
Corolario 12
i) 0 $ Rg(e) ^ 1 para toda variable C y 0 6 0
a)< ii) 1 = R^(6) Sg(e) = Sg(e) o  Ig(8) = Ig(8)
iii) 0 = Rg(8) c=> Sg(8) = 0  o  Ig(8) » O
b) R® (8 ) ^ R^ (8 ) para todo 9 6 0
^2 ^1
c) R^ g(e) = Rg para todo n£IN, toda variable C y ee
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Demostraciôn
a) y b) son ininediatas, a partir de la expresiôn (2.5.4) 
y del teorema 7a) y b). La expresiôn (2.5.3) recoge la parte
c) del corolario.
□
La estrecha relaciôn existante entre las medidas L^ y 
hace que R^ no sea invariante (para cualesquiera transformacio 
nés biyectivas del parSmetro) al no serlo L^.
Observaciôn
Llamamos la atenciôn sobre el parecido, que no igualdad, 
de las medidas R^ y R^ y como consecuencia,el de L^ y L^ 
Traza(Iglg^) Traza(Ig)
c ^ c Traza(Ig)
Si la matriz de Fisher 1^(8) es diagonal para toda variable C 
y 6 6 8 ,  una condiciôn suficiente para que arabas medidas y 
Rg (L^ y Lg) coincidan en 8 € 0 es que
- i  i.i kk )ç
2.5.2. MEDIDA DE INFORMACION Dg
Denotamos por Dg(6) a la medida de informaciôn paramétrica, defi­
nida en el epîgrafe 1.3.3.2, relativa al experimento e^, es decir
De (6) =
r k l a
n A^(Ij.(e)) para a > 0 fijo
De forma anâloga, denotaremos por D (6), D (6) y D (8)
O n y c n f u
a la medida de informaciôn anterior relativa a los experimentos 
c , y respectivamente.
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2,5.2.1. PERDIDA RELATIVA DE INFORMACION
Si elegimos como medida de informeiciôn la medida pareunétr^ 
ca Dg, la pérdida relativa de informaciôn, acerca de G, al ob- 
servar en lugar de que denotamos por Lg(6), serâ el nû­
mero real
La definiciôn de esta medida requiere que Dg(8) > 0 para 
todo 86 0 1 0 que exige que la matriz Ig(G) sea no singular pa 
ra todo 8 e G
Denotaremos, como es habituai, por L^ a la medida ante-
rior para el experimento censurado c (segûn la variable de
^i
censura C^) y por L^ g a la generalizaciôn de esta medida para
(n) (n) _
c •' o
El siguiente teorema recoge las principales propiedades
de la medida L^(ë). Sean C. C_ dos variables de censura y 
c  ^  ^ 90
<J>=f(8) una transf ormaciôn biyectiva de 8 con A=(- -) i,j=l,...,k
Teorema 8
Si Ig(8) > 0 para todo 8 6 0 entonces
0-6 Lg(8) ^ 1 para toda variable C y 0 e 0
0 = Lg(6) o  Dg(8) = Dg(6) <= Ig(8) = Ig(S)
iii) 1 = Lg(6) <s> Dg(6) = 0 <= Ig(8) = 0
b) L^ (6) ) L^ (8 ) para todo 6 6 0Cl
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c) g (8) = Lg(8) para todo neN, toda variable C y 86 0
Si ademâs la matriz A es no singular para todo 8 6 0
d) Lg(8) = Lg($) para toda variable C.
Demostraciôn
a) El corolario 3.2 de Goel (1987) y las propiedades (1) y
(5) de la medida Dg, junto con la expresiôn (2.5.6) y el 
hecho de que Dg(8) > 0 ccxnpletan la demostraciôn.
b) Es consecuencia del teorema 3.1 de Goel (1987) y de la 
propiedad (5) de la medida Dg.
c) La propiedad (3) de multiplicidad de la medida Dg y la ex 
presiôn (2.5.6) nos conducen al resultado.
d) La propiedad 4 del capitulo I (epîgrafe 1.3.4.2) y (2.5.6) 
nos llevan al resultado.
□
2.5.2.2. EFICIENCIA RELATIVA
Demotamos por R^ g (8) al nûmero real que mide la eficien­
cia relativa, acerca de 8, del experimento Eg") comparado con 
Eg") , cuando utilizamos como medida de informaciôn la medida 
paramétrica Dg. Denotaremos Rg(8) a dicha eficiencia relativa, 
para los experimentos Eg y Eg.
La medida Dg no es aditiva para observaciones independien
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tes. Segûn la definiciôn de Brooks (1982):
Rg g(6) = " g®) siendo, para cada n, n*g R ,,
Pero









= R ( S )  para todo n € N (2.5.7)
Teniendo en cuenta la expresiôn (2.5.6) podemos escribir
1/ka
R°(6) = [l-LgO)] (2.5.8)
El siguiente corolario recoge las propiedades mâs importan
tes de la medida Rg(6). En la notaciôn habituai, sean
56.
dos variables de censura y A = (— r— — ) i,j=l,...,k, siendo 
Ç=f(6) una transformaciôn biyectiva de 9.
Corolario 13
Si Ig(6)>0 para todo 6 6 0 entonces
i) 0 ^ Rg(6) ^ 1 para toda variable C y e e
a) < ii) 1 = Rg(6) Dg(6) = Dg(e) Ig(6) = Ig(6)
iii) 0 = R„(6 ) Dg (6 ) = 0 ic(8) . g
b) R° (e) » R° (e)C2 Cj_
- 3 1 -
para todo 0 £ 6
c) Rg g(@) = Rg (6 ) para todo ncN, toda variable C y 8 € 6 
Si ademâs la matriz A es no singular para todo 8 € 0
d) Rg (@) = Rg(4>) para toda variable C.
Demostraciôn
a) b) y d) son inmedlatas, a partir de la expresiôn (2.5.8) 
y del teorema 8a) b) y d) respectivamente.
La expresiôn (2.5.7) recoge la parte c ) del corolario.
□
Termineunos el apartado 2.5.2 con algunas observaciones in- 
teresantes sobre las medidas L^ y R^.
Observaciones
1.- Teniendo en cuenta que Dg(8) = |^c^®)| P^ra toda C, si 
la matriz de Fisher Ig(8) es diagonal para toda variable 
C y e € 0 tenemos que
R°(8) = k :c(*i)
A " ? ?
l A
es decir
R^(6) es la media geométrica de las eficiencias relativas










Lg(9) es la ^-media de las pérdidas relativas de informa­
ciôn acerca de cada 0^, i=l,...,k , siendo ^(x)=log(l-x)
2.- Supongamos, de nuevo, que la matriz de Fisher 1^(6) es dia 
gonal para toda variable C y 0 € G y elijamos a = -^ , en­
tonces
L^{6) 5- L^{6) para toda C y 0 t 0c c
con la igualdad si y sôlo si para C y S fijos, coinciden 
todas las pérdidas relativas de informaciôn acerca de 6^, 
i=l,...,k.
Este resultado se basa en la observaciôn 2 de la secciôn
2.3 y en la desigualdad
Lg{6) ) Lg(8) para toda C y 8 £ 0
que se obtiene fScilmente a partir de_ la relaciôn entre las 
médias aritmética y geométrica.
3.- La definiciôn de las medidas L^ y requiere que la ma­
triz Iq {8) sea no singular para todo 8 €0 . Sin embargo 
esta hipôtesis no garantiza el buen comportamiento de las 
medidas L^ y R^ ya que puede ocurrir que
L°{8) = 0  y ser 1^(8) / 1^(8)
(teorema 8 a)
L*^ (8) = 1 y la matriz I (6) ^ 0
y anâlogamente para R^ (corolario 13 a) )
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Estas lagunas son el reflejo de las correspondientes de la 
medida y se solventan cuando la matriz 1^(0) es no sin­
gular para todo 6 e Q . Sôlo en este caso debemos utilizar
las medidas y R“
2.5.3. MEDIDA DE INFORMACION M^
Denotamos por M^(6) a la medida de informaciôn paramétri­




Anâlogamente Mg(6) expresarâ la medida de informaciôn an­
terior, relativa al experimento Eg.
2.5.3.1. PERDIDA RELATIVA DE INFORMACION
Si elegimos como medida de informaciôn la medida paramétri 
ca Mg, la pérdida relativa de informaciôn, acerca de 0, al ob­
server Eg, en lugar de Eg, que denotamos por Mg(0), serâ el nû 
mero real
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M (6)-M (0) M (6)
------------------<2.5.9)
Por la propiedad (1) de la medida sabemos que Mg(0) > 0, 
salvo que f(x,6) no dependa de 8. Supondremos pues, en lo que
sigue que (6) > 0 para todo 6 € Q
Como siempre denotarS la medida anterior para E (ex
Ci Cj.
perimento censurado segûn la variable de censura C^) y ^
expresarâ la generalizaciôn de esta medida para los experimen
tos c y C <") .
c o
El prôximo teorema recoge las principales propiedades de 
la medida L^(S). Sean C^ C^ dos variables de censura.
Teorema 9
i) 0 < Lg (8 ) < 1 para toda variable C y 86 0
a) ^  ii) 0 = Lg(8) o  Mg (6) = Mg (8 ) o  lg(0) = Ig(8)
iii) 1 = Lg (8 ) O  Mg (0 ) = 0 <=> lg(0) = O
b) l |^ (8 ) > L^ (8 ) para todo 8 6 0
1 ^2
c) Lg g (e ) = Lg (e ) para todo n e N ,  toda variable C y ee 0
Demostraciôn
a) El corolario 3.2 de Goel (1987) y las propiedades (1) y
(6) de la medida Mg, junto con la expresiôn (2.5.9) y el 
hecho de que Mg(e) > 0 completan la demostraciôn.
b) Es consecuencia del teorema 3.1 de Goel (1987) y de la
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propiedad (6) de la medida
c) La propiedad (3) de aditividad para observaciones indepen­
dientes de la medida y la expresiôn (2.5.9) nos condu­
cen al resultado.
0
Al igual que ocurria con L^, la propiedad de invariancia 
para cualquier transformaciôn biyectiva del parâmetro no se cum 
pie para la medida L^. Si $=f(8) es una transformaciôn biyecti­
va del parâmetro 8, la expresiôn (2.5.9) exige la siguiente - 
equivalencia
M M M_($)
L«(8) = L«($) -TrTêT-=
La definiciôn de la medida hace que podamos expresar
esta ûltima igualdad como
' iïï^WîI
igualdad, que sôlo podemos asegurar en el caso de que * sea una 
transformaciôn lineal ortogonal (Ver propiedades 5 y 6 epîgrafe 
1.3.4.3) .
2.5.3.2. EFICIENCIA RELATIVA
Denotamos, como es habituai, por R^ g (8) al nûmero real' 
que mide la eficiencia relativa, acerca de 6, del experimento
<") ccrparado con e<") 
c o
medida paramétrica M . Asiitiismo F^ (0) expresarâ dicha eficiencia re-
c trpar  , cuando utilizamos como medida de informaciôn la 
lativa, para los experimentos y




R" _(8) = y. rrv ■ = r” (8) para todo n £ N  (2.5.10) nf c I" ; c
y (teniendo en cuenta 2.5.9);
Rg(e) = 1-Lg(6) para toda variable C y 6 6 8 (2.5. 11)
Las propiedades de la medida R^ quedan reflejadas en el
siguiente corolario. Sean C. C_ dos variables de censura
Corolario 14
0 < Rg(6) < 1 para toda variable C y 6 € 0
1 = R^(e) Mg (6) = Mg (8) ^ 1 ^ ( 6 )  = Ig(8)
iii) 0 = Rg(0) Mg(6) = 0  o  Ig(e) = 0
b) R^ (8) R^ (8) para todo 8 € 0
C2
c) Rg g ( 6) = Rg ( 8) para todo n€N, toda variable C y 8 € 0
Demostraciôn
a) y b) son inmediatas de la expresiôn (2.5.il)y del teo­
rema 9a) y b). La expresiôn (2.5.10)recoge la parte c) del co 
rolario.
□
La relaciôn (2.5.11)hace que la medida Rg no sea invarian 
te (para cualesquiera transformaciones biyectivas del parâme­
tro) al no serlo Lg. Las transformaciones lineales ortogonales 
del parâmetro dejan invariante la medida R^.
Terminamos el apartado 2,5.3 con algunas observaciones acer 
ca de las medidas L^ y R^ .
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Observaciones
1.- Si la matriz de Fisher 1^(6) es diagonal para toda varia­















Rg (8) es la media cuadrâtica ponderada de las eficiencias 
relativas acerca de cada 8^, i=l,...,k, siendo las pon­
deraciones respectives las proporciones de las informacio 
nés de Fisher al cuadrado, acerca de cada 8^, segûn el ex 
perimento Cg.






Lg{0) es la ^-media ponderada de las pérdidas relativas 
de informaciôn acerca de cada 6^, i=l,...,k , con las mis
mas ponderaciones que antes, y ^(x) = (l-x)^.
2.- Si la matriz de Fisher 1^(6) es diagonal, para toda C y 
S £ 6 , una condiciôn suficiente para que las medidas 
y R® coincidan en 6 £ 0 es que
1= -ÿT' i=l, . . . ,k
Para completar la secciôn 2.5, ahadimos, por ûltimo, un 
resultado ya esperado para las tres medidas de la eficiencia 
relativa




la eficiencia relativa limite es la eficiencia relativa de 
una observaciôn del experimento censurado respecto del no 
censurado.
CAPITULO III
APLICACION A UN MODELO MULTINOMIAL
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CAPITULO III 
APLICACION A UN MODELO MULTINOMIAL
3.0. SUMARIO
El objetivo de este capitula es la aplicaciôn a un caso - 
prâctico de los conceptos teôricos propuestos en los dos capl- 
tulos precedentes. Para ello introducimos de una manera intui- 
tiva un modèle de supervivencia censurado por la derecha {Sec­
ciôn 3.1) cuya formalizaciôn induce una familia de experimentos 
£g en los que observamos una variable aleatoria de distribuciôn 
multinomial, cuya diraensiôn depende de la distribuciôn prefija 
da c de la variable de censura y cuya ley de probabilidad de­
pende de un parâmetro k-variante p, para tpda c. El experimen­
to no censurado correspondiente se convierte en un caso par 
ticular de cuando la variable de censura es degenerada en 
+» (Secciôn 3.2).
Como resultado previo probamos que el experimento es 
suficiente para el experimento c^ , para toda c, segûn el con—  
cepto de suficiencia de Blackwell (1951, 1953) (Secciôn 3.3).
Calculâmes las medidas parcimétricas de informaciôn, acer­
ca de p, adecuadas: la matriz de Fisher 1^(p) (Secciôn 3.4) y 
las medidas reales S^(p), D^(p) y Mg(p), basadas en dicha ma—  
triz (Secciôn 3.6), que proponlamos en el capitulo I. Con obje 
to de faciliter el câlculo de dichas medidas, definimos previa 
mente una reparametrizaciôn q, que tiene la propiedad de hacer 
diagonal la matriz de Fisher 1^(q). Debido a la relaciôn entre
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ambas matrices (p) e (q) (Secciôn 3.5), todas las medidas 
de informaciôn acerca de p pueden obtenerse a partir de esta - 
ûltima matriz (q) (raucho mâs simple que Ig(p)).
Todas estas medidas de informaciôn verifican la propiedad 
de suficiencia de experimentos, lo que se traduce en una pérd^ 
da de informaciôn, acerca del parâmetro, al Observar en vez 
de Eg. Evaluaremos esta pérdida de informaciôn siguiendo los - 
dos métodos propuestos en el capitulo II: el método matriciel 
(Secciôn 3.7) y el método real (Secciôn 3.8). El primero indu 
ye el câlculo de la matriz de Pérdidas (Apartado 3.7.1) y de - 
la de Eficiencias (Apartado 3.7.2) respecto de q, que resulta- 
rân ser diagonales. A partir de estas matrices calculâmes las 
medidas reales de la pérdida relativa de informaciôn y de la - 
eficiencia relativa, respectivamente. Como resultado mâs llama 
tivo, observeunos que ninguna de dichas medidas depende de g.
La propiedad de invariancia de estas medidas,para trans- 
formaciones biyectivas del parâmetro,hace innecesario el câlcu 
lo de las mismas respecto de p.
El método real incluye, igualmente, el câlculo de las me 
didas de la pérdida relativa de informaciôn y de la eficiencia 
relativa respecto de p y q para cada una de las medidas de in­
formaciôn Sg, Dg y Mg (Apartados 3.8.1, 3.8.2 y 3.8.3 respect! 
vamente). Ahora, todas las medidas, excepto las cerivâdas de la 




Sea T la variable aleatoria no negativa que représenta el 
tiempo de vida en un estudio de supervivencia, siendo F su fun 
ciôn de distribuciôn que supondremos absolutamente continua.
k+1
Considérâmes una particiôn del tiempo (0,“) = U
con tg=0 y Por restricciones de observaciôn, el inves-
tigador sôlo puede observar la variable en los instantes 
t^atg^ . . .<t^ (al final de cada hora, dia o periodo similar, 
no necesariamente de igual duraciôn) de forma que los tiempos 
de vida de las unidades muestrales se registran agrupados en 
los (k+1) intervalos (tj^ _^ ,t^ ]^ i=l,...,k+l.
Ademâs,en estos instantes t^, la variable se censura alea 
toriamente segûn una distribuciôn de probabilidad conocida (en 
cada t^, se cambia o se deja de aplicar el tratamiento en un 
grupo de supervivientes, escogidos al azar con unas probabili- 
dades prefijadas). Denotamos por C a la variable de censura.
De esta forma, la informaciôn que recoge el investigador para 
cada individuo de la muestra es, o bien el intervalo (t^_^,t^] 
en el que éste muere (observaciôn no censurada) o bien el ins­
tante t^ al que sobrevive (observaciôn censurada).
Supondremos que un tiempo de vida censurado en el instan­
te t^ es superior a dicho tiempo.
Definimos
p^ = P(T €  ^dF(t) i=l,...,k+l
^i-1
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= P (C= t^) i»l, —  ,k 
k
Denotaremos por c. , = 1- E  c
K+i 1=1 1
Cada p^ represents la probabilidad de morir en (t^_^,t^^] ; 
cada c^ la probabilidad de censura en t^ y la probabilidad
de no censurer. Supondremos que las c^ son conocidas y que am- 
bas variables son independientes.
Estamos pues,ante un modelo de supervivencia censurado por 
la derecha, con la variable de censura discrete y la variable 
tiempo de vida discretizada por restricciones de observaciôn.
La variable observada para cada individuo de la muestra, 
que denotamos por d^, podrS presenter 2k+l modalidades excluyen 
tes (morir en cualquiera de los (k+1) intervalos de tiempo o - 
censurar en cualquiera de los k instantes de tiempo) con lo que 
podremos expresarla como una variable discrete 2k-dimensional 
con distribuciôn multinomial de parlmetros 1 y vector de proba 
bilidades,aquël cuyas componentes son las probabilidades corre£ 
pondientes a 2k de las modalidades.
En caso de ausencia de censura la variable observada d^
presentarâ k+1 modalidades excluyentes (morir en cada interva­
lo i=l,,.. ,k+l) y podrâ expresarse por una variable
discrete 'k-dimensional con distribuciôn multinomial de parâme- 
tros 1 y vector de probabilidades p con componentes p^, i=l, . . . , k .
Tenemos asi, la base intuitive que nos lleva a considérer
los experimentos (censurado) y (no censurado) que formal! 
zamos en la secciôn 3.2.
3.2. ESTRUCTÜRA FORMAL
Desde un punto de vista formai, trabajaremos con una estruc 
tura matemâtica que consta de los slguientes elementos:




2.- Una familia de experimentos c ^ , con c= (c^ , . . . , c^) , c^ 5-0 
k
(i = l,...,k), E  C.-51. E consiste en una observaciôn de
i=l  ^ ^
una variable 2k-dimensional <  ^ d^ = (X^ , . . . ... ,Y^ )
cuya distribuciôn para p 6 P fijo, es multinomial de parâ­
metro s 1 y vector de probabilidades p'=g(p)e R definido 
como sigue:
k+1 k+1 k+1 k+1 k+1
P — (Pn E  . , p ^ E  O  . , . . . , p. E  O  . ,  C .  E  P-i^^a 2 2  p.:/***
 ^ j=i  ^  ^ j=2 : k ] i j=3 ^
^ k
" " % + l )  siendo Cj^^^=l- E^ c^ y Pk+i=l- Pj,
Denotaremos por al experimento cuando c=(0,0,...,0).
En este caso, las variables Y^^,Y2 , . .. ,Y^ del vector d^ re­
sultan degeneradas en 0 y la variable observada d^= (X^,X2 ». •. ,Xj^ ) 
sigue una distribuciôn, para p 6 P fijo, multinomial de parâme- 
tros 1 y p.
(*) Se sobreentiende, que si r de las k componentes de c son nu




Simplificaremos la notaciôn, escribiendo p ...= E  p .
j-i J
k+1
(i=l,...,k+l) y de manera similar c . . E  c . (i=l,__ ,k+l).
j=i J
Denotaremos M^, para referirnos a las distribuciones 
multinomial y binomial respectivaunente.
Dado que la variable d^ se distribuye M^(l,p'), entonces 
las variables marginales ( l , p ^ c ) i-1,— ,k e
y j —  B^ ( 1, c jP j j ) j=l,...,k.
Definimos otro vector de parâmetros q=(q^^,... ,q^) estre- 
chaunente relacionado con p y que nos serâ muy ûtil posterior­
mente
q » P(T<t. |T>t._.) » ^-- i-l,...,k
1 1 1 i P(i)
9k+l = - 1
Es fâcil comprobar que entre p y q existe una correspon—  
dencia biyectiva. En particular, dado q, podemos obtener el vec 
tor de probabilidades p mediante las slguientes relaciones 
Pi = qi
= q^(l-q^_l) (l-q^_2)•••(l-^i) 1=2,...,k+l (3.2.1)
Esta reparametrizaciôn genera un nuevo espacio paraunétrico 
Q = {q=(qj^,. .. ,qjç) € R)^:0<q^<l (i=l,.. . ,k)} y consiguientemen
te las variables d^ y d^, cuyos modelos probabillsticos depen- 
den del parâmetro p, p € P , pueden formalizarse mediante otros 
modelos que dependen del parâmetro q, q 6 @ . En concreto las 
funciones de probabilidad de la variable d^, respecto de p y q 
son respectivamente
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 vyi'y2.. k^'P) = <^‘=iP(i+i))^"<Pk+iw'^''^
^i'^i ' °')- 
k
E  (x.+y.) < 1 (3.2.2)
i*l  ^ ^
k
’^ k+l = ^g^(k.+y^)
y
k X k.. ,.+y. . X y x^
' ' ''^^'^1^2' - - - 'yk'9) = C(i) =k+l (3.2.3)
obtenida de la anterior a partir de las ecuaciones (3.2.1), y
k+1 k
denotando como antes x . .. = E  x . (i=l,...,k+l) e y . .. = E  y.,
j=i J j=i 3
(i=l,...,k).
Anâlogamente, las funciones de probabilidad de la variable
dg respecto de p y q son respectivamente
k+1 x^
^o<^l' • • • '^k'P) ^ Pi
^ k X X. .
fo(Xi,...,Xk?q) = q^ (i-q^)
que son, como era de esperar, los valores particulares de las 
funciones f anteriores para c=(0,...,0) (Por convenio, tomamos 
0°=1).
3.3. RELACION ENTRE LOS EXPERIMENTOS Y
Vamos a dar una serie de definiciones y resultados previos
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acerca de la comparaciôn de experimentos que usaremos posterior 
mente para los experimentos y
Sean c^={ (X,n^ ,v4 ) ;Pg :8 6 0} y Ey={ (Y,r.y ,B) ;Qg ;9 € 0} 
dos experimentos con el mismo espacio paramêtrico.
Definiciôn 3.3.1
Una transformaciôn estocistica de a es una funciCn 
no negativa definida sobre 2*0^ tal que;
1) Para cada x£ II(*|x) es una roedida de probabilidad sobre B
2) Para cada B £ d  , es una funciôn A-medible sobre 0^.
Basàndose en esta definicidn, Blackwell (1951, 1953} esta 
blece el concepto de suficiencia del experimento respecte 
del experimento e^, que exponemos a continuaciôn.
DefiniciCn 3.3.2
El experimento es suficiente para el experimento y 
dénotâmes si existe una transformaciôn estocâstica
ïï(*|*) de a Cy tal que;
Çq (B) = J R(B|x)dP@(x)
para todq B € S y 6 6 0
El significado de esta definiciôn es que si enton-
ces es posible, por medio de una observaciôn de X y una aleato 
rizaciôn auxiliar especificada por la distribuciôn de probabi­
lidad Ii( • Ix) , generar una variable aleatoria Z(X) que tenga la 
misma distribuciôn que Y para todos los valores de 6.
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Lehmann (1986; sec. 3.4) establece la definiciôn anterior 
en la siguiente forma équivalente.
Definiciôn 3.3.3
El experimento E ^ e s  suficiente para el experimento £y si 
existe una funciôn medible h(X,U), donde U es una variable alea 
toria independiente de X y de distribuciôn conocida,tal que las 
distribuciones de h(X,U) e Y son idénticas para todo 6 € 0.
Incluiroos, seguidamente, un resultado debido a Goel (1987) 
que establece, para modelos de supervivencia paramétricos, la su 
ficiencia de un experimento no censurado respecto al correspon 
diente censurado aleatoriamente por la derecha (ver secciôn 2.1).
Teorema 3.3.1
Sean e y ç dos experimentos censurados aleatoriamente por 
la derecha basados en las variables (T,C^) y (T.Cg) respectiva- 
mente, tal que T— ( t, 8 ) 0 € 0 y C^. Entonces el experi­
mento ç es suficiente para el experimento e .
Tomando 02=” en el teorema precedente, obtenemos el siguien 
te corolario.
Corolario 3.3.2
Un experimento no censurado basado en la variable aleato­
ria T es suficiente para el experimento censurado aleatoriamen­
te por la derecha, basado en la variable aleatoria (T,C) para 
cualquier variable de censura C.
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Con las oefiniciones y resultados precedentes, esteunos ya 
en condiciones de comparer los experimentos y definidos 
en la secciôn 3.2.
Teorema 3.3.3
es suficiente para para toda c .
Demostraciôn
A primera vista parece que el resultado es consecuencia in 
mediata del corolario 3.3.2, sin embargo, los experimentos 
y no se corresponden formaImente con los experimentos no cen 
surado y censurado respectivamente de un modelo de superviven­
cia, que aparecen en dicho corolario y cuya formalizaciôn, que 
exponîamos en el capîtulo II (secciôn 2.1), recordamos a conti 
nuaciôn:
Si llamamos T y C a las variables tiempo de vida y tiempo 
de censura respectivamente, el experimento no censurado consis 
te en la observaciôn de T, mientras el experimento censurado - 
(aleatoriamente por la derecha) observa la variable (X,6) défi 
nida por
X = min(T,C) y 5 = ^ [ T < C ] ^ [ a] funciôn indicador
Es claro que las variables d^ y d^ no pueden formalizarse 
de esta forma, sin embargo es sencillo encontrar una correspon 
dencia biyectiva entre estas variables d^ y d^ y las correspon 
dientes T y (X,6) de un modelo de supervivencia censurado en el 
que êunbas variables T y C sean discretas. Veâmoslo.
Sean p ^ = P  (T=t_) i=l, . . . , k+1 , con t^ < t^^^ < °»
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y = P(C=t^) i=l,— ,k
Establecemos la biyecciôn ■--- » T definida por
1 i k
(0,0,...,1,...,0) ■ i—l,...,k
“>............. O'  W
y la biyecciôn ^^d^ " » (X,6) definida por
1 i k 1 k
(0,«*.,l,.../0,0f«*.,0) ' (t^fl) i—l,.*.,k
1 k 1 ] k
(0,......... 0,0,. . . ,1, . . . ,0) ------  (t.,0) 3=1,...,k
(0,.........,0,0,---- 0)   (t^+1,1)
De esta forma, las variables T y (X,5) son dos estadlsti- 
cos suficientes para d^ y d^ respectivamente, por lo que la su 
ficiencia del experimento que observa T respecto del experimen 
to que observa (X,6) (corolario 3.3.2) es équivalente a la de 
E ^  respecto de E ^  (DeGroot; 1966, sec. 3).
□
Vamos a incluir por su interês y sencillez, una segunda 
demostraciôn de este teorema que no requiere el resultado gene 
ral del corolario 3.3.2. Consiste en comprobar directamente la 
definiciôn de suficiencia de Blackwell; probaremos que c c ^  
segûn la definiciôn 3.3.3.
Demostraciôn
Por definiciôn, la variable d^ toma los valores
. 1 i k
d^ = (0,...,1,...,0) con probabilidad p^ (i=l,...,k) y
d^^^= (0  ......... ,0) con probabilidad p^^^
Sea U la variable aleatoria, independiente de d^ que toma
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los valores
Uj = (0,... ,1,... ,0) con probabilidad c^ (j»l,...,)c) y
(0,......... ,0) con probabilidad c^^^
1q,U) de la forma
(^o'"k+l)
Definimos la funciôn h(d^  siguiente
si i>]
Para todo p 6 P fIjo, h{d^,U) tiene la misma distribuciôn 
que d^.
□
Una vez comparados los experimentos y e^, dedicamos las 
prôximas secciones al estudio de las medidas paramëtricas de in 
formaciôn contenidas en dichos experimentos.
Dado que nuestro parSmetro de interés p o alternativêunen- 
te q, es k-variante, utilizaremos como medidas paramëtricas de 
informaciôn adecuadas, la matriz de informaciôn de Fisher y las 
medidas de informaciôn reales basadas en dicha matriz (secciôn
1.3) ,
3.4. MATRIZ DE INFORMACION DE FISHER
Dénotâmes por I^(p) e I^(q) a las matrices de informaciôn 
de Fisher obtenidas a partir de los datos d^, acerca de p y q 
respectivaunente. AnSlogamente I^(p) e I^(g) para los datos d^.
Resultado 3.4.1
La matriz simétrica de orden k,I^(p) tiene por elementos 





Es sencillo comprobar que . .. ,yj^ ;p) verifica las con
diciones A,B,C,D de regularidad de la matriz de Fisher sustitu 
yendo el slmbolo integral por el sumatorio (secciôn 1.2), l o ­
que permite calculer la casilla (i,j) de dicha matriz a partir 
de la expresiôn
ij’ (p) - -Ep 
De (3.2.2) tenemos
.2
log f„(d^;p)(?P op = " 0  0 i ,j=l,...,k
k
log f^(d^;p) = (x^ log p^+y. log P(i+i))+^^+1 ^°^ P^+i+H
siendo H una funciôn que no depende de p.
Teniendo en cuenta que = (1-Pj^-• • «“Pj^ )
X, k y» x, ,
log f = —-—  - Ê  —r-----  --—-------  i=l,...,k
®Pi ^ Pi £=i P(£+l) Pk+1
— ^  1 0 9 f_ ' -  ï | il_...1.....k
Pi P(t*l) < * 1
y
3 2 k y^ X
log = - E  — ô---------- ô  i=l,...,k ; j<i
spi*pj ° i-i Pk+i
Tomando esperanzas (sabemos que — B^  ^(1 ,Pj^ c ^ ^ ) e 
Yj—  Bj. (l,CjP^j^^^ ) i,j=l,...,k) y cambiando de signo








1.- Otra forma alternative de obtener la matriz I^(p) séria
partiendo de la expresiôn de la matriz de Fisher para da­
tos agrupados (ver secciôn 1.1).
Si dénotâmes por p^ £=l,...,2k , a las componentss del
2k
vector p', con p' .=1- E  p' > entonces
2=1 I
_  2k+l
'c ‘p* ■ <-t p 7  p;>  “
que podemos expresar de manera mâs explicita como sigue
X  '-TpT "
Â  'iP(1*1) " ( P  11*11 "
*  ^ 5p^ P)c*lP)c*l' ^  3p. 3og °k*lP)t*l'P)c*lP)c*l
Operaciones de cSlculo muy sencillas nos conducen al resul 
tadô 3.4.1.
2.- Llamamos la atenciôn sobre la forma peculiar de la matriz
I^(p); en cualquiera de las filas o columnas de (p) todos
los elementos anteriores a la diagonal son iguales; es de 
cir
- 1 2 0 -
iil ij,
Ig (P) = Ig (p)
I Î2< ^
Corolario 3.4.2






Teniendo en cuenta que la variable d^ représenta la varia 
ble d^ con c={0,0,...,0), basta sustituir estas componentes del 
vector c en el resultado 3.4.1, para completar la demostraciôn.
□
Observaciôn
Nôtese que obtendrleunos la misma matriz de informaciôn 
del corolario anterior, si el vector de probabilidades c =
= (0,0,. .., 0,Cj^ ) con Cj^  > 0.
Este resultado era de esperar intuitivamente, ya que a 
efectos de informaciôn acerca de p=(p^,p^,...,p^), es igual cen 
surar sôlo en t^ que no censurer en ningûn instante.
La explicaciôn formai de este hecho se apoya en el siguien 
te resultado.
Resultado 3.4.3
Sea la variable aleatoria d^* con c*=(0,...,0,c^) y c^ > 0, 
con funciôn de probabilidad
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k X y. «k+1
 *k''’k'P' - Pi^ <=kPk+l' '=k+lPk+l'
k
= 1- S  x,-y^ 
i=l
Entonces, el estadîstico T(Xj^,X2 » —  »*k'^k^ “ *^ o ' 
= (x^,X2 ,...,x^) es suficiente (conjunteunente) para p.
Demostraciôn ^
k Yk
=k -V ( * i  ^k'^k'P) = Pi Pk+1
= ^o^^o'P^^(*l'''"'^k'^k^
El resultado es consecuencia del teorema de factorizaciôn.
Q
A partir de este resultado, la igualdad de las matrices 
I^(p) e Iç*(p) se deducirîa formaImente de la propiedad (3) de 
la matriz de Fisher (secciôn 1.2).
Resultado 3.4.4
Demostraciôn
I^(p) > Ig (p) para toda c y p e P
Vimqs, en el teorema 3.3.3 que
para toda c
La propiedad (5) de suficiencia de experimentos de la ma­
triz de Fisher (secciôn 1.2) conduce al resultado.
D
Corolario 3.4.5
(p) > l^^(p) para toda c, i=l, —  ,k y p e P
Demostraciôn
Si una matriz es semidefinida positiva, los elementos de 
su diagonal principal son no negativos.
Por el resultado 3.4.4 tenemos que I^(p)-I^(p) ) 0 para to 
da c y p £ P por lo que el resultado se deduce Inmediateunente.
0
Si tenemos en cuenta que I^^(p) e I^^(p) representan las 
cantidades de informaciôn de Fisher (unidimensionales) propor- 
cionadas por y respectivamente, sobre p^ (dados los valo 
res del resto de parimetros perturbadores p^ j/i) y denotamos 
consecuentemente a dichas medidas de informaciôn por (p^ )^ e 
Ig(p^) respectivamente, el corolario 3.4.5 expresa un resulta­
do esperado intuitivcunente, como es la pérdida de informaciôn 
acerca de cada parâmetro p^, a causa de la censura, es decir:
Ig (Pj^ ) > Ig (Pj^ ) para toda c, i=l,...,k y p e P
Resultado 3.4.6
La matriz (q) es diagonal para toda c y q€ff , con ele 
mentos diagonales (q) las siguientes funciones de qc
Ig^(q) = ■ i»2,...,k
Demostraciôn
Al igual que en el resultado 3.4.1 se cumplen las condi-
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ciones de regularidad que permiten obtener el elemento (i,j) de
la matriz Ig(q) de la siguiente forma
i,j—1,2,»••,k
De (3,2.3) tenemos 
k
log fg(dg,*q) = |x^ log q^+(x^^^j^j+y ) log(l-q^)j+H
Derivando respecto a q^
a X.







I q p q J -  ° i/j i,j=l,— ,k
Dado que (1 ,c j p ) i=l,...,k (Wilks;




utilizando las ecuaciones (3.2.1) tenemos











La matriz (q) es diagonal para todo q £ Q siendo sus ele 
mentos diagonales I^^(q) las siguientes funciones de q
■“ <q> = q,U-q,)-
3“ 'q' '   ^
Demostraciôn
Es consecuencia inmediata del resultado 3.4.6. Ahora c =
= (0,0,...,0) por lo que c =1 i=l, ,k.
□
Al igual que ocurrîa respecto de p (observaciôn del coro­
lario 3.4.2), si la variable de censura tiene por vector de pro 
babilidad c*=(0,0,...,c^), c^ > 0, a efectos de informaciôn equi 
vale a no censurar las observaciones (c=(0,...,0)), es decir 
Ig*(q) = Ig(q) para todo q £ 5.
Resultado 3.4.8
Ig(q) 5. Ig(q) para toda c y q £ g
Demostraciôn
Sabemos que c g;^ £ g para toda c cuando el espacio paramétré 
co es P .
Si bien el concepto de suficiencia de experimentos se es-
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tablece en relaciôn a un espacio paramêtrico determinado (defi- 
nicion 3.3,2), es sencillo comprobar que dicho concepto permane- 
ce inalterable para cualquier reparametrizaciôn biyectiva del - 
espacio paramêtrico original.
En particular, podemos escribir para toda c cuando
el espacio paramêtrico considerado es (. La demostraciôn se con 
cluye de forma similar a la del resultado 3.4.4.
□
Corolario 3.4.9
Ig^(q) ^ Ig^(q) para toda c, i=l, . . . ,k y q £ ô
Demostraciôn
Similar a la del Corolario 3.4.5.
0
Dado que I^^(q) e I^^(q) representan las cantidades de in­
formaciôn de Fisher proporcionadas por y respectivamente, 
sobre q^ (dados los valores del resto de parâmetros perturbado­
res qj j^i), el corolario 3.4.9 expresa la pêrdida de informa­
ciôn sobre cada q^, a causa de la censura, que podemos escribir
en una notaciôn màs adecuada como sigue
Ig(qj^ ) » Ig(qj^ ) para toda c, i=l, ,k y q £  5
Obviamente I^ (qg^  ) = I^(q^ ) para toda c.
3.5. RELACION ENTRE LAS MATRICES DE INFORMACION I^(p) e I^(q)
El siguiente resultado indica la expresiôn que relaciona - 
las matrices I^(p) e (q) y por tanto la forma de obtener la -
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primera a partir de la segunda (mâs fScil de calculer).
Resultado 3.5.1














Entre p y q existe una correspondencia biyectiva, de for­
ma que
q = (q,, •. • .qu) = f (p) = (p
P(2) ....  P (k)
Entonces Ig(p) = A'I^(q)A siendo A la matriz cuadrada cuyo ele
9q i
mento (i,j) es —  » i,]=l,— ,k (ver (1.3.8), apdo.1.3.4)
A partir de aqui el resultado es inmediato.
□
Otra expresiôn de la relaciôn entre Ig(p) e I^(q), que uti 
lizaremos posteriormente, aparece en el siguiente corolario.
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Corolario 3.5.2











\  V P








Ig(p) = A'I^(q)A siendo A la matriz definida en el resu^ 
tado 3.5.1.
Demostraciôn
Basta tomar c=(0,0,...,0) en el resultado 3.5.1.
□
Observaciôn
La matriz I^(q) se obtendrîa a partir de 1^(p) mediante la 
expresiôn I^(g) = B'I^(p)B siendo B la matriz cuadrada de ele­
ment© (i, j)
-128-





Ademâs [Al « II  i > 0 , por lo que B=A~^
3.6. MEDIDAS DE INFORMACION REALES
Dedicamos esta secciôn al câlculo de las medidas de infor- 
maclôn paramëtricas reales, basadas en la matriz de Fisher, que 
definîamos en la secciôn 1.3. Siguiendo la notaciôn de dicha - 
secciôn, escriblremos S^(p) y (q) para referlrnos a la medida 
de informaciôn paramêtrica definida en el epigrafe 1.3.3.1, ba- 
sada en las matrices 1^(p) e 1^(g) respectivamente. Anëlogamen- 
te D^(p) y Dg(q) denotarân la medida de informaciôn paramêtrica 
definida en el epigrafe 1.3.3.2, basada en las matrices 1^(p) e 
Ig(q) respectivamente. Por ûltimo Mg(p) y Mg(q) representan la 
medida de informaciôn paramêtrica definida en el epigrafe 1.3.3.3 
basada en las matrices correspondientes.
El subindice o en lugar del c en todas las medidas de infor 
maciôn anteriores indicarâ que el vector c=(o,...,0).
3.6.1. MEDIDA DE INFORMACION Sg
r 1 ^ i i
Por definiciôn Sg (p) = a  j^Traza (I^ (p) ) J  = a  E  ig (p)
donde a es una constante positiva pref1 3ada.
k






Observando el resultado 3.4.1.
k c k k c
(1+1) Pk+1
= E  (
i=l
+ E -)+ k 'k+1
2=i P(l+1) Pk+1 






Ahora c^=0 i=l,...,k , c^^^=l. Sustituyendo estos valo








Inmediata del resultado 3.4.6.
Corolario 3.6.4
□
Sg(g) - a 1 . f. ' ^1-1' •••
q 7 T T = ^  i=2 Cl-q^
Demostraciôn
Résulta inmediata del resultado 3.6.3, pues c =1, i=l,...,k
□
Resultado 3.6.5
Sg(p) > Sg(q) para toda c
Demostraciôn
Bastaria ver que cada elemento de la diagonal de Ig(p) es 
mayor que el correspondiente de I^(q).
Por el corolario 3.5.2 sabemos que:
rii, ■ iii r ( p )  = i r ( q )  - f -  + E  ij^(q) > Ig^(q)
PMI ptj)
i=l,...,k




3.6.2. MEDIDA DE INFORMACION D,
donde a es una cons-Por definiciôn D^(p)
tante positiva prefijada.
Anâlogamente D^(q) = |^| Ig(q) I j
Debido a su sencillez, calcularentos en primer lugar D^(q) 








Por ser I^(q) una matriz diagonal, su déterminante es el 
producto de los elementos de dicha diagonal, es decir
k
|l_(q)1 = : (q)
^ i=l ^
A la vista del resultado 3.4.6.
n i“ ( q ) _ _ _ _ 3 , . ni.i =  ^ qi‘3-qi> i-2 q^d-qi)
(l-qjç_j^) d ~ q j ^ _ 2 )  • • • d ~ q j ^ )
k-2








, k-l-i-i ar 1 k-2
[‘^ k^k-l^^’^k^ i=l
Demostraciôn
Inmediata del resultado 3.6.6.
□
Corolario 3.6.8
Dg(q) = 0 para todo q e @ o  Cjj^j=0
Demostraciôn
=»)
Si Dg (q) » 0 => Cj^j=0 para algûn i=l,...,k ^
(por ser 0< q^< 1 V i=l,...,k)
<=)
Si Cjj^ j = 0 Dg (q) » 0
Observaciôn
La medida de informaciôn D^(q) se comporta como una buena 
medida de informaciôn (en relaciôn a sus propiedades) excepto 
en el caso en que c^j^j=0. Sin embargo el resultado es explica­
ble en têrminos de informaciôn, ya que c =0 indica que ningu 
na observaciôn puede caer en el intervalo (t^_^,t^j por lo que 
la informaciôn acerca de q^ es cero (l^^(q)=0). En las medidas 
Sg(q) y Mg(q) êsto se reflejarïa en un cero, como ûltimo suman­
do; Dg(q) se anula, siendo en este sentido una medida de Infor
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maciôn mâs sensible que aquêllas.
Una explicaciôn mâs aroplia de este hecho aparece en el re 
surnen del final del apartado 1.3.3. Alll proponemos una medida 
de informaciôn alternative D*, basada en D^, para el caso de que 
la matriz de Fisher sea singular. En particular para la matriz 
Ig(q), dicha medida serâ:
D*(q) = f|l+I (q)rl-l = [ n (l+lj^(q))l -1 c L c J c J
siendo a una constante positiva prefijada.
Corolario 3.6.9
Ig (q) es definida positiva para todo q e C  o  c /O
(=k+°k+l^ 0)
Demostraciôn
For la propiedad A.2 del Apéndice 
Ig (q) definida positiva «s» | Ig (q) | ^0 ^(k)^^
dândose la ûltima equivalencia como consecuencia del corolario 
3.6.8.
□
Como consecuencia de este corolario,
Corolario 3.6.10









La propiedad 4 de la medida D^ (epigrafe 1.3.4.2) estable
ce que
r 1
Dg(p) » |_|A|^ j Dg(q) (3.6.1)
siendo A la matriz definida en el resultado 3.5.1, cuyo deter- 
k
minante |A| = _JL_ _ j^ sto, junto con el resultado 3.6.6 ha
ce que;
Dq Cp ) =














n (1-q^) = p(^j y 1-q
(k)




P (ki 1 ^
" iE: ^  lEi "(i)
Dg(p)
■ 1 Ï 1 °(i) _
a
f 1 k ^(i)










Inmediata del resultado 3.6.11. Basta tomar c=(0,...,0).
□
Corolario 3.6.13
Dg(p) = 0 para todo p e p  o  c = 0
Demostraciôn
k 1 
I A| = n  > 0
i=l P(i)
El resultado es consecuencia del corolario 3.6.8 y de (3.6.1).
□
Corolario 3.6.14
Ig (p) es definida positiva para todo p e p  c ^ 0
Demostraciôn
La matriz A es no singular, entonces
Ig(p) = A'Ig(q)A es definida positiva Ig(q) es definida po
sitiva (Rao, 1973, 
pâg. 35).





Ig(p) es definida positiva para todo pg p
Demostraciôn
Ahora c^^^ = c^ ^^  ^= 1 (no hay censura)
Resultado 3.6.16
Dg(p) > Dg(q) para toda c
Demostraciôn
□
Es consecuencia de la expresiôn (3.6.1) y del hecho de que 
k




3.6.3. MEDIDA DE INFORMACION M
Por definiciôn M^(p) = || Ig(p)
Anâlogamente se define M^(q)
r k k . . ,




Mg(p) = c  ( M  + ^ +  E  è  2 ( 1 - 1 ) E
i=l Pi Pk+1 i=i P(l+1) i=l Pk+1 £=iP(Jl+l)
Demostraciôn
Debido a la simetria de Ig(p) podemos escribir
ill (p) il  ^ = È  [li^(p)]^ + E  E  2[i^i(p)l^
i=l i=2 ]<i
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A la vista de la forma peculiar de la matriz (p) 
la 2^ observaciôn del resultado 3.4.1) résulta que
111 ( P ) | i ^ =  E  [ i g N p ) ] ^  + E  2 ( i - i )  [ i ^ ^ ( p ) ] 2
 ^ i = l  i =2  ^






Pk+1 i = l  Pi 2Pk+1
1/2
Demostraciôn





!|io(p) Il = + - ^ )  ^ +2 (i-1) (— ^ )  ^
P- Pk+1 Pk+1 .
PI p;+i ^i^k+i
+ --    +{i-l) -4— ) =
Pk+1
k+1 i=l
4 —  + 2: ^  + E  ^
Pjç+l ^k+l i=l Pi i=l p^










Por ser I^(g) diagonal para toda c






1  ^ ^  •••ci-g^)
2 i + 2 -  2 2
g[(l-gi) i=2 q‘ (l-q.)^
1/2
Demostraciôn
Inmediata del resultado 3.6.19, ya que Cj^j=l i=l,...,k.
□
Resultado 3.6.21
M^(p) > M^(q) para toda c
Demostraciôn
Sabemos que
I^^(p) > I^^(q) » 0 i=l,...,k (demostraciôn del resu^
tado 3.6.5).
Entonces, elevando al cuadrado y sumando en i tenemos
È  [ic^(p)] ^ >  ë  [ic"^(g)] ^  = Il I (g) Il ^ 
i=l ^ i=i G ^
Pero, por definiciôn
I l  I c ( P )  H  ^  [ l c ^ ( P ) ] ^
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a partir de aqui, el resultado se obtiene de forma inmediata.
□
3.7. PERDIDA DE INFORMACION. MEDIDAS MATRICIALES
Una vez calculadas las medidas de informaciôn adecuadas - 
acerca del parâmetro p o q, nos interesa evaluar la pérdida de 
infomaciôn que, acerca de dicho parâmetro, se produce a causa 
de la censura, es decir, al observar en vez de La forma 
de abordar este tema quedô expuesta con detalle en el capitule
II. Alli propusimos dos caminos, uno que podemos denominar "m£ 
tricial", que abordaremos a lo largo de esta secciôn, adecuado 
cuando la medida de informaciôn utilizada es la matriz de Fisher; 
y otro que denominamos "real", que trataremos en la prôxima sec 
ciôn, cuando las medidas de informaciôn son las medidas reales 
basadas en la matriz de Fisher.
El mêtodo matriciel consiste en définir dos medidas matri 
ciales de la pérdida de informaciôn, estrechamente relaciona—  
das entre si, a saber, la matriz de pérdidas (apartado 2.3.1) 
y la matriz de eficiencias (apartado 2.4.2) y a partir de és—  
tas définir medidas reales de la pérdida relative de informa—  
ciôn (apartado 2.3.2) y de la eficiencia relativa (apartado -
2.4.3) .
Siguiendo la notaciôn del Capîtulo II escribiremos L^(p) 
y L^(q) para referirnos a la matriz de pérdidas, al observar 
en vez de , acerca de p y q respectivamente. Denotaremos, 
asimismo por R^(p) y R^(q) a la matriz de eficiencias, de 
comparado con , acerca de p y q respectivamente. De igual for
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ma L^(p) i=l,2,3 denotarSn las medidas reales de la pérdida
relativa de informaciôn acerca de p, basadas en la matriz L^(p) 
y anâlogamente para q. Por ûltimo R^(p) i=l,2,3 expresarSn -
las medidas reales de la eficiencia relativa acerca de p, basa 
das en la matriz R^(p) y similarmente para g .
3.7.1. MATRIZ DE PERDIDAS
La definiciôn de las matrices L^(q) y D^(p) requiere que 
las matrices I^fq) e I^(p) sean no singulares. Los corolarios 
3.6.10 y 3.6.15 garantizan este hecho.
Comenzaremos calculando L^(q), debido a su sencillez; pos 
teriormente obtendremos L^(p) a partir de L^(q).
Resultado 3.7.1
La matriz L^{q) es diagonal para toda c y q g g  , y sus 
elementos diagonales
L^^(q) = i=l,...,k,




Lg(q) = I - I^(q)l"^(q) (Definiciôn 2.3.1)
Por ser I^(q) diagonal para toda c (resultado 3.4.6), la 
matriz L^(q) es diagonal con elemento i-ésimo la pérdida rela­
tiva de informaciôn acerca de q^ (corolario 2, secciôn 2.3).
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Teniendo en cuenta el corolario 3.4.6, obtenemos el resultado.
□
Llamamos la atenciôn sobre el hecho interesante de que la 
matriz de pérdidas L^(q) no depende del parâmetro q, ûnicamente 
depende de la distribuciôn de la censura c.
Por otro lado, todas las medidas reales de la pérdida re­
lativa de informaciôn, basadas en la matriz L^(q) son invarian 
tes para transformaciones biyectivas del parâmetro q; ésto ha- 
ce que resuite innecesaria la obtenciôn de la matriz L^(p). De 
esta forma, el siguiente resultado, que recoge la forma de di- 
cha matriz (p) carece de utilidad posterior y se incluye sôlo 
a modo de complemento de la matriz (q) y con una finalidad - 
ilustrativa exclusivamente.
Resultado 3.7.2
La matriz L^(p) es triangular superior para toda c y peP 
siendo sus elementos
L^(p) = 1=1, . . . ,k
l 13(p) = _ Ü Z ü l i f i  - i>i
^ P (i+1) l=i+l P(JL)P(i+l) P(j)
Demostraciôn
L^(p) = A'L^(q)A'  ^ (teorema 3, secciôn 2.3)
siendo A la matriz triangular inferior definida en el resulta­
do 3.5.1.
A'L^(q) serâ una matriz triangular superior por ser el pro 
Gucto de una matriz triangular superior y otra matriz diagonal. 
Ademâs A'~^ es triangular superior por serlo A'. De esta forma
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L (p) es una matriz triangular superior por ser el producto de
dos matrices triangulares superiores A'L^(q) y A 
Es sencillo comprobar que
- P 4
,-l





















El elemento (i,j) de L^(p) serâ el producto de la fila i-
-ésima de la matriz A ’L^(q) por la columna j-ésima de A*
□
Los siguientes resultados proporcionan las expresiones de 
las medidas reales L^(q) i=l,2,3, de la pérdida relativa de 
informaciôn, acerca de q, debida a la censura. El câlculo de - 
sus homôlogos L^(p) i=l,2,3, acerca de p, es innecesario ya 
que, como indicâbamos antes, todas estas medidas son invarian­
tes para transformaciones biyectivas del parâmetro.
Resalteunos el hecho de que dichas medidas no dependen del 
parâmetro q, dependlendo ûnicamente de la distribuciôn de la 




para todo q € fi
Demostraciôn
Por definiciôn
L^(q) = i Traza[L^(q)J (definiciôn 2,3.2) 
el resultado 3.7.1 compléta la demostraciôn.
□
L^(q) es,por definiciôn,la media aritmética de las pérdi­
das relativas de informaciôn acerca de cada q^, i=l,...,)c.
Resultado 3.7.4
2 ^ 1 /k
L (q) = n (2-c,.,) ' -1 para todo q 6 fi c
Demostraciôn
Por definiciôn




Por ser (q) diagonal, sus autovalores son sus elementos
diagonales. El resultado 3.7.1 compléta la demostraciôn.
0
L^ (q) es,por definiciôn, la (P-media de las pérdidas relati­














Basta sustituir el resultado 3.7.1.
□
L^(q) es,por definiciôn,la media cuadrâtica de las pérdi­
das relativas de informaciôn acerca de cada q^, i=l,...,k.
Como resumen de lo expuesto en el apartado 3.7.1 destaca-
mos très hechos:
1) Tanto la matriz de pérdidas L^Cq) como sus medidas reales
asociadas (q) i=l,2,3 dependen ûnicaunente de la distr^
buciôn c de la variable de censura, y no del parâmetro q.
2) Las medidas reales L^(q) i=l,2,3 son très promedios di-
ferentes de las pérdidas relativas de informaciôn que, 
acerca de cada q^, i=l,...,k, origina la censura.
De esta forma, la discusiôn en cuanto a la elecciôn de 
una u otra de estas très medidas se reduce, en cada caso, 
al anâlisis de la representatividad, ventajas e inconve- 
nientes de los promedios correspondientes.
3) Dichas medidas se encuentran relacionadas (ver observaciôn 
2, secciôn 2.3) por las siguientes desigualdades
Lg(q) 4 Lg(q) < L^(q) para todo q €5 
dândose las dos igualdades a la vez si y sôlo si, para c 
fija, la pérdida relativa de informaciôn acerca de q^ es
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cons tante para todo i=l,...,k, lo que équivale (resultado
3.7.1) a que c =1 i=l,...,k en cuyo caso no se censu-
ran las observaciones.
3.7.2. MATRIZ DE EFICIENCIAS
Al igual que ocurria con la matriz de pérdidas, ahora bas 
ta obtener la matriz de eficiencias R^(q) para los fines que - 
perseguimos.
Resultado 3.7.6
La matriz R^(q) es diagonal para toda c y q e fi y sus ele 
mentos diagonales
(c) = c i=l, . . . ,k
son las eficiencias relativas, acerca de cada q^, i=l,...,k.
Demostraciôn
Por definiciôn
Rg (q) = I-Lg (q) (definiciôn 2.4.1)
La expresiôn numérica se obtiene inmediatamente del resu^ 
tado 3.7.1; el corolario 6.2 (secciôn 2.4) compléta la demos­
traciôn.
□
La matriz R^(p) se obtiene de forma anéloga a partir de 
L^(p), o bien a partir de R^(q) mediante la expresiôn R^(p) =
= A'R^(q)A'"^.
Los siguientes très resultados muestran los valores de las
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medidas reales (q) i=l,2,3 de la eficiencia relativa de c ^
comparado con acerca de q.
Resultado 3.7.7
1 i=i ""(1)
R (q) = --------  para todo q€fi
Demostraciôn
Por definiciôn
R^(q ) = ^ Traza[R^(q)] (definiciôn 2.4.2) 
el resultado 3.7.6 compléta la demostraciôn.
□
Rg(q) es,por definiciôn,la media aritmética de las eficien—  
cias relativas, acerca de cada q^, i=l,...,k.
Resultado 3.7.8








el resultado 3.7.6 compléta la demostraciôn.
□
R^(q) es, por definiciôn, la ^-media de las eficiencias






para todo q 6 fi
Demostraciôn
Por definiciôn
Basta sustituir el resultado 3.7.6,
(definiciôn 2.4.4)
□
R^(q) es,por definiciôn, la media cuadrâtica de las eficien 
cias relativas acerca de cada q^, i=l,...,)t.
La estrecha relaciôn que existe entre las matrices de pér 
didas y de eficiencias hace que las propiedades de ésta sean 
consecuencia de las de aquélla. Resumimos el apartado 3.7.2 en 
los siguientes hechos:
1) Tanto la matriz de eficiencias R^(q) como sus medidas rea 
les asociadas R^(q) i=l,2,3 dependen ûnicamente de la 
distribuciôn c de la variable de censura, y no del parâme 
tro q.
2) Las medidas reales R^(q) i=l,2,3 son très promedios di- 
ferentes de las eficiencias relativas, acerca de q^ , 
i=l,...,)( , de comparado con
La elecciôn de la medida real idônea de la eficiencia re­
lativa se reduce, de nuevo, a la elecciôn, en cada caso.
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del promedio mis representative.
3} Estas medidas se encuentran relacionadas Cver observaciôn 
2, apartado 2.4.3) por las siguientes desigualdades
Rg(q) < Rg(q) < Rg(q) para todo qCfi 
dândose las dos igualdades a la vez si y sôlo si, para c 
fija, la eficiencia relativa acerca de q^ es constante pa 
ra todo i=l,...,)c, lo que équivale (resultado 3.7.6) a que 
Cj^j=l i=l,...,)c, en cuyo caso no se censuran las obser- 
vaciones.
3.8. PERDIDA DE INFORMACION. MEDIDAS REALES
Al comienzo de la secciôn anterior indicâbamos dos métodos 
para evaluar la pérdida de informaciôn debida a la censura. En 
dicha secciôn se tratô el que denominâbamos método matriciel. 
Nos ocuparemos ahora del método real.
Supondremos que las medidas de informaciôn acerca del parâ 
métro son las medidas reales S^, D^ y M^ (basadas en la matriz 
de Fisher I^) cuyos câlculos aparecen en la secciôn 3.6. Para 
cada una de estas medidas reales définîmes de modo natural la 
pérdida relativa de informaciôn y la eficiencia relativa (sec­
ciôn 2.5). Siguiendo la notaciôn del capîtulo II, utilizaremos 
L^ (p), L^Cp) y Lg(p) para denotar la pérdida relativa de infor 
maciôn que se produce acerca de p al observar en vez de e^, 
cuando las medidM de informaciôn elegidas son S^, D^ y M^ re£ 
pectivamente. Igualmente R^(p), R^(p) y R^(p) denotarâ la efi­
ciencia relativa acerca de p del expérimente comparado con
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segûn las medidas de informaciôn respectivas. La letra g 
en lugar de p expresarS las mismas medidas de la pérdida de in 
formaciÔn anteriores, respecte del parâmetro q.
A excepciôn de la medida L^ y como consecuencia R^, las 
demâs medidas no son invariantes para transformaciones biyect^ 
vas del parâmetro. Esto hace que, en el câlculo de dichas med^ 
das distingamos entre los parâmetros p y q. Por su parte, la 
medida L^ es invariante para este tipo de transformaciones ba- 
jo hipôtesis restrictivas (teorema 8d), secciôn 2.5) que, en 
particular, verifica nuestro modèle.
3.8.1. MEDIDA DE INFORMACION S
Resultado 3.8.1
k q^d-q^)
(^q) = 1- C(i) - T  n-q^_^) . . .(i-q^)
i=l qid-q^)




= 1- -s-T^ (expresiôn (2.5.1), epîgrafe 2.5.1.
R®(q) = l-L^(q) (expresiôn (2.5.4), epîgrafe 2.5.1.c c
El resultado 3.6.3 y el corolario 3.6.4 completan la demostraciôn.
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Observaciôn
Si tenemos en cuenta el corolario 3.4.7, las medidas (g) 
y (g) pueden expresarse en la forma siguiente:
S k
L (q) = E  (1-c. .. ) — r--------  (expresiôn (2.5.2),
1=1 '' -t-i
E  ( q )  e p î g r a f e  2 . 5. 1 . 1 )
i=l °
S k I^^(q)
Rg (q) = E  -- — ----  (expresiôn (2.5.5),
E  I ^ ^ ( q )  e p î g r a f e  2 . 5. 1 . 2 )
i*l °
con lo que su interpretaciôn résulta sencilla:
L^(g) es la media aritmética ponderada de las pérdidas re­
lativas de informaciôn acerca de cada q^, i=l,...,lc, siendo las 
ponderaciones respectivas las proporciones de informaciôn de 
sher acerca de cada q^ segûn el expérimente e^.
R^(g) es la media aritmética ponderada de las eficiencias 





R^(p) = l-L^(p) para toda c.
Demostraciôn
Anéloga a la anterior. Ahora el resultado 3.6.1 y el coro-
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lario 3.6.2 completan la demostraciôn.
D
3.8.2. MEDIDA DE INFORMACION D^
La definiciôn de la medida L^(q) exige que la matriz I^(q) 
sea no singular (epîgrafe 2.5.2.1). El corolario 3.6.10 garant^ 
za este hecho.
Ademâs, para c prefijada, esta medida L^(q) es invariante 
para transformaciones biyectivas f(q) del parâmetro q, si la ma
triz de derivadas parciales (—r-*— ) i,]=l, . . . ,)t es no singular
sq.
(teorema 8 d), secciôn 2.5). Por ser A=(—r--- ) no singular (ob-
SPj
servaciôn del corolario 3.5.3) la propiedad de invariancia hace 





L°(p) = l-(  c^^j) para todo p € P





Lç(p) = 1- ^ —  (expresiôn (2.5.6), epîgrafe 2.5.2.1.
Ademâs
Rg (p) = j"l-L^ (p)j (expresiôn (2.5.8), epîgrafe 2.5.2.2
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El resultado 3.6.11 y el corolario 3.6.12 completan la 
demostraciôn.
0
Observaciôn (ver observaciôn 1, apartado 2.5.2)
Para a = observamos que (p) es la (P-media de las 
pérdidas relativas de informaciôn acerca de cada q^, i“l,...,)c, 
siendo (P(x)=log(l-x) (Calot; 1970, p. 73) .
Para todo o>0 que fijemos, (p) es la media geométrica 
de las eficiencias relativas acerca de cada q^, i=l,...,)(.
3.8.3. MEDIDA DE INFORMACION M.
Resultado 3.8.4




(l-q^ _j^ )2. .. (l-qj^ )^
q-(i-q^)^
1/2
Rg(q) = l-L^(q) para toda c.
Demostraciôn
Por definiciôn
M , _ .  . *'c(q)Lg(q) = 1- "MjTqT (expresiôn (2.5.9), epîgrafe 2.5.3.1)
R^(q) - 1- L^(q) (expresiôn (2.5.11) , epîgrafe 2.5.3.2c ’^ ' c
El resultado 3.6.19 y el corolario 3.6.20 completan la demostraciôn.
0
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Observaciôn (ver observaciôn 1, apartado 2.5.3)
Teniendo en cuenta el corolario 3.4.7, las medidas L^(g) 
y R^(q) pueden expresarse en la forma siguiente:
L^(q) = 1 -
k 2
(i)









E  (Iq (q))
i=l °
1/2
con lo que su interpretaciôn résulta sencilla:
L^(q) es la ^media ponderada de las pérdidas relativas 
de informaciôn acerca de cada q^, i=l,...,)(, siendo las ponde 
raciones respectivas las proporciones de las inforraaciones de 
Fisher al cuadrado, acerca de cada q^ segûn el expérimente 
y f(x)=(l-x)^ (Calot; 1970, p. 73).
Rg(q) es la media cuadrâtica ponderada de las eficiencias 
relativas acerca de cada q^, i=l,...,)c, con las mismas ponde­
raciones que antes.
El câlculo de las medidas (p) y R^(p) résulta sencillo 
a partir del resultado 3.6.17 y del corolario 3.6.18. Omiti- 
mos, sin embargo, dichos câlculos debido a que la complejidad 
de las expresiones obtenidas résulta escasamente ilustrativa.
Como resumen de lo expuesto en la secciôn 3.8 destacamos 
lo siguiente:
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1) Las medidas de la pérdida relativa de informaciôn L^(q) y 
Lç(q) son dos promedios ponderados diferentes de las pérdi 
das relativas de informaciôn que, acerca de cada q^, 
i=»l,...,k, origina la censura.
En el caso de la medida L^(q) las ponderaciones son direc- 
tamente proporcionales a las informaciones de Fisher, acer 
ca de cada q^, segûn el experlmento De esta forma, las 
pérdidas relativas de informaciôn que tendrân mayor influen 
cia en la medida L^ serén las relativas a componentss q^ 
para las que el experimento c^aparte mayor informaciôn. La 
medida L^(q) potencia aûn mâs la influencia de las pérdidas 
relativas de informaciôn anteriores, al ser las ponderacio 
nés correspondientes proporcionales a los cuadrados de las 
informaciones de Fisher acerca de cada q^, segûn 
En base a esta explicaciôn, parecen mâs précisas como medi­
das de la pérdida relativa de informaciôn, acerca de q, las 
medidas L^(q) y L^(q) que L^(q) y L^(q) obtenidas por el mé 
todo matriciel, sobre todo en aquellas situaciones en que 
las informaciones de Fisher acerca de las q^ sean muy dis­
pares. Esta ventaja intuitiva de las medidas "reales" res­
pecte de las "matriciales" tiene su contrapartida formai en 
la propiedad de invariancia para transformaciones biyecti­
vas del espacio paramétrico, que verifican las segundas y 
no las primeras.
2) Las pérdidas relativas de informaciôn, acerca de cada q^, 
1-Cj^j, sôlo dependen de la distribuciôn c de la variable 
de censura. Si promediamos dichas pérdidas mediante funcio
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nes del parâmetro q, los promedios correspondientes, en es^  
te caso Lg(q) y L^(q), son funciones de c y q.
3) La medida L^(p) es, por definiciôn, la media aritmética pon
derada de las pérdidas relativas de informaciôn que, acer­
ca de cada p^, i=l,...,k, origina la censura, siendo las 
ponderaciones proporcionales a las informaciones de Fisher, 
acerca de cada p^, segûn el experimento e^.
La medida L^(p) no puede expresarse formaImente como un pro
medio ponderado de las pérdidas relativas de informaciôn, 
acerca de cada p^, i=l,...,k.
4) Como veiamos en el capîtulo II (observaciôn 3, apartado
2.5.2) es necesario exigir la no singularidad de la matriz 
de Fisher I^ para todo valor del parâmetro, para garanti- 
zar el buen comportamiento de la medida L^. En nuestro ca­
so la no singularidad de las matrices 1^(p) e 1^(q) équi­
vale a que (corolarios 3.6.9 y 3.6.14). Sôlo cuando
la variable de censura verifique dicha condiciôn debemos 
utilizar L^ como medida de la pérdida relativa de informa­
ciôn. En este caso, y tomando a = , la medida L^(q) es
un promedio (no ponderado) de las pérdidas relativas de in 
formaciÔn acerca de cada q^, i=l,...,)c, por lo que sôlo
depende de la distribuciôn c de la variable de censura y no 
del parâmetro q.
Ademâs se verifica que
L^(q) ^ L^(q) para toda c y q g fi (observaciôn 2, apar- 
^ ^ tado 2.5.2)
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con la igualdad si y sôlo si, para c fija, la pérdida rela 
tiva de informaciôn acerca de es constante para todo 
i>l,...,k, lo que équivale (resultado 3.7.1) a que Cj^j=l, 
i=l,...,k, en cuyo caso no se censuran las observaciones.
5) Un resumen similar, como el expuesto en los cuatro puntos 
anteriores, pero referido a la eficiencia relativa, podria 




Sea el conjunto de matrices reales semidefinidas posi­
tivas de orden k.
Definimos en el orden parcial (Reflexiva, Antisimêtri- 
ca y Transitive) usual, es decir; A,B 6 .4^ , A>B <=» A-B e X^
Para cualquier A € sean Xj^(A) » » ... » X^(A) ^ 0
los autovalores A en orden de magnitud decreciente.
A.I. Lema (Okeunoto y Kanazawa; 1968) .
Una condiciôn necesaria y suficiente para que una funciôn
real f(A) definida sobre sea:
i) estrictamente creciente, es decir f(A) ^f(B) si A^B y
f (A) >f(B) si ademâs A/B, y
ii) invariante bajo transformaciones ortogonales, es decir 
f(P'AP)=f(A) para cualquier matriz ortogonal P
es que f (A) sea idéntica a alguna funciôn g (A) ,.. ., (A) )
de los autovalores de A estrictamente creciente en cada argu­
mente.
A. 2. Propiedad
Para toda A 6 .4^  se cumple
A es definida positiva A es no singular
Demostraciôn
A 6 ^ ^  X ^ (A) ^ 0 i—1, . . . , k 
k
Ademâs | A | = II X . (A) » 0 entonces 
i=l ^
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