Flow cardinality estimation is the problem of estimating the number of distinct elements in a data flow, often with a stringent memory constraint. It has wide applications in network traffic measurement and in database systems. The virtual HyperLogLog (vHLL) algorithm proposed by Xiao, Chen, Chen and Ling [1] estimates the cardinalities of a large number of flows with a compact memory. This paper explores two new estimation algorithms based on the same compact memory used in [1] . Firstly, we propose and investigate a family of estimators that generalizes the original vHLL estimator. Secondly, we derive an approximate maximum-likelihood estimator. Empirical evidence suggests the near-optimality of the original vHLL estimator for per-flow estimation, analogous to the near-optimality of the HyperLogLog estimator for single-flow estimation. We also propose weighted square error, a single-value metric that quantifies the performance of an estimator.
I. INTRODUCTION
Cardinality estimation is the problem of estimating the number of distinct elements n of a given multiset S. For example, if S = {1, 2, 3, 2, 1}, then n = 3. Flow cardinality estimation is cardinality estimation in the context of network traffic measurement, where a flow is a multiset of data packets observed on a network link over a period of time. Distinction among flows is usually made based on some properties such as source address, destination address, protocol type, or a combination of them. In this paper, single-flow estimation refers to cardinality estimation of a single flow, per-flow estimation refers to cardinality estimation of many flows.
Flow cardinality estimation can be applied to many problems with a count-distinct nature. For example, a router equipped with such an estimator can detect port scans by tracking the number of distinct port addresses attempted by the flow of packets from each source address. Other applications in the regime of network anomaly detection are detecting denial of service (DoS) attacks and estimating worm spread rate (Estan et al. [2] ). It can also be used for abstract data types. For example, Google might be interested in estimating the number of distinct users that query certain keywords over a period of time in its database [1] , [3] .
The main challenges of flow cardinality are stringent time and space constraints. According to [4] and [5] , on a typical OC-768 backbone network link with 50 Gbps traffic speed, the time available to process each packet is at best about tens of nanoseconds, corresponding to no more than a hundred elementary operations. Such a high traffic rate necessitates the need to use on-chip cache memory on network processors, but most on-chip caches on processors are made of SRAM, typically only a few megabytes. The good news is that it is usually not necessary to know the exact value of a flow's cardinality. Many approximation algorithms have been developed to explore the trade-off between estimation accuracy and space/timing efficiency.
The state-of-the-art algorithm for single-flow estimation is HyperLogLog (HLL) proposed by Flajotlet et al. [6] . HLL requires hundreds of bytes for fairly accurate estimation of a single flow with cardinality up to 4 × 10 9 and is near-optimal. However, for per-flow estimation, the rate of hundreds of bytes per flow is too much in many memory-critical scenarios where the number of flows is huge. To this end, Xiao et al. [1] proposed the virtual HyperLogLog (vHLL) algorithm which can potentially bring down the memory cost to one bit per flow on average. vHLL comprises two processes: sketching process, which reads elements from the flow and stores useful information in a compact data structure, and estimation process, which takes the recorded information as input and outputs the estimated cardinality. This paper mainly proposes and investigates alternative estimators for the estimation process of vHLL based on the same sketching process and data structure.
Our contributions:
1) We show that, for single-flow estimation, the well-known LogLog [7] and HLL [8] estimators can be generalized by a family of estimators LL θ parametrized by a value θ; in particular, LogLog and HLL are LL θ at θ = 0 and −1 respectively. The idea of this generalization can be applied to the vHLL estimator for per-flow estimation as well. We show by empirical evidence the near-optimality at θ = −1 for both single-flow and per-flow estimation. 2) We derive an alternative solution, an approximate maximum-likelihood estimator, which has comparable performance compared to the vHLL estimator. 3) We also propose weighted square error, a single-value metric that quantifies the performance of an estimator.
The rest of the paper is organized as follows. Section II provides the background knowledge and preliminaries. Sec-tions III-V describe the above three contributions respectively. Section VI evaluates and compares the performance of the estimators by simulation. Section VII concludes the paper.
II. BACKGROUND AND PRELIMINARIES

A. Single-flow estimation
Single-flow estimation is the following problem. We observe a flow of elements x 1 , x 2 , x 3 , · · · and the goal is to estimate the number of distinct elements among them; each element is observed once and then discarded forever. This paper considers streaming-based algorithms, which processes every element in the flow. For the alternative, sample-based algorithms, see [9] .
A streaming-based algorithm utilizes a hash function H that maps each element x i of the flow into a hashed value H(x i ) of a chosen type. The purpose of H is to filter out duplicate elements and to provide randomization. The algorithm constructs a compact data structure, also called a sketch, that captures certain low-dimensional statistical information of the flow's cardinality by recording features of the hashed values. The process of updating the sketch is called sketching and is online. After sketching, the cardinality of the flow is estimated off-line based on the sketch: this is the estimation process.
Usually we want the estimator to be unbiased, i.e. E[ n|n] = n. The performance of an estimator can be measured by the relative standard error
. For a detailed classification and comparison of existing single-flow estimation algorithms, see [10] , [11] . We take a closer look at the LogLog [7] and HyperLogLog (HLL) algorithms [8] .
LogLog and HLL: These two algorithms use the same hash function and data structure (therefore have the same sketching process) and only differ in the estimation process.
The data structure of the LogLog/HLL is a single array of k registers (counters), denoted as S, where k = 2 l for some positive integer l. In this paper, S[i] refers to the i th register in the array or the value stored in it, depending on the context. Suppose we have access to a hash function H that maps each element of the flow to a sufficiently long bit string. Define a function ρ that takes a bit string and outputs the position of the leftmost 1-bit of the string, e.g. ρ(000010 · · · ) = 5. The sketching process of LogLog/HLL is summarized as follows.
LogLog/HLL sketching process: 1) Initialize all the registers in S with value 0.
2) For each element x in flow:
Use the prefix l bits as a register index j.
Use the remaining bits to update the selected register in step (iii). If we assume that, for a randomly given element, H generates a binary string with independent and uniform bits, then it can be shown that the expectation of S[j] is close to log n k with a small additive bias (see [7] ). Therefore, on average each register needs about log log n k = O(log log n) bits to store its value; such a register is also known as a LogLog sketch. Thus 5 bits per register suffice for measuring cardinalities up to 2 2 5 ≈ 4 × 10 9 . After sketching, LogLog and HLL make an estimation n based on the content of S by
respectively, where ξ LL ≈ 0.39701 and ξ HLL ≈ 0.7213 are bias correction constants so that the estimators are approximated unbiased as n → ∞.
The relative standard error is approximately 1.30 √ k for the LogLog estimator and 1.04 √ k for the HLL estimator, as n → ∞. Using HLL, we can achieve an estimate accuracy (in terms of relative standard error) of about 5% with 2560 bits, or 320 bytes, for one estimation. HLL is near-optimal for singleflow estimation (Section 4 of [8] ), in the sense that its relative standard error 1.04 √ k is quite close to the lower bound 1 √ k for a wider class of algorithms based on order statistics. For a more detailed discussion of this lower bound, see [5] .
B. Per-flow estimation with register sharing
In many real-world applications we need to estimate the cardinalities of multiple flows at the same time. A model for per-flow estimation is the following. We observe a stream of packets, each abstracted as a 2-tuple (f, x), where f is the source address (the flow ID) and x is the destination address. The goal is, at the end of the measuring period, to estimate the number of distinct destination addresses from each given source address. For example, if the stream of packets is (A, 2), (C, 9) , (A, 3), (A, 2), (C, 1), (B, 8), then flow A is {2, 3, 2} with cardinality 2, flow B is {8} with cardinality 1 and flow C is {9, 1} with cardinality 2.
An immediate idea to solve this problem is to allocate a separate block of memory for each flow and use any of the existing single-flow estimation algorithms. However, in many real-world applications most flows have small cardinalities and hundreds of bytes per flow could be a waste of memory. In order to save memory, some algorithms have been proposed to allow memory to be shared among flows. Memory could be shared at bit level, see [12] for an example and [1] for a review and discussion. The virtual HyperLogLog (vHLL) algorithm proposed by Xiao et al. in [1] shares memory at register level based on the LogLog sketches.
vHLL: vHLL keeps a large register array R of length m, considered as a memory pool. R[j] refers to the j th register in the array or the value stored in the register, depending on the context. For each flow f , we form a virtual data structure (virtual register array) denoted as R f , which is a logically constructed array of k registers with the i th register denoted
The registers of R f are randomly selected from R by using k independent hash functions G 0 , G 1 , · · · , G k−1 , each mapping the flow ID uniformly to an integer in {0, · · · , m−1},
In practice, the k hash functions can be implemented by a single master hash function G by G i (f ) = G(f |i), where "|" is the concatenation operator. It should be emphasized that R f does not need to be physically constructed (thus it is "virtual"). A simple example is shown in Figure 1 to illustrate the concepts. In the example, say we want to update register 3 of flow f 2 , R f2 [3] , what actually is updated is R[5] -we do not even need to know where the other registers of R f2 are. Fig. 1 . An example of a register pool and three virtual register arrays with m = 8, k = 4. There are three flows and three corresponding virtual register arrays:
The sketching process of vHLL is almost identical to that of LogLog/HLL (recall from Section II-A): for each packet (f, x) in the stream, we process x to obtain j (the register index) and ρ(q) (to be compared with the selected register's value); except that the last step (iii) becomes
That is, we treat the virtual register array as the actual register array. After the sketching process, we obtain m register values. It remains to solve the following estimation problem:
Given: Values R[0], · · · , R[m − 1] and any flow's ID f . Estimate: n f , the number of distinct elements in flow f .
III. GENERALIZED LOGLOG ESTIMATOR
In this section, we first introduce LL θ , a family of generalized LogLog estimators parameterized by θ, for single-flow estimation. Then, using the same idea, we propose vLL θ , a family of generalized virtual LogLog estimators parameterized by θ, for per-flow estimation.
A. The LL θ estimator for single-flow estimation
The θ-generalized mean of k positive number x 1 , x 2 , · · · , x k for nonzero θ is defined by
In the case of θ = 0, we let
which is the limit of A θ (x 1 , · · · , x k ) as θ → 0. A θ (x 1 , · · · , x k ) is commonly known as the arithmetic mean, geometric mean, and harmonic mean of the k numbers when θ = 1, 0, −1, respectively. A property of the function A θ is that, the less θ is, the more robust it is against abnormally high values. Consider an example: for numbers 1, 1, 1, 1, 100, A 1 = 20.8, A 0 ≈ 2.51, A −1 ≈ 1.25 and A −∞ = 1.
The LL θ estimator takes an register array S and outputs
where ξ θ is the bias correction constant that depends on θ, and for θ ∈ [−3.0, 1.0] we found empirically that it is approximately given by
It can be verified according to (1) and (2) that, LL 0 = LL and LL −1 = HLL. Thus, LL θ generalizes LogLog and HLL for single-flow estimation.
The expression for ξ θ in (6) is obtained by simulations; for details, see Chapter 3 of [13] . In particular, it is found that this bias correction constant approximately only depends on θ for large n (e.g. n > 1000) and k (e.g. k = 256, 512, 1024). Also, in [13] , it is shown by empirical evidence that LL θ has the best performance at θ ≈ −1, supporting the claim that HLL, i.e. LL −1 , is near-optimal [8] . It would be an interesting problem to find an expression for ξ θ as a function of θ analytically in order to verify (6), although it is currently beyond our ability.
B. The vLL θ estimator for per-flow estimation
For the per-flow estimation problem based on register sharing, one can treat R f as an actual register array and apply the LL θ estimator on R f to estimate the total number of distinct elements distributed to R f . However, this estimate tends to be larger than n f because it is affected by noise elements from other flows that share registers with flow f . So we probably need a different bias correction coefficient to calibrate this rough estimate. While for the single-flow case θ = −1 is nearoptimal, it is not immediately clear whether θ = −1 with a suitable bias correction constant is still near-optimal in the per-flow case.
The vLL θ estimator for per-flow estimation is summarized below. The name vLL θ means LL θ combined with virtual register sharing. For any θ ∈ [−3.0, 1.0], the vLL θ estimator takes the virtual register array R f as input and outputs an estimate of n f by
where ξ θ is defined in (6) , and n T is an estimate of the total aggregate cardinality of all the flows which can be replaced by HLL(R) in practice. Note that it could happen that Equation (7) produces an estimate n f < 1, in which case we can simply reset n f = 1. The vLL θ estimator in (7) is the LL θ estimator in (5) with an extra multiplicative constant and an additive constant such that it is approximately unbiased. See Chapter 3 of [13] for details.
The vLL θ estimator generalizes the vHLL estimator proposed in [1] , because vLL −1 = vHLL.
IV. MAXIMUM LIKELIHOOD ESTIMATOR
In this section we formulate the per-flow estimation problem stated at the end of Section II as a likelihood maximization problem and summarize an approximate solution. Due to space limitation, we refer to Chapter 4 of [13] for details of the derivation.
A. Formulation
Assume that, any hash function used in the sketching process generates a hash value in its output range uniformly at random for a randomly given distinct input. The k register values in R f after the sketching process can be modeled as a random vector
where Z f,i ∈ {0, · · · , r max }. r max is the maximum value that can be stored in a register. For example, if the register has 5 bits, then r max = 2 5 
is an instance of the random vector Z f . Let p n (z 0 , · · · , z k−1 ) be the pmf of Z f (i.e. the joint pmf of the k random variables) given that n f = n, that is,
(8) Let L f (n) denote the log of the likelihood of observing register values R f given n f = n:
The maximum-likelihood estimator of flow f 's cardinality is then given by n f,ML = arg max n L f (n), n ∈ {1, 2, · · · , n max }, (10) where n max is an upper bound of the cardinality of a flow.
B. Summary of the approximate MLE solution
We couldn't find an exact expression for L f (n). However, we can obtain a good approximation of L f (n) under the following assumptions: (1) n is large; (2) k n;
(3) n f is small compared to the total aggregate cardinality of all flows.
Let F be the CDF of the register values in R at the end of the sketching process:
Define a pmf p on {0, 1, · · · , r max } by p(0) F (0) exp − n k and
for i ∈ {1, · · · , r max }. Then under the above assumptions,
Furthermore, we can show that this approximated L f (n) has the decreasing increment property with respect to n, i.e. it is the restriction of a concave function to integer values. Therefore L f (n) must have a global maximum over the possible values of n, which can be found efficiently by a bisection search. This approximate MLE works well for large flows, but poorly for small flows for which the "large n" assumption no longer holds. Estimation for small flows is inherently difficult anyway, because in this case the observation is dominated by noise.
V. PERFORMANCE METRIC: WEIGHTED SQUARE ERROR
Some measures of the performance of a per-flow estimator have been proposed in the literature. For example, in [1] , the authors plotted the estimated cardinalities against the actual cardinalities of the flows; the closer the points are to the line y = x, the more accurate the estimator is. The authors also plotted relative bias and relative standard error against the actual flow cardinalities. In this paper, we propose weighted square error, a new metric that measures the performance of an estimator by a single value.
Suppose that the incoming data stream contains M flows with cardinalities n 1 , n 2 , · · · , n M and an estimator estimates these flows' cardinalities to be n 1 , n 2 , · · · , n M . The weighted square error (WSE) of the estimator with respect to a given weight function w is defined as
The choice of the weight function depends on the specific application. For example, if each flow is considered equally important regardless of its cardinality, then we can simply let w(n) = 1 for all n. In many other situations, large flows are considered to be more important than small flows, then we want w(n) be an increasing function in n. The weight function used in this paper is presented and explained as follows.
First, assume that the cardinality of a randomly chosen flow can be modeled as a random variable N with pmf p N (n) Pr(N = n). The following weight function is adopted:
To interpret this weight function, first observe the integral function in (15), we have w(n)p N (n) = 1 n ; it is easy to verify that in this case the integral
> 0 is independent of n * . If we plot the curve w(n)p N (n) as a function of n on log scale of n, then the area under the curve should be approximately the same in each decade interval: [1, 10) , [10, 100) , [100, 1000), [1000, 10000), etc. In other words, by choosing the weight function in (15) , we put approximately the same total weight to the aggregate of flows in each of these intervals.
VI. EMPIRICAL PERFORMANCE EVALUATION A. Simulation Setup
We generated 100 simulated network trace files. Each trace file contains 10 6 flows. A flow is presented in the file as a collection of packets with the same source address and distinct destination addresses; different flows have different source addresses (flow IDs). The cardinality of each flow is randomly and independently generated according to a Zipf(π, n max ) distribution with the pmf p N (n) = n −π C for n ∈ {1, 2, · · · , n max }, where C is a normalizing constant. The adoption of the Zipf distribution is motivated by the fact that Zipf's law underlies many Internet applications (see [14] ). In particular, we choose π = 2.25 and n max = 10 5 , because then the distribution of the simulated flow cardinalities closely match that of real trace data (see Figure 2 ).
For one experiment, we process one such trace file, estimate the cardinalities of all the 10 6 flows in it and obtain a weighted square error (WSE). For a given estimator, we perform 100 independent experiments and evaluate its WSE averaged over the 100 experiments. All experiments are performed with m = 200, 000 and k = 512. If each register uses 5 bits, this setting uses 10 6 bits to measure the cardinalities of 10 6 flows, which amounts to one bit per flow on average.
B. Simulation Results and Interpretation
The performance of vLL θ for selected values of θ in [−3.0, 0.5], as well as the performance of the MLE, are plotted in Figure 3 . Simulation results of vLL θ for θ ≥ 0.5 are not plotted because their WSEs are comparatively too large, which means bad performance. According to Figure 3 , the vLL −1 estimator has the best performance among the vLL θ estimators, which refutes our speculation at the beginning of Section III-B that a value of θ lesser than −1 might be optimal for the per-flow estimation case. A possible explanation of this phenomenon is as follows. Since the cardinalities of the simulated flows follows the distribution p N ∼ Zipf(2.25, 10 5 ), by the definition of the weight function in (15) , w(n) ∝ n 1.15 . This means we put much larger weights on large flows compared to small flows. Therefore the weighted square error of an estimator is largely determined by how well the estimator estimates large flows. But the influence of bursty noise on large flows is much weaker than that on small flows; in other words, the signal-to-noise ratio for the cardinality estimation of a large flow is larger than that for small flows. Therefore, as we have discussed for single-flow estimation where θ = −1 is near-optimal, for perflow estimation θ = −1 is also likely to give good estimates for large flows and hence results in a smaller weighted square error.
We can also compare the performance of the MLE estimator with that of the vLL θ estimators. Figure 3 shows that the MLE estimator outperforms the vLL θ estimator for all values of θ; compared to the vLL −1 estimator, the MLE estimator has a slight improvement of about 3.5%. We conclude that the two estimators, MLE and vLL −1 (i.e. vHLL), have comparable performances.
VII. CONCLUSION
In this paper we proposed two new estimation algorithms for the estimation process of the vHLL algorithm [1] for per-flow estimation, based on the same data structure and sketching process in vHLL. We showed how the the existing LogLog and HLL estimators for single-flow estimation can be generalized by a family of estimators, and similarly this generalization applies to the vHLL estimator. We also proposed an approximate maximum-likelihood estimator, an alternative solution to the per-flow estimation problem. In both cases we provided empirical evidence to show the near-optimality of the vHLL estimator for per-flow estimation. This result is analogous to the near-optimality of the HLL estimator for single-flow estimation [8] . We also proposed the weighted square error as a single-value metric for measuring the performance of a per-flow cardinality estimator.
