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following the non-parametric method described in Helsel and Hirsch,
e
2002). Thus τe increases with depth. Deeper in the bed, ∂τ
is not
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4.1

Model-data comparison reported in D’Alpaos et al. (2006). This
is their Figure 9a. All points which cite other papers are field
measurements, while the model results include the transient widths
and depths of two simulations. Notice how most of the data describes
channels with a width and depth either much larger or much smaller
than the model results. The cluster of points labelled ‘tidal-flat
channels’ includes unrealistically deep channels, with a depth on the
order of 50 m and a width on the order of 100 m. Comparison with the
original data source suggests that these points are incorrectly plotted. 111
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a): The location of Port Stephens within Australia. b): Port
Stephens, with Yalimbah Creek in the white rectangle, and the
Karuah River at the top left. Source: NASA WorldWind, Landsat
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drains into the dominant channel. Width is about 4 m d) Middle
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the dominant channel 500 m upstream of Number One Cove. Width
is about 30 m. f ) Exposed channel in Number One Cove at low tide.
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4.8 The shape of the cross-section at Site 3 (Figure 4.3), where the
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Creek along a North-South Axis, with interpretations of the
associated depositional environments in parentheses.
North is
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4.24 Measured and modelled depth-averaged water speed at each site
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4.37 The predicted depth-averaged flow speed (= |Ud |) in the centre of the
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5.1 Scatterplot of tidal range (TR) against Lb using data from Savenije
(2005, p. 54). The regressions are not quite statistically significant
at the α = .05 level (F = 3.00, p = .107). The regression lines were
computed by log transforming both variables and performing ordinary
least squares linear regression of each variable against the other, and
then back transforming the relations into power laws. These two lines
allow for forward and backward prediction, and also the estimation
of the reduced major axis regression exponent (see Helsel and Hirsch,
2002, p. 275). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
5.2 Part of the coastline of the Northern Territory, Australia. The
locations of the estuaries analysed in this study are numbered.
The numbered estuaries (with the associated number of channels in
parentheses) are: 1-Daly River (2), 2-Finnis River (1), 3-NT014.1 (3),
4-NT014.2 (1), 5-Bynoe.1 (1), 6-Woods Inlet (1), 7-West Arm.1 (1), 8East Arm (5), 9-Adelaide River (3), 10-Tommycut creek, Mary River
plains (1), 11-Sampan Creek, Mary River plains (1), 12-Wildman
River (1), 13-West Alligator River (1), 14-South Alligator River (1),
15-East Alligator River (2), 16-Murgenella Creek (1), 17-Minimini.1
(11), 18-Minimini.2 (7), 19-Ilamaryi.1 (3), 20-Ilamaryi.2 (6), 21Ilamaryi.3 (2), 22-Ilamaryi.4 (8), 23-King River (3), 24-Goomadeer
River (1), 25-Liverpool River (3), 26-Blyth River (1), 27-Djigagila
Creek.1 (5), 28-Djigagila Creek.2 (1), 29-Djigagila Creek.3 (1), 30Glyde River (1). Names which end in a ‘.x’ record cases where several
separate estuaries have a single name. Such estuaries are generally
disconnected, although in the case of the Ilamaryi and Minimini
complexes, small channels interconnect neighbouring estuaries (e.g.
Figure 5.3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
5.3 An estuary in the Ilamaryi complex, with the left and right banks
of major channels digitized as vector points (densely spaced black
dots). The thin black lines depict the channel centrelines, which
were automatically generated using the algorithm described in the
methods. Note that this estuary is actually weakly connected
to a neighbouring estuary (bottom right of the image). The
background LANDSAT image is c Commonwealth of Australia ACRES, Geoscience Australia.
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5.4

Top: The procedure used to define the channel width at Pc , a point
on the centreline. The dashed lines join Pc to its nearest neighbours
on the left and right banks, and by definition the lengths dl (Pc ) and
dr (Pc ) are equal. The dotted line is the ‘approximate tangent’ to the
centreline at Pc , while the solid black line is the ‘approximate normal’.
The width is defined as the distance from L to R. Bottom: The crosssections defined automatically using the newly proposed method. At
each point on the centreline, the width is defined as the length of
the line passing through that point. For visual clarity only every
10th cross-section is shown. The background LANDSAT images are
c Commonwealth of Australia - ACRES, Geoscience Australia. . . . 201

5.5

Three exponentially converging channels which illustrate the
significance of the parameters W and Lb . Channels 0 and 1 have the
same convergence length and different mouth widths. Their shapes
are clearly not similar. Channels 0 and 2 have different mouth widths
and convergence lengths. However, their shape is identical, so they
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have the same value of the funnel shape parameter Sb = Lb /W . . . . 202
Examples of exponential fits to upstream width profiles in the
Alligator Rivers. Notice how the curve based on fitting a log-linear
model (Equation 5.5) consistently underestimates the width profile in
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Abstract
Tide-dominated estuaries are typically muddy, and have a well-channelised
morphology. Their channels characteristically exhibit a ‘tapering’ or ‘funnel-shaped’
planform shape, with a clear upstream reduction in channel width.
To better understand how the interactions of flow, sediment transport and
morphology produce this characteristic shape, morphodynamic models are developed
to simulate the long-term evolution of tidal channels. Theoretically, the problem
is approached by first developing models which simulate the evolution of channel
cross-sectional shape, and then linking these with a longitudinal hydrodynamic
and sediment transport model, to simulate the evolution of an entire estuarine
channel. The cross-sectional models are evaluated via a detailed comparison with
the morphology of a muddy tide-dominated estuary in south-eastern Australia.
Additional insight into the controls on tidal channel width is gained with a study
of the width profiles of thirty tide-dominated estuaries in northern Australia, and
their relations to proxies of fluvial and tidal influence.
The models of channel cross-sectional shape are strongly affected by their
underlying parametrisations of flow and sediment transport. To gain insight into the
effect of different parametrisations, the steady-state solutions of a range of models
are investigated under steady, uniform flow. Models which assume that all sediment
is homogeneous and transported purely in suspension tend to predict the formation
of stable cross-sectional morphologies which have relatively low aspect-ratios (i.e.
width/depth). Their actual shape is sensitive to various assumptions about the
near-bed suspended-sediment concentration, the intensity of turbulent momentum
exchange, and the nature of resuspension processes. If downslope bedload transport
is included in the model, then the predicted stable channel morphologies can attain
much higher aspect-ratios. Their actual shape is affected by the intensity of
downslope bedload transport, and by the rate of deposition from suspension. If
the model is adjusted to account for near-bed increases in the sediment’s critical
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shear stress (e.g. due to burial), then the predicted stable cross-sectional shapes can
also attain high aspect-ratios. However, in this case the model predictions depend
on the channel’s assumed initial geometry.
A range of these models are extended to predict channel form in Yalimbah Creek,
a cohesive tidal channel in south-eastern Australia. Model parameters are estimated
using field measurements. Within the creek’s intertidal flats, numerous small (width
of a few metres), low aspect-ratio channels are observed. The morphology of these
can be reasonably simulated by assuming that they form through pure incision.
However, larger channels tend to have increasingly high aspect-ratios. At least
two models can reasonably reproduce the observed changes in channel shape with
channel size: one which accounts for the lateral variation in suspended load over
the cross-section, and one which includes the effects of bedrock on the channel
morphology. Field measurements confirm the importance of the latter in at least
some locations. However, neither model accounts for the apparent near-surface
variations in the sedimentary properties of the bed, and an attempt to include this
in the model results in unrealistic predictions.
In order to empirically investigate the relations between tidal estuary width
profiles and tidal and fluvial processes, LANDSAT 5 imagery is used to measure
the upstream changes in width within seventy-nine channels from thirty macro-tidal
estuaries in northern Australia. It is shown that estuaries with a wider mouth
typically have a more strongly ‘funnel-shaped’ appearance than do estuaries with a
narrower mouth, and this is partially explained by consideration of the relationship
between an estuary’s width, and its variations in stage and cross-sectionally averaged
velocity. It is also shown that there are relationships between the characteristic
distance over which the estuary’s width decreases upstream, and proxies of the tidal
and fluvial influences at the estuary’s mouth.
A model is then developed to simulate the morphodynamic feedbacks controlling
the downstream changes of tidal channel cross-sectional shape. This requires linking
the cross-sectional models developed earlier in the thesis with a longitudinal flow
and sediment transport model. The influence of river discharge and a non-erodible
bedrock boundary on the predictions is investigated. It is found that a stable
morphology is only reached when fluvial discharge is included in the model. In these
cases, the predicted channel width profiles show upstream rates of change which
are within the range of field measurements. The presence of a bedrock boundary
(which enforces a limit on the channel bed elevation) causes channels to develop a
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more funnel-shaped width profile, as compared to the cases without bedrock. River
discharge is shown to have two subtle effects on the stable channel morphology:
first, it leads to substantial changes in the channel mouth width, even though it
accounts for less than 2% of the peak discharge at the channel mouth; and second,
an increase in the river discharge can actually lead to a decrease in the degree of
river influence in the channel, because of the complex morphodynamic feedbacks
between river discharge, channel depth, and tidal propagation.
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Chapter 1
Introduction
Estuaries are coastal water-bodies, situated at the interface between marine and
terrestrial environments. The term ‘estuary’ has been defined in conflicting ways by
different researchers, based on hydrological, geomorphic, geological, and ecological
criteria (e.g. Pritchard, 1967; Dalrymple et al., 1992; Elliot and McLusky, 2002;
Wolanski, 2007). A relatively broad definition, which is suitable for the present
study, is (Wolanski, 2007, p 2):
An estuary is a semi-enclosed body of water connected to the sea as
far as the tidal limit or the salt intrusion limit and receiving freshwater
runoff, recognizing that the freshwater inflow may not be perennial (i.e.
it may occur only for part of the year) and that the connection to the sea
may be closed for part of the year (e.g. by a sand bar) and that the tidal
influence may be negligible. The definition includes fjords, fjards, river
mouths, deltas, rias, lagoons, tidal creeks, as well as the more classical
estuaries.
Most estuaries are wholly or partly formed in unconsolidated sediments. These
are eroded, transported and deposited by hydrodynamic processes within the
estuary, which are driven by some combination of waves, tidal currents, and river
inputs. The resulting spatial patterns in erosion and deposition will reflect the
hydrodynamic processes occurring within the estuary, in addition to other factors
which influence the interaction of sediments with flowing water, such as the grain size
distribution of available sediment (Law et al., 2008), its cohesive properties (Amos et
al., 2004) and the type of intertidal vegetation (Furukawa et al., 1997; Graham and
Manning, 2007). Over time, estuaries thus develop morphological features which are
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reflective of their hydrodynamic processes (e.g. Boyd et al., 1992; Woodroffe, 2000).
For example, there are empirical relationships between the morphological features
of estuaries observed in remotely sensed imagery, and proxies of the relative wave,
tide and river power to which they are exposed (Harris et al., 2002; Heap et al.,
2004).
While the morphology of most estuaries is shaped by their hydrodynamics via
sediment transport, this morphology also has a dominant influence on the estuary’s
hydrodynamics (and thus on sediment transport). For example, it is obvious that
in a well channelised estuary, the hydrodynamic effect of a given river discharge
(sourced from the estuary’s catchment) will depend on the channel’s cross-sectional
area, among other things. A river discharge which induces high velocities (and rates
of sediment transport) in a narrow, shallow channel may have a negligible influence
on a channel with a much greater cross-sectional area. Although the river discharge
should not be significantly affected by morphological changes in the estuary, the
estuary’s morphology will strongly affect the associated within-estuary flows.
A more complex example illustrates that the tidal current speed in an estuary
is also determined by its morphology. Consider a tidal channel of length L (m),
with a bed elevation h (m) and width B (m) which both vary with the distance
upstream x (m) (Figure 1.1). For simplicity, suppose that the water elevation Y (m)
varies in time t (s), but is spatially constant (Figure 1.1). The latter assumption is
only reasonable if the tidal range is sufficiently small relative to the depth, and the
estuary length L is sufficiently small relative to the frictionless tidal wavelength (e.g.
Schuttelaars and De Swart, 1996; Fagherazzi et al., 2003; Pritchard, 2005; Seminara
et al., 2010). In that case, conservation of mass implies that the cross-sectionally
averaged velocity in the x direction, denoted U , is (e.g. Pritchard, 2005):
RL
∂Y x B(r) dr
U (x, t) =
∂t B(Y − h)

(1.1)

According to Equation 1.1, the cross-sectionally averaged tidal currents are
determined by the estuary’s morphology, as much as by the imposed tide. For
example, the flow speed could be made negligibly small by sufficiently deepening
the estuary everywhere (i.e. decreasing h), assuming all else remains constant. The
velocities are also affected by the form of the estuary width profile B(x), although
they are not affected if the width profile is widened or narrowed by a constant
multiple.
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Figure 1.1: The estuarine geometry relating to Equation 1.1. a) Planform view. b)
A longitudinal section through the estuary. The water surface elevation is assumed
to be constant in space, although it varies with time due to the tide.
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Thus, estuaries exhibit strong feedbacks between morphology, flow and sediment
transport. These feedbacks drive their morphological evolution, in conjunction with
the site-specific boundary conditions to which the estuary is exposed (e.g. tidal
range, wave climate, river inputs, sediment supply, bedrock geometry, sea-level
history, etc (Dalrymple et al., 1992; Kench, 1999)). The study of these feedbacks
between morphology and processes in landforms is termed ‘morphodynamics’
(Wright and Thom, 1977).
This thesis focusses on the morphodynamics of tide-dominated estuaries (i.e.
estuaries within which tides are the major driver of flows and sediment transport).
Such estuaries most commonly exhibit a well channelised form (Dalrymple and Choi,
2007), in contrast with typical wave-dominated estuaries (e.g. coastal lagoons).
The particular emphasis of this thesis is on modelling the morphodynamic processes
controlling tidal channel cross-sectional form, and its spatial and temporal variation.

1.1

Estuarine geomorphology

Estuaries are often classified on a continuum between ‘tide-dominated’ and ‘wavedominated’ end members (Boyd et al., 1992; Dalrymple et al., 1992). The degree
of ‘river-dominance’ is also important (Cooper, 2002), and in much of the earthscience literature this is used to distinguish between deltas and estuaries (e.g. Boyd
et al., 1992; Dalrymple et al., 1992; Dalrymple and Choi, 2007). Some archetype
morphologies associated with varying degrees of wave, tide and river dominance are
shown in Figures 1.2 and 1.3 (Boyd et al., 1992).
Wave-dominated morphologies characteristically exhibit prominent sand barriers
and/or beach ridges near their ocean boundary (Roy, 1984; Dalrymple et al., 1992;
Bhattacharya, 2006). In cases with relatively small terrestrial water and sediment
inputs, the barrier is usually backed by a low-energy, muddy lagoon, which is
connected to the ocean via a (permanently or intermittently open) entrance channel.
Further landward, often one or more rivers will flow into the lagoon, and over time
these may build their own fluvial deltas, which contribute to the lagoon’s infill (Roy
et al., 2001). If the fluvial water and sediment supply is sufficiently high, the fluvial
delta may rapidly fill its lagoon, and fluvial sediments will be transported to the
coast. If the wave energy is sufficient to remove these sediments, then this delta will
be unable to prograde past the coastal barrier (Heap et al., 2004). Alternatively,
the fluvial sediments may drive coastal progradation, leading the entire system to
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Figure 1.2: Typical wave and tide-dominated morphologies, after Boyd et al.,
(1992) and Harris et al., (2002)

Figure 1.3: The relation between estuary types and the relative wave, tide or river
dominance. After Boyd et al., (1992)
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Figure 1.4: The tide-dominated channels of the Sundarbans. This LANDSAT 7
image was provided by NASA.
migrate seaward (Bhattacharya, 2006).
Tide-dominated morphologies are typically muddy and well channelised. Tidal
channels may be floored by fine and/or coarse-grained sediments, and usually exhibit
a clear landward reduction in width (Figures 1.4, 1.5 and 1.6), which is often
described as a tapering or ‘funnel-shaped’ width profile (Woodroffe and Mulrennan,
1993; Woodroffe, 2000; Jones et al., 2003; Dalrymple and Choi, 2007). This contrasts
with channels having a more prominent fluvial influence, which typically show a more
uniform width in the downstream direction (Jones et al., 2003). Channels in tidedominated systems are often flanked by muddy intertidal flats, which may be bare,
or support halophytic vegetation such as mangal or saltmarsh species (Heap et al.,
2004; Dalrymple and Choi, 2007).
The geomorphic evolution of tide-dominated estuaries is less well understood
than that of their wave-dominated counterparts, partly because their sedimentary
deposits (from which their evolution is typically inferred) tend to be more complex,
and more open to ambiguous interpretation, than are the deposits typical of wavedominated systems (Dalrymple and Choi, 2007). Based on a study of the abundance
of surface facies (geomorphic and sedimentary environments) in modern Australian
estuaries, Heap et al. (2004) suggested that tide-dominated estuaries evolve by
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Figure 1.5: The tapering tide-dominated estuaries of the Alligator Rivers region,
Northern Australia. The three estuaries visible in the figure are (left to right) the
West Alligator river, the South Alligator river, and the East Alligator river. The
LANDSAT 5 image is c Commonwealth of Australia, ACRES, Geoscience Australia
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Figure 1.6: Yalimbah Creek, a tide-dominated saltmarsh creek in south eastern
Australia. The grid size is 1km2 .
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seaward progradation, during which time they show little change in the relative
abundance or distribution of their major sedimentary facies. This was in general
agreement with earlier models (Harris, 1988; Dalrymple et al., 1992). The only
exception was that ‘less infilled’ systems exhibit more tidal sandbank facies, and less
flood/ebb delta facies, than their ‘more infilled’ counterparts (Heap et al., 2004).
However, these ideas do not account for the fact that some tide-dominated estuaries
have undergone dramatic changes to their facies distribution and abundance in the
course of their evolution. For example, Woodroffe et al. (1993) showed that a
number of tide-dominated estuaries in northern Australia supported large mangrove
swamps for ≃ 1.5 − 3 thousand years following their initial formation, which was
driven by the post-glacial marine transgression. These mangrove swamps accreted
out of the intertidal zone within a few thousand years, thus transforming into
seasonally inundated freshwater floodplains.

1.2

Morphodynamic modelling of estuaries

Although sedimentological and straigraphic studies have provided much insight into
the long-term evolution of estuaries, these studies are not well suited to explaining
why estuarine morphologies develop under given environmental conditions. For
example, they have difficulty answering questions such as ‘why is the channel in
estuary A deeper (or narrower, or less turbid) than the channel in estuary B’
(Vertessey, 1990); ‘why do the wide channels in a particular estuary appear more
funnel-shaped than do the narrow channels’ (Mulrennan and Woodroffe, 1998); ‘why
do different types of meander morphologies form in different parts of a given tidal
estuary?’ (Woodroffe et al., 1989); ‘why do many tide-dominated channels show
a regular straight-meandering-straight progression of sinuosities in the upstream
direction?’ (Dalrymple et al., 1992). To understand why particular morphologies
develop, it is necessary to understand how the interactions of flow, sediment
transport, and morphology drive the morphological evolution and equilibria of
estuaries.
Morphodynamic modelling offers one useful theoretical approach to such
problems (Hibma et al., 2004b). Morphodynamic models attempt to predict the
evolution (or equilibria) of landforms by explicitly modelling the processes of
sediment transport and morphological change, using a combination of physical
laws (e.g. conservation of mass, conservation of fluid momentum) and empirical
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relationships (e.g.

relating sediment transport to the hydrodynamic bed shear

stress) (e.g. Engelund, 1975, Parker, 1978b, Struiksma et al., 1985; de Vriend, 1987;
Bhallamudi and Chaudhry, 1991; Wang et al., 1995; Roberts et al., 2000; Marciano
et al., 2005; Seminara et al., 2010). A typical morphodynamic model would be
structured according to Figure 1.7: Given a landform with a particular morphology
and other boundary conditions, the processes responsible for sediment transport
(typically hydrodynamic processes) would be modelled over a given time step. This
would be used to calculate the associated rates of sediment transport, using another
model, which is typically empirically based. These rates of sediment transport
would then be used to calculate the net change in the landform’s morphology,
using the sediment continuity equation. Using this new morphology, the model
could then be run for another time interval, and the morphology could again be
updated. By repeating this process many times, the evolution of the landform
may be modelled. Alternatively, if only the equilibrium morphology is of interest,
it may be possible to calculate that directly without time-stepping through the
entire evolutionary period (e.g. ter Brake and Schuttelaars, 2009). Other (typically
analytical) morphodynamic models only calculate the initial evolution of a given
idealised morphology (e.g. Izumi and Parker, 2000). In any case, the extent to
which the predictions mimic the actual evolution of a given landform will depend
on how well the model approximates both the physical processes (e.g. flow and
sediment transport) and the landform’s boundary conditions (e.g. river discharge,
ocean tidal variations, sediment properties). Measurements are thus very important
to check (and improve) the quality of morphodynamic models.
Morphodynamic models may themselves be categorised along a continuum
between ‘complex models’ and ‘idealised models’ (Hibma et al., 2004b). Complex
models attempt to represent flow and sediment transport in the most physically
realistic manner possible. In the case of estuarine morphodynamic models, models
near the complex end of the complex-ideal spectrum typically represent estuarine
flows over realistic topographies, using some variant of the Reynolds Averaged Navier
Stokes equations (in 2 or 3 dimensions, with various turbulence closures). The
modelled flows are then used to drive a sediment transport model, which is typically
empirically based (but see Schmeeckle and Nelson, 2003), and may or may not
account for complexities such as variations in grain-size or cohesive properties (e.g.
Hibma et al., 2003b; Lesser et al., 2004; Waeles et al., 2007; van der Wegen et al.,
2008; Hung et al., 2009; Zhou et al., 2009). The great advantage of complex models
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Figure 1.7: The typical structure of a morphodynamic model
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is that they enable increasingly realistic representations of actual morphodynamic
processes to be included in models. However, complex models also have several
disadvantages. Firstly, because they are complex, the underlying causes of the
model outputs can be difficult to understand (Hibma et al., 2004a). This difficulty
is enhanced by the heavy computational demands of such models, which may take
weeks or months to run a single case (e.g. van der Wegen and Roelvink, 2008). It is
thus less practical to run such models for a long time, or to study the sensitivity of
complex model outputs to variations in the input parameters, although with enough
computing power this is still possible (Edmonds and Slingerland, 2009).
Idealised models differ from complex models in that they employ more strongly
simplified representations of the processes in real estuaries. Typically this is
achieved by reducing the dimensions of the morphodynamic problem (e.g. by
formal integration of a higher-dimensional model), or by considering only idealised
boundary or initial conditions (e.g. Schuttelaars and de Swart, 1996; Solari et
al., 2002; Pritchard and Hogg, 2003; van der Vegt et al., 2006; Seminara et al.,
2010). Due to their relative simplicity, such models can potentially allow greater
insight into the most important processes shaping their predictions than do complex
models. Indeed, idealised models are often used to assist the interpretation of
complex model results (Hibma et al., 2003a; Marciano et al., 2005; van der Wegen
and Roelvink, 2008), although they are also often used to provide theoretical
predictions/explanations for comparison with field and laboratory studies (e.g.
Lanzoni and Seminara, 2002; Temmerman et al., 2004; Siviglia et al., 2008; ter
Brake and Schuttelaars, 2009; Seminara et al., 2010). Another advantage of idealised
models is that they generally require less computational time than complex models,
and thus it is more feasible to explore the impact of varying important parameters
on the model results, or to run the models for extended time periods. Their main
limitation is that they may be less suited to some realistic applications, where the
complex details of processes or boundary conditions are necessary to make reasonable
predictions.
In this thesis, a range of morphodynamic models describing channel crosssectional shape are investigated. These models range from being quite idealised
(Chapters 2 to 4) to intermediately idealised (Chapters 4 and 6). Emphasis is placed
on understanding the effects of various processes on morphodynamic predictions, and
on comparing these predictions with data (Chapters 4 and 6).
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1.3

Observations and modelling of downstream
changes in tidal channel cross-sectional shape

Channels in tidal estuaries typically show a dominant upstream reduction in crosssectional area. This is evident in the tapering planform morphology (i.e. seaward
increase in width) of many tidal channels (e.g. Geyl, 1976; Vertessy, 1990; Chappell
and Woodroffe, 1994; Eisma, 1998; Lanzoni and Seminara 1998; Fagherazzi and
Furbish, 2001, Savenije, 2005). The behaviour of channel depth is less consistent.
It is often described as being relatively constant upstream (e.g. Savenije, 2005),
although in some cases the depth decreases in the upstream direction (e.g. Myrick
and Leopold, 1963; Lanzoni and Seminara, 2002), while in other cases it will initially
increase and then decrease again (Vertessey, 1990; Jones et al., 1993). Channel width
convergence does not appear to be restricted to particular spatial scales (Eisma,
1998); for example, Figures 1.4-1.6 show tapering channels with mouth widths
ranging from tens of kilometres to tens of metres. Two main empirical approaches
for describing tidal channel geometries have been applied in the literature: the
exponential model, and the hydraulic geometry model.
Perhaps the most commonly used empirical model of channel convergence
supposes that channel width B (m), and (less commonly) the cross-sectionally
averaged depth d (m) at bankfull or mean tide level, decrease exponentially with
distance upstream from the channel mouth along the thalweg s (m) (e.g. Langbein,
1963; Wright et al., 1973; Friedrichs and Aubrey, 1994; Marani et al., 2002; Savenije,
2005):
B = B0 exp(−s/Lb )

(1.2)

d = d0 exp(−s/Ld )

(1.3)

Here B0 and d0 are empirical constants, which would be equal to the width and crosssectionally averaged depth at the channel mouth if the exponential approximation
were exact. Similarly, Lb and Ld are also empirical constants, which would be equal
to the distance upstream over which the width and depth decrease by a factor of
e ≃ 2.718 if the exponential model were exact. Many studies approximate the depth
as constant, in which case Ld → ∞. Note that since the channel cross-sectional area
A = Bd, this model also implies that A decreases exponentially upstream.

The exponential model often provides a good approximation of empirical data
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(e.g. Friedrichs and Aubrey, 1994; Marani et al., 2002; Savenije, 2005; Davies and
Woodroffe, 2010), and so the parameters in Equations 1.2 and 1.3 provide a useful
means to summarise the upstream width and depth changes in tidal channels. It
also serves an important role in analytical theories of tidal hydrodynamics, mainly
because it facilitates considerable simplification of the one-dimensional Saint-Venant
equations, which can be used to describe unsteady flow in tidal channels (e.g.
Friedrichs and Aubrey, 1994; Lanzoni and Seminara, 1998; Savenije, 2005).
Relatively few empirical studies have been conducted on the relations between
channel convergence and tides, river inflows, or other geomorphic factors. Marani et
al. (2002) estimated values of the width convergence length Lb in seven salt marsh
channels in Venice Lagoon. Values ranged between 1-11 km, with no apparent
regularity. Savenije (2005) reports Lb values ranging from 13-105 km in fifteen
tidal estuaries from around the world. He stated that Lb is determined by the
competing effects of tides and river discharges. Increases in the tidal influence were
hypothesised to lead to a reduction in Lb , while increases in the river discharge were
proposed to cause Lb to increase. Although empirical evidence was not presented to
support these ideas, they are consistent with the findings of Jones et al. (2003), who
measured the changes in width upstream in five channels from the tide-dominated
McArthur River delta. At this site, the channels which carry most of the river
discharge showed a less rapid decrease in width upstream, as compared with the
tide-dominated channels in other parts of the delta.
Hydraulic geometry has provided another popular approach for summarising
downstream changes in tidal channel morphology. This approach originates in fluvial
geomorphology (Leopold and Maddock, 1953), where the downstream changes in
width B, cross-sectionally averaged depth d and cross-sectionally averaged bankfull
velocity U (m/s) are approximated as power-law functions of the bankfull discharge
Q (m3 /s):
B = aQb

(1.4)

f

d = cQ

(1.5)

U = kQm

(1.6)

Here a, c, k and b, f, m are empirical constants. In tidal studies, the peak spring tidal
velocity and discharge may be used instead of the bankfull velocity and discharge
(Langbein, 1963), although Geyl (1976) uses an estimate of the tidally-averaged
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discharge for Q. The limited measurements which have been undertaken in tidal
channels suggest that typically b ≃ 0.7, f ≃ 0.25 and m ≃ 0.05 (Allen, 2000),
although Geyl (1976) estimated values of b as low as 0.56, which is closer to the
typical fluvial value of ≃ 0.5 (Leopold and Maddock, 1953). Williams et al. (2002)
estimated channel width and maximum depth as power law functions of tidal prism,
with exponents estimated as 0.46 and 0.18 respectively.

Both the ‘exponential’ and ‘hydraulic geometry’ approaches to approximating
downstream changes in tidal channel cross-sectional shape suggest that, in general,
channel width increases more rapidly than channel depth in the downstream
direction. Further, the limited work on hydraulic geometry in tidal channels suggests
that the characteristic hydraulic geometry exponents are different in tidal and fluvial
systems, with width being more sensitive to discharge in tidal channels than in fluvial
channels.
A number of studies have attempted to theoretically explain observed
downstream changes in tidal channel shape. An early attempt by Langbein (1963)
tried to explain observations of downstream hydraulic geometry in some tidal
channels by drawing on the principles of 1) minimum work and 2) equal energy
distribution per unit bed area. As is explained more thoroughly in Chapter 5,
this argument is far from rigorous, because Langbein (1963) actually showed that
principles 1) and 2) are inconsistent with each other, and then combined their
predictions in an unjustified way, to derive results which were in agreement with
some data.
Other theories have assumed that estuaries morphologically adjust to meet
certain constraints on their one-dimensional hydrodynamics (e.g. constant peak
velocity and tidal amplitude at every cross-section in the estuary, among other
assumptions). With a suitable combination of such assumptions, the exponential
width profile (Equation 1.2) can be derived (e.g. Chappell and Woodroffe, 1994;
Savenije, 2005). While these results are interesting, their assumptions cannot
typically be justified in terms of the underlying processes driving morphological
evolution in the estuary, and in practice, such constraints are not satisfied by real
estuaries (see Chapters 5 and 6 for a more thorough review). Conceptually, the
key limitation of these approaches is that, although they do include an approximate
treatment of tidal flows, they do not explicitly account for sediment transport. As
a result, in order to derive morphological predictions, they have to assume that the
estuary morphologically adjusts to meet certain hydrodynamic criteria. In contrast,
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morphodynamic models which include suitable approximations of both flow and
sediment transport do not have to make such assumptions.
Some morphodynamic modelling of downstream variations in tidal channel shape
has already been reported in the literature. Both Wolanski et al. (2001) and
Todeschini et al. (2005) simulated the morphological evolution of tidal channels
by linking one-dimensional flow and sediment transport models (describing the
along-channel variations in stage, discharge and sediment transport) with models
describing how the shape of each cross-section evolves in response to its calculated
flow and sediment transport. Wolanski et al. (2001) used their model to predict
the future evolution of the macrotidal Ord River estuary, which appears to have
silted significantly over the past 40 years due to the upstream damming of its river
(Wolanski et al., 2001, 2004). They predicted that the Ord estuary would continue
to infill in the coming century, with siltation initially being most prominent in the
downstream reaches, and later becoming more prominent in the upstream reaches.
Todeschini et al. (2005) used their model to theoretically study the evolution of
tidal channel width profiles, using an idealised channel with a constant width and
horizontal bed as an initial condition. Under a purely tidal forcing, the model
tended to predict the formation of channels with an almost linear bed profile (with
depth decreasing in the upstream direction), and a concave width profile. The
latter was unstable, and continuously widened over time. These simulations were in
contrast with their observations of channels with approximately constant (but locally
irregular) bed profiles, and convex (quasi-exponential) width profiles (Todeschini et
al., 2005).
Both the models of Wolanski et al. (2001) and Todeschini et al. (2005) employed
very simple cross-sectional sub-models, which relied on a structured representation
of the cross-section (Figure 1.8). Wolanski et al. (2001) assumed that the estuary’s
cross-section consisted of a rectangular channel, flanked by linearly sloping intertidal
flats (Figure 1.8). The channel bed elevation was fixed throughout the simulation
(i.e. no erosion or deposition). Additionally, when sediment was deposited, it was
assumed that 70% settled on the intertidal flats, and the remaining 30% contributed
to narrowing the channel. Wolanski et al. (2001) stated that these assumptions were
required to reproduce the observed evolution at the channel mouth, and to prevent
undue shallowing of the modelled estuary, which could cause their hydrodynamic
solver to become numerically unstable. Although these empirical assumptions might
be appropriate for the recent evolution of the Ord River estuary, it is unclear how
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Figure 1.8: The assumed structure of the cross-sectional geometries in a) Wolanski
et al., 2001; b) Todeschini et al., 2005
they should be generalised to other settings, in part because they are not based on
physical principles.
In the model of Todeschini et al. (2005), the tidal channel was assumed to
have a rectangular cross-section (Figure 1.8). The channel bed evolved in response
to gradients in the bedload flux, while the channel banks eroded according to an
‘excess shear’ model:
(
k(τ − τe )/τe if τ > τe
∂B
=
(1.7)
∂t
0
if τ ≤ τe
where t is time (s), k is an empirical constant (m/s), τ is the one-dimensional shear
stress (Pa), and τe is the one-dimensional critical shear stress for bank erosion (Pa).
A key limitation of this model was that bank deposition was not included, which
is not realistic in general. Todeschini et al. (2005) also noted that the proposed
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relation for bank erosion suffers from great uncertainty, and hinders the development
of a stable channel width profile. These issues are discussed more thoroughly in
Chapters 5 and 6.
Within the fluvial literature, models similar to those described above have
often been used to simulate the evolution of rivers, and some employ relatively
sophisticated cross-sectional sub-models (e.g. Chang et al., 1996; Darby et al.,
1996; Siviglia and Toffolon, 2007; Abderrezzak and Paquier, 2009, Langendoen et
al., 2009). For example, Siviglia and Toffolon (2007) developed a model in which each
cross-section is continuous, and does not have an assumed shape. The morphological
evolution of every cross-section was calculated using a model of the cross-channel
distribution of velocity and sediment transport. The latter was forced by the
discharge, stage, and sediment fluxes calculated with the one-dimensional (alongchannel) model. As compared with the tidal models reviewed above, a potential
advantage of this type of model is that it does not have to make strong assumptions
about the cross-sectional shape (Figure 1.8), but may instead derive this shape (and
its evolution) from the principles which govern the ‘within cross-section’ distribution
of flow and sediment transport.
Such models are often classified as ‘Quasi-2D’ models (Darby, 1998; Siviglia and
Toffolon, 2007). Like 2D models, Quasi-2D models account for within cross-section
variations in flow, erosion and deposition, as well as along-channel variations in stage,
disharge and sediment transport. However, unlike 2D models, Quasi-2D models do
not usually calculate flows in the cross-channel direction, and they calculate flows
in the along-channel direction using models which are usually much simpler than
those in fully 2D models. They thus represent an intermediate level of complexity
between one-dimensional models (such as the tidal models reviewed above), and
fully 2D models. Although the application of Quasi-2D models to tidal channels has
been relatively rare (Chang, 1997), they have repeatedly been used for modelling
fluvial channels in both flumes and the field, and have shown reasonable or good
agreement with data in a number of applications (Chang et al., 1996; Darby et al.,
1996; Abderrezzak and Paquier, 2009; Langendoen et al., 2009)
The principal difficulty in Quasi-2D modelling is determining the ‘within crosssection’ distribution of flow and sediment transport. A wide range of within crosssection models have been employed in the literature, and these have a major effect
on morphological predictions (Chang et al., 1996; Darby and Thorne, 1996; Siviglia
and Toffolon, 2007; Langendoen and Alonso, 2008; Abderrezzak and Paquier,

18

Rationale and aims of the present study
2009). It is possible to base within cross-sectional models on physical principles
of flow and sediment transport (e.g. Darby, 1998), and such models would seem to
provide a reasonable theoretical basis from which to understand the morphodynamic
processes governing the downstream variations in tidal channel shape. However,
at present the fundamental principles of sediment transport modelling are not well
established (Papanicolaou et al., 2008), and a diversity of sediment transport models
exist. Therefore, it is important to understand how different sediment transport
models will affect the computed cross-sectional morphologies, because the latter
will ultimately have a dominant effect on morphodynamic models of the downstream
variations in tidal channel shape.

1.4

Rationale and aims of the present study

The above review highlights that, although the general tapering form of tidal
channels has been noted by many authors, there is a need for more empirical and
theoretical work to explain its causes, and to determine how the downstream changes
in channel form are related to various estuarine boundary conditions (e.g. reflecting
tidal and fluvial influences). Morphodynamic models offer a promising theoretical
approach for understanding the processes governing the downstream changes in tidal
channel cross-sectional shape. One promising modelling strategy is to link alongchannel hydrodynamic and sediment transport models with models describing the
channel’s cross-sectional evolution. However, the cross-sectional components of such
models need to be further developed. It is especially desirable that the latter include
physically based representations of flow and sediment transport within the crosssection.
Therefore, the aims of the present study are:
1. To investigate physically based morphodynamic models of channel crosssectional shape, and determine how the predicted cross-sectional morphologies
are affected by different parametrizations of flow and sediment transport.
Given that the present study focusses on tidal channels, there is a need to
focus on models which account for the transport of sediment in suspension.
2. To test the predictions of some single cross-section morphodynamic models
against data from a muddy tidal channel, and thereby better determine

19

Introduction
which physical processes must be included in the model to produce realistic
predictions.
3. To empirically study tidal channel width convergence in a tide-dominated
setting, and investigate its relations with proxies of the tidal and fluvial
influences in the channel.
4. To integrate the cross-sectional morphodynamic models into a Quasi-2D
morphodynamic model, and study theoretically the development of tapering
tidal channels, including the presence or absence of stable morphologies, and
the influence of river discharge and geological boundaries on the latter.

1.5

Thesis structure

The overall structure of this thesis is depicted visually in Figure 1.9. In many
cases the results of one chapter play a fundamental role in developments in another
chapter, and the directed arrows in Figure 1.9 highlight the most significant of those
interrelationships.
Chapter 2 critically reviews the literature on continuous ‘single cross-section’
morphodynamic models. These models attempt to predict the cross-sectional shape
of channels based on their known discharge, sedimentary properties, and modes of
sediment transport, without making restrictive assumptions about the structure of
the cross-sectional shape. Particular emphasis is placed on models which include
some treatment of suspended-load transport, as this is very common in tidal
channels. Models describing both fluvial and tidal channels are considered, because
in general, it is straightforward to adapt single cross-sectional models to a different
hydrodynamic forcing.
In Chapter 3, a family of single cross-section morphodynamic models are
developed, along with numerical methods for their solution. These models include
parametrisations of suspended-load transport, bedload transport, and vertical
gradients in the channel bed erodibility, among other processes. Subsequently, the
steady-state solutions of these models are analysed, in order to gain insight into the
effects of different treatments of sediment transport on the model’s morphological
predictions.
In Chapter 4, some of these models are applied to Yalimbah Creek, a muddy
tide-dominated saltmarsh creek in south-eastern Australia. Field investigations are
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Figure 1.9: Schematic diagram representing the major relationships between
chapters in this thesis. Directed arrows denote that the results of one chapter are
significantly used in another chapter.
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used to determine the creek’s typical cross-sectional forms, to estimate various model
parameter values, to test aspects of the models, and to understand any geological
or stratigraphic influences on the channel form which are relevant for interpreting
the model predictions.
In Chapter 5, LANDSAT 5 imagery is used to study channel width convergence
in thirty tide-dominated estuaries in Northern Australia. Shape-size relationships
in estuarine width convergence are highlighted, as are the relations between the
width convergence length Lb and the tidal range and fluvial influences. Mechanistic
explanations for the observed relationships are proposed. This chapter has recently
been published as a paper in the journal Earth Surface Processes and Landforms
(Davies and Woodroffe, 2010).
In Chapter 6, the cross-sectional morphodynamic models are integrated into a
Quasi-2D morphodynamic model, which is then used to theoretically study the
morphodynamic feedbacks controlling the downstream changes in tidal channel
cross-sectional shape. Particular emphasis is placed on the influence of river
discharge, and of non-erodible bedrock boundaries, on the predicted channel form.
Chapter 7 presents some conclusions following from this research, and offers some
suggestions for further research.
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Chapter 2
Mechanistic models of
Cross-Sectional Shape in Tidal
and Fluvial Channels
2.1

Introduction

This chapter critically reviews some mechanistic theories of channel cross-sectional
form. These theories attempt to explain the shape of individual channel crosssections within a channel (Figure 2.1) by combining sub-models of fluid flow
and sediment transport. The sub-models are generally based on a combination
of simplified Newtonian physics (most prominently in the fluid flow sub-models)
and empirical ‘closure’ relations which link turbulence and sediment transport to
time-averaged flow properties. Such models often have strong implications for the
behaviour of channel cross-sections: for example, given information on the sediment
properties and imposed flow regime, it is often possible to predict the shape of a
stable channel cross-section, or its transient evolution.
Emphasis is placed on ‘continuous cross-section’ models, defined here as models
that represent the cross-section as a continuous body of sediment. They can
be contrasted with ‘discrete cross-section’ models, which divide the channel into
separate regions (e.g. the bed and the banks) that are each subject to different
physics (e.g. Darby and Thorne, 1996; Darby et al., 1996; Langendoen and
Alonso, 2008; Langendoen et al., 2009). Although discrete cross-section models
have some advantages over continuous cross-section models, chiefly their conceptual
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Figure 2.1: Schematic diagram of a channel. x denotes the downstream direction, y
the lateral direction, and z the vertical direction. A single cross-section is depicted in
B), with bed elevation h and water surface elevation Y taken relative to an arbitrary
datum.
and computational simplicity, their major disadvantage is that they assume that the
cross-section has a particular structure (e.g. rectangular, trapezoidal, or some other
specified structure). Thus, these models do not explain why any particular channel
shape arises. In theory, continuous cross-section models do not have to specify the
structure of the channel shape, and so should be more useful for understanding why
the mechanics of flow and sediment transport result in different channel shapes. In
practice, weak restrictions on the channel shape may be imposed for mathematical or
computational convenience. For example, in most continuous cross-section models
the cross-section is a function of the lateral coordinate, so ‘overhanging’ banks (slope
> 90 ◦ ) are not permitted.
While most of the models reviewed in this chapter were developed for fluvial
channels, two recent studies have developed models for application to tidal channels
formed in fine cohesive sediments (Fagherazzi and Furbish, 2001; D’Alpaos et al.,
2006). Both of these works have built heavily on the earlier fluvial cross-sectional
theories. Because of this, and the fact that the fluvial theories will be important to
the later developments in this thesis, they are reviewed first.
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2.2

Threshold channels

Threshold channel theory was one of the earliest mechanistic theories of channel
cross-sectional shape. A threshold channel is a channel in which the shear stress τ
(Pa) at every point on the bed is exactly equal to the critical shear stress τe (Pa)
for the initiation of sediment motion at that point:
τ = τe

(2.1)

No sediment transport is possible in a threshold channel, excepting the throughput
of wash-load which does not interact with the channel bed. The cross-sectional shape
satisfying Equation 2.1 can be calculated for a fixed discharge or friction slope, given
a model for the distribution of τ and τe over a channel cross-section. A number of
early theories of channel form describe threshold channels (Glover and Floery, 1951;
Lane, 1955; Henderson, 1966 p 452), and more refined theories have also appeared
in recent times (e.g. Yu and Knight, 1998; Dey, 2001). The theory was also used
by Savenije (2003) in an attempt to explain widely observed hydraulic geometry
relations.
The best known threshold channel model is the cosine channel. In this case the
bed shear τ is modelled as:
τ = ρgSd cos θ

(2.2)

The longitudinal slope S, gravity g (m/s2 ), and water density ρ (kg/m3 ) are assumed
) are unknown.
known. The local depth d (m) and lateral bedslope θ = arctan( ∂h
∂y
The critical shear stress τe is calculated using an idealised model for the erosion
of non-cohesive granular particle destabilised by gravity on a slope. Assuming that
the bed is sloping only in the y direction, then a standard model of the combined
effects of fluid drag, gravity and friction acting on a particle suggests that (e.g.
Kovacs and Parker, 1994):
τe = τ0 cos θ

s

1−

tan2 θ
µ2

(2.3)

where τ0 is the critical shear stress for erosion on a flat bed, and µ is the angle of
repose (i.e. the maximum slope on which a free grain may rest without rolling off).
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Figure 2.2: A threshold channel with µ = 0.6. The units of the y and z axes are
the same, but their actual value is arbitrary, because the shape of this threshold
channel model does not change with the size of the channel.
Equations 2.2 and 2.3 imply that the threshold channel is cosine shaped:
d = dc cos(

µy
)
dc

(2.4)

where dc is the water depth at the centre of the channel. A cosine channel with
µ = 0.6 is depicted in Figure 2.2.
A key feature of this threshold channel model is that the shape of the
channel remains the same irrespective of the channel size - thus, the aspect-ratio
(width/depth) of a cosine channel does not change with its size (Savenije, 2003).
This contrasts with reports from natural rivers, in which larger channels typically
show larger aspect-ratios (on average) than smaller channels. For example, in most
empirical studies of downstream hydraulic geometry, channel width is found to
scale with a higher power of discharge than does channel depth (e.g. Huang and
Warner, 1995; Griffiths, 2002; Singh et al., 2003; Lee and Julien, 2006). However,
this ‘consensus view’ of hydraulic geometry is challenged by Savenije (2005), who
speculates that measurement biases may have distorted the results of many studies.
The major limitation of threshold channel theories is that they do not account for
the existence of channels which transport sediment in forms other than washload (i.e.
bedload, and suspended-load which is deposited and re-entrained). Most natural
rivers do transport sediment in these ways. Thus, the following sections review two
models, based on the work of Parker (1978a, b), which attempt to account for the
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Figure 2.3: The conceptual geometry of a stable channel transporting sediment as
bedload only. All sediment transport occurs in the ‘flat bed region’, whereas in the
‘threshold channel region’, the channel is at threshold (i.e. hydrodynamic shear =
critical shear for erosion). In the case of a threshold channel (one which transports
no sediment), the central region does not exist. After Parker (1978b).
existence of stable channel cross-sections transporting 1) bedload only, and 2) both
bedload and suspended-load.

2.3

Bedload channels

A theoretical model describing stable channels that transport sediment only as
bedload was proposed by Parker (1978b), and further developed in a number of
studies (Ikeda and Izumi, 1990; Pizzuto, 1990; Kovacs and Parker, 1994; Vigilar
and Diplas, 1997, 1998). Conceptually, these bedload river theories predict that the
equilibrium shape of a channel cross-section consists of two zones: a flat central
region which transports all of the imposed sediment load, and a curved bank region
in which the bed shear τ is equal to the threshold shear for erosion τe (as in the
‘threshold channel’ case) (Figure 2.3). At any point in the bank region, both the
critical shear stress τe and the hydrodynamic shear stress τ are less than in the
centre of the channel, due respectively to the destabilising effect of gravity and the
lower water depths. In the limiting case in which there is no sediment transport,
the flat central region does not exist, and the channel is a ‘threshold channel’ (Yu
and Knight, 1998; Dey, 2001).
In these models, the cross-section is assumed to exist within a longitudinally
uniform channel with constant discharge and downstream slope. Longitudinal
gradients in other hydrodynamic and sediment transport variables are assumed
negligible. Therefore, the channel evolution is driven by gradients in lateral bedload
transport qBL (m2 /s) (i.e. cross-channel bedload transport), and a stable channel
occurs when qBL = 0 everywhere. At any point on the channel, qBL is an increasing
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function of the lateral channel slope, shear stress, and downstream bedload transport
(e.g. Ikeda, 1989).
These models calculate the cross-sectional distribution of bed shear using a
heavily simplified form of the downstream momentum balance. All forces are
neglected except for the bed shear, the longitudinal pressure gradient, and lateral
turbulent momentum exchange. The longitudinal water slope is assumed to be
constant over the cross-section. When combined with the sediment transport model,
this hydrodynamic momentum balance has been shown to permit the existence of a
stable cross-section transporting sediment as bedload, which does not seem possible
if only the bed shear and longitudinal pressure gradient are included (Parker, 1978b,
1979).
A variety of momentum equations can be formulated from this simplified
downstream Reynolds equation, depending on the particular closure relations
employed. In one of the most popular, the bed shear over a small region of the
bed is assumed to be balanced by the sum of 1) the downstream pressure gradient
force associated with the area of water bounded by normals from the bed, and 2)
lateral momentum exchange which acts perpendicularly to these normals (Parker,
1978b; Pizzuto, 1990; Vigilar and Diplas, 1997, 1998). This results in an equation
of the form:
Z Dn
dA
d
τ = ρgS
τxς dn
+
(2.5)
dP
dP 0
where τ is the bed shear stress (Pa), ρ is the density of water (kg/m3 ), g is
gravitational acceleration (m/s2 ), S is the longitudinal slope (taken as the bed
slope for uniform flow or the friction slope for non-uniform/unsteady flow), P is

a coordinate along the wetted perimeter (m), dA
is the ratio of the cross-sectional
dP
area dA between two normals extending from points on the bed a distance dP along
P apart, in the limit as dP → 0 (m) (Figure 2.3), n is a coordinate normal to the
bed (m), Dn is the distance between the bed and the water surface along n (m), x
is a downstream coordinate (m), ς is a coordinate normal to n and x (m), and τxς is
the lateral momentum exchange due to turbulent velocity correlations in the x and
ς directions (Pa).
Other models assume that the bed shear is balanced by the sum of 1) the
vertically-integrated pressure gradient force above the bed, and 2) lateral momentum
exchange in the horizontal direction (Ikeda and Izumi, 1990; Yu and Knight, 1998;
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Dey, 2001). Such a model takes the form:
τ

s

d
dh
1 + ( )2 = ρgSd +
dy
dy

Z

Y

τxy dz

(2.6)

h

where τxy is the Reynolds shear due to turbulent velocity correlations in the x and
y directions (Pa), y is the lateral coordinate (m), Y is the water surface level (m),
h is the bed level (m), and d = Y − h is the water depth (m).
Equations 2.5 and 2.6 require suitable Reynolds shear closures to calculate
the integrals on the right hand side. Closures for Equation 2.5 typically use an
eddy viscosity model to parametrise τxς , while also assuming that velocity has a
logarithmic rough-wall profile along normals to the bed (Lundgren and Jonsson,
1964; Parker, 1978b; Pizzuto, 1990). In the case of Equation 2.6, a depth-averaged
eddy viscosity model has been used (Ikeda and Izumi, 1990; Yu and Knight, 1998;
Dey, 2001).
Equation 2.5 cannot be applied to channel cross-sections in which the normals
extending from the bed intersect below the free surface (Kohadashenas and Paquier,
1999), because such cross-sections strongly violate the assumptions underlying the
equation. Alternative methods must be employed if this occurs (e.g. Kovacs
and Parker, 1994; Kohadashenas and Paquier, 1999). To avoid this problem, the
cross-section should be gradually curving with relatively low-sloping banks (Parker,
1978b). No similar problems arise in the vertically averaged model.
While the bedload channel models differ from each other in a number of ways
(e.g. boundary shear approximation, treatment of sediment transport, whether or
not the time evolution of channels is predicted), they have been reasonably successful
at predicting the dimensions of stable non-cohesive bedload channels in both the field
and the laboratory. For example, Pizzuto (1990) was able to model an experiment
on the erosional development of a sand bed half-channel conducted by Ikeda (1981)
(Figure 2.4). Ikeda et al. (1988) also successfully modelled experiments of channel
formation in sediments with heterogeneous grain sizes, using a novel description of
the erosion of sediment mixtures. Parker (1978b) used his model to derive regime
relations for the ratio of channel centre depth to median grain size, which were in
general agreement with field data from a number of gravel and sand-gravel rivers.
Vigilar and Diplas (1997, 1998) used a similar model to successfully predict channel
width in a number of field cases, and width and depth in coarse sediment laboratory
channels (Figure 2.5).
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Figure 2.4: Comparison of the model of Pizzuto (1990) with the laboratory
experiment of Ikeda (1981) on the widening of a sand channel in a laboratory flume.
D/Dc denotes a dimensionless channel depth, while T /Dc is a dimensionless lateral
coordinate. The agreement between the model (solid line) and the data (triangles)
at a) 0.5 hrs, and b) 12 hrs, is shown. In the experiment only half a channel was
constructed, in order to suppress meandering tendencies. After Pizzuto (1990)
In totality, these experiments suggest that the bedload channel theories might
be able to provide reasonable predictions of bedload channel cross-sectional shape
under a range of conditions. Further tests of their predictive power are needed to
establish the range of their applicability.

2.4

Equilibrium theory for mixed suspendedload/ bedload channels

The bedload models cannot easily be generalised to rivers in which the erosion
and deposition of suspended material is important. This is because in such rivers,
suspended-sediment can settle in low velocity regions (e.g. the channel banks). For
equilibrium to exist, a mechanism is needed to transport this sediment away from the
banks. This process disrupts the ‘threshold’ bank balance contained in the bedload
models (unless the suspended-sediment is transported as ‘washload’ which does not
interact with the channel boundary).
Mechanistic models of channel form in purely suspended-load rivers have not,
to the author’s knowledge, been proposed in the fluvial literature. However, Parker
(1978a) developed a theory to predict the channel bank profile in sand-silt river
channels (i.e. with both suspended-load and bedload transport), and this was
extended to the prediction of the entire cross-sectional shape by Pizzuto (1984),
Ikeda and Izumi (1991) and Izumi et al. (1996). As with the bedload channel
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Figure 2.5: Predicted vs observed widths and channel centre depths in bedload
channels using the theory of Vigilar and Diplas (1997,1998). a) Predicted and
observed depth in laboratory channels. b) Predicted and observed width in
laboratory channels. c) Predicted and observed width in natural channels. Straight
lines represent perfect agreement between the model and observations. Limited
predictions of channel channel centre depth were reported, apparently due to the
difficulty of accurately estimating the dimensionless critical shear stress for some
field data. The data for these figures was digitised from figures in Vigilar and
Diplas (1998).
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Figure 2.6: The conceptual sediment balance postulated by the mixed suspendedload / bedload channel cross-sectional theories. Resuspension Es and deposition Ds
of suspended-sediment occurs in both the bed and the banks of the channel. Lateral
diffusion of suspended-sediment Fl over the bank region leads to net deposition of
suspended material there. This is balanced by downslope bedload transport qBL
from the banks to the edge of the flat bed region. The dotted regions denote the
junction of the bed and the banks. In this region the theory is poorly behaved, in
that the bed and bank solutions do not match perfectly.
theory, these theories apply to longitudinally uniform channels under steady bankfull
flow. The suspended-sediment is assumed to be coarse enough to be predominantly
transported in the near-bed part of the water column.
Conceptually, the theories propose that in an equilibrium channel cross-section,
the transport of suspended-sediment by erosion, deposition and turbulent diffusion
results in net deposition on the low velocity regions of the channel banks. This
deposition is balanced by lateral bedload transport from the banks back to the
centre of the channel, driven by the interaction of gravity and longitudinal bedload
transport (Figure 2.6). As with the ’bedload channel’ theory, a flat central region
of channel is assumed to exist between the channel banks. Methods to calculate the
width of this region were suggested by Pizzuto (1984), Ikeda and Izumi (1991) and
Izumi et al. (1996).
Two fundamental principles form the basis of these theories. Firstly the
concentration of suspended-sediment in the water column is assumed to be stable.
It follows that lateral gradients in the lateral diffusive flux of suspended-sediment
Fl (m2 /s) must be exactly balanced by the local rates of erosion into suspension Es
(m/s) and deposition from suspension Ds (m/s):
∂Fl
= Es − Ds
∂y
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Note that the lateral diffusive flux of suspended-sediment Fl (m2 /s) is calculated as:
Z

Y

∂c
dz
∂y
h
∂h
∂ C̄(Y − h)
− ǫy c|z=h
= −ǫy
∂y
∂y

Fl = −

ǫy

(2.8)

Here ǫy is the lateral turbulent diffusivity (m2 /s), c is the pointwise volumetric
concentration of suspended-sediment in the water, and C̄ is the depth-averaged
concentration of suspended-sediment (both of the latter are dimensionless).
Secondly, it is assumed that at equilibrium, this lateral flux of suspendedsediment is balanced by lateral bedload transport (qBL ) in the opposite direction:
Fl + qBL = 0

(2.9)

qBL is driven by the gravitational deflection of the direction of bedload transport
from the direction of applied shear (the latter is assumed to be in the longitudinal
direction), and is equal to zero in the flat central region. Thus assuming that the
flat central region exists, Equations 2.7 and 2.9 require a local balance between the
erosion and deposition of suspended-sediment in the central region.
The shear stress is calculated with a highly simplified version of the momentum
balance, which ignores lateral momentum exchange:
τ = ρg(Y − h)S

(2.10)

Approximate solutions to Equations 2.7, 2.9 and 2.10 are derived by Parker
(1978a), Ikeda and Izumi (1991) and Izumi et al. (1996) by employing empirical
closure relations for the eddy diffusivity, rates of erosion and deposition of suspendedsediment, and lateral bedload transport. However, there are several problems with
these solutions:
• In Parker (1978a) the last term on the right hand side of Equation 2.8 is

neglected. This is mathematically incorrect and has a large impact on the
predictions (Ikeda and Izumi, 1991).

• The studies predict a non-zero depth-integrated sediment concentration at
the top of the channel bank, given commonly used input parameter values
(Appendix A.1). However, by definition the depth is zero there, and so the
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depth-integrated concentration should be zero. Otherwise, the depth-averaged
sediment concentration must approach ±∞, which is clearly physically
unrealistic. Parker (1978a) identified this problem as stemming from the
assumption of constant eddy diffusivity, and suggested that the suspendedsediment concentration should be set to zero when the local shear velocity was
less than 80% of the settling velocity.
• In all studies the channel bank profile is assumed to terminate at a depth equal
to 99% of the depth of the flat central region (Parker, 1978a; Pizzuto, 1984;
Ikeda and Izumi, 1991) (It is unclear to the writer whether this assumption
was used in Izumi et al. (1996), as the latter is written in Japanese). This
implies that the depth of the bank profile is always less than the depth of
the channel centre. Thus at the junction between the bank and the bed, the
predicted channel cross-section is not strictly continuous. Further, at this
discontinuity the channel profile will not satisfy the equations used to derive
its shape (Figure 2.6).
Although the motivation for the latter assumption was not discussed in the
English language papers, it is apparently used to try to avoid other problems
with the theory. In the cases of Parker (1978a), Pizzuto (1984) and Izumi et
al. (1996), the predicted bank profile only asymptotically approaches the channel
centre depth as the bank region becomes very wide (for the justification of this
statement, see Appendix A.1). Hence, the bank region would have to be infinitely
wide for continuity of the channel bed and the banks. For example, using the
equations provided in Pizzuto (1984:202), if a depth of 99.9% or 99.99% of the
centre depth were used to define the inner boundary of the bank profile, then the
latter would widen approximately 1.6 and 2.2 times respectively as compared to the
bank profile calculated using the 99% value. Further, for values even closer to 100%,
the width of the bank profile will increase without bound. This behaviour is due to
the assumption that a flat bed region of finite width exists at the channel centre,
which is inconsistent with the underlying equations.
The case of Ikeda and Izumi (1991) is slightly different, because the equation for
the bank profile becomes undefined as its depth reaches ≃ 98% of the channel centre
depth (Appendix A.1). This appears to be due to the treatment of the boundary
conditions in that paper. A different method is used in Izumi et al. (1996), which
exhibits the asymptotic behaviour.
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While acknowledging the above limitations, in practice if an appropriate model
for the channel width can be derived which accounts for the (arbitrary) width of
the bank profile, then the predicted channel shape will only be slightly affected
by variations in the 99% ‘cutoff value’, so long as it is close to 100%. This is
because the inner edge of the bank profile (where the depth is close to the depth of
the channel centre) is very flat. Hence, this edge would be difficult to distinguish
from the flat bed region, as reported in the field by Pizzuto (1984). While Parker
(1978a) did not suggest any width model, both Pizzuto (1984) and Ikeda and Izumi
(1991) suggested different methods to calculate the channel width using the known
discharge, and tested their predictions against data.
Parker (1978a) compared the predicted depths to data from thirteen small
channels (depth <1.5m) (Figure 2.7). The predictions exhibited some correlations
with the measurements, albeit with substantial scatter. Parker (1978a) concluded
that the theory could predict grossly correct depths, although noted that there were
significant uncertainties in selecting the representative grain size, which has a strong
influence on the predictions (in this study the 15th percentile of the measured grain
size distribution was used). The predicted bank profile was also compared to two
case studies, showing reasonable agreement in each.
Pizzuto (1984) tested a version of the theory against cross-sectional data from
sixteen small channels. These channels exhibited an upper, vertical cohesive
bank which was excluded from the analysis. The predicted depths were generally
overestimated, and the shape of the bank profile was more concave than in the data.
The predicted widths (calculated based on flow continuity) showed significant scatter
and were typically underestimated, which would be expected given that the depths
were over estimated. Pizzuto (1984) concluded that the results were encouraging,
given the inaccurate sediment transport relations on which the theory relies.
Ikeda and Izumi (1991) tested their version of the theory with a range of both
field and laboratory data (Figure 2.8). Here again the theory generally overestimated
the channel centre depths (with some predicted depths ranging to 100m), and
underestimated their widths. Ikeda and Izumi (1991:2437) suggested that these
errors are probably due to a number of uncertainties in the closures of various
aspects of the model, such as flow resistance, and due to differences in the definitions
of representative grain size used in the different data sets, etc. The depth estimates
could be improved by assuming that the representative grain size was 0.2mm in all
field examples (which was typically finer than the measured values), although the
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Figure 2.7: Predicted and observed channel centre depth according to the theory
of Parker (1978a). Perfect agreement is denoted by the solid line, and the dashed
lines represent prediction errors of +100% and -50%. The data in this figure was
digitised from a figure in Parker (1978a).
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Figure 2.8: Predicted and observed cross-sectional centre depths (a) and widths (b)
for the theory of Ikeda and Izumi (1991). The solid lines indicate perfect agreement,
and the dashed lines indicate prediction errors of +100% and -50%. This theory
appears to typically overestimate channel depth, and underestimate channel width.
The data were digitised from a figure in Ikeda and Izumi (1991)
underestimation of channel width remained a problem.
Ikeda and Izumi (1991) also adapted the Parker (1978a) theory for channel depth
using their sediment transport closures, to demonstrate the importance of including
the last term on the right hand side of Equation 2.8. However, they did not compare
its predictions against their data. Such a comparison is presented here (Figure 2.9).
The channel depth predictions of Parker (1978a) are within a factor of 2 of the
measured values in ≃ 87% of cases, despite the mathematical error in the approach.

Its predictive power is thus substantially better than Ikeda and Izumi’s (1991) theory
for this data set, although the scatter is still large. Interestingly, the Parker (1978a)
approach also seems to predict more reasonable values of the near-bed suspendedsediment concentration in the centre of the channel than does Ikeda and Izumi’s
(1991) approach (Figure 2.10), although both approaches predict that the depthaveraged sediment concentration → ∞ near the channel banks (Appendix A.1).
Given the logical problems with these theories, it is surprising (and probably
fortuitous) that the theory of Parker (1978a) performed as well as it did on the
dataset compiled by Ikeda and Izumi (1991). Further research is needed to see
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Figure 2.9: Predicted and observed cross-sectional centre depths for the theory
of Parker (1978a) as adapted by Ikeda and Izumi (1991), using the depth data
reported in Ikeda and Izumi (1991). The solid lines indicate perfect agreement, and
the dashed lines indicate prediction errors of +100% and -50%. The theory has a
tendency to overpredict the depth (median predicted/measured = 1.39).
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Figure 2.10: Predictions of the near-bed suspended-sediment concentration at
the channel centre (cbed ) against channel depth from the dataset presented in
Ikeda and Izumi (1991). The Ikeda and Izumi (1991) theory predicts much higher
values of cbed than does the Parker (1978a) theory. The former values are higher
than most laboratory measurements of the near-bed ‘reference’ suspended-sediment
concentration (Garcia and Parker, 1991; Cao, 1999; van Rijn, 2007). Such high
values might not be realistic; for example, van Rijn (2007) suggests that the
maximum value of cbed should be ≃ 150 g/L; however, Cao (1999) presents some
higher estimates of cbed . Note that where it appears in equations in this thesis, cb is
measured in dimensionless concentration units = m3 /m3 , in contrast to the intuitive
g/L units used here.
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if a similar theory can be developed which does not suffer from the internal
contradictions highlighted above. In their present state, these theories do not provide
a viable explanation for the morphology of mixed suspended-load / bedload channel
cross-sections.

2.5

Two and three-dimensional morphodynamic
models with dominant suspended-load

The author is unaware of any general quantitative theories of fluvial cross-sectional
form in ’suspended-load only’ channels. However, the following observations from
the literature suggest that several difficulties arise when trying to construct such
models.
Fang (1999) noted that two-dimensional ‘suspended-load only’ river models tend
to predict that river cross-sections will continually deepen and narrow, and presented
a numerical example of the phenomena in question. Fang (1999) suggested that the
problem was caused by the naı̈ve extension of one dimensional models of equilibrium
suspended-sediment transport to two dimensions, and noted that more sensible
predictions could be produced via an ad-hoc alteration of the diffusive terms in
the suspended-sediment model. These arguments are limited in that they assume
a single grain size, and neglect the effect of vertical concentration gradients on
the lateral diffusive flux of suspended-load (final term on the right hand side of
Equation 2.8). However, the observation that overly deep channels develop in
‘suspended-load only’ models seems generally supported by other work.
For example, Kocyigit et al. (2005) compared a physical and a numerical model
of the evolution of a suspended-load dominated harbour. Their numerical model
included only transport in suspension, and also neglected the effect of vertical
concentration gradients on lateral diffusive fluxes. They predicted the formation of
unrealistically deep and narrow channels as compared to the physical model, which
showed a broader, shallower channel form. The authors suggest that the discrepancy
between observations and predictions results from the suspended-sediment model
‘not predicting the lateral movement of sediment caused by the gravity force related
to the side-slope of the eroded channel’, i.e. downslope bedload transport (Kocyigit
et al., 2005 p 10).
In line with this observation, several authors have used greatly enhanced
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downslope bedload transport to improve their predictions. van Maren (2007) applied
the model Delft 3D to study the evolution of channel form in large suspended-load
dominated rivers like the Yellow River, in which the ratio of suspended-load to
bedload transport is thought to be ≃ 1000. When downslope transport was applied

only to the bedload fraction, unrealistically deep channels developed. More ‘realistic’
looking results (presented in van Maren, 2007) were obtained by increasing the rate
of downslope transport by a factor of 1000 above the default ‘bedload only’ value.
van Maren (2007) suggested (though did not demonstrate) that this adjustment may
be needed when only one sediment size fraction is included in the model.
Similar adjustments were required when van der Wegen and Roelvink (2008)
applied Delft 3D (in 2D mode) to the evolution of a large estuary in which the
dominant mode of transport was suspension. The authors applied downslope
transport to both the bedload and suspended-load fractions through the use of a total
load transport formula. They note that because most sediment would be transported
in suspension, their approach should theoretically overestimate the rate of downslope
transport, assuming that the latter applies only to bedload. Nonetheless, to achieve
realistic results they had to further increase the rate of downslope transport by a
factor of 3.33 above experimentally derived values.
Interestingly, combined experimental and modelling work also suggests that
significant downslope transport is required to correctly model suspended-load
dominated landform evolution, even when relatively uniform sediments are used
in the experiment. Talmon et al. (1995) compared experimental observations of
the leveling of a tilted sand bed flume with the predictions of a morphodynamic
model. Sediment was transported both in suspension (≃ 50% of total transport)
and as bedload. The authors initially assumed that lateral transport acted only on
the bedload fraction. However, when a significant proportion of transport occurred
in suspension, the measured rates of lateral transport were substantially higher than
the ‘bedload only’ assumption implied. The authors concluded that either downslope
transport applies to the suspended-load fraction as well (i.e. to the total load), or
that the bedload fraction experiences enhanced downslope transport when rates of
suspension are high, such that the former statement merely appears to be true.
Several idealised analytical models of suspended-load dominated estuarine
morphology have found that a downslope transport term is essential for sensible
predictions of bedform growth. Schuttelaars and De Swart (1999) found that
without a downslope transport term in the bed evolution equation, arbitrarily high
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wavenumber perturbations to a flat bed would be amplified over time. Similarly,
Schramkowski et al. (2002) identified that gravitational effects were required to
prevent the infinite braiding of bottom patterns which spontaneously form from a
flat bed state.
It seems likely that when multiple grain sizes or cohesive bed consolidation are
explicitly considered in a model, enhancement of downslope bedload transport is not
required to achieve sensible results (e.g. Lee et al., 1997; Guo and Jin, 2002; Hung
et al., 2009). In these cases, bed armouring will tend to inhibit the over-deepening
of channels by making the bed less erodible where τ is higher. Depending on the
particular purpose of the modelling, a simpler way to limit channel over-deepening
may be to enforce a ‘bedrock’ limit on the depth of erosion (e.g. Xie et al., 2009).

2.6

The

suspended-load tidal channel cross-

sectional theories
The models of Fagherazzi and Furbish (2001) and D’Alpaos et al. (2006) were
developed to numerically simulate the evolution of tidal channel cross-sections
formed in fine cohesive sediment. Both models predict the formation and evolution
of a channel from an initially unchannelised surface under the influence of tidal flow,
erosion and deposition.
The hydrodynamic forcing (flow stage and discharge) in both studies was
designed to mimic a tidal cycle. Fagherazzi and Furbish (2001) approximated the
tide with a constant stage and a single formative discharge, which was in some cases
punctuated by periods of quiescent deposition. D’Alpaos et al. (2006) assumed
a sinusoidal variation in stage, and used the continuity equation to calculate the
associated discharge, assuming that the cross-section was draining a channel with a
given length, and a cross-sectional shape identical to that of the modelled section.
Given the discharge and water level, Equation 2.5 was used in both studies to
model the distribution of shear over the cross-section. The lateral shear closure
followed an approach developed by Pizzuto (1990). Details are given in Pizzuto
(1990), however eventually the following equation is derived:
τ = ρgSf

dA
d
dτ
+
(B
)
dP
dP
dP
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where:
B=

Z

Dn

Ks

n − Ks
n
1
) ln( ) dn
(n − Ks )(1 −
2
Dn − K s
Ks

(2.12)

Here Sf is the friction slope, Ks is the ’roughness height’ (m) (i.e. distance above the
bed at which velocity is zero) and all other variables were defined after Equation 2.5.
In Pizzuto (1990) and subsequent work the value of B was calculated numerically
at each point on the cross-section. However, it is actually possible to analytically
evaluate B:
B=

h
i
1
3
Dn Dn K s
5
Dn2 ln( )(
−
) − ( )(Dn3 − Ks3 ) + Dn (Dn Ks − Ks2 )
2(Dn − Ks )
Ks 6
2
36
4

Note that this closure differs from that used in earlier work (Lundgren and Johnson,
1964; Parker, 1978b).
Because the tidal studies focussed on channels formed in cohesive material that
is entirely transported in suspension, their treatment of sediment transport differed
greatly from the fluvial studies (reviewed previously). Erosion was modelled with a
standard excess shear formulation:
Es = m(

τ
− 1); τ > τe
τe

(2.13)

where Es is the rate of erosion (m/s), m is an empirical constant (m/s), and τe is the
critical shear stress for erosion (Pa). Deposition was modelled assuming a constant
near-bed concentration of suspended-sediment and settling velocity. Fagherazzi and
Furbish (2001) assumed a constant rate of deposition over the entire cross-section
(zero in their first scenario), while D’Alpaos et al. (2006) used a shear-limited
formula for deposition based on Einstein and Krone (1962):
Ds = ws cb (1 −

τ
); τ < τd
τd

(2.14)

where Ds is the rate of deposition (m/s), τd is the critical shear stress for deposition
(Pa), ws is the sediment fall velocity (m/s), and cb is the near-bed concentration
of suspended-sediment. An important feature of the above closures is that τe and
τd are not dependent on the lateral channel slope, as they are determined by the
internal cohesion of the sediment rather than by friction and gravity.
These equations were combined with the standard sediment continuity equation
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Figure 2.11: Channel development in the first two scenarios of Fagherazzi and
Furbish (2001). Base case: A: The modelled evolution of cross-sectional shape;
B: The evolution of shear stress over the cross-section with time. Intermittent
Discharge: A: The modelled evolution of cross-sectional shape for an intermittent
discharge of 10 hrs per month; B: The evolution of shear stress. Redrawn from
Fagherazzi and Furbish, (2001)
to update the bed morphology:
(1 − λ)

∂h
= Ds − Es
∂t

(2.15)

where λ is the porosity of the bed.
In the simulations presented by Fagherazzi and Furbish (2001), the model
predicted the spontaneous formation of a channel from a nearly flat initial surface
(Figure 2.11). This channel then deepened (and retained an approximately constant
width) until the simulations were stopped. The authors examined the effect of
varying the duration of erosive discharges, and of making the critical shear stress for
erosion increase with the maximum depth of burial of any point in the bed. These
adjustments altered the shapes of the transient cross-sections, most especially for the
latter case, where the transient channel aspect-ratios were much wider (≃ 10 − 60)
than in the former two cases (where the aspect-ratio appeared to be approaching a
value of 2)(Figure 2.11).
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Figure 2.12: Channel development in the third scenario of Fagherazzi and Furbish
(2001), which includes vertical gradients in the critical shear stress of the bed,
caused by sediment burial. The critical shear stress is denoted as τcr following
Fagherazzi and Furbish (2001), rather than τe as is used in the present work. A:
The final channel shape and contours of critical shear stress beneath the bed; B: The
final cross-sectional shape for several different vertical critical shear stress gradients.
Redrawn from Fagherazzi and Furbish, (2001)
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Figure 2.13: The continuous cross-section model of D’Alpaos et al. (2006). The
top panel (a) depicts the modelled evolution of cross-sectional shape. The lower
panel (b) depicts the evolution of the maximum dimensionless excess shear at each
point on the cross-section. Source: D’Alpaos et al. (2006).
In no case do the authors report the development of an equilibrium channel
cross-section. The simulations were stopped in a disequilibrium state, based on
other criteria which is described in their paper (Fagherazzi and Furbish, 2001 p 998;
Figure 2.11). One of the reasons that this had to be done is that the channel had a
tendency to evolve into a state in which the normals from the bed intersect beneath
the water surface, at which time the assumptions behind the hydrodynamic model
are violated (Section 2.3).
In the simulations of D’Alpaos et al.
(2006), a channel cross-section
spontaneously formed, and initially deepened and narrowed (Figure 2.13). As the
intertidal flats accreted, the tidal prism and discharge decreased (due to the author’s
discharge model described above), which caused channel shallowing, although a
general narrowing trend continued (Figure 2.13). Throughout this evolution the
channel had an aspect-ratio of close to five.
D’Alpaos et al. (2006) modified their basic model by including a vegetation
model. Vegetated regions of the cross-section were modelled as having an increased
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hydraulic roughness, and increased potential rates of accretion due to organic
deposition. Both processes were parameterised using field evidence. In their
simulations the inclusion of vegetative effects had a relatively small effect on the
modelled cross-sectional evolution as compared with the base case.
As in the study of Fagherazzi and Furbish (2001), no equilibrium channel appears
to develop in the study of D’Alpaos et al. (2006). Results of simulations beyond
130 years of model time are not reported, however it is clear that further channel
shallowing should have occurred after this point. Evidence for this is presented in
Figure 2.13b, which shows that at 130 years the maximum shear stresses over a tidal
cycle were everywhere less than that required for erosion. However, deposition must
have been possible some of the time (e.g at high tide slack water when the velocity
is zero), hence the channel would have still been silting at this stage.

2.6.1

Do

the

existing

tidal

channel

theories

permit

reasonable, stable solutions?
Although both studies predicted the formation of a channel from a relatively flat
muddy substrate, neither reported the development of a stable cross-sectional profile.
Because tidal channels are often described as being highly stable in comparison with
their fluvial counterparts (Garofalo, 1980; Gabet, 1998; Seminara et al., 2001) and
rapidly progressing toward equilibrium (Friedrichs and Perry, 2001), such stability
would seem to be desirable in a successful model of tidal channel form. It is argued
below that the tidal models reviewed above either predict an equilibrium channel
geometry that is semi-circular (i.e. very deep and narrow irrespective of the channel
size), or that they fail to predict the existence of an equilibrium channel.
2.6.1.1

Fagherazzi and Furbish

In the case of Fagherazzi and Furbish (2001), an approximate theoretical equilibrium
solution can be calculated for the first two scenarios they consider (constant and
intermittent discharge, Figure 2.11). The key aspect of these scenarios is that 1) the
rate of deposition and the critical shear stress for erosion are constant over the entire
cross-section, and 2) when erosion is occurring in the model, the water level and
discharge are held constant. Making the approximation that the changes in crosssectional shape occurring during a single erosion/deposition cycle are negligible,
then equilibrium requires a constant erosion rate everywhere over the cross-section,
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Semi−circular Channel

Figure 2.14: This figure illustrates that the solution to Equation 2.16 is a semi
circle.
to exactly balance the constant deposition rate. Hence, at equilibrium τ = constant
everywhere (where it can be shown that the constant = τe (Ds /m + 1)). Hence
Equation 2.11 reduces to:

dA
= τ = constant
(2.16)
dP
The equilibrium channel satisfying this requirement would be a semi-circular
section (Figure 2.14). In this case although all the normals to the bed intersect (at
the free surface in the centre of the channel), they all predict exactly the same value
of the velocity at the intersection point. Thus this intersection does not make the
model inconsistent.
This analysis is supported by results presented in Fagherazzi and Furbish
(2001). In the first two scenarios that they simulate, the cross-sections approach
an approximately semi-circular solution (Figure 2.11), and as they do, the shear
stresses in the channel become more equal, which is in agreement with the analysis
above. The channels do not attain a perfectly semi-circular cross-section for at
least two reasons. Firstly, all simulations were stopped prior to any equilibrium
developing, based on criteria described in the paper (Fagherazzi and Furbish,
2001:998). Secondly, the hydrodynamic boundary condition used by Fagherazzi and
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Furbish (2001) is not perfectly consistent with the analytical solution, because they
assume that the shear at the channel edge is proportional to the depth (rather than
dA
). Nonetheless, the analytical solution is mathematically
to the normal depth or dP
correct so long as the cross-section is at steady-state, and is clearly a good description
of the model behaviour in Figure 2.11.
However, the semi-circular solution does not seem to be a good model of the longterm behaviour of natural tidal creeks, chiefly because it exhibits a constant width
to maximum depth ratio (= 2) irrespective of the size of the channel. Field data
suggests that although such low aspect-ratio channels do exist, they are typically
small, with a width of up to a few metres (e.g. Marani et al., 2002; Fagherazzi et
al., 2004; Chapter 4). Larger channels generally exhibit larger aspect-ratios. Such
morphologies are not predicted to be stable in the first two scenarios modelled by
Fagherazzi and Furbish (2001).
The third scenario modelled by Fagherazzi and Furbish (2001) appears to
produce more realistic looking results, and is not so simple to analyse. In this
case τe varied over the cross-section, and increased linearly with the maximum
depth of sediment which previously had been deposited above it. This model was
designed to reflect observations that the critical shear stress commonly increases
with depth in natural cohesive sediments (at least within a few centimetres of the
sedimentary surface) (Krone, 1999; Droppo and Amos, 2001; Sanford and Maa, 2001;
El Ganaoui et al., 2004, 2007; Huang et al., 2006; Debnath et al., 2007a; Bale et al.,
2007). Within the model, this resulted in a tendency for parts of the bed which
experienced higher than average values of τ (i.e. in the channel centre) to become
more resistant to erosion than the channel margins. The transient channel crosssections produced by this negative feedback have a reasonable looking shape and
aspect-ratios (Figure 2.12).
It is important to note that vertical gradients in critical shear used in the model
(Figure 2.12) are generally at the lower range of those estimated in field experiments
(e.g. ≃ 1-2 Pa/m (Bale et al., 2007); ≃ 10-200 Pa/m (Debnath et al., 2007a)).

Some of the measured gradients in critical shear stress are so high that they must
be restricted to the upper few centimetres of the bed, since otherwise sediments
buried at several metres depth would be unrealistically resistant to erosion (Sanford
and Maa, 2001; El Ganaoui et al., 2004, 2007).
Despite these limitations, the results of Fagherazzi and Furbish (2001) suggest
that vertical gradients in critical shear stress should be seriously considered as a
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Figure 2.15: The above figure demonstrates that on a bank with slope sb , vertical
deposition of thickness δ will result in a narrowing of the channel by width δ/sb .
potentially important factor shaping muddy channel cross-sections. However, for
technical reasons the model presented in Fagherazzi and Furbish (2001) will still
not reach an equilibrium profile. This is because when calculating the shear stress
distribution, Fagherazzi and Furbish (2001) used the boundary condition
τ = ρgSf (Y − h)

(2.17)

at the channel banks. Equation 2.17 will force τ → 0 at the banks (since the depth

→ 0). Hence, there will always be shallow regions near the banks in which the shear
stress is less than τe , where deposition will be consistently occuring. Deposition
of thickness δ on a bank with slope sb will cause the channel width to reduce by
δ/sb (Figure 2.15), and continual channel narrowing will result unless sb → ∞. In
the latter case, the hydrodynamic model used by Fagherazzi and Furbish (2001)
will fail because the normals from the bed would intersect below the free surface
(Section 2.3).
This technical problem could potentially be overcome in several ways. For
example, the hydrodynamic model could be modified to permit near vertical bank
slopes, or a mechanism could be introduced to prevent deposition on steep slopes.
Equation 2.17 could also be altered by including lateral momentum exchange (which
is most important near the banks). In such cases, τ could potentially approach a
non-zero value at the boundaries, which is consistent with behaviour observed in
flume experiments (e.g. Bousmar and Zech, 2004).
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2.6.1.2

D’Alpaos et al. (2006)

The possibility of equilibrium in the D’Alpaos et al. (2006) model is now examined.
Only the case without vegetation is considered, though the vegetative case is similar.
The main differences between this model and that of Fagherazzi and Furbish (2001)
is that the discharge and water level were varying, and the rate of deposition was
non-constant (Equation 2.14). This resulted in substantially different predictions of
channel evolution (contrast Figures 2.13 and 2.11). The aspect-ratio of the transient
channel predicted by this model was consistently around 5, a value which is generally
reasonable for channels of the size simulated by D’Alpaos et al. (2006).
The combination of varying discharge and thresholds for both erosion and
deposition make this model difficult to analyse. However an argument similar to
that applied to the third scenario of Fagherazzi and Furbish (2001) suggests that an
equilibrium channel will not develop. Note that at high tide the channel is maximally
flooded, and the shear is zero everywhere. Hence, deposition will occur throughout
the cross-section. Because of the boundary condition at the banks (Equation 2.17)
some region of the upper bank (which is only slightly immersed at high tide, and
emergent for much of the tide) will be too shallow to experience shears high enough
to resuspend this sediment later in the tidal cycle. In the long run this will narrow
the channel (Figure 2.15), directing a higher proportion of the shear to the central
regions, and reducing the tidal prism. This is broadly consistent with the results
presented in D’Alpaos et al. (2006) (Figure 2.13), in which a general narrowing of
the channel occurs. The more complex changes in channel depth that they report
result from the feedbacks between this narrowing and the tidal prism/discharge.
Transient periods of widening are also reported by D’Alpaos et al. (2006). These
are not easily explained by this analysis, although they might be an artefact of
the curvature based algorithm that was used to define the width of the channel
(D’Alpaos et al. 2006: their Figure 7).
Again, the above problem could potentially be avoided by using a different
boundary condition, preventing deposition on steep slopes, or allowing vertical
banks to occur. However, the latter morphology would pose problems for the
hydrodynamic model if normals from the bed intersected below the free surface.
Summarising, the existing tidal theories do not permit equilibrium solutions
which compare favourably to the geometry of most natural channels. Although
realistic looking transient profiles developed in the third scenario of Fagherazzi and
Furbish (2001) and all simulations of D’Alpaos et al. (2006), the lack of a mechanism
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to allow the establishment of equilibrium banks prevents these channels from being
stable.

2.7

Future models of suspended-load dominated
tidal landforms

The above limitations highlight the need to improve the process representation
within the tidal models. A range of possible improvements are described in the
next section, for the case of a suspended-load dominated channel cross-sections. A
more successful model of cohesive tidal channel cross-sections should aim to:
1. Be self consistent under a wide range of reasonable geometries (i.e. geometries
typical of cohesive tidal channels).
2. Be based on a reasonable representation of known physical processes.
3. Predict geometries which are stable, or evolve on (slow) time-scales comparable
to those in the field.
4. Predict geometries which are of comparable dimensions to those in the field.
The major problem with the previous tidal models was 1), especially the fact that
they would evolve into geometries in which the assumptions underlying the shear
model were not satisfied. With regard to 2), the hydrodynamic component of the
tidal models was similar to that used in a number of relatively successful bedload
channel models (Section 2.3), and has received some experimental support from
flume experiments (Ikeda, 1981; Diplas, 1990). The parametrisations of sediment
transport in the tidal models are also commonly used; however, the fact that in
simple cases they lead to apparently unrealistic predictions (e.g. a semi-circular
channel cross-section, irrespective of channel size) indicates that more detailed
representations of sediment transport need to be considered (e.g. Sandford, 2008).
The literature review has suggested a number of processes which may be required
to better model suspension dominated landform evolution, including possibly
gravitational effects, multiple grain sizes, or sediment consolidation/hardening.
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Chapter 3
Cross-Sectional Shape in Muddy
Channels: Analysis of Some New
Mechanistic Models
3.1

Introduction

This chapter aims to clarify the effect of different sediment transport
parametrisations on predictions of channel cross-sectional shape, using a model
which overcomes some of the technical limitations of the cohesive channel models
discussed in Chapter 2 (Fagherazzi and Furbish, 2001; D’Alpaos et al., 2006).
To achieve these aims, a family of single cross-section morphodynamic models
are presented, based on standard parametrizations of flow and sediment transport
from the experimental and theoretical literature. Numerical methods are presented
to solve these models. Finally, steady-state solutions to special model cases are
calculated.
These solutions provide insight into effect of different hydrodynamic and
sediment transport parametrisations on long-term predictions of channel crosssectional shape. In particular, they clarify the qualitative behaviour of models with
pure suspension, enhanced bedload transport, and burial induced gradients in the
critical shear stress τe . Such information is useful because when more complex field
applications of the model are undertaken, it is helpful to know the likely influence
of contrasting, but potentially realistic, sediment transport parametrisations on the
results.
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3.2

Extensions of the ‘continuous cross-section’
tidal models

3.2.1

Hydrodynamics

Following the approach of previous single cross-section models, the hydrodynamic
model in this study will have a form like Equation 2.6 (Chapter 2), but with an
extra shear term to account for the effects of vegetation (e.g. Ikeda and Izumi,
1990; Yu and Knight, 1998). By using a vertically averaged hydrodynamic model,
the technical problems of the earlier tidal models (that the normals to the channel
bed cannot intersect below the free surface) are avoided. Including a vegetation shear
term (τv (Pa)), the vertically averaged cross-sectional hydrodynamics are simplified
to:
τ

s

d
dh
1 + ( )2 + τv = ρgSf (Y − h) +
dy
dy

Z

Y

τxy dz

(3.1)

h

Recall that τ (Pa) is the bed shear stress, h is the bed elevation (m), ρ is the density
of water (kg/m3 ), g is gravitational acceleration (m/s2 ), Sf is the friction slope, Y
is the water surface elevation (m), z is a vertical coordinate (m), x is a downstream
directed coordinate perpendicular to z (m), y is a lateral (cross-channel) coordinate
perpendicular to x and z (m), and τxy is the lateral shear due to turbulent velocity
correlations in the x and y directions (Pa). Equation 3.1 requires closures for the
shear terms in order to be solvable.
The lateral shear stress is parametrised with a depth-averaged eddy viscosity
closure, which relates the vertically integrated lateral shear term to the local depthaveraged velocity Ud (e.g. Shiono and Knight, 1991):
Z

Y

τxy dz = dρǭxy
h

∂Ud
∂y

(3.2)

The depth-averaged eddy viscosity (ǭxy , (m2 /s)) is itself closed by relating it to
p
the local depth d = Y − h and shear velocity (u∗ = τ /ρ):
ǭxy = Λdu∗

(3.3)

where Λ is the ’dimensionless eddy viscosity coefficient’, which describes the intensity
of turbulent mixing. The value of Λ has been estimated in several studies to range
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around 0.07 to 2, and higher values are occasionally reported (Shiono and Knight,
1991; Vionnet et al., 2004 p 2914; Castenedo et al., 2005). The wide range of
literature values is reflective of the fact that the intensity of turbulence differs
in differing flow situations, in a more complex way than implied by this simple
turbulence model.
The present model assumes a Manning friction relation between the bed shear τ
and the depth-averaged velocity Ud (e.g. Castenado et al., 2005):
f
τ = ρ Ud2
8

(3.4)

f = n2 8gd−1/3

(3.5)

where f is the (2-dimensional) Darcy-Weisbach friction coefficient, and n is the
Manning friction coefficient (assumed constant) (s/m1/3 ). Vegetation results in an
additional hydrodynamic shear force τv , which is assumed to scale with Ud2 d (Ikeda
and Izumi, 1991; Mazda et al., 1997; Griffin et al., 2005):
τv = ρCDV Ud2 d

(3.6)

where CDV (m−1 ) is an empirical drag coefficient.
With these closures, Equation 3.1 can be reduced to a second order, linear and
non-homogenous differential equation in Ud2 :
f
ρ Ud2
8

s

∂h
d2
∂ 
1 + ( )2 + ρCDV Ud2 d = ρgSf d +
(ρΛ
∂y
∂y
2

r

f ∂Ud2 
)
8 ∂y

(3.7)

The velocity distribution is also subject to the continuity relation between the
velocity, depth and total discharge:
Q=

Z

Bh

Ud d dy

(3.8)

Bl

where Bl and Bh are the y values at the channel banks (where d = 0), and Bl < Bh .
Previous work suggests that Equation 3.7 may provide a reasonable model of the
velocity variations in straight channels, when appropriately calibrated. Castenado
et al. (2005) used Equation 3.7 to model velocities in eight unvegetated laboratory
channels with overbank flows.

The root mean square errors in the calculated
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velocities were generally about 5% of the measured values, as were the calculated
discharges. The parameters Λ and n were calibrated to achieve these results,
although calibrated values of n were nearly constant (0.012-0.0125) in all the
experiments, while in seven of the eight cases Λ was between 0.4 and 0.6.
Equations similar to Equation 3.7 are often applied in the literature, sometimes
including other terms which parametrise secondary flow processes (e.g. Shiono and
Knight, 1991; Ervine et al., 2000; Bousmar and Zech, 2004; Tang and Knight, 2009).
Secondary flows are neglected in the present model, because to the knowledge of the
author, no general parametrization of their effects exists. Parametrisations presented
in the literature are highly variable, and site specific (e.g. Ervine et al., 2000; Abril
and Knight, 2004; Knight et al., 2007). Thus, without detailed data, it is not yet
possible to account for their effects.
A further limitation of Equation 3.7 is that it is one-dimensional (depthaveraged). Therefore, it is less likely to provide good results in channels for which
the flow is strongly three-dimensional. For this purpose higher dimensional models
may perform better, although even in 3 dimensional models, the parametrisation
of turbulence is not straightforward and can strongly affect results (e.g. Kang and
Choi, 2007; Kean et al., 2009). In any case, the high computational demands of
such models make them unsuitable for performing many long-term morphodynamic
computations. Such computations are necessary in the present study, to explore the
effect of different sediment transport parametrisations on channel cross-sectional
shape. As computational power increases, future studies should also investigate the
effect of more complex hydrodynamic models on cross-sectional shape predictions.
Wobus et al. (2008) have already conducted some research in this direction.
They compared the predictions of bedrock channel cross-sectional form made
by models with both simple and complex hydrodynamic closures (and otherwise
identical sediment transport closures). The models gave qualitatively similar
predictions of the equilibrium channel shape and flow structure, thus supporting
the use of simplified hydrodynamic models when addressing problems of channel
shape. Further, models similar to Equation 3.7 have already been successfully
used to predict the form of both natural and laboratory bedload channels (e.g.
Parker, 1978b; Ikeda and Izumi, 1990; Vigilar and Diplas, 1998), suggesting
that Equation 3.7 should be appropriate for single cross-section morphodynamic
modelling.
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3.2.2

Sediment model

3.2.2.1

Sediment continuity equation

Allowing both suspended-load and bedload transport, the bed continuity equation
is:
∂h
∂qBL ∂qB
(1 − λ)
= Ds − Es −
−
(3.9)
∂t
∂y
∂x
where λ is the void fraction of the bed, h is the bed elevation (m), Ds is the rate
of deposition from suspension measured in the vertical (m/s), Es is the rate of
resuspension (i.e. erosion into suspension, Debnath et al., (2007a)) measured in the
vertical (m/s), qB is the rate of bedload transport in the longitudinal (x) direction
per unit horizontal length of bed (m2 /s), and qBL is the rate of bedload transport
in the lateral (y) direction per unit horizontal length of bed (m2 /s). Note the
explicit recognition that Ds and Es are measured in the vertical, as well as the
fact that qB must be measured per unit horizontal length of bed (which is different
to ‘per unit length of bed’ on a slope). The importance of the latter effect was
highlighted by Apsley and Stansby (2008). Although often neglected, these details
have implications for the parametrisation of sediment transport, as will be shown
later.
3.2.2.2

Closures for the resuspension and deposition of suspendedsediment

In this study the equations governing the rate of resuspension Es (m/s) and
deposition Ds of cohesive sediments, measured in the vertical (m/s), are (Fagherazzi
and Furbish, 2001; D’Alpaos et al., 2006):
Ds = w s c b

(3.10)

Es = M(τ − τe )Υ

when τ > τe

(3.11)

where ws is the settling velocity of suspended-sediment (m/s), cb is the near bed
volumetric concentration of suspended-sediment (m3 /m3 ), M is an erosion constant
( m2 s/kg ), τ and τe are the bed shear and the critical bed shear (Pa), and Υ is a
scale factor which allows resuspension to be directed normal to the bed, as will be
explained in Section 3.2.2.4.
In all cases ws is treated as a constant. The near bed suspended-sediment
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concentration cb is either approximated as constant (as in D’Alpaos et al., 2006), or
calculated using a steady-state model (Section 3.2.2.3).
The resuspension rate parameter M (Equation 3.11) is known to vary widely
in different cohesive soils. Experimental and field evidence from the surface of
cohesive beds suggests that resuspension rates are usually lower in sediments which
have been deposited for a longer time (Quaresma et al., 2004; Gomez and Amos,
2005; Lundkvist et al., 2007), have a higher density (Huang et al., 2006), and a
higher critical shear stress (Quaresma et al., 2004). An empirical, decreasing relation
between M and τe has been reported (Hanson and Simon, 2001). Qualitatively, these
results indicate that sediments which begin to erode at low shear stresses also erode
more quickly than sediments which begin to erode at higher shear stresses. In the
present model, this effect is included using the empirical relation of Hanson and
Simon (2001), who found that:
M ∝ τe−1/2
(3.12)
in cohesive stream beds from the Midwestern USA . A broadly similar relation
(M ∝ τe−0.37 ) was identified by Thoman and Niezgoda (2008) for cohesive channels

in the Powder River region of Wyoming.
Equations 3.10 to 3.12 provide a strongly simplified model of cohesive sediment
transport. Field data indicate that neither ws nor cb are likely to be constant in tidal
channels. Typically the concentration of suspended-sediment over the intertidal area
is less than that in the channel (Furukawa et al., 1997; Friedrichs and Perry, 2001;
Bryce et al., 2003), reflecting sediment settling as it is transported in suspension
from the channel to the flats. The settling velocity is also known to vary spatially
and temporally, reflecting complex processes of floc formation and breakup as well
as particle sorting (Chang et al., 2007; Graham and Manning, 2007; Manning and
Dyer, 2007). In addition, biological processes may exert a strong influence on rates of
resuspension (e.g. Tolhurst et al., 2006; Le Hir et al., 2007; Lundkvist et al., 2007). It
is beyond the scope of the present study to determine appropriate parametrisations
of these effects, and their influence on predictions of cross-sectional shape. However,
this would represent an interesting direction for future work.
3.2.2.3

An alternative steady-state model of cb

To test the effect of the assumption that cb is constant, a more physically based
model, which predicts some variation in cb , is also explored. This steady-state
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model allows cb to vary laterally such that the depth-integrated lateral diffusive
flux of suspended-load Fl is zero everywhere (Ikeda and Izumi, 1991; Chapter 2,
Section 2.4):
∂h
∂ζ
Fl = −ǫcy
− ǫcy cb = 0
(3.13)
∂y
∂y
where:

ǫcz
[1 − exp − (ws /ǫcz )(Y − h) ]cb
ws
p
= Λcz τ /ρ(Y − h)
p
= Λcy τ /ρ(Y − h)

ζ =
ǫcz
ǫcy

(3.14)
(3.15)
(3.16)

Here ζ is the depth-integrated volumetric suspended-sediment concentration (m =
m3 /m3 × m), ǫcz and ǫcy are the vertical and lateral eddy diffusivities (m2 /s), and

Λcz , Λcy are their dimensionless counterparts. Equation 3.13 is only applicable to
steady-state cross-sections ( ∂h
= 0) with a constant discharge and water level, and
∂t
no bedload. It assumes constant eddy diffusivities in the vertical, from which the
relation between ζ and cb (Equation 3.14) can be derived (Ikeda and Izumi, 1991).
If the distribution of τ is imposed according to the local depth model (τ =
ρgSf d), then Equation 3.13 can be solved analytically:

−2
ws
)−1
ζ = Kζ exp( p
dgSf Λcz

(3.17)

where Kζ is an arbitrary constant. Equation 3.14 can then be used to calculate cb .
Although the local depth τ model is rarely used in this thesis, the above solution is
useful to test numerical methods to solve Equation 3.13 in the more general case.
3.2.2.4

Directing resuspension normal to the bed

Equation 3.9 requires that Es describes resuspension in the vertical. In modelling
studies, the rate of resuspension is normally parametrised as a function of τ or Ud .
This empirical function is generally estimated indirectly from field data on the time
evolution of suspended-sediment concentrations (e.g. Wolanski et al., 1995), or by
using pre-existing field or laboratory measurements of the rates of resuspension from
a flat bed under flow (e.g. Fagherazzi et al., 2007).
It is important to consider how, for a given value of τ , the vertical rate of
resuspension on a flat bed will compare with the vertical rate of resuspension on
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Figure 3.1: Resuspension is often assumed to be directed in the vertical (meaning
that when resuspension occurs, the bed retreats in the direction of the thick arrows
at a rate depending on the bed shear). However, it is also sensible to assume that
resuspension is directed normal to the bed (so the bed retreats in the direction of
the thin arrows, at a rate depending on the bed shear). The latter assumption is
more consistent with previous work on bank erosion, and with field observations of
bank undercutting (Figure 3.3). The two assumptions result in different predictions
of channel evolution (Figure 3.2).
a laterally sloping bed. Commonly it is assumed that these two quantities are
identical. This amounts to assuming that resuspension intrinsically takes place
in the vertical, rather than any other direction. This assumption seems highly
questionable.
Indeed, previous work on fluvial bank erosion has usually assumed that the
channel banks will retreat at a rate (dependent on τ ) either in the horizontal
direction, or normal to the bed, rather than in the vertical (e.g. Darby and Thorne,
1996; Gabet, 1998; Duan, 2005). The difference between resuspension directed in the
vertical versus resuspension directed normal to the bed on a continuous cross-section
is illustrated in Figures 3.1 and 3.2. It is evident that the vertical rate of change
of the bed (i.e. Es ) is not the same in each case. It will be shown subsequently
that these different cases can be treated mathematically, by suitably defining the
parameter Υ in Equation 3.11.
The geomorphic literature on bank erosion processes suggests that it is more
sensible to assume that resuspension is directed normal to the bed. Physically,
this approach is supported by observations of bank undercutting (Figure 3.3). Such
undercutting could not be produced by resuspension in the vertical alone. Deposition
on the other hand seems more likely to be directed in the vertical, because this is
implied by gravitational settling (although Duan (2005) did assume that deposition
was also directed normal to the bed).
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0.0

Initial channel
Channel after normal resuspension
Channel after vertical resuspension
Free Surface

z (m)

−0.2
−0.4
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−0.8
−0.5

0.0
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Figure 3.2: The effect of ‘normal resuspension’ vs ‘vertical resuspension’. In this
idealised case, it is assumed that τ is constant everywhere, and so the initial channel
evolves by resuspension at constant rate at all points beneath the free surface. If
this resuspension is directed in the vertical, there is less bank erosion than when
resuspension is directed normal to the bed. The difference between the two cases is
large only on steep slopes.
Mathematical formulation
A mathematical description of resuspension normal to the bed is now presented.
This will allow Es (rate of resuspension in the vertical ) to be calculated in terms of
the local bed slope and the rate of resuspension normal to the bed (denoted Esn ),
by suitably defining Υ in Equation 3.11. For simplicity, in this section it is assumed
that qB and qBL are zero.
Consider a point Pti = (yp , hp ) on the cross-section Cti at any given point in time
ti (Figure 3.4). Resuspension (directed normal to the bed) and deposition (in the
vertical) over a small time interval δt can be viewed as moving the point Pti to the
point Pti +δt on the new cross-section, denoted Cti +δt . The vector difference between
1
d
d
d
d
these two points will be 1−λ
(Esn E
dir + Ds Ddir ) ∗ δt, where Edir and Ddir are unit

vectors providing the direction of resuspension and deposition, Esn is the rate of
d
resuspension in the direction E
dir (m/s), and Ds is the date of deposition in the
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Figure 3.3: Several examples of bank undercutting at Yalimbah Creek. Such
undercuts are rarely very wide, because the upper layer will break off from the
bank and fall into the water. The fact that undercuts exists supports the idea that
resuspension should be directed normal to the bed, rather than in the vertical.
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Figure 3.4: The evolution of the channel cross-section, assuming that resuspension
is directed normal to the bed. Cti is a portion of the cross-section at time ti , on which
Pti is a single point. Over the time interval δt, resuspension and deposition cause
the cross-section to evolve into the cross-section Cti +δt . In particular, the point Pti
can be thought of as ‘moving’ to the point Pti +δt by the processes of resuspension
(normal to the bed) and deposition (in the vertical).
d
direction D
dir . Note that:

d
E
dir = (sin θ, − cos θ)
d
D
dir = (0, 1)

(3.18)
(3.19)

where θ is the local lateral bed slope. In the limit as δt → 0 it follows that:
(1 − λ)

d
(yp , hp ) = Esn (sin θ, − cos θ) + Ds (0, 1)
dt

(3.20)

This ‘normal resuspension ’ bed evolution equation (Equation 3.20) applies to every
point on a cross-section, and so can be used to model the evolution of a set of points
approximating the cross-section.
Although Equation 3.20 can be used for calculation in the absence of bedload, it
is convenient to rearrange it into a form that is more similar to the standard sediment
continuity equation, so that it can be easily integrated into existing morphodynamic
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models. This is done via a technical argument in Appendix B.1, and results in the
following partial differential equation:
∂h
(1 − λ)
= −Esn
∂t

s

∂h 2
1+
+ Ds
∂y

(3.21)

Note that if Esn = M(τ −τe ), then this is equivalent to Equation 3.9 without bedload
if the parameter Υ in Equation 3.11 is defined as:
Υ=

s

1+

∂h 2
∂y

(3.22)

Thus, Υ can be used to direct resuspension normal to the bed (Equation 3.22), or
in the vertical (Υ = 1).
3.2.2.5

The post-depositional effects of burial and time on τe

In the previous chapter (Section 2.6.1) it was shown that the model of Fagherazzi
and Furbish (2001) predicted wider, shallower transient cross-sectional shapes when
it included a model for the increase in τe due to burial. Without this, the crosssections became very deep and narrow. The model supposed that τe at any point
in the bed was proportional to the maximum depth at which that point had been
buried. In this section the experimental evidence for post-depositional changes to
τe is reviewed, and some parametrizations are described.
Variation in τe with depth
Experimental studies of cohesive sediment erosion commonly find that τe increases
with depth in the upper few cm (or even few mm) of the bed, both in laboratory
flumes (Parchure and Mehta, 1985;Krone, 1999; El Ganoui et al., 2004, 2007) and in
the field using portable flumes (Droppo and Amos, 2001; Sandford and Maa, 2001;
Debnath et al., 2007a). These studies have observed that when a cohesive bed is
subject to a bed shear higher than τe , it will initially erode, but over time the rate
of resuspension tends to decrease to undetectable levels. This behaviour is known as
‘depth limited’ or ‘Type 1’ erosion, and is assumed to reflect an increase in τe with
depth in the bed. Empirical results suggest that the rate of increase in τe is highest
at the surface, and gradually decreases at greater depths (e.g. Parchure and Mehta,
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1985; Sandford, 2008; Figure 3.5). The alternative case in which the resuspension
rate and τe are approximately constant with depth is classified as ‘Type 2’ erosion.
Apparently Type 2 erosion is more common for deeper sediment layers and higher
flow velocities, and in artificially placed beds which are homogeneous with depth,
whereas Type 1 erosion is most common in the upper few millimetres of the bed
(Parchure and Mehta, 1985; Gomez and Amos, 2005).
Most studies reporting ‘depth limited’ erosion have only investigated the upper
few centimetres of the bed. For long-term modelling purposes, it is important to
know whether the increases in τe with depth in the bed are restricted to these upper
few centimetres, or if they continue at greater depth. While there is much less data
pertaining to this question, Bale et al. (2007) measured τe throughout the upper
0-15 cm of the bed in the Tamar estuary. Figure 3.5 depicts the downcore changes
e
e
against depth, estimated using Bale et al.’s (2007) data. Notice how ∂τ
is
in ∂τ
∂z
∂z
mostly negative in the upper 3.5 cm of sediment, which indicates an increase in τe
e
with depth there. Below 3.5 cm depth, ∂τ
is close to zero. Thus, this data does not
∂z
evidence an increase in τe with depth below the upper few centimetres of the bed.

Although the τe measurements alone do not provide evidence of increases in
τe with depth below ≃ 3.5 cm, Bale et al. (2007) nonetheless suggested that such
increases occur at greater depths. This inference was based on 1) a measured increase
in density with depth in some 70 cm long cores from seaward regions of the estuary,
combined with 2) a modest correlation between τe and density in the upper 15 cm
of sediment. Although τe was not measured at greater depths, these observations
suggest that further increases in τe may occur at greater depths of burial, where
compaction induces higher sediment densities that are associated with higher τe
(Bale et al., 2007).
The inferences of Bale et al. (2007) are supported by earlier laboratory studies
of artificially reconstructed muddy cores. Jepsen et al. (1997) measured bulk
densities and erosion rates for a range of shear stresses through cores up to 80 cm
long. They found that for a given shear stress, the erosion rate exhibited a general
decrease downcore, while the bulk density exhibited a general increase. They also
demonstrated a strong decreasing relationship between bulk density and erosion
rates for a given imposed shear stress. Although these authors did not attempt to
measure τe , their results are qualitatively consistent with the increased resistance to
erosion of sediment downcore, even beyond the upper few centimetres of the bed.
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Figure 3.5: Plot of ∂τ
against depth, for each core analysed by Bale et al. (2007).
∂z
Lines connect points on the same core. The derivatives were estimated using a first
order finite-difference on consecutive points down each core, and the depth is taken
e
is mostly negative in the
to be the average depth of those two points. Notice how ∂τ
∂z
upper 3.5cm of sediment (median = -2, 95% confidence interval [-6, -0.2], calculated
following the non-parametric method described in Helsel and Hirsch, 2002). Thus
e
τe increases with depth. Deeper in the bed, ∂τ
is not obviously different from zero
∂z
(median=0.25, 95% confidence interval [-0.5, 1.25]). Based on data reported in Bale
et al. (2007).
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Variation in τe with time
In addition to the increase in τe caused by burial, a number of laboratory studies have
demonstrated that a remoulded cohesive bed will increase in τe following several days
of consolidation (e.g. Parchure and Mehta, 1985; Quaresma et al., 2004; Lundkvist
et al., 2007). Interestingly, the magnitude of this increase is strongly affected by
biological activity, as demonstrated experimentally by varying the bed’s exposure
to light, antibiotics and bleach (Quaresma et al., 2004; Lundkvist et al., 2007).
The above experiments are limited to time-scales of a few days, and less is
known about changes in τe on longer time-scales. Sediment consolidation apparently
continues for months to years following deposition (Hamm and Migniot, 2004; Fiot
and Gratiot, 2006; Guang-ming et al., 2007), and given the reported increasing
relation between sediment density and τe (e.g. Amos et al., 2004; Bale et al., 2007),
it seems likely that long-term consolidation leads to slow increases in τe . However,
further measurements are required to clarify the importance of this.
Models of increasing τe with depth and/or time
Most models which account for changes in τe do not explicitly include temporal
variations, other than those caused by sedimentation (burial). In several models
the cohesive bed is divided into a number of vertical layers, and τe in each layer is
determined by that layer’s depth of burial (Fagherazzi and Furbish, 2001; Neumier
et al., 2008; Hung et al., 2009). For example, Fagherazzi and Furbish (2001) assumed
that in any given bed layer, τe was linearly related to the maximum depth of sediment
which had been deposited above it. This assumption does not fit well with the
experimental evidence suggesting rapid changes in τe in the upper portion of the
bed, and slow changes (if any) in τe below this. A more realistic model of this
type could assume a rapid rate of change of τe with depth of burial in the upper
portion of the bed, and relatively little change below this. For example, the default
version of Neumeier et al.’s (2008) cohesive sediment transport model assumed that
τe increases (at an exponentially decaying rate) with depth below the surface, thus
limiting the maximum τe attained at depth.
Sandford (2008) proposed a more complex, though also heuristic, model of
the evolution of a cohesive bed, which attempted to account more rigorously for
the temporal evolution in τe due to consolidation, swelling, biological activity,
resuspension and deposition. The change in τe and bed density over time were
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modelled as moving exponentially toward an equilibrium value. For example, τe at
any point in the bed evolved as:
∂τe
=
∂t

(

rc [τe∗ − τe ] if τe < τe∗
rs [τe∗ − τe ] if τe > τe∗

(3.23)

where τe∗ is the ‘equilibrium’ critical shear stress (Pa) (which will depend on the
mass and composition of sediment deposited above this point in the bed), rc is the
rate of consolidation (s−1 ), and rs is the rate of swelling (s−1 ) (rc >> rs ). A similar
equation was used to model the evolution of density.
The potential advantage of this type of model is that it explicitly accounts for the
time taken for τe to adapt to burial and consolidation, which may have significant
morphodynamic consequences. However, the model requires that the τe∗ and density
profiles can be specified (e.g. as a function of the degree of burial of the sediment).
This must be done empirically for different field sites (Sandford, 2008), because as
yet no general model of this equilibrium behaviour exists.
In the present chapter the morphodynamic effect of a simple model relating τe
to the depth of burial will be investigated (Section 3.4.3). It will be assumed that τe
increases linearly with the maximum depth of sediment burial, up to some maximum
τe value. Thus, the model is similar to that used by Fagherazzi and Furbish (2001),
except it does not allow τe to increase indefinitely. In future, it would be interesting
to consider the effects of a more strongly time-dependent τe model on predictions of
channel cross-sectional shape.
3.2.2.6

Bedload and downslope sediment transport

In the previous chapter (Section 2.5, Chapter 2), it was pointed out that many
models of suspended-load dominated landforms have included a ‘bedload type’
downslope sediment transport, so as to get sensible model predictions. In order
to investigate the effect of such treatments on predictions of channel cross-sectional
form, a parametrization of downslope sediment transport is included in the present
model. Typical treatments of this process are first reviewed, followed by evidence
suggesting the importance of bedload transport in cohesive sediments. Finally, the
mathematical formulation used in the present model is presented.

68

Extensions of the ‘continuous cross-section’ tidal models
Downslope transport in noncohesive sediments
Most models of downslope bedload transport predict that the direction of sediment
transport deviates from the direction of applied bed shear by an angle β which is
related to the local slope, sediment properties, and the ratio of the applied shear
stress to the critical shear stress (Parker, 1984; Ikeda, 1989; Sekine and Parker,
1992; Talmon et al., 1995; Ruther and Olsen, 2007; Abad et al., 2007). In an early
treatment of this process, Engelund (1975) suggested that on a bed sloping only
perpendicularly to the flow, the tangent of β should be proportional to this slope.
Thus, the lateral bedload transport qBL can be approximated as:
qBL = qB tan β = qB (−G

∂h
)
∂y

(3.24)

where qB is the rate of transport in the longitudinal direction, and G is a scale
factor.
Parker (1984) later suggested that G was a function of the bed shear:
G = rb

r

τe
τ

(3.25)

where rb is a constant reflecting several statistical properties of the sediment (Ikeda,
1989). This equation was tested in a wind tunnel by Ikeda (1989) and found to give
satisfactory results. Variants of the above model (often generalized to arbitrarily
sloping beds) have been incorporated in a large number of morphodynamic models
(e.g. Ikeda and Izumi, 1991; Kovacs and Parker, 1994; Marciano et al., 2005;
Duan and Julien, 2005; Apsley and Stansby, 2008). Despite their common use
and important role in allowing morphodynamic models to predict equilibrium
morphologies, downslope transport equations are presently not considered to be very
reliable (Mosselman, 2005), which may in part be due to scale differences between
the field and laboratory conditions in which the relations are validated.
Conventionally, downslope transport is assumed to affect only the bedload
fraction of sediment in transport (e.g. Ikeda and Izumi, 1991; Duan and Julien,
2005; Abad et al., 2007). The bedload fraction increases with the particle size
and decreases with the applied shear stress (e.g. Roberts et al., 2003) . van Rijn
(2007) suggests the bedload flux may be < 1% of the total flux for disaggregated
particles in the silt and clay range, although experimental data is scarce. Because
suspended-load is rarely in contact with the bed, it is usually assumed not be subject
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to downslope gravitational effects.
However, experimental and modelling work suggests that there may be some
relation between suspended-load transport and the rate of downslope transport
(Talmon et al., 1995; Talmon and Weisemann, 2006). The latter studies report on
flume experiments designed to estimate the parameter G in Equation 3.24, under
conditions of both bedload and mixed bedload and suspended-load transport. In
these experiments, a longitudinally uniform sand bed (with a ‘cosine shaped’ lateral
profile) is subject to a steady flow which causes the bed to flatten. The time this
takes can be used to estimate G in Equation 3.24.
Talmon et al. (1995) and Talmon and Weisemann (2006) found that, if it is
assumed that only bedload is involved in downslope transport (Equation 3.24),
then G is systematically higher in most experiments involving a higher proportion
of suspended-load. Alternatively, if it is assumed that both suspended-load and
bedload are affected by downslope transport, a modified form of Equation 3.24 may
be developed:
qT L = qT tan β = qT (−Gtotal

∂h
)
∂y

(3.26)

where qT L is the total rate of lateral sediment transport, qT is the total rate of
longitudinal sediment transport, and Gtotal is a parameter that can be measured in
bed levelling experiments. Given these assumptions, the data collapses relatively
well (Figure 3.6).
A theory which might explain this result is presented by Talmon and Weisemann
(2006). Their explanation requires the estimation of several parameters that are
difficult to measure, and to make those estimates, they use the data that the theory
is trying to explain. Thus, further experimental work is required to determine the
predictive ability of this theory.
Bedload transport in cohesive sediments
The above studies were all conducted in non-cohesive sediments. However, recent
in situ and flume studies in cohesive sediments question the assumption that fine
sediments are predominantly transported in suspension (Smith, 1998; Roberts et
al., 2003; Debnath et al., 2007a,b; Schieber et al., 2007; Lick, 2008). The latter
studies all found significant bedload transport (in the form of aggregates) in fine
cohesive sediments. Because most models of mud transport do not account for
bedload transport, it would be expected that such models will under-predict the
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Figure 3.6: Estimates of Gtotal from bed levelling experiments, plotted against
the Shields number θ = τ /((ρs − ρ)gd50 ). The grain size refers to the median or
the mean grain size (Talmon and Weisemann, 2006). The√bedform type was either
√
ripples or dunes. The straight lines denote Gtotal = 1.1/ θ and Gtotal = 0.45/ θ.
After Talmon and Weisemann (2006).
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downslope transport component.
Smith (1998) conducted flume experiments on meander formation in cohesive
sediments, consisting of varying proportions of fine silt and clay sized particles.
These particles transported as silt and fine sand sized aggregates with an estimated
mean size of 35 ± 14µm, with water velocities ranging from 15-25cm/s. The
descriptions of the experiments, in which high sinuosity meanders formed, stress
that point bars formed mainly from bedload, while suspended-load appeared to
help secure the point bars in place (Smith, 1998).
Debnath et al. (2007a) studied the erosion behaviour of natural cohesive muds
at a number of field sites in both fresh and salt water. Using an in situ flume at
a large number of field sites, they simultaneously measured the rates of vertical
bed erosion and sediment resuspension induced by various applied shear stresses.
The difference between these two quantities can be used to estimate the rate of
erosion into bedload transport. On average, the proportion of eroded material which
travelled as suspended-load (as opposed to bedload) increased with the applied
shear stress before converging to a value of ≃ 1/2 at an applied shear of ≃ 0.5
Pa. Typically, more bed material was eroded into bedload transport than into
suspended-load transport.
These results are consistent with two flume erosion experiments conducted by

Roberts et al. (2003), using cores taken from natural estuarine muds. These authors
estimated that 67% and 47% of the eroded material was transported as bedload
(rather than suspended-load) at applied shear stresses of 1 and 2 Pa respectively.
Regarding these natural muds, Roberts et al. (2003, p 868) noted that;
Visual inspection revealed that the sediments eroded primarily in
aggregate form, ranging in size from ∼0.1 to 10 mm, and transported
primarily as bedload. In addition, these aggregates generally maintained
their size and shape as they tumbled down the channel. This was
distinctly different from the fine quartz sediments that were weakly
cohesive and quickly broke into individual particles after aggregate
erosion.
Schieber et al. (2007) experimentally studied the transport of mud in a racetrack
style flume, which was specifically designed to avoid the destruction of mud floccules
(which are destroyed if centrifugal pumps are used in the flume). Sediment
concentrations were low (0.03-2 g/L). The mud was added to the flume at flow
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velocities of 50cm/s, which were subsequently stepwise reduced. Floccules of size
0.1-1 mm were observed to form within minutes of the addition of sediment in the
flow, travelling along the bottom of the flume. As the velocity was further reduced,
patches of floccules would form on the bed, and these migrated slowly downstream
as bedload ripples. Many of the sedimentary structures produced by these migrating
floccule patches are analogous to those formed by bedload transport in sandstones
(Schieber et al., 2007).
Mathematical formulation
The above studies suggest that bedload transport may be of importance even in
fine sediments, in conflict with the often made assumption that all fine sediment
is transported in suspension. Combined with the uncertainty surrounding the
appropriate downslope transport coefficients, this may explain why some numerical
models of landforms in fine sediment have needed to greatly increase downslope
transport rates in order to get satisfactory predictions (Section 2.5, Chapter 2).
Due to its potential importance, a mathematical treatment of downslope bedload
transport is presented below.
Using Equation 3.24, Talmon et al. (1995) suggested that in field applications,
G should be computed as:
G = (1/9)[(Y − h)/d50 ]

0.3

and thus:
qBL = −qB G

r

∂h
∂y

(ρs − ρ)gd50
τ

(3.27)

(3.28)

Equation 3.28 requires a closure for qB . Unfortunately there is presently no
established relation for muddy sediments. The cohesive sediment experiments
(described above) do not permit the straightforward development of a bedload
equation, because their measurements relate to the transport behaviour of initially
eroded material, rather than the flux of sediment in bedload transport. This problem
represents an important challenge for future experimental work.
However, van Rijn (2007) proposed a general bedload transport formula, and
suggested that the bedload transport rates for materials < 62 µm may be
approximated as equal to that of 62 µm material, reflecting the aggregation
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properties of fine sediments. In this case the equation is:
′
qB′ = 0.5dsand D∗−0.3 (τcw
/ρ)0.5 T

(3.29)

where qB′ is the rate of bedload transport in the direction of bed shear on a flat bed in
units m3 /(m/s), dsand = 0.000062 m is the size of particles at the sand-silt boundary,
D∗ = d50 [(ρs /ρ−1)g/ν 2 ]1/3 is a dimensionless particle size, d50 is the median particle
′
size (m), ν is the kinematic viscosity of water (≃ 10−6 m2 /s), τcw
is the grain
′
related bed shear stress due to both currents and waves (Pa), T = (τcw − τe )/τe is a
dimensionless excess shear stress, and τe is the critical shear stress (Pa) for erosion.
′
The use of τcw
instead of τ in Equation 3.29 reflects the fact that the overall
shear stress is the sum of the grain shear stress (which affects bedload transport) and
bedform associated form drag (van Rijn, 2007). As bedforms are strongly supressed

in cohesive beds (e.g. Banasiak and Verhoeven, 2008), here it will be assumed that
′
τ ≃ τcw
.
To generalize Equation 3.29 to a laterally sloping bed, suppose that:
qB = qB′ Υ

(3.30)

where Υ is a scale factor.
q As with resuspension, it is reasonable to assume either
Υ = 1, or that Υ = 1 + ( ∂h
)2 (Section 3.2.2.4). The latter assumes that the
∂y

rate of bedload transport scales with the length of the bed (Apsley and Stansby,
2008), whereas the former, more common approach assumes that it scales with the
horizontal length of the bed. In this thesis the value of Υ will always be stated, and
will be the same for bedload transport and resuspension (Section 3.2.2.4).
In the case of a longitudinally uniform channel:
∂qB
=0
∂x

(3.31)

since there are no longitudinal gradients in sediment transport. In the more general
case in which the channel is non-uniform (and possibly evolving) in the longitudinal
b
has to be assumed. Siviglia and Toffolon (2007) suggested the
direction, ∂q
∂x
approximation:
∂qB
qb ∂Qb
≃
(3.32)
∂x
Qb ∂x
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Figure 3.7: Definition diagram for the finite-difference
method. The channel is


represented by an ordered sequence of points yi , hi at which the values of Ud2 are
calculated.
where:
Qb =

Z

Bl

qb dy

(3.33)

Bh

is the cross-sectionally integrated rate of bedload transport (m3 /s). A Quasi 2D
model based on this approximation was found to compare well to the results of a
fully three dimensional model in a number of idealised tests (Siviglia and Toffolon,
2007).
B
In this chapter it will be assumed that ∂q
= 0. However, later in the thesis
∂x
Equation 3.32 will be used to model non-uniform channels.

3.3

Finite-difference computation

3.3.1

Numerical solution of the hydrodynamic model

If all the parameters in Equation 3.7 except Ud are known, then it may be solved
numerically. In the present study, the solution was calculated using the finitedifference method.
The cross-section is discretized into a grid of N points with y values
y1 , y2 , · · · , yi , · · · , yN , at which the values of the depth and other parameters are
known, and at which the values of (Ud2 )i are sought (Figure 3.7). The derivative
terms in Equation 3.7 are approximated using standard approaches, which allow
Equation 3.7 to be approximated as a system of linear algebraic equations.
The bed slope is approximated as:
∂h
1
( )i ≃
∂y
yi+1 − yi−1

hi+1 − hi
hi − hi−1
(yi − yi−1 ) +
(yi+1 − yi )
yi+1 − yi
yi − yi−1
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The right hand side derivative term is approximated by first defining:
d2
Ψi = ρΛ i
2

r

fi
8

(3.35)

The finite-difference approximation is then:
"

∂
d2
((ρΛ
∂y
2

r

f ∂Ud2
)
)
8 ∂y

#

i

"
(U 2 )i+1 − (Ud2 )i
1
≃
0.5(Ψi + Ψi+1 ) d
0.5(yi+1 − yi−1 )
yi+1 − yi
#
(U 2 )i − (Ud2 )i−1
−0.5(Ψi−1 + Ψi ) d
(3.36)
yi − yi−1

The above difference approximations are commonly used in the literature (e.g.
Manteuffel and White, 1986; Hundsdorfer and Verwer 2003 p 82,265). The slope
approximation is second order accurate (Manteuffel and White, 1986), meaning that
the numerical solution converges quadratically to the real solution as N increases,
provided that the real solution is appropriately smooth. The approximation in
Equation 3.36 is second order accurate on a uniform grid (Hundsdorfer and Verwer
2003 p 81-82). Further, if Ψ is constant, it is second order accurate on a non-uniform
grid which is ‘smoothly varying’ such that ∆i − ∆i+1 = O((∆y)2). Otherwise it may

be first order accurate, i.e. converging linearly with N (Hundsdorfer and Verwer 2003
p 265). Uniform grids were used for all computations in this chapter, though for
efficiency reasons, non-uniform grids are introduced later in the thesis (Chapter 6).
3.3.1.1

Boundary conditions

The numerical boundaries of the model are submerged points at the edges of the
channel, denoted ybl and ybh respectively (ybl < ybh ). Their neighbouring points
ybl−1 and ybh+1 are dry. Obviously, the location of the numerical boundaries will
vary depending on the water elevation Y .
To implement the boundary condition, the exact y-values at which d = 0 to
the neighbouring the numerical boundaries (denoted y0l and y0h ) are calculated by
assuming a linear variation of the bed between ybl and ybl−1 (and similarly for the
other side). At these points, Ud = 0. These values are used to compute Equation 3.36
at the boundaries.
An alternative method of treating the boundaries, which is not used in the present
study, but is commonly used in the literature, is to set Ud = 0 at the numerical
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boundary points ybl and ybh . This approach is not used in the present study, because
it suffers from several important technical problems. One problem is that it has poor
convergence properties near the channel banks in comparison to the method used in
this study (Figure 3.8).
A more important problem is that if Ud = 0 at the numerical boundary points
ybl and ybh , then τ will also be zero there (Equation 3.4). In some situations when
the model is used for morphodynamic computations, this will prevent the bed model
from converging to the correct solution.
This happens because even though Ud must approach zero towards the boundary
(due to the effects of molecular viscosity), it is sometimes possible for τ = ρ f8 Ud2
to approach a non-zero constant towards the boundary. Mathematically, this
requires that f is increasing towards ∞ as the depth approaches zero, at a rate
that is sufficiently rapid to counteract the decrease in Ud2 . This is possible with a
Manning friction closure, a non-zero dimensionless eddy viscosity, and a suitable
bed geometry. Physically, the phenomena of τ approaching a non-zero constant
towards the boundary is predicted by other hydrodynamic models (e.g. Pizzuto,
1991; Wobus et al., 2008), and is observed in flume channels with steep walls (e.g.
Pizzuto, 1991; Bousmar and Zech, 2004; Kean et al., 2009). However, if Ud is forced
to zero at the computational boundary in the model, then this behaviour will not
be predicted.
This can be important in practical cases. For example, later in this chapter,
steady-state solutions are calculated for a model with constant cb , a Manning friction
closure, and resuspension directed in the vertical (Section 3.4.1.1). It can be shown
analytically that steady-state solutions of this model require τ to be a positive
constant everywhere in the channel. Using the boundary condition in the present
study, this solution can be correctly approximated. However, if Ud is forced to zero
at the computation boundaries, then τ = 0 there, and the analytical solution is
never satisfied. In this case the model will not converge to the correct solution,
which highlights the importance of correctly treating the boundary conditions.
3.3.1.2

Numerics

When substituted into Equation 3.7, the above approximations result in a tridiagonal
system of linear algebraic equations for the unknowns (Ud2 )i , i = 1, · · · , N. This
can be solved using standard matrix algorithms. In the present study, the routine
DGTSVX from the matrix library LAPACK was used (Anderson et al., 1999). The
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Figure 3.8: A comparison of the convergence properties of different numerical
boundary conditions for Equation 3.7. The cross-section in the top of the figure was
forced with a discharge of 8 m3 /s, using different numbers of points N to discretise
the cross-section. Parameter values were λ = 0.24, Manning’s n = 0.03, CDV = 0,
and ρ = 1026. The convergence properties of the boundary condition used in this
study, and an alternative boundary condition which is often used in the literature,
are examined in the plots below. Notice that while both methods converge to the
same solution, the method in this study converges much more quickly than the
alternative method. The latter is very inaccurate with 500 points.
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correctness of the finite-difference algorithm was checked with a range of tests,
including by comparison with an analytical solution for a trapezoidal channel with
constant friction factor (Shiono and Knight, 1991).
The solution procedure implies that at the beginning of the computation, both
the water level and the friction slope Sf are known. However, often the discharge
Q may be known instead of Sf . This case can be simply solved also, as explained
below.
Suppose that the water level and friction factors are known, and that when
Sf = Sf 1 then Ud1 (y) is the corresponding distribution of depth-averaged velocity.
Then if the friction slope is changed to Sf 2 = αSf 1 where α is any positive
√
constant, it follows from the linearity of Equation 3.7 that Ud2 (y) = αUd1 (y) is
the corresponding distribution of depth-averaged velocity. Thus, if the topography,
friction coefficients, and the water level are fixed, then the shape of the velocity
distribution is entirely determined, with the value of Sf only altering this distribution
by a constant multiple.
Therefore, to compute the velocity distribution in the case that water level and
Q are known, any arbitrary positive value of Sf may be used to calculate the shape
of the distribution of Ud . By the reasoning above, the correct distribution of Ud
differs from this by a constant multiple, which may be calculated by ensuring that
Equation 3.8 holds.
In this case the actual value of the friction slope term Sf could be back calculated
by integrating Equation 3.7 over the lateral coordinate y (although this is not
necessary for the solution of Equation 3.7). Integration of Equation 3.7 gives the
following formula for Sf :
Z

Bh
Bl

f
ρ Ud2
8

s

1+(

∂h 2
) + ρCDV Ud2 d dy = ρgSf A
∂y

(3.37)

A useful feature of this method is that it does not require any iteration to ensure
consistency between the velocity distribution, discharge, and friction slope. Pizzuto
(1990), Fagherazzi and Furbish (2001) and D’Alpaos et al., (2006) used iteration
to achieve this consistency, although application of the above reasoning to their
equation shows that a similar shortcut can be applied.
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3.3.2

Numerical solution of the steady-state cb equation

Equations 3.13-3.16 are solved numerically using the same grid of N points as
described in Section 3.3.1. Both terms in Equation 3.13 are approximated as a
weighted average of simple first-order forward and backward numerical estimates:
 ∂ζ 
∂y

i


ζ − ζ
ζi − ζi−1
1
i+1
i
(yi − yi−1 ) +
(yi+1 − yi )
=
yi+1 − yi−1 yi+1 − yi
yi − yi−1
 ∂h 
h ∂h 
1
cb
=
cb
(yi − yi−1 ) +
∂y
(yi+1 − yi−1 ) ∂y
i
i+1/2
i
 ∂h 
cb
(yi+1 − yi )
∂y
i−1/2

where:

 ∂h 
hi+1 − hi
cb
= ((cb )i+1 + (cb )i )
∂y
yi+1 − yi
i+1/2

(3.38)

(3.39)

(3.40)

where ζi is evaluated using Equations 3.14 and 3.15, with τ , h, and cb evaluated at
yi .
3.3.2.1

Boundary conditions

At the numerical boundaries (ybl and ybh ), Equations 3.38 and 3.39 are modified as
follows. The exact locations where d = 0 (denoted y0l and y0h ) are estimated by
assuming a linear variation in the bed between ybl and ybl−1 for y0l (and similarly
for the other side). y0l is used instead of ybl−1 in Equations 3.38 and 3.39. It is also
assumed that ζ(y0l) = ζ(y0h ) = 0, which must be true since ζ is a depth-integrated
quantity.
If the above results are combined with Equations 3.13 and 3.38, then the following
approximation can be derived:
 ∂h 
cb
≃ −ζbl /(ybl − y0l )
∂y
(bl+0l)/2

(3.41)

This condition is employed at the lower boundary, and the analogous condition is
used at the higher boundary.
Because Equation 3.13 is linear, one value of cb in the centre of the channel is
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forced to a given value:
cb (channel centre) = constant > 0

(3.42)

This constant determines the magnitude of the suspended-sediment concentration
in the channel. Its value will be stated in each simulation.
3.3.2.2

Numerics

When the above approximations are substituted into Equation 3.13, they result in a
tridiagonal matrix equation for the (cb )i . This can be solved using the same matrix
methods as described in Section 3.3.1. The correctness of the resulting algorithm was
checked with a range of tests, including by comparison with an analytical solution
(Equation 3.17).
In some instances, it is possible for this approximate solution to produce negative
values of cb in regions of the cross-section with very small depths. The magnitude of
these negative cb values is typically be very small (< 10000 times smaller than the
largest cb value), as it reflects discretization and round-off error. In these instances,
the small negative cb values were replaced with zero.

3.3.3

Numerical solution of the bed continuity equation

The bed continuity equation (Equation 3.9) is solved using finite-differences, with
a semi-implicit time stepping scheme. Following the notation in Section 3.3.1, the
cross-section is discretized into N spatial points, while the time period over which
the model is run is discretized into K time steps t1 , t2 , · · · , tk−1 , tk , tk+1 , · · · , tK−1 , tK .
b
In order to advance the scheme from time tk to time tk+1 , the terms Es , Ds and ∂q
∂x
are evaluated at time tk for every grid point i, while the time derivative is evaluated
for every grid point as:

 ∂h k
∂t

i

hk+1
− hki
i
≃ k+1
t
− tk

(3.43)

where the hki notation denotes h evaluated at the kth time step and the ith grid
point.
A mixed time discretization is used to approximate

∂qBL
.
∂y

This has the advantage

of enhancing the stability of the scheme, while maintaining computational simplicity.
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Using Equation 3.28, the approximation is:
h
 ∂h k+1/2
∂  ∂qBL k
1
≃
(qB G)ki+1/2
∂y ∂y i
2(yi+1 − yi−1 )
∂y i+1/2
 ∂h k+1/2 i
− (qB G)ki−1/2
∂y i−1/2

(3.44)

Notice how in Equation 3.44 the bed slope term is evaluated at time step k + 1/2
instead of time step k. This gives the scheme added stability.
In Equation 3.44, the terms (−qB G)ki+1/2 are evaluated in an upwind biased
fashion. Firstly the values of (−qB G)ki are evaluated at every spatial point i. Then,
a parabola is fit through (y, qB G) at three points neighbouring i + 1/2, and the
value of (−qB G)ki+1/2 is calculated by interpolation on this parabola. The choice of
the three neighbouring points depends on the local lateral bed slope at time step k,
which makes the method upwind biased. If the slope is negative, then the points
i − 1, i, i + 1 are used, while if the bed slope is positive then i, i + 1, i + 2 are selected.
If the bed slope is exactly zero, and at the boundaries of the computational domain,
(i.e. between the bounding submerged points and their neighbouring dry points),
linear interpolation is used instead of parabolic interpolation.
k+1/2
A related upwind method is used to estimate ( ∂h
)
in Equation 3.44, using
∂y i+1/2
the relation hk+1/2 = 0.5(hk +hk+1 ). A parabola is interpolated through three points
neighbouring i + 1/2 in the same upwind fashion as described above. The derivative
of h at i + 1/2 is then estimated as the corresponding value of the derivative on that
parabola.
3.3.3.1

Boundary conditions

It is assumed that qB is always zero on dry points.

If bedload transport is

occurring at the numerical boundaries, then in order to conserve mass, the dry
points neighbouring the numerical boundaries (ybl−1 and ybh+1 ) will have their h
value reduced, to balance the bedload moving down slope toward the numerical
boundary from the waters edge. As well as conserving mass, this has the advantage
of allowing the channel to widen, by re-introducing dry points back into the wetted
channel. Unrealistic results have been reported if dry points cannot be re-introduced
into morphodynamic computations (van der Wegen and Roelvink, 2008).
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3.3.3.2

Numerics

When the above approximations are substituted into Equation 3.9, a system of linear
algebraic equations for hk+1
is produced. The associated matrix has five non-zero
i
diagonals, and can be solved using the routine DGBSVX from the standard matrix
library LAPACK (Anderson et al., 1999). The correctness of the resulting algorithm
was confirmed by comparison with an analytical solution (see Section 3.4.2.1).

3.4

Steady-state solutions of some models

This section investigates the behaviour of several simple cases of the model at
= 0). These provide qualitative information on the effect of
steady-state ( ∂h
∂t
different hydrodynamic and sediment transport parametrizations on predictions of
channel form. Such information is very useful when analysing complex models,
for which it is impractical to numerically examine the effect of every different
parameter on the model output. By understanding qualitatively the effect of
different parametrizations in idealized cases, the modeller can more easily predict
which variables are likely to be important in any given situation.
For most model cases, analytical solutions are unavailable.
However,
approximate solutions are calculated numerically in every case using the methods
described previously. Starting from a given initial condition, the model can calculate
the evolution of the cross-section until a steady-state is reached (assuming a steadystate exists and is stable). These numerical solutions will be shown to be in close
agreement with analytical solutions, when the latter are available (Section 3.4.2.1).
In cases without an analytical solution, the convergence of the numerical solution
could still be checked by re-computing the solution with a different number of
points on the cross-section, and by starting the run from a different initial condition
(see Appendix B.2 for the two initial conditions which were used to initiate these
simulations). Except where explicitly stated, the steady-state solutions were not
affected by these adjustments, suggesting that the model had converged to the
correct solution.

3.4.1

Models without bedload or gradients in τe.

Suppose that the cross-sectional hydrodynamic model is forced by a constant
discharge and water level. No bedload transport occurs, and τe is constant. The
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effect of vegetation is ignored.
The basic equations of this model are thus:
f
ρ Ud2
8

s

r
∂ 
∂h 2
d2 f ∂Ud2 
1 + ( ) = ρgSf d +
(ρΛ
)
∂y
∂y
2 8 ∂y

(3.45)

and:

∂h
= Ds − Es
(3.46)
∂t
where a Manning friction parametrisation of f is used. The bed reaches a steadystate when ∂h
= 0 everywhere.
∂t
(1 − λ)

3.4.1.1

The effect of lateral momentum exchange, resuspension normal
to the bed, and a constant cb .

Under the above conditions, three aspects of the model are studied. Firstly, the
influence of lateral momentum exchange is investigated by setting Λ to either 0 (i.e.
no lateral momentum exchange), to 0.24 (a commonly used default value), or to 0.6
(a higher but plausible value) (Fisher, 1973). Secondly, the influence of resuspension
normal to the bed is investigated by setting either:
Es = M(τ − τe )
or (Section 3.2.2.4):

s

Es = M(τ − τe ) 1 +

(3.47)

∂h 2
∂y

(3.48)

Thirdly, the effect of a constant vs variable cb is investigated by either setting cb
to a constant, or by using the model for the lateral variation of cb described in
Section 3.2.2.2. In the latter case, the value of cb in the channel centre is set equal
to the value of cb in the constant case.
The solution of all models was calculated by solving Equations 3.45 and 3.46
using the previously described numerical methods. The model was forced with a
constant discharge (Q = 30 m3 /s). Unless stated otherwise, the parameter values
and initial conditions for the simulations are those given in Appendix B.2.
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Results with a small settling velocity (ws = 0.0004 m/s)
Steady-state solutions were found numerically for every case with Λ > 0. All of
the steady-state channels were fairly deep and narrow (Figure 3.9). Of all the three
factors varied in these simulations, Λ had the strongest effect on the channel form.
Channels with Λ = 0.24 had steady-state aspect-ratios of 2-2.6, while those with
Λ = 0.6 had aspect-ratios of 4-4.5 (Figure 3.9).
A smaller, but still noticeable effect was caused by varying the direction of
resuspension (Figure 3.9). Channels with resuspension directed normal to the
bed were slightly wider and shallower than those with resuspension directed in the
vertical, although this effect was less pronounced for the higher value of Λ.
When cb was set to a constant value, the steady-state channel shape was
almost identical as when the distribution of cb was computed using Equation 3.13
(Figure 3.9). It will be seen shortly that this is due to the low value of ws used in
these simulations (0.0004 m/s; Appendix B.2), which results in very weak lateral
gradients in cb .
All of the steady-state solutions described above had Λ > 0. However, no steadystate numerical solutions were found for any cases with Λ = 0. In those simulations,
the channels tended to continually deepen and narrow, without converging to a
steady-state. This suggests that possibly, no steady-state solution exists when Λ = 0.
In the case that cb is a constant, this is confirmed with an analytical argument
presented in Appendix B.3.1.
Results for higher settling velocities (ws = 0.002, 0.005 m/s)
As ws is increased, all channels shallow, and develop higher aspect-ratios. However,
this is much more pronounced in steady-state channels with variable cb versus
constant cb (Figure 3.10). The variable cb model produces wider, shallower steadystate channels for the two highest ws settings, with aspect-ratios (width / max
depth) of 4.2 (ws = 0.002 m/s) and 7 (ws =0.005 m/s). The constant cb channels
attained relatively low aspect-ratios, ranging from 2.5 to 3.7.
This behaviour may be explained by noting according to Equation 3.13, cb
becomes constant with depth as ws /ǫcz → 0. For example, when the simulation
with ws = 0.0004 m/s is at steady-state, cb is nearly constant throughout the
cross-section (Figure 3.10), and so the cross-sectional shape is similar to that with
constant cb . However, as ws increases, the change in cb with depth becomes more
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Figure 3.9: Steady-state cross-sectional shapes for models with lateral momentum
exchange, ws = 0.0004 m/s. Top panel: Λ = 0.24. Bottom panel: Λ = 0.6.
The black lines denote models with variable cb . The grey lines denote models with
constant cb , and have almost the same shape as their variable cb counterparts (so
are hard to distingush). The solid lines denote models for which resuspension is
directed normal to the bed, while the dashed lines denote models with resuspension
directed in the vertical.
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with different values of ws . Bottom: cb vs depth over the cross-section at equilibrium
in the variable cb cases. Notice how as ws increases, so does the slope of the cb vs
depth curve.
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Figure 3.11: Steady-state cross-sectional shapes using the variable cb model, and
ws = 0.002 m/s. As Λ is increased, the steady-state cross-section becomes wider
and shallower. This is also true if normal resuspension is used instead of vertical
resuspension.
pronounced (Figure 3.10). This causes lower rates of deposition in shallower parts
of the channel than in the centre. Since resuspension and deposition have to balance
at equilibrium, less deposition in shallower regions means that τ will be lower there.
Cross-sections with higher aspect-ratios tend to have relatively lower values of τ in
shallow regions than in the channel centre, because in such cross-sections, lateral
momentum exchange is less effective at transferring momentum from the deeper to
shallower regions. Thus, higher aspect-ratio channels are predicted when lateral
gradients in cb are more pronounced, as when ws is increased.
The solutions with the smaller value of ws (0.0004 m/s) showed that channel
widening and shallowing was also caused by increasing Λ, and directing resuspension
normal to the bed instead of in the vertical. This remains true for at higher settling
velocities (Figure 3.11). Further, as in the small ws case, it remains true that no
steady-state solutions were found when Λ = 0.
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3.4.1.2

The scaling of channel shape with discharge

This section considers the effect of discharge on the steady-state cross-sectional
shapes of two models. Unless stated otherwise, the parameter values and initial
conditions for all models are as described in Appendix B.2. The discharge is varied,
taking the values 30, 24, 18, 12, 8, 4, 2, 1 m3 /s.
One model is run with a constant cb , ws = 0.0004 m/s, Λ = 0.24 and erosion
normal to the bed. The other is similar except that it uses the variable cb model
(Equation 3.13) with ws = 0.002 m/s.
Results
All simulations produced steady-state channels. Those with constant cb had a shape
similar to the ‘Normal resuspension’ channel in Figure 3.9, with aspect-ratios ranging
between 2 and 2.6 (Figure 3.12). The variable cb model produced wider aspect-ratio
channels, in the range 3.5-4.3 (Figure 3.13).
Both cases exhibit a small increase in the channel aspect with discharge
(Figures 3.12 and 3.13). This is probably due to the reduction in f with depth
associated with the Manning friction closure. Indeed, if a constant value of f were
used instead of a Manning friction closure, then at least in the constant cb case, it can
be proved that if a steady-state channel exists at all, its aspect-ratio will not change
as the discharge is varied (Appendix B.3.2). However, the Manning friction closure
causes the velocity to increase slightly with depth (∝ d1/6 ) for a given shear stress.
Higher velocities enhance lateral momentum exchange, which previous simulations
suggest produces wider steady-state channels (Figures 3.9 and 3.11). Therefore, the
Manning friction factor should cause a slight increase in the channel aspect-ratio
with discharge, as is observed.
Note that a set of simulations with constant cb and f were also undertaken.
However, these cases turned out to be very numerically challenging, and it is not
clear if they permit the existence of a steady-state channel cross-sections. In these
simulations, the channel developed very steep banks, and after some time numerical
oscillations developed in the bed. These grew over time, rendering the numerical
solution invalid.

89

Cross-Sectional Shape in Muddy Channels: Analysis of Some . . .

2
0

z

−2
−4
−6
−8

90

95

100

105

110

y

Top Width / Max Depth

2.5
2.4
2.3
2.2
2.1

0

5

10

15

20

25

30

Discharge (m3/s)
Figure 3.12: Model with constant cb , ws = 0.0004 m/s. Top: The steady-state
channel shapes for each discharge (30, 24, 18, 12, 8, 4, 2, 1 m3 /s). Larger channels
carry a larger discharge. Bottom: The aspect-ratios of each channel depicted above.
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Figure 3.13: Model with variable cb , ws = 0.002 m/s. Top: The steady-state
channel shapes for each discharge (30, 24, 18, 12, 8, 4, 2, 1 m3 /s). Larger channels
carry a larger discharge. Bottom: The aspect-ratios of each channel depicted above.
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3.4.2

Models with bedload

In Section 2.5 (Chapter 2) it was noted that many models of suspended-load
dominated landforms have employed enhanced downslope bedload transport, in
order to produce more ‘realistic’ predictions. To better understand how bedload
influences channel shape, the model from the previous section is modified by
including downslope bedload transport in the sediment continuity equation.
In all of these models, longitudinal gradients in bedload transport are assumed
negligible. The discharge, water level, cb and τe are assumed to be constant, and
the effect of vegetation is ignored. Other parameter settings are the same as for the
above case, see Appendix B.2.
3.4.2.1

An analytical solution

An analytically solvable model is examined in this section. This model employs a
highly simplified ‘vertical depth’ model of bed shear:
τ = ρgdSf

(3.49)

At equilibrium, the bed adjusts so that resuspension, deposition, and lateral bedload
transport do not result in morphological change:
Ds − α1 (τ − τe ) +

∂
∂h
(K2 α1 (τ − τe ) ) = 0
∂y
∂y

(3.50)

Here K2 is a constant, representing the relative rate of lateral bedload transport vs
resuspension from the bed on a lateral slope of 1. The parameter α1 reflects various
constants in the bedload model. Equation 3.50 was derived from Equation 3.9
by using the simple model for G (Equation 3.25), the van Rijn bedload model
(Equation 3.29), directing resuspension in the vertical, and assuming that the rate
of bedload transport scales with the horizontal length of the bed (so Υ = 1 in
Equation 3.30).
The solution to Equations 3.49 and 3.50 is:
d=

(

−1 2
y
6K2

+

3Ds +2α1 τe
2α1 ρgSf

when ρgdSf > τe

0

otherwise

(3.51)

where y = 0 at the centre of the channel. This is a parabolic channel cross-section,
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Figure 3.14: Overplot comparing a set of analytical (line) and numerical (points)
solutions to the simplified bedload model. The agreement is excellent. The crosssectional dimensions become smaller as the discharge ranges through 30, 24, 18, 12,
8, 4 and 2 m3 /s. In all these models, the parameter settings are as described in
Appendix B.2. This implies that K2 = 15.02.
offset by vertical banks of height τe /(ρgSf ).
To test the accuracy of the numerical code, simulations were undertaken to
find steady-state solutions to this model. Cases were run with variable discharge
(Figure 3.14). The numerical code consistently found steady-state solutions to the
model, in agreement with the analytical solution (Figure 3.14). This provides good
evidence that the bed solver is behaving correctly.
It is interesting to note that as the discharge is increased, this model predicts
that the channel aspect-ratio decreases substantially. It can be shown that the model
predicts the following values for the channel centre depth dc and width B:
dc =

3Ds
τe
+
2α1 ρgSf
ρgSf

B=2

s

18K2 Ds
2α1 ρgSf
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Thus, the channel width scales with the square root of the centre depth
(Equation 3.52) minus the depth at the banks ( = τe /(ρgSf )):
r
τe
)
B = 2 6K2 (dc −
ρgSf
The discharge can also be calculated from the fact that Q =
Equation 3.49, assuming that τ = ρf /8Ud2 . The result is:
Q=

q
h
gSf 8/f

(3.54)
R Bl
Bh

ud dy using

p
3 2p
τe 3/2
) +
dc 6K2 arcsin[B/(2 6K2 dc )] + B/4 ∗ (
4
ρgSf
3
τe 1/2 i
)
dc B(
(3.55)
8
ρgSf

√
Using the previous relations, it can be shown that Q increases with K2 Sf−2 .
These relations provide an explanation for the increase in the channel aspect-ratio
as the discharge decreases. In the simulations in Figure 3.14, Q and K2 are imposed,
√
so the friction slope varies with ( K2 /Q)1/2 . The friction slope thus increases as
the discharge decreases. This causes the difference between the depth at the banks
and the channel centre to decrease (Equation 3.52). The width decrease with the
square root of this quantity (Equation 3.54), and thus more slowly than the channel
depth. Thus, the channel aspect-ratio is higher in smaller channels which carry a
lower discharge, all else being equal.
3.4.2.2

A more complex version

A more complex model with bedload is now considered. The basic model equations
are:
s
r
f 2
∂h 2
∂ 
d2 f ∂Ud2 
ρ Ud 1 + ( ) = ρgSf d +
(ρΛ
)
(3.56)
8
∂y
∂y
2 8 ∂y
(1 − λ)

∂h
∂qBL
= Ds − Es −
∂t
∂y

qBL = −qB G

∂h
∂y

(3.57)
(3.58)

van Rijn’s closure for qB is used (Equation 3.29), but with the rate of bedload
transport scaling with the length of the bed (Equation 3.30). Equation 3.27 is used
to calculate G. Further, resuspension is directed normal to the bed, Λ = 0.24, and a
Manning friction closure is used. These closures are more complex than those used
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Figure 3.15: Stable cross-sectional shapes of the complex bedload model. The
discharge takes the values 30, 24, 18, 12, 8, 4, 2, 1 m3 /s.
in the analytical model, especially in the treatment of bed shear, and of downslope
bedload transport (i.e. the model for G). They are closer to the types of closures
used in practical applications.
To determine the scaling of channel shape with discharge implied by this model,
the discharge is varied through 30, 24, 18, 12, 8, 4, 2, 1 m3 /s, while keeping all other
variables constant. Under these conditions, the steady-state channel shape attains
an aspect-ratio of ∼ 6 (Figure 3.15), and this shape is almost unaffected by changes in

the discharge (Figure 3.15), although obviously the channel size decreases for smaller
discharges. This near-constancy in channel shape contrasts with the predictions

of the analytical model, which exhibits a negative relation between the channel
aspect-ratio and the discharge (Figure 3.14). This difference may be attributed to
the treatment of bed shear in the more complex model. Indeed, further simulations
were carried out to investigate the impact of the simple model for G (Equation 3.25)
on the results of the complex model, and in these simulations the channel also
maintained a fairly constant aspect-ratio as the discharge was varied.
To assess the effect of changes in the rate of lateral bedload transport qBL ,
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Figure 3.16: Stable channel cross-sectional shapes as qBL is rescaled by a constant
multiple. The scaling factors used in these simulations are 0.02, 0.05, 0.1, 0.2, 0.5,
1, 2, 5, and 10.
simulations were undertaken with qBL rescaled by a constant multiple of the default
value, termed the ‘scale factor’ (Figure 3.16). As this scale factor is increased, the
channel widens and shallows, approaching a nearly trapezoidal form. The crosssection with the smallest scale factor (Figure 3.16) has a morphology similar to the
case without bedload (Figure 3.9), because lateral bedload is relatively unimportant
in this case. Increases in the scale factor cause the banks to steepen, and the bed to
flatten. This morphological adjustment partially offsets the increase in qBL caused
by increasing the value of the scale factor. This is because in all simulations at
steady-state, the channel banks have a shear stress only slightly above τe , whereas
in the central regions of the channel, the bed shear can be up to 45% greater than
this (e.g. Figure 3.17). Thus, most bedload transport occurs in the central regions
of the channel. As qBL is enhanced, the lateral bed slope in the central regions of
the channel decreases, leading to a reduction in qBL (which is proportional to the
lateral bed slope), and thus offsetting the increase in qBL due to the increased scale
factor.
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the banks is very close to the critical shear stress.
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The channel shape is also strongly affected by changes in cb . Simulations were
undertaken with a constant discharge (30 m3 /s), and the values of cb were varied
through 3.68, 1.35, 0.50 0.18, 0.07, 0.02 g/L. (Note that in the mathematical model,
cb typically has dimensionless units m3 /m3 , however, for descriptive purposes g/L
seems more intuituve). Figure 3.18 illustrates that changing cb has a dramatic effect
on the channel form. Channels with a higher cb are shallower, and have a higher
aspect-ratio. For example, as cb is increased from 0.07 to 0.5 g/L, the aspect-ratio
increases from ≃ 5 to ≃ 10 (Figure 3.18). Aspect-ratios as greater than 20 were
predicted for the two highest cb values.
Given that in this model, increasing cb has the same effect as increasing ws
(because they both act only on the deposition rate according to Ds = ws cb ), similar
increases in the channel aspect-ratio would be expected if ws were increased instead
of cb . It is worth noting that most simulations in this chapter have been undertaken
with a very low value of ws (= 0.0004 m/s). While this value is appropriate for very
fine, cohesive sediment (e.g. Fagherazzi and Furbish, 2001; D‘Alpaos et al., 2006),
coarser silt and sand particles have much higher settling velocities. All else being
equal, channels formed in such sediment would be expected to have much higher
aspect-ratios than those formed in sediment with a lower settling velocity.

3.4.3

Models with vertical gradients in τe

Experimental evidence, reviewed in Section 3.2.2.5, demonstrates that τe is not
homogeneous in typical cohesive beds, but typically increases with depth, and can
also increase over time following deposition. Further, results from the cohesive tidal
model of Fagherazzi and Furbish (2001) suggest that channel form may be strongly
affected by such processes (Section 2.6, Chapter 2). Thus, it is important to consider
the effect of treating τe as a variable in (y, z, t) on channel form.
A model for τe variations is investigated here. It has similarities to that proposed
by Fagherazzi and Furbish (2001), the key difference being that gradients in τe
are restricted to the upper layer of the bed. This is generally consistent with the
experimental evidence (Section 3.2.2.5).
In all simulations erosion is directed normal to the bed, Λ = 0.24, and cb is
assumed constant. Parameter settings are as in Appendix B.2, except for the τe and
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Figure 3.18: Top: Stable cross-sectional shapes of the complex bedload model,
given different sediment concentrations cb . Bottom: Stable channel aspect-ratio
against cb . Note the logarithmic scale for cb . While cb is reported in units g/L here,
in the equations of this thesis it actually appears in dimensionless concentration
units (m3 /m3 ), as should be clear from the dimensions of terms in the equations.
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erosion models. The erosion model used is (Section 3.2.2.2):
s
 ∂h 2
α
Es = √ (τ − τe ) 1 +
τe
∂y

(3.59)

where α is an empirical constant, herein set to 8.77×10−8. This means that the
erosion law is identical to the one used in the previous simulations when τe = 0.4.
However, when τe takes on a higher or lower value, the rate of erosion will be reduced
or increased respectively (Section 3.2.2.2).
3.4.3.1

Modelling increases in τe due to burial

In this model, it is supposed that τe (y, z, t) increases linearly with the maximum
depth of sediment which has been buried above it, between a minimum value τe1 and
a maximum value τemax . Similar assumptions were used in the model of Fagherazzi
and Furbish (2001), except that the latter authors did not apply any upper bound
to τe . However, the review in Section 3.2.2.5 indicates that most of the increases
in τe with depth of burial occur within the upper few centimetres of the bed. To
prevent deeper regions of the bed developing much higher τe ’s, a maximum value
τemax is imposed in this model. Thus, at a given point in time:
τe (y, z, t) = min(max(τe , β(h − z) + τe1 ), τemax )

(3.60)

where β is a constant determining the rate of increase of τe with depth.
Computationally, this is achieved by dividing the bed into a finite number of
layers with distinct τe values (Figure 3.19). The boundaries between these layers
may be represented as contour lines beneath the bed. Starting from a given initial
condition, the position of each contour is updated every time step as the bed evolves.
To see how this update proceeds, consider a single point (y0 , z0 ) on a particular
contour, dividing layers with τe ≥ τe4 and τe < τe4 (Figure 3.19). If the bed at y0
accretes, then if the new depth of burial of (y0 , z0 ) is such that the critical bed shear
should be greater than τe4 (Equation 3.60), then z0 is increased to a depth of burial
where τe = τe4 . Otherwise the accretion was too small to affect the τe contour at
this location, and no change occurs to (y0, z0 ). If the bed erodes, then the position
of this τe contour is unchanged, unless the bed erodes through the τe contour, in
which case z0 is set equal to the bed elevation.
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Figure 3.19: The representation of gradients in τe in the present model.
In the following simulations, 10 τe layers were used, with τe values equally spaced
between 0.04 and 0.4 Pa. The variations in τe were constrained to the upper 3 cm of
the bed, so that 3 mm of ‘maximum burial’ separated each layer. This corresponds
to β = 13 13 in Equation 3.60. Both of the different initial conditions described in
Appendix B.2 were used. The discharge was set to 30 m3 /s.
3.4.3.2

Results

Models were run from two different initial conditions (Figure 3.20). In both cases, a
steady-state channel morphology developed (Figure 3.20). The steady-state channels
were very wide and shallow, attaining aspect-ratios of 106 and 46. Interestingly, the
steady-state morphology differed strongly depending on the model’s initial condition.
This can be attributed to the history dependent nature of the bed layers, as explained
below.
Figure 3.21 illustrates the equilibrium distribution of τe and τ at the bed surface
for case 2 in Figure 3.20 (results for case 1 are qualitatively similar). In the central
regions of the channel, the bed layer with τe = 0.12 has been exposed. This value
of τe is greater than the bed shear, and so no erosion of this layer is possible
(Figure 3.21). However, τ in these regions is easily high enough to erode the freshly
deposited material each time step, because that material has τe = 0.04. On the other
hand, at the banks τe = 0.04, which is less than τ . In these zones, the model has
adjusted so that erosion and deposition are in equilibrium (i.e. Es = Ds = constant).
Note that Es remains constant at the banks even as the depth approaches zero,
because the effect of the increased bank slope in Equation 3.59 compensates exactly
for the decrease in τ and the associated decrease in the rate of erosion measured
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Figure 3.20: Top: The initial conditions for each model with gradients in τe .
Case 1 and Case 2 differ only in their initial condition. Bottom: The equilibrium
morphology for Case 1 and Case 2, with colours corresponding to those in the top
figure. Notice that these channels have high aspect-ratios.
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Figure 3.21: Top: The equilibrium distribution of τe in the bed surface (Case
2 in Figure 3.20). The central channel regions have τe = 0.12, while the banks
have τe = 0.04. Bottom: The equilibrium distribution of τ in the above case. In
the central regions of the channel, τ < τe , and so the bed cannot erode to greater
depths. On the banks, τ > τe , and erosion and deposition are equal.
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normal to the bed.
Thus the channel equilibrium is maintained by the presence of a bed layer in the
centre of the channel, which cannot be eroded by the final bed shear. However, the
location of this layer is dependent on the history of the cross-sectional evolution,
which determines the maximum depth of burial of any particular point in the bed.
The final equilibrium is thus influenced by the initial condition from which the
channel evolved.

3.5

Discussion and conclusions

In this chapter, a set of simplified models of cohesive channel cross-sectional shape
were proposed, based on existing hydrodynamic and sediment transport theory.
Numerical techniques to solve these models were subsequently described. A range
of steady-state model solutions were computed, in order to gain insight into the
effect of different assumptions on the predictions of stable channel cross-sectional
shape. Three different categories of model were considered:
1. Models which assume all sediment is homogeneous and transported purely in
suspension
2. Models which assume all sediment is homogeneous and transported as both
suspended-load and bedload
3. Models which assume τe increases according to the maximal depth of burial of
sediment, and all sediment is transported in suspension
The models which treat sediment as homogeneous and transported purely in
suspension tend to predict the formation of fairly low aspect-ratio channels (< 7 in
all cases examined). These channels were stable when lateral momentum exchange
was included in the model (Λ > 0), while without lateral momentum exchange
(Λ = 0), no stable channels were found. The shape of these steady-state channels
appears to be nearly independent of their discharge (all else being equal), although
obviously the channel size is strongly related to the discharge.
In these ‘homogeneous sediment, pure suspension’ cases, the channel shape
depends significantly on the value of Λ, with higher Λ values producing wider,
shallower channels. Wider, shallower channels are also predicted if resuspension is
directed normal to the bed, rather than in the vertical. This effect is less important
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as Λ is increased, because increasing Λ results in stable channels that are wider, with
reduced lateral bed slopes, and the difference between directing resuspension normal
to the bed and directing it in the vertical is only important on relatively steep slopes.
Wider, shallower channels are also predicted if cb is prescribed according to the
equilibrium model (Equation 3.13), instead of being assumed constant. The latter
effect is not significant when ws = 0.0004 m/s, but was strong for simulations with
higher values of ws (0.002 and 0.005 m/s), reflecting the fact that lateral gradients
in suspended-load become increasingly important for higher settling velocities.
The finding that discharge has only a small impact on the stable channel
shape (but not its size) is consistent with previous studies, which used single
cross-section models with similar ‘homogeneous sediment, no bedload ’ sediment
transport closures (Fagherazzi and Furbish, 2001 (Chapter 2); Wobus et al., 2008).
Although data on such channels is quite rare, Fola and Rennie (2010) recently
studied the hydraulic geometry of some incisional channels in consolidated clay
beds, and estimated that the channel depth typically scales with Q0.52 (Q is the
bank-full discharge) while the width scales with Q0.57 . Although these exponents
were estimated based on limited data, they are quite consistent with the prediction
that the channel aspect-ratio increases only weakly with discharge in this particular
class of channel.
This study seems to be the first to point out the significant influence of the
direction of resuspension on the stable channel shapes in these ‘homogeneous
sediment, pure suspension’ models. Indeed, virtually all studies to date have
assumed that resuspension occurs in the vertical rather than normal to the bed.
An exception is the model of Wobus et al. (2008) which was developed for erosional
bedrock channels. As well as highlighting its importance, in the present study
a simple bed evolution equation describing resuspension normal to the bed was
derived (Section 3.2.2.4), which makes it easy to adjust existing models that assume
resuspension in the vertical.
The present study also highlighted the strong effect of allowing cb to vary,
versus assuming cb is constant. This effect is less pronounced as ws /ǫcz → 0 (i.e.
when sediment is very well mixed vertically, and shows weak lateral variation),
but should be of importance in many practical situations. This process has thus
far been neglected in models of tidal channel cross-sectional shape (Fagherazzi and
Furbish, 2001; D’Alpaos et al., 2006). Although it is non-trivial to extend the
simple equilibrium cb model used here (which is suitable for stable channels without
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secondary currents, forced by steady, uniform flow) to the tidal case, it seems likely
that variations in cb should be of importance in tidal channels as well, because during
slackwater periods, ǫcz should be quite small.
When downslope bedload transport was included in the model, the stable channel
cross-sections usually attained higher aspect-ratios than they did in the ‘homogenous
sediment, pure suspension’ cases. Their form depended significantly on rate of
deposition from suspension, which is itself affected by the suspended-sediment
concentration and settling velocity. Higher Ds values induced shallower, higher
aspect-ratio channels, with the aspect-ratio shifting from less than 5 to greater than
20 as the deposition rate was increased by a factor of 100. Although this sounds
like a large change in the deposition rate, in practice both the settling velocity and
suspended-sediment concentration might easily vary over more than a factor of ten
between different sites, due to variations in grain size / flocculation and sediment
supply.
The magnitude of the lateral bedload transport also has an important influence
on the width and depth of channels with bedload. This was shown in simulations
where qBL was rescaled (multiplied) by a constant factor. When qBL was scaled to
very small values, the predicted channel shape was unsurprisingly similar to that
predicted without lateral bedload transport. As the qBL scale increased, the channel
widened, but not without limit. Rather, it asymptotically approached a particular
trapezoidal channel form. The asymptotic form did not have much lateral bedload
transport, because the shear stress on the sloping banks was only slightly above τe (so
there was very little bedload transport), while on the bed, the lateral slope was nearly
zero (so there was little downslope transport). This morphology is well adjusted to
preventing high rates of lateral bedload transport. Evidently for the model analysed
here, increasing the rate of downslope bedload transport by a constant factor can
produce wider channels, but only to a limited extent.
A model with vertical variations in τe was also analysed. This was modified
based on the model proposed by Fagherazzi and Furbish (2001), and ensures that
the increases in τe occur in the upper portion of the bed, consistent with most
experiments (Section 3.2.2.5). This model was able to produce stable channels
with high aspect-ratios. The equilibrium of these channels was maintained by
effectively non-erodible layers in the centre of the channel, combined with equal
resuspension and deposition on the channel banks. An interesting property of these
solutions is that they were strongly influenced by the initial morphology of the cross-
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section. This result has implications for the modelling of real cohesive landforms,
because it suggests that even at equilibrium, the history of such channels may exert
a fundamentally important control on their stable form. This contrasts with the
behaviour of the other models analysed in this chapter, for which the equilibrium
solution does not depend on the initial condition.
The qualitative information gained from these ideal cases will obviously be useful
when considering the applicability of different models to real situations. In the
following chapter, models similar to those of this chapter will be applied to a real
cohesive tidal channel, and compared with field observations. Following that, they
will be integrated with a longitudinal hydrodynamic model. This model will be
used to explore the effect of various processes on the longitudinal changes in crosssectional shape in muddy tidal channels.

107

Cross-Sectional Shape in Muddy Channels: Analysis of Some . . .

108

Chapter 4
Cross Sectional Shape in Muddy
Tidal Channels: Application to
Yalimbah Creek
4.1

Introduction

In the present chapter, a range of models similar to those developed in Chapter 3
are adapted for the prediction of trends in channel shape in tidal environments. A
large number of studies have examined tidal channel shapes, and considered their
relation to tidal flows (e.g. Myrick and Leopold, 1963; Bayliss-Smith et al., 1979;
Zeff, 1988; French and Stoddart, 1992; Friedrichs, 1995; Zeff, 1999; Fagherazzi et
al., 2004). Allen (2000) and Lawrence et al. (2004) summarise that higher order
salt marsh channels tend to have aspect-ratios (width/depth) in the range of 5 - 30,
while lower order channels invariably have aspect-ratios ratios close to ≃ 1. The

former show a wide range of shapes, from semi-elliptical, rectangular, trapezoidal
and triangular, while the latter tend to be either ‘U’ or ‘V’ shaped (Allen, 2000;
Lawrence et al., 2004). These reports suggest that tidal channels show a general
decrease in aspect-ratio as their size decreases. Interestingly, it has been suggested
that the mutual decrease of width and depth with discharge may be different in tidal
and fluvial environments (Myrick and Leopold, 1963; Woldenberg, 1972).
Previous studies have developed single cross-section morphodynamic models for
tidal environments (Fagherazzi and Furbish, 2001; D’Alpaos et al., 2006). The
latter studies have focussed largely on theoretical aspects of the models, rather
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than on comparison against data. Fagherazzi and Furbish (2001) highlighted the
deep, narrow transient cross-sections which arise in models with pure suspendedload, a spatially constant deposition rate, and homogeneous sediment. They also
showed how these transient cross-sections were wider if vertical gradients in τe were
introduced in the model. D’Alpaos et al. (2006) emphasised that the transient
evolution of their model was governed by the evolution of the tidal prism, which
occurs as the marsh accretes through the intertidal zone. The channelised area
remained broadly proportional to the peak discharge throughout the reported
evolution. They also investigated the effect of vegetation on the results, finding
it had a small but significant influence on the rate of marsh accretion and channel
evolution.
Some comparison between the model results and data was also presented in
D’Alpaos et al. (2006) (Figure 4.1). However, there are some problems with this
comparison. It consisted of a scatter plot, including the transient channel widths
and depths from two simulations, and the channel widths and depths from a range
of field sites (Figure 4.1). Neither of the simulations had achieved a quasi-steady
state, and the cross-sectional geometry of both was evolving significantly on decadal
timescales, as the marsh accreted out of the intertidal zone. While the morphological
stability of the field channels reported in their study cannot be established, it seems
unlikely that they were evolving so rapidly. There also appears to be errors in their
data, which includes tidal flat channels with a depth of about 40 m and a width of
about 100 m (Figure 4.1). Compared with the original data source (Marani et al.,
2002, Figure 11), the depths appear too large by a factor of ≃ 5. Another limitation
is that the parameter values used in the model were not based on field data from
the sites that featured in the model-data comparison.
While it is very important to understand theoretically the behaviour of models,
as was emphasised by the studies discussed above and in Chapter 3, there is also
clearly a need to compare model results with real data. Therefore, the aim of this
chapter is to compare the predictions of a range of single cross-sectional models
(similar to those developed in the previous section) to a real case study, and to use
this comparison to gain insight into the strengths and weaknesses of different models
in describing the morphodynamics of channel shape. The case study is Yalimbah
Creek, a tidal salt marsh creek in south-eastern Australia. Field investigations of the
creek’s geometry, hydrodynamics, sediment transport and sedimentology, reported
in Section 4.4, provide a guide to the dominant processes controlling channel shape
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Figure 4.1: Model-data comparison reported in D’Alpaos et al. (2006). This is
their Figure 9a. All points which cite other papers are field measurements, while the
model results include the transient widths and depths of two simulations. Notice
how most of the data describes channels with a width and depth either much larger
or much smaller than the model results. The cluster of points labelled ‘tidal-flat
channels’ includes unrealistically deep channels, with a depth on the order of 50
m and a width on the order of 100 m. Comparison with the original data source
suggests that these points are incorrectly plotted.
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in the creek, and enable the estimation of various parameters needed for the models.
Following this, in Section 4.5 a range of models of channel shape are developed, and
their predictions are compared with the channel shapes observed in Yalimbah Creek.

4.2

Study area

Yalimbah Creek is a muddy tidal creek / salt marsh system, situated in western
Port Stephens, New South Wales, Australia (Figure 4.2). It consists of a small tidal
channel, flanked by muddy intertidal flats, which meanders through a narrow valley
incised in the local Permo-Carboniferous bedrock (Figure 4.3; Roy and Matthei,
1996). Near the seaward end of the system (Number One Cove), the intertidal flats
are unvegetated, with an elevation of approximately 0-60cm below mean sea-level.
Moving upstream, the intertidal flats are vegetated, with mangroves occupying much
of the lower elevation vegetated flats, and a diverse range of intertidal grasses,rushes,
sedges, succulents and Casuarina Sp. occurring at higher elevations.
The creek consists of a single dominant channel approximately 6 km in length
(Figures 4.3 and 4.4). Connected to this are four major side channels which drain
broader parts of the intertidal flats (Figures 4.3 and 4.4). Additionally, many short,
narrow channels are incised into the intertidal flats along the edge of the dominant
channel (Figure 4.4), which are too small to be seen in Figure 4.3.
Tides at the mouth of Yalimbah Creek are predominantly semi-diurnal (i.e. two
high tides and two low tides each day), and microtidal, with a measured range
of 0.6 - 2 m during October 24 - November 25 2007 (Section 4.4.3.1). While the
tidal range is small by global standards, the creek nonetheless exhibits a typical
‘tide-dominated’ morpholology, with a sinuous, tapering tidal channel flanked by
intertidal flats (Figure 4.3; Harris et al., 2002). This contrasts with the ‘wavedominated’ morphologies which are typical of most estuaries on exposed parts of
this coastline (Roy et al., 2001). It suggests that within Yalimbah Creek, most
sediment transport is driven by tidal, rather than wave or fluvial, processes.
Consistent with this idea, Yalimbah Creek has a small catchment (≃ 14.5 km2 , of
which ≃ 2.2 km2 is intertidal), and is not connect to any well defined river channel.

At its upstream boundary, the creek terminates in a mangrove swamp. Regarding
wave processes, the downstream end of the creek (in Number One cove, Figure 4.3)
is exposed to fetch-limited wind waves. Modelling suggests that the significant wave
height in the south-eastern corner of Number One Cove reaches 0.3 m during a one

112

Study area

b)

a)

Karuah
River

Yalimbah
Creek

b)
Figure 4.2: a): The location of Port Stephens within Australia. b): Port Stephens,
with Yalimbah Creek in the white rectangle, and the Karuah River at the top left.
Source: NASA WorldWind, Landsat Geocover 2000
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Figure 4.3: Yalimbah Creek. Insets refer to the locations in Figures 4.5 and 4.6.
Eastings and Northings are relative to UTM Zone 56H. Sites 1-7 denote locations
of hydrodynamic measurements, as described in the text.
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Figure 4.4: Images of channel cross-sections from Yalimbah Creek. a) A low
aspect-ratio channel incised into the intertidal flats at the edge of the dominant
channel. Width is about 2.5 m b) An upstream reach of the main channel. Width
is about 14 m. c) A major side channel which drains into the dominant channel.
Width is about 4 m d) Middle reach of the dominant channel. Width is about 20 m.
e) Reach of the dominant channel 500 m upstream of Number One Cove. Width is
about 30 m. f) Exposed channel in Number One Cove at low tide. Width is about
18 m.
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in twenty year event (Manly Hydraulics Laboratory, 1996).

4.3

Methods

In order to apply the cross-sectional models to Yalimbah Creek, it is necessary to:
1) Measure the geometry of the creek; 2) Understand the variations in the creek’s
sedimentology, and any other geological constraints which are likely to affect the
channel form, and; 3) Estimate the local value of a number of hydrodynamic and
sediment transport parameters, as required by the models. The field methods used
to achieve this are described subsequently.

4.3.1

Creek and intertidal morphology

The morphology of Yalimbah Creek was characterised using a combination of echo
sounding and dumpy level surveys. Fifty cross-sections and several creek longprofiles were surveyed in the main channel on 17th-18th April 2007 using a Ceeducer
Pro Echo Sounder mounted on a dinghy (Figure 4.5). As well as measuring depth,
this instrument reports the measurement location with a GPS point. Changes in
water levels at the creek mouth (Site 2 in Figure 4.3) were simultaneously measured
using a Dobie wave gauge. These measurements were used convert the echo sounder
depth measurements into bed elevation measurements, relative to a local datum.
To do this, spatial gradients in the water surface elevation within the creek were
neglected, ρ was assumed to be 1025 kg/m3 , and the atmospheric pressure was
assumed to be constant (which was a good approximation of pressure data collected
at the nearby Williamtown weather station during this period). Subsequent multistation water elevation measurements suggest that the neglect of water surface
gradients in the creek would have resulted in errors of < ±6 cm, assuming that
the mean sea-level (i.e. time-averaged) is constant throughout the creek.
By echo sounding the channel bed at high tide in a small dinghy, cross-sectional
profiles could generally be measured to within ≃ 1 m of the right hand side bank
(facing upstream), and ≃ 2 m of the left hand side bank, where the difference is due

to the orientation of the sounder on the boat. Channel width estimates based on
the length of these echo sounder tracks compared well with measurements based on
Google Earth imagery (mean difference of 0.78 ± 2.62 m).
Dumpy level surveys of other shallow intertidal channels, and the intertidal flats,
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Figure 4.5: Locations of cross-sections and intertidal surveys. See Figure 4.3 for
the locations of a, b, and c.
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were conducted during October and November 2007 (Figure 4.5). Surveys included
measurements of the local water surface elevation, and were converted to a local
vertical datum based on multi-station water elevation measurements conducted at
this time in the creek (Section 4.3.3). To convert measurements at different stations
to the local datum, it was assumed that the mean sea-level was equal at all measuring
stations.

4.3.2

Sedimentology

The sedimentary organisation of Yalimbah Creek was investigated with a
combination of bed surface samples, auger holes, and probing. Hand augering was
conducted at 28 sites in the tidal marsh (Figure 4.6). The vertical structure of
each auger hole was described in the field, and subsamples were taken back to the
laboratory for grain size analysis. Approximately half of these holes reached the
boundary of the modern marsh sediments and local bedrock. At a further twelve
sites (all located near the edge of the channel), probes were used to determine
the thickness of unconsolidated sediment (Figure 4.6). Surface sediment samples
were also taken throughout the modern creek, Number One Cove, and in shallow
neighbouring parts of Port Stephens.
The disaggregated grain size distribution of sediment samples was measured
using a Malvern Mastersizer 2000. Samples were disaggregated in fresh water, using
an ultrasonic bath for several minutes to promote dispersion. For each sample, the
grain size distribution was measured three times. If these measurements differed
substantially, then the data was rejected, and the sample re-ran.
The wet and dry bulk density of 28 sediment samples from Site 5 (Figure 4.3)
were also measured. Samples were collected by pushing a hollow tube of known
volume (vm = 136 cm3 , diameter of 50 mm × 6.92 cm long) into the sediments,
digging out the tube, slicing any excess sediment from the tube ends, and extruding
the sample into a bag. The sample was weighed in the field (to estimate the wet
mass mw ), and later dried in the laboratory at 40 degrees for up to six weeks (until
repeated weighing indicated no further mass loss) to estimate the dry mass md . The
wet and dry bulk densities (Bw and Bd ) could then be calculated as:
mw
vm
md
Bd =
vm

Bw =
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Figure 4.6: Locations of auger holes and probes. See Figure 4.3 for the locations
of a, b, and c.
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Figure 4.7: Schematic illustration of the bed structure observed when sampling at
Yalimbah Creek
where mw , md are measured in kg, vm is measured in m3 , and Bd , Bw are in kg/m3 .
Samples were initially collected from the upper 7 cm of bed (n=10) and the banks
(n=10). While sampling, it was noticed that the muds in the upper 7 cm of the
bed were topped with a soupy surface layer, that could not be sampled with the
available equipment (Figure 4.7). It was also noticed that they were underlain by
somewhat firmer muds, at a depth of 7-15 cm. The latter muds were also sampled
and their bulk density measured (n=8).

4.3.3

Hydrodynamics and sediment transport

4.3.3.1

Longitudinal creek hydrodynamics

Simultaneous measurements of pressure (Sites 1, 4, 5, and 7), velocity (Sites 4 and
5) and wave statistics (Site 1) were conducted in Yalimbah Creek from October 24 to
November 25 2007 (see Figure 4.3 for site locations). The instrumentation included:
1. A Dobie wave gauge at Site 1, which measures pressure from a burst of 512
samples with a frequency of 5 Hz, performed once every 7 minutes. The Dobie
was deployed on the edge of a relict oyster lease in Number One Cove, and
secured to the bed with a lead weight. The Dobie processing software uses
these measurements to estimate significant wave height, mean spectral period
and near bed orbital velocity using linear wave theory (NIWA, 1998). To
improve the reliability of the measurements, they were only accepted if the
wave penetration was >0.05, and if the instrument did not detect any other
errors (NIWA, 1998).
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2. Two Sontek Triton Acoustic Doppler Velocity metres (ADV) at Sites 4 and 5,
which recorded a 15 second average of velocity and pressure every 90 seconds in
a sampling volume located 50 cm above the bed. The ADVs consist of a threepronged head which measures velocity, and is attached via a 1 m cable to the
cylindrical instrument housing, which contains the pressure sensor. The ADV
head was clamped to a 1.5 m star picket (metal stake), which was inserted
into the muddy bed until the ADV head was 40 cm above the bed.
3. A Starflow Ultrasonic Doppler Velocity Metre at Site 7, recording a 60 second
average of pressure once every seven minutes. The Starflow was also supposed
to measure velocity, however these measurements were not reliable (they
performed very badly in both flume and field tests) and are not considered
further.
To accurately use the pressure measurements to calculate water depth over time,
it is important to account for the effects of temporal changes in atmospheric pressure
pa . This is because, for an instrument measuring the pressure p (kg/(ms2 )) at a
depth d (m) below the free surface:
d=

p − pa
ρg

(4.3)

where ρ is the water density in kg/m3 and g is gravity (m/s2 ). If p is used to estimate
d while assuming a constant value of pa , then every 1 hPa change in pa will result
in approximately 1 cm of error in the calculated water depth. Conveniently for
this study, pa is measured at the nearby Williamtown RAAF base weather station
at 10 minute intervals, and this data was used to improve depth estimates for all
instruments except the Starflow (which already measures the pressure relative to
the local atmospheric pressure). Without this correction, a ‘drift’ of ≃ 20 cm in
mean depth was observed in the time series between the Starflow and the other
instruments which assume a constant pa . After the pa correction was applied, the
relative mean depth in all the time series was very stable, except for the Triton at
Site 4, which showed a slight drift of ≃ 5 cm relative to the other instruments. This

might be due to the instrument sinking into the bed, or to deposition of sediment
on the instrument.
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4.3.3.2

Cross-sectional hydrodynamics and sediment transport

Measurements of velocities, water levels and suspended-sediment concentrations over
a single cross-section were also undertaken at Site 3 (Figure 4.3) during daylight
hours on February 19-20 2007. This cross-section was chosen because it was located
in a relatively straight reach of channel, and so the velocities should be less affected
by channel curvature than in meander bends. It was thus considered a reasonable
site at which to test the cross-sectional hydrodynamic model in Yalimbah Creek
(Chapter 3, Equation 3.7).
Five stations over the cross-section were designated for measurement
(Figure 4.8). A rope was suspended over the entire cross-section, which was used
to control the location of a canoe, from which measurements were taken. During
each traverse of the cross-section, three velocity measurements were made at each
station (at depths of 0.5, 1 and 1.5 m below the free surface) using a calibrated Ott
meter. The instrument design did not permit measurement at greater depths. The
Ott meter required 1 min of flow to produce a single velocity measurement, and
accounting for the time taken to move between stations in the canoe, approximately
25 min was required to measure velocity over the entire cross-section. The velocities
were converted to estimates of depth-averaged velocity Ud by assuming a logarithmic
velocity profile (van Rijn, 1993):
p
τ /ρ
log((z − h)/Ks )
U(z) =
0.4

z − h > Ks ; z ≤ Y

(4.4)

where U(z) is the velocity (m/s) at vertical coordinate z (m), h is the bed elevation
(m), Y is the water surface elevation (m), τ is the bed shear (Pa), ρ is the density
of water (kg/m3 ), and Ks is the roughness height (m), calculated as:
Ks =

d
exp( √0.4 )
f /8

+1

(4.5)

where d is the water depth (m) and f is the friction factor. In Equation 4.5,
f was calculated based on the value of Manning’s n, which was calibrated from
the longitudinal hydrodynamic modelling (Section 4.4.3.1). Equation 4.5 ensures
consistency between the depth-averaged velocity from Equation 4.4 and the relation
τ = ρ f8 Ud2 .
Salinity, temperature and turbidity were measured simultaneously with velocity
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Figure 4.8: The shape of the cross-section at Site 3 (Figure 4.3), where the
velocity measurements took place. The vegetated region is intertidal and contains
mangroves. North is directed towards the right of the figure. The numbers show
the locations of each measurement station. This geometry was used in the single
cross-section hydrodynamic modelling (Section 4.4.3.2).
using a calibrated YSI 6820 multiprobe. Surface water samples were also taken
at each station during most cross-sectional traverses on February 19th (sampling
volume of ≃ 375 ml), and their suspended-sediment concentrations were measured
using filtration, following Standard Method 2540 D (Total Suspended Solids Dried
at 103-105◦C) (American Public Health Association, 1998).
4.3.3.3

Monitoring of bed elevation

Andersen et al.

(2007) recently demonstrated the potential of using Acoustic

Doppler Velocity meters (ADVs) to simultaneously monitor bed elevations and flow
in tidal settings. Such data can be used to estimate parameters relating to sediment
erosion and deposition (e.g. the critical shear stress, constants in erosion laws). To
this end, two Sontek Triton ADVs were deployed to monitor velocity, depth and
bed levels over five days (7th-13th December 2007) at Site 6 in Yalimbah Creek
(Figure 4.3). The bed level measurements exploit the fact that, when the ADV
measurement probe is deployed within 13 - 35 cm of a solid boundary (in this case
the channel bed), it measures the distance from the instrument to the boundary.
This can be used to measure changes in the bed elevation over time, and thus rates
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of erosion and deposition (Andersen et al., 2007). Flume experimentation prior to
the field deployment suggested that this technique is reliable as long as the distance
to the boundary is not less than 12 cm (in which case significantly larger distances
are reported, as is indicated in the instrument manual).
Each instrument was deployed by securely clamping its head to a 1.5 m star
picket (i.e. a metal stake) which was inserted vertically ≃ 1.2 m into the muddy
channel bed. The clamps ensured the instrument head was displaced laterally 15
cm from the star picket, and pointed toward the channel bed. The instrument
housing was secured to the channel bed on the other side of the star picket. The
instruments were programmed to record mean pressure, velocity and the distance
to the boundary every 90 s, with the velocity measurement being the average value
from a 15 s burst of measurement in that 90 s interval.
The two instruments were deployed only 3 m from each other. This was done
to check that consistent measurements of bed level changes could be obtained using
the ADV technique. Hypothetically, even a slow sinking of the instruments into
the mud could have a significant effect on the interpreted bed level changes over
time. If only a single instrument was used, there would be no way to detect such
a process. Another potential issue, which would be impossible to detect without
multiple instruments, is that local variations in rates of erosion and deposition could
be so high that measurements from a single instrument are not representative of
the cross-section as a whole. However, performing the same measurements at two
nearby sites introduces some redundancy into the data, which can help to detect
such problems.

4.4
4.4.1

Form and process in Yalimbah Creek
Cross-sectional geometry of the channel

The width and maximum depth of the measured channel cross-sections at bankfull
flow is depicted in Figure 4.9. The cross-sections exhibit a general increase in aspectratio (Bankfull Width / Maximum Bankfull Depth) as their dimensions increase.
Typically the smaller cross-sections exhibit very low aspect-ratios (<3). Those in
Number One Cove (with low elevation, unvegetated intertidal flats) tend to have
higher aspect-ratios (12-20) than those further up the creek (< 10). Excluding the
cross-sections in Number One Cove, the relation between the bankfull width Bbf and
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Figure 4.9: The bankfull width and maximum bankfull depth of channel crosssections in Yalimbah Creek. The dotted lines define constant aspect-ratios (AR).
The solid curve is Equation 4.6. There is a clear tendency for the channel aspectratio to increase as the width and depth increase. Note also that the channels
flanked by unvegetated intertidal flats (situated in Number One cove) have higher
aspect-ratios than those observed further upstream.
maximum bankfull depth dbf can be approximated with a power law (Figure 4.9):
0.555
dbf ∼ 0.579Bbf

(4.6)

where the coefficients were determined using reduced major axis linear regression of
log(dbf ) on log(Bbf ) (Webster, 1997; Helsel and Hirsh, 2002). This method has the
advantage that the fitted coefficients do not depend on whether dbf or Bbf is treated
as the dependent variable, and is appropriate for illustrating the underlying relation
between the two variables.
Some example cross-sections are shown in Figure 4.10. These also illustrate the
tendency for larger channels to have relatively high aspect-ratios, as compared to
the low aspect-ratio channels of smaller dimension.
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Figure 4.10: Examples of surveyed cross-sections. In all cases the dashed line
represents an approximate bankfull level. Sections ‘a’ and ‘b’ were surveyed with
the echo-sounder. Their banks are steep and were not captured in the surveys, but
are within 1 m on the right hand side and 2 m on the left. Sections ‘c’ and ‘d’ were
surveyed with a dumpy level. The top-left bank of Section ‘c’ is colonized by dense
mangroves, making survey of this region difficult.
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4.4.2

Sedimentology

4.4.2.1

Sedimentary organisation

Both surface samples and auger subsamples show that, with few exceptions,
Yalimbah Creek is formed in very fine grained sediments. Samples consist
predominately of silt (≃ 30-60%), with variable fractions of fine to very fine sand
(≃ 6-50%) and clay (≃ 8-50%). The clay content is well above that required to
induce cohesive behaviour (≃ 7.5%, van Ledden et al., 2004a), a fact made obvious
by handling the sediments. Ninety-two percent of samples were very poorly sorted
(φ standard deviation between 2 and 5), with the other eight percent being poorly
sorted (φ standard deviation between 1 and 2) (Folk, 1980).
The median grain size of surface samples is shown in Figure 4.11. Surface
sediments around the southern margins of Number One Cove consist mainly of
muddy fine and very fine sands, and are coarser than those further upstream
(Figure 4.11). This probably reflects the relatively high exposure of southern
Number One Cove to wind waves (Section 4.4.3.1). Further into Number One Cove,
sediments fine rapidly. North of Number One Cove, sediments on the channel bed
have a median grain size around 8-20 µm, reducing slightly in the upstream direction.
The results of augering (Figures 4.12 and 4.13; auger locations in Figure 4.6)
suggest that the intertidal surface in Yalimbah Creek is formed predominantly in
organic rich mud, which is sometimes silty or sandy (Folk, 1980). These sediments
are soft and easily augered. They are typically fairly dark in colour, with Munsell soil
colours ranging through black (5Y 2/1), brownish black to dark brown (10YR 3/1,
10YR 2/2, 10YR 3/3), olive black (5Y 3/1), though occasionally lighter colours such
as brownish grey (10YR 4/1) and dark greyish yellow (2.5Y 5/2) are observed. Fine
shell hash and mangrove roots are often found in these sediments. Less frequently,
intact oyster shells were also recovered. These characteristics are consistent with
Holocene deposition in a low energy tidal environment.
These deposits unconformably overlie a dissected surface of dense, dewatered
muds, which were so consolidated that they could not be augered beyond their upper
few centimetres. These muds exhibit either a light blue-green or grey-green colour
(which was not characterised well by colours on the Munsell soil chart), or a grey
colour (5Y 5/1) which is typically lighter than that of the overlying sediments. Given
their extreme compaction and oxidised appearance, these sediments are interpreted
to be of pre-Holocene age. It is likely that they form part of the previously described
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Figure 4.11: Median grain size (d50 ) of surface samples from the study area.
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Figure 4.12: The distribution of d50 in the sediments of Yalimbah Creek, projected onto a North-South axis. Figure 4.6
shows the planform locations of the cores. The elevation of the flats at every core was assumed to be 1.5 m, which surveys
suggest is accurate to ±20 cm. The solid grey vertical lines denote the vertical extent of the auger holes. Dashes at the
bottom of a hole indicate that the auger did NOT terminate in a hard clay or bedrock layer. The core labels are shown for
reference with Figure 4.6. The label’s staggered vertical placement does not have any significance, but was used to avoid
label overlap.
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Figure 4.13: A schematic illustration of the sedimentary organisation of Yalimbah
Creek along a North-South Axis, with interpretations of the associated depositional
environments in parentheses. North is directed to the right of the figure. Dotted
boundaries are gradational, solid boundaries are sharp. HWS and LWS are the
approximate high and low tide levels during spring tides. The ‘valley constriction’
occurs near Northing 6387300 (Figure 4.11), and upstream of this the sand content
becomes low. Downstream of the ‘valley constriction’, a broad coarsening upward
trend is evident overall, although there is substantial local variability (Figure 4.12).
The contact between the bedrock and the recent sediments is actually very irregular.
In some locations bedrock occurs near the marsh surface, and may be overlain by
muddy sands or sandy muds as well as muds or silty muds.
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Karuah Clays, which have been mapped along the western boundary of Yalimbah
Creek (Roy and Matthei, 1996). The Karuah clays have been interpreted as an early
Quaternary lake deposit, consisting of clay with silt and occasional sand and gravel,
and overtopped in some locations with a veneer of colluvium due to slope wash from
the surrounding hills (Roy and Matthei, 1996).
Occasionally, angular sands or sandstones were found underlying the soft
muds. Similar bedrock has been observed on the eastern margin of the intertidal
flats. Geological maps indicate that this unit forms part of the Nerong Volcanics
(Newcastle 1:250000 Geological Series Sheet S1 56-2), a Carboniferous deposit
consisting of Ignimbrite interbedded with tuffaceous sandstone and conglomerate
(Scheibner and Basden, 1997).
Figure 4.12 shows the median grain size of auger sub-samples from Yalimbah
Creek along a North-South axis, plotted against depth. It is evident that the grain
size is consistently very fine in the upstream portion of the creek, north of the valley
constriction (Figure 4.11). Further downstream, some fine and very fine sands are
included in the sediments. This is especially so in the upper 2 m, which is suggestive
of deposition on a wind wave exposed tidal flat. Grain sizes in these sediments are
comparable to those sampled on the surface of Number One Cove (Figure 4.11).
The patterns in grain size are represented schematically in Figure 4.13, along with
an interpretation of their associated depositional environments.
4.4.2.2

Estimation of Bw , Bd , λ and ρs

The bulk densities of sediment from Site 5 (Figure 4.3) in the upper bed and banks
(top 7 cm), and also deeper in the bed (begining ≃ 7 - 15 cm depth), are plotted in
Figure 4.14. Using the classification of van Rijn (1993), these values range from ‘stiff
mud’ (Bw ∈ [1200, 1400]; Bd ∈ [550 − 650]) to ‘hard mud’ (Bw > 1400; Bd > 650),

although it should be noted that all these muds were still soft enough to be easily
moulded by hand.

The samples from deeper in the bed have higher bulk densities than those in
the upper bed and banks (Figure 4.14). In the field, these deeper samples could be
recognised because they had a distinctly firmer consistency than the muds in the
upper 7 cm.
The sediments on the bank and in the upper bed exhibited similar wet bulk
densities, but the dry bulk densities of the bank sediments was in general higher
(Figure 4.14). This indicates that the bank sediments are more consolidated than
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Figure 4.14: The wet and dry bulk densities of sediment samples from Site 5.
the upper bed sediments. The wet bulk densities of the bank samples were probably
artificially low, because they were above the water level and not fully saturated
when sampled.
This data can be used to estimate the void fraction λ, assuming that the sediment
pore space was fully saturated when initially sampled. If this is the case, then:
λ=

Bw − Bd
ρ

(4.7)

The assumption of saturated pore spaces would seem reasonable in the case of the
bed samples, though it neglects the possible effect of gas (Lick, 2008). This leads
to λ estimates of 0.62±0.02 for the deeper bed, and 0.77±0.05 for the upper bed
(values are mean±1 standard deviation). Equation 4.7 is reasonably robust to small
errors in the estimated sample volume v, which could occur if the sampling tube
was slightly over or under full. For example, a 5% error in v would translate into
an ≃ 5% error in λ.
The λ estimate can then be used to estimate the solid sediment density ρs , since:
(1 − λ)ρs = Bd

(4.8)

Raw estimates suggest ρs = 2928 ± 438 kg/m3 for the upper bed, and 2451 ± 171
kg/m3 for the deeper bed. The former estimate seems unrealistically high. A typical
value of ρs for solid quartz is 2650, and although dilution with organic material may
reduce this value, it is hard to see what might cause it to increase. Nonetheless,
ρs = 2650 is still within the scatter of the upper bed raw estimates.
The scatter in the estimates of ρs is probably substantially due to the sensitivity

132

Form and process in Yalimbah Creek
of Equation 4.8 to minor errors in the value of v. For an individual data point, a
5% underestimation of v could lead to the estimate of ρ being in error by 350-900
kg/m3 for the upper bed, and 250-370 kg/m3 for the deeper bed. This difference
in sensitivity to errors in v stems from the nonlinear relationship between v and
ρs . This suggests that ρs estimates from the deeper bed should be more reliable,
because they are not as sensitive to potential errors in v.
4.4.2.3

The relationship between bedrock and the channel geometry

During augering, probing, and bed sampling, it became clear that parts of the
main channel were bound by bedrock (including the hard pre-Holocene muds found
at the base of many cores). Figure 4.15 compares the main channel geometry
with the bedrock elevation at locations beneath the channel banks (which is where
measurements were conducted). Although the bedrock shows an irregular geometry,
it is clear that in many instances the bedrock is of similar (or slightly higher)
elevation as the channel bed. While surficial sediment sampling shows that there are
normally recent muds on at least part of the channel bed, Figure 4.15 suggests that
bedrock must be exerting a significant influence on the main channel morphology.
Observations at the major side channels (smaller channels depicted in Figure 4.5)
also commonly found bedrock at their base, although this bedrock was often overlain
with a veneer of mud several centimetres thick. For example, the cross-section ‘c’
in Figure 4.10 was bound by bedrock at its base, and much of its right hand side
bank. In contrast, this was not generally the case for the smaller channels incised
into the tidal flats (e.g. cross-section ‘d’ in Figure 4.10).
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Figure 4.15: A comparison of the measured channel geometry with single point estimates of the bedrock elevation beneath
sites on the channel banks. The channel bed is frequently at a similar elevation, or slightly below, the bedrock elevation
at the banks, suggesting it is incised slightly into the bedrock, which should be affecting its morphology. In some locations
the measured bedrock elevation is much deeper than the channel bed (e.g. around 2700 - 3100 m, and around 800 m).
Between a distance upstream of 2700-3100 m, the eastern bank of the channel is eroding into the valley boundary, while the
measurements were taken on the western bank, suggesting that some bedrock influence is likely in any case. The bedrock
distribution is very irregular in some places, suggesting that the pre-Holocene land surface was deeply incised. This might
be expected, given the steep hills which bound the valley.
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4.4.3

Hydrodynamics

4.4.3.1

Longitudinal variations in the creek hydrodynamics

Multi-station measurements conducted during October-November 2007 permit a
general characterisation of the creek’s hydrodynamics during this spring-neap-spring
tidal cycle. Measurement locations are shown in Figure 4.3.
The tidal range varied from approximately 0.6 to 2 m, and was amplified slightly
upstream (Figure 4.16). For example, on October 27 the range at Sites 4 and 5
was 1.96 and 1.99 m respectively, though there was no difference in the ranges at
Sites 5 and 7. A phase lag in the tidal propagation of up the creek can also be
observed, especially after large high or low tides (Figure 4.16). For example, during
the overbank high tide on October 27, high tide at Sites 4, 5 and 7 occurred 7, 28
and 34 minutes after high tide at Site 1 (Figure 4.16). Significant longitudinal water
surface gradients occur following extreme high tides, and to a lesser extent following
extreme low tides (Figure 4.16).
Velocities at Sites 4 and 5 during spring and neap tides were generally low, with a
maximum speed of about 0.6 m/s and 0.4 m/s respectively during overbank spring
tides (Figure 4.17). Site 5 exhibited its highest velocities on the ebb tide, while
there was a slight flood dominance at Site 4. During neap tides, peak velocities
were low at both sites (10-20 cm/s), and exhibit substantial oscillations due to short
period seiche waves (water surface oscillations of period ≃ 15 -30 minutes) which are

generated in Port Stephens. Such waves are common in partially enclosed harbours
(e.g. Luick and Hinwood, 2008). From Number One Cove these free surface waves
propagate up the creek, and are amplified as they travel (Figure 4.18).
Waves at Site 1 in Number One Cove were typically too small to be measured
with the Dobie Wave Gauge (having a period of < 0.8 s). Those which could be
measured usually had significant wave heights of <0.1 m, and mean spectral periods
of ≃ 1-1.8 s. Both wave height and period tended to increase with the water depth
(Figure 4.19). More intense wave activity seems associated with winds from the
south and south east (Figure 4.20). The significant orbital velocities near the bed
associated with these waves were usually < 5 cm/s, although values up to 15 cm/s
were estimated in shallow water (< 0.33m).
To estimate the friction coefficient at Yalimbah Creek, a Quasi-2D hydrodynamic
model was developed. The details of the model and solution procedure are
explained thoroughly in Chapter 6; basically, the model combines a 1D longitudinal
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Figure 4.16: Top: Water elevation at Site 1 in Number One Cove during the October - November 2007 deployment. Time
is measured in days, with 1 denoting the first of October. Bottom: Water elevation during October 26-28 at sites 1, 4, 5 and
7. The dotted line gives the approximate elevation of most of the vegetated intertidal marsh (although its actual elevation
varies several decimetres about the dashed level). The truncation of low tide at Site 1 is thought to be due to the instrument
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Figure 4.18: Tides during the morning of November 4 2007 at Yalimbah Creek.
For visual clarity, the series have been separated by 10 cm. Note the short period
waves superimposed on the main tide, and their amplification up the creek. They
are not very well resolved at Site 1 or Site 7, because of the lower sampling period
at these sites (7 min) vs at Sites 4 and 5 (90 s), although even at these sites the
uneven nature of the water level is clear.
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hydrodynamic model:
∂A ∂Q
+
=0
∂t
∂x
∂Q
∂(Q2 /A)
∂Y
+ (1 + χ)
+ gA
+ gASf = 0
∂t
∂x
∂x

(4.9)
(4.10)

with an equation for calculating the cross-sectional velocity distribution associated
with the discharge Q and water elevation Y at each cross-section (as used in
Chapter 3):
f
ρ Ud2
8

s

∂h
∂ 
d2
1 + ( )2 + ρCDV Ud2 d = ρgSf d +
(ρΛ
∂y
∂y
2

r

f ∂Ud2 
)
8 ∂y

(4.11)

In the above equations A is the channel cross-sectional area (m2 ), Y is the free surface
elevation (m), t is time (s), Q is discharge (m3 /s), x is the longitudinal coordinate
(m), χ is a momentum correction factor, g is gravitational acceleration (m/s2 ), A
is the cross-sectional area (m2 ), y is the lateral coordinate (m), Ud is the depthaveraged velocity (m/s), f is the friction factor, ρ is the density of water (kg/m3 ), h
is the bed elevation (m), CDV is a drag coefficient associated with vegetation (m−1 ),
Sf is the friction slope, d is the water depth (m), and Λ is a dimensionless eddy
viscosity. Equation 4.11 is solved given Q and Y ; conversely, the cross-sectional
velocity distribution implied by Equation 4.11 has an effect on both χ and Sf in
Equations 4.9 and 4.10, which determine Y and Q.
The creek geometry was schematised as a channel of parabolic cross-section
(with mean bed elevation equal to the measured mean channel bed elevation)
with 1 m high, 45◦ banks, connected to intertidal flats with a hypsometry (i.e.
relation between wetted area and stage) estimated based on the intertidal surveys
(Figure 4.21). Based on the same surveys, vegetation was assumed to occur at
points above 1.2 m in elevation (relative to the local datum), as long as the absolute
value of the bed slope was less than 0.25. The latter constraint prevents vegetation
growing on steeply sloping channel banks, consistent with field observations. The
length of the intertidal flats was estimated by dividing the channel up into five
zones in GIS, and estimating the ratio of the intertidal area to channel length in
each zone. This represents the mean intertidal length within each zone. The length
of the intertidal flats at a given section in the schematized cross-section was then
calculated by linearly interpolating the values in each zone.
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Figure 4.21: The schematized geometry of Yalimbah Creek used for hydrodynamic
modelling. x=0 denotes the northern end of Number One Cove, as explained in the
text.
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The southern boundary of the modelled creek was taken as the northern
boundary of Number One Cove, where the creek banks become vegetated (Near
Site 2 in Figure 4.3). This was done so that the high frequency measurements of
water level at Site 4 (≃ 500m from the model boundary) could be used as a model
boundary condition. Because of the distance between these two sites, some error
will be introduced by this assumption. However, it will allow testing of the models
ability to reproduce the seiche induced velocity oscillations, which would not be
possible using the lower frequency data from Site 1.
The model reasonably reproduced the measurements using a Manning’s n friction
coefficient of 0.04, CDV of 2 at vegetated sites, and Λ = 0.24 (Figure 4.22 and 4.23).
It correctly predicts the magnitude of velocities during spring tides (Figure 4.22),
when it also captures the observed ebb dominance of Site 5. At Site 4 during spring
tides, the model slightly under-predicts the flood velocity peak, and slightly overpredicts the ebb velocity peak, such that although the data indicates a slight flood
dominance, the model predicts a slight ebb dominance (Figure 4.22). During neap
tides, the model well captures the oscillatory velocities at both sites, although it
under-predicts the magnitude of these oscillations at Site 4 (Figure 4.23).
While the model was not very sensitive to the value of CDV or Λ, the value
of Manning’s n was very important. The calibrated value is well within the range
of values previously reported for shallow tidal channels (Knight, 1981; French and
Stoddart, 1992). Errors in the predictions may be attributed to the use of data
from Site 4 as a mouth boundary condition (because it is 500 m upstream of the
modelled mouth), to the approximate geometry used in the model, and to the neglect
of more complex hydrodynamic effects (such as secondary flows driven by channel
curvature). Despite these limitations, the model performs quite well, and provides
the estimate of the Manning coefficient required for morphological modelling.
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Figure 4.22: Measured and modelled velocities at Sites 4 and 5 during Spring tides (October 27-30 2007). Negative
velocities denote ebb flows.
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Figure 4.23: Measured and modelled velocities at Sites 4 and 5 during neap tides (November 5-7 2007). Negative velocities
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4.4.3.2

Cross-sectional velocity distributions

Measurements of velocity over a cross-section at Site 3 (Figures 4.3 and 4.8) were
conducted on February 19 and 20 2007. The flow speed ranged from 0 - 0.6 m/s,
consistent with the hydrodynamic measurements at Site 4 during similar overbank
tides (Section 4.4.3.1). Of the fourteen cross-sectional traverses completed during
the two days, eleven were considered to be sufficiently steady over the ≃ 25 minute
canoe traverse to permit comparison with an instantaneous solution of the crosssectional hydrodynamic model. In other cases, the flow was accelerating so rapidly
that the assumption of a quasi-constant discharge during the measurement period
was clearly not reasonable.
Using a Manning’s n of 0.04 (Section 4.4.3.1), a good fit to the data was obtained
by setting Λ = 0.24, and CDV = 2 at vegetated sites (Figure 4.24). The latter
is a reasonable value for mangrove vegetation (Mazda et al., 1997), although the
comparison of the model and data was not sensitive to variations in CDV , as long as
the vegetation associated drag was much higher than the drag within the channel.
The discharge used to force the model was determined so that the velocity at Station
3 within the cross-section was well predicted (Figure 4.24), because the discharge is
not measured independent of the velocity measurements.
The modelled water velocities generally compare well with the measured values
(Figure 4.24). There is considerable scatter in the data associated with flow
unsteadiness during the 25 minute measurement period, and in most cases the
modelled result is within the scatter of the data. However, the model consistently
overestimates the velocities at Station 5 (Figure 4.24), and slightly underestimates
the velocities at Station 1.
A number of factors may contribute to these discrepancies. Although the crosssection was in a straight reach of channel, longitudinal spatial non-uniformities in
the channel geometry were still present, and these would have an effect on the
cross-sectional velocity distribution. For example, just east of the cross-section, the
northern channel bank is of low elevation and unvegetated. This resulted in a zone
of high shear when the tide is slightly overbank, due to velocity gradients between
the flow on the shallow bank and the flow in the main channel. Field observations
suggest that this shear zone steered the flow away from Station 5, which may explain
why velocities there were often underestimated.
Secondary flows represent another possible cause of errors. Although such flows
are ignored in the model, the flow at this cross-section is likely to be somewhat
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Figure 4.24: Measured and modelled depth-averaged water speed at each site over the cross-section (see locations in
Figure 4.8). Each traverse represents consecutive measurements over the cross-section, which required ≃ 25 min. The three
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influenced by secondary flows generated at the adjacent meander bends (Edwards
and Smith, 2002). The latter authors suggest that following a meander bend, the
curvature induced velocity perturbation in the flow decays exponentially with the
downstream distance scaled by 4d/f . This is ≃ 140 m in this part of Yalimbah Creek

(assuming d ≃ 3 m), which is approximately the distance from Site 3 to its adjacent
meander bends. This suggests that ≃ exp(−1) = 37% of the meander associated
velocity perturbation might still persist at Site 3.
The data nonetheless suggests that the model provides a reasonable first
approximation to the distribution of velocities within non-vegetated regions of the

channel. Given that the main interest of this study is morphological modelling, in
which substantially greater uncertainties exist in representing sediment transport,
this hydrodynamic model should be adequate for the present purposes.

4.4.4

Sediment Transport

4.4.4.1

The lateral distribution of suspended-load in a cross-section

During the cross-sectional measurements on February 19 2007, 19 surface samples
were collected. Their turbidity was measured in the field, and their suspendedsediment concentrations were later measured in the laboratory (Section 4.3.3.2).
The aim was to establish a correlation between turbidity and the suspended-sediment
concentration, which could be used to convert turbidity measurements (at depths
of 0.5, 1.0 and 1.5 m) into suspended-sediment concentration estimates (Suk et al.,
1998; Bryce et al., 2003). Unfortunately, no such correlation was evident in the
data (r = 0.25, p = 0.26). Thus, the following discussion is restricted to the raw
suspended-sediment concentrations measured in the water surface samples.
The suspended-sediment concentrations ranged from 0.03 - 0.14 g/L
(Figure 4.25). No correlation between the sample concentration and the flow velocity
measured during its collection was detected (r=-0.3, p=0.20). The lateral gradients
in suspended-load were usually small, although near-bank sites mostly had slightly
higher surface concentrations than sites in the centre of the channel (Figure 4.25).
These results are broadly consistent with other studies, which found only small
variation in suspended-sediment concentrations over tidal channel cross-sections
(Suk et al., 1999; Bryce et al., 2003).
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of the cross-section are connected with lines.
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Figure 4.26: The location of each instrument during the deployment (Sites 6.1
and 6.2) . For the larger scale location of Site 6, see Figure 4.3.
4.4.4.2

Monitoring bed levels

Two Sontek Triton ADVs were deployed to monitor water elevations, velocities
and bed levels at Site 6 from December 7-13. These variables were measured and
stored every 90 s, based on a 15 s burst of measurement. The instruments were
located within 3 m of each other, slightly toward the inner bank of the cross-section
(Figure 4.26). They were in nearly identical water depths (difference of 4 cm), and
the velocity series they recorded are almost identical (mean absolute difference of
0.96 cm/s).
During the deployment the near bed flow speed peaked at 15-20 cm/s, except for
two brief periods just before days 8 and 10, when seiche waves caused velocity
oscillations of up to 40cm/s (Figure 4.27). The tidal range was at most 1.66
m (Figure 4.27). Although it would have been interesting to conduct a similar
deployment during higher velocity spring tides, time constraints on the availability
of the instruments meant that this was not possible.
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Figure 4.27: Top: The measured velocity (solid) and water elevation (dashed)
during the deployment, with negative velocities denoting ebb flows. Velocity was
virtually identical at both sites. The velocity oscillations just before days 8 and
10 are due to seiche waves (as in Figure 4.18). Bottom: The bed levels at the
deployment sites, measured relative to their initial elevation. The thick lines are
11 point moving averages of the raw data series. The raw data are plotted in light
colours for illustration.
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The bed levels ranged over 0.5 (Site 6.1) and 1.4 cm (Site 6.2) during the
deployment (Figure 4.27). The evolution of the bed differs significantly between
sites, especially during days 7 to 9 (Figure 4.27). Late on day 7, rapid erosion
occurs at Site 6.2 in association with seiche induced velocity oscillations, while there
is no obvious change at Site 6.1. From day 8 to early in day 9 the bed elevations
drift incoherently, and velocities are low. However, both sites undergo deposition in
the early part of day 9. During late day 9 and early day 10, another seiche induced
velocity oscillation occurs, but this appears to have little effect on the bed levels at
either site.
More coherent behaviour occurs in the latter part of the time series (Figure 4.27).
During days 10, 11 and 12, both sites erode in association with peak ebb velocities
during the higher tides. On day 12, both sites also exhibit deposition in association
with the flooding tides.
The coherence in the bed levels at the two sites during the latter erosive
periods suggests that a consistent signal of erosion can be captured using ADV
measurements, during the relatively sustained ebb velocity peaks on larger tides.
However, there is significant spatial variability in the response of the bed. This
is especially true during lower velocity periods, and during shorter duration high
velocity periods. When using such time series to estimate constants for erosion and
deposition laws (e.g. τe ), this implies that only the coherent aspects of the data sets
should be used for parameter estimation. Without the use of multiple instruments to
measure the bed elevation, this local complexity would not have been realised, which
could have led to over-calibration of the model based on only one measurement site.
In order to use these measurements to estimate constants related to sediment
transport (τe in the bed surface sediments; the erosion constant α in Chapter 3,
Equation 3.59; and ws ), the velocities and bed levels were modelled, and the
constants calibrated to find a reasonable fit to the measured data. The model
was based on the previously described hydrodynamic code (which models the
water elevations and the distribution of velocities Ud over each cross-section,
Section 4.4.3.1), combined with the following simplified version of the suspendedsediment continuity equation, which includes longitudinal and lateral advection,
lateral diffusion, and resuspension/deposition:
∂dC ∂Ud dC ∂Vd dC
∂  ∂dC
∂h 
+
+
=
ǫcy
+ ǫcy cb
+ Es − Ds
∂t
∂x
∂y
∂y
∂y
∂y
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Here d is the depth (m), t is time (s), x and y are the longitudinal
and lateral coordinates (m), C is the depth-averaged suspended-sediment
concentration(m3 /m3 ), and cb is the near bed suspended-sediment concentration,
which is related to C by (Ikeda and Izumi, 1991):
1
C=
d

Z

h

Y

 −ws 
ǫcz 
d cb
c dz =
1 − exp
dws
ǫcz

(4.13)

assuming an exponential vertical profile for suspended-sediment. Further, z is the
vertical coordinate (m), Y is the free surface elevation (m), h is the bed elevation
(m), c is the pointwise suspended-sediment concentration (m3 /m3 ), Ud , Vd are the
depth-averaged x and y components of velocity (m/s), ǫcz and ǫcy are the vertical
and lateral eddy diffusivities (m2 /s; see Chapter 3, Equations 3.15 and 3.16), ws is
the settling velocity of sediment (m/s), and Es and Ds are the rates of resuspension
and deposition (m/s) (Chapter 3, Equations 3.59 and 3.10).
Equation 4.12 was solved using the Alternating Direction Implicit technique
(e.g. Golub and Ortega, 1992), with a second order central discretization of the y
derivatives, and a third order upwind discretization of the x derivative. The term
Ds was discretized implicitly at each time step.
d dC
The lateral advection term ∂V∂y
is included in Equation 4.12, even though
lateral velocities are neglected elsewhere in this model. It was included here because
advection is thought to be the major control on mineralogenic sediment delivery to
the intertidal flats in salt marshes (Allen, 2000). Vd d was calculated using the 2D
continuity equation:
∂d ∂Ud d ∂Vd d
+
+
=0
(4.14)
∂t
∂x
∂y
Note that the model assumptions require that ∂d
= ∂Y
is constant at each cross∂t
∂t
section, while Ud d is known from the cross-sectional depth and velocity distrbutions
(Equation 4.11). Vd d can then be calculated at any yi in the cross-section as
(Equation 4.14):
(Vd d)|yi = −

Z

yi

Bl

∂d ∂Ud d
+
dy
∂t
∂x

(4.15)

where Bl is the y value of the lower bank (the bank with the lowest y value).
Equation 4.15 was solved numerically using the trapezoidal rule for integration. To
numerically satisfy the requirement that Vd d integrates to zero over the cross-section
(which follows from the assumed symmetry of the model channel, Figure 4.21), the
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instantaneous value of

∂d
∂t

in Equation 4.15 was calculated using the 1D continuity

equation:
∂d
1 ∂Q
1
=−
=−
∂t
B ∂x
B

Z

Bh

Bl

∂Ud d
dy
∂x

(4.16)

where Bh is the y value of the higher bank (the one with the higher y-value).
This treatment of lateral velocities ignores secondary flows associated with channel
meandering, but accounts for the ‘mass conservation’ type secondary flows driven
by changes in the water elevation (see also Siviglia and Toffolon, 2007).
Bedload was not included in the model. Sediment was assumed to be
homogeneous, with void fraction λ = 0.94 typical of fine sediments deposited for
one day with a dry density of 150kg/m3 (van Rijn, 1993). This value of λ is much
higher than that measured in the upper 7 cm of the bed (Section 4.4.2.2); however,
when sampling the upper 7 cm, it was evident that a thin ‘soupy’ layer of low
density mud was present on the bed surface. This is thought to be the material
observed eroding and depositing during the bed monitoring deployment, because
erosion occurred even at very low shear stresses.
Because the water elevation was only measured at Site 6 during the bed elevation
measurements, in the model the water elevation at the channel mouth was forced
with the Site 6 measurements, using the idealized bathymetry of Figure 4.21.
Obviously this will introduce some error into the model, especially because free
surface oscillations tend to be amplified up the creek (Figure 4.18). In order to
reduce the latter effect, the measured water elevations were filtered with a 21 point
(≃ 30 min) moving average before being used in the model, which effectively damps
the magnitude of seiche driven free surface oscillations.
The water level data was converted into a continuous series of longer duration by
continuously ‘looping’ the measurements, starting from near low tide early on day
8, and finishing at the end of the deployment (day 12). This was done to confirm
that transient errors in the hydrodynamics (caused by starting the model from an
assumed a flat free surface) did not have a strong effect on the results (Sobey, 2001).
As a result, the measurements on day 7 and early day 8 were not modelled.
Figure 4.28 shows a comparison of measured and modelled velocities and bed
levels. The general behaviour of the velocity series is well modelled. However, the
velocity oscillations at the end of day 9 are not well represented. This is because
filtered Site 6 data was used as the mouth boundary condition in the model. This
data will not give a good representation of the details of the free surface elevation at
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the channel mouth, which is what drives the velocity oscillations. Further, during
ebb tides, the peak velocities in the model are too high. However, the effect of this
error on the bed level modelling was investigated by limiting rates of erosion during
the ebb tides, and was confirmed to be small.
The model does not predict the same degree of local variation in bed levels as
was observed in the data (Figure 4.28). In the model, channelised points within the
same cross-section tend to evolve similarly. Thus, it is not possible for the model
to correctly predict the details of each measured bed elevation series. However, the
general magnitude of the coherent periods of bed erosion (on days 10, 11 and 12)
could be reasonably modelled by assuming the existence of a ‘soupy’ bed layer with
√
α = 1.25 × 10−7 m/(s Pa), τe = 0.05 Pa, and ws = 0.002 m/s (Figure 4.28), and

assuming beneath this was a less erodible layer with τe = 0.5, and the same α and ws
values. The maximum distance between the two layers was set to 4 mm, using the
bed layer model of Chapter 3, Section 3.4.3. It was necessary to assume a two layer
bed model to prevent excessively high erosion during the ebb velocity peaks. This
calibrated bed structure is qualitatively consistent with observations of an easily
erodible, ‘soupy’ layer on top of the solid bed (Figure 4.7).
These calibrated bed parameters suffer from considerable uncertainty, because
the small scale variability in the bed evolution measurements cannot be predicted
well by the model. However, the model at least correctly predicts the magnitude
of erosion during the ebb velocity peaks, when measured changes at both bed
elevation sites are coherent. Further, the calibrated parameter values are physically
reasonable. Both τe and α are in the range of values reported in the literature (e.g.
van Rijn, 1993, 2007; Hanson and Simon, 2001; Sandford and Maa, 2001; El Ganaoui
et al., 2007), with τe in the ‘soupy’ layer being typical of very recently deposited
cohesive sediments, and τe in the deeper bed layer being typical for medium-density
muds (e.g. Amos et al., 2004). According to Stoke’s law, the calibrated value of ws
corresponds to sediment with an equivalent diameter of 50 µm. This is higher than
the median grain size on the channel bed (8-20 µm), but is reasonable, given the
poorly sorted nature of the bed material, and the likelihood of some flocculation (or
transport as aggregates) of the settling particles (Allen, 2000; Chang et al., 2007;
Manning and Dyer, 2007).
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Figure 4.28: Top: Observed and modelled velocities at Site 6 during the
experiment. Negative values denote ebb flows. Bottom: Observed and modelled
bed levels at Site 6 during the experiment.
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4.4.5

Summary of implications for cross-sectional modelling

The field studies have provided important geomorphic information about Yalimbah
Creek, which can be used to apply and evaluate models of cross-sectional shape.
The key facts and associated uncertainties are:
1. Flows in Yalimbah Creek are tidally dominated, and could be quite well
modelled by ignoring river discharge entirely. This was expected given its
small catchment and the absence of significant inflowing fluvial channels.
The hydrodynamic models provided a reasonable approximation of the creek’s
longitudinal hydrodynamics, and its cross-sectional velocity distribution, once
they were calibrated with Manning’s n=0.04, CDV = 2 and Λ = 0.24.
During overbank tides, measured flows were ebb dominated upstream (with
a maximum speed of ≃ 40 cm/s), and not clearly flood or ebb dominated

downstream (with a maximum speed of ≃ 60 cm/s). During within bank tides,
velocities were quite low both downstream and upstream (speed usually< 20
cm/s), and were often highly oscillatory due to seiche waves in Port Stephens,
which are amplified as they propagate up the creek. In Number One Cove,
it is likely that small wind waves are also an important hydrodynamic and
geomorphic agent, especially toward the southern boundary of the cove.
2. Yalimbah Creek is largely formed in fine, cohesive sediments. Although some
parts of the upper intertidal area include appreciable quantities of fine and very
fine sands, medium-fine silts and clays dominate the modern channel bed, and
most of the Holocene stratigraphy. The erosion behaviour of such sediments
should be dominated by cohesive effects, rather than by grain size (e.g. Black
et al., 2002; van Rijn, 2007).
3. Within the upper 15 cm of the bed at Site 5, there appear to be significant
variations in sediment density, and by inference erosion behaviour. A thin
‘soupy’ layer of easily erodible sediment is present on the bed surface. Though
its density could not be measured, assuming that the dry bulk density Bd ≃
150kg/m3 (typical of cohesive sediments deposited for less than a day, (van
Rijn, 1993)) leads to estimates of τe = 0.05, α = 1.25 × 10−7 , and ws = 0.002
for this layer. Beneath the soupy layer, two more consolidated bed layers
were identified: an upper bed layer with Bd ≃ 650 kg/m3 , and a deeper layer
with Bd ≃ 900 kg/m3 . The modelling of the bed evolution measurements
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gave reasonable results with τe ≃ 0.5 Pa beneath the ‘soupy’ bed layer, and

this seems reasonable given the measured bulk densities (e.g. Amos et al.,
2004; Lick, 2008). In the absence of more detailed bed measurements, it will
be assumed that the more consolidated bed layers have τe = 0.5, and the
same α and ws values as calibrated for the ‘soupy’ bed layer, although it is
acknowledged that these estimates are very uncertain.
4. In many sites these soft muds are underlain by very consolidated pre-Holocene
sediments and older volcanic sequences, collectively referred to as bedrock.
The bedrock was consistently too resistant to be augered. It is inferred to be
highly erosion resistant, although it was not possible to directly measure its
erosion behaviour.
Measurements of the bedrock elevation beneath the banks of the main channel
suggest that the channel bed is often at a similar elevation to, or slightly
incised into, the bedrock. However, surface sediment sampling also indicates
that in most cases, soft muds do occur on at least part of the channel bed.
For example, when deploying the Triton ADVs, ≃ 1.2 m of penetrable mud
was required to secure the instrument to the channel bed (using a star picket).
This was possible at Site 6 only towards the inner channel bank, but was easily
achieved at Sites 4 and 5.
Bedrock was also found on the bed of a number of larger side channels (i.e.
those which connect to the main channel and are visible in Figure 4.3). The
bedrock was usually overlain by ≃ 1-5 centimetres of mud. However, even in
these channels, cores on the neighbouring channel bank sometimes penetrated
a metre or so below the channel bed. It thus appears that bedrock is an
important influence in much of the creek, but does not completely constrain
its morphology.
These findings suggest that Yalimbah Creek is a suitable site for the application of
the cohesive-dominated cross-sectional models, such as those developed in Chapter 3.
They also strongly suggest that it will be necessary to consider vertical variations
in the bed structure, including the influence of bedrock.
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4.5

Cross-sectional models

In this section, a range of cross-sectional models similar to those described in
Chapter 3 are solved, and their predictions of channel shape and its changes with
channel size are compared with cross-sections in Yalimbah Creek.
Unless specified otherwise, the default values for various parameters in these
simulations are described in Appendix C.1, based on the measurements at Yalimbah
Creek. The water level is imposed to simulate an idealized semi-diurnal tide with a
flat free surface and a range of 1.8 m:
Y = 0.9 sin(

2πt
) + Mean Sea Level
12.4 ∗ 3600

(4.17)

Here Y is the free surface elevation (m) and t is time (s). The discharge is calculated
from Y , assuming that the hypsometry of the reach upstream of the cross-section
(surface area - stage relation) is similar to the hypsometry of the cross-section itself
(surface width - stage relation) (D’Alpaos et al., 2006):
Q = LB

∂Y
∂t

(4.18)

where Q is the discharge, L is a length scale which controls the magnitude of the
discharge, and B is the wetted width of the cross-section, which varies depending
on Y . Unless stated otherwise, vegetation is assumed to occur on surfaces with an
elevation greater than 0.4 m above mean sea-level, as long as the magnitude of the
bed slope is less than 0.25.

4.5.1

Models with a constant τe

4.5.1.1

Models with laterally constant cb

General evolution
Beginning from a broad, deep initial condition, these models typically evolve in
manner similar to Figure 4.29. Initially τ < τe over the entire cross-section, which
leads to uniform deposition in subtidal parts of the bed, and a steady vertical growth
of the marsh to high tide water level (years 0-2, Figure 4.29). As the cross-section
shallows, the high-tide marsh expands more rapidly. Simultaneously, velocities in
the deeper parts of the cross-section increase until τ > τe , and a channel develops
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(years 2-5, Figure 4.29). Accretion continues to reduce the intertidal width of the
cross-section, which reduces the discharge (Equation 4.18). This causes the channel
to narrow and shallow slightly, until an equilibrium cross-section has developed
(Figure 4.29). In this particular case, the equilibrium cross-section has a low aspectratio (=2.1).
Similar low aspect-ratio channels were predicted in the previous chapter using a
model with homogeneous sediment, no bedload and a constant cb , under a constant
discharge and water level (Chapter 3). Such deep, narrow equilibrium morphologies
appear characteristic of models with these sedimentary properties (Chapter 2,
Section 2.6.1 and Chapter 3, Section 3.4.1).
Why the model converges to a stable solution
That the present model converges to a tidally-averaged stable solution is surprising in
light of the discussion in Chapter 2, Section 2.6.1. There it was pointed out that the
tidal model of D’Alpaos et al. (2006) should not converge to an equilibrium, because
there should always be points inundated only near high tide, which experience a
maximum τ < τe , and hence undergo deposition. This leads to channel narrowing
unless the bank slope is vertical, which would violate the assumptions of the
hydrodynamic model used by D’Alpaos et al. (2006) (Chapter 2, Section 2.6.1).
The reason that a similar argument does not apply to the present model is that
the numerical solution converges to a channel with vertical banks (Figure 4.30). As
the spacing between points ∆y reduces (i.e. more points are used to represent the
cross-section), the banks become increasingly vertical (Figure 4.30). The numerical
boundary point in the channel experiences a high enough shear over the tidal cycle
for erosion and deposition to be in balance. This highlights the benefit of using
a hydrodynamic model which can be applied to such geometries without logical
contradictions. While the depth-averaged model used here should not be expected to
be very accurate near such boundaries (because vertical variations in the velocity will
be significant), the steep upper bank geometry predicted by the model is nonetheless
reasonable. For example, steep upper banks are often observed at Yalimbah Creek
(e.g. Figure 4.4).
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Model behaviour
The rate of temporal evolution in this model is unrealistically high. Using values of
cb , ws , λ and ρs estimated from the main channel at Yalimbah Creek, 0.203 m of
deposition per year is predicted at a point on the marsh inundated just 5% of the
time (ignoring erosion). This is one to three orders of magnitude larger than salt
marsh accretion rates reported in the literature (French, 1993; Rogers et al., 2006).
This discrepancy suggests that the assumption of a single, constant value of cb in
both the channel and the marsh is unreasonable. While the model parameters were
estimated from measurements in the main channel at Yalimbah Creek, in reality
suspended-sediment concentrations over the marsh are likely to be much lower than
in the main channel (Friedrichs and Perry, 2001). As a result, the rate of marsh
accretion in the model is too rapid when cb is constant. Because the elevation of
the marsh determines the peak discharge in the model (via Equation 4.18), the rate
of marsh accretion largely controls the evolution time scale of the model, which is
thus also far too rapid.
Lower rates of morphological evolution were reported in the model of D’Alpaos et
al. (2006), which is qualitatively similar to that presented here. In their simulation,
the evolutionary time scale was ≃ 100 years. However, this is largely because they

used lower values of cb and ws than are observed in the main channel of Yalimbah
Creek, and because they employed a shear limited deposition formula (Einstein and
Krone, 1962). If the present model is run using the parameter values and initial
conditions of D’Alpaos et al. (2006), including shear limited deposition, then the
evolution timescale is also on the order of 100 years. However, the parameter values
used by D’Alpaos et al. (2006) are not appropriate for the main channel in Yalimbah
Creek.
Even in the simulation of D’Alpaos et al. (2006), rates of vertical marsh
growth and morphological evolution are too high. Radiocarbon dating suggests
that intertidal marshes can persist for timescales on the order of several thousand
years (e.g. Allen, 2000), even without persistent sea-level rise, as evidenced in
south eastern Australia (Saintilan and Wilton, 2001; Sloss et al., 2007). Marsh
autocompaction is probably an important process preventing more rapid marsh
emergence (Allen, 2000; Rogers et al., 2006). Erosion by meandering tidal channels
may also help to maintain a lower elevation marsh, as has been suggested for fluvial
floodplains (Lauer and Parker, 2008).
Although this model cannot correctly predict temporal changes in marsh
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elevations, its main purpose is modelling the linkages between geomorphic processes
and resulting channel morphologies, rather than modelling marsh evolution.
Therefore, assuming that marsh elevations are determined by processes outside the
scope of the model, it is interesting to see what type of stable channel forms are
predicted if the marsh elevation is imposed.
To investigate this, four sets of simulations were conducted, in which the marsh
elevation was 1) not limited, 2) artificially limited to mean sea-level, 3) artificially
limited to 0.5 m above mean sea-level, or 4) artificially limited to 0.7 m above mean
sea-level. Ds was set to zero at elevations above this limit, thus preventing further
marsh accretion. In each case the discharge length scale L (Equation 4.18) was
varied through 4000, 3000, 2000, 1000, 500, and 300 m. These values are typical of
cross-sections at Yalimbah Creek (Figure 4.21), where L was estimated as the ratio
of the area of a given cross-section to the upstream water volume. The width of the
model domain WD was set to 5% of the discharge length scale. The initial condition
for every model was a parabola, with an elevation of 1.11 m at the edge of the model
domain, and a minimum of -2.1 m in the centre. Experimentation indicates that
the results are not sensitive to this condition.
The tidally-averaged equilibrium cross-sectional shapes are compared with data
from Yalimbah Creek in Figure 4.31. When the marsh elevation was not limited, the
channels attained very low aspect-ratios of ≃ 0.5-1.5, which decreased slightly as the
channel dimensions decreased (Figure 4.31). With a limited marsh elevation, the
equilibrium channel aspect-ratios were around 3-4, except for very narrow channels
(Figure 4.31). As compared with the channels in Yalimbah Creek, the modelled
channels generally had lower aspect-ratios, especially when B > 10 m (Figure 4.31).
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channels in the model (with constant cb ), and in Yalimbah Creek. The dotted
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4.5.1.2

Models with laterally variable cb

The above model resulted in unrealistic rates of sedimentation on the intertidal
flats, and produced stable channels with lower aspect-ratios than those at Yalimbah
Creek. However, results in Chapter 3 suggest that for sediment with ws = 0.002 m/s,
the model will predict stable channels which are significantly wider and shallower
if cb is assumed to vary laterally. Thus, it seems desirable to account for lateral cb
variations in the present model.
Unfortunately, this leads to significant technical difficulties. Recall that the
equation used to distribute cb in Chapter 3 was:
ǫcy

∂h
∂dC
+ ǫcy cb
=0
∂y
∂y

(4.19)

where ǫcy is the lateral eddy diffusivity (m2 /s), and cb and C are related via
Equation 4.13.
The justification of this approach is that Equation 4.19 can be derived from
the 2D equation for conservation of suspended-sediment (Equation 4.12) assuming
steady, longitudinally uniform flow with no secondary component, for which erosion
and deposition are equal. However, these constraints are obviously not satisfied for
tidal flows, which are unsteady, and which will not have instantaneous equality of
erosion and deposition, even at equilibrium (unless there is no sediment transport).
Given this complication, the author is unable to simplify Equation 4.12 into a
suspended-load distribution equation which can be applied to a single cross-section.
To simulate the evolution of a single cross-section with laterally variable suspendedload under tidal conditions, stronger approximations must be made.
One approach is to assume that, despite the unsteady nature of the flow, the
suspended-load is distributed laterally according to Equation 4.19. This will be a
‘good approximation’ of the predictions of Equation 4.12 to the extent that both
methods predict similar patterns of deposition over the cross-section, integrated over
the tidal cycle. If they predict similar patterns of deposition, then the stable channel
shapes predicted using both methods should be similar also.
To test this approach, the predicted depositional patterns from Equation 4.12
and Equation 4.19 were compared, using the model and measurements of Yalimbah
Creek from the bed monitoring experiment (Section 4.4.4.2). The total deposition
at each point on the modelled creek geometry, from early on day 8 to late on day
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12 in the measurement period, was calculated:
Total Deposition =

Z

Ds dt

(4.20)

T

using both Equations 4.12 and 4.19. The time period T corresponds to the portion
of the data that was modelled (Section 4.4.4.2).
To do this, the solution of Equation 4.19 requires an assumed value of cb in the
channel centre (Chapter 3, Section 3.3.2). This was set constant at all times. At each
cross-section, its actual magnitude was adjusted to agree with the total deposition
predicted by Equation 4.12 in the channel centre. This is trivial to do, because the
linearity of Equation 4.19 means that the total deposition rate at a cross-section is
proportional to the assumed value of cb in the channel centre (given that the latter
is constant).
Figure 4.32 compares the total deposition within the channel predicted using
the Equilibrium Model (Equation 4.19) and the full 2D model (Equation 4.12), at
nine evenly spaced cross-sections in the model. Both methods show a decreasing
rate of deposition towards the channel banks. This decrease is greater using the
simplified model (Equation 4.19) than the full model (Equation 4.12), because the
former does not account for the lateral advection of sediment (i.e. the term ∂V∂ydC
in Equation 4.12). Indeed, if the full model (Equation 4.12) is modified to exclude
lateral advection, then it predicts slightly less deposition on the banks than does
the equilibrium model (Equation 4.19). Nonetheless, the general patterns of total
deposition within the channel are in agreement in each model.
Despite performing reasonably in the channel, Equation 4.19 predicts far
too much deposition on the intertidal flats, as compared with Equation 4.12
(Figure 4.33). This means that it will predict overly rapid marsh accretion, which
was also a shortcoming of the model with constant cb (Section 4.5.1.1).
These results suggest that the equilibrium cb model (Equation 4.19) will provide
a useful ad-hoc description of the patterns of deposition within the channel, even in
the tidal case. Given this, it seems worthwhile to study the effect of variable cb on
the predicted cross-sectional shapes using Equation 4.19. However, this model will
still predict overly rapid rates of sedimentation on the marsh as compared with the
more complete unsteady model (Equation 4.12). Therefore, marsh height limitation
will still have to be used to study the stable channel shapes associated with realistic
marsh elevations.
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Figure 4.32: Patterns of total deposition (Equation 4.20) predicted during the bed monitoring study in Yalimbah
Creek (Section 4.4.4.2), using the 2D suspended-load model (Equation 4.12) and the equilibrium suspended-load model
(Equation 4.19). The cross-sections were chosen to be evenly spaced along the modelled channel geometry (Figure 4.21).
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Figure 4.33: Modelled total deposition (Equation 4.20) at points 3 m from the
channel bank (on the intertidal flats) on cross-sections from the model geometry
(Figure 4.21). Calculations used both the 2D suspended-load model (Equation 4.12)
and the equilibrium model (Equation 4.19). The latter predicts much higher rates of
deposition on the intertidal flats. Note the logarithmic y axis. For visual convenience
only values for the first 3 km of channel are shown, as further upstream rates of total
deposition in the 2D model become very small (e.g. O(10−60 )).
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Figure 4.34: Comparison of the stable bankfull width and maximum bankfull
depth in the model with variable cb , and in Yalimbah Creek.
Channel cross-sectional simulations were thus conducted using identical
parameter values as in Section 4.5.1.1, but with Equation 4.19 used to calculate
the distribution of cb . The value of cb in the channel centre was set to 0.06 g/L,
which is the same as the value used in the constant cb simulations.
The stable channel shapes predicted by the model are compared with data
from Yalimbah Creek in Figure 4.34. The cases in which the marsh elevation is
limited have similar aspect-ratios to cross-sections at Yalimbah Creek (Figures 4.34
and 4.35). These models correctly capture the increase in the channel aspect-ratio
as the channel dimensions increase (Figure 4.34). On the other hand, if the marsh
height is not limited, then the stable channel shapes are overly deep and narrow,
as compared with channels in Yalimbah Creek (Figures 4.34 and 4.35). However,
the latter channels do not have a significant intertidal area beyond their own banks,
in contrast to the channels at Yalimbah Creek. Thus, it is unsurprising that these
channels do not fit the data as well as those with a limited marsh elevation.
The stable channel shapes are shown in Figures 4.35 and 4.36. The larger
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Figure 4.35: The stable channel shapes for the model with variable cb . The plotted
channels are the largest channels in each category in Figure 4.34.
channel shapes appear reasonable. However, in the case of small channels, this
model predicts unrealistic incisions in the channel centre (Figure 4.36). This happens
because the model will not predict the minimum bed elevation to be greater than the
low tide water elevation (Figure 4.36). In turn, this occurs because the discharge
model (Equation 4.18) assumes that the water elevation is constant upstream of
the channel, which would not be valid for very shallow water depths when flow is
friction dominated (Seminara et al., 2010). If the channel bed elevation approaches
the low tide water elevation, then near low tide, the cross-sectional area can become
very small. However, the discharge is not adjusted to reflect the high friction which
should retard the flow in this instance, and so velocities increase. Erosion will result,
thus preventing the channel bed from accreting above low tide level.
Despite this limitation, in the case of the larger channels, the predicted
velocities at equilibrium are of similar magnitude to velocities during spring tides in
Yalimbah Creek, further suggesting that the model is reasonable for larger channels
(Figure 4.37). For the largest channels (= further downstream, higher L), the
peak velocity associated with overbank flows is around 0.6 m/s, while the peak
velocity during within bank flows is around 0.2 m/s (Figure 4.37). This compares
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Figure 4.36: Modelled channel shapes for different values of L (Equation 4.18), in
the case that the marsh elevation is limited to 0.7 m. The channel width decreases
with L, which is varied through 4000, 3000, 2000, 1000, 500 and 300 m. High and
low tide elevations are denoted by dotted lines.
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well with the peak velocities measured in Yalimbah Creek at Site 4 during spring
tides (Figure 4.17). As L is reduced in the model (= further upstream), the peak
velocities during overbank flows reduce in magnitude (Figure 4.37). This also occurs
in Yalimbah Creek (Figure 4.17).
The models with variable cb appear to give more realistic predictions regarding
channel shape in Yalimbah Creek than do models in which cb is assumed constant.
However, the predictions seem less realistic in the case of very small channels.
Additionally, the present model still assumes that τe = 0.5 Pa everywhere, while the
field measurements suggested that this was true for more consolidated sediments,
while τe ≃ 0.05 Pa for very recently deposited sediments.
Therefore, in the following section an alternative version of the model is
developed, which may explain more clearly the behaviour of some small channels,
which are formed by pure incision. Following that, the effect of introducing
variations in τe and bedrock into the model will be investigated.
4.5.1.3

Pure erosion (cb = 0)

At Yalimbah Creek, the author has commonly observed short, low aspect-ratio
drainage channels (10s of metres long) incised into the intertidal flats. These
typically have a width of ≃ 0.5-3 m and a depth of ≃ 0.5-1.5 m, and flank the
main channel and some of the major side channels. Examples are ‘Channel a)’ in
Figure 4.4, ‘Channel d’ in Figure 4.10, and the channel in Figure 4.38.
At least some of these channels are formed by pure incision into a pre-existing
intertidal flat, rather than by a balance between erosion and deposition. For
example, in Figure 4.38, the channel is cut into the flats, but pre-existing root
systems remain in the channel itself, indicating that the site of the channel was
previously full of intertidal sediments. Given the existence of such channels, it is of
interest to determine what sort of cross-sectional shapes are predicted by the model
in a purely incisional case.
As these channels are short, their discharge comes primarily from water stored
on the intertidal flats. These flats will only be inundated during overbank flows,
unlike the channel itself. To model the discharge, it is thus inappropriate to assume
that the hypsometry of the upstream area is similar to the hypsometry of the crosssection, as required by Equation 4.18.
An alternative discharge model may be based on the hypsometry of the intertidal
flats. Suppose that the proportion of the intertidal flats which are inundated at a
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Figure 4.37: The predicted depth-averaged flow speed (= |Ud |) in the centre of the
channel at equilibrium, for the models in Figure 4.36. The models have variable cb ,
and the marsh height is limited to 0.7 m above mean sea-level (dotted line in the top
panel). The top panel shows the water elevation, and the other panels show |Ud |.
For all cases except L = 300, the highest velocities occur as the marsh floods and
dries. Notice how the magnitude of these peak velocities decreases as L decreases.
This also fits with observations at Sites 4 and 5 in Yalimbah Creek.
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Figure 4.38: A minor drainage channel at Yalimbah Creek. The aspect-ratio of
this channel varies around 1-2. Note the subaqueous mangrove roots above the
channel bed (lower part of image). These are common throughout the length of this
channel, and indicate that it has formed through incision into the intertidal flats.
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Figure 4.39: The assumed functional form of I in Equation 4.21. The shape of
this profile is based on a surveyed intertidal transect at Yalimbah Creek.
given stage Y is denoted I. If the maximum intertidal area drained by the channel
is AI , then the discharge is:
∂Y
Q = IAI
(4.21)
∂t
In the present simulations, Equation 4.21 was used to calculate Q, while I was
estimated as a function of Y based on a surveyed intertidal transect (Figure 4.39).
This assumes that the width-height relationship along the transect is representative
of a typical area-height relationship for the intertidal flat.
Gradients in τe in the bed are ignored in this simulation. The literature
suggests that τe gradients are most pronounced in the upper few centimetres of
the sedimentary surface (Chapter 3, Section 3.2.2.5). Thus, vertical changes in τe
are probably less important for channels which incise to a depth of ≃ 1 m into a
pre-existing intertidal flat.
The model was run assuming AI = 1.5 ha (Equation 4.21). The initial crosssectional shape is a 30m wide intertidal flat, with a 40 cm triangular incision in the
centre, used to promote channelisation (Figure 4.40). The mean sea-level is 0.88m.
Vegetation is assumed to occur everywhere, except within the central incision.
The model predicts that the initial incision deepens over most of its length,
and develops a more rounded shape (Figure 4.40). It eventually asymptotically
approaches a cross-section with an aspect-ratio of 1.9, which is within the range of
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Figure 4.40: Top: The initial condition for the model. Bottom: The channel
incision predicted by the model. The channel asymptotically approaches a stable
form with an aspect-ratio of 1.9.
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measurements for such small channels at Yalimbah Creek (Figure 4.9).
The cross-sectional asymptote in the model is characterised by a maximum value
of τ ≤ τe everywhere, so that no erosion is possible. The asymptotic morphology in
this simulation is broadly similar to that predicted by the model when cb is constant
(> 0), under both steady discharge (Chapter 3, Section 3.4.1) and tidal discharge
(Section 4.5.1.1). It highlights yet again that models with homogeneous sediment,
no bedload and constant cb tend to predict stable channel forms which are very deep
and narrow.

4.5.2

Models with vertical gradients in τe

In the present section, the models with laterally variable cb (Section 4.5.1.2) are
altered so that τe is not constant, but varies based on the maximum depth of burial
of the sediment. Using the τe model from Chapter 3, Section 3.4.3, the bed was
divided into 2 layers with τe = 0.05 Pa in the top layer, and τe = 0.5 Pa in the
deeper layer. The maximum thickness of the upper bed layer was set to 0.004 m.
This bed structure was already used to model the bed elevation measurements in
Yalimbah Creek (Section 4.4.4.2).
As in the previous models, in all cases the width of the computation domain
was set to 5% of L, with L varying through 4000, 3000, 2000, 1000, 500 and 300 m
(Equation 4.18). Because Chapter 3, Section 3.4.3 identified that the stable states
of these models can depend on their initial conditions, all simulations were run with
two different initial conditions. ‘Initial condition 1’ is a shallow parabola, with a
minimum elevation of -2.1 m in the centre of the computational domain, and a
maximum elevation of 1.11 m at the computational boundary. ‘Initial condition
2’ is a deep parabola, with a minimum elevation of -7.01 m in the centre, and a
maximum elevation of 1.11 m at the computational boundary.
Results for the marsh limited cases are shown in Figure 4.41. For the cases where
the marsh was not limited, the time taken to achieve convergence turned out to be
very long, and so those computations were not completed.
The models predicts the formation of very wide, high aspect-ratio channels, as
compared with the models without bed layers (Figure 4.41). The stable solutions
differ substantially depending on the model’s initial condition (Figure 4.41), and in
this respect show behaviour similar to that reported in more idealised simulations
(Chapter 3, Section 3.4.3). As compared with data from Yalimbah Creek, the
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Figure 4.41: Stable bankfull width and maximum bankfull depth of cross-sections
predicted by the models with vertical gradients in τe , compared against data from
Yalimbah Creek. Note the difference in the predictions in the top and bottom panels,
which is caused solely by their different initial condition (described in the text). Top:
Starting from Initial Condition 1. Bottom: Starting from Initial Condition 2.
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predicted channel shapes are too wide and shallow, with the possible exception
of the smallest modelled channels (Figure 4.41).

4.5.3

Models with bedrock

In this section, the first models considered in this chapter (Section 4.5.1.1) are
adapted to include bedrock. Field observations suggest the possible importance of
bedrock in much of Yalimbah Creek, and this justifies an attempt to include it in
models.
The models assume that cb is constant, and sediment is homogeneous, except
that ‘bedrock’ exists below a given elevation zrock . Bedrock is simply represented
by sediment with an extremely high value of τe (10001 times larger than τe for
soft sediments), which cannot be eroded by the flow. Because field data suggests a
gradually increasing channel depth for larger channels, the level of the bedrock (zrock )
was varied between 3 and 1 m below mean sea-level, and it was linearly related to the
parameter L (Equation 4.18), so larger channels have a deeper bedrock elevation.
L takes the same range as in the initial simulations (Section 4.5.1.1). The initial
conditions are also the same as in Section 4.5.1.1, except that if h < zrock anywhere,
then h is set to zrock .
These assumptions mean that the model ignores the local variability in the
elevation of bedrock at the field site (Section 4.4.2.3). Further, it does not account
for the possibility of slow channel incision into the bedrock, even though in some
cases Yalimbah Creek appears to be slightly incised into its bedrock (Figure 4.15).
Nonetheless, the model will offer some insight into the effects of bedrock limitations
on the predicted channel morphologies.
The channel aspect-ratios are compared with data from Yalimbah Creek in
Figure 4.42. For larger channels, the general agreement with the data for marsh
limited channels is good, especially when the marsh elevation is limited to 0.7
m above mean sea-level. The model also predicts a substantial increase in the
aspect-ratio for channels with a low marsh (0 m above mean sea-level). This agrees
qualitatively with the observations of high aspect-ratio channels in Number One
Cove, where the intertidal flats also have a low elevation.
For small channels (width ≤ 4 m) the model predicts overly small aspect-ratios,
as compared with the data (Figure 4.42). This was also observed in an earlier model
(Section 4.5.1.2), and happens because the model will not predict the minimum
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Figure 4.42: Bankfull width and maximum bankfull depth of stable channels
predicted by the model with bedrock, and data from Yalimbah Creek.
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Figure 4.43: Stable channel shapes predicted by the model with bedrock, with the
marsh elevation limited to 0.7 m above mean sea-level.
channel depth to be greater than the low tide water elevation.
Figure 4.43 illustrates the flat-bedded nature of the larger stable channels
predicted by this model. In all cases with a flat bed, its elevation is equal to zrock .
This highlights the strong influence of bedrock on the channel form in these models.
The predicted velocities in the centre of the channel at equilibrium are depicted
in Figure 4.44. For the larger channels, the peak velocity magnitudes (associated
with both over-bank and within-channel spring tides) are in qualitative agreement
with those observed in Yalimbah Creek (Figure 4.17).
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Figure 4.44: The predicted depth-averaged flow speed (= |Ud |) in the centre of
the channel at equilibrium, for the models in Figure 4.43. The models have variable
cb , and the marsh height is limited to 0.7 m above mean sea-level (Dotted line in
the top panel). The top panel shows the water elevation, and the other panels show
|Ud |.
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4.6
4.6.1

Discussion and conclusions
The geomorphology of Yalimbah Creek

Yalimbah Creek is a small salt marsh creek, formed largely in fine, cohesive
sediments.
The main channel exhibits a ‘tapering’ morphology, which is
characteristic of tidal channels (e.g. Marani et al., 2002). In its most downstream
reaches, it terminates in an unvegetated intertidal cove, flanked by broad flats with
elevations below mean sea-level. Here the channel attains its highest aspect-ratios
(≃ 12-20), which is towards the lower end of the range (8-50) reported for tidal flat
channels in Venice Lagoon (Marani et al., 2002). Moving upstream, the intertidal
flats gain higher elevations and become vegetated. Simultaneously, there is a general
decrease in the main channel width and aspect-ratio. The latter ranges from around
35 m and 8 m/m downstream, to less than 10 m and 4 m/m at the upstream limit of
the surveys. These aspect-ratios are in a similar range to those reported elsewhere
for high order muddy salt marsh channels (Allen, 2000). The main channel is also
flanked by a number of significant side channels (visible in the map in Figure 4.3),
and smaller channels incised into the edge of the intertidal flats. The latter can
exhibit quite low aspect-ratios (1-3), consistent with some reports of deeply incised
small tidal channels elsewhere (e.g. Bayliss-Smith et al., 1979; Fagherazzi et al.,
2004), and in contrast to some results for small channels described in Venice lagoon
(≃ 5.8, Marani et al., 2002). In many locations, channels are underlain or slightly
incised into the local bedrock, which has an irregular distribution beneath the soft
muds which make up most of the creek’s boundary.
Consistent with the observed morphology, tides are the dominant hydrodynamic
influence on the creek, at least outside of Number One Cove. Within the creek,
measured velocities were largest during overbank tides (measurements peaking at
≃ 0.6 m/s), and usually low during within bank tides (≃ 0.1-0.2 m/s) as is typical

in similar systems (e.g. French and Stoddart, 1992; Allen, 2000; Bryce et al., 2003).
During neap tides, velocities could be very oscillatory, because of the influence of
seiche waves (free surface oscillations) at the creek’s downstream boundary (Port
Stephens). These waves were amplified as they propagated up the creek, and
have been observed to induce velocities in upstream parts of the channel which
are comparable to those measured during spring tides (0.3-0.4 m/s).
Because of its small catchment, it seemed a priori probable that terrestrial
inflows would have limited hydrodynamic importance in the creek, as compared
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with tides. This is supported by the fact that the hydrodynamic model was in good
agreement with measurements, despite not including any fluvial inflows. While
rainfall did not show any obvious influence on the hydrodynamic measurements, it
might exert a more important influence on flows over the intertidal flats (e.g. Green
and Coco, 2007), or in very marginal parts of the creek which have small upstream
tidal prisms. Further studies would be required to discern the significance of this,
and its morphodynamic consequences.
As compared with tidal currents, wind waves also seem unlikely to be of much
hydrodynamic importance upstream of Number One Cove, due to the sheltering
effect of the vegetated intertidal flats. However, within Number One Cove it is
possible that wind waves have a more substantial influence. Measurements at Site 1
show clear evidence of wind waves, although the estimated near bed orbital velocities
were low. Additionally, the surface distribution of grain size in Number One Cove
shows a distinct fining trend towards the North, suggesting that waves may be more
influential in mobilising sediment along the Southern edge of the cove, and become
less important further North.
Near-surface suspended-sediment concentrations, measured within the channel
during a single spring tide, ranged around 0.03-0.14 g/L. Using 19 samples, no
significant correlation could be detected between the concentration and either the
local velocity or turbidity. Although other studies have reported a correlation
between turbidity and suspended-load (e.g. Suk et al., 1998; Bryce et al., 2003),
and used this to efficiently conduct measurements, it is known that changes in grain
size, shape, composition and water colour can also influence turbidity, independent
of sediment concentration (Suk et al., 1998). It appears that these factors dominated
turbidity variations during the measurements in Yalimbah Creek, which prevented
the use of turbidity measurements as a surrogate for suspended-load.
Direct monitoring of bed levels at Site 6 using two nearby ADVs highlighted
the small scale variability of erosion and deposition. Although each site exhibited
coherent erosion during the higher, sustained ebb velocities in the last two days of
the deployment, their behaviour was otherwise quite different. This difference is
more likely to be due to heterogeneities in the bed structure rather than the flow,
as the velocities measured at each site were virtually identical. At present, to the
authors knowledge, such small scale variability is not included in morphodynamic
models. Further, it was ignored in previous studies which attempted to use ADVs
to estimate sediment transport parameters (Andersen et al., 2007).
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It would be interesting to undertake further theoretical and field research on the
potential morphodynamic consequences of this small scale variability in erosion and
deposition. It would also be useful to try to develop statistical models of the bed
evolution under flow, which can parametrise the spatial and temporal structure of
its variability. An experiment which could simultaneously monitor bed evolution
and flow at multiple sites, within a hierarchy of spatial scales, would be essential to
support such research.

4.6.2

Modelling channel shape

The models predict the formation of stable channel cross-sections under a tidal
hydrodynamic forcing. In this respect, they represent an advance over previous
models (Fagherazzi and Furbish, 2001; D’Alpaos et al., 2006, Chapter 2). Stable
cross-sections are possible in the present model even if cb is non-zero at the banks,
because the solution may converge to a channel with vertical banks. Such solutions
were not predicted by the previous tidal models, because this morphology would
strongly violate the assumptions underlying their hydrodynamics.
The simplest model assumed that sediment was homogeneous, and cb was
constant in space and time. These assumptions are similar to those used in earlier
studies (Fagherazzi and Furbish, 2001; D’Alpaos et al., 2006). The model predicted
the rapid formation of a very low aspect-ratio equilibrium channel morphology,
flanked by supratidal marshes. If the elevation of these marshes was artificially
limited to being within the intertidal zone, then the stable channel shapes had higher
aspect-ratios. Nonetheless, the latter were significantly smaller than are observed in
Yalimbah Creek, especially when the channel width was greater than 10 m.
The models were then adjusted to account for laterally variable suspendedsediment concentrations. Although in the tidal case it was not possible to rigorously
derive an equation for the lateral distribution of suspended-sediment, comparison
with a more complex model suggested that reasonable predictions could be obtained
by assuming that cb was distributed according to Equation 4.19 (which itself may
be rigorously derived in the case of a uniform stable channel with steady, uniform
flow and no secondary currents). The resulting models produced channels with
dimensions similar to those of Yalimbah Creek, so long as the marsh was prevented
from accreting out of the intertidal zone. The magnitude of the peak velocities
during within-channel and overbank tides was also reasonably reproduced in the
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model. However, this model’s performance was not as good in the case of small
channels, which it predicted would include an unrealistic central incision. This may
be attributed to the use of a simplified hydrodynamic forcing, which allows high
velocities when the depth is very small, and prevents the deepest point on the bed
from accreting out of the intertidal zone.
Because some smaller channels in Yalimbah Creek appear to be formed by
pure incision (rather than a balance between erosion and deposition), a model
of this process was also developed. The model predicted an incising channel
which converged asymptotically toward an equilibrium geometry, characterised by a
maximum shear stress which is everywhere less than or equal to τe . The asymptote
had a low aspect-ratio, which is also characteristic of small incisional channels at
Yalimbah Creek.
An attempt was also made to introduce variations in τe in the model, as field
observations suggested that recently deposited sediment in Yalimbah Creek has a
very low τe . The stable solutions of these models do not compare well with data,
and depend on their initial condition in a complicated way. It might be possible
that better agreement with data could be obtained by using other sets of initial
conditions, although this remains speculative at present. Ideally, the model could
be tested using a known initial condition for Yalimbah creek. However, without
knowing the detailed evolutionary history of the channel, this is not possible.
Subsequently a model was developed which included non-erodible bedrock at
a given depth, and otherwise ignored any gradients in τe . The model predictions
agreed quite well with data from Yalimbah Creek, both in terms of channel aspectratios, and peak velocities within the channel at equilibrium. In this sense the
model’s performance was of similar quality to the model which included lateral
gradients in cb . Another similarity between these models was their relatively poor
predictions in the case of small channels, due to the crude approximations inherent
in the hydrodynamic forcing at small depths.
When combined with the field observations, the models provide some insight into
the likely mechanisms controlling channel shape in Yalimbah Creek. In the case of
very small low aspect-ratio channels which flow through the intertidal flats, good
results were only produced by the model with pure incision (cb = 0) and an imposed
hypsometry. The ideas underlying the latter model (that channels form through
incision, beginning from initial low points in the intertidal flats) seem in agreement
with field observations.
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For larger channels, two different models seem to correctly predict trends in
channel shape: one which assumes that sediment is homogeneous and cb is variable,
and one which ignores variations in cb but accounts for bedrock layers. However, it is
difficult to reconcile either model completely with the field observations, especially
because both neglect variations in τe in recently deposited sediments.
Despite this, the field data does suggest that bedrock has an important influence
on channel form, while it does not suggest obvious cross-channel gradients in cb .
Thus, it is tentatively proposed that the model with bedrock better describes the
morphological controls on larger channels at Yalimbah Creek. This hypothesis could
be tested by more thoroughly mapping the distribution of bedrock beneath the larger
channels (e.g. using Ground Penetrating Radar), and by measuring in more detail
the distribution of suspended-sediment in the channel, during a greater number
of spring and neap tides. More generally, it would be useful monitor changes in
bed elevations and velocity within a single cross-section, at multiple sites including
both the mid channel and the bank. By illustrating the trends in deposition and
erosion throughout the cross-section over many tidal cycles, this would assist in
discriminating between different theories. Further, it may assist in the development
of a better model for the variations in τe in the bed.
The models developed in this chapter all have a number of limitations which
need to be understood. By their very nature, single cross-section models require
an imposed hydrodynamic forcing (i.e. discharge and water levels). As specified
by Equations 4.17 and 4.18, the hydrodynamic forcing is only heuristically similar
to that exhibited by real channels (e.g. compare Figures 4.37 and 4.44 against
Figure 4.17). The models also require an imposed sediment concentration, or at least
an imposed mid channel sediment concentration if cb varies. In natural channels, this
concentration is itself a product of the dynamics of flow and sediment transport in
the channel, as well as the proximity to other non-local sediment sources. The basic
limitation of single cross-section models is that they cannot be expected to capture
feedbacks between these boundary conditions and the morphology of the crosssection itself. Such problems may be partially overcome through the use of a Quasi2D model, such as that used successfully to model the longitudinal hydrodynamics
of Yalimbah Creek (Section 4.4.3.1). Such a model will be further investigated in
the next chapter.
The representation of processes in the models would also benefit from further
testing and parametrisation with field data.
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sectional hydrodynamic model gave reasonable predictions of the lateral distribution
of velocity in the field data, it is probable that larger errors exist in the
approximation of boundary shear (Knight et al., 2007). As the latter could not
be measured, it is difficult to control this error. Further, the erosion formulae
used in this chapter do not predict the same degree of local variability in the bed
evolution as was observed in the data. The consequences of this for morphodynamic
prediction are unclear. Additionally, it was not possible to directly observe the
erosion behaviour the bed beyond the upper few mm. Thus, the model for vertical
variations in τe is quite speculative at present, and would benefit from future
experimental and field investigations.
Because the channel forms observed in Yalimbah Creek show similarities to those
reported elsewhere, it stands to reason that models such as those examined here
might be usefully applied to other sites also. Ideally, this should be combined with
careful field campaigns aimed at characterising flow, sediment transport, and the
channel’s boundary materials, in a way that can be used to clearly discriminate
among competing models. Given the likelihood that that different models may
provide similar predictions of channel form, such field campaigns will be necessary
to reliably understand the morphological controls on tidal channels.
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Chapter 5
Tidal Estuary Width
Convergence: Theory and Form in
north Australian Estuaries
This chapter was written in collaboration with Professor Colin D. Woodroffe, and
has been published in the journal Earth Surface Processes and Landforms. See Davies
and Woodroffe (2010).

5.1

Introduction

It has been frequently observed that self-formed tidal channels are generally ‘funnel’
or ‘trumpet’ shaped, with a width that tapers upstream in an approximately
exponential fashion (e.g. Langbein, 1963; Vertessy, 1990; Pethick, 1992; Chappell
and Woodroffe, 1994; Eisma, 1998; Lanzoni and Seminara 1998; Fagherazzi and
Furbish, 2001; Savenije, 2005):
B(s) ≃ W e−s/Lb

(5.1)

Here s is an upstream arc length coordinate along the channel centreline, B(s) is the
width at s, and W and Lb are parameters approximating respectively the mouth
width of the channel, and the distance over which the width of an exponential
channel reduces by a factor of e ≃ 2.718282 (an approach to estimating these
parameters is presented in the Methods). Lb is termed the ‘width convergence
length’. Pethick (1992) further indicated that for channel networks in the north
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Norfolk saltmarshes, the sum of the widths of all creeks at incremental distances
from the mouth also exhibited exponential decay. In contrast to channel width,
longitudinal depth profiles in tidal channels are often erratic, but tend to exhibit a
fairly constant or slowly decreasing mean value in the upstream direction, although
a shallow bar often exists near the estuary mouth (e.g. Vertessy, 1990; Jones et al.,
1993; Lessa, 2000; Savenije, 2005).
The approximately exponential width profile plays a significant role in analytical
theories of tide propagation (Friedrichs and Aubrey, 1994; Lanzoni and Seminara,
1998; Savenije, 2005). If Equation 5.1 is substituted into the 1D hydrodynamic
equations describing average velocity and water elevation in an estuarine channel
without intertidal regions, then the parameter Lb completely characterises the
influence of channel width on the tidal hydrodynamics (e.g.
Lanzoni and
Seminara, 1998). Analyses using this approach suggest that in such estuaries, tidal
amplification is a decreasing function of both Lb and friction (e.g. Savenije, 2001,
2005, p. 53), while the non-linear character of the tidal wave depends on Lb , friction
and the scale of the velocity, depth and tidal amplitude through two dimensionless
parameters (Lanzoni and Seminara, 1998).
It has further been identified that, given certain hydrodynamic simplifications,
an ‘ideal’ estuary (a single channel in which the 1D tidal and velocity amplitudes are
constant upstream) would have an exponentially tapering width and constant depth
(Pillsbury, 1956; Langbein, 1963; Savenije, 2005). The hydrodynamic simplifications
underlying these analyses require that the non-linear terms in the momentum
equation (convective inertia and friction) can be ignored and linearised respectively,
and that river inflow and off-channel storage of water are negligible. Savenije (2005,
pp. 50-52) derived an equation for the width convergence length Lb in an ideal
estuary:
p   8g||u|| 
Shallow water wave celerity
Lb =
=
gd /
(5.2)
Linearised Friction Coefficient
3πC 2 d¯
where C is the Chezy friction coefficient, d and d¯ are the depth and time averaged
depth, g is gravitational acceleration and ||u|| is the tidal velocity amplitude. Using
similar assumptions, Prandle (2003, 2004) has investigated the restrictions on the
shape of an estuary with triangular cross-section such that it exhibits a constant
tidal amplitude. An expression for the length of the estuary was derived, which
showed some agreement with data from estuaries in the UK and US, albeit with
substantial residual scatter.
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In a more restricted but simpler argument, Chappell and Woodroffe (1994)
showed that in an estuary with spatially constant width-and-time-averaged discharge
(averaged between low and high tide, or high and low tide) and a flat water surface,
water continuity implies that the width profile must be exponentially tapering. This
derivation results in the approximation:
Lb =

T du
4a

(5.3)

where T is the tidal period, du is the width-and-time-averaged discharge, and a is
the tidal amplitude. Note that Equations 5.2 and 5.3 suggest that Lb increases with
the depth. Further, assuming that there is an increasing relation between a and
||u|| in Equation 5.2 (which follows from low order solutions of the tidal dynamics

in exponentially converging estuaries, e.g. Friedrichs and Aubrey, (1994, p. 3327)),
both equations suggest an inverse relationship between Lb and a.
The above theories do not fully explain why tidal estuaries become convergent,
because they do not explain why the morphology should develop such that tidal
and/or velocity amplitudes are constant throughout the estuary. In the field this
is not strictly true, although it is often a reasonable approximation (e.g. Chappell
and Woodroffe, 1994; Savenije, 2005). More direct attempts to identify the causes
of tidal channel convergence are reviewed below.
In a problematic quantitative attempt to explain tidal channel hydraulic
geometry, Langbein (1963) suggested that the morphology of tidal estuaries is
subject to two competing principles: 1) equal energy dissipation per unit area
of the bed, and 2) minimum total work. Employing a number of hydrodynamic
approximations and assuming that width B, depth d and velocity u are power

functions of discharge Q (i.e. the hydraulic geometry equations), Langbein (1963)
demonstrated that principles 1) and 2) were inconsistent with each other. The
former implied B ∝ Q1 , while the latter implied B ∝ Q.45 . Langbein (1963) then
proposed that the most probable exponent of the width profile would be halfway
1+.45
between these two values, i.e. B ∝ Q 2 = Q.725 , which happens to agree well

with a number of measurements in tidal channels (Langbein, 1963). However, the
assumption that the ‘most probable’ exponent will be halfway between the very
different values implied by the energy and work principles was not justified.
More recently, Savenije (2005) noted that if a tidal channel were prismatic (i.e.
constant width and depth), then tidal velocities would increase in the downstream
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Figure 5.1: Scatterplot of tidal range (TR) against Lb using data from Savenije
(2005, p. 54). The regressions are not quite statistically significant at the α = .05
level (F = 3.00, p = .107). The regression lines were computed by log transforming
both variables and performing ordinary least squares linear regression of each
variable against the other, and then back transforming the relations into power laws.
These two lines allow for forward and backward prediction, and also the estimation
of the reduced major axis regression exponent (see Helsel and Hirsch, 2002, p. 275).
direction. This would promote erosion at the downstream end of such an estuary,
leading to the formation of a funnel shaped width profile (presuming that the erosion
occurred on the banks rather than only the bed). With regard to the form of this
funnel, Savenije (2005, p. 47) stated that it must be determined by the competing
effects of tidal amplitude and river discharge. If a high fluvial water and sediment
discharge is imposed on the channel, then the convergence length Lb should be large
in order for the channel to be stable. Assuming that the fluvial discharge Qf is
imposed (and ignoring the tidal influence), the velocity = Qf /A will decrease as
the cross-sectional area increases downstream, resulting in the deposition of fluvial
sediments if the increase in cross-sectional area occurs too rapidly (i.e. Lb is small).
Savenije (2005) also stated that a high tidal amplitude induces a short convergence
length (see also Equation 5.3), which is moderately supported by the data presented
by Savenije (2005), although not at conventional levels of statistical significance
(Figure 5.1).
Several studies have also used computationally intensive morphodynamic models
to try to predict the formation of estuarine channels from first principles (Todeschini
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et al., 2006; Canestrelli et al., 2007; van der Wegen et al., 2008). Todeschini et al.
(2006) developed a 1D morphodynamic model of an estuary in which both the bed
and the banks could evolve. They found that although the estuary bed developed
an equilibrium morphology, standard erosion laws caused an unrealistic unbounded
widening of the banks, due to the absence of any feedback between the scale of the
channel width and its 1D velocities (which in the model are responsible for bank
erosion). The shape of this width profile was approximately exponential only when
the channel was also subject to river discharge.
Continuous widening also occurred when bank erosion was included in the 2D
model of van der Wegen et al. (2008). The latter authors simulated the long
term (3200 yr) evolution of a large (80 km long), initially straight estuary with
a linearly sloping bed under pure tidal influence. Model results varied greatly
depending on whether or not bank erosion was explicitly treated. Without bank
erosion, the channel maintained a relatively constant width, whereas with bank
erosion, the channel deepened and widened at a relatively constant rate, developing
an approximately linear, unstable width profile. Spatial gradients in tidal amplitude
became more pronounced in the latter simulation over time, in contrast to the ‘ideal
estuary’ approximations.
Canestrelli et al. (2007) applied a 2D morphodynamic model to investigate the
evolution of a 10 km long initially straight channel bound by intertidal flats under
pure tidal influence. In their simulation the channel initially widened downstream
and narrowed upstream, but eventually stabilised, developing an approximately
exponential width profile (though the convergence was sufficiently weak that a linear
approximation may also have been adequate), and a linearly sloping bottom profile.
Spatial gradients in tidal amplitudes, peak velocities, and the rate of transport in
suspension reduced during the simulation, although they did not approach zero as
is implied by the ‘ideal estuary’ approximations.
In sum, the morphodynamic processes controlling the width profiles of tidal
channels are still uncertain, although significant progress has been made. In
particular, an exponentially tapering channel width profile appears to approximately
‘even out’ the spatial distribution of tidal and velocity amplitude in a tidal channel,
at least if the average depth is constant or slowly decreasing upstream. However,
little has been established regarding the causes of the relatively constant depth
distribution, the influence of river discharge, or the evolution of the channel
morphology.

Morphodynamic models of the latter are at an early stage of
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development. However, studies to date have tended to predict the formation of
channels with relatively linear width profiles, as opposed to the exponential profiles
generally observed in nature.
In contrast to the significant theoretical activity, relatively little empirical
geomorphological research has been conducted on the width profiles of tidal
estuaries, except to serve as input to hydrodynamic theory (Friedrichs and Aubrey,
1994; Lanzoni and Seminara, 1998; Savenjie, 2005). Marani et al. (2002) fitted
Equation 5.1 to seven tidal channels, and noted that the value of Lb varied in a
highly site specific manner, while the ratio of Lb to the channel length tended to
be larger in short channels than in long channels. Woodroffe and Mulrennan (1993,
p. 106) considered the changes in the width profiles of estuarine channels in the
Mary river plains during the Holocene, and found that the convergence lengths of
palaeochannels and modern channels were reasonably similar despite huge differences
in channel size. The modern channels were very unstable, and have substantially
increased their Lb value since 1950 as they have widened and lengthened. Jones et
al. (2003) further examined the evolution of channel dimensions in the McArthur
river delta, and found that channels with a continuing fluvial input had narrowed
and slightly increased their Lb values, while channels in the abandoned delta
plain exhibited a dramatic reduction in their width and Lb value following fluvial
abandonment.
This study examines the scale-shape relations exhibited by the width profiles
of tidal channels and entire estuaries in northern Australia, and how these width
profiles are related to the influence of tidal and fluvial processes on the estuary. Its
first objective is to develop several statistics which can be used to usefully summarise
the shape and size of the width profiles of individual channels and entire estuaries,
within the context of the theory reviewed above. The second objective is to highlight
a relationship between the mouth size and shape of these systems, and to determine
whether relationships exist between their width profiles and fluvial or tidal boundary
conditions, as suggested in several theories reviewed above. The third objective is to
propose explanations for the observed relationships, and to consider the implications
for the time evolution of estuarine form.
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Regional setting

Figure 5.2: Part of the coastline of the Northern Territory, Australia. The locations
of the estuaries analysed in this study are numbered. The numbered estuaries
(with the associated number of channels in parentheses) are: 1-Daly River (2),
2-Finnis River (1), 3-NT014.1 (3), 4-NT014.2 (1), 5-Bynoe.1 (1), 6-Woods Inlet (1),
7-West Arm.1 (1), 8-East Arm (5), 9-Adelaide River (3), 10-Tommycut creek, Mary
River plains (1), 11-Sampan Creek, Mary River plains (1), 12-Wildman River (1),
13-West Alligator River (1), 14-South Alligator River (1), 15-East Alligator River
(2), 16-Murgenella Creek (1), 17-Minimini.1 (11), 18-Minimini.2 (7), 19-Ilamaryi.1
(3), 20-Ilamaryi.2 (6), 21-Ilamaryi.3 (2), 22-Ilamaryi.4 (8), 23-King River (3), 24Goomadeer River (1), 25-Liverpool River (3), 26-Blyth River (1), 27-Djigagila
Creek.1 (5), 28-Djigagila Creek.2 (1), 29-Djigagila Creek.3 (1), 30-Glyde River (1).
Names which end in a ‘.x’ record cases where several separate estuaries have a single
name. Such estuaries are generally disconnected, although in the case of the Ilamaryi
and Minimini complexes, small channels interconnect neighbouring estuaries (e.g.
Figure 5.3).

5.2

Regional setting

The estuaries analysed in this study are located in the Northern Territory, Australia
(Figure 5.2). This region exhibits a tropical monsoonal climate, with an average
annual rainfall of ≃ 1200-1600 mm between 1961 and 1990 (Australian Bureau of
Meteorology, 2008) which mostly falls in the wet season (November to April). Wave
energy is typically low (Porter-Smith et al., 2004), although tropical cyclones can
occur in the wet season, generating occasional large storm waves (Woodroffe and
Grime, 1999). The tidal range varies throughout the study area, but is generally
macrotidal (4-8 m) during spring tides.
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The clastic depositional landforms in the study area have been classified
predominantly as tide dominated estuaries and tidal flats, with a few tide dominated
deltas and strandplains (Harris et al., 2002). The tidal flats typically provide
extensive mangrove habitat (e.g. Semeniuk, 1985). The larger tidal estuaries
are flanked by broad, supratidal plains which flood during the wet season. These
support sedges, grasses, and paperbark (Melaleuca spp.) trees, and are fringed with
mangroves (Woodroffe et al., 1993).
The Holocene evolution of several of the large tidal estuaries has been relatively
well studied (Chappell, 1993; Woodroffe et al., 1993). Sea levels in the region
reached the present level approximately 6000 years ago, and following this the
large estuaries infilled rapidly, accumulating 90% of their present sedimentary fill
within 2-3 thousand years (Chappell and Woodroffe, 1994). It appears that most
of the sedimentary fill was supplied to the estuaries from the ocean, as modern
terrigenous sediment inputs are much too low to account for the high mid-Holocene
sedimentation rates (Chappell, 1993; Woodroffe et al., 1993).

5.3
5.3.1

Methods
Data collection

Seventy nine channels were analysed from within thirty estuaries in the Northern
Territory, Australia (Figure 5.2). Channel shape was defined using LANDSAT 5
imagery contained in the LANDSAT AGO product suite, and provided by ACRES,
Geoscience Australia. For each channel, the left and right banks were digitized
separately as a sequence of vector points using QGIS 0.10 (Figure 5.3). Digitization
was normally conducted at scales between 1:6000 - 1:10000, so that individual pixels
(12.5*12.5 m2 in size) were clearly visible. Rarely a scale of 1:20000 was used to
digitize the funnels of the largest channels. The actual resolution of the LANDSAT
data is 30 m on bands 1-5, which were used for digitizing. Digitized bank coordinates
were exported as text files into the statistical programming environment R, which
was used for all further data processing and analyses (R Development Core Team,
2008).
Estuaries in the region often include several channels. In such cases the estuarine
area was subjectively divided into separate channels for data processing (e.g.
Figure 5.3). The width profiles of such channels were analysed individually, and
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Figure 5.3: An estuary in the Ilamaryi complex, with the left and right banks
of major channels digitized as vector points (densely spaced black dots). The thin
black lines depict the channel centrelines, which were automatically generated using
the algorithm described in the methods. Note that this estuary is actually weakly
connected to a neighbouring estuary (bottom right of the image). The background
LANDSAT image is c Commonwealth of Australia - ACRES, Geoscience Australia.
also as a single estuary. In the latter case the estuarine width profile was calculated
as the sum of the width profiles of the individual channels, where the upstream
distance was always measured from the mouth of the estuary. Out of the thirty
estuaries analyzed, 16 consisted of only a single channel, while the rest consisted
of one dominant channel to which other minor channels were connected. Dominant
channels contributed on average 72%, and at least 48%, of the estuarine water
area. Thus, single channels typically dominated the width profiles of the estuaries
analyzed, with networks such as in Figure 5.3 being relatively rare.
Data on catchment areas for different estuaries was sourced from the Australian
Estuarine Database (Butcher and Saenger, 1991; Harris et al., 2002). Data on
tidal ranges in the Northern Territory was provided by the National Tidal Centre
of the Bureau of Meteorology (Chittleborough, 2008), and are derived from a
regional ocean model with a five minute spatial resolution, where the tide range
is approximated as twice the sum of the amplitudes of the major tidal constituents
(M2, S2, O1 and K1). Each estuary was assigned a nominal tidal range based on
the nearest modelled result.
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5.3.2

Definition of the channel centreline

The manually digitized channel boundaries are used to define a channel centreline as
follows. For any point P inside the channel, define the minimum distance to a point
on the left bank as dl (P ), and likewise for the right bank as dr (P ). The channel
centreline is defined as the set of points inside the channel which are equidistant
from the left and right banks, i.e. dl = dr (Figures 5.3 and 5.4). The algorithm used
to approximate this centreline is described in the online Supplementary Materials.

5.3.3

Definition of the channel/estuary width profile

Once the centreline is defined, the width B(Pc ) of the channel at any point Pc on
the centreline is calculated. This requires an objective definition of channel width.
In the present study, the channel width was defined as the length of a straight
line segment contained within the channel which is almost normal to the centreline
(Figure 5.4). The details of the algorithm are provided in the online Supplementary
Material.
The algorithm produces the width profile B(s) for a single channel. In the multichannel estuarine case, the width profile B(s) was defined as the sum of the width
profiles of the individual channels, where the distance s was always measured from
the mouth of the estuary.
Note that the location and size of the estuary mouth determined using this
algorithm depends on the seaward limits to which the channel banks were digitized.
The latter depends on the subjective decision of the individual who performed the
digitizing, and it is important to consider the sensitivity of any analyses to it. This
was checked by shifting the mouth of every individual channel upstream by a distance
equal to the initially determined mouth width, and redoing the analyses. The same
was done for each multi-channel estuarine width profile. All the results presented
in this paper were qualitatively robust to this shift in the channel mouth location.

5.3.4

Measures of width convergence

5.3.4.1

The significance of parameters in the exponential model

The significance of the parameters in Equation 5.1 requires elaboration. Two
exponential width profiles with the same value of Lb may have quite different shapes,
because Lb is a measure of distance rather than shape (see Channels 0 and 1,
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Figure 5.4: Top: The procedure used to define the channel width at Pc , a point
on the centreline. The dashed lines join Pc to its nearest neighbours on the left
and right banks, and by definition the lengths dl (Pc ) and dr (Pc ) are equal. The
dotted line is the ‘approximate tangent’ to the centreline at Pc , while the solid black
line is the ‘approximate normal’. The width is defined as the distance from L to
R. Bottom: The cross-sections defined automatically using the newly proposed
method. At each point on the centreline, the width is defined as the length of the
line passing through that point. For visual clarity only every 10th cross-section is
shown. The background LANDSAT images are c Commonwealth of Australia ACRES, Geoscience Australia.
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Figure 5.5: Three exponentially converging channels which illustrate the
significance of the parameters W and Lb . Channels 0 and 1 have the same
convergence length and different mouth widths. Their shapes are clearly not similar.
Channels 0 and 2 have different mouth widths and convergence lengths. However,
their shape is identical, so they have the same value of the funnel shape parameter
Sb = Lb /W .
Figure 5.5). As it is also of interest to consider differences in the shapes of width
profiles independent of their size, a statistic termed the ‘funnel shape parameter’
Sb = Lb /W is defined. Sb is identical for exponential width profiles of the same
shape but different sizes (see Channels 0 and 2 in Figure 5.5). Further, lower values
of Sb are associated with more strongly funnel shaped width profiles. For example,
in Figure 5.5, Channels 0 and 2 have lower values of Sb than Channel 1.
In width profiles which are not perfectly exponential, parameters W and Lb
which ‘best fit’ the profile may be calculated (described below). Lb can then be
interpreted as a measure of the distance over which the width converges, while Sb is
a measure of how ‘funnel shaped’ the profile is.
Because it is a measure of shape rather than size, Sb does not depend on the
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actual size of the width profile being examined. For example, given any image of
a channel network with unknown scale, the parameter Sb may be calculated by
assigning any arbitrary scale to the image, fitting Equation 5.1, and taking the ratio
Lb /W . Although both W and Lb will be in error if the assigned scale is incorrect,
the parameter Sb = Lb /W will be constant for all possible scales so long as an
appropriate statistical method is used to fit Equation 5.1.
5.3.4.2

Estimating W and Lb

Equation 5.1 was fitted to measurements of B and s for each channel and estuary
by non-linear least squares. This approach is one of a number of methods commonly
used to fit non-linear curves to data (McCuen et al., 1990; Ramsay and Silverman,
2005). Values of W and Lb were chosen to minimise the residual sum of squares:
RSS =

N
X
i=1

(B(si ) − W e−si /Lb )2

(5.4)

where N is the number of data points in the channel width profile. A function to
calculate RSS given values for both W and Lb was coded, and this was minimized
numerically using the R function ‘optim’ with the method of Nelder and Mead (R
Development Core Team, 2008). Starting values for W and Lb were calculated
using log-linear regression as described below. Convergence was checked using the
algorithm output, and the fits were also checked with visual overplots of the data
and the fitted curve (e.g. Figure 5.6).
Another commonly used approach to fitting exponential curves to data is to fit
a linear model of the form:
log(B(si )) ∼ αsi + β

(5.5)

using ordinary least squares linear regression (Glaister, 2007). Equation 5.5 can be
transformed to the same form as Equation 5.1 by taking the exponential of both
sides. For a perfectly exponential width profile, α = −L−1
and exp(β) = W . In
b
the present study, these estimates are used as starting values for the non-linear
minimization of Equation 5.4. However, α and β were not used to directly estimate
Lb and Sb , because the log-transformed model tends to perform poorly in the vicinity
of the estuary mouth (Figure 5.6). This is caused by the non-additive error structure
implied by the latter method, which assigns more weight to regions of the channel
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Figure 5.6: Examples of exponential fits to upstream width profiles in the Alligator
Rivers. Notice how the curve based on fitting a log-linear model (Equation 5.5)
consistently underestimates the width profile in the vicinity of the estuary mouth
(where s = 0). The curve based on a non-linear least squares fit is preferred as it
more closely approximates the shape of the estuarine funnel.
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with small B than regions with large B (Glaister, 2007).
5.3.4.3

Representing uncertainty in W , Lb and Sb

It is desirable to estimate the uncertainty in the fitted values of W and Lb .
Typical confidence interval methods based on maximum likelihood statistics are
not applicable to the present data unless a reasonable statistical model for the error
curve:
φ(s) = W e−s/Lb − B(s)
(5.6)
is available (e.g. Bates and Watts, 1988; Serber and Wild, 2003). In the channels
analysed for this study φ typically exhibits strong autocorrelation, the magnitude
of which changes as the channel size changes. Providing an adequate statistical
representation of this structure is difficult, but would be needed to accurately
calculate likelihood based confidence intervals for W and Lb .
An alternative non-probabilistic approach to representing uncertainty in the
parameters is used here. The idea is to estimate the extent to which W and Lb
can be varied while still providing a good fit to the data. Specifically, the range
of both W and Lb for which the residual sum of squares is less than 110% of
its minimum is estimated numerically by evaluating Equation 5.4 over the region
Ω = [.5W, 2W ] ⊗ [−5Lb , 5Lb ], where for numerical purposes Ω is divided into a
300*300 matrix. If the residual sum of squares was not greater than 110% of its
minimum on the boundary of Ω , then Ω was extended until this was the case. If
large negative Lb values could also satisfy this constraint, then an upper bound of
Lb = ∞ was used (corresponding to a constant curve). The same approach is used
to calculate an uncertainty range for Sb .
5.3.4.4

Determining the adequacy of the exponential fit

The adequacy of the exponential fit was assessed in three ways. Here, ‘adequate’
means that sensible inferences about the shape of the width profile can be made
based on the parameters calculated in the exponential fit. Firstly, visual overplots
of the exponential fit and the data were examined in every case. Secondly, the range
of the uncertainty intervals for W , Lb and Sb was considered, as poor fits would
sometimes have high uncertainty ranges.
Finally, two different metrics were used to assess the quality of the exponential fit:
r 2 (1-residual variance/total variance), and the 75th percentile of the proportionate
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error (= |fitted - measured| / measured ) for every width measurement (λ75 ). Each of

these metrics complements flaws in the other. Although r 2 is a well known goodness
of fit statistic, in the present dataset there exist channels with relatively constant
width, for which the fit will inevitably have a relatively low value of r 2 despite
the fact that the width profile is well represented (Figure 5.7). Such cases can be
detected as they have a low value of the λ75 parameter.

5.3.5

The effect of small channels on the results

In a number of estuaries, channels with a width close to the resolution of the
LANDSAT imagery (30 m) were present (e.g. the smallest channels in Figure 5.3).
These were digitized as normal and are included in all analyses, however, for such
channels the errors in distinguishing the banks (i.e. defining the channel) may be
of similar order to the actual channel width. To discount the possibility that errors
in the representation of such channels have a major affect on the morphological
trends described later, the single channel analyses were repeated excluding channels
or reaches with a mouth width of less than 100 m (this is approximately the width of
the larger channels that branch off the main trunk in Figure 5.3). The conclusions
drawn from this analysis are not affected by excluding such channels.

5.4
5.4.1

Results
Analyses of individual channels

As data on fluvial inputs and tidal ranges at the scale of individual channels is not
generally available for this study, this section only considers relations between the
shape and size of individual channels.
5.4.1.1

Adequacy of the exponential fit

Overplots of the width profiles and the exponential fit suggested that the exponential
fit was a good summary of the data in most cases. All but three channels had one or
both of r 2 > .65 and λ75 < .3, confirming the generally good visual agreement
observed between the fitted curves and the data. The three channels outside
these ranges were all small and unusually shaped, and their exclusion does not
substantially effect the following results.
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Figure 5.7: The significance of r 2 and λ75 . Solid lines are data, and dashed lines
depict the exponential fit. The top figure has a high value of r 2 , reflecting the
visually very good fit to the width profile; however, it also has a very high value of
λ75 , reflecting the fact that many points in the upstream section of the width profile
are poorly represented (relative to their size) by this fit. The bottom figure has a
relatively low value of r 2 , however it has a small value of λ75 . This occurs because
although most of the width profile is well represented by the exponential fit, it is
straight enough that a constant width model is also a good approximation of the
width profile.
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Figure 5.8: Left: Scatterplot of B(s0 ) vs Lb for individual channels. Visually
there does not appear to be a strong correlation between the two parameters. Nonparameteric correlation statistics suggest a very weak increasing trend. The vertical
lines indicate uncertainty estimates (see Methods), and those that intersect the top
of the figure include Lb = ∞. Right: Scatterplot of B(s0 ) vs Sb for individual
channels. Visually there appears to be a strong order-of-magnitude trend, which is
supported by statistical analyses. The vertical lines indicate uncertainty estimates
(see Methods)
In most channels the calculated uncertainty intervals for W and Lb were small
as compared to the range of observed values (e.g. Figure 5.8). For several nearly
straight channels the constant curve Lb = ∞ was within the uncertainty interval

(Figure 5.8). In such cases the width was nearly constant upstream, or the channel
was open ended with two ‘mouths’ and a narrower central region.
5.4.1.2

Basic parameter values

The estimates of W were in general close to the actual mouth widths of the channels
(Mean |W −B(s0 )|/B(s0)=.18). However, in most cases W < B(s0 ), indicating that
the exponential fit by non-linear least squares typically underestimated the width of
the channel mouth. The magnitude of the Lb ’s showed considerable scatter, ranging
from 0.7-72 km, although in most cases Lb was less than 20 km (Figure 5.8).
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Table 5.1: Measures of correlation between Lb and the other mouth size variables
B(s0 ) and W for individual channels. The measures of correlation are described in
Helsel and Hirsch (2002). r 2 denotes the square of Pearson’s correlation coefficient
r, which is a measure of the linearity of a relationship between 2 variables. ρ denotes
Spearman’s ranked correlation coefficient, which is the r value of rank-transformed
data. τ denotes Kendall’s correlation coefficient. Both ρ and τ describe the strength
of the monotonicity between 2 variables.
Correlation with Lb
r2
ρ
τ
−4
W
4.45 ∗ 10 , p=.85 0.159, p=.1603 0.110, p=.151
B(s0 )
1.73 ∗ 10−5 , p=0.971 .2274, p=0.044 0.148, p=.053
Table 5.2: Measures of correlation between Sb−1 = W/Lb and the mouth size B(s0 )
for individual channels. See Table 5.1 for an explanation of notation.
r2
ρ
τ
.683, p < 2.2 ∗ .539,
0.3878, p =
10−16
p = 4.61∗10−7 4.21 ∗ 10−7
5.4.1.3

Size and shape relations in the width convergence of individual
channels

Suppose that the funnel shape of a channel (as measured by the funnel shape
parameter Sb ) were independent of its mouth width B(s0 ). Then, given that W
closely reflects B(s0 ), Lb = Sb × W should be correlated with both W and B(s0 ).
However, Figure 5.8 does not visually suggest a correlation between B(s0 )
and Lb . Statistically, Pearsons r 2 does not suggest any linearity between these
variables (Table 5.1). Ordinal correlation coefficients suggest a very weak increasing
relationship between Lb and B(s0 ), and little relationship between Lb and W
(Table 5.1). The weak increasing relationship may reflect the fact that very low
values of Lb (<2 km) are associated with lower values of B(s0 ) (<500 m), although
channels in this width range exhibit the full range of convergence lengths. In sum,
there is no strong functional relationship between Lb and either W or B(s0 ).
This result suggests that the funnel shape parameter Sb should be statistically
related to the funnel mouth width B(s0 ). Given that Lb is weakly related to
W , Sb−1 = W/Lb should be correlated with B(s0 ). This relationship is implied
by Figure 5.8, and confirmed by the strong correlation between B(s0 ) and Sb−1
(Table 5.2). Hence, channels with wider mouths are in general more strongly funnel
shaped than those with narrower mouths.
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Table 5.3: Measures of correlation between Lb for each estuary and the other
mouth size variables B(s0 ) and W . See Table 5.1 for an explanation of notation.
Correlation with Lb
r2
ρ
τ
W
.210, p=.266 0.301, p=.106 0.209, p=.101
B(0)
.190, p=0.315 .257, p=0.170 0.172, p=.188

5.4.2

Estuarine scale analysis of width convergence

The above analysis treated single channels in isolation. In this section the upstream
width profiles of the estuaries are analyzed. The latter are calculated using the
individual channels in the estuary as described in the Methods.
5.4.2.1

Adequacy of the exponential fit

Combined visual and statistical analysis suggests that the estuary width profiles
can be reasonably approximated with the exponential model. All but two estuaries
exhibited r 2 > .65 or λ75 < .3. However, the exponential model does not fit the
four estuaries of the Ilamaryi complex very well, with two having both r 2 < .65 and
λ75 > .3, and the other two being close to this constraint. The following results
generally include the data from the Ilamaryi complex, however, analyses with the
Ilamaryi estuaries excluded are reported when their exclusion qualitatively changes
the results.
5.4.2.2

Basic parameter values

The fitted values of W were similar to the real mouth widths B(0), (Mean |W −

B(0)|/B(0)=.23), and in most cases W < B(0). The values of Lb ranged from 2.2-53
km, with all but six estuaries having Lb < 20 km.
5.4.2.3

Size and shape relations in width convergence

Figure 5.9 depicts the relations between Lb , Sb and the mouth width B(0) for each
estuary in the data set (n=30). As for the individual channels, there is little evidence
of any relation between Lb and B(0). This implies the strong decreasing relationship
between Sb and B(0). These observations are supported by correlation statistics
(Tables 5.3-5.4).
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Figure 5.9: Left: Scatterplot of the total mouth width of each estuary (B(0))
against the convergence length of the estuarine width profile Lb . Vertical lines
denote uncertainty intervals described in the Methods. Right: B(0) against the
funnel shape parameter of the estuarine width profile Sb .

Table 5.4: Measures of correlation between Sb−1 = W/Lb for each estuary and the
mouth size B(s0 ). See Table 5.1 for an explanation of notation.
r2
ρ
τ
.769, p
= .864,
.692,
−10
−7
2.09 ∗ 10
p = 5.79∗10
p = 3.10∗10−9
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Table 5.5: Measures of correlation between Lb for each estuary and the fluvial proxy
variables CA0.7 (the fluvial discharge proxy) and CA0.7 /B(0) (the fluvial velocity
proxy). See Table 5.1 for an explanation of notation.
Correlation
r2
ρ
τ
with Lb
CA0.7
with .0201, p = .299, p = .109 .233,
Ilamaryi
.455
p = .0738
CA0.7 without .0463, p = .576,
.434,
Ilamaryi
.291
p = .00209
p = .00200
0.7
CA /B(0)
.291,
.435,
.361,
with Ilamaryi p = .00209
p = .0170
p = .00471
0.7
CA /B(0)
.435,
.735,
.575,
−5
without
p = .000249
p = 3.12∗10
p = 1.41∗10−5
Ilamaryi
5.4.2.4

Relations with catchment area

As data on fluvial inputs are not available for most estuaries in the region, catchment
area CA to the power 0.7 is used as a proxy measure of average maximum annual
discharge (Finlayson and Montgomery, 2003). The latter authors found that the
relation:
Q = .92CA0.7

(5.7)

accounted for .61 of the log-log transformed variance between mean maximum annual
discharge and catchment area, using data from 1659 drainage basins with areas
ranging from O(1 − 100000) km2 , which is a similar range to the present data set. In
the present study, when multiple distinct networks drain a catchment (e.g. Sampan
and Tommycut Creeks both drain the Mary River catchment), each is assigned the
same proportion of the total CA0.7 .
The limited data suggest that there might be a nonlinear increasing relationship
between Lb and CA0.7 in the present dataset (Table 5.5, Figure 5.10), especially when
the Ilamaryi estuaries are removed. However, the residual scatter is very large, and
the relation is highly non-linear (low r 2 ) whether or not the Ilamaryi estuaries are
included in the data set.
It is possible that channel size confounds the relationship between fluvial
discharge and Lb . A given fluvial discharge should more strongly affect a tidal
channel with a small cross-sectional area as compared to a tidal channel with a large
cross-sectional area, because from continuity considerations alone, in the former it
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Figure 5.10: Top: Scatterplot of the ‘fluvial discharge proxy’ CA0.7 against Lb for
each estuary. Bottom: Scatterplot of the ‘fluvial velocity proxy’ CA0.7 /B(0) against
Lb for each estuary. The two regression lines were computed by performing ordinary
least squares linear regression of each variable against the other. These two lines
allow for forward and backward prediction, and also the estimation of the reduced
major axis regression slope (see Helsel and Hirsch, 2002, p. 275).
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Table 5.6: Measures of correlation between log(CA) and log(Entrance Width)
for estuaries in the Northern Territory, using the Australian Estuarine Database
(Butcher and Saenger, 1991; Harris et al., 2002). See Table 5.1 for an explanation
of notation.
r2
ρ
τ
.193,
.434,
.291,
−8
−7
p = 7.69∗10
p = 1.15∗10
p = 4.71∗10−7
should induce higher velocities. In order to convert the fluvial discharge proxy into
a ‘fluvial velocity’ proxy, CA0.7 is divided by the estuary mouth width B(0). B(0) is
a proxy for the cross-sectional area of the channel, where the effect of channel depth
is ignored because data are not available. The data suggests an increasing relation
between the fluvial velocity proxy and Lb (Figure 5.10, Table 5.5).
It is also of interest to see if there is any direct relation between the fluvial
discharge proxy and the estuary mouth width. In this case a much larger data
set is available in the Australian Estuarine Database (Butcher and Saenger, 1991;
Harris et al., 2002), where only estuaries in the Northern Territory were included
for the present analysis. If both variables are log transformed, then a weak linear
relationship is apparent between the two variables (Table 5.6, Figure 5.11). However,
more surprising is the high degree of variation about this relationship: for a given
catchment area, the entrance width varies by approximately a factor of 20.
5.4.2.5

Relations with tidal range

Values of Lb in the northern Australian estuaries do not show a strong relationship
with tidal range (Table 5.7). However, when combined with the data reported in
Savenije (2005, p. 54), a stronger decreasing relationship emerges (Figure 5.12,
Table 5.7). It appears that above a tidal range of ≃ 4 m, the relationship between
the two variables becomes quite weak as compared to the natural scatter.

5.5

Discussion

Channels and estuaries in this study mostly exhibited classic converging width
profiles, which could generally be well approximated with an exponential curve.
The width convergence length Lb was at most weakly related to the channel (or
estuary) mouth width. This result implies the much stronger negative correlation
between the funnel shape parameter Sb and the width of the channel (or estuary)
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Figure 5.11: Scatterplot of catchment area (CA) against entrance width (B(0))
based on data for estuaries in the entire Northern Territory (based on the Australian
Estuarine Database (Butcher and Saenger, 1991; Harris et al., 2002)). Note that the
graph is on log-log axes. There is a general increasing relationship between the two
variables, with large residual scatter. The two regression lines were computed by
performing ordinary least squares linear regression of each log-transformed variable
against the other. These two lines allow for forward and backward prediction, and
also the estimation of the log-transformed reduced major axis regression slope (see
Helsel and Hirsch, 2002, p. 275).
Table 5.7: Measures of correlation between Lb for each estuary and the nominal
tidal range T R, firstly using only the northern Australian data, and secondly using
both the northern Australia data and the data of Savenije (2005, p. 54). See
Table 5.1 for an explanation of notation.
Correlation
r2
ρ
τ
between
Lb
and T R
Northern
.0792, p = -.256, p = .172 -.168, p = .198
Australia only .132
Northern
.388,
-.588, p = -.404, p =
−6
Australia
p = 4.88∗10
2.19 ∗ 10−5
9.77 ∗ 10−5
and Savenije
(2005)
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Figure 5.12: Tide Range vs Lb for each estuary. Data are sourced from the present
study, and Savenije (2005, p. 54). The two regression lines were computed by log
transforming both variables and performing ordinary least squares linear regression,
and then back transforming the derived relations into power laws. These two lines
allow for forward and backward prediction, and also the estimation of the reduced
major axis regression exponent (see Helsel and Hirsch, 2002, p. 275).
mouth. Although the characteristic funnel shape of tidal channels and estuaries is
well known, the present work appears to be the first to demonstrate that channels
and estuaries with wider mouths are in general more strongly funnel shaped than
those with narrower mouths.
The results also lend support to the idea that a high fluvial water and sediment
discharge can induce a longer convergence length in tidal estuaries (Savenije, 2005,
p 47), so long as the estuarine cross-section is small enough to ‘feel’ the effects
of the discharge. Assuming that CA0.7 can be used as a proxy for the average
maximum annual fluvial discharge Qf , while the mouth width can be used as a
proxy for the cross-sectional area Am at the estuary mouth, their ratio is a proxy for
the velocity at the estuary mouth (= Qf /Am ) induced by fluvial flows. When the
latter is high, fluvial inputs would be expected to have a significant morphological
effect on the estuary. Empirically, estuaries with a high value of CA0.7 /B(0) tend to
have larger convergence lengths, in agreement with qualitative reasoning (Savenije,
2005, p 47). The observed scatter about this trend may be expected given the
use of proxy measures of fluvial discharge and cross-sectional area at the estuary
mouth, and also the relatively low fluvial sediment yields in this part of northern
Australian (Chappell and Woodroffe, 1994). It would be interesting to see if a
stronger relationship emerges in future studies including estuaries with a stronger
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fluvial influence, and more precise proxies of this influence.
Another interesting result of this study is that the northern Australian estuary
convergence lengths were not strongly correlated with the tidal range. Previous
studies have suggested a decreasing relationship between the two variables (Chappell
and Woodroffe, 1994; Savenije, 2005). Although when combined with the data of
Savenije (2005) a decreasing relationship does emerge, above a tidal range of ≃ 4 m

the natural variability in the estuary convergence lengths overwhelms any obvious
relationship with tidal range. Many factors probably contribute to this variability,
including variations in estuary morphology induced by variations in sedimentary
composition and supply, fluvial inputs, and pre-Holocene topography.
The above results raise two questions, which if answered could qualitatively

explain the observed trends in channel shape.
1) Why do channels develop such that the parameter Lb is relatively independent of
the channel mouth width?
2) What factors determine the mouth width of tidal channels?
Partial answers to the above questions are suggested below.
With regard to 1), this behaviour seems to be related to the importance of
the parameter Lb to tidal hydrodynamics, and the relative unimportance of the
parameter W . A key fact is that the St Venant Equations suggest that the 1D
(i.e. cross-sectionally averaged) mechanics of water levels and velocities in a tidal
or fluvial channel are independent of the scale of the channel width, given certain
weak conditions (see the online Supplementary Material). For example, this implies
that in exponentially tapering channels the parameter Lb completely characterises
the dynamic influence of the width profile on 1D velocities and water levels, while
the parameter W is irrelevant.
Thus, so long as the flow in a channel is forced by boundary conditions which are
also independent of the scale of its width, then its 1D velocities and water levels are
independent of the scale of its width. Such boundary conditions include an imposed
tidal water level at the sea, and an imposed upstream (fluvial) velocity, but would
exclude an imposed upstream discharge, because then the velocity at the upstream
boundary would depend on the channel cross-sectional area, and thus the channel
width scale.
An implication of the above is that, if estuaries generally adjust such that certain
broad restrictions on their 1D tidal velocities and water levels are satisfied (ignoring
the influence of any imposed fluvial discharge), then the value of Lb should vary
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independently of the scale of the channel width. Although there may not be any
unique hydrodynamic state to which all tidal estuaries tend, there is ample evidence
in the literature suggesting that in general, spatial gradients in the magnitude of the
tidal range and peak tidal velocity are not very large, and further that peak velocity
is typically in the range of .5-2 m/s (e.g. Vertessy, 1990; Friedrichs, 1995; Bryce et
al., 1998, 2003; Allen, 2000, p. 1174; Blanton et al., 2002; Savenije, 2005; Toffolon
and Crosanto 2007). In many cases it might be expected that large spatial gradients
in 1D tidal velocities would probably result in large sediment transport gradients,
and thus morphological instability in the estuary. Heuristically, this would explain
why such gradients are the exception rather than the rule.
It also follows that theories which assume that estuaries morphologically adjust
in order to meet certain restrictions on their 1D tidal velocities and water levels
(ignoring the role of fluvial discharge) will be unable to provide any predictions
regarding the scale of the channel width. This includes the theories behind
Equations 5.2 and 5.3. Both of the latter demand the formation of an exponential
width profile with a particular value of Lb . Inevitably this value will be independent
of the scale of the channel width (e.g. W ) because the latter is essentially unrelated
to the assumptions underlying the theory.
The subtlety of question 2) is now apparent, because the above analysis suggests
that 1D ‘within channel’ tidal processes are unlikely to exert a strong control on
a tidal channel’s width scale. Fluvial discharge is an obvious process that could
influence the width scale of a channel, and the data suggest a weak but discernible
relationship between catchment area and entrance width. However, for a given
catchment area the entrance width varies markedly, by a factor of ≃ 20. While more

detailed research is required to discern the significance of the correlation, it suggests
that fluvial discharge alone is not the major determinant of estuarine channel mouth

width.
The correlation might reflect that valleys in which estuaries form are
(statistically) smaller when they have smaller catchments. The width of the valley at
sea level will provide an ultimate bound on the possible width of the estuary, which
could potentially cause the weak correlation. Another complementary possibility is
that valleys with larger catchments are often larger in general, and so statistically
have a greater intertidal area. These areas will contribute to the tidal prism of the
estuary. A larger mouth width might be required to drain generally larger intertidal
regions of large valleys with large catchments, and natural variability could explain
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the weakness of the observed correlation.
The weak correlation could also be due to fluvial discharge stabilising some
wide tidal funnels. The rapid siltation of the Ord river estuary following damming
demonstrates that fluvial discharge can have an important effect on channel form
(Wolanski et al., 2001). In that case, flood dominated tidal currents result in net
landward sediment transport, which prior to dam construction (upstream of the tidal
limit) was counteracted by occasional large fluvial floods transporting sediment to
the mouth. Dam building has caused a general shallowing of the estuary, which is
apparently still far from equilibrium (Wolanski et al., 2001). Similar competition
between landward tidal sediment transport and seaward fluvial sediment transport
has been demonstrated in the Daly river estuary (Wolanski et al., 2006). Accepting
that the stability of these large funnels is due to the balance between tidal and
fluvial sediment transport, similar estuaries with a large cross-sectional area but
much lower fluvial discharge would not be stable.
On the other hand, some very large tapering tidal estuaries have very small
catchments (e.g. the Minimini Creeks), and the latter estuaries appear quite stable
and have presumably existed since the early Holocene. Therefore, large fluvial
inputs are not always required for the long term existence of large tidal channels.
The difference with the Ord and Daly Rivers may reflect differences in sediment
supply; the waters of the east arm of the Ord and the Daly Rivers carry substantial
suspended-load (Wolanski et al., 2001, 2006), while observations in the Minimini
Creeks (made as part of extensive crocodile surveys in northern Australia) suggest
that sediment concentrations are low (Messel et al., 1980, p. 20). Potentially low
rates of sediment supply to the Minimini Creeks have caused infill to proceed very
slowly, such that the creeks appear very stable relative to estuaries with higher
sediment inputs. However, as the sediment concentrations in these creeks have not
been measured, such conclusions must be considered speculative at present.
Large abandoned palaeochannels in the alluvial plains of several tidal estuaries in
the study area suggest that the scale of a channel’s width may change dramatically
over time. For example, Figure 5.13 shows a number of large funnel shaped
palaeochannels, interpreted as the remnants of old tidal channels, which now form
billabongs (small lakes) in the coastal plain of the Mary River. The modern
channels have width scales much smaller than do the palaeochannels, although their
convergence lengths are similar (Woodroffe and Mulrennan, 1993, p. 106) and hence
they appear much less funnel shaped. Similar palaeochannels (with small modern
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Figure 5.13: LANDSAT image of the palaeochannels of the Mary River plains.
The palaeochannels are traced following Mulrennan and Woodroffe (1998). Note
the stronger funnel shape of the large palaeochannels, in contrast to the narrower
modern channels (Tommycut Creek (left) and Sampan Creek (right)). The modern
channels have grown dramatically since 1950, partially following the path of the
palaeochannels (see Knighton et al., 1992). The background LANDSAT image is
c Commonwealth of Australia - ACRES, Geoscience Australia.
channels) can be observed in the Finnis, Carmor and Blyth estuarine plains, and
north of the modern Daly River (the Carmor plain is between the Mary River
plain and the Wildman River, Figure 5.2). In the case of the Mary and Adelaide
River estuaries, radiocarbon dating suggests that the largest palaeochannels were
abandoned sometime after 3000 years BP, at which time their coastline had
prograded to not far short of its present position (Woodroffe et al., 1993). Woodroffe
et al. (1993) suggested that the large palaechannels of the Mary and Adelaide Rivers
began silting after their fluvial inputs were diverted.
It seems likely that in the early to mid Holocene in this region, large channels
formed in many sites because the valleys had a much larger tidal prism (associated
with a large intertidal area) than they do today, as evidenced by the abundant
Holocene mangrove facies beneath the modern estuarine plains (Woodroffe et al.,
1993). This large tidal prism would have required a large channelized area to drain it
(as otherwise velocities would be very fast). However, in locations with an adequate
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sediment supply, deposition would eventually cause a reduction in the intertidal
volume. This would have reduced velocities within the main channels, which would
have began to infill, although in some instances fluvial scour may be able to prevent
them from totally infilling. This deposition induced reduction in tidal prism may
also have been enhanced by a relative sea-level fall in the late Holocene. A number of
studies from both northern and southern Australia indicate that sea levels were ≃11.5 m higher than present in the mid to late Holocene, (Woodroffe and Chappell,
1993; Lessa and Masselink, 2006; Sloss et al., 2007), and a sea-level fall of this
magnitude would have helped to reduce the intertidal area (and hence tidal prism)
associated with the large palaeochannels.
The width scale of tidal channels may be a transient feature in the absence
of a significant non-channel intertidal area or significant fluvial velocities. If the
channel’s tidal prism is overwhelmingly derived from its own channelized area, then
tidal processes alone seem unlikely to provide much negative feedback against either
channel narrowing or widening (by a constant factor along the entire profile), because
the channel’s 1D velocities will be independent of the scale of its width. However,
river floods and low sediment supplies may slow or even halt infill, promoting the
stability of large tidal funnels. Future research should attempt to test and elaborate
on the importance of these factors.

5.6

Conclusions

Using channel banklines manually extracted from LANDSAT 5 data, a number of
algorithms were developed to extract the channel centreline and its width. The
resulting data set was used to calculate key channel (and estuarine) size and shape
metrics, and these were analysed along with proxy data reflecting the strength of
tidal and fluvial processes in each estuary.
The width profile of the majority of channels and estuaries could be reasonably
approximated with an exponential profile, and the convergence length Lb of this
profile was not strongly related to the channel mouth width. This implies that
wider channels adopt a visually stronger funnel shape than do narrower channels.
The same is true for the width profiles of estuaries.
It was also found that the Lb ’s of estuaries in this study are typically larger in
channels that have a large catchment area relative to their mouth width. The latter
ratio is considered to be a crude proxy of the influence of fluvial processes at the
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estuary mouth. The correlation lends support to the idea that a high fluvial influence
tends to induce a longer convergence length in tidal estuaries (Savenije, 2005). On
the other hand, the Lb ’s for estuaries in this study are not strongly correlated to
the local tidal range. Although when combined with other data, a general inverse
relationship between Lb and tidal range does emerge, this relation is overwhelmed
by natural variability in Lb ’s above a tidal range of ≃ 4 m.

It is hypothesised that the scale of a tidal channel’s width can change
dramatically over time due to the latter’s weak relationship with tidal velocities and
water levels. While the presence of a relatively large non-channel intertidal area
and fluvial discharge (both measured relative to the within channel tidal prism)
should tend to promote a wider channel, if these factors are neglected then a
channel’s purely tidal 1D hydrodynamics are independent of its actual width scale.
This suggests that there should be little negative feedback against uniform channel
narrowing or widening in the absence of significant non-channel intertidal area or
fluvial discharge (again, measured relative to the tidal prism of the actual channel).
Field examples in northern Australia illustrate the potential for large changes to
the scale of tidal channel width profiles in the course of their evolution. Detailed
study of tidal channel morphodynamics is required to understand such processes
more fully.
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Chapter 6
Modelling downstream changes in
the cross-sectional shape of tidal
channels: A Quasi-2D approach
6.1

Introduction

In this chapter a ‘Quasi-2D’ morphodynamic model is developed, and used to
investigate theoretically the long-term co-evolution of flow and morphology in tidal
channels. The aim is to better understand the influence of various boundary
conditions on the downstream changes of tidal channel cross-sectional shape. Such
knowledge would assist in the interpretation of morphology and its evolution in
estuaries, and thus would be of significant scientific value. It may also be useful for
predicting and managing environmental changes in estuaries, e.g. those associated
with upstream river damming or mean sea-level change, as well as those associated
with the intrinsic evolution of the estuary itself under ‘natural’ forcings.
Quantitative studies of tidal channel morphology have highlighted a number
of characteristics which require further explanation. Firstly, they suggest that
tidal channels commonly exhibit an approximately exponential width profile (e.g.
Langbein, 1963; Vertessy, 1990; Chappell and Woodroffe, 1994; Marani et al., 2002;
Savenije, 2005; Davies and Woodroffe, 2010):
B(s) ≃ W exp(−s/Lb )

(6.1)

Here s is the distance upstream, B is the channel width, and W and Lb are empirical

223

Modelling downstream changes in the cross-sectional shape of . . .
parameters, termed the ‘width scale’ and the ‘convergence length’ respectively. The
convergence length (Lb ) seems to be negatively related to the tidal range at the
estuary mouth, and positively related to the degree of fluvial influence in the estuary,
though data shows much scatter about these relationships (Savenije, 2005; Davies
and Woodroffe, 2010). The controls on the width scale (W ) are even less clear. If
fluvial inputs are assumed negligible, then at a one-dimensional level, there is no
feedback between an estuary’s cross-sectionally averaged hydrodynamics (velocities
and water levels) and the magnitude of its width (so that if the widths are changed
by a constant factor, the purely tidal hydrodynamics will not be affected, Davies
and Woodroffe (2010)). Thus, if real estuaries have stable widths, it would seem to
be the result of higher dimensional morphodynamic processes (such as those which
control the channel cross-sectional shape), and/or of fluvial inputs, or some other
unknown factors. Alternatively, the width scale of a tidal estuary may be a relatively
transient feature, reflecting its degree of sedimentary infill. Davies and Woodroffe
(2010) provide examples of tidal estuaries which clearly had larger channels in the
past, but which have either completely infilled, or support only minor tidal channels
at present (e.g. Figure 6.1). On the other hand, Wolanski et al. (2001, 2004) showed
that the upper tidal reach of the Ord River has undergone heavy siltation following
the damming of its river (which reduced the size of large floods), suggesting that the
competing influence of tidal and fluvial flows may slow (or prevent?) estuarine infill.
Competition between upstream directed tidal sediment transport and downstream
directed river flood transport has also been demonstrated in the Daly River estuary
(Wolanski et al., 2006).
Quantitative morphodynamic models (which explicitly combine models of flow
and sediment transport) would seem to offer a useful theoretical tool with which to
understand the effect of given boundary conditions on the shape of tidal estuaries.
However, to date modellers have had only limited success in predicting the formation
of tidal channels with exponential width profiles (see review below). In view of this,
not much work has been conducted on the influence of various boundary conditions
on downstream changes in channel cross-sectional shape, and the patterns described
above remain largely unexplained.
Though not directly modelling morphodynamic processes, alternative theoretical
approaches can still offer useful insights into the likely controls on tidal channel
morphology.
For example, if the equations governing the one dimensional
hydrodynamics of an estuary are judiciously simplified, and it is assumed that
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Figure 6.1: LANDSAT image of a palaeochannel in the coastal plain, just north
of the Daly River, Northern Territory, Australia. The increasing width of the
palaeochannel towards the coast suggests that it was significantly influenced by
tides in the past. The LANDSAT image is c Commonwealth of Australia - ACRES,
Geoscience Australia.
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the estuary adjusts such that the peak velocity and tidal amplitude are constant
upstream, then it can be shown that the estuary should have an exponential width
profile, and an equation relating the width convergence length Lb to other tidal
hydrodynamic parameters may be derived (e.g. Chappell and Woodroffe, 1994;
Savenije, 2005). Such results suggest, for example, that Lb should increase as
the tidal amplitude decreases. This is in broad agreement with data, although
the natural variation of Lb is so large that the relationship is only obvious when
microtidal and macrotidal estuaries are compared (Davies and Woodroffe, 2010).
The key limitation of this approach is that it cannot explain why the estuary
should adjust so that the peak velocity and tidal amplitude are constant along the
reach. Rather, these are the central assumptions of the theory, and must be assumed
in order to avoid explicit consideration of sediment transport. Such assumptions are
of course violated in real estuaries to varying degrees.
Numerical modelling of hydrodynamics alone may also be of use for predicting
the future evolution of estuaries under given boundary conditions. For example,
Wolanski and Chappell (1996) study the tidal currents in a number of estuaries, and
model how the flood or ebb dominance of these systems might change under a higher
sea level. Assuming that flood-dominated tidal currents promote sediment import
(upstream driven transport), while ebb-dominated currents promote sediment
export (downstream driven transport) (e.g. Wolanski and Chappell, 1996; Friedrichs
and Perry, 2001; Chappell, 2001) , then flood or ebb dominance may be used to
qualitatively infer the future evolution of an estuary.
However, the latter assumptions do not always hold, and they are dependant
on the mode of sediment transport. For example, settling and scour lag effects for
suspended-sediments may induce upstream driven transport even in the presence of
symmetric tidal flows (van Straaten and Kuenen, 1957; Pritchard, 2005). This
cannot be deduced from hydrodynamic modelling alone. More generally, the
purely hydrodynamic approach does not account for the internal co-evolution of
morphology, sediment transport and hydrodynamics within the estuary. Thus, there
is a need to further explore morphodynamic approaches to understanding estuarine
dynamics.
To date, a number of studies have modelled the evolution and/or equilibria
of a 1-dimensional tidal channel with a fixed width profile (i.e. fixed banks)
and no river discharge, using a morphodynamic approach (Schuttelaars and de
Swart, 2000; Lanzoni and Seminara, 2002; Hibma et al., 2003a; van Ledden et
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al., 2004b; Todeschini et al., 2008; ter Brake and Schuttelaars, 2009; Seminara
et al., 2010). These studies suggest that if a channel with an initially flat bed
and no river discharge has a tide imposed at its seaward boundary, then it will
transport sediments upstream, eventually causing the channel depth to evolve
toward a form which decreases approximately linearly upstream. For particularly
long embayments, this landward sediment transport may cause the channel bed
to accrete out of the water in the central regions of the channel, limiting the
length of the estuary (Todeschini et al., 2008). When the imposed width profile
is exponentially convergent, the bed profile tends to become shallower for lower
values of the convergence length Lb (Todeschini et al., 2008). Whether or not these
models will admit an equilibrium bed profile turns out to be a very subtle issue,
which depends on the treatment of sediment transport and boundary conditions in
a complex way (van Ledden et al., 2004b; ter Brake and Schuttelaars, 2009; Seminara
et al., 2010). In some cases no equilibrium is possible while sediment transport is
occurring (ter Brake and Schuttelaars, 2009; Seminara et al., 2010), while in other
cases one, or even multiple, equilibria are possible (Hibma et al., 2003a; ter Brake
and Schuttelaars, 2009).
For such ‘fixed width’ models to be directly relevant to the morphological
evolution of real channels, it is necessary for the channel bed to evolve much
more rapidly than the banks, such that the channel width appears stationary
on time-scales relevant to the bed. It remains unclear how frequently this is a
reasonable approximation in nature. Promising comparisons between data and
‘fixed width’ models were reported by Lanzoni and Seminara (2002) and ter Brake
and Schuttelaars (2009), who forced their models with a suitable width profile.
This suggests that given the width profile, fixed width models may offer useful
explanations of observed bed profiles. However, they are unable to address the
controls on tidal channel width profiles.
Fewer studies have attempted to model the evolution of both width and depth
in tidal channels. One such attempt was made by Todeschini et al. (2005), using
a 1D model in conjunction with a bank erosion equation. Other studies have
approached the problem using 2D models (Canestrelli et al., 2007; van der Wegen
et al., 2008). To date, simulations have focussed on the evolution of an initially
constant width channel, given a sinusoidal tide at the mouth (with tidal amplitudes
ranging from 0.5-1.75 m). In most cases, the simulated bed profile evolution was
broadly consistent with the 1D models reviewed above. Importantly, most of these
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simulations did not produce (quasi-) exponentially convergent channels.
In the simulations of Todeschini et al. (2005), the majority of channels developed
a concave width profile, rather than a convex (quasi-exponential) profile. The
modelled width profiles were unstable, and tended to continuously widen over time.
This may be because no bank deposition mechanism was included in the model,
and because there is no feedback between the channel’s width scale and its 1D
velocities, which drive bank erosion in the model (Todeschini et al., 2005). However,
Todeschini et al. (2005) found that channels with a funnel shaped width profile
could be simulated if the channel depth was artificially fixed, rather than free to
erode and accrete. They also found that if river discharge was imposed at the
landward boundary, the simulated bed profile was fairly flat, while the width profile
had a convex shape. Given the latter finding, further exploration of the role of river
discharge seems warranted.
Using a 2D model, Canestrelli et al. (2007) successfully simulated the formation
of a channel with a ‘weakly funnel shaped’ width profile, starting from a straight
channel bound by intertidal flats. The convergence length Lb of this width profile
was approximately equal to the total channel length (≃ 10 km). The width profile
may be described as ‘weakly exponential’ in the sense that it could also be well
approximated with a linear function. It appeared to be stable at the conclusion of
the simulation. Similar geometries have been reported in microtidal environments
(Marani et al., 2002).
van der Wegen et al. (2008) also used a 2D model to simulate the evolution of an
initially straight estuary with a rectangular cross-section and a linearly sloping bed.
Their results varied greatly depending on whether the banks were treated as fixed,
or allowed to erode using an ad-hoc bank erosion algorithm. Without bank erosion,
the modelled estuary width profile did not change during the simulation, and so the
channel remained straight, and developed unrealistically steep banks. With bank
erosion, the channel continuously widened, never reaching a stable width profile. The
transient width profiles were approximately linear, widening towards the ocean.
The above studies show that morphodynamic models do not readily simulate
the development of (quasi-) exponentially convergent channels. Given this it is
important to determine if a given model can predict such morphologies, and to
isolate those factors which influence such predictions. The results of Todeschini et
al., (2005) suggest that the role of river discharge needs to be further explored in
this regard.
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Therefore, in the present study a Quasi-2D morphodynamic model is
developed and used to theoretically study tidal channel evolution and equilibrium.
Heuristically, the model consists of an arbitrary number of continuous cross-sectional
models, linked together with a 1D hydrodynamic and sediment transport model.
Variations on this approach were previously used for modelling fluvial channels
(e.g. Chang et al., 1996; Darby and Thorne, 1996; Darby et al., 1996; Siviglia
and Toffolon, 2007; Abderrezzak and Paquier, 2009), and to model the evolution of
a tidal inlet (Chang, 1997).
The Quasi-2D approach represents an intermediate level of complexity between
1D and 2D models. As compared with 1D models, which have to determine
the changes in channel width and depth using only the cross-sectionally averaged
hydrodynamic variables (e.g. Wolanski et al., 2001; Todeschini et al., 2005), Quasi2D models can potentially model changes in channel cross-sectional shape with a
greater degree of realism. This is because they explicitly consider the distribution
of flow and sediment transport over each cross-section. The Quasi-2D approach also
overcomes the major limitation of single cross-section models (Chapters 2-4), by
explicitly accounting for the linkages between the water elevation and discharge at
a given cross-section, and the shape of the channel upstream and downstream of
this. These linkages cannot be realistically included in single cross-sectional models
(Chapters 2-4), but are expected to be very important in evolving tidal channels.
As compared with the more sophisticated 2D (or even 3D) models (Canestrelli
et al., 2007; van der Wegen et al., 2008), Quasi-2D models are considerably simpler
and more computationally efficient. Indeed the former may take weeks or months
of computational time for a single case (van der Wegen et al., 2008; van der Wegen,
personal communication 2009). Thus, using a Quasi-2D model, it is more feasible to
examine the effect of a range of boundary conditions on morphodynamic simulations.
The insights gained can then guide further investigations based on field studies
and/or more complex models. The trade-off for this simplicity is the neglect of more
complex morphodynamic processes, e.g. those associated with channel meandering.
The present study employs the Quasi-2D model to simulate the evolution of tidal
channel shape under a range of different boundary conditions, beginning from the
same highly idealised initial condition. This permits the effect of particular boundary
conditions to be isolated. Although there are many factors which must have an
influence on the evolution of channel shape, this study focusses on the contributions
of underlying bedrock, and river discharge. The latter was noted above as an

229

Modelling downstream changes in the cross-sectional shape of . . .
issue of particular interest. A full examination of its role will require consideration
the irregular nature of fluvial inflows, as well as the effects of salinity (density)
gradients on hydrodynamics, and flocculation on suspended-sediment transport.
These complicating factors are ignored in the present study in the interest of
simplicity.
The role of bedrock is examined in this study because there are probably
many estuaries in which the maximum channel depth is limited by erosion-resistant
bedrock (or well consolidated sediments). For example, this appears true in parts
of the tide-dominated Adelaide River estuary (Vertessey, 1990; Chappell, 2001) the
South Alligator River estuary (Woodroffe et al., 1986; Vertessey, 1990), Louisa Creek
(Lessa and Masselink, 1995) as well as in parts of Yalimbah Creek (Chapter 4). The
previous modelling chapters suggest that bedrock may exert a strong influence on
channel cross-sectional shape, and thus theoretically it must also have a strong
influence on tidal channel morphology (Chapters 3 and 4).
Given the current understanding of tidal channel morphodynamics, the following
issues are of particular interest:
1. When and why do stable channels develop ?
2. Under what conditions will the modelled channel develop a (quasi-)
exponential width profile?
3. How are the width convergence length and mouth width affected by river
discharge and bedrock?

6.2

Quasi-2D hydrodynamics

In Appendix E.1, the Reynolds-averaged Navier Stokes continuity and momentum
equations are simplified into a Quasi-2D hydrodynamic model. This model includes:
• A system of 1D continuity and momentum equations which describe the time
variation of the free surface elevation and discharge at every cross-section
(Equations E.41 and E.60).
• An equation for calculating the distribution of velocity and bed shear over each
cross-section, given the free surface elevation and discharge (Equation E.69).
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Figure 6.2: Definition of the coordinate axes, water surface and channel bed
elevation.
These are summarised below. Note that z is a vertical coordinate, x is an upstream
directed coordinate perpendicular to z (so that during incoming (flood) tides, the
water flows in the positive x direction), and y is the cross-channel coordinate
perpendicular to x and z (Figure 6.2).
The 1D continuity and momentum equations are:
∂A ∂Q
+
= 0
∂t
∂x

∂Q
∂ 
∂Y
+
(1 + χ)(Q2 /A) + gA
+ gASf = 0
∂t
∂x
∂x

(6.2)
(6.3)

where A is the cross-sectional area (m2 ), t is time (s), Q is the discharge (m3 /s),
Y is the free surface elevation (m), g is gravitational acceleration (m/s2 ), χ is a
momentum correction factor, and Sf is the friction slope.
These equations are very similar to the standard 1D Saint-Venant Equations (e.g.
Chanson, 2004). However, they include the feedbacks between the cross-sectional
velocity distributions and Y and Q. Mathematically, the two are linked via the
parameters χ and Sf .
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χ accounts for the effect of cross-sectional velocity variations on the advection
of momentum (Equation E.58):

χ=

 Z





Bh

Bl




 0

(Ú 2 d)dy
if |Q| > 0

Q2 /A

(6.4)

if Q = 0

where d is the local channel depth (which varies over the cross-section), Bh , Bl are
the y-values of the higher and lower channel boundaries (i.e. locations where d = 0;
defined so that Bh > Bl ), and Ú is the difference between the local depth-averaged
velocity Ud in the x direction (which varies over the cross-section) and the crosssectionally averaged velocity Q/A.
The friction slope Sf accounts for the laterally variable bed shear stress in the
channel (Equations E.56 and E.55):
Sf = γ
where:
γ=

R Bh  f
Bl

U2
8 d

q

Q|Q|
A2 d

(6.5)


2
2 +C
1 + ( ∂h
)
dU
dy
DV
d
∂y
gBU

(6.6)

2

Here d is the cross-sectionally averaged depth (m), f is the (spatially variable)
Darcy-Weisbach friction factor, h is the bed elevation (m), CDV is a spatially variable
friction factor associated with vegetation (m−1 ), and B is the wetted width of the
cross-section (m) (B = Bh −Bl ). Conceptually, γ is a 1D friction factor. However, its
value is affected by the distribution of roughness and velocity over the cross-section.
The other key aspect of the Quasi-2D hydrodynamic model is an equation
for calculating the distribution of velocity over a cross-section, given Y and Q
(Equation E.69):
f Ud2
8

s

∂h
∂ Λ 2
1 + ( )2 + CDV dUd2 = gd|Sf | +
( d
∂y
∂y 2

r

f ∂Ud2
)
8 ∂y

(6.7)

Here Λ is the dimensionless eddy viscosity. This equation has already been used in
Chapters 3 and 4 of this thesis for single cross-section modelling.
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A full theoretical justification of the above model is provided in Appendix E.1.
The key assumptions used in the derivation are that the channel is straight (i.e.
non-meandering), that the free surface elevation Y is constant within each crosssection, that flows other than those in the x direction can be neglected, and that the
morphology is sufficiently slowly varying downstream that several inertial terms can
also be neglected when calculating the velocity distribution. Assumptions similar
to or stronger than these have to be used in all Quasi-2D hydrodynamic models,
whether or not they are explicitly stated (e.g. Darby and Thorne, 1996; Cao et al.,
2006; Burguete et al., 2007; Siviglia and Toffolon, 2007).
A key advantage of these equations is that they account for the feedbacks between
the cross-sectional velocity distributions and the 1D momentum equations. This has
been shown to be very important for correctly modelling flows in some situations,
e.g. during floods with significant floodplain inundation (Cao et al., 2006; Burguete
et al., 2007). The present model has already been shown to be of use in this situation,
when modelling overbank flows in Yalimbah Creek (Chapter 4).

6.3
6.3.1

Sediment transport
Suspended-sediment transport

The cross-sectionally averaged suspended-sediment concentration C (m3 /m3 ) is
solved using a 1D advection-dispersion equation (e.g. Kashefipour and Falconer,
2002):
∂
∂C
∂AC ∂QC
+
=
(AD
)+E−D
(6.8)
∂t
∂x
∂x
∂x
where E is the integrated rate of resuspension over the cross-section (m2 /s), and D
is the integrated rate of deposition over the cross-section (m2 /s). Further, D is a
longitudinal dispersion coefficient (m2 /s), which parametrises the effect of turbulence
and non-uniform velocities on longitudinal transport.
(Fisher, 1973):
r
τ
d
D=K
ρ

It may be estimated as
(6.9)

In the present study, D is calculated using the value of τ = ρf /8Ud2 in the channel

centre. Laboratory experiments and theory suggest that K is ≃ 6 for flows which are
uniform in the lateral direction (y), such that the main process causing dispersion
is vertical non-uniformity of the downstream velocity profile. However, in natural
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river flows the value of K is generally much higher: reported estimates range from

5.8 to 7500, which partially reflects the effect of cross-channel velocity variations,
and also meandering (Fisher, 1973; Kashefipour and Falconer, 2002). In the present
study, for simplicity K = 10.
Equation 6.8 assumes that C is constant over the cross-section at any instant
in time. It would be desirable in future to extend this to account for the lateral

distribution of suspended-load over the cross-section, which can potentially have a
significant effect on both the predicted cross-sectional form (Chapters 3 and 4), and
the longitudinal sediment balance (ter Brake and Schuttelaars, 2009). However, this
is beyond the scope of the present work.

6.3.2

Resuspension, deposition, and bedload

At any point on a cross-section, the rate of sediment resuspension Es in m/s of solid
sediment, measured in the vertical, is predicted as (Chapter 3, Section 3.2.2.2):
α
Es = √ (τ − τe )Υ
τe

(6.10)

where Υ accounts for the intrinsic tendency for erosion normal to the bed (Chapter 3,
Section 3.2.2.4):
Υ=

s

1+

 ∂h 2
∂y

(6.11)

√
, α is an empirical constant ( m/(s Pa)), τe is the critical shear stress for erosion
(Pa) and τ = ρf /8Ud2 is the bed shear (Pa). The deposition rate Ds is predicted as
(Chapter 3, Section 3.2.2.2):
Ds = w s c b
(6.12)
where ws is the settling velocity (m/s) and cb is the near bed sediment concentration
(m3 /m3 ), which here is taken equal to the cross-sectionally averaged sediment
concentration C.
The local rate of bedload transport in the x direction qB (m2 /s) is predicted
using the van Rijn (2007) bedload equation, adjusted to account for the length of
a laterally sloping bed (Chapter 3, Section 3.2.2.6). Note that the sign of qB is
adjusted to ensure that it has the same sign as Ud . The rate of lateral bedload
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transport qBL is predicted using (Talmon et al., 1995; Chapter 3, Section 3.2.2.6):
∂h
∂y

(6.13)

r

(6.14)

qBL = −|qB |G
where:
G = (1/9)[(Y − h)/d50 ]

0.3

(ρs − ρ)gd50
τ

Here d50 is the median grain size (m), ρs is the density of sediment (kg/m3 ), and ρ
is the density of water (kg/m3 ).
The longitudinal bedload derivative is estimated as (Siviglia and Toffolon, 2007):
∂qB
qB ∂QB
=
∂x
QB ∂x

(6.15)

where QB is the cross-sectionally integrated bedload flux (m3 /s).

6.3.3

Morphodynamic evolution

The evolution of the bed is calculated using the sediment continuity equation
(Chapter 3, Section 3.2.2.1):
(1 − λ)

∂h
∂qBL ∂qB
= Ds − Es −
−
∂t
∂y
∂x

(6.16)

Because solving the above equations to predict the evolution of an estuary
is computationally intensive, the morphological evolution is accelerated using a
‘morphological factor’ (Roelvink, 2006). This means that the right hand side
of Equation 6.16 is multiplied by the morphological factor (denoted mf ) which
is equal to 10 in the present study. This amplifies the effects of erosion and
deposition, and importantly, accelerates the evolution time-scale of the model by
mf , which effectively decreases the required computational time. Experimentation
reported in the literature (Roelvink, 2006; van der Wegen et al., 2008), and tests
conducted in the present study, suggest that the use of a morphological factor of
10 generally has only a small effect on the modelled solution, aside from timescale acceleration. For the simulations conducted here, several days were typically
required for a single simulation with mf = 10, suggesting that several weeks (or a
parallel implementation) would be required to run the simulations with mf = 1.
However, if a steady-state solution was reached with mf = 10, then it was checked
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that this solution was not affected by the morphological acceleration by running
a further simulation with mf = 1, starting from the steady-state morphology
calculated with mf = 10. This never resulted in significant adjustments to the
steady-state.

6.3.4

Bank failure

Although cohesive banks may develop very steep profiles, in most natural settings
they are also subject to geotechnical failure. Physically, the details of these processes
are complex, variable in time, and sensitive to factors such as groundwater which are
far beyond the scope of this model (e.g. Darby and Thorne, 1996; Langendoen and
Alonso, 2008). In the present study, it is simply assumed that sediments with an
absolute lateral slope ≥ 1 are unstable. Practically, this is enforced by periodically
searching each cross-section for gradients ≥ 1 between pairs of points representing

the cross-section. If they are found, then the elevation of the higher point is reduced
by one third of their height difference, while the elevation of the lower point is
increased by the same amount. This procedure was implemented to prevent the
model from developing very steep banks, which were hard to resolve accurately with
the computational grid.

6.4

Model structure and numerics

The computational structure of the model is depicted graphically in Figure 6.3. At
the beginning of a time step, the 1D hydrodynamic equations are used to calculate
Y and Q. Because the hydrodynamic solver requires a smaller time step than the
suspended-sediment and morphology solvers, often several 1D hydrodynamic time
steps (δt) are taken at this stage (Figure 6.3). When the total time advance is
greater than a given value ∆taim , the time is denoted tk+1 .
At this stage, the distribution of shear over every cross-section at time tk+1/2
(= 1/2(tk +tk+1 )) is calculated, using the values of Y and Q at time tk+1/2 (estimated
as described in Appendix E.3), and the morphology at time tk . Note that this
morphology will be very similar to the morphology at time tk+1/2 , because the
rate of morphological evolution is slow compared with the rate of change in the
hydrodynamics.
Next the rates of resuspension and bedload transport at tk+1/2 are calculated,
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Figure 6.3: The overall model structure. Note that the time step δt for the 1D
hydrodynamic solver is smaller than the time step ∆t for updating the morphology
and sediment transport.
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Figure 6.4: The channel is discretised into M cross-sections, spaced ∆x apart.
followed by the suspended-sediment concentrations at tk+1 . These steps then allow
the morphology at time tk+1 to be calculated.
Finally, the value of ∆taim and the Courant number for the hydrodynamic
solver Cn (see Equation 6.24) are updated in an ad-hoc manner, which prevents
too much morphological change happening in a single time step. This is described
in Appendix E.4.

6.4.1

Numerical methods for the 1D hydrodynamics

The 1D continuity and momentum equations (Equations 6.2 and 6.3) are solved
numerically, using a variant of the MacCormack finite difference scheme. This
second order accurate numerical method is commonly used in 1D tidal and fluvial
simulations (e.g. Lanzoni and Seminara, 2002; Helmio, 2002 ; Zoppou and Roberts,
2003 , Chaudhry, 2008).
The channel is discretised into M evenly spaced cross-sections (Figure 6.4). At
each section j (j ∈ 1, . . . , M), the values of Yjk+ and Qk+
at time tk+ = tk + δt are
j
calculated, based on their values from the previous time tk . Note that the notation
tk+ is used instead of tk+1 because there may be several hydrodynamic time steps
between tk and tk+1 (Figure 6.3).
The actual calculation can be written as a three step procedure.

Firstly,

‘predictor’ values of the cross-sectional area, discharge and water elevation are
k+
k+
calculated for every j (denoted Àk+
j , Ỳj , Q̀j ). These values are then used to
k+
k+
calculate corresponding ‘corrector’ estimates (Ák+
j , Ýj , Q́j ). Finally, the values of
the variables at time tk+ are estimated as the average of their predictor and corrector
estimates. Mathematically:
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1) Predictor Step:

δt  k
Qj+1 − Qkj
(6.17)
∆x
i
(Qkj )2
(Akj+1 + Akj ) k
(Qkj+1 )2
δt h
= Qkj −
− (1 + χj ) k + g
(1 + χj+1 ) k
(Yj+1 − Yjk )
∆x
2
Aj+1
Aj
k+
(Akj+1 + Akj )  γ  Q̀k+
j |Q̀j |
− δtg
(6.18)
2
2
d j (Àk+
j )

Àk+
= Akj −
j
Q̀k+
j

Note that Ỳjk+ is calculated from the predictor area Àk+
and the known crossj
sectional geometry, by solving the quadratic equation:
k
k
k+
Àk+
− Yjk ) +
j − Aj = Bj (Ỳj

∂B
| k (Ỳ k+ − Yjk )2
∂Y Yj j

(6.19)

Equation 6.19 follows from a straightforward analysis of the change in the crosssectional area with Y , assuming that the bank slope can be linearised near Y .
2) Corrector Step:

δt  k+
Q̀j − Q̀k+
(6.20)
j−1
∆x
k+
2
2
i
(Q̀k+
(Q̀k+
(Àk+
δt h
j )
j−1 )
j + Àj−1 )
k+
(1 + χj ) k+ − (1 + χj−1 ) k+ + g
(Ỳjk+ − Ỳj−1
)
= Qkj −
∆x
2
Àj
Àj−1
k+  
k+
(Àk+
Q́k+
j + Àj−1 ) γ
j |Q́j |
− δtg
(6.21)
2
2
d j (Ák+
)
j

Ák+
= Akj −
j
Q́k+
j

where Ýjk+ is calculated from Ák+
and the known geometry using an equation
j
analogous to Equation 6.19.
3) Final Result:
k+
k+
Ak+
j = 0.5(Àj + Áj )

(6.22)

k+
k+
Qk+
j = 0.5(Q̀j + Q́j )

(6.23)

where again Yjk+ can be calculated from Ak+
j . In the above equations:
• ∆x is the distance between consecutive cross-sections in the x direction (a
constant).
• δt = tk+ − tk is the time step. In order for the numerical scheme to be stable,
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δt is calculated as:
δt =
max
j



Cn ∆x
|Qkj /Akj |

+

q

gdkj



(6.24)

where Cn is the Courant number (see Equations E.80-E.85), which for stability
must be ∈ (0, 1] (Chaudhry, 2008). Note that δt is typically smaller than the
time step used to update the morphology and sediment transport.

• dkj = Yjk − hkj is the mean cross-sectional depth at time tk .
• The values of χj and (γ/d)j are estimated from the distribution of velocity
and depth over the jth cross-section. This will have been calculated previously
using Equations E.58 and E.55. The term d is included with γ here because
it was found to enhance numerical stability in situations with rapid temporal
changes in channel width.
6.4.1.1

Boundary conditions

For subcritical flows, the hydrodynamic equations require two physical boundary
conditions, one at each end of the numerical domain (Chanson, 2004). These are
taken as a water level (= sea level) at the downstream boundary (j = 0), and a
discharge (river input) at the upstream boundary (j = M + 1). For supercritical
flows, an inflow boundary requires two boundary conditions, while an outflow
boundary does not require any (Chanson, 2004). The MacCormack scheme also
requires additional numerical boundary conditions (e.g. Lanzoni and Seminara,
2002; Tseng, 2003). The predictor step requires values for A, Y and Q at tk and
j = M + 1 (the upstream boundary). The corrector step requires values for the
predictor variables at j = 0 (the downstream boundary). On the predictor step the
area and water level at j = M + 1 are assumed to be equal to those at j = M, while
the discharge is taken from the physical boundary condition. On the corrector step,
the water level, area and discharge at j = 0 are calculated using first order space
k+
extrapolations (e.g. Àk+
= 2Àk+
0
1 − À2 ), and the convective inertial term at the
mouth is set to zero.
Once both the predictor and corrector steps have been taken, the downstream
water level boundary condition is imposed, using a radiation boundary condition
modified from Blayo and Debrieu (2005 p 245). Assume values of of Y k+ and Qk+
have been calculated using the predictor and corrector values. The incoming and
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k+
k+
outgoing characteristics at the mouth (denoted ω+
and ω−
) are estimated as:
k+
ω+
k+
ω−

q

k+
g/(Y1k+ − h1 )(Yext
− h1 )
q
k+
= Qk+
g/(Y1k+ − h1 )(Y1k+ − h1 )
1 /A1 −

=

Qk1 /Ak1

+

(6.25)
(6.26)

k+
where Yext
is the externally imposed water level boundary condition at tk+ . The
water level and discharge at j = 1 are finally replaced with the weakly reflective
values YWk+R , Qk+
W R.

YWk+R =

q

k+
k+
k+
Qk+
W R = A1 (ω+ + ω− )/2

(6.27)

k+
k+
(Y1k+ − h1 )/g(ω+
− ω−
)/2 + h1

(6.28)

Because this boundary adapts to disturbances originating from inside the
computational domain, it will not exactly impose the desired value of Y at the
mouth. However, usually the difference is very small.
6.4.1.2

Wetting and drying

Commonly tidal creeks do not receive much river inflow, so that their landward
boundary consists of a wet/dry front which migrates with the tide. Such wetting
and drying is renowned for creating numerical instabilities in hydrodynamic solvers
(Bates and Hervouet, 1999). Many suggestions for overcoming this have been
proposed in the literature in one dimension (Vincent et al., 2001; Sanders, 2001;
Burguete et al., 2007; Catella et al., 2008) and two dimensions (Bates and Hervouet,
1999; Defina, 2000; Oey, 2005; Cea et al., 2007), but as yet no single standard
approach exists.
The following method was found to be stable and robust in the examples
considered here. Conceptually, it involves limiting the water slope and discharge
at points with a very small depth. On the predictor step, the water slope estimate
k
(Yj+1
− Yjk in Equation 6.18) is set to zero if the mean depth at point j and time tk

is less than a small value, denoted dlim (typically in the range of 0.1-5 cm). Then, if
the predictor discharge is such that Ák+
would be predicted to be less than Bjk dlim
j
in Equation 6.20, both Q̀k+
and Q̀k+
j
j−1 are set to zero. Similarly, on the corrector
step the water slope is set to zero if the predictor depth at point j is less than dlim .
Also, if the corrector discharge is such that the mean depth at j on the next time
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k+
step would be less than dlim , then both Q́k+
are set to zero. A similar
j+1 and Q́j

condition is applied to the final values of Q and A after artificial viscosity is added.
6.4.1.3

Artificial viscosity

The MacCormack method has a tendency to predict non-physical oscillations in
the flow if sharp gradients in the free surface or velocity develop (e.g. Chaudhry,
2008). Such oscillations can be prevented with the use of an artificial viscosity in
the vicinity of such gradients. Here a modification of the approach of Jameson et al.
(1981) and Chaudhry (2008) is used. At the end of each time step, Ak+
and Qk+
j
j
are updated as:
k+
k+
k+
k+
k+
k+
k+
Ak+
j ← Aj + νj+1/2 (Aj+1 − Aj ) − νj−1/2 (Aj − Aj−1 )

(6.29)

and similarly for Qk+
j , where ← in Equation 6.29 is to be read as a ‘computer

language’ replacement statement (i.e. the left hand side is replaced with the right
hand side), and:
νjk+

=

k+
k+ h
|Yj+1
− 2Yjk+ + Yj−1
|

k+
k+
|dk+
j+1 | + 2|dj | + |dj−1 |

k+
k+
νj+1/2
= 0.5 max(νj+1
, νjk+ )

|Qkj /Akj |

+

q

gdkj

 δt i
∆x

(6.30)
(6.31)

At the boundaries, ν is treated using interior points only (Chaudhry, 2008). If the
mean depth at point j is less than 5dlim, then both νj+1/2 and νj−1/2 are set to zero.
In smoothly varying regions of the flow, this artificial viscosity is of order (∆x)3 , and
so does not compromise the order of accuracy of the numerical scheme (Jameson et
al., 1981). On the other hand, in rapidly varying regions of the flow, it is effective
at suppressing numerical oscillations which are typical of second order numerical
schemes, such as the one used here.
In the simulations presented later in this chapter (Section 6.5), the artificial
viscosity is only applied to points within the estuarine zone, and not within the
ocean. This was done to prevent smoothing over the rapid change in crosssectional area between the estuary and the ocean, which could create errors in the
hydrodynamic solver.
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Figure 6.5: Comparison of the numerical and analytical solutions to a standard test
problem of steady flow in a channel with variable width and depth. See Zoppou and
Roberts (2003) for the full problem definition and solution. a) Depth, b) Velocity,
c), d) : close up of depth and velocity at the hydraulic jump.
6.4.1.4

Verification

The above algorithm was coded in Fortran 95. To check the accuracy and robustness
of this code, a number of tests were performed. Firstly, it was confirmed that the
model could correctly predict the free propagation of a small amplitude sinusoidal
wave in a uniform flat bedded channel (Carter and Merrifield, 2007), and that it
could correctly calculate steady, uniform flow in a uniform channel with constant bed
slope and discharge (for which the solution is Sf = − ∂h
). Next, the model results
∂x
were compared to an analytical solution for steady flow in a channel with variable
width and depth (described in Zoppou and Roberts, 2003). This solution includes a
hydraulic jump, where the flow regime shifts from super-critical to sub-critical. The
model shows good agreement with the analytical solution (Figure 6.5).
To further evaluate the model behaviour in non-smooth flows, it was applied to
two frictionless dam-break scenarios, for which analytical solutions exist (Zoppou
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Figure 6.6: Comparison of the model with the analytical solution to a ’wet
downstream’ dam-break scenario at t = 90s after the dam break. The analytical
solution is reported in Zoppou and Roberts (2003)
and Roberts, 2003). The initial water depth upstream of the dam was 10 m in each
case, while the downstream water depth was set to 1m in the ‘wet downstream bed’
case, and to 2×10−12 m in the ‘dry downstream bed’ case. The friction factor was
set close to zero (f = 3.136 × 10−12 ), as the code was not designed to run correctly
with f exactly zero.
In the case with a wet bed, the agreement of the numerical and analytical
solutions was good (Figures 6.6). However, in the dry bed case, the code significantly

under-predicts the advance of the edge of the wet/dry front, although it agrees
with the analytical solution elsewhere (Figure 6.7). This particular error has been
repeatedly described in the literature when other numerical schemes are tested
against this problem (Sanders, 2001; Vincent et al., 2001).
In the latter case, the agreement with the analytical solution can be improved
by tuning the value of various parameters, such as Cn (see also Sanders, 2001).
The results reported here are not ‘tuned’, and use default parameter settings.
Thus, the dam break tests indicate that the code is robust in the presence of flow
discontinuities, although some errors may be expected in situations where extreme
discontinuities propagate over dry beds.
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Figure 6.7: Comparison of the model with the analytical solution to a ’dry
downstream’ dam-break scenario at t = 90s after the dam break. The analytical
solution is reported in Zoppou and Roberts (2003)
The code was also successfully used to model the observed tidal flows in Yalimbah
Creek, both during within-bank and overbank tides (Chapter 4). In sum, these
successful applications increase our confidence that the algorithm is reasonably
robust, and has been correctly coded.

6.4.2

Numerical methods for the shear distribution, erosion
and deposition

The distribution of shear at time tk+1/2 for every cross-section j is calculated
k+1/2

k+1/2

based on the estimates of Yj
and Qj
described in Appendix E.3. Given
these parameters, the shear distribution is calculated using Equation 6.7, following
the numerical methods described in Chapter 3, Section 3.3.1. Once the shear
k+1/2

k+1/2

distribution is calculated, values of (Es )j,i
and (qB )j,i
at tk+1/2 are calculated
at every point (i) on every cross-section (j). The cross-sectionally integrated rates of
k+1/2

k+1/2

resuspension Ej
and bedload transport (QB )j
are calculated by integrating
k+1/2
k+1/2
(Es )j,i
and (qB )j,i
within each cross-section, using the trapezoidal rule. At
this stage, the 1D longitudinal bedload derivative is estimated using a flux-limited
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third-order discretisation (Hundsdorfer and Verwer, 2003, p 216-217):
(

∂QB k+1/2
1
k+1/2
k+1/2
)j
=
(Fj+1/2 − Fj−1/2 )
∂x
∆x

(6.32)

where:
k+1/2
Fj+1/2

=

(

k+1/2

k+1/2

k+1/2

k+1/2

+ Ψj

[(QB )j+1

− (QB )j

k+1/2

k+1/2

+ (QB )j+1 ] ≥ 0
(6.33)
k+1/2
k+1/2
k+1/2
k+1/2
k+1/2
k+1/2
(QB )j+1 + Ψj
[(QB )j
− (QB )j+1 ] if 0.5[(QB )j
+ (QB )j+1 ] < 0
(QB )j

] if 0.5[(QB )j

where Ψ is a flux-limiter, defined as (Hundsdorfer and Verwer, 2003, p 216-217):
k+1/2

Ψj




k+1/2
k+1/2
 max 0, min(1, 1/3 + θk+1/2 /6, θk+1/2 )
if 0.5[(QB )j
+ (QB )j+1 ] ≥ 0
j
j


=
(6.34)
 max 0, min(1, 1/3 + 1/(6θk+1/2), 1/(θk+1/2 )) if 0.5[(QB )k+1/2 + (QB )k+1/2 ] < 0
j+1
j+1
j
j+1

and θ is:

k+1/2

θjk

=

(QB )j

k+1/2

(QB )j+1

k+1/2

− (QB )j−1

k+1/2

− (QB )j

(6.35)

At the boundaries, the longitudinal bedload derivative is calculated by linearly
extrapolating values for (QB ) as required.

6.4.3

Numerical methods for suspended-sediment

Equation 6.8 is solved using a predictor-corrector time stepping technique, with an
explicit, flux-limited third-order upwind discretisation of the advective term, and an
implicit, second-order central discretisation of the diffusive term (Hundsdorfer and
Verwer, 2003). The value of Cjk+1 is estimated by first taking a half time step:
k+1/2

Aj

k+1/2

Cj

= Akj Cjk +

∆t  k+1/2
1
k+1/2 k+1/2
k
Ej
− w s Cj
Bj
−
(F k
− Fj−1/2
)+
2
∆x j+1/2

1 
k+1/2
k+1/2
k+1/2
(AD)j+1/2 (Cj+1 − Cj
)−
(∆x)2

k+1/2
k+1/2
k+1/2 
(AD)j−1/2 (Cj
− Cj−1 )
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which is used in the calculation of advective terms in the full time step:
6
1 k+1/2
k+1/2
k+1/2
k+1/2
+ (Ej−1 + Ej+1 ) − ws 0.5(Cjk+1 + Cjk )Bj
−
Ajk+1 Cjk+1 = Akj Cjk + ∆t Ej
8
8
1
k+1/2
k+1/2
(F
− Fj−1/2 ) +
∆x j+1/2
1 
k+1/2
k+1
k
(AD)j+1/2 (0.5(Cj+1
+ Cj+1
) − 0.5(Cjk+1 + Cjk )) −
(∆x)2

k+1/2
k+1
k
(AD)j−1/2 (0.5(Cjk+1 + Cjk ) − 0.5(Cj−1
+ Cj−1
))
(6.37)

where:

k+1/2

Aj

= 0.5(Akj + Ak+1
)
j

k
(AD)kj+1/2 = 0.5(Akj Djk + Akj+1 Dj+1
)
k+1/2

(AD)j+1/2 = 0.5((AD)kj+1/2 + (AD)k+1
j+1/2 )
k+1/2

(6.38)
(6.39)
(6.40)

Bj

= 0.5(Bjk + Bjk+1 )

(6.41)

k+1/2
Ej

= 0.5(Ejk + Ejk+1 )
Z Bh
=
Es dy at time tk+1/2 and cross-section j

(6.42)

k+1/2

Ej

(6.43)

Bl

The advective terms F are calculated as (Hundsdorfer and Verwer, 2003, p 216-217):
k
Fj+1/2
=

(

k
Qkj Cjk + Ψkj (Qkj+1 Cj+1
− Qkj Cjk )
if 0.5(Qkj + Qkj+1 ) ≥ 0
k
k
Qkj+1 Cj+1
+ Ψkj (Qkj Cjk − Qkj+1 Cj+1
) if 0.5(Qkj + Qkj+1 ) < 0

(6.44)

where Ψ is a flux-limiter, defined as (Hundsdorfer and Verwer, 2003, p 216-217):



 max 0, min(1, 1/3 + θk /6, θk )
if 0.5(Qkj + Qkj+1 ) ≥ 0
j
j
k


Ψj =
(6.45)
k
k
 max 0, min(1, 1/3 + 1/(6θj+1
), 1/(θj+1
)) if 0.5(Qkj + Qkj+1 ) < 0

and θ is:

θjk =

Qkj − Qkj−1
Qkj+1 − Qkj

(6.46)

At tk+1/2 , the F terms are approximated as in Equation 6.44, with the index k
k+1/2
replaced by k + 1/2. The values of Qj
and Qkj used in F are calculated using a
special approach with good mass conservation properties, described in Appendix E.3.
Equations 6.36 and 6.37 can each be rearranged to produce a tridiagonal system
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of linear equations for C. These are solved using the routine DGTSVX from the
matrix library LAPACK (Anderson et al., 1999).
6.4.3.1

Boundary conditions

The above algorithm requires values for a range of variables at two points
downstream of the mouth boundary, and two points upstream of the river boundary.
For all variables except C, values downstream of the mouth boundary and upstream
of the river boundary are approximated with the value at the corresponding edge
of the numerical domain. For C, if the flow is moving from the boundary toward
the computational domain, then its value is approximated with the imposed C
concentration associated with the ocean or river. If the flow is moving outwards from
the boundary, then the value of C is estimated as the value of C at the numerical
boundary.
6.4.3.2

Verification

The above algorithm was coded in Fortran 95. A number of tests were performed
to check that it has been correctly coded. Firstly the numerical solution of two
cases with steady, uniform flow and a constant diffusion coefficient were undertaken,
for which analytical solutions are available : 1) the advective diffusion of a ‘sharp
front’, and 2) of an ‘initial volume slug’ (Chanson, 2004, p 343). The model was
also tested against analytical solutions for combined advection and deposition in
steady uniform flow (Menendez et al., 2009), and similarly for combined advection,
deposition and erosion. In all cases there was excellent agreement between the
analytical and numerical solutions.

6.4.4

Numerical methods for the sediment continuity
equation

The sediment continuity equation (Equation 6.16) is solved to update the
morphology, using methods slightly different to those developed in Chapter 3. The
terms Es and ∂q∂xB are estimated at time tk+1/2 as described previously (Section 6.4.2).
The settling term is estimated as:
k+1/2

(Ds )j,i

= ws 0.5(Cjk+1 + Cjk )
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The time derivative is estimated with a central difference:
k+1
∂h k+1/2 hj,i − hkj,i
( )j,i
=
∂t
∆t

(6.48)

The lateral bedload derivative is estimated as (using Equations 6.13 and 6.14):
h
2
∂qBL k+1/2
k+1/2 ∂h k+1/2
(
)j,i
=
(−qB G)j,i+1/2 ( )j,i+1/2 −
∂y
yj,i+1 − yj,i−1
∂y
i
k+1/2 ∂h k+1/2
(−qB G)j,i−1/2 ( )j,i−1/2
∂y

(6.49)

k+1/2

The terms (−qB G)j,i+1/2 are evaluated in an upwind biased fashion. Firstly the
k+1/2
values of (−qB G)j,i
are evaluated at every spatial point i. For simplicity, when h
is required in this term, it is evaluated at time step k, which removes an otherwise
difficult non-linearity from the equations. Then, a parabola is fitted through (y, qB G)
k+1/2
at three points on cross-section j neighbouring i+1/2, and the value of (−qB G)j,i+1/2
is calculated by interpolation on this parabola. The choice of the neighbouring points
depends on the local lateral bed slope at time step k, which makes the method
upwind biased. If the slope at time step k is negative, then the points i − 1, i, i + 1

are used, while if the bed slope is positive then i, i + 1, i + 2 are selected. If the
bed slope is exactly zero, and at the boundaries of the computational domain, (i.e.

between the bounding submerged points and their neighbouring dry points), linear
interpolation is used instead.
k+1/2
A related upwind method is used to estimate ( ∂h
)
. Firstly the values of
∂y j,i+1/2
k+1/2

hj,i

are calculated for every i as:
k+1/2

hj,i

k
= 0.5(hk+1
j,i + hj,i )

(6.50)

Next, a parabola is interpolated through three points neighbouring i + 1/2 in the
same upwind fashion as described above. The derivative of h at i + 1/2 is then
estimated as the value of the derivative on that parabola. Note that since hk+1
j,i is
not known a priori, the method leads to a system of simultaneous equations for
hk+1
j,i . The resulting matrix equation is banded with five non-zero diagonal bands.
It is solved using the routine DGBSVX from the standard matrix library LAPACK
(Anderson et al., 1999). This algorithm has been successfully tested on the problems
reported in Chapter 3.
In addition, the bank failure algorithm (Section 6.3.4) is implemented every 20
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time steps on every cross-section.
6.4.4.1

Boundary conditions

Suppose that the submerged points on the jth cross-section have y values yj,bl and
yj,bh respectively, where yj,bl < yj,bh. The above algorithm is applied over the set of
points from yj,bl−1 to yj,bh+1. Thus, the first dry point on either side of the wetted
cross-section is included in the calculation. This allows values for (qB )j,bl−1/2 and
(qB )j,bh+1/2 to be computed. At the lower boundary, the value of (qB G)j,bl−1/2 is
estimated as an average of its neighbours, i.e. half of the value of (qB G)j,bl . The
higher boundary is treated similarly. Further, the value of ( ∂h
)
is estimated
∂y j,bl−1/2
by fitting the parabola through points bl − 1, bl, bl + 1, and similarly for the higher
boundary. If the slope and rate of bedload transport at bl − 1/2 are non-zero, then
erosion can occur at the dry points neighbouring the channel. This permits channel
widening if erosion is occurring at the banks.
6.4.4.2

Static re-gridding

In simulations with many cross-sections, often the channel width varies greatly
between downstream and upstream cross-sections, and also over time within any
one cross-section. To adequately represent the geometry of narrow parts of the
channel, a small lateral spacing ∆y = yj,i − yj,i−1 between computational points is
needed. However, if a small ∆y spacing is used everywhere in the computational
domain, then the computations take an unreasonably long time. A solution to this

problem is to use a variable ∆y spacing over each cross-section, with a small ∆y in
the channelised zone, and a larger spacing in regions of the cross-section that are
not morphologically active (i.e. undergoing neither erosion or deposition). This is
possible because the algorithms for cross-sectional computations presented so far in
this thesis are valid for both uniform and non-uniform values of ∆y.
The following method was found to be effective in re-gridding the y values over
the cross-section, so as to control ∆y. After every 500 time steps, each point on the
cross-section is checked to determine whether its elevation has changed since the
last check. Those with change are classed as ‘morphologically active’. An ‘active
zone’ is then defined within each cross-section, which includes all points between
the leftmost and rightmost morphologically active points, plus an extra six points
on each side of the latter.
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If the boundaries of this ‘active zone’ have changed by more than one point since
the last re-gridding, then the cross-section is re-gridded. A new unique set of y
values y1 , y2 · · · , yN are calculated to satisfy the following criteria:
• In the ‘active zone’, the spacing between points should be constant, and greater
or equal to ∆yave /10, where ∆yave is the average value of ∆y in the crosssection.

• Outside the ‘active zone’, the spacing between points should be constant, and
less than or equal to 5∆yave
The actual set of y values selected has as many points as possible in the active zone,
given the above constraints. Once the new y values are known, their corresponding
bed elevations are calculated using monotone cubic spline interpolation (Fritsch and
Carlson, 1980). This is done using the routines DPCHIC and DPCHFE from the
numerical library SLATEC (Fong et al., 1993).

6.4.5

Simulation setup

Six simulations were performed, with boundary conditions designed to highlight the
impact of river discharge and bedrock. The latter is assumed to be non-erodible, even
though in real cases bedrock may erode slowly under tidal flows. However, assuming
that bedrock erodes significantly on time-scales of the order of 1000-10000 years,
while unconsolidated sediment erodes significantly on time-scales of days to years,
then on time-scales of ≃ 100 years the unconsolidated sediment will be influenced
by an essentially static bedrock morphology.
Simulations have an imposed fluvial discharge of either 0, 10 or 20 m3 /s. For
each discharge, one simulation is conducted with an underlying bedrock surface at
-4 m, and another has erodible sediment everywhere. Thus, there are six simulations
in total.
The initial geometry consists of a long, narrow valley (or embayment),
with constant longitudinal slope and a uniform trapezoidal cross-sectional shape
(Figure 6.8). The low width/length ratio of this valley seems unrealistic: in nature,
typically valleys have a higher width/length ratio, and channels meander through
them, having a length much greater than the valley length. However, the model
cannot account for meandering due to its neglect of secondary flows. The formation
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of a long channel thus requires a long valley. Similar initial conditions were used in
previous works (Todeschini et al., 2005; van der Wegen and Roelvink, 2008).
Seaward of the valley is the ocean, represented by a laterally flat, longitudinally
sloping morphology, with a depth of -4 m at the estuary mouth, and -8 m at its
most seaward edge (Figure 6.8). It contains 10 cross-sections. The topography in
this zone is assumed to be controlled by processes outside of the model (such as
wave action). Thus, it does not undergo erosion, deposition or bedload transport
during the simulation, and any bedload sediment transported from the estuary to the
ocean is effectively lost. Suspended-sediment may be transported from the estuary
to the ocean and back again. In the ocean, the longitudinal dispersion coefficient is
set equal to that at the estuary mouth, to facilitate suspended-sediment exchange
between the ocean and the estuary.
The ocean tidal boundary condition is positioned at x = 0. By including an
ocean zone in the model, the boundary condition does not have to be placed at
the estuary mouth. Thus, the tide throughout the estuary is able to adjust as its
morphology evolves (e.g. van der Wegen et al., 2008). At the most seaward crosssection the mean sea level is set to 0 m. Superimposed on this is a sinusoidal tide with
a range of 4 m and a period of 12.4 hrs. A given ambient ocean suspended-sediment
concentration is assumed beyond the ocean boundary (=0.1 g/L). At the upstream
boundary the river discharge is imposed, and the inflowing water is assumed to have
a given small suspended-sediment concentration (=0.001 g/L). The representative
sediment size is assumed to be 62 µm everywhere. Other parameter values are
described in Appendix E.5.
The simulations were run for 14 million time steps.
Considering the
morphological factor (Section 6.3.3), this represented at least 389 (and at most
827) years of morphological evolution, depending on the case. By this stage, the
channels had either infilled, or had reached a quasi-stable state. In the latter case,
the stability of the solutions was confirmed by running the model for a further 14
million time steps. In one case (river discharge of 10 m3 /s with bedrock), small,
periodic changes in the bed elevation were occurring in the upstream reaches even
when the gross morphology had stabilized. Nonetheless, the width profile and the
downstream depth profile were very stable, and the morphological changes were
small enough to not affect the trends described subsequently.
In addition, to check that the stable solutions were not affected by the
morphological factor, further simulations were conducted with mf = 1, using the
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Figure 6.8: The initial morphology used in all simulations reported herein. Colours
reflect the bed elevation. The ocean boundary zone can be seen at the bottom of
the image where x < 8000.
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steady state solutions as the initial conditions. If the morphological factor were
significantly influencing the stable solution, then under these simulations the channel
should evolve towards a new stable state, and so substantial morphological change
would be observed. Fortunately this was not the case, and the simulations always
confirmed that the stable solution was not significantly affected by the morphological
factor.

6.5
6.5.1

Results
Simulations with river discharge

With a river discharge of 10 m3 /s and no bedrock, the initial valley deepens and
channelises via a moving front of erosion, which migrates from the mouth upstream
(Figure 6.9). This migration continues through the entire length of the valley, leading
to the formation of a tapering channel. The channel gradually deepens, allowing
the tide to penetrate further upstream (Figure 6.10). Eventually the morphology
stabilises. At this time, peak flood and ebb velocities are similar near the mouth
(though slightly ebb-dominated), but in the central reaches they are flood-dominated
(Figure 6.10). In the upper reaches velocities are dominated by river discharge, and
no flow reversal occurs. Suspended-sediment concentrations peak at around 0.7 g/L
in the downstream and central reaches, but are much lower upstream.
If the river discharge is increased to 20 m3 /s, then the channel evolves similarly
(Figure 6.11). However, the final channel form is deeper and wider than in the
case with a river discharge of 10 m3 /s, and exhibits a less pronounced channel
width convergence (Figure 6.11). Further, peak velocities are typically larger in the
case with higher river discharge (Figure 6.12), and the downstream zone is entirely
flood-dominated. This case also exhibits a higher tidal range in its upstream reaches,
presumably because of its greater depth (Savenije, 2005).
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Figure 6.9: Morphological evolution with a river discharge of 10 m3 /s and no
bedrock. The times are A= 2.6 yr, B= 6.6 yr, C= 17.6 yr, D=41.9 yr, E= 104.0 yr,
F= 411.0 yr.
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Figure 6.10: Evolution of the thalweg elevation, tidal range, velocities and suspended-sediment concentrations with a river
discharge of 10 m3 /s and no bedrock. Cases A-F correspond to instants in time described in Figure 6.9. Positive velocities
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Figure 6.11: Morphological evolution with a river discharge of 20 m3 /s and no
bedrock. The times are A= 2.5 yr, B= 6.3 yr, C= 16.3 yr, D= 94.6 yr, E= 165.7
yr, F= 388.1 yr.
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Figure 6.12: Evolution of the thalweg elevation, tidal range, velocities and suspended-sediment concentrations with a river
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When the channel is floored by non-erodible bedrock, further differences are
evident (Figures 6.13- 6.16). Given a river discharge of 10 m3 /s, bedrock is
exposed at the mouth during the initial erosive channel development (Figure 6.13).
This enforces a relatively shallow depth at the channel mouth, which has several
important consequences for the final channel form. Firstly, it reduces the tidal
penetration upstream as compared to the case without bedrock (Figure 6.14;
Savenije, 2005). Thus, the river-dominated upstream zone is longer (extends further
downstream). Secondly, because the depth is limited at the channel mouth, the
channel width must adjust to the imposed discharges. This leads to a wider
channel mouth, and much more pronounced funnel shape, than in the case with
an unbounded bed (Figure 6.13).
If the river discharge is higher (20 m3 /s), the entire thalweg is scoured to the
bedrock limit (Figures 6.15 and 6.16). Hence, the channel is deeper, and the
upstream tidal penetration is greater than in the previous case. Peak velocities
also are generally larger in magnitude. As in the above case, the channel develops
a clear funnel shaped width profile.
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Figure 6.13: Morphological evolution with a river discharge of 10 m3 /s and a
bedrock layer at -4 m. The times are A= 1.4 yr, B= 6.5 yr, C= 23.1 yr, D= 60.5
yr, E= 149.4 yr, F= 569.4 yr.
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Figure 6.14: Evolution of the thalweg elevation, tidal range, velocities and suspended-sediment concentrations with a
river discharge of 10 m3 /s and a bedrock layer at -4 m. Cases A-F correspond to instants in time described in Figure 6.13.
Positive velocities are directed upstream (i.e. flood tide). Vertical solid lines in the velocity plots denote points where the
flood and ebb velocities are equal (and so between these lines, velocities are either flood or ebb-dominated).
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Figure 6.15: Morphological evolution with a river discharge of 20 m3 /s and a
bedrock layer at -4 m. The times are A= 1.4 yr, B= 6.1 yr, C= 20.6 yr, D= 53.0
yr, E= 134.0 yr, F= 571.0 yr.
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Figure 6.16: Evolution of the thalweg elevation, tidal range, velocities and suspended-sediment concentrations with a
river discharge of 20 m3 /s and a bedrock layer at -4 m. Cases A-F correspond to instants in time described in Figure 6.15.
Positive velocities are directed upstream (i.e. flood tide). Vertical solid lines in the velocity plots denote points where the
flood and ebb velocities are equal (and so between these lines, velocities are either flood or ebb-dominated).
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6.5.2

Simulations without river discharge

Without river discharge, the initial erosive channel evolution is similar to the above
cases, except that the upper portion of the valley is not inundated, and so the
channel does not develop far upstream (Figures 6.17 and 6.18). Following its initial
formation, velocities are flood-dominated throughout most of the channel. The
peak velocity is quite low in the most upstream reaches, which promotes deposition
and a general shortening of the channel. This in turn reduces the channels tidal
prism, which leads to an overall drop in peak velocities, and both shallowing and
narrowing throughout the channel. This pattern continues throughout the rest of the
simulation, and the channel appears to be on a path towards complete infilling. In
practice, towards the end of the simulation the results become unreliable, because the
channel is represented by so few cross-sections that the numerical approximations of
the underlying equations are not accurate. However, further simulations with twice
as many cross-sections show the same tendency towards complete channel infill.
If the channel is instead floored by non-erodible bedrock, then the evolution
is conceptually similar (Figures 6.19 and 6.20). However, the bedrock forces the
channel to adjust by more pronounced widening than in the previous case.
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Figure 6.17: Morphological evolution with no river discharge and no bedrock. The
times are A= 2.7 yr, B= 7.0 yr, C= 23.3 yr, D= 90.2 yr, E= 273.6 yr, F= 484.5 yr.
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Figure 6.18: Evolution of the thalweg elevation, tidal range, velocities and suspended-sediment concentrations with no
river discharge and no bedrock . Cases A-F correspond to instants in time described in Figure 6.17. Positive velocities are
directed upstream (i.e. flood tide). Vertical solid lines in the velocity plots denote points where the flood and ebb velocities
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Figure 6.19: Morphological evolution with no river discharge and a bedrock layer
at -4 m. The times are A= 1.5 yr, B= 6.5 yr, C= 20.0 yr, D= 38.8 yr, E= 192.1 yr,
F= 446.6 yr.
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Figure 6.20: Evolution of the thalweg elevation, tidal range, velocities and suspended-sediment concentrations with no
river discharge and a bedrock layer at -4 m. Cases A-F correspond to instants in time described in Figure 6.19. Positive
velocities are directed upstream (i.e. flood tide). Vertical solid lines in the velocity plots denote points where the flood and
ebb velocities are equal (and so between these lines, velocities are either flood or ebb-dominated).
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6.6

Discussion

In this section the results are interpreted with respect to the questions posed at the
end of the Introduction.

6.6.1

When and why do stable channels occur?

When the river discharge was greater than zero, the simulations produced steadystate channels. Without river discharge, the channels accreted out of existence. This
can be understood by considering the effect of river discharge on the most upstream
reaches of the channel, which have only a small tidal prism.
With no river discharge, velocities in the upstream reaches of the channel were
invariably low, because the tidal prism upstream of a given cross-section becomes
very small near the channel’s landward boundary. Hence, upstream reaches were
vulnerable to accretion by suspended-sediments, which were transported to the
margins of the channel from further downstream. The resulting upstream accretion
had an important effect on the entire channel form, because it reduced the total
tidal prism everywhere in the channel. Thus, velocities were reduced throughout
the channel, which promoted channel shallowing and narrowing. Over time, the
channel tended to become smaller and smaller.
In contrast, when the river discharge was greater than zero, the peak discharge
throughout the channel had to be greater than or equal to the river discharge. Thus,
if an upstream cross-section were to undergo sedimentation and a reduction in crosssectional area, then based on mass conservation considerations alone, eventually
the velocities (∝ Q/A) and shear in that cross-section would have to become
large enough to induce erosion, preventing further accretion. In this way, river
discharge prevents the upstream reaches of the channel from perpetually accreting
and reducing the entire channel’s tidal prism. Thus, a stable channel form may be
reached.
In the cases without river discharge, the absence of a stable channel is
consistent with findings from some previous numerical models, which treated the
case of estuaries with fixed banks and suspended-load (Hibma et al., 2003a; van
Ledden et al., 2004b). However, equilibrium was found by other authors using
different, analytical models, also for channels with fixed banks and suspendedload (Schuttelaars and de Swart, 1996, 2000; ter Brake and Schuttelaars 2009).
Previous authors have suggested that these differences are due to the treatment of

269

Modelling downstream changes in the cross-sectional shape of . . .
the landward boundary condition in the numerical and analytical models. Hibma
et al. (2003a) state that for an equilibrium to exist, a finite velocity is required
everywhere in the channel (even where the depth → 0). Their numerical model
does not satisfy this, and so does not reach equilibrium, in contrast to the analytical
models. A similar explanation is given by van Ledden et al., (2004b).
In the present model, small non-zero velocities typically occur in the upstream
reaches, including the wetting and drying zone. However, because of the shallow
depths here, the friction factors f can be large, and so the bed shear may at times be
high enough to induce erosion. The fact that the model nonetheless tends towards
the upstream accretion of sediments is likely assisted by the use of a non-zero critical
shear stress τe . This prevents erosion at low shear stresses, in which case even
small suspended-sediment concentrations lead to deposition and channel accretion.
In contrast, in the analytical models τe = 0, and so a balance between erosion
and deposition is possible even with very small bed shear stresses, as long as the
suspended-sediment concentration is also small.
Although cases with only bedload transport were not considered in this chapter,
it seems likely that stable channels may exist without river discharge if there is no
suspended-load. This has been reported in both numerical and analytical models
of ‘fixed width’ tidal channels (Lanzoni and Seminara, 2002; Todeschini et al.,
2008; Seminara et al., 2010). In the absence of suspended-load, sediment cannot
be transported far into regions of the channel with τ ≤ τe , thus leaving open the

possibility of equilibrium with τ ≤ τe everywhere. Indeed, Seminara et al. (2010)
argue that this condition is required for equilibrium to exist in straight tidal channels
with only bedload, no river discharge, and no sediment flux at the mouth. However,
their arguments do not apply to channels with significant suspended-sediment.
When equilibrium occurs in the present model, the peak shear in the channel centre
is always above τe , and there is still a significant flux of both suspended-load and
bedload occurring throughout the tide (Figure 6.21).

6.6.2

Under what conditions does the model exhibit (quasi) exponential width convergence?

Figure 6.22 shows the final width profiles in all cases that reached stable
morphologies. When bedrock was present, these width profiles had a clear funnelshape, although they show significant differences with their best-fit exponential
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Figure 6.21: Envelope of the bed shear in the channel centre (τcentre ) and sediment
fluxes during a tidal cycle, for the stable morphology with no bedrock and a river
discharge of 10 m3 /s. Top: Shear in the centre of the channel. Horizontal lines
denote ±τe . Bottom: Envelope of the instantaneous fluxes of suspended-load and
bedload. Note that the bedload flux is exaggerated by a factor of 10 for visual
clarity.
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Table 6.1: Width convergence length Lb (m) for the stable channel morphologies.
In brackets are the upper and lower values of Lb for which the residual sum of squares
can be less than 110% of the minimum (Davies and Woodroffe, 2010). Note that
these are not probabilistic confidence intervals, but reflect the range of Lb values
over which a ‘good’ fit can still be obtained.
PP
PP
Bedrock
PP
River
PP
Bedrock Present
Bedrock Absent
Discharge PPPP
PP
(m3 /s)
PP
10
22461 (19907 , 25917) 44110 (43519 , 44995)
20
26868 (22912 , 30999) 69047 (65814 , 72741)
profile (Figure 6.22). In the cases without bedrock, the width profiles were fairly
linear, though slightly convex with a river discharge of 10, and concave with a river
discharge of 20 (Figure 6.22). Irrespective, they can be well approximated with an
exponential curve.
Although the cases without river discharge did not reach a stable equilibrium
morphology, their transient width profiles could generally be well approximated with
an exponential curve (Figures 6.23-6.24). As in the cases with river discharge, a more
clearly funnel-shaped width profile would develop with bedrock than without. In
the latter case, the width profiles were quite linear, or even slightly convex at times
(Figure 6.24).
The predictions of quasi-linear width profiles without bedrock are broadly
consistent with previous studies using two-dimensional models, both with and
without suspended-load (Canestrelli et al., 2007; van der Wegen et al., 2008).
Strongly concave width profiles were predicted by a one-dimensional model without
river discharge or suspended-load (Todeschini et al., 2005), in contrast with the
linear (sometimes slightly concave) profiles predicted here (Figure 6.24). When
Todeschini et al., (2005) included river discharge in their model, a slightly convex
channel width profile was predicted. Although they did not estimate the Lb value
of this channel, it’s mouth width was approximately 1.5 times its width at 50 km
upstream, suggesting a width convergence length on the order of 100 km. This is
larger than the Lb values in any simulation described here, but of similar order to
the cases with river discharge and no bedrock (Table 6.1).
To the author’s knowledge, there are no other studies which consider the effect
of underlying bedrock on tidal channel width convergence. However, Todeschini
et al. (2005) performed simulations with a fixed bed, so that only the channel
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Figure 6.22: Final width profiles in each simulation for which a stable morphology
was reached (dark points). The line is the best fit exponential curve, calculated by
minimising the residual sum of squares using the methods described in Davies and
Woodroffe (2010).
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Figure 6.23: Transient width profiles in the simulation with bedrock and no river
discharge. The labels A-F refer to the same times as in Figure 6.19. The line is
the best fit exponential curve, calculated by minimising the residual sum of squares
using the methods described in Davies and Woodroffe (2010).
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Figure 6.24: Transient width profiles in each simulation with no bedrock and no
river discharge. The labels A-F refer to the same times as in Figure 6.17. The line is
the best fit exponential curve, calculated by minimising the residual sum of squares
using the methods described in Davies and Woodroffe (2010).
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Figure 6.25: Data on the convergence lengths and tidal ranges of a range of
estuaries, based on Savenije (2005) and Davies and Woodroffe (2010). The model
results are added for comparison.
banks could adjust. This produced an unstable channel (continuously widening)
with a convex width profile, and a width convergence length of around 30 km.
Although the imposition of a fixed bed elevation seems unrealistic, there are
similarities between the latter model and the present model with bedrock and no
river discharge (Figure 6.23). The present model also shows an initial widening
phase, with convergence lengths of a similar order to the Todeschini et al. (2005)
model (Figure 6.23). However, in the present model sediment transport occurs on
both the bed and the banks, which allows upstream shallowing of the channel. This
eventually reduces the channel’s tidal prism, so that the widening phase gives way
to narrowing.
Although a detailed comparison of the model with data is not possible here, the
modelled width convergence lengths appear to be in a reasonable range compared
with field data, given the tidal range of 4 m (Figure 6.25). Further work is needed
to compare the model’s predictions with specific field cases, and to understand the
influence of other parameters (listed in Appendix E.5) on the predictions. The
present study suggests that the model results are promising.
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Table 6.2: Width at the mouth (m) for the stable channel morphologies.
PP
PP
Bedrock
P
River PPP
Bedrock Present Bedrock Absent
Discharge PPPP
P
PP
(m3 /s)
P
10
231
151
20
356
172

6.6.3

Why are the channel mouth width and width
convergence length Lb affected by river discharge and
bedrock?

Table 6.2 reports the final mouth width for each case that reached a stable
morphology. Both bedrock and a higher river discharge are associated with a larger
mouth width. Some causal explanations for this are suggested below.
Bedrock at -4 m enforces a lower limit on the depth of the channel. Widening is
the only way that the cross-sectional area can increase once this limit is reached. In
contrast, for a channel without bedrock, both widening and deepening are possible.
During the early stages of both simulations with bedrock, the cross-section at the
channel mouth had scoured to the bedrock limit (Figures 6.14 and 6.16), and during
this time the cross-sectional area was still increasing overall. Thus at the estuary
mouth, the channel width increased more strongly in the cases with bedrock, as
compared to the cases without.
The mutual increase in the mouth width and river discharge (Table 6.2) reflects
a more subtle morphodynamic process. It is clear that the enhanced river discharge
is not directly responsible for widening the channel mouth, because it is very small
as compared with peak tidal discharge there (< 2.1% in every case). On the other
hand, the most upstream reaches of the channel are ‘river-dominated’, with a peak
discharge nearly equal to the river discharge. Therefore, as this river discharge is
increased, the upstream cross-sections would be expected to enlarge their width and
depth, to accommodate the discharge without inducing an overly high bed shear
and erosion rate.
Importantly, these ‘river-dominated’ reaches are also tidal. As they enlarge,
their intertidal volume is increased because 1) the channel is wider, and 2) the tidal
range upstream increases along with the channel depth (compare Figures 6.10 and
6.12, and Figures 6.14 and 6.16; Savenije, 2005). To accommodate the resulting
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increase in discharge, reaches further downstream will become wider and deeper.
This will lead to a greater tidal prism yet further downstream, which will again lead
to channel enlagement, and so on. Thus, despite the small magnitude of the river
discharge at the channel mouth (compared with the tidal discharge), river discharge
can have a substantial, cumulative effect on the channel dimensions throughout the
estuary, including in the ‘tidally-dominated’ mouth.
In the model, it is interesting that as the river discharge is increased, the relative
increase in the mouth width is much greater when bedrock is present (Table 6.2).
This makes sense in terms of the above explanations. Consider the final morphologies
with a discharge of 10 m3 /s, with and without bedrock. If the discharge were
increased to 20 m3 /s, then the upstream parts of these channels would widen and
deepen, increasing the tidal prism (and eventually channel dimensions) further
downstream. When this influence reached the channel mouth, then in the case
without bedrock, the channel could adjust by both widening and deepening. In
contrast, in the case with bedrock, only widening would be possible. Hence, the
relative width increase should be larger in the bedrock case, consistent with the
simulation outputs.
Although river discharge had little direct hydrodynamic influence at the channel
mouth in the above model cases, in some real estuaries river floods may significantly
affect flow and sediment transport at the mouth. For example, this appears to
be true of the Daly river estuary (Wolanski et al., 2006). Nonetheless, it seems
reasonable that the mechanism identified here should influence the mouth width of
tidal estuaries, whether or not floods directly influence sediment transport in the
downstream reaches. This hypothesis could be tested by studying the evolution of
(quasi-stable) estuaries following a substantial and sustained change in their river
discharge (e.g. by upstream damming). It would be especially useful if their initial
river discharge had little direct effect on the hydrodynamics of their mouths.
Table 6.1 shows that Lb is larger in channels with bedrock than without,
and is also larger when the channel has a higher river discharge. The effect of
bedrock is due to the limits it places on the channel depth. For illustration,
suppose that the upstream change in the cross-sectional area A, width B and crosssectionally averaged depth d (all tidally averaged) can be reasonably represented
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with exponential curves:
A ≃ A0 exp(−x/La )

(6.51)

B ≃ B0 exp(−x/Lb )

(6.52)

d ≃ d0 exp(−x/Ld )

(6.53)

where the subscripted parameters are all empirical constants, so that Lb is the width
convergence length. Because A = Bd, it follows that 1/Lb = 1/La − 1/Ld . In the

cases with bedrock, the tidally averaged depth is nearly constant, so Ld → ∞ and
La ≃ Lb . On the other hand, in the cases without bedrock the average depth
increases in the downstream direction, and so 1/Ld > 0, and Lb > La . Hence,
bedrock is expected to induce a shorter width convergence length, in agreement
with the simulation results.

The result that Lb is larger with an enhanced fluvial discharge (Table 6.1) is
superficially in agreement with the prediction that a high fluvial water and sediment
discharge should lead to a larger convergence length, since otherwise fluvial velocities
would reduce rapidly in space, leading to deposition (Savenije 2005; Davies and
Woodroffe 2010). However, further consideration suggests that this is unlikely to be
important here.
For the cases with bedrock, the differences in Lb with different river discharges
are quite weak. Indeed, good fits are possible in both cases with Lb ∈ [23, 25]
km (Table 6.1). Given the visual errors in the best exponential fit in each case
(Figure 6.22), it seems that the differences in Lb here are not very important.

In the cases without bedrock, there is a more substantial increase in Lb with the
higher river discharge (Table 6.1). However, it seems unlikely that this is due to
a greater fluvial influence. Indeed, the case with a lower discharge exhibits more
fluvial influence further downstream. To see this, consider the occurrence of ‘riverdominated reaches’, where the peak discharge is (for example) less than twice the
river discharge. The length of this zone is ≃ 10km when the river discharge is 10
m3 /s, but only 3 km when the river discharge is 20 m3 /s.
This surprising result is due to the upstream channel deepening caused by the
higher river discharge. Deepening allows a greater tidal penetration (including a
higher tidal range) in the upstream reaches (e.g. compare Figures 6.10 and 6.12;
Savenije, 2005), and thus less fluvial dominance. Hence, the river dominance is
actually greater in the case with a discharge of 10 m3 /s than with a discharge of 20
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m3 /s.
It seems likely that the reduced river dominance is the cause of the increase in Lb
with river discharge. From Figure 6.24, it is evident that without any river discharge,
the channel at times develops a slightly concave width profile, which naturally
will tend to have a larger Lb value. This was also reported in the simulations of
Todeschini et al. (2005). A similar, slightly concave width profile occurs in the
‘less river-dominated’ case (river discharge of 20 m3 /s), while in the case with a
greater river-dominance (river discharge of 10 m3 /s) the width profile is slightly
convex. Assuming then that an increased river-dominance enhances the convexity
of the width profile (Todeschini et al., 2005), it seems reasonable that the case with
a higher river discharge should have a larger value of Lb .
It is important to note that these results are based on models with a very weak
river influence. At higher levels of river dominance, it is expected that Lb and river
dominance will be positively related (Savenije, 2005; Davies and Woodroffe, 2010),
although it remains to be seen if this is predicted by the model.

6.6.4

Model limitations

Some limitations of these models should be highlighted.

Firstly, the seaward

edge of the estuary is assumed to have a fixed position, bounded by the ‘ocean’
with a morphology determined by factors outside the model. In nature, the
seaward boundary of the estuary may prograde, advancing the coastline. This
may potentially be influenced by broad scale coastal processes (e.g. wave climate,
sediment supply) as well as processes going on in the estuary itself. Coastal
progradation should also have some influence on the estuary itself, but that cannot
be considered in the present model.
A further limitation of the model is that suspended-load is assumed to be
laterally and vertically well mixed. It has already been shown that cross-sectional
variations in suspended-sediment concentrations may have a substantial effect on
cross-sectional form (Chapters 3 and 4). Thus a more complete treatment of
suspended-sediment transport is expected to have a significant effect on the model
predictions.
The model also only includes a single grain size, and so cannot account for the
sediment sorting processes and variations in τe which are probably important in
many real estuaries. It seems reasonable that size-selective sediment transport and
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bed armouring could substantially influence channel form. The likely effect would
be to reduce the channel depth (and enhance the channel width) compared to cases
with a single grain size, because coarser sediments (which require a higher shear
stress to erode) will tend to concentrate on the channel bed.
Another factor of likely importance in real estuaries is the natural variability
of hydrodynamic boundary conditions. These vary as a result of spring-neap
tidal cycles and the irregular yet seasonal nature of rainfall. However, in the
model, a single river discharge and sinusoidal tide are imposed. Thus, the model
effectively experiences its largest floods and tides all the time. Assuming that the
most morphologically important events in nature are the larger tides and floods,
it seems likely that the model would be evolving much more slowly if irregular
boundary conditions were imposed. Thus, the rates of temporal evolution reported
in Figures 6.9-6.20 may be unrealistically rapid.

6.7

Conclusions

In this chapter the formation of converging suspended-load dominated tidal channels
has been investigated theoretically, using a Quasi-2D morphodynamic model. The
latter combines the single cross-sectional models developed earlier in this thesis
with a longitudinal hydrodynamic and sediment transport model. It thus captures
the feedbacks between the channel’s cross-sectional shape and its hydrodynamics,
whilst still being relatively simple, and more computationally tractable than higher
dimensional models. Given a single initial condition, the predicted channel evolution
was investigated while varying the river discharge, with and without a non-erodible
bedrock layer present at 4 meters below mean sea level.
The results suggest that river discharge may be necessary for the formation of
stable channels, at least when suspended-load transport is dominant. The magnitude
of the river discharge was found to substantially affect the stable morphology,
notably by increasing the channel width and depth, and thereby enhancing the
tidal influence upstream. The latter result was quite surprising, because it implies
that the degree of upstream river dominance may be reduced by an increase in river
discharge.
Additionally, the presence of a bedrock boundary at 4 m below mean sea level
greatly influenced the channel morphology, by widening the channel mouth and
reducing the width convergence length. It seems likely that such stratigraphic
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boundaries influence the shape of many natural estuaries, including for example
Yalimbah Creek (Chapter 4), Louisa Creek (Lessa and Masselink, 1995); the
Adelaide River (Chappell and Woodroffe, 1994; Chappell, 2001), and the South
Alligator River (Woodroffe et al., 1986; Vertessy, 1990). Given that the key
influence of bedrock is to widen the channel cross-section, it is likely that other
morphodynamic processes that have a similar effect may also affect channel
convergence. Such processes include e.g., laterally variable suspended-load, or an
increase in the resistance to erosion of sediment with burial (Chapter 3).
Given the limited number of simulations that could be conducted for this
study, future work should further explore the effect of other model parameters
(Appendix E.5) on the predictions. It would also be of interest to understand
the influence of a variable river discharge (including floods), and a more natural
tidal forcing which includes spring-neap amplitude variations. Alternative sediment
transport models should also be considered (e.g. including multiple grain sizes,
and burial dependent erosion behaviour). By understanding theoretically the
morphodynamic consequences of such factors, it will become easier to understand
which processes are likely of importance in real case studies. Such knowledge can
then be used to design field measurement campaigns to test and parametrise different
models, and ultimately to enhance our ability to predict the future evolution of
estuaries.
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Chapter 7
Conclusion
The overall aim of this study was to better understand how the interactions of
flow and sediment transport control tidal channel cross-sectional shape, and its
spatial and temporal variation. To achieve this, attention was first focussed on the
behaviour of continuous ‘single cross-section’ morphodynamic models (Chapters 2
to 4). In Chapter 2, the literature on such models was reviewed. Chapter 3
investigated the steady-state behaviour of a wide range of single cross-section models,
forced by a constant discharge. In Chapter 4, these models were adapted and applied
to simulate channel form in Yalimbah Creek. Chapter 5 analysed the relationships
between width convergence and channel mouth size, tidal range, and catchment size,
within thirty macrotidal estuaries in northern Australia. In Chapter 6 a Quasi-2D
model was developed to simulate the downstream changes in tidal channel crosssectional shape, focussing on the effect of river discharge and underlying bedrock.
The key conclusions of this study are presented below, followed by suggestions
for further research.

7.1

Conclusions

7.1.1

Single cross-section morphodynamic models

1. If it is assumed that sediment is homogeneous and transported purely in
suspension, with a constant near-bed sediment concentration (cb ), the single
cross-section morphodynamic models analysed in this thesis typically predict
the formation of stable channels with fairly low aspect-ratios. These aspectratios change only slightly with the imposed discharge, but increase with the

283

Conclusion
dimensionless eddy viscosity, all else being constant. If cb is assumed to vary
laterally according to Equation 3.13, then the stable channel aspect-ratios
are higher than if cb is assumed to be constant. This difference is larger for
sediments with higher settling velocities.
2. In models with homogeneous sediment and a constant cb , the stable channel
aspect-ratios will increase if downslope bedload transport is included in the
model. In this case, the aspect-ratio will increase with the deposition rate Ds .
Additionally, if the rate of bedload transport is increased by a constant factor,
then the stable channel aspect-ratio will also increase, up to some asymptotic
value.
3. In models with all sediment transported in suspension, the stable channel
aspect-ratios will increase if vertical gradients in the bed’s critical shear stress
are accounted for, as described in Section 3.4.3. In this case, the stable channel
morphology is dependent on the imposed initial condition. This makes it
difficult to compare the predictions of such models with field data, for which
the initial condition is unknown.
4. When single cross-section morphodynamic models are forced by a ‘tidal’ type
stage-discharge boundary condition, the stable channel morphology will be
dependant on the elevation of the neighbouring intertidal flats. If these accrete
unrealistically rapidly in the model, then it may be necessary to limit their
elevation, in order to compare the simulations with channels which do have
significant intertidal flats.

7.1.2

Linking field measurements and modelling

1. The simultaneous measurement of bed elevation and stage/velocity using
ADVs can provide useful information on sediment transport, which is of
value for testing and parametrising morphodynamic models. However, the
measurements at Yalimbah Creek illustrate that there is considerable small
scale variability in the response of the bed, even though the two measurement
sites were located just metres from each other, and had almost identical
velocities. Such local variability could not be detected in previous work which
monitored only a single point on the bed (Andersen et al., 2007), but should be
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accounted for in future when using such measurements to estimate sediment
transport parameters.
2. Tidal flows measured in Yalimbah Creek exhibited peak velocities in
association with over-bank flows, as has often been observed in small tidal
channels (e.g. French and Stoddart, 1992; Allen, 2000; Aucan and Ridd,
2000). During neap tides, substantial seiche induced velocity oscillations were
measured. Both of these features could be well reproduced with the Quasi-2D
hydrodynamic model, highlighting the usefulness of the Quasi-2D approach
for modelling within-bank and over-bank flows in tidal channels.

7.1.3

Channel morphology in Yalimbah Creek

1. The morphology of the small (≃ 1-2 m wide), low aspect-ratio (≃ 2) channels
which traverse the cohesive intertidal flats in Yalimbah Creek is broadly
consistent with simulations of channel incision into a homogeneous cohesive
substrate.
2. The mutual increase in channel aspect-ratio, width and depth observed
inYalimbah Creek can be simulated by at least two competing models: one
which accounts for lateral gradients in cb , and one in which bedrock imposes
a limit on the depth of channel incision. Both of these models also predict
peak velocities which are in general agreement with measurements. Although
erosion resistant bedrock (and compacted clays) clearly do constrain the
channel geometry in some locations, neither model appears entirely consistent
with field observations. In particular, both ignore the gradients in τe within
the bed, which were inferred from measurements of the bed density and its
evolution. On the other hand, models which do try to account for the bed
structure do not perform well. The predictions of the latter models depend
significantly on their initial condition.

7.1.4

Downstream changes in the morphology of tidal
estuaries

1. The tide-dominated estuaries in northern Australia studied in Chapter 5 have
a width convergence length Lb which appears to be independent of their mouth
width. This means that visually, channels with a wider mouth typically look
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more ‘funnel-shaped’ than those with a narrower mouth. This relationship
would be predicted by any theory which assumed that tidal estuaries adjust
morphologically to meet certain constraints on their one-dimensional ‘purely
tidal’ hydrodynamics (water levels and velocities). However, such theories
cannot explain the magnitude of the observed width profiles in real tidal
estuaries (e.g. they cannot explain why the mouth width of any particular
estuary is larger or smaller than the mouth width of any other estuary). The
latter might be explained with reference to river discharge, higher dimensional
morphodynamic processes (e.g. those which control the cross-sectional shape),
or to the degree of estuarine infill, as evidenced by the simulations in Chapter 6.
2. While the width convergence length Lb of tidal estuaries is related to the
tidal range at their mouth, there is considerable ‘natural scatter’ about this
relationship. With the available data, the relationship was only obvious when
both microtidal and macrotidal estuaries were included in the analysis.
3. In the Quasi-2D models developed in Chapter 6, river discharge was necessary
for stable channels to develop. Without river discharge, channel infill was
driven by the transport of suspended-load into regions of the channel with
a bed shear less than τe . It is likely that in channels which only transport
bedload, stable morphologies can exist even without river discharge, although
this remains to be tested.
4. The presence of a non-erodible bedrock boundary strongly affected the
modelled tidal channel width profiles. The channels with bedrock were
significantly more ‘funnel shaped’ than those without bedrock. In the latter
case, the modelled width profiles were fairly linear or even slightly concave,
which is in general agreement with the results of other (one and twodimensional) morphodynamic models (Todeschini et al., 2005; Canestrelli et
al., 2007; van der Wegen et al., 2008). This result is significant because many
natural tidal estuaries may have limitations on their depth, imposed either by
bedrock surfaces, or by well consolidated sediments.
5. At steady-state, the width of the estuary mouth was significantly influenced
by the magnitude of the upstream river discharge, even though the latter was
at most 2.1% of the peak discharge at the channel mouth. This is because
the enhanced river discharge induced widening and deepening in the upstream
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channel reaches, which increased the tidal prism further downstream, and in
turn led to further channel widening and deepening. This had a cumulative
effect on the morphology of the estuary as a whole, even far downstream.
6. At steady-state, modelled channels with a higher river discharge are not
necessarily more ‘river-dominated’ than those with a smaller river discharge.
This is because an increase in the river discharge may also drive an increase
in the channel depth, which can enhance upstream tidal penetration. This
highlights the possibility for non-trivial feedbacks between river discharge,
tides and morphology in tidal estuaries.
7. Quasi-2D models offer one promising strategy for modelling the downstream
changes in channel cross-sectional shape. They fill a niche between purely
one-dimensional models, and two and three-dimensional models, in that they
are more computationally efficient than the latter, while still representing
some key two-dimensional processes which are neglected in the former. Thus,
they seem well suited to problems involving downstream changes in channel
cross-sectional shape over long distances, particularly in studies which require
multiple simulations (e.g. to study the sensitivity of predictions to different
boundary conditions, or process parametrisations).

7.2

Recommendations for further research

Several issues highlighted in the present thesis deserve further attention in future
research:
1. Chapter 2 identified fundamental problems with the analytical theories of
mixed suspended-load/bedload channels developed by Parker (1978a), Pizzuto
(1984), Ikeda and Izumi (1991) and Izumi et al., (1996). Although models
of mixed suspended-load/bedload channel cross-sections were proposed and
analysed in this thesis (Chapter 3, Section 3.4.2), they do not account for
the lateral distribution of suspended-load over the cross-section. Future work
should attempt to further derive and test morphodynamic theories for channels
of this type.
2. Chapter 2 also highlighted that many morphodynamic modellers have
employed enhanced bedload transport when modelling suspended-load
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dominated landforms, in order to produce ‘reasonable looking’ simulations.
Although considerable recent work indicates that bedload transport is
important in fine cohesive sediments (Chapter 3), there is a need for further
laboratory and field studies to develop bedload transport relations suitable
for such sediments. It is very important that such studies also consider
the problem of downslope bedload transport, given its substantial effect on
morphodynamic predictions (Chapters 2 and 3).
3. The model of within-bed variations in the critical shear stress τe used in this
thesis is quite crude. Given its significance for morphodynamic predictions,
further field and modelling studies are needed to clarify the temporal and
spatial variations in τe within cohesive beds. At present, studies commonly
employ portable or laboratory flumes for this purpose (e.g. Quaresma et
al., 2004; Amos et al., 2004; Debnath et al., 2007a). Although this has led
to significant advances in our understanding of cohesive sediment dynamics,
flows within these flumes may be significantly different to the natural flows
at any given field site (e.g. in their turbulence properties). More studies of
in-situ bed elevation changes under natural flows are thus needed, e.g. using
Acoustic Doppler techniques (Andersen et al., 2007; Chapter 4). As well as
providing a check on the generality of the erosion behaviour observed under
controlled flows, the observed time-series of flow and bed-elevations would
offer interesting insights into natural sediment transport processes. Another
way to advance our understanding of cohesive sediment dynamics would be to
experimentally study landform development in cohesive sediments. This would
be useful both to test morphodynamic models using various τe models, and to
determine the extent to which a landform’s stable morphology is dependant
on its initial morphology. The latter point has significance for all attempts to
explain observed morphologies in cohesive landforms.
4. The single cross section and Quasi-2D models developed in this thesis should
be extended in several ways to make them more amenable to application in
real field studies. One important extension would be to allow the models to
treat landforms with multiple sediment sizes. It is also desirable to extend
the Quasi-2D suspended-sediment transport model into two-dimensions, so
that the lateral variation of suspended load over each cross-section can be
simulated. This was attempted for the present study (and the model was used
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in Chapter 4 to model the bed evolution measurements), but at present that
model is not stable for long-term morphodynamic computations (as performed
in Chapter 6). This significantly limits the applicability of the present model
- for example, it prevented it from being applied to model the long-term
evolution of Yalimbah Creek, because with a one-dimensional suspended-load
model, the intertidal flats would accrete out of the intertidal zone too rapidly.
5. A number of different single cross section hydrodynamic models have been
proposed in the recent literature (e.g. Kean and Smith, 2005, 2010; Wobus
et al., 2008), and it would be interesting to study the morphological effect of
using these models, instead of the cross-sectional hydrodynamic model used
in this thesis. Some work by Wobus et al. (2008) suggests that different
stable channel aspect-ratios are predicted by different hydrodynamic models,
but that the scaling of channel shape and discharge remains broadly similar.
6. It would be interesting to compare the predictions of several Quasi-2D models
with two and three-dimensional models, and to compare all three with field
data. Some work in this direction has already been conducted (Siviglia and
Toffolon, 2007).
7. The effect of changes to the boundary conditions and modes of sediment
transport on the steady-state morphologies predicted by the Quasi-2D model
needs to be further explored.
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Appendix A

A.1

Justification of the problems in the mixed
suspended-load / bedload cross-sectional
theories

This section provides brief justification for the criticisms of the mixed suspendedload / bedload models described in Section 2.4.

A.1.1

Parker, 1978a

In the study of Parker (1978a), the shape of the bank profile is calculated by
evaluating the following integral (Parker, 1978a:119):
Z

0

G

√

1
x + 3x2 − 4x7/4

dx = r

(A.1)

In the above, the variables are defined such that:
G4 = (depth)/(channel centre depth)
, while:
r = (lateral coordinate)/(scale factor)
and x is a dummy variable of integration. In the theory, at the junction between
the channel bank and the flat central region, G = 1. Hence, the width of the bank
region can be determined as:
Scaled bank width = lim

G→1

Z

0
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G

√

1
dx
x + 3x2 − 4x7/4

(A.2)

However, this limit does not exist, but rather the integral approaches ∞ as G → 1.

Thus, the bank region would have to be infinitely wide to be continuous with the
banks.
To prove this, it is shown below that another integral, which is positive and
always less than the one in Equation A.1, diverges as G → 1. Therefore, the
integral in Equation A.1 must also diverge.
To see this, note that:
2  √

 1
1
3 x + 2 x4 + 1 x
x + 3x2 − 4x7/4 = x 4 − 1

(A.3)

Therefore, because xR ≤ 1 for x ∈ [0, 1] and R any positive number, it follows that:
x + 3x2 − 4x7/4 ≤ (x1/4 − 1)2 ∗ (3 + 2 + 1) ∗ 1 = 6(x1/4 − 1)2

(A.4)

Taking the inverse square root of each side of the above equation, the inequality
sign will reverse. Hence:
Z

G

0

√

1
x + 3x2 − 4x7/4

1
dx ≥ √
6

Z

0

G

1
dx
|x1/4 − 1|

(A.5)

The integral on the right hand side of Equation A.5 can be analytically evaluated
in the domain of integration:
Z

G

1
dx =
− 1|
0

" 
#
1 3
4




 G

4 1−x
1
1
1 2
− 6 1 − x 4 + 12 1 − x 4 − 4 log 1 − x 4
(A.6)
3
|x1/4

0

Clearly this integral → ∞ as G → 1 because of the log term. Hence, if Equation A.1
is used to calculate the bank profile, an infinitely wide bank region would be required
for continuity of the central bed region and banks.
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A.1.1.1

The theory predicts an infinite sediment concentration towards
the banks

In Parker (1978a), the normalised depth-integrated sediment concentration Z is
calculated to be (Equation 34 in Parker, 1978a):
6
Z = 1 − (1 − G)
7

(A.7)

where G = 1 in the channel centre, and G = 0 at the channel banks. Note that Z is
equal to the depth-averaged sediment concentration × the depth, and has dimension
m=(m3 /m3 )m. Clearly as G → 0, Z → 17 , and so Z is finite at the channel bank.
Because the depth approaches zero at the channel banks, Z → 17 is only possible if

the depth-averaged sediment concentration approaches infinity near the banks. The
latter is clearly unrealistic.

A.1.2

Pizzuto, 1984

This argument is similar to the one above. Pizzuto (1984) calculated the bank profile
with the following integral:
Z

G2

0

(x2

1
dx = r
− 1.25x1.6 + .25)1/2

(A.8)

where r is similar to the r described above, albeit with a different scaling to that
used in Parker (1978a). For details see Pizzuto (1984:202). In this case:

2.5
G2 = (depth)/(channel centre depth)
The width of the bank region is determined by evaluating the limit of the integral
when G2 → 1. It is shown below that another integral, which is positive and always

less than the one in Equation A.8, diverges as G2 → 1. Therefore, the integral in
Equation A.8 must also diverge.
To see this, note that:

(x2 − 1.25x1.6 + .25) =

 1
2  1
2  6

4
2
5
5
5
5
5
x −1
x +1
4x +3x +2x +1
4

321

(A.9)

Therefore, because xR ≤ 1 for x ∈ [0, 1] and R any positive number, it follows that:
(x2 − 1.25x1.6 + .25) < (x1/5 − 1)2 ∗ 22 ∗ (4 + 3 + 2 + 1)/4 = 10(x1/5 − 1)2 (A.10)
Taking inverse square roots of the above equation, the inequality will reverse. Hence:
Z

G2

0

1
1
√
dx
≥
(x2 − 1.25x1.6 + .25)1/2
10

Z

0

G2

1
dx
|x1/5 − 1|

(A.11)

The left hand side of Equation A.11 will thus diverge if the right hand side
diverges. The right hand side can be analytically integrated:
Z

0

G2

1
dx =
− 1|

|x1/5

"

−

4

1
5 1 − x5
4

+

3

1
20 1 − x 5







1
1
1 2
5
5
5
+ 20 1 − x − 5 log 1 − x
− 15 1 − x

3
#G2

(A.12)

0

and due to the final log term, this integral diverges as G2 → 1. Hence, the width

of the bank profile would have to be infinite to for the banks to be continuous with
the channel centre.

A.1.3

Ikeda and Izumi (1991) and Izumi et al. (1996)

In Ikeda and Izumi (1991), the shape of the bank profile is calculated with the
following equations:
r=

Z

0

s




3x2 6C0 (3/K1 )(x2 − 2x/K1 + 2/K12 ) exp(K1 x) − 6/K13
5

−18/5(K2 /K1 + 1)x −

9(K2 /K12 )x4

−

12(K2 /K13 )x3

−1/2

dx

(A.13)

where:
s = (depth)/(channel centre depth)


C0 = 1 + (K2 /K1 )(1 + 2/K1 + 2/K12 ) ∗ exp(−K1 )

(A.14)
(A.15)

, r is a scaled version of the lateral coordinate, and K1 , K2 are constants depending
on a number of physical variables, the calculation of which is described in Ikeda
and Izumi (1991). Thus, s → 0 towards the channel banks, and s → 1 toward the
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channel centre. They perform several calculations with K1 = 2.26 and K2 = 0.17.
For illustration, these values are used here.
By simple substitution it can then be shown that the integrand in Equation A.13
becomes a complex number somewhere between x = .97 and x = .98, because the
term in the large parentheses (which is raised to the power -1/2) becomes negative.
Thus, if the integral in Equation A.13 is evaluated (e.g. by numerical integration),
it is evident the theory breaks down somewhere between s = .97 and s = .98.
This result appears to be due to the treatment of the boundary conditions in
Ikeda and Izumi (1991). A different treatment is given in Izumi et al. (1996). In
the latter paper, the equation for the bank profile becomes (using similar notation
as above):
Z sh

2
C0  −2
2 −3
x + 2 x−4 exp(K1 x)
r=
2
x −
K1
K1
K1
0
i−1/2
2 K2
4K2
2
K2
−4
− (
+
C
x
dx
+ 1)x − 2 −
1
5 K1
K1
3K13 x 3

(A.16)

where:
C1 =

 3
3
6
2
12 
6
3
3
−
+
−
+ 2 − 3 + K2
−
5 K1 K1
K1
5K1 2K12 K13 K16

(A.17)

Figure A.1 compares the calculated bank profiles using Equations A.13 and
Equation A.16. It is apparent that the difference is relatively small for these values
of K1 and K2 . Both methods predict the same centre depth. As the calculated
channel width is only weakly dependent on the shape of the bank profile, it should
not be effected very much by this difference. Numerical integration indicates that
Equation A.16 does not predict that the bank profile reaches the centre depth, but
rather than it asymptotically approaches it.
A.1.3.1

The theories predict a non-zero depth-integrated suspendedsediment concentration at the channel banks

The dimensionless depth-integrated suspended-sediment concentration Z is
calculated as (Equation 41 in Ikeda and Izumi, 1991; Equation 34 in Izumi et al.,
1996; herein the notation of the former study is used):
Z = C0 exp(K1 s) − (K2 /K1 )(s2 + (2/K1 )s + (2/K12 ))
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(A.18)
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Figure A.1: Bank profiles predicted by Ikeda and Izumi (1991) and Izumi et al.
(1996), with K1 = 2.26 and K2 = 0.17. Slight differences are caused by a difference
in the treatment of the boundary conditions.
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where C0 , s, K2 and K1 are defined in the previous section. Using these values, it
follows that as s → 0, Z → (C0 − 2K2 /K13 ), which is ≃ 0.093 for the above values
of K1 and K2 . This implies that the depth-averaged sediment concentration must
approach ∞ at the channel banks, which is clearly unrealistic.
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Appendix B

B.1

Derivation of Equation 3.21

To derive Equation 3.21, suppose there exists a smooth function h(t, y) which gives
the bed elevation at any time t and at any point on the cross-section y. For any
particular time ti , the cross-section
h may bei viewed as a curve Cti in 2 dimensional

space, that is, the set of points y, h(ti , y) where y varies over the entire lateral
domain of the cross-section. h
i
Consider any point Pti = yP , h(ti , yP ) on Cti (Figure 3.4). If resuspension is

assumed to be normal to the bed, then following the reasoning behind Equation 3.20,
at a nearby instant of time ti + δt, Pti has ’moved’ to a point Pti +δt on the curve
Cti +δt (Figure 3.4). The position of this new point may be approximated using
Equation 3.20 and Taylor series as:
Pti +δt

where

h
i
≃ yP , h(ti , yP ) +

o(δt2 )
δt2

i
h i
δt h
2
Esn sin θ, −Esn cos θ + Ds + o(δt ) 1, 1
1−λ

(B.1)

→ a constant as δt → 0.

As the last argument applies for any Pti on Cti , the curve Cti +δt may be
approximated as the set of all points:
Cti +δt

h
i
h i
δt
δt
2
Esn sin θ, h(ti , y) +
(−Esn cos θ + Ds ) + o(δt ) 1, 1 (B.2)
≃ y+
1−λ
1−λ

Notice that in this case the parameter y no longer exactly corresponds to the lateral
coordinate on Cti +δt . However, the advantage of Equation B.2 is that it approximates

the curve Cti +δt as a perturbation of the curve Ct , which is very useful in what follows.
In order to derive a partial differential equation describing the evolution of the

cross-sectional elevation h, consider the h value on each curve at any fixed lateral
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position yP (Figure 3.4). On the curve Cti , the h value at yP is obviously h(ti , yP )

(see Figure 3.4). An estimate of the value of h on Cti +δt at the lateral position
yP can be calculated using Equation B.2. Given that the first component must be
equal to yP , it follows that the corresponding value of y in Equation B.2 must be
approximately:
y ≃ yP −

δt
Esn sin θ + o(δt2 )
1−λ

(B.3)

The corresponding bed elevation h(ti + δt, yP ) may be approximated by substituting
the previous approximation for y into the second component of Equation B.2:
δt
δt
Esn sin θ + o(δt2 )) +
(−Esn cos θ + Ds ) + o(δt2 )
1−λ
1−λ
(B.4)
Using Taylor series to approximate the value of h on the right hand side, this may
be further approximated as:
h(ti + δt, yP ) ≃ h(ti , yP −

δt
∂h(ti , y)
δt
Esn sin θ
|yP + o(δt2 ) +
(−Esn θ + Ds )
1−λ
∂y
1−λ
(B.5)
Rearranging the above and dividing by δt it follows that:
h(ti + δt, yP ) ≃ h(ti , yP ) −

Esn
∂h(ti , y)
Ds
h(ti + δt, yP ) − h(ti , yP )
≃
(− sin θ
|yP − cos θ) +
+ o(δt) (B.6)
δt
1−λ
∂y
1−λ
Taking the limit as δt → 0, the approximations become equality, and the term on

the left hand side of Equation B.6 becomes the partial derivative of h with respect to
t. Noting that the above arguments are valid for all yP , ti , the sediment continuity
equation becomes:
(1 − λ)

∂h
∂h
= −Esn (sin θ
+ cos θ) + Ds
∂t
∂y

(B.7)

This may be simplified with the relations:
1

cos θ = q

1+

sin θ = q

1+
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∂h 2
∂y

∂h
∂y
∂h 2
∂y

(B.8)

(B.9)

Fixed parameter values for the simulations
to read:
(1 − λ)

B.2

∂h
= −Esn
∂t

s

1+

∂h 2
+ Ds
∂y

(B.10)

Fixed parameter values for the simulations

• Bed initial condition 1:
h(y) = 1.11 − 8.01 − 1 + (y − 100)6/(100)6

(B.11)

Bed initial condition 2:
h(y) = −4.1 − .01 − 1 + (y − 100)2/(100)2

(B.12)

• Number of grid points in the cross-section: N = 2000
• Time step in seconds: ∆t = 100 s
• Water elevation: Y = 0.0 m
• Discharge: Q = 30 m3 /s
• Width of computational domain: ymax = 200.0 m
• ‘Mannings n’ bed friction factor: =0.03 s/m(1/3)
• Dimensionless eddy viscosity Λ = 0.24
• Dimensionless vertical sediment eddy diffusivity Λcz = 0.1 (Ikeda and Izumi,
1991)

• Water density: ρ = 1026.0 kg/m3
• Critical shear stress: τe = 0.4 Pa
• Settling velocity: ws = 4 × 10−4 m/s
• Bed porosity: λ = 0.4
• Sediment concentration for the constant cb case, and maximum sediment
concentration for the variable cb case: cbmax = 0.1 kg/m3
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• Sediment density: ρs = 2600.0 kg/m3
• Gravitational acceleration: g = 9.8 m/s2
• Resuspension rate parameter: M = 1.387 × 10−7

m2 s/kg

• Median grain size (for bedload computations): d50 = 0.000062 m
• Scale for downslope bedload transport (for bedload computations using
Equation 3.25): rb = 1.55

B.3
B.3.1

Proofs of results stated in Section 3.4.1
Proof that there are no channel-like steady-state
solutions to Equations 3.45 and 3.46 when Λ = 0 and
cb is constant

Suppose that a steady-state solution to Equations 3.45 and 3.46 does exist when
Λ = 0. Denote the depth profile of this solution as deq = Y − heq . It must satisfy:
Ds = Es
and thus:

i
h ρgS d
f eq
− τe Φ
w s cb = M q
1 + ( ∂d∂yeq )2

where Φ = 1 when resuspension is directed in the vertical, and Φ =

(B.13)

(B.14)
q
1 + ( ∂d∂yeq )2

when resuspension is directed normal to the bed.
By inspection it is clear that for constant cb , Equation B.14 does not predict a
channel-like solution. For both values of Φ, it requires that:
deq ∝

s

1+(

∂deq 2
)
∂y

(B.15)

which means that the deq must increase in regions of increasing bed slope. Clearly
this does not describe the depth profile of a channel, where the shallowest regions
(e.g. the channel banks) are steeper than the deepest regions (e.g. the channel
centre).
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B.3.2

Proof that the shape of a steady-state cross-section
satisfying Equations 3.45 and 3.46 is constant under
changes to the discharge when f and cb are constant.

The following argument proves that if a steady-state cross-section satisfying
Equations 3.45 and 3.46 exists, assuming that f is constant and the discharge is Q0 ,
then its shape is not affected by changes to Q0 . Note however that this argument
does not establish the conditions under which a steady-state cross-section exists
when f is constant. It was shown in Appendix B.3.1 that in some particular cases
(where among other things, Λ = 0), no such cross-section exists.
Suppose that, for a given set of input parameters (discharge = Q0 , water level,
f , ws , e.t.c.), the cross-section C0 = (y0 (s), d0 (s)) is a steady-state solution of
Equations 3.45 and 3.46. Here s is a coordinate distinguishing different points on
the channel. For convenience, C0 is described in terms of its depth d0 rather than
its bed elevation.
Consider another channel C1 = (y1 , d1 ) which is a geometrically ‘re-scaled’ version
of the equilibrium channel, with otherwise identical parameter values:
y1 (s) = y0 (s)/L

(B.16)

d1 (s) = d0 (s)/L

(B.17)

Variables relating to the channel C1 will be given the subscript 1 , while variables
relating to C0 will be given the subscript 0 . It is shown below that if the discharge is
set to Q1 = Q0 /L2 , C1 will also be a solution to Equations 3.45 and 3.46. Therefore,
changing the discharge does not affect the channel shape, it just results in a change

in the channel size.
To see this, substitute Equations B.16 and B.17 into Equations 3.45 and 3.46.
Equation 3.46 is satisfied provided that τ1 (s) = τ0 (s), as cb is constant. Assume
then that τ1 (s) = τ0 (s). This assumption is valid provided that then C1 also satisfies
Equation 3.45, which will be confirmed later in the proof. Since f is constant, it
follows that U1 (s) = U0 (s). Sf 1 is calculated using Equation 3.37 with CDV = 0,
from which it is clear that Sf 1 = Sf 0 /L (because the cross-sectional area A scales
with L2 , while the channel width scales with L). By simple substitution, it can be
shown that these results also satisfy Equation 3.45. This justifies the assumption
that τ1 (s) = τ0 (s). Because the average velocities in C0 and C1 are identical, while
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A0 = L2 A1 , it follows that Q0 /L2 = Q1 .

332

Appendix C

C.1

Default parameter values used for the tidal
cross-sectional simulations

• Number of grid points in the cross-section: N = 2000
• Time step in seconds: ∆t = 100 s
• Mean water elevation: Y = 0.0 m
• Width of computational domain: ymax = 200.0 m
• Manning’s n bed friction factor: n=0.04 s/m(1/3) (Section 4.4.3)
• Vegetation drag coefficient: CDV = 2 m−1 (Section 4.4.3).
• Height above mean sea-level at which vegetation is assumed to be present on
the cross-section: = 0.4 m

• Water density: ρ = 1026.0 kg/m3
• Critical shear stress: τe = 0.5 Pa
• Settling velocity: ws = 2 × 10−3 m/s (Section 4.4.4.2)
• Bed porosity: λ = 0.62 (Section 4.4.2.2)
• Sediment concentration for the constant cb case, and maximum sediment
concentration for the variable cb case: cb (max) = 0.06 kg/m3 (Section 4.4.4.1)
• Sediment density: ρs = 2450.0 kg/m3 (Section 4.4.2.2)
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• Gravitational acceleration: g = 9.8 m/s2

√
• Resuspension rate parameter: α = 1.25 × 10−7 m/(s Pa) (Section 4.4.4.2).
• Dimensionless eddy viscosity Λ = 0.24 (Section 4.4.3).
• Dimensionless vertical sediment eddy diffusivity Λcz = 0.1 (Ikeda and Izumi,
1991)
• Dimensionless lateral sediment eddy diffusivity Λcy = Λ (i.e. same as the
dimensionless eddy viscosity)
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Appendix D

D.1

Details on the algorithm to determine the
channel centreline

To locate the centreline (where dl = dr ), the following ad-hoc algorithm was used.
Firstly, a large number of line segments joining points (Pl , Pr ) on opposite banks
were defined using a method described below. On each line segment, iterative search
techniques were used to find a point on the segment equidistant from the left and
right banks. By definition such a point belongs to the channel centreline, irrespective
of how the line segment was defined. The point was found by defining a function F (α)
to calculate dl −dr for any given point α on the line segment αPl +(1−α)Pr , α ∈ [0, 1].

The zero of F occurs at the centreline point, and was found using the ‘uniroot’
function in R 2.7.0 (R Development Core Team, 2008).
These centreline points provide a very good representation of the actual channel
centreline, provided that the line segments used to define them adequately sample
the channel interior. In this study, for each point on the left(right) bank the following
line segments were used;
1) the line segment joining this point to the nearest point on the right(left) bank.

2) the line segment joining this point and the most upstream point on the right(left)
bank.
3) the line segment joining this point and the most downstream point on the
right(left) bank.
Segments in category 1) cover most of the channel, however tend to leave occasional
gaps in some interior locations. These gaps were adequately covered using 2) and 3),
however, these steps would also produce very densely spaced points in some regions.
Because such resolution is not realistic given the source of the original bank data,
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some centreline points were removed as follows. When the location of a centreline
point was calculated, if the point was less than 5m from a previously calculated
centreline point, then the new point was excluded from the centreline.
The centreline points were then ordered from downstream to upstream, and the
upstream distance s of every point along the ordered centreline from the channel
mouth was calculated. Subsequently, in order to produce a centreline with fairly
evenly spaced points having a resolution reflective of the LANDSAT images, a
new centreline was defined by linearly re-interpolating the x and y coordinates of
this centreline along s with an increment of 25 m (=2 pixel widths). The above
procedures were all coded in R scripts, which allowed for rapid, automated data
processing. The outputs were checked visually in every case.

D.2

Details on the algorithm used to determine
the channel width

For any point Pc on the (ordered) centreline, define the points Pc+ and Pc− as
the points on the centreline a distance dl (Pc ) upstream and downstream from Pc
respectively, where the distance is measured along the channel centreline (Figure
4). Because in practice there may not be points exactly dl (Pc ) away, the farthest
points at a distance less than dl (Pc ) from Pc are used (for example in Figure 4,
Pc− is the first point in the centreline, as there are no points farther downstream
of Pc ). The ‘approximate tangent’ to the centreline at Pc is defined as having the
same direction as the vector Pc+ − Pc− . The ‘approximate normal’ to the centreline
at Pc is perpendicular to this, and can be used to define a straight line ℓn passing
through Pc . The width of the channel is then defined as the length of ℓn between

the two banks. The point of ℓn on the left (right) bank is defined as the nearest
point of ℓn to a point on the left (right) bank. Figure 4 in the paper shows the
cross-sections defined automatically by this method. For every channel, results were
checked visually by plotting figures similar to the lower panel of Figure 4.
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D.3

Proof that 1D velocity and water surface
elevations are theoretically independent of
the scale of tidal channel width

In this section it is shown that given certain weak assumptions, the St Venant
Equations predict that the cross-sectionally averaged velocity U and water surface
elevation Y in a tidal channel are independent of the scale of the channel width.
Specifically, consider any two channels with identical lengths and crosssectionally averaged bottom elevations. The latter may vary in time and space
so long as they do so identically in each channel. Let s be the upstream length
coordinate, and t be the time coordinate. Suppose that the width of one channel
is B1 P (s, t) and the width of the second is B2 P (s, t), where B1 , B2 are scales for
the width of the channels, and P (s, t) is a width profile function. Thus, these two
channels are geometrically identical except that channel 2 is B2 /B1 times as wide
as channel 1.
The one dimensional St Venant Equations are (e.g. Savenije, 2005):
∂A ∂Q
+
=0
∂t
∂s
∂Q
(Y − h) ∂ρ
∂
∂Y
+ αs (Q2 /A) + gA
+ gA
+ gASf = 0
∂t
∂s
∂s
2ρ ∂s
rs

(D.1)
(D.2)

where rs is the ratio of the storage width to the channel width (rs ≥ 1), A(s, t)

is the cross-sectional area (m2 ), Q(s, t) is the discharge (m3 /s), αs is a momentum
correction coefficient accounting for cross-sectional non-uniformities in flow velocity,

g is gravitational acceleration (≃ 9.8 m/s2 ), Y (s, t) is the water surface elevation
(m), h(s, t) is the mean bed elevation (m), ρ is the density of the water (kg/m3 ),
and Sf is the friction slope.
Denote the cross-sectionally averaged velocity by U(s, t) (m/s). Substituting the
relations A = (Y − h)B1 P and Q = UA = U(Y − h)B1 P into equations D.1-D.2,
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and then dividing by B1 yields:
∂(Y − h)P
∂U(Y − h)P
+
=0
∂t
∂s
∂
∂U(Y − h)P
∂Y
+ αs (U 2 (Y − h)P ) + g(Y − h)P
+
∂t
∂s
∂s
(Y − h) ∂ρ
g(Y − h)P
+ g(Y − h)P Sf = 0
2ρ ∂s
rs

(D.3)

(D.4)

The above equations describe the dynamics of the water surface Y and mean velocity
U. They are independent of the width scale B1 as long as rs , αs , ρ and Sf are also
independent of B1 , which will be justified below. Identical equations governing Y
and U will be derived for the other channel with width scale B2 . Thus, the dynamics
of Y and U do not depend on the width scale.
The argument requires that rs , αs , ρ and Sf are unaffected by changes in the
channel width scale. rs will be independent of B1 so long as the width of the nonchannel intertidal area scales with the width of the channel. αs is a number ≃ 1,
and so is unlikely to be strongly dependent on B1 . ρ will be independent of B1
unless influenced by the boundary conditions to be otherwise, which is considered
below. Sf should be independent of the channel width scale except in very small
channels where bank friction is a significant part of overall friction. The standard
friction closure:
Sf =

CD U|U|
(Y − h)

(D.5)

where CD is a drag coefficient suggests that Sf should be independent of B1 , while
1D friction closures that use the hydraulic radius instead of the depth imply a weak
relation between Sf and B1 . In any case, friction is unlikely to be strongly influenced
by the scale of the channel width.
Given these weak assumptions, the St Venant Equations predict that Y and U
should be independent of the scale of the channel width, so long as the boundary
conditions (which provide the forcing to Equations D.3 and D.4) are also independent
of the scale of the channel width. Under these circumstances, altering the width
scale will have no effect on Y and U, because the equations governing the dynamics
of the latter will be unaltered. Suitable boundary conditions include a forced water
level (e.g ocean tide) and/or velocity (e.g. river inflow). An imposed discharge would
not satisfy this constraint however, because then the velocity boundary condition
would depend on the cross-sectional area of the channel at that boundary, and hence
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on its width.
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Appendix E

E.1

Hydrodynamic theory

In this section the model’s hydrodynamic equations are derived from the Reynoldsaveraged Navier-Stokes (RANS) equations, in order to highlight the implicit
assumptions of the Quasi-2D approach. Basically, it is assumed that the free
surface elevation Y varies only with x and time t, but is constant over a crosssection ( ∂Y
= 0). Channel curvature and secondary flows are also ignored, and it is
∂y
assumed that the downstream (x) momentum balance has a dominant effect on the
hydrodynamics. Also, the bed level h is assumed to be fixed on time-scales relevant
to the hydrodynamics.
The aim is to simplify the RANS equations into a system of one-dimensional
equations for the discharge Q and water surface Y (which vary with x and t only),
and a single equation to describe the distribution of velocity over the cross-section
given Q, Y , and appropriate topographic/roughness information. In the course of
this derivation, the feedbacks between the 1D discharge and water elevation and the
distribution of velocity over the cross-section will be highlighted.

E.1.1

Leibniz rule

In the following derivation, frequent use is made of Leibniz’s rule (Frantz, 2001):
∂
∂t

Z

b(t)

a(t)

f (x, t)dx =

Z

b(t)

a(t)

∂f (x, t)
∂a
∂b
dx − f (a, t)
+ f (b, t)
∂t
∂t
∂t

(E.1)

Equation E.1 allows the derivative of an integral to be converted to the integral of
a derivative, and vice-versa.
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E.1.2

Depth-averaged continuity

The three-dimensional Reynolds-Averaged Navier-Stokes (RANS) continuity
equation for a fluid of constant density in a rectangular coordinate system is (e.g.
Falconer, 1994):
∂U
∂V
∂W
+
+
=0
∂x
∂y
∂z

(E.2)

where (U, V, W ) is the time averaged velocity vector at any point in the fluid.
Although in the present study x, y and z are defined in terms of the channel
orientation and so may be curvilinear, it is assumed that the channel is straight,
so that the equations written in a rectangular coordinate system give an adequate
description of the flow. This means that meandering cannot be treated by the model.
Defining the depth-averaged velocities Ud , Vd such that:
Ud d =
Vd d =

Z

Z

Y

U dz

(E.3)

V dz

(E.4)

h
Y

h

, Equation E.2 may be integrated with respect to the vertical coordinate z, making
use of the Equation E.1. Assuming that velocities at the bed are zero, it follows
that:
∂Vd d ∂Y
∂Ud d ∂Y
−
U|Y +
−
V |Y + W |Y = 0
(E.5)
∂x
∂x
∂y
∂y
This equation may be further simplified by employing a ‘kinematic condition’ for
the velocity at the surface W |Y (e.g. Falconer, 1994; Defina, 2000), which states
that the vertical velocity at the water surface is equal to the total derivative of the
water surface elevation with respect to time.
W |Y =

∂Y
∂Y
∂Y
+ U|Y
+ V |Y
∂t
∂x
∂y

(E.6)

With these assumptions Equation E.5 simplifies to the ‘depth-integrated
continuity equation’:

∂Y
∂Ud d ∂Vd d
+
+
=0
∂t
∂x
∂y
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E.1.3

Depth-averaged momentum

The three dimensional RANS momentum equation in the x direction of a
rectangualar coordinate system is (e.g. Falconer, 1994):
∂U
∂U
∂U
∂U
1 ∂p µ ∂ 2 U ∂ 2 U ∂ 2 U
∂u2 ∂uv ∂uw
+U
+V
+W
=−
+ ( 2 + 2 + 2 )−(
+
+
)+X
∂t
∂x
∂y
∂z
ρ ∂x ρ ∂x
∂y
∂z
∂x ∂y
∂z
(E.8)
where the overbar indicates a time mean (note that U, V, W have already been
defined to be time averages) and X is the time-averaged body force per unit mass
acting on the flow (Falconer, 1994), which in this study will be used to account for
the effect of vegetation.
Multiply Equation E.2 by U and adding this to the left hand side of Equation E.8
gives:
∂u2 ∂uv ∂uw
1 ∂p µ ∂ 2 U ∂ 2 U ∂ 2 U
∂U ∂U 2 ∂V U ∂W U
+
+
+
=−
+ ( 2 + 2 + 2 )−(
+
+
)+X
∂t
∂x
∂y
∂z
ρ ∂x ρ ∂x
∂y
∂z
∂x
∂y
∂z
(E.9)
Equation E.9 is now integrated with respect to z. To highlight the assumptions
underlying this, the integration is performed term by term. Note in particular that
the no-slip condition removes many residual terms associated with U|h and V |h from
the integration.
E.1.3.1

Left hand side

Time derivative:

Z

Y
h

∂Ud d
∂U
∂Y
dz =
− U|Y
∂t
∂t
∂t

(E.10)

Convective Inertial Term 1:
Z

Y
h

∂
∂U 2
dz =
∂x

RY
h

U 2 dz
∂Y
∂U 2 d
∂Y
− U 2 |Y
= β1 d − U 2 |Y
∂x
∂x
∂x
∂x

where β1 is defined so that:

Z

h

(E.11)

Y

U 2 dz = β1 Ud2 d

(E.12)

β1 is a momentum correction factor which is in general slightly larger than 1, and
often approximated to be 1 for all (x, y, t)(e.g. Defina, 2000). Here is is assumed to
be constant.
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Convective Inertial Term 2:
Z

h

where:

Y

RY
∂ h UV dz
∂Y
∂UV
dz =
− (UV )|Y
∂y
∂y
∂y
∂Ud Vd d
∂Y
=
+ Γ − (UV )|Y
∂y
∂y
∂ 
Γ=
∂y

Z

h

Y

(U − Ud )(V − Vd ) dz



(E.13)

(E.14)

Here Γ is a dispersion term resulting from the vertical non-uniformity of U and V
(Bousmar and Zech, 2004). Although Shiono and Knight (1991) suggested this term
was very important for correctly modelling flows in straight compound channels, this
conclusion has been criticised by van Prooijen et al., (2005), on the grounds that
the term is too small to substantially effect the momentum balance. van Prooijen
et al., (2005) suggest that to correctly model compound channel flows, it is more
important that the turbuluence closure accounts for the coherent vortices which
form near the interface of the floodplain and the channel. This was supported by
the experiments of White and Nepf (2008) for flows in a constant depth channel
with artificial boundary vegetation.
Convective Inertial Term 3:
Z

Y

h

∂UW
dz = (UW )|Y
∂z

(E.15)

Combining the results with the kinematic condition for W |Y (Equation E.6), the

integral of the left hand side of Equation E.9 reduces to:
LHSE.9 =
E.1.3.2

∂Ud d
∂U 2 d ∂Ud Vd d
+ β1 d +
+Γ
∂t
∂x
∂y

(E.16)

Right hand side

The pressure term is integrated, assuming a hydrostatic pressure distribution (so
p = ρg(Y − z)):
Z Y
1 ∂p
∂Y
−
dz = −dg
(E.17)
ρ ∂x
∂x
h
The turbulent and viscous shear terms will be integrated together. It is assumed
that for the situations considered here, the shear induced by fluid viscosity µ is
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of secondary importance as compared with that induced by turbulence (Falconer,
1994), so it is reasonable to ‘lump’ variables containing µ in Equation E.8 into the
turbulence closures. It is further assumed that the shear at the free surface is zero.
This means that the possible influence of wind on the flow is ignored. Defining the
Reynolds shear terms:
∂U
∂x
∂U
= −ρuv + µ
∂y
∂U
= −ρuw + µ
∂z

τxx = −ρu2 + µ

(E.18)

τxy

(E.19)

τxz

(E.20)

it follows that:
Z

Y

1
∂u2 µ ∂ 2 U
dz =
−
−
τxx |h ∗
2
∂x
ρ ∂x
ρ
h
Z Y
1
∂uv µ ∂ 2 U
−
−
dz
=
τxy |h ∗
∂y
ρ ∂y 2
ρ
h
Z Y
1
∂uw µ ∂ 2 U
−
dz = − τxz |h
−
2
∂z
ρ ∂z
ρ
h

Z Y
∂h 1 ∂
τxx dz
+
∂x ρ ∂x h
Z Y
∂h 1 ∂
+
τxy dz
∂y ρ ∂y h

(E.21)
(E.22)
(E.23)

The body force term X is formally integrated by defining:
1
Xd =
d

Z

Y

X dz

(E.24)

h

Closures are now presented for the integrated Reynolds shear terms, and the body
force term. For flow over rough beds, the depth integrated lateral shear (integral on
the right hand side of Equation E.22) may be approximated using a depth-integrated
eddy viscosity model (e.g Falconer, 1994; Defina, 2000):
Z

Y

τxy dz = dρǫ
h

∂Ud
∂y

(E.25)

Here ǫ is a depth-averaged eddy viscosity coefficient. A common closure for ǫ is (e.g.
Shiono and Knight, 1988, 1991; Falconer, 1994; Vionett et al., 2004; Castanedo et
al., 2005):
p
ǫ = Λdu∗ = Λd f /8|Ud |
(E.26)

where u∗ is the shear velocity, Λ is the dimensionless eddy viscosity coefficient, and
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f is the local Darcy-Weisbach friction factor, which can of course be represented in
terms of another friction factor such as Mannings n or Chezy’s C. In Equation E.25,
the effect of Vd has been ignored, assuming that it is much smaller than Ud . While
equations similar to Equation E.25 may be developed to simplify Equation E.21, in
the present study, terms involving τxx are neglected:
Z

h

Y

τxx ≃ 0

(E.27)

τxx dz ≃ 0

(E.28)

This is justifiable if gradients of Ud in the y direction are much larger than those in
the x direction, so that τxy is much larger than τxx .
The bed shear stress τ is defined as (e.g. Shiono and Knight, 1988):
∂h
=τ
τxz |h − τxy |h ∗
∂y

s

1+(

∂h 2
)
∂y

(E.29)

Equation E.29 states that the bed shear stress τ is defined as the Renolds Stress
at the bed in the direction normal to the bed. In order to relate τ to the flow
conditions, the Darcy-Weisbach friction formula is employed:
τ = ρ(f /8)Ud |Ud |

(E.30)

Note that in applications, the friction factor f is usually calculated using a Manning
friction relation (Chapter 3).
The integrated body force term X d d will be parametrised to represent the extra
drag that occurs when the flow interacts with vegetation:
X d d = Fveg

(E.31)

This approach is commonly used to account for the effects of vegetation on the flow
(e.g. Ikeda and Izumi 1991; Naot et al., 1996; Griffin et al., 2005, Baptist et al., 2007;
Plew et al., 2008). However, it should be noted that this treatment is somewhat
artificial, as vegetation drag is actually reflective of the interaction of the Reynolds
and viscous shear terms in Equation E.8 with vegetation, which occurs at spatial
scales smaller than those explicitly modelled here. Strictly speaking, to include
such effects in the momentum balance, spatial averaging of the equations is needed
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(Lopez and Garcia, 1997, 1998, 2001; Nikora et al., 2007; White and Nepf, 2008),
and closures must be developed for the resulting terms. Regardless, the pointwise
vegetation induced drag force is generally treated as scaling quadratically with the
velocity (see also Mazda et al., 1997). Considering the downstream component of
velocity only and vertically integrating, Fveg is:
Fveg = −β1 CDV dUd |Ud |

(E.32)

where CDV is a drag coefficient (m−1 ) and β1 was defined in Equation E.12.
Applying these closures, the simplfied, vertically integrated right hand side
(RHS) of Equation E.9 is thus:
RHSE.9

∂Y
fU2
= −dg
− sgn(Ud ) d
∂x
8

s

∂h
∂
Λ
1 + ( )2 + Fveg +
(sgn(Ud )
∂y
∂y
2

r

f 2 ∂Ud2
d
)
8 ∂y
(E.33)

where sgn(Ud ) denotes the sign of Ud . Finally, by combining the integration of
LHSE.9 and RHSE.9 , a ‘depth-integrated momentum equation’ is produced:
s
∂h
∂Ud2 d ∂Ud Vd d
∂Y
f Ud2
∂Ud d
+ β1
+
+ Γ = −dg
− sgn(Ud )
1 + ( )2
∂t
∂x
∂y
∂x
8
∂y
r
Λ f 2 ∂Ud2
∂
+ Fveg +
(sgn(Ud )
d
)
(E.34)
∂y
2 8 ∂y
Combined with the ‘depth-integrated continuity equation’ (Equation E.7),
Equation E.34 will be the basis of the hydrodynamic model derived in this chapter.

E.1.4

Decomposition into 1D and cross-sectional equations

For computational and conceptual ease, it is convenient to further simplify
Equations E.7 and E.34 into a system of equations which describe: 1) The water
elevation Y and discharge Q at every cross-section at each instant in time, and; 2) the
distribution of velocities over each cross-section (for a given Q and Y ). Conceptually
this allows the 1D hydrodynamic problem to be decoupled from the problem of how
to distribute the velocities and shear over the cross-section. However, it turns out
that the latter distribution will still have an effect on the 1D momentum equations,
due to their non-linear nature.
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For this purpose define:
Ud = U + Ú

(E.35)

Vd = V + V́

(E.36)

where U and V are cross-sectionally averaged velocities that vary only with x, e.g.:
R Bh

(dUd )dy
B
U = RlBh
= Q/A
(d)dy
Bl

(E.37)

where Bh and Bl denote the y values of the channel banks, with Bl < Bh (lower
< higher ). Ú , V́ are therefore the difference between the cross-sectionally averaged
velocities and their depth-averaged counterparts.
This decomposition has some useful algebraic properties. Note that since:
Z

Bh

(dUd )dy = Q =

Bl

Z

Bh

(dU + dÚ )dy = Q +

Bl

it follows that:

Z

Z

Bh

(dÚ)dy

(E.38)

Bl

Bh

(dÚ )dy = 0

(E.39)

Bl

E.1.4.1

The 1D continuity equation

Equation E.7 may be integrated over the wet fraction of the cross-section, (i.e.
between y = Bl and y = Bh ), assuming that Y is constant over the cross-section:
Z

Bh

Bl

Hence:

(

∂Ud d ∂Vd d
∂A ∂Q
∂Y
+
+
)dy =
+
+0
∂t
∂x
∂y
∂t
∂x
∂A ∂Q
+
=0
∂t
∂x

(E.40)

(E.41)

Note that this requires that ∂Y
= ∂d
over the wetted portion of the cross-section.
∂t
∂t
Since ∂Y
is assumed to be constant over the cross-section (because Y is constant
∂t
over the cross-section), Equation E.7 could also be integrated to give:
B

∂Y
∂Q
+
=0
∂t
∂x
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E.1.4.2

A 1D momentum equation

Equation E.34 is now integrated over the wet fraction of the cross-section. For
clarity the integrals are considered term by term. Note that when using the Leibniz
rule to integrate derivatives, frequently the terms evaluated at the boundaries are
zero, because d|Bl = d|Bh = 0.
Temporal derivative:

Z

Bh

Bl

∂Ud d
∂Q
dy =
∂t
∂t

(E.43)

Convective inertial term 1:
Z

Bh

∂β1 Ud2 d
dy =
∂x

Z

Bh

∂β1 (U + Ú)2 d
dy = β1
∂x

Z

2

Bh

∂U Úd ∂ Ú 2 d
∂U d
+2
+
)dy
(
∂x
∂x
∂x
Bl
Bl
Bl
(E.44)
The first term on the right hand side of Equation E.44 gives:
β1

Z

Bh
Bl

2

∂U d
∂
dy = β1
∂x
∂x

Z

Bh

((Q/A)2 d)dy = β1

Bl

∂
(Q2 /A)
∂x

(E.45)

The second term gives:
β1 2

Z

Bh

Bl

∂U Ú d
∂ Q
dy = β1 2 (
∂x
∂x A

Z

Bh

(Ú d)dy) = 0

(E.46)

Bl

where the last step follows from Equation E.39. The last term gives:
β1

Z

Bh
Bl

∂ Ú 2 d
∂
dy = β1
∂x
∂x

Z

Bh

(Ú 2 d)dy

(E.47)

Bl

It is in general non zero, and there is no easy way to simplify it. To account for this
effect, define the nuc (non-uniform convective term) as:
∂
nuc = β1
∂x

Z

Bh

(Ú 2 d)dy

(E.48)

Bl

Convective inertial term 2 from Equation E.34 integrates to 0 since the depth at
each bank is zero:
Z

Bh
Bl

∂β1 Ud Vd d
dy = [β1 Ud Vd d]|Bh − [β1 Ud Vd d]|Bl = 0
∂y
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The term Γ also integrates to zero. This follows because:
Z

Bh

Γ dy =
Bl

Z

Bh

Bl

∂ 
∂y

Z



Y

h

(U − Ud )(V − Vd ) dz dy =

hZ

h

Y

(U − Ud )(V − Vd ) dz

iBh
Bl

(E.50)
RY
and h (U −Ud )(V −Vd ) dz must be zero at the banks (since the domain of integration

has zero length).
The pressure gradient term on the right hand side of Equation E.34 integrates
to give:

Z

Bh

(−dg
Bl

∂Y
∂Y
)dy = −gA
∂x
∂x

(E.51)

since Y is assumed to be independent of the y coordinate.
The boundary shear and vegetation terms are integrated together in a manner
that forces the resulting integrated term into the typical friction slope form. Recall
that in the one-dimensional momentum equation, the friction slope is typically
represented as Sf , where:
Sf = γ

Q|Q|
Q|Q|
or
alternatively
S
f = γ 2
AR
A2 d

(E.52)

Here d = A/B, γ is a friction coefficient and R is the hydraulic radius:
R = A/

Z

Bh

Bl

s

∂h 2 
1 + ( ) dy
∂y

(E.53)

On the other hand, the integral of the boundary shear and vegetation terms is:
If rict = −

Z

Bh

Bl

sgn(Ud )

f

8

Ud2

s

1+(


∂h 2
) + β1 CDV dUd2 dy
∂y

(E.54)

Equation E.54 can be expressed in the form of Equation E.52, if γ is appropriately
defined:

R Bh  f 2 q
∂h 2
2
U
1
+
(
)
+
β
C
dU
dy
1
DV
d
Bl
8 d
∂y
γ=
(E.55)
2
gBU
As long as sgn(Ud ) is constant over the cross-section at any instant in time, it follows
that:
Q|Q|
Q|Q|
If rict = −γgB 2 = −gAγ
= −gASf
(E.56)
A
A2 d
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Therefore, the variable γ = γ(x, t) (Equation E.55) serves the role of the 1dimensional friction factor.
To see that γ is just a generalisation of the usual 1 dimensional fricton factor, note
that if Ud and f are constant over the cross-section, assuming no vegetation (CDV =
f Q|Q|
(Equation E.52). This highlights
0), then Equation E.55 implies that Sf = 8g
A2 R
the relation between the above reasoning and the classical use of the hydraulic radius

rather than average depth in the friction slope closure (e.g. Henderson, 1966).
However, γ represents a significant improvement over the usual one dimensional
friction factor because it accounts for the effects of the lateral distributions of
velocity, roughness and cross-sectional shape on the cross-sectionally integrated
friction. With unsteady flows, these factors, and hence friction, will vary with time.
This can have an important effect in flow in channels with non-uniform cross-sections
(Cao et al., 2006; Burguete et al., 2007). Using simple empirical approximations
for the distribution of velocity over a cross-section, the latter authors derived
special cases of Equation E.54, and demonstrated that it significantly influenced
the predicted propagation of flood waves in hydrodynamic models.
Returning now to the integration of the final term of Equation E.34 (the lateral
shear term), it evidently integrates to 0 since the depth at each bank is zero.
Applying all of the above results, it follows that the width integrated version of
Equation E.34 is:
∂Q
∂Y
∂(Q2 /A)
+ β1
+ nuc + gA
+ gASf = 0
∂t
∂x
∂x

(E.57)

It is convenient to remove the nuc term by defining a new variable χ:

χ=

so that:

 Z





Bh

Bl




 0

(Ú 2 d)dy

Q2 /A

if |Q| > 0

(E.58)

if Q = 0

∂(χQ2 /A)
∂x
This allows Equation E.57 to be written in a slightly more typical form:
nuc = β1


∂Q
∂ 
∂Y
+ β1
(1 + χ)(Q2 /A) + gA
+ gASf = 0
∂t
∂x
∂x
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(E.60)

The above form of the 1D momentum equation is most commonly further simplified
by setting χ = 0, and calculating γ with a suitable resistence relation (e.g. Chanson,
2004). In contrast, in the present study the feedback between χ, γ and the crosssectional velocity distribution is retained.
E.1.4.3

Breaking up Equation E.34 into a 1D longitudinal system of
equations and a lateral velocity distribution equation

The 1D continuity and momentum equations derived above (Equations E.41
and E.60) are almost independent of the details of the cross-sectional velocity
distribution. They may be solved to give the water surface elevation Y and discharge
Q, given some estimates of the parameters χ and γ at each cross-section.
The latter parameters will vary in time for unsteady flows, depending on the
lateral velocity distribution within the corresponding cross-section (Equations E.55
and E.58). If this velocity distribution can be calculated given only Y and Q,
then it is possible to decouple the solution of the 1D continuity and momentum
equations from the solution of the cross-sectional equations. For example, given
appropriate boundary conditions and estimates of χ and γ, the values of Y and
Q could be calculated for some time into the future (using the 1D continuity and
momentum equations), assuming χ and γ do not vary very much. After some time,
the distribution of velocities over the cross-section could be re-calculated using the
new values of Y and Q. This would allow the values of χ and γ to be updated.
Given that χ and γ are often approximated as constants, it is expected that they
vary relatively slowly as compared with Y and Q in most situations.
In order to take advantage of this approach, Equation E.34 is simplified into
an equation for the distribution of velocity at a single cross-section, which can
be calculated using only Y , Q, and the appropriate topographic and roughness
information. The requires that some further assumptions, which are highlighted in
the following derivation.
Firstly, assume:
β1 ≃ 1

(E.61)

Then using the 1D continuity equation (Equation E.41), the 1D momentum equation
(Equation E.57) can be written in terms of U = Q/A and A as:
∂U
nuc
∂Y
∂U
+U
+
+g
+ gSf = 0
∂t
∂x
A
∂x
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The left hand side of Equation E.34 may also be simplified using the depthaveraged continuity equation to be:
LHSE.34 = d(

∂Ud
∂Ud
∂Ud
+ Ud
+ Vd
)+Γ
∂t
∂x
∂y

(E.63)

Partially expanding in Ud , it follows that:
LHSE.34 = d(

∂U
∂Ud
∂U
∂ Ú
∂ Ú
∂Ud
+U
+
+U
+ Ú
+ Vd
)+Γ
∂t
∂x
∂t
∂x
∂x
∂y

(E.64)

Making use of Equation E.62, Equation E.64 can be written as:
LHSE.34 = d(−g

∂Y
∂Ud
nuc ∂ Ú
∂ Ú
∂Ud
− gSf −
+
+U
+ Ú
+ Vd
)+Γ
∂x
A
∂t
∂x
∂x
∂y

(E.65)

Substituting Equation E.65 into the left hand side of Equation E.34 gives:
0 = gdSf − sgn(Ud )

f Ud2
8

s

∂h
∂ Λ
1 + ( )2 + Fveg + sgn(Ud ) ( d2
∂y
∂y 2

r

f ∂Ud2
) − N (E.66)
8 ∂y

where:
N = d(−

∂Ud
nuc ∂ Ú
∂ Ú
∂Ud
+
+U
+ Ú
+ Vd
)+Γ
A
∂t
∂x
∂x
∂y

(E.67)

Equation E.66 controls the distribution of velocity and bed shear over the crosssection. It includes the term N , which quantifies the effect of ‘local’ unsteadiness,

longitudinal non-uniformity, and secondary flows on velocities and bed shear
within the cross-section. Because the integral of N over the cross-section is zero
(Appendix E.2), then according to Equation E.66 it results in a redistribution of
bed shear within the cross-section, but is not a source or sink of bed shear. If the
channel flow and morphology is slowly varying in the x direction and in time, then
the inertial terms in N are expected to be fairly small as compared with the friction
slope and bed shear terms in Equation E.66. Further assuming that secondary flows
are relatively small, it seems reasonable to neglect N entirely when computing the

distribution of velocities over a cross-section.
If N is neglected, then Equation E.66 allows the distribution of velocity over
a cross-section to be calculated, given only Y and Q, and appropriate roughness

information. In this case it is identical to that used in Chapters 3 and 4 to model
channel cross-sectional shape, and to model flows in Yalimbah Creek. On the
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other hand, if N is included in Equation E.66 then the velocity distribution at

a given cross-section depends on the velocity distribution at cross-sections up and
downstream, which makes its calculation substantially more complicated.
Therefore, in the present study it is assumed that:
N ≃0

(E.68)

which implies that the velocity distribution may be calculated with:
f Ud2
8

s

∂h
∂ Λ 2
1 + ( )2 + CDV dUd2 = gd|Sf | +
( d
∂y
∂y 2

r

f ∂Ud2
)
8 ∂y

(E.69)

Assumptions similar to Equation E.68 are used in all Quasi-2D hydrodynamic
models that combine the 1D mass and momentum equations in the x direction
with a velocity distribution equation (Darby and Thorne, 1996; Cao et al., 2006;
Burguete et al., 2007; Siviglia and Toffolon, 2007). In previous studies, the methods
were justified with a less formal treatment of the hydrodynamic equations than was
presented herein, and so the associated assumptions have not been as transparent.
Further, previous studies have not always accounted for the feedbacks between the
cross-sectional velocity distributions and the 1D equations (Darby and Thorne, 1996;
Siviglia and Toffolon, 2007). This can be very important in some flow situations,
for example, overbank flows (Cao et al., 2006).

E.2

Proof that the N term in Equation E.66

integrates to zero over the cross-section

If N is appropriately rearranged, it becomes obvious that its integral over the crosssection is zero. Note that:
d

∂ Ú
∂ Ú d
∂d
∂ Ú d
∂U d ∂ Ú d ∂Vd d
=
− Ú
=
+ Ú(
+
+
)
∂t
∂t
∂t
∂t
∂x
∂x
∂y

(E.70)

where the last step follows from the continuity equation.
If Equation E.70 is substituted into Equation E.67, and Ud is expanded as U + Ú ,
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then after some tedious algebra it follows that:
N = −d

∂U
∂ Ú d ∂ Ú Vd d
nuc ∂ Ú d ∂ Ú 2 d
+
+
+ 2dÚ
+U
+
+Γ
A
∂t
∂x
∂x
∂x
∂y

(E.71)

Performing a term-by term integrating N over the channel breadth, it is clear from

the definition of nuc that the first and third terms of the right hand side cancel, and
all other terms integrate to zero. Since the integral of N over the cross-section is
zero, the approach is bed shear conservative (i.e. the integral of Equation E.66 over
the cross-section produces Equation E.56).

E.3

Half-time step values of Y , A and Q

For the sediment transport and morphological calculations, it is useful to have values
for Yj , Aj and Qj at tk+1/2 = tk + 0.5∆t. Unless stated otherwise, the following
approximations are used.
k+1/2

The free surface elevation Yj
is estimated as an average of Yjk+1 and Yjk .
k+1/2
k+1/2
Then, Aj
is calculated from Yj
using the known geometry.
k+1/2

The variable Qj
is estimated in a special way to enhance mass conservation.
For notational simplicity, suppose that only one hydrodynamic time step has
occurred between tk and tk+1 , so tk+ = tk+1 . Equations 6.17, 6.20 and 6.22 imply
that:
1 k+1
1
(Aj − Akj ) = −
[0.5(Qkj+1 + Q̀k+1
) − 0.5(Qkj + Q̀k+1
j
j−1 )]
δt
∆x

(E.72)

The right hand side of Equation E.72 can be interpreted as:
−

1
1
k+1/2
k+1/2
[Qj+1/2 − Qj−1/2 ] = −
[0.5(Qkj+1 + Q̀k+1
) − 0.5(Qkj + Q̀k+1
j
j−1 )]
∆x
∆x

(E.73)

Therefore, the approximation:
k+1/2

Qj+1/2 = 0.5(Qkj+1 + Q̀jk+1 )

(E.74)

has good mass conservation properties, because within any reach of channel (say
between j = j1 and j = j2 ), it will be true numerically that the change in volume
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will be equal to the inflow minus the outflow:
j2
X

j=j1

k+1/2

k+1/2

(Ak+1
− Akj )∆x = δt[Qj1 −1/2 − Qj2 +1/2 ]
j
k+1/2

Based on the above results, it is suggested that Qj
k+1/2

Qj

k+1/2

k+1/2

= 0.5(Qj+1/2 + Qj−1/2 )

(E.75)

be estimated as:
(E.76)

where the terms on the right hand side are calculated within the 1D hydrodynamic
solver, using Equation E.74. Further, whenever Qkj is needed in the suspendedsediment routine, it is approximated as:
k−1/2

Qkj = 0.5(Qj

k+1/2

+ Qj

)

(E.77)

where the terms on the right hand side are approximated using Equation E.76.
Experimentally, it has been found that these approximations lead to good mass
conservation in both flow and suspended-sediment. In contrast, using another
approximation with the discharge computed directly from time k and k + 1 via
the MacCormack Scheme, e.g.:
k+1/2

Qj

= 0.5(Qk+1
+ Qkj )
j

(E.78)

, small mass conservation errors are introduced in both the discharge and suspendedsediment.
This is illustrated in Figure E.1 in the case of steady, non-uniform flow, without
deposition or erosion, for which the discharge and sediment concentration are
theoretically constant. Numerically, the discharge computed directly with the
MacCormack scheme (using Equation E.78 for the half time step discharge) shows
a maximum error of 0.1%. The discharge computed with Equation E.76 shows a
maximum error of 8 × 10−9 %, which may be attributed to floating point roundoff error. Similar patterns are observed for the suspended-sediment concentration.
Although both methods have quite good conservation properties, the approximations
suggested above result in a clear improvement.

If more than one hydrodynamic time step is taken between tk and tk+1 , then
k+1/2
Qj+1/2 in Equation E.74 is calculated by integrating the discharges over each
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Figure E.1: Discharge (a) and Suspended-sediment concentration (b) in a test
case with steady, non-uniform flow and no erosion or deposition. The bed geometry
is taken as the initial condition for the simulations in Section 6.4.5. Theoretically,
both the discharge and the suspended-sediment concentration should be constants.
Two different numerical approaches are compared: ‘Normal MacCormack’ (where
Qk is taken directly from the output of the MacCormack method, and Qk+1/2 =
0.5(Qk +Qk+1 )), and ‘Half time step MacCormack’, where the discharge is computed
as described above. Numerically, small errors are observed for the ‘Normal
MacCormack’ approach, while the errors are essentially negligible with the ‘Half
time step MacCormack’ approach.
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hydrodynamic time step between tk and tk+1 .

If artificial viscosity is used in

the hydrodynamic solver, then Equation E.74 is also modified to preserve mass
conservation (i.e. preserve Equations E.72 and E.73).
k+1/2
Conceptually, Qj
in Equation E.76 is approximated as a spatial average
neighbouring discharge values. However, if wetting and drying is occurring, then
occasionally spatial gradients in the discharge near the wetting front can be a large
fraction of the discharge itself. In this situation, the spatial average embodied in
Equation E.76 can lead to unrealistically high shear stresses in cross-sections near
the wetting front. This leads to locally very high rates of erosion, and can cause
irregularities in the numerical solution. To prevent this, at each time step and for
k+1/2
every j, the value of Qj
calculated with Equation E.76 is compared with another
reasonable estimate (accurate to order ∆x) of the half time step discharge:
∗k+1/2
Qj

= min



k+1/2
k+1/2
|Qj+1/2 |, |Qj−1/2 |, |0.5(Qkj
k+1/2
Qj

+

1
2

k+1/2
sgn(Qj+1/2 )

+

k+1/2
sgn(Qj−1/2 )



(E.79)

∗k+1/2
Qj

and
If the difference between
−7
10 , then for the calculation of bed shear

E.4

Qk+1
)|
j

∗k+1/2
is greater than 30% of |Qj
|+1×
∗k+1/2
k+1/2
only, Qj
is used instead of Qj
.

Calculation of ∆taim and Cn

Define ∆h as the maximum morphological change that occurred from time step k
to k + 1. If ∆h = 0 then:
∆taim
Cn




∆x
= min 0.6 min( k+1 k+1
), T
j
|Qj /Aj | + 0.01


← min 0.99, 1.5Cn

(E.80)
(E.81)

where T is the maximum value of ∆taim that will be set under any circumstances
(typically T = 5 minutes), and the ‘←’ operation is to be viewed as a ‘computer
language’ replacement statement, i.e. the term on the right hand side is calculated,
and then its value is assigned to the left hand side. (This notation is used to avoid
confusion with some implicit finite difference equations, which also have the same
variables on the left and right hand sides, but have a different meaning.)
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Parameter values for the simulations
If 0 < ∆h ≤ 0.003, then further effort is made to reduce the time step:


0.001
∆x
∆taim ← min ∆taim
), T
, 0.6 min( k+1 k+1
j
|∆h|
|Qj /Aj | + 0.01
q


∆taim
k+1
k+1
+
|Q
/A
|]
Cn = min 0.99, 0.5
max[ gdk+1
j
j
j
j
∆x

(E.82)
(E.83)

where dk+1
is the mean depth at point j. Here the second term in the min function
j
in Equation E.83 prevents the hydrodynamic time step δt from being larger than
∆taim the next time step.
If ∆h > 0.003, then the time step is rejected, and the code returns to the previous
time step with:


0.001
∆taim ← min ∆taim
, 0.5∆taim
|∆h|
q


∆taim
k+1
k+1
+
|Q
/A
|]
Cn = min 0.99, 0.5
max[ gdk+1
j
j
j
j
∆x

E.5

Parameter values for the simulations

• Number of points in each cross-section = 300
• Number of cross-sections = 120
• ∆x = 800.0 m
• D = 20.0 m2 /s
• dlim = 0.04 m
• ρ = 1026.0 kg/m3
• g = 9.8 m/s2
• Λ = 0.24
• n = 0.03 s/m1/3
• ws = 0.001 m/s
• τe = 0.4 Pa
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(E.84)
(E.85)

• ρs = 2600.0 kg/m3
• λ = 0.4
• dsand = 0.000062 m
• d50 = 0.000062 m

√
• α = 0.000228 m/(s Pa)
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