The response of burner-stabilized flat flames to acoustic velocity perturbations is studied numerically and analytically. The numerical setup involves the set of one-dimensional transport equations for the low-Mach number reacting flow using a simple and a more complex reaction mechanism. The physical background of the phenomena observed numerically is explained by a simple analytical model. The model uncouples the unsteady transport equations into two parts: the first part describes the flame motion through the G-equation and the second flamelet part describes the inner flame structure and mass burning rate of the flame. The G-equation can be solved exactly in the case of a quasisteady flame structure. The mass burning rate is assumed to be directly related to the flame temperature. Relations for the fluctuating heat release and heat loss to the burner are derived, from which the coupling between the velocity fluctuations at both sides of the flame is found. Comparison of the numerical and analytical results with earlier work of McIntosh and with primary experimental results on a lean methane/air flame shows the validity of the models. The origin of the differences encountered is discussed. The resulting transfer function for the velocity perturbation can be applied to the acoustic stability analysis of combustion systems. The most interesting application is the acoustic behaviour of central heating boilers.
Introduction
Since the introduction of low-NO x premixed burners with a large modulation range, severe noise problems hamper further developments of modulating domestic heating boilers. In recent years, a fundamental change has occurred in boiler/heating design. In the past, the burner operated at one or a few discrete thermal loads only. Noise problems could be solved by trial and error methods. Current developments, however, use designs where the burner load is allowed to vary continuously. The major drawback of this approach is that many different acoustic instabilities are triggered and phenomena like high whistling noises and lowfrequency excitations of the complete system take place. These problems belong to the field of thermoacoustics. One of the main areas of study herein is combustion-driven oscillations. Early examples are the 'singing flame' reported in 1777 by Higgins [8] , the Sondhauss tube [38] and the Rijke tube [32] , each showing that heat sources may produce sound when placed in a tube. Since then, these combustion-driven instabilities have been studied experimentally by numerous authors in various configurations, e.g. Putnam and Dennis [27] and Schimmer and Vortmeijer [33] . Lord Rayleigh [14] was the first to pose a theoretical criterion for acoustic instability in these devices and Putnam and Dennis [28] and Putnam [29] put this into a mathematical formulation. Raun et al [31] presented an extensive overview.
Still, the Rayleigh criterion is phenomenological, and more fundamental studies are needed to provide the necessary information on the exact distortion of the acoustic field by the flame. For Bunsen-type flames, the interaction with an acoustic field is studied experimentally by, for example, Durox et al [6] and Ducruix et al [5] and analytically by Fleifil et al [7] . In the last work, the flow field is described by a Poiseuille flow and the profile is assumed to be undistorted by the flame. The motion of the flame is determined by using the G-equation with constant burning velocity. The works of McIntosh and Clark [18] , McIntosh [22] , Van Harten et al [39] and Buckmaster [2] deal with burner-stabilized flat flames. Raun and Beckstead [30] , McIntosh [23] and, more recently, McIntosh [24] and McIntosh and Rylands [20] use the flame/acoustic transfer function model to investigate Rijke tube oscillations. These flames are anchored to a burner plate and the acoustic field is calculated from the reacting flow equations that are approximated by low Mach number and high-activation energy asymptotics. From this analysis, the transfer function for the acoustic velocity arises by which the acoustic quantities outside the flame are coupled.
The purpose of this paper is to study the interaction of burner-stabilized flat methane/air flames with acoustic waves in more detail numerically. The Mach number in the flows considered is of O(10 −4 ), and is small enough to assume that the low-frequency acoustic wavelengths are much larger than the size of the flame region. The frequencies of interest are typically 300 Hz, which indicates that these time scales are of the same order as the reaction time scales. Thus, an infinitely thin reaction layer approach is a first approximation and its validity is analysed numerically using finite rate chemistry. The study is therefore restricted to the regime with low Mach numbers and relatively low frequencies. Furthermore, for explaining the observed acoustic behaviour, a simple and physically transparent analytical study is presented. This model is based on flames with a 'rigid' internal structure, in which the effect of reactions on acoustic distortions is determined by linearized quasi-steady relations. This approach also gives a relation between the fluctuations in mass burning rate and the fluctuating mass flow at the burner. The combined study gives a more complete picture of the role of heat losses and fluctuating mass burning rates on the interaction of burner-stabilized flames in an acoustic field. A first comparison of the numerical and analytical results with experimental values for the velocity transfer matrix element performed using laser-Doppler velocimetry (LDV) in a lean methane/air flame (equivalence ratio = 0.8), stabilized on a flat porous burner, shows the validity of models.
The next section presents the governing equations and discusses the numerical analysis. The analytical model is presented in section 3. The results of the numerical simulations and the analytical model are outlined in section 4. A comparison with first experimental results is presented in section 5. Section 6 finally discusses the background of the differences encountered when analysing the different approaches.
One-dimensional flames in an acoustic field
The main goal of this paper is the investigation of the response of flat burner-stabilized flames to perturbations of the upstream velocity. In these flames the velocities are low; thus, the flow can be considered as a low Mach number flow. As a consequence, acoustic waves propagate through the system with infinite speed. This is a valid limit, because the characteristic length of the investigated flame is much smaller than the acoustic scale if low-frequency perturbations are considered. In other words, on the acoustic scale, the flame can be described as a transfer matrix which couples the acoustic fields on both sides of the flame.
An acoustic field consists of the fluctuations in pressure p and velocity u . For low Mach numbers it can be shown that pressure fluctuations remain undisturbed while propagating through the flame and do not influence the flame or the velocity. The leading-order approximation yields (see e.g. [23] )
where the subscripts u and b refer to the unburnt and burnt sides of the flame, respectively. T 22 is the transfer function of the velocity fluctuations. This approximation assumes that entropy fluctuations s in the acoustic field can be uncoupled. Nevertheless, distortions of the flame induce entropy modes, which can only be neglected by virtue of their damping [25] . Element T 22 will be investigated in the next sections and the starting point is the set of one-dimensional equations for low Mach number flows governing the flame. The chemical composition in the reacting flow is described by the mass balance equations for the mass fractions
whereρ i is the production rate of mass of species i in the flame by chemical reactions and V i is the diffusion velocity for species i. The continuity and energy equations are given by
where the density ρ is computed from the gas law using the low-Mach number approximation, so that the pressure p reduces to a constant p 0 :
In the above equations, h i is the specific enthalpy of species i, R is the universal gas constant,M is the mean molar mass and c p is the heat capacity at constant pressure. This study assumes an ideal heat sink at the burner, which means that the temperature is fixed to the ambient temperature T u inside the burner. The burner outlet is positioned at x = 0. The fixed burner temperature and the assumption that entropy fluctuations are not present in the unburnt gas imply a temperature distribution that is not dependent on time in the entire unburnt area. Therefore, the energy equation is replaced by a fixed temperature: T = T u for x 0.
As a result, the temperature profile has a positive gradient at x = 0 + proportional to the heat absorbed by the burner.
The set of coupled nonlinear equations (2)-(5), completed with boundary conditions, is solved numerically. Details of the physical, chemical and numerical models used are presented in the remainder of this section. The diffusion flux is modelled using a Fick-like expression Y i V i = −D im ∂Y i /∂x with the mixture-averaged diffusion coefficients given by
, X i being the mole −1 fractions and D ij the binary diffusion coefficients [36] . Equation (2) , in combination with the mixture-averaged transport model, is only solved for the first N − 1 lean species; the mass fraction of N 2 , the N th abundant species, is computed from
. The transport coefficients D ij and λ i are tabulated in terms of polynomial coefficients, similar to those in the CHEMKIN package [11] . The thermodynamic properties h i and c p,i , appearing in c p = N i=1 Y i c p,i , are also tabulated in polynomial form [12] .
Two kinds of reaction mechanisms are used in the numerical study of this paper. The most detailed one is the well-established mechanism for lean methane/air oxidation proposed by Smooke [36] . This so-called skeletal mechanism consists of 25 reversible reactions among 16 chemical components, including inert nitrogen. It is well known that most of the reactive time scales in the flame are very small. It is, therefore, expected that most of them remain in steady state when the acoustic distortions are restricted to relatively low frequencies (f < 400 Hz). The combustion process is effectively described by one (or a few) independent degrees of freedom in that case. For that reason, we also use a single-step overall reversible reaction mechanism in the numerical study:
with the reaction rate of methane given bẏ
The overall reaction parameters were fitted to experiments to predict the correct burning velocity and flame temperature in a range of equivalence ratios 0.8 1.2 [4] , leading to α = 2.8, β = 1.2, E a = 138 kJ mol −1 and A = 2.87 × 10 15 (kg m −3 ) 1−α−β s −1 . It was shown in earlier studies [4] that this model can be used safely to describe the global behaviour of steady burner-stabilized flames. One of the objectives of the numerical study in this paper is to investigate whether the acoustic behaviour of burner-stabilized flames can be predicted by this one-step reaction mechanism as well as by the detailed skeletal mechanism in the frequency range of interest.
The flame thickness is of the order of the diffusion length in the problem (about 1 mm) and the wavelengths of the acoustic waves are infinite due to the low Mach number limit. For this reason we use a domain −a < x < b and let a, b → ∞ in the analytical study. The computational domain in the numerical study is chosen such that a and b are much larger than the flame thickness. We chose the upstream boundary at a = 3 cm from the burner outlet and the downstream boundary in the flue gases at b = 10 cm from the burner outlet. A nonuniform adaptive mesh is used to resolve regions of high spatial activity [35, 13] . The discretization on this mesh is performed by using the method of lines, where the spatial coordinate and time are treated separately. The spatial discretization involves a hybrid exponential scheme, which switches smoothly from an upwind scheme if convection is dominant and a central difference scheme if diffusion is dominant. The time discretization is handled with the backward Euler method [1] , which has a first-order error in the time step size. The stiffness of the equations is handled by treating the time dependence implicitly. The system of nonlinear algebraic equations, resulting from the discretization of the differential equations, is solved subsequently using a modified damped Newton method [35] .
At the downstream side (x = b), Neumann boundary conditions are set for all variables. At the burner outlet (x = 0), no boundary conditions are used for the species so that the gradients of all species mass fractions are continuous at x = 0. The temperature is set to T = T u for x 0 to model an ideally cooling burner. However, the gradient of the temperature at x = 0 + is nonzero. At the upstream side (x = −a), Dirichlet boundary conditions are used for the temperature T = T u and species mass fractions Y i = Y i,u with (constant) values related to the temperature and composition of the unburnt mixture.
The flow velocity u u (t) is prescribed by its mean valueū u on which a sinusoidal perturbation of low amplitude u u is superimposed. If the modulated acoustic distortions are small enough, the effects on the flow and flame can be considered as linear, making it possible to apply a linear combination of harmonic distortions with different frequencies. For this reason, a broad band sweep signal u u ∝ sin(2πf (t)t), with f (t) = at, a being a positive constant, is used as acoustic perturbation instead of a single-frequency sine function. The time-dependent simulation results in a velocity signal at the downstream side u b . By analysing the frequency spectrum of the signals at both sides, for each frequency, the amplification and phase shift are determined. This corresponds to the frequency dependence of the matrix element T 22 = u b /u u in equation (1) . Note that a phase lag due to the travelling of acoustic waves in the upstream and downstream regions is not present since the low Mach number limit has eliminated acoustic delays in those regions.
Analytical model
In a number of papers, McIntosh et al recently studied the acoustic response of burner-stabilized flames thoroughly. This analysis is based on the exact asymptotic solution of the governing equations with one-step chemistry and provides us with relations for the transfer function for the velocity fluctuations through the flame and thus also for the matrix element T 22 . A much simpler, but less rigorous, model is used in this study to analyse the physics of the observed phenomena.
To derive the model, we consider a one-step reaction mechanism, and the equations for the methane mass fraction and temperature of the previous section are simplified by assuming unit Lewis numbers. It is further assumed that all species have constant and equal specific heats (c p,i = c p ):
where Y is the mass fraction of methaneρ is the consumption rate of methane and H is the reaction enthalpy. The source term in equation (9) can be eliminated by introducing the total enthalpy J :
Then, equation (9) can be replaced by the enthalpy equation:
The boundary conditions are T = T u for x 0 and Y = Y u at x = −∞, while ∂T /∂x = 0 and Y = 0 at x = +∞. To model the movement of the flame, the recently introduced flamelet concept [3] for laminar flames is adopted. The full set of one-dimensional unsteady conservation equations is uncoupled into the G-equation, describing the motion of the flame, and a flamelet system, describing the inner flamelet structure and the mass burning rate m. For a one-dimensional burner-stabilized flame, the G-equation for a scalar quantity Y , being for instance the methane mass fraction, simply reads
and the flamelet system for the inner-flame structure is given by [3] 
Note that the unsteady equation for Y is found when equations (12) and (13) are combined. We continue by solving the G-equation for the flame motion in terms of the methane mass fraction. Due to heat loss at the burner, it is not allowed to follow a similar procedure for the temperature. Since the temperature is constant (T = T u ) at the burner, variations in the enthalpy appear at the burner outlet. These enthalpy variations are transported to the reaction zone by convection and diffusion, where they lead to flame temperature variations. In turn, these variations induce variations in the mass burning rate m, which influence the flame motion through the G-equation. This feedback mechanism might cause resonant flame motion as will be shown in the next section. To simplify the analysis, several additional assumptions are introduced. In spite of these assumptions, the model still describes the essential behaviour of acoustically distorted burner-stabilized flames. Before the model is presented, we consider these assumptions. The reaction layer is treated as an infinitely thin sheet, effectively implying a very large activation energy. Furthermore, reaction times are considered to be very small so that the mass burning rate responds instantaneously to flame temperature fluctuations. The sensitivity of flame temperature variations to mass burning rate is described by the activation energy (or the Zeldovich number) and this is the only information of the chemical reaction mechanism that is required in the simple model. Another restriction in the model is that the mass burning rate depends on the time only or m(x, t) = m u (t). Note that spatial changes of the mass flux m in the structure are related to local mass accumulation effects, which are not taken into account [3] . Thus, it is assumed that the structure of the oscillating flame behaves like a steady adiabatic stretchless flame (which also has a constant m), i.e. as a rigid oscillating structure, without internal dynamics. This assumption is introduced to solve the G-equation analytically. It is also assumed that the thermal conductivity obeys ρλ = ρ u λ u . This is a plausible assumption since λ ∝ T 0.7 [36] . The analysis starts with the introduction of density-weighted coordinates (ψ, τ ) instead of (x, t):
In this coordinate system, the G-equation for Y can be written as
where φ u (τ ) = ρ u u(0, τ ) is the mass flow rate at the burner outlet. The flamelet equation for the inner-flame structure and the enthalpy equation then read
Equations (15)- (17) form the basis of the analytical study. In the following, we first discuss the steady-state quantitiesȲ (ψ),T (ψ) andJ (ψ). After that, the system is solved for fluctuating quantities (denoted by primes: Y , T and J ).
In the steady-state situation,m u =φ u and the flamelet equation (16) has a solutionȲ (ψ). At ψ =ψ f all fuel is burnt:Ȳ (ψ f ) = 0 yielding the exact solution
where δ = λ u /m u c p is the flame thickness. Note that it has been assumed that the reaction zone is infinitely thin and is positioned at locationψ f . The steady-state solutionJ (ψ) =J (0) is constant for ψ > 0. For ψ 0, the temperature is fixed, soJ decreases exponentially between ψ = −∞ and ψ = 0 at the burner outlet. The adiabatic temperature is related to the total enthalpy J u available in the unburnt mixture: H Y u +c p T u =c p T ad . However, due to the heat loss in the burner the real flame temperatureT b is smaller and is given by the enthalpy at the burner outflowJ (0) (which does not change any more in the downstream region): HȲ (0) +c p T u =c pTb . If these expressions forT b and T ad are inserted in
, which follows from (18), we find, for the stand-off distanceψ f ,
This parameterψ f /δ is referred to as the adiabaticity in the work of McIntosh. For the steadystate situation, we need a relation that describes the dependence of the flame temperatureT b on the mass burning ratem u =φ u . For steady flames we have the following experimentally observed relation between the flame temperatureT b and mass flow rateφ u [10] , which was later confirmed theoretically using large activation energy asymptotics [37, 9, 15, 16] :
where T a is the activation temperature, which is related to the effective Zeldovich number Ze as
Let us now turn to the solution for the fluctuating flame. As it is assumed that the profile for Y is a rigidly oscillating structure, this allows one to use the solution for the steady structure as the solution of the unsteady case:
After substituting this result in the kinematic equation for Y (ψ, τ ) (15), this gives
for the fluctuating flame front velocity. Using the definition of J and the steady-state solutionȲ , we locally have
If the magnitude of the imposed fluctuation is small enough, the enthalpy J (0, τ ) at the burner outflow can be linearized with respect to ψ f = 0:
When the steady solution (18) forȲ is differentiated with respect to ψ and the solution is inserted into equation (25) and use is made of exp(−ψ f /δ) = (T ad − T u )/(T ad −T b ) which follows from the expression for the stand-off distance (19) , for the fluctuating part of J we find
Thus, the movement of the flame introduces fluctuations J at the burner plate, which are transported towards the flame as described by the differential equation
A class of solutions of equation (27) has the form J (ψ, τ ) =Ĵ (ψ) exp(iωτ ) for ψ > 0 and can be written as
where we introduced the dimensionless frequencŷ
The boundary condition J (0, τ ) is given by equation (26) . Now, we can evaluate J at the flame sheet where Y = 0, which yields the flame temperature T b multiplied by the heat capacity:
The fluctuating part T b of the flame temperature is
If we assume a quasi-steady dependence between the fluctuating mass burning rate m u and the flame temperature T b , we find, by linearizing equation (20) ,
Substituting (31) in (30) leads to
By combining equations (23) and (32), where the stand-off distance oscillates harmonically (dψ f /dτ = iωψ f ), an expression can be derived that couples the fluctuating mass burning rate m u to the distortions in the mass flow rate φ u :
with
This expression is important for predicting the response of the fluctuating velocity in the burnt gases, as will be shown in the remaining part of this section. The fluctuating burnt gas velocity is found by integrating the energy equation (9) from x = 0 to x = ∞, and using the property ρT = ρ u T u :
where the total heat release and the heat loss to the burner (in Von Mises coordinates) are introduced,
Linearization of (35) gives the desired change in fluctuation in the gas velocity over the flame related to fluctuations in the heat production and heat loss:
To evaluate Q rel from equation (36), we replaceρ by the convective and diffusion terms in the flamelet equation (16) for Y and integrate:
where we used the solution of Y . The fluctuating heat then equals:
The heat loss Q bur in equation (37) has two contributions:
The first term is linearized using the exact solution for Y :
and using equation (28) the second term yields
Adding these two terms, the fluctuating heat loss to the burner is
The expressions for the fluctuating heat release (40) and the fluctuating heat loss (44) can be used in equation (38) to derive the response of the fluctuating velocity u b /u u or the element T 22 in equation (1):
Note that T a (or Ze) is the only information on the chemical reaction mechanism needed in the model. The parametersψ f /δ andT b , governing the steady flame, follow from equations (19) and (20), respectively. Equations (33), (40), (44) and (45) are the most important results of our simple model. We will compare the results of these relations with numerical data in the next section.
Results and discussion
Numerical results with respect to the response of fluctuations in the mass burning rate, total heat release, heat loss to the burner and velocity are compared to the analytical model in this section. First, the resonance, observed in the numerical investigation as well as in the theoretical model, will be explained. This resonance can be seen in all figures, showing a peak in the response curves. The response of the downstream velocity fluctuations derived by McIntosh [21, 22] in the case of unit Lewis numbers [23, 31] is used for comparison:
where T 01 is the ratio of the upstream gas temperature and initial flame temperature, x 1fl =ψ f /δ is the dimensionless stand-off distance,
and 1 = E a /RT b is the dimensionless activation energy. A phenomenon like resonance, or circumstances in which the responses show a strong amplification, was already observed by McIntosh and Clark [17] . In our model, this phenomenon is easily recognized when the enthalpy fluctuations J at the burner are 90o ut of phase with the flame velocity u f = u − s L . This is explained in figure 1 . This figure shows different important variables at a certain point in time during the motion of the flame. If we assume that the flame is moving from a maximum distance variation x f towards the burner, with the corresponding flame velocity u f = dx f /dt, then the mass fraction profile at the burner outlet is also moving, resulting in a decreasing value of Y . This induces enthalpy fluctuations at the burner outlet (x = 0) which acts as a boundary condition for the fluctuations in the enthalpy J for x > 0. Depending on the diffusion coefficient and the stand-off distance, the phase difference of J at the burner outlet and the flame front x = x f can be π/2. For the situation in figure 1 , this means that J increases at x = x f . The flame temperature T b and the burning velocity s L or mass burning rate m have the same phase as the enthalpy, so s L (or m ) increases. In the case of a resonance, the flame velocity is dominated by the mass burning velocity u f = u − s L ≈ −s L . Hence, u f and s L have opposite signs. This causes even higher flame velocity fluctuations, which means that we have a system that amplifies oscillations. Only one mode is found, as short-length waves are damped out. In other words, resonant behaviour is observed when there is a π/2 phase lag between the flame temperature and the heat loss to the burner. In that case, the variation in the burning velocity assists the acoustic velocity perturbation giving a large acoustic perturbation in the burnt gas region.
In the following, this phenomenon is demonstrated theoretically and numerically by considering a methane/air flame, which has an equivalence ratio = 0.8 and upstream velocitȳ u u = 15 cm s −1 . This mixture has a density of ρ u = 1.131 × 10 −3 g cm −3 at a temperature of T u = 300 K and the heat conductivity is equal to λ u = 2.75 × 10 −4 J K −1 cm −1 s −1 . The adiabatic temperature and steady flame temperature are computed numerically using the Smooke mechanism and are found to be equal to T ad = 2013 K andT b = 1836 K, respectively. The effective Zeldovich number Ze in equation (21) is obtained by numerical evaluation of steady burner-stabilized flames for different gas velocities. Half the slope in the graph of ln(ū u ) as a function of 1/T b can be considered as the effective activation temperature T a (see equation (20)). A value Ze = 13.2 is then found for the Zeldovich number for the case of a flame with upstream velocity equal toū u = 15 cm s −1 . From equation (19) we find thatψ f /δ = 2.3. However, the comparison between the analytical and numerical results improves when the higher value 2.8 from the numerical flame structure is used. This means that equation (19) underestimates the stand-off distance considerably. A reason for this is that, in the model, the flame front is assumed to be infinitely thin, while numerically it has a finite thickness. In fact, the steady temperature and methane profiles have a long tail. IfT b , T ad , Ze andψ f /δ had been evaluated using the one-step model instead of the Smooke mechanism, we would have found almost the same values. The mentioned values will be used to evaluate the response predicted by the analytical model and equation (46) in the following.
The absolute values and the phase shifts of the responses of s L , Q rel and Q bur to the upstream velocity fluctuations are shown in figures 2-7. In these figures, the analytical results are compared with numerical results. The determination of s L is not straightforward. This quantity is obtained from u f = u − s L at the burner plate as a function of time. The technique used to determine u f numerically can be compared to particle image velocimetry, as used in the experimental determination of velocities in a flow. Solutions on three time instances determine the motion in space, from which the velocity u f can be calculated, using a quadratic polynomial fit. This method works well in the regions where the profiles have relatively large gradients. The diffusive flux of Y , which is present at the burner plate, allows us to use this technique.
In figures 2 and 3, we observe the expected quasi-stationary behaviour in all results: the mass burning velocity fluctuations are equal to the gas velocity fluctuations for ω → 0. For higher frequencies, the flame cannot react on the distortions anymore (|s L /u u | → 0), and in the vicinity of a frequency of 100 Hz, the curves show a resonance peak. Mass flow fluctuations with this frequency induce strongly amplified mass burning rate fluctuations, as explained earlier. The results of the numerical models show good agreement. Observed differences are caused by small differences in the effective Zeldovich number and stand-off distance between the models. The analytical curve for |s L /u u | matches reasonably well for high and low frequencies, but the phase shows a discrepancy for higher frequencies. The differences with the numerical results are caused by the approximations in the model, especially those related to the quasi-steady m u (T b ) relation and the rigid flame structure. It must be noted though that the predicted height of the resonance peak is quite sensitive to variations in the flame parametersT b , T ad , Ze andψ f /δ. It is not difficult to make a match with the numerical results by slightly changing the values for these parameters. Figures 4 and 5 show the response of the total heat release to the upstream velocity fluctuations. The amplitude of the resonance peak around 100 Hz is underestimated by the analytical model; the phase shift is predicted well. According to equation (40), the response of the total heat release should be proportional to the response of the mass burning rate. However, the numerically obtained phase shift in figure 5 shows a lower amplification for higher frequencies. Figures 6 and 7 show the response of the heat loss to the burner Q bur /u u . In the quasi-steady limit ω → 0, we see that the numerical phase shift approaches −180˚, which is in accordance with the model. This value is independent ofū u in the analytical model. In the numerical simulations, this is not always the case when much lower upstream velocities are taken. This different behaviour is the result of approximations in the analytical model, which assumes that the heat loss increases when the flame moves towards the burner. This is intuitively clear because the stand-off distance decreases, so the temperature gradient increases. However, the quasi-steady numerical response (ω → 0) of the heat lossQ bur does not only depend on the gas velocity, but also on the flame temperature. The relation between these quantities is given byφ u (T ad −T b ). We see that for low velocities and for near adiabatic flames, the heat loss goes to zero. This means thatQ bur has a maximum at a certain gas velocityū u . Thus, for a steady flameQ bur (ū u ) may have a negative as well as a positive slope. Consequently, the phase of the quasi-steady response of Q bur to u u is either zero or −180˚near ω = 0, depending onū u . In the case of a flame atū u = 15 cm s −1 the numerical calculations show a phase of −180˚, which is the case for the analytical model as well (see equation (44)). If lower upstream velocities are used in the numerical model (e.g. 10 cm s −1 ), we observe a phase equal to zero in the quasi-steady limit. Figures 8 and 9 show the response of the downstream velocity fluctuations to the upstream velocity fluctuations for different models. In this figure the response obtained using equation (46) is also included. The results show that the phase shift tends to zero for high frequencies.
Another result is shown in figure 10 , where the resonance peak frequency is plotted as a function of the upstream velocityū u . It shows that the burner-stabilized flame has a maximum resonance frequency. This frequency differs slightly between the investigated models, but shows a similar behaviour.
Experimental transfer function
The measurement of the transfer matrix element, coupling the acoustic velocities before and after the flame, involves the time-correlated measurement of the velocity upstream of the flame and downstream of the flame. These measurements are performed by Schreel et al [34] . A way of determining pressure waves inside a tube is by means of multiple pressure transducers fitted in the wall of the tube [26] . If the medium in the tube has constant properties (density and temperature), two microphones suffice to characterize the complete wave. From the pressure wave and the properties of the medium and the tube, the velocity wave can be determined. The upstream region of the flame does have the desired constant density and temperature, but the downstream region does not, because the hot gas cools down rapidly. Therefore, the two-microphone method has been chosen in the upstream region, but a direct measurement of the velocity in the downstream region by means of LDV is used instead.
The burner system essentially consists of a 50 cm long tube with a diameter of 5 cm (see figure 11 ). The bottom is closed with a flange, in which a small hole serves as the inlet for the premixed methane/air mixture. Some grids are fitted right after the inlet to settle the flow. A small portion of the acoustic energy, however, is radiated out, and a small transfer region exists in which the velocity fluctuations decrease strongly from the values associated with the wave inside the tube to the values outside the tube. The length of this region is approximately equal to the diameter of the tube. For this reason, the combustion area is placed 7 cm inside the tube. The part of the tube downstream of the burner plate and the burner plate itself are water cooled at nominally 50˚C. The burner plate itself is a perforated plate made of brass with a thickness of 2 mm. The perforation pattern is hexagonal, with a hole diameter of 0.5 mm and a pitch of 0.7 mm. The hole size is small enough that a flat methane/air flame stabilizes on top of it. To allow for the use of the two-microphone method, two pressure transducers are mounted in the side of the tube. Optical access to the downstream region of the flame is somewhat difficult since the burner plate is placed 7 cm before the open end. Three small holes have been made in the downstream part of the burner. Two serve as entrances for the two LDV laser beams, and through the third hole the scattered laser light from seeding particles in the flow is detected. In this way, the velocity is measured in the middle of the tube at a height of 4 mm above the burner plate.
In principle, one does not measure the transfer matrix element of the flame in this way, but the transfer matrix of the flame combined with the burner plate. Test measurements showed however that the transfer matrix of the burner plate without flame is very close to unity for the frequencies of interest, and the influence hereof can be neglected.
In figure 12 the frequency dependence of u b /u u is plotted for equivalence ratio = 0.8 and gas velocityū u = 14 cm s the absolute value of the transfer function tends to a value around 7, which corresponds to the stationary limit (see also the last section). For higher frequencies, the amplification drops to values around 1 as in the models. Note that the higher resonance frequency is the main difference with the theoretical results. This is caused by the fact that the flame loses heat to the burner, so that the temperature of the gas mixture at the burner outlet x = 0 increases (compared to T u ). There are two reasons for this increase. First, the heat transfer of the gas to the burner material is not ideal as assumed in the theory, leading to a higher gas temperature than the burner plate temperature at the outflow. Second, the heat transfer of the burner to the cooling water is not ideal. This will result in a parabolic temperature profile across the burner plate, giving a second rise of the gas temperature. Both effects lead to a smaller stand-off distancē x f in the experiment. As the resonance frequency increases if the stand-off distance decreases, this explains the higher experimentally observed resonance frequency. Future experiments will be carried out by eliminating these effects, to make an improved comparison possible. In spite of these effects, it may be concluded from these rudimentary experiments that the correspondence to numerical simulations is good, both qualitatively and quantitatively.
Discussion
The differences between the different models are discussed in more detail in this final section. Let us first investigate the quasi-steady limiting behaviour (ω → 0) of the analytical transfer function found in this paper and the model derived by McIntosh (equation (46)). There is an easy way to derive the correct limiting behaviour, by linearizing
and using the linearized version of u u ∝ exp(−T a /2T b ):
A combination of equations (48) and (49) gives
Two terms can be distinguished: the ratio of gas temperatures and an additional term dependent on the Zeldovich number. The analytical model proposed in this paper reproduces this limit exactly. This follows when the limit
is substituted in equation (45). By taking the same limit in equation (46), we find the limit derived by McIntosh:
Clearly, this limit shows that relation (46) discards terms of higher order in Ze −1 . The jump condition for the flame for small-scale perturbations was justified up to O(Ze −1 ) in [19] , and McIntosh anticipated there that these jump conditions are also valid for higher-order terms. However, this was not proven. In accordance with this, figure 8 shows that the analytical model proposed here is closer to the numerical results than the model of McIntosh near ω = 0. Small remaining differences at ω = 0 between the numerical results and the simple model proposed here are caused by entropy fluctuations induced by the flame penetrating the acoustic regions. It has been assumed that these are damped in the acoustic region, but this is not valid near ω = 0: zero-frequency fluctuations are not damped at all. The numerical simulations take into account the entropy fluctuations induced by the flame temperature fluctuation. Furthermore, the downstream velocity fluctuations are probed 2 cm above the flame. For low frequencies, these entropy fluctuations are not damped out when they reach this location, which influences the numerical results.
The model of McIntosh is more accurate than our simple model for predicting the response at higher frequencies. This is caused by the approximations in the simple model. Especially, the assumption that the flame is a rigidly oscillating structure and the quasi-steady relation (31) between T b and u u are less accurate for higher frequencies. It must be stressed though that the exact response near resonant flame motion is quite sensitive to the values for the flame parametersT b , T ad , Ze andψ f /δ. In view of this remark, it is fair to conclude that the simple model still captures the most essential behaviour, in spite of these simplifications, and can be used safely to construct a physical picture for the flame motion in an acoustic field.
Comparing the results of the numerical models, we may conclude that the one-step model and skeletal model predict a similar behaviour for the acoustic response. The discrepancies between the two numerical models are mainly due to the fact that the parameters in the one-step model are fitted for a wide range of flames with 0.8 1.2, leading to small differences in the effective values for Ze and the other parameters (T b andψ f /δ) between the reaction schemes. In spite of these differences, it may be concluded from the numerical results that for an accurate prediction of the acoustic response of burner-stabilized flames at relatively low frequencies, even a simple chemical reaction scheme is useful. This last conclusion is also confirmed by the analytical results if they are compared to the numerical behaviour of the acoustic response. The results of the proposed analytical model and the model of McIntosh are quite close to the numerical results. The results prove that a single global chemical time scale, which is able to describe the changes in mass burning rate due to enthalpy variations, is sufficient. Small differences between the two numerical models and the analytical model are predominantly caused by small differences in the sensitivity of the burning velocity to flame temperature variations. It is clear that this sensitivity, effectively described by the activation temperature (or Zeldovich number), slightly differs between the models.
