A rigorous derivation of filtering aIid smoothing equations for linear stochastic systems with time delay is presented. The estimation equations are obtained in term of the innovation process of the problem under consideration. The method used is based on a representation theorem on Gaussian martingales.
INTRODUCTION
Many simple rigorous derivations of continuous time Kalman filter equations have been recently given [l-3] . The approach in [3] can be naturally extended to the smoothing problem [4] . In this paper, we follow the same idea to solve the estimation problem in delay-differential systems. The estimation problem in delay-differential systems has been solved by Kwakemaak [5] using the largely heuristic approach of Kalman-Bucy [6] . Many other derivations have since been given, notably by Koivo [7] and Kolmanovskii All these analyses were, however, not wholly convincing. In this paper, we present a rigorous derivation of the state estimation equations in delaydifferential systems by exploiting the idea of Balakrishnan [9] of estimating one martingale from another. The scalar quantities hi with 0 = ho < h, < ... < h, are the time delays which occur in the system. The existence of a solution to (I) has been proved in [lo] .
We shall study here the problem of estimating the state x(t -0) with 0 3 0 from the observation of the signal Y(u; w), 0 < u < t. Let /3(s) be the smallest u-algebra generated by the process Y(u; w), 0 < u < s completed with respect to sets of measure 0 and /3(s-) the smallest u-algebra generated by the process Y(u; w), 0 < u < s completed with respect to sets of measure 0. Then since Y(t; W) is continuous in t with probability one, /3(s) = /3(s-).
Let c2(t, 19 / r) = E[x(t -~9) 1 B(T)] and denote a(t, 8 1 t) by i(t, 0). We know that $(t, 8) is the best mean square estimate of x(t -0) given the observation Y(u) for a ,( t. The problem is called filtering if 0 = 0 and smoothing if 8 > 0. Contrary to the case of no time delay, the equation for the filtered state zZ(t, 0) involves some smoothed estimates and therefore, it is convenient to consider at the outset the general smoothing problem.
INNOVATION PROCESS
Let us introduce the innovation process zo(t; w) = Y(t; w) -; Jt C,(u) i(u, hi; co> da. j=o 0
Then we have the following LEMMA 1. Z,(t; w) is a Gaussian martingale. Moreover, and is bounded in 0 < s < T where 11 . (I denotes the Euclidean norm in appropriate dimensional Euclidean space. Again
from which the result follows.
We next consider the key result we shall use in solving the estimation problem. THEOREM 1. Under the assumption that D(s) D(s)* > 0 for every s, 0 < s < T, we have for every t, 0 < t < T, P(t) = smallest a-algebragenerated by {Z,(s; u), s ,< t).
To prove the theorem, we need the following: where the transition matrix @(t, T) satisfies the equation
With the last condition, it is clear that we can write Hence the random variables s t g(s) dY(s; w) 0 are measurable with respect to the smallest u-algebra generated by {Zo(s; w), s < t} and so /3(t) is contained in that algebra.
The reverse inclusion is immediate from definition and the theorem is established.
ESTIMATION EQUATIONS
We first state the basic representation theorem for Gaussian martingales on which our method of estimation is based. The detailed proof can be found in Balakrishnan [9, pp. 118-1231. THEOREM 2. Let .&(t; W) i = 1, 2 denote two martingales with respect to the same growing a-algebra /3(t) and let J-WI WC w> --W; w)ll"> -e 00, i=l,2. 
((X(t -6) -E(X(t -6) / ,8(T)) -(X(t -6) -E(x(t -6) 1 p(T + A))) (zo(T + A) -zo(T)>* 1 p(T)). x(t -6) -E((x(t -0) 1 p(~ + A)) is uncorrelated with Y(u; w), g < T + d
and hence with Za(u; w), cr < 7 + A. It is also uncorrelated with (and hence independent of) the random variables generating p(T). Therefore (x(t -6) -E(x(t -0) 1 /3(~ + 4)) (I"" T dZo(U; -))* / flk)] = 0. 
If 7 > t -0, x(t -0) -E(x(t -0) / P(T)) is independent of IV(a) -W(U'), T < 0, u' < 7 + d and hence the second term vanishes. If 7 < t -8, writing
qt -e) = 1 qt -8, u) B(~) dw(g + Itee qt -e, u) B(~) dqu) 7 and using the fact that BD* = 0, the second term vanishes again. We, therefore, get
) -EC+ -0) I B(T))) MT -4) -E(x(T -Ai) t P(T))*] c,(T)*.
It then follows that We shall use (4.6) to derive the differential equation for K(t, 0, T). Thus, using (4.5) and noting that r < t, Adding these two, we get using (4.5), aqt, 13) d&, 0) + -ae dt = K(t, 8, t) dZ,,(t; w).
(4.8)
Similarly, we have d& 0) = K(t, 0, t) dZ,(t; w) + it ""'"at" ') dZo(T; a) dt = K(t, 0, t) dZ,(t; 0) + i Ai 1" K(t, hi , 7) dZo(T; w> dt i=O 0 by using (4.7)
d&t, 0) = K(t, 0, t) dZ,(t; co) + 2 A&) a(t, hi) dt i=O giving the following equation
Relations (4.8) and (4.9) take the place of the single optimal filtering equation of the Kalman-Bucy problem. Equation (4.9) constitutes a boundary condition to the partial-differential equation (4.8) . a(O, 0) = 0 for 0 > 0 gives the initial condition. , and (5.6) constituting the boundary conditions. With our choice of x(t; w) = 0 for t < 0, the initial condition is P(0, 0r , 0,) = 0 for 0, > 0 and e2 > 0.
CONCLUSION
The present paper derives the state estimation equations for linear stochastic systems with time delays both in the system and the observation, The complete solution of the problem involves uniqueness and stability considerations of the filter equations. Mitter and Vinter [13] discusses this question in the more extended framework of hereditary differential systems. Our solution is based on the concept of innovation and representation theorem on Gaussian martingales. When time delay occurs, the single filtering equation of Kalman-Bucy is replaced by a partial-differential equation together with a boundary condition. The covariance matrix of the estimate error satisfies a complicated partial-differential equation with three boundary conditions. The standard filtering and smoothing equations for linear systems with no time delay can be derived from the basic equation (4.4) after setting Ai = Ci(t) = 0 for i > 1.
