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Abstract--A mathematical model for common source epidemics was implemented 
through a Monte Carlo simulation using a micro/mainframe hybrid. This combination 
provided a useful computing environment in which to model complex situations con- 
veniently and economical[y. We discuss some of the issues which influenced our de- 
cisions, and we provide details for portions of the main simulation program and for 
important components of the analysis and validation phase of the study. 
I. INTRODUCTION 
In [2]-[4] we study the spread of common source epidemics by first developing a rather 
general mathematical model (in [2]), and subsequently applying the model to a specific 
epidemic (in [3] and [41). Our model is based on stochastic processes, and the imple- 
mentation we discuss involves extensive computer simulation. For convenience and cost 
effectiveness, it was desirable to do as much of the computing as possible on microcom- 
puters. However,  at two stages of the project he numerical processing requirements were 
such that microcomputers were not a realistic alternative, and we turned to mainframes. 
Indeed, to carry out these numerical computations on a microcomputer would have re- 
quired (1) extreme care in the analysis and coding to handle questions of underflow and 
overflow, and (2) weeks of continuous operation to complete them. Therefore, a general 
plan was developed with the overall goal of maximizing the role of microcomputers in 
the project, but utilizing mainframes for extensive numerical processing. It was important 
that there be easy communication of code from microcomputer to mainframe and that 
the output of the mainframe be readily accessible to the microcomputer for the analysis 
phase of the study. 
2. TASK ANALYSIS AND GENERAL STRATEGY 
The specific application of the common source epidemic model discussed here involves 
implementation, parameter estimation and model validation for the parasitic disease tox- 
oplasmosis. The essential step in the implementation is the simulation of the experiences 
of a single individual. The Monte Carlo simulation study began with preliminary simu- 
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lations through which we identified a fairly restricted set of parameter values which gave 
reasonable fits of predictions with observations. A full set of simulations was carried out 
for parameter values in this set. The parameter estimation and validation phase consisted 
of (1) determining values for the experimental parameters on the basis of a minimum chi- 
square criterion and (2) a statistical validation study. In this phase the predicted values 
for the random variables are those obtained from the Monte Carlo simulations and the 
observed values are taken from a report prepared by Teutch, Juranek et al. (see [5] for 
epidemiological details and [4] for an analysis). 
3. OVERVIEW AND COMPUTATIONAL ASPECTS OF THE SIMULATION 
PHASE 
Since the biological processes being modeled are quite complex, it should be anticipated 
that an appropriate model would also be rather complex, and this is indeed the case. 
Briefly, the situation to be simulated is as follows: We view the process which leads to 
illness in some members of the target population as consisting of three subprocesses: 
First, the infusion of infectious material into the environment and the diffusion of this 
material through the environment; second, the movement (both temporal and spatial) of 
individuals through the environment which results in some of them being exposed to the 
infectious agent; finally, the physiological effects on individuals resulting from exposure 
to the infectious material. This last component of the model results in some individuals 
meeting a criterion for illness and consequently being considered "cases." 
Two of the parameters whose values are to be determined are related to the first sub- 
process. The agent which causes illness, oocysts of the parasite toxophtsma gondii, enters 
the environment a a known location and in known amounts. One parameter, eferred to 
as a synchronization day, gives the day with reference to a fixed time scale that oocysts 
first enter the environment. The movement of the oocysts through the environment is
assumed to be described by a two dimensional diffusion equation (see [31 for rationale) 
where the origin of the coordinate system is the location of the common source of infec- 
tious material. The second parameter, a diffusion parameter, gives the speed of diffusion 
of the oocysts through the environment. The remaining two parameters are related to the 
last subprocess, the subprocess which incorporate the pathogen population dynamics and 
human immune mechanisms. One of them is a proportionality coefficient, called the trans- 
missivity, which measures the amount of infectious material (number of parasites per unit 
time) that reaches the vulnerable tissue in an individual per unit of infectious material 
(oocysts) in the immediate nvironment of the individual. The final parameter measures 
the effectiveness of an individual's defense mechanisms in combating the parasites. The 
dynamics of the infection process in a single individual are modelled as a birth-death 
process with birth rate taken as a system parameter whose value is known. The death 
rate is the last parameter whose value is to be determined, 
With the above overview, and assuming we have an individual whose patterns of contact 
with the environment (which we refer to as the attendance/location group of the individual) 
are known, we have the following details for the model. Suppose that oocysts first enter 
the environment at time 0 and that the time horizon is of length T. Let C(k) denote the 
probability that the individual becomes infected during the first k days. Thus C is the 
cumulative distribution function for the time of infection, and the fundamental equation 
for C is 
k 
C(k) = ~ [1 - C(i - 1)] Pr[infected by ith day 
i=1  
uninfected by (i - 1)st day]. 
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Consequently, it is sufficient o determine ach of the conditional probabilities Pr[infected 
by ith day tuninfected by (i - l)st day]. Given our assumptions about pathogen diffusion. 
the density of oocysts at a distance r (from the location of infusion) and time t of a unit 
" 'pulse" of occysts is given by 
ulr .t)  = (¼ =ct) exp I - rZ /4ct ) ,  
where c is the diffusion parameter. Combining this with information on the numbers and 
timing of oocysts released into the environment, we can determine the density of oocysts 
at each location and for each time. 
Turning to the last of the subprocesses, we let N = N(t )  denote the number of pathogens 
in an individual at time t. We assume that the number of oocysts which successfully invade 
an individual in a time interval is proportional to the intensity of oocysts in the immediate 
environment. The proportionality constant is the transmissivity. 
Once oocysts invade the individual, we assume that the parasites develop according 
to a birth-death process. We adopt a value for the birth rate X based on biological data. 
and we take the death rate ~. to be an experimental parameter. Let P, [X = x] be the 
probability that the random variable X for the number of parasites has value x at time t 
given a single parasite at time 0. Also. let E[X]( t )  be the expected number of parasites 
at time t. Then we have for ~. # ~x, 
E[X](t )  = e ~a-"' '  P , [X  = 0] = a. P , [X  = x] = (1 - a ) ( l  - 13) 13'-~ 
where 
p.(e ~x - ~" - 1) 
a = ~. e,X_~,  _ ~- 13 a;~/~.. 
and i fk  = ¢ ,E [X( t )  = I ,P , [X  = 0] = a = 13 = 1/[1 + (I/Xt), 
P t [X  = x] = (1 - cO'- ec ~-I 
Our population was partitioned into 15 groups, and the simulation was run for each 
group. Simulations were carried out for each of 175 sets of parameters, four parameters 
per set. and each simulation consisted of I00 runs. Consequently, the epidemic was sim- 
ulated 262,500 times, a task that is reasonable only for a mainframe computer. Indeed. 
the runs for a single group (all 175 parameter sets) required almost 24 h on a microcom- 
puter, whereas a similar run on the mainframe (a CDC 6600/Cyber 172) required only 
about 45 rain in a time sharing environment. 
4. UT IL IZAT ION OF MICROCOMPUTERS 
Although several of the numerical processing steps were better implemented on a main- 
frame, we found that it was possible to use microcomputers for program development 
provided certain compatibil ity issues were resolved. Our choice of language, PASCAL.  
was heavily influenced by the fact that there are nearly identical versions available for 
both microcomputers and mainframes. In addition, because of special features such as 
user definable data structures, this language is especially appropriate for tasks such as 
ours. Finally, the existence of easy to use program entry and editing packages- -word  
processors - - fo r  microcomputers was an important consideration. 
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5. DISCUSSION OF THE SIMULATION 
The skeleton of the simulation program was coded, entered, compiled, debugged and 
thoroughly tested on a microcomputer. A flow chart for the simulation is shown in Fig. 
1. Program development was a dynamic process. Indeed, it frequently happened that a 
decision could be made regarding alternative ways of implementing the basic model only 
after testing more than one approach. 
A brief discussion of the details of the simulation may be useful in support of our 
decision to use a mainframe for this phase of the study. The simulation requires the 
following as input data: The characteristics of the individual (Iocationand attendance 
data, that is, the location, frequency and duration of visits), and values for the diffusion, 
transmissivity and death rate parameters. It is assumed that the time scale is such that 
the first oocysts enter the environment on day 0. The uncertainty concerning day of first 
entry of oocysts is dealt with later. The location and entry profile Inumber as a function 
of time) of oocysts entering the environment are assumed known and given as system 
parameters. 
A subroutine calculates the density of oocysts as a function of time and location. Since 
this information depends only on the entry profile of oocysts into the environment and 
the diffusion parameter, this density can be calculated and stored once for each value of 
SIMULATION FLOWCHART 
INPUT: PARAMETER SET I ATTENOANCE-LOCATION GROUP 
I INITIALIZE TRIAL # 1 SET PARAMETERS 
l I INCREMENTTRI^ L, I 
| I INITIALIZE DAY AND I 
___L__LILLNESS RELATED VARIABLES I
YES 
INCREMENT DAY | 
UPDATE IN VIVO | 
.PAT~G. EN~OWT..H I 
>.... 
fES 
ICALCULATE~W PAT~GEN INV^SI~ I 
A .  
( YES ~E~RSI~ ~ > 
Fig. I. Simulation ow chart. Input: parameter set/attendance-location group. 
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the diffusion parameter and then accessed as needed during the simulation. This is a 
straightforward calculation which can easily be done on a microcomputer if desired. 
The main simulation loop comprises the bottom two-thirds of Fig. 1. This step, which 
is carried out for each day in the simulation run, involves checking whether the individual 
enters the environment containing oocysts. This is a chance event whose probability of 
occurrance is determined by the attendance group of the individual. If there is no at- 
tendance, then the size of the pathogen population in the individual is updated by using 
an appropriate birth-death process, if the individual does attend tto a location specified 
by the appropriate location group), then the size of the pathogen population is updated 
by considering both the growth (or decline) of the pathogens previously present and the 
immigration of new pathogens from the environment. Thus, in either case, the tracking 
of the parasite population within an individual involves the analysis of another stochastic 
process, a birth-death process, within the main simulation. Such an analysis has com- 
plexities of its own (see [1] for a discussion of aspects relevant o this study). A check is 
made of whether the parasite level within the individual exceeds the level at which clinical 
illness is defined. If so, a Boolean random variable is given the value "sick," the onset 
day is noted, the number of individuals howing illness in the attendance location group 
of the individual is incremented and the run for this individual terminates, if not, then 
we proceed to the next day. 
6. COMPUTATIONAL ISSUES ARISING IN THE VALIDATION PHASE 
In addition to the computational power needed in the main simulation, there are also 
significant computational needs in the parameter estimation and validation phase of the 
project. This phase breaks naturally into two parts, and we discuss each. 
First, we partitioned the population of cases into subpopulations with respect o time 
of onset. In doing this. we assumed, with appropriate rationale, that for each specific 
attendance and location group, the onset (of illness) day was a gamma distributed random 
variable. The simulation provided first and second moments for the distribution of the 
onset day predicted by the model. There is, however, an additional complexity: The 
uncertainty of the day oocysts first entered the environment. This uncertainty is incor- 
porated into our model through the synchronization day, one of the parameters whose 
optimal values are to be determined. The synchronization day essentially determines the 
zero point of the time scale. We partitioned the population into five classes according to 
onset day. Consequently, it was necessary to determine the quintile points {the points 
delimiting 0.2. 0.4, etc. of the mass of the distribution) for a gamma distribution with 
given first and second moments and with initial point of the time axis adjusted for each 
of the admissible synchronization days. This adjustment does not result in a simple trans- 
lation of the quintile points, and the numerical integrations must be performed separately 
for each value of the synchronization day. There are 42,000 different gamma distributions: 
15 groups, 175 sets of parameter values and 16 synchronization days. This involves a 
significant amount of computation. 
The remaining part of the parameter estimation and validation process involved a chi- 
square calculation and minimization. The total population was partitioned into six groups: 
one group consisting of those who did not become ill and five groups of those who became 
ill. The latter groups were defined according to the quintile of the appropriate gamma 
distribution containing the onset day. Contributions to the chi-square statistic were com- 
puted separately for the subpopulations of "'sick" and "'not sick" individuals. Once the 
gamma quintile points had been determined, these calculations could be done on a mi- 
crocomputer. The final step is a minimization. A flow chart for the complete chi-square 
calculation and minimization is shown in Fig. 2. 
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CHI-SOUARE CALCULATION ANO MINIMIZATION 
READ IN SIMULATION DATA I 
READ IN PATRON DATA 
OPEN GAMMA BREAK-POINTS FILE 
I 
I INITIALIZE MININJN 13'-II-SI~. TO HIGH VALUE INITIALIZE DATA SET INDEX TO I I 
~ CALCULATE SICK/NOT SICK CHI-SO. AND EXPECTED NUMBER SICK THIS DATA SET 
I 
INITIALIZE MIN. ONSET CHI-S~. TO HIGH VALUE 
INITIAL SYNCI"~DNIZATIDN DAY TO -IB 
I 
r------~CALCULATE ONSET CHI-SOUARE 
' °AY " C~iRENT D^'' 
IIN EM T S,N . J 
? 
I TOTAL CHI-SQ. - SICK/NOT SICK 
* ONSET CHI-SOUARES 
1 
PRINT DATA SET INDEX. TOTAL CHI-SQ. 
BEST SYNCHRONIZATION DAY 
I CURRENT DATA SET I 
~NO I. J 
INCREMENT OATA SET INDEX ~ ' ~  
PRINT MINIMUM CHI-SQUARE. 
AN{] BEST DATA SET 
Fig. 2. Chi-square calculation and minimization. 
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7. COPING WITH THE LIMITATIONS OF MICROCOMPUTERS 
There are two basic problems associated with the use of microcomputers in a stud,,' 
such as this. The first is the issue of numerical processing speed referred to above which 
we handled by shifting the computations to a mainframe. The second is the memory 
restriction imposed by microcomputers, and we now turn to a brief discussion of the 
latter. Of course, the rapid decline in the cost of memory chips is making this less of a 
concern, and microcomputers with 256K. 640K and even hard discs with 10M or 20M. 
are becoming common. Nevertheless, there are ways to handle problems of this size with 
relatively little memory. 
The output of each simulation consisted of a set of three real numbers: that is, each 
population group and each parameter set was associated with a set of three real numbers 
(an attack rate and the mean and standard eviation of the onset day of illness for those 
who became ill). This output was used as input for programs which determined the sub- 
populations needed for chi-square analysis by computing the quintiles for gamma distri- 
butions (on a mainframe) and which selected the optimal parameter set (on a microcom- 
puter). The latter computations could easily be handled by a microcomputer provided 
that both the program and the data could fit into memory. The data were compacted by 
multiplying each entry by an appropriate power of 10 and then converting to integer format. 
The power of 10 was selected so as to preserve three significant figures. Using this com- 
pactification, both the data and the program fit into available memory. 
Transmission of mainframe results to the microcomputer was accomplished with a 
smart terminal emulator. The emulator not only enabled us to communicate with the 
mainframe just as though we were working at a terminal, but also enabled as to store the 
incoming information. The transmission of numerical data over the usual terminal links 
requires that the data be in text format. Consequently we arranged for the output of the 
simulation program to be in text form for transmission to and capture by the 
microcomputer. 
In large simulations uch as this, it is good practice to confirm the integrity of the data 
received by the microcomputer. Some versions of smart terminal emulators have pro- 
visions for this, and there are direct methods as well. For instance, the incoming data 
can be echoed back to the mainframe and compared with the original file. 
8. SOME CONCLUDING REMARKS 
A micro/mainframe hybrid offers many advantages for scientific computations of the 
sort described here and in [3]. In addition to the advantages described above, the fact 
that people in different geographical locations can work on the same project simultane- 
ously without incurring the heavy telephone line expense normally associated with remote 
use of a mainframe may well prove to be an important consideration. 
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