Building transparent knowledge-based systems in the form of accurate and interpretable fuzzy rules is one of the significant applications of fuzzy set theory. The fuzzy connectives, i.e., T -norm/conorm, play the role of connecting fuzzy sets, which are essentially linguistic terms extracted from the knowledge embedded in a given data set. Fuzzy pattern tree is a recently proposed novel machine learning technique, which grows a hierarchical binary tree for each known class utilising conventional T -norms/conorms and aggregation operators. Preaggregation functions are recently proposed in the literature as a type of generalised aggregation functions, which have achieved successes in a number of applications. This paper proposes a preaggregation-based approach with application to the construction of fuzzy pattern tree. An experimental study is done to explore the performance of the fuzzy pattern tree where preaggregation functions are employed in comparison to that where conventional aggregation operators are utilised. Experimental results demonstrate that the performance of fuzzy pattern tree incorporated with the preaggregation function generated by Nilpotent minimum T -norm outperforms those with alternative preaggregation functions and the commonly used ordered weighted averaging operators.
I. INTRODUCTION
Knowledge-based systems (KBSs) are aimed at representing knowledge explicitly via tools such as production or if-then rules, which allow a system to reason about how the conclusion is derived and to provide explanation of its reasoning to the user [1] . In case of situations where the information such as data or knowledge is imprecise in nature, fuzzy systems have been regarded as a popular and effective means to build KBSs [2] . Fuzzy KBSs are able to deal with vague concepts that are ubiquitous in natural languages and practical reasoning, which supports the design and implementation of such KBSs in effectively addressing real-world problems. Many approaches [3] , [4] , [5] , [6] have been proposed for generating and learning fuzzy KBSs to represent the input/output behaviour of a certain problem, including the development of fuzzy rule-based classification systems such as fuzzy decision trees [7] , [8] .
Triangular norms (T -norms) generalising intersection in the framework of fuzzy metric spaces are essential components in a number of computational problems [9] . Most of the existing fuzzy rule induction methods focus on searching rules using the classic T -norms only. Different from the traditional rule induction methods that usually utilise only min and max operators, a fuzzy pattern tree is proposed in [10] as a novel machine learning technique and has been applied to the fields of classification, regression [11] , and learning with data streams [12] . The structure of a fuzzy pattern tree is a binary tree whose inner nodes are marked with fuzzy logical and arithmetic operators. Apart from the min and max operators, it also utilise operators such as Łukasiewicz Tnorms/conorms, Weighted Averaging (WA), Ordered Weighted Averaging (OWA), and so on for assembling knowledge pieces.
While being significant in the construction of pattern trees, a key property for defining aggregation operators lies in monotonicity and boundary conditions. Recently, a type of generalised aggregation functions by relaxing the monotonicity to directional monotonicity is proposed and termed preaggregation functions, which have already made success in several applications [13] , [14] . Following on this promising trend, this paper presents an initial work to incorporate preaggregation functions to the construction of fuzzy patter trees. A set of preaggregation functions are generated by the Choquet integral and symmetric measures for knowledge extraction and inference in classification problems. The proposed construction of fuzzy pattern trees extends fuzzy pattern trees wherein monotonic operators have been applied to construct fuzzy propositions. The preaggregation-based models are compared with those on the basis of conventional aggregation functions on a number of UCI data sets. Experimental results demonstrate the suitability of using preaggregation functions to improve accuracy of fuzzy pattern trees in classification.
II. PRELIMINARIES A. Aggregation Functions
Triangular norm (T -norm) is a bivariate operator commonly used in the framework of fuzzy set and fuzzy logic. It can be deemed as generalisation of intersection and conjunction in fuzzy set and logic, respectively. A T -norm [15] is a mapping T : [0, 1] × [0, 1] → [0, 1] which for all x, y, z, x , y ∈ [0, 1] satisfies: 1) commutativity: T (x, y) = T (y, x); 2) monotonicity: T (x, y) ≤ T (x , y ), if x ≤ x and y ≤ y ; 3) associativity: T (x, T (y, z)) = T (T (x, y), z); and 4) boundary condition: T (x, 1) = x.
A number of T -norms have been proposed in the literature such as:
T Nil (x, y) = 0, otherwise; and • the Hamacher Product T -norm: T Ham (x, y) = 0, if x = y = 0; T Ham (x, y) = xy x+y−xy , otherwise. It is worth noting that since T -norms satisfy associativity, they can be extended to n-ary operators. A function A : [0, 1] n → [0, 1] is an n-ary aggregation function if it satisfies: 1) A(0, · · · , 0) = 0, A(1, · · · , 1) = 1, and 2) for each i ∈ {1, · · · , n}, if
Ordered Weighted Averaging (OWA) operators form a family of aggregation procedures which may be seen as a special type of weighted average based on the ordering of their arguments. The fundamental property of this family of operators is the reordering step in which the arguments are rearranged in descending order and subsequently integrated into a single aggregated value.
A mapping A owa : R n → R is called an OWA [16] aggregation if
where x (i) is a permutation of x i ∈ R, i ∈ {1, · · · , n}, which satisfies that x (i) is the i-th largest amongst x i , and w i ∈ [0, 1] is a collection of weights that jointly satisfy
The most commonly seen aggregation functions include the arithmetic mean, max, and min, which can be treated as special cases of OWA. In particular, the arithmetic mean can be obtained by setting w i = 1/n for each i ∈ {1, · · · , n}, the max by w 1 = 1 and w i = 0 for i = 1, and the min by w n = 1 and w i = 0 for i = n. The aggregation behaviour of OWA operators is bounded by the max and min operator as: min{x 1 , · · · , x n } ≤ A owa (x 1 , · · · , x n ) ≤ max{x i , · · · , x n }.
B. Preaggregation Functions
The problem of relaxing the monotonicity in the definition of aggregation has recently attracted a lot of interest. The notion of weak monotonicity is proposed in [17] where monotonicity is required only along the direction of first quadrant diagonal. This concept of weak monotonicity has been further extended in [18] by introducing the notion of directional monotonicity, which allows monotonicity along fixed directions. In particular, directionally monotone functions are generalisation of both weak monotone functions and aggregation functions.
A function P : [0, 1] n → [0, 1] is an n-ary preaggregation function if P satisfies: 1) P (0, · · · , 0) = 0, P (1, · · · , 1) = 1, and 2) there exists a real vector r = (r 1 , · · · , r n ) ∈ [0, 1] n such that for all (x 1 , · · · , x n ) ∈ [0, 1] n and (x 1 + αr 1 , · · · , x n + αr n ) ∈ [0, 1] n ,α > 0, it satisfies:
If P is a preaggregation function with respect to a vector r, P is called r-preaggregation function. Three methods of constructing preaggregation functions are introduced in [19] , including: the composition of appropriate functions, the construction of the discrete Choquet integral, and construction of the discrete Sugeno integral. In this paper, the Choquet integral is employed to generate preaggregation functions.
The Choquet integral combines the inputs in such a way that the importance of different groups of inputs (coalitions) may be taken into account. Let N = {1, 2, · · · , n} and n is an arbitrary positive integer n, a function m :
For example, the symmetric measure is defined as: given
where x (1) , · · · , x (n) is an increasing permutation on the input x, that is, 0 ≤ x (1) ≤ · · · ≤ x (n) , with the convention x (0) = 0, and A (i) = {(i), · · · , (n)} being the subset of indices of n − i + 1 largest components of x. The OWA aggregation is a special case of the Choquet integral, with respect to symmetric fuzzy measures m W s [20] .
III. APPLICATION OF PREAGGREGATION FUNCTIONS TO FUZZY PATTERN TREE CONSTRUCTION
One of the most advantages of fuzzy systems lies in the interpretability as they are able to perform inference with human readable knowledge expressed in form of fuzzy if-then rules [21] . The explicit presentation of knowledge helps users to gain insights into the complex problems and to facilitate the explanation of their solutions. The induction of fuzzy decision tree is often considered as one of the most common techniques for the acquisition of interpretable fuzzy rule-based systems.
The construction of a fuzzy decision tree has been inspired following the fashions adopted in generating a crisp counterpart such as the ID3 [22] . Take the classic fuzzy ID3 as an example [7] , which is constructed from the root node representing a fuzzy set of instances. The conjunctions between fuzzy terms along the current branches are calculated from the root to leaf nodes. The criteria of selecting a particular feature to split an inner node is based on the concept of fuzzy entropy. The tree stops growing till the ambiguity of each leaf is smaller than a threshold. Despite the recently proposed fuzzy pattern tree also utilises tree-based hierarchical structure, the meanings of the associated nodes and branches completely differ from those of conventional decision tress. Particularly, the root of a fuzzy pattern tree represents a fuzzy set of instances which is labelled as one class. Its leaves represent fuzzy terms and inner nodes represent fuzzy aggregations.
A. Top-down Construction of Fuzzy Pattern Trees
A fuzzy pattern tree [23] is a binary tree with each leaf L associated with a fuzzy proposition such as 'Age is young', where 'Age' is a linguistic variable that takes the value of a fuzzy linguistic term, i.e, 'young' in this case. As 'Age' is considered a real-valued feature in practice, the so-called fuzzification process makes it possible to take linguistic terms such as 'young' and 'old' as values, which are essentially functions defined on its domain. The fuzzy proposition consisted of a linguistic variable and the corresponding fuzzy set is therefore one of the basic information granules as input to grow a fuzzy pattern tree.
On the other hand, each inner node of a fuzzy pattern tree is associated with a bivariate aggregation function A :
A new fuzzy set I is formed at each inner node by applying A to its two children I a and I b as: µ I (p) = A(µ Ia (p), µ I b (p)), where p, p ∈ P is a single instance out of the data set P and µ I (p) is the membership of p to I. Following the same manner, a complete fuzzy pattern tree predicts the degree of an instance belonging to its underlying class by calculating off the aggregations represented by inner nodes on the paths from the leaves to the root.
Formally, let R represent the root of a fuzzy pattern tree for a certain class C. Through matching against the underlying pattern tree, µ R (p) indicates the membership of instance p belongs to class C predicted by that tree. The true membership of instance p to the class C is represented as µ C (p). In crisp case where the instance label is deemed to overlap with one concept, µ C (p) is binary such that µ C (p) = 1 indicates p ∈ C, otherwise µ C (p) = 0. For the targeting class C and an output fuzzy set at the root of a tree R, the error is empirically evaluated by the Rooted Mean Squared Error (RMSE) in this paper among alternative options [10] [23] :
For a classification task involved with m (m > 2) classes, m fuzzy pattern trees will be constructed following the oneversus-rest decomposition such that each single fuzzy pattern tree is associated with a unique class. Whereas for binary classification problems, the predictions can be made with only one single fuzzy pattern tree via thresholding method [24] . The generation of a fuzzy pattern tree is an iterative process, which starts by initialising a candidate primitive tree with a single node representing the underlying target class C. A set of candidate trees CT t+1 is then generated by listing exhaustively through the possible combinations of available fuzzy propositions and aggregation functions. A local best tree bestT is selected from the candidate set CT t of current iteration such that bestT = arg min ct∈CT t RM SE(C, R ct ), where R ct is the root of a candidate tree ct, ct ∈ CT t .
The candidate tree in the next iteration t+1 is an expansion of the bestT by replacing one of its leaf nodes with a subtree. The subtree is made up of three nodes including the original leaf node, a new leaf node selected among the set of unused fuzzy propositions, and an inner node selected among the set of predefined aggregation operators. The construction process of a fuzzy pattern tree can be briefly shown in Fig. 1 , where the blue nodes are newly generated at the current iteration. Once all new candidates are generated, the tree with most gain as evaluated by (2) will be utilised in the next iteration. These steps are repeated until every leaf has reached a pre-defined maximum depth or the improvement of RM SE(C, R bestT ) is smaller than a pre-defined threshold. The detailed algorithm for constructing the pattern tree can be found in [23] . Fig. 1 . An example of top-down construction of a fuzzy pattern tree. The tree on the left is a primitive tree. The tree in the middle consists of two leaves and the root. The right one consists of three leaves, one inner node, and the root.
B. Generating Preaggregation Functions for Fuzzy Pattern Trees
As reflected by the above construction process, the fuzzy pattern tree grows iteratively whereby the search space delimited by existing fuzzy proposition is refined by adding another proposition connected by aggregation functions. The aggregation functions that define the operations between fuzzy propositions, have a direct impact upon the space restricted by the propositions. As a result, the choices of aggregation functions to be applied during the construction of fuzzy pattern tree ultimately influence the overall performance of resultant tree.
It is worth noting that the very original fuzzy ID3 decision tree only employs a specific implementation of T -norm and Tconorm (i.e., min and max) as logical operators for knowledge modelling. In fact, human decision makers do not correspond to the verbal and logical connectives 'and' and 'or' but almost always show some degrees of compensation when inferring a final decision from a set of criteria [25] . Therefore, fuzzy pattern trees also utilise more generic averaging operators such as the WA and OWA to cover the interval between the maximum and minimum of inputs. More recent fuzzy pattern trees in the literature have been developed to utilise the Choquet integral e.g., the generalisation of both the WA and OWA, as aggregators for inner nodes [24] .
Inspired by the possible significance of aggregation functions in affecting the performance of fuzzy pattern tree, this paper proposes an initial work incorporating preggregation functions, which are deemed as a type of generalised aggregation functions in recent literature, to the construction of fuzzy pattern tree. Given that the WA and OWA are special cases of Choquet integral and have been successfully applied to fuzzy pattern trees' construction, a Choquet-integral-like method [19] of generating preaggregation functions is employed in this paper. The generated preaggregation functions work as the candidate operators to be selected as inner nodes or the root while the pattern tree expands.
The preaggregation functions are formed in a way similar to the Choquet integral, where the product operation in (1) is replaced by other operators. Formally, let m : 2 N → [0, 1], N = {1, · · · , n} be a fuzzy measure and F : [0, 1] 2 → [0, 1] be a function such that for all x, y ∈ [0, 1], it satisfies F (x, y) ≤ x, F (x, 1) = x, F (0, y) = 0 and F is (1, 0)increasing. Then, an idempotent and averaging preaggregation function P F m : [0, 1] n → [0, n] can be defined by
where x (1) , · · · , x (n) is an increasing permutation on input x, i.e., 0 ≤ x (1) ≤ · · · ≤ x (n) , with the convention that x (0) = 0, and A (i) = {(i), · · · , (n)} is the subset of indices of n − i + 1 largest components of x.
In this paper, the T min , T p , T Ł , T Nil , and T Ham are selected as the function F to define preaggregation functions by using the Choquet-integral-like method. Since fuzzy pattern trees are binary trees, i.e., each node only contains two children, all generated preaggregation functions are bivariate (with respect to inputs x, y ∈ [0, 1]). For simplicity, only the bivariate form of those generated preaggregation functions are listed. The fuzzy measure m adopted here is the symmetric measure m W s . It is worth noting that since only two inputs are considered, m W s (A (1) ) = 1, m W s (A (2) ) = 1 − w 1 = w 2 , x (0) = 0, x (1) = min{x, y}, and x (2) = max{x, y}.
• The preaggregation function generated by T min is: • The preaggregation function generated by T Ham is:
The contours of resultant preaggregation functions are shown in Fig. 2 , where the rows plot different T -norms and the columns plot correponding values of W . Similar to OWA operators, the behaviour [19] of preaggregation functions is also bounded in the range between min{x, y} and max{x, y}.
IV. EXPERIMENT AND EVALUATION
In order to evaluate the performance of the proposed preaggregation-based fuzzy pattern tree, experiments are performed on six popular UCI benchmark data sets [26] . The full names of the data sets are listed in the leftmost column of Table I . For simplicity, linguistic terms for each data set are generated by fuzzifying each numeric feature into three fuzzy terms which indicate 'low', 'medium', and 'high', respectively. The membership functions follow the conventional triangular shapes and are defined as shown in Fig. 3 . All the five types of preaggregation function listed in Fig. 2 are tested separately. For each type of preaggregation function, eleven different weighting vectors are employed to generate the candidate operators such that w 1 = {0.0, 0.1, · · · , 1.0}. It is worth noting that the classic max and min operators can be derived from any of the five types of preaggregation functions by setting w 1 = 0.0 and w 1 = 1.0, respectively. Apart from the preaggregation functions, two generalised OWA operators [27] are also compared in the experiment and are defined as follows:
OWA 2 (x, y) = (min{x, y} 2 · w 1 + max{x, y} 2 · w 2 ) 1 2 The performance on accuracy is shown in Table I , which is obtained by the averaging 5 random runs of 10-fold crossvalidation. The result with best performance on each data set is also highlighted in boldface in Table I. It can be clearly seen from when the generated preaggregation functions are applied to the fuzzy-rule-based classification system [28] . To benchmark the performance of proposed construction of fuzzy pattern trees, the results of classic decision tree (implemented in WEKA [29] as J48) are also reported in Table I . The numeric features in each data set are discretised into three bins for a fair comparison. Take a closer look at the contours of the preaggregation functions as shown in Fig. 2 might be more powerful in taking multiple inputs [28] . Nevertheless, the experiment demonstrates the effectiveness of preaggregation functions in constructing fuzzy pattern trees, especially in comparison with the commonly used averaging operators such as OWA and generalised OWA.
V. CONCLUSION
This paper proposes an initial work to explore preaggregation functions with application to recently proposed fuzzy patter tree. The preaggregation functions generated by the Choquet-integral-like method and symmetric fuzzy measures are integrated into the construction of fuzzy pattern trees. The compared preaggregation functions are generated by five types of T -norms, each of which is generated with eleven fixed weighting vectors. Experiments are performed in classification tasks on six benchmark data sets. The result indicates the P TNil m W s outperforms its counterparts and preaggregation functions can be more powerful than conventional OWA operators in constructing fuzzy pattern trees. Whilst promising, the presented work also opens up an avenue for significant further investigation. For instance, many other preaggregation functions and weighting vectors [30] may also be applied. It would be useful to develop an algorithm for weighting vector optimisation in order to further enrich its performance. It is also interesting to use different types of preaggregation functions jointly rather than individually to build fuzzy pattern trees, which may be more powerful for knowledge modelling.
