Abstract-We study cooperative sensor network localization in a realistic scenario where 1) the underlying measurement errors more probably follow a non-Gaussian distribution; 2) the measurement error distribution is unknown without conducting massive offline calibrations; and 3) non-line-of-sight identification is not performed due to the complexity constraint and/or storage limitation. The underlying measurement error distribution is approximated parametrically by a Gaussian mixture with finite number of components, and the expectation-conditional maximization (ECM) criterion is adopted to approximate the maximum-likelihood estimator of the unknown sensor positions and an extra set of Gaussian mixture model parameters. The resulting centralized ECM algorithms lead to easier inference tasks and meanwhile retain several convergence properties with a proof of the "space filling" condition. To meet the scalability requirement, we further develop two distributed ECM algorithms where an average consensus algorithm plays an important role for updating the Gaussian mixture model parameters locally. The proposed algorithms are analyzed systematically in terms of computational complexity and communication overhead. Various computer based tests are also conducted with both simulation and experimental data. The results pin down that the proposed distributed algorithms can provide overall good performance for the assumed scenario even under model mismatch, while the existing competing algorithms either cannot work without the prior knowledge of the measurement error statistics or merely provide degraded localization performance when the measurement error is clearly non-Gaussian.
applications [1] . Often, the data collected by a sensor node must be tied with the sensor position in order to be meaningful. In WSNs, in general, only a few sensor nodes, called "anchors" in the sequel, know their positions a priori, while the remaining sensor nodes with unknown positions, called "agents" in the sequel, need to be localized [2] . Cooperation is an emerging paradigm for sensor network localization, which exploits additionally the inter-agent measurements and as a consequence enables more robust and accurate inference of the unknown positions.
In the past decade, a plethora of cooperative localization algorithms has been proposed based on different position related signal metrics, such as received-signal-strength (RSS), time-of-arrival (TOA), and round-trip TOA (RTOA). They can be broadly categorized into non-Bayesian algorithms and Bayesian algorithms. In the non-Bayesian algorithms, the unknown positions are assumed to be deterministic. Classical non-Bayesian algorithms (both centralized and distributed) include: (1) least-squares (LS) estimation based algorithms [3] , [4] , and [5, Algorithm 1]; (2) multi-dimensional scaling (MDS) based algorithms [6] [7] [8] ; (3) programming based algorithms [9] , [10] ; (4) iterative parallel projection method (IPPM) based algorithms [11] , [12] . In the Bayesian algorithms, unknown positions are assumed to be random variables with a certain prior distribution. Representative Bayesian algorithms include the nonparametric belief propagation (NBP) algorithm [13] , the sum-product algorithm over a wireless network, short for SPAWN algorithm [5] in the sequel, and several new variations [14] [15] [16] [17] built upon them, which perform message passing by taking advantages of the belief propagation algorithm [18] or the sum-product algorithm [19] in different graphical models.
Restricted by the ad-hoc nature of a WSN, distributed cooperative localization (also known as self-localization) algorithms are highly sought for. This is owing to their advantageous features of being scalable, independent of fusion center, and less sensitive to sensor failure as compared to the centralized solutions [20] . In the distributed non-Bayesian algorithms, wireless sensors exchange their position estimates mutually; while in the conventional, distributed Bayesian algorithms, they exchange local belief messages (distributions represented by a set of particles) about their actual positions and thus consume much more energy for communication. At the sacrifice of localization accuracy, however, recent work demonstrated that the communication overhead can be significantly reduced by using transmit-and receive censoring [17] and/or parametric representation of the local belief messages [16] , [21] . As compared to non-Bayesian algorithms, Bayesian algorithms for localization purposes may include prior information about sensor positions, sensor movement, noise statistics and so on, thus offering a greater flexibility such that robustness considerations can be accounted for. However, even though Bayesian approaches might be superior to non-Bayesian ones, it is often difficult to adequately choose the prior, and a wrongly chosen prior may severely deteriorate the performance.
Unlike the assumption made in a majority of the existing algorithms, the ranging measurement error was found to deviate from a single Gaussian model in various measurement campaigns, see for instance [5] , [22] [23] [24] for both cooperative and non-cooperative localization. In this paper, we approximate the unknown underlying measurement error distribution by a Gaussian mixture despite model mismatch. To be realistic, we assume that the mixture model parameters are unknown. Our goal is to approximate the maximum likelihood estimator (MLE) of the unknown positions and the Gaussian mixture parameters with lower computational complexity and less communication overhead.
The original contributions of this paper are as follows. We develop a series of centralized and distributed expectation-conditional maximization (ECM) algorithms (non-Bayesian in nature) based on distance measurements (may be converted from TOA or RTOA measurements) to approximate the MLE of the unknown parameters. The proposed algorithms are evaluated in terms of computational complexity and communication overhead and further compared with several competing algorithms comprehensively in terms of the localization accuracy. More emphasis is laid on the distributed ECM algorithms. Lastly, we want to mention that this paper is built on our previous work in [25] , where a centralized algorithm was proposed for cooperative localization. As will be explained later, this algorithm is also an ECM algorithm but can be numerically unstable as compared to two other examples for very large-scale WSNs. Besides, decentralization of this algorithm is infeasible.
The remainder of this paper is organized as follows. Section II introduces the signal model and states the problem at hand. Section III introduces a series of ECM algorithms to approximate the MLE with less computational efforts. Section IV elaborates on the computational complexity and energy consumption of the proposed ECM algorithms. In Section V, we perform Cramér-Rao bound (CRB) analysis and show the best achievable localization accuracy, followed by a comprehensive simulation in Section VI. Finally, Section VII concludes the paper.
Notation: Throughout this paper, matrices are presented with boldface uppercase letters and vectors with boldface lowercase letters. denotes the set of integers. The operator stands for vector/matrix transpose and denotes the trace of a square matrix.
stands for the Euclidean norm for a vector and denotes the cardinality of a set.
means that the matrix difference is positive semidefinite. The operator stands for the expectation taken with respect to the probability density function (PDF) . Further, denotes the gradient operator and denotes the Laplace operator.
denotes the Gaussian distribution of a random variable with mean and variance , and denotes the uniform distribution on the interval with .
II. SIGNAL MODEL AND PROBLEM FORMULATION

A. Signal Model
We consider cooperative localization in a connected network comprising a total number of wireless sensors in a two-dimensional (2-D) space (although extension to the 3-D case is straightforward). We let, without loss of generality, be the set of indices of the agents, whose positions are unknown, and let be the set of indices of the anchors with known positions.
In order to localize the agents, we adopt a two-stage procedure. In the first stage, every sensor broadcasts its sensor ID and listens for its neighboring sensors' broadcasts. Then, each agent obtains a set of distance measurements relative to its neighboring sensors, which can be done, for instance, by estimating the TOA of a received signal. Note that non-line-of-sight (NLOS) identification can be done in the first stage. However, we avoid it in this paper as low-complexity and low-cost algorithms are sought for. In the second stage, the unknown agent positions will be estimated concurrently in a localization algorithm based on the obtained distance measurements. There can be another initialization stage in between, if no empirical knowledge about the agent positions and the environment is available.
We consider a statistical measurement model
where is a distance measurement obtained at sensor in communication with sensor , is the true Euclidean distance between the two sensors, and is an additive measurement error. The main sources of error include thermal noise, multiple access interference, multi-path effects, (TOA estimation) algorithm artifacts, and possibly also the NLOS propagation. The measurement errors for different sensor pairs are assumed to be independently and identically distributed (i.i.d.) according to , which is approximated by a Gaussian mixture with finite number of components, namely, (2) where is the total number of mixture components, is the mixing coefficient of the th Gaussian component . The mixture model parameters , , are assumed to be unknown. The motivations are twofold. On the one hand, the underlying measurement error statistics may vary with both the localization scenario due to the change of obstructions and time due to the dynamic nature of the environment, and we cannot afford repetitive massive offline calibrations; On the other hand, offline calibration is hard to conduct in inaccessible or unexplored environments, even if the measurement error statistics can be quasi-static.
The model in (2) is popular for representing noise in various signal processing applications. This is because any distribution can be approximated as closely as desired in norm by a Gaussian mixture [26] . Even if (2) should deviate from the underlying measurement error model for small in most cases, it is still capable of capturing some key features of the measurement errors. The contaminated Gaussian model, famous for its robustness against outliers from the robust statistics [27] , is a special case of (2) with and . Lastly, we note that the i.i.d. assumption on the measurement errors may not always hold in practice but allows for better mathematical tractability. Fig. 1 . An illustrating example of a connected wireless sensor network in 2-D space. In this example, there are sensors in total with agents marked by 's; the rest are anchors and marked by 's. In this network, each sensor is only able to communicate with its one-hop neighbors. Each sensor collects TOA measurements with all its neighbors. All measurements that will be routed to a fusion center are stacked in , which has the same data structure as the set of feasible sensor pairs, .
B. Problem Formulation
We propose to jointly estimate the unknown deterministic positions and the mixture model parameters , , , , given the statistical measurement model (1), a set of noisy distance measurements , and a few known anchor positions .
III. MAXIMUM LIKELIHOOD ESTIMATION
In Section III-A, we briefly comment on the difficulties with the conventional maximum-likelihood implementation. To approximate the MLE with less computational hurdles, we develop a series of expectation-conditional maximization (ECM) algorithms (cf. Section III-B for centralized solutions and Section III-C for distributed solutions). Section III-D gives a practical initialization strategy, and Section III-E introduces a possible extension.
A. Maximum Likelihood Estimation
We start with the conventional implementation (centralized in nature) of the maximum likelihood estimation. As we know, in centralized algorithms all the measurements have to be transmitted via multi-hop routing to a fusion center for processing. In order to reduce the communication overhead and computational complexity, like the two representative algorithms [3] , [8] , we assume and only one of them (e.g., choose with ) will be routed to the fusion center throughout this paper. This assumption approximately holds when the sensors are equipped with an omni-directional antenna and conduct the interrogation in a pair of reciprocal channels. Besides, distance measurements obtained between anchors are ignored when estimating the agent positions because they are irrelevant. But they are useful for the initialization of the Gaussian mixture model parameters, as will be further elaborated in Section III-D. In this way, only c.a. half of the measurements will be used to make an inference in the fusion center. Before proceeding further, we introduce the following notations:
• is a vector of all unknown parameters, where and .
• is the maximal communication range of a sensor. An ideal model is adopted for determining the neighborhood of each agent throughout this paper. In practice, the neighborhood can be determined by comparing the received signal strength with a certain threshold (for instance [28] ), beyond which data packages cannot be demodulated.
• is the set of all neighboring sensors of agent , .
• is a set of all sensor pairs that contribute distance measurements.
• is a column vector of all distance measurements, , . An illustrating example that better explains the above notations is given in Fig. 1 .
The log-likelihood function of our joint estimation problem 1 is then expressed as follows:
The centralized MLE is obtained through solving (3) This optimization problem is cumbersome for two reasons. Firstly, the cost function contains "the logarithm of the sum", which hinders the analytical evaluation of the parameters. Secondly, when the number of agents, , is large, the existing numerical methods, e.g., Newton-type methods, would become less stable [29] .
B. Centralized ECM Algorithms
Instead of solving (3) directly, we approximate the MLE using the ECM criterion, the idea behind which is to replace the complicated M-step of the conventional EM criterion with a set of computationally simpler conditional maximization (CM) steps in an attempt to split a difficult maximization problem into many easier ones [29] . We first focus on the class of centralized ECM algorithms for cooperative localization, which lays a foundation for developing distributed algorithms. The centralized ECM algorithms work with a complete data set , in which is a column vector enclosing latent variables indicating which mixture component gave rise to . Given the previous parameter estimate , the work-flow of the centralized ECM algorithm on the th iteration is as follows. (5) Simply speaking, when the ECM algorithm updates a sub-set of the parameters in a specific CM step, the rest of the parameters are fixed to their latest ECM estimate. For clarity, we give the general routine for designing a centralized ECM algorithm in Algorithm 1. , hence . Applying the above partition of the Gaussian mixture model parameters and following the steps shown in [25] to update , , , for every , yields (6)
It is easy to verify that for any , holds for any . In other words, is the global maximizer in the given subspace of .
The position updates can be evaluated only numerically. For the first example, it can be shown that (9) for . The neat formulation of the cost function in (9) is due to the assumption . In (9), if sensor is an agent with its position updated prior to sensor , or otherwise; or if sensor is an anchor. Herein, we adopt a two-dimensional (2-D) Broyden-FletcherGoldfarb-Shanno (BFGS) quasi-Newton (QN) method [31] to solve , because it ensures for . We stress that the positions need not to be updated in any specified order of the sensor indices.
In the second example, the position update of each agent is found by applying one-dimensional (1-D) grid search (GS), respectively, to (10) (11) With carefully selected search intervals together with a fine grid resolution, global maximizer of (5) is reachable in the given subspace for each CM step. As a trade-off, in total trials 1-D grid searches need to be performed for each iteration, which consumes more computational resources than the 2-D BFGS-QN based ECM algorithm derived for the first example.
Essentially, the third example corresponds to our previous work in [25] , which can also be regarded as an ECM algorithm with the partition given beforehand. We note that [25] is more suitable to use for small or moderate , because intuitively it should converge much faster. A good example was given in [32] , where only one ( ) mobile station is to be located in a non-cooperative framework. The first and second ECM algorithms are, however, favorable for a large , since they should be numerically more stable [29] . In the remainder of this paper, we only focus on the first two examples because they allow for easier decentralization as will be seen in Section III-C.
Remark 1: For the special case when in (2), the Gaussian mixture model degenerates to the single Gaussian model. It is easy to verify that in this case holds with , , and in (4). It is also easy to show that the parameter estimates can be updated by setting , , and in (7), (8), and (9) for the 2-D BFGS-QN based algorithm, or in (10) and (11) for the 1-D GS based algorithm. In contrast to the other cases where , only an initial guess of the agent positions is required for the ECM algorithms to start computing and simply because is a constant. 2 
Remark 2:
The centralized ECM algorithms enumerated in the examples above ensure that . . . (12) which is equivalently to saying that . Hence, they also belong to the class of generalized EM (GEM) algorithms [33] .
Theorem 1: When the position updates found either by 2-D BFGS-QN search (9) or 1-D grid search (10) and (11) are global maximizers, the proposed centralized ECM algorithms ensure that the sequence of incomplete-data log-likelihood values , when bounded above, converges monotonically to some stationary point , satisfying that and at . 3 Proof: See Appendix A.
Remark 3:
The proposed centralized ECM algorithms may converge to different stationary points if is multi-modal. 2 When deriving from (5), can in fact take any real value that is larger than zero, since it will be canceled out during the calculation. 3 In this paper, a stationary point can be a saddle point, a local optimum or a global optimum.
The reason is that different partitions of lead to different mappings in the conditional maximization. For the special case that is unimodal, they will reach a unique global maximum.
C. Distributed ECM Algorithms
Distributed self-localization algorithms are scalable in general and have the potential to largely reduce the communication overhead, making them highly demanded for large-scale sensor networks [20] . The aim of this subsection is to approximate the centralized ECM algorithms in a distributed manner. Essentially, the above centralized ECM algorithms can be understood as an iterative process consisting of the following two steps on each iteration: (1) updating the mixture model parameters with the position parameters held fixed to its previous estimate; and (2) updating the position parameters with the Gaussian mixture model parameters held fixed to its latest estimate. We decentralize these two steps in the sequel.
We start with decentralizing the first step. The results in (6)- (8) can be re-expressed, after some simple manipulations, as:
where (16) (17) (18) It is clear from (13)- (15) that averaging is the main operation in common for updating the Gaussian mixture model parameters. This allows us to use the class of average consensus algorithms [34] , because it does not rely on a prescribed route, like Hamiltonian path in [35] , [36] or some tree structure in [14] , and thus is more robust against sensor malfunction and link failure. Here, we assume for simplicity that the sensors are time synchronized and adapt the synchronous average consensus algorithm [37] to our problem in Algorithm 2. Our motivations are in order. On the one hand, it is easier to implement and an efficient protocol [38] exists. On the other hand, its synchronous nature facilitates our subsequent analyses on the computational complexity and communication overhead. However, we note that Algorithm 2 can be reformulated asynchronously (known as the "pair-wise gossip algorithm" [39] ) or replaced with other consensus based Note that , need to be scaled to sum up to one. methods [40] or diffusion based methods [41] . Lastly, we note that in the distributed algorithms in (16)- (18) has to be replaced by (19) which can be computed locally at each agent .
The position update procedures in the centralized ECM algorithms are readily in decentralized form because the evaluation of (9) or (10)- (11) only requires that each agent solves for its own position, given the local measurements, the updated Gaussian mixture model parameters, and the neighboring sensor positions. Only two modifications are needed. First, the global estimates and in (9) or (10)- (11) have to be replaced with the local estimates and for each . Second, a synchronous position update scheme, in which all agents are able to update their positions simultaneously, requires to be substituted with . Algorithm 3 summarizes the key steps of the two distributed ECM algorithms.
The position estimate in the 2-D BFGS-QN based distributed ECM algorithm can be imagined as a weighted leastsquares (WLS) solution for a conventional infrastructure based localization problem, in which a total number of virtual anchors with positions , surround agent and each virtual anchor (say the th) has a number of distance measurements corrupted by errors with zero mean and variances . For problems of this kind, many existing linearization strategies, see for instance [42, Chapter 2], can be used to further reduce the computational complexity. (19) , and , and according to (16) - (18) 
D. Initialization Strategy
We provide a practical solution for initializing the distributed ECM algorithms. First, an initial guess of the Gaussian mixture model parameters is determined by carrying out the conventional Gaussian mixture learning between two communicating anchors. This can be done prior to collecting distance measurements among all sensors. Alternatively, we could also empirically choose one in order to save some communication cost. However, this might incur performance degradation. An initial guess of the unknown agent positions is determined in a simple algorithm, for instance, the distributed least-squares algorithm [5, Algorithm 1] with a starting point randomly selected from the deployed area. An initial guess for the centralized ECM algorithms can be determined more easily, since the fusion center usually has all the necessary information (e.g., measurements and prior knowledge) and sufficient computation resources.
E. Possible Extension
In Section III-B, the centralized ECM algorithms were developed based on the assumption that so as to reduce c.a. half of the communication energy for multi-hop routing of data. If this assumption does not hold, all the measurements should be used to give better estimation performance. In order to adapt the above introduced ECM algorithms, we need to re-define and re-express the -function in (4) as The centralized (global) parameter estimates can be found using the same strategy shown in Section III-B and the explicit expressions are given in Appendix B. The distributed ECM algorithms aim to approximate the performance of their centralized counterparts and can be obtained using the same technique demonstrated in Section III-C except that: (1) all the sensors (both the agents and anchors) will be involved in the average consensus algorithm; (2) when agent updates its own position, both and for all are required. Clearly, this will introduce extra cost for wireless communication; and (3) the computational complexity is also doubled.
Lastly, we want to mention that in the centralized ECM algorithms (see Section III-B) some sensor nodes would transmit more data packages to the fusion center than the others, and this would lead to an uneven communication load. Actually, this problem yet exists in the modified centralized ECM algorithms (see Section III-E), because in general different sensors have different number of neighbors, , thus different number of measurements to transmit. Nevertheless, the distributed ECM algorithms are totally free of uneven communication load, irrespective of the assumption ( or ) based on which they have been developed. In the simulations, we only test the centralized ECM algorithms proposed in Section III-B and the distributed ECM algorithms in Section III-C.
IV. COMPUTATIONAL COMPLEXITY AND COMMUNICATION OVERHEAD
Computational complexity, communication overhead (or energy consumption for communication), and localization accuracy are key aspects of a cooperative localization algorithm. This section covers the first two aspects but lays more emphasis on the distributed algorithms.
A. Computational Complexity
For simplicity the complexity analysis is conducted for a single agent (say the th) to run one single iteration. We start with the 2-D BFGS-QN based distributed ECM algorithm, cf. Algorithm 3, and focus on the expectation-conditional maximization stage. In the first step, the computation of , according to (19) and , according to (16)- (18) for all is in the order . In the second step, local estimates of the Gaussian mixture model parameters are computed in an average consensus algorithm, cf. Algorithm 2, whose complexity scales as . In the last step, position update is found numerically via a Newton-type method (iterative in nature). Similar to [32] , it can be shown that the complexity scales as , where is defined to be the total number of Newton iterations. Therefore, the complexity for the th agent to run one iteration is , which can be approximated by when is small. The complexity of the corresponding centralized ECM algorithm is easy to obtain as , where is the average number of neighbors computed among all agents. Assuming that the sensors are uniformly distributed in a 2-D area with , , the computational power required by the centralized ECM algorithm is nearly evenly distributed to every agent. Similar conclusion can be drawn for the 1-D GS Table I . Therein, for brevity, "2-D BFGS-QN D(C)-ECM" denotes the distributed (centralized) ECM algorithm using 2-D BFGS-QN search of the positions and "1-D GS D(C)-ECM" denotes the distributed (centralized) ECM algorithm using 1-D GS of the positions. It is noteworthy that denotes the number of particles used to represent the internal messages (distributions) for both the sample-based and parametric SPAWN algorithms. With the help of the typical value of the design parameters given in Table I , we can conclude the following. Firstly, the distributed least-squares (LS) algorithm and the distributed weighted MDS (dwMDS) algorithm have the lowest computational complexity, as they do not require iterations within an iteration as compared to the distributed ECM algorithms or particle representation of the messages as compared to the SPAWN algorithms. Secondly, the complexity of the 2-D BFGS-QN D-ECM algorithm is expected to be lower than that of the SPAWN algorithms. This is because should be, in general, smaller than and negligible as compared to . While the complexity of the 1-D GS D-ECM algorithm should be comparable with that of the parametric SPAWN algorithms but much lower than that of the conventional SPAWN algorithm.
B. Communication Overhead
Generally speaking, a centralized, cooperative localization algorithm spends most of the energy on the wireless routing of the collected measurements via multi-hops to a fusion center. While a distributed self-localization algorithm spends most of the energy on the wireless transmission of refined point estimates (for non-Bayesian algorithms) or particles (for Bayesian algorithms) among neighboring sensor pairs. This is due to the fact that the energy consumed for transmitting one bit far outweighs that consumed for executing a single instruction on board [43] . We follow the methodology proposed in [36] , [44] to quantitatively analyze the total energy consumption. Some assumptions are made as follows: is the total number of transmitted bits, is the average number of hops required for transmitting one bit to the destination, and is the average amount of energy required for transmitting one bit over one hop.
In the sequel, we first calculate the total energy consumed by all agents to run one single ECM iteration. In the centralized ECM algorithms, the number of real values to be transmitted to the fusion center is (20) The approximation in (20) is due to the assumptions that only one of and is used and . Since a real value is represented in 64-bit precision, we have (21) The average number of hops from an agent to a fusion center is according to the first assumption. The total energy consumption for the centralized ECM algorithms is therefore In the two distributed ECM algorithms given in Algorithm 3, the total number of real values exchanged among neighboring sensors on one iteration is approximately equal to . Note that much less energy is consumed for updating the position estimate than for updating the mixture model parameter estimate via Algorithm 2. Therefore, (22) Since all the data are communicated between one-hop neighboring sensors, we have . Therefore, the energy consumed by the distributed ECM algorithms for one iteration is given by For comparison purposes, the energy consumption of different distributed algorithms are listed in Table II, where the  common factor has been omitted. The parameter in the classical SPAWN algorithm [5] denotes the number of particles required to represent each local belief message. In general, is large. In order to reduce the energy consumption, some new fashioned SPAWN algorithms, e.g., [15] and [16] , resort to fit the local belief messages with parametric models and exchange merely a few parametric model parameters between sensors. Here, denotes the total number of parameters used in a parametric model, which should be much less than . Gathering the above analysis and the results shown in Table II , it is easy to conclude the following. When the number of agents, tends to infinity, while the other design parameters are held constant, all the distributed algorithms scale as in the end and the centralized ECM algorithms consume the largest Table II , we can pin down that: 1) the distributed LS algorithm and the dwMDS algorithm consume the smallest amount of energy for one single iteration; 2) the energy consumed by the distributed ECM algorithms should be comparable with that of the parametric SPAWN variations whereas less than that of the classical SPAWN.
C. Concluding Remark
In the previous subsections, all the selected distributed algorithms are iterative in nature. For clarity, the analyses were carried out only for one single iteration. However, it is noteworthy that the total computational time and communication overhead required to fully run a distributed algorithm also rely on the total number of iterations, , which will be further elaborated in Section VI.
V. FUNDAMENTAL LIMITS OF LOCALIZATION ACCURACY
This section aims to derive the best achievable localization accuracy as a function of the Cramér-Rao bound (CRB), which is given as the inverse of the Fisher information matrix (FIM). Often, it is more convenient to express the FIM as (23) As we are considering a localization problem, position estimation performance is of utmost interest. Hence, we assume that the actual measurement error distribution is precisely known when deriving the performance bound. The entries in are reordered as for convenience.
Combining the steps given in [31] and [3] , the FIM of given the true is easy to obtain as where , and are all square matrices of dimension and (24) for . Here, is Kronecker's delta defined by if if and
The scalar factor is known as the intrinsic accuracy [45] and often approximated via Monte Carlo integration as (25) where , are i.i.d. samples generated from . In fact, (25) works for any distribution of known form that fulfills the regularity conditions listed in [45] . For the special case , we have in closed form and the result in (24) coincides with the one derived for a single Gaussian model in [3] . Finally, the CRB is given by . In the simulations, the localization accuracy is evaluated in terms of the overall localization root-mean-square-error (RMSE), which is defined by (26) Assuming that is any unbiased estimator of the true position , The lower bound of is given by
VI. RESULTS
Throughout the simulations, we set , within every single ECM iteration, and as the convergence tolerance for the centralized algorithms. The measurements are generated such that . For comparison purposes, we choose various competing algorithms, including the distributed LS algorithm [5, Algorithm 1] and the classical SPAWN algorithm [5] as well as two parametric variations [15] and [16] . It is well known that the distributed LS algorithm does not require any knowledge about the measurement error statistics. Throughout this section, we assume that all the SPAWN algorithms know the actual mixture model parameters and the underlying channel state (LOS or NLOS state) for every communication link. However, we note that these two assumptions can rarely hold in reality.
Details about the implementation of these competitors are as follows. A distributed LS estimate is found by following the routine given in [5] with the initial guess selected randomly and uniformly from the deployed area. The number of iterations is set to . The classical SPAWN algorithm sets . The first parametric SPAWN algorithm [15] uses a three-mode Gaussian mixture to represent the belief messages and a ten-mode Gaussian mixture to represent the internal messages. A second parametric SPAWN algorithm modifies [16] by adopting three circular distributions to represent the internal messages while a three-mode Gaussian mixture to model the belief messages. All SPAWN algorithms terminate after . All the simulations considered afterwards are performed in MATLAB™ environment on a PC equipped with Intel® Core™ i5-760 processor (2.80 GHz) and 8 GB RAM.
A. Simulation Results: Influence of Network Size
We consider three stationary networks with sensors uniformly arranged into rows and columns in a 40-meter (m) by 40-m square area, like in [2, Fig. 6 ]. In the sequel, the total number of agents, , takes 45, 96, 192 , respectively. The anchors are located in the four corners of the square area. The actual distance measurement error is assumed to follow a two-mode Gaussian mixture distribution with parameters , , , , , for a mixed LOS/NLOS environment. The actual mean and variance of each mixture component are set according to an indoor campaign results given in [23] . We further assume a quasi-static environment where the measurement error statistics stays unaltered during the localization process. Throughout this subsection, we do not assume model mismatch between the actual measurement error distribution and the parametric model with in (2) . We aim to study how the network size would influence different algorithms in terms of (1) overall localization RMSE (cf. (26)) and (2) computational time (in seconds) and (3) communication overhead (in megabytes). To simplify our comparisons, all the three networks are assumed to be fully connected in the sequel.
We perform a Monte Carlo experiment with 100 independent trials for each sensor network. An initial guess of the distributed ECM algorithms is determined according to the strategy given in Section III-D. More precisely, we determine by conducting conventional Gaussian mixture learning upon 50 measurement error samples collected between two anchors. After is obtained, it will be dispersed via a series of broadcasts to all sensors. An initial guess of the agent positions is determined by running the distributed LS algorithm [5, Algorithm 1] . After each agent obtained a local estimate of its own position, , it is also broadcast to the neighboring sensors . For fair comparisons, the centralized ECM algorithms use the same initial guess, although better strategies might exist.
We start to evaluate the overall localization RMSE versus the network size, , which takes 49, 100, and 196 sensors, respectively. The results are shown along with the performance lower bound in Fig. 2 . It is observed that all the RMSE curves decrease monotonically as increases. This can be explained from a Fisher information theoretic point of view. Since the sensor networks are assumed to be fully connected, more sensor pairs conduct measurements as increases, leading to more information about the relative positions.
The RMSE curves of the distributed ECM algorithms are close to those of the centralized counterparts. This is because the local estimates of the Gaussian mixture model parameters calculated through the average consensus algorithm are close to the corresponding global estimate for every single ECM iteration. The results obtained here have shown that a centralized ECM algorithm slightly outperforms its distributed approximation in terms of the overall localization RMSE. However, this is not guaranteed for all cases. For instance, we have observed under other settings (cf. Section VI-C) that a distributed ECM algorithm can generate even lower RMSE. One possible reason is that a distributed ECM estimator is biased in essence due to the approximations introduced therein. Besides, the corresponding centralized ECM estimator might be biased as well due to convergence to local optimum or insufficient number of iterations. Generally speaking, the 1-D GS based ECM algorithms are inferior to the 2-D BFGS-QN based algorithms due to the discretization of the solution space by a finite number of grids, for instance used here. Enlarging can effectively alleviate this problem, however, at the cost of higher computational cost.
In Fig. 2 , it is observed that the ECM algorithms perform closely to the classical SPAWN algorithm configured with perfect environmental knowledge and outperform the distributed LS algorithm by far. 4 It is also remarkable that the ECM algorithms clearly outperform the parametric SPAWN algorithm [16] when . For smaller , for instance 49 considered here, the localization RMSE of the ECM algorithms can deviate from the performance lower bound. Possible reasons are as follows. Firstly, more ECM iterations are needed to converge. Secondly, the ECM algorithm more often get stuck at local optimum. Thirdly, the total number of measurements are still insufficient for the ECM algorithms to demonstrate the asymptotic properties. As a conclusion, the proposed ECM algorithms are less suitable to use for the networks of rather small size, which is similar to applying the conventional EM algorithm for Gaussian mixture learning with only insufficient number of measurements.
As a complement of the theoretical computational complexity analysis given in Section IV-A, we next evaluate the average computational time for a single agent to run one complete trial of different distributed algorithms. Here, we also take into account the influence of the number of iterations . The corresponding design parameters for this experiment are for the distributed LS algorithm, and for the classical SPAWN algorithm, and for the modified parametric SPAWN algorithm [16] , , , , , and for the distributed ECM algorithms. The results are shown as a function of the network size, , in the top sub-figure of Fig. 3 . The results show that the distributed ECM algorithms are inferior to the distributed LS algorithm but outperform the parametric SPAWN algorithm by far in terms of the average computational time. It is noteworthy that the computational time stays nearly unaltered rather than increases linearly in terms of for the distributed LS algorithm. The reason is that in the distributed LS algorithm we adopt a simple censoring strategy to make the number of neighboring sensors, , always equal to a small fixed number rather than for the assumed fully connected networks. In this way, the distributed LS algorithm is less complex to use for initializing the proposed ECM algorithms.
Next, communication overhead is further evaluated in terms of the amount of megabytes (MB) consumed (for broadcast) by all sensors to run one complete trial of different distributed algorithms. The total number of MB consumed by the distributed ECM algorithms is . The total number of MB consumed by the classical SPAWN algorithm is , where the constant factor 3 comes from the fact that each particle contains two real values representing a candidate position in 2-D space and has a real weighting factor. The total number of MB consumed by the modified parametric SPAWN algorithm [16] is equally reduced to due to the use of a parametric model. Note that is equal to 17 in the above expression, denoting the total number of real values broadcast by each agent for one iteration. This is because a three mode Gaussian mixture is used to represent the belief message, and each agent needs to broadcast two real values for the mixing coefficients, 6 real values for the mean vectors, and 9 real values for the symmetric covariance matrices. The total number of MB that the distributed LS algorithm consumed is . This is because each agent needs to broadcast only two real values of its own position estimate on each iteration in the distributed LS algorithm. The above theoretical results are depicted as a function of in the bottom sub-figure of Fig. 3 . It is quite obvious that the classical SPAWN algorithm needs the largest amount of energy for wireless communications, followed by the distributed LS algorithm, the parametric SPAWN algorithm, and the distributed ECM algorithms. Part of the results obtained here contradict those in Section IV-B but are not surprising, because the influence of has been taken into account. More precisely, is set very small as compared to and , hence the parametric SPAWN algorithm is superior to the distributed LS algorithm and ECM algorithms in the above experiment. 5 
B. Simulation Results: Varying Measurement Error Statistics
In this subsection, we re-evaluate the overall localization RMSE for the distributed ECM algorithms using different network topologies and varying measurement error statistics. Each network consists of 105 sensors, among which 100 agents and 5 anchors. The agent positions are now generated uniformly from a 15 m m square area. The five anchors are placed in the four corners and the center of the deployed area. The communication range is set to 10 meter. In total ten different sensor networks are generated for test, and for each network the measurement error is assumed to follow a two-mode Gaussian mixture but with randomized parameters. More precisely, is uniformly generated from , from , from , from , and from . The mean and standard deviation are measured in meters. Contrary to the measurement error distribution used in Section VI-A, the two Gaussian mixture components are now partly overlapping. The two distributed ECM algorithms assume in the parametric measurement error model and use the same initialization strategy as introduced before. In order to provide better localization performance, the 1-D GS D-ECM algorithm adopts . The RMSE curves are shown together with the performance bound for each sensor network in Fig. 4 . In Fig. 5 , we further show the actual measurement error distribution respectively for the 3rd, 6th, 8th, and 10th sensor network, with which more obvious performance degradation can be observed. Although the results do not demonstrate clear performance drop, we note that the overlap of Gaussian mixture components may result in degraded performance. The reasons are the following. Firstly, an initial guess of the Gaussian mixture model parameters might be erroneously determined due to the misclassification of some measurements (especially those generated from the overlapping area), which will make the ECM algorithms converge to some unwanted result, like saddle point. Secondly, the ECM algorithms might wrongly converge to some position estimate such that the residuals can be very well classified into clusters. Thirdly, convergence speed of the ECM algorithms might become slower.
C. Experimental Results
Lastly, we adopt the real sensor network and TOA measurements described at the beginning of [3, Section IV] . The setup is shortly reviewed as follows. The measurement environment is a typical office area located at the Motorola facility in the USA. The network consists of 44 sensors in total, among which 40 agents and 4 anchors. The measurement system uses a wideband direct-sequence spread-spectrum (DS-SS) transmitter and receiver (Sigtek model ST-515). High SNR was maintained throughout the measurement campaign.
The distance measurement error after bias remedy ( ) was justified via Kolmogorov-Smirnov (KS) test to well fit a Gaussian distribution with zero mean and standard deviation , although the histogram manifests slightly skewed and heavy tailed profile as will be seen later. In practice, however, bias remedy can hardly be done as in [3] for lack of the actual agent positions. To be as realistic as possible, the proposed ECM algorithms use the original distance measurements (without bias remedy) and further assume unknown knowledge of the underlying measurement error distribution. But their competitors all use the bias remedied data. Moreover, the SPAWN algorithms assume a single Gaussian error model with precisely known mean and variance. Since unknown knowledge of the measurement error distribution is assumed, we test the ECM algorithms with two different values, namely (model mismatch free) and (model mismatch). For the case , the distributed ECM algorithms only need an initial guess of the agent positions, which can be computed via the distributed LS algorithm. Herein, the distributed LS algorithm is applied to the original data. As will be seen later in Table III , the existence of a bias term in the original data can largely degrade the distributed LS algorithm. For the case , the distributed ECM algorithms (with  and  ) and (with , , and , , and , , ) respectively from the 2-D BFGS-QN C-ECM algorithm) versus a diffusion based kernel density estimate [46] , which serves as the underlying distribution for lack of ground truth. 6 Similarly, the centralized ECM algorithms use the same initial guess for comparison purposes.
The overall localization RMSE is evaluated for different distributed algorithms in a fully connected network. The results are shown in Table III with an extra column indicating which data set is used by a specific algorithm. For better visualization, the estimated agent positions obtained from the two distributed ECM algorithms are depicted for the case in Fig. 6 along with the true sensor positions. Similar results are also obtained for the case but not shown here due to space constraints. In order to shed some light on how tolerant the distributed ECM algorithms are to the initial guess, we depict in Fig. 7 the agent positions estimated by the distributed LS algorithm using the original (bias retained) data set.
Although only one set of measurement data is available, the results obtained above reveal the following. Firstly, an unknown bias term in the measurement data can degrade the distributed LS algorithm, or broadly speaking any LS estimation based algorithm. Secondly, it is not surprising to see that the SPAWN algorithms provide the best performance because they have all the necessary information about the measurement error statistics and the assumed uniform prior distribution (for the unknown agent positions) is apparently a good choice. Thirdly, the centralized ECM algorithms with are superior to those with , because the former are free of model mismatch. In contrast to the SPAWN algorithms, however, they need to estimate one extra set of mean and variance parameters jointly with the unknown positions. And in contrast to the distributed LS algorithm, they tend to find a better parameter estimate in the sense of maximizing the log-likelihood function rather than converge to some suboptimal solution, for instance the actual agent positions and the calibrated mean and variance [3] . An additional comparison between the estimated Gaussian distribution and the calibrated Gaussian distribution [3] is shown in Fig. 8 . Therein, a diffusion based kernel density estimate (KDE) [46] of the actual measurement error distribution is also depicted, which serves as the ground truth. Fourthly, the centralized ECM algorithms with degraded only slightly, as the final PDF estimate (essentially a three mode Gaussian mixture) degenerated upon convergence almost to the Gaussian PDF estimate obtained for the case . This can be seen clearly from Fig. 8 . Therein, it is also observed that the modes of these two PDF estimates are very close to that of the KDE. This is critical for an unbiased estimator to be found by the proposed centralized algorithms. Fifthly, the distributed ECM algorithms perform closely to their centralized counterparts, and the explanations have been given before. Sixthly, the ECM algorithms show good tolerance to an initial guess.
The main purposes of this section are twofold. On the one hand, the ECM algorithms were tested with and without model mismatch. On the other hand, different cooperative localization algorithms were tested with one set of real measurement data. We also stress that the comparison of different algorithms is not our focus here, since particularly only one set of data is available.
VII. CONCLUSION
In this paper, we have proposed a series of expectation-conditional maximization (ECM) algorithms for cooperative localization in non-Gaussian measurement errors approximated by finite-mode Gaussian mixture. The centralized ECM algorithms have been proven under some conditions to be able to increase the incomplete data log-likelihood monotonically towards a stationary value. Distributed ECM algorithms have also been developed to resolve the scalability problem for large-scale sensor networks. Systematical analyses have shown that the proposed distributed algorithms perform analogously to the parametric SPAWN algorithms in terms of both computational complexity and communication overhead. Simulationand experimental results have demonstrated that: (1) the proposed ECM algorithms nearly attain the performance lower bound when the data size is much larger than the number of unknowns and free of model mismatch; (2) the proposed algorithms can work properly but sub-optimality under model mismatch. The proposed ECM algorithms are non-Bayesian in nature. They are more robust against outliers than the conventional LS algorithms. In contrast to some Bayesian algorithms, for instance the SPAWN algorithms, they require neither precise measurement error statistics nor complicated NLOS identification. Therefore, they are suitable for a wider range of WSN applications. Nevertheless, many research challenges need to be met in our future work, including (1) reduction of computational complexity and communication overhead; (2) consideration of lossy wireless transmission and quantized messages.
APPENDIX A PROOF OF THEOREM 1
The result given in Remark 2 reveals that the proposed centralized ECM algorithms can converge monotonically to some value of the incomplete-data log-likelihood function when bounded above. For to be a stationary point, however, we need to further prove, according to [29] , that: (1) is differentiable; (2) the corresponding gradient is of full rank at , for all ; and (3) the "space filling" condition holds as (27) where is the column space of the matrix . Due to space limitations, we only give the proof for the 1-D GS C-ECM algorithm. Similar methodology applies to the 2-D BFGS-QN C-ECM algorithm.
In the 1-D GS C-ECM algorithm, we have and . It is easy to show that is differentiable and irrespective of because (28) It is clear that is of dimension ; and , , are all of dimension . Since and are mutually orthogonal for , owns a full column rank for any . So far, the first two conditions have been proven. In the sequel, we omit the ECM iteration index for brevity.
The proof of the third condition starts with the definition of column space, that is, is a linear combination of the columns of the matrix , i.e.,
where is any real non-zero scalar coefficient. Since is a subspace of , (27) can be reformulated as (29) where is the whole space of , spanned by . The right-hand-side of the second equation in (29) can be performed sequentially in the order , more precisely, for while for . Starting from , we obtain, owing to the dimension formula [47] , that It is easy to see that and . The dimension of the sum of the two column spaces, , is equal to the rank of the augmented matrix , namely . As a consequence, we obtain . The basis vectors required to span are just the column vectors that and have in common, namely, Similarly for , we have (30) and Note that the result derived in (30) 
