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Hydraulic fracturing is behind the successful and feasible exploitation of unconventional 
hydrocarbon resources around the world. Pioneered by North American operators, the multi-stage 
massive treatments have enabled producing shale resources very efficiently and at a competitive 
cost. Recently, limited entry perforating has been found to be useful to increase the stage length 
and reduce the total stage count with no compromise on productivity. Limited entry hydraulic 
fracturing treatments rely on the concept of limiting the number of perforations, creating a high 
perforation frictional loss, and elevating the pressure inside the wellbore. The elevated pressure 
helps to overcome the closure stress variations along the stage and divert the fracturing fluid more 
evenly among the clusters. The slurry flow at such a high flow rate through limited perforations is 
very abrasive, causing a rapid and significant change to the perforation shape and size.  
This dissertation addresses two critical aspects of the limited entry hydraulic fracturing 
treatments; the high perforation frictional loss and the dynamic perforation erosion process. 
Utilizing Computational Fluid Dynamics (CFD), this work modeled the flow through perforations 
and developed a quantitative understanding of the kinetic energy correction factor used in the 
perforation friction equation, the coefficient of discharge (𝐶𝑑). The 𝐶𝑑 sensitivity to the perforation 
design parameters was investigated using an experimentally calibrated model. Using the discrete 
phase model (DPM), the proppant distribution among the clusters for actual field completion 
designs was modeled, and the steady-state erosion distribution and rate were predicted. The erosion 
rate sensitivity analysis was carried out on a field-scale completion design case and showed 
reasonable agreement to the erosion field data analysis. 
The results identified a 𝐶𝑑 value of 0.72 for a 0.35 in. sharp-edge drilled perforation. Real 
jet perforations of the same size display higher 𝐶𝑑 values, ranging from 0.75 to 0.83 due to the 
semi-round perforation entry and inlet burr effect. The erosion process increases the perforation 
discharge efficiency, and the 𝐶𝑑 value increases significantly, reaching the 0.9 range as estimated 
by the transient erosion model. The model indicated that the smaller the perforation size, the longer 
the tunnel, the higher the viscosity and proppant concentration, and the smaller the proppant size, 
the lower the 𝐶𝑑. 
iv 
The two-phase DPM modeling results revealed the importance of the particle inertia and 
gravity force on the proppant transport and distribution. CFD is a useful tool in capturing the 
impact of those two major forces, predicting the proppant and erosion distribution for various 
completion designs. The DPM modeling indicated that the perforation erosion process is governed 
by the mass of particles flowing out and their impact velocity. Supported by field data, the erosion 
rate is highly sensitive to the flow rate; a 20% rise in the flow rate showed more than 60% increase 
in the erosion rate. The gravity force also has an impact on the erosion rate; bottom perforations 
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CHAPTER 1  
INTRODUCTION 
Hydraulic fracturing is a widespread and well-established stimulation technique that has 
changed the game of exploiting tight and unconventional resources over the past decades. In 
conjunction with the advancement of horizontal drilling and well completion technologies, the 
evolving technology of hydraulic fracturing has helped boost initial production rates, enhance 
overall well productivity, and add more reserves to the books, making the developing of such tight 
resources much more profitable. The hydraulic fractures are artificially created downhole in 
multiple stages along the horizontal section of the wellbore, tremendously increasing the well 
contact area with the reservoir. The enlarged well-reservoir contact area or what is also described 
as a larger effective wellbore radius increases the capability of the well to withdraw much higher 
volumes and hence improve the net present value (NPV).  
Multi-stage or what is also called high-volume hydraulic fracturing treatments have 
become a standard day-to-day well completion practice for unconventional reservoirs. The 
completion cost for such massive treatments accounts for over 50% of the total well cost. 
Therefore, operators are extremely concerned with optimizing the stimulation design to effectively 
treat all stimulation clusters/stages and maximize the well performance. The “limited entry” 
perforation technique recently appears to help treating lengthy stages more effectively and to 
reduce the overall stage count. Weddle et al. (2018) were able to reduce the number of stages for 
a 9,500 ft lateral in the Bakken formation from 50 to 27 with no sacrifice on the production 
performance. The main idea of limited entry is to limit the number of perforations and elevate the 
perforation friction pressure such that any variation in the fracture entry pressure between clusters, 
due to differences in closure stress or stress shadowing, will be marginal and will not affect the 
flow distribution. Implementing limited entry involves pumping the treatment at higher rates 
through a limited number of perforations and establishing high-velocity jets through the 
perforations. Proppant at such high velocity becomes abrasive to metals and causes perforations 
to round and erode, resulting in significant drops in the perforation friction. Therefore, it is very 
crucial to quantify the perforation friction and predict its change over the course of treatment to be 
able to compensate instantly for any drop in perforation friction with a flow rate increase.  
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1.1 Motivation 
The pressure drop across perforations, which is also called “perforation friction loss”, is an 
essential parameter in designing and monitoring hydraulic fracturing treatments. The orifice-based 
pressure drop equation, which is commonly used to estimate the perforation friction loss, contains 
a dimensionless kinetic energy correction factor, the coefficient of discharge (𝐶𝑑). The 𝐶𝑑 for an 
orifice meter as well as other flow restricting devices such as nozzles and venturi tubes can be 
determined experimentally for flow rate calibration purposes. For pipe perforations, several 
experimental attempts to quantitatively study the 𝐶𝑑 reveal a wide range of values and show 
dependency on some treatment parameters. In addition, the perforation erosion process makes 𝐶𝑑 
a time-dependent variable due to the dynamic change in perforation size and shape, which affects 
the perforations' friction and their fluid discharge efficiency.  
The motivation of this research project was to improve the accuracy of the perforation 
friction loss estimation by reducing the uncertainty of 𝐶𝑑 and determining its value numerically. 
A representative 𝐶𝑑 value would also improve the injection step-rate analysis outcomes by 
reducing the number of variables and minimizing the non-uniqueness of the pressure history-
matching solution. Another motivation for this project was to better understand the perforation 
erosion process by identifying the major factors controlling it, and investigating the impact of the 
treatment parameters on the erosion rate. 
1.2 Objectives 
This research aims to develop a quantitative understanding of the 𝐶𝑑 and perforation 
erosion process utilizing Computational Fluid Dynamics (CFD). This goal was achieved by 
completing the following objectives: 
 Model and analyze the fluid flow through an orifice meter and perforation, validate 
the numerical results against the experiments, and ensure the CFD capability in 
estimating the 𝐶𝑑. 
 Investigate the effect of the treatment variables, such as perforation size, tunnel 
length and viscosity, on the 𝐶𝑑 value using an experimentally validated model. 
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 Develop a field-scale DPM model to predict the proppant and erosion distribution 
across the perforation clusters, and investigate the erosion rate sensitivity to the 
treatment variables.  
 Study the dynamic perforation erosion behavior using a transient erosion model and 
predict the perforation friction and 𝐶𝑑 profiles versus the erosion time.   
1.3 Dissertation Organization 
The dissertation is composed of seven chapters. After introducing the research topic and 
stating the objectives in Chapter 1, a review of the related literature is conducted in Chapter 2. 
Chapter 3 describes the research methodology utilized in this dissertation. Chapter 4 presents the 
results of modeling the fluid flow through restrictions and estimates the 𝐶𝑑. Chapter 5 focuses on 
the perforation erosion due to the abrasive flow of proppant. Chapter 6 discusses the results and 
implications of this research. Finally, Chapter 7 states the research conclusions and offers 











CHAPTER 2  
BACKGROUND AND LITERATURE REVIEW 
The literature review conducted in this chapter starts with a brief description of the 
hydraulic fracturing and the limited entry perforating technique. Section 2.3 discusses the forces 
affecting the proppant transport and distribution processes. Section 2.4 explains the 𝐶𝑑 derivation 
and overviews the experimental efforts to estimates its value. Finally, Section 2.5 addresses the 
erosion topic and highlights the major literature contributions in this area.         
2.1 Hydraulic Fracturing 
Hydraulic fracturing has over 70 years of history. The first intentional experimental 
treatment named “Hydrafrac” was in 1947 in the Hugoton gas field in Kansas, conducted by 
Stanolind Oil (Montgomery and Smith 2010). They injected gasoline thickened by naphthenic-
acid-and palm-oil (napalm) followed by a gel breaker to stimulate a shallow (2,400 ft) limestone 
formation. That trail was not successful in enhancing the production, but it was the trigger for such 
stimulation technology. In 1949, Haliburton conducted the first two commercial treatments in 
Oklahoma and Texas using crude oil and crude oil blended with gasoline as fracturing fluids, and 
sand as proppant. An average production increase of 75% was reported in the first year on 332 
treatments. After that, the hydraulic fracturing technique started emerging quickly in the US as a 
stimulation practice reaching more than 3,000 wells/month in the mid-1950s. Further 
implementation and improved understanding of this technique has moved the industry towards 
water-based fluids (Al-Muntasheri 2014) and high volume treatments that are executed in stages 
(Montgomery and Smith 2010).  
Hydraulic fracturing is the process of injecting fracturing fluid at high pressure, greater 
than the in-situ minimum horizontal stress, to rupture the rock and generate fractures. To keep 
those artificially created fractures open and contributing to flow, proppant is injected with the 
fracturing fluid to fill the fractures’ void space and introduce some conductivity after the fracturing 
pressure is released and the fractures close again. The fracturing treatment is typically conducted 
in the stages shown in Figure 2.1. First, water with mid-to-low strength acid is injected as a 
“prepad” fluid to fill the tubulars and pressurize the system. The next stage is the injection of the 
fracturing fluid “pad” which is composed of water plus the necessary additives to make the desired 
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physical and chemical properties of the fracturing fluid. Additives for water-based fracturing fluid 
can include friction reducers, gelling agents, gel breakers, clay stabilizers, biocides, pH buffers, 
surfactants, and nonemulsifiers. After injecting the “pad”, the proppant is introduced to the 
fracturing fluid to form the “slurry”, which is usually of increasing proppant concentration as 
shown in Figure 2.1. Finally, the “displacement” fluid is injected to displace the remaining slurry 
in the wellbore to the fractures (Daneshy 2010).  
 
Figure 2.1: Typical hydraulic fracturing chart showing the stages of the treatment (From 
Daneshy 2010). 
Prior to conducting the fracturing treatment, the design phase comes into play to ensure an 
effective and successful operation. During the design stage, engineers carry out comprehensive 
calculations on the fluid volumes, rheological properties, injection rate, treatment pressure, and 
required pumping horsepower, incorporating previous experience, best practices, and lessons 
learned. This engineering work can also be supplemented with a fracture modeling study that 
predicts the geometry and fracture conductivity for the potential treatment designs. 
Monitoring the treatment is another important phase where the engineer observes the job 
parameters on a real-time basis to ensure the operation is running as planned and expected. The 
bottomhole treating pressure (BHTP) is among the essential parameters on the treatment plot 
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closely monitored to ensure fracture propagation (Crump and Conway 1988). The BHTP is 
calculated as shown in Equation 2.1 (Willingham et al. 1993; Lord et al. 1994): 𝐵𝐻𝑇𝑃 = 𝑃𝑤 + 𝑃ℎ − 𝑃𝑓 − ∆𝑃𝑝𝑓  (2.1) 
where 𝑃𝑤 is the wellhead or surface treating pressure; 𝑃ℎ is the hydrostatic pressure; 𝑃𝑓 is the 
tubular friction pressure and ∆𝑃𝑝𝑓 is the pressure drop across perforations (perforation friction 
loss). 𝑃𝑤 and 𝑃ℎ can be accurately obtained with advanced measurement tools and computer-based 
data acquisition systems. 𝑃𝑓 can be predicted when the fluid rheology and wellbore properties are 
available. Therefore, the main unknown for estimating BHTP in Equation 2.1 is ∆𝑃𝑝𝑓. Some 
practices in the estimation of BHTP assumes ∆𝑃𝑝𝑓 to be negligible and equal to zero. Another 
practice is to use a constant value obtained from prior estimates if instantaneous shut-in pressure 
and downhole measurement are available (Willingham et al. 1993; Lord et al. 1994). The 
assumption of zero and constant ∆𝑃𝑝𝑓 does not hold true when treating with high flow rates through 
a small number of perforations as in the limited entry treatments, since the perforation friction loss 
is extremely high and it changes significantly due to perforation rounding and erosion.  
2.2 Limited Entry Perforating 
Limited entry is the technique of “choking” the perforation in the completion design by 
limiting the number of perforations or reducing the size of the holes to establish a higher pressure 
drop across the perforations and elevate the pressure level inside the casing. The elevated pressure 
in the casing helps to overcome the closure stress variations between clusters and divert the 
fracturing slurries more evenly (Cramer 1987; Weddle et al. 2018).  
The history of limited entry can be traced back to the late 1950s, to what was locally known 
as a “pin-point sandfracturing” technique. Murphy and Juch (1960) from Shell de Venezuela 
presented a substantial increase in the first year production results after limiting the perforations 
in stimulating several sand bodies interbedded with shale. In 1963, Lagrone and Rasmussen, also 
from Shell Oil Company, termed the ”limited entry” as a new developed completion method that 
has helped improve the stimulation efficiency in treating multiple stacked pay zones in Texas and 
New Mexico. Cramer (1987) discussed the application of the limited entry technique in massive 
hydraulic fracturing treatments and shed light on the fluid mechanics aspects of the high flow rate 
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through perforations. Weddle et al. (2018) explained the merit of limited entry in distributing the 
fluid more evenly through the “injection variability index” shown in Figure 2.2. Increasing the 
perforation friction reduces the injection variability between clusters due to the differences in 
fracture entry pressure. Their completion practice in the Bakken formation, which was termed 
“Extreme Limited Entry”, starts with more than 2,000 psi perforation friction which is maintained 
above 1,500 psi throughout the treatment by increasing the pumping rate to compensate for the 
perforation friction drop due to erosion.  
 
Figure 2.2: Excess perforation friction during limited entry treatments reduces the injection 
variability between clusters of various fracture entry pressure. Colored curves of various fracture 
entry pressure converge to the zero psi variability with higher perforation friction (From Weddle 
et al. 2018).      
Distributed Temperature Sensing (DTS) and Distributed Acoustic Sensing (DAS) are fiber 
optics diagnostic techniques that are commonly used to evaluate the treatment efficiency. In 
limited entry treatments, DTS usually indicates that most of the clusters receive fluid and the 
treatment injection efficiency is high, but DAS often indicates that the proppant placement does 
not necessarily follow the fluid distribution. Figure 2.3 shows an example of a limited entry 
treatment where the DAS signature indicates that most of the treatment was received by three 
clusters, and the proppant was not uniformly distributed. Another example is shown in Figure 2.4, 
where Weddle et al. (2018) estimated an 87% cluster efficiency based on the radioactive tracer 
log, although the DTS results showed an even fluid distribution.  
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Figure 2.3: Treatment plot and fiber optics results of a 6-cluster stage treated using the limited 
entry technique. DTS shows that all clusters received fluid, but DAS indicates most of the 
proppant is towards the heel side (From Ugueto et al. 2016). 
 
Figure 2.4: Radioactive tracer log for a 15-cluster stage treated using the limited entry technique. 
Although the DTS showed uniform fluid distribution, the tracer log estimated an 87% treatment 
efficiency (From Weddle et al. 2018).  
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2.3 Proppant Transport and Distribution 
The fracturing slurry flow inside the wellbore is a two-phase liquid-solid suspension flow 
where the dispersed solid particles are suspended and conveyed by the flow velocity and 
turbulence. Due to the density difference between the liquid and solid phases, and the action of 
gravity, the proppant tends to settle at lower flow rates and the flow regime transit from a 
homogenous suspension flow to a heterogeneous one (Figure 2.5). This highlights the impact of 
the gravitational force impact and the need for viscosity and flow turbulence to keep the particles 
suspended. The use of high flow rates in pumping the slurries imposes flow momentum on the 
particles and creates an inertial effect. Those two major forces, the gravity and particle inertia, are 
behind the discrepancy between the fluid and proppant distributions.  
 
 
Figure 2.5: Solid-fluid flow patterns and their concentration profiles (From Peker et al. 2008).  
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Stokes number (St) is commonly used to characterize the effect of suspended particles 
inertia on its motion. St is a dimensionless number that relates the particles response time (𝑡𝑝𝑟) to 
the characteristic time of the fluid (𝑡𝑐): 
St = 𝑡𝑝𝑟𝑡𝑐   (2.2) 
for high St flows, the response time of the particles is much higher than the characteristic time of 
the carrying fluid, which makes the particles behave independently and their movement is 
controlled by their inertia (inertia flow regime). While in the viscous flow regime, the particle 
response time is comparable to that of the fluid and the viscous forces are able to keep the particles 
within the fluid streamlines (Figure 2.6).  
 
Figure 2.6: Schematic of the particles flow path (solid lines) relative to the fluid phase 
streamlines (dashed lines) illustrating how particles follow the fluid movement in the viscous 
flow regime (low St) while they behave independently flowing on the original direction in the 
inertia flow regime (high St) (From Curtis 2011). 
The particles response time (𝑡𝑝𝑟) and fluid characteristic time (𝑡𝑐), shown in Equation 2.2, 
are defined respectively as follows: 
𝑡𝑝𝑟 = 43𝜌𝑝𝜌 𝑑𝑝𝐶𝐷𝑉𝑡  (2.3) 
𝑡𝑐 = 𝐿𝑉𝑐  (2.4) 
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where 𝑉𝑡 is the terminal velocity, 𝐶𝐷 is the drag coefficient, 𝐿 is the characteristic length the fluid 
is passing through, and 𝑉𝑐 is the superficial velocity. For particles flowing in the Stokes’ regime, 𝑡𝑝𝑟 takes the following form: 
𝑡𝑝𝑟 = 118𝜌𝑝𝑑𝑝2𝜇   (2.5) 
Filippov et al. (2016) used the wellbore velocity (𝑉𝑤) and the perforation diameter (𝐷𝑝) in 
the 𝑡𝑐 equation to end up with the following form which can be used to calculate the St near 
perforations: 
St = 29𝜌𝑝𝑑𝑝2𝜇 𝑉𝑤𝐷𝑝  (2.6) 
Equation 2.6 shows that the particles’ inertia is directly proportional to the particle density (𝜌𝑝), 
particle size (𝑑𝑝) and velocity (𝑉𝑤), while it is inversely proportional to the fluid viscosity (𝜇), and 
perforation size (𝐷𝑝).  
In addition to the gravity and proppant inertia effects, several other factors may impact the 
proppant distribution process. The closure stress variation and stress shadowing would impose 
various back-pressure on the perforation and cause them to receive the slurry differently. The 
perforation design (perforation size, density and phasing) as well as the uniformity of the fired 
perforations is another factor. During the treatment, the proppant jamming and bridging at the 
perforations could cause cluster screen-out that forces the fracturing fluid to re-distribute. The 
perforation erosion and the resultant increase in 𝐶𝑑 and 𝐷𝑝 increases the perforation flow capacity 
which would affect the distribution if perforations erode at different rates.  
To understand this complex and dynamic process, several surface tests were conducted to 
comprehend the impact of the perforation design, fluid and proppant properties on the proppant 
distribution (Daneshy 2011; Crespo et al. 2013). CFD has also been utilized by various researchers 
to predict the proppant distribution for small scale flow domains (Bokane et al. 2013; Wu et al. 
2017), and actual full-scale completion designs (Almulhim et al. 2020).  
12 
2.4 Coefficient of Discharge 
The industry has adopted the orifice flow equation to estimate the perforation friction 
pressure: 
∆𝑃𝑝𝑓 = 0.2369 𝑄2𝜌 𝐷𝑝  4 𝑁𝑝2 𝐶𝑑2   (2.7) 
where 𝑄 (bpm) is the total flow rate through the perforations, 𝜌 (lb/gal) is the fluid density, 𝐷𝑝  
(in.) is the perforation diameter, 𝑁𝑝 is the number of perforations and 𝐶𝑑  is the coefficient of 
discharge. 
The flow through an orifice plate is obtained by solving the mechanical energy balance 
between the two points of maximum pressure drop; Points (1) and (2) shown in Figure 2.7. With 
the assumptions of steady-state and streamline flow, incompressible and inviscid fluid, and no 
shaft work or heat transfer, the energy balance equation reduces to the Bernoulli equation. Point 
(1) assumes a flat velocity profile while Point (2) assumes the maximum jet contraction (vena 
contracta) where the flow jets continue to converge downstream to a smaller diameter than the 
orifice opening (D2 < d). The pressure drop across the orifice depicted in Figure 2.7 can be 
expressed as,   
∆𝑃 = 𝑃1 − 𝑃2 = 12  𝑢02𝜌(1 − 𝛽4) 𝐶𝑑2   (2.8) 
where 𝑢0 is the throat velocity (inside the orifice plate), 𝜌 is the fluid density, 𝛽 is the 
orifice-to-pipe diameter ratio, and 𝐶𝑑 is an empirical coefficient that accounts for the head loss due 
to the flow contraction and friction effects. 
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Figure 2.7: Typical construction of the orifice meter in a pipe to measure the flow rate (From 
Munson et al. 2006).   
 𝐶𝑑 is used to correct the ideal rate of discharge (𝑄𝑖) obtained by solving Bernoulli, to the 
actual (𝑄) due to the non-ideal effects of flow contraction and friction through the orifice. The 
effect of contraction is described using the coefficient of contraction (𝐶𝑐), which is defined as the 
ratio of jet flow area (𝐴2) to orifice flow area (𝐴0). The effect of friction is described using the 
coefficient of velocity or friction (𝐶𝑣), which is the ratio of actual velocity (𝑣𝑎) to ideal velocity 
(𝑣𝑖) (Daugherty and Ingersoll 1954). The relation of the three coefficients is shown in Equation 
2.9: 
𝐶𝑑 = 𝑄𝑄𝑖 = (𝐴2𝐴0) (𝑣𝑎𝑣𝑖) = 𝐶𝑐𝐶𝑣  (2.9) 
since 𝐶𝑑 is mainly influenced by the contraction effects, Cramer (1987) suggested to assume 𝐶𝑣 =1, and then 𝐶𝑑 can be simply related to the ratio of flow areas or diameters as shown in Equation 
2.10 and Figure 2.8, 
𝐶𝑑 = (𝐴2𝐴0) = 𝐷2𝑑   (2.10) 
but determining 𝐶𝑑 based on estimating the flow area’s ratio is difficult and it involves potential 
human error.       
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Figure 2.8: Jet contraction due to flow through square-edge orifice (From Willingham et al. 
1993). 
More practically, 𝐶𝑑 is treated as a kinetic energy correction factor to account for the 
additional pressure drop due to flow restriction and jet contraction; the smaller the 𝐶𝑑, the greater 
the kinetic energy correction. A 𝐶𝑑 value of 0.95, for example, means that the kinetic energy of 
the fluid passing through the orifice is less than the actual pressure drop; the 0.95 factor corrects 
the kinetic energy by an additional 10%  (
1𝐶𝑑2 = 1(0.95)2 = 1.10).  
Although there are some typical 𝐶𝑑 values reported in the literature for sharp-edge and 
square-edge orifices (𝐶𝑑~ 0.55 − 0.62) (Cramer 1987), the 𝐶𝑑 is known to be a function of the 
orifice-pipe configuration; pressure transducer locations, orifice-pipe diameter ratio (𝛽 = 𝑑𝐷), and 
Reynolds Number (𝑁𝑅𝑒). Figure 2.9 shows the dependency of 𝐶𝑑 on 𝛽 and 𝑁𝑅𝑒, converging to the 
famous theoretical 0.62 𝐶𝑑 value (Daugherty and Ingersoll 1954) with increasing the 𝑁𝑅𝑒. For 
perforations, the calculated 𝐶𝑑 is generally higher than that of an orifice due to the dimpling effect 
of bullet perforations and irregular features of jet perforations (Cramer 1987). Kraemer (1951) 
found in his study that 0.822 and 0.754 are reasonable 𝐶𝑑 values for bullet and jet perforations, 
respectively.   
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Figure 2.9: 𝐶𝑑 of corner-taps square-edge orifice as function of 𝛽 and 𝑁𝑅𝑒 (From Lord et al. 
1994). 
Experimentally, Crump and Conway (1988) estimated a 𝐶𝑑 ranging from 0.49 for a 0.41 
in. perforation to 0.64 for a 0.5 in. perforation when flowing water through drilled perforations. 
Lord et al. (1994) found the same trend of increasing 𝐶𝑑 with bigger perforation diameter for water 
and non-crosslinked fluids, as shown in Table 2.1. However, they found the opposite trend when 
flowing crosslinked fluids, as shown in Table 2.2. Willingham et al.’s (1993) experiments show a 
slight increase in 𝐶𝑑 with the increase in perforation diameter for water but not for gelled fluids 
(Table 2.3). In addition to the 𝐶𝑑 dependency on the perforation diameter, the fluid type and 
viscosity have an impact of the 𝐶𝑑 value. Comparing the 𝐶𝑑 values of the same perforation size in 
Table 2.1 and Table 2.2 shows a decreasing trend with increasing the viscosity. Table 2.3 shows 
the same trend for the 3/8 in. perforation, but the 1/4 in. perforation did not show any impact on 
the 𝐶𝑑 with increasing the viscosity. The 3/16 in. perforation showed the opposite trend, larger 𝐶𝑑 




Table 2.1: Estimated 𝐶𝑑 for non-crosslinked fluids showing a trend of increasing the 𝐶𝑑 value 
with increasing the perforation size (From Lord et al. 1994). 
 
Table 2.2: Estimated 𝐶𝑑 for crosslinked fluids showing a trend of decreasing the 𝐶𝑑 value with 
increasing the perforation size (From Lord et al. 1994). 
 
Table 2.3: Estimated 𝐶𝑑 for non-crosslinked fluids showing a trend of increasing the 𝐶𝑑 value 
with increasing the perforation size (From Willingham et al. 1993). 
 
A recent experimental study was conducted by Loehken et al. (2020) using a submerged 
casing setup (Figure 2.10), similar to Crump and Conway’s (1988) experiment, and using an orifice 
flow meter setup (Figure 2.11). They found that both setups yield approximately the same 𝐶𝑑 
value. They utilized the orifice meter setup to estimate the 𝐶𝑑 for various perforation shapes and 
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sizes, considering water and gel as fluids. The submerged casing setup estimated a 𝐶𝑑 of 0.71 for 
a 0.35 in. drilled perforation. Real gun-shot perforations showed higher 𝐶𝑑 values reaching to 0.85 
due to the perforation inlet burr. The lowest 𝐶𝑑 value reported by Loehken et al. (2020) was 0.68 
for a 0.4 in. perforation of a 0.47 in. plate thickness.          
 
Figure 2.10: Schematic of the submerged casing setup of Loehken et al. (2020) which was used 
to measure the perforation friction and estimate the 𝐶𝑑 for a single and dual 0.35 in. drilled 
perforations. 
 
Figure 2.11: Schematic of the orifice flow meter setup of Loehken et al. (2020) which has an 
interchangeable perforated plate between two 7 in. pipes, allowing to estimate 𝐶𝑑 for various 
perforation shape and sizes. 
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Step-rate tests can be used to estimate an average 𝐶𝑑 for the whole stage, but the answer is 
not unique and can be highly uncertain due to the uncertainty about the two other variables in 
Equation 2.7; the number of open perforations and average perforation diameter. Cramer et al. 
(2019) presented a step-rate calculation example (Well A – Stage 21) where they ran a downhole 
camera to image the perforation post the treatment. Assuming that all perforations are open, as 
they all showed signs of erosion, and considering the minimum perforation diameter as an average 
for the whole stage, they estimated a pre-job 𝐶𝑑 of 0.93. Such a 𝐶𝑑  value is very high for un-eroded 
perforations. 
2.5 Perforation Erosion 
During fracturing treatments, the flow of fracturing slurries through perforations induces 
metal abrasion and dynamically changes the perforation shape and size with more proppant passing 
through (Cramer 1987; Crump and Conway 1988). The erosion of perforations becomes more 
severe in limited entry treatments where the number of perforations is limited, and the velocity is 
high. In fact, the limited entry operation could fail if the drop in perforation friction due to erosion 
is not mitigated by increasing the pumping rate.  
Perforation erosion is attributed to two mechanisms; (1) rounding and smoothing of the 
perforation entry and (2) perforation diameter growth. The rounding mechanism dominates the 
early time and takes little metal abrasion to bevel the edges and smooth the perforation inlet. As 
the perforation inlet is smoothed, the sharp-edge entry takes the shape of a nozzle (Figure 2.12), 
which reduces the vena contract effect and causes a significant increase in the 𝐶𝑑. Figure 2.13 
clearly shows the rounded inlet of the drilled perforation after sand was pumped (Crump and 
Conway 1988). The mechanism of diameter growth occurs mainly in the late-time at a slower rate 
when the erosion reaches the exit side of the perforation. Crump and Conway (1988) attributed the 




Figure 2.12: Illustration of the perforation erosion process showing the edge rounding and vena 
contract effect reduction (From Long et al. 2018). 
 
 
Figure 2.13: Pictures from the experimental work of Crump and Conway (1988) showing the 




Figure 2.14: Measured pressure drop across shaped-charge perforations versus the pumping time 
for two cases: 2.3 and 6 ppg sand concentrations. The pressure profile shows a rapid decrease in 
the early time that is attributed to the perforation rounding mechanism, followed by a slower 
pressure drop phase indicating a stable growth in the diameter (From Crump and Conway 1988). 
Cramer (1987) demonstrated the two erosion mechanisms in Figure 2.14 by plotting the 
hydraulic perforation diameter (𝐷𝑝 × 𝐶𝑑0.5) versus the mass of proppant (Figure 2.15). He 
attributed the "hump-like" behavior to the perforation rounding time and the straight line to the 
stable diameter growth. In a recent publication, Cramer et al. (2019) described the erosion as a 
"two-step process" that starts with the smoothing of the perforation inlet and an increase in 𝐶𝑑, 
followed by the stable steady-state diameter growth when erosion reaches the exit side of the 
perforation. The increase in 𝐶𝑑 and 𝐷𝑝 resulting from erosion both contribute to lower the 
perforation friction loss but with different magnitudes since 𝐶𝑑 is raised to a power of two while 𝐷𝑝 is raised to four (Equation 2.7). 
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Figure 2.15: Plot of (𝐷𝑝 × 𝐶𝑑0.5) versus mass of proppant, showing the two stages of erosion 
(From Cramer 1987). 
Estimating the eroded perforations 𝐶𝑑 from Equation 2.7 is only possible if the final 𝐷𝑝 is 
determined. Crump and Conway (1988) determined 𝐷𝑝 after disassembling the apparatus at the 
end of their experiment (Table 2.4). Willingham et al. (1993) also estimated the post-erosion 𝐶𝑑 
and demonstrated the effect of increasing sand concentration (Table 2.5). Both experiments show 
how 𝐶𝑑 increases due to the perforation rounding. 





Table 2.5: Post-erosion 𝐶𝑑 for different sand concentrations and perforation sizes (From 
Willingham et al. 1993). 
 
El-Rabba et al. (1999) assumed a constant 𝐷𝑝 during their experiments and utilized the 𝐶𝑑 
to account for the change in perforation shape and size due to erosion. Figure 2.16 shows their 
estimated 𝐶𝑑 as a function of the total sand pumped for two flow rates. They used the 𝐶𝑑 versus 
the cumulative sand data to develop 𝐶𝑑 correlations for various types of fluids, sand size and 
perforation diameters. Long et al. (2018) presented an empirical erosion model that considered the 
simultaneous change in 𝐶𝑑 and 𝐷𝑝 honoring the concept that both erosion mechanisms occur 
simultaneously. They showed an example of using Crump and Conway’s (1988) experimental 
perforation pressure data (Figure 2.14) to obtain their empirical model parameters and then predict 𝐶𝑑 versus pumping time.   
 
Figure 2.16: 𝐶𝑑 as a function of the total pumped sand, assuming a constant 𝐷𝑝 (From El-Rabba 
et al. 1999). 
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CHAPTER 3  
METHODOLOGY 
This chapter describes the research methodology utilized in this dissertation to model the 
flow of fracturing fluid through perforations using the evolving numerical technique, the 
computational fluid dynamics (CFD). The chapter starts with an overview of the CFD 
fundamentals, describing how the governing equations are derived, how turbulence is accounted 
for, and how the numerical solution is obtained. The second section discusses the approach used 
to model the flow of suspended particles in the fracturing fluid using the discrete phase model 
(DPM). The third section describes how erosion is predicted using the CFD DPM.  
3.1 Computational Fluid Dynamics (CFD) 
Fluid dynamics is a branch of fluid mechanics that is centered around describing and 
studying the behavior of fluids while in motion. Traditionally, fluid dynamics problems are solved 
experimentally and analytically. With the advancement in technology and the growth in 
computational power, the fundamental mathematical equations describing fluid flow physics can 
be efficiently solved using numerical techniques. CFD has now become a third practical approach 
in studying fluid dynamics, complementing the two classical approaches; the experimental and the 
analytical, and offering the capability to obtain a numerical solution for complex engineering 
problems that cannot be solved analytically or are too expensive to perform experimentally. CFD 
is currently a common method in modern engineering, academia, and within research groups to 
solve fluid flow problems considering the related processes/phenomena of heat transfer, mass 
transfer, and chemical reactions (Tu et al. 2012). 
The CFD modeling of this research and all related pre and post-processing work was 
conducted using the ANSYS Fluent® software (version R19.2). The meshing and simulation 
computations were run on a high-end workstation that has a 16-core 3.7GHz turbo processor. 
Utilizing the parallel computation feature of Fluent®, the computational time ranges from 3 hours 
for a small-scale single-phase steady-state flow problem to 24 hours for a transient two-phase 
erosion modeling case.  
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3.1.1 Governing Equations 
CFD integrates three disciplines; fluid dynamics, mathematics, and computer science to 
numerically solve mathematical models that govern the fundamental laws of fluid dynamics. CFD 
governing equations refer to the mathematical equations that satisfy the conservation laws of 
physics for fluids in motion: conservation of mass (continuity equation), Newton’s second law and 
the force balance (momentum equation), and conservation of energy (energy equation). 
The continuity equation states that as fluid is matter that can be neither created nor 
destroyed, the amount of matter stays the same for a given closed system or a control volume. The 
conservation of mass necessitates that within a control volume, the rate of change in mass is 
equivalent to the net mass flux crossing the surface of the control volume. For the rectangular 
control volume depicted in Figure 3.1, the mass balance can be expressed as, 
∆𝑥∆𝑦∆𝑧 ∂𝜌∂t = ∆𝑦∆𝑧([𝜌𝑢]𝑥 − [𝜌𝑢]𝑥+∆𝑥) + ∆𝑧∆𝑥([𝜌𝑣]𝑦 − [𝜌𝑣]𝑦+∆𝑦)+ ∆𝑥∆𝑦([𝜌𝑤]𝑧 − [𝜌𝑤]𝑧+∆𝑧) 
 
(3.1) 
dividing by ∆𝑥∆𝑦∆𝑧 and using Taylor expansion, Equation 3.1 becomes: ∂𝜌∂t + ∂(𝜌𝑢)∂x + ∂(𝜌𝑣)∂y + ∂(𝜌𝑤)∂z = 0  (3.2) 
Equation 3.2 is the partial differential form, or the conservation form, of the continuity equation 
where 𝑢, 𝑣, 𝑎𝑛𝑑 𝑤 denotes the velocity vector components of the Cartesian system (x, y, z), 𝜌 is 
the density, and t is the time.  
The momentum equation is derived from Newton’s second law, which states that the sum 
of the forces acting on a fluid element is the product of its mass and acceleration. Newton’s second 
law can be expressed for the x-component as follows, 
∑F𝑥 = ma𝑥  (3.3) 
where F𝑥 is the force and a𝑥 is the acceleration along the x-direction. They are two types of forces 
acting on the fluid element; body and surface forces. The body forces, such as the gravity and 
centrifugal forces, affect the fluid momentum rate of change, whereas the surface forces deform 
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the fluid element by normal and shear forces as shown in Figure 3.2. Including the forces acting 
on the fluid element, expressing the acceleration a𝑥 as 𝐷𝑢𝐷𝑡  and m as 𝜌∆𝑥∆𝑦∆𝑧 in Equation 3.3, the 
x-momentum equation becomes:  
𝜌𝐷𝑢𝐷𝑡 = ∂𝜎𝑥𝑥∂x + ∂𝜏𝑦𝑥∂y + ∂𝜏𝑧𝑥∂z +∑𝐹𝑥𝑏𝑜𝑑𝑦 𝑓𝑜𝑟𝑐𝑒𝑠  (3.4) 
 
 
Figure 3.1: Conservation of mass for a rectangular control volume (From Pedley 1997). 
 
Figure 3.2: Surface forces for the velocity component u (x-direction) acting on a control volume 
(From Tu et al. 2012). 
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For two-dimensional flow between two parallel plates, in x and y directions, with the 
assumption that density is constant and by invoking the continuity equation and stress-stain 
relationship, the momentum equation for the x-component in Equation 3.4 can be written as,  ∂𝑢∂t⏟𝑙𝑜𝑐𝑎𝑙 𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛 + u∂𝑢∂x + v∂𝑢∂y⏟      𝑎𝑑𝑣𝑒𝑐𝑡𝑖𝑜𝑛 = − 1ρ ∂𝑝∂x⏟𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 + μρ(∂
2u∂x2 + ∂2u∂y2)⏟        𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛   (3.5) 
Equation 3.5, which is derived from Newton’s second law and the continuity equation, is what is 
commonly called the Navier-Stokes equation. In the CFD literature, some might denote the Navier-
Stokes equation to include the energy equation in addition to the continuity and momentum 
equations. 
The energy equation honors the conservation law of energy, which states that the total 
energy of an isolated system remains constant. Considering the first law of thermodynamics for a 
control volume, the rate of energy change equals the net rate of heat added and work done:    
ρ𝐷𝐸𝐷𝑡 ∆𝑥∆𝑦∆𝑧 =∑Q̇ + ∑Ẇ  (3.6) 
Figure 3.3 shows the work done and heat added components in the x-direction for a control volume. 
Subsisting these fluxes into Equation 3.6 yields:  
ρ𝐷𝐸𝐷𝑡 = ∂(𝑢𝜎𝑥𝑥)∂x + ∂(𝑣𝜎𝑦𝑦)∂y + ∂(𝑤𝜎𝑧𝑧)∂z + ∂(𝑢𝜏𝑦𝑥)∂y + ∂(𝑢𝜏𝑧𝑥)∂z + ∂(𝑣𝜏𝑥𝑦)∂x+ ∂(𝑣𝜏𝑧𝑦)∂z + ∂(𝑤𝜏𝑥𝑧)∂x + ∂(𝑤𝜏𝑦𝑧)∂y − ∂q𝑥∂x − ∂q𝑦∂y − ∂q𝑧∂z  
 
(3.7) 
For incompressible flow, a two-dimensional form (x-y) of the energy equation, after applying the 
Fourier’s law of heat conduction, assuming a constant thermal conductivity, and neglecting the 
kinetic energy and the dissipation function, can be simplified to (Tu et al. 2012):     ∂𝑇∂t⏟𝑙𝑜𝑐𝑎𝑙 𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛 + u∂𝑇∂x + v∂𝑇∂y⏟      𝑎𝑑𝑣𝑒𝑐𝑡𝑖𝑜𝑛 = λρC𝑝 (∂




Equation 3.8 shows that for incompressible flow, assuming a negligible kinetic energy and viscous 
stresses, the energy equation is primarily a function of the temperature gradients. Therefore, for 
isothermal (constant temperature) flow condition, which is a valid assumption for the fluid flow 
problems of this research, the energy equation can be dropped and the governing equations reduce 
to the continuity and momentum equations. 
 
Figure 3.3: Work done by surface forces and heat added components of the x-direction for a 
rectangular control volume (From Tu et al. 2012). 
This ends the brief discussion about the governing equations of CFD and how they are 
derived from the fundamental laws of fluid dynamics for the purpose of modeling fluid flow and 
heat transfer problems. In addition to the vector and scalar quantities of the governing equations 
presented above, the turbulent flow cases require considering additional quantities such as the 
kinetic energy (k), its dissipation (ε), and the turbulent viscosity (μ𝑇) when using the common 
two-equation turbulent viscosity model, the k-Ɛ. Figure 3.4 presents a CFD road map and lists the 
fundamental equations in a generic form, which most CFD packages follow, including the ANSYS 
Fluent® software utilized in this dissertation.  
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Figure 3.4: A CFD road map (From Tu et al. 2012). 
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3.1.2 Turbulence Modeling 
In most industrial applications and engineering projects, including the flow conditions of 
this work, the flow is turbulent. In fact, laminar flow is an idealized situation where the flow 
particles move in a streamline pattern and don’t mix and move between the flow layers, whereas 
the turbulent flow regime is characterized with being random and chaotic. In turbulent flows, the 
inertia forces are large enough to overcome the viscous forces causing disturbances and random 
fluctuations in the flow properties. Figure 3.5 shows how the velocity fluctuates with time around 
a mean value due to turbulence (Tu et al. 2012).  
 
Figure 3.5: Flow turbulence causes velocity (𝑢) to fluctuate with time (𝑡) (From Tu et al. 2012). 
The fluctuations in the turbulent flow are random, three-dimensional, and form 
recirculation eddies (rotational flow structures) of various sizes and vorticities. The large eddies 
follow the velocity and length scale of the mean flow and therefore they are of a large turbulent 
scale and highly anisotropic. Small eddies, in contrast, are more isotropic since they are dominated 
by the flow viscous forces (Tu et al. 2012). Figure 3.6 illustrates how a dye trace behaves in laminar 
and turbulent flow fields. In the laminar flow zone, the dye trace is parallel to the fluid streamlines 
shown in black. In the turbulent zone, the path of the trace is controlled by both; the mean flow 
streamlines and the turbulent eddies. The large eddies transport the dye laterally across the 
streamlines in a wavy motion while the smaller eddies form small whirlpools that diffuse the dye 
string (Nepf 2008).       
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Figure 3.6: Illustration of a dye trace transport through a laminar and turbulent flow field. The dye 
trace follows the fluid streamlines in the case of laminar flow, while in turbulent flow the trace 
follows a wavy motion due to the large scale eddies and diffuses due to the small scale ones (From 
Nepf 2008). 
Reynolds number (𝑁𝑅𝑒) is a dimensionless parameter that compares the inertia forces to 
the viscous forces:   
𝑁𝑅𝑒 = 𝑖𝑛𝑒𝑟𝑡𝑖𝑎 𝑓𝑜𝑟𝑐𝑒𝑠𝑣𝑖𝑠𝑐𝑜𝑢𝑠 𝑓𝑜𝑟𝑐𝑒𝑠 = 𝜌𝑣𝐿𝜇   (3.9) 
where 𝜌 is the density, 𝑣 is the velocity, 𝐿 is the characteristic linear dimension (pipe diameter, 
hydraulic diameter, etc.), and 𝜇 is the dynamic viscosity. 𝑁𝑅𝑒 is a convenient way to distinguish 
turbulent flows from laminar; the higher the 𝑁𝑅𝑒 , the more the turbulence. In the case of circular 
pipe flow, the flow is laminar when 𝑁𝑅𝑒 < 2000, while it becomes fully turbulent when 𝑁𝑅𝑒 >3500 (DOE 1992).  
The turbulent and laminar flow regimes in a pipe exhibit different velocity profiles as 
shown in Figure 3.7.  The laminar flow displays a parabolic profile with a maximum value, which 
is double the average flow velocity, at the center of the pipe. The turbulent flow shows a flatter 
front velocity distribution in the middle of the pipe and higher velocity gradients towards the walls. 
Examining the velocity profile and ensuring resolving the boundary layer is a crucial step in 
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evaluating the quality of the numerical model. In this dissertation, the practice of comparing the 
velocity profile of the fully turbulent flow is utilized as a mesh-independent check.          
 
Figure 3.7: Velocity profile of the laminar and turbulent flows (From DOE 1992). 
As discussed in the previous paragraphs, turbulent flow is characterized by random 
fluctuations and turbulent eddies of various sizes. Numerically, it is computationally very 
expensive to resolve all turbulent eddies via the Direct Numerical Simulation (DNS) approach, 
especially in the case of small scale eddies and high frequency. In the DNS, the instantaneous 
(time-dependent) Navier-Stokes equations are solved and the eddies of all scales are resolved. 
Therefore, the DNS approach is only possible in low 𝑁𝑅𝑒 flows and for simple geometry problems. 
Another approach for modeling turbulent flow problems is to resolve the large eddies in a time-
dependent simulation using the Large Eddy Simulation (LES) technique. The third, and most 
practical approach, is using the well-known Reynolds-Averaged Navier-Stokes (RANS) equations 
where the governing equations are time-averaged and the flow mean quantities are solved (Tu et 
al. 2012; ANSYS 2019; Laccarino 2004).       
The RANS modeling approach is commonly utilized for engineering applications as it 
reduces the computational effort and yields adequate large-scale resolution. The time-averaging 
method of RANS introduces additional terms to the governing equations and requires turbulent 
viscosity models to close the systems of equations. The RANS-based turbulent models can be 
classified in terms of the number of equations solved in addition to the RANS equations such as 
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the zero-equation mixing length model, one-equation Spalart-Allmaras model, two-equation k-Ɛ 
and k-Omega models, and seven-equation Reynolds Stress Model (RSM). Among the above-
mentioned classic turbulent models is the common k-Ɛ model: turbulent kinetic energy (k) and its 
dissipation (Ɛ). The standard k-Ɛ model was developed by Launder and Spalding (1974) and is 
simple, robust, and practically accurate for a wide range of problems. The renormalization-group 
RNG and realizable k-Ɛ are two other alternatives developed to overcome some limitations of the 
standard model (ANSYS 2019). The next paragraphs describe the standard and realizable k-Ɛ since 
they are utilized in the modeling of this dissertation and found to reasonably agree with the 
experimental results.  
The standard k-Ɛ model is a well-established and extensively validated model for various 
engineering flow applications. It is a semi-empirical model that is centered around modeling the 
transport equations for the turbulent kinetic energy (k) and its dissipation (Ɛ) assuming fully 
turbulent flow, negligible molecular viscosity, and isotropic turbulent (eddy) viscosity. The 
turbulent viscosity can be obtained from the local values of k and Ɛ as follows: 
μ𝑇 = 𝐶𝜇𝜌𝑘2Ɛ   (3.10) 
The differential transport equations for the standard k-Ɛ model can be written in a non-conservation 
form for a constant fluid property problem in two-dimensions as (Tu et al. 2012), ∂𝑘∂t⏟𝑟𝑎𝑡𝑒 𝑜𝑓 𝑐ℎ𝑎𝑛𝑔𝑒 + u∂𝑘∂x + v∂𝑘∂y⏟      𝑎𝑑𝑣𝑒𝑐𝑡𝑖𝑜𝑛 = 𝜕𝜕𝑥 (ν𝑇σ𝑘 𝜕𝑘𝜕𝑥) + 𝜕𝜕𝑦 (ν𝑇σ𝑘 𝜕𝑘𝜕𝑦)⏟                𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛 + 𝑃 − Ɛ⏟  𝑟𝑎𝑡𝑒 𝑜𝑓 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑎𝑛𝑑 𝑑𝑒𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛   (3.11) ∂Ɛ∂t⏟𝑟𝑎𝑡𝑒 𝑜𝑓 𝑐ℎ𝑎𝑛𝑔𝑒 + u∂Ɛ∂x + v∂Ɛ∂y⏟      𝑎𝑑𝑣𝑒𝑐𝑡𝑖𝑜𝑛 = 𝜕𝜕𝑥 (ν𝑇σƐ 𝜕Ɛ𝜕𝑥) + 𝜕𝜕𝑦 (ν𝑇σƐ 𝜕Ɛ𝜕𝑦)⏟                𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛 + Ɛ𝑘 (𝐶Ɛ1𝑃 − 𝐶Ɛ2Ɛ)⏟          𝑟𝑎𝑡𝑒 𝑜𝑓 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑎𝑛𝑑 𝑑𝑒𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛  
 (3.12) 
where ν𝑇 is the kinematic viscosity (μ𝑇/𝜌) and 𝑃 is the production term expressed as, 
𝑃 = 2ν𝑇 [(∂𝑢∂x)2 + (∂𝑣∂y)2] + ν𝑇 (∂𝑢∂y + ∂𝑣∂x)2  (3.13) 
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Equations 3.11 to 3.13 contain five constants that are determined by Launder and Spalding (1974) 
through fitting a wide range of turbulent flow data:  𝐶𝜇 = 0.09, σ𝑘 = 1.0, σƐ = 1.3, CƐ1 = 1.44, CƐ2 = 1.92 
The realizable k-Ɛ model was more recently developed by Shih et al. (1995) in an effort to 
improve upon the standard model. It is supposed to yield more accurate results in the flows of 
planar and round jets. It may also display better performance in the flows with boundary layers 
under severe pressure gradients and flow separation, and in the flows with strong streamline 
curvature, separation, and recirculation. It is called “realizable” since the model satisfies a certain 
mathematical constraint on the Reynolds stress that is more physically consistent with turbulence. 
The realizable k-Ɛ provides a new transport equation for the dissipation rate and a new realizable 
eddy viscosity formulation where 𝐶𝜇 is a variable and not constant as in the standard model 
(ANSYS 2019; Bakker 2008). 
For wall-bounded turbulent flow (Figure 3.7), the near-wall region involves large gradients 
and severe changes in the transport quantities that need to be resolved to ensure accurate modeling 
results. There are two ways to handle near-wall regions, either to refine the mesh near the wall and 
place the first cell in the viscous-sub layer, or to use what is known as “wall functions”. Wall 
functions are semi-empirical equations that modify the turbulence model near the wall and help to 
bridge the near-wall to the fully turbulent region. This approach helps to reduce the mesh 
requirements and computational effort. Within the ANSYS Fluent® software, there are three main 
wall treatments options: standard wall function which is based on Launder and Spalding’s (1974) 
work, non-equilibrium wall function which is a two-layer based approach (Kim and Choudhury 
1995), and the enhanced wall treatment which is another two-layer model that requires fine mesh 
to resolve the near-wall boundary layer. 
3.1.3 Numerical Techniques 
The governing equations of fluid dynamics are partial differential equations (PDE) that are 
difficult to solve analytically except for some simple flow problems. Whereas through numerical 
methods, an approximate solution can be obtained for most of the fluid flow problems. CFD is a 
numerical approach that starts with discretizing the governing PDE, to convert them into a system 
of algebraic equations, then uses a numerical method to solve the system of equations for an 
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approximate solution. Figure 3.8 overviews the computational procedure of CFD, highlighting the 
two most famous discretization techniques: the finite-volume, which is the approach of ANSYS 
Fluent®, and the finite-difference (Tu et al. 2012). Additionally, there are several other 
discretization approaches utilized by various researchers and CFD packages such as the finite-
element, spectral and boundary-element methods. 
 
Figure 3.8: CFD solution procedure (From Tu et al. 2012). 
The discretization technique of the finite-volume method works by dividing the 
computational domain into a finite number of control volumes (cells), then solving the integral 
form of the conservation governing equations for each control volume. The concept of conserving 
quantities for each cell in the finite-volume approach allows the cells to take any shape and size 
(structured and unstructured mesh). As shown in Figure 3.9, the cell boundaries are defined by the 
grid and the computational node is located at the center of the cell. The bounding surface area of 
the element is linked to the first and second-order derivate discretization of the transport quantity. 
Using Gauss’s divergence theorem on the volume integral, the first-order derivative of ϕ (generic 
variable shown in the CFD road map in Figure 3.4) for the x-direction can be written as, 
∂𝜙∂x = 1∆𝑉∫ ∂𝜙∂x 𝑑𝑉∆𝑉 = 1∆𝑉∫𝜙𝑑𝐴𝑥𝐴 ≈ 1∆𝑉∑𝜙𝑖𝐴𝑖𝑥𝑁𝑖=1   (3.14) 
and the second-order derivate can be written as, 
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∂2𝜙∂x2 = 1∆𝑉∫ ∂2𝜙∂x2 𝑑𝑉∆𝑉 = 1∆𝑉∫ ∂𝜙∂x 𝑑𝐴𝑥𝐴 ≈ 1∆𝑉∑(∂𝜙∂x)𝑖 𝐴𝑖𝑥𝑁𝑖=1   (3.15) 
where 𝐴𝑖 is the area of the projected face with respect to the Cartesian coordinates, 𝜙𝑖 is the 
variable value at the element surfaces, and N represents the number of surfaces (Tu et al. 2012). 
 
Figure 3.9: Structured and unstructured mesh representation of the finite-volume method (From 
Tu et al. 2012). 
The value of the integral at the control volume faces is interpolated from the surrounding 
nodes. There are four main interpolation schemes in ANSYS Fluent®. The first-order upwind 
scheme takes the value of the upstream cell node. It is the simplest and most stable approach, but 
it yields high numerical diffusion especially in a coarse mesh. Another approach is the power-law 
scheme which uses a one-dimensional convection-diffusion equation, and the face value is 
determined by an exponential profile following the power-law equation. The power-law scheme 
usually gives the same accuracy as the first-order. The third and the most common approach among 
CFD studies is the second-order upwind which considers two upstream cell values. It yields better 
results than the first-order and reduces the numerical diffusion (false diffusion) error. The forth is 
the QUICK scheme, which fits a quadratic curve through two upstream and one downstream node. 
It may yield better results for rotating and swirling flows on quadrilateral or hexahedral meshes, 
but generally, the second-order scheme is adequate (ANSYS 2019; Bakker 2008). The practice in 
this dissertation is to use a higher-order interpolation scheme with fine mesh and run the model for 
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sufficient iterations to ensure stability. The default interpolation scheme for all transport quantities 
is second-order upwind unless otherwise stated.  
Another CFD technique that is required to solve the governing equations in the case of 
incompressible flow is the pressure-velocity coupling. The pressure gradient in the momentum 
equation (which is represented as a source term in Figure 3.4) needs to be calculated to complete 
solving of the governing equations and obtain the velocity and pressure results. In the case of 
compressible flow, the pressure is linked to density and it can be calculated from the equation of 
state. For the incompressible flow cases, a common technique is to use the Semi-Implicit Method 
for Pressure Linked Equations (SIMPLE) which is used in this work (Figure 3.10). SIMPLE is a 
robust iterative procedure that begins with a guess of a pressure field. In Step 1, the momentum 
equation is solved to obtain the velocity components. The next two steps are to solve the pressure 
correction equation and obtain the corrected pressure and velocity values, consecutively. After 
that, CFD solves the other transport quantities of turbulence, temperature, etc. Finally, the 
algorithm checks the residuals and determines if the solution converges or further iterations are 
needed. 
 
Figure 3.10: The SIMPLE pressure-velocity coupling scheme (From Tu et al. 2012). 
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3.2 Particle Modeling 
The slurry flow during hydraulic fracturing treatments is a liquid-solid two-phase flow, 
where a liquid phase (fracturing fluid) is used to transport low-volume-fraction solid particles 
(proppant). In CFD, there are two main methods to model multiphase flows. The Eulerian-Eulerian 
(Eulerian) approach which treats each phase as an interpenetrating continuum, solves Navier-
Stokes equations for each phase, and allows heat and mass transfer between phases. The other 
approach is the Eulerian-Lagrangian (Lagrangian) at which the fluid is treated as a continuous 
Eulerian phase by solving the Navier-Stokes equations, while the particles are treated as dispersed 
Lagrangian phase solved by tracking large numbers of particles/parcels.  
Essentially, the Eulerian approach in modeling particle flows yields a concentration 
distribution of the continuum while the Lagrangian approach physically tracks the particle 
trajectories, models their dispersion due to turbulence, and finally predicts the flow history. The 
particle tracking of the Lagrangian approach needs to be statistically large-enough to ensure an 
accurate and stable solution, which makes the Lagrangian computationally more demanding than 
the Eulerian. Although predicting the particle concentration field is not the primary output of the 
Lagrangian, stable and accurate models can still generate concentration profiles with a good match 
to the Eulerian and the experimental data (Zhang and Chen 2007). Another aspect that needs to be 
considered, when choosing either of the two approaches is the density of the particle compared to 
the fluid. If the particle density is higher than the fluid, like the case in this work (sand and water), 
gravity has a significant effect on the dispersion and settling of the particles which makes the 
particles behave more dispersed rather than being a continuum (Zhang and Dunn-Norman 2015).  
 Within the ANSYS Fluent® CFD software, there are three main Eulerian-Lagrangian 
models: Discrete Element Method (DEM), Dense Discrete Phase Model (DDPM), and Discrete 
Phase Model (DPM). DEM is the most sophisticated model as it resolves the particle-particle 
interaction and collisions explicitly, but at the expense of substantial computational time and effort. 
A less expensive and more practical model is the DPM, where the force balance is applied on a 
parcel of particles, and the particle-particle interaction is neglected. This implies that the DPM can 
be used for a dilute slurry with a particle-to-fluid volume fraction <12-15%. The third model, the 
DDPM, is a hybrid Eulerian-Lagrangian model that can be used for dense slurries since it accounts 
for the particle-particle interaction using the kinetic theory of granular flow (KTGF). Since the 
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fracturing fluid that is modeled in this dissertation is dilute (<10%) and the computational domain 
for most of the problems is of a field-scale, DPM is primarily used to model the liquid-solid two-
phase flow. 
3.2.1 Discrete Phase Model 
In DPM, particles are treated as a dispersed Lagrangian phase by tracking a large number 
of parcels. The discrete phase particle trajectories are calculated by integrating the force balance 
on the parcel (ANSYS 2019): 𝑑𝑢𝑝𝑑𝑡 = 𝐹𝐷(𝑢 − 𝑢𝑝) + 𝑔(𝜌𝑝 − 𝜌)𝜌𝑝 + 𝐹𝑥  (3.16) 
Equation 3.16 equates the particle acceleration (inertia) on the left-hand side to the drag force per 
particle mass (𝐹𝐷(𝑢 − 𝑢𝑝)), gravity acceleration (𝑔(𝜌𝑝−𝜌)𝜌𝑝 ), and any other additional acceleration 
terms (𝐹𝑥) such as virtual mass effect, Saffman’s lift force, etc. In Equation 3.16, 𝑢𝑝 is the particle 
velocity, 𝑢 is the fluid velocity, 𝑔 is the gravity acceleration, 𝜌𝑝 is the particle density, 𝜌 is the 
fluid density, and  
𝐹𝐷 = 18𝜇𝜌𝑝𝑑𝑝2 𝐶𝐷𝑅𝑒24   (3.17) 
where 𝑅𝑒 is the relative Reynolds number defined as, 
𝑅𝑒 = 𝜌𝑑𝑝|𝑢𝑝 − 𝑢|𝜇   (3.18) 
and 𝐶𝐷is the drag coefficient that is defined for spherical particles as, 
𝐶𝐷 = 𝑎1 + 𝑎2𝑅𝑒 + 𝑎3𝑅𝑒2  (3.19) 
where 𝑎1, 𝑎2and 𝑎3 are constants that are function of 𝑅𝑒 (Morsi and Alexander 1972). 
The DPM works by injecting the particles into the continuous phase from a surface or a 
point in the domain, tracking the particles as they stream with the flow until they reach the specified 
exit or satisfy a termination condition. The DPM does not allow particles to be suspended 
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indefinitely within the continuous phase. In fact, the model will run into stability issues if particles 
accumulate in the domain and do not reach their defined exit boundary condition.  
3.2.2 Phases Coupling 
In terms of the level of interaction between the two phases, the DPM solution can be 
classified into two main types: decoupled (one-way coupling) and coupled (two-way coupling) 
solutions. In the decoupled solution, the discrete phase particles stream within the continuous 
phase and get dispersed by the turbulence without imposing any momentum effect on the fluid; 
they also refer to the decoupled solution as a “passive particle tracking”. In the DPM coupled 
solution, the two phases are allowed to interact, exchanging momentum, mass, and heat, as 
applicable. The coupled solution is accomplished by solving the equations for both phases 
consecutively. Typically, several continuous phase iterations are performed between each DPM 
trajectory iteration, until no further change in the model outputs is observed; the less continuous 
phase iterations, the tighter the coupling.  
3.2.3 Turbulent Dispersion 
The effect of turbulence on the dispersion of particles is important in solving DPM; it is 
physically more realistic as it captures the randomness of the particle movements and it helps to 
further stabilize the model by smoothing the continuous phase source terms (Bakker 2008). The 
particles’ dispersion due to turbulence can be modeled using either the Cloud model, or the 
Discrete Random Walk (DRW) model. In the Cloud model, statistical methods are used to trace 
the particle dispersion around a mean trajectory that is calculated by solving the ensemble average 
of the equations of motion for all particles of the cloud. The distribution of particles within the 
cloud is predicted using a Gaussian probability density function (PDF) with a variance that is based 
on the turbulent fluctuations (ANSYS 2019).  
The DRW is a stochastic approach that considers the effect of the instantaneous turbulent 
velocity fluctuations in predicting the particle trajectories. Instead of using the mean velocity in 
calculating the particle trajectories, the instantaneous velocity is used, and the trajectory 
calculation is repeated for a user-specified number “number of tries”. This approach generates a 
statistically meaningful sample size and captures the random effects of turbulence on dispersing 
the particles. The instantaneous velocity is defined as, 
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𝑢 = 𝑢 + 𝑢′  (3.20) 
where 𝑢 is the mean velocity and 𝑢′ is a Gaussian distributed random velocity fluctuation derived 
from the local turbulence: 
𝑢′ = 𝜍√𝑢′2  (3.21) 
where 𝜍 is a normally distributed random number and √𝑢′2 is the root mean square of the velocity 
fluctuations.  
The DRW is used in this work to capture the particle turbulent dispersion. The model was 
set to repeat the parcel injection process during each DPM iteration for at least twenty times 
(number of tries). This reduces the parcel mass flow rate but increases the number of tracked 
trajectories, and consequently the computational time.  
3.3 Erosion Modeling 
After solving the fluid dynamics and predicting the particle trajectories of the solid-fluid 
two-phase flow using DPM, the erosion rate due to the particle interaction with the wall boundaries 
can be easily estimated based on empirical correlations. CFD inputs into the erosion correlations 
include: particle striking rate, impact angle, and velocity. Several erosion models are available 
within ANSYS Fluent® and can be used with any of the Eulerian-Lagrangian models. The Fluent® 
default erosion rate is calculated as shown in Equation 3.22: 
𝑅𝑒𝑟𝑜𝑠𝑖𝑜𝑛 = ∑ 𝑚𝑝𝐶(𝑑𝑝)𝑓(𝛼)𝑣𝑏(𝑣)𝐴𝑓𝑎𝑐𝑒     𝑁𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠𝑝=1   (3.22) 
where 𝑚𝑝 is the particles mass flow rate, 𝐶(𝑑𝑝) is the particle diameter function, 𝑓(𝛼) is the 
impact angle function, 𝑣 is the relative particle velocity, 𝑏(𝑣) is a function of the relative velocity, 
and 𝐴𝑓𝑎𝑐𝑒 is the cell face area at the wall. In addition to the default erosion model of Fluent®, three 
industry-accepted empirical erosion models are also available: Finnie (1960), McLaury et al. 
(1997), and Oka and Yoshida (2005). The Finnie model contains a constant that was used to match 
a specific experiment; 326-micron sand eroding carbon steel at 104 m/s. The McLaury model was 
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developed to predict the erosion rate due to slurry flows (sand and water) in straight pipes and 
elbows, assuming a particle impact velocity of 0-10 m/s. The Oka model is based on wider impact 
conditions than the previous two and the correlation considers the particle size, impact velocity, 
and the wall material hardness (Elyyan 2017; ANSYS 2019). Both the Oka and McLaury models 
were considered in this dissertation and they are further described in the following sections.  
3.3.1 Oka Model 
The Oka model is an empirical correlation that is based on a sandblasting experiment 
covering a wide range of impacts conditions and materials. As per Oka and Yoshida (2005), 
considering the material hardness as the main parameter to represent the mechanical properties of 
the impacted surface enables using the derived correlation as a practical and predictive erosion 
damage equation for any impact conditions and surface materials. They assumed that the effective 
parameters for solid particle erosion are: particles’ impact velocity, angle, size, and type, as well 
as the surface material hardness. As per their study, the two most effective parameters are the 
impact angle and material hardness.  
To address the impact angle dependence of erosion, Oka and Yoshida (2005) adopted a 
normalized erosion parameter ( 𝑔(𝛼)) to be the ratio of an arbitrary angle erosion damage (𝐸(𝛼)) 
to the erosion damage at normal angle (𝐸90): 𝐸(𝛼) = 𝑔(𝛼)  𝐸90  (3.23) 𝑔(𝛼) combines the two forms of erosion: the repeated plastic deformation ((sin 𝜃)𝑛1) and the 
cutting wear action ((1 + 𝐻𝑣(1 − sin 𝜃))𝑛2): 𝑔(𝛼) = (sin 𝛼)𝑛1(1 + 𝐻𝑣(1 − sin 𝛼))𝑛2  (3.24) 
As shown in Figure 3.11, the plastic deformation is higher at larger impact angles, while 
the cutting action is more effective at smaller impact angles. The combined effect of both erosion 
forms shows to max at an angle of 40 degrees. 
42 
 
Figure 3.11: The behavior of the normalized erosion rate of Oka model; 𝑔(𝛼) and its 
components vs. the impact angle (From Oka and Yoshida 2005). 
The normal angle reference erosion (𝐸90) is expressed as: 
𝐸90 = 𝐾 (𝐻𝑣)𝑘1 (𝑉𝑝𝑉′)𝑘2 (𝐷𝑝𝐷′)𝑘3  (3.25) 
where 𝐾 is a particle property factor, 𝐻𝑣 is the wall material Vickers Hardness (GPa), 𝑉𝑝 is the 
particle velocity, and 𝐷𝑝 is the particle diameter. 𝑘1, 𝑘2 𝑎𝑛𝑑 𝑘3 are exponent factors and 𝑛1 𝑎𝑛𝑑 𝑛2 
are angle function constants. 𝑉′ and 𝐷′ denote the reference particle velocity and diameter used in 
the experiment, respectively. For the case of sand eroding steel, the constants and exponents of 
Table 3.1 can be used (ANSYS 2019; Oka and Yoshida 2005). 
Table 3.1: Oka model exponents and constants for sand and steel (ANSYS 2019). 
K 50 






d' 326 [μm] 
v' 104 [m/s] 
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3.3.2 McLaury Model 
McLaury et al. (1996) proposed a model to predict the erosion rate in chokes due to the 
slurry flow of water and sand. The McLaury erosion rate is calculated using Equation 3.26: 𝐸𝑀𝑐𝐿𝑎𝑢𝑟𝑦 = 𝐴 𝑉𝑛𝑓(𝛾)  (3.26) 
where 𝐴 is an empirical constant, which includes the Brinell’s hardness number, 𝑣 is the particle 
impact velocity, and 𝑓(𝛾) is expressed as: 𝑓(𝛾) = 𝑏𝛾2 + 𝑐𝛾             𝑓𝑜𝑟 𝛾 < 𝛾𝑙𝑖𝑚 𝑓(𝛾) = 𝑥 𝑐𝑜𝑠2(𝛾) sin(𝑤𝛾) + 𝑦 𝑠𝑖𝑛2(𝛾) + z            𝑓𝑜𝑟 𝛾 > 𝛾𝑙𝑖𝑚 
 
(3.27) 
Table 3.2 lists the model constants and components for water-carbon steel erosion. 
Table 3.2: McLaury model exponents and constants for sand and steel (ANSYS 2019). 








3.3.3 Dynamic Erosion Model 
The output of running the the Oka and McLaury erosion models with DPM is an erosion 
rate [lb/in2/s]; the mass of material removed per surface area per time. The erosion rate estimation 
can be used to dynamically deform the mesh of the wall, mimicking the process of removing the 
wall material due to erosion using the moving and deforming mesh (MDM) technique. In this 
research, the change in perforation shape and size, due to erosion, will be modeled using this 
erosion-dynamic mesh coupling process. The solid wall is allowed to dynamically deform based 
on the local erosion rate, and the mesh is updated in every coupling iteration.  
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CHAPTER 4  
COEFFICIENT OF DISCHARGE 
This chapter aims to numerically analyze the fluid flow through perforations, estimate the 
perforation friction, and calculate the coefficient of discharge (𝐶𝑑). The chapter starts with 
modeling the flow through an orifice flow meter, which is a flow-restricting device used as an 
analogy to derive the perforation friction equation (Equation 2.7). Section 4.1 presents an orifice 
flow meter validation case, sheds light on the essential fluid flow aspects, and verifies the 
capability of CFD in estimating the 𝐶𝑑. Section 4.2 focuses on the flow through perforations by 
modeling two validation cases of different experimental setups and investigates the sensitivity of 
the 𝐶𝑑 value to several perforation design parameters.  
4.1 Orifice Flow Meter 
Orifice plate flow meters are among the most common flow rate measuring instruments in 
the industry for liquid and gas flows since they are rigid, simple, and easy to install and maintain 
(Shah et al. 2012). They work by restricting the flow through a small area (orifice plate), causing 
a significant pressure drop and rapid increase in the velocity. Using the Bernoulli equation, the 
pressure drop across the orifice meter, which is measured using pressure taps upstream and 
downstream of the orifice, is used to calculate the fluid flow rate. The actual flow rate through the 
restriction is less than the ideal rate obtained by solving the Bernoulli equation due to flow 
contraction (vena contracta) and friction effects. Therefore, an empirical correction factor, the 
coefficient of discharge (𝐶𝑑), is used to account for the non-ideal effects and correct the ideal 
discharge rate to the actual. 
4.1.1 Validation Case 
To build an understanding of the fluid flow aspects of orifice flow meters and to validate 
the use of CFD in estimating the 𝐶𝑑, the flow through a standard square-edge orifice meter was 
modeled, and the numerically estimated values of 𝐶𝑑 were compared to the standard values of ISO 
5167. ISO 5167 provides 𝐶𝑑 values versus 𝑅𝑒𝐷 for a square-edge orifice with a pipe diameter (D) 
from 50 to 1000 mm, orifice plate-to-pipe diameter ratio (β) from 0.1 to 0.75, for a flange, corner, 
and D and D/2 pressure tappings setup. As depicted in Figure 4.1, the square-edge orifice meter 
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used in this validation step is of D = 50 mm, β = 0.5, and of a flange tapping setup, which is similar 
to the flow domain used by Manu et al. (2019) in their numerical study. 
 
Figure 4.1: Square-edge orifice flow meter domain (not to scale) of D = 50 mm, β = 0.5, and 
flange tappings spaced 25.4 mm from the orifice plate (modified after Neutrium 2020).  
The model was set up as a steady-state and isothermal flow of incompressible water (𝜌 = 
998.2 kg/m3, 𝜇 = 0.001003 kg/m.s) flowing at various turbulent flow conditions (𝑅𝑒𝐷 > 5,000). 
The isothermal assumption implies not considering any heat generation due to the flow friction, 
and the model primarily solves for the pressure and velocity fields. A “velocity inlet” boundary 
condition was used to specify the flow rate through the orifice, and the orifice outlet was set at 
ambient pressure using a 0 gauge “pressure outlet” boundary condition. The pipe and orifice plate 
walls are smooth with no-slip (zero velocity) boundary conditions. The pressure drop across the 
flange tappings was obtained as per the ISO 5162 standard; 25.4 mm upstream and downstream 
from the orifice plate. The permanent pressure loss is essentially equal to the upstream pressure 
since the orifice meter outlet is set at 0 Pa gauge pressure. 
4.1.2 Mesh Independence 
The flow through restrictions, such as the orifice plate in this case, involves severe 
gradients that require an adequate mesh resolution to capture the significant changes in pressure 
and velocity. As shown in Figure 4.2, the flow domain was divided into three zones; Zone 2, where 
adverse pressure and velocity changes occur due to the flow restriction, has a finer mesh size than 
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Zones 1 and 3. This helps to save on the cells count and allocate cells towards zones of severe 
gradients. Another approach to make the model computationally more practical was to leverage 
the problem's symmetrical nature and model the top half domain using a symmetrical boundary 
wall (X-Z plane), as shown in Figure 4.2. 
 
Figure 4.2: Side cross-sectional view of the symmetrical domain and meshing zones for the 
square-edge orifice meter validation case. 
A mesh-independent solution is a solution that does not rely on the type of mesh or its 
resolution. The mesh independence check is commonly carried out by continuing to enhance the 
resolution of the model (by reducing the mesh size) until no significant change in the results is 
observed. The mesh independence check criteria for this model includes comparing: 
1. The velocity profile of the fully turbulent flow at the end of Zone 1, just before the flow 
encounters flow separation due to the restriction; 
2. The centerline velocity and pressure profile across the orifice plate; and 
3. The estimated 𝐶𝑑 values using various turbulence models. 
After several attempts of meshing the domain with various mesh size and type options, and 
considering the mesh quality and stability of the model, Grid 1 (Table 4.1) was identified as a 
mesh-independent grid. Grid 2 is a finer mesh version that was used in the mesh independence 
check.  
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Comparing the velocity profile at a distance of 400 mm from the inlet (Z = 400 mm) in 
Figure 4.3 shows an insignificant difference in the fully turbulent velocity profile among the two 
girds. The 20 inflation layers resolve the steep velocity gradient near the wall, and the mesh 
resolution in the free stream is adequate. The second mesh independence check was performed by 
comparing the centerline velocity and pressure profiles through the orifice plate, as shown Figure 
4.4. Both grids capture the expected flow aspects; a rapid acceleration accompanied by a 
significant pressure drop, followed by a gentle recovery as the flow re-attaches downstream of the 
orifice plate. The two grids exhibit a negligible discrepancy; Grid 2 shows slightly earlier “vena 
contracta” (point of maximum velocity and minimum pressure) and faster pressure recovery. 
Table 4.1: Mesh properties and quality matrices of Grids 1 and 2, which were used in the mesh 
independence check for the orifice meter validation case. 
  Grid 1 Grid 2 
Mesh Type Tetrahedrons and Wedge (inflation) 
Element 
Size 
Zone 1, 3 2.5 mm 1.75 mm 
Zone 2 1 mm 0.5 mm 
Inflation 20 layers, 4 mm thickness 
Cells count (millions) 2.18 9.32 
Skewness 
Average 0.16 0.17 
Min 4.92E-04 2.28E-04 
Max 0.87 0.90 
Element 
Quality 
Average 0.52 0.68 
Min 1.04E-02 1.42E-02 
Max 1.0 1.0 
Aspect 
Ratio 
Average 14.8 6.2 
Min 1.16 1.16 




Figure 4.3: Fully turbulent velocity profile at a distance of 400 mm from the inlet captured by 
both gird options (results of the standard k-Ɛ turbulence model with the standard wall function). 
 
Figure 4.4: Centerline velocity and pressure profile across the orifice plate, predicted using the 































































The final check for mesh independence was to compare the predicted 𝐶𝑑 from the two grids 
using three turbulence models: the standard k-Ɛ, realizable k-Ɛ and k-ω SST. The 𝐶𝑑 is calculated 
using Equation 4.1: 




where 𝑣𝑡ℎ𝑟𝑜𝑎𝑡 is the velocity inside the throat (orifice), and ∆p is the differential pressure across 
the orifice. Table 4.2 compares the estimated 𝐶𝑑  (𝑅𝑒𝐷 = 50,000) for the flange tappings’ 
differential pressure and the permanent pressure loss across the orifice. The comparison exhibits 
minimal difference among the two grid options; the maximum % difference of Grid 2 to 1 is 1.1% 
when using the k-ω SST model. The comparison of the fully turbulent velocity profile (Figure 
4.3), centerline velocity and pressure profiles (Figure 4.4), and the estimated 𝐶𝑑 (Table 4.2) 
discussed above indicate that Grid 1 yields a mesh-independent solution.  
Table 4.2: Comparison of the estimated 𝐶𝑑 between Grids 1 and 2 using three turbulence models 









Standard k-Ɛ, stand. wall 0.655 0.656 -0.1% 
Realizable k-Ɛ, stand. wall  0.627 0.622 0.7% 




Standard k-Ɛ, stand. wall 0.756 0.752 0.6% 
Realizable k-E, stand. wall  0.727 0.719 1.0% 
k-ω SST 0.726 0.718 1.1% 
 
4.1.3 Turbulence Model 
Modeling the flow turbulence and choosing the appropriate model is one of the key 
uncertainty areas in CFD modeling. In this validation exercise, the estimated 𝐶𝑑 using three 
common turbulence models: the standard and realizable k-Ɛ with the standard wall function and 
the k-ω SST was compared to the ISO values. The outcome of this comparison is considered when 
modeling the perforation experiments in Section 4.2. The turbulence model comparison was 
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carried out on six flow rates with 𝑅𝑒𝐷 varying from 5,000 to 1,500,000. Figure 4.5 compares the 
estimated 𝐶𝑑 for the flange tappings and permanent pressure loss to the ISO values, and Table 4.3 
shows a sample of the model results (q = 1973 ml/s, 𝑅𝑒𝐷 = 50,000). 
 
Figure 4.5: Comparison of the model 𝐶𝑑 to the ISO values for flange tapping and permanent 
pressure loss setups as a function of the 𝑅𝑒𝐷. 
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19090 14313 0.629 3.1% 0.727 -0.5% 


























Starting with the flange tapping results, the three turbulence models seem to follow the ISO 
decreasing trend of 𝐶𝑑 with increasing the 𝑅𝑒𝐷. Overall, the CFD models predict less pressure 
drop and higher 𝐶𝑑 values than the ISO standard. The highest discrepancy from the ISO value was 
observed with the standard k-Ɛ model (average error of 8.2%). The realizable k-Ɛ and k-ω models, 
which closely match each other, show an average % error of 3.1% and 2.9%, respectively. The 
permanent pressure loss CFD results display closer 𝐶𝑑 values to the ISO compared to the flange 
tappings. The % error varies between 3.5% when using the standard k-Ɛ to around 0.5% when 
using the realizable k-Ɛ and k-ω SST. As observed in the flange tappings comparison, the 
permanent pressure loss CFD results exhibit a decreasing 𝐶𝑑 trend with increasing the 𝑅𝑒𝐷. 
This comparison shows that both the realizable k-Ɛ and the k-ω SST models predicted 
more pressure drop than the standard k-Ɛ and estimated closer 𝐶𝑑 values to the ISO. This coincides 
with the theoretical basis that the realizable k-Ɛ and k-ω SST should perform better in severe 
pressure gradients and flow separation cases, as discussed in Section 3.1.2. Nevertheless, for the 
permanent pressure loss measurement, which is a closer analogy to the perforation friction than 
the flange tappings, the three turbulence models presented a reasonable match to the ISO, within 
a 3.5% error.  
The three turbulence models utilized in this validation exercise are common among various 
researchers in modeling the flow through an orifice meter. Manu et al. (2019) used the standard k-Ɛ, standard k-ω, and k-ω SST models and concluded that the k-ω SST produced the closet 𝐶𝑑 
value to the ISO. Hollingshead (2011) conducted a numerical study to determine the 𝐶𝑑 and found 
that the realizable k-Ɛ with the standard wall function matches reasonably with the experimental 
data. Shah et al. (2012) found that the standard k-Ɛ reasonably agrees with their experimental work.  
4.1.4 Fluid Flow Aspects  
In this section, fluid flow aspects of the orifice are discussed based on the results of the 
realizable k-Ɛ model, for a flow rate of 1973 ml/s (𝑅𝑒𝐷 = 50,000). Starting with the change in 
velocity and pressure due to the flow contraction through the orifice plate, Figure 4.6 shows the 
centerline velocity and pressure profiles along the orifice meter. The velocity curve exhibits a 
slight increase from the specified value at the inlet (1.0048 m/s) to about 1.18 m/s before the orifice 
plate as the velocity profile becomes fully developed honoring the no-slip (zero velocity) wall 
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boundary condition. When the flow enters the restriction, it starts to accelerate and drops in 
pressure (Bernoulli’s effect). Beyond the orifice plate restriction, the flow continues to contract 
further downstream, gaining more velocity and further dropping in pressure until reaching the vena 
contracta point, the point of maximum jet contraction. The vena contracta was located at Z = 551 
mm (45.8 mm from the orifice plate) at a maximum velocity of 6.33 m/s and a minimum pressure 
of -5000 Pa (relative to the 0 Pa gauge pressure at the orifice meter outlet). After the vena contracta 
point, the jet velocity starts dropping and the fluid begins recovering some of the pressure loss as 
the flow expands and re-attaches again.  
   
Figure 4.6: Centerline velocity and pressure profiles across the orifice plate, predicted using the 
realizable k-Ɛ turbulence model with the standard wall function for a flow rate of 1973 ml/s. The 
vena contracta point was located based on the maximum velocity and minimum pressure values.  
The boundary layer separation and flow recirculation zone can be visualized in the velocity 
vector and contour plots (Figure 4.7). As the fluid is forced to flow through the small area of the 
orifice plate, the flow forms a free flowing jet of high velocity (shown as red vectors and contours 
in Figure 4.7). The sudden expansion in the flow area after the orifice plate forms a recirculation 
zone which extends downstream until the jet fully dissipates and the flow re-attaches again. Figure 
4.8 shows the forward streamline and the pressure contour plot. The streamlines show how the 










































and becomes a wall-bounded flow. The pressure contour plot shows that most of the pressure drop 
takes place in the near vicinity of the orifice plate, but it requires a significant downstream distance 
to recover some of the pressure drop (34% recovery) and converge to the 0 gauge boundary 
condition value.  
 
 
Figure 4.7: Velocity (a) vector and (b) contour plots near the orifice for the case of q = 1973 ml/s 
(𝑅𝑒𝐷 = 50,000), showing the boundary layer separation and the recirculation zone as the flow 
expands downstream of the orifice plate. 
 
Figure 4.8: (a) Forward streamlines plot colored by pressure, and (b) pressure contour plot near 
the orifice for the case of q = 1973 ml/s (𝑅𝑒𝐷 = 50,000), showing how the fluid streamlines 
converge to a smaller flow area before they gradually diverge as the flow re-attaches and becomes 
fully developed.  
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4.2 Perforation 
Similar to the orifice flow meter, the flow through perforations involves forcing the fluid 
through a small hole, causing a significant increase in the velocity and severe pressure drop 
(perforation friction). For this reason, the petroleum industry has adopted the orifice flow equation 
to estimate the perforation friction during hydraulic fracturing operations. One of the important 
input variables in the orifice-based perforation friction equation is the coefficient of discharge (𝐶𝑑). 
The objective of this section is to shed light on the 𝐶𝑑 for perforations, to numerically estimate the 
value of this correction factor and to understand its sensitivity to the treatment variables.  
4.2.1 Validation Cases 
As a validation for the use of CFD in estimating the 𝐶𝑑 and to help develop an 
understanding of how 𝐶𝑑 varies with the perforation shape, size, and fluid properties, two 
experiments from the literature were modeled in this section. The experimental procedure to 
determine the 𝐶𝑑 for a perforation can be classified into three main setups: a perforated casing 
submerged in a tank (Crump and Conway 1988; Loehken et al. 2020), a perforated casing where 
the perforations connect downstream to a flow line (Willingham et al. 1993), and a casing with 
perforations that connect downstream to a fracture slot (Lord et al. 1994). The next sections present 
the CFD modeling of the first two setups since the fracture slot setup of (Lord et al. 1994) is more 
complex than needed and some of the apparatus essential details are missing.  
4.2.1.1 Submerged Casing Setup 
The submerged casing setup was initially performed by Crump and Conway (1988) and, 
more recently by Loehken et al. (2020). Both experiments used a 4.5 in. casing that was submerged 
in a fluid tank and the upstream pressure was used for estimating the 𝐶𝑑. Crump and Conway 
(1988) predicted a 𝐶𝑑 ranging from 0.49 to 0.64 (Table 2.4), while Loehken et al. (2020) predicted 
a 𝐶𝑑 of 0.71 for a 0.35 in. perforation diameter, which is outside Crump and Conway’s (1988) 
range. For such a setup, CFD predicts closer 𝐶𝑑 values to Loehken et al. (2020) than Crump and 
Conway (1988). The lower 𝐶𝑑 estimated by Crump and Conway (1988) could be attributed to a 
backpressure from the tank wall (boundary effect). Since Loehken et al. (2020) considered the 
potential backpressure from the tank wall boundary in designing the experiment through numerical 
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simulation, and since the distance from the casing to the tank was specified, their submerged casing 
experiment was used for validation purposes. 
Loehken et al. (2020) submerged a 4.5 in. (13.5 lb/ft) casing in a fluid tank as illustrated in 
Figure 2.10. Since the fluid tank is open at the top to ambient gauge pressure, the upstream inlet 
pressure (P1) can be assumed to equal the perforation friction loss, neglecting the minimal casing 
friction and the hydrostatic overhead pressure. The apparatus used two pumps to circulate water 
at a maximum upstream inlet pressure of 2,000 psi. Two cases were run on this setup; a single 0.35 
in. and two 0.35 in. perforations spaced 2 in. apart. In both cases, their estimated 𝐶𝑑 was 0.71. 
 The single 0.35 in. perforation experiment was modeled as a validation case for the 
submerged casing setup. Figure 4.9 depicts the CFD model geometry of the experiment; the 4.5 
in. casing is placed in the center of a 123 in. diameter circular tank, which gives a casing-to-wall 
clearance of 59 in.. This clearance is 50% more than the critical distance identified by Loehken et 
al. (2020) in their numerical analysis for potential backpressure from the tank wall. As illustrated 
in Figure 4.9, the perforation was placed 50 in. from the inlet to allow enough distance for the 
velocity profile to fully develop before the fluid turns the corner into the perforation. The top and 
bottom boundaries were spaced 15 in. from the perforation.  
The model was set up as a steady-state isothermal turbulent flow of incompressible water. 
A “velocity inlet” boundary condition was used to specify the upstream flow rate and a 0 gauge 
“pressure outlet” boundary condition was placed 15 in. above the perforation to represent the 
water-air interface at the top of the tank. The casing, tank, and perforation solid faces were set as 
smooth walls with zero velocity, no-slip wall boundary conditions. The model domain consists of 
two fluid zones; the submerged perforated casing and the surrounding fluid tank, colored by yellow 
and gray in Figure 4.9, respectively. These two fluid zones are connected through the 0.35 in. 
perforation only. The domain was meshed using tetrahedron cells with varying resolution as 
needed. Using the proximity advanced sizing function of Fluent® meshing software, the near 
perforation area in both of the fluid zones were refined to resolve the severe gradients in velocity 
and pressure of the flowing jet (Figure 4.10). Table 4.4 shows the two grid options used for a mesh 
independence solution check.  
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Figure 4.9: Geometry of the submerged casing model, which is composed of two fluid zones: the 
submerged casing colored by yellow, and the fluid tank colored by grey (part of the fluid tank on 
the backside of the perforation is cropped and suppressed to reduce the model size).  
 
Figure 4.10: Side cross-sectional view of Grid 1 near the perforation (the casing wall is 
suppressed in the meshing phase and not shown in this view). 
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Table 4.4: Properties and quality matrices of Grids 1 and 2, which were used in the mesh 
independence check for the submerged casing model. 
  Grid 1 Grid 2 
Mesh type Tetrahedrons and Wedge (inflation) 
Casing 
Element size (in.) 0.25 0.125 
near perforation size (in.) 0.0259 0.01295 
Tank 
Element size (in.) 0.75 0.75 
near perforation size (in.) 0.1 0.075 
Inflation (smooth transition) 20 layers 
Cells count (millions) 6.84 13.1 
Skewness 
Average 0.19 0.18 
Min 1.72E-10 1.50E-10 
Max 0.85 0.85 
Element 
quality 
Average 0.79 0.73 
Min 9.06E-03 8.94E-03 
Max 1.00 1.00 
Aspect 
ratio 
Average 4.61 7.34 
Min 1.16 1.09 
Max 197.41 196.68 
 
The first check for mesh independence was to compare the velocity profile in the casing 
before the flow turns the corner into the perforation. As shown in Figure 4.11, at a downstream 
distance of 40 in. from the velocity inlet boundary condition, Grid 1 reasonably matches the fully 
turbulent velocity profile of Grid 2 and displays no significant discrepancy. The second check was 
to compare the centerline velocity and pressure profiles through the perforation (Figure 4.12). The 
velocity profile shows the expected rapid acceleration due to the flow restriction and the gain in 
velocity that is accompanied by severe pressure drop (Bernoulli’s effect) until the vena contracta 
point (0.122 in. from the perforation entrance). Downstream from the vena contracta point, the 
fluid starts decelerating as the jet dissipates in the tank. As shown in Figure 4.12, Grid 1 closely 
follows the profiles of Grid 2 displaying matching upstream velocity and pressure, identical vena 
contracta location, same pressure recovery behavior, and comparable velocity drop curve inside 
the tank.  As a third check for mesh independence, Table 4.5 compares the estimated 𝐶𝑑 from both 
grids using the standard and realizable k-Ɛ with the standard wall function, and using the k-ω SST 
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model, for a flow rate of 1.5 bpm (𝑅𝑒𝐷 = 47,476). The maximum difference in the 𝐶𝑑 among the 
two grids is 1.6% when using the realizable k-Ɛ model. Since Grid 1 reasonably matches the results 
of the finer mesh option (Grid 2), in predicting the velocity and pressure profiles and in estimating 
the pressure drop across the perforation, it yields a mesh-independent solution, and its resolution 
is adequate. 
Comparing the estimated 𝐶𝑑 using Grid 1 to the experimental value (0.71) shows that the 
CFD model reasonably matches the experiment within 1.2 to 3.1% error (Table 4.5). Since the 
standard k-Ɛ model yields the closest value to the experiment and displays the least sensitivity to 
the mesh resolution, its results are used to discuss the fluid flow aspects of this setup. Figure 4.13 
presents the velocity contour plot for the whole domain showing how the fluid jets through the 
perforation and dissipates downstream in the tank. Since the jet velocity fades before reaching the 
wall, the boundary effect of the tank wall (backpressure) should be insignificant.  
 
Figure 4.11: Fully turbulent velocity profile inside the casing at a distance of 40 in. from the 
inlet, predicted using the standard k-Ɛ turbulence model with the standard wall function for q = 
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Figure 4.12: Centerline velocity and pressure profiles through the perforation, predicted using the 
standard k-Ɛ turbulence model with the standard wall function for q = 1.5 bpm (𝑅𝑒𝐷 = 47,476). 
 
Table 4.5: The estimated perforation friction and the corresponding 𝐶𝑑 for both grid options 






Grid 1 Grid 2 Cd % difference 
bpm p (psi) Cd p (psi) Cd 
Grid 1 vs. 
2 




573 0.719 577 0.716 -0.3% 1.2% 
Realizable k- 625 0.688 645 0.677 -1.6% -3.1% 






































Y (distance from the center of the casing, through the perforation, into the tank) 
[in.]







Figure 4.13: Y-Z plane velocity contour plot, predicted using the standard k-Ɛ turbulence model 
with the standard wall function for q = 1.5 bpm (𝑅𝑒𝐷 = 47,476).   
 
Figure 4.14 displays a closer look at the perforation jet and the velocity magnitude 
distribution near the perforation. Compared to the orifice flow meter case (Section 4.1), the jet in 
this case flows into a big tank with remote boundaries. Such a sudden expansion in the flow area 
downstream of the perforation throat inhibits any further flow contraction and causes a rapid drop 
in the velocity magnitude (Figure 4.14 (a,b)). Figure 4.14 (c) shows how the flow streamlines 
gradually spread away and decelerate as the jet dissipates in the big-volume fluid tank. The vena 
contracta point, in this case, occurs inside the perforation throat not downstream of the flow 
restriction as in the orifice flow meter case, due to the relative longer perforation tunnel (0.29 in.) 
compared to the orifice case (0.1 in.) and the absence of the flow recirculation zone downstream 
of the perforation.  
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Figure 4.14: Velocity (a) contour, (b) vector plot, and (c) forward streamlines near the 
perforation (results of the standard k-Ɛ turbulence model with the standard wall function for q = 
1.5 bpm). 
4.2.1.2 Flow Line Setup 
The other experimental setup modeled in this dissertation for measuring the perforation 
friction and the 𝐶𝑑 is when the perforation jet flows downstream to a flow line. Figure 4.15 shows 
a schematic of the high pressure (up to 1,000 psi) setup used by Willingham et al. (1993) to 
measure the perforation differential pressure and estimate the 𝐶𝑑 for perforation sizes of 0.1875 
in., 0.25 in. and 0.375 in.. In this setup, the wellbore is constructed using a 5.5 in. J-55 casing (5 
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in. ID) of 8 ft total length. At a downstream distance of 6 ft from the casing inlet, four perforations 
are drilled in a 1-foot section with 90o phasing, mimicking a 4 shots per foot (spf) perforation 
design. With the perforation inserts that are used to adjust the hole size, the perforations have a 
total tunnel length of 1 in.. Downstream of the 1 in. perforation tunnel, the fluid expands into a 1 
in. diameter flow line that is connected to the experiment flowmeters.  
 
Figure 4.15: Schematic of the high pressure wellbore model used to estimate the perforation 
friction for four perforations drilled in a 5.5 in. casing (From Willingham et al. 1993). 
Figure 4.16 displays the CFD model geometry for the flow line setup experiment. The 
model was set up as a steady-state isothermal turbulent flow of incompressible water with the 
following boundary conditions: “velocity inlet” to specify the upstream flow rate, “pressure outlet” 
placed 10 in. downstream from the perforation tunnel to set the downstream gauge pressure at 0 
psi, and “no-slip stationary wall” for the casing, perforation and flow lines walls. The domain was 
meshed using tetrahedron cells with finer resolution in the perforation tunnel zones using the 
proximity advanced sizing function of Fluent® (Figure 4.17). Table 4.6 shows the two grid options 
used for a mesh independence solution check.  
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Figure 4.17: Side cross-sectional view of Grid 1 near the perforation showing how the mesh size 
is refined in and near the perforation tunnel to capture the flow gradients. 
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Table 4.6: Properties and quality matrices of Grids 1 and 2, which were used in the mesh 
independence check for the flow line model. 
  Grid 1 Grid 2 
Mesh type Tetrahedrons and Wedge (inflation) 
Element size (in.) 0.125 0.1 
Proximity function min. size (in.) 0.00125 0.001 
Inflation (smooth transition) 20 layers 
Cells count (millions) 7.15 11.4 
Skewness 
Average 0.14 0.13 
Min 3.82E-05 7.17E-06 
Max 0.89 0.85 
Element quality 
Average 0.32 0.35 
Min 5.10E-03 4.87E-03 
Max 1.00 1.00 
Aspect ratio 
Average 26.90 25.72 
Min 1.16 1.16 
Max 263.33 287.87 
 
As a first mesh independence check, Figure 4.18 compares the casing velocity profile of 
the two mesh options at a 4 ft downstream distance from the inlet. Grid 1 shows to reasonably 
match the fully turbulent velocity profile of Gird 2. The second mesh independence check was to 
compare the centerline velocity and pressure profiles through the perforation. The comparison in 
Figure 4.19 shows a good agreement between Grids 1 and 2 in predicting the velocity and pressure 
behavior in the casing, through the perforation, and downstream in the 1 in. flow line. As the fluid 
enters the perforation tunnel, the velocity profile shows a rapid increase due to the flow 
contraction. It reaches a maximum value of 218 ft/s at a distance of 0.13 in. downstream from the 
perforation inlet. Downstream of the maximum velocity point, the flow starts to recover some of 
the pressure loss. As the flow jet passes the perforation tunnel and expands into the 1 in. flow line, 
the flow shows another velocity peak that is associated with a further drop in pressure, reaching a 
minimum of -43 psi. Past this point, the jet starts to dissipate and the flow starts becoming wall-
bounded. Figure 4.20 displays the velocity contour and flow streamlines near the 0.375 in. 
perforation. In this case, the vena contracta is located inside the 1 in. perforation tunnel, just like 
the submerged casing setup discussed in Section 4.2.1.1. But the flow expansion into the 1 in. flow 
line imposed further flow contraction due to the downstream recirculation zone.    
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Figure 4.18: Fully turbulent velocity profile inside the casing at a distance of 4 ft from the inlet, 
predicted using the standard k-Ɛ turbulence model with the standard wall function for q = 5.2 
bpm (𝑅𝑒𝐷 = 132,167). 
  
Figure 4.19: Centerline pressure and velocity profiles through a 0.375 in. perforation, predicted 
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The final check for mesh independence was a comparison of the estimated 𝐶𝑑 for the 0.375 
in. perforation using the three turbulence models. As shown in Table 4.7, the difference in 𝐶𝑑 
between the two mesh options is insignificant (less than 1%). Since Grid 1 predicts nearly the same 
results of Grid 2, in terms of the fully turbulent velocity profile in the casing, the pressure and 
velocity profiles through the perforation, and the estimated 𝐶𝑑 value, Grid 1 resolution is adequate 
and its solution is mesh-independent. 
 
Figure 4.20: Velocity (a) contour plot and (b) forward streamlines for the flow through a 0.375 
in. perforation (results of the standard k-Ɛ turbulence model with the standard wall function). 
Table 4.7: The estimated perforation friction and the corresponding 𝐶𝑑 for four 0.375 in. 
perforations using both grid options.  
Turbulence  
model 
Flow rate Casing 
ReD 
Grid 1 Grid 2 Cd % 
difference bpm p (psi) Cd p (psi) Cd 
Standard k- 
5.2 132,167 
343 0.703 346 0.701 -0.4% 
Realizable k- 283 0.774 288 0.768 -0.9% 
k- SST 283 0.774 286 0.770 -0.5% 
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After checking for mesh independence, Grid 1 was used to estimate the perforation friction 
and compare the results to the experiments; the k- SST model was not considered as it has shown 
to produce very similar results to the realizable k-Ɛ. For each of the three perforation sizes: 0.1875 
in., 0.25 in. and 0.375 in., three cases of various flow rates were run. The flow rates were chosen 
such that they are within the 1,000 psi experiment apparatus capacity and there is an overlap in the 
perforation Reynolds Number (𝑅𝑒𝑝) among the three sizes for comparison purposes. Comparing 
the CFD results to the experiment in Table 4.8 shows that the standard k-Ɛ model generally predicts 
closer values than the realizable. The standard k-Ɛ shows a good match to the 0.375 in. perforation 
size experiment (0.5% error), but it tends to underestimate the perforation friction (larger 𝐶𝑑) for 
the smaller perforation sizes, reaching a maximum error of 11% in the 0.1875 in. case. 
Table 4.8: Comparison of the CFD estimated 𝐶𝑑 to the experimental values using the standard 
























0.7 0.46 17,063 1,365,013 108 0.65 9.9 91 0.71 19.7 
1.2 0.80 29,553 2,364,272 317 0.65 10.9 263 0.72 21.8 
2.0 1.39 51,188 4,095,039 946 0.66 11.2 855 0.69 17.0 
0.25 0.64 
1.6 1.07 39,466 2,367,963 170 0.67 4.9 138 0.74 16.3 
2.7 1.86 68,251 4,095,039 500 0.68 5.8 412 0.75 16.5 
3.5 2.40 88,100 5,286,011 835 0.68 5.6 692 0.74 16.0 
0.375 0.7 
4.0 2.79 102,376 4,095,039 206 0.70 0.4 170 0.77 10.6 
5.2 3.60 132,167 5,286,672 343 0.70 0.5 283 0.77 10.6 
8.0 5.49 201,888 8,075,525 800 0.70 0.5 679 0.76 9.1 
 
Both the experimental and the modeling results display a decreasing trend of 𝐶𝑑 with 
reducing perforation size. The dependency of 𝐶𝑑 on the perforation size, although the size is an 
input in the orifice equation to calculate the 𝐶𝑑, was observed and well documented experimentally 
(Crump and Conway 1988; Willingham et al. 1993; Lord et al. 1994). This 𝐶𝑑 dependency suggests 
further flow contraction and less ideal discharge rate in smaller perforations. The CFD model 
predicts this dependency on the perforation size and displays the decreasing trend of 𝐶𝑑 with 
reducing the perforation size, but at less variability compared to the Willingham et al. (1993) 
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experiment. Varying the flow rate does not show any significant effect on the estimated 𝐶𝑑, which 
suggests that the model honors the straight line relationship of ∆𝑝 versus 𝑞2, as reported in the 
literature experiments. Also, the 𝐶𝑑 does not seem to depend on the 𝑅𝑒𝑝 and there is no correlation 
between 𝐶𝑑 of different perforation sizes with the same 𝑅𝑒𝑝. 
4.2.2 Sensitivity Analysis 
The effect of varying the perforation size, tunnel length, fluid viscosity, and the flow rate 
on the 𝐶𝑑 value was investigated using a single-perforation model. This sensitivity analysis model 
was based on the submerged casing setup of Loehken et al. (2020). The model, matching the 0.35 
in. perforation experiment and presented in Section 4.2.1.1, was treated as a base, calibrated case. 
Basing the sensitivity analysis on experimental results eliminates the non-unique aspect of the 
numerical solution and helps to validate the model estimations. Throughout the sensitivity runs, 
the model setup and mesh properties are kept similar to the base case. Table 4.9 lists the sensitivity 
parameters and ranges considered in the 𝐶𝑑 sensitivity analysis. The first sensitivity parameter is 
the perforation size which has significantly shown to impact the 𝐶𝑑 as discussed in Section 4.2.1.2; 
the smaller the perforation size, the smaller the 𝐶𝑑. The second parameter is the tunnel length 
which represents the perforation penetration through the casing, cement sheath, and the near-
wellbore rock (Figure 4.21). This perfectly drilled tunnel idealizes a consistent diameter 
perforation of a variable length that extends up to 1 ft. Downstream from the tunnel, the perforation 
jet flows into the big-volume fluid tank mimicking the flow expansion into the hydraulic fracture. 
The ideal perforation shape, shown in Figure 4.21, assumes no fluid leak off to the surrounding 
rock and no perforation tortuosity. The fluid viscosity is the third sensitivity parameter, which was 
set to vary from 1 to 40 cp to account for the effect of using non-crosslinked higher viscosity 
fracturing fluid on the 𝐶𝑑. The viscosity is assumed to be constant and independent of the shear 






Table 4.9: Perforation parameters and values for the 𝐶𝑑 sensitivity analysis. The yellow highlight 










Figure 4.21: Geometry of the sensitivity analysis model. The submerged casing setup of Loehken 
et al. (2020) was modified to account for the perforation tunnel effect. 
Perforation size Tunnel length Viscosity Flow rate 
in. in. cp bpm 
0.125       
0.25     1 
0.35 0.29 1 1.5 
0.45 1 10 2 
0.55 3 20 3 
0.65 5 30 4 
  7 40   
  10     
  12     
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4.2.2.1 Perforation Size  
The perforation size is one of the input parameters in the orifice-based perforation friction 
equation (Equation 2.7). When the perforation friction is estimated and used to calculate the 𝐶𝑑, 
smaller size perforations tend to require smaller 𝐶𝑑. Using the sensitivity analysis model, the 
perforation size was varied (0.125 – 0.65 in.) to investigate the behavior of 𝐶𝑑 around the matched 
case of 0.35 in. (Table 4.9). Figure 4.22 compares the behavior of 𝐶𝑑 with varying the perforation 
size, predicted using the standard and realizable k-Ɛ. Overall, the standard k-Ɛ predicts a decreasing 
trend of 𝐶𝑑 with reducing the perforation size while the realizable predicts an opposite trend. Since 
the standard k-Ɛ yields the closet 𝐶𝑑 value to the experiment (Table 4.5) and displays a decreasing 
trend of 𝐶𝑑 with reducing the perforation size, which is consistent with the literature experiments, 
the standard k-Ɛ with the standard wall function was chosen as the primary turbulence model for 
the sensitivity analysis. 
 
Figure 4.22: Comparison of the standard to the realizable k-Ɛ turbulence models in predicting the 
behavior of 𝐶𝑑 with varying the perforation size.  
Figure 4.23 depicts the perforation size sensitivity results using the standard k-Ɛ. For the 
0.29 in. tunnel length (casing thickness) case, the model predicts a 𝐶𝑑 ranging from 0.691 to 0.732. 
The 𝐶𝑑 drops by 3.8% when the perforation size is reduced from 0.35 to 0.125 in., while it rises 
only by 1.9% when increasing the perforation size from 0.35 to 0.65 in.. This shows that the 𝐶𝑑 is 
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more kinetic energy correction is needed. In addition to the 0.29 in. tunnel length case shown in 
yellow, the results of the 1 in. tunnel length was included (colored in blue) to compare the 
submerged casing setup to the flow line setup of Willingham et al. (1993). The comparison shows 
that the flow line setup overall requires lower 𝐶𝑑 values for the same perforation size. This lower 𝐶𝑑 value coincides with the observation that the flow line setup involves flow separation, 
circulation zone and flow contraction as the flow expands into the 1 in. flow line. In contrast, the 
submerged casing setup does not show further flow contraction and recirculation zones 
downstream of the perforation. Sensitivity wise, the flow line setup seems to be more sensitive and 
dependent on the perforation size as it displays a steeper drop in the 𝐶𝑑 with reducing the 
perforation size (Figure 4.23). 
 
Figure 4.23: Sensitivity of the 𝐶𝑑 to the perforation size for the submerged casing and flow line 
setups (results of the standard k-Ɛ with the standard wall function for 1 cp fracturing fluid flowing 
at 1.5 bpm). 
4.2.2.2 Tunnel Length  
As illustrated in Figure 4.21, the perforation charges penetrate deeper than the casing wall 
material, into the cement sheath and the near-wellbore rock. Therefore, it is more realistic to 
account for the fracturing fluid friction due to that tunnel created, in addition to the casing wall 
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tunnel length
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72 
length of the tunnel was set to increase in steps as shown in Table 4.9, considering a maximum 
length of 12 in.. Downstream from the perforation tip, the fracturing fluid flows into the big fluid 
tank which is open at the top to ambient conditions. Figure 4.24 shows the tunnel length sensitivity 
results for a fracturing fluid of 1 cp flowing at 1.5 bpm. The model predicts that the 𝐶𝑑 follows a 
declining trend with increasing the length of the tunnel, essentially due to the additional friction 
created. The 𝐶𝑑 shows a steeper drop at shorter tunnel lengths while when the tunnel length 
becomes longer than 3 in., the decline follows a linear behavior.  
 
Figure 4.24: Sensitivity of the 𝐶𝑑 to the perforation tunnel length (results of the standard k-Ɛ with 
the standard wall function using 1 cp fracturing fluid flowing at 1.5 bpm through a 0.35 in. 
perforation). 
Figure 4.25 presents the centerline pressure and velocity profiles through the perforation 
for the tunnel length sensitivity cases. Forcing the fluid through the 0.35 in. perforation creates a 
jet and imposes a rapid acceleration on the fluid, reaching a maximum velocity of 272 ft/s at the 
vena contracta point, which is identical for all the sensitivity cases. For a tunnel length of 3 in. and 
longer, the velocity experiences a slight increase inside the tunnel that reduces with further distance 
and levels off at around 238 ft/s. Another similarity among the longer perforation tunnel cases is 
the comparable velocity drop rate downstream from the perforation tip as the jet dissipates in the 
tank. The pressure profiles show that downstream from the identical vena contract point, there is 













Effect of the Perforation Tunnel Length on the Cd
1 cp
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3 in. tunnel and longer. The parallel lines of the tunnel pressure drop suggest a linear relationship 
between the perforation friction and the tunnel length, which coincides with the 𝐶𝑑 behavior 
depicted in Figure 4.24.           
 
Figure 4.25: Centerline pressure (solid) and velocity (dashed) profiles through the 0.35 in. 
perforation for the various tunnel length sensitivity cases. 
4.2.2.3 Viscosity  
Since the perforation tunnel has shown to play a significant role in creating additional 
perforation friction and the friction is essentially generated by the viscous forces, the effect of 
viscosity on the 𝐶𝑑 was investigated for the entire range of tunnel lengths outlined in Table 4.9. 
Table 4.10 and Figure 4.26 present the viscosity sensitivity results for the seven perforation tunnel 
lengths predicted using the standard k-Ɛ model. The 0.29 in. tunnel length case (casing thickness) 
shows the minimum change in 𝐶𝑑; it drops by less than 1% when the viscosity is increased from 1 
to 40 cp. Increasing the tunnel length creates more friction and causes larger drop in the 𝐶𝑑; the 









































Y (distance from the center of the casing, through the perforation, into the tank) [ft]










Table 4.10: Results of the 𝐶𝑑 sensitivity analysis to the viscosity considering variable tunnel 
lengths, predicted using the standard k-Ɛ for a fracturing fluid flowing at 1.5 bpm through a 0.35 
in. perforation. 
Viscosity (cp) 
Perforation Tunnel Length (in.) 
0.29 1 3 5 7 10 12 
1 0.719 0.708 0.687 0.675 0.660 0.641 0.634 
10 0.716 0.686 0.644 0.619 0.592 0.562 0.545 
20 0.714 0.682 0.633 0.604 0.574 0.542 0.524 
30 0.714 0.679 0.627 0.595 0.564 0.531 0.512 
40 0.713 0.671 0.622 0.590 0.558 0.523 0.503 
 
 
Figure 4.26: Effect of viscosity on the 𝐶𝑑 for various perforation tunnel lengths (results of the 
standard k-Ɛ with the standard wall function for a fracturing fluid flowing at 1.5 bpm through a 
0.35 in. perforation). 
For the range of viscosity considered in this sensitivity analysis, most of the 𝐶𝑑 drop takes 
place when the viscosity is increased from 1 to 10 cp. The 𝐶𝑑 shows to be less sensitive to the 
viscosity at higher values. The drop in the 𝐶𝑑 rate of change as viscosity increases can be also seen 
in Figure 4.27, where the 𝐶𝑑 is plotted as a function of the tunnel length for the five viscosity 
sensitivity values. Figure 4.27 shows how the drop in 𝐶𝑑 becomes less with further stepping up in 





















This sensitivity analysis shows that for a short perforation tunnel, the effect of viscosity on 
the 𝐶𝑑 is insignificant, and the inviscid assumption used to derive the orifice-based perforation 
friction equation holds true. However, accounting for the deep penetration of the perforation 
charges, through the casing and near-wellbore rock, creates additional friction in the perforation 
tunnel and makes the 𝐶𝑑 more dependent on the fluid viscosity; the longer the perforation tunnel 
and the higher the fluid viscosity, the lower the 𝐶𝑑. The analysis shows the 𝐶𝑑 for a 0.35 in. 
perforation drops by 30%, from 0.719 to 0.503 with increasing the tunnel length to 12 in. and the 
viscosity to 40 cp (Table 4.10).  
 
 
Figure 4.27: Effect of the tunnel length on the 𝐶𝑑 for various viscosity values (results of the 
standard k-Ɛ with the standard wall function for a fracturing fluid flowing at 1.5 bpm through a 
0.35 in. perforation). 
4.2.2.4 Flow Rate 
In this sensitivity, the flow rate was varied as outlined in Table 4.9 to investigate whether 
increasing the flow rate and the flow turbulence will impact the 𝐶𝑑. As shown in Table 4.11, the 𝐶𝑑 does not show any significant change, suggesting no dependency on the flow rate and the Re. 
In other words, the model results honor the straight line relationship of ∆𝑝 versus 𝑞2 in the 




















fluid type (water), the plot of ∆𝑝 versus 𝑞2 yields a straight line that passes through the origin and 
from the slope, an average 𝐶𝑑 can be estimated. The independency of 𝐶𝑑 on the flow rate concluded 
from this sensitivity analysis concurs with the experimental work of Willingham et al. (1993) and 
Lord et al. (1994). 
Table 4.11: Results of the 𝐶𝑑 sensitivity analysis to the flow rate, predicted using the standard k-
Ɛ for a 1 cp fracturing fluid flowing through a 0.35 in. perforation. 
Flow rate 




1.0 32,317 361,954 254.4 0.7190 
1.5 48,476 542,931 573 0.7186 
2.0 64,635 723,907 1017 0.7192 
3.0 96,952 1,085,861 2287 0.7194 
4.0 129,269 1,447,815 4061.7 0.7197 
 
 
Figure 4.28: Plot of the perforation friction versus the flow rate squared yields a straight line 
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CHAPTER 5  
PERFORATION EROSION 
This chapter focuses on the erosion of perforation due to the abrasive flow of proppant 
during hydraulic fracturing treatments. Since the erosion process depends primarily on the mass 
of proppant flowing through the perforation, the first section models the transport and distribution 
of proppant across the perforation clusters for two field-scale stimulation designs. Section 5.2 
estimates the erosion rate based on the field-scale models and studies the effect of pumping rate, 
proppant size and concentration, perforation size, fluid viscosity, and gravity. Section 5.3 utilizes 
a coupled dynamic mesh-erosion modeling technique to model the perforation erosion process 
transiently. Finally, Section 5.4 discusses the impact of the 90o flow turn and slurry velocity on 
the erosion pattern.  
5.1 Proppant Distribution 
Using a liquid-solid two-phase DPM model, the slurry flow in a field-scale single 
fracturing stage was modeled to predict the distribution of proppant across the perforation clusters. 
Two completion designs (Table 5.1), which were implemented in several fracturing stages of four 
wells in the subject field, are considered. Design 15C has 25 vertical 0.35 in. perforations while 
Design 21C has 21 0.38 in. perforations that are angled 45o towards the toe side. In both designs, 
100 bpm of slickwater with friction reducer (2.1 cp) was used to treat the 250-foot stages. 
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The model was set up as a steady-state, isothermal, turbulent flow, coupled DPM. The flow 
turbulence was modeled using the standard k-Ɛ turbulent model with standard wall function, and 
the dispersion of particles, due to turbulence, was accounted for using the statistical discrete 
random walk (DRW) stochastic tracking method. Figure 5.1 and Figure 5.2 depict the model 
geometry and boundary conditions for the 15C and 21C completion designs, respectively. A 
“velocity inlet” boundary condition was used at the heel face to specify the upstream velocity of 
the 100 bpm flow rate (75 ft/s). At the same velocity, the proppant was injected from the heel face 
according to the proppant concentration. A ”pressure outlet” boundary condition of 0 psig was 
used at the perforations where both the fluid and solid phases are allowed to leave the domain. A 
stationary wall with a zero-velocity no-slip condition was used at the casing, perforation tunnel, 
and toe plug walls. Table 5.2 lists the generic boundary conditions for the fluid and solid phases. 
The coupled DPM modeling assumes perfectly spherical sand particles of an average 
uniform size; 0.00728 in. for the 100 mesh and 0.0118 in. for the 40/70. The backpressure at all 
the perforation clusters is uniform, assuming no stress shadowing effect and constant fracture entry 
pressure. The model does not capture the proppant bridging phenomena at the perforation and the 
resultant cluster screen-out process.           
 
Figure 5.1: Model geometry and boundary conditions for Design 15C (one cluster consisting of 
two perforations is shown).  
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Figure 5.2: Model geometry and boundary conditions for Design 21C (one cluster consisting of 
one perforation is shown). 
Table 5.2: Generic boundary conditions for the 15C and 21C designs (From Almulhim et al. 
2020). 
Location Fluid BC Solid BC 
Heel “Velocity inlet” 
Injected from the heel face at the 
fluid velocity 
Perforations 0 psig “pressure outlet” “Escape” 
Toe (plug) and pipe walls No-slip wall “Reflect” 
 
The computational domain was meshed with tetrahedral cells of an element size of 0.0027 
in. that gradually reduces to 0.000027 in. in the perforation tunnel zone using the proximity 
advanced sizing function (Figure 5.3). Six inflation layers were used to resolve the boundary layer 
along the casing wall and inside the perforation tunnel. For the 15C design, the model has 12.5 
million cells with 0.18 average skewness, 3.95 average aspect ratio, and 0.59 element quality. The 
model converges within 3,000 iterations, and the average computational time is 18 hours.    
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Figure 5.3: Cross-sectional view of the mesh near the perforations for the 15C design. 
5.1.1 Design 15C 
Figure 5.4 displays the velocity and pressure behaviors inside the wellbore, from the heel 
to the toe. Upstream at the heel, the velocity profile shows a 10 ft/s increase in the centerline 
velocity from the initialized value (75 ft/s) as the flow becomes fully developed, honoring the no-
slip (zero velocity) wall boundary condition. The heel face was spaced far enough from the heel-
most cluster (Cluster 15) to allow enough distance (hydrodynamic length) for the velocity to fully 
develop before encountering any flow separation at the perforations. As the fluid diverts into the 
clusters, the feed rate in the wellbore drops and the velocity profile cascades in a “down staircase” 
behavior; it drops by around 3.5 ft/s when the flow passes the single perforation clusters (Clusters 
11-15) and by around 7 ft/s for the double perforation clusters (Clusters 1-10). The pressure profile 
shows to drop from 5,300 psi at the heel to about 5,215 psi at the toe. With such a small pressure 
drop along the 250-foot casing length (85 psi), the model suggests that the majority of the upstream 
pressure is consumed as perforation friction. The high perforation friction loss and the elevated 
pressure inside the wellbore are the key aspects of the limited entry completion technique, which 
helps to divert the fluid more uniformly across the perforations. Indeed, the model predicts an 
average of 4 bpm/perforation for most perforations as shown in Figure 5.5. The toe-most clusters 
show a slight drop below the average value due to the larger mass of proppant flowing out from 
the toe side of the wellbore, which will be discussed in detail in the next paragraphs.   
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Figure 5.4: Wellbore centerline velocity and pressure profiles for Design 15C. Double perforation 
clusters, Cluster 1-10, are toward the right of the figure (From Almulhim et al. 2020).  
 
Figure 5.5: Fluid distribution among the perforation clusters of Design 15C (From Almulhim et 
al. 2020). 
Despite the uniform fluid distribution, the model displays a proppant distribution trend 
towards the toe (Figure 5.6). Such a toe-biased distribution for both proppant types can be 
explained by the proppant inertia and Stokes number (St). As explained in Section 2.3, the St is a 
dimensionless parameter that helps to characterize the flow regime of the suspended particles by 
comparing the particle response time to the fluid characteristic time. The St for the flow near the 
perforations is a function of proppant size and density, perforation size, fluid viscosity, and 
velocity. For Design 15C, the only two variables in the St are the wellbore velocity and the 
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declining profile (Figure 5.4), and the St declines from the heel to the toe accordingly.  This implies 
that the higher velocity upstream toward the heel side imposes higher flow momentum (inertia) on 
the proppant and increases its response time, making it difficult for the proppant to turn the corner 
into the perforations. Instead, the proppant behaves more independently and continue flowing 
downstream in the original direction. Downstream at the toe side of the wellbore, the St drops 
significantly and the particle response time becomes comparable to that of the fluid, which makes 
it easier for the proppant to follow the fluid streamlines and turn the corner into the downstream 
perforations. The proppant inertia’s impact on the way the proppant turns the corner into the 
perforations can be seen in Figure 5.7. Upstream at Clusters 15 and 11, the particle tracks display 
a short and sharp turn, while downstream at Clusters 6 and 2, the St drops significantly, and the 
particles turn the corner in a curved and smooth path. 
 The other variable in Design 15C that affects the proppant inertia is the proppant size. 
Comparing the proppant distribution of the 40/70 to the 100 mesh in Figure 5.6  demonstrates how 
bigger particles have more inertia and tend to continue flowing downstream rather than turning the 
corner into the perforations. The toe-biased distribution trend is more severe in the 40/70 case; the 
model predicts that 44% of the 40/70 proppant flows out the wellbore from the first two clusters 
compared to 29% for the 100 mesh case.  
 
Figure 5.6: Proppant distribution among the perforation clusters for Design 15C (From 
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Figure 5.7: Particle tracks (colored by the residence time) captured at four clusters of Design 
15C. The proppant turns the corner to Clusters 11 and 15 in a sharper and shorter turn where the 
proppant inertia and St are high (From Almulhim et al. 2020). 
 
5.1.2 Design 21C 
Figure 5.8 presents the fluid distribution among the 21 single perforation clusters of Design 
21C. The model predicts a uniform fluid distribution for most of the clusters; the toe-most clusters 
experience a slight drop below the average value (4.76 bpm) due to the significant mass of 
proppant flowing out from the toe side. As shown in Figure 5.9, the proppant distribution does not 
follow the uniform fluid distribution, and it displays a toe-biased distribution due to the proppant 
inertia, as discussed in Section 5.1.1.  
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Figure 5.9: Proppant distribution among the perforation clusters of Design 21C (From Almulhim 
et al. 2020). 
Design 21C implemented 45o angled perforations as a field trial to improve the proppant 
distribution by tilting the perforation tunnel in the flow direction to ease the proppant’s way out of 
the wellbore (Figure 5.2). To investigate the effect of the perforation tunnel angling on the 
proppant distribution, a modified 21C design with vertical (not angled) perforations was run for 
comparison purposes. As shown in Figure 5.10, no significant difference in the proppant 
distribution is observed, and both cases produce the toe-biased trend.  
 
Figure 5.10: Investigating the effect of the perforation angle on the proppant distribution carried 
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5.2 Erosion Rate 
The erosion rate was estimated using the Oka and McLaury erosion models, based on the 
converged steady-state solution of the coupled DPM model discussed in Section 5.1. The wellbore 
was divided into one-foot zones around each perforation cluster, as shown in Figure 5.11, and the 
erosion rate for each cluster was estimated using an area-weighted average of the erosion rate 
predicted at each cell face. 
 
Figure 5.11: Geometry of one cluster of two perforations illustrating how the wellbore was 
divided into one-foot zones to estimate the erosion rate of each cluster. This two perforations 
cluster zone was created by slicing the domain 0.25 ft upstream and downstream of the two 
perforations. For the single perforation cluster (which is not shown here), the zone was created 
by slicing the domain 0.5 ft upstream and downstream of the single perforation. 
5.2.1 Design 15C vs 21C 
Starting with Design 15C, Figure 5.12 shows the erosion rate at each cluster predicted using 
the Oka and McLaury models for the 100 mesh and 40/70 proppant types. Overall, the estimated 
erosion rate from both models follows the toe-biased proppant distribution profile shown in Figure 
5.6. The McLaury model estimates a higher erosion rate than Oka, but the two models present a 
reasonable trend agreement. Comparing the two proppant sizes, the 40/70 shows more erosion in 
the toe side, due to the severe toe-biased proppant distribution trend, and less erosion in the heel 
and middle clusters. Table 5.3 compares the total erosion rate from both models for the two 
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proppant sizes. The comparison shows that the erosion caused by the 100 mesh is more than the 
40/70 by 15 to 20%. The higher erosion for the smaller sand size is attributed to the larger number 
of particles impinging the solid surfaces. For the same mass, the 100 mesh has about four times 
the number of particles of the 40/70. 
Design 15C was used to treat two wells (2H and 3H). After the treatment, a downhole 
camera was run through eight stages of each well to picture the perforations and estimate their 
eroded area. Figure 5.13 compares the distribution of the normalized erosion rate to the average 
normalized eroded area of Wells 2H and 3H. The CFD erosion rate distributions predicted using 
the two models show a reasonable agreement in the profile and the values with Well 3H. Well 2H 
shows a middle-biased distribution that could be attributed to a cluster screen-out at the toe, which 
forced the slurry to flow out the middle clusters. 
 
Figure 5.12: Estimated erosion rate at each cluster for Design 15C using the Oka and McLaury 
models. Cluster 11-15 are single perforation clusters, while Cluster 1-10 are two-perforation 
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Table 5.3: Comparison of the estimated total erosion rate caused by the 100 mesh and 40/70 for 
Design 15C.  
Total Erosion Rate 
(lb/in.²/s) 
Model 100 mesh 40/70 Ratio 
Oka 3.28E-05 2.86E-05 1.15 
McLaury 4.25E-05 3.54E-05 1.20 
 
 
Figure 5.13: Comparison of the normalized erosion rate distribution estimated using the Oka and 
McLaury models to the normalized eroded area distribution obtained using a downhole camera 
in Wells 3H and 2H.  
  
Design 21C also shows a toe-biased erosion rate trend (Figure 5.14), which is consistent 
with the proppant distribution shown in Figure 5.9. As observed in Design 15C, the McLaury 
model predicts slightly higher erosion than the Oka. Figure 5.15 compares the distribution of the 
CFD erosion rates to the eroded area analyzed from downhole images. Although the erosion 
distribution does not show a distinct profile, more erosion was observed in the heel and middle 
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Figure 5.14: Estimated erosion rate at each cluster for Design 21C using the Oka and McLaury 
models.   
 
 
Figure 5.15: Comparison of the normalized erosion rate distribution estimated using the Oka and 
McLaury models to the normalized eroded area distribution obtained from downhole images of 
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Table 5.4 compares the total eroded area obtained from downhole images and the total 
CFD erosion rate for the two completion designs. Design 21C total eroded area is 21.2 in2, while 
it is half of that for Design 15C. CFD also predicts a higher total erosion rate for Design 21C, 
higher by 97% and 69% using the Oka and McLaury models, respectively. The reason behind the 
higher erosion rate for Design 21C is the higher flow rate per hole; 4.76 bpm for Design 21C versus 
4 bpm for Design 15C. This was confirmed by simulating a case of matching flow rate per 
perforation, and the results showed a minor difference, less than 4%. This illustrates the severe 
impact of the flow rate on the erosion; a 20% increase in the flow rate translates to a 70-100% 
increase in the erosion rate.  
Table 5.4: Comparison between the two completion designs in terms of the total eroded area 
captured by downhole images, and the total erosion rate estimated using the Oka and McLaury 
models. 
  21C 15C Ratio 
Downhole 
Images 
Total Eroded Area 
(in.2) 
21.20 9.77 2.17 
CFD Oka 
Total Erosion Rate 
(lb/in.2/s) 
6.5E-05 3.3E-05 1.97 
CFD McLaury 7.2E-05 4.3E-05 1.69 
 
For a given proppant size, the erosion process is governed by the mass of particles and their 
impact velocity. Overall, the predicted erosion rate profiles shown in Figure 5.12 and Figure 5.14 
follow the proppant distribution profiles, which suggests that the particle mass flow rate is the 
main factor. To illustrate the effect of the other factor, the impact velocity, the erosion rate profiles 
were normalized by the mass of proppant passing through each cluster. Figure 5.16 compares the 
normalized erosion rate profiles of the two designs (100 mesh case). The comparison shows that 
if the proppant distribution is uniform across the clusters, more erosion is anticipated in the heel 
side for Design 15C due to the higher velocity. The normalized erosion distribution of Design 15C 
follows the cascading velocity profile shown in Figure 5.4. Design 21C shows a flat erosion profile 
suggesting no impact of the velocity on the erosion distribution. This observation gives an 
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advantage to Design 21C; reducing the turning angle from 90 to 45o minimizes the influence of 
the impact velocity and makes the erosion rate distribution primarily dependent on the proppant 
distribution.  
 
Figure 5.16: Comparison of the estimated erosion rate profiles normalized by the mass of 
proppant passing out each cluster.  
5.2.2 Sensitivity Analysis 
This section investigates the effect of varying the flow rate, fluid viscosity, proppant size 
and concentration, perforation size, and gravity on the estimated erosion rate (Table 5.5). Design 
15C with 1 ppg of the 100 mesh pumped using slickwater (2.1cp) at 100 bpm serves as a base case 
for this sensitivity analysis. Prior to presenting the erosion results, the proppant distribution results 
are showed in Figure 5.17. Increasing the flow rate to 120 bpm, proppant concentration to 1.2 ppg, 
and perforation size to 0.5 in. do not show a significant impact on the proppant distribution. 
Whereas changing the particle size, fluid viscosity, and shooting perforations in the wellbore's low 
side do affect the proppant distribution. Using a bigger proppant size (40/70) increases the particle 
inertia and yields to a more toe-biased distribution. Increasing the fluid viscosity from 2.1 to 12.6 
cp reduces the inertia effect and produces a more uniform distribution. Placing the perforations in 
the gravity direction causes a drop in the proppant distribution at the toe side and increases the 
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perforations in the wellbore’s high side (opposite to the gravity direction); it helps to maintain 
larger proppant transport towards the downstream side of the wellbore, and therefore better treats 
the toe-most clusters. 
Table 5.5: List of the erosion rate sensitivity cases conducted using Design 15C. The base case 
flows 1 ppg of the 100 mesh through 25 0.35 in. high side perforations using a 2.1 cp slickwater 
at 100 bpm.  
 Case # Sensitivity Parameter 
1 40/70 
2 120 bpm 
3 1.2 ppg 
4 120 bpm, 0.833 ppg 
5 12.6 cp 
6 0.5 in. Perf size 
7 Gravity (Bottom Perfs) 
  
 
Figure 5.17: Proppant distribution of the sensitivity cases carried out using Design 15C. The base 
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Figure 5.18 and Figure 5.19 show the erosion rate estimated using the Oka and McLaury 
models, respectively, and Table 5.6 compares the total erosion rate to the base case. Case # 1 shows 
that using the 40/70 instead of the 100 mesh causes a drop in the erosion rate ranging from 12.7 to 
16.7%. The drop in the erosion rate is attributed to the less number of particles eroding the solid 
surfaces.  
The most significant impact on the erosion rate was observed with increasing the pumping 
rate from 100 to 120 bpm (Case # 2). The total erosion rate increased by 64.6% (McLaury) to 
87.6% (Oka), with a 20% increase in the pumping rate. It is important to indicate that increasing 
the pumping rate involves an increase in the rate of proppant pumped through, in addition to the 
increase in the particle impact velocity. Case # 3 investigates the effect of increasing the proppant 
rate without increasing the flow rate; by increasing the proppant concentration. A 20% increase in 
the proppant concentration raised the total erosion rate by around 18%. Case # 4 was run with 120 
bpm and 0.833 ppg to yield the same proppant flow rate as in the base case (1 ppg) and investigate 
the effect of the impact velocity alone. The results showed a much higher increase in the erosion 
rate compared to Case # 3, ranging from 40.9 to 60.2%. This suggests that the particle impact 
velocity has a greater influence than the mass of particles impinging the solid surfaces. The impact 
velocity parameter in both erosion models is raised to an exponent that is higher than 1. In the Oka 
model, the impact velocity exponent is 2.35 (Equation 3.25), while the McLaury model has an 
exponent of 1.73 (Equation 3.26). This explains the erosion rate higher sensitivity to the flow rate 
and the tendency of the Oka model to yield higher erosion than McLaury when increasing the flow 
rate. 
Case # 5 investigates the impact of fluid viscosity on the erosion rate estimation. Increasing 
the viscosity from 2.1 to 12.6 cp shows an increase in the erosion rate that ranges from 8.3 to 
11.5%. Increasing the perforation size shows to reduce the erosion rate significantly. Case # 6 
predicts a drop in the erosion rate ranging from 57.9 to 75.3% with increasing the perforation size 
from 0.35 in. to 0.5 in.. Finally, the gravity force also shows to cause a significant impact on the 
erosion rate magnitude. Case # 7 predicts that the erosion rate for bottom perforations is around 




Figure 5.18: Estimated erosion rates at each cluster for Design 15C sensitivity cases using the 
Oka model. The base case flows 1 ppg of the 100 mesh pumped through 25 0.35 in. high side 
perforations using a 2.1 cp slickwater at 100 bpm.  
 
Figure 5.19: Estimated erosion rates at each cluster for Design 15C sensitivity cases using the 
McLaury model. The base case flows 1 ppg of the 100 mesh pumped through 25 0.35 in. high 
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Table 5.6: Total erosion rate comparison of the sensitivity cases to the base case (1 ppg of the 
100 mesh pumped through 25 0.35 in. high side perforations using a 2.1 cp slickwater at 100 
bpm).  
Case # Sensitivity Parameter 
% Difference in the Total Erosion Rate 
Compared to the Base Case 
Oka McLaury 
1 40/70 -12.7% -16.7% 
2 120 bpm 87.6% 64.6% 
3 1.2 ppg 17.8% 18.2% 
4 120 bpm, 0.833 ppg 60.2% 40.9% 
5 12.6 cp 8.3% 11.5% 
6 0.5 in. Perf size -75.3% -57.9% 
7 Gravity (Bottom Perfs) 21.2% 19.3% 
 
5.3 Transient Erosion Modeling 
The erosion rate estimations in Section 5.2 are based on the steady-state DPM solution. 
The steady-state erosion rate represents the early time erosion rate for a perforation in its initial 
shape (un-eroded). In reality, the erosion process is dynamic, and the erosion rate varies with time 
due to the continuous change in the perforation shape and the fluid flow through it. The erosion-
moving and deforming mesh (MDM) model allows for dynamically deforming the surface walls 
based on the estimated erosion of each time-step. This coupled erosion-MDM modeling was 
utilized to predict the perforation friction and erosion rate behavior with time. Due to the intense 
computational issue of such a transient erosion modeling, the coupled erosion modeling was run 
on a single perforation model cropped from the 15C design (Figure 5.20). The model was run for 
the actual treatment time (2 hours), pumping 20,000 lb of sand through a 0.35 in. perforation at 4 
bpm, and the computational time is about 24 hours.  
Figure 5.21 shows the perforation friction loss and the Oka erosion rate versus the pumping 
time. The first ten minutes display a sharp drop in the perforation friction that was associated with 
a high erosion rate. The next 20 minutes show a significant drop in the erosion rate and a slower 
pressure decline rate. The erosion process in the first 30 minutes was dominated by the rounding 
mechanism, which dropped the perforation friction from 4,300 to 2,300 psi. Considering the 
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smallest diameter gauged from bottom perforation views, no significant change in the perforation 
size was observed in the first 30 minutes. After the 30 minutes pumping time milestone, the 
perforation starts to grow in size, and the rounding process continued impacting the downstream 
side of the perforation. The second phase of erosion, which is attributed to perforation rounding 
and enlargement, caused the perforation friction to take a second decline, dropping from 2,300 to 
1,200 psi at the end of the 2-hour treatment. Figure 5.22 displays snapshots of the perforation at 
various erosion times. After two minutes of pumping, the perforation showed clear signs of 
rounding, impacting mainly the downstream side. After 36 minutes, the perforation went through 
major re-meshing events displaying a conical shape with a smoothed entrance. At the end of the 
2-hour treatment, the perforation shows a heavily deformed shape with severe entry-hole rounding 
in the downstream side and significant size growth.  
 
Figure 5.20: Geometry of the single perforation model used to simulate the transient erosion 
behavior for a 0.35 in. perforation due to 1 ppg of the 100 mesh pumped at 4 bpm. 
Figure 5.23 displays the flow streamlines through the perforation at various erosion times. 
The streamlines plots show how the perforation entry rounding and size enlargement reduce the 
contraction effect and drop the perforation jet velocity. The more erosion on the downstream side 
of the perforation causes a deviation in the flow from the vertical direction towards the upstream 
side.   
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Figure 5.21: Results of the transient erosion modeling showing the estimated perforation friction 
and erosion rate as a function of the pumping time.    
To compare the transient modeling results to the 15C treatment, the bottom view of the 
eroded perforation was used to estimate the eroded area and predict the final eroded perforation 
size. The 0.35 in. perforation grew in size to about 0.43 in. due to erosion, and the corresponding 𝐶𝑑 is 0.936. The average size of the eroded perforations captured by the downhole cameras from 
Wells 3H and 2H is 0.42 in.. This match gives credibility to this transient model run and to the 
predicted perforation friction loss profile. This also implies that the empirical Oka erosion model, 
with steel-sand parameters, is useful in predicting sand’s erosional impact on the perforation. 
The predicted perforation friction profile was used to estimate the 𝐶𝑑∗ as a function of the 
mass of proppant passing through. In Figure 5.24, 𝐶𝑑∗ is calculated based on the initial perforation 
size. The 𝐶𝑑∗ shows to approach the value of 1 after 30 min of pumping (eroded by 5,000 lb of the 
100 mesh), and it reached a maximum value of 1.37 at the end of the treatment. The fitted 𝐶𝑑∗ 
trend-line shown in Figure 5.24 can be used to predict the perforation friction loss over the course 
















































Figure 5.22: Side and bottom snapshots of the perforation at various erosion times. 
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Figure 5.23: Flow streamlines colored by the velocity magnitude captured at different erosion 
times showing how the perforation jet effect is reduced with perforation smoothing and 
enlargement.    
 
 
Figure 5.24: Perforation friction loss profile and the corresponding 𝐶𝑑∗  value as a function of the 
mass of proppant pumped through. 𝐶𝑑∗ was calculated based on the initial perforation size (0.35 
in.). A polynomial curve fit and associated equation are included.  
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5.4 Erosion Patterns 
Perforation images of surface erosion tests show rounded and symmetrical erosion patterns 
(Figure 5.25). In-situ post-treatment images display more irregular and asymmetrical patterns due 
to the 90o turn in flow direction towards the perforation and the varying impact velocity depending 
on the perforation location along the stage. Figure 5.26 shows downhole perforation images 
captured from Stage 41 of Well 3H, which was treated using the 15C completion design. The heel 
side images (upper row) show asymmetrical erosion patterns. Perforation 1 in Cluster 15 (upper 
left image) takes the shape of a “key seat”, and Perforation 1 of Cluster 13 (upper right image) has 
an oval shape. The toe side images (lower row) display less asymmetry and show more rounded 
erosion patterns. 
 
Figure 5.25: Images of perforation eroded using a surface test displaying rounded hole entrance 
and symmetrical erosion pattern (From Crump and Conway 1988). 
The reason behind the asymmetrical patterns in the heel side is the high upstream velocity. 
As the slurry turns the corner into the perforations, the proppant tends to erode the downstream 
side of the perforation due to their inertia. Downstream in the toe side, the velocity drops 
significantly, the proppant impingements are more evenly distributed, and hence the erosion 
pattern becomes more rounded. Cramer et al. (2019) presented in-situ images of a similar 
perforation design to the 15C, zero-degree phasing perforations shot on the high side of the 
wellbore (Figure 5.27). The heel clusters display more asymmetrical patterns than the toe.  
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Figure 5.26: Eroded downhole perforation images captured from Stage 41 of Well 3H (Design 
15C). The upper row which displays perforations from the heel side presents more asymmetrical 
erosion patterns than the toe side (lower row).   
 
Figure 5.27: Downhole images captured from a zero-degree phasing, high side of the wellbore 
perforations showing more asymmetrical erosion patterns towards the heel (Row 5). The toe 
cluster (Row 1) displays more rounded perforations (From Cramer et al. 2019).   
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An attempt to predict the erosion pattern was performed using the moving and deforming 
mesh (MDM) technique on the field-scale 15C design (Figure 5.28). Although the model displayed 
limitations in capturing the perforation erosion behavior and was run for a short transient time, the 
results shown in Figure 5.28 illustrate the effect of the cascading velocity profile on the erosion 
pattern asymmetry. Cluster 1 at the wellbore’s toe shows a centered hole enlargement while 
Clusters 8 and 15 in the heel side show size enlargement in the downstream side of the flow.        
 
Figure 5.28: Side and bottom snapshots of four deformed perforations displaying the effect of the 
velocity in the erosion behavior. Cluster 15 at the heel side shows to deform and enlarge on the 








CHAPTER 6  
DISCUSSION AND IMPLICATIONS 
This chapter discusses the modeling results presented in Chapters 4 and 5, and highlights 
the major outcomes and implications of this research. Section 6.1 addresses the perforation friction 
topic, discussing the behavior of 𝐶𝑑 with varying the perforation parameters, and providing a 
numerical estimation of its value based on an experimentally validated model. Section 6.2 sheds 
light on the proppant transport and distribution topic, identifying two major factors that affect this 
process: the particle inertia and the gravity force, and providing insight on how to improve the 
treatment efficiency. Section 6.3 is about the perforation erosion and how the treatment parameters 
affect this process. The improved understanding on these three related topics helps to improve the 
efficiency and reduce the cost of the limited entry hydraulic fracturing treatments.   
6.1 Coefficient of Discharge 
The work presented in Chapter 4 verifies the CFD capability to model the flow through 
restrictions, predict the velocity and pressure fields, estimate the pressure loss, and determine the 𝐶𝑑 value. The CFD validation exercise was carried out on both an orifice flow meter and a casing 
perforation. Overall, the CFD results displayed a reasonable match to experiments in terms of the 𝐶𝑑 value and its behavior with respect to the flow and shape parameters. The effort to match the 
various experimental work revealed the importance of mesh resolution and the need to use 
adequate inflation layers to model the severe pressure and velocity gradients through the 
restrictions. A mesh size as small as 0.6 mm in the severe gradients zones with 20 inflation layers 
was found to yield a reasonable match to the experimental 𝐶𝑑 values.        
6.1.1 Equation Analogy 
As discussed in Section 2.4, the perforation friction equation (Equation 2.7) was adopted 
from the orifice flow meter pressure drop equation (Equation 2.8) based on the concept that the 
flow through a perforation, or a set of perforations within a stage, is analogous to the flow through 
an orifice meter. The velocity of the flow through the orifice plate (𝑢0) is essentially substituted in 
the perforation friction equation by the total flow rate divided by the perforations’ total flow area, 
or an average perforation diameter multiplied by the total number of perforations, as expressed in 
Equation 2.7. This flow scaling allows using the orifice-based perforation friction equation for a 
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series of perforations in a stage, considering an average perforation size, single 𝐶𝑑 value, and 
common downstream backpressure (fracture pressure). The only modification made to the orifice 
flow meter equation is omitting the ratio of the orifice diameter to that of the pipe (𝛽), which is 
very small in the case of perforations. For a perforation of 0.35 in. in a 4 in. ID casing,  𝛽 = 0.0875. 
Raising 𝛽 to the fourth power yields to a negligible value (𝛽4 = 5.86182x10-5). 
To verify the scaling and averaging capability of the orifice-based equation, a case of 
variable perforation size was compared to a uniform size of the same average, using the flow line 
model presented in Section 4.2.1.2. As shown in Table 6.1, the four perforations in the base case 
are of the same size (0.35 in.), while in the variable size case (Table 6.2), the perforation size 
ranges from 0.3 in. to 0.385 in. and averages at 0.35 in.. The CFD model predicts nearly the same 
pressure drop and 𝐶𝑑 in both cases. The flow rates shown on the right side of Table 6.1 and Table 
6.2 are calculated based on the estimated pressure drop and the corresponding 𝐶𝑑 from the CFD 
model. In the uniform size case, the flow rate is even across the four perforations, whereas in the 
variable case, the bigger the size, the higher the flow rate. Comparing the calculated flow rates, 
based on the CFD’s estimated pressure drop, to the numerical values shows a maximum 
discrepancy of 2.6% in the variable size case. This demonstrates that the orifice-based perforation 
drop equation can be used to estimate the total pressure drop across a stage using an average 
perforation size, the total flow rate, and a representative 𝐶𝑑 value. This exercise also shows that 
the equation can reasonably estimate the individual flow rate through each perforation by knowing 
the upstream wellbore pressure and the perforation size.  
Concerning the assumptions, the orifice flow meter equation was derived by solving the 
Bernoulli equation across two points; upstream and downstream of the restriction. The derivation 
assumes a steady-state and streamline flow of incompressible and inviscid fluid. The steady-state 
flow across perforations can be controlled experimentally and modeled numerically. The CFD 
modeling of both the orifice meter and the perforations in this dissertation was set up as steady-
state flow. In reality, considering the perforation erosion process and the dynamic change in the 
perforation’s shape and size, the steady-state and streamline assumptions are challenged.  
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Table 6.1: Comparison of the estimated individual flow rate through perforations of uniform size 
using CFD and the orifice based equation. The perforation friction predicted using CFD was 
used to calculate the flow rate. 
 CFD results Calculated 




Difference  in. bpm psi bpm 
Perf 1 0.35 1.306 
460.5 0.695 
1.300 -0.5% 
Perf 2 0.35 1.304 1.300 -0.3% 
Perf 3 0.35 1.293 1.300 0.5% 
Perf 4 0.35 1.297 1.300 0.3% 
Average/Total 0.35 5.200   5.200 0.0% 
 
Table 6.2: Comparison of the estimated individual flow rate through perforations of variable 
sizes using CFD and the orifice based equation. The perforation friction predicted using CFD 
was used to calculate the flow rate. 
 CFD results Calculated 




Difference  in. bpm psi bpm 
Perf 1 0.3 0.931 
451.4 0.702 
0.955 2.6% 
Perf 2 0.375 1.497 1.492 -0.3% 
Perf 3 0.385 1.564 1.573 0.6% 
Perf 4 0.34 1.208 1.227 1.6% 
Average/Total 0.35 5.200   5.247 0.9% 
 
Regarding the fluid assumptions, minimum-additives water-based fracturing fluids such as 
slickwater do not violate the incompressible assumption. For the inviscid assumption, the 
sensitivity analysis in Section 4.2.2.3 showed that for a short perforation tunnel (casing thickness), 
the inviscid assumption holds true even with high viscosity fluid. But when the perforation tunnel 
length increases, viscosity starts imposing additional friction, and the 𝐶𝑑 value displays a 
decreasing trend with higher viscosity and longer perforation tunnel. 
In the Bernoulli’s derivation, 𝐶𝑑 is added to the equation to correct the ideal discharge rate 
to the actual, due to the non-ideal effects of flow contraction and friction through the restriction. 
Another way to look at the 𝐶𝑑 is as a kinetic energy correction factor that accounts for the 
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additional pressure drop due to the flow restriction and jet contraction effects; the smaller the 𝐶𝑑, 
the greater the kinetic energy correction. Treating the 𝐶𝑑 as a correction factor, as opposed to the 
ratio of the vena contracta to the restriction flow areas, offers more flexibility in using the equation. 
For example, the effect of viscosity on the perforation friction can be accounted for by finding a 
correlation between the 𝐶𝑑, viscosity, and perforation tunnel length through CFD or experimental 
work. The impact of erosion on the perforation friction can also be accounted for through a variable 𝐶𝑑 value. A correlation of 𝐶𝑑 with the mass of proppant passing through can be predicted 
experimentally and numerically, as presented in Section 5.3, to serve in hydraulic fracturing 
simulators. 
6.1.2 Flow Domain Comparison  
The flow through orifice flow meters and perforations are similar in the sense that the flow 
is restricted and forced to pass through a narrow flow area. In both conditions, the flow displays a 
similar behavior; rapid flow acceleration accompanied by severe pressure drop as the flow passes 
the restriction, followed by some pressure recovery and drop in velocity. The flow domain of the 
orifice flow meter and the perforation differs in two main aspects. First is the behavior of the flow 
streamlines upstream of the restriction. In an orifice flow meter, the flow streamlines are 
established for a long-enough distance before the flow converges through the orifice plate. In 
contrast, the perforation case involves a 90o turn in the flow streamlines, from the wellbore 
mainstream towards the perforation.   
The other aspect in which the two flows differ is the shape and the boundary condition 
downstream of the flow restriction. In the orifice flow meter, the flow expands into a wall-bonded 
domain of the same diameter and becomes fully developed again. In real perforations, the flow 
encounters a complex and tortuous path that is difficult to characterize. The flow downstream of 
the perforation involves a narrow perforation tunnel through the cement and near wellbore-rock 
with a possible cement-formation annulus path. Downstream of the perforation tunnel, the flow 
entry to the fracture, or the fracture network is complex and may encounter a change in the flow 
direction as the fractures orient to the horizontal maximum stress direction. The flow downstream 
of the casing thickness was handled in this research by including the effect of the perforation tunnel 
in the 𝐶𝑑 estimation, while the complex flow downstream of the idealized cylindrical tunnel was 
ignored and assumed to be part of the perforation tortuosity as considered in the step-rate analysis. 
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To assess the impact of the two aspects discussed above on the 𝐶𝑑 estimation, an orifice 
flow meter case is compared to the submerged casing setup case, which idealizes the downstream 
domain of the perforation to a big-volume fracture with far-away boundaries. The orifice flow 
meter domain was built according to the casing perforation experiment; pipe ID of 3.92 in., an 
orifice plate diameter of 0.35 in. (𝛽 = 0.0892), and a plate thickness equals to the casing thickness 
(0.29 in.). Figure 6.1 compares the velocity and pressure profiles of the two flow domains. The 
upstream pressure and the maximum velocity values are identical in the two cases. Surprisingly, 
the orifice case does not display a dip in pressure at the vena contracta, probably due to the low 𝛽 
value (0.0892). The pressure recovery downstream of the orifice plate seems to be related to the 𝛽 
value; the ISO orifice case, presented in Section 4.1, displayed a 34% recovery (𝛽 = 0.5). The 
submerged casing case, in which there is no downstream flow boundaries and 𝛽 approaches zero, 
predicted a 3% pressure recovery. This suggests that for a small 𝛽 flow, the impact of the 
downstream flow on the pressure drop is negligible.  
The two setups predicted similar pressure drops (𝐶𝑑 = 0.72), which suggests that the two 
flow domain differences; the 90o streamlines turn and the absence of the flow boundaries 
downstream of the perforation, do not impact the permanent pressure drop estimation. This was 
also observed by Loehken et al. (2020) through comparing the experimental results of the 
submerged casing setup (Figure 2.10) to an orifice flow meter of the same dimensions (Figure 
2.11). Based on this conclusion, they conducted several other experiments on the flow meter setup 
studying the impact of casing thickness, perforation size, and hole shape. This implies that an 




Figure 6.1: Centerline velocity and pressure profiles through the restriction, predicted using the 
standard k-Ɛ turbulence model with the standard wall function for q = 1.5 bpm (𝑅𝑒𝐷 = 47,476). 
The impact of the other scenario, where the flow expands to a smaller downstream area 
can be studied by comparing the submerged casing to the flow line setup. As discussed in Section 
4.2.2.1, the flow expansion to a 1 in. flow line (𝛽 = 0.375) estimate higher pressure drop, lower 𝐶𝑑 
values, and showed more sensitivity to the perforation size (Figure 4.23). This implies that if the 
flow expands to a small fracture with close boundaries, the fluid is expected to experience more 
pressure drop. 
6.1.3 Sensitivity 
The sensitivity analysis presented in Section 4.2.2 was carried out using the submerged 
casing setup of Loehken et al. (2020). The sensitivity cases were run using a clean fracturing fluid 
(no proppant) as in the base case of the experiment, which was used to calibrate the CFD model. 
Investigating the sensitivity of 𝐶𝑑 on the proppant size and concentration was not feasible using 
the submerged casing setup. Modeling the proppant accumulation and settling in the tank requires 
a transient simulation, which is computationally not attainable for such a big model geometry and 
high mesh resolution. Instead, the 𝐶𝑑 sensitivity to the proppant size and concentration was 
investigated using the field scale model of Design 15C, and the results are discussed in Section 
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6.1.3.1 Clean Fluid  
The sensitivity analysis conducted in Section 4.2.2 reveals the 𝐶𝑑 dependency on three 
main parameters: the perforation size, tunnel length, and viscosity. The perforation size sensitivity 
was reported experimentally among different apparatus setups (Crump and Conway 1988; 
Willingham et al. 1993; Lord et al. 1994); smaller perforations yield less ideal discharge, and thus 
require smaller 𝐶𝑑 values. The perforation size sensitivity was predicted numerically in this 
research for the submerged casing and the flow line setups. The later showed to be more sensitive 
to the perforation size due to the relatively narrower downstream flow. The decreasing trend of 𝐶𝑑 
with reducing the perforation size is consistent with the decreasing trend of 𝐶𝑑 for an orifice flow 
meter as 𝛽 decreases (Figure 2.9).  
The tunnel length and viscosity sensitivities are tied to each other since viscous forces drive 
the tunnel friction. The sensitivity analysis showed that the longer the perforation tunnel and the 
higher the viscosity, the more the 𝐶𝑑 drops. For the casing thickness case (0.29 in. tunnel length), 
the effect of viscosity on the 𝐶𝑑 is insignificant; it drops by less than 1% when the viscosity is 
increased from 1 to 40 cp. The effect of viscosity becomes more noticeable for longer tunnel length 
perforations; the 12 in. tunnel length case showed a 21% drop in 𝐶𝑑 for the same viscosity rise.  
The maximum change in 𝐶𝑑 was 31%, for a perforation tunnel length increase from 0.29 to 12 in., 
and viscosity increase from 1 to 40 cp (Table 4.10). This sensitivity analysis shows that for a short 
perforation tunnel, the effect of viscosity on the 𝐶𝑑 is insignificant, and the inviscid assumption 
holds true. However, accounting for the deep penetration of the perforation charges, through the 
casing and near-wellbore rock, creates additional friction and makes the 𝐶𝑑 more dependent on the 
fluid viscosity and the perforation tunnel length.   
Varying the flow rate did not show any impact on the 𝐶𝑑 estimation, which suggests that 
for the perforation flow conditions (𝑞 > 1.0 bpm, 𝑅𝑒𝐷 > 32,317), the 𝐶𝑑 behaves independently 
from the level of turbulence. This coincides with the behavior of 𝐶𝑑 versus the 𝑅𝑒𝐷 for a square-
edge orifice meter. As shown in Figure 2.9, 𝐶𝑑 curves of different 𝛽 values congregate to the 0.65 
value (corner taps pressure measurement). The independency of 𝐶𝑑 on the flow rate concurs with 
the experimental work of Willingham et al. (1993) and Lord et al. (1994). The later showed that 
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even when using cross-linked fracturing fluid, the plot of ∆𝑝 versus 𝑞2 yields a straight line and 𝐶𝑑 is constant.  
6.1.3.2 Sand Slurry  
El-Rabba et al. (1999) showed experimentally that for sand slurries the estimated 𝐶𝑑 drops 
with increasing the proppant concentration, and for the same concentration, smaller proppant sizes 
require smaller 𝐶𝑑. This section investigates the 𝐶𝑑 dependency on the proppant size and 
concentration using the steady-state coupled DPM model of Design 15C. Figure 6.2 illustrates how 𝐶𝑑 drops with increasing the proppant concentration for the 100 mesh and 40/70 proppant types. 
This decreasing trend coincides with the experimental observations (El-Rabba et al. 1999; Crump 
and Conway 1988). Loading the fracturing fluid with proppant increases the density and viscosity 
of the slurry mixture. Since the perforation pressure drop equation considers the added mass of the 
proppant through the slurry density parameter (𝜌), the lower 𝐶𝑑 and the higher pressure required 
for pumping the slurry is attributed to the slurry viscosity. The particles suspended in the fluid act 
as obstacles that increase the flow resistance, and appear as extra viscosity. For the same 
concentration, Figure 6.2 shows that smaller proppant size requires smaller 𝐶𝑑 due to the larger 
number of particles, and hence larger surface contact area between the fluid and solids.           
 

















CFD predicts a linear relationship between the proppant concentration and the estimated 𝐶𝑑 (Figure 6.2). However, the particle-particle interaction, which is not accounted for in the DPM 
modeling, would create additional friction and energy dissipation due to the particle collisions. 
Therefore, for heavier proppant loadings, the 𝐶𝑑 is attributed to deviate from the linear trend line 
and exhibit lower values. The slurry sensitivity discussed above was conducted using a low 
viscosity FR (2.1cp), which should not display a significant viscosity shear rate dependence and 
can be assumed to be Newtonian. When using non-Newtonian fracturing fluids, the flow rate will 
be another variable the 𝐶𝑑 depends on, due to the viscosity dependence on the shear rate.  
6.1.3.3 Downhole Perforations  
Experimentally, most of the attempts to estimate the perforation friction were run on sharp-
edge drilled perforations where the perforation diameter is known and 𝐶𝑑 can be estimated 
accurately (Crump and Conway 1988; Willingham et al. 1993; Lord et al. 1994; Loehken et al. 
2020). Real perforations shot using the common shaped-charge method have an inlet burr and 
display a semi-round hole entry, not a sharp-edge entrance as in the perfectly drilled perforations. 
Figure 6.3 shows pictures of surface shot perforations before and after removing the inlet and outlet 
burrs. The semi-round entrance can also be observed in the downhole images shown in Figure 6.4. 
The inlet burr and the semi-round hole entrance can be ideally represented by a small chamfer on 
the sharp-edge drilled perforation (Loehken et al. 2020). They reported an increase in the 𝐶𝑑 value 
from 0.71 to 0.77 upon creating a 0.02 in. chamfer in the hole entrance of the orifice plate. They 
also reported a drop in the 𝐶𝑑 for the surface shot perforation (Figure 6.3), from 0.85 to 0.75, when 
the inlet burr was removed; no noticeable change in the 𝐶𝑑 was observed with removing the outlet 
burr. Removing the inlet burr using a grinder does not completely remove the gradual entrance 
effect; that is probably why the 𝐶𝑑 does not drop to the sharp-edge value (0.71). Another potential 
reason for the high 𝐶𝑑 value after removing the burrs is the conical shape of the imaged perforation.  
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Figure 6.3: Images of a surface casing perforation showing inlet and outlet burrs resulting from 
the perforation job. From left to right: inlet burr, removed inlet burr, outlet burr, removed outlet 
burr (From Loehken et al. 2020).  
 
Figure 6.4: Downhole images of two untreated perforations (baseholes) showing inlet burrs and 
semi-round hole entrances.   
To numerically investigate the effect of the inlet burr and the associated semi-round hole 
entrance, circles were imposed on the real perforations images shown in Figure 6.3 and Figure 6.4, 
to measure the extent of the semi-round edge relative to the hole. As shown in Figure 6.5, the hole 
entrance effect can extend up to 50% away from the hole diameter. To quantify this effect on the 𝐶𝑑 value, a 45o chamfer was imposed on the 0.35 in. base case sharp-edge perforation, discussed 
in Section 4.2.1.1, based on the round edge extent ratios estimated in Figure 6.5. A ratio of 1.42 
translates to a 0.07 in. chamfer as illustrated in Figure 6.6. Figure 6.7 shows the effect of 
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chamfering the hole entry on the 𝐶𝑑 value. A 0.02 in. chamfer raised the 𝐶𝑑 from 0.72 to 0.8. The 
impact on the 𝐶𝑑 becomes less with further stepping in the chamfer length, and it shows to plateau 
at 0.83. This semi-round effect suggests that the 𝐶𝑑 is more likely to be higher than 0.7 than being 
0.6 or less, which agrees with Karemer’s (1959) average values; 0.754 for jet and 0.822 for bullet 
perforations. 
         
Figure 6.5: Gauging the semi-round edge extent away from the hole by imposing circles on the 
perforation images. The red number shown on each perforation is the diameter ratio of the semi-




Figure 6.6: Geometry of the 45o chamfered perforation to account for the inlet burr and semi-
round hole entrance effect. The 0.07 in. chamfer length shown here corresponds to a 1.41 ratio of 
the semi-round edge to the hole diameter, while a ratio of 1.5 yields to a chamfer of 0.09 in.. 
 
 
Figure 6.7: Impact of the chamfer length on the 𝐶𝑑 value (results of the standard k-Ɛ with the 
standard wall function using 1 cp fracturing fluid flowing at 1.5 bpm through a 0.35 in., 45o 
chamfered perforation). 
Finally, Table 6.3 summarizes the sensitivity analysis outcomes, demonstrating the 𝐶𝑑 
behavior with the change in the treatment variables, evaluating the impact on the 𝐶𝑑 value, and 













Impact of the chamfer length on the Cd
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showed a moderate impact on the 𝐶𝑑 value while the perforation size, fluid viscosity, and heavier 
proppant concentration loading have low impact. 
Table 6.3: Summary of the 𝐶𝑑 value sensitivity to the treatment parameters. The impact was 
assessed based on the 𝐶𝑑 variability around the base case value (0.72), according to the following 
criteria: Minor < 1%, Low < 5%, and Moderate > 5%.    
Parameter Behavior Impact Reason Comment 
Perforation 
Size 
Bigger size  
Larger 𝐶𝑑 Low Less flow contraction Analogous to Beta (𝛽) for the orifice meter 
Tunnel Length 
Longer tunnel  
Smaller 𝐶𝑑 Moderate Additional friction Dependent on viscosity 
Flow Rate No impact None 
Very turbulent 
flow/ high Re 
Agrees with orifice meter 
Fluid Viscosity 
Higher viscosity 






Minor for low 
proppant loadings, 
Low for heavier 
loadings 




At higher concentration, 
particle-particle interaction 
will cause additional friction 
and energy dissipation 
Proppant Size 
Smaller Size  
Smaller 𝐶𝑑 Minor More particles and larger fluid-solids surface area Appears as “extra” viscosity 
Inlet Burr 
Real perfs  
Larger 𝐶𝑑 Moderate Semi-round hole entrance  
  
6.1.4 Value and Uncertainty  
As an outcome of a CFD study, it is challenging to pinpoint a deterministic 𝐶𝑑 value that 
represents real perforations due to the difficulty in characterizing and idealizing the shape of 
downhole perforations, the uncertainty of the numerical solution, and the potential numerical error 
due to the mesh quality and flow assumptions. Nevertheless, the results of this CFD work provide 
insight on what value, or range of values to start with, and help to improve the understanding of 
the 𝐶𝑑 behavior with the perforation parameters. To reduce the estimation uncertainty, the CFD 
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modeling of the flow through perforations was calibrated and compared to the experimental work 
of Loehken et al. (2020) and Willingham et al. (1993), as discussed in Chapter 4. 
The CFD method comprises uncertainty that can be categorized into four main sources: 
physical modeling, discretization, programming, and round-off error (Hosder et al. 2003). The 
physical modeling error originates from the deficiency of the mathematical models to describe the 
flow physics. This category includes the error in turbulence modeling, which is the most important 
one. The other main error category is the discretization error, which arises from the numerical 
method that converts the PDE into algebraic equations. The error due to meshing and iterative 
convergence are included in this category.  
The uncertainty level of this work was quantified based on the uncertainty in the choice of 
the turbulence model, error due to mesh quality inferred from the mesh independence study, and 
the discrepancy of the results compared to the experimental values. Starting with the turbulence 
modeling uncertainty, the standard k-Ɛ is considered as the reference model and the values of the 
other two models, the realizable k-Ɛ and the k-ω SST are used to define the error bar. Table 6.4 
presents the 𝐶𝑑 values predicted for the three validation cases discussed in Chapter 4, and shows 
the % difference to the standard k-Ɛ value. The orifice flow meter and the submerged casing show 
reasonable and comparable discrepancy ranging from 3.2% to 4.3%, while the flow line setup 
shows a significantly higher discrepancy (10.1%). The uncertainty due to the mesh quality does 
not seem substantial. As shown in Table 6.5, the maximum difference in 𝐶𝑑 value observed in the 
mesh independence check was 1.6%. Table 6.6 compares the CFD predicted 𝐶𝑑 to the reference 
values. A decent match was obtained in the orifice flow meter and submerged casing setup; the 
maximum error among the three turbulence models is 3.5%. However, in the flow line setup, the 





Table 6.4: Comparison of the 𝐶𝑑 values predicted using the realizable k-Ɛ and the k-ω SST to the 
standard k-Ɛ for the three validation cases. 
Turbulence Model 
Orifice - Permanent loss  Submerged Casing Setup Flow Line Setup 
Cd 
% diff. to 
k-Ɛ Cd 




Standard k-Ɛ, standard 
wall function 
0.756 N/A 0.719 N/A 0.703 N/A 
Realizable k-Ɛ, standard 
wall function 
0.727 -3.84% 0.688 -4.31% 0.774 10.10% 
k-ω SST 0.726 -3.97% 0.696 -3.20% 0.774 10.10% 
 
Table 6.5: Comparison of the 𝐶𝑑 % difference between Grids 1 and 2 predicted using the three 
turbulence models for the three validation cases. 
Turbulence Model 
% difference in Cd. - Grid 1 vs. Grid 2 
Orifice - Permanent loss  Submerged Casing Setup Flow Line Setup 
Standard k-Ɛ, standard wall 
function 
0.60% -0.30% -0.40% 
Realizable k-Ɛ, standard wall 
function 
1.00% -1.60% -0.90% 
k-ω SST 1.10% -1.50% -0.50% 
 
Table 6.6: Comparison of the predicted 𝐶𝑑 to the reference values (ISO and experiments) using 
the three turbulence models for the three validation cases. 
Turbulence 
Model 
Orifice - Permanent loss  Submerged Casing Setup Flow Line Setup 
Cd % diff. to ISO Cd 
% diff. to 
experiment 
Cd 









0.727 -0.50% 0.688 -3.10% 0.774 15.20% 
k-ω SST 0.726 -0.60% 0.696 -2.00% 0.774 15.20% 
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This basic uncertainty evaluation reveals that for the orifice flow meter and submerged 
casing setup, the uncertainty level is low. The maximum % error among the three uncertainty 
aspects; error in the turbulence modeling, mesh quality, and the discrepancy from the reference 
values, is 4.31%. In addition to the low uncertainty level, the submerged casing setup better 
represents the perforation shape and flow conditions. This implies that the submerged casing setup 
CFD results and the predicted 𝐶𝑑 values presented in this thesis can be used with a high confidence 
level. For a 0.35 in. shaped-charge perforation, the 𝐶𝑑 should be higher than 0.7, around 0.8. If the 
perforation is characterized with a significant tunnel length, the 𝐶𝑑 should be corrected according 
to the tunnel length and the fluid viscosity. For example, the 𝐶𝑑 would drop by 12% to a value of 
0.7 in the case of 12 in. tunnel length and 1 cp fracturing fluid. 
6.2 Proppant Distribution 
Stimulation treatment efficiency relies on how the fracturing slurry is distributed among 
the clusters and how many of them are ultimately treated. Uniform slurry distribution allows to 
run the treatment for the intended time, avoiding pre-mature screen-out and early termination of 
the job. In addition, it translates to consistent fracture conductivity and better reserves drainage. 
As presented in Section 5.1, CFD allows to model the flow of suspended particles in the wellbore 
and predict its distribution among the clusters. Using DPM, various completion designs were 
modeled to understand what governs the transport of proppant, and what makes the proppant 
distribution more even. In addition to Design 15C and 21C discussed in Section 5.1, several other 
designs were modeled varying the cluster spacing, number of clusters and perforations, and length 
of the stage. The results reveal the importance of two major factors. The particle inertia, which is 
a function of the particle size, fluid velocity and viscosity, and the gravity force.  
6.2.1 Design 20C 
Among the several cases attempted with CFD is Design 20C (Table 6.7), where a nearly 
uniform proppant distribution was achieved using a 12.6 cp FR. The predicted proppant 
distribution presented in Figure 6.8 shows the role of fluid viscosity in reducing the toe-end effect. 
The viscous forces lessen the proppant inertia and help to streamline the proppant within the fluid. 
Shooting the perforations in the low side of the wellbore (gravity direction) shows the difficulty in 
treating the toe-most clusters, even with using a high viscosity fluid (Figure 6.9). In the low side 
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perforations case, the gravity force causes more proppant to turn the corner into the perforations 
of the heel and middle clusters. While high side perforations eliminate the gravity effect in 
distributing the proppant, which reduces the proppant flow out through the heel and middle clusters 
and maintains larger proppant transport towards the toe. The results illustrate that shooting 
perforations in the opposite direction of gravity is advantageous in the sense that it ensures 
allocating proppant for treating the toe most clusters. The toe-end effect due to the proppant inertia 
can be mitigated using higher viscosity fluids.  
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20C 20 20 12.5 0.35 
1,1,1,1,1,1,1,1,1,1,1,
1,1,1,1,1,1,1,1,1 
0o (high side 
of wellbore) 
120 bpm 
Water + FR 
(2.1, 3.6, 12.6 
cp) 
100 mesh  1-1.5 
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Figure 6.9: Proppant distribution among the perforation clusters for the inverted 20C design 
(bottom perforations).     
6.3 Perforation Erosion  
As discussed in Section 5.2, the perforation erosion is primarily governed by the mass of 
particles flowing out, and the particles’ impact velocity. Figure 6.10 compares the erosion rate 
distribution to the proppant distribution showing an overall reasonable trend agreement. The 
erosion distribution of the angled 21C design closely follows the proppant distribution. However, 
Design 15C and 20C show a less toe-biased trend and predict higher erosion distribution in the 
heel side due to the upstream higher flow rate and the associated higher impact velocity. This 
suggests that the proppant mass flow rate is the main factor influencing the erosion process. In the 
vertical perforation designs, the upstream higher impact velocity is another factor that causes more 
erosion in the heel side and produces an erosion distribution that is slightly skewed to the heel, 
compared to the proppant distribution. This slight distribution discrepancy should be considered 
when using the erosion distribution obtained from downhole measurements to infer about the 
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Figure 6.10: Comparison of the erosion rate distribution to the proppant distribution for Designs 
15C, 20C and 21C. 
The erosion rate normalized by the mass of proppant flowing out (Figure 5.16) showed the 
effect of the higher upstream velocity in causing more erosion for the non-angled perforations. The 
45o angled perforations show a flat normalized erosion rate suggesting that angling the perforation 
in the direction of flow reduces the effect of the impact velocity on the erosion process. This 
implies that the angled perforations are advantageous over the vertical in the aspect that if a 
uniform proppant distribution is achieved, perforations erode more uniformly than the vertical.     
6.3.1 Rate Sensitivity  
Design 15C showed a reasonable agreement between the erosion rate distribution predicted 
using CFD, and the eroded area distribution measured using downhole images (Figure 5.13). For 
this reason, Design 15C was used to investigate the erosion rate sensitivity to several design 
parameters (Table 5.6). The erosion rate sensitivity analysis conducted in Section 5.2.2 illustrated 






























6.3.1.1 Proppant Size  
Bigger particles are believed to be more aggressive in the erosion process, causing deeper 
penetration and removing larger mass of the impacted solid surfaces (Oka and Yoshida 2005). The 
Oka model captures the erosion rate dependence on the particle size as shown in Equation 3.25; 
the bigger the particle size, the higher the erosion rate. However, the proppant size sensitivity 
conducted in Section 5.2.2 showed that increasing the proppant size from the 100 mesh to the 
40/70 showed a drop in the erosion rate. The Oka and McLaury models predicted a drop of 12.7% 
and 16.7%, respectively. This drop is attributed to the significant reduction in the number of 
particles when increasing the proppant size. For the same mass flow rate, the 100 mesh has about 
four times the number of particles of the 40/70. The larger number of particles increase the chance 
of eroding larger surface areas. The higher proppant inertia of the bigger particles and the tendency 
to flow out from the toe side is another potential reason for the erosion rate drop. The particle 
impingements in the 40/70 case are more concentrated on the toe side of the casing, while the 100 
mesh produced a more uniform distribution, impacting larger surface area. 
6.3.1.2 Fluid and Proppant Rate 
The slurry flow rate effects the erosion process in two aspects: the impact velocity of the 
eroding suspended particles and their mass flow rate. In Section 5.2.2, Case # 4 investigated the 
effect of the impact velocity through increasing the pumping rate and reducing the proppant 
concentration, to keep the proppant mass flow rate equivalent to the base case. A 20% increase in 
the impact velocity showed more than 40% increase in the total erosion rate. While, a 20% increase 
in the proppant mass flow rate, through increasing the concentration in Case #3, showed only 18% 
increase in the total erosion rate. Combining the two parameters shows a substantial impact on the 
erosion; increasing the flow rate from 100 to 120 bpm (Case # 2) shows more than 65% increase 
in the total erosion rate (Table 5.6). 
This high sensitivity to the flow rate raises the concern that higher pumping rates than what 
is needed to run a limited entry design may result in early termination of the treatment due to the 
severe erosion and the associated rapid drop in the perforation friction. When choosing the 
treatment pumping rate, operators should consider the erosion process and its high sensitivity to 
the flow rate, in addition to the required perforation friction for fluid diversion, and the proppant 
transport critical velocity.  
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The erosion rate sensitivity to the flow rate was further investigated using Design 20C. The 
nominal flow rate per perforation was varied around the base case value (6 bpm), ranging from 2 
to 8 bpm. Figure 6.11 presents the ratio of the total erosion rate to the base case. Increasing the 
flow rate from 6 to 8 bpm shows an increase of 1.6 to 2.1 in the erosion rate ratio and dropping the 
rate from 6 to 4 bpm reduces the erosion rate by 0.36 to 0.5.  
Lowering the flow rate from 6 to 4 bpm causes a drop in the perforation friction from 
10,260 to 4,455 psi. If the fracture backpressure variation, due to the stress shadowing, closure 
stress and tortuosity is anticipated to be minimal, lowering the pumping rate is an option that would 
cause much less erosion and save on the job cost. The impact of lowering the flow rate on the 
proppant distribution is minimal. Figure 6.12 presents the proppant distribution of the four 
pumping rate cases showing no significant impact on the distribution trend. But the 2 bpm case 
showed relatively more proppant settling and higher retention in the wellbore; 8% of the injected 
proppant settled in the wellbore while the other cases showed less than 2%.  
 
Figure 6.11: Ratio of the total erosion rate to the 6 bpm case displaying the non-linear 
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Figure 6.12: Proppant distribution among the perforation clusters of Design 20C for various 
pumping rates.  
6.3.1.3 Perforation Size 
The perforation size is another parameter the erosion rate is sensitive to. Increasing the 
perforation size from 0.35 to 0.5 in. reduces the total erosion rate by 58 to 75% due to the associated 
drop in the impact velocity of the flowing jet. For a given flow rate, the smaller the perforation 
size, the higher the impact velocity, and hence the faster the erosion. This applies to a single 
perforation flow or a flow through a set of perforations of the same size. In the case of a variable 
perforation size, the flow rate is distributed unevenly as shown in Table 6.2. In such a case, the 
velocity through the perforations is uniform and the variable flow rate would cause the perforations 
to erode differently; the bigger the perforation size, the more the slurry it takes, and hence the more 
the erosion.  
Within any set of perforations, there is at least a 0.02 in. variance in the entry-hole diameter 
(Barree 2020). The entry-hole size variance becomes more significant when the perforation design 
involves phasing, and the gun clearance is variable. Barree (2020) modeled the erosion process 
over time for various cases considering the change in perforation size and 𝐶𝑑 due to erosion. Figure 
6.13 shows the individual perforation rate and total perforation friction for a 120-minute job, run 
on six perforations of various initial sizes. This non-steady-state modeling illustrates how dynamic 
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initially, and with the more erosion and the associated growth in size, it keeps taking more slurry 
and dominates the other perforations. This “run-away perforation erosion” concept caused the 
biggest perforation to grow in size from 0.38 to 0.998 in. and end up taking 8.81 bpm.  
 
Figure 6.13: Overall perforation friction and individual perforation flow rate estimated using an 
empirical erosion model that considers the change in 𝐶𝑑 and perforation size due the flow rate 
and the proppant concentration (From Barree 2020).     
6.3.1.4 Gravity  
The sensitivity analysis revealed an impact of the gravity force on the erosion rate. Bottom 
perforations, as opposed to perforations shot in the wellbore's high side, are exposed to a 20% 
higher erosion rate. When the proppant turns the corner into the bottom perforation, the gravity 
force, which acts in the same direction, increases their impact velocity. While for top perforations, 
the gravity force causes a reduction in the impact velocity. Figure 6.14 compares the erosion rate 
normalized by the mass of proppant of the 15C and inverted 15C designs. The comparison suggests 
that bottom perforations suffer more erosion only on the toe side of the wellbore where the slurry 
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velocity drops and the proppant inertia diminishes. In such a lower momentum flow, the gravity 
force becomes relativity significant and comparable to the proppant inertia, imposing an 
acceleration or deceleration on the proppant impact velocity.     
 
 
Figure 6.14: Comparison of the erosion rate normalized by the mass of proppant for Design 15C 
and the inverted 15C (bottom perforations) illustrating the effect of gravity in causing more 
erosion to the toe side clusters where the flow velocity is less.  
6.3.2 Transient Erosion 
The transient erosion modeling case presented in Section 5.3 illustrated the dynamic nature 
of the erosion process. The erosion rate showed to vary continuously with time, depending on the 
erosion mechanism taking place, and the impact velocity and angle variation with the changes in 
perforation shape and flow domain. Using the coupled erosion-MDM technique, the perforation 
friction behavior with time was predicted for a single perforation model of the 15C design (Figure 
5.21). Over two hours of pumping, the perforation friction dropped from 4,300 to 1,200 psi due to 
the erosion caused by 20,000 lb of the 100 mesh pumped at 4 bpm. The final eroded perforation 
size (0.43 in.) showed a reasonable agreement to the average perforation eroded size estimated 
























Cluster # (1-toe, 15-heel)






The deformed perforation shape over time (Figure 5.22) displays the severe perforation 
rounding mechanism that was taking place throughout the course of treatment. The perforation 
enlargement mechanism started after 30 minutes of pumping, causing a steady grow in size that 
mainly contributed to the second phase of decline (Figure 5.21). Due to both erosion mechanisms, 
the model predicted a 𝐶𝑑 increase from 0.73 to 0.936, with a 21% increase in the perforation size.  
Using the predicted perforation friction versus mass of proppant, the 𝐶𝑑∗ was calculated. 
The 𝐶𝑑∗ differs from 𝐶𝑑 in considering the initial perforation size through the treatment, and 
therefore it may exceed the theoretical value of one. The 𝐶𝑑∗ eliminates the perforation size 
dependency on the erosion time, and makes it more practical to estimate the perforation friction 
behavior versus the total mass of proppant without the need to determine the actual perforation 
size (Figure 5.24). Such a 𝐶𝑑∗- proppant mass correlation can be predicted numerically, or 
experimentally, for various flow conditions to serve in hydraulic fracturing simulators and 
monitoring software.   











CHAPTER 7  
CONCLUSIONS AND FUTURE WORK 
CFD is a valuable numerical tool that has helped in this research to improve the 
understanding of two important aspects of limited entry hydraulic fracturing treatments: the severe 
perforation friction loss and the dynamic erosional behavior. Numerical investigation on those two 
topics was carried out on experimental setups and real field cases to help validate the outcomes 
and draw relevant conclusions. This chapter lists the main conclusions of this research project, 
followed by some future work ideas, which shall continue to provide insight on how to improve 
and optimize limited entry hydraulic fracturing treatments.   
7.1 Conclusions 
The following conclusions have resulted from this research: 
1- CFD is capable of modeling flow through restrictions, predicting the velocity and pressure 
fields, estimating the pressure loss, and determining the 𝐶𝑑 value. This was investigated 
through modeling of an orifice flow meter and two perforation experiments. The results 
displayed a reasonable match to the reference values (within 5.5% average error). 
2- The 𝐶𝑑 is an empirical kinetic energy correction factor that was added to the orifice–based 
pressure drop equation to account for the non-ideal effects of flow contraction and friction 
through the restriction. The orifice-based equation can be used to estimate the perforation 
friction loss when using a representative 𝐶𝑑 value that accounts for the perforation shape 
and flow condition. 
3- A perforation’s 𝐶𝑑 is sensitive to the diameter, tunnel length, fluid viscosity, and proppant 
concentration and size. The smaller the perforation, the longer the tunnel, the higher the 
viscosity and proppant concentration, and the smaller the proppant size, the lower the 𝐶𝑑 
value. Real shot perforations have higher 𝐶𝑑 than the drilled sharp-edge perforations due 
to the inlet burr and the semi-round entry resulting from shaped-charge gun perforating. 
4- An experimentally calibrated 𝐶𝑑 value of 0.72 was estimated for a 0.35 in. drilled 
perforation. From a numerical perspective, the 𝐶𝑑 value can drop to the 0.6 and 0.5 range 
only for perforations of long tunnels and when using high viscosity fluids, respectively. A 
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smoothed semi-round perforation entry rises the 𝐶𝑑 to the 0.8 range. Due to erosion, the 𝐶𝑑 
value may reach the 0.9 range as estimated by the transient erosion model.      
5- The two flow domain differences between perforations and an orifice flow meter, the 90o 
flow turn toward the perforation and the absence of the flow expansion downstream of the 
orifice plate, do not impact the 𝐶𝑑 value estimation. This implies that the perforation’s 𝐶𝑑 
can be estimated experimentally and numerically using an orifice flow meter setup. The 
orifice setup can also be used to conduct an erosion test and investigate the dynamic erosion 
behavior for various flow rates, proppant types, and concentrations.  
6- The proppant transport in the hydraulic fracturing stage and its distribution within the 
perforation clusters are controlled by two major forces: the particles’ inertia and gravity. 
The particles’ inertia is a function of the carrying fluid velocity and viscosity, and the 
proppant size and density. The Stokes number combines these parameters and provides a 
quantitative metric for the inertia effect; the higher the Stokes number, the more 
independent the particles behave from the carrying fluid. Increasing the fluid viscosity and 
reducing the proppant size help lessen the inertia effect and streamline the proppant with 
the fluid, achieving a more uniform proppant distribution. CFD is a useful tool in capturing 
the impact of the two major forces, allowing to predict the proppant distribution for various 
completion designs. 
7- Gravity plays a role in the proppant transport and distribution in two aspects. First is the 
proppant settling, which segregates the particles and results in a non-uniform vertical 
particle concentration. The other aspect is whether the gravity force acts with or against the 
proppant way out of the wellbore; it helps proppant turning the corner into the low side 
perforations. The gravity effect becomes more significant in the downstream side of the 
wellbore, where the flow rate and the proppant inertia are lower. 
8- Shooting perforations on the high side of the wellbore is advantageous over the low side. 
It eliminates the effect of gravity in distributing the proppant and maintains larger proppant 
transport downstream to ensure allocating enough proppant for treating the toe side 
clusters. Another advantage is the 20% lower erosion rate compared to the low side 
perforations.  
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9- The perforation erosion process is governed by the mass of particles flowing out and their 
impact velocity. The erosion distribution does not exactly follow the proppant distribution; 
the higher impact velocity on the heel side of the wellbore causes more erosion and makes 
the distribution slightly skewed to the heel. This distribution discrepancy should be 
considered when using the erosion distribution obtained from downhole measurements to 
infer about the proppant distribution and the treatment efficiency. The angled perforations 
are less impacted by the impact velocity, and the erosion distribution closely matches that 
of the proppant.     
10- The steady-state erosion rate is highly sensitive to the flow rate. Supported by field date, a 
20% increase in the pumping rate translates to more than 65% increase in the erosion rate. 
The nonlinear dependency of the erosion rate to the pumping rate should be taken into 
account in the treatment designing phase, to slow down the erosion process and keep the 
treatment alive for the planned time.  
11- Perforation erosion is a time-dependent process causing a rapid change to the perforation 
shape and size, as well as a severe drop in the perforation friction. For a set of perforations, 
the initial size variability and the non-uniform proppant distribution cause perforations to 
erode at different rates. The erosion rate variance among the perforations causes more 
discrepancy in size; bigger perforations will dominate, taking more slurry and erode more 
rapidly. 
7.2 Future Work 
While this work offers a technical contribution to the perforation friction and erosion 
topics, more work is needed to improve the understanding further and maximize the value of 
limited entry treatments. The list below offers future work research ideas:   
1- Use 3D scans of shaped-charge perforations to construct the CFD flow geometry and 
capture the exact details of the perforation smoothed entry, inlet burr, and rough walls. 
Better characterization of the perforation tunnel shape in the cement and near wellbore rock 
would also improve the 𝐶𝑑 estimation. 
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2- Model the slurry flow beyond the casing, into the perforation tunnels and fractures using a 
transient DEM model. This would help capture the impact of fracture backpressure and 
fluid leak-off on the proppant distribution and to account for the proppant bridging and 
screen-out phenomena.      
3- Conduct a comprehensive proppant distribution CFD study covering various industry 
perforation designs and treatment options. Use the predicted distribution trends to develop 
correlations that can be used in hydraulic fracturing simulators.  
4- Represent the proppant with a realistic particle size distribution obtained from sand sieve 
analysis to capture the impact of the varying sand size on the transport and distribution 
among perforation clusters. Also, investigate the impact of particles’ angularity on the 
proppant transport and erosional processes by modeling non-spherical irregular sand 
particles. 
5- Capitalize on the coupled erosion-MDM technique to model the transient erosion behavior 
and predict its impact on the perforation shape and size. The erosion-dynamic mesh model 
can also be coupled with a structural mechanics model using ANSYS Mechanical® to 
solve for the stresses and capture the impact of the changing fluid flow field on the solid’s 
mechanical properties. The use of high-performance computation (HPC) solvers should 
allow modeling multi-perforation and more complex cases in a practical computational 
time. The mesh deformation due to erosion causes severe changes to the mesh quality, 
which could often result in model stability and divergence issues. Generating frequent 
restart files is advisable to save the work and reduce the unnecessary runtime. 
6- Investigate the impact of the perforation process on the casing’s mechanical properties 
around the hole and capture the effect of the altered properties on the perforation erosion 
process.  
7- Conduct perforation erosion tests using an orifice flow meter setup, estimate the perforation 
friction, and calculate the 𝐶𝑑 value versus the total mass of proppant. The outcomes would 
help to validate and calibrate the CFD modeling results, and facilitate developing 𝐶𝑑 
correlations that estimate the perforation friction on a real-time basis. Downhole pre- and 
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post-erosion measurements are also helpful to validate the modeling and experimental 
outcomes.                
8- Although angled perforations did not show any improvements in distributing the proppant, 
angling the perforations minimizes the impact of the cascading velocity profile in the 
wellbore on the erosion process, which has the potential to reduce the erosion rate variance 
among the clusters. Further research on the perforation shape and angle might be 
rewarding. For instance, elongated and oval perforations might reduce the erosion impact 
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