The attention mechanism and sequence-to-sequence framework have shown promising advancements in the temporal task of video captioning. However, imposing the attention mechanism on non-visual words, such as ''of'' and ''the'', may mislead the decoder and decrease the overall performance of video captioning. Furthermore, the traditional sequence to sequence framework optimizes the model by using word-level cross entropy loss, which results in an exposure bias problem. This problem occurs because, at test time, the model uses the previously generated words to predict the next word, while it maximizes the likelihood of the next ground-truth word with consideration of the true previous one during training. To address these issues, we propose the reinforced adaptive attention model (RAAM), which integrates an adaptive attention mechanism with long short-term memory to flexibly utilize visual signals and language information as needed. Accordingly, the model is trained with both word-level loss and sentence-level loss to take advantage of these two losses and alleviate the exposure bias problem by directly optimizing the sentence-level metric using a reinforcement learning algorithm. Besides, a novel training method is proposed for mixed loss optimization. Experiments on the Microsoft Video Description benchmark corpus (MSVD) and the challenging MPII-MD Movie Description dataset demonstrate that the proposed RAAM method, which uses only a single feature, achieves competitive or even superior results compared to existing stateof-the-art models for video captioning.
I. INTRODUCTION
Video captioning is a task of automatically describing the video content using natural language, as depicted in Figure 1 . It has various applications, such as video comprehension [1] , text-based video retrieval [2] , accessibility for blind users [3] , and multimedia recommendation [4] .
Before targeting videos, captioning has been employed for images, whereby a single sentence describes the image content [5] . Owing to the rapid development of the deep convolution neural network [6] - [9] , recent studies have made significant progress in image captioning [10] - [16] . These approaches then have been extended to short videos featuring one major event. However, in most cases, video captioning is more difficult for diverse sets of objects, actions, and salient contents, especially in the movie description dataset [17] .
The associate editor coordinating the review of this manuscript and approving it for publication was Mouloud Denai. In recent years, video captioning algorithms have relied on the use of long short-term memory (LSTM) [18] , which overcomes the vanishing gradient problem by integrating the memory units that adaptively update the hidden states. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Therefore, it can naturally handle sequences of frames and learn long-range temporal patterns. Besides, LSTM has been successfully adopted for several tasks, including speech recognition and natural language processing. Thus, in this paper, we propose the reinforced adaptive attention model (RAAM), which integrates an adaptive attention mechanism with LSTM. Aiming to utilize the fine-grained visual clues, visualattention-based models [19] - [21] have been explored. Accordingly, the attention mechanism is implemented by computing a categorical distribution to make a soft-selection over source elements. Most attention models for video captioning attend to the frames at every time step, regardless of the word that will be subsequently emitted. However, not all words in the caption have corresponding visual signals. For instance, in Figure 1 , some words (''woman'' and ''onion'') belong to visual words that have corresponding visual signals, whereas other words such as ''and'' are non-visual words, which require language information rather than visual signals. In fact, it is a complex process to generate descriptive sentences for video. When generating the next word, both visual signals and context information should be taken into account.
To address this issue, and inspired by previous work on image captioning [12] , the proposed RAAM automatically determines when to rely on visual signals and when to rely on the language model, as shown in Figure 2 . In the presented adaptive attention mechanism, a controller is designed to determine the proportion of visual signals and textual information in the next-word generation.
Furthermore, to compensate for the shortcoming of the traditional training method, which minimizes word-level cross entropy loss, we integrate a sentence-level training approach using a policy gradient method. It has several advantages. On one hand, it overcomes the exposure bias problem discussed in [22] and [23] . Specifically, the traditional training method maximizes the likelihood of the next ground-truth word based on the previous one. It thus creates a mismatch between the training and testing because, at test time, the model uses the previously generated words to predict the next word. On the other hand, it effectively correlates with sentence-level metrics, such as BLEU [24] and METEOR [25] . However, existing sentence-level metrics still have flaws in assessing generated sentences. Using them as reward (especially using only one of them) may mislead the model to some extent. Thus, we propose a mixed objective loss function to simultaneously make use of the word-level cross entropy loss and sentence-level reinforcement learning loss. With the aid of it, our adaptive attention model is further optimized.
To summarize, the main contributions of this paper are the following: (1) We design an adaptive attention mechanism and combine it with stacked LSTM for video captioning. This adaptive encoder-decoder framework is able to make full use of both the visual signals and the context information in the next-word generation, which boosts the captioning performance. (2) A mixed loss training approach is proposed to simultaneously optimize the word-level cross entropy loss and sentence-level reinforcement learning loss. Therefore, we can alleviate the exposure bias problem and take advantage of these two losses, which further improve our captioning model. (3) We propose an effective training method for mixed loss optimization. Different from previous policy gradient methods, we optimize our model M times for each input through the combinations of greedy sampling and Monte Carlo sampling, which efficiently adjusts the model. (4) We perform an extensive analysis of our adaptive attention model and mixed loss method. Experimental results show that our method achieves comparable or even superior results compared to existing state-of-the-art models.
The remainder of this paper is organized as follows. Section II discusses the related work. Our proposed method is described in Section III. Section IV presents the experimental results and training details. Finally, Section V concludes the paper.
II. RELATED WORK A. TEMPLATE-BASED CAPTIONING
The study of visual captioning has been ongoing for many years, and lots of methods have been proposed. The early visual captioning method is to build a rule-based system [26] , [27] , which first strives to detect subjects, verbs, and objects (S, V, O), and then forms a sentence using template-based approaches. A study presented in [26] predicted phrases with a bilinear model and generated the sentence using simple syntax statistics. Rohrbach et al. [27] learned the object and activity labels from a video by using the conditional random field. However, template-based sentences cannot satisfy the richness of natural language and they are limited in expansion to invisible data.
B. RECURRENT NEURAL NETWORKS FOR IMAGE AND VIDEO CAPTIONING
Deep learning has rapidly developed, and recent advancements have been made in image classification using convolutional neural networks (CNNs) and machine translation utilizing recurrent neural network (RNN) [28] . Benefit from these achievements, a series of studies have combined CNN and RNN to translate the visual input into the textual output. The authors of [5] utilized LSTM to generate sentences with CNN features extracted from the image. Xu et al. [10] used an attention mechanism on top of a CNN to automatically select the most relevant region of an image. Moreover, Fang et al. [15] presented a deep multimodal similarity model to project visual features and sentences into a joint embedding space. In [16] , You et al. applied a semantic-conceptdetection process before generating sentences.
Following image captioning, several studies have focused on video captioning. An early video captioning method [29] extended the image captioning methods by simple average pooling of the video frames. However, this approach ignores the temporal information of video. To avoid this issue, the recurrent encoder [20] , [30] - [32] and attention mechanism [19] , [21] were later proposed. Yao et al. [19] incorporated a spatial-temporal three-dimensional CNN representation of the short temporal dynamics, and proposed a temporal attention mechanism to selectively focus on video features. Venugopalan et al. [31] presented a sequence to sequence video captioning model that incorporates a stacked LSTM to read the sequence of CNN outputs and then generate a sequence of words. In order to better encode long-range dependencies, Pan et al. [20] targeted the video encoding stage by proposing a hierarchical recurrent video encoder, which exploits multiple time-scale abstraction of the temporal information with two-layer LSTM networks.
To obtain high-quality description for a target video, the authors of [33] presented a unified framework (LSTM-E) that can simultaneously explore the learning of LSTM and visual-semantic embedding. Gao et al. [34] presented a multimodal embedding approach to map the video features and sentence vectors into a joint space to guarantee the semantic consistency of the sentence description and video visual content. More recently, Song et al. [35] proposed a multi-model stochastic RNN (MS-RNN), which models the uncertainty observed in the data using latent stochastic variables to improve the video captioning performance. A novel encoder-decoder-reconstruction network was proposed by [36] to utilize both the forward and backward flows for video captioning. In [37] , an adjusted temporal attention was proposed to decide whether to depend on the visual information or the language context information. For the sake of the same goal, we also propose an adaptive attention to avoid imposing visual attention on non-visual words, which will be fully detailed in section III.
Although the above video captioning approaches achieve excellent results, these models are still trained using a wordlevel cross entropy loss, which does not correlate well with the sentence-level metrics on which they are finally evaluated. In addition, these models cause a mismatch between the training and testing because they use the previously generated words to predict the next word at test time, while employing the true ''ground truth'' words during training. This exposure bias results in an error accumulation during generation at test time.
To avoid exposure bias and directly optimize metrics that are non-differentiable, the policy gradient method [38] is utilized. As a reinforcement learning algorithm, the policy gradient enables optimization of the gradient of the expected reward by sampling from the model during training. It handles those samples as ground-truth labels. To prevent the model from overfitting some particular metrics, we combine the cross-entropy loss and reward-based loss (sentence-level loss) as a mixed-loss, which maintains the advantages of two training methods and achieves an improved balance. Different from [39] which utilizes CIDEr [40] and its variant as reward, in this paper we adopt BLEU with the aim of reducing the training time. In addition, CIDEr is proposed to evaluate the description with sufficient reference sentences. However, each video in the challenging MPII-MD Movie Description dataset is accompanied by only a single sentence description. Thus, the method of [39] can not be effectively applied to this dataset. In contrast, our approach is more generalizable. Besides, a novel training method is proposed in this paper for mixed loss optimization.
III. PROPOSED APPROACH
In this section, we introduce our approach for video captioning. We first define the problem formulation and introduce the baseline attention-based model. Next, our adaptive attention model is demonstrated. Finally, we present our mixed-loss model, which simultaneously considers word-level loss and sentence-level loss to enhance the video description. In addition, solution details are provided.
A. PROBLEM FORMULATION
Given a video with N frames, the extracted visual features and the embedded textual features can be represented as v =
, and T is the sentence length. Specifically, D v and D w are the respective dimensions of the frame-level features and vocabulary. At time step t, our model utilizes v and the previous words w <t to predict a word, w t , with the maximal probability, p(w t |w <t , v), until the end of the sentence is reached. The distribution of the output sequence with respect to the input sequence is:
where θ is the model parameter set, and the distribution p(w t |w <t , v; θ) is given by softmax over all the words in the vocabulary. Thus, the word-level cross entropy loss can be defined as:
B. ATTENTION-BASED MODEL
The attention-based generator can selectively exploit input features according to the input and output context, as shown in Figure 3 . Here, we use the Bi-LSTM to encode the video feature, and the activation vectors are obtained as
where h
are the forward and backward hidden activation vectors.
The attention mechanism is realized by using attention weights on the hidden activation vectors throughout the input sequence. Accordingly, the output context vector at time step t can be represented as:
In (4), α t,i is the attention weight. It acts as an alignment mechanism by assigning a higher weight to a certain encoder hidden state that provides a higher contribution at that time step. It can be computed as:
where w, W a , V a and b a are the learned parameters, h d t−1 is the hidden state of the decoder LSTM at the (t-1)-th time step.
C. ADAPTIVE ATTENTION-BASED HIERARCHICAL LSTM MODEL
To avoid the common problem of imposing visual attention on every word, we propose in this section a hierarchical LSTM model with adaptive attention for video captioning, as described in Figure 2 . Song et al. [37] also proposed an adjusted temporal attention based on two LSTM layers and a MLP layer. Different from it, in our architecture, a Bi-LSTM (blue rectangle) is utilized to encode visual features extracted from CNN, and three unidirectional LSTM layers (orange rectangle) are used for decoding. Specifically, the first LSTM (orange rectangle, from top to bottom) is employed to efficiently encode the original input sequences that contain rich information of previous words, which gives it a better potential to participate in the design of the controller. Subsequently, the middle LSTM encodes the context information output form the first one and produces the final representation of the language information. At time step t, suppose the output of the temporal attention model and the middle LSTM are a t and s t respectively. Then, the input context vector of the bottom LSTM c t can be represented as:
where β t is the value of the controller at time step t, and it can be computed as: For each input data, we sample M sentences through different methods. In the i -th sentence sampling process, we get the first i -1 words under the greedy sampling, and the rest by Monte Carlo sampling. Therefore, we can compose M pairs with the sentence whose words are all obtained by greedy sampling, and adjust the model M times.
Here, W c is the learned parameter, and h d1 t denotes the hidden state of the first LSTM layer. When β t occurs between 0 and 1, visual signal and textual information are both employed according to their contributions. When β t = 1 or β t = 0, it indicates only visual signal or language information is considered. After attaining c t , the bottom LSTM which well models the semantic consistency of previous generated words will predict the next word conditioned on it. In our proposed method, using a controller, we can make use of the visual signals and the language information as needed during the decoding stage. Besides, unlike hLSTMat [37] , we utilize the hidden state of the third LSTM layer which contains abundant visual information and context information instead of the hidden state of the first one to obtain the visual signal a t . Thus, our model is more flexible and robust, and it improves the video descriptions in our experiments. The comparison between these two methods will be reported in the section IV.
D. MIXED LOSS TRAINING USING THE POLICY GRADIENT
As described in the previous section, traditional video captioning methods only minimize the word-level cross entropy loss during training. To directly optimize the sentence-level metrics and address the exposure bias issue, a policy gradient method is utilized. Here, our adaptive attention model acts as an agent and interacts with an external environment (video and sentence). Thus, we can define a policy, p θ , which influences the action that generates the next word. After the whole sentence is generated, we can compute a reward based on it and the ground-truth sentences. Our training objective is to minimize the negative expected reward:
where w s is the word sequence sampled from the model. Based on the REINFORCE algorithm, the expected gradient of a non-differentiable reward function can be computed as follows:
the above gradient can be approximated using a single Monte Carlo sample w s from p θ as follows:
However, the above approximation has a high variance because of the gradient estimate. To reduce this variance, instead of training an extra baseline estimator [39] , we baseline the REINFORCE algorithm with the reward obtained by the current model under the reference algorithm used at test time [41] . Suppose the reward obtained by the current model under the reference algorithm (we use greedy decoding during training) is r(w b ). Then, the expected gradient can be rewritten as:
using the chain rule, we have:
where s t is the input to the softmax function, and ∂L(θ) ∂s t is given by [42] :
Here, h d t is the hidden state of the decoder. Accordingly, the words sampled from the model that return a higher reward than w b will be ''encouraged'' by increasing their word probabilities, otherwise the opposite.
Generally, in natural language processing tasks, especially in the field of image and video captioning, a data input during training only outputs one sentence. To efficiently optimize our adaptive attention model, we sample M sentences and adjust the model parameters M times for each input, as shown in Figure 4 , where M is the time step of decoding. For each input data, we obtain M sentences through different combinations of greedy sampling and Monte Carlo sampling. In detail, for the i-th sentence, we get the first i-1 words under the greedy sampling, and the remaining words are obtained by Monte Carlo sampling. Accordingly, we can compose M sentence pairs with the sentence obtained by greedy decoding. We thus can calculate M rewards and adjust the model M times during training. It is worth noting that this helps our model to find a better sentence than the original one obtained by greedy decoding. This is because the sentences sampled by this combined approach are better than the one obtained using only Monte Carlo sampling to some extent. Therefore, our model is more robust and more efficient during training. For the i-th sentence of each input data, the objective function can be defined as: To ensure the readability of the generated caption, and prevent our model from overfitting some specific sentence-level metrics that are still not perfect, we use a mixed loss function as our training objective function, which is a weighted combination of the cross entropy loss and reinforcement learning loss:
where L x is the cross entropy loss, L r is the reinforcement learning loss, and δ represents a tuning parameter that is used to balance them. For faster convergence, during the mixed loss optimization, we start with the optimized adaptive attention model and only adjust the components comparatively related to decoding, as shown in the dotted-line portion of Figure 2 .
IV. EXPERIMENTS
We evaluate our model on the renowned Microsoft Video Description (MSVD) corpus [43] and the challenging MPII Movie Description dataset (MPII-MD) [17] , and compare our results with those of state-of-the-art models.
A. DATASETS 1) MICROSOFT VIDEO DESCRIPTION (MSVD) CORPUS
The MSVD dataset consists of 1,970 short video clips collected from YouTube, which is well-suited for training and evaluating a video captioning model. This dataset contains approximately 80,000 clip-description pairs, and each clip has multiple sentence descriptions. We adopt the same data splits as provided in [31] with 1,200 videos for training, 100 videos for validation and 670 videos for testing.
2) MPII MOVIE DESCRIPTION DATASET
The MPII-MD dataset contains approximately 68,000 video clips extracted from 94 Hollywood movies. Unlike the MSVD corpus, each video in the MPII-MD dataset is accompanied by only a single sentence description. In addition, the high diversity of visual and textual content makes this dataset very challenging. In our experiments, we follow the public split method provided by the authors, with 56,861 videos for training, 4,930 videos for validation, and 6,584 videos for testing.
B. EXPERIMENTAL SETTINGS 1) VIDEO FEATURE EXTRACTION
Recently, deep CNNs [6]- [9] have achieved success in visual feature extraction. In our experiments, we uniformly sample 60 frames from each clip, and use Inception-v3 [9] to extract the frame-level feature from the pool3 layer.
2) SENTENCE PREPROCESSING
For the MSVD dataset, we convert all descriptions to lower cases, and then utilize the WordPunct function from the NLTK 1 toolbox to tokenize sentences and remove punctuation. Therefore, it yields a vocabulary of 13,375 words. For the MPII-MD dataset, after tokenization, we obtain a vocabulary of 21,597 words. In our experiments, we use the one-hot vector to represent each word.
3) EVALUATED METRICS
To evaluate the performance of our model, we utilize the following widely used metrics: BLEU [24] , METEOR [25] , CIDEr [40] and ROUGE-L [44] . BLEU-n is defined as the geometric mean of n-gram (up to 4-gram) precision scores multiplied by a brevity penalty for short sentences. It matches words and computes n-gram precision between the reference set and candidate sentence, which captures the lexical and textual consistency between sentences. ROUGE-L takes into account sentence level structure similarity and identifies longest co-occurring in sequence n-grams. CIDEr is proposed to evaluate the image description with sufficient reference sentences. It measures the consensus between candidate image descriptions and the reference sentences. METEOR is defined as the harmonic mean of precision and recall of unigram matches between sentences. Most of the previous works adopt METEOR to evaluate their results since it has shown better correlation with human judgment compared with other metrics. METEOR identifies all possible matches by extracting the exact matcher, stem matcher, paraphrase matcher, and synonym matcher using the WordNet database, and computes sentence level similarity scores according to matcher weights. We use the Microsoft COCO evaluation server [45] to obtain our experimental results reported. This approach enables our results to be directly comparable to those of existing methods.
4) TRAINING DETAILS
In the training phase, we add a beginning-of-sentence <BOS> tag at the start of the caption, and an end-of-sentence tag <EOS> to its end. Accordingly, our model can handle captions with varying lengths. In the testing phase, we input the <BOS> tag to our decoder LSTM to trigger the video description generation process. During decoding, the word sampled from the previous time step is given as input for the next time step until we reach the <EOS> tag. In addition, we employ in our experiments an initial 10 −5 learning rate to avoid the gradient explosion. The LSTM unit size and word embedding size are set as 512, empirically. Our objective function is optimized using the ADAM optimizer [46] , and we use BLEU-4 as our sentence reward. To regularize the training and avoid overfitting, we apply the dropout with rate of 0.5 on the outputs of LSTMs. Time step of decoding M and the length of sentence T are set as 20. For sentence with fewer than 20 words, we pad the remaining inputs with zeros. In our evaluation, a beam search with size five is used to generate descriptions during the testing process.
C. COMPONENT ANALYSIS 1) EFFECT OF DIFFERENT VIDEO FEATURES
To analysis the effectiveness of different visual features, in this sub-experiment we use different CNNs including C3D [47] , VGG16 [6] , GoogLeNet [7] , ResNet152 [8] , and Inception-v3 [9] as the video feature extractor. The experiments are conducted on our proposed adaptive attention framework and the results are shown in 
2) EFFECT OF ADAPTIVE ATTENTION
In this sub-experiment, our task is to evaluate the effect of our proposed adaptive attention model. Specifically, the attention mechanism has achieved significant improvements in the task of video captioning. However, imposing a visual attention on non-visual words may mislead the decoder and decrease the overall performance of video captioning, as mentioned earlier. In this paper, the proposed adaptive attention model can determine whether to depend on visual signals or the language context information. The results are shown in Table 2 , where Ours-B is our baseline attention-based model, Ours-R is our re-implemented model that adopts the adjusted temporal attention strategy of hLSTMat [37] , and Ours-A is our proposed adaptive attention model. It is observed that our proposed adaptive attention model outperforms the traditional attention model, verifying the effectiveness of our proposed approach. In addition, the comparison between Ours-R and Ours-A indicates that our architecture is superior to hLSTMat. There are two main reasons for this. On one hand, in our approach, the hidden state of the third LSTM layer that contains rich visual information and language information is used to obtain the visual signal a t , while hLSTMat utilizes the hidden state of the first LSTM layer, which only contains language information and is not directly correlate with the predicted LSTM layer. On the other hand, hLSTMat predicts the words by taking the concatenation of the final context vector (the output through adjusted gate) and the hidden state of the first LSTM layer as input to a MLP layer, which loses the correlation between predicted words. In our proposed method, we employ an another LSTM to further encode the final context vector c t , which well captures the semantic correlation of generated words.
3) EFFECT OF δ
To achieve a better balance between the cross-entropy loss and the reinforcement learning loss, we study the performance variance with different δ in this subsection. We tune δ from 0.1 to 0.9 on the MSVD dataset. As can be seen from Figure 5 , under the valuation of BLEU-4, our model performs best while we have δ = 0.2. At the same time, it also achieves competitive performance on other metrics, demonstrating that our model maintains a better balance between two losses. Under the condition of δ = 1, our model only takes reinforcement learning loss into account. From Figure 6 we can see that the overall performances on both METEOR and CIDEr tend to decrease with the increasing of training epoch. This is because existing evaluation metrics (e.g. BLEU) still have flaws in assessing generated sentences. Directly feeding them back as reward to the model may be misleading to some extent. In addition, a model trained with BLEU-4 has shown difficult to generalize to other metrics [22] . Weighting these evaluation metrics as reward may be able to alleviate this problem, but it in turn will greatly increase the time cost of training, which can be inferred from Table 3 . Thus, considering both of cross entropy loss and reinforcement learning loss is a better choice, which has been proven by our experiments in Figure 6 . In the following experiments, we set δ = 0.2.
4) EFFECT OF TRAINING METHOD
During the mixed loss training, we sample M sentences through different combinations of greedy sampling and Monte Carlo sampling, and adjust the model M times for each input. Here we evaluate the effect of this training method. The comparison results are shown in Table 4 , where Oursm denotes that the model is optimized using our training method, and Ours-s is the traditional policy gradient method that trained with only Monte Carlo sampling. We can observe that Ours-m is superior to Ours-s on most metrics, verifying the effectiveness of our training method.
D. COMPARISON WITH STATE-OF-THE-ART APPROACHES
In this subsection, we evaluate the performance of our proposed method and compare it with those of existing approaches. 
1) S2VT
S2VT [31] proposes an encoder-decoder model with stacked LSTM for video captioning. It consists of two phases. Firstly, it serves as a video encoder and takes the CNN features as input. In the second phase, it begins generating video descriptions.
2) SOFT ATTENTION (SA)
SA [19] takes into account both the local and global temporal structure of videos to produce descriptions. It employs the video-level features extracted by a 3D CNN and then provides a temporal attention mechanism to automatically select the most relevant temporal segments.
3) LSTM-E
LSTM-E [33] uses the embedding layers to project the visual feature and text feature into a common space with a mixed loss between descriptive and visual features. It can therefore simultaneously explore the learning of LSTM and visualsemantic embedding.
4) h-RNN
A hierarchical structure that contains a sentence generator and a paragraph generator for language processing is introduced in h-RNN [48] . In addition, recurrent layers are used in both the sentence generator and paragraph generator for sentence description.
5) HRNE
To exploit the temporal information of videos, HRNE [20] introduces a hierarchical recurrent neural encoder to generate captions through a soft attention mechanism. Besides, HRNE uncovers temporal transitions between frame chunks with different granularities.
6) aLSTMs
aLSTMs [34] explores the correlation between multi-modal representations for captions and semantic content. The semantic consistency of the sentence description and the visual content is guaranteed by embedding the visual and sentence features into a joint space. [35] models the uncertainty observed in the data using latent stochastic variables. It can thereby generate multiple sentences with consideration of different random factors. It contains an M-LSTM, which interacts with both visual and textual features to capture a high-level representation, and an S-LSTM, which supports uncertainty propagation by introducing latent variables.
7) MS-RNN

MS-RNN
8) RecNet
RecNet [36] uses both the forward and backward flows for video captioning. The encoder-decoder architecture generate the video description by making use of the forward flow, and VOLUME 7, 2019 the backward flow is utilized to reconstruct the video feature based on the hidden state sequence.
9) hLSTMat
Instead of applying attention mechanism to each of the generated words, including visual words and non-visual words, hLSTMat [37] proposes an adjusted temporal attention model based on two LSTM layers and a MLP layer. It thus can decide whether to depend on the visual information or the language context information.
10) CIDEnt-RL
To capture the directed logical correctness of the generated caption, CIDEnt-RL [39] propose an entailment-enhanced reward that corrects phrase-matching based metrics to only allow for logically-implied partial matches. Then this reward is utilized to optimize the caption model with policy gradient. We compare our model with the approaches introduced above on the MSVD dataset. With regard to our ensemble model, we generate a word based on the average of the likelihood probabilities from the best five models. The results are shown in Table 5 , and the following observations are made: 1) compared with the non-ensemble models, our RAAM (I) performs best on all evaluation metrics; 2) compared with the baseline sequence to sequence models (S2VT, LSTM-E, MS-RNN), our method achieves the best performance. Specifically, our model attains better performance than MS-RNN, with 1.3%, 1.5%, 1.5%, 2.1%, 2.0% and 10.7% increases on BLEU-1, BLEU-2, BLEU-3, BLEU-4, METEOR, and CIDEr respectively; 3) compared with the attention-based LSTM Model (SA, h-RNN, HRNE, aLSTMs, hLSTMat, RecNet), our method (55.4% BLEU-4, 35.8% METEOR, 85.5% CIDEr) surpasses the best counterpart (i.e., RecNet) (52.3% BLEU-4, 34.1% METEOR, 80.3% CIDEr) on all metrics. This is because our framework can efficiently make use of the visual signals and the language information. Moreover, the mixed loss optimization further improves the generated descriptions; 4) compared with the reinforcement learning method (i.e., CIDEnt-RL), our model also performs best on most metrics, verifying the effectiveness of our proposed method. The main reason why CIDEnt-RL is better than our method on the CIDEr metric is that CIDEnt-RL utilizes the variant of CIDEr as reward during training, which is beneficial to achieve higher CIDEr score in testing. Despite this, our model still achieves competitive result.
We also compare our method with others combining multiple features, such as S2VT (VGGNet + Optical flow), SA (GoogLeNet + 3D-CNN), LSTM-E (VGGNet + C3D), h-RNN (VGGNet + C3D), and HRNE (GoogLeNet + C3D). The results are reported in Table 6 . Although our model uses only a single feature, it achieves state-of-the-art performance.
Moreover, we compare our method on the challenging MPII Movie Description dataset. We again consider S2VT and SA introduced above. In addition, we include three other references that are applicable to this dataset: the statistical machine translation (SMT) approach in [17] , the method [49] that integrates linguistic knowledge mined from large text corpora into recent LSTM-based architecture, and the visualclassifier-based captioning model of Rohrbach et al. [50] . For MPII-MD dataset, we decay the learning rate to 10 −6 during mixed loss optimization and obtain the descriptions by greedy decoding. The results are shown in Table 7 , demonstrating that our method performs the best on BLEU-4 and CIDEr metrics. Figure 7 shows a few examples of generated captions and the corresponding words values of the controller. We observe that the first word and the visual words such as ''soccer'' and ''shooting'' have relatively larger values (there is no context information when generating the first word) and the nonvisual words (except the first word) such as ''a'' and ''the'' need less visual information. This proves that our controller can decide whether to concentrate on visual signals or language model based on the semantics of the generated words. In addition, for the third video, we notice that the visual word ''room'' needs very little visual information. This may be because the model learns some specific phrases or sentence patterns such as ''out of the room'' in the training process, so it relies more on language information to generate visual words that belong to these phrases.
To gain an intuition of the improvement on generated video descriptions of our proposed RAAM, we present some video examples with the video description from vanilla model and attention model as comparison to our system in Figure 8 . Generally, the sentences generated by our method are better than those generated by the vanilla model and attention model. For instance, in the middle column, our model generates ''a woman is pouring ingredients into a bowl'' for the first video, which is more detailed and discriminative than ''a woman is cooking.'' For another instance, for the second video in the middle column, our model accurately describes it with ''a woman is styling her hair,'' while the comparison models generate incorrect descriptions.
In Figure 9 , three categories of captions are selected to further analyze our approach: 1) correct descriptions; 2) relevant but incorrect descriptions; and 3) irrelevant descriptions. For each category, three videos are used for the demonstration, and two frames are selected from each video. Besides, each category is presented in one column.
The left column of Figure 9 shows that the sentences generated by our RAAM correctly describe the corresponding videos. In the middle column, we show some relevant but incorrect descriptions, which contain two types of mistakes. The first case is that the generated sentence contains incorrect verbs. For example, for the top video, ''a cat is playing'' contains the inaccurate verb ''playing,'' which should be replaced by ''cleaning.'' This is also the case with the second video. The correct description should be ''a man is buttering bread,'' while our model generates the incorrect verb ''slicing.'' This is because our training dataset does not provide adequate training samples to distinguish these actions. Another case is that the generated description contains inaccurate objects. For instance, for the third video, the ground truth is ''a woman is cutting shrimp,'' while our generated description is ''a woman is cutting a vegetable.'' The main reason is that the object ''shrimp'' is small and blocked by the hand. Thus, Inception-v3 has difficulty identifying it.
Although our model achieves satisfactory results, improvements can be made. The right column of Figure 9 provides three videos with irrelevant descriptions. It shows that our model does not always perform ideally in multiobject or multi-action scenes because it has difficulty capturing the salient content that the video intends to express.
V. CONCLUSION
In this paper, we propose a reinforced adaptive attention model (RAAM), which dynamically selects visual signals and language context information when generating caption. It is implemented by simultaneously minimizing the wordlevel cross entropy loss and the sentence-level reinforcement learning loss. Meanwhile, a novel training method is demonstrated. The experimental results show that our method achieves competitive or even superior performance compared with the current state-of-the-art methods on the renowned MSVD video description dataset and the challenging MPII-MD movie description dataset. In future work, we will explore more effective approaches to optimize the sentencelevel metrics and integrate the beam search algorithm during training.
