The detection of a mismatch between our predictions and what actually happens allows us to learn from our errors. New research indicates that midbrain dopamine neurons encode multiple types of error signals and contribute to multiple forms of error-driven learning.
This past summer, one of us (R.K.) took advantage of the ice cream truck that regularly drives through his neighborhood and offered his two-year old his first taste of ice cream. By the end of summer, his toddler began to run to the front door as soon as he heard the now-familiar melody of the ice cream truck. This anecdote illustrates the powerful role that associative learning plays in our lives. Since Pavlov's early discovery that initially neutral cues can become predictive of reward and trigger reward-specific behaviors, two related questions rapidly emerged: first, what are the necessary conditions for the formation of an association (when do we learn?); and second, what is the content of the learned association (what are we learning?). Two recent studies from Schoenbaum and colleagues [1, 2] provide important new insight into the neural mechanisms that underlie the when and what of associative learning.
Regarding the first question -when does learning occur -experimental psychologists quickly discovered that simply pairing a cue with a reward was not sufficient for learning: rather, for an association to be formed between a cue and the delivery of food, the rewarding outcome has to be surprising. In other words, the organism has to detect a prediction error, a mismatch between prediction and the actual experience. This prediction error acts as a teaching signal to promote learning when needed, and of course when the predictions do not match reality is exactly when learning is most beneficial. The essential role of prediction errors in associative learning is illustrated in the phenomenon of 'blocking': in blocking, the formation of an association between a target cue (say, a tone) and a paired reward is prevented if the subject already expects the reward on the basis of other environmental cues. By our discussion above, in this situation, reward delivery does not result in a prediction error (Figure 1) .
The idea that prediction errors drive learning is a highly influential concept in psychology [3] . For a long time this concept remained just that, a concept, and firm biological evidence of these error-correcting teaching signals was lacking. The first clue that error-correcting teaching signals are encoded in the brain came from electrophysiological recordings of the activity of midbrain dopamine neurons in primates. The activity of these neurons parallels the prediction errors anticipated by psychological and computational models of associative learning: they show phasic increases in firing when outcomes are better than expected (positive prediction errors), little change in firing when the outcome is predicted (no prediction error), and a brief pause in firing when a predicted reward fails to materialize (negative prediction errors) [4, 5] . The causal role of this dopamine signal in associative learning was later confirmed by optogenetic manipulations of dopamine neurons: activation or inhibition of these neurons was shown to artificially recreate positive or negative prediction errors and affect error-driven learning accordingly [6, 7] .
But what exactly is learned during associative learning? The consumption of a rewarding outcome like food is a complex experience characterized by distinct sensory components (taste, texture, temperature, and so on) and an affective component (the overall value of this experience). Consequently, predictive cues can potentially become associated with either the sensory features of the outcome or the affective value derived from that outcome [8, 9] . This distinction between identity-based and value-based associations is not just semantic; while both types of association are adaptive, value-based associations allow for rapid, automatic responding, while sensory-based associations allow for prospective assessment of the consequences of one's action. Furthermore, these different types of association rely on partially dissociable brain circuitry. For instance, the orbitofrontal cortex is essential for identity-based associations, but not for value-based associations [10] .
Because of their fit with prominent computational models centered on value, dopamine signals have traditionally been assumed to mediate value assignment and not identity-based associations [11] . The two new studies from Schoenbaum's group [1, 2] contradict this view and provide evidence for a much richer role of dopamine signals in learning that includes sensory-based associations.
In the first study, Takahashi et al. [2] recorded the activity of midbrain dopamine neurons in rats as they completed a task in which their prediction about a signaled and impending food reward was occasionally violated, either by manipulating the quantity of food expected (delivering three drops of milk instead of one), or by substituting the expected food outcome by another outcome of equal value (delivering In a blocking procedure, the absence of prediction error prevents the formation of an association between a cue and a consistently-paired reward. In practice, this is achieved by first training subjects to establish an association between an initial cue (here, a flashing light) and reward (a banana flavored pellet). Then, in a second stage, the target cue (a tone) is presented simultaneously with the initial cue. In this scenario, although the target cue is consistently followed by reward delivery, subjects typically learn very little about that cue because the reward is already expected on the basis of the initial cue. This is confirmed in a final probe test in which the target cue is presented on its own and in absence of food reward. The unblocking procedure consists of restoring learning by introducing prediction errors, either by increasing the quantity of food reward (two banana pellets) or by switching its identity (to a chocolate pellet). Two recent studies have shown that dopamine neurons encode both types of prediction error [2] and mediate both types of error-driven learning [1] .
chocolate-instead of vanilla-flavored milk). As this group and others have shown before [4, 12, 13] , the unexpected addition or subtraction of a rewarding outcome evokes a phasic increase or decrease, respectively, in the firing of dopamine neurons. This is the classic value-based prediction-error signal.
Critically, the work of Takahashi et al. [2] revealed that dopamine neurons also encode another type of error signal: sensory prediction errors. When the identity of the expected outcome had been switched, dopamine neurons also increased firing. In this latter case, dopamine responses cannot be attributed to changes in outcome value, as the authors purposely chose two equallypreferred outcomes. This study shows that beyond their established role in tracking changes in value, dopamine neurons can detect and signal unexpected changes in the sensory features of anticipated outcomes.
Is there a functional role for these sensory prediction errors carried by dopamine neurons? A second study published recently in Current Biology, addressed precisely this question [1] . In this study, Chang et al. [1] took advantage of a related behavioral phenomenon called 'unblocking'. Unlike blocking, where the absence of a prediction error prevents learning about a redundant target cue, unblocking restores learning about the target cue by making the introduction of that cue coincide with reward manipulations that will create a prediction error. Here again, the authors used two types of manipulation to induce a prediction error: they increased the quantity of reward (two food pellets instead of one), or they changed the sensory features of the reward (chocolateflavored instead of banana-flavored food pellets) ( Figure 1 ). As others have found before them [14, 15] , they showed that both types of prediction error unblock/ promote associative learning in rats.
To determine the role of dopamine signals in these two types of error-driven learning, Chang et al. [1] used an optogenetic approach, which allowed them to inhibit dopaminergic neural firing for just a few seconds during the behavioral procedure. They found that the brief optogenetic inhibition of dopamine neurons, precisely when they would otherwise fire to signal prediction errors, prevented unblocking -learning about the target cue remained blocked. Critically, this manipulation suppressed both types of error-induced learning: animals were not able to learn from an increase in value or from a switch in outcome identity.
Together, these two studies [1, 2] provide compelling evidence that dopaminergic neurons encode more than just value-based errors, significantly extending our conceptions of how these neurons contribute to learning and behavior. When you think about it, unexpected sensory change is a common denominator across many instances of prediction error. Even for the same outcome, increases in the quantity or intensity of a rewarding outcome are frequently accompanied by changes in its sensory features. For example, the addition of one food pellet means more food to grab and chew on. So could it be that dopamine neurons are actually not directly concerned about value per se, but that their primary function is to encode sensory prediction errors and promote learning about sensory aspects of the environment?
Not exactly, or at least, not exclusively. There is evidence that dopamine neurons care about value directly in the absence of sensory changes. For instance, the consumption of a familiar food in a state of hunger triggers a larger dopamine signal than the consumption of that same food in a non-hunger state [16] . In this case, the sensory features are constant, only the value of the food changes. Moreover, in the absence of any external reward, the experimental activation of dopamine neurons themselves is inherently rewarding. Animals rapidly learn to complete a specific action, such as entering a port with their snout, to earn a brief optogenetic activation of dopamine neurons [6, 17] .
It appears, therefore, that dopamine neurons participate in both identity and value error-correction. The goal for future studies will be to determine how dopamine neurons contribute to learning when these two components interact. For instance, how do dopamine neurons respond when a favorite outcome is replaced by a different and least favorite one? Do they encode a positive sensory prediction error, or a negative valuebased prediction error? Or both, but in different populations of neurons? Ultimately, a full understanding of the role of dopamine in sensory-based or valuebased learning will require taking into account the projections of these neurons to their various target regions. Indeed, although encoded by dopamine neurons, sensory-based and value-based prediction errors do not necessarily result in comparable dopamine release in those terminal regions [18] .
We do not know what drives R.K.'s toddler to the door when he hears the ice cream truck: the general anticipation of something good, or the specific anticipation of a rich creamy chocolate soft serve, but either way, what we do know is that we have his dopamine neurons to thank -or blame -for it.
Cells inherit molecular 'memories' of previously experienced conditions through epigenetic processes. Recent findings provide insights into the problem of how epigenetic states are inherited through cell division, with intriguing mechanistic links to histone variants and DNA replication.
Multicellular eukaryotes respond to diverse internal and external stimuli throughout their life cycle, undergoing major morphogenetic transitions and exhibiting various physiological adaptations. Changes are usually brought about in an orderly fashion, underlined by dynamically regulated spatiotemporal patterns of gene expression. The stable transmission of such patterns through mitotic cell divisions is mediated by the Polycomb group (PcG) proteins, which are conserved developmental regulators that form multipartite complexes and act on chromatin. The Polycomb repressive complex 2 (PRC2) modifies chromatin by catalyzing trimethylation of lysine 27 on histone H3 (H3K27me3), a mark required for transcriptional repression by PcG. Despite the significant advances in our understanding of gene silencing by PcG complexes [1] , several pressing questions remain. One poorly understood aspect, for example, is that of epigenetic memory, whereby specific marks are maintained and transcriptional states are propagated through consecutive cell cycles. At DNA replication sites, nascent chromatin assembly relies on a random assortment of parental nucleosomes between daughter strands and incorporation of de novo synthesised unmodified histones [2] . Consequently, how specific chromatin states are reinstated has long been an enigma. Two recent reports in Science, Yang et al. [3] and Jiang and Berger [4] , illuminate the picture by investigating the vernalization response of Arabidopsis thaliana and demonstrate that the PcG-mediated gene silencing is established in two mechanistically distinct phases (nucleation and propagation) where the incorporation of histone variants and possibly DNA replication play crucial roles.
Vernalization is the sequence of events that promote flowering in response to (and in 'memory' of) prolonged cold exposure during winter. In Arabidopsis, the epigenetic silencing of the floral repressor gene Flowering Locus C (FLC) is a well characterised key event of vernalization. This perception and memory of winter has a quantitative element, because the duration of cold exposure is quantitatively associated with the level of stable FLC silencing achieved during the following period of warmth [5] . Strikingly, this memory is digital, with individual cells adopting alternative 'ON' or 'OFF' FLC expression states, and the quantitative nature is a direct consequence of the total number of cells with the 'OFF' state [6, 7] . PRC2-mediated H3K27me3 enrichment over a tightly localised nucleation region within the FLC locus during the cold period is a prerequisite first step for switching between the alternative epigenetic states [8] . Furthermore, a specific cis element located in the nucleation region was shown to be crucial for the recruitment of the PcG machinery, which is assisted in trans by the binding of the transcriptional repressor VIVIPAROUS1/ABI3-LIKE factor 1 (VAL1) [9, 10] . For effective longterm repression of FLC expression, which, notably, is not maintained in
