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Abstract
Let K be a complete discrete valuation field of mixed characteristic (0, p), whose residue fields may
not be perfect, and GK the absolute Galois group of K. In the first part of this paper, we prove that
Scholl’s generalization of fields of norms over K is compatible with Abbes-Saito’s ramification theory.
In the second part, we construct a functor NdR associating a de Rham representation V with a (ϕ,∇)-
module in the sense of Kedlaya. Finally, we prove a compatibility between Kedlaya’s differential Swan
conductor of NdR(V ) and Swan conductor of V , which generalizes Marmora’s formula.
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Introduction
Hodge theory relates the singular cohomology of complex projective manifolds X to the spaces of har-
monic forms on X . Its p-adic analogue, p-adic Hodge theory enables us to compare the p-adic e´tale
cohomology Hme´t (XQp ,Qp) of proper smooth varieties X over the p-adic field Qp with de Rham cohomol-
ogy of X . Precisely speaking, the natural action of the absolute Galois group GQp of Qp on the p-adic
e´tale cohomology can be recovered after tensoring BdR, which is the ring of p-adic periods introduced
by Jean-Marc Fontaine. If X has a semi-stable reduction, then one can obtain more precise comparison
theorem of the p-adic e´tale cohomology of X to the log-cristalline cohomology of the special fiber of X .
Thus, we have a satisfactory theory on p-adic e´tale cohomology of proper smooth varieties over Qp.
A p-adic representation V of GQp is a finite dimensional Qp-vector space with a continuous linear GQp -
action. Fontaine ([Fon94]) defined the notions of de Rham, crystalline, and semi-stable representations,
which form important subcategories of the category of p-adic representations of GQp . Then, he associated
linear algebraic objects such as filtered vector spaces with extra structures to objects in each category.
Fontaine’s classification is compatible with geometry in the following sense: For a proper smooth variety
X over Qp, the p-adic representation H
m
e´t (XQp ,Qp) of GQp is only de Rham in general. However, if X
has a semi-stable reduction (resp. good reduction), then Hme´t (XQp ,Qp) is semi-stable (resp. crystalline).
There also exists a more analytic description of general p-adic representations. Let BQp be the fraction
field of the p-adic completion of Zp[[t]][t
−1]. We define the action of ΓQp := GQp(µp∞ )/Qp on BQp by
γ(t) = (1 + t)χ(g) − 1, where χ : ΓQp → Z
×
p is the cyclotomic character. We also define a Frobenius lift
ϕ on BQp by ϕ(t) = (1 + t)
p − 1. An e´tale (ϕ,ΓQp)-module over BQp is a finite dimensional BQp -vector
space M endowed with compatible actions of ϕ and ΓQpsuch that the Frobenius slopes of M are all zero.
By using Fontaine-Wintenberger’s isomorphism of Galois groups
GQp(µp∞ )
∼= GFp((t)),
Fontaine ([Fon90]) proved an equivalence between the category of p-adic representations and the category
of e´tale (ϕ,ΓQp)-modules over BQp . We consider the overconvergent subring
B†Qp := {f =
∑
n∈Z
ant
n ∈ BQp ; an ∈ Qp, |an|ρ
n → 0 (n→ −∞) for some ρ ∈ (0, 1]}
of BQp . Fre´de´ric Cherbonnier and Pierre Colmez ([CC98]) proved that the category of e´tale (ϕ,ΓQp)-
modules over BQp is equivalent to the category of e´tale (ϕ,ΓQp)-modules over B
†
Qp
. As a consequence of
Cherbonnier-Colmez’ theorem, p-adic analysis over the Robba ring
RQp := ∪ρ′∈(0,1){f =
∑
n∈Z
ant
n; an ∈ Qp, |an|ρ
n → 0 (n→ ±∞) for all ρ ∈ (ρ′, 1]}
comes into play. Actually, Laurent Berger ([Ber02]) associated a p-adic differential equation NdR(V )
over RQp to a de Rham representation V via the above equivalences. By using this functor NdR and
the quasi-unipotence of p-adic differential equations due to Yves Andre´, Zoghman Mebkhout, and Kiran
Kedlaya, Berger proved Fontaine’s p-adic local monodromy conjecture, which is a p-adic analogue of
Grothendieck’s l-adic monodromy theorem. We note that in the above theory, GQp is usually replaced
by GK , where K is a complete valuation field of mixed characteristic (0, p) with a perfect residue field.
Recently, based on earlier works of Gerd Faltings and Osamu Hyodo, Fabrizio Andreatta and Olivier
Brinon ([AB08]) started to generalize Fontaine’s theory in the relative situation: Instead of complete
discrete valuation rings with perfect residue fields, they work over higher dimensional ground rings R
such as the generic fiber of Tate algebra Zp{T1, T
−1
1 , . . . , Td, T
−1
d }. In this paper, we work in the most
basic case of Andreatta-Brinon’s setup. That is, our ground ring K is still a complete valuation field,
however, with a non-perfect residue field kK such that p
d = [kK : k
p
K ] < ∞. Such a complete discrete
valuation field arises as the completion of ground rings along the special fiber in Andreatta-Brinon’s
setup.
Even in our situation, a generalization of Fontaine’s theory could be useful as in the proof of Kato’s
divisibilty result in Iwasawa Main conjecture for GL2 ([Kat04]). Using compatible systems of K2 of affine
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modular curves Y (pnN) varying n, Kato defines (p-adic) Euler systems in Galois cohomology groups
over Qp whose coefficients are related to cusp forms. A key ingredient in [Kat04] is that Kato’s Euler
systems are related with some products of Eisenstein series via Bloch-Kato dual exponential map exp∗.
In the proof of this fact, p-adic Hodge theory for “the field of q-expansions” K plays an important role,
where K is the fraction field of the p-adic completion of Zp[ζpN ][[q
1/N ]][q−1]. Roughly speaking, Tate’s
universal elliptic curve together with torsion points induces a morphism Spec(K(ζpn , qp
−n
)) → Y (pnN).
Using a generalization of Fontaine’s ring BdR over K, Kato defines a dual exponential map for Galois
cohomology groups over K(ζpn , qp
−n
), and proves its compatibility with exp∗. Then, the image of Kato’s
Euler system under exp∗ is calculated by using Kato’s generalized explicit reciprocity law for p-divisible
groups over K(ζpn , qp
−n
).
To explain our results, we recall Anthony Scholl’s theory of field of norms ([Scholl06]), which is a
generalization of Fontaine-Wintenberger’s theorem when kK is non-perfect. In the rest of the introduction,
for simplicity, we restrict ourselves to “Kummer tower case”: That is, we choose a lift {tj}1≤j≤d of a
p-basis of kK and define a tower K := {Kn} of fields by Kn := K(µpn , t
p−n
1 , . . . , t
p−n
d ) for n > 0, and set
K∞ := ∪nKn. Then, the Frobenius on OKn+1/pOKn+1 factors through OKn/pOKn →֒ OKn+1/pOKn+1,
and the limit X+K := lim←−nOKn/pOKn is a complete valuation ring of characteristic p. Here, we denote
the integer ring of a valuation field F by OF . Let XK be the fraction field of X
+
K . Then, Scholl proved
that a similar limit procedure gives an equivalence of categories FE´tK∞
∼= FE´tXK , where FE´tA denotes
the category of finite e´tale algebras over A. In particular, we obtain an isomorphism of Galois groups
τ : GK∞
∼= GXK .
The Galois group of a complete valuation field F is canonically endowed with non-log and log ram-
ification filtrations in the sense of Abbes-Saito ([AS02]). By using the ramification filtrations, one can
define Artin and Swan conductors of Galois representations, which are important arithmetic invariants.
It is natural to ask that Scholl’s isomorphism τ is compatible with ramification theory. The first goal of
this paper is to answer this question in the following form:
Theorem 0.0.1 (Theorem 3.5.3). Let V be a p-adic representation of GK , where the GK-action of V
factors through a finite quotient. Then, Artin and Swan conductors of V |Kn are stationary and their
limits coincide with Artin and Swan conductors of τ∗(V |K∞).
We briefly mention the idea of the proof in the Artin case. Note that in the prefect residue field
case, it follows from the fact that the upper numbering ramification group is a renumbering one, which
is compatible with the field of norms construction (see [Mar04, Lemme 5.4]). However, in the imperfect
residue field case, since Abbes-Saito’s ramification filtration is not a renumbering of the lower numbering
one, we proceed as follows. Let L/K be a finite Galois extension. Let XL be an extension of XK
corresponding to the tower L = {Ln := LKn} under Scholl’s equivalence. Then, we may reduce to prove
that the non-log ramification filtrations of GLn/Kn and GXL/XK coincide with each other. Abbes-Saito’s
non-log ramification filtration of a finite extension E/F of complete discrete valuation fields is described
by a certain family of rigid analytic spaces asaE/F for a ∈ Q≥0 attached to E/F . In terms of Abbes-
Saito’s setup, we have only to prove that the number of connected components of asaXL/XK and as
a
Ln/Kn
for sufficiently large n are the same. An optimized proof of this assertion is as follows: We construct
a characteristic 0 lift R of X+K , which is realized as the ring of functions on the open unit ball over
a complete valuation ring. We can find a prime ideal pn of R such that R/pn is isomorphic to OKn .
Then, we construct a lift ASaXL/XK over Spec(R) of as
a
XL/XK
, whose generic fiber at pn is isomorphic
to asaLn/Kn . We may also regard AS
a
XL/XK
as a family of rigid spaces parametrized by Spec(R). What
we actually prove is that in such a family of rigid spaces over Spec(R), the number of the connected
components of the fiber varies “continuously”. This is done by Gro¨bner basis arguments over complete
regular local rings, which extends the method of Liang Xiao ([Xia10]). The continuity result implies our
assertion since the point pn ∈ Spec(R) “converges” to the point (p) ∈ Spec(R).
Note that Shin Hattori ([Hat14]) reproved the above ramification compatibility of Scholl’s isomor-
phism τ by using Peter Scholze’s perfectoid spaces ([Scholze12]), which are a geometric interpretation of
Fontaine-Wintenberger theorem. We briefly explain Hattori’s proof. Let Cp (resp. C
♭
p) be the comple-
tion of the algebraic closure of K∞ (resp. XK). Scholze proved the tilting equivalence between certain
adic spaces (perfectoid spaces) over Cp and C
♭
p. Let C be a perfectoid field and Y a subvariety of A
n
C .
A perfection of Y is a perfectoid space defined as the pull-back of Y under the canonical projection
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lim
←−Ti 7→Tpi
AnC → A
n
C , where T1, . . . , Tn denotes a coordinate of A
n
C . Hattori proved that the tilting of
the perfections of (asaLn/Kn)Cp and (as
a
XL/XK
)C♭p are isomorphic under the tilting equivalence. Since the
underlying topological spaces are homeomorphic under taking perfections and the tilting equivalence, he
obtained the ramification compatibility.
The second goal of this paper is to generalize Berger’s functor NdR and prove a ramification compat-
ibility of NdR, which extends Theorem 0.0.1. Precisely, we construct a functor from the category of de
Rham representations to the category of (ϕ,∇)-modules over the Robba ring. Our target object (ϕ,∇)-
modules are defined by Kedlaya as a generalization of p-adic differential differential equations ([Ked07]).
Kedlaya also defined the differential Swan conductor Swan∇(M) for a (ϕ,∇)-module M , which is a gen-
eralization of the irregularity of p-adic differential equations. Then, we prove the following de Rham
version of Theorem 0.0.1:
Theorem 0.0.2 (Theorem 4.7.1). Let V be a de Rham representation of GK . Then, we have
Swan∇(NdR(V )) = lim
n→∞
Swan(V |Kn),
where Swan on the RHS means Abbes-Saito’s Swan conductor. Moreover, the sequence {Swan(V |Kn)}n>0
is eventually stationary.
Both Theorem 0.0.1, 0.0.2 are due to Adriano Marmora ([Mar04]) when the residue field is perfect.
Even when the residue field is perfect, our proof of Theorem 0.0.2 is slightly different from Marmora’s
proof since we use de´vissage argument to reduce the pure slope case. As is addressed in [Ked07, § 3.7], it
seems to be possible to define a ramification invariant of NdR(V ) in terms of (ϕ,ΓK)-modules so that one
can compute Swan(V ) instead of Swan(V |Kn). It is also important to extend the construction of NdR to
the general relative case: One may expect that a relative version of slope theory, described in [Ked] for
example, will be an important tool.
Structure of the paper
In § 1, we gather various basic results used in this paper. These contain some p-adic Hodge theory,
Abbes-Saito’s ramification theory and Kedlaya’s theory of overconvergent rings, Scholl’s fields of norms.
In § 2, we prove some ring theoretic property of overconvergent rings by using Kedlaya’s slope theory.
In § 3, we develop Gro¨bner basis argument over complete regular local rings and overconvergent rings.
We apply Gro¨bner basis argument to study families of rigid spaces, and use it to prove Theorem 0.0.1.
In § 4, we generalize Berger’s gluing argument to construct a differential module NdR(V ) for de Rham
representations V . We also study the graded pieces of NdR(V ) with respect to Kedlaya’s slope filtration
to reduce Theorem 0.0.2 to Theorem 0.0.1 by de´vissage.
Convention
Throughout this paper, let p be a prime number. All rings are assumed to be commutative unless
otherwise is mentioned. For a ring R, denote by πZar0 (R) the set of connected component of Spec(R) with
respect Zariski topology. For a field E, fix an algebraic closure (resp. a separable closure) of E, denote
it by Ealg or E (resp. Esep) and let GE be the absolute Galois group of E. For a finite Galois extension
F/E, denote the Galois group of F/E by GF/E . For a field k of characteristic p, let k
pf := kp
−∞
be the
perfect closure in a fixed algebraic closure of k.
For a complete valuation field K, we denote the integer ring by OK and a uniformizer by πK , the
residue field by kK . Let vK : K → Z ∪ {∞} be the discrete valuation satisfying vK(πK) = 1. We denote
by Kur the p-adic completion of the maximal unramified extension of K and denote by IK the inertia
subgroup of GK . Moreover, assume that K is of mixed characteristic (0, p) and [kK : k
p
K ] = p
d < ∞
in the rest of this paragraph. Denote the absolute ramification index by eK . Denote by Cp the p-adic
completion of Kalg and let vp be the p-adic valuation of Cp normalized by vp(p) = 1. We fix a system of
p-power roots of unity {ζpn}n∈N>0 in K
alg, i.e., ζp is a primitive p-th root of unity and ζ
p
pn+1 = ζpn for all
n ∈ N>0. Let χ : GK → Z×p be the cyclotomic character defined by g(ζpn) = ζ
χ(g)
pn for all n ∈ N>0. We
denote the fraction field of a Cohen ring of kK by K0. Denote a lift of a p-basis of kK in OK by {tj}1≤j≤d.
For a given {tj}1≤j≤d, we can choose an embedding K0 →֒ K such that {tj}1≤j≤d ⊂ OK0 (see [Ohk13,
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§ 1.1]). Unless otherwise is mentioned, we always choose {tj}1≤j≤d and an embedding K0 →֒ K as this
way. Unless a particular mention is stated, we also fix a sequences of p-power roots {tp
−n
j }n∈N,1≤j≤d of
{tj}1≤j≤d in Kalg, i.e., we have (t
p−n−1
j )
p = tp
−n
j for all n ∈ N>0. For such a sequence, we define K
pf
as the p-adic completion of ∪nK({t
p−n
j }1≤j≤d), which is a complete discrete valuation field with perfect
residue field kpfK , and we regard Cp as the p-adic completion of the algebraic closure of K
pf .
For h ∈ N>0, denote Qph := W (Fph)[p
−1]. Let K be a complete discrete valuation field, F/Qp a
finite extension. A finite dimensional F -vector space V with continuous semi-linear GK-action is called
an F -representation of GK and moreover, if F = Qp, then we call V a p-adic representation of GK . We
denote the category of F -representations of GK by RepF (GK). We say that V is finite (resp. of finite
geometric monodromy) if GK (resp. IK) acts on V via a finite quotient. We denote the category of finite
(resp. finite geometric monodromy) F -representations of GK by Rep
f
F (GK) (resp. Rep
f.g.
F (GK)).
For a ring R, denote the Witt ring with coefficients in R by W (R). If R is of characteristic p, then we
denote the absolute Frobenius on R by ϕ and also denote the ring homomorphismW (ϕ) :W (R)→W (R)
by ϕ. Denote by [x] ∈ W (R) the Teichmu¨ller lift of x ∈ R.
For group homomorphisms f, g : M → N of abelian groups, we denote by Mf=g the kernel of the
map f − g :M → N .
For x ∈ R, let ⌊x⌋ := inf{n ∈ Z;n ≥ x} be the least integer greater than or equal to x.
1 Preliminaries
In this section, we will recall basic results used in the following of the paper and fix notation.
1.1 Fre´chet spaces
We will define some basic terminology of topological vector spaces. Although we will use both valuations
and norms to consider topologies, we will define our terminology in terms of valuations for simplicity.
See [Ked10] or [Schn02] for details.
Notation 1.1.1. Let M be an abelian group. A valuation v of M is a map v :M → R∪ {∞} such that
v(x− y) ≥ inf{v(x), v(y)} for all x, y ∈ R and v(x) =∞ if and only if x = 0. Moreover, when M = R is
a ring, v is multiplicative if v(xy) = v(x) + v(y) for all x, y ∈ R. A ring with multiplicative valuation is
called a valuation ring. If (R, v) is a valuation ring and (M, vM ) is an R-module with valuation, then we
say vM is an R-valuation if vM (λx) = v(λ) + vM (x) for λ ∈ R and x ∈M .
Let (R, v) be a valuation ring andM a finite free R-module. For an R-basis e1, . . . , en ofM , we define
the R-valuation vM on M (compatible with v) associated to e1, . . . , en by vM (
∑
1≤i≤n aiei) = infi v(ai)
for ai ∈ R ([Ked10, Definition 1.3.2]). The topology defined by vM is independent of the choice of a basis
of M ([Ked10, Definition 1.3.3]). Hence, we do not refer to a basis to consider vM and we just denote
vM by v unless otherwise is mentioned.
For any valuation v onM , we define the associated non-archimedean norm |·| : M → R by |x| := a−v(x)
for a fixed a ∈ R>1 (non-archimedean means that it satisfies the strong triangle inequality). Conversely,
for any non-archimedean norm | · |, v(·) = − loga | · | is a valuation. We will apply various definitions
made for norms to valuations, and vice versa in this manner.
Notation 1.1.2. Let (K, v) be a complete valuation field. Let {wr}r∈I be a family of K-valuations
of a K-vector space V . Consider the topology T of V , whose neighborhoods at 0 are generated by
{x ∈ V ;wr(x) ≥ n} for all r ∈ I and n ∈ N. We call T the topology of V defined by {wr}r∈I and
denote V equipped with the topology T by (V, {wr}r∈I), or simply by V . If T is equivalent to the
topology defined by {wr}r∈I0 for some countable subset I0 ⊂ I, we call T the K-Fre´chet topology defined
by {wr}r∈I . For a K-vector space, it is well-known that a K-Fre´chet topology is metrizable (and vice
versa). Moreover, when V is complete, we call V a K-Fre´chet space; Note that V is just a K-Banach
space when #I0 = 1. Also, note that a topological K-vector space V is K-Fre´chet space if and only if V
is isomorphic to an inverse limit of K-Banach spaces, whose transition maps consist of bounded K-linear
maps: More precisely, let V be a K-Fre´chet space with valuations w0 ≥ w1 ≥ . . . and Vn the completion
of V with respect to wn. Then, the canonical map V → lim←−n
Vn is an isomorphism of K-Fre´chet spaces.
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Also, note that if V and W are K-Fre´chet spaces, then HomK(V,W ) is again a K-Fre´chet space with
respect to the operator norm.
Let (R, {wr}) be a K-Fre´chet space with R a ring. If {wr} are multiplicative, then we call R a K-
Fre´chet algebra. For a finite free R-moduleM , we choose a basis ofM and let {wr,M} be the R-valuations
compatible with {wr}. Obviously, (M, {wr,M}) is a K-Fre´chet space. Unless otherwise is mentioned, we
always endow a finite free R-module with such a family of valuations.
In the rest of the paper, we omit the prefix “K-” unless otherwise is mentioned.
Recall that the category of Fre´chet spaces is closed under quotient, completed tensor products and
direct sums. We also recall that the open mapping theorem holds for Fre´chet spaces.
1.2 Continuous derivations over K
In this subsection, we recall the continuous Ka¨hler differentials ([Hyo86, § 4]). In this subsection, let K
be a complete discrete valuation field of mixed characteristic (0, p) such that [kK : k
p
K ] = p
d <∞.
Definition 1.2.1. Let Ωˆ1OK be the p-adic Hausdorff completion of Ω
1
OK/Z
and put Ωˆ1K := Ωˆ
1
OK
[p−1]. Let
d : K → Ωˆ1K be the canonical derivation.
Recall that Ωˆ1K is a finite K-vector space with basis {dtj}1≤j≤d. Moreover, if K is absolutely un-
ramified, then Ωˆ1OK is a finite free OK-module with basis {dtj}1≤j≤d. Also, Ωˆ
1
• is compatible with base
change, i.e., L⊗K Ωˆ1K
∼= Ωˆ1L for any finite extension L/K.
Notation 1.2.2. Let R be a topological ring and M a topological R-module. We denote the set of
continuous derivations d : R→M by Dercont(R,M)), which is naturally regarded as an R-module.
One can prove the lemma below by de´vissage and the universality of the usual Ka¨hler differentials.
Lemma 1.2.3. For M an inductive limit of K-Fre´chet spaces, we have the canonical isomorphism
d∗ : HomK(Ωˆ
1
K ,M)→ Dercont(K,M).
Definition 1.2.4. Let {∂j}1≤j≤d ⊂ Dercont(K0,K0) ∼= HomK0(Ω
1
K0
,K0) be the dual basis of {dtj}1≤j≤d.
We call {∂j} the derivations associated to {tj}. We also denote by ∂j the canonical extension of ∂j to
∂j : K
alg → Kalg. Since ∂j(ti) = δij , we may denote ∂j by ∂/∂tj.
1.3 Some Galois extensions
In this subsection, we will fix some notation of a certain Kummer extension, which will be studied later.
See [Hyo86, § 1] for details. In this subsection, let K˜ be an absolutely unramified complete discrete
valuation field of mixed characteristic (0, p) with [kK˜ : k
p
K˜
] = pd <∞. We put
K˜n := K˜(ζpn , t
p−n
1 , . . . , t
p−n
1 ) for n > 0, K˜∞ := ∪n>0K˜n, K˜arith := ∪n>0K˜(ζpn),
Γgeom
K˜
:= GK˜∞/K˜arith , Γ
arith
K˜
:= GK˜arith/K˜ ,
ΓK˜ := GK˜∞/K˜ , HK˜ := GK˜alg/K˜∞ .
Then, we have isomorphisms
Γarith
K˜
∼= Z×p , Γ
geom
K˜
∼= Zdp,
which are compatible with the action of Γarith
K˜
on Γgeom
K˜
. Precisely, the isomorphisms are given as follows:
An element a ∈ Z×p corresponds to γa ∈ Γ
arith
K˜
such that γa(ζpn) = ζ
a
pn for all n. An element b = (bj) ∈ Z
d
p
corresponds to γb ∈ Γgeom for 1 ≤ j ≤ d such that γb(ζpn) = ζpn for all n ∈ N and γb(t
p−n
j ) = ζ
bj
pnt
p−n
j .
By regarding Γarith
K˜
as a subgroup G
K˜∞/∪nK˜(t
p−n
1 ,...,t
p−n
1 )
of ΓK˜ , we obtain isomorphisms
η = (η0, . . . , ηd) : ΓK˜
∼= Γarith
K˜
⋉ Γgeom
K˜
∼= Z×p ⋉ Z
d
p.
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Since we have a canonical isomorphism
Z×p ⋉ Z
d
p
∼=

Z×p Zp . . . Zp
1
. . .
1
 ≤ GLd+1(Zp),
the group ΓK˜ can be regarded as a classical p-adic Lie group with Lie algebra
g := Lie(ΓK˜)
∼= Qp ⋉Q
d
p =
Qp . . . Qp
0
 ⊂ gld+1(Qp).
For a finite extension L/K˜, we put
Ln := K˜nL for n ∈ N>0, L∞ := K˜∞L
ΓL := GL∞/L, HL := GK˜alg/L∞ .
Then, ΓL is an open subgroup of ΓK˜ , hence, there exists an open normal subgroup of ΓL, which is
isomorphic to an open subgroup of (1 + 2pZp)⋉ Z
d
p by the map η. Also, we may identify the p-adic Lie
algebra of ΓL with g. Finally, we define closed subgroups of ΓL
ΓL,0 := {γ ∈ ΓL; ηj(γ) = 0 for all 1 ≤ j ≤ d},
ΓL,j := {γ ∈ ΓL; η0(γ) = 1, ηi(γ) = 0 for all 1 ≤ i ≤ d, i 6= j} for 1 ≤ j ≤ d.
1.4 Basic construction of Fontaine’s rings
In this subsection, we will recall the definition of rings of p-adic periods due to Fontaine. See [Ohk13,
§ 3] for details.
Let K be a complete discrete valuation field of mixed characteristic (0, p) with [kK : k
p
K ] = p
d <∞.
Let E˜+ := lim
←−n
OCp/pOCp , where the transition maps are Frobenius. This is a complete valuation ring of
characteristic p, whose fractional field is denoted by E˜, which is algebraically closed. We have a canonical
identification
E˜ ∼= {(x(n))n∈N ∈ C
N
p ; (x
(n+1))p = x(n) for all n ∈ N}.
For x ∈ Cp, we denote by x˜ ∈ E˜ an element x˜ = (x(n)) such that x(0) = x. In particular, we put
ε := (1, ζp, ζp2 , . . . ), t˜j := (tj , t
p−1
j , . . . ) ∈ E˜
+. We define the valuation vE˜ of E˜ by vE˜((x
(n))) = vp(x
(0)).
We put
A˜+ :=W (E˜+) ⊂ A˜ :=W (E˜),
B˜+ := A˜+[p−1] ⊂ B˜ := A˜[p−1],
π := [ε]− 1, q := π/ϕ−1(π) =
∑
0≤i<p
[εp
−1
]i ∈ A˜+
and we define a surjective ring homomorphism
θ : B˜+ → Cp;
∑
n≫−∞
pn[xn] 7→ p
nx(0)n ,
which maps A˜+ to OCp . Note that q is a generator of the kernel of θ|A˜+ .
Let K be a closed subfield of Cp, whose value group vp(K×) is discrete. We will define rings
Ainf,Cp/K, B
+
dR,Cp/K
, BdR,Cp/K.
Let Ainf,Cp/K be the universal p-adically formal pro-infinitesimal OK-thickening of OCp : If we denote by
θCp/K : OK ⊗Z A˜
+ → OCp the linear extension of θ, then Ainf,Cp/K is the (p, ker θCp/K)-adic Hausdorff
completion of OK ⊗Z A˜+. The map θCp/K extends to θCp/K : Ainf,Cp/K → OCp . Note that Ainf,Cp/Qp is
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canonically identified with A˜+. Let B+dR,Cp/K be the ker θCp/K-adic Hausdorff completion of Ainf,Cp/K[p
−1]
and θCp/K : BdR,Cp/K → Cp the canonical map induced by θCp/K. Let
uj := tj − [t˜j ] ∈ Ainf,Cp/K0 ,
t := log([ε]) :=
∑
n≥1
(−1)n−1
([ε]− 1)n
n
∈ B+dR,Cp/Qp ⊂ B
+
dR,Cp/K
.
Finally, we define BdR,Cp/K := B
+
dR,Cp/K
[t−1]. These constructions are functorial with respect to Cp and
K, particularly
Ainf,Cp/Qp ⊂ Ainf,Cp/K, B
+
dR,Cp/Qp
⊂ B+dR,Cp/K, BdR,Cp/Qp ⊂ BdR,Cp/K.
Therefore, any continuous K-algebra automorphism of Cp acts on these rings. We also have the following
explicit descriptions:
Ainf,Cp/K0
∼= A˜+[[u1, . . . , ud]], B
+
dR,Cp/K
∼= B+dR,Cp/Qp [[u1, . . . , ud]]
and B+dR,Cp/Qp is a complete discrete valuation field with uniformizer t and residue field Cp. Also, B
+
dR,Cp/K
and BdR,Cp/K are invariant after replacing K by a finite extension, in particular, these rings are endowed
with canonical Kalg-algebra structures.
For V ∈ RepQp(GK), we define DdR(V ) := (BdR,Cp/K ⊗Qp V )
GK , which is a finite dimensional K-
vector space such that dimK DdR(V ) ≤ dimQp V . When the equality holds, we call V de Rham and
denote the category of de Rham representations of GK by RepdR(GK).
We define the canonical topology of B+dR,Cp/K by identifying with lim←−k
Ainf,Cp/K[p
−1]/(ker θCp/K)
k
endowed with the inverse limit topology, where Ainf,Cp/K[p
−1]/(ker θCp/K)
k is endowed with K-Banach
space structure, whose unit disc is the image of Ainf,Cp/K. Thus, B
+
dR,Cp/K
is a K-Fre´chet algebra.
The ring B+dR,Cp/K is endowed with a continuous B
+
dR,Cp/Qp
-linear connection
∇geom : B+dR,Cp/K → B
+
dR,Cp/K
⊗K Ωˆ
1
K,
which is induced by the canonical derivation d : K → Ωˆ1K. More precisely, if we denote by {∂j}1≤j≤d
the derivations of B+dR,Cp/K given by ∇
geom(x) =
∑
j ∂j(x) ⊗ dt
′
j , then ∂j is the unique B
+
dR,Cp/Qp
-linear
extension of ∂/∂tj : K → K. Thus, we can regard the above connection as a connection associated
to a “coordinate” t1, . . . , td of K, so we put the superscript “geom”. We denote the kernel of ∇geom
by B∇+dR,Cp/K, which coincides with the image of B
+
dR,Cp/Qp
. Therefore, we may identify B∇+dR,Cp/K with
B+dR,Cp/Qp .
We also define a subring B˜∇+rig,Cp/Qp of B
+
dR,Cp/Qp
as follows: Let Acris,Cp/Qp be the universal p-adically
formal Zp-thickening of OCp , i.e., the p-adic Hausdorff completion of the PD-envelope of A˜
+ with respect
to the ideal ker θCp/Qp , compatible with the canonical PD-structure on the ideal (p). The construction is
functorial, hence, the Frobenius ϕ : A˜+ → A˜+ acts on Acris,Cp/Qp and B
+
cris,Cp/Qp
:= Acris,Cp/Qp [p
−1]. We
define B∇+rig,Cp/Qp := ∩n∈Nϕ
n(B+cris,Cp/Qp), which is the maximal subring of B
+
cris,Cp/Qp
stable under ϕ. By
construction, B˜∇+rig,Cp/Qp is a subring of B
+
dR,Cp/Qp
∼= B∇+dR,Cp/K.
Finally, for simplicity, we denote
B∇+dR := B
+
dR,Cp/Qp
, B∇dR := BdR,Cp/Qp , B
+
dR := B
+
dR,Cp/K
, BdR := BdR,Cp/K , B˜
∇+
rig := B˜
∇+
rig,Cp/Qp
when no confusion arises.
1.5 Ramification theory of Abbes-Saito
In this subsection, we will review Abbes-Saito’s ramification theory. See [AS02], [AS03] for details.
Let K be a complete discrete valuation field with residue field of characteristic p. Let L/K be a
finite separable extension. Let Z = {z0, . . . , zn} be a set of generators of OL as an OK-algebra. Let
OK〈Z0, . . . , Zn〉 → OL;Zi 7→ zi be the corresponding surjective OK-algebra homomorphism and IZ its
kernel, where OK〈Z0, . . . , Zn〉 is Tate algebra. For a ∈ Q>0, we define the non-log Abbes-Saito space by
asaL/K,Z := D
n+1(|πK |
−af ; f ∈ IZ) = {x ∈ D
n+1; |f(x)| ≤ |πK |
a ∀f ∈ IZ},
which is an affinoid subdomain of the (n+1)-dimensional polydisc Dn+1. Let πgeom0 (as
a
L/K,Z) be the geo-
metric connected components of asaL/K,Z , i.e., the connected components of as
a
L/K,Z×KK
alg with respect
to Zariski topology. We define a GK-set Fa(L) := π
geom
0 (as
a
L/K,Z) and define the non-log ramification
break by
b(L/K) := inf{a ∈ R; #Fa(L) = [L : K]} ∈ Q.
If L/K is Galois, then Fa(L) can be identified with a quotient of GL/K . Moreover, the system {F
a(L)}a
of GK-sets defines a filtration {GaL/K}a∈Q≥0 of GL/K such that F
a(L) ∼= GL/K/G
a
L/K as GK-sets.
There exists a log variation of this construction by considering the following log structure: Let P ⊂ Z
be a subset containing a uniformizer. Take a lift gj ∈ OK〈Z0, . . . , Zn〉 of z
eK
j /π
vL(zj)
K for each zj ∈ P and
take a lift hi,j ∈ OK〈Z0, . . . , Zn〉 of z
vL(zi)
j /z
vL(zj)
i for each pair (zi, zj) ∈ P × P . For a ∈ Q>0, we define
the log Abbes-Saito space by
asaL/K,Z,P := D
n+1
 |πK |−af for f ∈ IZ|πK |−a−vL(zi)(XeL/Ki − πKgi) for i ∈ P
|πK |−a−vL(zi)vL(zj)/eL/K (X
vL(zi)
j −X
vL(zj)
i hi,j) for (i, j) ∈ P × P

as an affinoid subdomain of Dn+1. As before, we define the GK -set F
a
log(L) := π
geom
0 (as
a
L/K,Z,P ) and
define the log ramification break by
blog(L/K) := inf{a ∈ R; #F
a
log(L) = [L : K]} ∈ Q.
A similar procedure as before defines the log ramification filtration {GaL/K,log}a∈Q≥0 of GL/K .
In this paper, we consider only the following simple Abbes-Saito spaces: Let notation be as above.
Let p0, . . . , pm be a system of generators of the kernel of the surjection OK〈X0, . . . , Xn〉 → OL. Assume
that z0 is a uniformizer of L and p0 = X
eL/K
0 − πKg0 for some g0 ∈ OK〈X0, . . . , Xn〉. In this case, we
have a simple log structure: We put P := {z0} and we can choose g0 as a lift of z
eL/K
0 /πK . We also
choose 1 as h1,1. Hence, Abbes-Saito spaces are given by
asaL/K,Z = D
n+1(|πK |
−apj for 0 ≤ j ≤ m),
asaL/K,Z,P = D
n+1(|πK |
−a−1p0, |πK |
−apj for 1 ≤ j ≤ m).
Let F/Qp be a finite extension and V an F -representation of GK with finite local monodromy. We
define Abbes-Saito’s Artin and Swan conductors by
ArtAS(V ) :=
∑
a∈Q≥0
a · dimF (V
∩b>aG
b
K/V G
a
K ),
SwanAS(V ) :=
∑
a∈Q≥0
a · dimF (V
∩b>aG
b
K,log/V G
a
K,log).
Note that the above construction does not depend on the auxiliary choices such as Z, P . Also, note
that both Artin and Swan conductors are additive and compatible with unramified base change. When
kK is perfect, the log (resp. non-log) ramification filtration is compatible with the usual upper numbering
filtration (resp. shift by one). Moreover, our Artin and Swan conductors coincide with the classical Artin
and Swan conductors when kK is perfect.
Theorem 1.5.1 (Hasse-Arf Theorem, [Xia12, Theorem 4.5.14]). Assume that K is of mixed character-
istic. Let F/Qp be a finite extension and V ∈ Rep
f.g.
F (GK). Then, we have Art(V ) ∈ Z if K is not
absolutely unramified; we have SwanAS(V ) ∈ Z if p 6= 2 and SwanAS(V ) ∈ 2−1Z if p = 2.
Xiao gives more precise results in the equal characteristic case, as we will see in Theorem 1.7.10.
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1.6 Overconvergent rings
In this subsection, we will recall basic definitions of overconvergent rings associated to complete valuation
fields of characteristic p following [Ked04, § 2,3] and [Ked05b, § 2].
Construction 1.6.1 ([Ked05b, §§ 2.1, 2.2]). Let (E, v) be a complete valuation field of characteristic p.
Assume that either E is perfect or v is a discrete valuation. We will construct overconvergent ring
associated to E. We first consider the case where E is perfect. Note that any element of W (E)[p−1]
is uniquely expressed as
∑
k≫−∞ p
k[xk] with xk ∈ E. For n ∈ Z, we define a “partial valuation” on
W (E)[p−1] by
v≤n(
∑
k≫−∞
pk[xk]) := inf
k≤n
v(xk).
For r ∈ R>0, we define
wr(x) := inf
n
{rv≤n(x) + n},
W (E)r := {x ∈ W (E);wr(x) <∞}.
Then, W (E)r[p
−1] is a subring of W (E)[p−1] and wr is a multiplicative valuation of W (E)r[p
−1]. More-
over, we have W (E)r ⊂W (E)r′ for r
′ ≤ r. We put Wcon(E) := lim−→r→0W (E)r .
Then, we consider the general case, i.e., we do not need to assume that E is perfect in the following. Let
Γ be a Cohen ring of E with a Frobenius lift ϕ. Then, we can obtain a Frobenius-compatible embedding
Γ →֒W (Epf) →֒W (Eˆalg), where Eˆalg is the completion of Ealg. By using this embedding, we can define
v≤n and wr on Γ. Moreover, we define Γr := Γ ∩W (Eˆalg)r and Γcon := lim−→r→0
Γr = Γ ∩Wcon(Eˆalg).
We say that Γ has enough r-units if the canonical map Γr → E is surjective. We say that Γ has enough
units if Γ has enough r-units for some r > 0. Note that if E is perfect, then Γ has enough r-units
for any r. In general, by [Ked04, Proposition 3.11], Γ has enough r-units for all sufficiently small r.
In the following, we fix r0 such that Γ has enough r-units for all r ≤ r0. Note that Γr for r < r0
is a PID and Γcon is a Henselian local ring with maximal ideal (p), residue field E and fraction field
Γcon[p
−1] ([Ked05b, Lemma 2.1.12]). We endow Γr[p
−1] with the Fre´chet topology defined by the family
of valuations {ws}0<s≤r. Let Γan,r be the completion of Γr[p−1] with respect to the Fre´chet topology
and Γan,con := lim−→r→0
Γan,r. We can extends v
≤n and wr to v
≤n, wr : Γan,r → R and we endow Γan,r
(resp. Γan,con ) with Fre´chet topology defined by {ws}0<s≤r (resp. the inductive limit topology of Fre´chet
topologies). Note that ϕ(Γr) ⊂ Γr/p, hence, ϕ extends to a map ϕ : Γan,r → Γan,r/p. In particular, Γcon
and Γan,con are canonically endowed with endomorphisms ϕ. Also, note that Γan,r for all r < r0, hence,
Γan,con are Be´zout integral domains ([Ked05b, Theorem 2.9.6]).
In the rest of this subsection, we will see explicit descriptions of Γcon, together with its finite e´tale
extensions, by using rings of overconvergent power series ring.
Notation 1.6.2. Let O be a complete discrete valuation ring of mixed characteristic (0, p). We denote
by O{{S}} the p-adic Hausdorff completion of O((S)) := O[[S]][S−1]. For r ∈ Q>0, we define the ring
of overconvergent power series over O as
O((S))†,r := {f ∈ O{{S}}; f converges in 0 < vp(S) ≤ r}, O((S))
† := ∪r>0O((S))
†,r .
Recall that (O((S))†, (πO)) is a Henselian discrete valuation ring ([Matsuda95, Proposition 2.2]). We
also define the Robba ring R associated to O((S))† by
R := {f =
∑
n∈Z
anS
n; an ∈ Frac(O), f converges on 0 < vp(S) ≤ r for some r > 0}.
Construction 1.6.3. We construct a realization of a finite e´tale extension of O((S))† as an overconver-
gent power series ring. Let Γ be a Cohen ring of a complete discrete valuation field E of characteristic
p. By fixing an isomorphism f : Γ ∼= O{{S}}, where O is a Cohen ring of kE , we identify Γ and E with
O{{S}} and kE((S)). Let Γ′/Γ be a finite e´tale extension with Γ′ connected and F/E the corresponding
residue field extension. Then, Γ′ is again a Cohen ring of F . We identify F with kF ((T )) and fix a Cohen
ring O′ of kF . We claim that there exists an isomorphism f
′ : Γ′ ∼= O′{{T }} such that f ′ modulo p is
the identity and f ′(O[[S]]) ⊂ O′[[T ]] and f ′ : O[[S]]→ O′[[T ]] is finite flat. We can write S = T eF/E u¯ in
OF with some u¯ ∈ O
×
F . We fix u ∈ O
′[[T ]]× a lifting of u¯ with respect to the projection O′[[T ]] → OF
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and let s′ : Z[S0] → O′[[T ]];S0 7→ T
eF/Eu be a ring homomorphism. Let s : Z[S0] → O[[S]] be the ring
homomorphism sending S0 to S. By the formal smoothness of s (cf. [Ohk13, § 1A]), there exists a local
ring homomorphism β : O[[S]]→ O′[[T ]]:
O[[S]] //
β
))❙
❙
❙
❙
❙
❙
❙
❙
OE // OF
Z[S0]
s
OO
s′ // O′[[T ]]
OO
By the local criteria of flatness and Nakayama’s lemma, β is finite flat. By the definition of s and s′,
β induces β : O((S)) → O′((T )), hence, βˆ : O{{S}} → O′{{T }}. Since βˆ is finite e´tale with residue
field extension F/E, there exists a canonical isomorphism f ′ : Γ′ ∼= O′{{T }}, which satisfies the desired
properties by the construction of β.
By the relation S = T eF/Eu with u ∈ O′[[T ]]×, we have f ′(O((S))†,r) ⊂ O′((T ))†,r/eF/E . Passing
r → ∞, we obtain a flat morphism f ′ : O((S))† → O′((T ))†. Finally, we prove the finiteness of f ′ :
O((S))† → O′((T ))†. We fix a basis ω1, . . . , ωg ofO′[[T ]] as anO[[S]]-module. Then, we have only to prove
that x ∈ O′((T eF/E ))†,r is written as
∑
i ωi
∑
n ai,nS
n with
∑
n ai,nS
n ∈ O((S))†,reF/E . By the relation
Su−1 = T eF/E again, any element x ∈ O′((T eF/E ))†,r is written as
∑
n∈Z anS
n with an ∈ O′[[T ]] such
that |an||p|
eF/Enr → 0 (n→ −∞), where | · | is a norm of O′[[T ]] associated to the p-adic valuation. We
write an =
∑
i an,iωi. Then, we have |an| = supi |an,i|, where |·| on the RHS is a norm of O[[S]] associated
to the p-adic valuation. Hence,
∑
n an,iS
n belongs to O((S))†,reF/E , which implies the assertion.
Lemma 1.6.4 ([Ked05b, Lemma 2.3.5, Corollary 2.3.7]). Let Γ be a Cohen ring of a complete discrete
valuation field E of characteristic p and ϕ : Γ → Γ a Frobenius lift. By fixing an isomorphism f : Γ ∼=
O{{S}}, we identify Γ and E with O{{S}} and kE((S)). Assume that ϕ(S) ∈ O((S))†. Then, we have
Γr = O((S))
†,r , Γcon = O((S))
†
for all sufficiently small r > 0.
Moreover, let F/E be a finite separable extension and Γ′/Γ the corresponding finite e´tale extension
and ϕ : Γ′ → Γ′ the corresponding Frobenius lift extending ϕ. We fix an isomorphism f ′ : Γ′ ∼= O′{{T }}
as in Construction 1.6.3. Then, f ′ induces isomorphisms
Γ′r
∼= O′((T ))†,r/eF/E , Γ′con ∼= O
′((T ))†
for all sufficiently small r > 0.
Proof. Let ϕ be the Frobenius lift of O′{{T }} obtained by identifying O′{{T }} with Γ′. We have only
to check that the assumption ϕ(T ) ∈ O′((T ))† in [Ked05b, Convension 2.3.1] is satisfied. It follows from
the integrally closedness of O′((T ))† in O′{{T }}, which is a consequence of Raynaud’s criteria of integral
closedness for Henselian pairs ([Ray70, The´ore`me 3 (b), Chapitre XI]).
Finally, we define (pure) ϕ-modules over overconvergent rings.
Definition 1.6.5 ([Ked05b, Definition 4.6.1]). Let R be either Γ[p−1], Γcon[p
−1], or Γan,con (Construc-
tion 1.6.1) and let σ := ϕh for some h ∈ N>0. A σ-module over R is a finite free R-module M endowed
with semi-linear σ-action such that 1 ⊗ σ : M ⊗R,σ R → M is an isomorphism. Assume that E is alge-
braically closed. Then, any σ-module over Γ[p−1] or Γan,con admits a Dieudonne´-Manin decomposition
([Ked05b, Theorem 4.5.7]) and we define the slope multiset of M as the multiset of the p-adic valuation
of the “eigenvalues”. For a σ-module M over Γcon[p
−1], we define a slope multiset of M as the slope
multisets of Γ⊗Γcon[p−1]M , which coincides with that of Γan,con⊗Γcon[p−1]M . For a general E, we define
the slope multiset after the base change Γ → W (Eˆalg). A σ-module over R is a pure of slope s if the
slope multiset consists of only s. If M is a σ-module of pure of slope 0, then we call M e´tale.
Let ϕ be a Frobenius lift of Γ := O{{S}} such that ϕ(S) ⊂ O((S))†. By regarding O((S))†[p−1] and
R in Notation 1.6.2 as Γcon[p−1] and Γan,con by using Lemma 1.6.4, we can give similar definitions for
R = O((S))†[p−1] and R.
When R is one of the above rings, we denote the category of σ-modules (resp. e´tale σ-modules,
σ-modules of pure of slope s) over R by ModR(σ) (resp. Mod
et
R(σ), Mod
s
R(σ)).
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1.7 Differential Swan conductor
The aim of this subsection is to recall the definition of the differential Swan conductor. The following
coordinate-free definition of the continuous Ka¨hler differentials for overconvergent rings will be useful.
Definition 1.7.1. Let Γ be an absolutely unramified complete discrete valuation ring of mixed charac-
teristic (0, p). For a subring R of Γ, we define Ω1R as the R-submodule of Ωˆ
1
Γ generated by the image of
R under d : Γ→ Ωˆ1Γ.
Lemma 1.7.2. Let Γ := O{{S}} and Γ† := O((S))†, where O is a Cohen ring of a field k of characteristic
p. Assume that [k : kp] = pd <∞. Then, Ω1Γ† is the unique Γ
†-submodule M of Ωˆ1Γ such that
(i) M is of finite type over Γ†;
(ii) The image of Γ† under d : Γ→ Ωˆ1Γ is contained in M;
(iii) The canonical map Γ⊗Γ† M→ Ωˆ
1
Γ is an isomorphism.
Moreover, if ϕ : Γ→ Γ is a Frobenius lift such that ϕ(Γ†) ⊂ Γ†, then Ω1Γ† is stable under ϕ : Ωˆ
1
Γ → Ωˆ
1
Γ.
We omit the proof since it is elementary. Note that if {tj} ⊂ O is a lift of a p-basis of k, then Ω1Γ† is
a free of rank d+ 1 with basis dS, dt1, . . . , dtd.
Corollary 1.7.3. Let notation be as in Lemma 1.6.4. Then, the canonical isomorphism Γ′⊗Γ Ωˆ1Γ
∼= Ωˆ1Γ′
descends to a canonical isomorphism Γ′con ⊗Γcon Ω
1
Γcon
∼= Ω1Γ′con .
Notation 1.7.4. In the rest of this section, let notation be as in Lemma 1.7.2. We fix a Frobenius lift
ϕ : Γ→ Γ satisfying ϕ(Γ†) ⊂ Γ†. Let R be the Robba ring associated to Γ† and assume that ϕ(R) ⊂ R.
We put Ω1R := R⊗Γ† Ω
1
Γ† . Note that the canonical derivation d : Γ
† → Ω1Γ† extends to d : R→ Ω
1
R.
Definition 1.7.5. A ∇-module M over R is a finite free module over R together with a connection
∇ = ∇M : M →M ⊗R Ω1R such that the composition of ∇M with the map M ⊗R Ω
1
R → M ⊗R ∧
2
RΩ
1
R
induced by ∇ is the zero map. For h ∈ N>0, a (ϕh,∇)-module M over R is a ϕh-module over R endowed
with ∇-module structure commuting with the action of ϕh. We call a (ϕh,∇)-module pure (resp. e´tale)
if the underlying ϕh-module is pure (resp. e´tale). Similarly, we define notions of (e´tale or pure) (ϕh,∇)-
modules over Γ† and Γ. Denote by ModsR(ϕ
h,∇) the category of pure (ϕh,∇)-modules over R, where
R = Γ, Γ†[p−1] and R.
Theorem 1.7.6 ([Ked07, Theorem 3.4.6]). For a (ϕ,∇)-module M over R, there exists a canonical slope
filtration
0 = Fil0(M) ⊂ · · · ⊂ Fill(M) =M,
whose graded pieces are (ϕ,∇)-modules of pure of slope s1 < · · · < sl.
Construction 1.7.7 ([Ked07, Definition 3.3.4]). Let F/Qp be a finite unramified extension and V ∈
Repf.g.F (GE). Let Γ
†,ur be the maximal unramified extension of Γ†. We put Ω1Γ†,ur := lim−→
Ω1
Γ†1
, where the
limit runs all the finite e´tale extensions Γ†1/Γ
† with Γ†1 connected. We consider the connection
∇ : Γ†,ur ⊗OF V → Ω
1
Γ†,ur ⊗OF V ;λ⊗ y 7→ dλ⊗ y. (∗)
Since Ω1Γ†,ur
∼= Γ†,ur⊗Γ† Ω
1
Γ† as GE-modules by Corollary 1.7.3, by taking GE-invariants of (∗), we obtain
a connection
∇ : D†(V )→ Ω1Γ† ⊗Γ† D
†(V ),
where D†(V ) := (Γ†,ur⊗OF V )
GE is a finite dimensional Γ†[p−1]-module of rank dimF V . Thus, we obtain
a rank-preserving functor
D† : Repf.g.F (GE)→ ModΓ†[p−1](∇).
By extending scalars, we also obtain a rank-preserving functor
D†rig : Rep
f.g.
F (GE)→ ModR(∇).
Note that if V is endowed with a semi-linear action of ϕh for h ∈ N, then D†(V ) and D†rig(V ) are also
endowed with semi-linear ϕh-actions.
12
Definition 1.7.8. For a ∇-module M over R, let Swan∇(M) be the differential Swan conductor of M
defined in [Ked07, Definition 2.8.1].
Recall that the differential Swan conductor is defined in terms of the behavior of the logarithmic
radius of convergence ([Xia10, Definition 2.3.20]), which depends only on the Jordan-Ho¨lder factors of a
given ∇-module by definition. In particular, we have
Lemma 1.7.9 (The additivity of the differential Swan conductor). Let 0→M ′ →M →M ′′ → 0 be an
exact sequence of ∇-modules over R. Then, we have Swan∇(M) = Swan∇(M ′) + Swan∇(M ′′).
The following is Xiao’s Hasse-Arf Theorem in the characteristic p case.
Theorem 1.7.10 ([Xia10, Theorem 4.4.1, Corollary 4.4.3]). Let V be an F -representation of GE of finite
local monodromy. Then, we have
SwanAS(V ) = Swan∇(D†rig(V )).
Moreover, these invariants are non-negative integers.
1.8 Scholl’s fields of norms
In this subsection, we recall some results of Scholl ([Scholl06, § 1.3]), which is a generalization of Fontaine-
Wintenberger’s fields of norms. Throughout this subsection, let K be a complete discrete valuation field
of mixed characteristic (0, p) with [kK : k
p
K ] = p
d <∞.
Definition 1.8.1. Let K1 ⊂ K2 ⊂ . . . be finite extensions of K and put K∞ = ∪Kn. We say that a
tower K := {Kn}n>0 is strictly deeply ramified if there exists n0 > 0 and an element ξ ∈ OKn0 such that
0 < vp(ξ) ≤ 1, and such that the following condition holds: For every n ≥ n0, the extension Kn+1/Kn
has degree pd+1, and there exists a surjection Ω1OKn+1/OKn
→ (OKn+1/ξOKn+1)
d+1 of OKn+1-modules.
Let K = {Kn}n>0 be a strictly deeply ramified tower. For n ≥ n0, we have eKn+1/Kn = p and kKn+1 =
kp
−1
K , and the Frobenius OKn+1/ξOKn+1 → OKn+1/ξOKn+1 induces a surjection fn : OKn+1/ξOKn+1 →
OKn/ξOKn . We can also choose a uniformizer πKn of Kn such that π
p
Kn+1
≡ πKn mod ξOKn . Then,
we define X+ := X+(K, ξ, n0) := lim←−n≥n0
OKn/ξOKn , where the transition maps are {fn}. Let prn :
X+ → OKn/ξOKn be the n-th projection for n ≥ n0. We put Π := (πKn mod ξOKn) ∈ X
+. Let
kK := lim←−n≥n0
kKn where the transition maps are the maps induced by fn’s. Since kKn+1 = k
p−1
Kn
, the
projection prn : kK → kKn for all n ≥ n0 are isomorphisms. Moreover, X
+ is a complete discrete
valuation ring of characteristic p, with uniformizer Π and residue field kK. The construction does not
depend on ξ and n0, also X
+ is invariant after changing {Kn}n by {Kn+m}n for some m. Hence, we may
denote X+(K, ξ, n0) by X
+
K and denote the fractional field of X
+
K by XK. Note that if Kn/K is Galois
for all n, then X+K and XK are canonically endowed with GK∞/K-actions by construction.
Example 1.8.2 (Kummer tower case). Let K = K˜ and {Ln} be as in § 1.3. Then, {Ln} is strictly
deeply ramified ([Ohk10, Example 6.2]).
Let L∞/K∞ be a finite extension. We can choose a finite extension L/K such that L∞ = LK∞.
Then, the tower L := {Ln := LKn} depends only on L∞ up to shifting, and is also strictly deeply
ramified with respect to any ξ′ ∈ Kn0 with 0 < vp(ξ
′) < vp(ξ) ([Scholl06, Theorem 1.3.3]). Note that if
Ln/K is Galois for all n, then X
+
L and XL are canonically endowed with GL∞/K-actions by construction.
Theorem 1.8.3 ([Scholl06, Theorem 1.3.4]). Let notation be as above. Denote the category of finite e´tale
algebras over K∞ (resp. XK) by FE´tK∞ (resp. FE´tXK). Then, the functor
X• : FE´tK∞ → FE´tXK ;L∞ 7→ XL
is an equivalence of Galois categories. In particular, the corresponding fundamental groups are isomor-
phic, i.e., GK∞
∼= GXK . Moreover, the sequences {[Ln : Kn]}n, {eLn/Kn}n and {[kLn : kKn ]}n are
stationary for sufficiently large n. Their limits are equal to [XL : XK], eXL/XK and [kXL : kXK ].
13
1.9 (ϕ,ΓK)-modules
Throughout this subsection, let K be a complete discrete valuation field of mixed characteristic (0, p).
In this subsection, we will recall about (ϕ,ΓK)-modules in the Kummer tower case ([And06]). To avoid
complications, especially verifying the assumption [Scholl06, (2.1.2)], we will assume the following to work
under the settings of [And06], [AB08] and [AB10].
Assumption 1.9.1 ([And06, § 1]). Let V be a complete discrete valuation field of mixed characteris-
tic (0, p) with perfect residue field. Let R0 be the p-adic Hausdorff completion of V [T1, . . . , Td][1/T1 . . . Td]
and R˜ a ring obtained from R0 iterating finitely many times the following operations:
(e´t) The p-adic Hausdorff completion of an e´tale extension;
(loc) The p-adic Hausdorff completion of the localization with respect to a multiplicative system;
(comp) The Hausdorff completion with respect to an ideal containing p.
We assume that there exists a finite flat morphism R˜→ OK , which sends Tj to tj .
Note that R˜ is an absolutely unramified complete discrete valuation ring. Denote R˜ by OK˜ and
Frac(R˜) by K˜. Let L/K˜ be a finite extension. In the rest of this subsection, we will use notation as in
§§ 1.3, 1.4. We also apply the results of § 1.8 to Kummer tower {Ln}n>0.
Notation 1.9.2 ([AB08, § 4.1]). We will denote
E+L := X
+
L , EL := XL.
For any non-zero ξ ∈ pOL∞ , we put
E˜+L := lim←−
x 7→xp
OL∞/ξOL∞ , E˜L := Frac(E˜
+
L)
where both rings are independent of the choice of ξ. We also put
A˜+L :=W (E˜
+
L ), A˜L :=W (E˜L), B˜L := A˜L[p
−1].
By definition, we have E+L ⊂ E˜
+
L , EL ⊂ E˜L and E˜L can be regarded as a closed subring of E˜. In
particular, A˜+L , A˜L and B˜L can be regarded as subrings of A˜
+, A˜ and B˜. Note that the completion of
an algebraic closure of EL coincides with E˜. Moreover, E˜ is perfect and (E˜L, vE˜) is a perfect complete
valuation field, whose integer ring is E˜+L . By using the GK˜ -actions on E˜ and A˜, we can write ([AB08,
Lemme 4.1])
E˜+L = (E˜
+)HL , E˜L = E˜
HL , A˜L = A˜
HL , B˜L = B˜
HL .
Lemma 1.9.3 (A special case of [AB08, Proposition 4.42]). We put A+W (kV ) := W (kV)[[π]] ⊂ A˜
+ where
π = [ε]− 1 ∈ A˜+. Let L/K˜ be a finite extension. The weak topology of A˜L ∼= E˜NL is the product topology
E˜NL, where E˜L is endowed with the valuation topology. Then, there exists a unique subring AL of A˜L such
that:
(i) AL is complete for the weak topology;
(ii) pA˜L ∩ AL = pAL;
(iii) One has an commutative diagram
AL // //

EL

A˜L // // E˜L
(iv) [ε], [t˜j] ∈ AL for all j;
(v) There exists an A+W (k)-subalgebra A
+
L of AL and rL ∈ Q>0 such that:
14
(a) There exists a ∈ N such that p/πa ∈ A+L and A
+
L/(p/π
a) ∼= E+L ;
(b) If α, β ∈ N>0 such that α/β < prL/(p − 1), one has A
+
L ⊂ A˜
+
L{p
α/πβ}, where A˜+L{p
α/πβ}
denotes the p-adic Hausdorff completion of A˜+L [p
α/πβ];
(c) A+L is complete for the weak topology.
Moreover, by the uniqueness, AL is stable under the actions of ϕ and GL∞/K if L/K˜ is Galois.
Definition 1.9.4. Let A be the p-adic Hausdorff completion of ∪L/K˜AL, which is a subring of A˜, stable
under the actions of GK and ϕ. We also put BL := AL[p
−1] and B := A[p−1].
Remark 1.9.5. (i) As is remarked in [AB08, § 4.3], AL is the unique finite e´tale AK˜-algebra corre-
sponding to EL/EK˜ , in particular, AL is a Cohen ring of EL.
(ii) The action of ΓK˜ on AK˜ is determined by the action of ΓK˜ on π, [t˜1], . . . , [t˜d], since ε− 1, t˜1, . . . , t˜d
forms a p-basis of EK˜ . Explicit descriptions are given as follows:
γa(π) = (1 + π)
a − 1, γa([t˜j ]) = [t˜j ] for a ∈ Z
×
p ,
γb(π) = π, γb([t˜j ]) = (1 + π)
bj [t˜j ] for b = (bj) ∈ Z
d
p.
Definition 1.9.6. For h ∈ N>0, an e´tale (ϕh,ΓL)-module M over BL is an e´tale ϕh-module over
BL endowed with semi-linear continuous GK -action commuting with the action of ϕ
h. Denote by
ModetBL(ϕ
h,ΓL) the category of e´tale (ϕ
h,ΓL)-modules over BL.
For V ∈ RepQ
ph
(GL), let D(V ) := (B ⊗Q
ph
V )HL . For M ∈ ModetBL(ϕ
h,ΓL), let V(M) := (B ⊗BK
M)ϕ
h=1.
Theorem 1.9.7 ([And06, Theorem 7.11] or [AB08, The´ore`me 4.34]). Let h ∈ N>0. Then, the functor D
gives a rank-preserving equivalence of categories
D : RepQ
ph
(GL)→ Mod
et
BL(ϕ
h,ΓL)
with a quasi-inverse V.
1.10 Overconvergence of p-adic representations
In this subsection, we will recall the overconvergence of p-adic representations in [AB08]. We still keep
the notation in § 1.9 and Assumption 1.9.1.
Definition 1.10.1. We apply Construction 1.6.1 to (E˜, vE˜) with Γ = A˜ and we denote
A˜†,r := Γr, A˜
† := Γcon, B˜
†,r := Γr[p
−1], B˜† := Γcon[p
−1], B˜†,rrig := Γan,r, B˜
†
rig := Γan,con.
We define v≤n
E˜
and wr by the same way. For a finite extension L/K˜, we apply a similar construction to
the following (E, vE˜) with Γ and we denote:
Γ E Γr Γcon Γr[p
−1] Γcon[p
−1] Γan,r Γan,con
A E A†,r A† B†,r B† B†,rrig B
†
rig
A˜L E˜L A˜
†,r
L A˜
†
L B˜
†,r
L B˜
†
L B˜
†,r
rig,L B˜
†
rig,L
AL EL A
†,r
L A
†
L B
†,r
L B
†
L B
†,r
rig,L B
†
rig,L
By construction, we have B˜† = ∪rB˜†,r, B† = ∪rB†,r , B˜
†,r
K = B˜K ∩ B˜
†,r and B˜†K = ∪rB˜
†,r
K , B
†,r
K = BK ∩B
†,r
and B†K = ∪rB
†,r
K . We endow B˜
†,r and B˜†,rrig ... etc. with the Fre´chet topology defined by {ws}0<s≤r.
We can describe A†L by using the ring of overconvergent power series.
Lemma 1.10.2 (cf. [Ber02, Proposition 1.4]). Let O be a Cohen ring of kE
K˜
. Then, there exists an
isomorphism AK˜
∼= O{{π}}, which induces an isomorphism A
†,r
K˜
∼= O((π))† for all sufficiently small
r > 0. Similarly, there exists an isomorphism AL ∼= O
′{{π′}}, which induces A†,rL
∼= O′((π′))
†,r/eEL/EK˜ ,
where O′ is a Cohen ring of kEL.
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Proof. Fix any isomorphism AK˜
∼= O{{π}} (Remark 1.9.5 (i)). Since ϕ(π) = [ε]p − 1 = (1 + π)p − 1 ∈
O{{π}}†, the assertion follows from Lemma 1.6.4.
Notation 1.10.3. By using the isomorphism in Lemma 1.10.2, we can apply the results in § 1.7. In
particular, for any finite extension L/K˜, we have a canonical continuous derivation
d : B†rig,L → Ω
1
B†rig,L
,
where Ω1
B†rig,L
:= B†rig,L⊗A†L
Ω1
A†L
is a free B†rig,L-module with basis dπ, d[t˜1], . . . , d[t˜d]. We may speak about
(ϕ,∇)-modules over B†rig,L and the associated differential Swan conductors.
Definition 1.10.4. Let h ∈ N>0. An e´tale (ϕh,ΓL)-module M over B
†
L is an e´tale ϕ
h-module over B†L
endowed with continuous semi-linear GK -action commuting with ϕ
h-action. Denote by Modet
B†L
(ϕh,ΓL)
the category of e´tale (ϕh,ΓL)-modules over B
†
L.
For V ∈ RepQ
ph
(GL), let
D†,r(V ) := (B†,r ⊗Q
ph
V )HL , D†(V ) = ∪rD
†,r(V ),
D†,rrig(V ) := B
†,r
rig,L ⊗B†,rL
D†,r(V ), D†rig(V ) = ∪rD
†,r
rig(V ).
For M ∈Modet
B†L
(ϕh,ΓL), let V(M) := (B
† ⊗B†L
M)ϕ
h=1.
Theorem 1.10.5 ([AB08, Theorem 4.35]). Let h ∈ N>0. The functor D† gives a rank-preserving equiv-
alence of categories
D† : RepQ
ph
(GL)→ Mod
et
B†L
(ϕh,ΓL)
with a quasi-inverse V. Moreover, D† and V are compatible with D and V in Theorem 1.9.7. Furthermore,
for all sufficiently small r, D†,r(V ) is free of rank dimQ
ph
V over B†,rK and we have a canonical isomorphism
B†K ⊗B†,rK
D†,r(V )→ D†(V ).
The functor D†rig will be studied in § 4.5.
2 Adequateness of overconvergent rings
In this section, we will prove the “adequateness”, which assures the elementary divisor theorem, for
overconvergent rings defined in § 1.6. The adequateness of overconvergent rings seems to be well-known
to the experts: At least when the overconvergent ring is isomorphic the Robba ring, the adequateness
follows from Lazard’s results ([Laz62]) as in [Ber02, Proposition 4.12 (5)]). Since the author could not
find an appropriate reference, we give a proof.
Definition 2.0.1 ([Hel43, § 2]). An integral domain R is adequate if the following hold:
(i) R is a Be´zout ring, that is, any finitely generated ideal of R is principal;
(ii) For any a, b ∈ R with a 6= 0, there exists a decomposition a = a1a2 such that (a1, b) = R and
(a3, b) 6= R for any non-unit factor a3 of a2.
Recall that if R is an adequate integral domain, then the elementary divisor theorem holds for free
R-modules ([Hel43, Theorem 3]). Precisely speaking, let N ⊂M be finite free R-modules of rank n and
m respectively. Then, there exists a basis of e1, . . . , em (resp. f1, . . . , fn) of M (resp. N) and non-zero
elements λ1| . . . |λn ∈ R such that fi = λiei for 1 ≤ i ≤ n.
In the rest of this section, let notation be as in Construction 1.6.1. We fix r0 > 0 such that Γ has
enough r0-units and let r ∈ (0, r0) unless otherwise is mentioned. Recall that Γan,r is a Be´zout integral
domain.
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Definition 2.0.2. We recall basic terminologies ([Ked04, § 3.5]). For x ∈ Γan,r non-zero, we define the
Newton polygon of x as the lower convex hull of the set of points (v≤n(x), n), minus any segments of
slope less than −r on the left end and/or any segments of non-negative slope on the right end of the
polygon. We define the slopes of x as the negatives of the slopes of the Newton polygon of x. We also
define the multiplicity of a slope s ∈ (0, r] of x as the positive difference in y-coordinates between the
endpoints of the segment of the Newton polygon of slope −s, or 0 if there is no such segment. If x has
only one slope s, we say that x is pure of slope s.
A slope factorization of a non-zero element x of Γan,r is a Fre´chet-convergent product x = Π1≤i≤nxi
for n a positive integer or ∞, where each xi is pure of slope si with s1 > s2 > . . . (cf. an explanation
before [Ked04, Lemma 3.26]).
Recall that the multiplicity is compatible with multiplication, i.e., the multiplicity of a slope s of xy is
the sum of its multiplicities as a slope of x and of y ([Ked04, Corollary 3.22]). Also, recall that x ∈ Γan,r
is a unit if and only if x has no slopes ([Ked05b, Corollary 2.5.12]).
Lemma 2.0.3 ([Ked04, Lemma 3.26]). Every non-zero element of Γan,r has a slope factorization.
For simplicity, we denote Γan,r by R in the rest of this subsection. The lemma below is an immediate
consequence of Be´zoutness of R and the additivity of the multiplicity of a slope.
Lemma 2.0.4. (i) Let x, y ∈ R such that x is pure of slope s and let z be a generator of (x, y). Then,
z is also pure of slope s with multiplicity less than or equal to the multiplicity of slope s of x. In
particular, if the multiplicity of slope s of y is equal to zero, then z is a unit and we have (x, y) = R.
(ii) Let x, y ∈ R such that x is a pure of slope s. Then, the decreasing sequence of the ideals {(x, yn)}n∈N
is eventually stationary.
Lemma 2.0.5 (The uniqueness of slope factorizations). Let x ∈ R be a non-zero element. Let x =
Πixi = Πix
′
i be slope factorizations, whose slopes are s1 > s2 > . . . and s
′
1 > s
′
2 > . . . . Let mi and m
′
i be
the multiplicities of si and s
′
i for xi and x
′
i. Then, we have si = s
′
i and xi = x
′
iui for some ui ∈ R
×. In
particular, we have mi = m
′
i.
Proof. We can easily reduce to the case i = 1. Since the multiplicity of slope s1 of Πi>1x
′
i is equal to
zero, we have (x1,Πi>1x
′
i) = R by Lemma 2.0.4 (i). Hence, we have (x1, x) = (x1, x1Πi>1xi) = (x1). By
assumption, we have s1 6= s′j except at most one j. Similarly as above, we have
(x1, x) = (x1, x
′
jΠi6=jx
′
i) = (x1, x
′
j) = (x1Πi>1xi, x
′
j) = (x, x
′
j) = (x
′
jΠi6=jx
′
i, x
′
j) = (x
′
j),
i.e., (x1) = (x
′
j). Hence, there exists u ∈ R
× such that x1 = x
′
ju. By the same argument, x
′
1 = xlu
′ for
some l and u′ ∈ R×. Since {si} and {s′i} are strictly decreasing, we must have j = l = 1, which implies
the assertion.
Lemma 2.0.6. The integral domain Γan,r is adequate. In particular, the elementary divisor theorem
holds over Γan,r.
Proof. We have only to prove the condition (ii) in Definition 2.0.1. Let a, b ∈ R with a 6= 0. If b = 0,
then it suffices to put a1 = 1, a2 = a. If b is a unit, then it suffices to put a1 = a, a2 = 1. Therefore,
we may assume that b is neither a unit nor zero. Let b = Πi>0bi be a slope factorization with slopes
s1 > s2 > . . . . By Lemma 2.0.4 (ii), there exists zi ∈ R such that (a, bni ) = (zi) for all sufficiently large
n. By [Ked04, Proposition 3.13], we may assume that zi admits a semi-unit decomposition: That is, zi
is equal to a convergent sum of the form 1 +
∑
j<0 ui,jp
j, where ui,j ∈ R× ∪ {0}. As in the proof of
[Ked04, Lemma 3.26], we can prove that {z1 . . . zi}i>0 converges. Then, we claim that there exists ui ∈ R
such that a = z1 . . . ziui. We proceed by induction on i. By definition, we have a = z1u1 for some u1.
Assume that we have defined ui. Since the multiplicity of slope si+1 of zj is equal to zero for 1 ≤ j ≤ i,
we have (zj , zi+1) = R for 1 ≤ j ≤ i. Hence, we have (zi+1) = (a, zi+1) = (z1 . . . ziui, zi+1) = (ui, zi+1),
which implies zi+1|ui. Therefore, ui+1 := ui/zi+1 satisfies the condition. By this proof, we can choose
ui = u1/(z1 . . . zi). We put a1 := limi→∞ ui = u1/Πi>1zi and a2 := Πi>0zi, which is a slope factorization
of a2. We prove that the factorization a = a1a2 satisfies the condition. We first prove (a1, b) = R. By
the uniqueness of slope factorizations, we have only to prove (a1, bi) = R for all i. Fix i ∈ N>0. Then,
for all sufficiently large n ∈ N, we have
(zi) = (a, b
n
i ) = (a, b
n+1
i ) = (a1a2, b
n+1
i ) ⊂ (a1, bi)(a2, b
n
i ) ⊂ (a1, bi)(zi, b
n
i ) = (a1, bi)(zi).
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Since zi 6= 0, we have R ⊂ (a1, bi), which implies the assertion. Finally, we prove (a3, b) 6= R for any non-
unit a3 ∈ R dividing a2. By replacing a3 by any factor of a slope factorization of a3, we may assume that
a3 is pure. By the uniqueness of slope factorizations, a3 divides zi for some i. Since zi|bni for sufficiently
large n, we also have a3|bni . Hence, we have (a3, bi) 6= R, in particular, (a3, b) 6= R.
3 Variations of Gro¨bner basis argument
In this section, we will systematically develop a basic theory of Gro¨bner basis over various rings. Our
theory generalizes the basic theory of Gro¨bner basis over fields ([CLO97], particularly, § 2). As a first
application, we will prove the continuity of connected components of flat families of rigid analytic spaces
over annulus (Proposition 3.4.5 (iii)). As a second application, we also prove the ramification compatibility
of Scholl’s fields of norms (Theorem 3.5.3).
The idea to use a Gro¨bner basis argument to study Abbes-Saito’s rigid spaces of positive characteristic
is due to [Xia10, § 1]. Some results of this section, particularly §§ 3.2, 3.3, are already proved in [Xia10,
§ 1], however we do not use Xiao’s results; We will work under a slightly stronger assumption and deduce
stronger results, with much clearer and simpler proofs, than Xiao’s.
Note that this section is independent from the other parts of this paper except §§ 1.5, 1.8.
Notation 3.0.1. Throughout this section, we will use multi-index notation: We denote n = (n1, . . . , nl) ∈
Nl and |n| := n1+ · · ·+nl, X
n = Xn11 . . . X
nl
l for variables X = (X1, . . . , Xl). We also denote by X
N the
set of monic monomials {Xn|n ∈ Nl}.
In this section, when we consider a topology on a ring, we will use a norm | · | rather than a valuation.
3.1 Convergent power series
In this subsection, we consider rings of strictly convergent power series over the ring of rigid analytic
functions over annulus, which play an analogous role to Tate algebra in the classical situation. We also
gather basic definitions and facts on these rings for the rest of this section.
Definition 3.1.1. Let R be a ring. For f =
∑
n anX
n ∈ R[[X ]] with an ∈ R, we call each anX
n a term
of f . If f = anX
n with an ∈ R (resp. an = 1), then we call f a (resp. monic) monomial.
Definition 3.1.2 ([BGR84, Definition 1, 1.4.1]). Let (R, | · |) be a normed ring. We define Gauss norm
on R[X] by |
∑
n anX
n| := supn |an|. A formal power series f =
∑
n anX
n ∈ R[[X]] is strictly convergent
if |an| → 0 as |n| → ∞. We denote the ring of strictly convergent power series over R by R〈X〉. The
above norm | · | can be uniquely extended to | · | : R〈X〉 → R≥0. Note that if R is complete with respect
to | · |, then R〈X〉 is also complete with respect to | · | ([BGR84, Proposition 3, 1.4.1]).
We recall basic facts on rings of strictly convergent power series. Let R be a complete normed ring,
whose topology is equivalent to the a-adic topology for an ideal a. Then, R〈X〉 is canonically identified
with the a-adic Hausdorff completion of R[X]. We further assume that R is Noetherian. Then, R〈X〉 is
R-flat. Moreover, for any ideal b of R, we have a canonical isomorphism
R〈X〉 ⊗R (R/b) ∼= (R/b)〈X〉,
where the RHS means the a-adic Hausdorff completion of (R/b)[X].
For a complete discrete valuation ring O with F = Frac(O), we denote by O〈X〉 (resp. F 〈X〉) the
rings of convergent power series over O (resp. F ).
Lemma 3.1.3. Assume that R is a complete normed Noetherian ring, whose topology is equivalent to
the a-adic topology for some ideal a of R. Let I ⊂ R〈X〉 be an ideal such that R〈X〉/I is R-flat. Then,
I is also R-flat. Moreover, for any ideal J ⊂ R, we have I ∩ J · R〈X〉 = JI. In particular, if f ∈ I is
divisible by s ∈ R in R〈X〉, then f/s ∈ I.
We omit the proof since it is an easy exercise of flatness.
Notation 3.1.4. In the rest of this subsection, we fix the notation as follows: Let O be a Cohen ring of
a field k of characteristic p and we fix a norm | · | on O corresponding to the p-adic valuation. We denote
R+ := O[[S]] ⊂ R := O((S))
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and for r ∈ Q>0, we define a norm
| · |r : R→ R≥0;
∑
n≫−∞
anS
n 7→ sup
n
|an||p|
rn,
which is multiplicative ([Ked10, Proposition 2.1.2]). Recall that we have defined in Notation 1.6.2
R†,r =
{∑
n∈Z
anS
n ∈ O{{S}}; |anS
n|r → 0 as n→ −∞
}
.
Note that we may canonically identify R†,r/pR†,r with k((S)). We can extend | · |r to | · |r : R†,r → R≥0
by |
∑
n anS
n|r := supn |anS
n|r. We define subrings of R
†,r by
R†,r0 := {f ∈ R
†,r; |f |r ≤ 1},
R†,r0 := R
†,r
0 ∩R = {f ∈ R; |f |r ≤ 1}.
Note that for a ∈ N and b ∈ N>0, |pa/Sb|r ≤ 1 if and only if a/b ≥ r. Also, note that R†,r = R
†,r
0 [S
−1]
since |S|r < 1. We may regard R†,r as the ring of rigid analytic functions on the annulus [pr, 1), whose
values at the boundary |S| = 1 are bounded by 1.
Lemma 3.1.5. (i) The R+-algebra R†,r0 is finitely generated.
(ii) The topologies of R†,r0 defined by | · |r and defined by the ideal (p, S) are equivalent.
(iii) The rings R†,r0 and R
†,r are complete with respect to | · |r, and R
†,r
0 is dense in R
†,r
0 .
(iv) The rings R†,r0 , R
†,r
0 , and R
†,r are Noetherian integral domains.
Proof. Let a, b ∈ N denote the relatively prime integers such that r = a/b.
(i) It is straightforward to check thatR†,r0 is generated as anR
+-algebra by p⌊rb
′⌋/Sb
′
for b′ ∈ {0, . . . , b}.
(ii) For n ∈ N, we have
sup{|x|r;x ∈ (p, S)
nR†,r0 } ≤ {inf(|p|, |S|r)}
n
and the RHS converges to 0 as n → ∞. Hence, the (p, S)-adic topology of R†,r0 is finer than the
topology defined by | · |r. To prove that the topology of R
†,r
0 defined by | · |r is finer than the
(p, S)-adic topology, it suffices to prove that
{x ∈ R†,r0 ; |x|r ≤ |(pS)
n|r} ⊂ (p, S)
nR†,r0
for all n ∈ N. Let x =
∑
m∈Z amS
m ∈ LHS with am ∈ O. Then, we have |amS
m−n|r ≤ |p
n| ≤ 1.
Hence, x = Sn
∑
m∈Z amS
m−n ∈ Sn ·R†,r0 , which implies the assertion.
(iii) If f =
∑
n∈Z anS
n ∈ R†,r0 with an ∈ O, then {
∑
n≥−m anS
n}m∈N ⊂ R
†,r
0 converges to f , which
implies the last assertion. Since R†,r0 is an open subring of R
†,r, we have only to prove a completeness
for R†,r0 . Let {fm}m∈N ⊂ R
†,r
0 be a sequence such that |fm|r → 0 as m → ∞. We have only to
prove that the limit
∑
m fm exists in R
†,r
0 with respect to | · |r. Write fm =
∑
n∈Z a
(m)
n Sn with
a
(m)
n ∈ O. For n ∈ Z, we have
|a(m)n | ≤
|fm|r
|Sn|r
= |p|−nr|fm|r,
hence, |a
(m)
n | → 0 as m→∞. Moreover, an :=
∑
m∈N a
(m)
n ∈ O converges to 0 as n→ −∞. Hence,
the formal Laurent series f :=
∑
n∈Z anS
n belongs to O{{S}}. Since
|anS
n|r ≤ sup
m∈N
|a(m)n S
n|r ≤ sup
m∈N
|fm|r ≤ 1,
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we have f ∈ R†,r0 . For m ∈ N, we have
|f − (f0 + · · ·+ fm)|r ≤ sup
n
|anS
n − (a(0)n + · · ·+ a
(m)
n )S
n|r ≤ sup
n
sup
l>m
|a(l)n S
n|r
= sup
l>m
sup
n
|a(l)n S
n|r ≤ sup
l>m
|fl|r
and the last term converges to 0 as m→∞, which implies f =
∑
m fm.
(iv) It follows from (i), (ii) and (iii).
Definition 3.1.6. We define R+〈X〉 as the (p, S)-adic Hausdorff completion of R+[X]. We also define
R†,r0 〈X〉 and R
†,r〈X〉 as the rings of strictly convergent power series over R†,r0 and R
†,r with respect to
| · |r. We endow R
†,r
0 〈X〉 and R
†,r〈X〉 with the topology defined by the norm | · |r. By Lemma 3.1.5 (iii),
R†,r0 〈X〉 and R
†,r〈X〉 are complete. By Lemma 3.1.5 (ii), R†,r0 〈X〉 can be regarded as the (p, S)-adic
Hausdorff completion of R†,r0 [X ], hence, R
†,r
0 〈X〉 and R
†,r〈X〉 = R†,r0 〈X〉[S
−1] are Noetherian integral
domains by Lemma 3.1.5 (iv). Also, we may regard R+〈X〉 as a subring of R†,r0 〈X〉.
The following lemma seems to be used implicitly in [Xia10, § 1]. The proof is due to Liang Xiao.
Lemma 3.1.7 (Liang Xiao). The canonical map R+〈X〉 → R†,r〈X〉 is flat.
Proof. We may regard R†,r0 〈X〉 as the (p, S)-adic Hausdorff completion of R
+〈X〉 ⊗R+ R
†,r
0 . Since R
†,r
0
is dense in R†,r0 by Lemma 3.1.5 (iii), R
†,r
0 〈X〉 can be regarded as the (p, S)-adic Hausdorff completion
of R+〈X〉 ⊗R+ R
†,r
0 , which is Noetherian by Lemma 3.1.5 (i). Hence, a canonical map
α : R+〈X〉 ⊗R+ R
†,r
0 → R
†,r
0 〈X〉
is flat. Since R†,r0 [S
−1] = R and R†,r0 〈X〉[S
−1] = R†,r〈X〉, the canonical map α[S−1] is also flat, which
implies the assertion.
Next, we consider prime ideals corresponding to good “points” of the open unit disc R+ = O[[S]].
Definition 3.1.8. An Eisenstein polynomial in R+ is a polynomial in O[S] of the form P (S) = Se +
ae−1S
e−1 + · · ·+ a0 with ai ∈ O such that p|ai for all i and p2 ∤ a0. We call p ∈ Spec(R+) an Eisenstein
prime ideal if p is generated by an Eisenstein polynomial P (S). Then, we put deg (p) := e if e 6= 0 and
deg (p) := ∞ if e = 0. Note that we may regard κ(p) := R/pR as a complete discrete valuation field
with integer ring R+/pR+. We denote by πp ∈ Oκ(p) the image of S, which is a uniformizer of Oκ(p).
Note that deg(p) < ∞ if and only if the characteristic of R/p is zero. For simplicity, we write κ(p) and
S instead of κ((p)) and πκ((p)).
Lemma 3.1.9. Let p and q be Eisenstein prime ideals of R+. For x ∈ R+, if
inf (vκ(p)(x mod p), vκ(q)(x mod q)) < inf (deg p, deg q),
then we have vκ(p)(x mod p) = vκ(q)(x mod q).
Proof. Let x ∈ R+ and i ∈ N such that 0 ≤ i < deg p. Then, we have the following equivalences:
vκ(p)(x mod p) = i⇔ x ∈ (p, S
i) \ (p, Si+1)⇔ x ∈ (p, Si) \ (p, Si+1)⇔ vκ(p)(x mod p) = i,
where the second equivalence follows from the fact (p, Si) = (p, Si), and the other equivalences follow by
definition. By replacing q by p, we obtain similar equivalences. As a result, vκ(p)(x mod p) = i⇔ vκ(q)(x
mod q) = i for x ∈ R+ and i < inf(deg(p), deg(q)), which implies the assertion.
The ring R†,r〈X〉 can be considered as a family of Tate algebras:
Lemma 3.1.10. Let p be an Eisenstein prime ideal of R+ with e = deg(p). Let r ∈ Q>0 such that
1/e ≤ r. Then, there exists a canonical isomorphism
R†,r〈X〉/pR†,r〈X〉 → κ(p)〈X〉.
In particular, pR†,r 6= R†,r.
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Proof. We will briefly recall a result in [Laz62]. Let F be a complete discrete valuation field of mixed
characteristic (0, p). Recall that LF [0, r] is the ring of Laurent series with variable S and coefficients in
F , which converge in the annulus |p|r ≤ |S| < 1 ([Laz62, 1.3]). For r′ ∈ Q>0, a polynomial P ∈ F [S] is
said to be r′-extremal if all zeroes x of P in F alg satisfy v(x) = r′ ([Laz62, 2.7’]). Let r′ ≤ r be positive
rational numbers and P ∈ F [S] an r′-extremal polynomial. Then, for f ∈ LF [0, r], there exist a unique
g ∈ LF [0, r] and a unique polynomial Q ∈ F [S] of degree < degP such that f = Pg + Q, which is a
special case of [Laz62, Lemme 2]. Note that if f ∈ F [S] with deg(f) < deg(P ), then we have g = 0 and
Q = f by the uniqueness. In particular, the canonical map δ : F [S]/P ·F [S]→ LF [0, r]/P ·LF [0, r] is an
isomorphism.
We prove the assertion. We can easily reduce to the case X = φ. That is, we have only to prove that
the canonical map
R†,r/pR†,r → κ(p)
is an isomorphism. The assertion is trivial when p = (p). Hence, we may assume p 6= (p). Since p is
invertible in κ(p), p is also invertible in R†,r/pR†,r. Hence, we have R†,r/pR†,r = R†,r[p−1]/pR†,r[p−1].
Note that R†,r[p−1] coincides with the above LF [0, r] with F := Frac(O) by definition. Let P ∈ O[S]
be an Eisenstein polynomial, which generates p. Then, P is 1/e-extremal by a property of Eisenstein
polynomial. Hence, the assertion follows from isomorphisms
LF [0, r]/pLF [0, r] ∼= F [S]/P · F [S] ∼= (O[S]/P · O[S])[p
−1] ∼= (R+/p)[p−1] = κ(p).
Here, the first equality is given by Lazard’s isomorphism δ with r′ = 1/e.
3.2 Gro¨bner basis argument over complete regular local rings
In this subsection, we will develop a basic theory of Gro¨bner basis over complete regular local rings R,
which generalizing that over fields. This is done in [Xia10, § 1.1] when R is a 1-dimensional complete
regular local ring of characteristic p. We assume the classical theory of Gro¨bner basis over fields and our
basic reference is [CLO97].
Recall that the classical theory of Gro¨bner basis on F [X] for a field F can be regarded as a multi-
variable version of Euclidean division algorithm of the 1-variable polynomial ring F [X ]: To obtain an
appropriate division algorithm in F [X ], we need to fix a “monomial order” of F [X] to define a leading
term, which plays an analogue role of the na¨ıve degree function in the 1-variable case. Hence, we should
first define a notion of leading terms over the ring of convergent power series.
Definition 3.2.1. A monomial order  on a commutative monoid (M,+) is an well-order such that if
α  β, then α+ γ  β + γ. When α  β and α 6= β, we denote by α ≻ β.
In the following, we consider only in the case where M is isomorphic to Nl. Moreover, the reader may
assume that ≻ is a lexicographic order: The lexicographic order lex on N
l is defined by (a1, . . . , al) ≻lex
(a′1, . . . , a
′
l) if a1 = a
′
1, . . . , ai = a
′
i, ai+1 > a
′
i+1. A lexicographic order is a monomial order ([CLO97,
Proposition 4, Chapter 2, §2]).
For convenience, we define a monoid M ∪ {∞} by α+∞ =∞ for any α ∈M ∪ {∞}. We extend any
monomial order  on M to M ∪ {∞} by ∞ ≻ α for any α ∈M .
Construction 3.2.2. Let R be a complete regular local ring of Krull dimension d with a fixed regular
system of parameters {s1, . . . , sd}. We put Ri := R/(s1, . . . , si)R, which is also a regular local ring. We
denote the image of si+1, . . . , sd in Ri by si+1, . . . , sd again and we regard these as a fixed regular system
of parameters. Let vsi : Ri ։ N ∪ {∞} be the multiplicative valuation associated to the divisor si = 0.
For a non-zero f ∈ R and 0 ≤ i ≤ d, we define a non-zero f (i) ∈ Ri inductively as follows: Put f (0) := f .
If we have defined f (i), then we define f (i+1) as the image of f (i)/s
vsi+1(f
(i))
i+1 in Ri+1, which is non-zero
by definition. We put vR(f) := (vs1(f
(0)), vs2(f
(1)), . . . , vsd(f
(d−1))) ∈ Nd and vR(0) := ∞. Thus, we
obtain a map vR : R → N
d ∪ {∞}. We also apply this construction to each Ri. Note that we have a
formula
vR(f) = (vs1(f), vR1(f
(1))). (1)
Also, note that vR is multiplicative, i.e., vR(fg) = vR(f) + vR(g), which follows by induction on d and
using the formula.
Let R〈X〉 be the mR-adic Hausdorff completion of R[X]. We fix a monomial order  on X
N ∼= Nl.
For any non-zero f =
∑
n anX
n ∈ R〈X〉 with an ∈ R, we define vR(f) := inflex vR(an), where lex is
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the lexicographic order on Nd, and deg
R
(f) := inf{n ∈ Nl; vR(an) = vR(f)}. We put degR(0) := ∞.
Note that when f 6= 0, we have a formula
deg
R
(f) = deg
R
(f (0)) = deg
R
(f (1)) = · · · = deg
R
(f (d)), (2)
which follows from (1). Also, note that deg
R
is multiplicative. Indeed, by the above formula (2), we can
reduce to the case where R is a field, which follows from [CLO97, Lemma 8, Chapter 2]. Thus, we obtain
a multiplicative map
vR × degR : R〈X〉 → (N
d × Nl) ∪ {∞},
where ∞ in the RHS denotes (∞,∞). We endow Nd × Nl with a total order  by
(a, n)  (a′, n′) if a lex a
′ or a = a′ and n  n′
and extend it to (Nd ×Nl) ∪ {∞} as in Definition 3.2.1. Note that this order is an extension of the fixed
order on Nl = {0} × . . . {0} × Nl. As in the classical notation, we also define
LTR(f) := s
vR(f)XdegR(f) for f 6= 0, LTR(0) := 0,
where s = (s1, . . . , sd). Note that LTR is also multiplicative by the multiplicativities of vR and degR.
Also, we have a formula
LTR(f) ≡ LTRi(f mod (s1, . . . , si)) mod (s1, . . . , si), ∀f ∈ R〈X〉. (3)
Indeed, if si|f (i−1) for some i, then both sides are zero. If si ∤ f (i−1) for all i, then the formula follows
from (1) and (2). The map LTR takes values in the subset s
NXN ∪{0} of R〈X〉. We identify sNXN ∪{0}
with (Nd × Nl) ∪ {∞} as a monoid and consider the total order  on sNXN ∪ {0}.
When R is a field, the above definition coincides with the classical definitions as in [CLO97, § 2].
Remark 3.2.3. LT stands for “leading term” with respect to a given monomial order in the classical
case d = 0. To define an appropriate LT in the case of d > 0, we should consider a suitable order on
the coefficient ring R, which is defined by using an ordered regular system of parameters as above. Our
definition is compatible with de´vissage, namely, compatible with a parameter-reducing maps R→ R1 →
· · · → Rd. This property enables us to reduce everything about Gro¨bner basis to the classical case under
assuming a certain “flatness” as we will see below.
In the rest of this subsection, let notation be as in Construction 3.2.2. In particular, we fix a monomial
order  on XN.
Definition 3.2.4. For I be an ideal of R〈X〉, we denote by LTR(I) the ideal of R〈X〉 generated by
{LTR(f); f ∈ I}. Assume that R〈X〉/I is R-flat. We say that f1, . . . , fs ∈ I forms a Gro¨bner basis if
(LTR(f1), . . . ,LTR(fs)) = LTR(I). Note that a Gro¨bner basis always exists since R〈X〉 is Noetherian.
Note that for monomials f, f1, . . . , fs ∈ R〈X〉, we have f ∈ (f1, . . . , fs) if and only if f is divisible by
some fi. Indeed, any term of g ∈ (f1, . . . , fs) is divisible by some fi, which implies the necessity.
Notation 3.2.5. Let I be an ideal of R〈X〉 such that R〈X〉/I is R-flat. We denote Ii := I/(s1, . . . , si)I.
We may identify R〈X〉⊗RRi and I⊗RRi with Ri〈X〉 and Ii respectively. Note that Ri〈X〉/Ii is Ri-flat.
Lemma 3.2.6. Let I be an ideal of R〈X〉 such that R〈X〉/I is R-flat. For f1, . . . , fs ∈ I, the following
are equivalent:
(i) f1, . . . , fs forms a Gro¨bner basis of I;
(ii) The images of f1, . . . , fs forms a Gro¨bner basis of Ii ⊂ Ri〈X〉 for some i.
Moreover, when f1, . . . , fs is a Gro¨bner basis of I, f1, . . . , fs generates I.
Proof. We prove the first assertion. We proceed by induction on d = dimR. When d = 0, there is
nothing to prove. Assume the assertion is true for dimension < d. By the induction hypothesis, we have
only to prove the equivalence between (i) and (ii) with i = 1.
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We first prove (i)⇒ (ii). Let f¯ ∈ I1 be a non-zero element and f ∈ I a lift of f¯ . By assumption, we
have LTR(fj)|LTR(f) for some j. Then, LTR1(fj mod s1)|LTR1(f¯) by the formula (3).
We prove (ii)⇒ (i). Let f ∈ I be a non-zero element. By Lemma 3.1.3, we have f (1) = f/s
vs1(f)
1 ∈ I.
By assumption, we have LTR1(fj mod s1)|LTR1(f
(1) mod s1) for some j. Since LTR1(f
(1) mod s1) 6=
0, s1 does not divides fj , i.e., vs1(fj) = 0. By the formulas (1) and (2), LTR(fj) divides LTR(f
(1)),
hence, divides LTR(f), which implies the assertion.
We prove the last assertion. By Nakayama’s lemma and (ii) with i = d, the assertion is reduced to
the case where R is a field. In this case, the assertion follows from [CLO97, Corollary 2, § 6].
Remark 3.2.7. By Lemma 3.2.6, f1, . . . , fs is a Gro¨bner basis of I if and only if f1 mod mR, . . . , fs
mod mR is a Gro¨bner basis of I/mRI. In particular, the definition of Gro¨bner basis does not depend on
the choice of a regular system of parameters {s1, . . . , sd}.
We can generalize the classical division algorithm, which is a basic tool in Gro¨bner basis argument.
Proposition 3.2.8 (Division algorithm). Let I be an ideal of R〈X〉 such that R〈X〉/I is R-flat. Let
f1, . . . , fs ∈ I be a Gro¨bner basis of I. Then, for any non-zero f ∈ R〈X〉, there exist ai, r ∈ R〈X〉 for all
i such that
f =
∑
1≤i≤s
aifi + r
with LTR(f)  LTR(aifi) if aifi 6= 0, and any non-zero term of r is not divisible by any X
deg
R
(fi).
Moreover, such r is uniquely determined (but ai’s are not uniquely determined), and f ∈ I if and only if
r = 0.
Proof. When d = 0, i.e, R is a field, the assertion is well-known (see [CLO97, Theorem 3, Chapter 2,
§ 3] for example). We prove the first assertion by induction on d = dimR. Assume that the assertion is
true for dimension < d. We may assume s1 ∤ fi for all i. Indeed, by Lemma 3.2.6, {fi; s1 ∤ fi} forms a
Gro¨bner basis of I. Moreover, any LTR(fj) is divisible by some LTR(fi) with s1 ∤ fi. Therefore, if there
exists a desired expression f =
∑
i:s1∤fi
aifi + r with respect to {fi; s1 ∤ fi}, then this expression is also
a desired expression with respect to f1, . . . , fs. First, we construct gn ∈ R〈X〉 by induction on n ∈ N;
For h ∈ R〈X〉, we denote by h¯ its image in R1〈X〉. Put g0 := f . Assume that gn has been defined. Put
g′n := gn/s
vs1(gn)
1 . By applying the induction hypothesis to I1 = (f¯1, . . . , f¯s), we have a¯i,n, r¯n ∈ R1〈X〉
such that
g¯′n =
∑
i
a¯i,nf¯i + r¯n
such that LTR1(g¯
′
n)  LTR1(a¯i,nf¯i) if a¯i,nf¯i 6= 0, and any non-zero term of r¯n is not divisible by any
X
deg
R1
(f¯i)
. We choose lifts ai,n and rn in R〈X〉 of a¯i,n and r¯n respectively such that any non-zero term
of ai,n and rn is not divisible by s1. Then, we put gn+1 := gn− s
vs1(gn)
1 (
∑
i ai,nfi+ rn). By construction,
we have vs1 (gn+1) > vs1(gn), hence, {gn} converges s1-adically to zero. Moreover, ai :=
∑
n s
vs1(gn)
1 ai,n
and r :=
∑
n s
vs1 (gn)
1 rn converge s1-adically and we have f =
∑
i aifi + r. We will check that ai and
r satisfy the condition. Since s1 ∤ fi and any non-zero term of rn is not divisible by s1, any non-zero
term of r is not divisible by XdegR(fi) for all i. We have vs1 (fi) = 0 by assumption and vs1(ai) ≥ vs1(f)
by definition. If vs1(ai) > vs1(f), then we have vR(f) lex vR(aifi), hence, LTR(f)  LTR(aifi). If
vs1(ai) = vs1(f), then we have a
(0)
i ≡ ai,0 mod s1, hence, vR(f)  vR(aifi) by the formulas (1), (2) and
the choice of a¯i,0. In particular, LTR(f)  LTR(aifi). Thus, we obtain the first assertion.
We prove the rest of the assertion. We first prove the uniqueness of r. Let f =
∑
aifi+r =
∑
a′ifi+r
′
be expressions satisfying the conditions. Then, we have r−r′ ∈ I, hence, LTR(r−r) ∈ LTR(I). Therefore,
r− r′ is divisible by LTR(fi) for some i. Since any non-zero term of r− r′ is not divisible by any LTR(fi),
we must have r = r′. We prove the equivalence r = 0 ⇔ f ∈ I. We have only to prove the necessity.
Since r ∈ I, we have LTR(r) ∈ LTR(I). Hence, LTR(r) is divisible by LTR(fi) for some i. Since any
non-zero term of r is divisible by XdegR(fi), we must have r = 0.
Definition 3.2.9. We call the above expression f =
∑
aifi+r a standard expression (of f) and call r the
reminder of f (with respect to f1, . . . , fs). Note that standard expressions are additive and compatible
with scalar multiplications: That is, if f =
∑
i aifi + r and g =
∑
i a
′
ifi + r
′ are standard expressions,
then f + g =
∑
i(ai + a
′
i)fi + r + r
′ is also a standard expression of f + g, and λf =
∑
i λaifi + λr is
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a standard expression of λf for λ ∈ R by the formulas (1) and (2). The reminder of f depends only on
the class f mod I by Proposition 3.2.8 and the above additive property. Therefore, we may call r the
reminder of f mod I.
As in the classical case, we have the following.
Lemma 3.2.10. Let I be an ideal of R〈X〉 such that R〈X〉/I is R-flat. Let f1, . . . , fs ∈ I be a Gro¨bner
basis of I. Let f ∈ R〈X〉 be a non-zero element. For r ∈ R〈X〉, the following are equivalent:
(i) r is the reminder of f ;
(ii) f − r ∈ I and any non-zero term of r is not divisible by Xdeg(fi) for all i.
Proof. Since the assertion (i)⇒ (ii) is trivial, we prove the converse. By applying the division algorithm
to f − r, we have f − r =
∑
aifi such that LTR(f)  LTR(aifi) if aifi 6= 0. This is nothing but to say
that r is the reminder of f .
Corollary 3.2.11. Let notation be as in Lemma 3.2.10. We regard f1 mod s1, . . . , fs mod s1 as a
Gro¨bner basis of I1. For f ∈ R〈X〉 with s1 ∤ f , denote by r and r
′ the reminders of f and f mod s1.
Then, we have r mod s1 ≡ r′.
Finally, we give a concrete example of Gro¨bner basis, which will appear in § 3.5.
Proposition 3.2.12. Let I = (f1, . . . , fs) ⊂ R〈X〉 be an ideal. Assume that there exists relatively prime
monic monomials T1, . . . , Ts, and units u1, . . . , us ∈ R× such that LTR(fi) = uiTi for 1 ≤ i ≤ s. Then,
we have the following:
(i) R〈X〉/I is R-flat;
(ii) f1, . . . , fs is a Gro¨bner basis of I;
(iii) f1, . . . , fs is a regular sequence in R〈X〉.
Proof. We may assume that LTR(f1), . . . ,LTR(fs) are relatively prime monic monomials by replacing
fi by fi/ui. We first note that in the case of d = 0, the assertion is basic: Indeed, the condition (i) is
automatically satisfied. The condition (ii) directly follows from [CLO97, Theorem 3 and Proposition 4,
§2]. The condition (iii) follows by applying [Eis95, Proposition 15.15] with F = S = R[X] and M = 0,
hj = fj , where F , S and M , hj ’s are as in the reference. We prove the assertion by induction on s.
In the case of s = 1, we have only to prove the condition (i). We proceed by induction on d. By the
local criteria of flatness and the induction hypothesis, we have only to prove that the multiplication by
s1 on R〈X〉/I is injective. Let f ∈ R〈X〉 such that s1f ∈ I. Write s1f = f1h for some h ∈ R〈X〉. By
taking vs1 , we have s1|h since s1 ∤ f1. This implies f1|f , i.e., f ∈ I. Thus, we finish the case of s = 1.
We assume that the assertion is true when the cardinality of fi’s is < s. We proceed by induction on d.
The case of d = 0 has been done as above. Assume that the assertion is true for dimension < d. For
h ∈ R〈X〉, denote by h¯ its image in R1〈X〉. By assumption, s1 ∤ fi for all i, hence, we can apply the
induction hypothesis to f¯1, . . . , f¯s ∈ I1 := (f¯1, . . . , f¯s) ⊂ R〈X〉 by the formula (3). Hence, R1〈X〉/I1 is
R1-flat, f¯1, . . . , f¯s are Gro¨bner basis of I1, and f¯1, . . . , f¯s is a regular sequence in R1〈X〉. The condition
(ii) follows from Lemma 3.2.6. Then, we check the condition (i). By the local criteria of flatness, we have
only to prove that the multiplication by s1 on R〈X〉/I is injective. It suffices to prove I∩s1 ·R〈X〉 ⊂ s1I.
Denote by C• and C¯• Koszul complexes for {f1, . . . , fs} and {f¯1, . . . , f¯s} ([Matsumura80, 18.D]). Then,
we have C¯i = Ci/s1Ci for i ≥ 1 by definition and C¯• is exact since f¯1, . . . , f¯s is a regular sequence. We
also have a morphism of complexes C• → C¯•, whose the first few terms are
. . . // C2
d2 //

C1
d1 // //

I //

0
. . . // C¯2
d¯2 // C¯1
d¯1 // I1 // 0.
Let f ∈ I∩s1 ·R〈X〉. Then, there exists a ∈ C1 such that d1(a) = f . Since d¯1(a¯) ≡ 0 mod s1, there exists
b¯ ∈ C2 such that d¯2(b¯) = a¯. Let b ∈ C2 be a lift of b¯. Then, there exists a
′ ∈ C1 such that a−d2(b) = s1a
′.
Therefore, we have f = d1(a−d2(b)) = s1d1(a′) ∈ s1I. Thus, the condition (i) is proved. Finally, we check
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the condition (iii). We have only to prove that for 1 ≤ i ≤ s, if fif ∈ (f1, . . . , fi−1) for some f ∈ R〈X〉,
then we have f ∈ (f1, . . . , fi−1). Note that f1, . . . , fi−1 is a Gro¨bner basis of (f1, . . . , fi−1) by induction
hypothesis. Let f =
∑
1≤j<i ajfj+r be a standard expression of f with respect to f1, . . . , fi−1. It suffices
to prove r = 0. We suppose the contrary and we will deduce a contradiction. Any non-zero term of r
is not divisible by LTR(fj) for any 1 ≤ j < i, in particular, we have LTR(fj) ∤ LTR(r). By assumption,
fif = fi(
∑
1≤j<i ajfj) + fir ∈ (f1, . . . , fi−1), hence, we have fir ∈ (f1, . . . , fi−1). In particular, there
exists 1 ≤ j < i such that LTR(fj)|LTR(fir). Since LTR(fi) and LTR(fj) are relatively prime, we have
LTR(fj)|LTR(r), which is a contradiction. Thus, we obtain the assertion (iii).
A remarkable feature of the reminder is the compatibility with the quotient norms:
Lemma 3.2.13. Let I be an ideal of R〈X〉 such that R〈X〉/I is R-flat. Let f1, . . . , fs ∈ I be a Gro¨bner
basis of I. Let | · | : R→ R≥0 be any non-archimedean norm satisfying |R| ≤ 1 and |mR| < 1. We extend
| · | to a norm on R〈X〉 by |
∑
n anX
n| := supn |an| < ∞. If we denote by | · |qt : R〈X〉/I → R≥0 the
quotient norm of | · |, then the reminder r of f ∈ R〈X〉 achieves the quotient norm of f mod I, i.e.,
|r| = |f mod I|qt.
Proof. Let f =
∑
λnX
n with λn ∈ R. Let X
n =
∑
an,ifi + rn be a standard expression of X
n. Let
ai :=
∑
n λnan,i and r :=
∑
n λnrn, which converge since λn → 0 as |n| → ∞. Then, f =
∑
aifi + r
is a standard expression of f by Lemma 3.2.10. We have |aifi| ≤ |ai| ≤ supn |λnan,i| ≤ supn |λn| = |f |.
Hence, we have |r| ≤ |f |. Since the reminder depend only on the class f mod I, we have
|f mod I|qt = inf
g∈I
|f + g| ≥ |r| ≥ |f mod I|qt,
which implies the assertion.
3.3 Gro¨bner basis argument over annulus
In this subsection, we will give an analogue of a Gro¨bner basis argument over rings of overconvergent
power series. In this subsection, we use the notation as in § 3.1 and § 3.2. Also, let notation be as follows:
Notation 3.3.1. Let O, R+, and R be as in Notation 3.1.4. Fix {p, S} as a regular system of parameter
of R+. Let I ⊂ R+〈X〉 be an ideal such that R+〈X〉/I is R+-flat. For r ∈ Q>0, we endow R†,r with the
topology defined by the norm | · |r. We denote
A := R+〈X〉/I, I†,r := I ⊗R+〈X〉 R
†,r〈X〉, A†,r := A⊗R〈X〉 R
†,r〈X〉.
(When I = 0, R†,r〈X〉 is denoted by R〈X〉†,r in this notation. However, we use this notation for
simplicity.) Since R+〈X〉 → R†,r〈X〉 is flat (Lemma 3.1.7), we may identify I†,r and A†,r with I ·R†,r〈X〉
and R†,r〈X〉/I†,r. Since R+ is an integral domain, A, hence, A†,r are R+-torsion free by flatness.
Denote | · |r,qt : A†,r → R≥0 by the quotient norm of | · |r. Note that A†,r is complete with respect to
| · |r,qt by [BGR84, Proposotion 3, 1.1.7].
Lemma 3.3.2 (cf. [Xia10, Lemma 1.1.22]). Let f1, . . . , fs ∈ I be a Gro¨bner basis of I. For f ∈ R†,r〈X〉,
there exists a unique r ∈ R†,r〈X〉 such that f − r ∈ I†,r and any non-zero term of r is not divisible by
XdegR(fi). Moreover, we have |r|r′ = |f |r′,qt for r′ ∈ Q∩ (0, r], and r = 0 if and only if f ∈ I†,r. We call
r the reminder of f (with respect to f1, . . . , fs).
Proof. We first construct r. Let f =
∑
n λnX
n ∈ R†,r〈X〉 with λn ∈ R†,r. Let
Xn =
∑
i
an,ifi + rn
be the standard expression of Xn in R+〈X〉 with respect to f1, . . . , fs. Since λn → 0 as |n| → ∞, the
series
ai :=
∑
n
λnan,i, r :=
∑
n
λnrn
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converge in R†,r〈X〉 with respect to the topology defined by | · |r. Then, we have
|r|r′ ≤ sup
n
|λnrn|r′ ≤ sup
n
|λn|r′ = |f |r′ . (4)
Obviously, any non-zero term of r is not divisible by any XdegR(fi) and we have f − r =
∑
i aifi ∈ I
†,r.
We prove the uniqueness of r. We suppose the contrary and deduce a contradiction. Let r′ ∈ R†,r〈X〉
be an element such that f − r′ ∈ I†,r and any non-zero term of r′ is not divisible by any XdegR(fi). We
choose m ∈ N such that δ := Sm(r − r′) belongs to I†,r0 := I ⊗R+〈X〉 R
†,r
0 〈X〉. If we write δ = p
nδ′ such
that δ′ ∈ R†,r0 〈X〉 is not divisible by p in R
†,r
0 〈X〉, then we have δ
′ ∈ I†,r0 by Lemma 3.1.3. We may
identify I†,r0 /pI
†,r
0 with I/pI by Lemma 3.1.10. We denote δ¯
′ := δ′ mod pI†,r0 ∈ I/pI. We also denote
R+1 := R
+/pR+, which is a complete discrete valuation ring with uniformizer S. Then, any non-zero term
of δ¯′ is not divisible by X
deg
R
+
1
(fi mod p)
. Hence, δ¯′ is the reminder of 0 with respect to f1 mod p, . . . , fs
mod p in R1〈X〉. By Lemma 3.2.10, δ¯′ = 0, i.e., δ′ ∈ mod pI
†,r
0 , which contradicts to p ∤ δ
′.
We prove f = I†,r ⇔ r = 0. If f ∈ I†,r, then 0 satisfies the required property for the reminder. Hence,
r = 0 by the uniqueness of the reminder. If r = 0, then f ∈ I†,r by definition.
We prove |r|r′ = |f mod I†,r|r′,qt. Let α ∈ I†,r. Since r satisfies the required condition for the
reminder of f +α, the reminder f +α is equal to r by the uniqueness of the reminder. In particular, the
reminder depends only on the class f mod I†,r. Hence, the assertion follows from
|f mod I†,r|r′,qt = inf
α∈I†,r
|r+ α|r′ ≥ |r|r′ ≥ |f mod I
†,r|r′,qt,
where the first equality follows from (4) and the second inequality follows by definition.
The following is an immediate consequence of the above lemma.
Lemma 3.3.3. Let f1, . . . , fs be a Gro¨bner basis of I. Let f, g ∈ R†,r〈X〉 and r, r′ its reminders with
respect to f1, . . . , fs. Then, we have the following:
(i) The reminder of f + g is equal to r+ r′.
(ii) The reminder r depends only on f mod I†,r; One may call the reminder of f the reminder of f
mod I†,r.
(iii) For λ ∈ R†,r, the reminder of λf is equal to λr. Moreover, if f mod I†,r is divisible by λ ∈ R†,r,
then r is also divisible by λ.
Corollary 3.3.4. Let a ( R†,r be a principal ideal. Then, we have ∩n∈Nan · A†,r = 0.
Proof. Fix a Gro¨bner basis f1, . . . , fs of I. Let f ∈ ∩n∈Nan ·A†,r and r the reminder of f with respect to
f1, . . . , fs. By Lemma 3.3.3 (iii) and the assumption, r ∈ ∩n∈Na
n = 0.
Remark 3.3.5. One can prove that R†,r is a principal ideal domain by using [Ked05b, Proposition 2.6.5].
We do not use this fact in this paper.
3.4 Continuity of connected components for families of affinoids
In this subsection, we will apply the previous results to prove a continuity of connected components of
fibers of families of affinoids.
Lemma 3.4.1. Let f : R → S be a morphism of Noetherian rings and Idem(T ) denote the set of
idempotents for a ring T . If a canonical map f∗ : Idem(R)→ Idem(S) is surjective and f−1∗ ({0}) = {0},
then f∗ : πZar0 (S)→ π
Zar
0 (R) is bijective.
Proof. We first recall a basic fact on commutative algebras: Let A be a ring. Then, finite partitions
of Spec(A) into non-empty open subspaces as a topological space correspond to finite sets of non-zero
idempotents e1, . . . , en of A such that
∑
i ei = 1 and eiej = 0 for all i 6= j. Precisely, e1, . . . , en
corresponds to Spec(Ae1) ⊔ · · · ⊔ Spec(Aen) (for details, see [Bou98, Proposition 15, II, §4, no 3]).
Decompose Spec(R) into the connected components and choose the corresponding idempotents e1, . . . , en
by the above fact. Since the non-zero idempotents f(e1), . . . , f(en) satisfies
∑
1≤i≤n f(ei) = 1 and
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f(ei)f(ej) = 0 for i 6= j, we obtain a finite partition Spec(S) = Spec(Sf(e1))⊔· · ·⊔Spec(Sf(en)). Hence,
we have only to prove that Spec(Sf(ei)) is connected for all 1 ≤ i ≤ n. Let e′ ∈ Idem(Sf(ei)). By regard-
ing e′ ∈ Idem(S), there exists x ∈ Idem(R) such that e′ = f(x). Since xei ∈ Idem(Rei) and Spec(Rei) is
connected by definition, we have xei = 0 or ei. Since we have e
′ = e′f(ei) = f(x)f(ei) = f(xei), we have
e′ = 0 or f(ei). Hence, Sf(ei) has only trivial idempotents, which implies the assertion.
Notation 3.4.2. In the rest of this subsection, unless otherwise is mentioned, let notation be as in
Notation 3.3.1 and Definition 3.1.8. For an Eisenstein prime ideal p of R+, fix a norm | · |p of complete
discrete valuation field κ(p) and denote
Aκ(p) := (A/pA)[S
−1].
We identify R+〈X〉/pR+〈X〉 with Oκ(p)〈X〉 and denote Gauss norm on κ(p)〈X〉 by | · |p. We also denote
the quotient (resp. spectral) norm of | · |p on A/pA and Aκ(p) by | · |p,qt (resp. | · |p,sp). For simplicity, we
also denote |f mod I/pI|p,qt (resp. |f mod I/pI|p,qt) by |f |p,qt (resp. |f |p,qt) for f ∈ κ(p)〈X〉.
For f =
∑
n anX
n ∈ Oκ(p)〈X〉 with non-zero an ∈ Oκ(p), let a˜n ∈ R
+ be a lift of an. Then,
f˜ :=
∑
n a˜nX
n ∈ R+〈X〉 is called a minimal lift of f .
We may apply Construction 3.2.2 to R = Oκ(p) and s1 = πp with the same monomial order  for
O[[S]]. Let f1, . . . , fs be a Gro¨bner basis of I. Then, the images of fi’s in R+/mR+ [X] is a Gro¨bner
basis by Lemma 3.2.6. Hence, the images of fi’s in Oκ(p)〈X〉 is a Gro¨bner basis of I/pI by Lemma 3.2.6
again. In particular, if r is the reminder of f ∈ R+〈X〉 with respect to f1, . . . , fs, then the image of r in
Oκ(p)〈X〉 is the reminder of f mod p with respect to f1 mod p, . . . , fs mod p.
By using our Gro¨bner basis argument, Lemma 3.1.9 can be converted into the following form:
Lemma 3.4.3. Let c ∈ N and let p, q be Eisenstein prime ideals of R+ such that c < inf (deg p, deg q).
Assume that for n ∈ N, we have
|fn|p,qt ≥ |πp|
c
p|f |
n
p,qt, ∀f ∈ Aκ(p).
Then, we have
|fn|q,qt ≥ |πq|
c
q|f |
n
q,qt, ∀f ∈ Aκ(q).
Proof. We fix a Gro¨bner basis f1, . . . , fs of I. We may regard fi mod p’s (resp. fi mod q’s) as a Gro¨bner
basis of I/pI (resp. I/qI). To prove the assertion, we may assume that f ∈ A/qA. Let r ∈ Oκ(q)〈X〉
be the reminder of f . We have |f |q,qt = |r|q = |πq|mq for some m ∈ N. To prove the assertion, we may
assume |f |q,qt = |r|q = 1 by replacing f , r by f/πmq , r/π
m
q .
Let r˜ ∈ R+〈X〉 be a minimal lift of r and let f˜ ∈ A denote the image of r˜. Denote by rn ∈ R+〈X〉
the reminder of f˜n. Then, we have
|rn mod p|p = |f˜
n mod p|p,qt ≥ |πp|
c
p|f˜ mod p|
n
p,qt
by Lemma 3.2.13 and assumption. By |r|q = 1, the coefficient of someX
n in r belongs to O×κ(p). Therefore,
the coefficient of Xn in r˜, hence, in r˜ mod p are units. Therefore, we have
|f˜ mod p|p,qt = |˜r mod p|p = 1,
hence, |rn mod p|p ≥ |πp|cp. By applying Lemma 3.1.9 to the coefficient λ of rn such that |λ mod p|p ≥
|πp|c, we have |rn mod q|q ≥ |πq|cq. Since rn mod q is the reminder of f
n, we have |fn|q,qt = |rn
mod q|q ≥ |πq|cq by Lemma 3.2.13, which implies the assertion.
The following lemma can be considered as an analogue of Hensel’s lemma.
Lemma 3.4.4 (cf. [Xia10, Theorem 1.2.11]). Assume that there exists c ∈ R≥0 such that
| · |p,sp ≥ |πp|
c| · |p,qt on Aκ(p).
Then, for all r ∈ Q>0 ∩ [1/ deg p, 1/2c), there exists a canonical bijection
πZar0 (Aκ(p))→ π
Zar
0 (A
†,r).
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Proof. Replacing c by ⌊c⌋, we may assume c ∈ N. Denote by α the canonical map Idem(A†,r) →
Idem(Aκ(p)). By Lemma 3.4.1, we have only to prove that we have α
−1({0}) = {0} and α is surjective.
Let e ∈ Idem(A†,r) such that α(e) = 0. Then, we have e ∈ p · A†,r. Since e = en, we have e ∈
∩n∈Npn · A†,r = 0 by Corollary 3.3.4, which implies the first assertion. We will prove the surjectivity of
α. Let e ∈ Idem(Aκ(p)). Since |e|p,sp = 1 ≥ |πp|
c
p|e|p,qt by assumption, we have e ∈ π
−c
p A/pA. Hence, we
can choose e′ ∈ A such that e ≡ S−ce′ mod p. Put h0 := S−2c(e′
2 − Sce′) ∈ A[S−1]. Since
e′
2
− Sce′ ≡ (Sce)2 − Sc · Sce ≡ S2c(e2 − e) ≡ 0 mod p,
we have h0 ∈ pS
−2c ·A. Since p ⊂ (p, Se)R+, we obtain
|h0|r,qt ≤ sup (|S|
e, |p|)|S|−2c = |p1−2cr| < 1.
We define sequences {fn} and {hn} in A[S−1] inductively as follows: Put f0 := S−ce′ and let h0 be as
above. For n ≥ 0, we put
fn+1 := fn + hn − 2hnfn, hn+1 := f
2
n+1 − fn+1 ∈ A[S
−1].
Note that for n ∈ N, we have
fn+1 = −f
2
n(2fn − 3), fn+1 − 1 = −(fn − 1)
2(2fn + 1),
hence, hn+1 = f
2
n(fn − 1)
2(4f2n − 4hn − 3) = h
2
n(4hn − 3). Then, we have
|hn+1|r,qt ≤ |hn|
2
r,qt sup (|hn|r,qt, 1).
Therefore, by induction on n, we have |hn|r < 1, hence, |hn+1|r ≤ |hn|3r. In particular, we have |hn|r →
0 (n→∞). We also have
sup (|fn+1|r,qt, 1) ≤ sup (|fn|r,qt, |hn|r,qt, |hn|r,qt|fn|r,qt, 1) = sup (|fn|r,qt, 1),
hence, sup (|fn|r,qt, 1) ≤ sup (|f0|r,qt, 1). Therefore, we have
|fn+1 − fn|r,qt = |hn(1 − 2fn)|r,qt ≤ |hn|r,qt sup (|fn|r,qt, 1) ≤ |hn|r,qt sup (|f0|r,qt, 1),
in particular, {fn}n is a Cauchy sequence in A†,r with respect to | · |r,qt. Denote by f := limn→∞ fn.
Since f2 − f = limn→∞ hn = 0, f is an idempotent of A†,r . Since we have hn ∈ p · A†,r by induction on
n, f ≡ f0 ≡ e mod p, i.e., α(f) = e.
Proposition 3.4.5 (Continuity of connected components). Assume that Aκ(p) is reduced.
(i) There exists c ∈ R≥0 such that
| · |(p),sp ≥ |S|
c
(p)| · |(p),qt on Aκ(p).
We fix such a c in the following.
(ii) Let n ∈ N≥2 and p an Eisenstein prime ideal of R+ such that deg p > nc. Then, we have
| · |p,sp ≥ |πp|
nc
n−1
p | · |p,qt on Aκ(p).
(iii) Let p be an Eisenstein prime ideal of R+ such that deg p > 3c. Then, for r ∈ Q>0∩ [1/ deg p, 1/2c),
there exists a canonical bijection
πZar0 (Aκ(p))→ π
Zar
0 (A
†,r).
In particular, we have
#π0(Aκ(p)) = #π0(Aκ(p)) = #π
Zar
0 (A
†,r).
Proof. (i) By assumption, | · |(p),sp is equivalent to | · |(p),qt on Aκ(p). Hence, there exists λ ∈ R>0 such
that | · |sp ≥ λ| · |qt. By |1|sp = |1|qt = 1, we have λ ≤ 1. Hence, c = log|S| λ ≥ 0 satisfies the
condition.
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(ii) By (i), we have
|fn|(p),qt ≥ |f
n|(p),sp = |f |
n
(p),sp ≥ |S|
nc
(p)|f |
n
(p),qt, ∀f ∈ Aκ(p).
By Lemma 3.4.3, we obtain
|fn|p,qt ≥ |πp|
nc
p |f |
n
p,qt, ∀f ∈ Aκ(p).
By using this inequality iteratively, we obtain
|fn
i
|p,qt ≥ |πp|
nc+n2c+···+nic
p |f |
ni
p,qt = |πp|
nc(ni−1)
n−1
p |f |
ni
p,qt, ∀f ∈ Aκ(p).
Hence, for all f ∈ Aκ(p), we have |f |p,sp = infi∈N |f
ni |
1/ni
p,qt ≥ |πp|
nc/(n−1)
p |f |p,qt.
(iii) When p = (p), the assertion follows from (i) and Lemma 3.4.4. We consider the case of p 6= (p).
By applying Lemma 3.4.4 to the inequality in (ii) with n = 3, we obtain the assertion for r ∈
Q ∩ [1/ deg p, 1/3c). For general r ∈ Q ∩ [1/ deg p, 1/2c), the assertion is reduced to the previous
case by taking πZar0 of the following commutative diagram
Aκ(p)
id
A†,r
can.oo can. //
can.

Aκ(p)
id
Aκ(p) A
†, 1deg pcan.oo can. // Aκ(p).
Remark 3.4.6. In [Xia10, Theorem 1.2.11], Xiao proves #π0(Aκ(p)) = #π
Zar
0 (A
†,r) under a slightly
mild hypothesis on A (cf. [Xia10, Hypothesis 1.1.10]) by a similar idea. To generalize Xiao’s result for
Eisenstein prime ideals, it seems to be needed to assume that A is flat over R.
To obtain a geometric version of this proposition, we need the following lifting lemma.
Lemma 3.4.7. Let p be an Eisenstein prime ideal of R+ and L/κ(p) a finite extension. Let O′ be a
Cohen ring of kL and put R
′ := O′[[T ]]. Then, there exists a finite flat morphism α : R+ → R′ and an
isomorphism R′/pR′ ∼= OL as R+/p-algebras. Moreover, for any Eisenstein prime q of R+, qR′ is again
an Eisenstein prime ideal with degree eL/κ(p) deg(q).
Proof. We can define α by a similar way to the definition of β in Construction 1.6.3: We fix an O′-
algebra structure on OL. Let f : R′ → OL be the local O′-algebra homomorphism, which maps T to a
uniformizer πL of L. Write πp = π
eL/κ(p)
L u¯ with u ∈ O
×
L . Since f is surjective by Nakayama’s lemma,
we can choose a lift u ∈ (R′)× of u¯. Since R+ is p-adically formally smooth over Z[S], we can define a
morphism α : R+ → R′, which maps S to T eL/κ(p)u, by the lifting property.
We claim that pR′ is an Eisenstein prime. Let P be an Eisenstein polynomial of O[S], which generates
p. We have P ≡ T deg(p)eL/κ(p)u mod pR′ for some unit u ∈ R′. By Weierstrass preparation theorem,
there exists a distinguished polynomial Q(T ) of degree deg(p)eL/κ(p) and a unit U(T ) ∈ R
′ such that
P = Q(T )U(T ). By evaluating T = 0, Q(0) is equal to p times a unit of O′, which implies the claim. In
particular, R′/pR′ is a discrete valuation ring. Hence, the canonical surjection R′/pR′ → OL induced by
f is an isomorphism. By Nakayama’s lemma and the local criteria of flatness, α is finite flat. The second
assertion also follows from Weierstrass preparation theorem.
The following is our main result of this subsection:
Proposition 3.4.8 (Continuity of geometric connected components). Assume that Aκ(p) is geometrically
reduced.
(i) If all connected components of Aκ(p) are geometrically connected, then all connected components of
Aκ(p) are also geometrically connected for all Eisenstein prime ideals p of R
+ with deg p≫ 0.
(ii) For all Eisenstein prime ideals p of R+ with deg p≫ 0, we have
#πgeom0 (Aκ(p)) = #π
geom
0 (Aκ(p)).
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Proof. (i) By assumption, there exists c ∈ R≥0 such that | · |(p),sp ≥ |S|
c
(p)| · |(p),qt on Aκ(p)⊗κ(p)κ(p)
alg.
We prove that any Eisenstein prime ideal p of R+ with deg(p) > 3c satisfies the condition. Let
L/κ(p) be any finite extension. Let R′ be as in Lemma 3.4.7. Since R′ is finite flat over R+,
we have R+〈X〉 ⊗R+ R
′ ∼= R′〈X〉 and I ′ := I ⊗R+〈X〉 R
′〈X〉 ∼= I · R′〈X〉. Hence, we can apply
Proposition 3.4.5 to R+ = R′, I = I ′ and A = A′ := A⊗R+ R
′ ∼= R′〈X〉/I ′: Note that ceL/κ(p) can
be taken as c in Proposition 3.4.5 (i). Therefore, by applying Proposition 3.4.5 (iii), we have
#πZar0 (Aκ(p) ⊗κ(p) L) = #π
Zar
0 (A
′
κ(pR′)) = π
Zar
0 (A
′
κ(p)) = #π
Zar
0 (Aκ(p)) = #π
Zar
0 (Aκ(p)),
where the third equality follows from assumption. Therefore, we have #πgeom0 (Aκ(p)) = #π0(Aκ(p)),
which implies the assertion.
(ii) Let L/κ(p) be a finite extension such that all connected components of Aκ(p) ⊗κ(p) L are geomet-
rically connected. Let R′ be a lifting of OL as in Lemma 3.4.7 and A′ as in the proof of (i). By
applying (i) and Proposition 3.4.5 (iii), we obtain the assertion.
3.5 Application: Ramification compatibility of fields of norms
In this subsection, we prove Theorem 3.5.3, which is the ramification compatibility of Scholl’s equivalence
in Theorem 1.8.3, as an application of our Gro¨bner basis argument.
We first construct a characteristic zero lift of Abbes-Saito space in characteristic p.
Lemma 3.5.1. Let F/E be a finite extension of complete discrete valuation fields of characteristic p.
Assume that the residue field extension kF /kE is either trivial or purely inseparable. For m ∈ N, we
denote X := (X0, . . . , Xm) and Y := (Y0, . . . , Ym).
(i) ([Xia10, Notation 3.3.8]) For some m ∈ N, there exist a set of generators {z0, . . . , zm} of OF with
z0 a uniformizer of F as an OE-algebra and a set of generators {p0, . . . , pm} of the kernel of the
OE-algebra homomorphism OE〈X〉։ OF ;Xj 7→ zj such that
p0 = X
eF/E
0 + πEη0,
pj = X
fj
j − εj +X0δj + πEηj for 1 ≤ j ≤ m
where δj , ηj ∈ OE〈X〉, εj ∈ OE〈X0, . . . , Xj−1〉 and fj ∈ N.
(ii) Let  be the lexicographic order on OE〈X〉 defined by Xm ≻ · · · ≻ X0. By regarding πE as a regular
system of parameter of OE , we apply Construction 3.2.2. Then, we have LTOE (p
n
0 ) = X
neF/E
0 for
all n ∈ N. Let l, n ∈ N>0 such that pln ≥ eF/E. Then, for 1 ≤ j ≤ m, there exists θj,l,n ∈ OE〈X〉
such that LTOE (p
pln
j − p
⌊pln/eF/E⌋
0 θj,l,n) = uX
fjp
ln
j for some unit u ∈ 1 + πEOE .
(iii) (cf. [Xia10, Example 1.3.4.]). Fix an isomorphism E ∼= kE((S)). Let O be a Cohen ring of kE
and R := O[[S]] with a canonical projection R → OE. Fix a lift Pj ∈ R〈X〉 of pj for all j. Let
α ∈ Nm+1, β ∈ Nm+1>0 . Assume that ⌊βj/eF/E⌋ ≥ β0 for all 1 ≤ j ≤ m, and there exists l ∈ N>0
such that pl|βj for all 1 ≤ j ≤ m. Then, the R-algebra
Aα,β := R〈X,Y 〉/(S
αjYj − P
βj
j , 0 ≤ j ≤ m).
is R-flat. Moreover, the fiber of Aα,β at any Eisenstein prime p of R is an affinoid variety, which
gives rise to the following affinoid subdomain of Dm+1κ(p)
Dm+1(|πp|
−αj/βj (Pj mod p), 0 ≤ j ≤ m).
Proof. (i) See [Xia10, Construction 3.3.5] for details.
(ii) Since the coefficient of X
neF/E
0 in p
n
0 is equal to 1, the first assertion follows from p
n
0 ≡ X
neF/E
0
mod πE . We prove the second assertion. Put θj,l,n := X
pln−eF/E⌊p
ln/eF/E⌋
0 δ
pln
j . Since
pp
ln
j ≡ X
plnfj
j − ε
pln
j +X
pln
0 δ
pln
j ≡ X
plnfj
j − ε
pln
j + p
⌊pln/eF/E⌋
0 θj,l,n mod πE ,
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we have LTkE (p
pln
j − p
⌊pln/eF/E⌋
0 θj,l,n mod πE) = LTkE (X
plnfj
j − ε
pln
j mod πE) = X
fjp
ln
j , which
implies the assertion.
(iii) The last assertion is trivial. We prove the first assertion. Let  be the lexicographic order on
OE〈X,Y 〉 defined by Xm ≻ · · · ≻ X0 ≻ Ym ≻ · · · ≻ Y0. By regarding {p, S} as a regular system of
parameter of R, we apply Construction 3.2.2. For 1 ≤ j ≤ m, we choose a lift of θj,l,βj/pl and denote
by Θj for simplicity. Then, the ideal (S
αjYj −P
βj
j , 0 ≤ j ≤ m) is generated by Q0 := S
α0Y0−P
β0
0
and
Qj := S
αjYj − P
βj
j − (S
α0Y0 − P
β0
0 )P
⌊βj/eF/E⌋−β0
0 Θj
for 1 ≤ j ≤ m. We have only to prove that LTR/mR(−Qj mod mR) are relatively prime monic
monomials by Proposition 3.2.12. We have LTR/mR(Q0 mod mR) = −LTR/mR(p
β0
0 ) = −X
eF/Eβ0
0 .
Since
Qj ≡ −p
βj
j + p
⌊βj/eF/E⌋
0 θj,l,βj/pl mod mR,
we have LTR/mR(Qj mod mR) = −X
fjβj
j by (ii), which implies the assertion.
In the rest of this subsection, let notation be as in Definition 1.8.1.
Lemma 3.5.2. Fix an isomorphism XK ∼= kK((Π)) and let O be a Cohen ring of kK and R := O[[Π]].
(i) There exists a surjective local ring homomorphism φn : R→ OKn for all sufficiently large n making
the diagram commutative
R
φn

can. // // X+K
prn

OKn
can. // // OKn/ξOKn ,
and ker (φn) is an Eisenstein prime ideal of R. We fix φn in the following and denote pn := ker (φn).
(ii) Let r ∈ Q>0 and L∞/K∞ a finite extension and L = {Ln}n>0 a corresponding strictly deeply
ramified tower. Assume that the residue field extension of XL/XK is either trivial or purely in-
separable. Then, there exists a flat R-algebra ASr (resp. ASrlog) of the form R〈X〉/I for an ideal
I ⊂ R〈X〉, whose fiber at (p), pn are isomorphic to Abbes-Saito spaces asrXL/XK,•, as
r
Ln/Kn,•
(resp.
asrXL/XK,•,•, as
r
Ln/Kn,•,•
) for all sufficiently large n.
(iii) Let notation and assumption be as in (ii). For all sufficiently large n, we have
#Fr(XL) = #F
r(Ln), #F
r
log(XL) = #F
r
log(Ln).
Proof. Denote E := XK and F := XL.
(i) For all sufficiently large n, the projection prn : OE → OKn/ξOKn induces an isomorphism Φn :
kK → kKn of the residue fields. Hence, we can choose an embedding O → OKn lifting Φn. Let πKn
be a uniformizer of OKn , which is a lift of prn(Π) ∈ OKn/ξOKn . By the formally e´taleness of the
O-algebra homomorphism O[Π] → R; Π 7→ Π, we obtain φn, which maps Π to πKn . Since OKn/O
is totally ramified, the kernel of φn is generated by an Eisenstein polynomial.
(ii) Fix ξ′ ∈ OK∞ such that 0 < vp(ξ
′) < vp(ξ) and {Ln}n>0 is strictly deeply ramified with respect to
ξ′. We denote the composite can ◦ prn : OE → OKn/ξOKn → OKn/ξ
′OKn by prn again. Fix an
expression r = a/b with a, b ∈ N. Also, fix l ∈ N such that pl ≥ eF/E . Define α, αlog, β, βlog ∈ N
l
as α0 := a, αlog,0 := a + b, β0 := βlog,0 := b, αj = αlog,j = ap
l, βj = βlog,j := bp
l for 1 ≤ j ≤ m.
Then, we can apply Lemma 3.5.1 to the finite extension F/E: In the following, we use the notation
as in the lemma. We will prove that Aα,β (resp. Aαlog,βlog
) satisfies the desired condition. We first
consider in the non-log case. By Lemma 3.5.1 (iii), the fiber of Aα,β at (p) is isomorphic to as
r
F/E,Z ,
where Z = {z0, . . . , zm}. Recall that we have a canonical surjection prn : OF → OLn/ξ
′OLn for
all sufficiently large n. We choose a lift z
(n)
j ∈ OLn of prn(zj) ∈ OLn/ξ
′OLn . Then, z
(n)
j ’s is a
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generator of OLn as an OKn -algebra by Nakayama’s lemma and z
(0)
j is a uniformizer of OLn by
Lemma 3.5.1 (i). We consider the surjection ϕn : OKn〈X〉 → OLn ;Xj 7→ z
(n)
j and choose a lift
p
(n)
j ∈ ker (ϕn) of prn(pj) ∈ OKn/ξ
′OKn [X]:
OE〈X〉
prn

Xj 7→zj // // OF
prn

OKn/ξ
′OKn [X]
Xj 7→prn(zj) // // OLn/ξ
′OLn
OKn〈X〉
ϕn;Xj 7→z
(n)
j // //
can.
OOOO
OLn .
can.
OOOO
By Nakayama’s lemma, p
(n)
j ’s is a generator of ker (ϕn). We may assume vKn(ξ
′) ≥ r by choosing
n sufficiently large. Since φn(Pj) ≡ p
(n)
j mod (ξ
′), we have |φn(Pj)(x)| ≤ |πKn |
r if and only if
|p
(n)
j (x)| ≤ |πKn |
r for any x ∈ Om+1
K
. This implies that the fiber of ASr at pn is isomorphic to
asr
Ln/Kn,Z(n)
, where Z(n) = {z
(n)
0 , . . . , z
(n)
m }, which implies the assertion. In the log case, a similar
proof works if we choose n sufficiently large such that vKn(ξ
′) ≥ r + 1.
(iii) By applying Proposition 3.4.8 to ASr and ASrlog, we obtain the assertion.
The following is the main theorem in this subsection. See [Hat14, § 6] for an alternative proof.
Theorem 3.5.3. Let L∞/K∞ be a finite separable extension and L = {Ln}n>0 a corresponding strictly
deeply ramified tower. Then, the sequence {b(Ln/Kn)}n>0 (resp. {blog(Ln/Kn)}n>0) converges to
b(XL/XK) (resp. blog(XL/XK)).
Proof. Since the non-log and log ramification filtrations are invariant under base change, so are the non-
log and log ramification breaks. Hence, we may assume that the residue field extension of XL/XK is
either trivial or purely inseparable by replacing K∞ and L∞ by its maximal unramified extensions. We
first prove in the non-log case. Recall that we have [XL : XK] = [Ln : Kn] for all sufficiently large n by
Theorem 1.8.3. For r ∈ Q>0 such that b(XL/XK) < r, we have #Fr(Ln) = #Fr(XL) = [Ln : Kn] for
all sufficiently large n by Lemma 3.5.2. Hence, we have lim supn b(Ln/Kn) ≤ b(XL/XK). For r ∈ Q>0
such that b(XL/XK) > r, we have #Fr(Ln) = #Fr(XL) < [Ln : Kn] for all sufficiently large n by
Lemma 3.5.2 and the definition of Fr. Hence, we have lim infn b(Ln/Kn) ≥ b(XL/XK). Therefore, we
have b(XL/XK) ≤ lim infn b(Ln/Kn) ≤ lim supn b(Ln/Kn) ≤ b(XL/XK), which implies the assertion. In
the log case, the same argument replaced b and Fr by blog and Frlog works.
The following representation version of Theorem 3.5.3 will be used in the proof of Main Theorem 4.7.1.
Lemma 3.5.4. Let F/Qp be a finite extension and V ∈ Rep
f
F (GKn) a finite F -representation for some
n. We identify GXK with GK∞ by the equivalence in Theorem 1.8.3.
(i) For m ≥ n, let Lm (resp. L∞, X ′) be the finite Galois extension corresponding to the kernel of the
action of GKm (resp. GK∞ , GXK) on V . Then, L∞ corresponds to X
′ under the equivalence in
Theorem 1.8.3 and {Lm}m≥n is a strictly deeply ramified tower corresponding to L∞.
(ii) The sequences {ArtAS(V |Km)}m≥n and {Swan
AS(V |Km)}m≥n are eventually stationary and their
limits are equal to ArtAS(V |XK) and Swan
AS(V |XK ).
Proof. (i) The first assertion is trivial. We prove the second assertion. Since GLn ∩GKm = GLm for all
m ≥ n, we have Lm = LnKm. Therefore, {Lm} is a strictly deeply ramified tower corresponding to
L′∞ := ∪mLm. Hence, we have only to prove that L∞ = L
′
∞. Let ρ : GKn → GL(V ) be a matrix
presentation of V . By the commutative diagram
1 // GL∞
inc. // GK∞ _
can.

ρ // GL(V )
id

1 // GLm
inc. // GKm
ρ|GKm// GL(V ),
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where the horizontal sequences are exact, we obtain a canonical injection GL∞ →֒ GLm . Therefore,
we have Lm ⊂ L∞, hence, L′∞ ⊂ L∞. To prove the converse, we have only to prove [L∞ : K∞] ≤
[L′∞ : K∞]. Since (K∞ ∩ Ln)/Kn is finite, we have K∞ ∩ Ln = Km ∩ Ln for sufficiently large m,
in particular,
[L′∞ : K∞] = [LnK∞ : K∞] = [Ln : K∞ ∩ Ln] = [Ln : Km ∩ Ln] = [LnKm : Km] = [Lm : Km].
Then, the assertion follows from
[L∞ : K∞] = #ρ(GK∞) ≤ #ρ(GKm) = [Lm : Km].
(ii) By Maschke’s theorem, there exists an irreducible decomposition V |XK = ⊕λV
λ with V λ ∈
RepfF (GXK). We choose m0 ∈ N such that the canonical map GL∞/K∞ → GLm/Km is an isomor-
phism for all m ≥ m0. Then, V λ is GKm -stable for all m ≥ m0. Moreover, V
λ|Km ∈ Rep
f
F (GKm)
is irreducible. For m ≥ m0, let Lλm/Km be the finite Galois extension corresponding to the kernel
of the action of GKm on V
λ. By (i), Lλ = {Lλm}m≥m0 is a strictly deeply ramified tower and XLλ
corresponds to the kernel of the action of GXK on V
λ. By the irreducibility of the action of GKm
(resp. GXK) on V
λ, we have
ArtAS(V λ|Km) = b(L
λ
m/Km) dimF (V ),
ArtAS(V λ|XK) = b(XLλ/XK) dimF (V )
for m ≥ m0. By applying Theorem 3.5.3 to each Lλ, we have limm→∞Art(V |Km) = Art(V |XK).
Note that Km is not absolutely unramified for sufficiently large m. Indeed, the definition of strictly
deeply ramifiedness implies that Km+1/Km is not unramified. By Theorem 1.5.1, the convergence
of {Art(V |Km)} implies that {Art(V |Km)} is eventually stationary, which implies the assertion for
Artin conductor. The assertion for Swan conductor follows from the same argument by replacing
Art, b by Swan, blog.
Remark 3.5.5 (Some Hasse-Arf property). Let notation be as in Lemma 3.5.4 and let p = 2. By Theo-
rem 1.7.10 and Lemma 3.5.4 (ii), Swan(V |Km) is an integer for all sufficiently largem (cf. Theorem 1.5.1).
4 Differential modules associated to de Rham representations
In this section, we first construct NdR(V ) for de Rham representations V ∈ RepQp(GK) as a (ϕ,ΓK)-
module (§ 4.2). Then, we prove that NdR(V ) can be endowed with a (ϕ,∇)-module structure (§ 4.4).
Then, we define Swan conductors of de Rham representations (§ 4.6) and we will prove that the differential
Swan conductor of NdR(V ) and Swan conductor of V are compatible (§ 4.7).
Throughout this section, let K be a complete discrete valuation field of mixed characteristic (0, p).
Except for § 4.6, we assume that K satisfies Assumption 1.9.1, and we use the notation of § 1.3.
4.1 Calculation of horizontal sections
When kK is perfect, NdR(V ) is constructed by gluing a certain family of vector bundles over Kn[[t]] for
n≫ 0 ([Ber08a, II 1]). When kK is not perfect,Kn[[t]] should be replaced by the ring of horizontal sections
of Kn[[u, t1, . . . , td]] with respect to the connection ∇
geom, which will be studied in this subsection.
Definition 4.1.1. (i) We have a canonical Kn-algebra injection
Kn[[t, u1, . . . , ud]]→ B
+
dR
since B+dR is a complete local K
alg-algebra. We call the topology of Kn[[t, u1, . . . , ud]] as a subring
of B+dR (endowed with the canonical topology) the canonical topology. Note that Kn[[t, u1, . . . , ud]]
is stable by GK and the GK-action factors through ΓK .
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(ii) Let F be a complete valuation field. The Fre´chet topology on
F [[X1, . . . , Xn]] ∼= lim←−
m
F [X1, . . . , Xn]/(X1, . . . , Xn)
m
is the inverse limit topology, where F [X1, . . . , Xn]/(X1, . . . , Xn)
m is endowed with the (unique)
topological F -vector space structure. Note that F [[X1, . . . , Xn]] is a Fre´chet space, and that the
(X1, . . . , Xn)-adic topology of F [[X1, . . . , Xn]] is finer than the Fre´chet topology.
Lemma 4.1.2. The Fre´chet topology and the canonical topology of Kn[[t, u1, . . . , ud]] are equivalent. In
particular, Kn[[t, u1, . . . , ud]] is a closed subring of B
+
dR.
Proof. Denote Vm := Kn[t, u1, . . . , ud]/(t, u1, . . . , ud)
m and we identify Kn[[t, u1, . . . , ud]] with lim←−m
Vm.
If we endow Vm with the (unique) topological Kn-vector space structure, then the resulting inverse limit
topology is the Fre´chet topology. We have a canonical injection Vm → B
+
dR/(t, u1, . . . , ud)
m. If we endow
Vm with the subspace topology as a subset of B
+
dR/(t, u1, . . . , ud)
m, which is endowed with the canonical
topology, then the resulting inverse limit topology is the canonical topology. Since B+dR/(t, u1, . . . , ud)
m
is Kn-Banach space by definition, Vm endowed with this topology is a topological Kn-vector space, which
implies the assertion.
Notation 4.1.3. For n ∈ N, we denote by Kn[[t, u1, . . . , ud]]∇ the subring Kn[[t, u1, . . . , ud]]∇
geom=0 =
B∇+dR ∩ Kn[[t, u1, . . . , ud]] of B
∇+
dR . We call the subspace topology of Kn[[t, u1, . . . , ud]]
∇ as a subring of
B+dR (endowed with the canonical topology) the canonical topology. Note that Kn[[t, u1, . . . , ud]]
∇ is a
closed subring of B∇+dR since the connection ∇
geom : B+dR → B
+
dR ⊗K Ωˆ
1
K is continuous and B
∇+
dR is closed
in B+dR.
Lemma 4.1.4. The ring Kn[[t, u1, . . . , ud]]
∇ is a complete discrete valuation ring with residue field Kn
and uniformizer t.
Proof. We define a map
f : Kn[t, u1, . . . , ud]→ Kn[[t, u1, . . . , ud]];x 7→
∑
(n1,...,nd)∈Nd
(−1)n1+···+nd
n1! . . . nd!
un11 . . . u
nd
d ∂
n1
1 ◦ · · · ◦ ∂
nd
d (x).
It is easy to check that this is an abstract ring homomorphism such that Im(f) ⊂ Kn[[t, u1, . . . , ud]]
∇,
f(tx) = tf(x) for all x ∈ Kn[t, u1, . . . , ud] and f(uj) = 0 for all j. In particular, f is (t, u1, . . . , ud)-
adically continuous. Passing to the completion, we obtain a ring homomorphism f : Kn[[t, u1, . . . , ud]]→
Kn[[t, u1, . . . , ud]]
∇. Since f is identity on Kn[[t, u1, . . . , ud]]
∇, f is surjective and f induces a surjection
f¯ : Kn[[t]] ∼= Kn[[t, u1, . . . , ud]]/(u1, . . . , ud)→ Kn[[t, u1, . . . , ud]]
∇,
where the first isomorphism is induced by the inclusion Kn[[t]] ⊂ Kn[[t, u1, . . . , ud]]. Since f¯(t) = t is
non-zero, f¯ is an isomorphism, which implies the assertion.
Lemma 4.1.5. The t-adic topology is finer than the canonical topology in Kn[[t, u1, . . . , ud]]
∇.
Proof. Denote Kn[[t, u1, . . . , ud]]
∇ by R and we identify R with lim
←−m
R/tmR. If we endow R/tmR with
the discrete topology, then the resulting inverse limit topology is the t-adic topology. By Lemma 4.1.4
and de´vissage, the canonical map R/tmR → Kn[t, u1, . . . , ud]/(t, u1, . . . , ud)m is injective. If we endow
R/tmR with the subspace topology as a subset of Kn[t, u1, . . . , ud]/(t, u1, . . . , ud)
m, which is endowed
with the (unique) topological Kn-vector space structure, then the resulting inverse limit topology is the
canonical topology. Since the discrete topology is the finest topology, we obtain the assertion.
The map f defined in the proof of Lemma 4.1.4 is continuous when K = K˜:
Lemma 4.1.6. Let ϕ : OK˜ → OK˜ be the unique Frobenius lift characterized by ϕ(tj) = t
p
j for all 1 ≤
j ≤ d. Then, the map f : K˜n[[t, u1, . . . , ud]] → K˜n[[t, u1, . . . , ud]]∇ defined in the proof of Lemma 4.1.4
is continuous with respect to the Fre´chet topologies.
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Proof. By the definition of f , we have only to prove the following claim: For all m ∈ N and 1 ≤ j ≤ d,
we have
∂mj (OK˜) ⊂ m!OK˜ .
We first note that by the commutativity of d and ϕ∗ : Ωˆ
1
O
K˜
→ Ωˆ1O
K˜
, we have
∂j ◦ ϕ
i = pitp
i−1
j ϕ
i ◦ ∂j (5)
for all i ∈ N and 1 ≤ j ≤ d. We prove the claim. Fix m and choose i ∈ N such that vp(m!) ≤ i. Since
kK˜ = k
pi
K˜
[t¯1, . . . , t¯d], we have OK˜ = ϕ
i(OK˜)[t1, . . . , td] by Nakayama’s lemma. By Leibniz rule, we have
∂mj (ϕ
i(λ)ta11 . . . t
ad
d ) =
∑
0≤m0≤m
(
m
m0
)
∂m0j (ϕ
i(λ))ta11 . . . ∂
m−m0
j (t
aj
j ) . . . t
ad
d (6)
for λ ∈ OK˜ and a1, . . . , ad ∈ N. We have ∂
m0
j (ϕ
i(λ)) ∈ piOK˜ ⊂ m!OK˜ unless m0 = 0 by (5), and
∂mj (t
aj
j ) ∈ m!OK˜ . Hence, the RHS of (6) belongs to m!OK˜ , which implies the claim.
4.2 Construction of NdR
In this subsection, we will construct NdR(V ), as a (ϕ,ΓK)-module, for de Rham representations V . The
idea of construction is similar to Berger’s idea ([Ber08a, § II]), i.e., gluing a compatible family of vector
bundles over Kn[[t, u1, . . . , ud]]
∇ to obtain a vector bundles over B†,rrig .
Notation 4.2.1. For n ∈ N, put r(n) := 1/pn−1(p − 1). For r ∈ Q>0, let n(r) ∈ N be the least integer
n such that r ≥ r(n).
For eachK, we fix r0 such that AK has enough r0-units (Construction 1.6.1) and A
†,r
K
∼= O′((π′))
†,r/e
K/K˜
for all r ∈ Q>0 ∩ (0, r0) (Lemma 1.10.2), where O′ is a Cohen ring of kEK . In the rest of this section, let
r ∈ Q>0, and when we consider A
†,r
K , B
†,r
K and B
†,r
rig,K , we tacitly assume r ∈ Q>0∩ (0, r0) unless otherwise
is mentioned. Moreover, for V ∈ RepQp(GK), we further choose r0 sufficiently small (however, it depends
on V ) such that D†,r(V ) admits a B†,rK -basis for all r ∈ (0, r0). Note that A
†,r
K , B
†,r
K are PID’s and B
†,r
rig,K
is a Be´zout integral domain.
Definition 4.2.2. Let r > 0 and n ∈ N such that n ≥ n(r). For x =
∑
k≫−∞ p
k[xk] ∈ B˜†,r , the sequence
{
∑
k≤N p
k[xp
−n
k ]}N∈Z converges in B
∇+
dR . Moreover, if we put
ιn : B˜
†,r → B∇+dR ;x 7→
∑
k≫−∞
pk[xp
−n
k ],
then ιn is a continuous ring homomorphism (see the proof of [AB10, Lemme 7.2] for details). Since B
∇+
dR
is Fre´chet complete, ιn extends to a continuous ring homomorphism
ιn : B˜
†,r
rig → B
∇+
dR .
We also denote by ιn the restriction of ιn to B˜
†,r
rig,K or B
†,r
rig,K . Unless otherwise is mentioned, we also
denote by ιn the composite of ιn and the inclusion B
∇+
dR ⊂ B
+
dR.
Lemma 4.2.3. For x ∈ B†,rrig,K , the following are equivalent:
x ∈ (B†,rK )
× ⇔ x ∈ (B†,rrig,K)
× ⇔ x has no slopes⇔ x ∈ (B˜†,rK )
× ⇔ x ∈ (B˜†,rrig,K)
×.
Proof. Note that the slopes of x as an element of B†,rrig,K or B˜
†,r
rig,K are the same by definition (cf. § 2).
Therefore, the assertion follows from [Ked05b, Corollary 2.5.12].
Lemma 4.2.4. Let B be one of {B†,rK ,B
†,r
rig,K , B˜
†,r
K , B˜
†,r
rig,K}. Then, we have
ker (θ ◦ ιn : B → Cp) = ϕ
n−1(q)B
for n ≥ n(r).
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Proof. Note that since E˜K and E˜KK˜pf are isomorphic, the associated analytic rings B˜
†,r
rig,K and B˜
†,r
rig,KK˜pf
are isomorphic. Hence, in the case of B = B˜†,rrig,K , it follows from [Ber08a, Proposition 4.8]. By regarding
Cp as the completion of an algebraic closure of K˜
pf and applying [Ber08a, Remarque 2.14], we have
ker (θ ◦ ιn : B˜†,r → Cp) = ϕn−1(q)B˜†,r . Since (B˜†,r)HK = B˜
†,r
K and ϕ
n−1(q) ∈ B˜†,rK , we obtain the assertion
for B = B˜†,rK . We will prove the assertion for B = B
†,r
rig,K . Let x ∈ ker (θ ◦ ιn : B
†,r
rig,K → Cp). Since B
†,r
rig,K
is a Be´zout integral domain, we have (x, ϕn−1(q)) = (y) for some y ∈ B†,rrig,K . Let y
′ ∈ B†,rrig,K such that
ϕn−1(q) = yy′. Since y ∈ ker (θ ◦ ιn : B˜
†,r
rig,K → Cp) = ϕ
n−1(q)B˜†,rrig,K , we have y = ϕ
n−1(q)y′′ for some
y′′ ∈ B˜†,rrig,K , hence, y
′y′′ = 1. By Lemma 4.2.3, y′ is a unit in B†,rrig,K . Hence, we have x ∈ ϕ
n−1(q)B†,rrig,K
for any x ∈ ker (θ ◦ ιn : B
†,r
rig,K → Cp), which implies the assertion. For B = B
†,r
K , a similar proof works
since B†,rK is a PID, hence, a Be´zout integral domain.
Lemma 4.2.5. The image of B†,rrig,K under ιn is contained in Kn[[t, u1, . . . , ud]] for n ≥ n(r). In partic-
ular, ιn induces a morphism ιn : B
†,r
rig,K → Kn[[t, u1, . . . , ud]]
∇ for n ≥ n(r).
Proof. Since B†,rrig,K ⊂ B
†,r(n)
rig,K , we may assume r = r(n). By [AB10, Lemme 8.5], there exists a subring
AR,(1,(p−1)pn−1) of A˜ such that A
†,r(n)
K = AR,(1,(p−1)pn−1)[[π¯]
−1] and ιn(B
†,r
K ) ⊂ Kn[[t, u1, . . . , ud]], which
is proved in the proof of [AB10, Proposition 8.6]. Since Kn[[r, u1, . . . , ud]] is closed in B
+
dR, we obtain the
assertion.
Lemma 4.2.6. For h ∈ N and n ≥ n(r), the morphism
prh ◦ ιn : B
†,r
rig,K → Kn[[t, u1, . . . , ud]]
∇/thKn[[t, u1, . . . , ud]]
∇
is surjective.
Proof. By t ∈ Kn[[t, u1, . . . , ud]]∇ and Lemma 4.1.4, we may assume h = 0. Put θn := θ ◦ ιn. Let
A+K ⊂ A
†,r
K be as in [AB08, Proposition 4.42]. By the proof of [AB10, Lemme 8.2], θn : A
+
K → OKn is
surjective after taking modulo some power of p. Since A+K is Noetherian and (p/π
a, p)-adically Hausdorff
complete, A+K is p-adically Hausdorff complete, which implies the surjectivity of θn : A
+
K → OKn by
Nakayama’s lemma.
Lemma 4.2.7. For n ≥ n(r), the image of B†,rrig,K under ιn is dense in Kn[[t, u1, . . . , ud]]
∇ with respect
to the canonical topology.
Proof. By Lemma 4.1.5, the assertion follows from Lemma 4.2.6.
Lemma 4.2.8 ([Ked05b, Corollary 2.8.5, Definition 2.9.5], see also [Ber08b, Proposition 1.1.1]). Let B
be one of {B˜†rig, B˜
†,r
rig , B
†
rig,K ,B
†,r
rig,K} and M a B-submodule of a finite free B-module. Then, the following
are equivalent:
(i) M is finite free;
(ii) M is closed;
(iii) M is finitely generated.
Lemma 4.2.9. Let B be either B˜†,rrig or B
†,r
rig,K . If I is a principal ideal of B, which divides (t
h) for some
h ∈ N, then I is generated by an element of the form Πn≥n(r)(ϕ
n−1(q)/p)jn with jn ≤ h.
Proof. Note that we have a slope factorization t = πΠn≥1(ϕ
n−1(q)/p) in B†,rrig,Qp (see the proof of [Ber08a,
Proposition I. 2.2]). For n < n(r), ϕn−1(q)/p is a unit in B†,rrig,Qp and for n ≥ n(r), ϕ
n−1(q)/p generates a
prime ideal of B by Lemma 4.2.4. Hence, the assertion follows from the uniqueness of slope factorization
(Lemma 2).
Lemma 4.2.10 (The existence of a partition of unity). Let n ∈ N and r > 0 such that n ≥ n(r). For
w ∈ N>0, there exists tn,w ∈ B
†,r
rig,K such that ιn(tn,w) = 1 mod t
wKn[[t, u1, . . . , ud]]
∇ and ιm(tn,w) ∈
twKm[[t, u1, . . . , ud]]
∇ for m 6= n such that m ≥ n(r).
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Proof. Since B†,rrig,Qp ⊂ B
†,r
rig,K and Qp(ζpm)[[t]] ⊂ Km[[t, u1, . . . , ud]]
∇, we may assume K = Qp. Then,
the assertion follows from [Ber08a, Lemma I. 2.1].
Lemma 4.2.11. Let B be either B˜†,rrig or B
†,r
rig,K . For n ≥ n(r), denote ιn : B := B˜
†,r
rig → Bn := B
∇+
dR in
the first case and ιn : B := B
†,r
rig,K → Bn := Kn[[t, u1, . . . , ud]]
∇ in the second case. Let D be a ϕ-module
over B of rank d′ and D(1) and D(2) two B-submodules of rank d′ stable by ϕ of D[t−1] = B[t−1]⊗B D
such that
(i) D(1)[t−1] = D(2)[t−1] = D[t−1];
(ii) Bn ⊗ιn,B D
(1) = Bn ⊗ιn,B D
(2) for all n ≥ n(r).
Then, we have D(1) = D(2).
Proof. Since D(1) +D(2) is finite free by Lemma 4.2.8 and satisfies the same condition as D(2), we may
assume that D(1) ⊂ D(2) by replacing D(2) by D(1)+D(2). Then, the proof of [Ber08a, Proposition I. 3.4]
works by using the ingredients Lemma 2.0.13, and Lemma 4.2.10 instead of [Ber08a, Proposition I. 2.2].
Proposition 4.2.12 (cf. [Ber08a, The´ore`me II 1.2]). Let V ∈ RepdR(GK) be a de Rham representation
with negative Hodge-Tate weights. Let B be either B˜†,rrig or B
†,r
rig,K . Let Bn and ιn : B → Bn be as in
Lemma 4.2.11. Let Dn := (B
+
dR ⊗K DdR(V ))
∇geom=0 in the first case and Dn := (Kn[[t, u1, . . . , ud]] ⊗K
DdR(V ))
∇geom=0 in the second case. Let D := B˜†,rrig ⊗Qp V in the first case and D := D
†,r
rig(V ) in the second
case. Then, we have
(i) There exists h ∈ N such that
thBn ⊗ιn,B D ⊂ Dn ⊂ Bn ⊗ιn,B D
for all n ≥ n(r);
(ii) We define ιn : D → Bn ⊗ιn,B D;x 7→ 1⊗ x and
N := {x ∈ D; ιn(x) ∈ Dn for all n ≥ n(r)}.
Then, N is a finite free B-submodule of D, whose rank is equal to dimQp V . Moreover, there exists
a canonical isomorphism
Bn ⊗ιn,B N → Dn
for all n ≥ n(r).
Proof. (i) Since the inclusion Bn ⊂ B
+
dR is faithfully flat by Lemma 4.1.4, we have only to prove the
assertion after tensoring B+dR over Bn. We have the following isomorphisms:
B+dR ⊗Bn Bn ⊗ιn,B D
∼= B+dR ⊗ιn,B†,r B
†,r ⊗B†,r D
†,r ∼= B+dR ⊗ιn,B†,r B
†,r ⊗Qp V = B
+
dR ⊗Qp V,
where D†,r := B˜†,r ⊗Qp V in the first case and D
†,r := D†,r(V ) in the second case. Since B+dR ⊗Bn
Dn ⊂ B
+
dR ⊗Qp V by assumption and B
+
dR ⊗Bn Dn[t
−1] ∼= B+dR ⊗K DdR(V )[t
−1] = BdR ⊗Qp V , there
exists h ∈ N such that
thB+dR ⊗Qp V ⊂ B
+
dR ⊗Bn Dn ⊂ B
+
dR ⊗Qp V,
which implies the assertion.
(ii) Since N is a closed B-submodule of D containing thD, N is free of rank dimQp V by Lemma 4.2.8.
To prove the second assertion, we have only to prove the canonical map Bn ⊗ιn,B N → Dn/tDn is
surjective for all n ≥ n(r) since Bn is a t-adically complete discrete valuation ring. Fix n and let
x ∈ Dn. Note that prh+1 ◦ ιn : B → Bn/t
h+1Bn is surjective: Indeed, when B = B
†,r
rig,K , it follows
from Lemma 4.2.6. When B = B˜†,rrig , it is reduced to the case of h = 0 and pr1◦ιn = θ◦ιn : B˜
†,r
rig → Cp
is surjective since B˜+ ⊂ B˜†,rrig . Hence, there exists y ∈ D such that ιn(y)−x ∈ t
h+1Bn⊗ιn,BD ∈ tDn.
We put z := tn,h+1y ∈ D, where tn,h+1 is as in Lemma 4.2.10. By the property of t•,•, we have
ιn(z)− x = (ιn(tn,h+1)− 1)ιn(y) + ιn(y)− x ∈ tDn
37
and for m 6= n,
ιm(z) ∈ t
h+1Bn ⊗ιn,B D ⊂ tDn.
These imply z ∈ N , hence, we obtain the assertion.
Definition 4.2.13. Under the setting of Proposition 4.2.12, we denote N by N˜†,rrig(V ) in the first case
and NdR,r(V ) in the second case. For a de Rham representation V with arbitrary Hodge-Tate weights,
we put N˜†,rrig(V ) := N˜
†,r
rig(V (−n))(n) and NdR,r(V ) := NdR,r(V (−n))(n) for sufficiently large n ∈ N, which
are independent of the choice of n. We also put N˜†rig(V ) := ∪rN˜
†,r
rig(V ) and NdR,r(V ) := ∪rNdR,r(V ).
Note that for 0 < s ≤ r, the canonical map B†,srig,K ⊗B†,rrig,K
NdR,r(V ) → NdR,s(V ) is an isomorphism by
Lemma 4.2.11 and Proposition 4.2.12. Hence, the canonical morphism B†rig,K ⊗B†,rrig
NdR,r(V )→ NdR(V )
is an isomorphism, in particular, NdR(V ) is a finite free B
†
rig,K-module of rank dimQp V . Since the map
ϕ : D†,rrig(V )→ D
†,r/p
rig (V ) induces a map ϕ : NdR,r(V )→ NdR,r/p(V ) by the formula ιn+1 ◦ϕ = ιn, NdR(V )
is stable under the (ϕ,ΓK)-action of D
†
rig(V ). By a similar reason, N˜
†
rig(V ) is free of rank dimQp V and is
stable under the (ϕ,GK)-action of B˜
†
rig ⊗Qp V . Thus, we obtain a (ϕ,GK)-module N˜
†
rig(V ) over B˜
†
rig and
a (ϕ,ΓK)-module NdR(V ) over B
†
rig,K .
4.3 Differential action of a p-adic Lie group
In this subsection, we recall basic facts on the differential action of a certain p-adic Lie group. Throughout
this subsection, let G be a p-adic Lie group, which is isomorphic to an open subgroup of (1 + 2pZp)⋉Zdp
via a continuous group homomorphism η : G →֒ Z×p ⋉ Z
d
p. Denote η(γ) = (η0(γ), . . . , ηd(γ)) ∈ Z
×
p ⋉ Z
d
p
for γ ∈ G. Let
G0 := {γ ∈ G; ηj(γ) = 0 for all j > 0},
Gj := {γ ∈ G; η0(γ) = 1, ηi(γ) = 0 for all positive i 6= j}
for 1 ≤ j ≤ d.
Notation 4.3.1. Let (R, v) be a Qp-Banach algebra and M a finite free R-module endowed with R-
valuation v. Assume that G acts on R and M satisfying
(i) The G-action on R is Qp-linear and the action of G on M is R-semi-linear;
(ii) We have v ◦ γ(x) = v(x) for all x ∈ R and γ ∈ G;
(iii) There exists an open subgroup Go ≤o G such that
v((γ − 1)x) ≥ v(x) + v(p)
for all γ ∈ Go and x ∈ R.
(iv) For any x ∈M , there exists an open subgroup Gx ≤o Go such that
v((γ − 1)x) ≥ v(x) + v(p)
for all γ ∈ Gx.
Construction 4.3.2. Let notation be as in Notation 4.3.1. We extend the construction of the differential
operator ∇V in [Ber02, § 5.1] in this setting. By assumption, there exists an open subgroup GM ≤o Go
such that
v((γ − 1)x) ≥ v(x) + v(p)
for all x ∈M and γ ∈ GM . Hence, we can apply Berger’s argument to the 1-parameter subgroup γZp for
γ ∈ GM . Thus, we can define a continuous Qp-linear map
log(γ) :M →M ;x 7→ log(γ)(x) :=
∑
n≥1
(−1)n−1
(γ − 1)n
n
x
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for γ ∈ GM . Moreover, the operators
∇0(x) :=
log(γ)(x)
log(η0(γ))
for γ ∈ GM ∩ G0,
∇j(x) :=
log(γ)(x)
ηj(γ)
for γ ∈ GM ∩ Gj
for 1 ≤ j ≤ d are independent of the choice of γ.
Assume that N satisfies the conditions in Notation 4.3.1. Then, M ⊗R N satisfies the conditions in
Notation 4.3.1, and we have
log(γ ⊗ γ) = log(γ)⊗ idN + idM ⊗ log(γ) for γ ∈ GM ∩ GN
in EndQp(M ⊗R N). By putting (M,N) = (R,R) or (M,R), ∇j : R→ R is a continuous derivation and
∇j :M →M is a continuous derivation compatible with ∇j : R→ R, that is, ∇j(λx) = ∇j(λ)x+λ∇j (x)
for λ ∈ R and x ∈M .
Lemma 4.3.3. Let notation be as in Construction 4.3.2. In EndQp(M), we have
[∇i,∇j ] = −[∇j ,∇i] =
{
∇j if i = 0, 1 ≤ j ≤ d
0 if 1 ≤ i, j ≤ d.
Proof. Since Gi and Gj for 1 ≤ i, j ≤ d are commutative, the assertion in the second case is trivial. We
prove in the case of i = 0 and 1 ≤ j ≤ d. Fix x ∈ M . We regard G as a subgroup of GLd+1(Zp) as in
§ 1.3. For sufficiently small u0, uj ∈ Zp, put γ0 := 1 + u0E1,0 ∈ G0 ∩ GM , γj := 1 + ujE1,j ∈ Gj ∩ GM ,
where E1,j is the (1, j + 1)-th elementary matrix in Md+1(Zp). Then, the assertion is equivalent to the
equality
log(γ0) ◦ log(γj)(x)− log(γj) ◦ log(γ0)(x) = log(1 + u0) log(γj)x.
In the group ring Qp[G], we have∑
1≤i≤n
(−1)n−1
n
un0ujE1,j
=
∑
1≤i≤n
(−1)n−1
n
(u0E1,1)
n
∑
1≤i≤n
(−1)n−1
n
(ujE1,j)
n −
∑
1≤i≤n
(−1)n−1
n
(ujE1,j)
n
∑
1≤i≤n
(−1)n−1
n
(u0E1,1)
n.
After taking the actions of both sides on x, the LHS converges to log(1 + u0) log(γj)(x) and the RHS
converges to log(γ0) ◦ log(γj)(x) − log(γj) ◦ log(γ0)(x), which implies the assertion.
In the following, we will use the Fre´chet version of Construction 4.3.2.
Construction 4.3.4. Let (R, {wr}) be a Fre´chet algebra and M a finite free R-module endowed with
R-valuations {wr}. Assume that G acts on R and M and assume that the G-actions on (Rˆr, wr) and
(Mˆr, wr) for all r satisfy the conditions in Notation 4.3.1, where Rˆr and Mˆr are the completions of R
and M with respect to wr. By applying Construction 4.3.2 to each Rˆr and Mˆr and passing to limits, we
obtain continuous derivations ∇j : R → R and ∇j : M → M for 0 ≤ j ≤ d, which are compatible with
∇j : R→ R, satisfying
[∇0,∇j ] = ∇j for 1 ≤ j ≤ d, [∇i,∇j ] = 0 for 1 ≤ i, j ≤ d.
Thus, the actions of ∇0, . . .∇d give rise to a differential action of the Lie algebra Lie(G) ∼= Qp ⋉Qdp.
4.4 Differential action and differential conductor of NdR
In § 4.2, we have constructed NdR(V ) for de Rham representations V as a (ϕ,ΓK)-module. The aim of
this subsection is to endow NdR(V ) with a structure of (ϕ,∇)-module in the sense of Definition 1.7.5 by
using the results in § 4.3. As a consequence, we can define the differential Swan conductor of NdR(V )
(Definition 4.4.9). Throughout this subsection, let V denote a p-adic representation of GK .
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Lemma 4.4.1. There exists an open normal subgroup ΓoK ≤o ΓK and rK > 0 such that for all 0 < r ≤ rK ,
there exists cr > 0 such that
wr((1 − γ)x) ≥ wr(x) + cr, ∀x ∈ B
†,r
K , ∀γ ∈ Γ
o
K .
Proof. We may assume x ∈ A†,rK . Recall that the ring Λ
(i)
m,OK
for m ∈ N ([AB08, p. 82]) is a subring of
A˜†,rK containing A
†,r
K . Hence, we have only to prove a similar assertion for Λ
(i)
m,OK
. Then, the assertion
follows from [AB08, Prospotion 4.22] if we define ΓoK as the closed subgroup of ΓK topologically generated
by {γp
m
j ; 0 ≤ j ≤ d} for sufficiently large m.
By shrinking ΓoK , if necessary, we may assume that Γ
o
K is an open subgroup of (1 + 2pZp) ⋉ Z
d
p as
in § 1.3. In the rest of this paper, we assume that r0 in Notation 4.2.1 is sufficiently small such that
r0 ≤ rK .
Lemma 4.4.2. For x ∈ B˜†,r and c > 0, there exists an open subgroup Ux,c ≤o GK such that
wr((g − 1)x) ≥ c for all g ∈ Ux,c.
Proof. We may assume that x is of the form [x¯] with x¯ ∈ E˜. Indeed, if we write x =
∑
k≫−∞ p
k[xk] with
xk ∈ E˜, then, by definition, there exists N such that wr(p
k[xk]) ≥ c for all k ≥ N . We choose Ux,c such
that wr((g − 1)(pk[xk])) ≥ c for all k ≤ N and all g ∈ Ux,c. Then, Ux,c satisfies the condition.
Let x = [x¯] with x¯ ∈ E˜×. Since the action of GK on E˜ is continuous, there exists Ux,c ≤o GK such
that vE˜((g − 1)x¯) ≥ p
⌊c⌋c/r (> 0) for all g ∈ Ux,c. We prove that Ux,c satisfies the desired condition. We
can write
(g − 1)[x¯] = [(g − 1)x¯] +
∑
k≥1
pk[xk]
for some xk ∈ E˜. Since
[x¯]
([
(g − 1)x¯
x¯
]
+ 1
)
= (g(x¯),−xp1,−x
p2
2 , . . . ),
xp
k
k /x¯ is written as a Z-coefficient polynomial without constant term of (g − 1)x¯/x¯. Indeed, let Sm ∈
Z[X0, . . . , Xm, Y0, . . . , Ym] for m ∈ N be a family of polynomials defining the additive law of the ring
of Witt vectors ([Bou06, no3, § 1, IX]). Recall that Sm is homogeneous of degree pm, where deg(Xi) =
deg(Yi) = p
i. Since S0 = X0 + Y0 and
∑
0≤i≤m p
iSp
m−i
i =
∑
0≤i≤m p
iXp
m−i
i +
∑
0≤i≤m p
iY p
m−i
i , the
coefficients of Xp
m
0 and Y
pm
0 in Sm for m ≥ 1 are equal to zero, which implies the assertion. Hence, for
n ∈ N, we have
v≤n
E˜
((g−1)[x¯]) = inf
1≤k≤n
{
vE˜((g − 1)x¯), vE˜(xk)
}
≥ inf
1≤k≤n
{
vE˜((g − 1)x¯),
1
pk
vE˜((g − 1)x¯)
}
=
1
pn
vE˜((g−1)x¯).
Note that v≤n
E˜
((g − 1)[x¯]) = ∞ for n ∈ Z<0. Hence, wr((g − 1)[x¯]) = infn∈N(rv
≤n
E˜
((g − 1)[x¯]) + n) ≥
inf (r · 1
p⌊c⌋
vE˜((g − 1)x¯), ⌊c⌋) ≥ c, which implies the assertion.
Lemma 4.4.3. Let {ei} be a B
†,r
K -basis of D
†,r(V ). We endow D†,rrig(V ) with valuations {ws}0<s≤r
compatible with {ws}0<s≤r associated to {ei}. Then, the actions of Γ
o
K on B
†,r
rig,K and D
†,r
rig(V ) satisfy the
conditions in Notation 4.3.1.
Proof. The conditions (i) and (ii) follow by definition. The condition (iii) follows from the formula
γp− 1 =
∑
1≤i≤p
(
p
i
)
(γ− 1)i and Lemma 4.4.1. To prove the condition (iv), we may assume x ∈ D†,r(V ).
We choose a lattice T of V stable by GK . Let {fi} be a basis of T and we endow B˜†,r⊗Qp V with valuation
{w′s}0<s≤r compatible with {ws}0<s≤r associated to the B˜
†,r-basis {1⊗ fi}. By a canonical isomorphism
B†,r⊗B†,rK
D†,r(V ) ∼= B†,r⊗Qp V by Theorem 1.10.5, we regard {1⊗ei} as a B˜
†,r-basis of B†,r⊗Qp V . Then,
ws is equivalent to w
′
s, therefore, we have only to prove that for any x ∈ B˜
†,r ⊗Qp V and 0 < s ≤ r, there
exists an open subgroup GoK,s,x ≤o GK such that w
′
s((g − 1)x) ≥ w
′
s(x) + w
′
s(p) for all g ∈ G
o
K,s,x. We
may assume that x is of the form λ⊗v for λ ∈ B˜†,r and v ∈ T . Since the action of GK on T is continuous,
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there exists an open subgroup U ≤o GK such that U acts on T/pT trivially. Applying Lemma 4.4.2 by
regarding λ ∈ B˜†,s, there exists an open subgroup U ′ ≤o GK such that ws((g − 1)λ) ≥ ws(λ) +ws(p) for
all g ∈ U ′. If we put GoK,s,x := U ∩ U
′, then the assertion follows from the formula
(g − 1)(λ⊗ v) = (g − 1)(λ)⊗ g(v) + λ⊗ (g − 1)v.
Definition 4.4.4. By Lemma 4.4.3, we can apply Construction 4.3.4 to G = ΓK , R = B
†,r
rig,K and
M = D†,rrig(V ). Thus, we obtain continuous differentials operators ∇j on D
†,r
rig(V ) for 0 ≤ j ≤ d. The
operator ∇j induces a continuous differential operator on D
†
rig(V ), which is denoted by ∇j again. Since
the actions of ΓK and ϕ are commutative, ∇j commutes with ϕ by definition.
For a while, let V = Qp and we regard D
†,r
rig(Qp) as B
†,r
rig,K . Then, ∇j can be regarded as a continuous
derivation on B†,rrig,K . In the following, we will describe this derivation explicitly.
Construction 4.4.5. As in [AB10, Propostion 4.3], the action of ΓK on Kn[[t, u1, . . . , ud]] induces
Kn-linear differentials
∇˜0 :=
log(γ0)
log(η0(γ0))
= t(1 + π)
∂
∂π
,
∇˜j :=
log(γj)
ηj(γj)
= −t[t˜j]
∂
∂uj
for 1 ≤ j ≤ d
for any sufficiently small γ0 ∈ ΓK,0 and γj ∈ ΓK,j . Note that these are continuous with respect
to the canonical topology. Since the action of ΓK commutes with ∇geom by definition, ∇˜j acts on
Kn[[t, u1, . . . , ud]]
∇.
We assume K = K˜ for a while. By an isomorphism A†,rK
∼= O((π))†,r , we have derivations on A
†,r
K
(see § 1.7)
∂0 :=
∂
∂π
, ∂1 :=
∂
∂[t˜1]
, . . . , ∂d :=
∂
∂[t˜d]
,
which are continuous with respect the Fre´chet topology defined by {ws}0<s≤r. By passing to completion,
we obtain continuous derivations ∂j : B
†,r
rig,K → B
†,r
rig,K for 0 ≤ j ≤ d. The derivation ∂j also extends
to a derivation ∂j : B
†
rig,K → B
†
rig,K . By Lemma 4.2.7, we may regard B
†,r
rig,K as a dense subring of
Kn[[t, u1, . . . , ud]]
∇ by ιn. Hence, we can extend any continuous derivation ∂ on B
†,r
rig,K to a continuous
derivation on Kn[[t, u1, . . . , ud]]
∇, which is denoted by ιn(∂). Note that we have a formula
ιn(∂)(ιn(x)) = ιn(∂(x)) for x ∈ B
†,r
rig,K . (7)
Lemma 4.4.6. For n ≥ n(r), we have
ιn(t(1 + π)∂0) = ∇˜0, ιn(t[t˜j ]∂j) = ∇˜j for 1 ≤ j ≤ d.
Proof. Let 1 ≤ j ≤ d and put δ0 := ιn(t(1 + π)∂0) − ∇˜0 and δj := ιn(t[t˜j ]∂j) − ∇˜j . Let f :
Kn[[t, u1, . . . , ud]] → Kn[[t, u1, . . . , ud]]∇ be the map defined in the proof of Lemma 4.1.4, which is
continuous by Lemma 4.1.6. Since f induces a surjection on the residue fields by definition, f(Kn[t]) is
a dense subring of Kn[[t, u1, . . . , ud]]
∇ by Lemma 4.1.4 and Lemma 4.1.5. Hence, we have only to prove
δ0 ◦ f(Kn[t]) = δj ◦ f(Kn[t]) = 0. We regard δ0 ◦ f |Kn , δj ◦ f |Kn ∈ Dercont(Kn,Kn[[t, u1, . . . , ud]]
∇),
which is isomorphic to HomKn(Ωˆ
1
Kn
,Kn[[t, u1, . . . , ud]]
∇) by Lemma 1.2.3. Since Ωˆ1Kn
∼= Kn ⊗K Ωˆ1K has
a Kn-basis {dti; 1 ≤ i ≤ d} and we have f(t) = t and f(ti) = [t˜i] by definition, we have only to prove
δ0(t) = δj(t) = 0 and δ0([t˜i]) = δj([t˜i]) = 0 for all 1 ≤ i ≤ d. By using the formula (7),
ιn(t(1 + π)∂0)(t) = t = ∇˜0(t), ιn(t(1 + π)∂0)[t˜i] = 0,
ιn(t[t˜j ]∂j)(t) = 0 = ∇˜j(t), ιn(t[t˜j ]∂j)[t˜i] = δijt[t˜j ]
for all 1 ≤ i ≤ d. Since (∂/∂uj)[t˜i] = −(∂/∂uj)ui = −δij for all 1 ≤ i ≤ d, we obtain the assertion.
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In the rest of this section, we drop the assumptions K = K˜ and V = Qp.
Corollary 4.4.7. The derivation
d′ : B†rig,K → Ω
1
B†rig,K
;x 7→ ∇0(x)
1
t(1 + π)
dπ +
∑
1≤j≤d
∇j(x)
1
t
d[t˜j ]
coincides with the canonical derivation d : B†rig,K → Ω
1
B†rig,K
.
Proof. Since the canonical map B†
rig,K˜
→ B†rig,K is finite e´tale by [Ked05b, Proposition 2.4.10], we can
reduce to the case K = K˜. Let notation be as in Lemma 4.4.6. Obviously, ∇j extends to ∇˜j by passing
to completion. Since ιn is injective, we have
∇0 = t(1 + π)∂0, ∇j = t[t˜j ]∂j for 1 ≤ j ≤ d.
as derivations of B†,rrig,K by Lemma 4.4.6, which implies the assertion.
Lemma 4.4.8. Let V ∈ RepdR(GK).
(i) We have ∇j(NdR(V )) ⊂ tNdR(V ) for all 0 ≤ j ≤ d; We put ∇′j := t
−1∇j, which is a continuous
differential operator on NdR(V ).
(ii) We have
[∇′i,∇
′
j ] = 0
for all 0 ≤ i, j ≤ d.
(iii) We have
∇′j ◦ ϕ = pϕ ◦ ∇
′
j
for all 0 ≤ j ≤ d.
Proof. (i) By Tate twist, we may assume that the Hodge-Tate weights of V are sufficiently small.
Let notation be as in Construction 4.4.5 and Proposition 4.2.12 (with B = B†,rrig,K). By regarding
tNdR,r(V ) and tDdR(V ) as NdR,r(V (1)) and DdR(V (1)), we have only to prove that ιn(∇j(x)) ∈ tDn
for all n ≥ n(r) and x ∈ NdR,r(V ). For sufficiently small γj ∈ ΓK,j , we have ιn ◦ log(γj)(x) =
log(γj)(ιn(x)) and ιn(x) ∈ Dn ⊂ Bn ⊗K DdR(V ). Since ΓK acts on DdR(V ) trivially, log(γj) acts
on Bn ⊗K DdR(V ) as log(γj) ⊗ 1. Since log(γj)(Bn) ⊂ tBn (see Construction 4.4.5), we have
ιn ◦ log(γj)(x) ∈ (Bn ⊗K DdR(V (1)))∇
geom=0 = tDn, which implies the assertion.
(ii) It follows from a straightforward calculation using Lemma 4.3.3, ∇0(t) = t, and ∇i(t) = ∇j(t) = 0.
(iii) Since ∇j commutes with ϕ, we have t∇′j ◦ ϕ = ∇j ◦ ϕ = ϕ ◦ ∇j = ϕ(t)ϕ ◦ ∇
′
j = ptϕ ◦ ∇
′
j . By
dividing by t, we obtain the assertion since NdR(V ) is torsion free.
Definition 4.4.9. Let notation be as in Lemma 4.4.8. For V ∈ RepdR(GK), we put
∇ : NdR(V )→ NdR(V )⊗B†rig,K
Ω1
B†rig,K
;x 7→ ∇′0(x)⊗
1
1 + π
dπ +
∑
1≤j≤d
∇′j(x)⊗ d[t˜j ],
which defines a ∇-structure on NdR(V ) by Corollary 4.4.7. Moreover, this ∇-structure is compatible with
the ϕ-structure on NdR(V ) by Lemma 4.4.8 (iii) and ϕ((1+π)
−1dπ) = p(1+π)−1dπ and ϕ(d[t˜j ]) = pd[t˜j ].
Thus, NdR(V ) is endowed with (ϕ,∇)-module structure and we obtain the differential Swan conductor
Swan∇(NdR(V )) of NdR(V ). Note that the slope filtration of NdR(V ) as a (ϕ,∇)-module (Theorem 1.7.6)
is ΓK-stable by the commutativity of ΓK- and ϕ-actions, and the uniqueness of the slope filtration ([Ked07,
Theorem 6.4.1]).
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4.5 Comparison of pure objects
In this subsection, we will study “pure” objects in various categories.
Notation 4.5.1. Let G be a topological group and R a topological ring on which G acts. Let φ : R→ R
be a continuous ring homomorphism commuting with the action of G. A (φ,G)-module over R is a finite
free R-module with continuous and semi-linear action of G and a semi-linear endomorphism φ, which
are commutative. We denote the category of (φ,G)-modules over R by ModR(φ,G). The morphisms in
ModR(φ,G) consist of R-linear maps commuting with φ and G.
Definition 4.5.2 ([Ber08b, Definition 3.2.1]). Let h ≥ 1 and a ∈ Z be relatively prime integers. Let
Repa,h(GK) be the category, whose objects are Va,h ∈ RepQ
ph
(GK) endowed with a semi-linear Frobenius
action ϕ : Va,h → Va,h such that ϕh = pa, commuting with the GK-action. The morphisms of this
category are Qph-linear maps, commuting with (ϕ,GK)-actions. Note that when h = 1 and a = 0,
Repa,h(GK) = RepQp(GK).
Let s := a/h ∈ Q. We denote byD[s] the Qp-vector space ⊕1≤i≤hQpei endowed with trivial GK-action
and ϕ-actions by ϕ(ei) := ei+1 if i 6= h and ϕ(eh) := pae1. Then, Qph ⊗Qp D[s] belongs to Repa,h(GK).
Definition 4.5.3. For s ∈ Q, we define
Mods
B˜†rig
(ϕ,GK), Mod
s
B†rig,K
(ϕ,ΓK), Mod
s
B˜†
(ϕ,GK), Mod
s
B†K
(ϕ,ΓK)
be the full subcategories of ModB˜†rig
(ϕ,GK), ModB†rig,K
(ϕ,ΓK), Mod
s
B˜†
(ϕ,GK) and Mod
s
B†K
(ϕ,ΓK), whose
objects are pure of slope s as ϕ-modules.
Lemma 4.5.4. (i) For any r > 0, there exists a canonical injection
B˜∇+rig → B˜
†,r
rig ,
which is (ϕ,GK)-equivariant; In the following, we regard B˜
∇+
rig as a subring of B˜
†,r
rig and we endow
B˜∇+rig with a Fre´chet topology induced by the family of valuations {wr}r>0.
(ii) For h ∈ N>0,
(B˜∇+rig )
ϕh=1 = (B˜†,rrig )
ϕh=1 = Qph .
Proof. By definition, B˜∇+rig and B˜
†,r
rig depend only on Cp and do not depend on K. By regarding Cp as
the p-adic completion of the algebraic closure of Kpf , we can reduce to the perfect residue field case; The
assertion (i) follows from (see [Ber02, Exemple 2.8 (2), Definition 2.16]). The assertion (ii) for B˜∇+rig is
due to Colmez ([Ohk13, Lemma 6.2]), and (ii) for B˜†,rrig is a consequence of [Ber02, Proposition 3.2].
Definition 4.5.5. For s ∈ Q, an object M ∈ ModB˜∇+rig
(ϕ,GK) is said to be pure of slope s if M is
isomorphic to (B˜∇+rig ⊗Qp D[s])
m as a ϕ-module for some m ∈ N. Denote by Mods
B˜∇+rig
(ϕ,GK) the category
of (ϕ,GK)-modules over B˜
∇+
rig , which are pure of slope s.
Lemma 4.5.6. Let notation be as in Notation 1.6.2 and Notation 1.7.5. For s ∈ Q, the following
forgetful functor is fully faithful:
ModsR(ϕ,∇)→ Mod
s
R(ϕ).
Proof. We consider the following commutative diagram
ModsΓ[p−1](ϕ,∇)
α1 // ModsΓ[p−1](ϕ)
ModsΓ†[p−1](ϕ,∇)
α2 //
β1
OO
β2

ModsΓ†[p−1](ϕ)
γ2

γ1
OO
ModsR(ϕ,∇)
α3 // ModsR(ϕ),
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where α• is a forgetful functor, β• and γ• are base change functors. We first note that γ1 (resp. γ2) is
fully faithful (resp. an equivalence) by [Ked05b, Theorem 6.3.3 (a)] (resp. [Ked05b, Theorem 6.3.3 (b)]).
Let M,N ∈ ModsΓ†[p−1](ϕ,∇) and denote by Mˆ, Nˆ the base changes of M,N by the canonical map
Γ†[p−1]→ Γ[p−1]. Then, we have
HomMods
Γ† [p−1]
(ϕ,∇)(M,N) = HomΓ†[p−1](M,N)
ϕ=1,∇=0 = HomΓ[p−1](Mˆ, Nˆ)
ϕ=1,∇=0,
where the first equality follows by definition and the second equality follows from the fully faithfulness
of γ1. Therefore, β1 is fully faithful. For the same reason, the fully faithfulness of γ2 implies that
of β2. Note that α1 is an equivalence in the e´tale case, i.e., s = 0 ([Ked07, Proposition 3.2.8]). Let
M,N ∈ ModsΓ[p−1](ϕ,∇). Since HomΓ[p−1](M,N)
∼= M∨ ⊗Γ[p−1] N can be regarded as an e´tale (ϕ,∇)-
module over Γ[p−1], where M∨ denotes the dual of M , we have
HomMods
Γ[p−1]
(ϕ,∇)(M,N) = HomΓ[p−1](M,N)
ϕ=1,∇=0 = HomΓ[p−1](M,N)
ϕ=1 = HomMods
Γ[p−1]
(ϕ)(M,N),
where the first and third equalities follow by definition and the second equality follows from the fully
faithfulness of α1 in the e´tale case. Therefore, α1 is an equivalence. Since α1, β1 and γ1 are fully faithful,
so is α2. Since α2, β2 and γ2 are fully faithful, so is α3.
Lemma 4.5.7. Let s ∈ Q and let h ∈ N≥1, a ∈ Z be the relatively prime integers such that s = a/h.
(i) There exist equivalences of categories
D˜∇+rig : Repa,h(GK)→ Mod
s
B˜∇+rig
(ϕ,GK);Va,h 7→ B˜
∇+
rig ⊗Qph Va,h,
D˜†rig : Repa,h(GK)→ Mod
s
B˜†rig
(ϕ,GK);Va,h 7→ B˜
†
rig ⊗Qph Va,h,
D†rig : Repa,h(GK)→ Mod
s
B†rig,K
(ϕ,ΓK);Va,h 7→ B
†
rig,K ⊗B†K
(B† ⊗Q
ph
Va,h)
HK ,
D˜† : Repa,h(GK)→ Mod
s
B˜†
(ϕ,GK);Va,h 7→ B˜
† ⊗Q
ph
Va,h,
D† : Repa,h(GK)→ Mod
s
B†K
(ϕ,ΓK);Va,h 7→ (B
† ⊗Q
ph
Va,h)
HK .
More precisely, quasi-inverses of D˜∇+rig , D˜
†
rig and D˜
† are given by M 7→Mϕ
h=pa .
(ii) We denote by αi for 1 ≤ i ≤ 5 the following canonical morphisms of rings:
B†K
α1 //
α2

B†rig,K
α4

B†rig
α3 // B˜†rig B˜
∇+
rig ,
α5oo
where the left square is commutative. Then, αi’s induce the following base change functors α
∗
•:
Mods
B†K
(ϕ,ΓK)
α∗1 //
α∗2

Mods
B†rig,K
(ϕ,ΓK)
α∗4

Mods
B˜†
(ϕ,GK)
α∗3 // Mods
B˜†rig
(ϕ,GK) Mod
s
B˜∇+rig
(ϕ,GK),
α∗5oo
where the left square is commutative. Moreover, the functors α∗•’s are compatible with the functor
defined in (i) , i.e., α∗1 ◦ D
† = D†rig etc. In particular, α
∗
•’s are equivalences.
Proof. (i) We prove the assertion for D˜∇+rig . Let D := D˜
∇+
rig and V the converse direction functor as
above. Let V ∈ Repa,h(GK). Then, there exists a functorial morphism V → V ◦ D(V ), which
is bijective by Lemma 4.5.4 (ii). Hence, we have a natural equivalence V ◦ D ≃ id. Let M ∈
Mods
B˜∇+rig
(ϕ,GK). Then, there exists a functorial morphism D ◦ V(M) → M , which is bijective by
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an isomorphism M ∼= (B˜∇+rig ⊗Qp D[s])
m as ϕ-modules and Lemma 4.5.4 (ii). Hence, we have a
natural equivalence D ◦ V ≃ id.
The assertions for D˜†rig and D˜
† follow similarly: Instead of using an isomorphism M ∼= (B˜∇+rig ⊗Qp
D[s])
m, we use Kedlaya’s Dieudonne´-Manin decomposition theorems over B˜†rig ([Ked05b, Proposi-
tion 4.5.3, 4.5.10 and Definition 4.6.1]) and B˜† ([Ked05b, Theorem 6.3.3 (b)]), which assert that
any object M ∈ Mods
B˜†rig
(ϕ) (resp. Mods
B˜†
(ϕ)) is isomorphic to a direct sum of B˜†rig ⊗Qp D[s] (resp.
B˜† ⊗Qp D[s]).
We prove the assertion for D†. For M ∈ Mods
B†K
(ϕ,ΓK), let V(M) := (B† ⊗B†K
M)ϕ
h=pa . We will
check that V gives a quasi-inverse of D†. Let Va,h ∈ Repa,h(GK). By forgetting the action of ϕ on
Va,h and applying Theorem 1.10.5 to V = Va,h, we obtain a canonical bijection B
† ⊗B†K
D†(Va,h)→
B† ⊗Q
ph
Va,h. Since this map is ϕ-equivariant, we have canonical isomorphisms V ◦ D†(Va,h) ∼=
(B†)ϕ
h=1⊗Q
ph
Va,h ∼= Va,h by Lemma 4.5.4 (ii). Thus, we obtain a natural equivalence V ◦D† ≃ id.
We prove D† ◦ V ≃ id. Let M ∈ Mods
B†K
(ϕ,ΓK). By [Ked05b, Proposition 6.3.5], there exists a
A†K-lattice N of M such that p
−aϕh maps some basis of N to another basis of N . Let M ′ denote
M with ϕh-action given by x 7→ p−aϕh(x) and the same ΓK-action as M . By the existence of
the above lattice N , we have M ′ ∈ Modet
B†K
(ϕh,ΓK). Since we have GK -equivariant isomorphisms
V(M) = (B† ⊗B†K
M)ϕ
h=pa ∼= (B† ⊗B†K
M ′)ϕ
h=1 = V(M ′), the assertion follows from the e´tale case
(Theorem 1.10.5).
Finally, we prove the assertion for D†rig. By the base change equivalence ([Ked05b, Theorem 6.3.3 (b)])
α∗1 : Mod
s
B†K
(ϕ)→ Mods
B†rig,K
(ϕ),
we also have the base change equivalence α∗1 : Mod
s
B†K
(ϕ,ΓK) → Mod
s
B†rig,K
(ϕ,ΓK). Hence, the
assertion follows from the case of D†.
(ii) To check that the well-definedness of α∗•’s, we have only to prove that pure objects are preserved by
base change. For α1 and α3, it follows from [Ked05b, Theorem 6.3.3 (b)]. For α2, α4, it follows by
definition: PreciselyM ∈ ModB†K
(ϕ) (resp. ModB†rig,K
(ϕ)) is pure if B˜†⊗B†K
M (resp. B˜†rig⊗B†rig,K
M)
is pure by [Ked05b, Definition 4.6.1 and 6.3.1]. For α5, it follows from [Ked05b, Proposition 4.5.10
and Definition 4.6.1].
The commutativity of the diagram is trivial. The compatibility follows by definition.
4.6 Swan conductor for de Rham representations
In this subsection, we will define Swan conductor of de Rham representations. In this subsection, As-
sumption 1.9.1 is not necessary since we do not use the results of [AB08].
We first recall the canonical slope filtration associated to a Dieudonne´-Manin decomposition.
Definition 4.6.1 ([Col08a, Remarque 3.3]). A ϕ-module M over B˜∇+rig is a finite free B˜
∇+
rig -module with
semi-linear ϕ-action. A ϕ-module M over B˜∇+rig admits a Dieudonne´-Manin decomposition if there exists
an isomorphism f : M ∼= ⊕1≤i≤mB˜
∇+
rig ⊗Qp D[si] of ϕ-modules over B˜
∇+
rig with s1 ≤ · · · ≤ sm ∈ Q. We
define the slope multiset of M as the multiset of cardinality rank(M), consisting of si included with
multiplicity dimQp D[si]. Let s
′
1 < · · · < s
′
r′ be the distinct elements in the slope multiset of M . Then, we
define Fil0f (M) := 0 and Fil
i
f (M) := f
−1(⊕j;sj≤s′i B˜
∇+
rig ⊗Qp D[sj ]) for 1 ≤ i ≤ r
′. Note that the filtration
and the slope multiset are independent of the choice of f above.
Definition 4.6.2. Let V ∈ RepdR(GK). First, we assume that the Hodge-Tate weights of V are negative.
By assumption, we have DdR(V ) = (B
+
dR ⊗Qp V )
GK . As in [Ohk13, Proposition 5.3], we define
N˜∇+rig (V ) := {x ∈ B˜
∇+
rig ⊗Qp V ; ιn(x) ∈ (B
+
dR ⊗K DdR(V ))
∇geom=0 for all n ∈ Z},
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where ιn : B˜
∇+
rig ⊗Qp V → B
+
dR ⊗Qp V ;x ⊗ v 7→ ϕ
−n(x) ⊗ v. Since N˜∇+rig (V ) admits a Dieudonne´-
Manin decomposition due to Colmez ([Ohk13, Proposition 6.2]), N˜∇+rig (V ) is endowed with a canonical
slope filtration Fil•(N˜∇+rig (V )) of ϕ-modules by Definition 4.6.1. Let s1 < · · · < sr be the distinct
elements in the slope multiset of N˜∇+rig (V ). Write si = ai/hi with ai ∈ Z, hi ∈ N>0 relatively prime.
By the uniqueness of slope filtrations, Fili is GK-stable and the graded piece gr
i(N˜∇+rig (V )) belongs to
Modsi
B˜∇+rig
(ϕ,GK). Hence, by Lemma 4.5.7, there exists a unique Vi ∈ Repai,hi(GK), up to isomorphisms,
such that gri(N˜∇+rig (V ))
∼= B˜∇+rig ⊗Qphi Vi. It is proved in Step 1 of the proof of Main Theorem in [Ohk13]
that the inertia IK acts on Vi via a finite quotient, i.e., Vi ∈ Rep
f.g.
Q
phi
(GK) (in the reference, Fil
i and Vi
are denoted by Mi and Wi). Hence, we can define
Swan(V ) :=
∑
i
SwanAS(Vi).
In the general Hodge-Tate weights case, we define N˜∇+rig (V ) := N˜
∇+
rig (V (−n))(n) and Swan(V ) := Swan(V (−n))
for sufficiently large n. The definition is independent of the choice of n since the above construction is
compatible with Tate twist.
Remark 4.6.3. As in [Col08b], we should consider an appropriate contribution of “monodromy ac-
tion” to define Artin conductor. To avoid complication, we do not define Artin conductor for de Rham
representations in this paper.
The lemma below easily follows from Hilbert 90.
Lemma 4.6.4. Let V ∈ RepdR(GK).
(i) If L is the p-adic completion of an unramified extension of K, then we have Swan(V |L) = Swan(V ).
(ii) Assume V ∈ RepfQp(GK). Then, we have Swan(V ) = Swan
AS(V ).
Though the following result will not be used in the proof of Main Theorem, we remark that when kK
is perfect, our definition is compatible with the classical definition.
Lemma 4.6.5 (Compatibility of usual Swan conductor in the perfect residue field case). Assume that
kK is perfect. Then, we have Swan(V ) = Swan(Dpst(V )) (see [Col08b, 0.4] for the definition of Dpst).
Proof. Let notation be as in Definition 4.6.2. By Tate twist, we may assume that all Hodge-Tate of
V are negative. By Swan(Dpst(V )) = Swan(Dpst(V |Kur)) and Lemma 4.6.4 (i), we may assume that
kK is algebraically closed by replacing K by K
ur. Since B+dR ⊗K DdR(V ) is a lattice of B
+
dR ⊗Qp V ,
we may identify N˜∇+rig (V )[t
−1] with B˜∇+rig ⊗Qp V [t
−1]. By the p-adic monodromy theorem, there exists a
finite Galois extension L/K such that Dst,L(V ) := (Bst ⊗Qp V )
GL has dimension dimQp V . Moreover, we
may assume that GL acts on each Vi trivially. Put Di := (Bst ⊗B˜∇+rig
Fili(N˜∇+rig (V )))
GL , which forms an
increasing filtration of Dst,L(V ). Then, we have canonical morphisms
Di/Di+1 →֒ (Bst ⊗B˜∇+rig
gri(N˜∇+rig (V )))
GL ∼= (Bst ⊗Q
phi
Vi)
GL ∼=W (kL)[p
−1]⊗Q
phi
Vi,
where the first injection is an isomorphism by counting dimensions. By the additivity of Swan conductor,
we have Swan(Dpst(V )) = Swan(Dst,L(V )) =
∑
i Swan(Di/Di+1) =
∑
i Swan(Vi) = Swan(V ).
4.7 Main Theorem
The aim of this subsection is to prove the following theorem, which generalizes Marmora’s formula in
Remark 4.7.2:
Theorem 4.7.1 (Main Theorem). Let V be a de Rham representation of GK . Then, the sequence
{Swan(V |Kn)}n>0 is eventually stationary and we have
Swan∇(NdR(V )) = lim
n
Swan(V |Kn).
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Remark 4.7.2. When kK is perfect, we explain that our formula coincides with the following Marmora’s
formula ([Mar04, The´ore`me 1.1]):
Irr(NdR(V )) = lim
n→∞
Swan(Dpst(V |Kn)).
Here, the LHS means the irregularity ofNdR(V ) regarded as a p-adic differential equation. By Lemma 4.6.5,
the RHS is equal to the RHS in Main Theorem 4.7.1. Therefore, we have only to prove Irr(D) = Swan∇(D)
for a (ϕ,∇)-module D over the Robba ring. Since D is endowed with a slope filtration and both irreg-
ularity and the differential Swan conductor are additive, we may assume that D is e´tale by de´vissage.
Let V be the corresponding p-adic representation of finite local monodromy. Then, the differential Swan
conductor Swan∇(D) coincides with the usual Swan conductor of V ([Ked07, Proposition 3.5.5]). On
the other hand, Irr(D) coincides with the usual Swan conductor of V ([Tsu98, Theorem 7.2.2]), which
implies the assertion.
We will deduce Main Theorem 4.7.1 from Lemma 3.5.4 (ii) by de´vissage. In the following, we use the
notation as in Definition 4.6.2.
Lemma 4.7.3. Let V be a de Rham representation of GK with Hodge-Tate weights ≤ 0.
(i) The (ϕ,GK)-modules
B˜†rig ⊗B†rig,K
NdR(V ), B˜
†
rig ⊗B˜∇+rig
N˜∇+rig (V )
coincide with each other in B˜†rig⊗Qp V . Moreover, the two filtrations induced by the slope filtrations
of NdR(V ) and N˜
∇+
rig (V ) also coincide with each other.
(ii) Let notation be as in Construction 1.7.7. Then, there exists a canonical isomorphism
gri(NdR(V )) ∼= D
†
rig(Vi|EK )
as (ϕ,∇)-modules over B†rig,K .
Proof. (i) We prove the first assertion. By Lemma 4.2.11 (with B = B˜†,rrig), we have only to prove that
D(1) := B˜†,rrig⊗B†,rrig,K
NdR,r(V ), D
(2) := B˜†,rrig⊗B˜∇+rig
N˜∇+rig (V ) and D := B˜
†,r
rig⊗Qp V satisfy the conditions
in the lemma. We have NdR,r(V )[t
−1] = D†,rrig(V )[t
−1] by definition and
B˜†,rrig ⊗B†,rrig,K
D†,rrig(V )
∼= B˜
†,r
rig ⊗B†,r B
†,r ⊗B†,r D
†,r(V ) ∼= B˜
†,r
rig ⊗B†,r B
†,r ⊗Qp V ∼= B˜
†,r
rig ⊗Qp V.
Since we have N˜∇+rig (V )[t
−1] = B˜∇+rig [t
−1] ⊗Qp V by definition, we have a canonical isomorphism
B˜†,rrig⊗B˜∇+rig
N˜∇+rig (V )[t
−1] ∼= B˜
†,r
rig [t
−1]⊗QpV , which implies the condition (i). By Proposition 4.2.12 (ii),
we have a canonical isomorphism B+dR ⊗ιn,B†,rrig,K
NdR,r(V ) ∼= B
+
dR ⊗K DdR(V ). On the other hand,
there exist canonical isomorphisms
B+dR ⊗B˜∇+rig
N˜∇+rig (V )
∼= B+dR ⊗B∇+dR
(B+dR ⊗K DdR(V ))
∇geom=0 ∼= B+dR ⊗K DdR(V ),
where the first isomorphism follows from [Ohk13, Proposition 5.3 (ii)] and the second isomorphism
follows from [Ohk13, Proposition 5.4]. Since the canonical map B∇+dR → B
+
dR is faithfully flat, the
condition (ii) is verified. The second assertion follows from the uniqueness of the slope filtration
([Ked05b, Theorem 6.4.1]).
(ii) By (i), there exists canonical isomorphisms
B˜†rig ⊗B†rig,K
gri(NdR(V )) ∼= B˜
†
rig ⊗B˜∇+rig
gri(N˜∇+rig (V ))
∼= B˜
†
rig ⊗Qphi Vi
as (ϕ,GK)-modules. By Lemma 4.5.7, we obtain a canonical isomorphism gr
i(NdR(V )) ∼= D
†
rig(Vi)
as (ϕ,ΓK)-modules. Since Vi is of finite local monodromy, so is Vi|EK . Hence, dimB†K
D†(Vi|EK ) =
dimQ
ph
Vi, in particular, a canonical injection D†(Vi|EK ) →֒ (B
† ⊗Q
phi
Vi)HK is an isomorphism.
Therefore, we have canonical isomorphisms D†rig(Vi|EK )
∼= D
†
rig(Vi)
∼= gri(NdR(V )) as (pure) ϕ-
modules over B†rig,K , hence, the assertion follows from Lemma 4.5.6.
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Remark 4.7.4. One can prove that there exist canonical isomorphisms
B˜†rig ⊗B†rig,K
NdR(V ) ∼= B˜
†
rig ⊗B˜∇+rig
N˜∇+rig (V )
∼= N
†
rig(V ).
Lemma 4.7.5. We have
Swan∇(NdR(V )) =
∑
1≤i≤r
SwanAS(Vi|EK ).
Proof. We have
Swan∇(NdR(V )) =
∑
1≤i≤r
Swan∇(gri(NdR(V ))) =
∑
1≤i≤r
Swan∇(D†rig(Vi|EK )) =
∑
1≤i≤r
SwanAS(Vi|EK ),
where the first equality follows from the additivity of the differential Swan conductor (Lemma 1.7.9),
the second one follows from Lemma 4.7.3 (ii), and the third one follows from Xiao’s comparison theorem
(Theorem 1.7.10).
Proof of Main Theorem 4.7.1. By Lemma 4.7.5 and the definition of Swan conductor (Definition 4.6.2),
we have only to prove SwanAS(Vi|EK ) = Swan
AS(Vi|Kn) for all sufficiently large n, which follows from
Lemma 3.5.4 (ii).
5 Appendix: List of notation
The following is a list of notation in order defined.
§ 1.2 : Ωˆ1K , ∂j , ∂/∂tj.
§ 1.3 : K˜n, K˜∞, ΓK˜ , HK˜ , γa, γb, η = (η0, . . . , ηd), g, Ln, L∞, ΓL, HL, ΓL,j.
§ 1.4 : E˜(+), vE˜, A˜
(+), B˜(+), ε, t˜j , π, q, Ainf , B
(+)
dR , uj, t, DdR( · ), ∇
geom, B
∇(+)
dR , Acris, Bcris, B˜
∇+
rig .
§ 1.5 : asaL/K,Z, F
a(L), b(L/K), asaL/K,Z,P , F
a
log(L), blog(L/K), Art
AS( · ), SwanAS( · ).
§ 1.6 : v≤n, wr, W (E)r, Wcon(E), Γr, Γcon, Γan,r, Γan,con, O{{S}}, O((S))
†,r , O((S))†, R, Mod•(σ),
Modet• (σ), Mod
s
•(σ).
§ 1.7 : Ω1R, Ω
1
R, d : R→ Ω
1
R, Mod
s
•(ϕ
h,∇) D, D†, Swan∇( · ).
§ 1.8 : X
(+)
K = X
(+)(K, ξ, n0).
§ 1.9 : E
(+)
L , E˜
(+)
K , A˜
(+)
L , B˜L, A, BL, B, Mod
et
BL(ϕ
h,ΓL), D( · ), V( · ).
§ 1.10 : A˜†,r, A˜†, B˜†,r, B˜†, B˜†,rrig , B˜
†
rig, A
†,r, A†, B†,r, B†, B†,rrig , B
†
rig, A˜
†,r
L , A˜
†
L, B˜
†,r
L , B˜
†
L, B˜
†,r
rig,L, B˜
†
rig,L, A
†,r
L ,
A†L, B
†,r
L , B
†
L, B
†,r
rig,L, B
†
rig,L, D
†,r( · ), D†( · ), D†,rrig( · ), D
†
rig( · ).
§ 3.1 : R〈X〉, O((S))†,r0 , | · |r, O[[S]]〈X〉, O((S))
†,r
0 〈X〉, O((S))
†,r〈X〉, deg(p), κ(p), κ(p), πp.
§ 3.2 : , ≻, lex, vR, degR, LTR( · ), | · |qt.
§ 3.3 : A, I†,r, A†,r, | · |r,qt.
§ 3.4 : Idem( · ), | · |p,qt, | · |p,sp Aκ(p).
§ 3.5 : ASr, ASrlog.
§ 4.1 : Kn[[u1, . . . , ud]]∇.
§ 4.2 : ιn, tn,w, NdR,r( · ), NdR( · ), N˜
†,r
rig( · ), N˜
†
rig( · ).
§ 4.3 : ∇j .
§ 4.4 : ∇˜j , ∇′j .
48
§ 4.5 : Repa,h(GK), D[s], Mod
s
B˜†rig
(ϕ,GK), Mod
s
B†rig,K
(ϕ,ΓK), Mod
s
B˜†
(ϕ,GK), Mod
s
B†K
(ϕ,ΓK), Mod
s
B˜∇+rig
(ϕ,GK),
D˜∇+rig ( · ), D˜
+
rig( · ), D
†
rig( · ), D˜
†( · ), D†( · ).
§ 4.6 : N˜∇+rig ( · ), Vi, Swan( · ).
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