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Abstract
It is known that there are one-to-one correspondences among the space
of cusp forms, the space of homogeneous period polynomials and the space
of Dedekind symbols with polynomial reciprocity laws. We add one more
space, the space of quantum modular forms with polynomial period func-
tions, to extend results from Fukuhara. Also, we consider Hecke operators
on the space of quantum modular forms and construct new quantum mod-
ular forms.
1 Introduction
In [9], Fukuhara showed that there are correspondences among the space of
cusp forms, Dedekind symbols and period polynomials. Also, he defined Hecke
operators on the space of Dedekind symbols which are compatible with Hecke
operators on other spaces. As an application, famous congruences from Ra-
manujan such as τ(n) ≡ σ11(n) (mod 691) were rediscovered (For details, see
[7]).
In this paper, we extend Fukuhara’s result by adding one more spaceQp±
poly,−w
on the diagram, the space of quantum modular forms with polynomial period
functions.
Theorem 1.1. Let w ≥ 2 be an even integer. Define the following spaces :
Sw+2 ∶= a space of cusp forms of weight w + 2 on SL2(Z)
C[h, k]w ∶= a space of homogeneous polynomials of degree w
Uw ∶= {g ∈ C[h, k]w ∶ g(h + k, k) + g(h,h + k) = g(h, k), g(1,1) = 0}
U±w ∶= {g ∈ Uw ∶ g(h,−k) = ±g(h, k)}
Ew ∶= {E ∶ E is a Dedekind symbol of weight w s.t. E(h, k) −E(k,−h) ∈ C[h, k]w}
E±w ∶= {E ∈ Ew ∶ E(h,−k) = ±E(h, k) for all (h, k) ∈ Z+ × Z}
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Q−w ∶= a space of quantum modular forms of weight −w on SL2(Z)
Qp
poly,−w ∶=
⎧⎪⎪⎨⎪⎪⎩f̃ ∈ Q−w ∶ f̃(x) = f̃(x + 1), f̃(x) − x
wf̃ (− 1
x
) = w∑
j=0
cjx
j , cj ∈ C
⎫⎪⎪⎬⎪⎪⎭
Qp±
poly,−w ∶= {f̃ ∈ Qppoly,−w ∶ f̃(−x) = ±f̃(x)}
QE,−w ∶= Ψw(Ew)
Q±E,−w ∶= {f̃ ∈ QE,−w ∶ f̃(−x) = ±f̃(x)}
1. The following diagram commutes.
Sw+2
E±w U
±
w
Q±E,−w
Q±w+2
α±w+2
R±w+2
β±w
Ψ
±
w H
±
w
2. QE,−w = Q
p
poly,−w, Q
±
E,−w = Q
p±
poly,−w.
3. Ψ−w ∶ E
−
w → Q−E,−w, Q−w+2 ∶ Sw+2 → Q−E,−w, H−w ∶ Q−E,−w → U−w are isomor-
phisms between vector spaces.
4. Ψ+w ∶ E
+
w → Q+E,−w is an isomorphism.
5. Q+w+2 ∶ Sw+2 → Q+E,−w is a monomorphism s.t. the image Q+w+2(Sw+2) is the
subspace of Q+E,−w of codimension 2 where Q
+
w+2(Sw+2),Ψw(Fw),Ψw(Gw)
span QE,−w. Here we have
Ψw(Fw)(k
h
) ≡ 1, Ψw(Gw)(k
h
) = (gcd(h, k)
h
)
w
.
6. H+w ∶ Q
+
E,−w → U+w is an epimorphism s.t. ker(H+w) is one-dimensional
subspace of Q+E,−w generated by Ψw(Gw)
Definitions of the maps in the diagram are given in Section 2 and 3. Using
these maps, we define the action of Hecke operators on the space of quantum
modular forms which are compatible with other Hecke operators. Also, we ex-
tend this definition as Hecke operators on the space of quantum modular forms
on a congruence subgroup with a nontrivial multiplier system. As a consequence,
we construct quantum modular forms of weight 1 on Γ0(2) with nontrivial mul-
tiplier systems.
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Theorem 1.2. Let f ∶ Q → C be a weight 1 quantum modular form on Γ0(2)
with nontrivial multiplier system χ defined by
χ((1 1
0 1
)) = χ((1 0
2 1
)) = ζ24
where ζ24 = e
2πi/24. For any prime p with 5 ≤ p ≤ 757, define T∞p f ∶ Q→ C as
T∞p f(x) = (−1) p2−124 f(px) + 1
p
p−1∑
j=0
ζ
−pj
24
f (x + j
p
)
where ζ24 = e
2πi/24.Then T∞p f is a quantum modular form of weight 1 on Γ0(2)
with a multiplier system χp.
This paper is organized as follows. In Section 2, we review known facts. In
Section 3 and 4, we give proofs of main results.
Acknowledgement. This is part of the author’s undergraduate thesis paper.
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2 Preliminaries
2.1 Modular forms and Period polynomials
(In this section, we will use homogenized version of period polynomials, which
is slightly different from the notations in [10].) SL2(Z) acts on H = {z ∈ C ∶
I(z) > 0} via Mo¨bius transform and the natural boundary of H is Q∪ {∞}, the
set of cusps of SL2(Z). Let f be a cusp form of weight w + 2 on SL2(Z). The
(homogenized) period polynomial rf (X,Y ) associated to f is defined by
rf(X,Y ) ∶= ∫ i∞
0
f(z)(Xz − Y )wdz.
Let r+f (resp. r
−
f ) be even (resp. odd) part of the period polynomial, i.e.
r±f (X,Y ) = 12(rf(X,Y ) ± rf (X,−Y ))
and Vw = Vw(C) be the space of 2-variable homogeneous polynomials of degree
≤ w with coefficients in C. Then there is a right SL2(Z)-action on Vw(C) defined
by
(P ∣γ)(X,Y ) = (cX + dY )wP (aX + bY
cX + dY
)
where P (X,Y ) ∈ Vw(C), γ = ( a bc d ). We can naturally extend this action to the
action of the group algebra Q[SL2(Z)]. Consider the subspace Ww ⊂ Vw,
Ww = ker(1+S)∩ ker(1+U +U2) = {P ∈ Vw ∶ P +P ∣S = 0, P +P ∣U +P ∣U2 = 0}
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where S = ( 0 −1
1 0
) , U = ( 1 −1
1 0
). We can express Ww =W +w ⊕W −w where W +w (resp.
W −w) is the space of even (resp. odd) polynomials. Using relations S
2 = −I and
U3 = −I, one checks rf (X,Y ) is in Ww. The following are well-known:
Theorem 2.1 (Eichler-Shimura-Zagier). The map r− ∶ Sw+2 → W −w is an iso-
morphism. The map r+ ∶ Sw+2 → W +w is a monomorphism where r+(Sw+2) is
the subspace of W +w of codimension 1, defined over Q, and not containing the
element p0(X,Y ) =Xw − Y w.
This plays an important role in the proof of Fukuhara’s theorem. Choie and
Zagier considered the action of Hecke operator on the space of period functions
(the following theorem is the rephrased version of the Theorem 2 of [3] - in
the paper the authors used the notation S = ( 1 1
0 1
) and T = ( 0 −1
1 0
) instead of
T = ( 1 1
0 1
) and S = ( 0 −1
1 0
). We will use the later one throughout this paper):
Theorem 2.2 (Choie-Zagier). Let f be a cusp form of weight w+2 and Mn ∶={M ∈ PSL2(Z) ∣ det(M) = n}. Then the period polynomial of f ∣Tn = Tnf is given
by
rTnf(x) = (T̃nrf )(x) = ∑
(a b
c d
)∈Mann
(cx + d)wrf (ax + b
cx + d) .
where
Mann = {(a bc d) ∣a, b, c, d ∈ Z, ad − bc = n,a > ∣c∣, d > ∣b∣, bc ≤ 0,
b = 0⇒ −a
2
< c ≤
a
2
, c = 0⇒ −d
2
< b ≤
d
2
} .
Also, we can consider T̃n as a Hecke operator on the space of period func-
tions. If we regard T̃n as an element in Rn = Z[Mn] with SL2(Z)-action via
multiplication (these elements have a right action on the space of cusp forms or
period functions via slash operator), then there exists Xn, Yn ∈ Rn s.t.
T∞n (I − T ) = (I − T )Xn, T∞n (I − S) = (I − S)T̃n + (I − T )Yn.
where
T∞n = ∑
ad=n,a,d>0
b (mod d)
(a b
0 d
) ∈ ((T − I)Rn)/Rn.
2.2 Dedekind symbols and correspondences
We follow the definitions and notations given in [9] and [7]. For any positive even
number w, weight w Dedekind symbols are functions Eǫ ∶ Z+ ×Z→ C satisfying
1. Eǫ(h, k) = Eǫ(h, k + h)
2. Eǫ(h,−k) = ǫEǫ(h, k)
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3. Eǫ(h, k) −Eǫ(k,−h) = f ǫ(h, k)
4. Eǫ(ch, ck) = cwEǫ(h, k)
for some f ∶ Z+ × Z+ → C and ǫ ∈ {±}. The function f ǫ is called the reciprocity
function of Eǫ. Note that E+ (resp. E−) is called even (resp. odd) Dedekind
symbol. In [9], it was shown that one can recover Dedekind symbol Eǫ of weight
w from any function f ǫ with reciprocity properties, up to constant multiple of
Gw(h, k) = gcd(h, k)w.
For f ∈ Sw+2 and (h, k) ∈ Z+ ×Z, define Ef by
Ef(h, k) = ∫ i∞
k/h
f(z)(hz − k)wdz.
Furthermore we define E−f and E
+
f , respectively, by
E±f (h, k) = 12(Ef (h, k) ±Ef(h,−k)).
Then it is shown that Ef is a Dedekind symbol of weight w with polynomial
reciprocity function, so this defines the map α±w+2 ∶ Sw+2 → E±w with α±w+2(f) =
E±f .
Also, define a map βw ∶ Ew → Uw which sends Dedekind symbol to its reci-
procity function,
βw(E)(h, k) ∶= E(h, k) −E(k,−h)
β±w(E)(h, k) ∶= 12(βw(E)(h, k) ± βw(E)(h,−k)).
In case of Dedekind symbol Ef associate with a cusp form f , we can check that
βw(Ef)(h, k) = ∫ i∞
0
f(z)(hz − k)wdz
where RHS is a homogenized period polynomial of f . We will denote this map
as Rw+2 and R±w+2 ∶= β±w ○ α±w+2, similarly.
Fukuhara showed that there is a one-to-one correspondence among the spaces
Sw+2,E±w and U
±
w (see [6], [7], [9]).
Theorem 2.3 (Fukuhara). The following diagram commutes :
Sw+2
E±w U
±
w
α±w+2
R±w+2
β±w
α−w+2 ∶ Sw+2 → E−w is an isomorphism and α+w+2 ∶ Sw+2 → E+w is a monomor-
phism s.t. the image α+w+2(Sw+2) is the subspace of E+w of codimension 1 where
α+w+2(Sw+2),Gw span E+w. Also, β−w ∶ E−w → U−w is an isomorphism, and β+w ∶ E+w →
U+w is an epimorphism s.t. kerβ
+
w is one dimensional subspace of E
+
w spanned by
Gw.
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In [7], Fukuhara defined Hecke operators T∞n on the space of Dedekind sym-
bols which are compatible with those on the space of modular forms.
Theorem 2.4 (Fukuhara). Let E ∈ Ew be a weight w Dedekind symbol. Then
Hecke operators T∞n on Ew which are defined by
(T∞n E)(h, k) ∶= ∑
γ∈Γ1/Mn
(E∣γ)(h, k) = ∑
ad=n,d>0
d−1∑
b=0
E(dh, ak + bh)
preserves E±w and compatible with Hecke operators on Sw+2, i.e.
αw+2(Tnf) = T∞n αw+2(f)
for any f ∈ Sw+2.
2.3 Quantum modular forms
Quantum modular forms were first defined by Zagier in his paper [11]. They
are functions defined on Q with modular properties, which are slightly different
from usual modular forms. Recall the definition of quantum modular forms in
[2].
Definition 2.1. Let N be a positive integer, k ∈ 1
2
Z and χ be a multiplier system
on Γ0(N). Then a function f ∶ Q → C is a quantum modular form of weight k
and a multiplier system χ on Γ0(N) if it satisfies the modular relation
f(x) − (f ∣k,χγ)(x) = hγ(x)
for all γ ∈ Γ0(N) where
(f ∣k,χγ)(x) = χ(γ)−1(cx + d)−kf (ax + b
cx + d) , γ = (
a b
c d
) ∈ Γ0(N)
and hγ can be extended smoothly on R except finitely many points S ⊂ Q. Let
Qk(Γ0(N), χ) be the space of weight k quantum modular forms on Γ0(N). Also,
we denote Qk(SL2(Z), id) ∶= Qk for short.
hγ is a 1-cocycle, i.e. hγ1γ2 = hγ1 ∣k,χγ2 + hγ2 . Let Qpk ⊂ Qk be the subspace
containing quantum modular forms of weight k with hT (x) ≡ 0, i.e. f(x + 1) =
f(x). Then hU = hTS = hS + hT ∣kS = hS , so hS became a period function. For
f ∈ Qp
k
, we call hS(x) = f(x) − x−kf (− 1x) as the period function of f .
For example, Zagier found that we can associate a quantum modular form to
a certainMaass wave form. More precisely, let’s recall one of the q-hypergeometric
function from Ramanujan’s ”Lost” Notebook :
σ(q) = ∞∑
n=0
qn(n+1)/2
(1 + q)(1 + q2)⋯(1 + qn) = 1 + q − q2 + 2q3 − 2q4 + q5 + q7 +⋯.
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Now define coefficients {T (n)}n∈24Z+1 by qσ(q24) = ∑n≥0 T (n)qn. In [4], Cohen
showed that these are related to the certain Maass wave form given by
u(z) =√y ∑
n∈24Z+1
T (n)K0(2π∣n∣y/24)e2πinx/24, z = x + iy
which is a Maass wave form of eigenvalue 1/4 on a congruence subgroup Γ0(2).
Also, in [1] Andrews proved the following q-series identity
σ(q) = 1 + ∞∑
n=0
(−1)nqn+1(1 − q)(1 − q2)⋯(1 − qn).
This implies that σ(q) also makes sense whenever q is a root of unity because
the series only contains finite sum in that case. Now we can define f ∶ Q→ C as
f(x) = q1/24σ(q) (x ∈ Q, q = e2πix).
Zagier proved that this function satisfies quantum modular properties :
Proposition 2.1. The above function f satisfies
f(x + 1) = ζ24f(x), 1∣2x + 1∣f (
x
2x + 1) = ζ24f(x) + h(x)
where ζ24 = e
2πi/24 and h ∶ R → C is C∞ on R and real-analytic except at
x = −1/2.
In this case, the slash operator is given by
(f ∣γ)(x) = χ(γ)−1∣cx + d∣−kf (ax + b
cx + d) , γ = (
a b
c d
) ∈ GL+
2
(Q).
This is a weight 1 quantum modular form on Γ0(2) with multiplier system χ
defined as χ(T ) = χ(R) = ζ24 where
T = (1 1
0 1
) , R = (1 0
2 1
) .
Note that T,R generates Γ0(2). From −I = (RT −1)2, we have χ(−I) = 1.
Remark. In [11], there is a minor errata : we have to take an absolute value
on 2x + 1.
3 Quantum modular forms associated to Dedekind
symbols with polynomial reciprocity law
Let E ∈ Ew be a Dedekind symbol of weight w with polynomial reciprocity law
where w is a positive even integer. We can define a quantum modular form f̃E
associated to E.
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Definition 3.1. Let E ∈ Ew. Define a map Ψw ∶ Ew → Q−w by Ψw(E) = f̃E
where
f̃E (k
h
) = h−wE(h, k).
It is clear that Ψw is injective map.
Proposition 3.1. f̃E is a well-defined quantum modular form of weight −w
with polynomial period function on SL2(Z).
Proof. Since E is a Dedekind symbol of weight w, f̃E is well-defined. For E ∈ Ew,
E(h, k) −E(k,−h) = w∑
i=0
αih
ikw−i
for some αi ∈ C. Then for x = k/h ∈ Q, we have
f̃E(x + 1) = 1
hw
E(h,h + k) = 1
hw
E(h, k) = f̃E(x)
and
f̃E(x) − xw f̃E (− 1
x
) = 1
hw
E(h, k) − (k
h
)w 1
kw
E(k,−h) = 1
hw
(E(h, k) −E(k,−h))
=
1
hw
R(h, k) = w∑
i=0
αi (k
h
)w−i = w∑
i=0
αix
w−i.
Thus f̃E is a quantum modular form of weight −w with a trivial multiplier
system.
Let Qppoly,−w be the space of periodic quantum modular forms of weight −w
with the trivial multiplier system and a polynomial period function, i.e.
Qp
poly,−w ∶=
⎧⎪⎪⎨⎪⎪⎩f̃ ∈ Q−w ∶ f̃(x) = f̃(x + 1), f̃(x) − x
wf̃ (− 1
x
) = w∑
j=0
cjx
j , cj ∈ C
⎫⎪⎪⎬⎪⎪⎭
and QE,−w ∶= Ψw(Ew) be image of Ψw. Note that QE,−w ⊆ Qppoly,−w. By compos-
ing this map with αw+2, consider
Qw+2 ∶= Ψw ○ αw+2 ∶ Sw+2 → QE,−w.
Note that Qw+2(f) coincides with the Eichler integral,
Qw+2(f)(x) = ∫ i∞
x
f(z)(x− z)wdz = w!(−2πi)w+1 ∑n≥1
an
nw+1
e2πinx
and its period function is same as the (1-variable) period polynomial rf(x).
Also, we define odd and even part of the map Ψw,
Ψ±w(E)(h, k) ∶=12(Ψw(E)(h, k) ±Ψw(E)(h,−k))
Q±w+2 ∶=Ψ±wα±w+2 ∶ Sw+2 →Q±E,−w
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where
Q+E,−w = {f̃Q ∈ QE,−w ∶ f̃Q(x) = f̃Q(−x)}
Q−E,−w = {f̃Q ∈ QE,−w ∶ f̃Q(x) = −f̃Q(−x)}.
Now we will define new maps Hw,H
±
w ∶ Qppoly,−w → Uw and we will prove the
Theorem 1.
Definition 3.2. For any f̃ ∈ Qp
poly,−w, define
Hw(f̃)(h, k) ∶= hwf̃ (k
h
) − kwf̃ (−h
k
)
H±w(f̃)(h, k) ∶= 12(H±w(f̃)(h, k) ±H±w(f̃)(h,−k)).
Proof of the Theorem 1. First, we know that g(x) = hS(x) = f̃(x) − xwf̃ (− 1x)
is a polynomial in x. Then Hw(f̃)(h, k) = hwg ( kh) is homogeneous polynomial
in h, k which satisfies period relations, Hw(f) +Hw(f)∣S =Hw(f) +Hw(f)∣U +
Hw(f)∣U2 = 0.
For 1, it is enough to check that βw = HwΨw. (If we show this, then
HwQw+2 = HwΨwαw+2 = βwαw+2 = Rw+2, so everything commutes.) It can
be shown by direct computation : for any E ∈ Ew,
HwΨw(E)(h, k) =Hw(h−wE(h, k)) = hwh−wE(h, k) − kwk−wE(k,−h)
= E(h, k) −E(k,−h) = βw(E)(h, k),
so HwΨw = βw.
To show 2, first we will check that H−w is injective. This directly follows from
the following Lemma :
Lemma 3.1. Let f̃ ∶ Q → C be a function satisfies
f̃(x) − f̃(x + 1) = 0 . . . (1)
f̃(x) − xwf̃ (− 1
x
) = 0 . . . (2)
for some even integer w ≥ 2. Then there exists c ∈ C s.t.
f̃ (k
h
) = c(gcd(h, k)
h
)
w
. . . (∗)
for any h, k ∈ Z, h > 0. In particular, if f̃ is odd function then f̃ ≡ 0.
Proof. We use induction on h where x = k/h. Let f̃(0) = c. For any k ∈ Z,
since f̃(k) = f̃(0) = c by (1) so we proved (∗) for h = 1. Suppose (∗) holds for
any k/h ∈ Q with h ≤ h0 and consider x = k/(h0 + 1). By (1), we can assume
0 ≤ k ≤ h0. If k = 0, f̃(x) = f̃(0) = c and we are done. If not, by (2)
f̃ ( k
h0 + 1) = (
k
h0 + 1)
w
f̃ (−h0 + 1
k
)
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and induction hypothesis gives
f̃ ( k
h0 + 1) = (
k
h0 + 1)
w
c(gcd(k,h0 + 1)
k
)
w
= c(gcd(h0 + 1, k)
h0 + 1 )
w
.
So (∗) holds for any x ∈ Q. If f̃ is odd function, f̃(−1) = f̃(0) = f̃(1) = −f̃(−1),
so c = f̃(0) = f̃(−1) = 0 and f̃ ≡ 0.
Note that f̃ ∈ kerH−w exactly satisfies equations (1) and (2) in the Lemma
3.1. Now suppose f̃ ∈ Qp−
poly,−w, then H
−
w(f̃) ∈ U−w so by Eichler-Shimura the-
ory there exists f ∈ Sw+2 s.t. R−w+2(f) = H−w(f̃). However, we have R−w+2 =
H−wΨ
−
wα
−
w+2 and injectivity of H
−
w gives f̃ = Ψ
−
wα
−
w+2(f). So Qp−poly,−w = Q−E,−w.
Then even case is similar. By the Lemma 3.1, we have ker(H+w) = {cΨw(Gw) ∶
c ∈ C}. For f̃ ∈ Q+poly,−w, H+w(f̃) ∈ U+w and Eichler-Shimura theory gives that
H+w(f̃) = a(hw − kw) +R+w+2(f) = aH+wΨ+w(Fw) +R+w+2(f)
for some f ∈ Sw+2 and a ∈ C. Since R+w+2 =H
+
wΨ
+
wα
+
w+2 we get
H+w(f̃ −Ψ+wα+w+2(f) − aΨ+w(Fw)) = 0
and
f̃ −Ψ+wα+w+2(f) − aΨ+w(Fw) = bΨ+w(Gw)
which proves f̃ ∈ Q+E,−w, Q
p+
poly,−w = Q
+
E,−w. QE,−w = Q
p
poly,−w immediately follows
from QE,−w = Q+E,−w ⊕Q−E,−w and Qppoly,−w = Qp+poly,−w ⊕Qp−poly,−w.
We know that Ψw ∶ Ew → QE,−w is an isomorphism and Ψw(E±w) ⊆ Q±E,−w,Ew =
E+w ⊕ E−w,QE,−w = Q+E,−w ⊕ Q−E,−w, so we get Ψw(E±w) = Q±E,−w and Ψw is an
isomorphism between E±w and Q
±
E,−w. Combining with the Theorem 5, we get
the 3, 4, 5, 6.
4 Hecke Operators on Quantum modular forms
Now we define a Hecke operator on QE,−w and show that it can extends to the
space Q−w. Actually, it is the same as an operator T∞n in the Theorem 2.2.
Definition 4.1. Define a Hecke operator T∞n on QE,−w by
(T∞n f̃)(x) ∶= ∑
ad=n,d>0
dw
d−1∑
b=0
f̃ (ax + b
d
) .
Proposition 4.1. 1. The Hecke operator on QE,−w is compatible with Hecke
operator on Ew, i.e. the following diagram commutes
Ew Ew
QE,−w QE,−w
T∞n
Ψw Ψw
T∞n
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2. For any f ∈ QE,−w, T∞n f ∈ QE,−w.
Proof. Choose any E ∈ Ew then we have to show T
∞
n f̃E = f̃T∞n E . By the direct
computation,
T∞n f̃E (kh) = ∑ad=n,d>0d
w
d−1∑
b=0
f̃E (ak + bh
dh
)
= ∑
ad=n,d>0
dw
d−1∑
b=0
(dh)−wE(dh, ak + bh)
= h−w ∑
ad=n,d>0
d−1∑
b=0
E(dh, ak + bh)
= h−w(T∞n E)(h, k) = f̃T∞n E (kh)
for any (h, k) ∈ Z+ × Z so we get T∞n f̃E = f̃T∞n E . T∞n (QE,−w) ⊆ QE,−w easily
follows from compatibility.
Since Hecke operators on Sw+2 are compatible with Hecke operators on Ew,
we get the following corollary.
Corollary 4.1. The Hecke operator on QE,−w is compatible with Hecke operator
on Sw+2, i.e. the following diagram commutes
Sw+2 Sw+2
QE,−w QE,−w
Tn
Qw+2 Qw+2
T∞n
Now we will show that the definition of Hecke operator on QE,−w can be
extended to the whole space Q−w.
Theorem 4.1. T∞n can be extended to Q−w by the same way : for any quantum
modular form f̃ ∈ Q−w, define
(T∞n f̃)(x) ∶= ∑
ad=n,d>0
dw
d−1∑
b=0
f̃ (ax + b
d
)
then T∞n f̃ ∈ Q−w. Also, T
∞
n (Qp−w) ⊆ Qp−w, T∞n (Qppoly,−w) ⊆ Qppoly,−w.
Proof. We only need to check (f ∣T∞n (I − T ))(x) and (f ∣T∞n (I − S))(x) can be
regarded as smooth function on R with finitely many singular points. Using the
Theorem 2.2 again, we have
(f ∣T∞n (I − T ))(x) = (f ∣(I − T )Xn)(x) = (hT ∣Xn)(x)
(f ∣T∞n (I − S))(x) = (f ∣(I − S)T̃n)(x) + (f ∣(I − T )Yn)(x)
= T̃nhS(x) + (hT ∣Yn)(x)
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and all of these can be extended smoothly on R except finitely many points
since hT and hS does. If f ∈ Q
p
−w, then period function of T
∞
n f is T̃nh where h
is a period function of f .
In fact, almost all quantum modular forms are defined on a congruence
subgroup with a nontrivial multiplier system, so our definition of the Hecke
operator is not very useful. So we will define some sort of generalized version of
the Hecke operator; which are defined on the space of quantum modular forms
of integer weight with a nontrivial multiplier system χ on some congruence
subgroup. We will check that this operator changes multiplier system.
Definition 4.2. Let Γ ≤ SL2(Z) be a congruence subgroup and let χ,χ′ ∶ Γ→ S1
be any two multiplier systems and α ∈ GL+
2
(Q). For any α ∈ GL+
2
(Q), we call
two multiplier systems are compatible at α if the function cχ,χ′ ∶ ΓαΓ → S1
defined by
cχ,χ′(γ1αγ2) = χ(γ1)χ′(γ2)
is a well-defined function, i.e. for any element γ1αγ2 = δ1αδ2 in ΓαΓ, we have
χ(γ1)χ′(γ2) = χ(δ1)χ′(δ2).
We can easily check that for any given multiplier system χ and matrix α,
there is at most one multiplier system χ′ compatible at α.
Using this function, we can define a Hecke operator on the space of quantum
modular forms which changes multiplier system.
Theorem 4.2. Let α ∈ GL+2(Q) and Γ ≤ SL2(Z) be a congruence subgroup.
Let {βj = αjαα′j}j∈J be the set of representatives of orbits Γ/ΓαΓ. Suppose two
multiplier systems χ,χ′ ∶ Γ → S1 are compatible at α, i.e. there exists well-defined
function cχ,χ′ ∶ ΓαΓ→ S1. Then for f ∈ Qk(Γ, χ), define a Hecke operator T∞α,χ,χ′
by
T∞α,χ,χ′f =∑
j
cχ,χ′(βj)−1f ∣βj
where ∣ is k-th slash operator which satisfies f ∣γ1γ2 = (f ∣γ1)∣γ2 for any γ1, γ2 ∈
GL+2(Q). Then Tα,χ,χ′f ∈ Qk(Γ, χ′).
Proof. For γ ∈ Γ, there exists a permutation σγ ∶ J → J such that for each j ∈ J ,
βjγ ∈ Γβσγ(j), i.e. βjγ = γjβσγ(j) for some γj ∈ Γ. Since f ∈ Qk(Γ, χ), for any
γ ∈ Γ,
f − χ(γ)−1f ∣γ = hγ
where hγ is a function on Q which can be extended to R smoothly except finitely
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many points. Then
T∞α,χ,χ′f − χ′(γ)−1T∞α,χ,χ′f ∣γ
=∑
j
cχ,χ′(βj)−1f ∣βj − χ′(γ)−1∑
j
cχ,χ′(βj)−1f ∣βjγ
=∑
j
cχ,χ′(βj)−1f ∣βj − χ′(γ)−1∑
j
cχ,χ′(βj)−1f ∣γjβσγ(j)
=∑
j
cχ,χ′(βj)−1f ∣βj − χ′(γ)−1∑
j
cχ,χ′(βj)−1(χ(γj)f − χ(γj)hγj)∣βσγ(j)
=∑
j
cχ,χ′(βj)−1f ∣βj −∑
j
cχ,χ′(βσγ(j))−1f ∣βσγ(j) +∑
j
cχ,χ′(βσγ(j))−1hγj ∣βσγ(j)
=∑
j
cχ,χ′(βσγ(j))−1hγj ∣βσγ(j)
The last term is a finite sum of smooth functions so it is also smooth function
on R itself (except finitely many points).
So, when are χ and χ′ compatible at α? To check compatiblity, we will use
the following lemma.
Lemma 4.1. χ and χ′ are compatible at α if and only if χ(γ) = χ′(α−1γα) for
any γ ∈ Γ ∩ αΓα−1.
Proof. (⇒) Let γ ∈ Γ ∩ αΓα−1, so that γ = αγ′α−1 ⇔ γα = αγ′ for some γ′ ∈
Γ. Then by compatibility, we have χ(γ) = cχ,χ′(γα) = cχ,χ′(αγ′) = χ′(γ′) =
χ′(α−1γα).
(⇐) Assume that χ(γ) = χ′(α−1γα) holds for any γ ∈ Γ ∩ αΓα−1. If γ1αγ2 =
δ1αδ2 ⇔ γ−11 δ1α = αγ2δ−12 in ΓαΓ, then
χ(γ1)−1χ(δ1) = χ(γ−11 δ1) = χ(αγ2δ−12 α−1) = χ′(γ2δ−12 ) = χ′(γ2)χ′(δ2)−1.
so χ(γ1)χ′(γ2) = χ(δ1)χ′(δ2).
We will focus on the case when Γ = Γ0(N) and α = ( 1 00 p ), for p ∤ N . We will
use a notation Tp,χ,χ′ for Tα,χ,χ′ . In this case, it is known that (see [5]) the set
of representatives of orbits Γ0(N)/Γ0(N) ( 1 00 p )Γ0(N) can be chosen as
β0 = (1 00 p) , β1 = (1 10 p) ,⋯, βp−1 = (1 p − 10 p ) , β∞ = (p 00 1) .
As an example, we will consider the Zagier’s quantum modular form f ∶
Q → C introduced in the Section 2. Recall that the function f is the weight 1
quantum modular form on Γ0(2) with the multiplier system χ defined as
χ(T ) = χ((1 1
0 1
)) = ζ24, χ(R) = χ((1 02 1)) = ζ24.
For any prime p ≥ 5, we can easily check that Γ∩αΓα−1 = Γ0(2p) when Γ = Γ0(2)
and α = ( 1 00 p ). By SAGE, we made a program to compute the value of χ(γ)
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for any given γ ∈ Γ0(2). Also, SAGE provides enviroment to find generators of
congruence subgroups, so we’ve checked that χ and χ′ = χp are compatible at p
for any prime 5 ≤ p ≤ 757, i.e. χ(γ) = χ(α−1γα)p for any γ ∈ Γ0(2p) by compute
its values on generators of Γ0(2p). For example, in case of p = 5, generators of
Γ0(10) are
(1 1
0 1
) , ( 3 −1
10 −3) , (19 −730 −11) , (11 −520 −9) , ( 7 −510 −7)
and both χ (( a bc d )) and χ (α ( a bc d)α−1)5 = χ (( a 5bc/5 d ))5 have values
ζ24, 1, ζ
20
24 , ζ
19
24 , 1.
By compatibility of multiplier systems, we can define the Hecke operators
T∞p = T
∞
p,χ,χp ∶Q1(Γ0(2), χ) → Q1(Γ0(2), χ′) for 5 ≤ p ≤ 757. From
β∞ = (p 00 1) = −T
p+1
2 R−1 (1 0
0 p
)T p+12 R−1, βj = (1 j0 p) = (1 00 p)T j,
we have
cχ,χp(β∞) = ζ p+1224 ζ−124 (ζ p+1224 ζ−124 )p = ζ p
2
−1
2
24
= (−1) p2−124 , cχ,χp(βj) = ζpj24 .
(Note that 24∣p2 − 1 for any p ≥ 5.) Now we get our main result.
Theorem 4.3. Let
g(x) = T∞p f(x) = (−1) p2−124 f(px) + 1
p
p−1∑
j=0
ζ
−pj
24
f (x + j
p
) .
Then g should satisfy
g(x + 1) = ζp
24
g(x), 1∣2x + 1∣g (
x
2x + 1) = ζp24g(x) +H(x)
where H can be extended smoothly on R except finitely many points.
We can naturally come up with the following questions.
Question 1. Are χ and χp compatible at α = ( 1 00 p ) for any p ≥ 5? i.e. Does the
equation
χ((a b
c d
)) = χ(( a pb
c/p d ))
p
hold for any γ = ( a bc d ) ∈ Γ0(2p)? We may need an explicit formula of χ(γ) in
terms of a, b, c, d.
Question 2. Is there any Hecke eigenform in the space of quantum modular
forms? For example, if p ≡ 1 (mod 24), then T∞p ∶ Q1(Γ0(2), χ) →Q1(Γ0(2), χp) =
14
Q1(Γ0(2), χ). Is Zagier’s quantum modular form f an eigenform with respect
to such T∞p ? i.e. is there λp ∈ C such that T
∞
p f(x) = λpf(x) for any x ∈ Q?
Actually, we will prove that this is true in a subsequent paper.
Question 3. Can we extend the result for half-integral weight (quantum) mod-
ular forms?
In [11], there are a lot of examples of quantum modular forms of half-integral
weight. If we can develop the similar theory that can be applied these forms, we
might get some interesting results.
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