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1. Introduction
Boundary-value problems for ordinary differential equations arise in different areas of applied mathematics and physics
and so on, the existence and multiplicity of positive solutions for such problems have become an important area of
investigation in recent years. To identify a few, we refer the reader to [1–31] and the references therein. In particular, we
would like tomention some results of Yang [3], Graef, Qian andYang [9] andAnderson andAvery [10]. In [3], Yang considered
the following fourth-order two-point boundary-value problem{
x(4)(t) = g(t)f (x(t)), 0 ≤ t ≤ 1,
x(0) = x′(0) = x′′(1) = x′′′(1) = 0. (1.1)
By using Krasnoselskii’s fixed-point theorem, the author established some new estimates to the positive solutions to
problem (1.1), and obtained some sufficient conditions for the existence of at least one positive solution for problem (1.1).
In [9], Graef, Qian and Yang considered the following fourth-order three-point boundary-value problem{
x(4)(t) = λg(t)f (x(t)), 0 < t < 1,
x(0) = x′(1) = x′′(0) = x′′(p)− x′′(1) = 0, (1.2)
where p ∈ (0, 1) is a constant. By using Krasnoselskii’s fixed-point theorem, the authors study the existence and nonexi-
stence of positive solution of problem (1.2).
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In [10], Anderson and Avery considered the following fourth-order four-point right focal boundary-value problem{−x(4)(t) = f (x(t)), t ∈ [0, 1],
x(0) = x′(q) = x′′(r) = x′′′(1) = 0, (1.3)
where 0 < q < r < 1 are two constants, f : R → R is continuous and f (x) ≥ 0 for x ≥ 0. By using the Five Functionals
Fixed-Point Theorem, the authors give sufficient conditions for the existence of three positive solutions of problem (1.3).
At the same time, we notice that a class of boundary-value problems with integral boundary conditions appeared in
heat conduction, chemical engineering, underground water flow, thermo-elasticity, and plasma physics. Such problems
include two-, three-, multi-point and nonlocal boundary-value problems as special cases and attracted the attention of
Gallardo [32], Karakostas and Tsamatos [33], Lomtatidze andMalaguti [34] and the references therein. Formore information
about the general theory of integral equations and their relation with boundary-value problems we refer to the book of
Corduneanu [35] and Agarwal and O’Regan [36].
Being directly motivated by [3], in this paper, we study the existence and nonexistence of positive solutions of the
following fourth-order boundary-value problem with integral boundary conditions
x(4)(t) = w(t)f (t, x(t), x′′(t)), 0 < t < 1,
x(0) =
∫ 1
0
g(s)x(s)ds, x(1) = 0,
x′′(0) =
∫ 1
0
h(s)x′′(s)ds, x′′(1) = 0,
(P)
where w may be singular at t = 0 and (or) t = 1, f ∈ C([0, 1] × [0,+∞) × (−∞, 0], [0,+∞)), and g, h ∈ L1[0, 1] are
nonnegative.
For the case of g = 0, h = 0, w = 1, problem (P) reduces to the following two-point boundary-value problem{
x(4)(t) = f (t, x(t), x′′(t)), 0 < t < 1,
x(0) = x(1) = x′′(0) = x′′(1) = 0. (1.4)
A great deal of research has been devoted to the existence problem of solutions for problem (1.4), for example, Gupta [6,7],
Liu [8], Ma [11,14], Ma andWang [15], Aftabizadeh [26], Yang [27], Del Pino andManasevich [28], and the references therein.
All of those results are based upon the Leray–Schauder continuation method, topological degree and the method of lower
and upper solutions.
The main features of this paper are as follows. Comparing with [3,6–11,14,15,26–28], we discuss the boundary-value
problem with integral boundary conditions, i.e., problem (P) includes fourth-order two-, three-, multi-point and nonlocal
boundary-value problems as special cases. To our knowledge, no paper considered fourth-order equation with integral
boundary conditions. Hence we improve and generalize the results of [3,6–11,14,15,26–28] to some degree, and so, it is
interesting and important to study the existence and nonexistence of positive solutions for problem (P). The arguments are
based upon a specially constructed cone and the fixed-point theory in cone.
To obtain positive solutions of (P), the following fixed-point theorem in cones is fundamental which can be found in [37],
pp. 94.
Lemma 1.1 (Fixed-Point Theorem of Cone Expansion and Compression of Norm Type). Let Ω1 andΩ2 be two bounded open sets
in a real Banach space E, such that θ ∈ Ω1 and Ω¯1 ⊂ Ω2. Let operator A : P ∩ (Ω¯2 \Ω1)→ P be completely continuous, where
θ denotes the zero element of E and P is a cone in E. Suppose that one of the two conditions
(i) ‖Ax‖ ≤ ‖x‖,∀x ∈ P ∩ ∂Ω1 and ‖Ax‖ ≥ ‖x‖,∀x ∈ P ∩ ∂Ω2 and
(ii) ‖Ax‖ ≥ ‖x‖,∀x ∈ P ∩ ∂Ω1, and ‖Ax‖ ≤ ‖x‖,∀x ∈ P ∩ ∂Ω2
is satisfied. Then A has at least one fixed point in P ∩ (Ω¯2 \Ω1).
The organization of this paper is as follows. In Section 2, we provide some necessary background. In particular, we state
some properties of Green’s function associated with problem (P). In Section 3, the main results of problem (P) will be stated
and proved. In Section 4, we will provide some concerned remarks of problem (P). Finally, in Section 5, we give an example
to illustrate how the main results can be used in practice.
2. Preliminaries
Let J = [0, 1]. The basic space used in this paper is E = C2[0, 1]. It is well known that E is a real Banach space with the
norm ‖ · ‖2 defined by
‖x‖2 = ‖x‖ + ‖x′′‖,
where ‖x‖ = max0≤t≤1 |x(t)|, ‖x′′‖ = max0≤t≤1 |x′′(t)|. Let K be a cone of E, and
Kr = {x ∈ K : ‖x‖2 ≤ r}, ∂Kr = {x ∈ K : ‖x‖2 = r}, K¯r,R = {x ∈ K : r ≤ ‖x‖2 ≤ R},
where 0 < r < R.
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The following assumptions will stand throughout this paper:
(H1) w ∈ C((0, 1), [0,+∞)), 0 <
∫ 1
0 w(s)ds < +∞ andw does not vanish on any subinterval of (0, 1);
(H2) f ∈ C([0, 1] × [0,+∞)× (−∞, 0], [0,+∞));
(H3) g, h ∈ L1[0, 1] are nonnegative, and µ ∈ [0, 1), ν ∈ [0, 1), where
µ =
∫ 1
0
(1− s)g(s)ds, ν =
∫ 1
0
(1− s)h(s)ds.
In our main results, we will make use of the following lemmas.
Lemma 2.1. Assume that (H3) holds. Then for any y ∈ C(0, 1), boundary-value problem
−x′′(t) = y(t), t ∈ (0, 1),
x(0) =
∫ 1
0
g(s)x(s)ds, x(1) = 0 (2.1)
has a unique solution x which is given by
x(t) =
∫ 1
0
H(t, s)y(s)ds, (2.2)
where
H(t, s) = G(t, s)+ 1− t
1− µ
∫ 1
0
G(s, τ )g(τ )dτ , (2.3)
G(t, s) =
{
t(1− s), 0 ≤ t ≤ s ≤ 1,
s(1− t), 0 ≤ s ≤ t ≤ 1. (2.4)
Proof. The proof follows by routine calculations. 
From (2.3) and (2.4), we can prove that H(t, s),G(t, s) have the following properties.
Proposition 2.1. If µ ∈ [0, 1), then we have
H(t, s) > 0, G(t, s) > 0, for t, s ∈ (0, 1); H(t, s) ≥ 0, G(t, s) ≥ 0, for t, s ∈ J. (2.5)
Proposition 2.2. For t, s ∈ [0, 1], we have
e(t)e(s) ≤ G(t, s) ≤ G(t, t) = t(1− t) = e(t) ≤ e¯ = max
t∈[0,1]
e(t) = 1
4
. (2.6)
Proposition 2.3. Let δ ∈ (0, 12 ), Jδ = [δ, 1− δ]. Then for all t ∈ Jδ, s ∈ [0, 1] we have
G(t, s) ≥ δG(s, s). (2.7)
Proof. Let t ∈ Jδ and s ∈ J . We distinguish two cases:
Case 1: δ ≤ t ≤ s ≤ 1
In this case, we have
G(t, s) = t(1− s) = t
s
G(s, s) ≥ tG(s, s) ≥ δG(s, s).
Case 2: 0 ≤ s ≤ t ≤ 1− δ
In this case, we have
G(t, s) = s(1− t) = 1− t
1− s G(s, s) ≥ (1− t)G(s, s) ≥ δG(s, s).
Therefore, for t ∈ Jδ, s ∈ J we have
G(t, s) ≥ δG(s, s). 
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Proposition 2.4. If µ ∈ [0, 1), then for t, s ∈ [0, 1], we have
ρe(t)e(s) ≤ H(t, s) ≤ γ s(1− s) = γ e(s), (2.8)
where
γ = 1+
∫ 1
0 sg(s)ds
1− µ and ρ =
∫ 1
0 e(τ )g(τ )dτ
1− µ . (2.9)
Proof. By (2.3), (2.5) and (2.6), we have
H(t, s) = G(t, s)+ 1− t
1− µ
∫ 1
0
G(s, τ )g(τ )dτ
≥ 1− t
1− µ
∫ 1
0
G(s, τ )g(τ )dτ
≥
∫ 1
0 G(s, τ )g(τ )dτ
1− µ t(1− t)
≥
∫ 1
0 e(τ )g(τ )dτ
1− µ t(1− t)s(1− s)
= ρe(t)e(s), t ∈ [0, 1]. (2.10)
On the other hand, noticing G(t, s) ≤ s(1− s), we obtain
H(t, s) = G(t, s)+ 1− t
1− µ
∫ 1
0
G(s, τ )g(τ )dτ
≤ s(1− s)+ 1− t
1− µ
∫ 1
0
s(1− s)g(τ )dτ
≤ s(1− s)
[
1+ 1
1− µ
∫ 1
0
g(τ )dτ
]
= s(1− s)1+
∫ 1
0 sg(s)ds
1− µ
= γ e(s), t ∈ [0, 1].  (2.11)
Proposition 2.5. If µ ∈ [0, 1), then for all t ∈ Jδ, s ∈ [0, 1] we have
H(t, s) ≥ δH(s, s). (2.12)
Proof. By (2.7), we have
H(t, s) = G(t, s)+ 1− t
1− µ
∫ 1
0
G(s, τ )g(τ )dτ
≥ δG(s, s)+ δ
1− µ
∫ 1
0
G(s, τ )g(τ )dτ
≥ δG(s, s)+ δ(1− s)
1− µ
∫ 1
0
G(s, τ )g(τ )dτ
= δH(s, s), s ∈ [0, 1].  (2.13)
Similar to the proof of Proposition 2.3, we can obtain the following result.
For the sake of applying Lemma 1.1, we construct a cone in E = C2[0, 1] by
K = {x ∈ C2[0, 1] : x ≥ 0, x′′ ≤ 0,min
t∈Jδ
x(t) ≥ δ2‖x‖,max
t∈Jδ
x′′(t) ≤ −δ2‖x′′‖}. (2.14)
It is easy to see that K is a closed convex cone of E, and
|x(t)| + |x′′(t)| ≥ δ2‖x‖2, t ∈ Jδ, x ∈ K . (2.15)
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Define an operator T : C2[0, 1] → C2[0, 1] by
(Tx)(t) =
∫ 1
0
[∫ 1
0
Υ1(t, τ )Υ2(τ , s)w(s)f (s, x(s), x′′(s))dτ
]
ds, (2.16)
where
Υ1(t, τ ) = G(t, τ )+ 1− t1− µ
∫ 1
0
G(τ , v)g(v)dv, (2.17)
Υ2(τ , s) = G(τ , s)+ 1− τ1− ν
∫ 1
0
G(s, v)h(v)dv. (2.18)
Set
Υ (t, s) =
∫ 1
0
Υ1(t, τ )Υ2(τ , s)dτ . (2.19)
From (2.19), we can obtain that Υ (t, s) has the following properties.
Proposition 2.6. If (H3) holds, then we have
Υ (t, s) > 0, for t, s ∈ (0, 1), (2.20)
0 ≤ Υ (t, s) ≤ 1
16
γ γ1, ∀t, s ∈ J, (2.21)
where γ is defined in (2.9), and γ1 = 1+
∫ 1
0 sh(s)ds
1−ν .
Proof. It is clear that (2.20) and the left side of (2.21) hold. Now we show that Υ (t, s) ≤ 116γ γ1.
In fact, from (2.6) and (2.17), we have
Υ1(t, τ ) = G(t, τ )+ 1− t1− µ
∫ 1
0
G(τ , v)g(v)dv
≤ 1
4
+ 1
1− µ
∫ 1
0
1
4
g(s)ds
≤ 1
4
[
1+ 1
1− µ
∫ 1
0
g(s)ds
]
= 1
4
1− µ+ ∫ 10 g(s)ds
1− µ
= 1
4
γ . (2.22)
Similarly, we can prove that
Υ1(τ , s) ≤ 14γ1. (2.23)
From (2.22), (2.23) and (2.19), we obtain that the right side of (2.21) holds. 
From (2.16), we can obtain the following Lemma 2.2.
Lemma 2.2. Assume that (H1)–(H3) hold. If x(t) ∈ C2[0, 1] is a solution of the following integral equation
x(t) = (Tx)(t) =
∫ 1
0
[∫ 1
0
Υ1(t, τ )Υ2(τ , s)w(s)f (s, x(s), x′′(s))dτ
]
ds,
then x(t) ∈ C2[0, 1] ∩ C4(0, 1), and x is a solution of problem (P).
Lemma 2.3. Suppose that (H1)–(H3) hold. Then T (K) ⊂ K and T : K → K is completely continuous.
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Proof. By the properties of Green’s function, if x ∈ C2[0, 1], then Tx ∈ C2[0, 1], and
(Tx)′′(t) = −
∫ 1
0
Υ2(t, s)w(s)f (s, x(s), x′′(s))ds. (2.24)
For all x ∈ K , we have by (2.16) and (2.24)
(Tx)(t) ≥ 0, (Tx)′′(t) ≤ 0,
and
‖Tx‖ ≤
∫ 1
0
[∫ 1
0
[
G(τ , τ )+ 1
1− µ
∫ 1
0
G(v, v)g(v)dv
]
Υ2(τ , s)w(s)f (s, x(s), x′′(s))dτ
]
ds, (2.25)
‖(Tx)′′‖ ≤
∫ 1
0
[
G(s, s)+ 1
1− ν
∫ 1
0
G(v, v)h(v)dv
]
w(s)f (s, x(s), x′′(s))ds. (2.26)
On the other hand, by (2.16), (2.25) and Proposition 2.3, we obtain
min
t∈Jδ
(Tx)(t) = min
t∈Jδ
∫ 1
0
[∫ 1
0
Υ1(t, s)Υ2(τ , s)w(s)f (s, x(s), x′′(s))dτ
]
ds
≥ δ2
∫ 1
0
[∫ 1
0
[G(s, s)+ 1
1− µ
∫ 1
0
G(v, v)g(v)dv]Υ2(τ , s)w(s)f (s, x(s), x′′(s))dτ
]
ds
≥ δ2‖Tx‖.
Similarly by (2.7) and (2.26) we obtain
max
Jδ
(Tx)′′(t) = −max
Jδ
∫ 1
0
Υ2(t, s)w(s)f (s, x(s), x′′(s))ds
≤ −δ2
∫ 1
0
[
G(s, s)+ 1
1− ν
∫ 1
0
G(v, v)h(v)dv
]
w(s)f (s, x(s), x′′(s))ds
≤ −δ2‖(Tx)′′‖.
So Tx ∈ K and then T (K) ⊂ K .
Next by using a proof similar to that of Lemma 2.1 in [5], we can show that T : K → K is completely continuous. The
proof is complete. 
3. Main results
In this section, we impose growth conditions on f which allow us to apply Lemma 1.1 to establish the existence and
nonexistence of positive solutions of problem (P), and we begin by introducing some notations:
f β = lim sup
|x|+|y|→β
max
t∈J
f (t, x, y)
|x| + |y| , fβ = lim inf|x|+|y|→βmint∈J
f (t, x, y)
|x| + |y| ,
where β denotes 0 or∞, and
∇ =
(
1
4
γ1 + 116γ γ1
)∫ 1
0
w(s)ds, ∆ = δ2
∫ 1−δ
δ
Υ2
(
1
2
, s
)
w(s)ds.
Theorem 3.1. Assume that (H1)–(H3) hold. If ∇f 0 < 1 < ∆f∞, then problem (P) has at least one positive solution.
Proof. Let K be cone preserving, strict set contraction that was defined by (2.14).
Considering ∇f 0 < 1, there exists r1 > 0 such that f (t, x, y) ≤ (f 0 + ε1)(|x| + |y|), for t ∈ J, (x, y) ∈ {(x, y) : 0 <
|x| + |y| ≤ r1}, where ε1 > 0 satisfies ∇(f 0 + ε1) ≤ 1.
Then, for t ∈ J, x ∈ ∂Kr1 , we have by (2.11) and (2.21)
‖(Tx)(t)‖ ≤ 1
16
γ γ1
∫ 1
0
w(s)f (s, x(s), x′′(s))ds
≤ 1
16
γ γ1(f 0 + ε1)
∫ 1
0
w(s)(|x(s)| + |x′′(s)|)ds
≤ 1
16
γ γ1(f 0 + ε1)‖x‖2
∫ 1
0
w(s)ds (3.1)
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‖(Tx)′′(t)‖ ≤ 1
4
γ1
∫ 1
0
w(s)f (s, x(s), x′′(s))ds
≤ 1
4
γ1(f 0 + ε1)
∫ 1
0
w(s)(|x(s)| + |x′′(s)|)ds
≤ 1
4
γ1(f 0 + ε1)‖x‖2
∫ 1
0
w(s)ds. (3.2)
Therefore,
‖Tx‖2 = ‖Tx‖ + ‖(Tx)′′‖
≤
(
1
4
γ1 + 116γ γ1
)
(f 0 + ε1)‖x‖2
∫ 1
0
w(s)ds
≤ ‖x‖2, (3.3)
which means that
‖Tx‖2 ≤ ‖x‖2, for x ∈ ∂Kr1 . (3.4)
Next, turning to 1 < ∆f∞, there exists r¯2 > 0 such that
f (t, x, y) ≥ (f∞ − ε2)(|x| + |y|), for t ∈ J, |x| + |y| ≥ r¯2,
where ε2 > 0 satisfies (f∞ − ε2)∆ ≥ 1.
Let r2 = max{2r1, r¯2δ2 }. Then, for t ∈ Jδ, x ∈ ∂Kr2 , we have by (2.15) and (2.22)∣∣∣∣(Tx)′′ (12
)∣∣∣∣ = ∣∣∣∣− ∫ 1
0
Υ2
(
1
2
, s
)
w(s)f (s, x(s), x′′(s))ds
∣∣∣∣
≥ (f∞ − ε2)
∫ 1
0
Υ2
(
1
2
, s
)
w(s)(|x(s)| + |x′′(s)|)ds
≥ (f∞ − ε2)
∫ 1−δ
δ
w(s)Υ2
(
1
2
, s
)
(|x(s)| + |x′′(s)|)ds
≥ (f∞ − ε2)δ2‖x‖2
∫ 1−δ
δ
w(s)Υ2
(
1
2
, s
)
ds
≥ ‖x‖2. (3.5)
As a result we have
‖Tx‖2 = ‖Tx‖ + ‖(Tx)′′‖
≥
∣∣∣∣(Tx)′′ (12
)∣∣∣∣
≥ ‖x‖2, (3.6)
which means that
‖Tx‖2 ≥ ‖x‖2, for x ∈ ∂Kr2 . (3.7)
Applying (i) of Lemma 1.1 to (3.4) and (3.7) yields that T has a fixed point x∗ ∈ K¯r1,r2 , r1 ≤ ‖x∗‖ ≤ r2 and x∗(t) ≥
δ2‖x∗‖ > 0, t ∈ Jδ . Thus it follows that problem (P) has a positive solution x∗. The proof is complete. 
Theorem 3.2. Assume that (H1)–(H3) hold. If ∇f∞ < 1 < ∆f0, then problem (P) has at least one positive solution.
Proof. Let K be cone preserving, strict set contraction that was defined by (2.14).
Considering ∆f0 > 1, there exists r3 > 0 such that f (t, x, y) ≥ (f0 − ε3)(|x| + |y|), for t ∈ J, (x, y) ∈ {(x, y) : 0 <
|x| + |y| ≤ r3}, where ε3 > 0 satisfies (f0 − ε3)∆ ≥ 1.
Then, for t ∈ J, x ∈ ∂Kr3 , we have by (2.15) and (2.24)∣∣∣∣(Tx)′′ (12
)∣∣∣∣ = ∣∣∣∣− ∫ 1
0
Υ2
(
1
2
, s
)
w(s)f (s, x(s), x′′(s))ds
∣∣∣∣
≥ (f0 − ε3)
∫ 1
0
Υ2
(
1
2
, s
)
w(s)(|x(s)| + |x′′(s)|)ds
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≥ (f0 − ε3)
∫ 1−δ
δ
w(s)Υ2
(
1
2
, s
)
(|x(s)| + |x′′(s)|)ds
≥ (f0 − ε3)δ2‖x‖2
∫ 1−δ
δ
w(s)Υ2
(
1
2
, s
)
ds
≥ ‖x‖2. (3.8)
As a result we have
‖Tx‖2 = ‖Tx‖ + ‖(Tx)′′‖
≥
∣∣∣∣(Tx)′′ (12
)∣∣∣∣
≥ ‖x‖2, (3.9)
which means that
‖Tx‖2 ≥ ‖x‖2, for x ∈ ∂Kr3 . (3.10)
Next, turning to ∇f∞ < 1, there exists r¯4 > 0 such that
f (t, x, y) ≤ (f∞ + ε4)(|x| + |y|), for t ∈ J, |x| + |y| ≥ r¯4,
where ε4 > 0 satisfies ∇(f∞ + ε4) < 1.
Let
M = max
0≤|x|+|y|≤r¯4, t∈J
f (t, x, y),
then f (t, x, y) ≤ M + (f∞ + ε4)(|x| + |y|).
Choosing r4 > max{r3, r¯4,M∇(1−∇(f∞ + ε4))−1}.
Thus for x ∈ ∂Kr4 , we have
‖(Tx)(t)‖ ≤ 1
16
γ γ1
∫ 1
0
w(s)f (s, x(s), x′′(s))ds
≤ 1
16
γ γ1
[
M
∫ 1
0
w(s)ds+ (f∞ + ε4)
∫ 1
0
w(s)(|x(s)| + |x′′(s)|)ds
]
≤ 1
16
γ γ1
[
M
∫ 1
0
w(s)ds+ (f∞ + ε4)‖x‖2
∫ 1
0
w(s)ds
]
(3.11)
‖(Tx)′′(t)‖ ≤ 1
4
γ1
∫ 1
0
w(s)f (s, x(s), x′′(s))ds
≤ 1
4
γ1
[
M
∫ 1
0
w(s)ds+ (f∞ + ε4)
∫ 1
0
w(s)(|x(s)| + |x′′(s)|)ds
]
≤ 1
4
γ1
[
M
∫ 1
0
w(s)ds+ (f∞ + ε4)‖x‖2
∫ 1
0
w(s)ds
]
. (3.12)
Therefore,
‖Tx‖2 = ‖Tx‖ + ‖(Tx)′′‖
≤
(
1
4
γ1 + 116γ γ1
)
[M + (f∞ + ε4)‖x‖2]
∫ 1
0
w(s)ds
≤ M∇ + ∇(f∞ + ε4)‖x‖2
< r4 −∇(f∞ + ε4)r4 +∇(f∞ + ε4)r4
= ‖x‖2, (3.13)
which means that
‖Tx‖2 < ‖x‖2, for x ∈ ∂Kr4 . (3.14)
Applying (ii) of Lemma 1.1 to (3.10) and (3.14) yields that T has a fixed point x∗ ∈ K¯r3,r4 , r3 ≤ ‖x∗‖ < r4 and x∗(t) ≥
δ2‖x∗‖ > 0, t ∈ Jδ . Thus it follows that problem (P) has a positive solution x∗. The proof is complete. 
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Theorem 3.3. Assume (H1)–(H3), and the following two conditions:
(H4) ∆f0 > 1 and∆f∞ > 1;
(H5) There exists b > 0 such that maxt∈J,|x|+|y|≤b f (t, x, y) < ∇−1b.
Then problem (P) has at least two positive solutions x∗(t), x∗∗(t), which satisfy
0 < ‖x∗∗‖2 < b < ‖x∗‖2. (3.15)
Proof. We choose r, Rwith 0 < r < b < R.
If∆f0 > 1, then by the proof of (3.10), we have
‖Tx‖2 ≥ ‖x‖2, for ‖x‖2 = r. (3.16)
If∆f∞ > 1, then by the proof of (3.7), we have
‖Tx‖2 ≥ ‖x‖2, for ‖x‖2 = R. (3.17)
On the other hand, by (H5), for x ∈ ∂Kb we have
‖Tx‖ ≤ 1
16
γ γ1
∫ 1
0
w(s)f (s, x(s), x′′(s))ds
≤ 1
16
γ γ1M∗
∫ 1
0
w(s)ds, (3.18)
‖(Tx)′′‖ ≤ 1
4
γ1
∫ 1
0
w(s)f (s, x(s), x′′(s))ds
≤ 1
4
γ1M∗
∫ 1
0
w(s)ds, (3.19)
where, by (H5), we have
M∗ = max{f (t, x, y) : t ∈ J, |x| + |y| ≤ b} < ∇−1b. (3.20)
By (3.18)–(3.20), we have
‖Tx‖2 < b = ‖x‖2. (3.21)
Applying Lemma 1.1 to (3.16), (3.17) and (3.21) yields that T has a fixed point x∗∗ ∈ K¯r,b, and a fixed point x∗ ∈ K¯b,R Thus
it follows that problem (P) has at least two positive solutions x∗ and x∗∗. Noticing (3.21), we have ‖x∗‖2 6= b and ‖x∗∗‖2 6= b.
Therefore (3.15) holds, and the proof is complete. 
Remark 1. From the proof of Theorem 3.3 we obtain that if (H5) holds and∆f0 > 1 (or∆f∞ > 1), then problem (P) has at
least one positive solution x∗ satisfying 0 < ‖x∗∗‖2 < b (or b < ‖x∗‖2).
Set
Λ =
∫ 1
0
Υ2
(
1
2
, s
)
w(s)ds.
Theorem 3.4. Assume (H1)–(H3), and the following two conditions:
(H6) ∇f 0 < 1 and ∇f∞ < 1;
(H7) There exist δ ∈
(
0, 12
)
and B > 0 such that f (t, x, y) > δ2∆−1B for all t ∈ Jδ, x ∈ [δ2B, B] and y ∈ [−B,−δ2B].
Then problem (P) has at least two positive solutions x∗(t), x∗∗(t), which satisfy
0 < ‖x∗∗‖2 < B < ‖x∗‖2.
Proof. The proof is similar to that of Theorem 3.3. So, it is omitted. 
Remark 2. If (H7) holds and ∇f 0 < 1 (or ∇f∞ < 1), then problem (P) has at least one positive solution x∗ satisfying 0 <
‖x∗∗‖2 < B (or B < ‖x∗‖2).
Our last results correspond to the case when problem (P) has no positive solution.
Theorem 3.5. Assume (H1)–(H3) and ∇f (t, x, y) < |x| + |y|,∀ |x| + |y| > 0 and t ∈ J , then problem (P) has no positive
solution.
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Proof. Assume the contrary that x is a positive solution of problem (P). Then x ∈ K , x(t) > 0 for 0 ≤ t < 1, and
‖x‖ = max
t∈J
‖x(t)‖
≤ 1
16
γ γ1
∫ 1
0
w(s)f (s, x(s), x′′(s))ds
<
1
16
γ γ1
∫ 1
0
w(s)ds∇−1‖x‖2, (3.22)
‖x′′‖ ≤ 1
4
γ1
∫ 1
0
w(s)f (s, x(s), x′′(s))ds
<
1
4
γ1
∫ 1
0
w(s)ds∇−1‖x‖2. (3.23)
Therefore, for t ∈ J, x ∈ K , ‖x‖2 > 0 we have
‖x‖2 = ‖x‖ + ‖x′′‖ <
(
1
16
γ γ1 + 14γ1
)∫ 1
0
w(s)ds∇−1‖x‖2 = ‖x‖2, (3.24)
which is a contradiction. The proof is complete. 
Similarly, we have the following result.
Theorem 3.6. Assume (H1)–(H3) and ∆f (t, x, y) > |x| + |y|,∀ |x| + |y| > 0 and t ∈ J , then problem (P) has no positive
solution.
4. Concerned remarks
Remark 3. Consider the following fourth-order boundary-value problem with integral boundary conditions
x(4)(t) = w(t)f (t, x(t), x′′(t)), 0 < t < 1,
x(0) = 0, x(1) =
∫ 1
0
g(s)x(s)ds,
x′′(0) = 0, x′′(1) =
∫ 1
0
h(s)x′′(s)ds,
(4.1)
where w may be singular at t = 0 and (or) t = 1, f ∈ C([0, 1] × [0,+∞) × (−∞, 0], [0,+∞)), and g, h ∈ L1[0, 1] are
nonnegative.
Now we deal with problem (4.1). The method is just similar to what we have done in Section 3, so we omit the proof of
main results of this section.
For convenience, we list the following assumptions:
(H∗) g, h ∈ L1[0, 1] are nonnegative, and µ∗ ∈ [0, 1), ν∗ ∈ [0, 1), where
µ∗ =
∫ 1
0
sg(s)ds, ν∗ =
∫ 1
0
sh(s)ds.
By analogous methods, we have the following results.
Lemma 4.1. Assume that (H∗) holds. Then for any y ∈ C(0, 1), boundary-value problem
−x′′(t) = y(t), t ∈ (0, 1),
x(0) = 0, x(1) =
∫ 1
0
g(s)x(s)ds
(4.2)
has a unique solution x(t) and x(t) can be expressed in the form
x(t) =
∫ 1
0
H∗(t, s)y(s)ds, (4.3)
where
H∗(t, s) = G(t, s)+ t
1− µ∗
∫ 1
0
G(s, τ )g(τ )dτ , (4.4)
G(t, s) is defined by (2.4).
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Lemma 4.2. If µ∗ ∈ [0, 1), then for t, s ∈ [0, 1] we have
ρ∗e(t)e(s) ≤ H∗(t, s) ≤ γ ∗e(s) ≤ 1
4
γ ∗, (4.5)
where
ρ∗ =
∫ 1
0 e(τ )g(τ )dτ
1− µ∗ , γ
∗ = 1+
∫ 1
0 (1− s)g(s)ds
1− µ∗ . (4.6)
Lemma 4.3. If µ∗ ∈ [0, 1), then for t ∈ Jδ we have
H∗(t, s) ≥ δH∗(s, s), s ∈ J. (4.7)
If (H1), (H2) and (H∗) hold, then we define an operator T ∗ : C2[0, 1] → C2[0, 1] by
(T ∗x)(t) =
∫ 1
0
[∫ 1
0
Υ ∗1 (t, τ )Υ
∗
2 (τ , s)w(s)f (s, x(s), x
′′(s))dτ
]
ds, (4.8)
where
Υ ∗1 (t, τ ) = G(t, τ )+
t
1− µ∗
∫ 1
0
G(τ , v)g(v)dv, (4.9)
Υ ∗2 (τ , s) = G(τ , s)+
τ
1− ν∗
∫ 1
0
G(s, v)h(v)dv. (4.10)
Lemma 4.4. Suppose that (H∗) holds. Then T ∗(K) ⊂ K and T ∗ : Kr,R → K is completely continuous.
In the following, we put by definition
∇∗ =
(
1
4
γ ∗1 +
1
16
γ ∗1 γ
∗
)∫ 1
0
w(s)ds, ∆∗ = δ2
∫ 1−δ
δ
Υ ∗2
(
1
2
, s
)
w(s)ds,
where
γ ∗1 =
1+ ∫ 10 (1− s)g(s)ds
1− ν∗ .
Theorem 4.1. Assume that (H1), (H2) and (H∗) hold. If ∇∗f 0 < 1 < ∆∗f∞, then problem (4.1) has at least one positive solution.
Theorem 4.2. Assume that (H1), (H2) and (H∗) hold. If ∇∗f∞ < 1 < ∆∗f0, then problem (4.1) has at least one positive solution.
Theorem 4.3. Assume that (H1), (H2) and (H∗), and the following two conditions:
(H8) ∆∗f0 > 1 and∆∗f∞ > 1;
(H9) There exists d > 0 such that maxt∈J,|x|+|y|≤d f (t, x, y) < (∇∗)−1d.
Then problem (4.1) has at least two positive solutions x∗(t), x∗∗(t), which satisfy
0 < ‖x∗∗‖2 < d < ‖x∗‖2.
Theorem 4.4. Assume that (H1), (H2) and (H∗), and the following two conditions:
(H10) ∇∗f 0 < 1 and ∇∗f∞ < 1;
(H11) There exists δ ∈
(
0, 12
)
and D > 0 such that f (t, x, y) > δ2(∆∗)−1D for all t ∈ Jδ, x ∈ [δ2D,D] and y ∈ [−D,−δ2D].
Then problem (4.1) has at least two positive solutions x∗(t), x∗∗(t), which satisfy
0 < ‖x∗∗‖2 < D < ‖x∗‖2.
Theorem 4.5. Assume (H1), (H2), (H∗), and ∇∗f (t, x, y) < |x| + |y|,∀ |x| + |y| > 0 and t ∈ J , then problem (4.1) has no
positive solution.
Theorem 4.6. (H1), (H2), (H∗), and ∆∗f (t, x, y) > |x| + |y|,∀ |x| + |y| > 0 and t ∈ J , then problem (4.1) has no positive
solution.
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5. Example
To illustrate how the main results can be used in practice we consider the following example.
Example 5.1. Consider the following fourth-order boundary-value problem
x′′′′(t) = w(t)f (t, x(t), x′′(t)), 0 < t < 1,
x(0) =
∫ 1
0
sx(s)ds, x(1) = 0,
x′′(0) =
∫ 1
0
s2x′′(s)ds, x′′(1) = 0.
(5.1)
Letw(t) = 1√
t
, g(t) = t, h(t) = t2, δ = 14 . By calculation we obtain
µ =
∫ 1
0
(1− s)sds = 1
6
, ν =
∫ 1
0
(1− s)s2ds = 1
12
, γ = 1+
∫ 1
0 sg(s)ds
1− µ =
8
5
,
γ1 = 1+
∫ 1
0 sh(s)ds
1− ν =
15
11
, ∇ =
(
1
4
γ1 + 116γ1γ
)∫ 1
0
w(s)ds = 21
22
,
and
∆ = δ2
∫ 1−δ
δ
Υ2
(
1
2
, s
)
w(s)ds = 0.009, Υ1(t, τ ) = G(t, τ )+ 1− t
1− 16
∫ 1
0
G(τ , v)vdv,
Υ2(τ , s) = G(τ , s)+ 1− τ
1− 112
∫ 1
0
G(s, v)v2dv,
Υ2
(
1
2
, s
)
=

6
11
s− s
4
22
, 0 ≤ s ≤ 1
2
,
1
2
− 1
22
s4 − 5
11
s,
1
2
≤ s ≤ 1,
Υ (t, s) =
∫ 1
0
Υ1(t, τ )Υ2(τ , s)dτ .
Now we consider the existence and multiplicity of positive solutions for problem (5.1). It is clear that the conditions
(H1)–(H3) hold. Hence, we only verify the other conditions of our main results.
(1) About the existence of positive solution, we consider problem (5.1) with
f (t, x, y) = k1
(
1
3
+ 1
3
t
)
(|x| + |y|)+ k2| sin(|x| + |y|)|,
where k1 and k2 are two positive real numbers and in this case by Theorem 3.2, we obtain that if ∇−1 > 23k1 and ∆−1 <
1
3k1 + k2, then problem (5.1) admits at least one positive solution.
For example, if we take k1 = 1 and k2 = 111, then we can prove that
∇f∞ < 1 < ∆f0. (5.2)
In fact, it is not difficult to see
lim sup
|x|+|y|→∞
max
t∈J
f (t, x, y)
|x| + |y| =
2
3
k1 = 23 , (5.3)
lim inf
|x|+|y|→0+
min
t∈J
f (t, x, y)
|x| + |y| =
1
3
k1 + k2 = 3343 . (5.4)
By (5.3) and (5.4) we have
∇f∞ = 21
22
× 2
3
< 1 < ∆f0 = 91000 ×
334
3
,
which implies that (5.2) holds. Therefore the conditions of Theorem 3.2 are satisfied. Hence, problem (5.1) has at least one
positive solution.
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(2) About the multiplicity of positive solution, we consider problem (5.1) with
f (t, x, y) =
(1+ t
2)| sin k1(|x| + |y|)|, t ∈ J, |x| + |y| ≤ 2,
(1+ t2)| sin k1(|x| + |y|)| + k2 (1+ t)(|x| + |y| − 2)
2
1+ |x| + |y| , t ∈ J, |x| + |y| > 2,
where k1 and k2 are two positive real numbers and in this case by Theorem 3.3, we obtain
(i) if∆−1 < k1 and∆−1 < 2k2;
and
(ii) if we take b = 2, then
max
t∈J,|x|+|y|≤2
f (t, x, y) ≤ 2 < 22
21
× 2 = ∇−1b,
then problem (5.1) admits at least two positive solutions.
(3) About the nonexistence of positive solution, we consider problem (5.1) with
f (t, x, y) = k1(1+ t)(|x| + |y|)+ k2| sin(|x| + |y|)|,
where k1 and k2 are two positive real numbers and in this case by Theorems 3.5 and 3.6, we have:
(i) If 2k1 + k2 < ∇−1, then problem (5.1) admits no positive solution.
(ii) If k1 > ∆−1, then problem (5.1) admits no positive solution. 
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