It is shown that a matrix satisfying a certain spectral condition which has an infinite sequence of accretive powers is unitarily similar to the direct sum of a normal matrix and a nilpotent matrix. If the sequence of exponents is forcing or semiforcing then the spectral condition is automatically satisfied . If, further, the index of 0 as an eigenvalue of A is at most 1 or the first term of the sequence of exponents is 1, then the matrix is positive semidefinite or positive definite. There are applications to matrices with a sequence of powers that are M-matrices. §
In this paper we generalize the above results in the finite dimensional case. We employ the concept of a (semi)forcing sequence of positive integers (rI, r2, ... ) defined in our paper [5] . We show that if (1.1) holds for a semiforcing sequence and either the index of 0 as an eigenvalue of A is at most 1 or r, = 1, then it follows that A;:::;; O. Further, if either the sequence is semiforcing, (1.1) holds and A P is strictly accretive for some postive p, or the sequence is semiforcing and (
1.2)
A 'k is strictly accretive for k = 1,2, ...
then A >0.
We use the above theorems to improve a recent result in [3] . There it is shown that a matrix all of whose positive powers are irreducible M -matrices is positively diagonally similar to a symmetric matrix. Here we derive the same conclusion from a weaker hypothesis, and then apply this result to show that all powers of the given matrix are irreducible M -matrices.
We now describe our results in more detail. In Section 2, which is purely number theoretical, we define the concept of a forcing [semiforcing] sequence (for a set of complex numbers), namely an increasing sequence of positive integers with the property that a complex number c (in the set) is forced to be nonnegative if for every p in the sequence c P has nonnegative [positive] real part, see Definition 2.1. We recal1 sufficient conditions for a sequence to be (semi)forcing proved in [5] (Theorems 2.5 and 2.8). Some examples of (semi)forcing sequences are given.
In Section 3 we prove our main results on matrices with accretive powers. Our first (and key) theorem (Theorem 3.1) asserts that a matrix which satisfies a certain spectral condition and which has an infinite sequence of accretive powers is unitarily similar to a direct sum of a normal matrix and a nilpotent matrix. We essentially derive this result from a computation with 2 x 2 matrices. Our key theorem has many corollaries which follow quite easily. By use of the standard inequality that the minimal eigenvalue of the real part of a given matrix is less than or equal to the real part of every eigenvalue of the matrix, we obtain applications to the case when the sequence of exponents is forcing or semiforcing. In particular, if a matrix has an infinite sequence of accretive powers where the exponents form a forcing sequence then A is unitarily similar to the direct sum of a positive definite matrix and a nilpotent matrix (Theorem 3.12). Under some additional hypotheses we may conclude that the matrix is positive semidefinite (Corollary 3.9) or positive definite (Corollary 3.10). Further, if a matrix has an infinite sequence of strictly accretive powers where the exponents form a semiforcing sequence then A is positive definite (Theorem 3.19). These results contain the theorems of [2] , [6] and [9] quoted above as special cases.
In Section 4 we consider (complex) matrices A such that A '. is an M -matrix, k = 1,2, ... , where (rJ, r2, ' '') is an infinite semiforcing sequence and A P is an irreducible Z-matrix for some positive integer p (see Hypothesis 4.2) . By means of one of the corollaries in Section 3 we show that such a matrix is positively diagonally similar to a positive definite matrix (Theorem 4.9). In Section 5 we show more: A matrix satisfying the above conditions is indeed an MMA -matrix, viz. a matrix all of whose positive powers are irreducible M -matrices (Theorem 5.12). Thus we obtain an alternative proof and a generalization of Theorem 9.6 of [3] , see Corollary 5.17.
We now make some observations concerning the relation of our paper and [3] . The results of that paper are not used in Sections 2, 3 and 4 of the current paper. However, Section 5 rests on the techniques and results developed in Sections 4 and 5 of [3] , but the results of the other sections of [3] are not assumed here . In [3] , Sections 4 and 5 contain preliminary results necessary for the development of a theory of MMA -matrices and related classes of matrices to be found in Section 6 of that paper. Thus, in the case of MMA -matrices, one could use our symmetrization results in the current paper (e.g. Corollary 5.17) to obtain an alternative development of the theory found in Section 6 of [3] . Since, in this approach, only symmetric matrices need be considered, this development would be somewhat simpler and perhaps aesthetically more appealing than the proofs in [3] . In particular, one may replace the proof of the crucial inequality in Lemma 6.8 of [3] by a standard inequality for Hermitian matrices, see our proof of Lemma 5.7. Throughout this paper the term "positive (semi)definite matrix" will mean "positive (semi)definite Hermitian matrix".
Our definitions are numbered 2.1, 2.4, 4.1, 4.8, 5.11. See also the beginnings of various sections for notations and informal definitions. §2. Forcing sequences We shall use the notation (rl, r2,"') for an infinite sequence of integers and the notation (rJ, .. . , r,) for a sequence of integers which is finite if t is a positive integer and infinite if t = co. Further, "sequence of positive integers" will always mean "strictly increasing sequence of positive integers". DEFINITION 2.1. Let T be a subset of the set C of all complex numbers, and let R = (rJ, r2, ... , r,) be a (finite or infinite) sequence of positive integers. The following sufficient conditions that a sequence is (semi)forcing are special cases of Theorems 3.4, 3.10, 3.11 and 3.14 in [5] . We begin with our key theorem. 
where H is an h x h block. We shall show that C = O. that H is a diagonal matrix and that N is a nilpotent matrix with index less than or equal to r l. This will prove the result.
We first show that H is a diagonal matrix and that C = O. Suppose otherwise. Then there exist i E (h) and j E (n) with i < j such that b = bij rf O. We choose i.j satisfying the above conditions such that j -i is minimal. Then
It follows from the triangularity of B and from (3.4) that for each positive integer p we have and
In view of (3.2), we need consider only the following two cases.
Since I a I = 1 it now follows that for all p sufficiently large the above matrix has a negative determinant. Since the sequence f1, f2, .. . tends to infinity, we have a contradiction to (3.3). [ Re(AP)
Re(uPv P )
Since I u I = 1 and I v I < 1 it now follows that for all p sufficiently large the above matrix has a negative determinant. As in Case 1 this contradicts (3.3).
Hence, the matrix H is diagonal and C = o.
We now show that N is nilpotent of index less than or equal to f l . Since N is strictly upper triangular it is clear that N is nilpotent. Suppose that N" I=-O. Then 
D
Theorem 3.12 has corollaries analogous to Corollaries 3.5 and 3.6. We state the second of these explicitly as CoroIlary 3.14. This corollary generalizes the results of [2] and [9] in the finite dimensional case since rk = rand rk = 2 
A=[b ~].
Let T = {1}. Clearly every sequence is T-forcing. In particular we may choose the sequence (1) . Observe that A is accretive, so (3.3) is satisfied. However the conclusion sof Theorem 3.12 or Corollary 3.14 do not hold.
We also remark that the condition that the sequence (r], r2, . .. ) is T-forcing cannot be omitted from Theorem 3.12 and Corollary 3.14. In fact , for every sequence (r),r2, ... ) which is not T-forcing one can find a matrix A whose spectrum is contained in T such that A satisfies (3.3) but not the conclusion of Theorem 3.12. For proof note that by Definition 2.1 there exists a complex number A E T which is not nonnegative and which satisfies
The matrix AI E con furnishes an example.
We now impose conditions which permit us to conclude that A is positive definite. (1,3,4,8,16 , ... ) considered in Section 2. If c is a complex number such that Re(c")~O for k = 1,2, .. . then either c is nonnegative or c is pure imaginary. Hence for this sequence (3.3) implies that A is unitarily similar to the direct sum of a positive definite matrix, a skew-Hermitian matrix and a nilpotent matrix of index less than or equal to rio Further, if (3.3) holds and either A or A 3 is strictly accretive then A is positive definite. For proof observe that in this case it follows from Lemma 3.11 that A cannot have pure imaginary eigenvalues.
COROLLARY 3.16. Let A E CO" be a nonsingular matrix and let T be a subset of C that contains spec(A). Suppose that (rl' r2, .. . ) is an infinite T-forcing sequence. If (3.3) holds then the matrix A is positive definite.

COROLLARY 3.17. Let A E con and let T be a subset of C that contains spec(A). Suppose that (rl, r2 , .. . ) is an infinite T-forcing sequence. If (3.3) holds and there exists a positive integer p such that A P is strictly accretive then A is positive definite.
PROOF. Let A E spec(A). If
Since one can easily find a normal matrix A satisfying (3.2) which is not accretive, it follows that the natural converses of Theorem 3.1 and Corollaries 3.5 and 3.6 do not hold. On the other hand, converses of all subsequent theorems and corollaries in this section are true and trivial.
Let A E R"" and suppose that A has real eigenvalues. Then A is orthogonally similar to a real upper triangular matrix. Hence, repeating the proof of Theorem 3.1 in this case, we see that for such matrices we may replace "unitarily similar" by "orthogonally similar", "normal matrix" by "real symmetric matrix", "positive (semi)definite matrix" by "positive (semi)definite real matrix" in Theorem 3.1 and Corollaries 3.5 and 3.6. Consequently, the same replacements may be made in Theorems 3.11 and 3.17 and Corollaries 3.14 and 3. In this section we mainly discuss matrices satisfying the following hypothesis. Now let " be the minimal eigenvalue of A. Observe that the minimal eigenvalue of A P is lIP. Since (4.6) holds, lIP is a simple eigenvalue and the associated right and left eigenvectors x and y T respectively may be chosen positive . Therefore " is a simple eigenvalue of A and by standard arguments using the Jordan canonical form we deduce that x and y T are the associated eigenvectors of A. Evidently positive diagonal similarity is an equivalence relation on en.
We now partially generalize Theorem 9.6 of [3] in the case that the matrix A has a seq uence of M -matrix powers. As observed in the introduction, our proof is independent of the proof in [3] . We now prove some results that are needed in Section 5 for a generalization of Theorem 6.12 of [3] in the case that the matri~ A has a sequence of M -matrix powers.
Let A be a Hermitian matrix . As is well known, e.g. [4, p. 156 As is well known the idempotent E, = xy*, where x and y* are the right and left eigenvectors of A associated with AI under the normalization y*x = 1. By Lemma 4.7 we have (4.14)
Suppose that q = 1. Then A is a scalar matrix and it follows from (4.6) that n = 1. Thus we have shown that n > 1 implies that q > 1.
Suppose that n> 1. It follows easily from (4.12) that (4.15) Hence, by (4.5) , Eq is an M-matrix. Since A is Hermitian, Eq is symmetric and idempotent and therefore cogredient to a direct sum of m irreducible symmetric idempotent M-matrices. Since q > I, we have E,Eq = 0, and it follows from (4.14) that each direct summand in Eq is singular. Since Eq rf 0, it obviously follows that m < n.
§5. Further applications to sequences of M -matrix powers
Henceforth we shall use the results of Sections 4 and 5 of [3] , but not the results of other sections of that paper.
Let C E C""" and let V E C"", where the rows and columns of V are partitioned into subsets of cardinality n" . .. , nm with nl + ... + nm = n. In Definition -+.\ of [3] we introduced the illflation matrix Cxx U. Thus if C(nl, ... , nm ) consists of the set of matrices V E CO" partitioned as [3] . We require three additional simple lemmas.
Let U E OUmn• As in [3] we write 
PROOF.
(i) This is contained in Corollary 4.22 of [3] . (ii) A is a Z-matrix if and only if C is a Z-matrix.
(iii) A is an M-matrix if and only if C is an M-matrix. (iv) A is irreducible if and only if C is irreducible.
PROOF. (i) This is again contained in Corollary 4.22 of [3] .
(ii) Let C be a Z-matrix. Since C is Hermitian, it follows from the Cauchy interlacing inequalities, e.g. [7, p. 119 
Since Vii >0 it follows from (5.9) that Ai is a Z-matrix, i = 1, ... ,m. The following definition may be found in Definition PROOF. By Theorem 4.9 we may assume, without loss of generality, that A is a positive semidefinite matrix, since the class of M -matrices is invariant under positive diagonal similarity. We prove our theorem by induction on n. If n = 1 then the result is an immediate consequence of (4.3), (4.4) and Definition 2.1.
Assume that the result holds if n < s, where s > 1, and let n = s. Let the spectral decomposition of A be given by (4.11) where (4.12) holds. Let B = A -AqEq. By Lemma 4.13 above and by Lemma 5.5 of [3] there exists a positive matrix U E UU mn such that Eq = G(U), where m is the number of irreducible direct summands in Eq and where G( U) is given by (5.3). Further, by Lemma 4.13 above we have m < n. Since EqB = 0 = BEq, it follows from Lemma 4.23 in [3] that there is a matrix C E UU mn , such that B = Cxxu.
We shall now show that C satisfies Hypothesis 4.2 (with n replaced by m).
Since G(U)B =0= BG(U), it follows from (4.12) in [3] that 
