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ABSTRACT 
The objective of the work was to develop an ultrasonic inversion procedure which (1) discriminates, 
(2) sizes,. a.nd (3) determines the orientation of two-dimensional (crack-like') and· three-d'imensional 
(void-like) defects in materials. Adaptive learning networks (ALN's) were used to. esttmate dfrectly the 
defect size and orientation parameters from the spectrum of the echo transient. A 19-element hexagonal 
synthetic arr·ay measured the scattered fie 1 d within a 60-degree solid ang.l e aperture. The ALN' s were 
trained on theoretically· generated spectral data where the crack forward scattering model was based on 
the Geometrical Diffra.ctfon Theory and the void model was· based on the exact Scattering: Matrix. Theory. 
The theoretica·l'ly trained models were evaluated on both theoretical and1 experimental data. Excellent 
results were obtained, and the errors for size and odentation estimates were, in general, less than 
10%. 
The significance of tlris work is that~ (1) the ALN approach to: defect characteristics provides a 
systematic procedure for discovering re·lationships in the data• which could otherwise be overlooked, and 
(2) signific.ant economic benefits. can be gained by simulating difficult-to-produce defect reflector 
scenarios. Furthermore, a result of this work has been the development of an a 1 gorithm which can ul t i-
mately be applied fn field and· industrial use. 
SUMMARY OF RESULTS, CONCLUSIONS, 
AND RECOMMENDATIONS 
Table 1 pres·ents the relative errors for the 
nine. ALN· models developed in this study and eval-
uated on both theoretical and experimental data. 
Model's. 1 thr:-ough 4 were trained to estimate the 
four parameters of the 3-dimensional spheroid 
models; 5 through B were trained to estimate the 
four parameters of the 2-dimensional crack; Model 
9 was trained to discriminate between the spheroid 
and crack and, thus, to act as a selector for the 
appropriate size model. 
Table 1. ALN Model Results Summary 
Parameter I 
Theoretical ! E~~~~~al! Model Model Relative 
No. Typ<o Error <•l Error (') ] 
I 
1 Spheroid A 9 23 
2 Spheroid. B 8 6 
3 Spheroid a 5 7 
4 Spheroid s 1 4 
5 Crack A' 15 10 
6 Crack s' 14 5 
7 crack a' 4 3 
8 crack S' 2 0 
9 Spheroid/Crack 0 11 
The symbols A, B, ~. and P are the size and 
orientation parameters for oblate spheroid de-
fects, and A~, B', ~~. and ~- are the size and 
orientation parameters for elliptical cracks. A 
separate ALN model was trained for each param-
eter. Model 9 was the network trained to. discrim-
inate crack-type defects from spheroidal defects. 
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The parameter easiest to estimate for both 
spheroids and cracks was the azimuthal orientation 
angle (respectively, ~and B'). Both theoretical 
and experimental errors were less than 5%. The 
final ALN's were dependent mainly on the total 
power distribution in the array. 
The polar defect angle (a and a') also de-
pended mainly on the distribution of power for 
both defect types. The theoretical errors of 5% 
for spheroids and 4% for cracks is excellent when 
one considers that the array elements were 30° 
apart. The experimental errors for these networks 
were also very low as indicated in Table 1. 
The size parameters for spheroids depended 
mainly on shifts in the low-frequency energy. The 
first spectral moment and the relative energy in 
the low-frequency band (1-2 MHz) were selected for 
both A and B. Features of the characteristic 
function IY(r) 1. also selected for A, are sensi-
tive to low frequency spectral shifts. The size 
parameters for cracks were mainly dependent on 
ripple period type features. 
The larger size parameter (B and B~) was 
estimated with theoretical errors of 8% for 
spheroids and 14% for cracks. For both defect 
types, the smaller defect dimension (A and A') 
yielded the largest error when evaluated on exper-
imental data. However, note in Table 1 that the 
theoretical error for spheroids is only 9%. This 
means that the variation in the experimental 
spheroid data was the probable cause of the high 
error. In the case of cracks, the error in the 
minor axis was due to the poor resolution of the 
ripple period for small cracks. This resolution 
could be increased by using a maximum entr£PY 
technique for measuring the ripple period. 
The variation inherent in the ~xperimental 
data is sho\'ln in Fig. 1. T~~se ~1aveforms 1·1ere 
recorded in the pulse-echo -,del at eight differ-
ent azimuthal locations fr0m d 200 ~m by 400 ~m 
oblate spheroid defect, but the polar angle 
behteen t1·'\nsducer and defect axis remained con-
stant a ·. 61l' Hence, a 11 waveforms should be 
identicc. · Note, however, that differences in 
peak amplitudes vary up to 4.7 dB. Also, the 
waveforms taken at ~ = 0, 45 and 90° have quite 
different shapes compared to the others. These 
variations could be caused by: (1) anisotropies in 
the host metal; (2) undesirable reflections from 
the diffusion bond plane; (3) uneven coupling; or 
(4) beam-steering due to polarized grains. Un~ 
doubtedly, these contributed to the error in the 
ALN size and orientation estimates, such as the 
23% error for A in Table 1. This experimental 
variation leads to an "irreducible error" source 
because it provides a lower bound to the modeling 
error. This 1 ower bound is not known at present 
hut, as seen in Fig. 1, it is certainly not zero. 
The ALN trained to discriminate cracks from 
spheroids yielded 100% discrimination accuracy 
when evaluated on theoretical data. The experi-
mental error was 11% when evaluated on the nine 
spheroid experiments. Unfortunately, no experi 
mental pulse-echo crack data were available to 
process through this network. · 
• 
CONCLUSIONS 
Adaptive learning network models provide an 
accurate and practical means for inverting 
scattered data from defect refl~ctors when 
the ALN's are trained on theoretical data and 
evaluated on experimental data. This ap-
proach allows spectral features to be com-
bined in an optimum fashion. 
The defect orientation for both cracks and 
spheroids can be determined primarily from 
the distribution of total power in the 
19-element hexagonal array. 
A significant factor in estimating the size 
of spheroidal defects is the percentage of 
energy in the lo~t-frequency (long wavelength) 
region. The size parameters for cracks can 
best be found from.the spectral ripple 
period. 
The SMM (T -Matrix) Theory for spheroids r:mo-
vides a reasonably good match to experimental 
data, especially in the long wavelengt·h 
regime and in the total power distribution. 
The Geometrical Diffraction Theory provided 
very good agreement with experimental data 
for ka less than 10. Above this range, the 
., .ll,.-----'---:,-:-,_-:-, "7."_,--. 
-----Each ~rilJIIe is :...2 j.lsec. 
-7.; . .1--------...J 
Fig. 1 Experimental pulse-echo responses from a 200 by 400-micron oblate 
spheroid showing the variance in the data. All experimental wave-
forms should be identical. The defect axis of symmetry is normal 
to the page. The transducers are located on the outer ring (e=60°). 
(db values are derived from mean peak-to-peak levels.) 
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spectrP .·ipple period still provided a good 
match,· ~ut the spectral amplitude underwent 
considerable attenuation for the experimental 
data, not observed in the theory. In this 
report, a method was devised for correcting 
the experimental data for this attenuation. 
Deconvolution, which is inherently an un-
stable numerical process at the band 1 imits, 
can be stabilized considerably by adding a 
complex quantity called the "epsilon factor" 
to the reference signal before performing the 
deconvolution. 
RECOMMENDATIONS 
The following recommendations are suggested 
for future work: 
• Investigate prolate spheroids in a manner 
similar to the work performed for oblate 
spheroids. This should include a comparison 
of theory and experiment, development of an 
inversion procedure, and development of a 
discrimination logic between oblate and pro-
late spheroids. 
e Formulation of inversion procedure for semi-
elliptical cracks growing from a free sur-
face, This analysis could be directly applied 
to many practical and timely problems. 
Examples of free-surface cracks are inter-
granular stress corrosion cracks in stainless 
steel pipe welds, thermal fatigue cracks in 
nozzle forgings, and fatigue cracks under 
fasteners. 
• Retrain the crack inversion model, including 
the third orientation angle, y, This angle 
was assumed to be 90° in the present work. 
y is the spin around the major axis. 
• Process data from irregular-shaped compound 
void samples through the existing ALN inver-
sion logic. This would serve as a further 
evaluation of the present algorithm. 
INTRODUCTION 
Adaptronics became a contributor to the 
Interdisciplinary Program for Quantitative Flaw 
Definition in 1976 after the Second Year Effort. 
During the first two years, adaptive learning net-
works were successfully applied to the inversion 
of spheroidal defects. The network models were 
trained directly from theoretical spectral fea-
tures and evaluated in a blind test on experimen-
tally recorded defect samples. This past year's 
effort has been devoted to classifying and charac-
terizing both three-dimensional (void-1 ike) and 
two-d.imensional (crack-like) defects as shown in 
Fig. 2. A discrimination network first determines 
if the unknown defect is crack-like or void-like 
in nature based on power spectral measurements 
computed from the spatial array. The appropriate 
branch is then taken to estimate the defect size 
and orientation parameters. In gerieral, a differ-
ent set of spectral features ~s needed to estimate 
each parameter. 
As in the previous two-year effort, the ALN 
models were trained on theoretical data and eval-
uated on experimental data. The advantage of 
training the ALN models with theoretical data is 
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Fig. 2 Decision logic for characterization of 
two- and three-dimensional defects. 
that the scattered field from many defect geom-
etries can be produced quickly and at a fraction 
of the cost of what is required to fabricate phys-
ical defect calibration specimens. The theoreti-
cal data have the added advantage of being noise-
free. Ultimately, as the theories become more 
sophisticated, mimicking complicated defect 
shapes, surface roughness, and defects in the 
vicinity of geometrical reflectors, data bases for 
field and industrial use can be generated entirely 
in a computer. This data base can always be aug-
mented with experimental data as they become 
available. 
A number of investigators have contributed in 
the development and evaluation of the ALN inver-
sion models, as illustrated in Fig. 3. The for-
ward scattering theory for spheroidal defects was 
provided by V. Varadan; the elliptical crack 
theory was developed by J. Achenbach; B. Tittmann 
and R. Elsley collected the experimental void 
data; and L. Adler provided the experimental crack 
data. Technical advice was also offered by 
J. Rose, E. Domany, and H. McMaken. 
THREE-DIMENSIONAL DEFECT 
CHARACTERIZATION 
DEFECT GEOMETRY 
Fig. 4 shows the characteristic size param-
eters (A and B) and characteristic orientation 
parameters (u and ~) for the oblate spheroid. The 
objective is to estimate these four parameters 
from the scattered energy field. The following 
definitions apply: 
A- minor axis (along one dimension); 
B - major axis (along two dimensions); 
u - polar orientation: angle between positive 
Z-axis and symmetry axis; and 
~ - azimuthal orientation: angle between positive 
X-axi s and projection of the symmetry axis on 
the X-Y plane. 
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Fig. 3 Project overview. 
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Fig. 4 Oblate spheroid coordinate geometry. 
211) *"ka" is the product of the wave number (r 
The choice for using oblate spheroids for the 
three-dimensional defect model was motivated by 
two factors: 
(1) many naturally occurring material defects can 
be approximated by oblate spheroids; and, 
(2) the forward scattering theory for this con-
figuration was readily available. 
THEORETICAL SPHEROID DATA BASE 
A total of 240 theoretical oblate spheroid 
experiments were generated with the Scatterin91 Matrix Method (SMM) forward-scattering model. 
The SMM theory, developed by V. Varadan, produced 
the complex scattered field for both longitudinal 
and transverse waves given.the defect geometry, 
host material elastic constants, transducer loca-
tion, and frequency of the incident wave. Compar-
ison of SMM generated power spectra with experi-
mentally obtained oblate spheroid spectra has 
shown favorable similarity between the two (see 
below, "Comparison of Theoretical and Experimental 
Waveforms"). 
Each hypothetical experiment consisted of 
generating the complex power spectrum at 19 pulse-
echo spatial positions covering a 60° solid angle 
aperture. The 19 transducer positions are defined 
below. The frequency range of the theoretically 
generated spectrum was 1.0-8.8 MHz in increments 
of 0.39 MHz which corresponds to a ka range of 
approximately 0.30 to 4.4.* So, information in 
the long and medium wavelength regimes was 
represented. 
The elastic constants of the host materia 1 
were: 
>.. • 965 X 1012 dynes/em~. 
1.1 .406 X 1012 dynes/em 
p 4.42 gm/cm3 
where >.. and 1.1 are the Lame' parameters and P is 
the material density. These parameters convert to 
longitudinal and transverse wave velocities of 
V~ = 6.34 x 105 em/sec 
Vt = 3.03 x 105 em/sec 
which represent the velocities in the Ti-6Al-4V 
experimental titanium alloy samples. 
Six defect sizes, each at 40 orientations 
(6 x 40 = 240 experiments) were represented in the 
theoretical data base. The smallest size was 
50 1.1m by 300 1.1m, and the 1 argest was 300 1.1m by 
500 1.1m. Ten polar orientations and four azimuthal 
orientations were generated. Table 2 shows the 
theoretical data base sizes and orientations along 
with the specific ka ranges of each defect. 
Only L+L scattering was considered in the 
present work. 
TRANSDUCER ARRAY GEOMETRY 
A 19-element hexagonal array was used to mea-
sure the scattered field. This array is illus-
wavelength) and the defect radius (a). 
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Table 2. Spheroidal Defect Sizes And 
Orientations Represented By 
The Theoretically-Generated 
Power Spectra 
Scattering Data at 40 Orientations 
Were Produced for Each Defect Size 
SIZE 
SUI'IBER 
DEFECT STlE "-A RANGE 
' • (t'IICRONS) (f't!Cii.ONS) HAXIHU/1 
50 300 0.297 2.516 
150 300 0.297 2.516 
100 "00 0.396 ~ . .as 
100 •oo 0.396 3.,88 
100 500 0;•96 >.361 
~00 500 O.Q96 •. 361 
DEFECT ORIENTATION 
ORIENTATION 
NUHBER :X.(DEGREES) j3(oEGREES) 
6S 
10 
20 
lO 
<0 
so 
60 
' 
?stZE3 
70 
140 ORIENTATIONS 
80 
10 89 ;s 
1;1 I ISO I 
I I 
• a9 I 20 !50 
1:1 ~s I I jb 89 235 
I ll 
llO 
•o 89 • 320 I J 
trated in Fig. 5. The transducer angular posi-
tions are defined in Table 3. This array is ad-
vantageous since all elements are equi-spaced. 
Thus, the scattered field is equally represented 
at all points in the aperture. Also, the hexag-
onal structure provides a maximum amount of cov-
erage for a minimum number of transducers. 
Table 3. Location Of Transducer Elements 
TRANSDUCER POLAR AZIMUTHAL ANGLE ANGLE NUMBER (DEGREES) (DEGREES) 
30 30 
30 90 
30 150 
30 210 
30 270 
6 30 330 
7 52 0 
8 52 60 
9 52 120 
10 52 180 
11 52 240 
12 52 300 
13 60 30 
14 60 90 
15 60 150 
16 60 210 
17 60 270 
18 60 330 
19 0 0 
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y 
Fig. 5 19-Element hexagonal transducer array. 
The 19-element array was used both for spher-
oid and elliptical crack data generation. How-
ever, for generating theoretical spheroid data, 
the transducers operated in the pulse-echo mode; a 
pitch-multiple-catch mode was employed for the 
cracks. 
EXPERIMENTAL SPHEROID DATA BASE 
The experimental spheroid data were collected 
by the Rockwell International Science Center 
(RISC). This data set consisted of nine exper-
iments recorded on two "trailer-hitch" diffusion 
bonded test samples with radii of 
100 ~m by 400 ~m; and 
200 ~m by 400 ~m. 
A full description of the fabrication procedure 
and the sample geometry can be found in Ref. (2). 
Table 4 shows the sizes and defect orienta-
tion of the nine experiments. The spherical shape 
of the trailer-hitch samples allowed pulse-echo 
data to be collected from a variety of orienta-
tions without changing the metal distance between 
defect and transducer. 
Table 4. Sizes And Orientations Of 
The Nine Physically Recorded 
Sp-heroidal Defect Specimens 
~EFEIT DEFEIT I 
SIZE OP.lmATrO!I J I 
I 
EXPERlMEr!T A s IX /1 I 
:!UMBER C~!QOflSJ CM!CllC~Sl CDE5RES1 <UEGRE5>· I 
I 
zoo 400 
zoo 400 lU 225 
I 100 400 80 160 
I 100 400 
I zoo quo· 80 160 
I 100 400 la !8[ 
I ZOO· 400 lO 180 I 
i 
I 
!00• 400 lO' ZZ5 
zoo -4oo 15 180 
Expe10iments 1 through 8 were conducted in 
May 1978 usin~ a S MHz center-frequency transducer 
where the pu<lse-echo. positions were those of t~e 
17-element array employed in last year's work. 
Experiment 9 was conducted in May 1979 using ~ 
7 MHz center-frequency transducer, and the 19-
element hexagonal array described above. Fig. 6 
shows the frequency responses of the two trans-
ducers. Note the higher frequency response of the 
transducer used in Experiment 9. 
!.2 I 
I 
o.B ~ 
P(f) 
o.o 
-- EXP'S 1-8 
--- EXP9 
I 
/ 
/ 
FREQUE:NC'l, MHZ 
~, 
I 
I 
\ 
\ 
\ . 
\ i 
' i 
- __ J 
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Fig. 6 Frequency responses of the t~10 transducers 
used to collect experimental spheroid data. 
DECONVOLUTION 
Deconvolution of ultrasonic waveforms is 
necessary to remove the transducer response from 
the signal. Simple division of the defect power 
spectrum by the reference spectrum frequently 
leads to instabilities at both ends of the trans-
ducer's bandwidth. 
The complex deconvolved spectrum of Y(f) is 
given by: 
Y(f) X(f) R(f) + e:(f) (1) 
where X(f) is the complex spectrum of the defect, 
R(f) is the complex spectrum of the reference, and 
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e:(f) fs a complex function having constant magni-
tude but whose phase is identical to that of 
R(f}. Selection of the magnitude of e: depends. on 
the s1gnal-to-noise ratfo· of the input X(f). Typ-
i caT vaT ues carr range from five to twenty percent 
of the peak value of fR(f) f. The phase of t: was 
made identical to that of the reference so as not 
to change the phase of R(f). Sfnce aTT quantities 
in Eq. (1} are complex. the resu:T:t is also. com,.. 
plex. This aTTows the deconvolved spectrum to be 
transformed back to the time domai:n. if the defect 
impulse response is desired. 
Figure 7 demonstrates the effect of adding 
the· epsilon factor. Figure 7(a) shows the pulse-
echo response 32° off axis from. a 200' 11m by· 400 11m 
ob 1 ate spheroid. (This is o.ne: of the receiver 
resp0nses from Experiment 9.) Figu.re 7(b.}' shows 
the· same waveform after deconvol vi ng the reference 
waveform when an epsiTon of z.ero (Je:J = 0) was 
used. Note the instabiHty at the low-frequency 
end of the spectrum. This instability has com-
pletely vanished' in Fig. ?(c) where an eps.ilon of 
0.1 (I e:J = 0.1) was used. In all nine experi-
ments, an epsilon of 0.1 was used. 
1.0 
0.5 
1.0 
0. 5 
1.0 
0. 5 
Fig. 7 
a) Original Spectrum {No Deconvolution) 
10 15 
Deconvolved S9ectrum ( I E: ! = 0) 
~ Instability at Low Frequencies 
due to Deconvolution without 
Epsilon Factor. 
c) Deconvolved Spectrum (/E/ = 0.1) 
10 15 
Frequency {!'!Hz) 
Pulse-echo response from a 200 11m by 
400 11m spheroid demonstrating the 
effect of the epsilon factor (E) in 
stabilizing the deconvolution process. 
The deconvolution reference, R(f), for Exper-
iments 1 through 8 was obtained by pulsing a 
transducer on one side of the trailer hitch and 
recording the pulse with a similar transducer on 
the opposite side. R(f) for Experiment 9 was ob-
tained by recording the pulse-echo transient from 
an 800 ~m spherical void, then dividing the exper-
imental void spectrum by the theoretical void 
spectrum. B. Tittmann of RISC has found this 
latter method to be12uperior in determining the reference waveform. 
COMPARISON OF THEORETICAL 
AND EXPERIMENTAL WAVEFORMS 
A comparison between the theoretical scatter-
ing data (SMM theory) and the physically recorded 
data (Experiments 1-9) has been made. Examples 
were found where theory and experiment matched 
very closely. On the other hand, there were many 
cases where no similarities existed between the 
two data types. In general, there was much varia-
tion in the experimental measurements {particu-
larly in Experiments 1 through 8). These varia-
tions could have been caused by (a) poor trans-
ducer coupling; {b) inhomogeneities in the test 
sample; (c) reflections from the diffusion bond 
plane; and (d) electronic drift, to name a few. 
The quality of the data in Experiment 9 was 
superior to that in the other eight. Also, the 
power spectra in Experiment 9 matched the theory 
quite well, as will be shown below. Several im-
provements in data collection and processing have 
been made in the last year which contributed to 
this better quality data. These include (a) use 
of a higher frequency transducer; {b) use of a 
better quality transducer shoe; and (c) determina-
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tion of a better deconvolution reference using the 
800 ~m sphere. 
Some of the better examples of power spectra, 
phase spectra, and characteristic functions Y{r), 
have been selected from Experiments 1 through 8 
and are plotted in Figs. 8, 9 and 10 along with 
the functions generated from the SSM theory. 
Note in Fig. 8 that the power spectra, espe-
cially at 30° incidence, match the theory very 
well. Excellent examples of the phase spectra 
{Fig. 9) have also been found. However, there 
were many more cases of phase spectra which did 
not resemble the theory (not shown). 
The characteristic function shown in Fig. 10 
is a function of distance (r). It has been shown 
that for spherical defects the inflection point of 
the cur~e is a good approximation to the sphere 
radius. The results shown in Fig. 10 indicate 
the characteristic function provides size and 
orientation information relative to the defect. 
N-ote in the figures how the inflection point 
shifts to the right as the defect orientation is 
increased or the size is increased. 
Eighteen of the nineteen power spectra from 
Experiment 9 are shown in Fig. 11. Some cases 
matched the theory very well. Just about a 11 
cases matched the theory in the long wavelength 
regime. 
Fig. 8 Power spectra scattering responses from 
a 100 ~m x 400 ~m and a 200 ~m x 400 ~m 
oblate spheroid void at various pulse-
echo receiver orientations. Comparison 
of theory (T-matrix scattering) to 
experiment. 
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Fig. 10 Y(r)-Transform scattering responses from 
a 100 ~m x 400 ~m and a 200 ~m x 400 ~m 
oblate spheroid void at various pulse-
echo receiver orientations. Comparison 
of theory to experiment. 
Fig. 9 Phase spectra scattering responses from 
100 ~m x 400 ~m and a 200 ~m x 400 ~m 
oblate spheroid void at various pulse-
echo receiver orientations. Comparison 
of theory (T-matrix scattering) to 
experiment. 
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Fig. 11 Comparison of theoretical and pulse-
echo experimental power spectra from 
Experiment 9. (200 ~m x 400 ~m oblate 
spheroid, a= 15°, f! = 180°). Theory is 
SSM method (V. Varadan). Experimental 
data were recorded by B. Tittmann, 
May 1979. 
FEATURE EXTRACTION 
The features used as ALN inputs were computed 
in two steps: first, a set of representative 
spectral features were derived from each pulse-
echo power spectrum and its associated transforms, 
and secondly, a set of spatial features was com-
puted over the 19 receiver positions to describe 
the surface formed by each of the spectral fea-
tures. A description of both feature types ap-
pears below. 
A total of 79 spectral features (not listed) 
were computed originally from the following wave-
forms at each receiver position: 
1. Power Spectrum 
2. Log-Power Spectrum 
3. Log-Log Power Spectrum 
4. Characteristic Function 
5. Auto-Correlation Function 
6. Phase Spectrum 
p (f) 
L(f) 
M(f) 
y(r) 
R (T) 
.P(f) 
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A statistical analysis was performed to determine 
which of the 79 features yielded good agreement 
between theory and'experiment. It was necessary 
to eliminate features in poor agreement so the ALN 
synthesis procedure could select features informa-
tive and stable on both theoretical and experimen-
tal data. Six spectral features were selected for 
further processing. These are shown in Table 5. 
Table 5. The Six Candidate Spectral Features 
Selected For ALN Training 
\.11: p (f) 
s1 : P (f) 
Des-cription 
First ~ment of the Power 
Spect.rum 
Relative Energy, Band 1 
of Power Spectrum 
Total Power in Power 
Spectrum 
Comoutation 
Lf ?{f)/tP{fl 
2.8 8.8 
t P(fl/t P(f) 
f:ol f•l 
B.B 
E P (fl 
f•l 
Relative Energy, Band 2 2I: 0 fl BtB 
of Loq-Loq-Power Specerum M( I M(f) 
IJl: y(r) First Moment of t~e 
Characteristic Functioo. 
Second Moment of the 
Characteristic Function 
f:-1.1 fnl 
tr jy(rl J;tjy(rl I 
tr2 jy(rl J;tjy(r) J 
The characteristic function, Y(r), was sug-
gested as a useful inversion function for spher-
oids by Dr. Jim Rose {U. Michigan). It is defined 
as 
Y(r) 
Kmax 
J A(K) sin(2Kr) dK 
2Kr (2) 
0 
where A(K) is the compl e'x Fourier spectrum of 
which the phase has been minimized by subtracting 
out the linear trend. 
The Log-Log Power Spectrum was computed by 
taking the log of the power spectral amplitude, 
then resampling the frequency axis at logarithmi-
cally spaced intervals. The formula for determin-
ing the frequency intervals is 
fi fmin(fmax/fmin)exp[{i-1)/{N-1)]; 
i = 1,22 
{3) 
where f; is the sampling interval, fmin and fmax 
are the band limits of the power spectrum, and N 
is the original number of points in the spectrum 
(N=22). 
The total power spectral feature, PT, was 
normalized by the average power in the 19-element 
array. Hence, this feature measured the relative 
distribution of power in the array. 
The following 13 spatial features were com-
puted from each of the six spectral features men-
tioned above. The total number of candidate fea-
tures input to the ALN training process was there-
fore 78. 
Feature 
Number Symbol_ Descri~tion 
w1 Surface coefficient on x2 
2 w2 Surface coefficient on i 
3 Surface coefficient ? w3 on z~ 
4 w4 Surface coefficient on xy 
5 w5 Surface coefficient on xz 
6 ~'6 Surface coefficient on yz 
7 ex x-component of centr, i ' 
8 cy y-component of centroid 
9 c 
z 
z-component of centroid 
10 ATAN1 tan-1 (~/Cx) 
11 ATAN2 tan-1 (x2/x1) 
12 ATAN3 tan-1 ( /wi +w~ ;w3) 
13 ATAN4 tan-1 (li2+c2 /c ) 
X y Z 
Features 1 through 6 (w~-w6 ) are the least squares 
coefficients on the qua ric surface: 
I 
I 
I ~-/ 
L 
., 2 
- 2 
X 
z 
w1x
2 + w2y2 + w3z2 + w4xy + 
w5xz + W5JZ = 1 (4) 
It is assumed that the 19 feature values are sam-
pled points on a continuous surface i~ (x, y, z-
space. If the surface is limited to an ellipsoid, 
hyperbola, conic, or sphere, it can be completely 
represented by Eq. (4). The x, y, and z spatial 
values for the features can be computed since the 
receiver positions are known. A matrix inversion 
is required to solve for thew's. A hypothetical 
surface is shown in Fig. 12 along with the matrix 
equation which is solved to find the six coeffi-
cients. 
The features, c , c , and c , are the x, y, 
and z components of ~he ~entroid2 of each spectral 
feature group. They are computed hy finding the 
average feature in each djrection: 
1 19 
ex =w E Picos<PisinSi (5) i=1 
1 19 
cy =19 E Pisin<Psin8i (6) 
i =1 
1 19 
cz =19 l: Pi cossi (7) i =1 
pi . WA VEFO-RK FEA 'l"tJR.£ 
COMPUTED AT i <h REC:IVE!I. 
t.OC.'\T!ON 
y 
L _J 
,J 
Fig. 12 Idealized surface representation of extracted array measurements. 
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where p. is one group of 19 spectral features and 
the angles ($i, ei) specify the receiver orienta-
tions. 
The arctangent features are angular measure-
ments which have been included since the ALN 
models estimate directly the defect orientation 
angles a and 6. 
The spatial features listed above have the 
advantage of being computable even when a few of 
the receiver positions cannot be accessed. This 
situation may arise during the inspections of non-
spherical test pieces. 
ALN MODEL SYNTHESIS 
Individual ALN models were trained on theo-
retical (SMM) scattering data to estimate the four 
defect parameters A, B, a, and a. The network 
structures, selected features, and weighting coef-
ficients appear below. 
Figure 13 shows the resultant network struc-
tures to estimate the spheroid's minor axis, A. 
The ALN selected six input features, most of which 
measured shifts in the low-frequency position of 
the power spectrum. Each element in the network 
is comprised of a six-term quadratic multinomial 
of two inputs where the weights have been opti-
mized to produce a minimum error at the output. 
The average absolute error computed from theoreti-
cal evaluation data was 10.4 microns. The average 
absolute percent error was 9%. The centroid-type 
features were frequently selected for both A and B 
size parameters. 
The ALN to estimate the major spheroid axis, 
B, is shown in Fig. 14. The two features selected 
were both centr6ids, and both measured shifts in 
the power spectrum. The average absolute error 
for this network was 33.5 microns, or 8% error. 
Figure 15 shows the network structure for the 
spheroid's polar orientation angle, a, This net-
work selected three features, all of which were 
arctangent functions of the total power. The 
error for this network model was quite small ~1hen 
evaluated on theoretical data. An average abso-
lute error~& 4.7° was observed. This corresponds 
to an error of 5%. 
The network structure for the azimuthal 
orientation angle, 13, is shown in Fig. 16. The 
features selected were arctangent types of the 
first moment of lr(r)l and total power. The 
observed error on theoretical data was very small, 
1.1°, which corresponds to a 1% average absolute 
error. This parameter was the easiest to 
estimate. 
EXPERIMENTAL RESULTS 
Features were computed from the nine experi-
ments described in the section titled "Experimen-
tal Data Base" and were processed through the 
theoretically trained ALN networks. Estimates for 
A, B, a, and i3 for the nine experiments appear in 
Table 6. Values for i3 in Experiments 1 and 4 are 
not shown s i nee a is undefined when a is zero. An 
error summary appears at the bottom of Table 6. 
The relative error shown is the percent average 
absolute error computed over the nine experi-
ALN STRUCTURE 
FEATURE 
INPUTS 
*ELEMENTAL E'ORM: 
xl ez 
K2 t!z 
x3 Ex 
x4 cz 
Xs Cz 
X6 ATANJ 
~ :2 
.233£+05 
.~7JE+02 
-
.678£.f.02 
.213E+02 
-.14.9£+03 
. ..ll6~+Ql 
ERROR ON THEORETICAL 
DATA = 9% 
~EATURE DESCRIPTION 
First ~111ent of Powe:: Spectrum 
B4nd. 1 of Powl!lr S!;lectrwn 
First Moment of Charactari.!llt.ic Functl.on 
Second ~ant of Characteristic Funct:.ion 
Tota.l Po~o:ar 
Total Povar 
~ORK WEIG'RTI~IG COE'F'F'ICir:N'TS 
~ ~ 2 ~ ~ 
l04E+OS -.978E+OS 226E+05 .116£+04 .893E+05 
l88E+02 -. 701E+Ol 
-
5~8E+Ol . SSi£+04 .123E+02 
S41£+o)2 -.780£+00 
-
124£+01 . ~22£+02 .ll!IE+Ol 
1<12£+00 .265E•OO 304£-03 .179£-02 .904£-•ll 
liOE+Ol . ~96£•00 550£-ijJ .BSE-02 . 747£-03 
60BE+OO .307£+00 29l£-03 0 0 
Fig. 13 Adaptive learning network to estimate size parameter A 
for spheroidal defects. 
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FEATURE 
!NPUTS 
FEATURE DESCRIPTION 
ERROR ON '!'?.EOP..ET!CJ...:. 
DATA • 8\ 
Xl: Cz - FirSit Moment of Power Spectrum 
x2: Cz - Band 1 of Power Spect=um. 
NETWOIL~ WEIG!I':'ING COEFFICIENTS 
- .l62E+04 • 793E+03 • 400E+04 -. 367E+OJ -. 804E+02 -. 346E+04 
Fig. 14 Adaptive learning network to estimate size parameter B 
for spheroidal defects. 
FEATURE 
INPUTS 
:~ ~ 
ELEMENT ~ 
.l37E+03 
• 609E+Ol 
l* 
Xl: 
x2' 
X3: 
ALN STRUCTURE 
ly 
FEATURE 
ATA!I2 
;>.TANJ 
ATAN4 
XJ~ 2· ~ 
ERROR ON THEORETICAL 
DATA • 5\ 
DESCRIPTION 
- TOTAL POWER 
- TOTAL POWER 
-
TOTAL POWER 
NETWORK WEIGHTING COEFFICIENTS 
~ ~ ~ ~ 
- .lSlE+Ol -. 9lOE+OO . 224E-Ol -.l69E-03 
.llSE+Ol -.44SE+OO -. 264E-02 - .l74E-02 
NETWORK 
OUTPUT 
" 
~ 
-. 507E-02 
• iSOE-02 
Fig. 15 Adaptive learning network to estimate orientation paramater a 
for spheroidal defects. 
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FEATURE 
INPUTS 
* ELEMENTl'..L F'ORM: 
ALN STRUCTURE 
F'EATURE UESCRIPT!ON 
~RROR ON THEORE'!'!.C.\L 
DATA = l\ 
x1 : ATAN4 - First Moment of Charact.eristic Function 
x 2 : ATA.N'l - ':'ota.l ?ower 
NETWORK WEIGHTING COEFFICIENTS 
-. 576E+OO • 402E+00 .lOlE+Ol - .l24E-03 -. B21E-Ol -. 29lE-Q4 
Fig. 16 Adaptive learning network to estimate orientation parameter ~ 
for spheroidal defects. 
ments. ALN estimates for the orientation angles a 
and P were excellent, with errors of 7% and 4%, 
respectively. Estimates for the larger size 
parameter B ~1ere also excellent with a relative 
error of 6%. The results for the minor axis A 
were generally small for the 200 micron cases, 
except for Experiment 9 which used the higher 
7 MHz center-frequency transducer. The poorer 
estimates for the minor axis may be attributed to 
the limiting resolution of the system bandwidth. 
The ka value along the minor axis was 0.5, which 
implies the A-dimension is less than 1/12 of the 
longitudinal wavelength. This small defect size 
in relation to the wavelength has a very small 
effect on the incident waveform. This effect 
could possibly be less than the inherent experi-
mental error. 
It is interesting to note that the ALN models 
were able to produce very good defect estimates 
for all nine experiments despite the fact that 
Experiments 1 through 8 were collected under dif-
ferent conditions, with a different transducer, 
and with a different array configuration than was 
Experiment 9. This insensitivity to variation of 
experimental conditions is a good indication that 
the ALN inversion procedure could be easily 
adapted to practical use. 
CHARACTERIZATION OF 
TWO-DIMENSIONAL DEFECTS 
INTRODUCTION 
In many respects, the procedures employed in 
the analysis of the two dimensional crack problem 
are analogous to those described for the three-
dimensional case presented in the previous sec-
tion. The objectives sought for each of the two 
geometrical configurations are identical, namely 
the characterization of the defect both in terms 
of its size and its orientation. The specific 
approach selected for the two-dimensional defect 
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problem was to (1) obtain theoretical amplitude 
spectra from a geometrical diffraction model, (2) 
extract diagnostic features from these spectral 
estimates for use in training Adaptive Learning 
Networks (ALN) and (3) assess the predictive capa-
bility of the resulting networks using experimen-
tal data collected from specimens of known size 
and orientation. 
The subsections which follow contain detailed 
discussions of the crack geometry, the composition 
of both the theoretical and experimental data 
bases, the features selected for analysis pur-
poses, the configurations of the resulting ALN 
models and results obained from the comparisons of 
the theoretical and experimental data inversion 
processes. 
DEFECT GEOMETRY 
The geometrical representation of the two-
dimensional elliptical crack problem is illus-
trated in Fig. 17. For the purposes of this 
study, we assumed the defect was described in 
terms of four distinct parameters: 
A' the radius of the minor axis; 
B' the radius of the major axis; 
a' - the polar angle (measured from the posi-
tive Z-axis to the major axis); 
~- - the azimuthal angle (measured from the 
positive X-axis to the projection of the 
major axis on the XY-plane). 
It should be noted that one additional measure-
ment, representing the rotation of the defect 
about the major axis, would be required to 
describe the most general case; however, the theo-
retical approach used in the generation of the 
amplitude spectra assumed this angle to be goo and 
Table 6. Size And Orientation Estimates For Nine Experimental 
Spheroid Defect Samples Determined From Theoretically 
Trained ALN Models 
Exp. A (Urn) B ()lm) 
RECEIVER 
0 
f* 
' \ 
No. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
Tr 1~. . '~'"0" 
200 123 
200 180 
100 105 
100 72 
200 127 
100 94 
200 121 
100 97 
200 216 
Z t;:/NPUT 
e ; 
,...., 
I 
I 
I 
I 
,, 
?I 
I 
, I 
Tr 
400 
400 
400 
400 
400 
400 
400 
400 
400 
Fig. 17 Two-dimensional elliptical crack 
coordinate geometry. 
was therefore the only case considered in this 
study. Modifications to the geometrical diffrac-
tion theory which enable variations in this angle 
to be evaluated have been recently completed and 
413 
381 
415 
372 
341 
406 
370 
393 
453 
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d 
a (degs) s 
True Estimated True 
0 
30 
80 
0 
80 
30 
30 
30 
15 
Error 
Summary 
4 -
23 225 
79 160 
12 -
89 160 
29 180 
46 180 
36 225 
14 180 
Parameter 
A ()1m) 
B ()1m) 
a (degs) 
s (degs) 
(degs) 
Estimated 
-
222 
167 
-
174 
190 
189 
227 
184 
I 
Relative 
Error 
23% 
6% 
7% 
4% 
will be incorporated into future analyses.5 
Throughout the remainder of this section, the de-
fect will be represented in terms of the four mea-
surements described above. 
The locations of the input signal and re-
ceived signal are also shown in Fig. 17 and are 
defined in terms of their polar angles (ai, aR) 
and azimuthal angles (~I• ~R) with respect to 'the 
same reference coordinate system used in the crack 
representation. . 
ARRAY CONFIGURATION 
The 19-element hexagonal array discussed in 
an earlier section was also used in the two-
dimensional crack analysis. The locations of 
these individual receivers are presented graphi-
cally in Fig. 5. Both the theoretical and experi-
mental amplitude spectra were generated in terms 
of this array configuration. 
The mode of collection selected for evalua-
tion of the theoretical and experimental data was 
the pitch-catch type in contrast to the pulse-echo 
type. In the pitch-catch mode, the signal is in-
put at one of the elements in the array and the 
diffracted signal is recorded at the input loca-
tion as well as at the other 18 different loca-
tions within the hexagonal array. For the pur-
poses of this study, the input signal was always 
assigned to the center element (0.0, 0.0) of the 
array. 
THEORETICAL DATA BASE 
A computer code representing a far-field ap-
proximation to the geometrical theory of diffrac-
tion was developed at Northwestern University for 
use by Adaptronics in calculating estimates of the 
amplitude spectrum recorded at a particular loca-
tion when an input ultrasonic signal is diffracted 
from a defect of specified geometry. The deriva-
tion of this model has been extensively discussed 
and has been shown to be ig 7a~orable agreement 
with experimental results. • • 
Theoretical amplitude spectra corresponding 
to longitudinal-longitudinal mode scattering were 
generated at each receiver point in the 1g-element 
array using the pitch-catch operating characteri s-
tic with the transmitter located at the center of 
the array. A total of 1890 different defect geom-
etries were considered and are identified in 
Table 7. Synthetic spectra were obtained for 14 
different defect sizes (A' and B'), 9 polar angles 
(a') and 15 azimuthal angles (~'). The frequency 
band of interest used in the calculation of these 
spectra ranged from 2 to 14 MHz with a frequency 
resolution of a-pproximately 0.1 MHz. The corres-
ponding ka range of the theoretical data was from 
0.62 to 34.69 which encompasses a wide range of 
wavelengths. 
Table 7. Theoretical Data Base 
ELLIPTICAL CRACK SIZES - 1q CASES 
A B- A' a· 
(HtCRONS) (HtCRONS) (MICRONS) (HICRONS) 
312 311 625 
312 625 1250 
312 1250 1250 
312 2500 1150 
' 
625 625 1875 
625 1250 1875 
625 1875 2500 
POLAR ANGLE ORIENTATION - 9 CASES 
AZIHUTHAL ANGLE ORIENTATION - 15 CASES 
{J'· 0°' 250' 50°' 75°' 1000' 125°' 150°' 175°' 200° 
225°, 250°, 275°, 300°, 325°, 350° 
RECEIVER LOCATIONS - 19 CASES 
s, - 30°, 0,- 30°, 90°' 150°, 210°' 270°, 330° 
a, • 52°, 0,- oo, 60°, 120°. 180°, 2qoo, 3000 
e, • 60°, 0,. 30°, goo, 150°, 210°, 270°. 330° 
a, • oo, 0,. oo 
EXPERIMENTAL DATA BASE 
2500 
1250 
1875 
2500 
1875 
2500 
2500 
The experimental data used in this study were 
collected at the University of Tennessee from a 
set of known defect specimens. The basic charac-
teristics of the collection process and the elec-
tronic configurations of th8 recording devices are 
summarized by Adler, et al. Basically, a broad-
band transducer emits an L wave which passes 
through a 15 em water column, enters a 10 em by 
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2.5 em titanium disk and is diffracted by a crack 
within the disk. The diffracted signal then 
leaves the disk, enters the water, and is recorded 
at a specified location, displayed and subsequent-
ly digitized. A total of three experiments were 
evaluated by Adaptronics in the course of this 
investigation. The size and orientation of the 
defects are presented in Table 8. 
Tab 1 e 8. Summary Of Experiments Analyzed 
EXPERIMENT 
t<UMBER 
1 
2 
3 
MINOR Ml\JOR POLAR 
l'.XIS >.XIS ANGLE 
(MICRONS) (MICRONS) (DEGREES} 
2500 2500 90 
1250 2500 90 
625 2500 90 
CO~PARISON OF THEORETICAL AND 
EXPERIMENTAL SPECTRAL DATA 
AZIMUTHAL 
A.~GLE 
(DEGREES) 
0 
0 
0 
Since one of the main objectives of this 
study involves using models trained on a theoreti-
ca 1 data set to eva 1 uate experimenta 1 con.dit ions, 
the final results depend ultimately on how well 
the experimental and theoretical spectra agree. A 
direct comparison of theory and observation cannot 
be performed until an assessment of the differ-
ences in the two different approaches is eval-
uated. Several complex proei'!sses, which are not 
accounted .for in the theory, are involved in col-
lecting the experimental data. Some of the more 
pronounced incompatibilities are identified in 
Fig. 18. The differences shown in this illustra-
tion can be divided into two main categories --
those related to the electronic features of the 
recording system and those pertaining to the pro-
perties of the metal specimen. A more detailed 
discussion of each of these problem areas and of 
the procedures employed in compensating for their 
influence on the recorded sign~l will be presented 
in the following paragraphs. 
The theoretical model used in calculating the 
diffracted spectra is characterized by a noise-
free environment and by a receiver which responds 
uniformly to diffracted energy over a wide range 
of frequencies. Both of these ideal situations 
are not present when real data are collected. 
Background and ambient noise is always introduced 
in the recordings as well as that associated with 
the electronic devices comprising the hardware 
system. In the experiments analyzed in this 
study, the noise levels related to these different 
sources can be minimized, but not totally removed, 
by proper selection of attenuator and amplifier 
gains in the recording devices. Since the geo-
metrical properties of the defect are known prior 
to the collection effort, the operator can selec-
tively monitor the resulting signal-to-noise ratio 
and thus obtain recordings of very high quality. 
The other experimental system feature which 
deviates from the theoretical case is the frequen-
cy response of the transducer. The reference 
spectrum shown in Fig. 19 was obtained from an 
analysis of the signal recorded after the input 
~-------, r-------, 
I WATER 1 I FREQUENCY I 
I MF:TAL ~ DEPENDENT ~ 
I INTERFACE I I A~~~~~~ml I 
ELECTRONIC 
t<.TTENUATIO~ 
l _______ j L-------J 
Fig. 18 Simplified view of the processes influencing the recorded signal. 
Fig. 19 
o.o 4.0 8.0 12.0 16.0 20.0 24.0 
Frequency (MHz) 
Normalized amplitude spectrum represent-
ing the transducer reference spectrum. 
energy had passed through a 2.5 em thick titanium 
sample containing no defect. Over the frequency 
range of interest in this study (2 to 14 MHz), the 
transfer function depicted here shows that the 
response does depend on the frequency under analy-
s 1 s. To compensate for this nonuniform response,. 
a deconvolution algorithm was applied to there-
corded data to guarantee a flat amplitude response 
over the range between 2 and 14 MHz. The exact 
form of this deconvolution process was presented 
in an earlier section. 
In summary, any discrepancies between the 
theory and experiment related to characteristics 
of the recording system can be accounted for by 
established procedures and should not affect any 
comparison studies. 
A direct comparison of the theoretical pre-
dictions and experimental amplitude spectra cor-
responding to a 2.5 mm disk defect for receivers 
at polar angles between 30° and 65° is shown in 
Fig. 20. The experimental results have been de-
convolved to reflect the reference transducer 
spectrum. Some very interesting inferences can be 
drawn from this illustration. The most obvious 
agreement between these two sets concerns the 
ripple period structure. Measurements made from 
each spectrum are in very good agreement, with 
each indicating a slight decrease in the ripple 
period as the polar angle of the receiver in-
creases. The relative amplitude levels agree 
reasonably well at the low-frequency end of the 
spectra (2-6 MHz) but deviate at the intermediate 
and high-frequency portions of the spectra. This 
observation appears to suggest that frequency de-
pendent effects related to the titanium specimen 
may be influencing the experimental results. 
Further comparisons of the theoretical and 
experimental data are shown in Figs. 21 and 22. 
Fig. 21 represents the data recorded at various 
orientations along the major and minor axes of a 
1.25 by 2.5 mm ellipse. Figure 22 presents the 
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diffracted spectra obtained from a 0.625 by 2.5 mm 
elliptical crack. The ripple periods obtained 
from these two defect sizes agree very favorably 
with those predicted from the theory. The agree-
ment between the relative amplitude levels is ex-
cellent for the low frequencies but deteriorates 
as the frequency becomes larger. The consistent 
deviations in the normalized amplitude values 
noticed in these two comparisons, when added to 
the previous case (Fig. 20), appear to indicate 
that a certain amount of frequency dependent 
attenuation related to the specimen is being 
introduced in the experimental data. 
Two potential problem areas can be identified 
where the theoretical model differs from the ex-
perimental collection with regard to properties of 
the titanium sample. The first relates to the 
incorporation of a water bath in collecting the 
diffracted spectra. This introduces a transmis-
sion coefficient into the recorded data because of 
the water/metal interface. Using properties of 
the titanium sample and water, this transmission 
coefficient was calculated a.ccording to a well-
known formula given in Ref. 9 for various polar 
angles and is shown in Fig. 23. Over the angular 
range of 0° to 90°, this coefficient varies from 
approximately 0.1 to 0.04. The analysis presented 
here indicates that the water/metal interface 
characteristics can influence the amplitude level 
observed at a particular receiver location. This 
coefficient is independent of frequency and would 
not be of much assistance in explaining the· devia-
tions noted above. However, since the transmis-
sion coefficient is a function of polar receiver 
angle, it, therefore, must be applied to preserve 
the relative energy distribution in the array. 
The second area in which the theoretical and ex-
perimental spectra differ relates to the attenua-
tion of the diffracted energy in the titanium 
specimen. No attenuation of energy was considered 
in developing the model, but it is evident that 
incorporation of its effect on the diffracted 
spectra could improve the spectral comparisons 
presented thus far, especially at the higher fre-
quency components. Recalling the comparisons pre-
sented earlier, it was observed that the ripple 
periods measured from the two spectra were in good 
agreement. If we assume that the theory and ex-
periment should be in good agreement when con-
sidering the relative amplitude levels, then the 
differences we have observed can be partially re-
lated to attenuation features. 
Perhaps the simplest method which could be 
used to obtain an estimate of the attenuation ef-
fects would be to calculate a ratio of the two 
spectra. However, a more detailed examination of 
the two spectral curves illustrates that the loca-
tions of the peaks and nulls occur at slightly 
different frequency values. This slight 
Fig. 20 Comparison of theoretical and experimental amplitude 
spectra for a 2. 5 mi 11 imeter disc-shaped defect in Ti 
at various pitch-catch scattering angles. (The experi-
mental data have been deconvolved.) 
Minor Ald.s 
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Fig. 21 Comparison of theoretical and experimental amplitude spectra 
for a 1.25 by 2.50 millimeter elliptical crack inTi at various 
pitch-catch scattering angles. (The experimental data have 
been deconvolved.) 
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Fig. 22 Comparison of theoretical and experimental amplitude spectra 
for a -.625 by 1.50 millimeter elliptical crack inTi at various 
pitch-catch scattering angles. (The experimental data have been 
deconvolved.) 
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Fig. 23 Transmission coefficient as a function 
of polar angle for the titanium sample. 
difference introduces several spurious peaks in 
the ratio and complicates the attenuation 
measurement as well as its interpretation. 
To circumvent this problem area, a series of 
peak va 1 ues were determined for both curves and 
plotted at their true frequency value. A typical 
example illustrating this procedure is shown in 
Fig. 24 which shows the results obtained for the 
2.5 mm disk at a polar angle of 30°. The curved 
line connecting these measurements represents the 
decay of energy with frequency for both the theo-
retical data and experimental data. The dif-
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Fig. 24 Decay of normalized amplitudes as a 
function of frequency determined from 
the theoretical (circles) and experi-
mental (squares) normalized amplitude 
spectra. 
ference (~) between these two curves at a given 
frequency tends to increase linearly with 
increasing frequency, The logarithm of this 
difference, measured at various frequencies, is 
plotted as a function of frequency in Fig. 25. It 
is obvious that the data points represented in 
this illustration are well described by the linear 
functional relationship of the form 
log ll(w) = -kw (8) 
or 
(9) 
_:~ 
! -:.'-.------:-":-----7::--------;:-.,----' 
Fig. 25. Logarithm of the difference in amplitude 
between the theoretical and experimental 
spectra as a function of frequency. 
This empirically determined relationship is 
quite compatible with theoretical attenuation 
models described in Ref. 10 which can be expressed 
as 
A(w) = e-wX/2CQ (10) 
where X is the distance of propagation, C is the 
wave velocity and Q is the specific dissipation 
function. Equating k in Eq. (9) to X/2CQ results 
in an empi rica lly determined estimate of Q in the 
range from 3000 to 3500. · 
The experimentally determined attenuation 
functions were applied to the recorded data and 
resulted in a much better comparison with the 
diffraction model predictions. Examples of the 
resulting spectra are illustrated in Figs. 26 and 
27 over the frequency range from 2.0 to 8.0 MHz. 
Spectral data for frequencies higher than 8 MHz 
appeared to be bordering on very low signal-to-
noise ratios and were not used in the analysis. 
The comparisons shown in these figures indicate 
that the relative amplitude values are in much 
better agreement, especially around the spectral 
peaks, when attenuation effects are considered. 
The ripple period structure shows no app_reciable 
change when these effects are incorporated into 
the analysis. 
The comparison study presented in this sec-
tion appears to confirm that theoretical and ex-
perimental diffracted spectra can be shown to be 
in reasonable agreement over the frequency range 
from 2 to 8 MHz when modifications to the assump-
tions made in the development of the theory are 
taken into account. The experimental results ob-
tained during this analysis will require more de-
tailed examination to verify the conclusions made 
in this preliminary evaluation. The agreement 
achieved in this comparison suggests that diagnos-
tic features extracted from theoretical spectra 
for inversion purposes may be directly applicable 
to the field situation. 
FEATURE SELECTION 
The theoretical diffraction model was used to 
generate a set of 1890 distinct cases for evalua-
tion. The data set is represented by 14 different 
500 
size defects ranging from a .312 by .312 mm disk 
up to a 2.5 by 2.5 mm disk. Nine polar angles 
covering the region from 10° to 89° and 15 
azimuthal angles from 0° to 350° were considered 
in developing the theoretical data base. A hexag-
onal array containing 19 receivers were used in 
estimating the diffracted spectra for each indi-
vidual case. 
The features selected from these individual 
spectra involved consideration of the energy level 
of the amplitude spectrum and a measurement of the 
ripple period structure inherent in the diffracted 
spectrum. Estimates of these parameters were made 
for each element in the array and were then ana-
lyzed as a unit to determine the spatial depen-
dence of these features within the array. The 
spatial characteristics were determined by fitting 
a surface to the 19 estimates using a least 
squares criterion. The exact procedures employed 
in the estimation of the surfaces were identical 
to those used in the three-dimensional analysis 
presented earlier. Coefficients representing the 
best fit surface to the spectral features, other 
spatial measurements related to the centroid 
location and angular quantities of the data were 
made. The steps involved in the estimation of 
these spectral features are illustrated schemati-
cally in Fig. 28. The measurements obtained from 
the total energy and ripple period features are 
the same 13 spatial features computed from the 
spheroidal defects, and a list appears in the sec-
tion explaining feature extraction. 
The total energy feature was computed using 
the amplitude spectrum at each receiver location 
over the frequency band of 2.0 to 8.0 MHz. This 
limited frequency band was selected based on the 
analysis of the attenuation effects described 
earlier in this section. The estimation of this 
feature involved a direct summation of spectral 
values over this frequency range with a frequency 
resolution of approximately 0.1 MHz. These values 
were normalized by dividing the estimate at each 
receiver by the maximum energy observed at any 
site in the array before the surface fits were 
made. 
Estimation of the ripple period evident in 
the diffracted spectra was accomplished by a 
Fourier transform analysis. The mean value deter-
mined from the theoretical spectrum was calculated 
and removed from the spectrum. The resulting 
function ideally approximates a trigonom~tric * 
(sine or cosine) time series of period f where f 
is the ripple period measured in MHz. Depending 
on the duration of this resulting function, a 
Fourier transform should Ptoduce a sharply peaked 
response at a value of 1/f • The location of the 
maximum value is determined from the transform 
output and its inverse equated to the ripple 
period of the theoretical spectrum. This pro-
cedure is outlined schematically in Fig. 29. 
Surface features are then computed from the ripple 
period measurements made within the array. 
ALN MODEL SYNTHESIS 
Adaptive Learning Networks were trained using 
the 26 spatial values measured from the ripple 
period and total energy. Four networks were de-
termined corresponding to the four unknown param-
eters required to define the defect size and 
orientaiton (A', B', a', a'). The connectivity 
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The network which resulted from an analysis 
of the polar angle (a') is presented in Fig. 30. 
The structure of this network is quite simple and 
indicates that the estimation of a' depends mainly 
on the distribution of power within the recording 
array. Each element in the network consists of a 
six-term quadraatic multinomial of two input vari-
ables. The input features shown in this figure 
were selected by the model from the list of 26 
available values.· The outputs of the leftmost 
elements provide inputs to subsequent elements, 
with the final element providing an estimate of 
a'. The evaluation set used in this analysis was 
not incorporated in the network training exer-
cise. The comparison of this independent data set 
with the model yielded an average relative error 
of slightly more than 4% and an average absolute 
error of 4° for the polar angle. 
The structure of the ALN for estimating the 
defect azimuthal angle (~') is presented in 
Fig. 29 Schematic illustrating steps involved in 
the computation of the ripple period 
feature • 
Fig. 31. The network is represented by only two 
input variables and resulted in very good esti-
mates of ~- for the independent evaluation set 
with an average relative error of 2% and an aver-
age absolute error of only 3.5°. 
and coefficients determined from the ALN analysis 
as well as a discussion of how well the resulting 
model describes the theoretical data will be pre-
sented in this section. 
The defect size parameters, A' and B', were 
subjected to ALN analysis with the resulting 
structures shown in Figs. 32 and 33, respective-
ly. In general, the structures for the networks 
for estimating the sizes are more complex than 
those obtained for the angular orientations. The 
FEATURE 
INPUTS 
ELEMENT 
.. 
. 
bi 
Ci 
NETWORK STRUCTURE 
Q~O+c1Yl+c2Y2 
+c3YlY2+c4Yl2 
+c5Y22 
ta:TWORK 
OUTPUT 
ERROR ON THEORETICAL 
DATA "' 4% 
ALN WEIGHTING COEFFICIENTS 
-. 759E2 .19BE1 .S21El -.SJSE-1 -.l74E-2 -.322E-l 
- .405E3 .BllEl .l37E2 -.lJBEO -.291E-l -. BSBE-1 
.201El .92JEO .952E-l .24BEO -.l20EO -.129EO 
FEATURE DESCRIPTION 
x1 : A.TA.NJ OF TOTAL ENERGY 
x2 : ATA.N4 OF RIPPLE PERIOD 
X : ATAN4 OF TOTAL ENERGY 
3 
Fig. 30 Adaptive learning network to estimate orientation 
parameters, a', for elliptical crack defects. 
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ELEMENT 
I •i 
ALN WEIGHTING COEFFICIENTS 
0 l 2 3 4 
.180EJ I -.271E-l I .101£1 f .l49E-3 l -. 389E-4 J 
FEATURE DESCRIPTION 
5 
.2UE-4 
FEATURE 
INPUTS 
s: a0+a 1x 1+a2x 2 
+ a3XlX2+a4Xl2 
+a5x2 2 
NET"~~o'ORK 
OUTPUT 
B' 
ERROR ON TIIEOIL"'TICAL 
DATA "' 2% 
Fig. 31. Adaptiv·e learning network to 
estimate orientation parameter, 
e', for elliptical crack defects. 
X2: W4 SURFACE COEFFICIENT OF TOTAL ENERGY 
X2: ATANl OF TOTAL ENERGY 
FEATURE 
INPUTS 
x1 
x2 
XJ 
Xz 
x4 
Xs 
x6 
x1 
Yl =-ao+al xl +a2X2 
+a3x1 Xz+a4x12 
•asx22 
Y 2 •bo +b1 xJ +bzX2 
+b3X3X2+b 4X3 2 
+bsx22 
YJ-co+C1X4+CzXs 
+C3X4XS+C4X42 
+esxs2 
Y4~do +d1X6+d2X1 
+d3X6X1 +d4X6 2 it. 
+dsx12 
'is•eo+el'! +e2Y2 
+e3Y1Yz+e4Y12 
+e 5Y/ 
Y 6•fo +f 1 Y J+fzY 4 
+f3YJY4+f4y32 
+fsy42 
-\ro 
ALN WEIGHTING COEFFICIENTS 
~~go+q1 Ys+g2Y6 
+q3YSY6 
NETWORK 
OUTPUT 
ERROR ON THEORETICAL 
DATA = 15% 
ELEMENT 0 1 2 3 4 5 
•· 
b· 
"i 
di 
ei 
fi 
gi 
.J72EO .529El - .lJOEl • SJBEl -.587El 
l61EO .S29El -.lJJEl .44JEl -. SlOEl 
- .lSJEI -.388EO .ll8EO -.636E-2 • 524E-l 
• 641EO -.474EO • JOOEl -.BS4El -.730EO 
.l2SEO • 278EO 
.l59EO .329EO - .l06E-l 
. 354EO -. 298EO .l57EO .S40EO .27SEO 
- .l22E-l .6J9EO .339EO .257E-l 
FEATURE DESCRIPTION 
x 1 : w2 SURFACE COEFFICIENT OF RIPPLE PERIOD 
Xz: w3 SURFACE COEFFICIENT OF RIPPLE PERIOD 
x3 : Wl SURFACE COEFFICIENT OF RIPPLE PERIOD 
x 4 : Z-<:OM!'ONENT OF CENTROID OF RIPPLE PERIOD 
Xs: ATANJ OF RIPPLE PERIOD 
x6 : Z-<:OMPONENT OF CENTROID OF ';"()TAL ENERGY 
-.lSOEl 
-.l21El 
-. 668E-3 
• 459EO 
• SOBE-l 
- .l59EO 
Fig. 32 Adaptive learning network to estimate minor axis, A', for elliptical crack defects. 
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Y4adO+dlXS+d2X6 
+d3XSX6+d4XS 2 
+dSX62 
NETWORK 
OUTPUT 
s· 
ERROR ON THEORETICAL 
DATA = 14% 
ALN WEIGHTING COEFFICIENTS 
ELEMENT 0 1 2 3 4 5 
a. .213El -.699El .230El .345El .586El -.l38El 
~ 
b. 
.SSSEO .383El ~ -. 542E-3 -.SSSE-2 -.186El • 769E-3 
c. 
-. 396EO .l77EO ~ .ll6El -.l04El • 613EO .35lEO 
di - .207EO • 73lE-3 • 352EO -.866E-2 • 381E-4 .l59EO 
FEATURE DESCRIPTION 
x1 : Z-<:OMPONENT OF CENTROID OF TOTAL ENERGY 
X2 : w2 SURFACE COEFFICIENT OF RIPPLE PERIOD 
X3 : w1 SURFACE COEFFICIENT OF RIPPLE PERIOD 
x4 : ATAN4 OF RIPnE PERIOD 
x5 : ATAN3 OF TOTAL E:NERGY 
x 6 : w6 SURFACE COEFFICIENT OF RIPPLE PERIOD 
Fig. 33 Adaptive learning network to estimate major axis, B~, for elliptical crack defects. 
average relative and absolute errors determined 
for A~ were 2G% and 0.17 mm and 14% and 0.18 mm 
for B~ when the network estimates were compared 
with the evaluation data set. The average errors 
quoted for these cases appear to be higher than 
expected; however, a detailed analysis of the in-
dividual errors indicates that the amount of error 
is related to the size of the defect. The small 
sizes (.312 mm especially) resulted in the most 
error which leads to a distortion of the average 
values calculated over all lengths. In fact, the 
analysis was repeated after all data of length 
0.312 mm on the minor axis were removed from the 
sample and resulted in a significant reduction in 
the average relative and absolute errors to more 
acceptable levels of 15% and 0.14 mm. The struc-
ture of the ALN obtained from this analysis was 
quite similar to that obtained from the total sam-
ple again indicating the difficulty in estimation 
of small defect lengths. The majority of the fea-
tures selected by the ALN model for use in estima-
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tion of the defect size are concerned with the 
ripple period measurements obtained from the dif-
fracted spectra, while those selected for use in 
estimation of the defect orientation are concerned 
with energy measurements. The calculation of the 
diffracted energy at each receiver is a simple 
task; however, the ripple period calculation in-
volves a more complex set of operations. The 
larger errors observed in the size estimates may 
conceivably be a direct result of the larger un-
certainty associated with the ripple period esti-
mate. A higher resolution spectral estimate of 
the ripple period features may result in a con-
siderable reduction in the errors related to the 
defect size and will be investigated in future 
work. 
In summary, the ALN's trained on the theo-
retical diffraction data yielded excellent results 
for estimating the angular orientations of the 
two-dimensional cracks. Estimates of the size of 
the defect also provided good comparisons with 
data not used in determining the network struc-
tures, especially for medium and large length de-
fects. The networks presented in this section are 
compared with experimental data in the next sec-
tion to assess the predictive capability of the 
ALN models in a blind test environment. 
EXPERIMENTAL INVERSION RESULTS 
The data collected from a set of three known 
specimens were analyzed to determine how well the 
ALN models trained on the theoretical data perform 
under experimental conditions. The various pro-
cedures employed in obtaining the diffracted spec-
tra as well as the various features (total energy 
and ripple period) measured from the spatial dis-
tribution of these observations comprising the 
array structure were discussed in earlier sections 
of this section. The estimates of the defect size 
(A' and B') and orientation (a' and S') determined 
from the appropriate model are shown in Table 9. 
The agreement obtained between the observed and 
predicted quantities is excellent for each of the 
three tests. The best comparison is obtained for 
the defect orientation characteristics with the 
maximum deviation being less than 6%. The maximum 
difference obtained for an estimate of the defect 
size was about 22%. The average relative error 
determined for the three evaluations considered in 
this study is 10% for the minor axis (A'), 5% for 
the major axis (B'), 3% for the polar angle (a'), 
and 0% for the azimuthal angle (~'). 
The results presented here illustrate that 
ALN models trained on theoretical data bases pro-
vide very good estimates of defect size and orien-
tation estimates when the models are used in pre-
dicting experimenta 1 results. More experimenta 1 
data, especially at different orientation angles, 
are required to provide more stringent tests of 
the developed models. 
DISCRIMINATION BETWEEN TWO-DIMENSIONAL 
AND THREE-DIMENSIONAL DEFECTS 
INTRODUCTION 
The work presented in this section covers the 
di scr imi nation between two-dimension a 1 (crack-
like} defects and three-dimensional (void-like) 
defects. This is an important step in the defect 
characterization process since it determines which 
of the previously described algorithms will be 
used to estimate the defect size and orientation 
parameters as shown in Fig. 2. 
Since the geometry is different between 
cracks and voids, one would expect the scattered 
ultrasonic field to also be distinguishable. The 
results shown below indicate this to be true since 
no difficulty was found in performing the discrim-
ination. 
The approach to this problem has been similar 
to that of the previous two sections in that a 
theoretical data base was generated, an ALN syn-
Table 9. Size And Orientation Estimates For Three Experimental~y 
Recorded Elliptical Crack Defects Determined by ALN's 
Trained on Theoretical Data 
EXPERIMENT 
#1 
EXPERIMENT 
112 
EXPERIMENT 
il3 
AVERAGE RELATIVE 
ERROR 
A' (mrn) 
TRUE 2.50 VALUE 
ALN 2.36 ESTIMATE 
TRUE 1.25 VALUE 
ALN 0.98 ESTIMATE 
TRUE 0.625 VALUE 
ALN 0.;644 ESTH1ATE 
10% 
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B' (nun) a - s· 
2.50 90° oo 
2.32 85° oo 
2.50 90° oo 
2.40 89° oo 
2.50 90° oo 
2.41 89° oo 
5% 3% 0% 
thesized, and the network evaluated on both theo-
retical and experimental data. One problem was 
that no pitch-catch data were available for spher-
oidal defects, and no pulse-echo data were avail-
able for cracks. Hence, the final network could 
only be evaluated on one type of data. It was 
decided that the 19-element hexagonal array would 
be used in the pulse-echo mode, since these mea-
surements require only a single roving transducer, 
plus more experimental data were available for 
spheroids than for cracks. The ALN discrimination 
model was evaluated on the nine experiments. 
DATA BASE 
The theoretical data base for training con-
sisted of the 240 spheroid experiments described 
earlier, and 360 pulse-echo elliptical crack 
experiments generated with H. McMaken's GTD crack 
model. The 10 sizes and 36 orientations of the 
crack data base appear in Table 10. Features of 
only the power spectrum were used to perform 
defect recognition. The crack spectra were 
generated from 1.0-8.8 MHz, exactly the same 
bandwidth as the void spectra. The 19-element ~ 
hexagonal array was used to record the scattered 
field. 
(1} First Moment (~ 1 ) (2) Second t1oment (~2) 
(3} Low-to-High Ratio (R) 
(4} Standard Deviation (o) 
(5} Normalized Total Power (PT} 
All features were computed over the range of 
1.0-8.8 MHz. The low-to-high ratio was computed 
by dividing the power in the 1-4.5 MHz band by the 
power in the 4.5-8.8 MHz band. 
The 13 spatial features (1 i sted in the sec-
tion on spheroid feature extraction) were computed 
on each of the five spectral features, yielding a 
total of 65 candidate features for ALN synthesis. 
ALN MODEL SYNTHESIS 
The ALN model output was designed to map all 
crack feature vectors into +1 and all void feature 
vectors into -1. Therefore, any ALN output 
greater than the zero threshold are indicative of 
a crack, and negative outputs are indicative of 
voids. The resultant network structure is shown 
in Fig. 34. This ALN selected four power spectral 
[P{f)] feature inputs: 
Table 10. Sizes And Orientations Of The 360 Theoretical 
Pulse-Echo Elliptical Crack Experiments Used 
For Crack/Void Discrimination 
Defect Sizes Defect Orientations 
A (].lin) B (]1m) a. (degs) 13 (degs) 
312 312 90 55 
312 625 80 140 
625 625 70 245 
312 1250 60 330 
625 1250 50 
1250 1250 40 
312 2500 30 
625 2500 20 
1250 2500 10 
2500 2500 
10 sizes times 9 a.'s times 4 i3's - 360 experiments 
FEATURE EXTRACTION 
Three basic differences were observed between 
crack and void power spectra: 
{1) cracks had more energy concentrated at 
the low-frequency position of the spec-
trum than did voids; 
(2) dips in the spectrum were more pro-
nounced for cracks than for voids, 
yielding more spectral "activity;" and 
(3) the energy roll-off as a function of 
polar angle was greater for cracks than 
for voids. 
These observations contributed to the proposition 
of the five following spectral features: 
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( 1) z-centroid Cc2 ) of the first moment; 
(2) z-centroid Cc2 ) of the 1 ow-to-high ratio; 
(3) y-centroid Ccyl of the standard devia-
tion; and 
(4) z-centroid (cz) of the standard devia-
tion. 
The network correctly classified 100% of the crack 
and void defects when evaluated on theoretical 
data. 
EXPERIMENTAL RESULTS 
The nine pulse-echo spheroidal experiments 
were processed through the ALN discriminant and 
ALN STRUCTURE 
FEATURE 
INPUTS 
NETWORK 
OUTPUT 
~ l Y > 0 - CRACK 
y ~ 
Y < 0 - SPHEROID 
ERROR ON THEORETICAL 
DATA ~ 0% 
FEATURE DESCRIPTION 
x1 ; Cz of Power Spectral First Homent 
x2 : Cz of Low to High .Power Ratio 
x 3 : Cy of Power Spectral Standard Deviation 
x4 : Cz of Power Spectral Standard Deviation 
NET"wORK WEIGHTING COEFFICIENTS 
~ ~ ~ ~ ~ ~ '2 
1 -. 592E+02 . 305E+02 .112E+03 -. 309E+02 -. 372E+Ol -.431E+02 
. 513E+04 
.173E+OO 
2 • 353E+Ol .322E+02 -. 324E+03 -. 917E+03 .238E+05 
3 -. 303E+OO . 613E+OO • 463E+OO -. 890E-Ol . 216E+OO 
Fig. 34 Adaptive learning network to discriminate 
two-dimensional (crack-1 ike) defects from 
three-dimensional (void-like) defects. 
the output results are shown in Table 11. Note 
that eight of ·the nine defects were classified 
correctly. Experiment 4, (A = 200 JJm; B - 400 JJm; 
a= 80°; e = 160°) was incorrectly classified. 
Low signal-to-noise ratios at many of the receiver 
positions for this experiment could have con-
tributed to this error. The overall results, how-
ever, are very encouraging. A plan for future 
efforts will include evaluating this model on ex-
perimental pulse-echo crack data. 
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