Given a polynomial f (x) = a0x n + a1x n−1 + · · · + an with positive coefficients a k , and a positive integer M ≤ n, we define a(n infinite) generalized Hurwitz matrix HM (f ) : =(aMj−i)i,j . We prove that the polynomial f (z) does not vanish in the sector
Introduction
The problem of determining the number of zeros of a polynomial in a given region of the complex plane is very classical and goes back to Descartes, Gauss, Cauchy [4] , Routh [22, 23] , Hermite [9] , Hurwitz [14] , and many others. The entire second volume of the delightful Problems and Theorems in Analysis by Pólya and Szegő [21] is devoted to this and related problems. See also comprehensive monographs of Marden [17] , Obreshkoff [19] , and Fisk [6] .
One particularly famous late-19th-century result, which also has numerous applications, is the RouthHurwitz criterion of stability. Recall that a polynomial is called stable if all its zeros lie in the open left half-plane of the complex plane. The Routh-Hurwitz criterion asserts the following:
Theorem 1 (Routh-Hurwitz [14, 22, 23] ). A real polynomial f (x) = a 0 x n + a 1 x n−1 + · · · + a n (a 0 > 0) is stable if and only if all leading principal minors of its Hurwitz matrix H 2 (f ) up to order n are positive.
Decades after Routh-Hurwitz, Asner [2] and Kemperman [16] independently realized that the RouthHurwitz criterion can be restated in terms of the total nonnegativity of the Hurwitz matrix. Moreover, the Hurwitz matrix of a stable polynomial admits a simple factorization into totally nonnegative factors [12] . These developments are described in [20, Section 4.11] ; see also a separate section [20, Section 4.8] on generalized Hurwitz matrices. The converse direction of the total nonnegativity criterion was fully established only a few years ago in [13] : Theorem 2 ( [13] ). A polynomial f (x) = a 0 x n + a 1 x n−1 + · · · + a n (a 0 , a 1 , . . . , a n ∈ R; a 0 > 0) has no zeros in the open right half-plane Re z > 0 if and only if its Hurwitz matrix H 2 (f ) is totally nonnegative.
Generalized Euclidean algorithm
We will now develop a generalization of Euclidean algorithm for M > 2 polynomials (replacing M = 2 for the regular Euclidean algorithm). What folows is in fact a special version designed for the purposes of splitting a given polynomial into M parts according to the residues of the coefficients mod M . A more general version of the generalized Euclidean algorithm will be described in another paper.
Let f (x) = a 0 x n + a 1 x n−1 + · · · + a n be a polynomial of degree n with real coefficients a j , j = 0, . . . , n. As usual, we define deg f (x) : = − ∞ if f (x) ≡ 0. Let M be a positive integer, 2 ≤ M ≤ n. Then f can be split into a sum of polynomials
where
a l x n−l . C. For every i either d i (x) ≡ 0 or d i (x) is an arithmetic polynomial whose residue equals the difference between the residues of f i and f i+1 . In particular its degree is greater or equal to that difference.
D. If f i (x) and f i+1 (x) are nonzero polynomials, then
Proof. Consider the table of f (x) associated with the generalized Euclidian algorithm with step M :
By the definition of the generalized Euclidean algorithm, all nonzero f i (x) with 0 ≤ i ≤ M − 1 in group 0 are arithmetic with difference M and distinct residues. It follows that no pair of them can have equal degrees, implying (3) for i = 0, . . . , i = M − 2.
Group 1 of the polynomials f i+M , i = 0, . . . , M − 1 (see column 1 in the table above) is determined by the identities
If 0 ≤ i ≤ M − 2 and we have the case (a) of the algorithm, then f i+M is the remainder in the division of one arithmetic polynomial, f i (x), by another arithmetic polynomial, f i+1 (x) (with a different residue). It follows that d i (x) is an arithmetic polynomial with residue k > 0, which shifts the arithmetic progression of the exponents in f i+1 (x) to the arithmetic progression of the exponents of f i (x). Hence
is either the zero polynomial or an arithmetic polynomial with the same residue as
In cases (b) and (c) we have f i+M ≡ f i . Moreover, if f i (x) ≡ 0, then by requirement (b) of the algorithm all polynomials f i+kM , k = 1, . . ., are zero too. If f i+1 (x) ≡ 0, then by requirement (c) of the algorithm f i ≡ f i+M . Since f i+M+1 ≡ 0 by our argument above, we get f i = f i+M = f i+2M . Continuing by induction, we see that the whole row starting with f i is filled with f i .
As to the 'boundary' pair f M−1 and f M , in case both of them are nonzero, the residue of f M equals the residue of f 0 , which is n, whereas the residue of f M−1 is n − M + 1. Since n − (n − M + 1) = M − 1, we see that polynomials f M−1 and f M have different residues, implying (3) in this case too.
The process can be continued by induction on k. In this way, we obtain two possibilities for each row: In the first case we have polynomials of strictly decreasing degrees and the row terminates either in a string of zero polynomials or in several copies of the same polynomial. In the second case the row is simply filled with zeros. In the third case it is filled with copies of the same polynomial.
Corollary 11. Let f (x) be a polynomial of degree n ≥ 2 with real coefficients and let 2 ≤ M ≤ n. Let {f 0 , f 1 , . . . , f n } be the polynomials obtained by the generalized Euclidean algorithm with step M . If none of these polynomials is zero, then d i (x) = c i x for i = 0, 1, . . . , n − 1 and deg(f k ) = n − k.
Remark. We will refer to the situation of Corollary 11 where none of the polynomials {f 0 , f 1 , . . . f n } is zero as the non-degenerate case of the generalized Euclidean algorithm.
Continued fraction expansions
Of course, the regular Euclidean algorithm can be also applied to any pair of polynomials (f i , f j ) generated by the generalized Euclidean algorithm. Let us look into this, assuming the non-degenerate case.
Suppose 0 ≤ i < j < M . Denote the fraction f i f j by R ij . We want to represent the function R ij (z)
as a continued fraction
Applying the ordinary Euclidean algorithm to the pair (f i , f j ), we construct a sequence of polynomials f 
The subsequent polynomials are defined by extracting the leading term from the ratios f
if ℓ is even;
Hence the continued fraction (4) can be written explicitly as
We now proceed to make a simple but crucial observation about the continued fractions R ij . It turns out that these fractions, viewed as functions on C, map cones with sufficiently small apertures emanating from the origin to similar cones. Here are the details.
Given two angles α < β between −π and π, consider the cone
Lemma 12. Let R be a continued fraction Proof. The map R is a composition of special monomial maps, multiplication by constants, additions, and inversion. Let us examine how these maps act on our cone K 0,α .
A function () j : z → z j maps a cone K α,β to K jα,jβ . Multiplication by a positive constant leaves any such cone invariant. Inversion () −1 maps a cone K α,β (of course excluding the origin) to the cone K −β,−α . Equipped with these basic observations, we can now understand the action of R on a cone of type K 0,α for α ≤ π/M . Suppose for simplicity that k is odd. Then the last monomial, () m , maps K 0,α to K 0,mα . Multiplication by a k leaves the latter cone invariant, and inversion maps it to the cone K −mα,0 . The previous monomial (followed by muplication by a positive constant a k−1 ) maps K 0,α to K 0,(M−m)α , so the result
The inversion that follows maps 
Our last operation is of the second type, so we shall end up inside the cone K −(M−m)α,mα . Note that this happens regardless of the parity of k.
As promised above, we can now apply this lemma to our functions R ij :
be a rational function defined by continued fraction (5) with all coefficients h r , r = 0, . . . , k positive. Then R ij maps the cone K 0,α into the cone
Generalized Hurwitz matrices
Every polynomial f (x) = a 0 x n + a 1 x n−1 + · · · + a n and an integer 2 ≤ M ≤ n determine a generalized Hurwitz matrix (defined by Goldman and Sun in [8] )
In the formula for the entries of H M we assume that a k = 0 for integers k < 0 and k > n. Thus a generalized Hurwitz matrix is an infinite matrix of the following form:
The matrix H M is constructed from the coefficients of the arithmetic polynomials f M−1 , f M−2 , . . ., f 0 of the polynomial f . The first row is filled with the coefficients of f M−1 . The second row is filled with the coefficients of f M−2 , etc. The coefficients of f 0 form the M th row of H M . Then this first block of M rows is shifted one step to the right and placed underneath. And so on. Note that this structure generalizes both Toeplitz and Hurwitz structures simultaneously.
Definition 14.
A matrix A of size n × m, where n and m may take infinite values, is called totally nonnegative if all its minors are nonnegative:
Taking p = 1, we see that all entries of a totally nonnegative matrix are nonnegative. It was shown in [8] that the generalized Hurwitz matrix H M is totally nonnegative if and only if its n special minors are nonnegative: Another natural enumeration was introduced by Goldman and Sun in [8] . For this enumeration, we need to locate the bottom left matrix entry a p of the minor (6) (i = k + r − 1 and j = r):
Every number p = 1, 2, . . . , n can be uniquely represented in the form (7). Therefore if we are given such a p, we can determine k and r. We denote by
the corresponding minor of the generalized Hurwitz matrix. Lemma 18. Let a 0 > 0 and let h i denote the leading coefficients of the polynomials f i in the generalized Euclidean algorithm with step M . Then
Theorem 15 ([8, Theorem 2.1]). Suppose that all special minors
where r = 1, . . . , n M − 1 , h i := 0 for i > n.
Proof. The matrix H M is made of the coefficients of polynomials f 0 , f 1 , . . ., f M−1 , arranged into shifted blocks:
By (7) there are M − 1 special minors of order r = 1. Their values are
as is claimed by (9) for r = 1. There are M − 1 special minors of order 2 corresponding to the following matrices:
To evaluate the determinants of these matrices we apply Gauss elimination. Excluding a 0 in the last matrix using a 1 from the first row, we obtain a row equivalent matrix:
, we obtain that
To summarize, this elimination results in annihilation of a 0 , a 0 → 0, and in the replacement of all other coefficients in the row of a 0 by the coefficients of the polynomial f M . In particular, a M → h M . Similarly,
In other words, a k → 0 and a M+k → h M+k . This proves (9) for r = 2. Let r > 2 and 1 ≤ k ≤ M − 1. The minor H(k, r) is the determinant of the square matrix 
Eliminating a 0 from the first column using a 1 , then a 1 using a 2 , and finally a M−k−1 using a M−k , we see that the above matrix is row equivalent to the matrix 
where the stars denote the coefficients of the polynomials
Observe that the second column of this matrix ends either with zeros or with some a j , M − 1 ≥ j ≥ 0. The rows of the matrix with the same indices make up the sequence of the coefficients of the polynomials f j , . . ., f M−1 , . . ., f 2M−k−1 . It follows that we can run the same elimination process in column two as we did already in column one. As a result, we see that our matrix is row equivalent to 
Thus the elimination can be continued until we obtain a diagonal matrix which is row equivalent to the initial matrix:
which proves the lemma.
Corollary 19. Let a 0 > 0. Then the leading coefficients of the polynomials f i , i = 1, . . . , n, satisfy
,
Proof. Applying Lemma 18, we obtain:
.
Example 20. Let us consider an example for the case n = 6, M = 3. Then
The generalized Hurwitz matrix looks like
There are six special minors:
By the generalized Euclidean algorithm,
We have: 1) ; 1) ;
Submatrices of generalized Hurwitz matrices
Let H M (f ) be a generalized Hurwitz matrix associated to a polynomial
We denote by H (ij)
M its infinite submatrix determined by two polynomials f i and f j , 0 ≤ i < j ≤ M − 1:
This matrix is the (ordinary) Hurwitz matrix of the polynomial
Its arithmetic polynomials for M = 2 are given by
Lemma 21. The even and odd parts of the polynomial P (ij) (x) satisfy
Proof. By (2) and (10) for P (ij) 0
Similarly,
as claimed.
and let all the coefficients h 0 , . . . , h n in the generalized Euclidean algorithm with step M be positive. The degree m of the polynomial P (ij) (x) whose Hurwitz matrix is H
(ij)
M is given by
Proof. To find a formula for m we observe that
is an infinite-dimensional submatrix of H M which is obtained from H M by keeping only rows corresponding to the coefficients of f i and f j . Thus, the principal minors of H , a 2M+i , a 2M+j , a 3M+i , a 3M+j , . . . . This sequence of positive numbers terminates as soon as either kM + i or kM + j becomes greater than n for the first time. The entry a kM+i is the last nonzero element if and only if
since the difference between the bounds for k is strictly smaller than 1. The entry a kM+j is the last nonzero element if and only if kM + j ≤ n < (k + 1)M + i or, equivalently,
There are 2⌊(n − i)/M ⌋ nonzero leading principal minors of H
M in the first case and 2⌊(n − i)/M ⌋ + 1 nonzero leading principal minors in the second. By Routh-Hurwitz Theorem 1, the number of nonzero leading principal minors equals the degree m of the polynomial P (ij) (x).
For our next (somewhat technical) lemma, we need to define α and β by
Proof. By Lemma 21,
By Lemma 22,
which proves the first formula. To prove the second one, we observe that
if m is odd.
if m is odd. For even m we have
It follows that n − j M cannot be an integer and therefore
implying the second formula.
and let all the coefficients h 0 , . . . , h n in the generalized Euclidean algorithm with step M be positive. Then (a) every polynomial To prove (b) we apply Lemma 21 with x replaced by √ x, x > 0. We have
It is well known (see [15, Corollary 7.33] ) that the C-fraction expansion of the rational function
has all positive coefficients d 1 , . . ., d s whenever P (z) is a stable polynomial. It follows that
Comparing this continued fraction with the continued fraction in (5) and invoking the uniqueness theorem for C-fractions (see [15] ), we obtain that
Main Results
This section is devoted to the proofs of Theorem 27 for M ≥ 2 and of our main Theorem 4. Note that these theorems differ both in assumptions and in conclusions. In particular, the statement of Theorem 4 includes the important case M = 1, which has to be excluded in the formulation of Theorem 27. We hope this does not unduly confuse the reader. We shall begin with Theorem 27 and shall build the proof lemma by lemma, culminating in its proof. We shall then prove Theorem 4 using a different method. Given M ≥ 2 nonzero numbers w, z 1 , . . . , z M−1 in the cone K 0,π/M = u : 0 ≤ arg(u) ≤ π M and positive numbers a n > 0, n ≥ M , we define recursively
For n ≥ M we denote S(n) : ={n − (M − 2), . . . , n} and define the partition S(n) = S − (n) ∪ S + (n) of this set by
Lemma 25. Let {z 1 , . . . , z n } be a sequence defined by (12) . Suppose that 0 ≤ arg(w) ≤ π M and
Then max
Proof.
We use induction on n.
which implies that
Let us consider the case
Both w and u are in the half-plane
Therefore the sum a M w + u is in the same half-plane too. It follows that
This proves the Lemma for n = M . Suppose that the Lemma is proved for n. Let us prove it for n + 1. We have
If max
then this maximum cannot exceed
, since the sum contains not more then M − 1 summands each of which is nonnegative and does not exceed π/M by our assumption that arg(z i ) ≤ π/M . Now let max
Suppose first that n + 1 / ∈ S − (n + 1), i.e., arg(z n+1 ) ≥ 0. Then S − (n + 1) ⊂ S − (n), implying that
by the induction hypothesis. Now consider the case when n + 1 ∈ S − (n + 1), i.e., arg(z n+1 ) < 0. We have
Since arg(a n+1 w) ≥ 0, we see that
Now suppose the generalized Euclidean algorithm produces all h j positive. Then the sequence
satisfies the conditions of Lemma 25, where 0 ≤ arg(z) ≤ π/M , w = z, a i = h n−i /h n−i+1 . Indeed, the inequalities (13) hold by Corollary 13. Each arithmetic polynomial f n−(M−1)+j , j = 0, . . . , M − 1, has difference M and degree (M − 1) − j. Hence these polynomials are monomials and therefore all points
for j = 0, 1, . . . , M − 2 lie in the cone K 0,π/M . If M ≤ i ≤ n then, by the generalized Euclidean algorithm and Corollary 11,
, which implies (12) . Now using Lemma 25, we obtain the following Corollary.
The mapping i −→ n − i maps the set of integers S(n) = {n − (M − 2), . . . , n} bijectively onto the set S(M − 2) = {0, . . . , M − 2}. This transforms (14) into its 'dual' form max
Now we can state and prove our main result.
Suppose first that arg(u k+1 ) ≥ 0. Then at least one of arg(y k+1 ) and arg(u k + 1) is non-negative. If arg(y k+1 ) ≥ 0 and arg(u k + 1) ≤ 0, then
arg(y i ).
If arg(y k+1 ) ≥ 0 and arg(u k + 1) > 0, then arg(u k ) > 0 and
If arg(y k+1 ) < 0 and arg(u k + 1) > 0, then
Suppose now that arg(u k+1 ) < 0. Then at least one of arg(y k+1 ) and arg(u k + 1) is negative. If arg(y k+1 ) ≥ 0 and arg(u k + 1) < 0, then
If arg(y k+1 ) < 0 and arg(u k + 1) ≥ 0, then
If arg(y k+1 ) < 0 and arg(u k + 1) < 0, then arg(u k + 1) > arg(u k ) and
Returning to the proof of the main theorem, we observe that u M−1 is the left-hand side of (17) . By Lemma 28 and by the inequality (15) we conclude that u M−1 cannot equal −1.
Let us illustrate this theorem for n = 5 and M = 3.
Corollary 29. Let a 0 , a 1 , a 2 be positive as well as the leading coefficients h 3 , h 4 , h 5 of the polynomials constructed by the generalized Euclidean algorithm with step M = 3 for the polynomial
Suppose also that
Then the polynomial f (z) does not vanish in the closed sector
Proof. First we determine f 0 , f 1 , f 2 :
Next,
Then, by (21) ,
Notice that (21) implies that a 3 , a 4 are positive as soon as a 0 , a 1 , a 2 , a 5 are positive. Using MATLAB or a mere scientific calculator, we can verify that the polynomial
which satisfies the conditions of Corollary 29, has the following roots:
The roots x 1 , x 2 , and x 3 are located in the left half-plane. The slopes of the vectors x 4 and x 5 equal ± 0.86617 0.49975 = ±1.73321.
The slopes of the boundaries of the sector with M = 3 equal
This illustrates numerically the conclusion of Corollary 29 that the polynomial f (z) does not vanish in the sector plotted below:
Notice that inequalities (21) are of course equivalent to inequalities for the following minors of H 3 :
Theorem 4 can be proved in various ways. The idea of the proof below was suggested by Mikhail Tyaglov.
Proof of Theorem 4. The proof will proceed by deriving a contradiction from the assumptions f (z) = 0, arg z ∈ (0, π M ). Since f is a real polynomial, this will also establish by conjugation that the assumptions f (z) = 0, arg z ∈ (−
Factorization of the generalized Hurwitz matrix
The ordinary Hurwitz matrix turns out to admit a particularly simple factorization [12] , with factors determined by the leading coefficients arising in the (ordinary) Euclidean algorithm applied to the even and odd parts of a polynomial. Our natural question now is whether an analogous factorization holds for generalized Hurwitz matrices. This turns out to be true! Before we embark on a proof, we will switch from the matrix H M to its counterpart
This is in keeping with the notation of [12] ; it also makes for more elegant formulas. The reader intent on factoring the original matrix H M may do so by following the ideas below.
Theorem 30. Given a polynomial f (x) = a 0 x n + a 1 x n−1 + · · · + a n and a positive integer M ≥ 2, let all the leading coefficients h 0 , . . . , h n of the polynomials f 0 , . . . , f n obtained by applying the generalized Euclidean algorithm with step M be nonzero. Then the matrix H M (f ) factors as follows:
Proof. We will prove formula (24) by induction on n : = deg(f ). For deg(f ) = 1, we have f = a 0 (x)+a 1 , h 0 = a 0 , h 1 = a 1 , and we obtain Let us assume that the induction hypothesis holds for n − 1. Represent the polynomial f (x) in the usual form f (x) = f 0 (x) + f 1 (x) + · · · + f M−1 (x), where each f i picks up the terms with coefficients that are i mod M . Run the generalized Euclidean algorithm with step M to generate a sequence f M , . . ., f n .
The last polynomial f n has degree zero. Now define polynomials F 0 , . . . , F n as follows: F 0 (x) = f 0 (x) + f 1 (x) + · · · + f M−1 (x)(= f (x)); Since all the leading coefficients h 0 , . . . , h n of the polynomials f 0 , . . . , f n are nonzero, we have deg F i = n − i, i = 0, . . . , n. Since f M (x) = f 0 (x) − h 0 h 1 xf 1 (x), note that We first recall that the total nonnegativity of the ordinary Hurwitz matrix H 2 (f ) follows from the positivity of its leading principal minors up to order n = deg(f ) by the classical Hurwitz theorem. We will see now that even this (slightly) stronger condition, namely, the positivity of the relevant principal minors of all matrices H One last 'natural' question to address is whether we can prove some kind of a converse to our Main Theorem 27. In other words, whether a real polynomial whose zeros lie outside the cone | arg(z)| ≤ The relevant leading principal minors of H 2 (f ) (i.e., the special minors (6) for M = 2) are equal to 3, 5/2, 17/4, and 17/8. Thus, the polynomial f (x) is stable by the Routh-Hurwitz Theorem 1. However,
