We consider a piecewise-deterministic queueing (PDQ) model to study traffic queues due to stochastic capacity fluctuations in transportation facilities. The saturation rate (capacity) of the PDQ model switches between a finite set of values (modes) according to a Markov chain. The inflow to the PDQ is controlled by a state-feedback policy. The main results of this article are stability conditions of PDQs, i.e. conditions under which the distribution of the queue length converges to a unique invariant probability measure. On one hand, a necessary condition for stability is that the average inflow does not exceed the average saturation rate. On the other hand, based on the Foster-Lyapunov criteria, we derive a sufficient condition that requires a bilinear matrix inequality to admit positive solutions and the invariant probability measure to be unique. We also study the rate of convergence for stable PDQs.
frequent and hard to predict deterministically [4] , [5] , [6] . Consequently, traffic management strategies that assume fixed (nominal) link capacities may lead to inefficient decisions when capacity fluctuations are not negligible (in terms of their intensity and frequency). In this article, we study a simple fluid queueing model that accounts for stochastically varying capacity of transportation systems, and investigate its stability under a class of feedback control policies.
We contribute to the growing literature on the analysis and control of transportation facilities (links or nodes) and networks with uncertain link/node capacities [5] , [7] , [8] , [9] . Current approaches either assume a static (but uncertain) capacity model, or consider time-varying capacities. In the former class of models, the actual capacity is unknown to the system operator; however, its value is assumed to lie in a known set [9] , [10] , or is realized according to a given probability distribution [11] , [12] . Such capacity models can be useful for evaluating the networks' resilience against worst-case disturbances, such as cascading failures [9] or natural disasters [12] . However, in situations where capacity is inherently dynamic, the system operator can achieve better performance efficiency using control policies that account for the dynamic nature of capacity rather than using control policies designed for the worst-case capacity. The latter class of models, i.e. time-varying capacity models, are thus relevant in such situations. For example, Ziliaskopoulos [13] utilizes the knowledge of time-varying link capacities over a time horizon of interest for solving a dynamic traffic assignment problem in road networks. Similar deterministic time-varying capacity models have been proposed for control of air transportation systems [2] , [14] . However, the work presented in this article is motivated by the practical situations where capacity can be naturally modeled as a stochastic process [5] , [15] , [16] , [17] as opposed to a deterministic one.
Since we focus on the behavior of aggregate traffic flows under fluctuating capacities, fluid queueing models are better suited to our objectives than the conventional queueing models (e.g. M/M/1) [5] , [18] . 1 Fluid queueing systems with stochastically switching saturation rates have been studied previously; see [7] , [21] , [22] , [23] , [24] for notable contributions. This line of work focuses on the analysis of the stationary distribution of queue length under uncontrolled (or open-loop) inflow. Some results are available on feedback-controlled fluid queueing systems with 1 It is well known that the stability of conventional queueing models is closely related to the stability of their fluid counterparts [19] , [20] . stochastic capacities. For example, Peterson et al. [5] considered a Markov/semi-Markov capacity model and presented a recursive approach to derive the expected queue length under controlled inflows. In a related work, Yu and Cassandras [8] developed an unbiased gradient estimator for throughput and queue length of feedback-controlled stochastic fluid queueing systems with respect to the buffer storage capacity. The authors of [5] , [8] focused on finite-horizon stochastic optimization problems for feedback-controlled systems. However, our focus is on the stability of these systems. Specifically, we relate the finiteness and convergence (in terms of its distribution) of the queue length to the stability of stochastic fluid queueing systems under a class of feedback control policies.
In Section II, we formally introduce our fluid queueing model with stochastically switching saturation rate (capacity). This model is called the piecewise-deterministic queueing (PDQ) model, since the saturation rate switches between a finite set of values, or modes, according to a Markov chain, while the evolution of queue length between mode switches is deterministic.
Our PDQ model is a special case of the (more general) piecewise-deterministic Markov processes (PDMP, see [25] ). The PDQ model can be calibrated using publicly available traffic data [6] . Furthermore, the capacity and/or the queue length can be measured using modern traffic sensing technologies [5] , [26] , [27] , [28] , [29] . Thus, the problem of implementing capacity-aware control policies become relevant from a practical viewpoint. In this article, we use the knowledge of the frequency and intensity of capacity fluctuation to design feedback control policies that guarantee the convergence of traffic queue in a link. Given the widespread applicability of fluid queueing models [18] , [20] , [30] , [31] , [32] , we hope that our analysis can be useful to study the performance of transportation systems with stochastic capacity fluctuation.
The main results of this article (Theorems 1-3) provide stability conditions for feedbackcontrolled PDQs. We derive these results under fairly mild assumptions: (i) the mode transition process is ergodic, (ii) the feedback control policy is bounded, continuous, and non-increasing in the queue length, and (iii) the PDQ dynamics in various modes do not have an identical attracting state. Following [33] , [34] , we say that a PDQ is stable if the joint distribution of its states (the mode and the queue length) converges to a unique invariant probability measure, which is essentially a distribution invariant with respect to the system's stochastic dynamics.
Our work builds on known results on stability analysis of continuous-time Markov processes [34] , [35] , [36] and properties of PDMPs [25] , [33] . A necessary condition for a Markov process to be stable is that the process is non-evanescent, i.e. that the state is finite almost surely. A sufficient condition is that the process admits a Lyapunov function satisfying the Foster-Lyapunov drift condition [34] and has a unique invariant probability measure. We build on the above results and derive stability conditions that can be directly applied to feedback controlled PDQs. We show that, in general, there is a gap between the necessary condition and the sufficient condition;
however, under particular assumptions, these conditions are equivalent.
In Section III, we derive a necessary condition (Theorem 1) and a sufficient condition (Theorem 2) for the stability of feedback-controlled PDQs. The necessary condition is that the timeaverage inflow does not exceed the time-average saturation rate. The sufficient condition requires the infima of the control policy in various modes to verify a bilinear matrix inequality (BMI), which essentially imposes a bound on the controlled inflow. The BMI results from the application of the Foster-Lyapunov drift condition to our setting with a suitably chosen Lyapunov function.
The sufficient condition also restricts the form of the control policy to ensure the uniqueness of the invariant probability measure. Importantly, our sufficient condition also leads to an estimate of an exponential rate of convergence towards the invariant probability measure. We use these results to study the stability of several practically relevant control policies, including moderesponsive and linear feedback control policies.
In Section IV, we analyze PDQs with two modes, or bimodal PDQs (BPDQs). These simpler systems are of practical interest, since they can model traffic links that stochastically switch between a nominal mode and a disrupted mode (with reduced or zero capacity). In addition, our analysis of BPDQs provides a clear intuition and some useful insights. The main result of this section (Theorem 3) is that a controlled BPDQ is stable if and only if a weighted average of the infima of the control policy in various modes is less than the average saturation rate. In addition, for stable BPDQs, we are able to derive bounds on the steady-state queue length and the exponential rate of convergence to the invariant probability measure, in terms of the model parameters and characteristics of the control policy.
In Section V, we illustrate some applications of our results to traffic routing under stochastic capacity fluctuation. We consider the stability of typical traffic routing policies over a network of two links in parallel. We apply our results to analyze the stability of static and mode-responsive routing policies. Under particular assumptions, we also compute optimal routing policies that minimize the expected travel time. Finally, we study the stability and performance of the well-known logit routing model [9] , [37] , which, for our purposes, can be viewed as a queue-responsive routing policy.
II. PIECEWISE-DETERMINISTIC QUEUEING MODEL
In this section, we formally define the PDQ model, and introduce the assumptions that we use in our analysis. Fig. 1 . An illustration of the PDQ model. Figure 1 . Traffic arrives at the system at the inflow rate f (t) at time t ≥ 0. We assume that f (t) can take values in an admissible set F ⊆ R ≥0 . Traffic is temporarily stored in a queueing buffer and discharged downstream. We denote the queue length by q(t).
Consider the system in
Let u(t) denote the saturation rate, i.e. the maximum rate at which traffic can be released. If q(t) = 0 and f (t) ≤ u(t), the discharge rate r(t), i.e. the rate at which traffic departs from the system, is given by r(t) = f (t); otherwise r(t) = u(t). Figure 2 shows a typical evolution of queue length q(t) with time. We assume an infinite buffer size; i.e. q(t) can take value in the set Q := R ≥0 . This assumption is made to account for all the traffic arriving at the system and not just the traffic that is ultimately discharged by the system. The saturation rate of the PDQ model stochastically switches between a finite set of values.
Specifically, let I be the set of modes of the PDQ and m = |I|. We denote the mode of the PDQ at time t by i(t). Each mode i ∈ I is associated with a fixed saturation rate, denoted by u i , which is distinct for each mode; i.e., for all i, j ∈ I, u i = u j if i = j. The evolution of mode i(t) is governed by a finite-state Markov process with state space I and constant transition rates {λ ij ; i, j ∈ I}. We assume that λ ii = 0 for all i ∈ I. 2 Let
which is the rate at which the system leaves mode i. Given an initial mode i 0 ∈ I at t = t 0 = 0, let {t k ; k = 1, 2, . . .} be the epochs at which the mode transitions occur. Let i k−1 be the mode Figure 2 . Then, s k follows an exponential distribution with the cumulative distribution function (CDF) [38] :
We can write the transition rates in the m × m matrix:
Our first assumption is concerned with the mode transition process:
This assumption ensures that the process {i(t); t ≥ 0} converges towards a unique steady-state distribution, i.e. a row vector p = [p 1 , . . . , p m ] satisfying the following [38, Theorem 7.2.7]:
where e is the m-dimensional vector of 1's.
In addition, we define the effective capacity of a PDQ as
where
Under Assumption 1, the limiting time-average saturation rate is given by u.
The discharge rate r of the PDQ can be written as a function of the mode i, the queue length q, and the inflow f :
Then, the evolution of the hybrid state (i(t), q(t)) of the PDQ is specified by the matrix Λ and a vector field D : I × Q × F → R such that
We can now formally define PDQs as follows:
Definition 1. A piecewise-deterministic queueing system is a tuple I, Q, F, Λ, D , where -I is the finite discrete state space,
-Λ is the matrix that governs the evolution of the discrete state, and -D : I × Q × F → R is the vector field that governs the evolution of the continuous state.
We allow the inflow f to be specified by a control policy φ :
. Under such a control policy, the PDQ becomes a controlled Markov process [39] .
For a given φ, the queue length evolves according to the vector field D(i, q, φ(i, q)) = φ(i, q) − r(i, q, φ(i, q)).
For notational simplicity, we will henceforth use r(i, q, φ) to denote r(i, q, φ(i, q)) and D(i, q, φ)
to denote D(i, q, φ(i, q)).
Note that a control policy need not be responsive to both i and q. If φ only depends on the mode, we call it a mode-responsive control policy and denote it for short as φ(i). Similarly, if φ only depends on the queue length, we call it a queue-responsive control policy and denote it as φ(q).
Our second assumption restricts the class of control policies that we consider in this article:
The control policy φ : I × Q → F is bounded, non-increasing, and continuous in the second argument.
Assumption 2 is motivated by the control policies deployed in transportation systems which restrict the inflows for large queue lengths; see e.g. [9] , [40] , [41] .
Under Assumption 2, one can check that, for any initial condition (i 0 , q 0 ) ∈ I ×Q, the integral curve induced by the vector field D(i 0 , q, φ) is unique and continuous. Furthermore, q(t) is not reset after mode transitions. Thus, the controlled process {(i(t), q(t)); t ≥ 0} is a right continuous with left limits (RCLL, or càdlàg) PDMP [25] .
Assumptions 1 and 2 enable us to focus on the stability issues arising from the interplay between the stochastic saturation rate (supply) and the controlled inflow (demand). Under these assumptions, we can exclude stability concerns arising from non-ergodicity of the mode transitions and lack of regularity of the control policy.
Next, we follow [33] , [34] , [36] and introduce some standard definitions for our subsequent analysis.
The transition kernel of a PDQ at time t ≥ 0 is a map P t from I × Q to the set of probability measures on I × Q. Essentially, for a measurable set A ⊆ I × Q, P t (i 0 , q 0 ; A) is the probability of (i(t), q(t)) ∈ A given the initial condition (i 0 , q 0 ) ∈ I ×Q. We also consider P t as an operator acting on probability measures µ on I × Q via
An invariant probability measure of a PDQ with control policy φ is a probability measure µ φ on I × Q such that 3
Since the process {i(t), q(t); t ≥ 0} is RCLL, following [25, Theorem 5.5], the infinitesimal generator L of a PDQ with control policy φ ∈ Φ is given by
where g is any function on I × Q smooth in the continuous argument.
i.e., the PDQ is non-evanescent if the queue length is finite almost surely (a.s.).
A controlled PDQ is stable if, for any initial condition (i 0 , q 0 ) ∈ I × Q, the joint distribution of i and q converges to a unique invariant probability measure µ φ , i.e.
where · TV is the total variation distance. 4 A PDQ is said to be unstable if (14) does not hold.
In addition, a controlled PDQ is exponentially stable if it is stable and there exist constants B > 0 and c > 0, and a function W : I × Q → [1, ∞) going to infinity as q → ∞, such that, for any (i 0 , q 0 ) ∈ I × Q,
Remark 1. As pointed out by Meyn and Tweedie [34] , stability necessarily implies non-evanescence.
In other words, if Pr{lim t→∞ q(t) = ∞|i(0) = i 0 , q(0) = q 0 } > 0 for some (i 0 , q 0 ) ∈ I ×Q, then the PDQ is unstable; such a case may happen when the inflow rate is too large in comparison to the effective capacity.
Before proceeding further, let us consider the PDQ dynamics under a special class of control policies with the following property:
Then, two cases can arise:
Ifq is not unique, then the PDQ admits multiple invariant probability measures. Consider, for example, a PDQ with a mode-responsive control policy φ(i, q) = u i for all (i, q) ∈ I × Q.
Under this control policy, one can see from (7) and (10) that q(t) = q(0) = q 0 for all q 0 ∈ Q and for all t ≥ 0. Thus, every probability measure taking the form
where δ q 0 is the Dirac delta function centered at q 0 .
Ifq is unique, noting Assumptions 1 and 2, one can show that, for any initial condition
That is,q is the unique attracting state of the PDQ. In other words, the (marginal) distribution of the queue length at steady-state is degenerate (i.e. supported over a single pointq). This case is of limited practical interest, since it entails ensuring that the PDQ dynamics in various modes have an exactly identical attracting state. 5 Based on the above arguments, we do not consider the control policies satisfying (15) .
Specifically, in addition to Assumption 2, we impose the following assumption on the control policies:
Assumption 3. For every q ∈ Q, there exists i ∈ I such that φ(i, q) = u i .
We use Φ to denote the set of control policies satisfying Assumptions 2 and 3.
Finally, we emphasize that all our subsequent analysis are based on Assumptions 1-3.
III. STABILITY OF FEEDBACK-CONTROLLED PDQS
In this section, we study the stability of PDQs with feedback control policies. The main results are Theorems 1 and 2, which are a necessary condition and a sufficient condition for the stability of controlled PDQs, respectively. Their proofs are provided in Sections III-A and III-B. Some applications of these results are described in Section III-C.
The necessary condition requires that the time-average inflow does not exceed the effective capacity:
where u is the effective capacity of the PDQ, given by (5) Theorem 1 provides a way of identifying unstable control policies. Specifically, given a control policy φ ∈ Φ, if φ > u, then the PDQ is unstable. To apply this theorem, one needs to compute φ. If φ is mode-responsive, one has φ = i∈I p i φ(i). However, if φ also depends on the queue length, then φ is, in general, not easy to compute. In this case, one can check a (weaker) necessary condition as follows. By Assumption 2, for any i ∈ I, inf q φ(i, q) necessarily exists. Let
Then, Theorem 1 leads to the following result:
where p is the solution to (4).
Note that (18) is easier to check than (16) , since the former only involves the infima.
Remark 2. In Section III-C, we provide an example to show that the upper bound in (16) is attainable in some situations.
Our next result provides a sufficient condition for the stability of feedback-controlled PDQs:
where φ inf is defined in (17) , u is defined in (6) , and e is the m-dimensional vector of 1's.
Furthermore, under (19) , there exists a positive constant c = min i 1/(2a i ) such that, for some
where µ φ is the unique invariant probability measure.
Theorem 2 essentially imposes upper bounds on the infima of the controlled inflow in each mode. This result is based on the Foster-Lyapunov drift condition [34] . In fact, the positive constants b and a are parameters of a Lyapunov function for the controlled PDQ (as defined in Section III-B). To check this condition, one needs to determine whether the bilinear matrix inequality (BMI) (19) admits a strictly positive solution for the scalar b and the vector a. This can be done using the known computational methods to solve BMIs (see e.g. [42] .) However, if the control policy has a special structure, solutions for b and a can be constructed in a more straightforward manner; see Section III-C for an example. In general, the necessary condition (Theorem 1) and the sufficient condition (Theorem 2) here are not equivalent. We provide an example in Section III-C to illustrate this point. However, in Section IV, we present a sufficient and necessary condition for the stability of PDQs with two modes.
A. Proof of Theorem 1 and Corollary 1
Suppose that the PDQ I, Q, F, Λ, D with the control policy φ ∈ Φ is stable.
From (10), we obtain that
By (7), r(τ ) ≤ u(τ ) for all τ ≥ 0. Therefore, (21) yields
Now we show the existence of the limit on the left-hand side of (22) . First, note that, if the PDQ is stable and thus non-evanescent (recall Remark 1), then lim t→∞ q(t)/t = 0, a.s.
Second, for every i ∈ I, let S i (t) be the amount of time that the PDQ is in mode i up to time
Then, by [38, Theorem 7.2.6], we have
Third, the ergodic theorem of Markov processes ( [43, p. 169 ], see also [35] ) implies that
The existence of the integral on the right-hand side of (25) is guaranteed by Assumption 2.
Hence, we can let
Combining (23)-(25), we can conclude that the limit on the left-hand side of (22) exists.
Finally, we can write
which implies (16) . Thus, we have proved Theorem 1.
Then, Corollary 1 can be obtained in a straightforward manner:
B. Proof of Theorem 2
The proof of Theorem 2 is based the Foster-Lyapunov criteria ([34, Theorem 6.1], see also [36, Theorem 2.11] ), which we recall here for the sake of completeness. The criteria require the following two conditions:
(A) There exist a norm-like 6 function V : I × Q → R ≥0 (called the Lyapunov function) and constants c > 0 and d < ∞ such that
(B) For every C > 0 and for any two initial conditions
Condition (A) is often referred to as the drift condition, which essentially ensures the existence of invariant probability measures [34, Theorem 4.5 ]. In addition, condition (B) is required for the uniqueness of the invariant probability measure [44] .
For PDQs (and more generally, PDMPs), consider the following condition introduced by Benaïm et al [33] :
(B') There exists q * ∈ Q such that, for any > 0 and any initial condition
The argument in [33, Theorem 4.6] can be adapted to conclude the uniqueness of the invariant probability measure under condition (B').
The Foster-Lyapunov criteria state that, under conditions (A) and (B) (or (B')), the controlled PDQ admits a unique invariant probability measure µ φ ; furthermore, there exists B > 0 such that, for all (i 0 , q 0 ) ∈ I × Q and all t ≥ 0,
In this article, we consider the Lyapunov function
where a 1 , . . . , a m , and b are positive constants.
We are now ready to prove Theorem 2:
Proof of Theorem 2. Suppose that the hypotheses in Theorem 2 hold. From these conditions, we derive conditions (A) and (B') in two separate steps.
Condition (A):
Let
By the definition of infima, for each i ∈ I, there (necessarily) exists a sufficiently large L i > 0
One can interpret L as a quantity that characterizes how fast φ(i, q) approaches inf w φ(i, w) as q increases.
We claim that the constants
verify the drift condition (27) . Let us prove this claim.
Plugging the Lyapunov function as defined in (30) into the expression of the infinitesimal generator (12), we have
To check the drift condition (27) , we need to consider two cases:
and r(i, q, φ) = u i (see (7)), we have, for all i ∈ I,
Then, we have
Hence, (27) holds for all i ∈ I and q > L, for any d ≥ 0.
Case A.2: q ≤ L. We can verify in a straightforward manner that, with c and d given by (33) , LV ≤ −cV + d for all i ∈ I and all q ≤ L.
Thus, the drift condition (27) holds for all (i, q) ∈ I × Q.
Condition (B'):
To derive (B'), we first choose a q * , and then verify (29) for the chosen q * .
For each i ∈ I, let E i denote the set of solutions to the following equation in q:
Because of Assumption 2 and the definition of r in (7), E i may be a singleton, an interval, or an empty set.
For a given i ∈ I, by (7) ,
In fact, (19) ensures the existence of at least one i ∈ I such that inf q φ(i, q) < u i . To see this, assume by contradiction that inf q φ(i, q) ≥ u i for all i ∈ I. Then, letting j = arg min i∈I a i , we have
which contradicts (19) .
Let I 1 be the set of modes i such that E i is non-empty. For i ∈ I 1 , we denote E i = [l i 1 , l i 2 ] (which may reduce to a singleton if l i 1 = l i 2 ). Then, we choose (i * , q * ) as follows:
Now, we need to verify (29), i.e. that the interval (q * − , q * + ) ∩ Q can be attained from any initial condition with positive probability. We need to consider two cases.
Case B.1: q * = 0. Consider an initial condition i(0) = i 0 , q(0) = q 0 . By Assumptions 1 and 2.1, there exists a sufficiently large time X > 0 and a sufficiently large queue lengthL > 0, such that
Thus, we have u i * − φ(i * , ) > 0 for any > 0. Therefore, we can define
Recall that the inter-transition times follow (2) . Thus, we have
Finally, we can write, for any > 0,
Case B.2: q * > 0. For this case, we need to consider various initial conditions.
If the initial queue length q 0 ≥ q * , then the proof is analogous to case B.1.
If the initial queue length q 0 < q * , we show that the set (q * − , q * ] ∩ Q can be attained with positive probability. Without loss of generality, we only need to consider ∈ (0, q * ]. By Assumption 3, there exists j ∈ I such that φ(j, q) > u j for all q < q * . Therefore, there exists 0 < X < ∞ and 0 <l < q * such that
for some P 2 > 0. Hence, we have
Finally, note that we have verified conditions (A) and (B') for the controlled PDQ. Thus, we conclude from the Foster-Lyapunov criteria that the controlled PDQ is exponentially stable.
Remark 4. Although (20) involves total variation distance, our proofs do not directly involve this notion. Instead, we are able to base our proofs on checking the Foster-Lyapunov criteria and conclude (20) , following Meyn and Tweedie [34] .
C. Stability analysis of two typical classes of control policies
Next, we apply Theorems 1 and 2 to two controlled PDQs; one with a mode responsive control policy, and the other with a linear feedback control policy.
1) Mode-responsive control policy: Consider a four-mode PDQ with the following parameters:
Let us define a mode-responsive control policy as follows: Then, we have
The effective capacity is given by
Hence, by Theorem 1, a necessary condition for the PDQ to be stable is
The contrapositive is that, if 0.25f 1 +0.75f 2 > 0.7, then the PDQ is unstable. This set of [f 1 , f 2 ] T is depicted as the "Unstable" region in Figure 3 . Second, to apply Theorem 2, we plug various values of [f 1 , f 2 ] T satisfying (35) and search for feasible b and a verifying (19) . Using YALMIP [46] , we find that positive solutions are available over the white and light gray regions in Figure 3 . Thus, the PDQ is stable over these regions.
In fact, from (7) and (10), if f 1 < 1 and f 2 < 0.4, then, for any initial condition, the queue vanishes in finite time, and q = 0 is the unique steady state. For this set of [f 1 , f 2 ] T , which is depicted as the "Stable without queue" region in Figure 3 , we can conclude stability even without applying Theorem 2. For the "Stable with queue" region, a non-zero queue is possible for any t ≥ 0.
Finally, note that there is a gap, labeled as "Ambiguous" in Figure 3 , for which our results do not provide a conclusive answer for stability.
2) Linear feedback control policy: Consider a PDQ with modes I = {1, 2, . . . , m} and a transition matrix Λ satisfying Assumption 1. In addition, we assume that the saturation rates satisfy
If the PDQ is subject to a constant inflow f > u, then, by Theorem 1, the system is unstable. Now suppose that the inflow is controlled by a control policy as follows
where k > 0 is a parameter. That is, the controlled inflow decreases linearly with the queue length until the controlled inflow vanishes. This control policy is motivated by practically deployed freeway ramp metering policies [47] .
Next, we use Theorem 2 to show that this controlled PDQ is exponentially stable for all k > 0.
To apply Theorem 2, we need to check (19) . By Assumption 1, there exists j = m such that λ mj > 0. Select an arbitrary b > 0 and let
where ν j is as defined in (1) . Then, noting that inf q φ(q) = 0, one can show that (19) holds with the above a i and b. By Theorem 2, we conclude that the controlled PDQ is exponentially stable for all k > 0. Furthermore, we have the following upper bound on the convergence:
Finally, as mentioned in Remark 2, we can also use this example to show that the upper bound given by Theorem 1 can be attained. To see this, note that, for every mode i, there exists a uniqueq
Let q min = min iqi and q max = max iqi . Since φ is decreasing in q, it is not hard to see that
Therefore, after sufficiently long time, q(t) enters the compact set [q min , q max ] and stays therein.
In fact, the interval [q min , q max ] is the accessible set of the PDQ, which supports the invariant probability measure µ φ ; for details regarding the relation between invariant probability measures and accessible sets, see [33] . If q min > 0 (i.e. if f > u 1 ), the accessible set does not contain q = 0. Since the controlled PDQ is stable, we have lim t→∞ q(t)/t = 0 a.s. Therefore, since q(t) = t 0 (φ(τ ) − r(τ ))dτ , the time-average inflow φ is given by
where the last equality results from the ergodic theorem of Markov processes. One can see from
Therefore, the upper bound in (16) is tight for this example.
IV. STABILITY OF FEEDBACK-CONTROLLED BIMODAL PDQS
We now focus on the stability of bimodal PDQs (i.e. I = {1, 2}) under control policies satisfying Assumption 2.
Without loss of generality, we assume that u 1 > u 2 . One can view mode 1 as the nominal mode and mode 2 as the disrupted mode with reduced capacity. The transition rate λ 12 (respectively λ 21 )
can be viewed as the occurrence (respectively clearance) rate of capacity disruption. We represent a BPDQ by the tuple {1, 2}, Q, F, Λ, D . Under Assumption 1, the steady-state probabilities of the process {i(t); t ≥ 0} can be obtained from (4):
The effective capacity is obtained as
The main result of this section is a necessary and sufficient condition for the stability of feedback-controlled BPDQs: 
Furthermore, under (38) , the BPDQ admits a unique invariant probability measure µ φ , and there exist positive constants a 1 , a 2 , b, and c such that, for some B > 0,
Theorem 3 is stronger than Theorems 1 and 2 in the following respects. First, Theorem 3 is a necessary and sufficient condition, while Theorems 1 and 2 provide a necessary condition and a sufficient condition, respectively. Second, (38) is easier to check than (16) and (19) , since it only involves the steady-state probabilities of the mode transition process and the infima of the control policy in various modes. Third, the derivation of Theorem 3 leads to explicit expressions for the constants a 1 , a 2 , b, and c in (39); see Section IV-B.
We prove Theorem 3 in Sections IV-A and IV-B, and investigate how the characteristics of the control policy (in addition to φ inf ) affect the average queue length and the rate of convergence in Section IV-C.
A. Proof of necessity in Theorem 3
First, let us define the following quantities
To prove the necessity of (38), we show that, if the BPDQ is stable, then we can obtain this condition.
Recall that a stable PDQ has to be non-evanescent; i.e. the queue length has to be finite a.s.
Hence, we can adapt the proof of Theorem 1 to show that
Therefore, we obtain that φ inf ≤ u.
To show the necessity of (38), we still need to show that the BPDQ is not stable if φ inf = u.
To do this, assume for the sake of contradiction that there exists a stable φ such that φ inf = u. Now, we need to consider two cases:
By the ergodic theorem of Markov processes [43, p. 169] , we have
which implies that φ > u. By Theorem 1, this contradicts that the BPDQ is stable.
Case 2: There exists q ∈ Q such that φ(i, q) = inf l φ(i, l ) for i = 1 and i = 2.
In this case, we show that, when φ inf = u, the invariant probability measure µ φ is either nonunique (subcase 2.1) or non-existent (subcase 2.2). Recall (40) for definitions of D min , D max , i min , and i max . Since p i min D min + p imax D max = φ inf − u = 0, we only need to consider two subcases:
In this subcase, we show that the BPDQ admits multiple invariant probability measures.
Define
Thus, for any initial condition q(0) = q 0 ∈ [l, ∞), we can obtain from (10) that q(t) = q 0 for all t ≥ 0. Therefore, any probability measure µ on {1, 2} × Q given by
for some q 0 ∈ [l, ∞), where δ q 0 is the Dirac delta function centered at q 0 , satisfies µP t = µ for all t. Hence, the invariant probability measures are not unique and thus the BPDQ does not converge in the sense of (14) . In this subcase, we show that the PDQ admits no invariant probability measure.
First, let l be as defined in (41) . Then, the invariant probability measure µ φ , if exists, has to satisfy µ φ ({1, 2} × [0, l)) = 0 (the interval [0, l) can be viewed as an empty set if l = 0). To see
which implies φ > u and contradicts the stability of the BPDQ, according to Theorem 1.
Second, we show that every measure µ such that µ({1, 2} × [0, l)) = 0 is not invariant with respect to the transition kernel P t . For µ supported over {1, 2} × [l, ∞), there exists M > 0 such that µ φ ({1, 2} × [l, M ]) > 0. Since D min = φ(i min , l) − u i min < 0 and φ is continuous (recall Assumption 2), there exists an interval (l − , l) for some > 0 such that φ(i min , q) − u i min < 0 for all q ∈ (l − , l); see Figure 4 . Then, there exists a finite T > 0 such that, for any
Recalling (11), we have µ φ P T ({i min }×(l − , l)) > 0. However, we have argued that µ φ ({i min }× [0, l)) = 0. Therefore, µ φ = µ φ P T and thus µ φ is not invariant with respect to P T .
Finally, since cases 1 and 2 are exhaustive, we conclude that the BPDQ is unstable if φ inf = u.
Hence, if the BPDQ is stable, then we have φ inf < u.
B. Proof of sufficiency in Theorem 3
To prove the sufficiency of (38), we construct constants a i min , a imax , and b satisfying the BMI (19) . The same Lyapunov function as in (30) is considered here.
Recall the definition of D min , D max , λ min , and λ max from (40) . Condition (38) states that
Since D min ≤ D max , (42) implies that D min < 0. Thus, we only need to consider two cases:
In this case, we can select an arbitrary a i min > max i {1/λ i } and let
It is not hard to see that a i min , a imax , and b are positive. One can check that the above constants satisfy the BMI (19) .
where φ inf and φ inf are as defined in (18) and (17), respectively. Now, we show that these constants are positive. First, since D min < 0 and D max > 0, and since u > φ inf , b is positive. Second, to see that a i min > 0, note that
Again, since D min < 0 and D max > 0, one can check that the b given in (44a) ensures that
which, along with D max > 0, implies a i min > 0. Finally, since D min < 0, a imax is positive.
Then, one can see from Cramer's rule that the above constants satisfy
and thus satisfy the BMI (19) as well; details are omitted for the sake of conciseness.
Thus, we can conclude by Theorem 2 that the controlled BPDQ is exponentially stable.
In fact, with the expressions for a 1 , a 2 , and b in (43) or (44) for the respective cases, we can also follow the proof of Theorem 2 and construct the constants c and d in the drift condition (27) :
and L is a sufficiently large constant such that
where η := 1/(2a imax b). These results can be used to further investigate the relation between the control policy and the long-time behavior of the controlled BPDQ, which is the topic of the next subsection.
C. Effects of other characteristics of φ
Theorem 3 shows how the quantity φ inf , i.e. the "average" infimum, affects the stability of the BPDQ. Now, for stable BPDQs, we study the effect of other characteristics of the control policy φ, including φ max (defined in (46)), L (as in (47)), and (inf q φ(1, q) − inf q φ(2, q)); see Figure 5 for illustration of these quantities. 1) Effect of φ max : The maximum inflow φ max affects on the average queue length. To see this, note that the average queue length q satisfies
where a and b are given by (43) or (44) . By [48, Theorem 4 .1], we have
Recalling (45b) for the expression of d, we have
Therefore, the the upper bound for q increases with φ max . This is intuitive: a large inflow leads to a long queue.
2) Effect of L: Note that L characterizes how fast the controlled inflow φ decreases as q grows. We can easily see that the upper bound on queue length provided by (48) increases with L. This is also intuitive: a small L implies that φ decreases fast as q increases, which results in a small queue.
3) Effect of inf q φ(1, q) − inf q φ(2, q): This difference affects the steady-state queue length as well as the exponential coefficient c in (39) . For ease of presentation, we illustrate this by considering the mode-responsive control policy as follows:
where f 1 , f 2 ∈ F. Thus, we have inf q φ(1, q) = f 1 and inf q φ(2, q) = f 2 , and φ inf = φ = p 1 f 1 + p 2 f 2 . By Theorem 3, the BPDQ is stable if and only if φ inf < u.
For this control policy, we can analytically compute the invariant probability measure µ φm and thus the average queue length q if the system is stable:
where D min , D max , λ min , and λ max are given by (40) . We refer to [23] for the details of the derivation. The numerical example below shows how the difference between f 1 and f 2 affects the queue length and the rate of convergence:
Example 1. Consider a BPDQ with u 1 = 1, u 2 = 0.5, λ 12 = λ 21 = 1, and the control policy (49) . One can easily see that p 1 = p 2 = 0.5 and u = 0.75. We fix the average inflow as follows:
φ inf = 0.5f 1 + 0.5f 2 = 0.6.
By Theorem 3, since φ inf < u, the BPDQ is exponentially stable. In addition, we can compute a i min , a imax , b, c, and d using (43)- (45) and the average queue length q using (50). For the sake of illustration, consider a network of two parallel links as shown in Figure 7 .
Link 1 is modeled by a BPDQ with modes I = {1, 2} and a saturation rate u 1 switching between u 1 1 = 1 and u 2 1 = 0.5, with symmetric transition rates λ 12 = λ 21 = 1. Thus, the steady-state probabilities are p 1 = p 2 = 0.5, and the effective capacity of link 1 is u 1 = 0.75. Link 2 has a constant saturation rate u 2 = 0.45. In addition, the nominal travel times of link 1 and link 2 are v 1 = 1 and v 2 = 2, respectively. The source node s receives a unit inflow f s = 1. The queue lengths and discharge rates of the links are denoted as q 1 (t) and q 2 (t), and r 1 (t) and r 2 (t), respectively.
The control variable here is the flow sent to link 1; the rest of the incoming flow is sent to link 2. Suppose that the flow sent to link 1 is specified by a control policy, or a routing policy, φ, which may be static, mode-responsive, or queue-responsive. This example is motivated by the situation where a system operator needs to determine how traffic should be split between a faster route with a fluctuating capacity and a slower route with deterministic capacity.
We now apply our results to study the stability of the above-mentioned network. In addition, we attempt to find routing policies that minimize expected total travel times, i.e. the sum of nominal travel time and queueing times on both links.
A. Static routing
Suppose that the system operator sends a fixed (time-invariant) flow φ s = f ∈ [0, 1] to link 1;
the remaining (f s − f ) amount of traffic is sent to link 2. If the network is stable, the objective function J s is defined as the expected total travel time for the network:
where q 1 and q 2 can be computed using (50) .
We first determine the set of stable values for the inflow to link 1. Theorem 3 requires φ inf = f < u 1 = 0.75 for the stability of link 1. In addition, it is easy to see that, if 1 − f > 0.45 (i.e. f < 0.55), then lim t→∞ q 2 (t) = ∞; if 1 − f = 0.45 (i.e. f = 0.55), then q 2 (t) = q 2 (0) for all t ≥ 0 (not convergent); otherwise lim t→∞ q 2 (t) = 0. Hence, the set of stable inflow values is (0.55, 0.75). Note that q 2 (f ) = 0 for f ∈ (0.55, 0.75). Thus, we have
Note that J s is convex in f over (0.55, 0.75). Therefore, setting dJ s /df = 0, we obtain the optimal solution f * = 0.573 and the optimal objective value J * s = 1.479; see Figure 8 . 
B. Mode-responsive routing
Suppose that the system operator is able to divert additional flow from link 1 to link 2 when the former is experiencing reduced capacity (mode 2). Consider the mode-responsive routing policy given by
where i is the mode of link 1, and φ m is the traffic sent to link 1 (the remaining (f s − φ m ) is sent to link 2). The decision vector is
Theorem 3 can be separately applied to both link 1 and link 2. The application to link 1 is straightforward. Since link 2 is subject to an inflow that switches between (1 − f 1 ) and (1 − f 2 )
according to the Markov process {i(t); t ≥ 0}, this link can also be viewed as a BPDQ. Thus, by Theorem 3, for link 1 to be stable, we need φ inf = 0.5f 1 + 0.5f 2 < 0.75;
for link 2 to be stable, we need
In addition, let us impose the practically motivated constraint:
i.e. the diverted traffic cannot exceed 30% of the total inflow. Under the above constraints, the feasible set can be represented by the unshaded region in Figure 9 . The objective function (i.e. total expected travel time) can be expressed as
where the expected queue lengths are computed using (50) . One can show that J m is convex in f 1 and f 2 over the feasible set. Therefore, applying standard optimality conditions [49] , we obtain the optimal solution [f * 1 , f * 2 ] = [0.844, 0.544], as shown in Figure 9 . The optimal value is J * m = 1.282. Compared to the optimal value J * s obtained via the static routing policy φ s , mode-responsive routing improves the optimal value by 13%.
C. Queue-responsive routing
Now, suppose that the traffic is routed according to the classical logit model, which is often used for traffic assignment over networks [50] . That is, the flow into link 1 is given by
;
the remaining (f s − φ l ) amount of traffic is sent to link 2. This routing policy assigns more traffic to the link with a smaller travel time, i.e. the sum of nominal time and queueing time.
The coefficient β can be viewed as the sensitivity of route choice decision with respect to the travel time on individual links. Next, we show that, for all β > 0, this routing policy is stable for the network in Figure 7 . Furthermore, we study via simulation the relation between β and the expected total travel time J l defined as follows:
Theorem 2 does not directly apply here, since φ l depends on both q 1 and q 2 . However, we
show below that Theorem 2 can be extended to this setting.
Consider the Lyapunov function for the network:
V (i, q 1 , q 2 ) = a i exp b(q 1 + q 2 ) , i ∈ I, q 1 , q 2 ≥ 0;
the parameters a 1 , a 2 , and b are defined as follows: One can check that a 1 , a 2 , b > 0. We can show that, for i = 1, 2 and for all q 1 , q 2 ≥ 0, there exist constants c = 1/a 2 > 0, d = max a 1 bf s + λ 12 (a 2 − a 1 ) + ca 1 exp b(L 1 + L 2 ) , (a 2 bf s + ca 2 ) exp b(L 1 + L 2 ) ,
such that the drift condition (A) in the Foster-Lyapunov criteria holds, i.e.
. In addition, one can easily show that both q 1 and q 2 will vanish in finite time if link 1 stays in mode 1 for sufficiently long time, which implies that the set {1, 2}×{[0, 0] T } can be attained with positive probability for any initial condition. This ensures condition (B') in the Foster-Lyapunov criteria.
Thus, the stability of the network with the logit routing policy follows from the Foster-Lyapunov criteria. For the logit routing policy, the expected total travel time J l is not easy to express analytically.
We simulate the network with various β values and obtain the corresponding objective values. Figure 10 shows the result. The simulated optimal solution is β * = 0.63, and the optimal value is J * l = 1.473, which is close to the optimal value J * s resulting from static routing policy.
VI. CONCLUDING REMARKS
In this article, we studied the stability and control of the traffic queue in a simple fluid queueing model (i.e. the PDQ model) under stochastic capacity fluctuations. The PDQ model has a saturation rate that randomly switches between a finite set of values (modes). We derived a necessary condition (Theorem 1) for stability, which states that the average inflow cannot exceed the average saturation rate. We also derived a sufficient condition (Theorem 2) based on properties of PDMPs and the Foster-Lyapunov criteria along with an argument for the uniqueness of the invariant probability measure. For bimodal PDQs, we obtained a stronger result, i.e. a sufficient and necessary condition for stability (Theorem 3), and analyzed the impact of control policy on the average queue length and the rate of convergence. The stability conditions in Theorems 1-3 can be analytically or numerically verified. We also applied our results to study the stability of typical control policies for individual links and routing policies for a network of two PDQ links in parallel.
As a final remark, note that our analysis of traffic routing is based on the assumption of infinite buffer size. In practice, finite buffer size may have a significant impact on the behavior of queueing systems, especially when the inflow leads to a large expected queue length and the interaction between multiple queues is strong. The analysis and control of such queueing systems are part of our ongoing work [51] .
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