The development of advanced neuroimaging techniques and their deployment in large cohorts has enabled an assessment of functional and structural brain network architecture at an unprecedented level of detail. Across many temporal and spatial scales, network neuroscience has emerged as a central focus of intellectual efforts, seeking meaningful descriptions of brain networks and explanatory sets of network features that underlie circuit function in health and dysfunction in disease. However, the tools of network science commonly deployed provide insight into brain function at a fundamentally descriptive level, often failing to identify (patho-)physiological mechanisms that link system-level phenomena to the multiple hierarchies of brain function. Here we describe recently developed techniques stemming from advances in complex systems and network science that have the potential to overcome this limitation, thereby contributing mechanistic insights into neuroanatomy, functional dynamics, and pathology. Finally, we build on the Research Domain Criteria framework, highlighting the notion that mental illnesses can be conceptualized as dysfunctions of neural circuitry present across conventional diagnostic boundaries, to sketch how network-based methods can be combined with pharmacological, intermediate phenotype, genetic, and magnetic stimulation studies to probe mechanisms of psychopathology.
Brain function depends on highly complex interactions between distributed brain regions Sporns, 2014) . Neuroimaging remains a core method to study these interactions at the large-scale system level. The conceptual framework through which these data are analyzed has evolved from univariate analyses, through connectivity measures, to modern network neuroscience (Bassett and Sporns, 2017; Sporns, 2010) . This line of research is especially relevant for mental disorders, where since the time of Wernicke it has been proposed that altered interactions of brain regions within networks are at the core of pathophysiology. Originating from a branch of mathematics called graph theory (Bollobas, 1985 (Bollobas, , 2012 , network models represent complex systems as sets of discrete nonoverlapping entities (nodes) and their pairwise relationships (edges) that can be summarized in the form of a graph. The patterns by which edges connect nodes constitute the network's topology, which is amenable to descriptive analysis through a broad array of measures that probe local and global aspects of network organization (Newman, 2010) . The rather abstract form and simple representation highlight one of the key advantages of network neuroscience: its broad applicability. Network methods can be applied to all spatial and temporal scales of brain physiology (Betzel and Bassett, 2016) , and they can be used to analyze data types as diverse as cellular-level networks, gene expression profiles, and structural or functional neuroimaging data.
In recent years, network neuroscience has generated detailed maps of the large-scale structural and functional architecture of healthy human brain networks (Sporns, 2015) . Moreover, it has demonstrated organizational features of that architecture that are conserved across species (Rubinov et al., 2015; Scholtens et al., 2014; van den Heuvel et al., 2016) , sketched the network structures that underlie and enable cognition , and delineated their alteration in disease (Bassett and Bullmore, 2009; Fornito and Bullmore, 2015; Stam, 2014) . Though the extent and pace of these characterizations are impressive, their application to the clinic has been surprisingly limited. The lack of translational impact stems in part from the fact that the current approaches are largely descriptive and, therefore, ultimately cannot provide a mechanistic account of circuit (dys-)function. Addressing this limitation is critical for the prospective development of interventions and treatments for psychiatric disorders and for the enhancement of cognitive function in health and disease.
In this article, we have two major goals. First, we describe a set of new computational tools from a field we coin ''multi-dimensional network neuroscience'' (Figure 1 ). These methods extend current network analytic tools by including an additional dimension, of time, space, or function. In doing so, they make it possible to generate network models of processes and mechanisms, going beyond simple statistical dependencies or correlations. Specifically, we concentrate on three tools of multi-dimensional network neuroscience: (1) multilayer networks (Kivel€ a et al., 2014) , (2) generative models of networks (Vé rtes et al., 2012) , and (3) network control theory (Liu et al., 2011; Motter, 2015; Pasqualetti et al., 2014) . Second, we sketch out strategies for how these new tools can be used to probe mechanisms that underlie circuit function and dysfunction in psychiatric (Hulshoff Pol and and neurological disorders. We describe how multi-dimensional network neuroscience methods can be used to link levels of brain function, starting from gene interaction systems or neurotransmitter systems to brain-wide connectivity, thereby revealing the underlying mechanisms of brain function ( Figure 1) .
We begin by briefly reviewing the current state of network neuroscience (Bullmore and Sporns, 2009) , drawing predominantly on the pioneering successes of graph theoretical approaches and their applications to cognitive neuroscience. After discussing conceptual limitations of these approaches, we introduce three major advances from multi-dimensional network neuroscience that offer the potential to directly infer or manipulate mechanisms of network function. We conclude by sketching concrete analysis strategies, possible pitfalls, and future areas of investigation. Traditional tools from the mathematical discipline of graph theory have emerged as particularly useful in describing structural and functional brain networks. Multilayer network approaches extend this static representation by adding an additional dimension to the 2D graph, such as time or data modality. Generative network methods can be used to study the mechanisms by which brain networks have evolved or have been shaped over development. Network growth is simulated based on some predefined rules and is then compared to a real brain network. Finally, network control theory offers a mechanistic explanation for how activation patterns in the brain are controlled based on the underlying structure.
2D Network Neuroscience: Graph Theoretical Assessment of the Human Connectome
The characterization of whole-brain structural and functional connectomes using different neuroimaging modalities in combination with graph theoretical measures has offered insight into brain maturation , cognitive function , and neuropsychiatric disorders (Fornito et al., 2012; Siegel et al., 2016) . Graph theory (Bollobas, 1985 (Bollobas, , 2012 ) provides a mathematical language by which to distill complex systems into a set of component parts (nodes) and their interactions (edges). The pattern of nodes and edges forms a graph, and the architecture of that graph can offer insights into the dynamics that the system can support Newman, 2003) .
In the context of human or non-human neuroimaging, data can be rendered into different classes of graphs or networks. Structural networks model the physical, hard-wired connections between neural elements; examples include brain regions linked by white matter tracts (Hagmann et al., 2008) , neuronal populations linked by axonal projections (Markov et al., 2013b) , and individual cells linked by synapses (Eichler et al., 2017; Lee et al., 2016; Watts and Strogatz, 1998) . Functional connectomes capture statistical relationships between time series reflecting the activity of neural elements (Friston, 2011) ; examples include correlations between fMRI blood-oxygen-level-dependent (BOLD) signals , statistical similarities in neuronal firing patterns (Muldoon et al., 2013) , or causal relationships between neurons, regions, or sensors (Korzeniewska et al., 2011) . Finally, morphometric networks capture statistical relationships between markers of regional morphology, such as gray matter thickness or volume, across large cohorts of individuals (Alexander-Bloch et al., 2013; Evans, 2013) . Each of these network classes uniquely quantifies one specific aspect of a neural system's organization and function. Variations in the topology of these networks, then, can foreshadow dysfunction, leading to cognitive deficit or disease.
One of the most fundamental findings of the young field of network neuroscience is that neural systems, from the neuronlevel connectivity of C. elegans to the white matter connectivity of high-functioning humans, display hubs, nodes that occupy positions of influence within the network. Empirically, hubs tend to be highly connected and more central than anticipated in an appropriate random network null model. Hubs also tend to form many long-distance connections, linking distant neural elements to one another. These long-range connections, in combination with locally dense connectivity, form the substrate for small-world architecture , a combination of short path length (shortest path between two nodes is the minimum number of edges that must be traversed to go from one node to another) and high clustering (a measure of that node's local connection density quantified as the fraction of closed triangles between its nearest neighbors, normalized by the maximal number of such triangles) facilitating rapid information transmission and efficient communication (Barrat et al., 2007; Latora and Marchiori, 2001) . It is worth mentioning that the presence of small-world network architecture has been challenged by studies employing high-resolution anatomical tracing methods, which report substantially denser connectivity in macaque brain than previously reported, leading to shorter path length and reduced small-world measures estimated on the binary network (Markov et al., 2013a (Markov et al., , 2013b . However, recently developed methods to assess small-world organization in weighted networks confirm the presence of small-world topology across multiple species (Bassett and Bullmore, 2016; Muldoon et al., 2016a) .
More recently, these global attributes have been shown to accompany a distinct community structure (Fortunato, 2010; Porter et al., 2009) , wherein networks can be decomposed into communities or modules, internally dense clusters of neural elements that are sparsely linked to one another (Newman, 2006) . Modular organization is thought to facilitate optimal segregation of information and relative autonomy of function (Bassett et al., 2011a; Meunier et al., 2009; Salvador et al., 2005) . Interestingly, hubs tend to be distributed across modules while remaining densely interconnected with one another, thereby forming a rich club, which is thought to act as a backbone for integrating information from specific modules and rapidly transmitting it across the brain (Sporns and Betzel, 2016) . More generally, rich-club organization is a type of core-periphery structure (Borgatti and Everett, 2000) , in which a core of densely interconnected nodes is accompanied by a more sparsely connected periphery Chai et al., 2016) .
These fundamental attributes have now been observed across species (from worms through mice to humans), across age ranges (from infancy through senescence), and across multiple brain-imaging modalities, forming a robust set of characteristics that typify structural, functional, and morphometric networks.
Limitations and Challenges
The simplicity of graph theory can also be a limitation. While powerful, its application to neuroimaging data belies some weaknesses that challenge its long-term utility in uncovering mechanisms of psychiatric disease. The exact definition of the word ''mechanism'' is of course subject to some debate (Craver and Tabery, 2015; Craver and Darden, 2013; Glennan, 1996 Glennan, , 2016 Machamer et al., 2000) , but one ecumenical view characterizes a mechanism for a phenomenon as ''entities whose activities are organized in such a way that they produce the phenomenon'' (Craver and Tabery, 2015; Glennan, 2016) . This definition highlights the importance of a detailed description of the entities and their organization as a first step in providing a mechanistic explanation. Importantly, this precondition has been successfully addressed in the neuroimaging community by the extensive efforts in brain mapping over recent years. In addition, organization refers not only to a spatial but also to a temporal component, which is becoming increasingly recognized as important in the neuroimaging community . However, the definition stated above also draws the reader's attention to a major aspect of mechanism that has been largely neglected, namely, the activities of the entity. In most neuroimaging studies, activities, e.g., the interaction between the constituting entities of the mechanism, have so far been described by either regional activations (the activity here being that a region is active) or a statistical or morphological interdependence (the activity here being that regions are connected). Both of these notions of activities are simplistic models that fail to provide an account of circuit function, e.g., how computations are actually performed to produce the studied phenomena.
Although network models have helped to identify some fundamental principles of brain organization that might underlie normative cognitive function, these insights are often derived from statistical differences in graph theoretical parameters or from correlations between parameters and empirically measured estimates of behavior, cognition, or disease. Yet, parameters do not equate to mechanisms and correlations do not equate to causal drivers. For a more complete understanding of brain function, we wish to move beyond statements such as ''network A is different from network B'' to questions of why these differences appear in the first place and how architectural differences causally affect brain function. This goal requires us to move from a focus on mapping to a focus on mechanism and to develop tools that make explicit predictions about how network structure and function influence human cognition and behavior. Such a paradigm shift from mapping to mechanism might necessitate more extensive assessments across subjects, times, and imaging modalities; but, in doing so, it would have the potential to directly address the National Institute of Mental Health (NIMH) Research Domain Criteria (RDoC) goals in understanding mechanisms of psychiatric disorders in a trans-diagnostic manner. captured. Moreover, evidence suggests that several parcellation schemes might be useful for studying the brain across spatial scales ranging from single voxels to gross neuroanatomical features. Edges can be defined in many different ways, and they can be estimated from many different imaging modalities or contexts, including structural imaging, task-related functional imaging, and task-unrelated functional imaging . Moreover, in functional imaging, edges may be defined over different time windows of imaging data potentially corresponding to different cognitive states of the participant under study (Betzel and Bassett, 2016) . In applied mathematics, the development of multilayer network analyses has become a recent focus of research, in an effort to determine how best to incorporate these additional layers and dimensions into network models (De Domenico et al., 2016b; Kivel€ a et al., 2014) . From the perspective of network neuroscience, multilayer network models of neural systems offer the potential to illuminate aspects of brain function that could not otherwise be gleaned from traditional, single-layer network models (Buldyrev et al., 2010) .
Unfortunately, the recent interest in describing complex systems in terms of multilayer networks has led to some confusing and often parallel terminology. Here we adopt the generalized definition of multilayer networks proposed by Kivel€ a et al. (2014) , which can be used to represent most types of complex systems that consist of multiple networks (Figure 1 ). In this framework, connectivity matrices representing either the state of the network at a particular time point or different connectivity modalities can be linked together by connecting each node in one layer to itself in a different layer . In the specific case of a temporal network where edges are defined with respect to a time window, the adjacency matrices can be linked in an ordinal fashion as follows: node i in layer s (time window) is linked to node i in the adjacent time windows, s -1 and s + 1 (Sizemore and Bassett, 2017) . In the case of multimodal networks where edges are defined with respect to a type of interaction, the adjacency matrices are not linked in an ordinal fashion but rather in a categorical fashion. One common technique is to link each node to itself in all other layers (Mucha et al., 2010) , although other more complicated patterns are also possible and, in some cases, preferable. The general multilayer construction is also useful when layers represent connections in different frequency bands; in this case, the inter-layer coupling could be all-to-all, thereby connecting data across all frequency bands, and the weight of the inter-layer link could represent the magnitude of cross-frequency coupling between individual brain regions. Many classical network diagnostics, such as path length, clustering coefficient, and summary statistics characterizing community structure, have been extended to multilayer networks, and these have begun to be applied across many disciplinary domains (Holme and Saram€ aki, 2012; Kivel€ a et al., 2014; Mucha et al., 2010) .
In parallel to these methodological advances, the view that brain networks are not static during cognitively effortful task processing but rather dynamic has gained increasing traction, reinforcing the intuition that networks change their configuration on timescales from milliseconds to years (Deco et al., 2011; Hutchison et al., 2013; Leonardi and Van De Ville, 2015; Supekar et al., 2009; Telesford et al., 2016; Uhlhaas, 2013; Zalesky and Breakspear, 2015; Zalesky et al., 2014) . The first applications of (temporal) multilayer network techniques to neuroimaging data demonstrated that brain networks reconfigure during a range of cognitive phenomena. This work found that flexible, i.e., variable across time, patterns of functional connectivity predicted individual differences in learning (Bassett et al., 2011b) , leading to an increasing independence of the underlying subnetworks as learning progressed to automaticity . Subsequent work extended the idea of flexible network reconfiguration to other cognitive domains, including working memory (Braun et al., 2015) , attention (Shine et al., 2016b) , cognitive flexibility (Braun et al., 2015) , and language processing (Chai et al., 2016; Doron et al., 2012) , suggesting that dynamic network reconfiguration might be a more generic prerequisite for healthy executive function. Many argue that these types of dynamic network techniques are fundamentally necessary to understand cognitive functions more broadly (Fedorenko and Thompson-Schill, 2014; Medaglia et al., 2015) , and recent studies have demonstrated that dynamic network parameters can indeed capture aspects of brain functioning that are not detected by more traditional measures of brain activity or connectivity Braun et al., 2015) .
In addition to the use of multilayer networks to assess network reconfiguration during a single task, a few studies have begun to use this formulation to investigate network reconfiguration across several tasks (Cole et al., 2014; Mattar et al., 2015; Telesford et al., 2016) . In the simplest scenario, one might be interested in differences between two states, such as a resting state and a cognitively demanding task state (Cole et al., 2014) . In this scenario, connectivity matrices are estimated for both states and treated as layers in a two-layer multilayer network. This simple extension enables one to explicitly model the similarities and differences between tasks in a single formal model. Of course, this two-state example can easily be extended to include additional layers corresponding to connectivity estimated during other tasks. The multilayer formalism then makes it possible to address the questions of whether network dynamics are similar or different across tasks and whether inter-task differences are greater or lesser than inter-subject differences (Telesford et al., 2016) . Finally, one might wish to know how a brain transitions between large sets of states and whether the role of cognitive systems changes over these task sets in a predictable manner (Mattar et al., 2015) . Multilayer approaches offer a principled means of dissolving the dichotomous distinction between task and resting-state brain networks or between functional and structural networks. Instead, they suggest that these different statistical representations are simply different views of the same underlying dynamical system, which traverses a complex energy landscape constrained by neuroanatomy (Watanabe et al., 2013) to move between and among behaviorally meaningful cognitive states (Ashourvan et al., 2017; Gu et al., 2016; Watanabe et al., 2014) .
Perhaps the most powerful, but also the least studied, application of multilayer networks to neuroimaging data lies in the integration of data across imaging modalities. For example, questions of how structure impacts or constrains functional dynamics, questions of how one frequency may couple to another frequency (Canolty et al., 2006; Canolty and Knight, 2010; Siebenh€ uhner et al., 2013) , and questions of how morphological characteristics might relate to genetic information Whitaker et al., 2016) or to neurotransmitter distributions are particularly appropriate to address using multilayer network models, in which brain regions may relate to one another in distinct ways estimated by distinct imaging modalities (De Domenico et al., 2016a; Brookes et al., 2016) . Indeed, most generally, understanding how different estimates of regional relations and interactions estimated from different imaging modalities are related to one another (Goñ i et al., 2014; Hermundstad et al., 2013; Honey et al., 2009) , and how those relationships impinge on behavior (Hermundstad et al., 2014) , remains a critical challenge. Generative Network Models A broad class of questions in network neuroscience lies in the characterization and understanding of how brain networks evolve over evolutionary timescales, develop from childhood to adulthood, or reconfigure during normal healthy aging. While an important initial strategy is to simply describe these changes in network structure, the quizzical scientist also yearns for the mechanistic understanding that is often only possible from a predictive model (R.F.B. and D.S.B., unpublished data). In the context of brain connectivity, generative network models form particularly appealing frameworks in which to satiate this curiosity.
Generative network models are a collection of methods that can be used to simulate the growth and evolution of networks based on simple, hypothesized mechanisms (A.Z. Jacobs and A. Clauset, 2014, NIPS, workshop; Park and Newman, 2004) (Figure 2A ). For example, one class of generative models supposes that the probability with which two nodes are connected depends on their latent (hidden) attributes. The modeling aspect involves fitting the parameters of this model so that it generates synthetic networks with the same properties as the real-world network. Typically, one tests multiple possible models and wiring rules, but ultimately one focuses on the model with the greatest goodness of fit; that is, the model that generates synthetic networks most similar to the observed network (Newman, 2010) . If the model network and real network are similar, it suggests that the modeled generative mechanism may drive the growth and evolution of the real-world network.
Generative models have a long history in network science. Among the most studied is the preferential attachment model, which generates networks with heavy-tailed degree distributions similar to those observed in many real-world socio-technical networks like Facebook and Twitter. In this model, originally proposed by de Solla Price (1965) and later reintroduced by Barabasi and Albert (1999) , links to a node are added probabilistically and proportional to the node's degree, such that hubs gain more connections than non-hubs. However, the utility of these simple preferential attachment models in accurately modeling neural systems has been questioned, as they fail to reproduce essential features of human brain networks (Hilgetag and Kaiser, 2007; Vé rtes et al., 2012) . It has been argued that the poor fit is due to the model's simple focus on topological network features, without considering that brain networks have evolved under evolutionary pressure and are spatially embedded Sporns, 2009, 2012; Kaiser and Varier, 2011) . Following these initial studies, research on brain networks has begun to focus more on models that account for geometric features (Hilgetag and Kaiser, 2007; Lo et al., 2015b; Roberts et al., 2016) , by penalizing connection distance as a proxy for the biological minimization of wiring costs under evolutionary pressure (Samu et al., 2014) . Although these models can replicate certain features of observable brain networks, many cannot account for all topological aspects (Betzel et al., 2016a; Kaiser and Hilgetag, 2006) . However, see also Ercsey-Ravasz et al. (2013) and Song et al. (2014) for contradicting accounts.
Merging topological and geometric network features, Vé rtes and colleagues tested the hypothesis that brain networks have evolved under an economic trade-off between minimizing wiring costs and allowing the emergence of adaptively valuable, but metabolically costly, topological patterns of anatomical or functional connectivity (Bullmore and Sporns, 2012; Vé rtes et al., 2012) (Figure 2B ). Evaluating different growth rules, the authors found the greatest similarity to real brain networks when using a generative model that penalizes long-distance connections and favors intra-community connectivity. In a similar study, Betzel et al. (2016a) used several generative models to probe the organization of structural brain networks obtained from healthy adult individuals ( Figure 2C ). The authors again found highest fitness for a model incorporating a penalization of distance and a preference for a normalized topological measure of overlap in two nodes' neighborhoods (Betzel et al., 2016a) . Interestingly, when applying their bestfitting model to a dataset spanning a large group of individuals from age 7 to 85 years, they observed that the influence of the penalty on long-distance connections weakened with age, supporting the notion that the organization of brain networks is shaped less by spatial relationships with increasing age (Giedd et al., 2008) .
While the framework is generalizable across other contexts, including adaptation and learning, perhaps the most interesting context in which to exercise these models is that of psychiatric disease. In particular, it is critical to determine generative rules for normal brain development and to pinpoint deviations from that trajectory that might foreshadow the emergence of psychiatric symptoms. To realize these goals, efforts are also needed in methodological innovation, as it is not yet clear which parameters to use for the evaluation of synthetic network fitness. Furthermore, it is important to keep in mind the interpretational caveat that similar structure in the synthetic networks does not necessarily prove similar mechanisms; it only supports the possibility of such a mechanism.
Once one constructs a generative model that fits adult human neuroimaging data, the next question is whether one can construct a generative growth model that fits longitudinal neuroimaging data across development from childhood to adulthood. Similarly, can one construct a generative growth model to explain reconfiguration during normal healthy aging? If so, then the natural next step would be to encode predicted neurodevelopmental alterations (e.g., autism) in a generative disordered growth model or to encode predicted alterations in abnormal aging (e.g., Alzheimer's disease) in a generative disordered aging model (Vé rtes and . These models could then be tested explicitly in neuroimaging data acquired in neurodevelopmental disorders and disorders of healthy aging. Because these models are mechanistic, they offer the potential for disentangling different developmental processes and identifying underlying cellular mechanisms, such as alterations in axonal guidance or synaptic pruning (Kaiser, 2017) (Figure 2D ). In developmental disorders in which the genetic basis is known, the approach could also provide a link between risk genes and their system-level sequelae. Network Control Theory A true understanding of a system offers the ability to control its features or to perturb a system so that it behaves in a desired way. Recent advances in the field of network control theory have established a powerful framework to study controllability in complex biological networks (Campbell et al., 2015) . Putting aside the global question of whether a system is generally controllable (Liu et al., 2011) , control theory can be used to examine the (energy) landscape of possible brain states; that is, which states within a dynamic regime would the system have difficulty accessing, which regions need to be perturbed to make those states accessible, and how energetic should a particular perturbation be in order to reach those states (Gutié rrez et al., 2012; Liu et al., 2011; Yuan et al., 2013) .
In control theory, a dynamical system is controllable if it can be driven from any initial state to any desired final state within finite time (Betzel et al., 2016b) . For simplicity, the observed system is often assumed to be linear (Galá n et al., 2008; Honey et al., 2009 ) ( Figure 3A ). Controlling a complex network then reduces to (1) the selection of specific nodes that, by virtue of being directly controlled, can indirectly drive the rest of the network to any Generative network models investigate possible underlying mechanisms that contribute to the development or evolution of brain networks. (A) A generative network model is created by adding links to a network in a stepwise fashion based on a predefined rule (here preferential attachment: higher likelihood for links to appear at already highly connected nodes). The final network is then compared to a real (brain) network and evaluated in terms of several topological metrics, for example, by using Kolmogorov-Smirnov statistics. (B) Vé rtes et al. (2012) showed that functional resting-state brain networks have evolved under an economic trade-off between minimizing wiring length and persevering topological complexity. Schizophrenia patients showed a lower penalty for wiring cost, suggesting a differential regulation of neuronal migration, differentiation, and axon guidance. (C) Betzel et al. (2016a) tested various growth rules based on several topological measures as well as Euclidean distance between regions. They demonstrated that penalization of distance and a preference for a normalized topological measure of overlap in two nodes' neighborhoods are dominant drivers of the observed structural connectome but that their relative contributions change in healthy aging. Boxes are interquartile ranges (IQR). The whiskers (error bars) define the full range of the distribution, excluding outliers (more than 1.5 IQRs beyond the top/bottom of the box). These outliers are plotted as individual points. (D) Hypothesized neurobiological mechanisms contributing to altered network generation in developmental disorders that can be directly instantiated in generative models: altered neuronal migration by distance-dependent guidance factors (top); activity-dependent wiring of neurons that share a nearest neighbor (middle); and degeneration of existing links by excitotoxicity (bottom). desired state; and (2) the prescription of time-dependent control inputs that, when applied to these nodes, will drive the system to a desired state (Ruths and Ruths, 2014) . Theoretical work has provided important insights into how the topological structure of the underlying network influences the control properties of the system (Kim et al., 2017; Pó sfai et al., 2013) . For example, sparse inhomogeneous networks such as the brain are harder to control than dense, regular networks (Liu et al., 2011) .
The traditional application of control theory to neural systems has largely focused on small circuit diagrams (Schiff, 2012) or on neuron-level dynamics (Wilson and Moehlis, 2014) , for example, in identifying optimal targets for deep brain stimulation in the treatment of Parkinson's disease (Santaniello et al., 2012) or burst suppression in coma (Ching et al., 2012) . Explicit applications to complex network architectures derived from large-scale neuroimaging data are rare, but recent pioneering work assessed the controllability of structural brain networks in adult humans as estimated from high-resolution diffusion spectrum imaging data ( Figure 3B ). Regions within the default-mode network supported transitions into easy-to-reach brain states, while cognitive control areas facilitated transitions into hard-to-reach states (Gu et al., 2015) . Moreover, regions with a large number of indirect (long-distance) paths to the areas of high activity in the target state tended to be optimal controllers (Betzel et al., 2016b; Gu et al., 2017) , and the effectiveness of these controllers was altered in development (Tang et al. 2017 ) and following mild traumatic brain injury (Figure 3C) .
A necessary next step is to model transitions among more realistic brain states obtained using a data-driven approach from observed fMRI activation patterns. These patterns can be estimated from resting-state data and from data obtained from task paradigms. The ease or difficulty, as measured by the minimal control energy, with which subjects transition to and from these states could be used to identify structural and functional driver nodes or subsystems of relevance to multiple cognitive and emotional domains. These drivers can be used to construct subject-specific control profiles, which may be useful in building a more biologically and mechanistically informed understanding of psychological and clinical deficits in patients. In initial pioneering work in this vein, network control theory has recently been used to define optimal control principles for seizure abatement in epilepsy (Taylor et al., 2015) . Important current frontiers A) Based on a structural network backbone, A, network control theory can be used to model how the network transitions from an initial state x 0 (left side, active nodes in blue) to a final target state x t (right side, active nodes in blue). The particular nodes that exhibit control, B, over the network are selected (middle, red arrows), and the minimum amount of control energy u(t) in each control node that is necessary to drive the network from x 0 to x t is computed by finding the optimal solution to the minimization problem of the corresponding Hamiltonian. (B) Gu et al. (2015) investigated the controllability of structural brain networks. Regions within the default-mode network supported transitions into easy-to-reach brain states (average controllability), while cognitive control areas facilitated transitions into hard-to-reach brain states (modal controllability). (C) First evidence for altered controllability in disease was demonstrated for mild traumatic brain injury (TBI) by Gu and colleagues . Although healthy and TBI subjects showed a high overlap in brain areas contributing to controllability, the TBI group showed a significant reduction in mean control efficiency. Error bars indicate SEM. (D) Applications of network control theory to clinical populations can offer the possibility to mechanistically understand perturbation and therapeutic interventions, such as medication, transcranial magnetic stimulation (TMS), transcranial direct current stimulation (tDCS), or deep brain stimulation on a circuit level, to prevent transition to pathologic states and to steer the brain toward more favorable conditions. include work developing similar intervention strategies in other neurological disorders or in psychiatric disease.
Perspective: Strategies for Clinical Translation
The examples discussed thus far illustrate how multi-dimensional network neuroscience, in the form of multilayer networks, generative models, and network control theory, can be used to support an increasingly mechanistic understanding of brain network function in healthy adults, children, and the elderly. But how can these methods be extended or potentially translated to neuropsychiatry, thereby contributing to a better identification of underlying pathophysiological mechanisms of mental disorders? Despite the success of neuroimaging and network neuroscience in establishing the view of mental disorders as dysfunctions of circuits and networks (Fornito et al., 2012; Rubinov and Bullmore, 2013a) , translation to clinical contexts and demonstrable clinical utility have remained limited. Reasons for this lack of translation may be methodological (unknown relations between observed signals and neurovascular coupling or neural computations), or they may be inherent to the nature in which mental disorders are currently diagnosed, which contribute to the lack of a gold standard definition of mental disorders on the biological level (Kapur et al., 2012) , heterogeneity of mental disorders, and the complexity of interacting biological levels and timescales. Still, many of these problems have been especially difficult to address because of the limitations of univariate neuroimaging analysis strategies. Phenotypic and Biological Heterogeneity of Mental Disorders Current diagnostic approaches to mental illness (e.g., Diagnostic and Statistical Manual of Mental Disorders [DSM-5]) rely on identifying combinations of symptoms to reach a diagnosis of a disorder. Patients sharing the same diagnosis may exhibit very different symptoms. For example, there are 636,120 symptom combinations that would all qualify for diagnosis of PTSD (Galatzer-Levy and Bryant, 2013) . While all of these symptom combinations may not be clinically plausible, studies in outpatients suggest that this heterogeneity of presentation does occur, with 1,030 unique symptom profiles observed in 3,703 depressed outpatients (Fried and Nesse, 2015) , for example. The symptom heterogeneity within diagnostic categories represents a challenge for elucidating the biological determinants of psychiatric disorders, especially if the symptom heterogeneity reflects etiological heterogeneity (Olbert et al., 2014) .
Further complicating the picture, diagnosis of more than one mental disorder (i.e., comorbidity) is extremely common, often cited as the rule rather than the exception for mental disorders (Brady et al., 2000; Kessler et al., 2005) . The clustering of multiple disorders within persons may indicate shared biological vulnerabilities that may act as better targets for identifying underlying mechanisms of disorders than the diagnostic categories themselves. Alternatively, network approaches to psychopathology highlight that shared symptoms between disorders act as causal bridges between disorders (Cramer et al., 2010). Here a focus on interactions among symptoms rather than on the presence of two latent disorders would be warranted.
The heterogeneity of the presentation of a mental disorder, and the fact that the current nosology of mental illness is not biologically based, implies that differential biological processes are impaired in different mental illnesses. A typical example lies in the spectrum nature of schizophrenia, which stems from at least three sources. First, genetic risk, which in itself can be decomposed into a complex polygenetic basis with a large number of single-genome variants conveying (small) risk (O'Donovan et al., 2008; Ripke et al., 2013) and rare copy number variants (CNVs) contributing larger risk effects (International Schizophrenia Consortium, 2008; Stefansson et al., 2014) , showing a substantial overlap with bordering disorders such as bipolar disorder (Lee et al., 2013) . Although there is evidence that the identified genetic variants may converge on only a limited set of intracellular signaling pathways (Krystal and State, 2014) , neuroimaging studies suggest pleiotropic effects of single SNPs and sets of variants on different subsystems, such as working memory (Esslinger et al., 2009 ), emotional processing (Cao et al., 2016) , or reward anticipation (Grimm et al., 2014) .
Second, social-environmental factors, such as obstetric complications (Nicodemus et al., 2008) , cannabis use (Hall and Degenhardt, 2008; Moore et al., 2007) , stress, urban upbringing (Krabbendam and van Os, 2005) , and migration (Cantor-Graae and Selten, 2005) contribute to the risk of schizophrenia and impact specific neural circuits (Akdeniz et al., 2014; Lederbogen et al., 2011) . Although as a group these factors explain less risk than genes, individually they have an associated risk that far exceeds that of common genetic variants (Meyer-Lindenberg, 2010) . The neural mechanisms underlying these environmental factors are only now coming into focus, with one such proposed mechanism being social stress, which activates the hypothalamic-pituitary-adrenal axis and sensitizes dopaminergic circuitry (Lieberman et al., 1997) . Similar to genes, environmental risk factors tend to be associated with several categorical psychiatric disorders, and they may contribute to underlying vulnerability to many psychiatric symptoms (Caspi et al., 2014) . The story is further complicated by gene-environment interactions. For example, most of the abovementioned social-environmental risk factors modulate the expression of risk genes (van Os et al., 2008) and change their methylation, resulting in longterm and partly heritable (epigenetic) effects.
Third, most mental disorders, and certainly schizophrenia, have a developmental aspect: they manifest in functional and structural brain alterations prior to the actual symptomatic onset of the disease. Further, many risk factors have a specific vulnerability time window in which their influence can change the trajectory of brain development toward states of illness (Millan et al., 2016) . While studies of healthy brain network architecture increasingly take different developmental trajectories into account (Di Martino et al., 2014; Satterthwaite et al., 2016) , studies on mental disorders addressing developmental effects are relatively rare (Di Martino et al., 2014) .
The combination of the factors described above (polygenetic basis, social-environmental, and developmental factors) leads to a heterogeneous dysfunction of differential systems that are unlikely to respect current diagnostic boundaries. While the heterogeneity within and the comorbidity across diagnostic categories are beginning to be appreciated, most neuroimaging and network neuroscience studies use categorical diagnostic categories to compare disease states. As such, work applying network methodologies that adhere to existing diagnostic categories will inherit existing difficulties in identifying the mechanisms underlying heterogeneous and diffuse disorders. Innovations in network methodologies, then, must be paired with innovations in theoretical frameworks that focus less on monothetic criteria and more on the dimensional and multiplex nature of mental disorders, such as RDoC and emerging network approaches (Borsboom, 2017; Fried and Cramer, 2017; Insel, 2010) . Complexity on Biological and Temporal Scales As outlined above, various pathophysiological mechanisms contribute to the heterogeneity of mental disorders likely to be reflected in the dysfunction of different underlying biological systems. These systems, however, show perturbations over a large range of spatial and temporal scales, starting from genes and molecules through neurons and ending in brain systems driving behavior. For example, schizophrenia is increasingly recognized as a disorder of widespread disturbances in the dynamics of large-scale brain networks (Fornito et al., 2012) , extending the prominent concept of dysconnectivity in schizophrenia (Stephan et al., 2009 ). This dysconnectivity is grounded in two different but interrelated pathophysiological mechanisms: (1) topological aberrations in the structural connectome (Fornito et al., 2012 , stemming from impaired developmental processes such as neuronal migration and maturation (Fatemi and Folsom, 2009) ; and (2) physiological aberrations in the functional interactions between brain regions and cognitive systems. These altered functional interactions have been conceptually linked to the pathophysiological changes observed over a range of spatial and temporal scales in schizophrenia. Many genomewide risk variants converge on dysfunctions in synaptic transmission, especially of glutamatergic and dopaminergic pathways (Kantrowitz and Javitt, 2010; Ripke et al., 2013; Stephan et al., 2009 ). This primary pathology at the level of synapses then leads to impaired feedback loops in microcircuits, which in turn result in asynchronous firing of long-range pyramidal neurons and, consequently, to impaired synchrony between distant brain regions, eventually resulting in impaired long-range connectivity.
Although these multiple and hierarchical levels of pathophysiological mechanisms have been linked to one another from a theoretical perspective (Stephan et al., 2009; Uhlhaas and Singer, 2010, 2012) , network neuroscience studies incorporating different spatial scales and different imaging modalities are relatively rare. Previously developed approaches, such as imaging genetics, have contributed substantially to our understanding of brain function, but they are in need of extension beyond taking single genetic variants into account. Moreover, without an explicit attempt to model dynamic effects on other brain areas, these approaches, too, are in danger of remaining descriptive. Dynamical studies would be particularly useful in examining patient groups, where a multi-level approach would offer a window into the molecular and cellular underpinnings of pathophysiology, while simultaneously identifying targets for future treatments (Frank and Hargreaves, 2003; Smucny et al., 2014) . Targeting Interventions to Brain Systems Neuroimaging approaches can be used to characterize brain function at the system level. However, this scale of inquiry is not directly targeted by current pharmacological interventions, which instead act at the molecular scale, or by current psychotherapeutic interventions, which instead target assessable behavior, cognition, and affect. Studies bridging molecular and systems scales are relatively rare and include pharmacological imaging or imaging genetics. Yet even these approaches are inherently descriptive in nature, hampering the identification of mechanisms that can be targeted with molecular interventions. Some therapeutic strategies currently under development, such as deep brain stimulation (Lozano et al., 2008; Puigdemont et al., 2009; Schlaepfer and Lieb, 2005) and neurofeedback (Cohen Kadosh et al., 2016; Hamilton et al., 2016; Paret et al., 2016 ), explicitly target system-level circuit dysfunction. However, due to our limited mechanistic account of how local perturbations impact whole-brain dynamics (Saenger et al., 2017) , brain imaging has so far contributed little to the identification of interventional targets on a system level, despite being ideally suited to do so (Bassett and Khambhati, 2017) .
In summary, many of the challenges outlined above are inherent to the approaches of biological (and even computational) psychiatry and cannot exclusively be tackled with increasingly sophisticated data analysis methods. In particular, the phenotypic and biological heterogeneity of mental disorders requires a restructuring of our conceptual and theoretical frameworks, our hypotheses, and our empirical study designs, such as proposed by the recent RDoC initiative. This change in perspective can be usefully complemented by an intensified search for mechanistic network models that align with core psychopathological processes rather than with disease entities. Since a mechanistic description (as provided by multi-dimensional network neuroscience tools) requires a characterization of the objects involved and their spatiotemporal dynamic organization, these models are likely to capture underlying (patho)physiological processes more accurately than correlative depictions of the final outcomes of those processes. Therefore, some of the limitations of current neuroimaging and network neuroscience approaches, particularly in terms of developmental trajectories, multimodal approaches, and increasingly mechanistic understanding of circuits' multi-level dysfunction, can be overcome by multi-dimensional network neuroscience. In the following sections, we will briefly outline how combinations of multidimensional network neuroscience with pharmacological, intermediate phenotype, genetic, and cross-species studies could potentially advance this important translational enterprise.
Developmental Trajectories and Network Formation
Growing evidence supports the notion that brain networks are altered in many disorders prior to disease onset (Di Martino et al., 2014) and that differential trajectories after onset are based on genetic risk architecture and (even) pharmacological interventions. However, most current studies of mental disorders ignore the notion of dynamically changing brains over the lifespan, due to the lack of appropriate modeling approaches that incorporate empirical estimates for parameters of brain network development. Here, multilayer network approaches could offer a key advantage in explicitly modeling time dependence of network reconfiguration (Betzel and Bassett, 2016; Mucha et al., 2010; Muldoon and Bassett, 2016) . For example, in autism, different changes in several brain systems at different age ranges 22 Neuron 97, January 3, 2018 Neuron Review have been described (Ecker et al., 2015; Supekar et al., 2009; Uddin et al., 2013) , but whether those differences are due to aberrant developmental trajectories or to idiosyncrasies characteristic of autism spectrum disorder (ASD) brains remains under debate (Byrge et al., 2015; Uddin, 2015) . The application of multilayer community detection methods on longitudinal samples, in which model parameters can be tuned to emphasize either idiosyncrasies of individual subjects or properties common to the entire cohort, can be used to disentangle both influences on the development of brain systems. Assessing the age-dependent variability within and between subjects could help to identify critical periods in development during which community structure undergoes major reorganization (Figure 4) . Identification of these critical periods in neurodevelopmental disorders like autism and schizophrenia could provide insight into periods for which interventions can be focused, such as during periods of high plasticity (Di Martino et al., 2014) . Moreover, the identification of brain systems or regions that show particularly swift reorganization at certain ages could provide anatomical targets for neurotherapeutic interventions, such as transcranial magnetic stimulation (TMS).
In addition to multilayer network approaches, generative growth models of brain networks have proven useful in explaining brain network reconfiguration during healthy aging (Betzel et al., 2016a) . A natural next step would, therefore, be to encode predicted neurodevelopmental alterations, such as are observed in autism or subsequent to genetic or environmental variation, in a generative disordered growth model (Figure 4 ). Such a model could also be used to probe mechanism of pruning in healthy adolescence. Similarly, one could choose to encode predicted alterations in abnormal aging, such as are observed in Alzheimer's disease, in a generative disordered aging model (Vé rtes and built to probe mechanism of network degeneration. While these ideas represent exciting possibilities Braun et al. (2016) used temporal networks to investigate the time-resolved reconfiguration of functional brain networks during a working memory task. Schizophrenia patients (SZ) and first-degree relatives (REL) showed more inefficient reconfiguration than healthy controls (HC), as measured by a network flexibility metric. Interestingly, such a high-flexibility state could be induced in healthy controls by administering an NMDA receptor antagonist (DXM), pointing toward a critical role of glutamate in the development of less stable network patterns in schizophrenia. Error bars indicate SEM. (D) A schematic representation of changes in community structure in typically developing (TD) and autism spectrum disorder (ASD) subjects, as assessed by multilayer community detection tools.
for future work, current generative network models have only incorporated intrinsic network features, such as degree, as parameters for their growth rules. Nevertheless, inclusion of neurobiologically derived parameters is feasible, and it could provide more biologically informed models of network growth. For example, regional plaque deposition could be included as a predictor of network growth in Alzheimer's disease, or regional and age-dependent gene co-expression data could be included as a predictor of network alteration in schizophrenia and autism. These models could then be tested explicitly in neuroimaging data acquired in neurodevelopmental disorders and disorders of normal aging. Because these models are mechanistic, they offer the potential for disentangling different developmental processes and identifying underlying cellular mechanisms, such as alterations in axonal guidance or synaptic pruning.
Controlling the Brain and Steering Trajectories
Many psychiatric conditions are associated with topological alterations of structural networks (Filippi et al., 2013; Fornito and Bullmore, 2015; Hulshoff Pol and Bullmore, 2013) . Interestingly, these alterations can have profound implications for brain dynamics (Deco et al., 2011 Honey et al., 2007 Honey et al., , 2009 ), but they are rarely invoked to explain how psychopathology arises and unfolds. Control theory offers a unique perspective for understanding the functional consequences of altered structural networks, and it also provides a mechanistic explanation for how atypical patterns of functional connectivity, such as those observed in diseases like schizophrenia, arise as a consequence of structural features. The critical nature of the link between structure and function in the sense of state dynamics is in agreement with recent work demonstrating that the structure of the underlying network not only shapes passive dynamics, e.g., where control is not explicitly considered, but also has implications for evoked dynamics elicited by interventions informed by theories of network control (Gates and Rocha, 2016) . Understanding these relationships would not only provide a link between brain circuits and cross-sectional psychopathology but also provide insight into the manner in which behavioral abnormalities manifest over time. Striking instability (as in bipolar disorder or emotion regulation in borderline personality disorder) and striking resistance to change (as in obsessive-compulsive disorder) are among the most salient features of mental illness that could be brought under the common explanatory paradigm of network control.
A central idea regarding the dynamics of functional networks is that the brain transitions through various states, switching from one activity pattern to another as cognitive processes unfold (Shine et al., 2016b; Kaufman and Churchland, 2016) . In the context of a mental illness such as schizophrenia, both theoretical and empirical accounts point toward an impaired ability to maintain stable activity patterns, switch between states, and transition through them in an appropriate fashion Du et al., 2016; Durstewitz and Seamans, 2008) . In principle, these theories and empirical observations align with recent findings of a subtle randomization of structural brain networks in schizophrenia (Lo et al., 2015a; Bullmore, 2013a, 2013b) data from network control studies demonstrate that such a topological configuration is associated with less energetic state transitions (Betzel et al., 2016b) , thereby offering a possible mechanistic explanation for how aberrations in the structural network architecture could lead to less stable functional states in schizophrenia. Examinations of state transitions in schizophrenia within the framework of control theory could offer a means of validating or falsifying such hypotheses. Moreover, they could offer a means of inferring which brain regions within these networks are most important in facilitating the transition between specific states, thereby identifying putative targets for interventions.
To identify tractable targets for a translational approach, the next question would be, which intrinsic (molecular and neuronal) properties of brain regions influence their control properties? Theoretical and experimental accounts suggest that brain state transitions critically depend on glutamatergic and GABA-ergic signaling Uhlhaas and Singer, 2012) , while the general capability or readiness to switch to certain states may be critically modulated by more tonic monoaminergic processes (Uhlhaas and Singer, 2012) , such as serotonergic, dopaminergic (Durstewitz and Seamans, 2008) , and noradrenergic (Shine et al., 2016a (Shine et al., , 2016b signaling. Many drugs target these systems and thereby influence important order parameters of whole-brain dynamics in a way that network control theory can make computationally tractable. In addition, network control theory would, in principle, allow the identification of control hubs to which interventions could be targeted both (1) indirectly through, for example, cognitive-behavioral therapy; and (2) directly through, for example, deep brain stimulation (DBS) ( Figure 3D ). For example, in patients experiencing treatment-resistant depression, where deep brain stimulation protocols can deliver strong stimulation to a specific region with the aim of inducing plasticity in a distributed circuit, one could possibly in the future use control theory to identify such brain regions that would restore the brain trajectories to healthy states and use them as targets for fMRI-based biofeedback or in the far future even stimulation. Of course, extensive clinical validation is needed before such an effort can be attempted.
In principle, network control theory could also be used to identify (potential) pharmacological targets. For example, a recent study combing several imaging datasets comprising information about vascular, functional, structural, metabolic, and amyloid deposition features of brains in healthy and Alzheimer's disease patients sought to disentangle differential biological contributions and interventional strategies on controlled brain trajectories (Iturria-Medina et al., 2017) . Interestingly, although the authors could identify vascular dysregulation as the initial pathologic event leading to late-onset Alzheimer's, singular therapeutic options proved inefficient to the complex interplay among multiple pathological interactions.
A different strategy for the multimodal assessment and identification of putative treatment targets could be to combine network control theory and bio-physical network models (BNMs) (Muldoon et al., 2016b) . These whole-brain network models are becoming increasingly important tools to model and predict the dynamics of a human brain based on its underlying structural network (Deco et al., 2011 Deco and Kringelbach, 2014 ). The process of constructing a BNM requires two steps: a neural mass model reflecting the internal dynamics among populations of neurons and defined at the level of brain regions, and a structural network reflecting the coupling architecture that connects those regions. Recently, model construction has been dramatically simplified by automated processing pipelines such as The Virtual Brain (Schirner et al., 2015) , which enables individual and personalized modeling of (aberrant) brain dynamics (Falcon et al., 2016) . Studies applying BNMs to epilepsy (Jirsa et al., 2014 Proix et al., 2017 ), Parkinson's disease (Saenger et al., 2017) , schizophrenia , and other neuropsychiatric disorders (Deco and Kringelbach, 2014; Lord et al., 2017) have demonstrated their potential to uncover causal mechanisms of dysfunction and possible therapeutic targets. Moreover, these BNMs can also be used to study the impact of tuning regional characteristics, such as inhibitoryexcitatory balance implicated in mental disorders , and to predict the network-level impact of these focal perturbations in neurological disease (Saenger et al., 2017) . Validation of such models in experimental pharmacological imaging datasets from healthy subjects could provide a valuable mechanistic description of how particular pharmacological interventions drive system-level brain dynamics.
Multi-dimensional Network Neuroscience Bridging Levels of Human Brain Function
Although the strategies outlined above for identifying cross-disorder mechanisms of disease or aberrant function can provide evidence for system-level mechanisms of dysfunction based on neuroimaging, most mental disorders show aberrations across other spatial scales as well. For example, while alterations of NMDA receptor-dependent inhibitory and excitatory dysbalance can be assessed by combining imaging genetics, pharmaco-fMRI, and network neuroscience ), studying the system-level impact of precise and reversible interventions on the cellular and molecular levels is not currently feasible in humans. Emerging experimental strategies to better understand the interactions between molecular and genetic alterations on system-level dysfunction in humans include the use of positron emission topography (PET)-fMRI and the combination of stem cells with (f)MRI as models of neuropsychiatric diseases (Falk et al., 2016; Werner et al., 2015) . In addition, as previous research has revealed shared spatial and functional characteristics of the intrinsic network architecture of the brain across species, including mice, rats, and humans, crossspecies research on brain networks offers the unique opportunity to study interventional approaches on multiple levels (Becker et al., 2016; Smucny et al., 2014) . Particularly, animal models allow for direct and precise manipulation of local brain circuits using optogenetics and CRISPR techniques, making them ideally suited to study the impact of local control properties on system-level dynamics. Translational imaging studies, combining such invasive tools in animals with imaging genetics and pharmacological approaches in humans targeting the same underlying neurotransmitter system, could contribute immensely to our cellular understanding of system-level control properties in health and their alterations in disease.
Beyond the required progress in experimental and acquisition methods, a complementary strategy to link cellular, molecular, and neuronal alterations to large-scale connectivity variation lies in direct pharmacological manipulations in healthy subjects (Anticevic et al., 2015; Smucny et al., 2014) . Candidate substances such as ketamine, a potent NMDA receptor antagonist, can be used to transiently and reversibly induce disorder-like symptoms in healthy subjects and thereby test, in a hypothesis-driven manner, the effects of a precise neurotransmitter perturbation (Becker et al., 2016; Grimm et al., 2015; Scheidegger et al., 2012) . The first studies using ketamine have demonstrated that network approaches (Becker et al., 2016; Lv et al., 2016) are sensitive to network reconfigurations that occur in response to medication. However, to provide the greatest clinical utility, these pharmacological challenge studies need to be better couched in studies of disease mechanism to establish a converging link among cellular, molecular, and neural mechanisms of (patho)physiological brain function.
The same point applies to bridging brain system-level function with output measures of behavior and emotion. Until recently, a common focus of neuroimaging studies has been in uncovering the neural basis of psychological functions in isolation. That is, researchers are interested in the extent to which the brain network architecture supporting one function, for example, working memory, adapts in response to external demands (Braun et al., 2015; Shine et al., 2016a Shine et al., , 2016b . However, in daily living, healthy humans continuously apply sequences of psychological functions from different domains, such as emotion regulation, executive functioning, or social interaction (Geschwind et al., 2010; Trull and Ebner-Priemer, 2014 ), thereby naturally transitioning through different states while accomplishing everyday tasks. Importantly, these state transitions could be profitably studied using network control theory, offering insight into how the brain navigates the transition between differential psychological functions. As altered state stability has been described in schizophrenia and other mental disorders Yao et al., 2015) , a natural next step would be to ask how the brain controls the transition between realistic brain states induced by different behaviorally relevant psychological functions and where and how these transitions fail in brain disorders. Using neuroimaging datasets that cover several domains of psychological functioning would enable us to study those brain state transitions and to link them to (most likely interrelated) psychological functions. Further extending current studies to capture psychological functions in everyday life using ambulatory assessment methods (Trull et al., 2015; Wenzel et al., 2016) would allow us to construct integrated network models of (dis)ordered human neural and psychological function that capture mechanisms of dysfunctional brain state transitions as they occur in everyday life.
Conclusions
The methods introduced in this review constitute a limited selection from the broad field of network science. Many methods, such as annotated graphs (Newman and Clauset, 2015) , dynamics on networks (Mi si c et al., 2015) , and hypergraphs Davison et al., 2015) hold promise to further advance the field beyond mere mapping of brain networks. Further, computational whole-brain networks, as discussed briefly above and in detail here (Deco and Kringelbach, 2014) , hold promise in offering complementary and necessary insights into dynamical, mechanistic aspects of brain function in health and disease. While we have come a long way in deriving a biologically rooted view of mental disorders and in disentangling the underlying neural processes, all network approaches presented here have an impressive potential to further advance our understanding of mental disorders toward a more mechanistic view. However, challenging technical, experimental, and conceptual problems remain to be addressed in order to establish their use as candidate clinical tools, and they will require close collaborations between clinicians and biomedical and computational researchers.
