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ABSTRAKT
Teknologjia e informacionit ka bërë të mundshme të kemi qasje në informata më lehtë
se kurdo herë më parë. Më rritjen e numrit ta pajisje mobile, njerëzit kanë qasje në
llogaritë e tyre në çdo kohë dhe thuajse çdo vend. Shfrytëzuesit e shërbimeve të
internetit shprehin mendimet dhe pikëpamjet e tyre të ndryshme publikisht me shkrime
të ndryshme. Pjesë e lartë e këtyre të dhënave është subjektive, që paraqet opinion të
njerëzve rreth dukurive dhe proceseve të ndryshme.
Këto informata, të qasshme për ne, mund të merren dhe me një procesim të mëtejmë të
analizohen për të kuptuar të dhëna të cilat na mundësojnë vendim marrje direkte në
fusha të ndryshme. Në këtë punim janë analizuar teknikat e nxjerrjes së opinioneve nga
tekstet e ndryshme të nxjerrura nga platforma e mikroblogimit Twitter. Për të arritur
këtë qëllim janë shtjelluar algoritmet kyçe të nxjerrjes së opinionit nga teksti dhe është
matur performanca e tyre në raste konkrete të testimit. Për ta arritur këtë, janë ndërtuar
dy klasifikues të bazuar në parimin e Naïve Bayes si dhe atë të Entropisë Maksimale
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HYRJE
Mikroblogimi është bërë mjet mjaftë i popullarizuar i komunikimit në mes të
përdoruesve të internetit. Miliona mesazhe dhe opinione të reja shfaqen çdo ditë në
platformat të cilat ofrojnë mikroblogim siç janë Twitter, Tumblr, Facebook. Autorët e
këtyre mesazheve shkruajnë rreth jetës së tyre, ndajnë mendimet e tyre rreth çështjeve të
caktuara apo gjendjes momentale shoqërore apo politike. Për shkak të qasjes pa pagesë
në këto platforma dhe mundësisë së lehtë për qasje në to, përdoruesit gjithnjë e më tepër
zgjedhin këto platforma për shprehje të mendimeve të tyre në karshi me mediumet
tradicionale siç janë blogjet tradicionale apo e-mailët.
Sa më tepër që përdoruesit shkruajnë rreth produkteve dhe shërbimeve që ata përdorin
apo shprehin pikëpamjet e tyre rreth çështjeve politike apo fetare, këto platforma bëhen
burim i vlefshëm i mendimeve dhe opinioneve. Shprehja e opinioneve varion prej
opinioneve personale deri tek qëndrimet publike. Të dhëna të tilla mund të përdoren për
marketing apo studime të ndryshme sociale.
Partitë politike kanë interesim të dinë nëse njerëzit janë duke e përkrahur apo jo
programin e tyre. Organizatat e ndryshme që merren me sondazhe duan të dinë
opinionet e ndryshme të njerëzve mbi debatet e caktuara. Të gjitha këto informacione
mund të nxirren nga platformat e mikroblogimit përderisa përdoruesit e tyre shprehin
mendimet e tyre çdo ditë rreth atyre se çfarë ata pëlqejnë e çfarë jo, si dhe mendimet e
tyre për aspekte të ndryshme të jetës së tyre.
Në këtë punim, do të studiojmë se si mikroblogimi mund të përdoret për të bërë analizë
të sentimentit apo të opinionit. Për të bërë një analizë të tillë është zgjedhur Twitter për
arsye se ajo përdoret nga njerëz të ndryshëm për t'i shprehur opinionet e tyre rreth
temave të ndryshme, si të tilla janë burim i vlefshëm i mendimeve të njerëzve.

Për të filluar analizën do të mblidhen një numër arbitrar i postimeve nga Twitter dhe do
t'i ndajmë në dy kategori:
•

tekste që përmbajnë shprehje emocionale pozitive, kënaqësi, lumturi apo qejf

•

tekste që përmbajnë shprehje emocionale negative, mërzi, nervozë,
dëshpërim, urrejtje.

1

Mbi të dhëna të tilla do të aplikojmë një analizë gjuhësore dhe pastaj do të ndërtojmë
një klasifikues opinionesh apo mendimesh i cili do të përdorë të dhënat e grumbulluar
për t'u "aftësuar" apo trajnuar për të treguar në mënyrë automatike nëse përmbajtja
klasifikohet në pozitive apo negative.
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DEKLARIMI I PROBLEMIT
Me rritjen e shpejtë të përdorimit të World Wide Web, njerëzit përdorin rrjetet sociale
siç është Twitter të cilat gjenerojnë sasi të mëdha të teksteve në formë të Tweet-ave të
cilat janë të qasshme për t'u analizuar në aspektin e shprehjes së opinionit. Rritja e
hovshme e Ueb 2.0, jo vetëm që ka gjeneruar sasi të mëdha të të dhënave që shprehin
opinione subjektive, por ka krijuar mundësi të mëdha për të kuptuar sentimentin e
publikut me analizën e këtyre grupeve të mëdha të të dhënave rreth temave dhe
çështjeve të caktuara. Si pasojë, është rritur edhe vështirësia e nxjerrjes së informatave
të vlefshme dhe nevojshme. Facebook gjeneron 250 milion postime brenda orës kurse
Twitter 21 milion mesazhe brenda orës. Kjo krijon sasi të mëdha të informacioneve prej
pikëpamjes së njeriut dhe e bënë të vështirë për të nxjerrur fjalitë, lexuar, analizuar dhe
organizuar ato në formate të kuptueshme.
Tashmë ekzistojnë burime të mjaftueshme të opinioneve të përdorueseve rreth temave
dhe çështjeve të caktuara, mirëpo sasia e mëdha e të dhënave dhe kompleksiteti i
teksteve që shprehin opinione subjektive e bënë të vështirë nxjerrjen e informatave të
dobishme.
Nevoja për të analizuar këto të dhëna të pastrukturuara të cilat shprehin mendime
subjektive na drejton tek hulumtimet në fushën e analizës së sentimentit.
Qëllimi i këtij punimi është që të bëjë identifikimin e algoritmeve të cilat bëjnë
klasifikimin e polaritetit të opinionit në njërën nga dy grupet, pozitive ose negative. Po
ashtu do të analizohet dhe krahasohet performanca e dy algoritmeve specifike dhe do të
konstatohet se cili është më i përshtatshëm për përdorim në rastin e analizës së opinionit
kur të dhënat nxirren nga Twitter.

2.1. Pyetjet hulumtuese
Pyetja kryesore: Cilat janë teknikat e klasifikimit të sentimentit të tekstit në bazë të
opinionit që ai përmban
Nën-pyetje: Cili machine-learning algoritëm i mbikëqyrur, Naive Bayes apo Entropia
Maksimale është më efektiv në analizën e opinionit të tekst mesazheve të nxjerrura nga
Twitter?
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SHQYRTIMI I LITERATURËS
Në këtë kapitull janë shtjelluar teknikat e ndryshme të cilat mund të aplikohen për të
përcaktuar sentimentin mbi tekstet e grumbulluara si dhe shtjellime të këtyre
algoritmeve të përdorura nga shkencëtarë hulumtues të ndryshëm.

3.1. Inteligjenca artificiale
Inteligjenca artificiale (ang. Artificial intelligence) është krijuar si disiplinë akademike
në vitin 1959 dhe që nga atëherë ka përjetuar hove të ndryshme të zhvillimit si dhe disa
periudha të dëshpërimit në zhvillim.
Inteligjenca artificiale është teoria dhe zhvillimi i sistemeve kompjuterike te afta për të
kryer punë të cilat kërkojnë inteligjencë të njeriut siç janë perceptimi vizual, vendimmarrja, njohja e zërit dhe përkthimi mes gjuhëve.
Problemet të cilat inteligjenca artificiale ka për qëllim t'i zgjidhë kanë të bëjnë me të
menduarit, të mësuarit, të planifikuarit, të perceptuari, etj.

Figura 1. Degët e inteligjencës artificiale
Inteligjenca artificiale merret me zhvillimin e sistemeve kompjuterike të afta për të
kryer punë që kërkojnë inteligjencë të njeriut. Termi "inteligjencë artificiale" përdoret
për makinat që bëjnë veprime "njohëse", veprime që njeriu i lidhë me mendjen e njeriut
siç janë "të mësuarit" dhe "aftësia për të zgjidhur probleme".
Inxhinierët Kaplan dhe Haenlin [1] e klasifikojnë inteligjencën artificiale në tri tipe të
ndryshme të sistemeve:
4

•

Analitike (ang. Analytical) - ka vetëm veçori të inteligjencës njohëse (ang.
Cognitive intelligence) dhe e përdorë të mësuarit bazuar në përvojat e
kaluara për të marrë vendimet në të ardhmen.

•

Frymëzuar nga njeriu (ang. Human-inspired) - ka veçori të inteligjencës
analitike si dhe të inteligjencës emocionale (ang. Emotional intelligence),
dhe vendimet i bazon jo vetëm në të dhënat njohëse mirëpo edhe në
emocionet njerëzore.

•

Inteligjencë artificiale njerëzore (ang.Humanized artificial intelligence) ka veçori të dy klasifikimeve të më sipërme dhe inteligjencës sociale (ang.
Social intelligence).

Raste konkrete ku aplikohet inteligjenca artificiale në ditët e sotme janë:
•

Vetura vetë-vozitëse (ang. Self-driving cars) - pajisje automobilistike të
cilat kanë sensin e hapësirës dhe mjedisit dhe lëvizin me pak ose fare asistim
nga njeriu.

•

Sistemet e navigimit (ang. Navigation systems) - përdorin inteligjencën për
të zgjedhur cilat nga rrugët është më optimale për tu zgjedhur në një situatë
të dhënë.

•

Financa - algoritmet komplekse te shitë-blerjes të cilat kryejnë vendim
marrje me shpejtësi të lartë dhe kapacitet të madh e cila është e pamundshme
për njerëzit të kryhet.

Inteligjenca artificiale është fushë në zhvillim dhe parashihet që në të ardhmen e afërt të
gjejë zbatim edhe në këto fusha:
•

Kryerja e punëve të rrezikshme - punët e rrezikshme mund t'iu delegohen
në tërësi pajisjeve që implementojnë nivel të tillë të inteligjencës. Shembuj të
punëve të rrezikshme janë çmontimi i minave apo edhe të salduarit i cili
liron substanca toksike të dëmshme për njeriun.

•

Parandalimin e shpërndarjes së lajmeve të rrejshme - klasifikimi i
lajmeve si të rrejshme apo të vërteta në internet është sfidë për shkak të
numrit të lartë të krijimit të tyre. Resurset njerëzore nuk janë të mjaftueshme
për të kryer një funksion të tillë dhe është punë tipike për një makinë për t'u
kryer në të ardhmen.
5

Makinat me inteligjencë të ultë artificiale janë të krijuara për të kryer veprime specifike
në situata të caktuara mirëpo nuk kanë aftësi të "mendojnë" më tepër.
Makinat me inteligjencë të lartë artificiale veprojnë ngjashëm me sjelljet e njeriut. Ato
kanë aftësi të mësojnë nga eksperiencat e kaluara dhe t'i përshtatin sjelljet e tyre në të
ardhmen. Ende nuk është krijuar ndonjë makinë me nivel të tillë të inteligjencës mirëpo
për ilustrim të këtij skenari mund të merret shembulli i robotëve në filmat e Hollywoodit.

3.2. Të mësuarit e makinës
Të mësuarit e makinës (ang. Machine learning) fillon të përdoret nga mesi i shekullit
XX [2]. Në vitin 1959, shkencëtari Arthur Samuel e definon termin "machine learning"
si aftësi e makinës kompjuterike për të mësuar pa u programuar në mënyrë eksplicite.
Të mësuarit e makinës është njëra nga aplikimet e inteligjencës artificiale.
Machine learning fillon të popullarizohet në vitet 1990-ta si rezultat i rritjes së
popullaritetit edhe të nxjerrjes së të dhënave (ang. data mining). Nxjerrja e të dhënave
është procesimi i sasive të mëdha të të dhënave me qëllim të nxjerrjes së mostrave.
Machine learning e bënë të njëjtën gjë si dhe shkon një hap tutje - përshtatë sjelljen e
programit në bazë të asaj çfarë ka mësuar paraprakisht.
Njëra nga aplikimet më të popullarizuara të machine learning është në njohjen e
imazheve (ang. image recognition). Për të njohur imazhe të caktuara, këto aplikacione
së pari duhet trajnuar. Trajnimi paraqet procesin kur njeriu i paraqet aplikacionit një
numër të caktuar të imazheve dhe i tregon se çfarë përmbajnë ato. Pas mijëra
përsëritjesh, aplikacioni e kupton se cila mostër e pikselëve është më së shpeshti e
shprehur tek subjektet e ndryshme, shembull njerëzit, kafshët, veturat, etj. dhe ai mund
të bëjë parashikime me saktësi tejet të lartë për përmbajtjen e fotografive që mund t'i
paraqiten në të ardhmen edhe pse ai nuk i ka parë ato paraprakisht.
Shumë kompani të bazuara në Ueb, përdorin machine learning për të ofruar shërbim më
të avancuar të rekomandimeve në shërbimet e tyre. P.sh. Facebook e përdorë atë për të
vendosur se çfarë t'i shfaqë në newsfeed secilit shfrytëzues. Amazon shfaq produktet që
kanë gjasë më të lartë për t'u blerë nga klientët e tyre në bazë të sjelljes së tyre paraprake
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si dhe personave me sjellje të ngjashme. Netflix bënë rekomandimet se çfarë të shikosh
në vazhdim në bazë të mostrës së nxjerre nga të dhënat që kanë nga shfrytëzuesit e tyre.
Për shkak të zbatimit direkt të sajë, machine learning është lidhur tejet ngushtë me
nxjerrjen e të dhënave, statistikat dhe parashikimet analitike.
Të mësuarit e aplikacioneve që përdorin machine learning mund të bëhet në tri mënyra.
•

Të mësuarit e mbikëqyrur (ang. Supervised learning)

•

Të mësuarit pa mbikëqyrje (ang. Unsupervised learning)

•

Të mësuarit e thellë (ang. Deep learning).

Algoritmet të cilat do t'i shtjellojmë në këtë punim do të përdorin të mësuarit e
mbikëqyrur mirëpo fillimisht një përshkrim të shkurtë për dallimet e tyre.
Të mësuarit e mbikëqyrur përdorë të dhëna të paradefinuara në kategori të caktuara për
të parashikuar se një dalje e ardhshme në cilën kategori duhet të bëjë pjesë.
Të mësuarit pa mbikëqyrje përdorë sasi të mëdha të të dhënave por jo të para
kategorizuara. Ajo mundohet të gjejë ngjashmëri mes mostrave të të dhënave ekzistuese
me ato të cilat duhet parashikuar.
Të mësuarit e thellë - ky model është i bazuar në mostrat biologjike të sistemit nervor të
trurit.

3.3. Procesimi natyral i gjuhës
Procesimi natyral i gjuhës është degë e shkencave kompjuterike dhe inteligjencës
artificiale e cila merret me interaksionin në mes të kompjuterëve dhe gjuhës që e
përdorin njerëzit. Teorikisht, ajo merret me një grumbull të teknikave që kalkulojnë,
analizojnë dhe paraqesin gjuhët e folura dhe shkruara nga njerëzit në nivel të
kuptueshëm për procesim të mëtejmë kompjuterik në disiplina të ndryshme.
Përderisa algoritmet e më hershme e procesimit natyral të gjuhës (ang. Natural
Language Processing - NLP) kërkonin kodime manuale të pothuajse gjitha rregullave,
algoritmet që përdoren tani bazohen shume më tepër në machine learning.
Disa nga aplikimet kryesore të NLP-së janë:
•

Analiza e sentimentit (ang. Sentiment analysis) - Analiza e një përmbajtjeje të
caktuar të tekstit dhe klasifikimi i sajë sipas sentimentit ne pozitive apo negative.
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•

Procesimi i të folurit (ang. Speech processing) - Marrja e informatës dhe kthimi i
sajë në një komandë të caktuar p.sh. rezervimi i hotelit përmes telefonit

•

Kontrollimi i drejtshkrimit (ang. Spelling checking) - Kontrollimi i tekstit për
gabime drejtshkrimore.

•

Përgjigjja në pyetje (ang. Question answering) - Përgjigja në pyetje në mënyre të
pavarur. Zbatim në shërbimet ndaj klientëve të kompanive.

•

Nxjerrja e informatës (ang. Information retrieval) - Ekstraktimi i pjesëve të
caktuara brenda dokumentit

•

Përkthimi i makinës (ang. Machine translation) -Përdorimi i softuerit në
përkthimin e dokumentet nga një gjuhë e njerëzve në një tjetër.

3.4. Analiza e sentimentit
Analiza e sentimentit ka filluar të studiohet që nga vitet 1990-ta. Popullarizimi i
nxjerrjes së të dhënave (ang. Data mining) bëri që edhe analiza e sentimentit
(shkurtimisht AS) të zgjojë interesim të shkencëtarëve për zhvillim të mëtejmë.
Sipas profesorit dhe matematikanit Bing Liu [3]

Analiza e sentimentit apo siç njihet edhe nxjerrja e opinioneve, është
fushë e studimit e cila analizon opinionet e njerëzve, ndjenjat,
përfundimet, vlerësimet, qëndrimet dhe emocionet ndaj subjekteve siç
janë produktet, shërbimet, organizatat, individët, ngjarjet, ndodhitë,
temat dhe atributeve të tyre.

Analiza e sentimentit merret me procesimin e teksteve që përmbajnë opinione me qëllim
të nxjerrjes dhe kategorizimit të opinioneve brenda një dokumenti të caktuar.
Klasifikimi i sentimentit shumicën e herëve shprehet si klasifikim binar - pozitiv ose
negativ. Ekzistojnë raste kur klasifikimi bëhet në më shumë kategori që njihet si
klasifikim shumë-klasësh (ang. multi-clas classification), në këtë rast sentimenti mund
të shprehet në shkallë të ndryshme siç janë, pozitive, shumë-pozitive, negative, shumë negative, ose edhe të lidhen kategorizimet në emocione siç janë gëzimi, nervoza, frika,
zemërimi, etj.
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Figura 2. Hierarkia e Analizës së sentimentit.
Analiza e sentimentit është disiplinë në zhvillim dhe me interes të shumëfishtë për
njeriun dhe organizatat e ndryshme. AS nëse implementohet në mënyre të saktë mund të
gjenerojë informata të cilat mund të përdoren direkt për vendim-marrje në kompani.
Disa nga rastet e aplikimit të AS:
•

Shërbimi ndaj klientëve (ang. Customer support) - Përdorimi i lartë i rrjeteve
sociale ka bërë që klientët pakënaqësitë e tyre t'i shprehin edhe në rrjete sociale.
Analiza e sentimentit përdoret për të monitoruar eksperiencën e klientëve me
produktet apo shërbimet tona.

•

Menaxhimi i reputacionit (ang. Reputation Management) - Apo e njohur edhe si
monitorimi i brendit. Reputacioni pozitiv për kompanitë e të gjitha madhësive është
shumë i rëndësishëm. Më rritjen e kompanisë dhe numrit të klientëve, rritet edhe
vështirësia e monitorimit manual të opinioneve rreth asaj që brendi specifik
prezanton. Analiza e sentimentit gjen zbatim direkt për të vlerësuar në çdo moment
se çfarë është duke menduar shumica e klientëve për ta.
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•

Monitorimi i konkurentëve (ang. Competitor monitoring) - Përcjellja e imazhit të
kompanive konkurruese dhe përdorimi i atyre informatave në vendim-marrje të
brendshme.

•

Pranueshmëria e produkteve (ang. Product acceptance) - Përcjellja e nivelit të
pranueshmërisë së produktit të ri në treg përmes opinioneve të njerëzve të shprehura
në rrjetet sociale dhe blogjet e ndryshme.

•

Përkrahja e kampanjave politike (ang. Support of political campaigns) - Partitë
politike masin nivelin e pranueshmërisë dhe përkrahjes së programit dhe liderit të
tyre. Po ashtu ato vlerësojnë edhe opinionet e njerëzve pas përfundimit të debateve
politike televizive për të parë se si është perceptuar debati tek votuesit.

Analiza e sentimentit mund të bëhet brenda teksteve të gjatësive të ndryshme. Varësisht
nga madhësia e dokumentit, AS ndahet në këto nivele:
•

Nivel të dokumentit (ang. Document level) - sentimenti përcaktohet për tërësinë e
dokumentit i cili përmban një temë të vetme. P.sh. mund të kontrollohet nje
dokument që përmban disa faqe të një romani dhe të përcaktohet se cilit zhanër i
takon ai roman.

•

Nivel të fjalisë (ang. Sentence level) - sentimenti përcaktohet në nivel të fjalisë.
Lexohet një fjali e vetme dhe klasifikohet në njërën nga kategoritë e paradefinuara.

•

Nivel të fjalës (ang. Feature level) - Lexohet një fjalë e vetme dhe klasifikohet në
kategoritë e paradefinuara.

3.5. Algoritmet e klasifikimit
Algoritmet e klasifikimit (ang. Classification algorithms) janë algoritme që përdoren
për të klasifikuar një përmbajte të caktuar në një apo më shumë kategori të
paradefinuara. Përmbajtja mund të jetë e ndryshme siç është fotografia, teksti, zëri, etj.
Në fushën e të mësuarit të makinës klasifikimi (ang. Classification)
është identifikimi se në cilën kategori apo klasë një vrojtim i ri bënë
pjesë. [4]
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Në vazhdim shtjellojmë dy algoritme të mbikëqyrura të bazuara në probabilitet e që janë
algoritmi Naïve Bayes dhe Maximum Entropy.

3.5.1. Naïve Bayes
I emërtuar sipas matematikanit britanez Thomas Bayes [4], teoria e tij parasheh gjasën
për të parashikuar një ndodhi te caktuar në bazë të përvojës paraprake si dhe kushteve
tjera të lidhura me atë ndodhi.
Lloji i klasifikuesit të cilin ne e përdorim në këtë punim quhet klasifikuesi multinomial
naiv i Bayes. Përshkrimi "naiv" në emrin e këtij klasifikuesi ka të bëjë më presupozimin
e tij sipas të cilit fjalët brenda tekstit nuk kanë ndërlidhshmëri mes veti. Përkundër këtij
supozimi që ai bënë, rezultatet e përcaktimit të sentimentit të teksteve dalin të jenë
mjaftë të larta.
Së pari definojmë terminologjinë origjinale të përdorur gjatë shtjellimit të këtij
klasifikuesi:
•

dokument (d) - përdoret për të treguar çfarëdo përmbajtje të tekstit të cilin do ta
përdorë klasifikuesi, qoftë për t'u trajnuar apo gjetur sentimentin e sajë. Në rastin
tonë një Tëeet e vetme paraqet një dokument.

•

c - klasa - shpesh në literature haset edhe si "label" paraqet kategorinë në të cilën
tekstet duhet të kategorizohen, në rastin tonë mundë të jetë pozitive ose negative.

•

𝑐̂ - klasën specifike në të cilën teksti është klasifikuar (njëra nga dy kategoritë).

•

Entitet/Feature/Token - i referohet një fjale të vetme brenda një dokumenti.

Për ta thjeshtuar procesin e shtjellimit të këtij klasifikuesi, terminologjinë origjinale do
ta përkthejmë dhe bëjmë përshtatjen në gjuhën shqipe si në vijim:
Emërtimi origjinal

Përshtatja

Label

Klasa

Document

Teksti

Feature

Fjala

Tabela 1. Përshtatja e terminologjisë së klasifikuesit
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Naïve Bayes është klasifikues i bazuar në probabilitet i cili për një dokument(tekst), për
të gjitha klasat e mundshme 𝑘 ∈ 𝐾, kthen klasën 𝑘̂ e cila ka probabilitetin më të lartë të
ndodhë në krahasim me klasat tjera në bazë të vrojtimeve dhe kalkulimeve të bëra.
Ekuacioni (1) paraqet klasën në të cilën një dokument është klasifikuar.
𝑘̂ = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑃(𝑘𝑙𝑎𝑠𝑎|𝑡𝑒𝑘𝑠𝑡𝑖)
𝑘∈𝐾

(1)

Forma e përgjithshme e teorisë së probabilitetit sipas Bayes formulohet si:
𝑃(𝑘𝑙𝑎𝑠𝑎|𝑓𝑗𝑎𝑙𝑎) =

𝑃(𝑘𝑙𝑎𝑠𝑎) ∗ 𝑃(𝑓𝑗𝑎𝑙𝑎|𝑘𝑙𝑎𝑠𝑎)
𝑃(𝑓𝑗𝑎𝑙𝑎)

(2)

𝑷(𝒌𝒍𝒂𝒔𝒂|𝒇𝒋𝒂𝒍𝒂) është gjasa e fundme që një fjalë t'i takojë asaj klase, pozitive apo
negative.
𝑷(𝒌𝒍𝒂𝒔𝒂) është gjasa paraprake në të cilën ajo është shfaqur gjatë trajnimit.
𝑷(𝒇𝒋𝒂𝒍𝒂|𝒌𝒍𝒂𝒔𝒂) është gjasa e një fjale specifike që të ndodhet në atë klasë.
𝑷(𝒇𝒋𝒂𝒍𝒂) është probabiliteti i fjalës të shfaqet në një fjali.
Nëse bëjmë zëvendësimin e ekuacionit (2) në (1) atëherë fitojmë:
𝑘̂ = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑃(𝑘𝑙𝑎𝑠𝑎|𝑡𝑒𝑘𝑠𝑡𝑖) = 𝑎𝑟𝑔𝑚𝑎𝑥
𝑘∈𝐾

𝑘∈𝐾

𝑃(𝑘𝑙𝑎𝑠𝑎) ∗ 𝑃(𝑘𝑙𝑎𝑠𝑎|𝑡𝑒𝑘𝑠𝑡𝑖)
𝑃(𝑡𝑒𝑘𝑠𝑡𝑖)

(3)

Për thjeshtëzim të kalkulimeve, eliminojmë pjesëtuesin 𝑃(𝑓𝑗𝑎𝑙𝑎) pasi që ai mbetet i pa
ndryshueshëm brenda klasës së njëjtë. Pasi eliminimit ekuacioni (3) merr formën:
𝑘̂ = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑃(𝑘𝑙𝑎𝑠𝑎|𝑡𝑒𝑘𝑠𝑡𝑖) = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑃(𝑘𝑙𝑎𝑠𝑎) ∗ 𝑃(𝑡𝑒𝑘𝑠𝑡𝑖|𝑘𝑙𝑎𝑠𝑎)
𝑘∈𝐾

(4)

𝑘∈𝐾

Nga këtu kalkulojmë klasën që ka probabilitet më të madh për tekstin e dhënë dhe e
shprehim si prodhim të dy probabiliteteve:
- probabilitetit paraprak te kalkuluar të klasës specifike 𝑃(𝑘𝑙𝑎𝑠𝑎)
- gjasës që një tekst të jetë në atë klasë 𝑃(𝑡𝑒𝑘𝑠𝑡𝑖|𝑘𝑙𝑎𝑠𝑎)
Shprehja (4) merr formën:
𝑘̂ = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑃(𝑡𝑒𝑘𝑠𝑡𝑖|𝑘𝑙𝑎𝑠𝑎) ∗ 𝑃(𝑘𝑙𝑎𝑠𝑎)
𝑘∈𝐾

(5)
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Probabiliteti 𝑃(𝑡𝑒𝑘𝑠𝑡𝑖|𝑘𝑙𝑎𝑠𝑎) duhet të shpërbëhet tutje në pjesët përbërëse të tekstit që
janë fjalët të cilat në vazhdim paraqiten me simbolin 𝑓𝑖𝑛𝑑𝑒𝑘𝑠 . Ekuacioni (5) merr
formën:
𝑘̂ = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑃(𝑓1 , 𝑓2 , 𝑓3 , … , 𝑓𝑛 |𝑘𝑙𝑎𝑠𝑎) ∗ 𝑃(𝑘𝑙𝑎𝑠𝑎)
𝑘∈𝐾

(6)

Ekuacioni (6) është ende vështirë i kalkulueshëm direkt për ne ngase në të merren
parasysh pozicionet e fjalëve karshi klasës konkrete. Për të qenë i mundshëm ky
kalkulim për në duhet që klasifikuesin ta trajnojmë në grupe pafundësisht të mëdha të të
dhënave.
Për ta eliminuar këtë problem dhe për ta bërë të mundshëm kalkulimin me ketë
klasifikues, Bayes bënë dy supozime:
I pari është përdorimi i parimit të "bag-of-words" sipas të cilit pesha e fjalëve brenda
fjalisë është e njëjtë. Pra fjalia pavarësisht pozicionit të sajë nëse është në fillim, mes
apo fund të fjalisë, ajo ka një peshë të caktuar të pa ndryshueshme. Entitetet
𝑓1 , 𝑓2 , 𝑓3 , … , 𝑓𝑛 paraqesin vetëm përmbajtjen e fjalive dhe jo pozicionet e tyre.
Së dyti, supozimi tjetër quhet "Supozimi naiv i Bayes" . Ky supozim thotë se probabilitet
e fjalëve janë të pavarura nga klasa dhe se ato mundë të shumëzohen si më poshtë:
𝑃(𝑓1 , 𝑓2 , 𝑓3 , … , 𝑓𝑛 |𝑘𝑙𝑎𝑠𝑎) = 𝑃(𝑓1 |𝑘𝑙𝑎𝑠𝑎) ∗ 𝑃(𝑓2 |𝑘𝑙𝑎𝑠𝑎) ∗ … ∗ 𝑃(𝑓𝑛 |𝑘𝑙𝑎𝑠𝑎)

(7)

Forma përfundimtare klasifikuesit të Naïve Bayes (NB) paraqitet si:
𝐾𝑙𝑎𝑠𝑎𝑁𝐵 = 𝑎𝑟𝑔𝑚𝑎𝑥 [𝑃(𝑘𝑙𝑎𝑠𝑎) ∗ ∏ 𝑃(𝑓𝑛 |𝑘𝑙𝑎𝑠𝑎)]
𝑘∈𝐾

(8)

𝑓∈𝐹

Ekuacioni (8) paraqet ekuacionin përfundimtar të Bayes që përdoret për kalkulimin e
klasës së cilës i takon çfarëdo teksti.
Në vazhdim do të shtjellohen ekuacionet të cilat shërbejnë për trajnimin e këtij
algoritmi. Dy probabilitetit 𝑃(𝑘𝑙𝑎𝑠𝑎) dhe 𝑃(𝑓𝑛 |𝑘𝑙𝑎𝑠𝑎) kalkulohen gjatë pjesës së
trajnimit të klasifikuesit. Për t'i kalkuluar këto përdoret frekuenca e paraqitjes së të
dhënave brenda të dhënave të grumbulluara.
Për tekstin 𝑃(𝑘𝑙𝑎𝑠𝑎) ne gjejmë se sa përqind të teksteve janë në secilën klasë, pozitive
dhe negative. Le të definojmë me 𝑁𝑘 numrin e teksteve në grupin e të dhënave të
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përdorura për trajnim për klasën e identifikuar me indeksin k, kurse me 𝑁𝑡𝑒𝑘𝑠𝑡 numrin
total të teksteve.
Prej këtu rrjedh:
𝑃̂(𝑘𝑙𝑎𝑠𝑎) =

𝑁𝑘
𝑁𝑡𝑒𝑘𝑠𝑡

(9)

Për të gjetur probabilitetin 𝑃(𝑓𝑛 |𝑘𝑙𝑎𝑠𝑎), shtjelluar si më lartë, ne supozojmë se entiteti f
paraqet vetëm frekuencën e paraqitjes së një fjale brenda dy klasave ekzistuese dhe
shprehet si:
𝑃̂(𝑓𝑛 |𝑘𝑙𝑎𝑠𝑎) =

𝑐𝑜𝑢𝑛𝑡(𝑓𝑛 |𝑘𝑙𝑎𝑠𝑎)
∑𝑓∈𝑉 𝑐𝑜𝑢𝑛𝑡(𝑓|𝑘𝑙𝑎𝑠𝑎)

( 10 )

V - paraqet fjalorin e të gjitha fjalëve të grumbulluara nga të dy klasat.
Shprehja (10) përdoret për të trajnuar klasifikuesin në dy klasat, pozitive dhe negative.
Mirëpo në formën ekzistuese ky ekuacion teorikisht mundë të bëjë gabim gjatë
kalkulimit. Të supozojmë së klasifikuesi tenton ta gjejë gjasën e fjalës "awesome" në dy
kategoritë, pozitive dhe negative. Gjasa që kjo fjalë të gjendet në tekstet pozitive është
më e lartë, mirëpo kjo fjalë në tekstet negative haset më rralle. Supozojmë se kjo fjalë
nuk gjendet në asnjërin nga tekstet negative, rrjedhimisht probabiliteti i kësaj fjalë del të
jetë i barabartë më zero. Mirëpo, duke rikujtuar se klasifikuesi Bayes, kategorizimin e
një teksti e bënë duke shumëzuar gjasat e secilës nga fjalët brenda tekstit, atëherë pasi
që njëra nga fjalët e ka gjasën zero, i gjithë probabilitet do të rezultojë në zero.
Për ta përshtatur klasifikuesin të funksionojë sipas kërkesave tona dhe eliminojmë këtë
problem është përdorur procesi "lëmues" i Laplace. Pas aplikimit të tij, në asnjë rast nuk
mundë të na dalë probabiliteti i përgjithshëm i një teksti i barabartë me zero pasi që
numëruesit dhe emëruesit u shtohet mbledhja me vlerën 1.
Ekuacioni (10) merr formën:
𝑃̂(𝑓𝑛 |𝑘𝑙𝑎𝑠𝑎) =

𝑐𝑜𝑢𝑛𝑡(𝑓𝑛 |𝑘𝑙𝑎𝑠𝑎) + 1
𝑐𝑜𝑢𝑛𝑡(𝑓𝑛 |𝑘𝑙𝑎𝑠𝑎) + 1
=
∑𝑓∈𝑉(𝑐𝑜𝑢𝑛𝑡(𝑓|𝑘𝑙𝑎𝑠𝑎) + 1) (∑𝑓∈𝑉 𝑐𝑜𝑢𝑛𝑡(𝑓|𝑘𝑙𝑎𝑠𝑎)) + |𝑉|)

( 11 )
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Praktikisht gjatë procesit të klasifikimit të teksteve, ky klasifikues mundë të hasë në
fjalë të reja të cilat nuk janë hasur gjatë procesit të trajnimit, rrjedhimisht nuk e ka të
kalkuluar probabilitetin e tyre. Për rastin tonë klasifikuesi këto fjalë do t'i shpërfillë.

3.5.2. Entropia Maksimale
Termi i entropisë maksimale (ang. Maximum entropy) për herë të parë u përdorë në
vitin 1948 nga matematikani Claude Shannon [5] në "Teorinë matematike të
komunikimit". Fillimisht, ky model ishte përdorë për të kalkuluar se sa mund të
kompresohen të dhënat para se ato të transmetohen në një kanal të komunikimit.
Matematikisht entropia H paraqet shkallën e panjohshmërisë të një variable X dhe
shprehet si:
𝐻(𝑝) = 𝐻(𝑋) = ∑ 𝑝(𝑥)𝑙𝑜𝑔2 𝑝(𝑥)
𝑥∈𝑋

( 12 )

Me p(x) paraqitet funksioni i probabilitetit të variablës X.
Në përdorimin e tij në teorinë e komunikimit për të kursyer bandwidth, preferohen
modelet e X me vlerë sa më të ultë të entropisë qe të mund të përdoren sa më pak bita
për të paraqitur pasigurinë e informatës brenda variables X.

Entropia në përdorimin e sajë brenda të mësuarit të makinës tregon
shkallën e rastësisë në informatën të cilën është duke e procesuar. [5]
Sa më e lartë entropia, aq më e vështirë të nxirren përfundimet nga ajo
informatë.

Entropia maksimale është teknikë e llogaritjes së shpërndarjes së probabiliteit e cila
përdoret në fusha të ndryshme siç janë procesimi natyral i gjuhës, modelimi i gjuhëve,
segmentimi i teksteve, etj.
Për dallim nga teoria e komunikimeve, në zbatimin në procesimin natyral të gjuhëve, ne
dëshirojmë të krijojmë një model i cili e maksimizon vlerën e entropisë. Arsyeja që ne
po e "thyejmë" rregullën bazike të entropisë për dallim nga teoria e komunikimeve është
se ne duhet të arrijmë vlerë sa më të ultë të supozimit në rastet kur saktësia nuk mund të
identifikohet nga evidencat empirike të grumbulluara nga observimet e të dhënave që i
kemi mbledhur.
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Shumë probleme të procesimit natyral të gjuhëve mund të ri-formulohen si probleme
statistikore dhe t'iu qasemi me modelin e entropisë maksimale.

Parimi në të cilin bazohet entropia maksimale është që në rastet kur nuk ka ndonjë
informatë shtesë nga jashtë, ne duhet të zgjedhim shpërndarjet që janë sa më uniforme.
Shpërndarjet uniforme janë shpërndarje që kanë gjasë të barabartë për të ndodhur.
Kufizimet në shpërndarje, të nxjerrura nga të dhënat e shënjuara në të cilat është
trajnuar algoritmi, i tregojnë kësaj teknike se ku duhet të jetë minimalisht jo-uniforme
Teknika e entropisë maksimale zgjidhjen e sajë e gjen duke përdorur algoritmin
"Improved Iterative Scaling" - IIS.
Parimi themelor i entropisë maksimale është që kur i kemi plotësisht të panjohura,
shpërndarja duhet të jetë sa ma e njëtrajtshme që është e mundshme. Vetia e tillë e
shpërndarjes së njëtrajtshme quhet entropi maksimale.
Të dhënat e shënjuara përdoren që të krijohen seritë e kufizimeve që ndihmojnë për të
modeluar shpërndarjen e pritur.
Kufizimet janë vlerat e nxjerrura nga observimet e të dhënave.
Pasi caktohen kufizimet, algoritmi IIS e gjen shpërndarjen që ka entropi maksimale e
cila i plotëson ato kufizime.
Në rastin tonë në problemin e klasifikimit të tekstit, entropia maksimale vlerëson
shpërndarjen e kushtëzuar të klasës në një dokument të caktuar. Një dokument
përfaqësohet nga një grup i fjalëve të numëruara.
Algoritmi IIS përdoret për të gjetur një formë matematike eksponenciale e cila vlen për
të gjitha kufizimet nga të dhënat e shënjuara.
Arsyeja pse përdorim entropinë maksimale është sepse ajo na mundëson të gjejmë
modelet sa më uniforme të mundshme të cilat po ashtu përmbushin çdo kufizim
specifik.
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Për të ilustruar mënyrën si funksionin modeli i entropisë maksimale marrim një
shembull të thjeshtë siç vijon.
Konsiderojmë një tekst klasifikues i cili informatë të vetme ka që mesatarisht rreth 40%
e dokumenteve që përmbajnë fjalën "profesor" brenda tyre, bëjnë pjesë ne klasën
"fakulteti". Pa ndonjë informatë shtesë, ne kur hasim një dokument me fjalën "profesor"
do të themi që ka gjase 40% të bëjë pjese në dokumentin "fakulteti" dhe nga 20% për tri
klasat e tjera të mbetura. Nëse një dokument nuk e përmban fjalën "profesor" ne do të
parashikonim një uniformitet të shpërndarë në të gjitha klasat dhe do të thonim ka gjasë
25% që të jetë në cilëndo nga klasat ekzistuese.
Entropi

Kufizimi
(constrain
t)

profesor

fakulteti

40%

maksimale

#2

#3

#4

20%

20%

20%

Dokumenti

Klasat
Uniformiteti

fjalë
tjetër

Dokumenti

fakulteti

#2

#3

#4

25%

25%

25%

25%

Klasat

Figura 3. Entropia, kufizimi dhe uniformiteti.
Ky model është saktësisht modeli i entropisë maksimale e cila merr parasysh edhe
kufizimet të cilat janë të njohura për ne.
Kalkulimet në këtë shembull janë të lehta pasi nuk ka shumë kufizime të cilat duhet
përmbushur. Për t'i kryer kalkulimet duhet përdorur teknika të sakta për të gjetur
zgjidhjet optimale.
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3.5.3. Kufizimet
Në entropinë maksimale ne përdorim të dhënat e trajnuara për të gjetur dhe vendosur
kufizimet në shpërndarjen e kufizuar. Secili kufizim paraqet një karakteristikë të të
dhënave të trajnuara e cila duhet të jetë prezent në formimin e modelit të shpërndarjes.
Ne përdorim çfarëdo të dhënash reale të cilat i quajmë funksione të dokumentit dhe të
klasave që mund të jenë feature 𝑓𝑖 (𝑑, 𝑐). Entropija maksimale na lejon që ta kufizojmë
modelin që vlerat e parashikuara të jenë brenda llojit të të dhënave në të cilat ai është
trajnuar 𝐷. Kështu ne konkludojmë se shpërndarja e kufizuar 𝑃(𝑐, 𝑑) duhet të kete
vetinë:
1
∑ 𝑓𝑖 (𝑑, 𝑐(𝑑)) = ∑ 𝑃(𝑑) ∑ 𝑃(𝑐|𝑑)𝑓𝑖 (𝑑, 𝑐)
|𝐷|
𝑑∈𝐷

𝑑

( 13 )

𝑐

Në praktike, shpërndarja e dokumentit 𝑃(𝑑) është e panjohur dhe nuk është në interes
tonin ta kalkulojme atë, prandaj ne përdorimin të dhënat në të cilat trajnohemi, pa
shenjëzim të klasës dhe e vendosim kufizimin:
1
1
∑ 𝑓𝑖 (𝑑, 𝑐(𝑑)) =
∑ ∑ 𝑃(𝑐|𝑑)𝑓𝑖 (𝑑, 𝑐)
|𝐷|
|𝐷|
𝑑∈𝐷

𝑑

( 14 )

𝑐

Kur e përdorim modelin e entropisë maksimale, hapi i parë që duhet bërë është
identifikimi i një grupi të feature functions të cilat mund t'i përdorim për klasifikim.
Pastaj, për secilin feature, të kalkulojmë vlerën e supozuar në raport me të dhënat e
trajnuara dhe këtë ta vendosim si kufizim të modelit tonë.
3.5.3.1. Forma parametrike
Kur kufizimet merren parasysh në ketë mënyrë, është e sigurt që shpërndarja e veçantë
ekziston dhe ajo ka entropi maksimale. Sipas [6] shpërndarja ka gjithnjë formë
eksponenciale:
𝑃(𝑐|𝑑) =

1
exp (∑ 𝜆𝑖 𝑓𝑖 (𝑑, 𝑐))
𝑍(𝑑)

( 15 )

𝑖

Shprehja 𝑓𝑖 (𝑑, 𝑐) është feature, 𝜆𝑖 është parametër që duhet kalkuluar ndërsa 𝑍(𝑑)
paraqet faktorin e normalizimit i cili siguron shpërndarje të drejtë të gjasës
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𝑍(𝑑) = ∑ exp (∑ 𝜆𝑖 𝑓𝑖 (𝑑, 𝑐))
𝑐

( 16 )

𝑖

3.5.4. Algoritmi Improved Iterative Scaling - IIS
IIS është algoritëm i llojit hill climbing. Algoritmet e tilla bëjnë pjesë në analizën
numerike dhe bazohen në teknikat e optimizimit matematik. Është algoritëm iterues i
cili starton me një zgjidhje arbitrare të problemit dhe pastaj tenton që të gjejë zgjidhje
më të mirë të atij problemi duke bërë ndryshime të vogla në zgjidhjen fillestare. Në
rastin tonë në klasifikim të teksteve, ky algoritëm përdoret për të kalkuluar parametrat λi
e entropisë maksimale brenda kufizimeve të paracaktuara.
Germëzimet në këtë shembull të sqarimit të algoritmit IIS janë ato që janë përdorur nga
[7] në të cilat me x paraqitet dokumentin d kurse me y klasën c. Brenda setit D të të
dhënave në të cilat duhet trajnuar i cili përbëhet nga çiftet (𝑑, 𝑐(𝑑)), ku me 𝑑 paraqitet
dokumenti kurs me 𝑐(𝑑) klasa në të cilin dokumenti bënë pjese, ne mund të kalkulojmë
gjasën e modelit ne ekuacionin numër paraprak me shprehjen:
𝐿(𝑝𝛌 |𝐷) = 𝑙𝑜𝑔 ∏ 𝑝𝛌 (𝑐(𝑑)|𝑑) = ∑ ∑ 𝛌𝑖 𝑓𝑖 (𝑑, 𝑐(𝑑) − ∑ 𝑙𝑜𝑔 ∑ 𝑒𝑥𝑝 ∑ 𝑓𝑖 (𝑑, 𝑐))
𝑑∈𝐷

𝑑∈𝐷 𝑖

𝑑∈𝐷

𝑐

( 17 )

𝑖

Për të gjetur vlerën maksimale të gjasës, algoritmi duhet që të fillojë nga një vlerë
fillestare të cilën e zgjedhë arbitrarisht në një pikë e më performon hill-climbing.
Caktojmë si vlerë fillestare λi për i = 1: K ku K paraqet numrin e përgjithshëm të fjalëve
dhe në çdo hap e ngrisim atë duke e vendosur në λi + δi, ku δi paraqet një vlerë të
vogël. Në çdo hap ne mund të gjejmë vlerën më të mirë të δi duke e zgjidhur këtë
ekuacion:
∑(𝑓𝑖 (𝑑, 𝑐(𝑑)) = ∑(𝑝𝛌 (𝑐|𝑑)exp (𝛿𝑖 𝑓 # (𝑑, 𝑐))
𝑑∈𝐷

𝑐

( 18 )

Shprehja 𝑓 # (𝑑, 𝑐) paraqet shumën e të gjitha fjalëve në instancën e trajnuar 𝑑.
Ekuacioni i fundit mund të zgjidhet me ekuacionet e Newtonit ku definojmë:
𝐾

𝑀 = 𝑚𝑎𝑥𝑐,𝑑 = ∑ 𝑓𝑖 (𝑑, 𝑐)

( 19 )

𝑖=1
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dhe shtojmë një fjalë shtese që definohet si:
𝐾

𝑓𝐾+1 (𝑑, 𝑐) = 𝑀 − ∑ 𝑓𝑖 (𝑑, 𝑐)

( 20 )

𝑖=1

Përmbledhja e algoritmit IIS mund të paraqitet si:

Fillo
Shto një fjalë shtesë fK+1 në ekuacionet 24 dhe 25.
Inicializo λi = 0 për i = 1: K + 1
Përsërit
•

Kalkulo klasën e parashikuar pλ (c | d) me parametrat aktual Zλ

•

Kalkulo δi

•

Vendos λi = λi + δi

Deri në konvergjencë
Dalja: Parametri optimal λi dhe modeli optimal pλ
Fund

Mangësia kryesore e algoritmit IIS është se ai mund të kërkojë fuqi të lartë procesuese
kompjuterike për shkak të kompleksitetit të problemit të klasifikimit.

3.6. Matja e saktësisë së klasifikuesve
Lloji i klasifikimit i cili është bërë në këtë punim është binar. Të gjitha Tweet-at do të
klasifikohen në njërën nga dy kategoritë, pozitive ose negative. Qëllimi jonë është që
përpos kategorizimit të tyre, të tregojmë edhe përmes vlerësimit tonë intelektual nëse
ato janë klasifikuar drejtë apo jo.
Efektiviteti i algoritmeve të klasifikimit, bëhet bazuar në disa njësi vlerësuese sic janë
"precision", "accuracy", "recall" dhe "F-measure".
Për t'i fituar shprehjet me anë të së cilave i kalkulojmë njësit e mësipërme, do të
përdorim tabelën e ndërthurur në të cilën paraqiten rezultatet e fituara nga klasifikuesit
dhe rezultatet e fituara nga vrojtimi njerëzor.
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Figura 4. Tabela e përcaktimit të saktësisë së algoritmit

True Positive (TP) - numri i teksteve që janë klasifikuar dhe janë në të vërtetë
pozitive.
True Negative (TN) - numri i teksteve që janë klasifikuar dhe janë në të vërtetë
negative.
False Positive (FP) - numri i teksteve që janë klasifikuar pozitive kurse janë në të
vërtetë negative
False Negative (FN) - numri i teksteve që janë klasifikuar negative e në të vërtetë janë
pozitive.
Shprehjet për njësitë e mësipërme janë paraqitur në vijim:
Acurracy paraqet raportin e parashikimeve të sakta të bëra nga klasifikuesi dhe shprehet
me:
𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

𝑡𝑝 + 𝑡𝑛
𝑡𝑝 + 𝑓𝑝 + 𝑡𝑛 + 𝑓𝑛

( 21 )
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Precision paraqet përqindjen e parashikimeve që klasifikuesi i ka kategorizuar pozitive
e që janë pozitive. Sa më i lartë të jetë precision aq më pak false negative gjatë
parashikimit. Sa më i ultë të jetë precision aq më i lartë niveli i false positive.
Shprehet:
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

( 22 )

Recall paraqet ndjeshmërinë e klasifikuesit. Sa më i lartë niveli i tijë, aq më pak false
negative, kurse kur niveli është i ultë rritet numri i false negative.
Shprehet:
𝑟𝑒𝑐𝑎𝑙𝑙 =

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

( 23 )

F-metric është njësi e vetme e cila bënë ndërlidhjen mes precision dhe recall.
Shprehet:
𝐹 − 𝑚𝑒𝑡𝑟𝑖𝑐 =

2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙

( 24 )

3.7. Twitter
Twitter (www.twitter.com) është ueb i mikro-blogimit i themeluar në vitin 2006 në
Kalifornia. Shfrytëzuesit nga e gjithë bota publikojnë në të mendimet e tyre për tema të
ndryshme, diskutojnë problemet aktuale, shprehin pakënaqësitë e tyre, tregojnë
eksperiencat pozitive apo negative për produkte apo shërbime të ndryshme që ata
përdorin. Natyra e mikro-blogjeve siç është Twitter e bënë atë të përshtatshëm për
njerëzit për të shprehur mendimet e tyre në kohë reale përderisa ndodhin ato dukuri. Si
rezultat, Twitter është bërë një burim i madh i informatave të llojeve dhe temave të
ndryshme.
Twitter ka numër jashtëzakonisht të lartë të postimeve dhe rritet çdo herë e më tepër.
Në vitin 2018, numri i postimeve në platformën Twitter arrin shifrën e 6000 postimeve
për sekondë apo 500 milion për 24 orë [8].
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Audienca e platformës Twitter është e përbërë nga njerëz të profileve të ndryshme dhe
përfshinë njerëz të rëndomtë, fytyra publike, përfaqësues të kompanive, politikan dhe
përfaqësues shteteve, etj. Kjo e bënë Twitter-in "deponi" të madhe të opinioneve mbi
tema të shumta.
Publikimet e bëra brenda platformës së Twitter njihen me emrin "Tweet", përkthyer në
shqip si "cicërimë".

Figura 5. Shembull i një Tweet
Deri në vitin 2017, një Tweet ka mundur të përmbajë maksimalisht 140 karaktere. Kjo e
ka bërë sfiduese që njerëzit t'i shprehen të gjitha opinionet e tyre në hapësire kaq të
limituar. Që nga viti 2017, Twitter ka dyfishuar numrin e karaktereve brenda një Tweete. Për shumicën e përdoruesve tani numri i karaktereve është 280.
Si rezultat i përdorimit të lartë, në Twitter janë shfrytëzues nga vende të ndryshme të
botës të cilët shprehen në gjuhet e tyre. Kjo krijon përmbajtje të madhe në gjuhë të
ndryshme dhe mundëson që mbledhja e opinioneve për analizë të mëtejme bëhet në
gjuhë specifike.
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METODOLOGJIA
Për të analizuar mënyrën e funksionimit dhe bërë krahasimin e performancës së dy
algoritmeve të diskutuara në këtë punim do të ndërtojmë një aplikacion duke përdorur
gjuhën programuese PHP të orientuar në objekte.
Fillimisht do të krijojmë një koneksion për të grumbulluar të dhënat nga platforma e
mikroblogimit Twitter përmes Twitter API.
Të dy klasifikuesit e ndërtuar në këtë punim bëjnë pjesë në kategorinë e të mësuarit të
makinës. Rrjedhimisht, së pari të dhënat e nxjerrura duhet t'i shenjëzojmë për të treguar
së çfarë sentimenti (pozitiv ose negativ) kanë secila nga ato, në mënyrë që klasifikuesit
të mundë të fillojnë procesin e mësimit.
Për t'i procesuar të dhënat në mënyrë më efikase dhe për të pasur rezultate më të sakta të
cilat konsumojnë fuqi më të vogël procesuese, së pari ato do t'i nënshtrohen do të
paraprocesohen. Ky proces vlen për të gjitha të dhënat, sikur ato në të cilat trajnohet
klasifikuesi, ashtu edhe në ato në të cilat e performon klasifikimin.
Paraprocesimi përbëhet nga disa hapa. Së pari do të shndërrohen të gjitha fjalët në
karaktere të vogla (ang. lowercase). Tutje do të largohen të gjitha fjalët e shkurta të cilat
njihen si stop-words. Këto fjalë vetëm krijojnë ngarkesë në procesim dhe nuk e ndikojnë
në rezultatin e parashikimit nga dy klasifikuesit. Shembuj të tillë të fjalëve në gjuhën
angleze janë: "I, me, my, myself, we". Pasi janë larguar fjalët e shkurta, kryhet procesi i
Stemming duke e përdorë algoritmin e Porterit. Ky proces të gjitha foljet të cilat janë në
kohë të tjera i shndërron në të tashme të thjeshtë. Shembuj të tillë në gjuhën angleze
janë: Playing → Play, Plays → Play, Played → Play. Ky proces kryhet me qëllim që
foljet të cilat ndodhen në kohë të ndryshme e që rrjedhimisht në sintaksë mund të
trajtohen si fjalë të ndryshme, së pari të unifikohen në një kohë të njëjtë, dhe pastaj të
llogariten si një fjalë e vetme, e jo si tri fjalë të ndryshme siç do të ndodhte në
shembullin e sipërm.
Në këtë fazë të dhënat janë të gatshme për t'u trajnuar dhe të dy klasifikuesit fillojnë
proceset e trajnimit. Klasifikuesi Naïve Bayes përdorë metodën e Bag-of-Words për të
vërejtur shpërndarjen e fjalëve në fjali, kurse klasifikuesi i Entropisë Maksimale përdorë
gjenerimin e matricës së fjalëve.
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Pasi dy klasifikuesit kanë performuar trajnimet, ata do të performojnë klasifikimin në
një numër të caktuar të teksteve duke i klasifikuar ato në njërën nga dy kategoritë,
pozitive apo negative.
Së fundmi, do të analizojmë rezultatet e dy klasifikuesve, duke e krahasuar saktësinë e
tyre si dhe performancën e përgjithshme në kohën e trajnimit dhe të testimit, si dhe të
fuqisë procesuese kompjuterike të cilën ata e konsumojnë.
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RASTI I STUDIMIT
Në vazhdim paraqesim procesin e krijimit të dy klasifikuesve duke zbërthyer proceset
kryesore të tyre dhe duke paraqitur pjesët kyçe të kodimit me komentim.

5.1. Krijimi i koneksionit me Twitter
Për të mundësuar që të dhënat të cilat krijohen brenda Twitter, të mund t'i marrim dhe t'i
përdorim për përpunim të mëtejmë, duhet të përdorimin API-n (Application Program
Interface) e krijuar nga Twitter. Twitter ofron dy lloje të API-ve, REST dhe Streaming
të cilat shërbejnë që të dhënat të jenë të qasshme për përdoruesit e jashtëm në mënyrë të
kontrolluar.
Rest API
Koneksione të ndërprera
Numër i limituar i koneksioneve
1 jave histori - pakoja bazike

Streaming API
Koneksion të vazhdueshëm
Një koneksion për qasje
Tekstet në kohë reale

Tabela 2. Dallimet e Twitter API-së
Në këtë punim është përdorur Streaming API për grumbullimin e të dhënave për arsye
se ky lloj i API ofron koneksion të pandërprerë dhe me të mundë të grumbullohen sasi
më të mëdha të të dhënave për kohë më të shkurtër ndërsa për testim të të dhënave është
përdorur REST API.
Për të krijuar koneksionin me Twitter API, përdorim klasën TwitterOAuth. Nga llogaria
jonë personale e krijuar në Twitter, gjenerojmë vlerat e qasjes së më poshtme të cilat na
mundësojnë të bëjmë kërkimet. Këto vlera janë unike dhe gjenerohen nga Twitter për
secilind përdorues.
1
2
3
4
5
6
7
8
9

$CONSUMER_KEY= 'u2NeVY6xAJFCNlBSue7YmnpSG';
$CONSUMER_SECRET= 'U1JstvHX2mëJi5GkiOrRFZbPcnplh2Z5Ë6dëYOCM8CeSzKUSXr';
$access_token = '3187995407-EjlRJNRtnV33uxlQsz5FydXSL7pmihEZee6fRkë';
$access_token_secret= 'ucNlPxJ2QTRhNyms3KfaYaËQzekNT56dxCmDyz0bazRGo';
$connection = new TwitterOAuth($CONSUMER_KEY, $CONSUMER_SECRET,
$access_token, $access_token_secret);
//Krijimi i koneksionit. Metodes i dërgohen kredencialet e llogarisë
$content = $connection->get("account/verify_credentials");
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5.2. Kërkesat për Tweet mesazhet
Të dhënat që duhet grumbulluar duhet të ndahen në dy kategori. Në grupin e parë do të
mbledhim të dhëna të cilat do të na shërbejnë për t'i trajnuar algoritmet përkatëse, kurse
në grupin tjetër të dhënat në të cilat do të performojë secili prej dy algoritmeve të
zgjedhura për testim.
Për të nxjerrur tekst mesazhet e dy sentimenteve, është përdorur teknika e njëjtë sikur
[9] dhe [10]Kriter për përcaktimin e sentimentit të mesazheve është vendosur përdorimi
i emotikonëve (Simboleve) të cilat i lejojnë përdoruesit të shprehë qëndrimin e tij edhe
ne mënyre vizuale.
Mesazhet të cilat kanë përmbajtur emotikone që shprehin gëzim, lumturi, hare sic janë:
":-)",

":)",

"=)",

":D", etj.

janë kategorizuar si tekste me sentiment pozitiv.
Mesazhet të cilat kanë përmbajtur emotikone që shprehin hidhërim, nervozë, mërzi sic
janë:
":-(",

":(",

"=(",

";(", etj.

janë kategorizuar si tekste me sentiment negativ.
Twitter përdorë këto emotikone të enkoduara në UTF-8 dhe për të kërkuar tekstet që
përmbajnë përmbajtje të tillë, duhet që atyre t'iu referohemi përmes këtyre kodeve.
Shenjat pozitive

Shenjat negative

U+1F600

U+1F621

U+1F604

U+1F620

U+1F606

U+2639

U+1F60D

U+1F623

Tabela 3. Emojit dhe UTF-8 kodet e tyre
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Metoda get e TwitterOAuth, rreshti 2, pranon disa parametra, siç janë keyword e cila
duhet kërkuar, gjuha në të cilën duhet bërë kërkimi, numri i mesazheve që i kërkon,
përfshirja e imazheve në përgjigje, përfshirja apo jo e re-Tweetave, forma e zgjatur apo
e shkurtuar e tekstit.

1
2
3
4
5
6
7
8
9
10

$count = 100; // Numri i teksteve (Tëeetave)
$statuses = $connection->get("search/Tweets", ["q" => 'U0001F600' OR
'U0001F604' OR 'U0001F606' OR 'U0001F60D', "lang"=>'en', "count"=>$count,
'Tweet_mode'=>'extended', 'exclude'=>'reTëeets',
//^^ 'q' parqet fjalët me te cilat behet kërkimi. Unikodet e emotikonëve
pozitiv. Përdoret OR ngase mjafton që teksti ta përmban njërën nga figurat.
$array = json_decode(json_encode($statuses), true);
//^^Rezultati i kthyer është objekt në PHP dhe kthehet në array asociative.

5.3. Paraprocesimi i teksteve
Në këtë fazë kryhen disa manipulime me të dhënat e pranuara nga Twitter.
Në variablen $commonWords, rreshti 4, ruhet vargu i fjalëve të shkurta.
1
2
3
4
5
6

function pastro($vargu){
$stemmer = new English();
$commonWords = array('a','able','about','above','abroad');
//^^ Lista e fjaleve të shkurta këtu është paraqitur e shkurtuar për
shfrytëzim më efikas të hapësirës.

Vargu i pranuar $vargu përbëhet nga i gjithë teksti i ruajtur në vetëm një anëtarë të
vargut. Metoda explode e ndanë atë në fjalë të vetme dhe e ruan çdo fjalë në një anëtarë
të vargut, rreshti 7.
I gjithë vargu shndërrohet në fjalë me karaktere të vogla, rreshti 9.
7
8
9
10

$vargu = explode(" ", $vargu); // Vargu i pranuar ndahet në fjalë të vetme
$vargu = array_map('strtoloëer', $vargu); //Callback funksion. Kthen fjalet në
karaktere të vogëla
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Në rreshtin 13, shikohet nëse fjala që jemi duke e kontrolluar, është e ndryshme nga
lista e fjalëve të shkurta duke e përdorë metodën in_array().
Rreshti 14, kontrollon nëse fjala përmban njërën nga shprehjet 'http', ose fillon me
simbolin '@' ose me atë të thurjes '#'. Nësë hasen në fjali këto largohen.
Rreshti 18, i dërgon instancës së krijuar $stemmer në rreshtin 2, fjalën e filtruar, vlera e
kthyer ruhet në variablën $stem.
Në rreshtin 19, fjala e kthyer ruhet në vargun $newArray.
11
12
13
14
15
16
17
18
19
20
21
22
23

$newArray = array();
for($i = 0; $i<count($vargu); $i++){
if(!in_array($vargu[$i], $commonWords)){
if(strpos($vargu[$i], 'http') !== 0 && strpos($vargu[$i], '@')
!== 0 && strpos($vargu[$i], '#') !== 0 && $vargu[$i]==!null)
{
$stem = $stemmer->stem($vargu[$i]);
array_push($newArray, $stem);
}
}
}
return $newArray;
}
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5.4. Trajnimi i të dhënave
Në vazhdim paraqesim pjesë të kodit nga dy klasifikuesit, Naïve Bayes dhe ai i
Entropisë maksimale.

5.4.1. Modeli i Bag-of-Words
Bag-of-Words është model i thjeshtëzuar i cili përdoret në procesimin natyral të gjuhëve
e veçanërisht në klasifikimin e dokumenteve në kategori të paradefinuara. Ky model e
paraqet një dokument si tërësi të fjalëve të cilat janë përdorur në të duke mos e marrur
parasysh renditjen e fjalëve në atë dokument por vetëm frekuencën e paraqitjes së tyre.
Shembull i implementimit :
Dokumenti 1

John likes to watch movies. Mary likes movies too.

Dokumenti 2

John also likes to watch football games.

Tabela 4. Dy dokumente të gatshme per t'u përdorur ne modelin Bag-of-Words

Fjala

John

likes

to

watch

movies

Mary too also

Dok. 1

1

2

1

1

2

1

1

Dok. 2

1

1

1

1

0

0

0

football

games

0

0

0

0

1

1

Tabela 5. Frekuencat e paraqitjes së fjalëve në dy dokumentet

5.4.2. Trajnimi me Naïve Bayes
Metoda train, rreshti 1, pranon dy parametra. Me $label paraqitet klasa në të cilën
bënë pjesë ai tekst, si dhe me $text paraqitet vet përmbajtja e tekstit e cila i dërgohet
metodës për tu trajnuar.
Teksti i pranuar, i dërgohet metodës pastro e cila është e sqaruar në seksionin 5.3. Kjo
metodë kthen një varg të fjalëve pasi janë nënshtruar rregullave të sqaruara më pare.
Për herë të parë kur ekzekutohet metoda train, krijohen tri vargje asociative.
labels[$label]

ruan numrin total të fjalëve në atë $label, pozitiv ose negativ
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data[$label]

shërben për të grumbulluar të gjitha fjalët në dy $label dhe për të

numëruar frekuencën e paraqitjes së secilës fjalë në labelin përkatës.
docs[$label]
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17

shërben për të numëruar numrin e teksteve në labelin përkatës.

public function train($label, $text)
{
$tokens = $this->tokenizer->pastro($text);
if (!isset($this->labels[$label])) {
$this->labels[$label] = 0;
$this->data[$label] = [];
$this->docs[$label] = 0;
}
foreach ($tokens as $token) {
if (!isset($this->tokens[$token])) {
$this->tokens[$token] = 0;
}
if (!isset($this->data[$label][$token])) {
$this->data[$label][$token] = 0;
}

Në rreshtin 3, i gjithë teksti pasi t'i dërgohet metodës pastro, ruhet në një varg secili
anëtarë në hapësirë të vetë. Me një unazë shikohen anëtarët një nga një dhe rritet numri i
numruesëve në tri vargjet në rreshtat 19, 20 dhe 21.
18
19
20
21
22
23
24
25

$this->labels[$label]++;
$this->tokens[$token]++;
$this->data[$label][$token]++;
}
$this->docs[$label]++;
}

5.4.3. Trajnimi me Entropi Maksimale
1
2
3
4
5
6
7
8

public function train(){
for ($k = 0; $k < $this->ITERATIONS; $k++) {
for ($i = 0; ($i < $this->functions->size()); $i++) {
$delta = $this->iis_solve_delta($this->empirical_expects[$i]);
$this->ë[$i] += $delta;
}
}
}
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5.5. Klasifikimi i të dhënave
Në vazhdim paraqesim pjesë të kodit nga dy klasifikuesit, Naïve Bayes dhe ai i
Entropisë maksimale.

5.5.1. Klasifikimi me Naïve Bayes
Metoda classify pranon tekstin në formë të vargut të cilin duhet klasifikuar. Në
variablën $totalDocCount ruhet numri total i të gjitha teksteve. Për këtë përdoret metoda
array_sum,

rreshti 3.

Krijohet një varg $scores në të cilin ruhen gjasat e kalkuluara, rreshti 8.
Operatori => quhet operatori ndarës në PHP dhe përdoret tek vargjet asociative. Ai e
vendos key tek $label kurse value në variablën $labelCount, rreshti 10.
Në $docCount ruhet numri i përgjithshëm i teksteve në atë label (klasë), rreshti 12.
Gjasa e përgjithshme e klasës $probDocLabel, kalkulohet në rreshtin 15.
Numri total i fjalëve $totalTokenCountLabel,në atë klasë kalkulohet në rreshtin 18.
Numri total i fjalëve në të dy klasat, kalkulohet në rreshtin 21 dhe ruhet në
$vocabulary.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23

public function classify($text){
$totalDocCount = array_sum($this->docs); // Sa fjali jane gjithesejtë
$tokens = $this->tokenizer->pastro($text);
//^^Fjalia e pranuar i nënshtrohet procesit të pastrimit sikurse te trajnimi
$scores = array(); // Krijohet array per ruajtjen e rezultateve
foreach ($this->labels as $label => $labelCount) {
$docCount = $this->docs[$label];
$inversedDocCount = $totalDocCount - $docCount;
$probDocLabel = $docCount / $totalDocCount;
//^^Probabiliteti i pergjithsem i klases
$totalTokenCountLabel = array_sum($this->data[$label]);
//^^Sa here perseriten fjalet ne ate label
$vocabulary = count($this->tokens); // Vocabulary
$probDoc = $probDocLabel;
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Në rreshtin 30 fillojnë të gjitha fjalët e tekstit të kontrollohen një nga një dhe të
kalkulohen gjasat e tyre sipas kalkulimeve të algoritmit Naïve Bayes.
Në $probDoc, rreshti 38, ruhet gjasa e atij teksti në labelin përkatës, pozitiv apo negativ.
$probDoc,
$token,

paraqet prodhimin e të gjitha fjalëve brenda një fjalie. Pra tërësia e të gjitha

paraqet tekstin apo $tokens.

Vlera e fituar për tekstin e dhënë, ruhet në vargun asociativ $scores[$label]. Me
$label

paraqitet klasa e atij dokumenti që në rastin tonë kemi të bëjmë me klasifikues

në dy klasa, pozitive dhe negative (apo + dhe -). Pra, të gjitha kalkulimet e gjasës për
secilën fjali, bëhen për dy klasat dhe vlerat e tyre ruhen në $scores.
Metoda arsort, rreshti 44, shërben për sortimin e vargjeve asociative duke e ruajtur
ndërlidhmërinë mes key dhe value të tyre. Në rastin tonë vlerat e kalkuluara sortohen
nga ajo më e larta, rrjedhimisht e para paraqitet klasa apo label që ka vlerë më të lartë të
gjasës, rrjedhimisht klasa në të cilën ai tekst është klasifikuar.
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46

if (0 === $inversedDocCount) {
continue;
}
foreach ($tokens as $token) {
$countTotalLabel = isset($this->data[$label][$token]) ?
$this->data[$label][$token] : 0;
//^Sa here shfaqet ajo fjale ne ate label
$totalProbLabel = ($countTotalLabel + 1) /
($totalTokenCountLabel + $vocabulary);
$probDoc *= $totalProbLabel;
}
$scores[$label] = $probDoc;
}
arsort($scores, SORT_NUMERIC);
return $scores;
}
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5.5.2. Klasifikimi me Entropi Maksimale
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17

public function classify($instance){
$max = 0;
$label = 0;
for($y=$this->minY; $y<=$this->maxY; $y++){
$sum = 0;
for($i=0; ($i<$this->functions->size()); $i++)
{
$sum += $Math->exp(($this->ë[$i] * this->functions->get($i)->apply
($instance->getFeature(), $y));
}
if(($sum > $max)){
$max = $sum;
$label = $y;
}
}
return $label;
}
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REZULTATET
Gjatë testimit të klasifikuesve janë trajnuar gjithsejte 102 tekste kurse janë testuar 50.
Disa shembuj të teksteve të grumbulluara janë paraqitur më poshtë:
"Feeling virtuous today "
@faitheee haha, i finished. wait. i mean i finished READING. if i finish my work its a miracle
planned by God. i hope that happens AMEN!"
"@docbaty I get how hard it is to sleep with ideas bouncing around in your head "
"@tea oh! i'm so sorry i didn't think about that before reTweeting."
"Sad, sad, sad. I don't know why but I hate this feeling I wanna sleep and I still can't!"
"really don't feel like getting up today... but got to study to for tomorroës practical exam... "
"@julieebaby awe i love you too!!!! 1 am here i miss you"

Pas përpunimit të teksteve dhe ndarjes së tyre në kategoritë përkatëse, këto ishin fjalët
më të përdorura në dy kategoritë:
Count

Negative

Count

Positive

11

sad

12

great

9

shame

9

home

5

worry

7

wonderful

5

just

4

amazing

5

sleep

4

think

5

work

4

just

4

day

4

day

4

see

4

getting

4

miss

3

morning

4

one

3

all

Tabela 6. Frekuencat e fjalëve në
klasifikimin negativ

Tabela 7. Frekuencat e fjalëve në
klasifikimin pozitiv
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6.1. Saktësia
Tabela përshkruan klasifikimet e dy algoritmeve. Në tabelë me "NB" shkurtimisht është
paraqitur algoritmi Naïve Bayes, kurse me EM është paraqitur Entropia Maksimale.
True Positive paraqesin rastet kur algoritmi i ka klasifikuar saktë tekstet si pozitive.
True Negative paraqesin rastet kur algoritmi i ka klasifikuar saktë tekstet si negative.
False Positive paraqesin rastet kur algoritmi i ka klasifikuar gabimisht tekstet si
pozitive
False Negative paraqesin rastet kur algoritmi i ka klasifikuar gabimisht tekstet si
negative.
Alg.

True Positive

True Negative

False Positive

False Negative

NB

12

25

5

8

EM

18

12

18

2

Tabela 8. Rezultatet e klasifikimit

6.2. Rezultate e saktësisë
Saktësia e klasifikuesve të tekstit matet me parametrat siç janë accuracy, precision,
recall dhe F-metric.
Acurracy paraqet raportin e parashikimeve të sakta të bëra.
Precision paraqet përqindjen e parashikimeve që klasifikuesi i ka kategorizuar pozitive
e që janë pozitive. Sa më i lartë të jetë precision aq më pak false negative gjatë
parashikimit. Sa më i ultë të jetë precision aq më i lartë niveli i false positive.
Recall paraqet ndjeshmërinë e klasifikuesit. Sa më i lartë niveli i tij, aq më pak false
negative, kurse kur niveli është i ultë rritet numri i false negative
F-metric është njësi e vetme e cila bënë ndërlidhjen mes precision dhe recall.
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Naïve Bayes

Entropija Maksimale

Accuracy

0.74

0.60

Precision

0.71

0.50

Recall

0.60

0.90

F-metric

0.65

0.64

Tabela 9. Rezultatet e parametrave të saktësisë

6.3. Koha e trajnimit dhe klasifikimit
Naives Bayes

Entropia Maksimale

Koha e klasifikimit

0.0220ms

193701 ms = 3.22835 min

Koha e trajnimit

0.0099ms

53ms

Tabela 10. Koha e kalkuluar në milisekonda (ms) dhe minuta(min).
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DISKUTIME DHE PËRFUNDIMET
Inteligjenca artificiale dhe të mësuarit e makinës është një disiplinë e gjerë e cila
mundëson shfrytëzueshmëri të lartë në brez të gjerë të fushave. Teknikat e sajë
ekzistuese mundësojnë që të përdoret edhe në fushën e klasifikimit të teksteve sipas
sentimentit të tyre.
Përdorimi i lartë i shërbimeve të internetit ka bërë që njerëzit gjithnjë të shprehin sa më
tepër opinionet e tyre rreth temave që ata i brengosin. Kjo ka bërë që interneti të bëhet
një burim i madh i të dhënave që përmbajnë opinione rreth temave të caktuara.
Sasia e madhe e të dhënave të qasshme në internet dhe gjuha jo formale e përdorur në
shkrimet e ndryshme ka krijuar të dhëna jo të strukturuara, kjo paraqet sfidë në krijimin
e sistemeve që nxjerrin përfundime të dobishme nga ato tekste.
Në këtë punim janë testuar performancat e dy klasifikuesve që përdorin algoritmet
Naïve Bayes dhe ai i Entropisë Maksimale.
Klasifikuesi Naïve Bayes është i thjeshte dhe i lehtë në implementim. Perfomanca e tij
është mjaftë e lartë edhe me të dhëna të vogla të trajnuara. Koha e tijë e trajnimit dhe e
testimit janë tejet të vogla, në nivel të milisekondave. Klasifikuesi i entropisë
maksimale, është më i vështirë për t'u implementuar dhe krijon rendundancë të lartë në
gjenerimin e matricës prej të cilës fillon t'i gjenerojë dhe përditësoj gjasat. I nevojiten
numër më i lartë i të dhënave për t'u trajnuar për të filluar gjenerimin e rezultateve të
duhura si dhe konsumon fuqi procesuese tejet të lartë për shkak të numrit të lartë të
operimeve dhe përdorimit të algoritmit IIS. Koha e trajnimit të tij është shume e gjatë.
Në testimin tonë e kalon kohëzgjatjen prej tre minutave.
Në përgjithësi, klasifikuesi Naïve Bayes në testimin tonë ka performuar më mirë si në
aspektin e kohëzgjatjes së performimit, ashtu edhe në rezultatet e parashikuara.

7.1. Punët e ardhshme
Në punët e ardhshme, do të ishte e vlefshme të bëhej më tepër në paraprocesimin e
teksteve me theks të veçantë në këto pika:
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• Pasi përdoruesit përdorin kryesisht gjuhë jo formale gjatë komunikimit, tekstet
përmbajnë gabime të shumta drejtshkrimore dhe terme të ndryshme që cilësohen
zhargone. Përdorimi i një rregulle strikte për t'i standardizuar ato, do të ndikonte
në rritjen e saktësisë së klasifikuesve

• Fjalët e gjata siç janë "hahahaha" apo të ngjajshmet që shkruhen për të
përforcuar një emocion të caktuar sic janë "amazingggg", të shkurtohen në dy
kategori. Në këtë mënyrë krijohet uniformitet më i lartë i të dhënave si dhe fjalët
të cilat janë më të gjata, iu vihet theks se përmbajnë emocion të përforcuar.

• Përdorimi i ironisë në tekste është i shpeshtë. Nëse gjykohet emocioni që
shprehë fjalia vetëm përmes rregullave sintaksore, mund të merren rezultate jo të
sakta. Detektimi i ironisë në tekste do të ndihmonte në rritjen e saktësisë së
klasifikuesve.
•

Përdorimi i sinonimeve në tekste është i shumtë. Detektimi dhe unifikimi i tyre
në fjalë të vetme do të vlente të testohej për të parë nëse e rritë cilësinë e
parashikimit.
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