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Abstract
We introduce higher-dimensional Dedekind sums with a complex parameter z, generalizing
Zagier’s higher-dimensional Dedekind sums. The sums tend to Zagier’s higher-dimensional
Dedekind sums as z → ∞. We show that the sums turn out to be generating functions of
higher-dimensional Apostol–Zagier sums which are deﬁned to be hybrids of Apostol’s sums
and Zagier’s sums. We prove reciprocity law for the sums. The new reciprocity law includes
reciprocity formulas for both Apostol and Zagier’s sums as its special case. Furthermore, as its
application we obtain relations between special values of Hurwitz zeta function and Bernoulli
numbers, as well as new trigonometric identities.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and statement of results
For coprime integers p and q with p > 0, the classical Dedekind sum (p; q) is
deﬁned by the following formula (refer to [16] for other different and equivalent
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deﬁnitions):
(p; q) :=
p−1∑
k=1
cot
(
k
p
)
cot
(
kq
p
)
, (1.1)
where cot(z) denotes the cotangent function. The sum satisﬁes the reciprocity law
1
p
(p; q) + 1
q
(q;p) = p
2 + q2 − 3pq + 1
3pq
.
The reciprocity law and the following two properties (p; q) = (p; q+p) and (p;−q) =
−(p; q), determine the sum completely. By this we mean that (forgetting Deﬁnition
(1.1)) we can compute the Dedekind sum (p; q) for any coprime integers p and q,
just based on these three properties and the fact that (1; 0) = 0 by applying Euclidean
algorithm.
The classical Dedekind sums were originally introduced by Dedekind in connection
with the transformation formula of the Dedekind eta-function (z) under the modular
group (e.g. [3,16]). Subsequently these sums and their generalizations have been the
focus of interests not only by number theorists but also by topologists. For instance,
topologists have been interested in Dedekind sums inspired by the discovery of Hirze-
bruch [12,14] about a relationship between G-signature theorem and Dedekind sums.
Dedekind sums also have been used in the calculation of Casson invariants for Seifert
homology 3-spheres (e.g. [11,15]), as well as in the deﬁnition of Walker’s invariant of
rational homology 3-spheres [18].
The classical Dedekind sums have been generalized in various different ways. For
instance, Apostol [1,2] introduced the so-called Apostol sum (our notation is different
from the original notation of Apostol by multiplication by a constant):
sN(p; q) := 2
(i)N+1
p−1∑
k=1

(
N + 1, k
p
)
cot
(
kq
p
)
. (1.2)
Here (and hereafter) (z, ) denotes the Hurwitz zeta function, namely (z, ) is deﬁned
for any complex number z with (z)  0 and a constant  with 0 < 1 by (z, ) =∑∞
k=0(k + )(−z), and then is continued analytically to the entire complex plane C.
This sums appears in transformation formula for certain Lambert series [1].
Another generalization was given by Zagier [19]. He considered a higher-dimensional
generalization:
d(p; a1, . . . , an) := (−i)n
p−1∑
k=1
cot
(
ka1
p
)
· · · cot
(
kan
p
)
,
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where p is a positive integer and a1, . . . , an are integers prime to p. His sums were
introduced to understand signatures or similar invariants appearing in the index theorems
of Hirzebruch, Atiyah–Singer for manifolds.
In this paper, we introduce the following sums, which we call higher-dimensional
Dedekind sums with a complex parameter:
Deﬁnition 1.1. For a positive integer n and z ∈ C, we deﬁne
d(p; a1, . . . , an; z) :=
p−1∑
k=1
coth
(
z + ki
p
)
coth
(
ka1i
p
)
· · · coth
(
kani
p
)
, (1.3)
where p is a positive integer, a1, . . . , an are integers prime to p, and coth(z) denotes
the hyperbolic cotangent function.
Motivations for studying these higher-dimensional Dedekind sums come from several
directions.
The ﬁrst is that Zagier’s sum is a limit of our sums as z tends to ∞. In fact, we
can easily show
Theorem 1.1. For a positive integer n,
lim
z→∞ d(p; a1, . . . , an; z) = d(p; a1, . . . , an). (1.4)
The second is that that our higher-dimensional Dedekind sum d(p; a1, . . . , an; z)
is a generating function of the following sums, which may be regarded as higher-
dimensional Apostol sums or a hybrid of Apostol and Zagier sums. We call the sums
deﬁned below in Deﬁnition 1.2 as the higher-dimensional Apostol–Zagier sums:
Deﬁnition 1.2. Let n, N and p be positive integers. Let a1, . . . , an be integers prime
to p. Then we deﬁne
dN(p; a1, . . . , an) := (−1)
n+12
(i)N+1
p−1∑
k=1

(
N + 1, k
p
)
coth
(
ka1i
p
)
· · · coth
(
kani
p
)
,
d0(p; a1, . . . , an) :=
p−1∑
k=1
coth
(
ki
p
)
coth
(
ka1i
p
)
· · · coth
(
kani
p
)
. (1.5)
It is plain that we have dN(p; q) = sN(p; q) and d0(p; q) = (p; q).
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Now we form the power series in z with its Nth coefﬁcient given by the sum
dN(p; a1, . . . , an) (d0(p; a1, . . . , an) for N = 0). Then we obtain
Theorem 1.2. The sum d(p; a1, . . . , an; z) is a generating function of dN(p; a1, . . . ,
an) in the variable z with n and N of opposite parity.
More precisely we have
d(p; a1, . . . , an; z) =
∞∑
N=1
N odd
dN(p; a1, . . . , an)zN (n is even),
d(p; a1, . . . , an; z) =
∞∑
N=0
N even
dN(p; a1, . . . , an)zN (n is odd).
(1.6)
The third is that we can obtain a reciprocity law for our higher-dimensional Dedekind
sum. Reciprocity laws play a fundamental role in generalized Dedekind sums. Both
Apostol [1,2] and Zagier [19] focus on establishing reciprocity laws for their sums.
One of our main results is that we can establish the reciprocity law not only
for the generating function d(p; a1, . . . , an; z), but also for the individual coefﬁcient
dN(p; a1, . . . , an; z). Consequently our reciprocity formulas yield reciprocity laws for
both Apostol and Zagier’s sums as the special cases.
To state our reciprocity formula more precisely, we need to introduce the following
notation. Let n,k(a0, . . . , an) be the polynomial which is the coefﬁcient of tk in the
power series expansion of
n∏
j=0
aj t
tanh aj t
=
n∏
j=0
( ∞∑
m=0
22mB2m
(2m)! a
2m
j t
2m
)
=
n∏
j=0
(
1 + 1
3
a2j t
2 − 1
45
a4j t
4 + 2
945
a6j t
6 − · · ·
)
. (1.7)
Here B2m denotes the 2mth Bernoulli number. (Our notation is slightly different from
that of Zagier [19], that is, our polynomial n,n(· · ·) coincides with Zagier’s polyno-
mial n(· · ·) in [19, p. 159].) In other words, for non-negative integers n and k, the
polynomial n,k(a0, . . . , an) is expressed as
n,k(a0, . . . , an) =
⎧⎨⎩
∑
i0+···+in=k/2
0 i0,...,in  k/2
2kB2i0 ···B2in
(2i0)!···(2in)!a
2i0
0 · · · a2inn , (k even),
0, (k odd).
(1.8)
Note that n,0(a0, . . . , an) = 1 for any non-negative integer n. If there is no danger
of ambiguity, we simply write n,k for n,k(1, . . . , 1). Now we are ready to state our
main result.
S. Fukuhara, N. Yui / Journal of Number Theory 117 (2006) 87–105 91
Theorem 1.3. Let n be a non-negative integer, and let a0, . . . , an be pairwise coprime
positive integers and z ∈ C.
(1) If n is even, then we have
n∑
j=0
1
aj
d(aj ; a0, . . . , âj , . . . , an; z)
= coth(a0z) · · · coth(anz)
− 1
a0 · · · an
(
n,0(a0, . . . , an), n,2(a0, . . . , an), . . . , n,n(a0, . . . , an)
)
×
⎛⎜⎜⎜⎝
n,0 n,2 . . . n,n
0 n−2,0 . . . n−2,n−2
...
. . .
. . .
...
0 . . . 0 0,0
⎞⎟⎟⎟⎠
−1⎛⎜⎜⎜⎝
cothn+1(z)
cothn−1(z)
...
coth(z)
⎞⎟⎟⎟⎠ . (1.9)
(2) If n is odd, then we have
n∑
j=0
1
aj
d(aj ; a0, . . . , âj , . . . , an; z)
= − coth(a0z) · · · coth(anz) + 1
+ 1
a0 · · · an
(
n,0(a0, . . . , an), n,2(a0, . . . , an), . . . , n,n−1(a0, . . . , an)
)
×
⎛⎜⎜⎜⎝
n,0 n,2 . . . n,n−1
0 n−2,0 . . . n−2,n−3
...
. . .
. . .
...
0 . . . 0 1,0
⎞⎟⎟⎟⎠
−1⎛⎜⎜⎜⎝
cothn+1(z) − 1
cothn−1(z) − 1
...
coth2(z) − 1
⎞⎟⎟⎟⎠ . (1.10)
Further the inverse of the matrices appearing in Eqs. (1.9) and (1.10) can be deter-
mined explicitly, and we obtain more explicit formulas for (1.9) and (1.10) below.
Theorem 1.4. Let m be a non-negative integer, and let a0, . . . , am be pairwise coprime
positive integers and z ∈ C. Then
(1) If n is even, then we have
n∑
j=0
1
aj
d(aj ; a0, . . . , âj , . . . , an; z)
= coth(a0z) · · · coth(anz)
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− 1
a0 · · · an
(n+2)/2∑
=1
∑
=1
⎧⎨⎩ ∑
=k1<k2<···<k−1<k=
(−1)
−1∏
=1
n−2(k−1),2(k+1−1)
⎫⎬⎭
×n,2(−1)(a0, . . . , an) cothn+3−2(z). (1.11)
(2) If n is odd, then we have
n∑
j=0
1
aj
d(aj ; a0, . . . , âj , . . . , an; z)
= − coth(a0z) · · · coth(anz) + 1
+ 1
a0 · · · an
(n+1)/2∑
=1
∑
=1
⎧⎨⎩ ∑
=k1<k2<···<k−1<k=
(−1)
−1∏
=1
n−2(k−1),2(k+1−1)
⎫⎬⎭
×n,2(−1)(a0, . . . , an)
{
cothn+3−2(z) − 1
}
. (1.12)
As we see in (1.12) above, the sum d(p; a1, . . . , an; z) is not identically zero even
when n is odd. This property is new to the higher-dimensional Dedekind sums with
a complex parameter. In fact, for n odd, Zagier’s Dedekind sum d(p; a1, . . . , an) is
always zero, which is a consequence of the identity: cot(−z) = − cot(z). Furthermore,
taking limits of both sides of (1.11) as z tends to ∞, we rediscover the reciprocity law
for Zagier’s Dedekind sum. (Indeed, our formula may be regarded as a disguised form
of Zagier’s reciprocity law [19, p. 158, Theorem]).
Comparing both sides of (1.11) and (1.12), respectively, we arrive at the reciprocity
law for higher-dimensional Apostol–Zagier sums, dN(p; a1, . . . , an).
Corollary 1.5. Let n and N be positive integers with opposite parity, and let a0, . . . , an
be pairwise coprime positive integers. Then
(1) If n is even (N odd), then we have
n∑
j=0
1
aj
dN(aj ; a0, . . . , âj , . . . , an)
= 1
a0 · · · an n,N+n+1(a0, . . . , an)
− 1
a0 · · · an
(n+2)/2∑
=1
∑
=1
⎧⎨⎩ ∑
=k1<k2<···<k−1<k=
(−1)
−1∏
=1
n−2(k−1),2(k+1−1)
⎫⎬⎭
×n−2(−1), N+n+1−2(−1)n,2(−1)(a0, . . . , an). (1.13)
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(2) If n is odd (N even), then we have
n∑
j=0
1
aj
dN(aj ; a0, . . . , âj , . . . , an)
= − 1
a0 · · · an n,N+n+1(a0, . . . , an)
+ 1
a0 · · · an
(n+1)/2∑
=1
∑
=1
⎧⎨⎩ ∑
=k1<k2<···<k−1<k=
(−1)
−1∏
=1
n−2(k−1),2(k+1−1)
⎫⎬⎭
×n−2(−1), N+n+1−2(−1)n,2(−1)(a0, . . . , an). (1.14)
When n = 1, the formula above is nothing but Apostol’s reciprocity law [1,2].
Moreover the above identities give rise to new relations between special values of
the Hurwitz zeta function and Bernoulli numbers. Indeed, these relations are derived
by noting that the left-hand sides of (1.13) and (1.14) are expressed in terms of the
Hurwitz zeta function and the hyperbolic cotangent function, while the right-hand sides
have expressions involving Bernoulli numbers.
The fourth motivation is related to the third one. The reciprocity law gives rise to
new trigonometric identities. The examples are shown in Section 2 below.
Remark 1.1. For other, but similar types of sums and their reciprocity laws, the reader
should refer to Berndt [4], Carlitz [5], Chapman [6], Fukuhara [8], Hall–Wilson–Zagier
[13] and Solomon [17].
2. New trigonometric identities
Here we demonstrate explicit description of the formulas in Theorem 1.4 for n small,
e.g., 0n3. These give rise to new trigonometric identities for n2.
Proposition 2.1. (1) For n = 0, identity (1.9) gives the well-known formula,
1
a0
a0−1∑
k=1
coth
(
z + ki
a0
)
= coth (a0z) − 1
a0
coth(z).
(2) For n = 1, we have
1
a0
a0−1∑
k=1
coth
(
z + ki
a0
)
coth
(
ka1i
a0
)
+ 1
a1
a1−1∑
k=1
coth
(
z + ki
a1
)
coth
(
ka0i
a1
)
= − coth(a0z) coth(a1z) + 1 + 1
a0a1
{
coth2(z) − 1
}
.
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The formula equivalent to this one was already obtained in [7, Theorem 2.4] and
[10, Theorem 1.3].
(3) For n = 2, we have
2∑
j=0
1
aj
aj−1∑
k=1
coth
(
z + ki
aj
) 2∏
l=0
l =j
coth
(
kali
aj
)
= coth(a0z) coth(a1z) coth(a2z)
− 1
a0a1a2
{
coth3(z) + 1
3
(a20 + a21 + a22 − 3) coth(z)
}
.
(4) For n = 3, we have
3∑
j=0
1
aj
aj−1∑
k=1
coth
(
z + ki
aj
) 3∏
l=0
l =j
coth
(
kali
aj
)
= − coth(a0z) coth(a1z) coth(a2z) coth(a3z) + 1
+ 1
a0a1a2a3
[
coth4(z) − 1 + 1
3
(a20 + a21 + a22 + a23 − 4)
{
coth2(z) − 1
}]
.
We believe the formulas for n = 2 and 3 are new trigonometric identities.
3. Proof of Theorems 1.3 and 1.4
First we prove Theorem 1.3. For this we need a couple of lemmas.
Lemma 3.1. Let n be a non-negative integer, and let a0, . . . , an be pairwise coprime
positive integers. Then for x ∈ C such that |x| is sufﬁciently small,
coth(a0x) · · · coth(anx)
= 1
a0 · · · an
{
n,0(a0, . . . , an)
xn+1
+ n,1(a0, . . . , an)
xn
+ · · · + n,n(a0, . . . , an)
x1
}
+f (n; a0, . . . , an; x), (3.1)
where f (n; a0, . . . , an; x) is a certain analytic function in x. Furthermore, if n is even,
we have f (n; a0, . . . , an; 0) = 0.
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Proof. From the deﬁnition of n,k(a0, . . . , an), we get
coth(a0x) · · · coth(anx) = 1tanh(a0x) · · · tanh(anx)
= 1
a0 · · · anxn+1
{ ∞∑
k=0
n,k(a0, . . . , an)x
k
}
= 1
a0 · · · an
{
n,0(a0, . . . , an)
xn+1
+ n,1(a0, . . . , an)
xn
+ · · · + n,n(a0, . . . , an)
x1
}
+ 1
a0 · · · an
{ ∞∑
k=0
n,n+1+k(a0, . . . , an)xk
}
.
Now putting
f (n; a0, . . . , an; x) =
{ ∞∑
k=0
n,n+1+k(a0, . . . , an)xk
}/
(a0 · · · an),
we obtain (3.1) (note that f (n; a0, . . . , an; 0) = n,n+1(a0, . . . , an) = 0 if n is
even). 
In Lemma 3.1, simply substituting a0 = · · · = an = 1, we obtain the following
result.
Lemma 3.2. Let k be a positive integer 1kn + 1. For x ∈ C such that |x| is
sufﬁciently small,
cothk(x) = k−1,0
xk
+ k−1,1
xk−1
+ · · · + k−1,k−1
x1
+ f (k − 1; 1, . . . , 1; x), (3.2)
where f (k − 1; 1, . . . , 1; x) is an analytic function in x as in Lemma 3.1. Furthermore
if k is odd then f (k − 1; 1, . . . , 1; 0) = 0.
Combining Lemmas 3.1 and 3.2 we can express coth(a0x) · · · coth(anx) in terms of
cothk(x) (k = 1, . . . , n + 1) and an analytic function.
Lemma 3.3. Let n be a non-negative integer, and let a0, . . . , an be pairwise coprime
positive integers. Let x ∈ C with |x| sufﬁciently small.
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(1) Suppose that n is even. Then
coth(a0x) · · · coth(anx)
= 1
a0 · · · an
(
n,0(a0, . . . , an), n,2(a0, . . . , an), . . . , n,n(a0, . . . , an)
)
×
⎛⎜⎜⎜⎝
n,0 n,2 . . . n,n
0 n−2,0 . . . n−2,n−2
...
. . .
. . .
...
0 . . . 0 0,0
⎞⎟⎟⎟⎠
−1⎛⎜⎜⎜⎝
cothn+1(x)
cothn−1(x)
...
coth(x)
⎞⎟⎟⎟⎠+ g(n; a0, . . . , an; x),
(3.3)
where g(n; a0, . . . , an; x) is a certain analytic function in x. Furthermore, g(n; a0,
. . . , an; 0) = 0.
(2) Suppose that n is odd. Then
coth(a0x) · · · coth(anx)
= 1
a0 · · · an
(
n,0(a0, . . . , an), n,2(a0, . . . , an), . . . , n,n−1(a0, . . . , an)
)
×
⎛⎜⎜⎜⎝
n,0 n,2 . . . n,n−1
0 n−2,0 . . . n−2,n−3
...
. . .
. . .
...
0 . . . 0 1,0
⎞⎟⎟⎟⎠
−1⎛⎜⎜⎜⎝
cothn+1(x)
cothn−1(x)
...
coth2(x)
⎞⎟⎟⎟⎠+ g(n; a0, . . . , an; x),
(3.4)
where g(n; a0, . . . , an; x) is a certain analytic function in x.
Proof. Assume that n is even. From Lemma 3.2 we have⎛⎜⎜⎜⎝
cothn+1(x)
cothn−1(x)
...
coth(x)
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
n,0 n,2 . . . n,n
0 n−2,0 . . . n−2,n−2
...
. . .
. . .
...
0 . . . 0 0,0
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
1/xn+1
1/xn−1
...
1/x
⎞⎟⎟⎟⎠
+
⎛⎜⎜⎜⎝
f (n; 1, . . . , 1; x)
f (n − 2; 1, . . . , 1; x)
...
f (0; 1, . . . , 1; x)
⎞⎟⎟⎟⎠ . (3.5)
Note that the matrix is invertible as the diagonal entries are all equal to 1.
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Furthermore, we have (noting that n,k(a0, . . . , an) = 0 for k odd)
coth(a0x) · · · coth(anx)
= 1
a0 · · · an
(
n,0(a0, . . . , an), n,2(a0, . . . , an), . . . , n,n(a0, . . . , an)
)
×
⎛⎜⎜⎜⎝
1/xn+1
1/xn−1
...
1/x
⎞⎟⎟⎟⎠+ f (n; a0, . . . , an; x) (by Lemma 3.1)
= 1
a0 · · · an
(
n,0(a0, . . . , an), n,2(a0, . . . , an), . . . , n,n(a0, . . . , an)
)
×
⎛⎜⎜⎜⎝
n,0 n,2 . . . n,n
0 n−2,0 . . . n−2,n−2
...
. . .
. . .
...
0 . . . 0 0,0
⎞⎟⎟⎟⎠
−1⎛⎜⎜⎜⎝
cothn+1(x)
cothn−1(x)
...
coth(x)
⎞⎟⎟⎟⎠
+ −1
a0 · · · an
(
n,0(a0, . . . , an), n,2(a0, . . . , an), . . . , n,n(a0, . . . , an)
)
×
⎛⎜⎜⎜⎝
n,0 n,2 . . . n,n
0 n−2,0 . . . n−2,n−2
...
. . .
. . .
...
0 . . . 0 0,0
⎞⎟⎟⎟⎠
−1⎛⎜⎜⎜⎝
f (n; 1, . . . , 1; x)
f (n − 2; 1, . . . , 1; x)
...
f (0; 1, . . . , 1; x)
⎞⎟⎟⎟⎠
+f (n; a0, . . . , an; x) (from (3.5)).
This gives identity (3.3) by deﬁning the function g(n; a0, . . . , an; x) as the sum of
the last two terms. The condition g(n; a0, . . . , an; 0) = 0 follows from the fact that
f (k; a0, . . . , ak; 0) = 0 for k even.
If n is odd, one can prove the assertion in a similar way (noting that n,k(a0, . . . , an)
= 0 for k odd). Details are left to the reader. 
Now we are ready to give a proof of Theorem 1.3.
Proof of Theorem 1.3. We let h1(z) and h2(z) denote the left- and right-hand sides
of (1.9) (or (1.10)), respectively. That is,
h1(z) =
n∑
j=0
1
aj
d(aj ; a0, . . . , aˆj , . . . , an; z)
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and
h2(z) = coth(a0z) · · · coth(anz)
− 1
a0 · · · an
(
n,0(a0, . . . , an), n,2(a0, . . . , an), . . . , n,n(a0, . . . , an)
)
×
⎛⎜⎜⎜⎝
n,0 n,2 . . . n,n
0 n−2,0 . . . n−2,n−2
...
. . .
. . .
...
0 . . . 0 0,0
⎞⎟⎟⎟⎠
−1⎛⎜⎜⎜⎝
cothn+1(z)
cothn−1(z)
...
coth(z)
⎞⎟⎟⎟⎠ .
First we claim that h1(z) − h2(z) is a constant.
Note that both h1(z) and h2(z) are meromorphic functions, and both have simple
poles at the points z = −ki/aj + li (j = 0, 1, . . . , n; k = 1, 2, . . . , aj − 1; l ∈ Z).
Furthermore, the residues at these points are equal, that is,
Resz=−ki/aj+li (h1) =
(−1)n
aj
n∏
m=0
m=j
coth
(
kami
aj
)
= Resz=−ki/aj+li (h2).
Next we investigate other poles. Though h2(z) apparently has poles at the points
z = li (l ∈ Z), these poles cancel out in h2(z). This is because these poles cancel
out in h2(z) at z = 0 due to Lemma 3.3, and then cancel out at z = li for any
l ∈ Z by the periodicity of h2(z) with period i. Hence we may assume without loss
of generality that h2(z) has no pole at z = li. Clearly h1(z) has no pole at z = li.
Thus we know the principal parts of h1(z) and h2(z) coincide at all of their poles so
that h1(z) − h2(z) is an entire function.
It is obvious that h1(z) and h2(z) are bounded on the set R1 := {z ∈ C | |(z)|1},
because coth(z) is bounded on R1. Hence h1(z) − h2(z) is also bounded on R1. Now,
since h1(z)−h2(z) is bounded on the compact set U := {z ∈ C | |(z)|1, |(z)|},
and h1(z) − h2(z) is periodic with period i, we see that h1(z) − h2(z) is bounded on
the set R2 := {z ∈ C | |(z)|1}. Noting that C = R1 ∪R2, we see that h1(z)−h2(z)
is bounded on the complex plane C. Thus we can conclude that h1(z) − h2(z) is
a bounded entire function on C, and then it must be a constant by the well-known
Liouville Theorem.
We investigate the constant h1(z) − h2(z) more in detail to obtain (1.9) and (1.10).
First assume that n is even. Then limz→0 h1(z) = h1(0) = 0. This is because
p−1∑
k=1
coth
(
ki
p
)
coth
(
ka1i
p
)
· · · coth
(
kani
p
)
=
p−1∑
k=1
coth
(−ki
p
)
coth
(−ka1i
p
)
· · · coth
(−kani
p
)
= −
p−1∑
k=1
coth
(
ki
p
)
coth
(
ka1i
p
)
· · · coth
(
kani
p
)
= 0.
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On the other hand, by Lemma 3.3, we see
lim
z→0 h2(z) = g(n; a0, . . . , an; 0) = 0.
These imply that h1(z) = h2(z) and complete the proof of (1) of Theorem 1.3.
Next assume that n is odd. Then limz→∞ h1(z) = 0 because coth(z) tends to 1
as (z) → ∞ and ∑p−1k=1 coth(ka1i/p) · · · coth(kani/p) = 0. Furthermore, we have
limz→∞ h2(z) = 0, since limz→∞ coth(z) = 1 on the right-hand side of (1.10). This
implies identity (1.10) completing the proof of (2) of Theorem 1.3. 
Next we prove Theorem 1.4. We also need a lemma to prove Theorem 1.4. Let
M = (mij ) denote the matrix used in (1.9) and (1.10) (the size of M is (n + 2)/2 or
(n + 1)/2 depending on n is even or odd). That is, for n even,
M :=
⎛⎜⎜⎜⎝
n,0 n,2 . . . n,n
0 n−2,0 . . . n−2,n−2
...
. . .
. . .
...
0 . . . 0 0,0
⎞⎟⎟⎟⎠
and, for n odd,
M :=
⎛⎜⎜⎜⎝
n,0 n,2 . . . n,n−1
0 n−2,0 . . . n−2,n−3
...
. . .
. . .
...
0 . . . 0 1,0
⎞⎟⎟⎟⎠ .
Note that every diagonal entry mii is 1 since m,0 = 1 for any non-negative integer m.
Let M−1 = (m˜ij ) be the inverse of M. Under this notation we have
Lemma 3.4. (1) The (i, j)-entry of M is given as follows:
mij =
⎧⎪⎨⎪⎩
n−2(i−1), 2(j−1) (i < j),
1 (i = j),
0 (i > j).
(2) The (i, j)-entry of M−1 is given as follows:
m˜ij =
⎧⎪⎨⎪⎩
∑
i=k1<k2<···<k−1<k=j (−1)
∏−1
=1 mkk+1 (i < j),
1 (i = j),
0 (i > j).
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The proof of this lemma is straightforward and is left to the reader. (Indeed, a referee
remarked that the second part is really general Möbius inversion applied to a chain
poset.)
Combining (1) and (2) of Lemma 3.4, we have
Lemma 3.5.
m˜ij =
⎧⎨⎩
∑
i=k1<k2<···<k−1<k=j (−1)
∏−1
=1 n−2(k−1), 2(k+1−1) (i < j),
1 (i = j),
0 (i > j).
Now we are ready to give a proof of Theorem 1.4.
Proof of Theorem 1.4. We recalculate the right-hand side of (1.9) using Lemma 3.5.
We have(
n,0(a0, . . . , an), n,2(a0, . . . , an), . . . , n,n(a0, . . . , an)
)
×
⎛⎜⎜⎜⎝
n,0 n,2 . . . n,n
0 n−2,0 . . . n−2,n−2
...
. . .
. . .
...
0 . . . 0 0,0
⎞⎟⎟⎟⎠
−1⎛⎜⎜⎜⎝
cothn+1(z)
cothn−1(z)
...
coth(z)
⎞⎟⎟⎟⎠
= (n,0(a0, . . . , an), n,2(a0, . . . , an), . . . , n,n(a0, . . . , an))M−1
⎛⎜⎜⎜⎝
cothn+1(z)
cothn−1(z)
...
coth(z)
⎞⎟⎟⎟⎠
=
(n+2)/2∑
=1
⎛⎝ ∑
=1
n,2(−1)(a0, . . . , an)m˜
⎞⎠ cothn+3−2(z)
=
(n+2)/2∑
=1
∑
=1
⎛⎝ ∑
=k1<k2<···<k−1<k=
(−1)
−1∏
=1
n−2(k−1), 2(k+1−1)
⎞⎠
×n,2(−1)(a0, . . . , an) cothn+3−2(z).
This implies identity (1.11) completing the proof of (1) of Theorem 1.4. The proof of
(2) of Theorem 1.4 is similar and is left to the reader. 
Finally we give a proof of Corollary 1.5.
Proof of Corollary 1.5. We expand both sides of (1.11) at z = 0. Then compare
the coefﬁcients of zN in both sides. The left-hand side gives the left-hand sides of
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(1.13) by Theorem 1.2, while the right-hand side gives the right-hand sides of (1.13)
since the coefﬁcients of zN in the expansion of cothk(z) is exactly given by k,N+1+k .
Hence we obtain (1.13). Similarly we obtain (1.14) from (1.12). This completes the
proof. 
4. Proof of Theorems 1.1 and 1.2
We ﬁrst prove Theorem 1.1.
Proof of Theorem 1.1. This theorem easily follows from the formula coth(iz) =
−i cot(z) and the fact that coth(z) tends to 1 as (z) → ∞. 
Next we prove Theorem 1.2. We need the following lemma to prove Theorem 1.2.
Lemma 4.1. Let  be a real number such that 0 <  < 1. Then, for y ∈ C with |y|
sufﬁciently small,
i coth((y + )i) = i coth(i) +
∞∑
N=1
{
(−1)N(N + 1, ) − (N + 1, 1 − )
}
yN .
(4.1)
Proof. Applying the well-known formula coth(x) = limm→∞ ∑mn=−m 1/(x + ni) for|x| < , we have
i coth((y + )i)
= lim
m→∞
m∑
n=−m
1
y + n +  = limm→∞
m∑
n=−m
1
n + 
∞∑
N=0
( −y
n + 
)N
=
∞∑
N=0
{
lim
m→∞
m∑
n=−m
1
(n + )N+1
}
(−y)N
= i coth(i) +
∞∑
N=1
{ ∞∑
n=0
1
(n + )N+1 + (−1)
N+1
∞∑
n=0
1
(n + 1 − )N+1
}
(−y)N
= i coth(i) +
∞∑
N=1
{
(−1)N(N + 1, ) − (N + 1, 1 − )
}
yN . 
Now we give a proof of Theorem 1.2.
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Proof of Theorem 1.2. We expand the right-hand side of (1.3) at z = 0. First note
that
p−1∑
k=1

(
N + 1, k
p
) n∏
m=1
coth
(
kami
p
)
=
p−1∑
k=1

(
N + 1, p − k
p
) n∏
m=1
coth
(
(p − k)ami
p
)
= (−1)n
p∑
k=1

(
N + 1, 1 − k
p
) n∏
m=1
coth
(
kami
p
)
. (4.2)
Then the coefﬁcient of zN (N > 0) in the Taylor expansion of the right-hand side of
(1.3) is equal to
1
(i)N+1
p−1∑
k=1
{
(−1)N
(
N + 1, k
p
)
− 
(
N + 1, 1 − k
p
)} n∏
m=1
coth
(
kami
p
)
= 1
(i)N+1
p−1∑
k=1
{
(−1)N
(
N + 1, k
p
)
− (−1)n
(
N + 1, k
p
)} n∏
m=1
coth
(
kami
p
)
= 1
(i)N+1
p−1∑
k=1
{
(−1)N − (−1)n
}

(
N + 1, k
p
) n∏
m=1
coth
(
kami
p
)
. (4.3)
where we applied Lemma 4.1 and identity (4.2).
The last term in (4.3) is equal to dN(p; a1, . . . , an) when N and n are of oppo-
site parity, and is equal to 0 otherwise. This implies identities (1.6) completing the
proof. 
5. Concluding remarks and open problems
We can easily show that the higher-dimensional Apostol–Zagier sum dN(p; a1,
. . . , an) satisﬁes
(1) dN(p; a1, . . . , ai + p, . . . , an) = dN(p; a1, . . . , ai, . . . , an),
(2) dN(p; a1, . . . ,−ai, . . . , an) = −dN(p; a1, . . . , ai, . . . , an).
Suppose that N and n are of opposite parity. Then, besides these identities above, we
have already shown:
(3) the reciprocity law (1.13) or (1.14) for dN(p; a1, . . . , an).
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These three properties are of fundamental nature for the sum. Furthermore, as for
the classical Dedekind sums, these three properties ought to characterize the higher-
dimensional Apostol–Zagier sums dN(p; a1, . . . , an) for pairwise coprime integers p,
a1, . . . , an. We state this as a conjecture.
Conjecture 5.1. The higher-dimensional Apostol–Zagier sums dN(p; a1, · · · , an) for
pairwise coprime integers p, a1, · · · , an are characterized by properties (1)–(3). Fur-
thermore, they can be expressed in terms of the reciprocity function:
f (a0, · · · , an) =
n∑
j=0
1
aj
dN(aj ; a0, · · · , aˆj , · · · , an)
with the initial condition dN(1; 0, · · · 0) = 0.
We will give one example in support of the conjecture.
Example 5.2. We will show how dN(5; 3, 2) can be expressed in terms of f:
1
5
dN(5; 3, 2) = −13 dN(3; 5, 2) −
1
2
dN(2; 5, 3) + f (5, 3, 2) by (3)
= 1
3
dN(3; 1, 2) − 12 dN(2; 1, 1) + f (5, 3, 2) by (1) and (2)
=
[
−dN(1; 3, 2) − 12 dN(2; 3, 1) + f (3, 1, 2)
]
−[−dN(1; 2, 1) − dN(1; 2, 1) + f (2, 1, 1)] + f (5, 3, 2) by (3)
=
[
−dN(1; 0, 0) − 12dN(2; 1, 1) + f (3, 1, 2)
]
−[−dN(1; 0, 0) − dN(1; 0, 0) + f (2, 1, 1)] + f (5, 3, 2) by (1)
= −1
2
dN(2; 1, 1) + f (3, 1, 2) − f (2, 1, 1) + f (5, 3, 2) by (2)
= [dN(1; 2, 1) + dN(1; 2, 1) − f (2, 1, 1)]
+f (3, 1, 2) − f (2, 1, 1) + f (5, 3, 2) by (3)
= [dN(1; 0, 0) + dN(1; 0, 0) − f (2, 1, 1)]
+f (3, 1, 2) − f (2, 1, 1) + f (5, 3, 2) by (1)
= −f (2, 1, 1) + f (3, 1, 2) − f (2, 1, 1) + f (5, 3, 2).
However, we are not able to prove the conjecture in full generality with the same
method as for the example. For instance, look at the general case when n = 2. We
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have
1
p
dN(p; a1, a2) =
(
− 1
a1
)
dN(a1;p, a2) +
(
− 1
a1
)
dN(a2;p, a1) + f (p, a1, a2).
We write dN(a1;p, a2) = dN(a1;p′, a′2) where p′ and a′2 are the least positive residues
of p and a2 modulo a1. For our argument to work, it is essential that a1, p′ and a′2 are
pairwise coprime. Though a1 and p′ are coprime, and a1 and a′2 are coprime, there is
no reason in general why p′ and a′2 should be coprime. We are grateful to the referee
for pointing out that our proof for Example 5.2 cannot be extended to this general
case.
Remark 5.1. Properties (1) and (2) are just natural generalization of the axioms of
Dedekind symbols [8]. Indeed if n = 1, these properties coincide with conditions on
an odd Dedekind symbol. Hence it might be justiﬁed to call the sum dN(p, a1, · · · , an)
a higher-dimensional (or multiple) Dedekind symbol. The theory of higher-dimensional
Dedekind symbols has not yet been fully developed. Nevertheless, we believe strongly
that the space of higher-dimensional Dedekind symbols naturally corresponds to the
space of certain Siegel modular forms, we have not yet been able to formulate an
exact conjectural correspondence.
In the case of classical Dedekind symbols, there is an inspiring result [9] that Eisen-
stein series correspond to the Apostol sums (1.2). Therefore, it would be an interest-
ing problem to investigate what modular form corresponds to our higher-dimensional
Apostol–Zagier sum (1.5).
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