We prove that any rational subset K of A ! is the set of cluster points of A ! equipped with some ultrametric distance having some speci c properties.
Introduction
In 1] the authors show that every The paper is organized as follows. In Section 2 we recall some de nitions and we precisely state the theorem we are to prove. In Section 3, we prove the theorem. For pedagogival reasons we prove it rst in the case of closed rational languages, then in the case of deterministic languages, and nally in the general case.
De nitions Words
Let us consider a nite alphabet A having at least two letters. Let A and A ! be, respectively, the sets of nite and the set of in nite words on A. Let , and for n ? 1 < juj, u(n) is the nth letter of u, so that u =
u n] is the pre x of u of length n : u n] = ( u(1)u(2) u(n) if n > 1 "; the empty word if n = 0:
The set of all words of A of length greater than n will be denoted by A >n .
We denote by LF(K) the set fu n] j u 2 K; n 
The theorem
The theorem we are to prove can be stated as follows. 
Let us remark that the condition (v) is su cient to prove that C d is rational: By Proposition 3, C d = T n 0 C n . By applying B uchi's theorem establishing equivalence between rational languages and models of formulas of the monadic second order theory of I N, one can show that there exists a formula P(x) such that C n is the set of models of P(n), thus, C d is the set of models of 8xP(x) and is rational.
The proof of this theorem will be given for three di erent cases (closed languages, deterministic languages, the general case) because the construction of d in the rst two cases is simpler and presents its own interest. The three proofs follow the same pattern.
After giving the de nition of d we give an explicit de nition of the sets B d (u; n). On this de nition one can check properties (ii), (iii), and (iv). The distance d is shown to be ultrametric by using the characterization of Proposition 1. Then we show (v) and we apply Proposition 3 to show (i). K is deterministic A langage K is deterministic i it is equal toẼ(L) for some rational language of A . Let us note that, when K is closed, K =Ẽ(LF(K) 
Property (ii) is still obvious. To show (iii) and (iv), we put B d (u; n) in another form.
If I n (u) 6 = ;, let z be the shortest word in LF(u)\( S hq;q 0 ;F i2In(u) (L q \A >n )L F q;q 0), which is not empty, and let x be the shortest pre x of z such that x 2 S hq;q 0 ;F i2In(u) L q \A >n .
Thus there exists hq 1 ; q 2 ; F 0 i 2 I n (u) such that z = xy and u = xyu 00 with jxj > n, x 2 L q 1 , y 2 L F 0 q 1 ;q 2 , u 00 2 L F 0 q 2 . It follows q 1 (y) = F 0 ; q 2 (u 00 ) F 0 :
We claim that B d (u; n) = zL It remains to prove that D n = C n , which is equivalent to U n = V n , i.e., I n (u) 6 = ; , B d (n; u) 6 = fug. By construction, B d (n; u) 6 = fug ) I n (u) 6 = ;. But the converse is not true: a ball B d (u; n) = zL F q may be a singleton if the closed rational language L F q contains only one word (which is ultimately periodic). To avoid this problem we slightly modify the previous construction so that L F q is never a singleton.
We add to A a new letter, say e, and we add to each state of the automaton recognizing K a new transition labeled by e looping on this state. We get a new 
