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ABSTRACT 
Rothblum and, independently, Richman and Schneider have used a combination 
of graph-theoretic and algebraic approaches based on the Frobenius normal form of a 
matrix to show that if A is an n X n nonnegative matrix, then the generalized 
eigenspace of A corresponding to its Perron root p(A) has a nonnegative basis. 
Moreover, they showed that among the Jordan chains corresponding to p(A), A has a 
chain of maximal length consisting entirely of nonnegative generalized eigenvectors. 
In this paper we develop an algebraic-analytic approach to the proofs of these results 
which is based on the asymptotic behavior of the resolvent operator. The approach 
allows us to suggest an algorithm for computing a nonnegative basis. 
*The research of this author was supported in part by NSF Research Grant DMS 870084 
and AFOSR Research Grant 88-0047. 
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1. INTRODUCTION 
For an n X n nonnegative matrix A, the existence of an eigenvalue p(A), 
called the Perron root of A, equal to the spectral radius of A, and the 
existence of a corresponding nonnegative eigenvector are the most widely 
known elements of Pen-on-Frobenius theory. 
In a sequence of papers-Schneider (19561, Carlson (19631, Cooper 
(1973), Rothblum (1975), Richman and Schneider (19781, Victory (19851, 
Schneider (1986), Bru and Neumann (19881, and Hershkowitz, Rothblum, 
and Schneider (1987)-the Frobenius normal form of A has been used to 
investigate more thoroughly the structure of the algebraic eigenspace W, of 
A corresponding to p(A). 
From the above list of papers a motivating interest to us here is two 
results due to Rothblum (1975), which were proved independently in 
Richman and Schneider (19781, and which we describe as follows: 
(a) W, has a basis of nonnegative vectors (which is not necessarily a 
Jordan basis). 
(b) W, contains at least one Jordan chain consisting entirely of nonnega- 
tive generalized eigenvectors whose length is maximal among all Jordan 
chains of A corresponding to p(A). 
The use of the Frobenius normal form in the investigation of the 
structure of W, by many of the above authors has led them to introduce 
several layers of directed graphs which can be associated with the matrix A 
and with its Frobenius normal form. Thus one might describe the approach 
taken in these papers as a combination of graph-theoretic and algebraic-ana- 
Zytical ideas. The authors of the present article have therefore wondered 
whether it is possible to obtain the results mentioned above, among others, 
using algebraic and analytical tools which do not require the use of the 
Frobenius normal form. 
In this paper we show that the answer to the above question is in the 
affirmative. Specifically, we use the asymptotic behavior of the resolvent 
operator of A in a deleted neighborhood about p(A) and the eigenprojection 
of A at p(A) to produce in a simple manner nonnegative bases for W, and 
Jordan chains of A composed entirely of nonnegative generalized eigenvec- 
tors whose length is maximal among all Jordan chains of A corresponding to 
p(A). 
On the face of it, the bases which we produce do not contain as much 
information about A as the bases which were constructed in Rothblum 
(1975) and in Richman and Schneider (1978). For example, we cannot (at 
least not yet) associate our basis vectors with the basic [in the language of 
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Rothblum (1975)] or the singular [in the language of Richman and Schneider 
(1978)] cZu.sses of A. However, we can point to an algorithm which, given A 
and p(A), determines uniquely and cheaply a nonnegative basis for WA. 
In passing we mention that one of us has encountered the use of 
Rothblum’s results, particularly the one described in (b), in a setting which is 
quite “algebraic.” This occurred in a paper of Neumann and Plemmons 
(1978, Theorem 1). There the authors generalize the result of Varga (1962, 
Theorem 3.13) on the convergence of the powers of nonnegative iteration 
matrices induced by a regular splitting of a monotone (and therefore nonsin- 
gular) matrix, by characterizing the spectral properties of nonnegative itera- 
tion matrices induced by a regular splitting of a matrix which is only 
monotone on its range. Rothblum’s result described in (b) above is used in 
the course of the proof, which is obtained by contradiction. Once the proof is 
done, no further use of the combinatorial structure of the iteration matrix is 
made in the paper. 
Throughout the present work we can assume, without loss of generality 
(WLOG), that p(A) = 1, since scaling a matrix by multiplying it by nonzero 
scalar or shifting a matrix by adding a scalar matrix to it leaves the algebraic 
eigenspaces as well as their Jordan bases invariant. If the order of 1 as a pole 
of the resolvent operator of A is I [written indexI = 11, then [e.g., Kato 
(1984, Chapter 1, Section 3)], for A # 1 in a sufficiently small deleted 
neighborhood of 1, the resolvent operator admits the Laurent expansion 
(AZ-A)-‘=-&+ 
(A - Z)Z, (A - I)‘-‘2, 
(h_l)” + .** + (A -1)’ 
+ R(A), (1.1) 
where Z, is the eigenprojection at 1, that is, the projection operator on W, 
along the join of all algebraic of A corresponding to its eigenvalues other 
than 1, and where R(A) is an analytic operator in the nondeleted disc 
satisfying 
Z,R(A) = R(h)Z, = 0. (1.2) 
Then asymptotic considerations involving the Neumann expansion of 
(AZ - A)-’ with A’s real, A > 1 but tending to 1, show that 
(A - I)‘-‘Z, 2 0. (1.3) 
Since every nonzero column of the matrix (A - I)‘-‘Z, is an eigenvector of 
A corresponding to 1, this inequality, which is not new [e.g., Karlin (1959)], 
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confirms the basic tenets of the Perron-Frobenius theory mentioned at the 
opening of this section in a manner which will be useful to our purposes 
here.’ 
In Section 2 (see Theorem 2.1) we show that for sufficiently small E > 0, 
the matrix 
C, := [(l+ e)I - A] -‘Z, > 0. (1.4) 
Thus a nonnegative basis for W, can be generated from the columns of Z, 
which span the A-invariant subspace W,, but are not necessarily nonnega- 
tive. We then proceed (see Theorem 2.2) to determine a positive number l A, 
which is computable, such that (1.4) holds for all E E (0, Ed). 
In Section 3 we use the asymptotic behavior of the resolvent to construct 
a nonnegative Jordan chain for A at 1 whose length is 1. As usual, let RF 
denote the orthant of nonnegative vectors in the n-dimensional real space 
R”. For w E W, n RF set 
v(w) = the number of positive components in w. (1.5) 
From the Perron-Frobenius theory we have described earlier it follows that 
k(A) := max{v(w)lw E W, n RF} > 0. (1.8) 
Then (cf. Theorem 3.1) for sufficiently small E > 0, the vector w, := [(l + l )Z 
- A]-‘w is a generalized eigenvector of A of grade 1 such that 
(A - I)jw, >, 0, j=O,l ,...,Z-1. (1.7) 
Our proof of Theorem 3.1 relies on the simple fact that the existence of 
w E W, r~ R; with Y(W) = /L(A) implies that A is permutationally similar to 
a 2 ~2 block upper triangular matrix in which the (2,2) block, whose 
dimensions are [n - /~(A)]x[n - p(A)], has a spectral radius less than 1. 
2. NONNEGATIVE BASES AND THEIR GENERATION 
In Section 1 we mentioned that Rothblum (1975) and Richman and 
Schneider (1978) proved that the (generalized) eigenspace of an n X rr 
‘For further analysis of the inequality (1.3) see Schneider (1981). 
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nonnegative matrix A corresponding to its Perron root has a nonnegative 
basis, by a combinatorial approach whose starting point is the Frobenius 
normal form of A. In the first result of our paper we give another proof to 
this result which does not make use of the form. Rather, it exploits asymp- 
totic expansions of the resolvent operator in the spirit, if not in the context, in 
which resolvent expansions are used to justify the convergence of the power 
and inverse power methods in numerical analysis [cf. Stoer and Bulirsch 
(1980, pp. 354-356) and Stewart (1973, pp. 340-344.)] Throughout this 
section we shall continue to assume WLOG that the Perron root of A is 1. 
THEOREM 2.1. Let A be an n X n nonnegative matrix whose Perron root 
is 1. Let W, and Z, denote, respectively, the eigenspace of A corresponding 
to 1 and the eigenprojection of A at 1. Then for suficiently small E > 0, the 
matrix 
C,:=[(~+E)Z-A]-~Z~>O. (2.1) 
Furthermore, W, has a nonnegative basis. 
Proof. With A = 1 + E, E > 0, consider the resolvent expansion for A 
given in (1.1). Since [(l+ E)Z - A]-’ > 0 for all E > 0, and because of the 
boundedness of R(A) in a deleted neighborhood of 1 (which does not contain 
other eigenvalues of A), we must have’ for sufficiently small E > 0, 
z‘4 
-+ 
(A -Z)Z, (A - I)'-'Z, > o 
E 2 + -.* + EZ ’ ’ (2.2) 
where 1 = indexJA). We also see from (1.1) that, as R(l+ E)Z~ = 0, 
[(lf~)Z-A]-lZ,=:A+ 
(A - Z)Z, (A - I)‘-‘Z, 
E E2 + ... + El 
. (2.3) 
Thus (2.1) is a simple consequence of (2.2) and (2.3). 
The final conclusion of the theorem follows from (2.31, as the columns 
of z, span W, and as W, is invariant under A and so also under 
[(l+e)Z-A]-‘. n 
“A more detailed (i.e., entry by entry) justification of this matrix inequality can be found in 
the proof of Theorem 2.2. In particular, see (2.4), (2.7), and the equality in (2.8). 
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Next we consider the question for which values of E > 0 the inequality 
(2.1) holds. For this purpose we first note that the expansion in (1.1) is valid 
not just in a deleted neighborhood of 1, but in any deleted open set about 1 
which does not contain other eigenvalues of A [e.g., as 1 > Re A for 1 # A E 
o(A), we can take a deleted half space]. Define the matrices 
U’k’=(~I:))=(A-Z)kZR, k=O,l,..., I-1. (2.4) 
THEOREM 2.2. Suppose A is an n X n nonnegative matrix whose Perron 
root is 1, and suppose that I= index ,(A). With tJtk’, k = 0,. . . ,1- 1, defined 
as in (2.4) let 
+a if Uk’>O O<k<Z-1, 
E* = 
rA if forsome’O<k<Z--1, U’k’&O, 
(2.5) 
where 
1 
r,=min i 1, min{u(~‘)uc~‘>O,l~i,j~n,O~kgl-I} 
I_1 rnax{]u$‘]1u$)< - 1) 
. 
0, 1~ i, j G n, 0 G k < 1 
(2.6) 
Then for any E E (0, E*) if eA is infinite or for any E E (0, eA] if cA is finite, 
Proof. If Uck) > 0 for all 0 < k < I - 1, the conclusion of the theorem is 
immediate. Suppose then that 1~ i, j < n is a pair of indices for which 
~$5) < 0 for some 0 < k < 1 - 1. Consider the (i, j)th entry of the matrix C,. 
By (2.3) and (2.4) we see that there exists a largest integer 2 < m < 1 such 
that u(y- ‘1 z 0 and such that 
(2.7) 
Because ~(5’ < 0 for some k and because [(l+ E)Z - A]-’ = C, + R(l+ E) 3 
0 for all E > 0 [see (Ll)], we must have that u(y-‘) > 0. Suppose now that 
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0 < E < 1. Then 
&yC,Jij = Eq+ + E’“-2,(;) + . . * + q” 
2 (m - 1)E min &’ + &f - 1) 
O<k<m-2 ” ‘3 . 
(2.8) 
A sufficient condition for (C,>ij > 0 is that 
Thus C, > 0 provided that E E (0, ~~1. 
REMARK. The inequality in (2.8) which is sufficient for (C,)ij > 0, was 
chosen for its simplicity. Although it yields a sharp upper bound on the range 
of positive E’S for which (C,)ij B 0 for some matrices, it could clearly be 
improved for others at the price of possibly having more involved upper 
bounds. 
Given an n X n nonnegative matrix A whose Perron root is known (and 
here assumed to be 1) we can generate the matrices Uck’, 0 Q k < I - 1, in 
(2.4) as follows: First compute 
where (I - A)n is the Drazin generalized inverse of I - A [see Ben-Israel 
and Greville (1973) for further background on generalized inverses], using, 
for example, the &z&e algorithm due to Anstreicher and Rothblum (1987) 
or the method derived by Hartwig [1981]. Then compute Uck), k = 1,. . . ,2 - 1, 
iteratively from 2,. With U”‘, . . . , U(l-l) in hand, the task of computing an 
E > 0 for which C, =[(l+ l )Z - A]-‘ZA 2 0 is, by Theorem 2.2, simple. 
Clearly any maximal set of linearly independent columns of C, is now a 
nonnegative bases for W,. This then is an algorithm for computing a 
nonnegative basis for W,. The principle drawback of this algorithm is the 
instability to which (I - A)D is susceptible in computation, as pointed out by 
Wilkinson (1982). The investigation of the feasibility of the algorithm for 
computing a nonnegative basis we have just described, as well as the stability 
of other algorithms, will be done elsewhere. 
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3. NONNEGATIVE JORDAN CHAINS 
In this section we show how the resolvent operator can be used to 
construct a Jordan chain of length equal to the index of the Perron root 
consisting entirely of nonnegative vectors. We shall continue here with the 
assumption that A is an n X n nonnegative matrix with p(A) = 1. Let 
w E W, f’ R; be a vector with v(w) = p(A) := k, where v(w) and p.(A) are 
the quantities given in (1.5) and (1.6), respectively. Without loss of generality 
we can suppose that the k nonzero (and hence positive) components of w 
occur in its first k entries; otherwise all our considerations apply to the 
permutation similarity PTAP of A, where P is the permutation matrix such 
that Pw has its first k entries nonzero. 
In a sense the results of this section follow from one simple observation: 
LEMMA 3.1. Under the above assumption, A has the block upper triangu- 
lar structure 
where A,, is of order k X k. 
Proof. Partition A into 
A= 
in accordance with the partitioning of w into 
Wl 
w= ( 1 0 ’ 
(3.11 
(3.2) 
where wi is (now) a positive k-vector. Then, as W, is an invariant subspace 
of A, the vector 
Thus, unless A,, = 0, we have v(u) > p(A), which is not possible. n 
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An immediate outcome of the fact that A has the form given in (3.1) is 
the following: 
COROLLARY 3.1. p(A,,) < 1. 
Proof. Suppose to the contrary that p(A,,) = 1. Let u 2 0 be an 
(n - k)-vector satisfying 
A,,v = v, (3.3) 
and let E > 0 be a number yet to be fixed. Because of (3.1) it is readily 
demonstrable that for some k X (n - k) matrix C, 
Now, since Z,w = w, we have ZA,,wl = w1 for w1 in (3.2). Moreover, 
because of (3.4), ZA,v = v. Now put 
Then 
which is not possible if E > 0 is chosen so that w, + ECV is a positive vector, 
since then v(Z,x) > v(A). n 
Corollary 3.1 and the block upper triangular form of A given in (3.1) have 
an important consequence for our results here. Its proof is immediate and is 
thus omitted. 
COROLLARY 3.2. The vector x = (x 1,. . . , x,,)~ E WA if and only if 
(x ,,-~~k)~ E w, and x 11 k+, = xk+a = . . . = x, = 0. 
Moreover, index,(A) = index,(A,,). 
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Assume now that the index,(A) = 1. We shall next show how any vector 
w E W, n R; with Y(W) = ,u(A) can be used to generate a Jordan chain of 
(maximal) length 1 consisting of nonnegative generalized eigenvectors only. 
Corollary 3.2 shows that, WLOG, we can exhibit our construction by 
assuming w to be a positive n-vector. First, it is immediate from (1.3) that 
(A - I)‘-‘w = (A - I)‘-‘2,~: 10. (3.4) 
Let A > 1 be a real number and put E = A - 1. Then by (1.1) and (1.2), 
0<[(1+e)Z-A]-‘~=~~+~~+ . . . + 
(A -I)‘-’ 
E, w. (3.5) 
E 
Simple asymptotic considerations applied to (3.5), together with (3.4) show 
that there exist positive numbers 
such that 
#):= 
1-l (A-1)' 
E c wjo, cE(O,Ek)> k=o,l,..., Z-1. 
j=k 
Ei+l 
For any E E (0, ~a) define the vectors 
1 
@) = -u (k) 
c &-k c ) k=O,l,..., Z-1. 
Then, (A - Z)u”- ” = 0 and 
l 
(A-Z)u, c (k)=&+l), k=O,l,..., 1-2. 
Hence @), . . , u(‘-~) form a Jordan chain of A consisting of nonnegative 
generalized eiger&ectors only of (maximal) length I, and we have proved: 
THEOREM 3.1. For every vector w E W, n R; with Y(W) = p(A) there 
exists an E, > 0 such that for all E E (0, EJ, the vector 
v, = [(l+ l )Z - A] -rw 
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satisfies 
(A - I)&, 2 0, j=O,l ,...,l-1. 
We should reemphasize that the existence of a longest Jordan chain of 
nonnegative vectors is a result of Rothblum (1975, Theorem 3.1, part (3)). 
Our approach here differs from Rothblum’s in that we do not require the 
Frobenius normal form of A to construct the longest chains. 
The authors would like to thank Dr. Rafael Bru and Professor Hans 
Schneider for very useful comments and correspondence on several aspects of 
this paper. 
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