ABSTRACT We propose a sampling-based framework for privacy-preserving approximate data search in the context of big data. The framework is designed to bridge multi-target query needs from users and the data platform, including required query accuracy, timeliness, and query privacy constraints. A novel privacy metric, (ε, δ)-approximation, is presented to uniformly measure accuracy, efficiency and privacy breach risk. Based on this, we employ bootstrapping to efficiently produce approximate results that meet the preset query requirements. Moreover, we propose a quick response mechanism to deal with homogeneous queries, and discuss the reusage of results when appending data. Theoretical analyses and experimental results demonstrate that the framework is capable of effectively fulfilling multi-target query requirements with high efficiency and accuracy.
I. INTRODUCTION
The thriving development of big data witnesses the fading of traditional scanning-type search pattern, which has posed unprecedented challenges to many data analysis applications. It is well known that just scanning big data is rather expensive and it takes several hours to scan 1TB of data even on a high-end computer, not to mention more complex data analysis operations. In today's fast-paced business environment, users often want to get quickly-generated and accurateenough approximate results, rather than dawdle over exact ones. A new search pattern is widely expected for big data search. In addition, consistent with the traditional search pattern, privacy hidden inside data should be protected during the overall life-cycle of data querying, i.e., privacy and utility measurements need to be synchronously considered for adapting the corresponding search pattern.
Much work has been done for particular big data search scenarios, such as skyline search [1] , top-k querying [2] , which adopt efficient pruning strategies for a certain kind of query operation. In parallel, a large body of privacy protection schemes based on various privacy metrics has been proposed, such as k-anonymity [3] and its variations (e.g. l-diversity [4] , t-closeness [5] ), and differential privacy [6] . However, these seemingly orthogonal technologies are difficult to fit in real-life scenarios, due to the following three main reasons.
First, the absence of communication mechanism makes it difficult to satisfy a query demand with both accuracy and efficiency requirements simultaneously, due to user's ignorance of the platform states, whereas, the data platform cannot handle the wayward query yet, because of limited computing resource and data privacy.
Second, the target datasets to be queried may come from multiple data holders who apply different privacy protection schemes to their respective datasets.
Last but not least, most of the fast response search patterns can be reduced to approximate searches, which naturally protect individual data privacy with a certain probability. However, it is difficult to quantitatively measure the privacy and utility of the query results.
In this paper, we propose a sampling-based framework, called Hermes, for privacy-preserving approximate search in the context of big data, aiming to solve a series of questions presented above. The idea of promoting user's search experience by sampling [7] is not entirely new, nevertheless to the best of our knowledge, little work has been done on a practical search framework that systematically consider users' query requirements (accuracy, efficiency) and diverse privacy constraints from multiple data sources. To this end, we propose a novel uniform metric, (ε, δ)-approximation, that integrates the query accuracy, efficiency and privacy. We also discuss the reusage bound of query results for homogeneous queries with accuracy and privacy guarantee, which are the theoretical bases of expediting incremental query. A distinguished advantage of our framework is that Hermes has good extensibility. It detaches the sampling process from specific query operations, on which the two pairs of antagonistic sides, accuracy vs. timeliness, and accuracy vs. privacy, in the overall lifecycle of a complete search service can be coherently articulated. The accuracy, timeliness as well as privacy breach risk can be uniformly measured by (ε, δ)-approximation, which provides a comparable base for different query schemes.
The contributions of the paper are summarized as follows: 1) We propose a novel sampling-based framework for privacy-preserving approximate data search, systematically evaluating the big data search service in terms of accuracy, timeliness, and privacy breach risk.
2) We study the reusage border of query results for homogeneous queries with accuracy and privacy guarantee, which provides the theoretical bases of expediting search process.
3) We implement a practical approximate search system based on Hermes by modifying the original Hadoop architecture, and then utilize the bootstrapping technique to achieve further acceleration.
The rest of the paper is organized as follows. Section II introduces the system architecture and search engine framework. Section III provides the details of the uniform metric for query accuracy, efficiency and privacy. Section IV and V discuss the performance enhancement strategies in practical. Section VI evaluates the performance of Hermes. Section VII overviews related work, followed by the concluding remarks in Section VIII.
II. THE SYSTEM MODEL A. THE SYSTEM ARCHITECTURE
This subsection describes the high-level architecture of the big data search service, which involves three types of entities: 1) User, makes a query with the demand for result accuracy and process time, which can be denoted by a quad (Operation, Dataset, Accuracy, Timeliness), then submits it to the search engine.
2) Search engine (i.e. Hermes), estimates the feasible process time through comprehensive analysis of the desired result accuracy, platform state, data distribution and available resource for current query. According to the reasonability evaluation for the query, authorizes the query to execute and generates a search job configuration file representing operation type, data distribution, available computing resource, et al., or rejects it and guide user to resubmit a feasible one.
3) Data platform, a MapReduce-oriented distributed computing platform which manages the total data and executes the search job, and the query process can be accelerated by reusing historical results of similar search jobs. 
B. THE SEARCH ENGINE FRAMEWORK
The search engine (i.e. Hermes) consists of three entities. As shown in Figure 1 , they are query evaluation module (QEM), approximate query module (AQM), and query maintenance module (QMM).
1) The QEM, working as an honest broker, plays a role in resolving the communication problems between user and data platform, makes a feasible search schema through comprehensive analysis of platform state, data distribution, available resource for the query and data-holder's privacy requirement.
2) The AQM, as the core of Hermes, is designed as a threetier architecture:
• Operation Layer. The operation layer is made up of several components that are the basic operations in many statistical analyses. In the first version of Hermes we provide three basic operations (COUNT, SUM, AVG). We prove that for any operation, if and only if it satisfies Theorem 1 (given in Section III-A), this operation can be brought into Hermes as a basic operation.
• Acceleration layer. We propose a ''quick response mechanism'' to deal with such queries that are similar to the previous ones. It contains two data structures: translation lookaside buffer (TLB) and attribute mapping table (AMT), where the TLB records the related information about history queries, while the AMT records the mapping relation of attribute values among non-independent attributes.
• Sampling Layer. The sampling layer provides multiple sampling technique such as Bernoulli sampling and bootstrapping. Moreover, the sampling process is detached from specific operation to implement an extensible and loosely coupled system.
3) The QMM exploits an incremental sampling strategy based on the AQM, which greatly reduces the time cost for variable precision queries by reusing historical results. Furthermore, the reliability of historical results and privacy-preserving when appending data is taken into consideration.
III. UNIFORM METRICS
For simplicity, we adopt an inference chain, which integrates query accuracy, efficiency and privacy in four stages: query accuracy ρ → (ε, δ) in section III-A, (ε, δ) → efficiency metric T in section III-B, (ε, δ) → differential privacy budget B in section III-C, and (ε, δ) → other mainstream privacypreserving schemes (such as k-anonymity-like models) in section III-D.
A. ACCURACY MEASUREMENT BY (ε, δ)-APPROXIMATION
Intuitionally, (ε, δ)-approximation can be used to evaluate the result of the approximate calculation, by describing the accuracy via the probability of the result's error being larger than the ε is less than δ, where the error bound ε can be arbitrarily small (ε ≥ 0) and δ represents the error probability.
There exists a natural relationship between accuracy measurement based on sampling techniques and (ε, δ)-approximation. In this subsection, taking Bernoulli sampling widely employed in statistics as an example (in addition, we apply (ε, δ)-approximation to bootstrapping, details are given in section V), we describe user's query request with (ε, δ)-approximation. First, user's query can be denoted by a tuple Q(Op, D, ρ, T ), where D and Op represent the target dataset and the required operation respectively; ρ and T are the query constraints set by the user. Take note of query accuracy constraint ρ, it can be represented by ρ (ε, δ), which means the desired accuracy is 1−δ with a given ε.
Next, using Bernoulli sampling, we consider how to determine the sampling size based on the given threshold of the error probability δ. Here, we use De Moivre-Laplace Theorem [8] , which points out that, sample data follows the normal distribution when sample size n is large enough (n > 45). Based on this, we can get the relation among the error probability δ, error bound ε and sample size n, as illustrated in Theorem1. n (D) is the (ε, δ)-approximate estimation of Op (D) iff the error probability δ, error bound ε and sample size n satisfy the following formula
where q = n/N , µ δ/2 is the δ/2 fractile of the standard normal distribution, ULV ( * ) and LLV ( * ) denote upper limit value function and lower limit value function, respectively. Proof: See Appendix A. ω( * ) is a function related to the operation Op (e.g.,
. In addition, there are two things to note. (i) In version 1.0, the system takes SUM, COUNT, AVG as the atomic operations into Operation Layer. Their sampling ratios satisfying the (ε, δ)-
, and
, respectively. The corresponding proofs are omitted, due to space limitation.
(ii) If ε → 0 while δ → 0, the sampling ratio q would be rather high, so it cannot meet the query requirement, this is why we introduce the bootstrapping technique to achieve further acceleration in section V.
B. EFFICIENCY MEASUREMENT BY (ε, δ)-APPROXIMATION
Consider a search job J =< Op, D, q > that executes operation Op with the sampling proportion q of dataset D. Job J 's execution time T with given gross platform resources R can be described as: 3) q: According to Theorem 1, the sampling proportion q from dataset D can be calculated via (ε, δ)-approximation, followed by obtaining sample size n = q·N . Then the amount of calculation is determined.
4) R:
In MapReduce-oriented computing platform, resource R can be denoted as < R 1 , . . . , R i , . . . , R β >. In Hadoop 2.x versions, each R i represents one container encapsulating a certain amount of computational resource (i.e. memory and CPU) and can be allocated to an application to perform a map or reduce task. As each map task processes one file block (spilt) of input data, the map tasks in every DataNode may run in multiple waves depending on the number of containers distributed to this node. Assume that there are X input file blocks to be processed by Y containers, the amount of map waves is X /Y . The reduce tasks may also run in waves with limited containers. For the VOLUME 6, 2018 types of computational resource, the overall execution time T is comprised of three parts: I/O, CPU, and network costs, respectively indicated as T IO , T CPU and T NET . The estimation models of T are fully detailed in [9] and not repeated here due to space limitation.
Based on the analyses of four elements (Op, D, q, R) and three parts (T IO , T CPU , T NET ) of the overall execution time, we propose the following comprehensive estimation model for T . In this model, we divide T into map part (T Map ) and reduce part (T Red ), which are dependent on the mapper or reducer node expending the maximum time respectively. And the time each mapper or reducer node expending is determined by the container which taking up the maximum total time of all task waves. The calculation model for the execution time of each wave (T EachWave ) is also presented as follows.
where S indicates the data size to be processed in current wave, which is bound up with the size of dataset D, the sampling proportion q and the proportionality coefficient λ (related to the work load or required operations in this wave, usually (0 < λ < 1); C means the computation complexity of Op; N is used to express the amount of computational resource allocated to this node; P represents the hardware performance of this node, such as CPU frequency, disk speed and network bandwidth. In terms of the above model, we present the following estimation strategy. Firstly, the sample size should be calculated according to ρ and gross amount of D, meanwhile the distribution of D is accessible via relevant APIs of DFS. Considering the resource allocation principle of Hadoop (it prefers to allocate the ''nearest'' computing resource to the DataNode storing the data to be processed), extra transform time in the network should be taken into account, when calculation cannot perform on the node where data store due to the lack of available resource. Secondly, the amount of map and reduce task waves on each node can be estimated via the data size and the number of available containers. Thirdly, the execution time of every wave can be estimated with the performance of hardware, the aforementioned calculation models of T IO , T CPU and T NET play an important role in this step. Then we can efficiently get the approximate execution time of the search job.
With the given operation type, data distribution and computational resource, our estimation model shows a oneto-one mapping between Job J 's execution time T and (ε, δ)-approximation.
C. DIFFERENTIAL PRIVACY MEASUREMENT BY (ε, δ)-APPROXIMATION
Differential privacy is a promising technique for privacy protection of big data search, which ensures if a privacy disclosure event occurs when a data record exists in the database, then the same privacy disclosure event also occurs with similar probability when the data record does not exist in the database.
Definition 2 (B-Differential Privacy): For any query Q(Op, D), the corresponding query result satisfies B-differential privacy if for any dataset D and D differing on at most one record, and any O⊆ Range (Op(D)),
Intuitionally, B-Differential Privacy stems from the field of statistical disclosure control, which is similar to (ε, δ)-approximation. Next, we use (ε, δ)-approximation to define the same issue based on sampling techniques. 
where Op (D) is the unbiased estimator of Op(D), ε denotes the error bound (ε ≥ 0) and δ represents the probability of such errors. Obviously, the smaller the parameter ε in (ε, δ)-privacy, the better privacy protection (ε, δ)-approximation provides. When ε → 0, (ε, δ)-approximation provides almost the same privacy guarantee (within a small relaxation factor δ) compared with B-differential privacy when B → 0. Further, we obtain a relaxed differential privacy that allows a small error probability δ by replacing the parameter B of B-differential privacy with the parameters (ε, δ) of (ε, δ)-approximation, as illustrated in Theorem 2.
Theorem 2: Given a query Q(Op, D) and the corresponding query result satisfies (ε, δ)-approximation, we say the query result also satisfies ((B, δ))-differential privacy, that is,
Proof: Based on De Moivre-Laplace Theorem, we have
where ε can be arbitrarily small, that is ε → 0 and O⊆ Range (Op(D)).
Further, based on (B, δ)-approximation, let B = ln (ε + 1) (here, we reject B = ln (ε − 1) which is wrong obviously since B > 0), we have
20012 VOLUME 6, 2018 Here, the small multiplicative disturbance factor (1 + ε) is introduced by the sampling algorithm. Therefore, we introduce a relaxation factor δ that exists one-to-one mapping with the parameter ε when given a specific search precision ρ, as showed in Theorem 1. Finally, we get
Based on Theorem 2, we establish a mapping relationship between (ε, δ)-approximation and B-differential privacy. The relaxation factor δ can be seen a small error probability allowed in Inequation 4. With it, we can accommodate any sampling algorithms with a certain search accuracy that satisfy B-differential privacy with high probability.
Apart from differential privacy, k-anonymity and its variation (such as l-diversity and t-closeness) represent another widely-used type of privacy-preserving schemes, which anonymize data by introducing generalization, suppression and noise-adding techniques. Such k-anonymity-like models reveal their privacy-preserving extent through iteratively replacing the infrequent (and narrow-semantic) term with the more frequent (and wide-semantic) one, until the corresponding records are indistinguishable from other k-1 records.
Before combining such privacy-preserving schemes with (ε, δ)-approximation, we first introduce a concept-semantic distance-to measure the information loss when transforming a (original) term into another (anonymized) one.
Definition 4 (Semantic Distance): Semantic distance is one of the quantitative measurements of term similarity. Given a semantic tree ST (X , E, , d), where X is the set of nodes, each node x i ∈ X denotes one term, E is the set of edges, is a set of distance labels, d : X ∪ E− > is a function assigning distance labels to the vertices. For any two nodes x 1 , x 2 ∈ X , where x t is the minimal common father node between x 1 and x 2 . The semantic distance between x 1 and x 2 is
Given a term x, we let D x,d * denote its similarity set of terms, such that any
By semantic distance, we can quantitatively describe the anonymized dataset using k-anonymity-like schemes. Now, we consider an issue how to use (ε, δ)-approximation to describe the information loss of the anonymous dataset.
Definition 5 (Information Loss Measurement): Given a certain error bound ε, the issue of evaluating the information loss of the anonymous dataset D A over D can be reduced to the error probability upper bound δ as the following Eq.
where
∈ J , and for
In Definition 5, information loss caused by the anonymity scheme can be measured by (ε, δ)-approximation.
To sum up, we have integrated various measurement metrics for query accuracy, efficiency and privacy via (ε, δ)-approximation. Reviewing the process of big data searching, a query job can be reduced as the following linear programming problem:
where function φ χ (ε χ , δ χ ) means the mapping from (ε χ , δ χ ) to χ (χ ∈ {ρ, T , B}) at given resource R, ε = max ε ρ , ε T , ε B , δ = max δ ρ , δ T , δ B , T * and B * are preset by user and data platform, respectively, and (λ, γ ) are a pair of nonnegative weights. Based on this, each point of the feasible region generated by the objective and constraints of the problem is a feasible solution satisfying the requirements of query accuracy, efficiency and privacy. The search engine can provide diverse result views by accommodating the parameters (λ,γ ).
IV. PERFORMANCE ENHANCEMENT
Sufficient work has been done to study sampling theories applied to MapReduce-oriented systems and privacy preserving schemes adopted by data management services, whereas in some realistic scenarios, we hope further improve the query performance. An idea occurring to us is whether previous search results can be reusable when answering a similar query. In this section, we explore the reusage theory and the maintenance mechanism of the existing answers, for the situations in which (i) multiple users make similar queries or (ii) data holders append data.
A. REUSING RESULT FOR HOMOGENEOUS QUERIES
Assume that a query Q (Op, D, ρ) has been done, the corresponding query result as an entry of the TLB is kept. Another user submits a similar query Q Op, D, ρ whose query requirement is the same as Q except for accuracy ρ . The query operation Op and input dataset D remain unchanged. We call such two queries as Homogenous Queries defined as follows. Definition 6 (Homogeneous Query): Given any two queries
, we say that Q 1 and Q 2 are homogeneous queries iff they differ on exactly the accuracy factor, i.e., Op 1 = Op 2 , D 1 = D 2 and ρ 1 = ρ 2 .
Note that ρ can be represented via (ε, δ) approximation as ρ (ε, δ) = ϕ · 1−δ ε by Theorem 1, where ϕ is a positive parameter related to operation type. As is illustrated in Theorem 2, B = ln (ε + 1), then a mapping relation between ρ (ε, δ) and B can be built. For simplicity, we still use ρ to represent ρ (ε, δ) in the following discussions. Then an incremental sample with the sampling probability Pr should be appended, to make the accuracy of Q new 's result rise to ρ new on the basis of ρ old . The incremental sampling probability can be calculated in the light of Theorem 3.
Theorem 3: Given a query Q 1 (Op 1 , D 1 , ρ 1 ), the query Q 2 (Op 2 , D 2 , ρ 2 ) is a homogeneous query with Q 1 , where ρ 2 > ρ 1 , then according to the sampling probabilities Pr(S 1 ) and Pr(S 2 ) of Q 1 and Q 2 , the incremental sampling probability Pr(S ) can be calculated as the following equation
Proof: According to Theorem 1, given a query Q i , we can get the corresponding sampling probability Pr(S i ). For Q 1 and Q 2 , as Q 2 is a homogeneous query of Q 1 , we can get the sampling probability of Q 2 as follows,
Since both S 1 and S are independent random samples,
Then, Pr(S ) = (Pr (S 2 ) − Pr(S 1 ))/(1 − Pr(S 1 )).
Case 3: If ρ new ≤ ρ limit ≤ ρ old , ρ old is clearly more than sufficient for Q new , that ρ old exceeds ρ limit means the straightforward reusage of r old will break the privacy constraint. To avoid privacy leakage, we need to decrease ρ old to ρ new , by appending some counterfeit data to r old . According to Laplace Mechanism [6] , the magnitude of the noise data added depending on privacy budget should be 
B. RESULT MAINTENANCE WHEN APPENDING DATA
Assumption that a query Q (Op, D, ρ) has been done, the corresponding query result as an entry of the TLB is kept, after then, data set D is appended by data owners, denoted by D . Here, we use θ to express the impact of appending data on
Op(D)
. A burning issue is whether the kept result over D is reusable for subsequent query over D .
According to Theorem 1, we can get the mapping relation between (ε, δ) and sampling proportion q. Applying the method of controlling variables in the discussion, let the parameters q and δ remain unchanged, we propose Theorem 4 to specify the relationship between θ and ε. ≥ ε ≤ δ. By collating, we get
Based on De Moivre-Laplace Theorem, we get
Combining Eq. (8) and Eq. (9), we have
In addition, by ULV() operation over ω(D k ), we get
Combining Eq. (10) and Eq. (11), we have
By collating, we get the following conclusion
Based on Theorem 4, we get the following conclusions: (i) (Maintenance Theorem) given a set of parameters (ε * , δ) and the query result of Q * (Op, D, (ε * , δ)), the result of Q * is still the (ε * , δ)-approximate estimation of Op D when θ ≤ 
V. ACCELERATION BASED ON BOOTSTRAPPING
For a query Q (Op, D, ρ) , where the data distribution D and the corresponding operation Op are known, the performance mainly depends on the sample probability ρ. We can estimate the theoretical lower bound of the sample size by Theorem 1, however, in practice, such estimation still looks very bloated when error bound ε is set relatively small, which has become the bottleneck for improving search performance. Therefore, we resort to bootstrapping, a resample technique. The benefits of using bootstrapping are three-fold: (i) in most cases of our experiments, the sample size n * in bootstrapping is far smaller than the computed theoretical value n in Theorem 1; (ii) bootstrapping can significantly reduce disk I/O costs for sampling, since it only needs to draw a set of samples from a smaller uniform sample of the original dataset; (iii) comparing other resample techniques (such as Jackknife), bootstrapping is not sensitive to operations.
Methodology for combining (ε, δ)-approximation with bootstrapping. For a certain operation Op * over dataset D, an initial sample S is drawn from D. And then m samples {S 1 , . . . , S m } with replacement are taken from S one by one. These resamples are used to generate m results, which can derive a result distribution for estimating the resulting error. As a measurement of error, in our work, we use a coefficient of variation (cv), a ratio between the sample standard deviation (sd) and the sample mean (sm), i.e. cv i = 
The vibration υ of the sample error can be defined as
Consider an active bootstrapping process, we can get the sample vibration υ i−1,i between cv i−1 and cv i based on the Eq. (12) . If υ i−1,i > ε, then another iteration is invoked, the sample error µ i,i+1 would be computed. The above process is repeated until the error is below the userdefined threshold, e.g. υ j−1,j ≤ ε, the iterative process would be stopped and the result Op * (S i ) would be the (ε, δ)-approximate estimation of Op * (D).
A. IMPLEMENTATION
To implement bootstrapping technique, we modify Hadoop architecture in three aspects and make it capable of processing the iterative resamples. First of all, a finite state machine (FSM) is introduced into the mapper's lifecycle. Traditionally, a mapper will be immediately terminated when it finishes processing current resample S i , while in our model, the mapper will turn to a suspend state by default, until the current approximation accuracy meets user's demand. Based on this, the overall execution time can be effectively decreased by avoiding restarting a mapper every time a resample expands. Secondly, the reducer is allowed to process the key/value pairs when mapper is in the suspend state, instead of waiting for the termination of mapper. Thirdly, a monitor is set up at ApplicationMaster for estimating the sample error in terms of reducer's output and checking the termination condition of the iterative resample process. It contributes to establishing an efficient communication mechanism between mappers and reducers. All of the modifications do not influence user's programming logic in the MapReduce framework.
B. DISCUSSION
We consider a problem that how to use bootstrapping to improve data sampling efficiency. Here, we partition this issue into two stages. In the first stage, we concern which factors affect the efficiency of bootstrapping, and how to adjust these factors for improving performance. In the second stage, we need to consider how to set the applicable border of bootstrapping.
In the first stage, to perform resampling efficiently, we need to optimize the input parameters (initial sample S 0 , seed n 0 ) of bootstrapping, where |S 0 | = n 0 = q B × N , q B denotes the initial sample probability from dataset D (a typical value is q B = 0.5% in our experimental setup),
B × n 0 is the number of the first sample S 1 extracting from S 0 ; then a two-stage extraction strategy is adopted:
Given a fixed n and a seed n 0 , the computation process would be repeated until (at the i th time) the difference
≤ ε. In the second stage, we have to make the decision about when the query operation can be accelerated by using bootstrapping. Consider the case of acceleration boundary, when n i > q × N , bootstrapping as accelerator loses efficacy. Therefore, we introduce a ratio threshold η (η = n i q B ×N ) to decide when to terminate the iterative process of bootstrapping. However, the problem is not fully resolved. Setting the value of the parameter η would cause additional overhead of using bootstrapping, such as data transmission overhead from mappers to reducers, global resource global optimal solution for batch queries, and so on. Due to the complexity of setting the applicable boundary of bootstrapping, in the current work we just select an empirical value for the parameter η, i.e., η = 0.5. In future work, we would explore the global optimal solution of this issue.
VI. GEXPERIMENTS A. EXPERIMENTAL SETTING
We built a Hadoop 2.6.0 cluster including 4 nodes (1 master and 3 slaver), each with Intel Xeon E5506 2.13GHz CPU, 16G dual-channel 1333GHz memory, 1TB 7200 RPM disk and CentOS 6.5. Hadoop was configured to run 4 map tasks and 2 reduce task per node. We adopted the real dataset IPUMS (1940 100% Population Database) which was introduced in [10] .
B. EXPERIMENTAL RESULTS

1) MEASURING THE EFFICIENCY OF THE SAMPLING ESTIMATION
In this group of experiments, taking AVG operation as example, a set of simple MapReduce tasks were implemented to test the proposed sample estimation scheme on the modified Hadoop platform. Figure 2(a) shows the effectiveness of sampling estimation scheme. We implemented a set of tasks to perform AVG operation with varying parameter pairs (ε, δ). We can see in Figure 2 (b), the actual measuring accuracy is asymptotic with respect to the theoretical value when ε → 0 and δ → 0. Unfortunately, with such trend, the sample size also increases dramatically. Figure 3(a) shows the results from examining the effect of varying (ε, δ) under a fixed value of resources (|mappers| = 2, and |reducers| = 1). It reveals that the time cost is a super-linear function of the parameter value pairs (ε, δ), simultaneously, we find that the sample size is also a super-linear function of the parameter value pairs (ε, δ). Specifically, in a certain range, the increasement of the sample size also improves the sample's representativeness of the whole dataset; but to achieve a rather high sampling accuracy (about 99% in our experiments), the sample size (and time cost) would be dramatically risen, which causes the discussion with bootstrapping (see the third group of experiments); Figure 3 (b), with the same experiment setup, validates that our estimation model in section III-B conforms to the actual response surface in Figure 3(a) .
2) EFFECTIVENESS OF THE QUERY REUSAGE STRATEGY
In this group of experiments, we designed two scenarios: a) In Figure 4 , we take a stress testing, to measure the size of TLB which enables users to benefit from the reuse strategy. Here, the AVG operation is taken as an example. Each record of the TLB is a quad <Op, D, p, r>, occupying <4, 8, 4, 8> bits, total 24 bytes. The TLB size varies from 64KB to 16MB. In order to simulate real-world scenario, Hermes is run for a one-day warm-up by handling randomly generated queries, before testing. Figure 4 shows that: (1) The result reusage strategy would play a key role in enhancing the query performance in the real-life scenario. As we seen, compared with the result without TLB, our scheme can provide a 2.5∼4-fold speed-up for the query performance, due to much smaller incremental sampling requirements. (2) In accordance with our experience, in a reasonable range (e.g., 64KB∼16M in our experiments), the bigger TLB is, the less time cost would be, since bigger TLB would bring a higher hit ratio.
b) In Figure 5 , we simulated a data-appending scenario to measure the stability of the sampling results. The experimental setup was as follows: we randomly extracted 90% of the original dataset as the basic data, and built a set of template queries with different accuracy requirement. Then, the rest 10% of the data would be gradually appended to the original data. In Figure 5 ,
, where D denotes 90% of the original dataset, D denotes the dataset with appending data over D, D and D denotes sample data of D and D , respectively, with the same sampling proportion ρ reuse . The results illustrate that, (1) to some extent, result reuse strategy is effective in the scenario of data-appending. The experiment results agree with the theoretical prediction. (2) Further appending data (more than 6% in our experiments), the accuracy of the result reuse deviates from the truth value and sampling result.
3) TESTING THE PERFORMANCE AND USABILITY OF BOOTSTRAPPING TECHNOLOGY
In this group of experiments, we measured on what conditions a user defined query requirement can benefit from bootstrapping resampling techniques. We use the computation of the COUNT operation as an example, and tested it on both standard and modified Hadoop test platform. Figure 6 illustrates that: (1) given a fixed fluctuation threshold ν * , with the increasement of the initial sample size n 0 (from 0.1% to 10% of the total dataset in our experiments), the number of resamples rapidly reduces, continuing increasing n 0 , the number of resamples tends to be stable. Moreover, we can see that, when n 0 is too small (less than 0.2%, for example), bootstrapping doesn't work in the respect of improving the query performance. (2) With the increasement of the initial sample size n 0 , the time cost has a similar change law to the number of resamples. (3) For the fixed n 0 = 1%, as shown in Fig. 7 , the smaller the fluctuation factor is, the larger the number of resamples and the time cost are. (4) Comparing Figure 6 with Figure 3(a) , resample technology based on bootstrapping is much faster than the random sampling method based on Bernoulli experiments, due to a much smaller initial sample size. Figure 8 and Figure 9 illustrate the information loss of using k-anonymity and B-differential privacy over the dataset, respectively. In Figure 8 , we show the mapping relationship between k and (ε, δ) when varying k × q, where k ∈ {2, 3, 5, 10, q ∈ {0.1%, 1%, 5%, 10%}. The results show that, (1) for each group experiments with the same value of k, with the increasement of q, ε and δ approach 0, respectively (the accuracy of the result rises); and (2) when fixing q, the smaller the parameter k is, the less the information loss is, as ε and δ approach 0, respectively. Similarly, in Figure 9 we show the mapping relationship between B and (ε, δ) when varying B×q, where B ∈ {0.01, 0.02, 0.05, 0.07}, q ∈ {0.1%, 1%, 5%, 30%}. The results show that, (1) for each group experiments with the same value of B, with the increasement of q, ε and δ approach 0, respectively (the accuracy of the result rises); and (2) when fixing q, the bigger the parameter B is, the more the information loss is, as ε and δ approach 0, respectively.
4) SHOWING THE INFORMATION LOSS OF THE STATE-OF-THE-ART PRIVACY-PRESERVING METHODS BY (ε, δ)-APPROXIMATION
VII. RELATED WORK
Several research efforts have addressed the problem of supporting the approximate search on big data, considering data accuracy/utility (e.g., [1] , [2] , [11] , [12] ), query efficiency (e.g., [7] , [13] - [16] ) or privacy protection and related security issues (e.g., [20] -[28]), but not all.
From the perspective of big data query accuracy, existing works focusing on some certain operations (such as top-k [2] , [11] , skyline [1] , join [12] , etc.) present a series of exciting results. However, due to user's query requirements are diverse, a well-designed strategy for one kind of queries is often invalid for other kinds of queries, just like the overfitting problem.
For the perspective of query efficiency, authors in [13] explore an efficient sampling method, termed block sampling. However, block sampling suffers from a problem that it no longer is a uniform sample of the data. The approximation error derived from a block level sampling depends on the distribution of the data on disk. When the data is clustered on some attribute, the result would be inaccurate. Condie et al. [14] and Laptev et al. [7] present sampling frameworks which are able to return early approximate statistical results when query aggregates on relational database systems and distributed file system, respectively. However, these works do not provide an error estimation framework (although same experiment results have been given, these conclusions are difficult to promote to the general dataset), which would restrict the availability of these works. In addition, the results from examining the effect of varying resources (the number of mappers and reducers) have not been discussed, however, it will have important influence on query execution time as illustrated in our experiments. Li et al. [15] built a system on top of MR to support continuous query answering. However, this system also does not provide estimation of the accuracy of the result. Pansare et al. [16] provide online support for large MR jobs but is limited to simple aggregates.
Lastly, from the perspective of privacy-preserving, the most prominent among these notions are k-anonymity [3] and differential privacy [6] , [17] , while random sampling [18] , [19] has been studied as a method for privacy preserving data mining, where privacy notions other than k-anonymity and differential privacy were used. Chauduri and Mishra [20] first put forward the idea of defining and assess privacy by a general model. Chaudhuri and Mishra [20] studied the privacy effect of sampling, and showed a linear relationship between the sampling probability and the error probability δ. Li et al. [21] employ the random sampling to bridge k-anonymization and differential privacy. Li et al. [22] propose a graph-based framework for privacy preserving data publishing, which depicts various data models and privacy types by a general graph model. Our framework is more general in the sense that it provides a universal way to comprehensively accommodate query accuracy/utility requirements, various anonymity approaches and privacy criteria.
VIII. CONCLUSION
In this paper, we presented a general sampling-based privacy preserving approximate search mechanism, named Hermes, in which multi-dimensional query requirements from different entities are coherently articulated by (ε, δ)-approximation. Hermes focuses on statistical operations that have the corresponding unbiased estimator such as COUNT, SUM, AVG, etc., and it employs bootstrapping to speed up the query process within an acceptable error bound. To further enhance performance, we proposed a quick response mechanism to deal with variable precision queries, and discuss the reusage of the results when appending data. We formally proved the privacy-preserving feature of Hermes. Experimental results showed that Hermes has good performance in terms of accuracy and efficiency. On the other hand, we have Op Based on this, we obtain that,
Secondly, in accordance with the given conditions, we have
Moreover, in real-life scenario, the sample size is far greater than 45, therefore, according to De Moivre-Laplace Theorem, we have 
Based on Eq. (14) 
In addition, by LLV() operation over ω(D k ), we get
Put Eq. (21) 
