The dynamic network tails after the development of the real-world that is essential for particle applications such as traffic flow analyses and social network analyses. The requirement of maximizing the quality of the community structure at current time step and minimizing the difference of the community structure between two successive time steps synchronously brings serious challenges to the dynamic community detection. Some existing approaches (i.e., the multi-objective particle swarm optimization, named as DYNMOPSO) utilize the swarm intelligence pattern to solve such a community detection problem in dynamic networks. Nevertheless, the DYNMOPSO has the deficiency of the undesirable prematurity constringency and monotonicity of particles because of the high choice stress. Thus, a label-based swarm intelligence on the basis of the evolutionary clustering framework is presented for overcoming those disadvantages. The label propagation approach initializes the labels of particles and is used for escaping the prematurity constringency. The crossover and mutation methods are introduced to improve the variety of particles and retain preferable the community structure synchronously. Experiments in synthetical and real networks prove that our algorithm is valid and exceeds state-of-the-art approaches.
I. INTRODUCTION
Complex networks formalize the real-world as nodes and edges. Among them, nodes represent the objects of actual world and edges denote the relationships of objects [1] , [2] . Under the circumstances, researches of the community discovery preferably trace networks (i.e., comprehend the topology [3] , predict the evolution [4] , analyze the function [5] and detect the regularity [6] ). Some community-based analyses can be further used for accurate recommendation [7] , hidden affinity relationships discovery [8] , and urban traffic forecast [9] . In spite of many methods discover the community structure, the majority consider in static networks [10] , [11] . Actually, the dynamic property is the necessary feature of complex networks [12] . For example, the personal stream will influence the community structure in the traffic network [13] , [14] , and a social network will vary with the flexible relationships among users [15] , [16] .
Contemporarily, the methods of the dynamic community discovery have attracted more interests from
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researchers [17] - [19] . Several existing studies have been proposed for analyzing such a type of clustering, which do not analyze the variable community structure. In order to solve such a problem, an evolutionary clustering framework is proposed, which has two metrics for detecting community structures [18] . One is the snapshot cost (SC) which estimates the accuracy of the current community structure, and the other is the temporal cost (TC) which evaluates the discrepancy in successive two time steps. However, these framework-based approaches have one major restriction that they should set the preference parameter for SC or TC. In practice, preferring one leads to the degeneration of the other. To avoid presetting the preference, the dynamic community detection can be formulated as a multi-objective optimization problem [19] .
In this way, several existing studies use the multi-objective optimization to search for dynamic community solutions [22] . For instance, the dynamic multi-objective genetic method (DYNMOGA) uses the multi-objective optimization for solving the dynamic community detection, which extends the evolutionary clustering framework to smooth successive two time steps automatically [19] . Besides, some swarm intelligence algorithms have caught great attention in this VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ field [23] . For example, the dynamic multi-objective particle swarm optimization approach (DYNMOPSO) discoveries the dynamic community structure [23] , where the modularity (Q) [24] and Normalized Mutual Information (NMI) [25] are employed for measuring the community structure. More specially, the Q is introduced to maximize SC, and the NMI is adopted to minimize TC. Although DYNMOPSO demonstrates the potential in solving dynamic community detection problems, it is caught in the undesirable prematurity constringency and monotonicity because of the high selection pressure [26] . In order to overcome the premature convergence and deficient variety, in this paper, we propose a label-based swarm intelligence approach. More specifically, the improved label propagation method is adopted to effectively discover the clustering structure with the near-linear time complexity [27] and the genetic approach is used to enhance the diversities of particles and decrease the prematurity constringency [28] . A label-based swarm intelligence, called as L-DMGAPSO, uses two metrics (Q and NMI) to detect the community structure. Experiments in synthetical and real-world networks estimate the capability of a label-based swarm intelligence method for detecting dynamic community structures. The proposed algorithm can be widely applied to all kinds of dynamic networks due to its easy implementation, high computational efficiency and light-weight. The L-DMGAPSO has three contributions:
(1) The dynamic community detection process is formulated as a multi-objective optimization issue. The discrete particle swarm method improved by the label propagation and genetic algorithm is implemented for solving such problems.
(2) The unsteady iteration is solved by the node degree and enhances the accuracy of clustering synchronously.
(3) The phenomena of accurate clustering and varieties of populations are caused by the genetic operations.
This remaining paper is organized as follows: Section II depicts the previous method. Section III involves initialization, genetic operations, a swarm intelligence method and complex analysis. Section IV shows experiments in synthetical and real-world networks. Section V summarizes this paper.
II. RELATED WORK
The crucial characteristic of networks is the trend of nodes grouping together to constitute community structures (i.e., the partition of dense intra-connections and sparse inter-connections) [22] . Recently, the evolution of networks has drawn great attention [29] , [30] . Many methods pull a dynamic network out of temporal analysis in the process of discovering the community structure [31] . Then, in order to consider the temporal analysis, the evolutionary clustering framework adopts two metrics (i.e., SC and TC) to synchronously estimate the quality of the current community and the difference with the previous one [18] . However, the result of the community structure will be affected by the parameters preset by the evolutionary clustering.
To overcome this problem, we propose an appropriate algorithm which chooses the multi-objective clustering [19] as the main framework. This section introduces the concept of existing algorithms of the dynamic community detection and the multi-objective clustering in Secs. II-A and II-B, respectively.
A. METHODS FOR DYNAMIC COMMUNITY DISCOVERY
Due to the importance of temporal trade-off approaches, many strategies are presented for recognizing the dynamic community structure [12] . Some methods mainly focus on the fixed clustering in dynamic networks, which is regarded as multi-time steps. These methods pull a dynamic network out of the time step in the process of detecting the community. For instance, GraphScope is introduced by Sun to detect the dynamic community structure, which unnecessarily presets an algorithmic parameter [32] . The characteristic of the community evolution is defined by Asur through time-varying interactive graphs based on key events in dynamic networks [33] .
In contrast, the evolutionary clustering-based algorithms mainly optimize the cost function. More specifically, a novel method on the basis of the label propagation, called as DLPAE, is introduced for the dynamic community discovery, which updates the label of nodes through their neighbors and confidence [34] . To analyze dynamic social networks, a novel evolutionary clustering model, called as HDP-HTM, studies the size and structure of communities automatically by containing a prior knowledge into the Dirichlet Process [35] . A constrained partitioning algorithm aims to optimize the Normalized cut and detect the community structure by minimizing the latent weighted distance between the current community and the previous one [36] . Facetnet is adopted by Lin to illustrate the interactions in hierarchical communities [20] . This method uses the probabilistic pattern on the basis of Dirichlet distribution to grasp variation and the stochastic block pattern to produce communities. A particleand-density method is introduced by Lin to extend and solve the problem of the community varying with time [37] . Nanocommunity and l-clique-by-clique (l-KK) are introduced by Chakrabarti to discover the unstable number of communities, and the nano-community grasps the process of evolving [18] . Experiments show that these methods have superior performs in dynamic networks, but they preset parameters to regulate the preference degree in SC and TC. Actually, preferring one leads to the degeneration of the other. To solve such a problem, the multi-objective optimization is adopted to identify the preferential parameter of SC and TC automatically [19] . Hence, the problem of the community detection with the temporal smoothness is defined as a multi-objective optimization issue [38] .
By this means, several researches are centered on the multi-objective optimization to recognize the dynamic community structure [22] . For example, a multi-objective evolutionary clustering framework (MOEC) employs three decomposition methods (i.e., weighted sum aggregation, Boundary Intersection and Tchebycheff) to estimate the scores of internal and external communities [39] . An efficient multi-objective immune method, named as DYN-LSNNIA, adopts a non-dominated neighbor immune framework in which the main novel parts use a weighted objective to convert the multi-objective into a single objective and apply the local search for the mutation operation [38] . DYNMOGA is introduced based on the NSGA-II to recognize a dynamic network [19] . It has been used with a customized population to accommodate NSGA-II [19] . Because DYNMOGA introduces an evolutionary algorithm to seek solutions by itself, these methods have drawn great attention. Moreover, the discrete particle swarm method uses a decomposable operation to recognize the community structure [23] . Our proposed algorithm is also based on such clustering framework, so the next subsection provides a detailed description of the multi-objective clustering framework.
B. MULTI-OBJECTIVE OPTIMIZING-BASED DYNAMIC COMMUNITY DETECTION
Nowadays, Chakrabarti et al. survey that the noise could cause a variation in network connections during a short time [18] . Therefore, drastic drifts should not appear in many real-world systems [19] . Based on this, the clustering always optimizes two conditions at each time step. To be specific, one is that the current clustering approximates the original data as much as possible, and the other is that two successive clustering results should be smooth. To fulfill two criteria synchronously, the evolutionary clustering framework (named as temporal smoothness) is proposed [18] . This framework hypothesizes that the process of the community detection keeps a slight change as time goes on. It is adapted to this case where users continually and periodically employ the clustering [19] . Therefore, the soft changes are more suitable than the drastic varies because users are not commanded to study the new partition of the clustering. This framework provides the smooth observation of the conversion between successive time steps. For smoothness, the cost function is proposed to include two criteria (i.e., SC and TC) as defined in Eq. (1) .
where SC (C t , G t ) represents the snapshot cost to estimate the community topology at t [19] . TC (C t−1 , C t ) represents the temporal cost to evaluate the difference of the community structure between successive time steps. α is the weight coefficient between 0 and 1. If α = 0, the community structure is equal to previous one. If α = 1, this function only detects the current network topology.
The evolutionary clustering has some deficiencies and it will preset parameters to regulate the preference degree in SC and TC. Thus, the multi-objective clustering is proposed to identify the preferential parameter of SC and TC automatically.
A multi-objective evolutionary clustering problem can be defined in Eq. (2) .
where F(C t ) is an objective function on the basis of an independent function f i (C t ). h represents quantities of isolated objectives.
A multi-objective issue adopts the cluster of solutions (i.e., Pareto optimality theory), but it is not the unique solution [40] . We assume two solutions C 1 and C 2 . C 1 represents the Pareto optimum solution when it satisfies this criteria as defined in Eq. (3). It means C 1 dominates C 2 , defined as
On the contrary, a nondominated solution, called as Pareto optimal, is defined in Eq. (4). is the whole set of probable solutions.
The Pareto front is described by a set of nondominated solutions. Pareto optimal solutions are not comparable for total objectives. So the Pareto front stands for compromising solutions.
The dynamic network can be defined as the temporal
where N t and E t represent nodes and edges, severally, and G t denotes the temporal network at t. The partition of every temporal network C t = c i |c i = φ, c i ∩ c j = φ, c i = c j is detected by a dynamic network algorithm, where c i and c j denote the i th and j th community, severally. The evolving of a network is presented in Fig. 1. N Existing researches indicate that the process of the dynamic community discovery can be formulated as a multi-objective optimization issue [19] , where two objectives, i.e., Q and NMI are introduced to estimate the community detection accuracy [24] , [25] . Thus, this idea aims at maximizing two metrics synchronously, as defined in Eq. (5) .
SC is optimized by Q which is defined in Eq. (6) . To be specific, |E| and k are the quantity of edges and communities, severally. The degree and inner links of C r show in d r and l r , respectively. Usually, the higher the value of Q is, VOLUME 7, 2019 the better the quality of the community structure performs. NMI estimates TC as defined in Eq. (7), where A and B are two partitions
severally. C represents the confusion matrix. C ij is the intersection of nodes which connects j th community of B and i th community of A. C B and C A denote the quantity of communities of B and A, severally. |N | represents the quantity of nodes. C i· and C ·j denote the sum of C a row i and in a column j, severally. If a partition A is same as B, NMI = 1. When A is as opposed to B, NMI is equal to 0.
Solutions stand for the best compromise both SC and TC simultaneously. Consequently, the primary assignment guarantees two objectives large enough which can deal with the problem of detecting the dynamic community.
Nowadays, the evolutionary-based multi-objective optimization algorithms have made great progress. It has been proved that evolutionary algorithms can solve multi-objective optimization problems efficiently [41] , [42] . The particle swarm algorithm, a typical swarm intelligence method, is much better than other algorithms in the community discovery [23] . The achievement of this method is because of the efficiency, the easy implementation, and the effectiveness in global exploration and local search [43] . However, this algorithm suffers premature convergence and insufficient diversity when solving the dynamic community detection [26] . Inspired by the label propagation algorithm and genetic operations, this paper presents the nature heuristic approach to improve the particle swarm method. Such method maintains the effective community structure and increases the variousness of individuals. The next part provides a specific explanation of our proposed approach.
III. PROPOSED APPROACH
The whole framework is first introduced in Sec. III-A. Then, the main parts of L-DMGAPSO are explained in Secs. III-B-III-D. The detailed formation about each component is provided in Sec. III-E.
A. THE FRAMEWORK OF L-DMGAPSO
The encoding and decoding programs adopt the string-based representation. The position vector x represents an individ- Fig. 2 shows the encoding and decoding program where an integer string represents a node. Fig. 2(b) illustrates the community structure, where n 1 , n 2 , n 3 and n 4 belong to the same community. Our proposed approach optimizes SC in G 1 , as defined in Sec. II-B, and two objectives in the rest of a network. The total optimization of process is illustrated in Fig. 3 . This approach promotes the accuracy of the community structure by enhancing the varieties of individuals and sustaining the clustering character. There are four steps in Fig. 3 . First, the improved label propagation method generates the individual position in step 1. Second, the roulette method is used to select particles for the crossover operator. Then particles are performed by genetic approach in step 2. Such approach mainly can increase the varieties of individual positions and maintain the stability of effective communities. Third, this algorithm uses the particle updating rule to generate new particles which accelerates particles convergence, and finds the global and personal optimum position. Then, Q and NMI are derived to evaluate particles in order to find the Pareto optimality solution in step 3. At last, the maximal NMI is selected among the Pareto optimality solution in step 4. The details of each step are provided in following subsections.
B. INITIALIZATION
The RAK method [27] is chosen to detect community due to its linear time complexity, so as to enhance calculating rate. c i is a unique label for n i , as defined in Sec. II-B, and changes with neighbor nodes. If all labels keep constant, iteration terminates. Nevertheless, when alternative solutions are more than one, one of the alternatives will be selected as the consequence randomly. The influence of neighbor nodes is positively correlated with the degree of a node. Thus, our approach selects the node with the maximal degree and a synchronous updating regulation. To be specific, the label of n i at the current time changes on the basis of the label of maximal degree neighbor node at previous time. Alg. 1 exhibits the whole initialization process.
C. GENETIC APPROACH
The genetic approach consists of one-way crossover and mutation operations. To be specific, the one-way crossover operation [28] aims to keep the accuracy of community. On the basis of the operation, the roulette method is first applied to select the clustering result (i.e., ''Source'' or 
Algorithm 1 Initialization
Input: The quantity of nodes |N | and neighbor nodes Nb i . The degree of nodes D i . Output: A particle position vector
The label of each node is distributed at random; 2 The label of each nonisolated node at t chooses one of the label of neighbor nodes at random,
The synchronous updating regulation updates the label by choosing Nb i with the maximal D i ; 4 Return a particle position vector
Then, Fig. 4 shows the details of one-way crossover operation. If n 2 is selected, n 2 , n 3 and n 5 belong to uniform community in ''Source''. c 2 , c 3 and c 5 propagate from ''Source'' to ''Destination''. Then, c 2 , c 3 and c 5 in ''Destination'' are updated to 2. This method updates the clustering result. The mutation method aims to improve the accuracy of clustering and accelerate the convergence. If a random number is less than a mutation rate, the synchronous updating regulation changes c at current time on the basis of the label of neighbor nodes at previous time. 
D. PARTICLE SWARM OPTIMIZATION METHOD 1) PARTICLE UPDATING RULE
Particle swarm optimization aims to improve the convergence efficiency and avoid falling into the local optimum [23] . Its updating regulation is defined in Eqs. (8) and (9) . v i = ωv i ⊕ (s 1 r 1 (x_best i x i )+s 2 r 2 (gbest x i )) (8)
where
is the best individual position of i th particle and gbest = gbest 1 , gbest 2 , ..., gbest |N | is the best global position of population. s 1 and s 2 are learning factors; ω is the inertia weight; r 1 and r 2 are random numbers between 0 and 1. In Eq. (8), is the operation of XOR. For example, we assume two values, i.e., a and b, if a is unequal to b then VOLUME 7, 2019 and
. The operation of ⊕ is defined in Eq. (10) .
⊗ updates the position vector as defined in Eq. (9) . Supposing that the old position vector
where Nb i = {neighbor 1 , neighbor 2 , ..., neighbor k } is the neighbor nodes. If i = j, ϕ(i, j) is 1, else ϕ(i, j) is 0.
2) X_BEST AND GBEST UPDATING RULE
In the particle swarm optimization method, the position of every individual is updated by the x_best, gbest and x. Each particle is correlated with the weight (i.e., W ). We adopt the Tchebycheff approach [44] to update x_best and gbest [23] .
On the one hand, if g te (
we update x_bset i = x i . w i is on the basis of the Euclidean distance W = {w 1 , ..., w i , ..., w n }, where w 1 i = (i − 1)/(n − 1), and
The global position gbest is updated on the basis of these neighbor particles. On the other hand, if g te x i |w j , z * < g te gbest j |w j , z * , we update gbset j = x i , where j ∈ Nb i and Nb i is a set of neighbors.
E. THE OVERVIEW OF L-DMGAPSO
The overview of our proposed algorithm inherits from DYNMOPSO, which is extended by the label propagation algorithm and genetic operations. Fig. 5 clarities the framework of L-DMGAPSO in which dotted boxes emphasize the innovations of our approach. Alg. 2 presents the pseudocode of L-DMGAPSO. It optimizes SC in G 1 , SC and TC at remanent time step. This approach promotes the accuracy of the community structure by enhancing the varieties of individuals and sustaining the clustering character.
Regarding to the computational complexity, setting |N | and |E| are the quantity of nodes and edges. maxgen is the maximum quantity of iterations, pop represents the size of particles and T denotes time step numbers of a dynamic network. The time complexity of L-DMGAPSO can be computed by the complexity of following steps. First, the initialization operation (step 4 of Alg. 2) is completed in the linear time, where initializing labels of nodes require O(|N |). The label propagation algorithm is the linear time in O(|E|) and
Algorithm 2 L-DMGAPSO
Input: A dynamic network G = {G 1 , G 2 , ..., G t }, time step T , the number of nodes |N |. Output: The community structure at all time steps C t = {C t1 , C t2 , ..., C tk }. 1 Use Q to optimize SC at time step 1, then get a primal partition C 1 ; 2 for t = 1 : T do 3 while termination condition is not satisfied do 4 The particle swarm position vectors x i is generated on the basis of Alg. 1;
5
Execute the genetic approach to generate
Use Q and NMI to estimate the fitness;
7
Particle swarm updating regulation updates the position x i , x_bset i and gbest; 8 Return the solution C t of the Pareto Front with the maximum NMI value;
selects the maximum degree of label to [27] . Second, the genetic operation (step 5 of Alg. 2) is divided into one-way crossover and mutation operations. Because the mutation operation is executing the label propagation method again, the mutation operation is O(|E|) and the one-way crossover is O(|E|) [28] . Third, time complexities of Q and NMI (step 6 of Alg. 2) are O(|E|) [24] and O(|N |) [25] , respectively. Fourth, the particle swarm method (step 7 of Alg. 2) is calculated in O(|N | + |E|) [23] . Hence the time complexity of steps 4-7 is O(|N | + |E|). These operations are for each population, so the complexity of L-DMGAPSO is O (pop · (|N | + |E|)). The iteration stops when the value of the cyclic variable (step 3 of Alg. 2) reaches maxgen. Therefore, the time complexity of steps 3-8 is O (maxgen · pop · (|N | + |E|)), both pop and maxgen are set to 100 according to the experience. These works are for every time step of the dynamic network, the overall complexity of L-DMGAPSO is O (T · maxgen · pop · (|N | + |E|)).
IV. EXPERIMENTS
Synthetical and real-world networks, comparing algorithms and evaluation metrics for experiments are introduced in Sec. IV-A. Experimental results are accomplished in Sec. IV-B. The parameter analyses are implemented in Sec. IV-C.
A. DATASETS AND METRICS 1) DATASETS
The benchmark network is proposed consisting of 128 nodes. There are four communities which are separated from this network and every community includes thirty-two nodes. It sharing fixed mean degree is called avgDegree and has Z nodes associated with other communities. The noise level and dense degree of a network are positively correlated with the values of Z and avgDegree, respectively. The datasets of SYN, SYN-FIX and SYN-VAR are dynamic networks based on such benchmark. 1) SYN: A kind of benchmark network which removes nC% nodes from communities is proposed in [37] . 10% nodes of this network are removed from each community and distributed to another randomly. Then 30% nodes are selected at each time step. The value of time steps is set to 20. 2) SYN-FIX: A kind of benchmark network which sets the fixed number of communities for a dynamic network is adopted in [21] . We select 3 or 5 nodes for every C t−1 and randomly assign to others, respectively. 3) SYN-VAR: A kind of benchmark network which sets a variable number of communities is proposed in [21] . This network amends the SYN-FIX network, through the birth and death of communities, and the merging and splitting of nodes. 256 nodes are equally distributed to four communities. 8 nodes of each community are chosen randomly in G t−1 and these nodes are amended in G t . The number of communities is ' '4, 5, 6, 7, 8, 8, 7, 6, 5, 4 '' in each time step [21] . SYN-EVENT has been proposed which refers to four main events in dynamic networks [45] . In these networks, we consider 10 time steps and 2000 nodes.
1) Birth and death: Staring at t = 2, it generates new communities through exchanging 10% nodes randomly with other communities. 2) Expansion and contraction: The operation of expansion opts 10% of communities randomly and these updated nodes source from other communities. The rate of expansion and contraction is set to 25%, respectively. 3) Intermittent communities: The percent of hidden communities is set to 10% at first. 4) Merging and splitting: The updated network sources from 10% splitting and selective communities. Real-world datasets are three types including Cellphone Calls dataset, 1 Enron Mail dataset 2 and High School dataset. 3 1) Cellphone Calls: Data sources from the VAST 2008 mini challenge 3 including cellphone records among the members of the fictitious Paraiso movement in June 2006. The dynamic network is built by these records in which each node denotes a distinct cellphone as well as each edge stands for happening two cellphones call. The dynamic network consists of 400 nodes, more than 498 edges and 10 time steps. A medium confidence Ferdinando Catalano is identifier 201 and his close relatives include Estaban Catalano (node 6), David Vidro (node 2), Juan Vidro (node 4) and Jorge Vidro (node 3). These persons change their cellphone numbers in 7 and 8 days, so their friendly relations between students in a high school in Marseilles, 5 days of Dec. 2013. The dynamic network consists of 327 nodes and more than 188508 edges, in which every node denotes a distinct student as well as every edge stands for the friendship between two students. Our proposed method is operated in MATLAB. The whole experiments are reiterated ten times on synthetic and real-world networks. Benchmark approaches consist of six famous dynamic community discovery methods. Their parameters are source from their papers. More specifically, FacetNet is a well-known algorithm for evolutionary clustering [20] . DYNMOGA is a multi-objective evolutionary algorithm [19] . DYNMOPSO is an effective swarm intelligence algorithm [23] . sE-NMF is a semi-supervised evolutionary nonnegative matrix factorization algorithm [46] . ESPRA is a community discovery method on the basis of network structural perturbation and topological similarity for dynamic networks [47] . GenLouvain is a heuristic method on the basis of the temporal snapshots adjacency matrices [48] . SIR is a novel algorithm based on a susceptible-infectiousrecovered-like spreading process [12] . DyPerm defines a new community metric and optimizes this metric to discover the community structure. This metric reallocates the nodes, whose topology is updated, to communities and ensures that the rest of nodes are not influenced during the optimization process. Thus, this method has the computational efficiency in the dynamic community detection [49] .
2) EVALUATION METRICS
Two evaluation metrics, i.e., NMI and ERROR, verify the community structure. NMI has been introduced in Sec. II. Since the true community structure is unknown and two same nodes have multiple edges in a real-world dataset, we follow the same method of DYNMOGA [19] . First, these multiple edges are removed between two same nodes. Second, we combine overall networks over time steps into a single network. Third, the combined network is computed by applying only the first step of DYNMOGA. Because these selected communities are densely connected subgraphs, they stay rather stable at overall time steps. Finally, the clustering results are regarded as the ground truth community structure in a dynamic network.
ERROR estimates the distance from a community M to a real community G [37] as defined in Eq. (12) .
M = n * k for representing algorithmic indicator matrix, where n and k are the number of nodes and communities, severally. The formulation of G is equally as M .
B. EXPERIMENTAL RESULTS
The whole experiments are performed in the same situation to impartially compare the proposed method and other approaches. Entire experiments are averaged over 10 times due to wiping off the computational fluctuation. Following the experience, the high crossover rate is set to 0.9 and the low mutation rate is set to 0.1. ω, s1 and s2 are set to 0.7298, 1.4961 and 1.4961 [23] . In addition, the quantity of particles and iterations is 100, and the neighbor size is 40. First, so as to measure the influence of noise level and the dynamic community structure of a network on our proposed method, SYN dataset is used for estimating nine algorithms. An increase in Z leads to an increase in the noise level of a network. Z = 5 creates a more visible dynamic network than Z = 6. The dynamic community structure appears a milder variation in nC% = 10% than nC% = 30%. improvement of network fuzziness. Thus L-DMGAPSO is capable of detecting the community structure of a dense network.
Second, we mainly measure the influence of community and node of a dynamic network on our method. Fig. 7 changes dynamic networks through presetting the fixed or variable number of communities. Z represents the size of nodes connected with other communities. Z = 5 means the external community is closer connected than Z = 3. SYN-EVENT estimates the impact of four kinds of the evolutionary community structures on our algorithm. Figs. 7 and 8 describe the average NMI for SYN-FIX, SYN-VAR and SYN-EVENT datasets, respectively. More specifically, Fig. 7 shows that L-DMGAPSO obtains the value of NMI almost always 1 and the differences are much more remarkable in Figs. 7(c) and (d) . Before all, there is a conclusion that other algorithms change with varying time step and L-DMGAPSO is particularly smooth and steady at all networks in Fig. 8 . The reason for this phenomenon is the improved label propagation method reduces the instability of initial particles. More specifically, DYNMOPSO and DYNMOGA have poor changes in Figs. 8(a) and (d) , respectively, and L-DMGAPSO maintains the value of NMI near to 1. The reason for these results is that the improved label propagation method maintains the community structure and the genetic approach enhances the varieties of individuals. Fig. 8 indicates that the precision of FaceNet reduces as time goes on, and the precision of L-DMGAPSO and DYNMOGA remains steady, since their current communities are on the basis of the previous communities.
Finally, in order to discuss the proposed method ability for the community detection on real-world datasets, we select three representative social networks. Fig. 9 shows the NMI and ERROR obtained by L-DMGAPSO and other algorithms for the real-word networks. Obviously, the results of NMI are correspond with that on synthetical networks and the value of ERROR shows that our proposed method can get the steady and precise community. It can be observed that L-DMGAPSO can detect communities, moreover keep a balance between the SC and TC. It means that this algorithm detects a more precise community and considers the in-depth analysis. Figure 10 depicts the visualization of a main community structure on cellphone dataset. The evolution of this dataset is clearly presented in Figs. 10(a) and (b). Labels of five nodes are changed from 201, 6, 2, 3, 4 to 301, 307, 310, 361, 398, because five core members transform their cellphone numbers. A medium confidence Ferdinando Catalano converts into a different community from Fig. 10(a) to (b).
C. PARAMETER ANALYSIS
In L-DMGAPSO, four parameters are of significance. They are (1) population size (pop), (2) total steps of iteration (gen), (3) crossover rate (C m ), and mutation rate (P m ). We mostly discuss the influence on these parameters of this method. Two datasets, a synthetic dataset (SYN-FIX) and a real-world dataset (HighSchool), are used for experiments. pop and gen are set from 100 to 1000 with an interval of 100, respectively. C m and P m are set from 0.1 to 1 with an interval of 0.1, respectively. When a parameter is chosen for the parameter analyses, the rest of parameters are the consistent with those set in Sec. IV-A and stay the same. Figure 11 indicates the mean value of NMI obtained by L-DMGAPSO with different pop, gen, C m and P m on SYN and HighSchool datasets, in which the standard deviation is presented beside the mean value. The maximum of each point presents the maximum NMI and the minimum of point is the minimum NMI in the total of time steps, respectively. Fig. 11 shows that all parameters are roughly consistent when the different networks are used for experiments and the results are smooth in every time step. Meanwhile, the analyses of four parameters pop, gen, C m and P m show that the result is only slightly fluctuated. In summary, the L-DMGAPSO is insensitive to the value of parameters generally. 
V. CONCLUSION
The label-based swarm intelligence method is presented for the dynamic network community detection. The central concept combines genetic approach and the label propagation into the particle swarm optimization algorithm. Furthermore, it stabilizes the multi-objective optimization of the dynamic network. SC evaluates the current network topology and TC measures the difference between the current clustering result and previous one. Our approach can efficiently recognize community structure in dynamic networks by experimental evidences. Several conclusions can be drawn as follows:
1) The initialization progress of the particle optimization method adopts the improved label propagation operation. It not only generates preferable positions of particles, but also has the linear time complexity. This algorithm solves the problem of instability through selecting the maximum degree of candidate solutions. 2) The genetic method is applicable to increase the variety of particles, sustain the superior community structure and escape from the local optimum. It promotes the search for the global best position in progress.
3) The label-based swarm intelligence algorithm considers the converge of this method, the diversity of solutions and the ability of avoiding the local optimum. In summary, we make use of the improved label propagation and genetic methods to optimize the particle swarm algorithms. More specifically, this approach is made up of 3 parts. First of all, it is conducted before the evolution by using the improved label propagation approach of a network, the second is done in evolution by using the one-way and mutation operations in population, and the third uses the particle swarm method for converging population. In addition, experiments in the dynamic community discovery are represented. These experimental results indicate that the community structure discovered by L-DMGAPSO is more similar to the original structure, which is better than the division result found by sE-NMF, DYNMOGA, FacetNet, DYNMOPSO, ESPRA, GenLouvain, SIR and DyPerm. Therefore, we can draw a conclusion that L-DMGAPSO recognizes the quality of the community structure better than other state-of-the-art approaches and also demonstrates the label-propagation validity and genetic operations to PSO.
It's a challenging task for a novel algorithm to take into account both the computational speed and quality synchronously. For our proposed method, the quality of this algorithm is better than other state-of-art approaches. But the computational speed is insufficient. In the light of the issue, the future research will further improve the computational efficiency of our method. 
