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Low-Complexity and High-Resolution DOA
Estimation for Hybrid Analog and Digital Massive
MIMO Receive Array
Feng Shu, Yaolu Qin, Tingting Liu, Linqing Gui, Yijin Zhang, Jun Li, and Zhu Han
Abstract—A large-scale fully-digital receive antenna array
can provide very high-resolution direction of arrival (DOA)
estimation, but resulting in a significantly high RF-chain circuit
cost. Thus, a hybrid analog and digital (HAD) structure is pre-
ferred. Two phase alignment (PA) methods, HAD PA (HADPA)
and hybrid digital and analog PA (HDAPA), are proposed to
estimate DOA based on the parametric method. Compared to
analog phase alignment (APA), they can significantly reduce the
complexity in the PA phases. Subsequently, a fast root multiple
signal classification HDAPA (Root-MUSIC-HDAPA) method is
proposed specially for this hybrid structure to implement an
approximately analytical solution. Due to the HAD structure,
there exists the effect of direction-finding ambiguity. A smart
strategy of maximizing the average receive power is adopted to
delete those spurious solutions and preserve the true optimal
solution by linear searching over a set of limited finite candidate
directions. This results in a significant reduction in computational
complexity. Eventually, the Cramer-Rao lower bound (CRLB) of
finding emitter direction using the HAD structure is derived.
Simulation results show that our proposed methods, Root-
MUSIC-HDAPA and HDAPA, can achieve the hybrid CRLB
with their complexities being significantly lower than those of
pure linear searching-based methods, such as APA.
Index Terms—DOA, Hybrid Analog and Digital, massive
MIMO, CRLB, Root-MUSIC-HDAPA.
I. INTRODUCTION
Due to ultra-high-resolution of spatial direction, and super-
high-spectral efficiency, massive multiple-input multiple-
output (MIMO) has drawn tremendous research activities from
academia and industry world. It has made great progress
on several important aspects like channel modeling, low-
complexity beamforming, channel estimation, pilot optimiza-
tion, pilot contamination controlling, etc. [1], [2], [3], [4].
Direction of arrival (DOA) estimation has been an active
area since its applications include wireless communications,
radar, radio astronomy, sonar, navigation, tracking of various
objects, and rescue and other emergency assistance devices
[5]. If massive MIMO behaves as a receive array, then DOA
estimation precision will be dramatically improved due to its
ultra-high-resolution of spatial direction.
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Wireless direction finding has a long history tracing back
to the very beginnings of wireless communications. In the
coming future, demand for direction-finding will arise in many
potential engineering applications including internet of things
(IoT) [6], directional modulation systems [7], [8], [9], [10],
[11], [12], [13], unmanned aerial vehicle (UAV) [14], intelli-
gent transportation, wireless sensor networks (WSNs) [15] and
millimeter-wave-based massive MIMO for 5G and beyond so
on [16]. Many DOA estimation algorithms have been proposed
and analyzed. Capon algorithm [17] is maximum likelihood
estimation of power which aims at maximizing the signal-to-
interference ratio (SINR). Schmidt developed a more popular
method, i.e., the multiple signal classification (MUSIC) [18]
algorithm, which is a high-resolution eigen-structure-based
DOA-finding method. To reduce the complexity of MUSIC
with linear search, its low-complexity version, called Root-
MUSIC [19], was proposed to solve the roots of the poly-
nomial around the unit circle to find DOA. Many authors
proposed several different direction finding methods, analyzed
and improved their performances. In [20], five methods of
combining ML and MUSIC were proposed, which could
achieve both good performance and computational simplic-
ity. In [21], the authors exploited the first derivative of the
cost function in Root-MUSIC, which performed better than
traditional methods. By examining the disturbance of the root
of the polynomial formed on the Root-MUSIC intermediate
step, the authors in [22] provided its analysis and proved that
it outperforms the MUSIC algorithm in a uniformly spaced
linear array (ULA). However, the above research all assume
that array response and noise variance are known perfectly,
which is unfeasible in practice. Therefore, Friedlander mod-
eled and solved the problem of direction finding when there
existed inaccurate mutual coupling, gain, and phase among
array elements [23], [24], [25].
However, as the number of antennas tends to large-scale, the
beamforming computational amount, and circuit complexity
and cost of digital implementation become too high for com-
mercial applications. Therefore, a hybrid analog and digital
(HAD) beamforming structure is a natural choice, which will
strike a good balance among beamforming computational
amount, circuit cost, and circuit implementation complexity.
Concerning HAD precoding in mmWave massive MIMO
systems, a mixed analog-to-digital converter (ADC) receiver
architecture [26] was presented, as combining costly high and
less expensive low resolution ADCs, had worse in performance
than full-resolution ADC structure. Therefore, in [27], a HAD
2precoding algorithm is firstly proposed to make a balance
between hardware cost and system performance.
Several research activities on HAD structure focus on
transmitter not receiver. In [28], the authors developed a low-
complexity precoder of alternately iterative minimization by
enforcing an orthogonal constraint on the digital precoder.
In [29], the authors proposed two precoders based on the
principle of manifold optimisation and particle swarm optimi-
sation. An energy-efficient hybrid precoding for sub-connected
architecture was proposed in [30]. To make a balance between
energy efficiency and spectrum efficiency in [31], the authors
analyzed the green point for fixed product of the transceivers
number and the active antennas number per transceiver, and
independent transceivers number and active antennas number
per transceiver. Due to the HAD structure, the achievable
sum-rate inevitably decreases compared to fully-digital beam-
forming, in [32] the sum-rate degradation was proved to be
compensated by simply employing more transmit antennas.
Also taking the rate into account, the authors in [33] developed
an iterative HAD beamforming algorithm for the single user
mmWave channel, which can approach the rates achieved
by unconstrained digital beamforming solutions. In [34], the
authors presented receive baseband combiners with the target
of minimizing mean-squared-error between transmitted and
processed received signals.
Medium-scale or large-scale receive antenna array with
digital beamforming can be employed at receiver to achieve
a high-resolution DOA estimation. Therefore, considering the
hardware cost and performance, it is necessary to apply the
hybrid structure in the direction finding. In [35], the authors
proposed two iteration methods, i.e., differential beam search
and differential beam tracking beamforming algorithms for
side by side subarray configuration.
To the best of our knowledge, how to use a massive HAD
beamforming structure to make an estimate of DOA direction
based on concept of spatial spectrum is an open challenging
problem. In this paper, each subarray output of the HAD
structure is viewed as a virtual large antenna output, and the
total HAD antenna array can be modelled as a large digital
virtual array when we do digital beamforming/PA operation.
we will focus on the aspect research and make our effort to
solve this problem, our main contributions are summarized as
follows:
1) By fully exploiting the sub-array structure, two hy-
brid DOA-finding methods of using linear search, hy-
brid analog and digital phase alignment (HADPA) and
hybrid digital and analog phase alignment (HDAPA),
are proposed to estimate DOA based on parametric
method. Compared to conventional analog phase align-
ment (APA), they are much lower-complexity. By re-
ducing the size of stepsize, their estimate accuracy can
be improved but at the same time their complexities
increase accordingly. Compared to APA, the proposed
HADPA can reduce the complexity from O(KM) to
O(K + M), where K and M are the numbers of
subarrays and antennas per subarray. Furthermore, the
proposed HDAPA dramatically reduces the search com-
plexity by confining the searching set of feasible solu-
tions to the limited finite number M by exploiting the
the periodic characteristic of digitally large virtual array
with spacing being multiple of half wavelength.
2) To avoid the high-complexity of HADPA and APA
due to pure linear searching with small stepsize, based
on spatial spectral estimation, a Root-MUSIC-HDAPA
method is proposed to achieve an extremely low-
complexity with an approximately close form. Due to the
periodic property of virtual array direction pattern, there
exists the effect of direction-finding ambiguity effect,
i.e., M optimal solutions for the estimated direction. A
method of maximizing the average receive power by a
limited linear searching over a set of finite feasible di-
rections predetermined by Root-MUSIC, called HDAPA,
is adopted to find the true optimal solution and delete
those spurious ones. As shown in mathematic analysis
and simulation results in Section V, Root-MUSIC plus
HDAPA can make a significant reduction in computa-
tional complexity compared with APA, HADPA, and
HDAPA.
3) To assess the performance of the proposed two methods,
the hybrid Cramer-Rao lower bound (CRLB) for HAD
structure is derived by statistic theory and matrix theory.
Simulation results verify that the proposed hybrid Root-
MUSIC-HDAPA scheme is shown to achieve the CRLB
as signal-to-noise ratio (SNR) increases up to medium
and large SNR regions.
The remainder of this paper is organized as follows. Sec-
tion II describes system model. In Section III, two meth-
ods, HADPA and HDAPA, are proposed to realize a lower-
complexity compared to conventional APA. In Section IV,
compared to HADPA and HDAPA, a lower-complexity Root-
MUSIC-HDAPA is proposed by providing an approximately
analytical solution, and the corresponding hybrid CRLB is
also derived to verify its performance. Simulation results are
presented in Section V. Finally, we make our conclusions in
Section VI.
Notation: throughout the paper, matrices, vectors, and
scalars are denoted by letters of bold upper case, bold lower
case, and lower case, respectively. Signs (·)T , (·)∗ and (·)H
denote transpose, conjugate, and conjugate transpose, respec-
tively. Notation E{·} stands for the expectation operation.
Matrices IN denotes the N × N identity matrix and 0M×N
denotesM×N matrix of all zeros. Tr(·) denotes matrix trace.
Operation ⊗ denotes the Kronecker product of two matrices.
II. SYSTEM MODEL
Fig. 1 sketches the receive HAD beamforming structure.
A far-field emitter transmit a narrow-band signal s(t)ej2pifct,
where s(t) is the baseband signal, and fc is the carrier
frequency. The signal impinges on the HAD antenna array.
Uniformly-spaced linear array (ULA) are divided into K sub-
arrays, and each subarray is composed ofM antenna elements.
Consider analog beamforming (AB), the kth subarray output
3y˜bk(t) is
y˜bk(t) =
M∑
m=1
s(t)ej
(
2pifct−2pifcτk,m−αk,m
)
+ wbk(t), 1 ≤ k ≤ K,
(1)
where b is the time-domain block index with each block
consisting of L snapsots, i.e., L is the number of snapshots
per block, and τk,m are the propagation delays determined by
the direction of the source relative to the array given by
τk,m = τ0 − (km− 1)d sin θ0
c
, (2)
where τ0 is the propagation delay from the emitter to a
reference point on the array, c is the speed of light, and d
denotes the antenna spacing. In (1), αk,m is the corresponding
phase for analog beamforming/phase alignment corresponding
to the mth antenna of subarray k. Stacking all K subarray
outputs in (1) forms the matrix-vector notation
y˜b (t) = ej2pifctVHA a(θ0)s(t) +w
b(t), (3)
where w(t) = [w1(t), w2(t), · · · , wK(t)]T is an additive
white Gaussian noise (AWGN), whose entries are independent
identically distributed. CN (0, σ2w), and the column vector
a(θ0) is the so-called array manifold defined by
a(θ0) =
[
1, ej
2pi
λ
d sin θ0 , · · · , ej 2piλ (N−1)d sin θ0
]T
, (4)
and the AB matrix is a block diagonal matrix
VA =


vA,1 0 · · · 0
0 vA,2 · · · 0
...
...
. . .
...
0 0 · · · vA,K

 (5)
where vA,k =
1√
M
[
ejαk,1 , ejαk,2 , · · · , ejαk,M ]T is the AB
vector of subarray k. The radio frequency (RF) signal y˜ (t) in
(3) passes throughK parallel RF chains and is down-converted
to the following baseband signal vector
yb(t) = VHA a(θ0)s(t) +w
b(t), (6)
which experiences analog-to-digital convertor (ADC) and
yields
yb(n) = VHA a(θ0)s(n) +w
b(n). (7)
Via digital beamforming (DB) operation, the above signal
vector becomes
rb(n) = vHDV
H
A a(θ0)s(n) + v
H
Dw
b(n), (8)
where the DB vector vD = [v1, v2, · · · , vK ]T .
III. PROPOSED LOW-COMPLEXITY
PHASE-ALIGNMENT-BASED DOA ESTIMATION
In this section, by maximizing the output receive power,
we firstly present the APA method in Section III-A. The APA
requires to compute N different values of phase per step
search as the inputs of N phase shifters at the RF chain. To
reduce the number of phase values needed to be computed, a
5)FKDLQ5)FKDLQ
$QDORJ
%HDPIRUPHU
'LJLWDO
%HDPIRUPHU
 y t  Ky t
 y n  Ky n
H
A9
H
DY
Ă
M
T
 tV
'2$
(VWLPDWLRQ
 r n
$'& $'&
Fig. 1. ULA hybrid beamforming sub-connected architecture.
low-complexity HADPA-based DOA estimator is proposed in
Section III-B with only calculating M + K different values
for N phase shifters on RF chain. This significantly alleviates
the computational load at receive terminal. In order to further
reduce complexity, we finally propose a HDAPA DOA esti-
mator in Section III-C, making each-step search only requires
K values of phases. By exploiting the periodic characteristics
of the large virtual digital array, we obtain a feasible set of
M estimated angles, and then the APA is used to delete the
false angles and keep the true optimal angle.
A. Conventional APA
It is assumed that the emitter direction in Fig. 1 is θ0. From
the previous section, after AB and ADC, we have the output
summation signal of the kth subarray as follows
ybk(n) = v
H
A,kak(θ0)s(n) + w
b
k(n) (9)
=
1√
M
s(n)ej
2pi
λ
(k−1)Md sin θ0×
M∑
i=1
ej(
2pi
λ
(m−1)d sin θ0−αk,m) + wbk(n),
where ak(θ0) is the array manifold of subarray k,
ak(θ0) =
[
ej
2pi
λ
(k−1)Md sin θ0 , · · · , ej 2piλ (kM−1)d sin θ0
]T
.
(10)
Since only APA is used, the DB vector vD is set and fixed to
a vector of all ones, i.e., vD = [1, 1, · · · , 1]T .
4Below, we will maximize the output power of receive signal
r(n) in Fig. 1 by optimizing the vector vA,k. Firstly, let us
define the average output power
P b =
1
L
L∑
n=1
[rb(n)rb(n)H ] =
1
L
rbrb
H
, (11)
where rb =
[
rb(1), · · · , rb(L)]. The above equation can
further be expanded as
P br (θ) =
1
LN2
L∑
n=1
[
rb(n)rb(n)H
]
(12)
=
1
LN2
L∑
n=1
[
(
K∑
k=1
ybk(n))(
K∑
k=1
ybk(n))
H
]
=
1
LN2
L∑
n=1
[(
K∑
k=1
1√
M
s(n)ej
2pi
λ
(k−1)Md sin θ0×
M∑
i=1
ej(
2pi
λ
(m−1)d sin θ0−αk,m) + wbk(n))×
(
K∑
k=1
1√
M
s(n)ej
2pi
λ
(k−1)Md sin θ0×
M∑
i=1
ej(
2pi
λ
(m−1)d sin θ0−αk,m) + wbk(n))
H ],
where
αk,m =
2pi
λ
((k − 1)M + (m− 1)) d sin θ. (13)
By adjusting the value of θ in (13), we can optimize the
receive power in (12) to reach its maximum value. Observing
the last line of (12), we find the analog optimizing vector
vA,k is exactly aligned with the array manifold produced by
the direction θ0 under the condition
αk,m =
2pi
λ
((k − 1)M + (m− 1)) d sin θ0, (14)
which forces all signals of N antenna elements to coherently
combine at the output and form the maximum value of output
power. To implement linear exhaustive searching, we split the
range of direction angle θ from −pi2 to pi2 into Q subintervals
or bins. Let us define the phase searching stepsize as follows
∆θ =
pi
Q
. (15)
In (13), the angle θ is chosen from the angle set Θ =
{−pi/2,−pi/2+∆θ, · · · , pi/2}. As the search direction angle θ
varies from −pi/2 to pi/2, the APA before ADC at the receiver
in Fig. 1 cannot save the receive data unlike DPA. In other
words, the new APA phases should be computed and sent
towards N phase shifters per step-search and the new block
of signal will be received to compute the output outcome of
the new search point. The total number of values of all P br (θ)
′s
are L(Q+1)KM floating-point operations (FLOPs). Thus the
complexity of APA is
CAPA = O(L(Q + 1)KM) (16)
FLOPs. Finally, the maximum receive power are found by
comparison. Obviously, to approach the CRLB, the stepsize
∆θ should be chosen such small that it is close to the
root of CRLB. This implies a large value of Q and a high
computational amount.
B. Proposed Low-Complexity HADPA DOA Estimator
The above APA algorithm needs to do exhaustive linear
search from −pi2 to pi2 and compute N values at the same
time, which will cause a high-complexity. In the subsection,
we present a low-complex hybrid phase alignment DOA
estimation. Firstly, we decompose the PA phase αk,m into two
parts:
αk,m = αm + αk, (17)
where the first part is to cancel the phase of element m for
each subarray and the second part αk is to cancel the common
phase of subarray k. This means PA consists of two steps: APA
in the first step and DPA in the second step.
After the APA, the output of subarray k is described as
follows
ybk(n) = v
H
A,kak(θ0)s(n) + w
b
k(n) (18)
=
1√
M
s(n) ej
2pi
λ
(k−1)Md sin θ0︸ ︷︷ ︸
Common factor for subarray k
×
M∑
m=1
ej(
2pi
λ
(m−1)d sin θ0−αm) + wbk(n),
where
αm =
2pi
λ
(m− 1)d sin θ. (19)
To remove the common factor of subarray k, we design the
following DPA vector
vD = [e
jα1 , ejα2 , · · · , ejαK ]H , (20)
where
αk =
2pi
λ
(k − 1)Md sin θ. (21)
Therefore, rb(n) in Fig. 1 is represented as
rb(n) =
K∑
k=1
e−jαkybk(n) (22)
=
1√
M
s(n)
K∑
k=1
ej(
2pi
λ
(k−1)Md sin θ0−αk)
×
M∑
m=1
ej(
2pi
λ
(m−1)d sin θ0−αm) +
K∑
k=1
e−jαkwbk(n).
5Similar to (12), we have the average receive power as follows
P br (θ) =
1
LN2
L∑
n=1
[rb(n)rb(n)H ] (23)
=
1
LN2
L∑
n=1
[
( 1√
M
s(n)
K∑
k=1
ej(
2pi
λ
(k−1)Md sin θ0−αk)
×
M∑
m=1
ej(
2pi
λ
(m−1)d sin θ0−αm) +
K∑
k=1
e−jαkwbk(n)
)
× ( 1√
M
s(n)
K∑
k=1
ej(
2pi
λ
(k−1)Md sin θ0−αk)
×
M∑
m=1
ej(
2pi
λ
(m−1)d sin θ0−αm) +
K∑
k=1
e−jαkwbk(n)
)H
].
According to the APA mentioned above, we find that, when
αk =
2pi
λ
(k − 1)Md sin θ0. (24)
and
αm =
2pi
λ
(m− 1)d sin θ0. (25)
we obtain the maximum power Pr. Because of APA, the
number of blocks B should be chosen to be Q + 1. Thus,
the computational amount of the proposed method in the
subsection is
CHADPA = O(L(Q + 1)(K +M)) (26)
FLOPs.
C. Proposed Low-Complexity HDAPA DOA Estimator
In this subsection, we will provide another lower-complexity
HPA alternative scheme with a reverse PA order: DPA, and
APA. Firstly, we use the first block of data to perform the DPA
by exhaustive linear search. Once we find the feasible set of
optimal directions where some pseudo-solutions are included
and the number of all solutions are M . Secondly, the next
M blocks of data are utilized to perform APA. This means
the total number of blocks for PA is B = M + 1. Given the
initial phases of all analog phase shifters are zeros, the discrete
output summation signal of the kth subarray corresponding to
block b = 1 is
y1k(n) = vA,kak(θ0)s(n) + w
1
k(n) (27)
=
1√
M
[1, 1, · · · , 1]ak(θ0)s(n) + w1k(n)
=
1√
M
s(n)ej
2pi
λ
(k−1)Md sin θ0 × g(θ0) + w1k(n),
where
g(θ0) =
M∑
m=1
ej
2pi
λ
(m−1)d sin θ0 (28)
=
1− ej 2piλ Md sin θ0
1− ej 2piλ d sin θ0 ,
which are used as the input of digital beamformer in Fig. 1.
After passing through DPA, we have
r1(n) =
K∑
k=1
e−jαky1k(n) (29)
=
g(θ0)√
M
s(n)
K∑
k=1
ej(
2pi
λ
(k−1)Md sin θ0−αk)
+
K∑
k=1
e−jαkw1k(n),
which could be stored in memory at reciever. Furthermore,
(23) is represented as
P 1r (θˆd) =
1
LN2
L∑
n=1
[r1(n)r1(n)∗] (30)
=
1
LN2
L∑
n=1
[
(g(θ0)√
M
s(n)
K∑
k=1
ej(
2pi
λ
(k−1)Md sin θ0−αk)
+
K∑
k=1
e−jαkw1k(n)
)× (g(θ0)√
M
s(n)×
K∑
k=1
ej(
2pi
λ
(k−1)Md sin θ0−αk) +
K∑
k=1
e−jαkw1k(n)
)∗
],
where
αk =
2pi
λ
(k − 1)Md sin θˆd, (31)
where the angle θˆd is chosen from the angle set Θ. Due
to DB, the stepsize ∆θ could be set to arbitrarily small. It
is assumed that the optimal direction θˆd is attained by an
exhaustive linear search over the set Θ. Clearly, θˆd satisfies
the following approximate identity
2pi
λ
(k − 1)Md sin θ0 − 2pi
λ
(k − 1)Md sin θˆd︸ ︷︷ ︸
αk
= 2ipi, (32)
where k ∈ SK = {0, 1, · · · ,K − 1}, and i ∈ SM =
{0, 1, · · · , M − 1}. From (32), we can obtain the set of M
feasible solutions for the estimated emitter direction as follows
Θˆd =
{
θˆd,0, θˆd,1, · · · , θˆd,M−1
}
. (33)
TheM estimation angles in the above equation are substituted
into (19) which produce M ×M matrix Am, i.e.,
Am =


α1,0 α1,1 · · · α1,M−1
α2,0 α2,1 · · · α2,M−1
...
...
. . .
...
αM,0 αM,1 · · · αM,M−1,

 (34)
where αm,i corresponds to θˆd,i according to (19), i.e.,
αm,i =
2pi
λ
(m− 1)d sin θˆd,i, (35)
and
αk,i =
2pi
λ
(k − 1)Md sin θˆd,i. (36)
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Fig. 2. Schematic diagram for Root-MUSIC-HDAPA.
We substitute each column of the above two equations into
(23) which will bring M P br (θˆd)s. At last, we determine θˆ0
which yields the maximum value of P br (θˆd). In the same
manner as shown in (26), the computational amount of the
proposed HDAPA is
CHDAPA = O(L(Q+ 1)K + LM
2) (37)
FLOPs. In particular, we need to clarify what the main
differences are between two steps APA and DPA in HADPA
and HDAPA. Since APA operates in the analog domain, each-
step search corresponding to one bin needs one new block
of data because analog signal cannot be stored before ADC
operation in Fig. 1. In other words, if the search interval of
direction angle is divided into Q bins, then APA requires
Q+ 1 blocks of data to complete an exhaustive linear search
over the total search range. Conversely, for the case of DPA,
the sampled and quantized signal can be saved in memory.
Only one block of data is required to complete an exhaustive
linear search over the interval direction angle [−pi/2, pi/2].
This means that DPA has a shorter delay and length of receive
data compared with APA. This is the benefit from DPA.
IV. PROPOSED LOW-COMPLEXITY HYBRID
ROOT-MUSIC-HDAPA ESTIMATOR AND HYBRID CRLB
In Section III, we present how to estimate DOA from the
aspect of pure linear search. Below, we will use the concept
of spatial spectral estimation method to estimate DOA by
Root-MUSIC criteria with the aid of HDAPA in Section IV-A,
which will achieve a faster estimation speed compared to those
methods based on pure linear search. Fig. 2 briefly describe
the schematic diagram of the proposed Root-MUSIC-HDAPA.
A. Proposed Root-MUSIC-HDAPA DOA Estimator
Here, each subarray will be still viewed as a large virtual
antenna, initially, like HDAPA, assume all phases of analog
beamforming vector vA,k are equal to zeros, i.e.,
vA,k =
1√
M
[1, · · · , 1]T . (38)
According to (27), the output vector of all subarrays at block
1 is
y1(n) = [y1(n), y2(n), · · · , yK(n)]T (39)
=
1√
M
[1, ej
2pi
λ
Md sin θ0 , · · · , ej 2piλ (K−1)Md sin θ0 ]T
× g(θ0)s(n) + [w11(n), · · · , w1K(n)]T
=
1√
M
aM (θ0)g(θ0)s(n) + [w
1
1(n), · · · , w1K(n)]T .
where
aM (θ0) = [1, e
j 2pi
λ
Md sin θ0 , · · · , ej 2piλ (K−1)Md sin θ0 ]T , (40)
aM (θ0) can be viewed as the array manifold vector of the
virtual array with each subarray as its virtual antenna elements,
and g(θ0) is the common factor due to the summation of all
elements per subarray. Let us define
aD(θ0) = g(θ0)aM (θ0), (41)
Thus, y1(n) in (39) is written as
y1(n) =
1√
M
aD(θ0)s(n) + [w
1
1(n), · · · , w1K(n)]T , (42)
Now, we adopt the Root-MUSIC algorithm in digital part
to estimate DOA. The covariance matrix of the output vector
y1(n) of virtual antenna array in Fig. 1 is
Ryy = E[yy
H ] (43)
= aDRssa
H
D +Rww
=
1
M
σ2s‖g(θ0)‖2aM (θ0)aHM (θ0) + σ2wI,
where σ2s represents the variance of the receive signal, which
equals the average receive signal power. Furthermore, similar
to the conventional Root-MUSIC method, the singular-value
decomposition (SVD) of Ryy is expressed as
Ryy = [ES EN ]Σ [ES EN ]
H , (44)
where ES denotes the K × 1 column vector consisting of
the singular vector corresponding to the largest singular value,
the matrix EN contains the singular vectors corresponding to
K−1 smallest singular values, and theK×K diagonal matrix
Σ has the following form
Σ =


σ2s + σ
2
w 0 · · · 0
0 σ2w · · · 0
...
...
. . .
...
0 0 · · · σ2w

 . (45)
Using the definition of pseudo spectrum of MUSIC algorithm
in [5], we have the corresponding pseudo spectrum
PMU (θ) =
1
‖aHD(θ)ENEHNaD(θ)‖
(46)
=
1
‖g(θ)‖2‖aHM (θ)ENEHNaM (θ)‖
.
By maximizing the above PMU (θ), we have obtain the
emitter direction. In general, there are two kinds of ways to
estimate the emitter direction: linear search and Root-MUSIC.
The latter is attractive due to its low-complexity and near-
analytic solution. In what follows, we will design a modified
Root-MUSIC algorithm to find the optimal direction in the
case of our hybrid structure, which is different from fully-
digital structure. Considering that the denominator in the right
7side of equation (46) is close to zero for θ ≈ θ0, we define
the polynomial equation
fθ(θ) = g
H(θ)aHM (θ)ENE
H
NaM (θ)g(θ) (47)
=
2− e−j 2piλ Md sin θ − ej 2piλ Md sin θ
2− e−j 2piλ d sin θ − ej 2piλ d sin θˆ
×
K∑
m=1
K∑
n=1
e−j
2pi
λ
Md(m−1) sin θCmne
j 2pi
λ
Md(n−1) sin θ
, fz(z) , fφ(φ) = 0,
where C = ENE
H
N , Cmn is the element in the nth column
of the mth row of C,
z = ej
2pi
λ
Md sin θ, (48)
and
φ =
2pi
λ
Md sin θ, (49)
then (47) is rewritten in the simple form
fz(z) =
2− z−1 − z
2− z− 1M − z 1M
K∑
m=1
K∑
n=1
z−(m−1)Cmnz
(n−1) (50)
= 0.
Observing the above polynomial equation, we find its high-
est degree is 2K−2. This means that this equation has 2K−2
roots. When z0 is a root of fz(z), 1/z
∗
0 is its root as well. Now,
we define the set of its 2K − 2 roots as follows
ZRM = {zi, i ∈ {1, 2, · · · , 2K − 2}} , (51)
which yields the set of associated emitter directions as follows
ΘˆRM =
{
θˆi, i ∈ {1, 2, · · · , 2K − 2}
}
(52)
where
θˆi = arcsin
(
λ arg zi
2piMd
)
. (53)
Now, we use the digital beamformer (30) to keep the true
optimal solution by deleting other 2K − 3 pseudo-solutions
in ΘˆRM , which is formulated as the following optimization
problem
θˆRM−DPA = argmax
θˆd∈ΘˆRM
P˜ 1r (θˆd), (54)
which yields
φˆRM−DPA =
2pi
λ
Md sin θˆRM−DPA, (55)
and
zˆRM−DPA = e
j 2pi
λ
Md sin θˆRM−DPA (56)
from (47). Observing (47), (48), and (49), it is evident that the
function fφ(φ) is a periodic function of φ with period 2pi. In
other words, fφ(φˆRM−DPA,i) = fφ(φˆRM−DPA + 2ipi), and
zRM−DPA, i = ejφRM−DPA,i , for i ∈ {0, 1, · · · ,M−1}, form
all feasible solutions to (50). Thus, we have the extended
feasible set as follows
ΘˆRM−DPA =
{
θˆRM−DPA, i, i ∈ {0, 1, · · · ,M − 1}
}
,
(57)
where
θˆRM−DPA,i = arcsin
(
λ(arg zˆRM−DPA + 2pii)
2piMd
)
. (58)
Considering the objective function in (54) is also a periodic
function of φ with period 2pi. Excluding the pseudo-solution
in feasible set ΘˆRM−DPA of solutions requires APA. Before
ADC, it is impossible to store the analog signal, then we need
to use the next new M blocks of signals.
Therefore, similar to the HADPA, we compute the set of all
P br (θˆd)s in (30) corresponding to all M phases in ΘˆRM−DPA
as follows
SP =
{
P 1r
(
ΘˆRM−DPA,0
)
, · · · , PMr
(
ΘˆRM−DPA, M−1
)}
.
(59)
The value of emitter direction θˆ0 associated with the largest
element in set SP is the resulting estimated direction angle.
This completes the estimate process of the proposed Root-
MUSIC-HDAPA scheme.
B. Hybrid CRLB
To evaluate the proposed HDAPA and Root-MUSIC-
HDAPA methods above, the CRLB for hybrid structure, based
on (43), is derived in Appendix A and is described in the
following theorem.
Theorem 1: For the HAD beamforming structure in Fig. 1,
with single emission source and ULA, the variance of unbiased
DOA estimator is lower bounded by the following hybrid
CRLB
σ2θ ≥
1
Ns
Tr
(
F−1
)
(60)
where
F =
8pi2 cos2 θSNR2
λ2M(M +KSNR‖g(θ)‖2) (61)
×
(‖g(θ)‖4
6
M2K2(K − 1)(2K − 1)d2
− ‖g(θ)‖
4
4
M2K2(K − 1)2d2
+
‖g(θ)‖2MK
M +KSNR‖g(θ)‖2 ‖η‖
2
+
MK2
M +KSNR‖g(θ)‖2Re{g
2(θ)η}
)
.
Proof: See Appendix A. 
C. Complexity Analysis and Comparison
According to (37), the computational amount of the Root-
MUSIC-HDAPA is
CRM−HDAPA = O(K
2L+ (2(K − 1))3 (62)
+ L((2K − 2)K +M2))
8FLOPs. Regardless of computational complexity, APA and
HADPA require more time-domain blocks to implement one-
time phase alignment so as to estimate the high-resolution
DOA compared with HDAPA and Root-MUSIC-HDAPA. The
required numbers of time blocks for Root-MUSIC-HDAPA,
HDAPA, HADPA, and APA are as follows: M + 1, M + 1,
Q + 1, and Q + 1, respectively. Obviously, the numbers
of time blocks for Root-MUSIC-HDAPA and HDAPA are
M + 1, independent of stepsize, smaller than Q + 1, i.e.,
the number of HADPA and APA depending on stepsize. In
general,M is far smaller than Q. Actually, the number of time
blocks has a profound impact on the computational complexity
as listed in Table I. Reversely, as shown in Table I, the
computational complexity of each method is a linear function
of the corresponding number of time blocks.
Algorithms Complexity
Conventional APA O((Q + 1)LN)
Proposed HADPA O((Q+ 1)L(K +M))
Proposed HDAPA O((Q + 1)LK + LM2)
Proposed Root-MUSIC-HDAPA
O(K2L+ (2(K − 1))3
+L((2K − 2)K +M2))
TABLE I
COMPLEXITY COMPARISON
V. SIMULATION RESULTS
In this section, we present simulation results to demonstrate
the performance of the three DOA estimators proposed by
us: HADPA, HDAPA, and Root-MUSIC-HDAPA. Simulation
parameters are chosen as follows: the direction of emitter θ0 =
41.177◦, L = 32, and M ∈ {1, 2, 4, 8}. In medium-scale
and large-scale MIMO scenarios, the number N of antennas
at receive array is set to 32 and 128, respectively.
Firstly, Fig. 3 and Fig. 4 plot the curves of root mean
squared error (RMSE) versus stepsize of the four DOA esti-
mators APA, HADPA, and HDAPA in Section III, and the pro-
posed Root-MUSIC-HDAPA in Section IV for different values
of N : 32 (medium-scale) and 128 (large-scale), respectively.
Here, K , the number of subaarays, is set to 16, and SNR is
equal to 0dB. It is seen from the two figures that the RMSE
performance of all three methods of linear searching proposed
in Section III improve as stepsize decreases. In particular,
when stepsize is small enough, APA and HADPA will be
closer to the fully-digital CRLB while the proposed HDAPA
and Root-MUSIC-HDAPA can converge to the hybrid CRLB.
In large scale case, we observe that, when stepsize exceeds
0.25◦, the proposed Root-MUSIC-HDAPA performs better
than two pure linear searching algorithms: APA, and HADPA.
Conversely, it is worsen than APA, and HADPA. However,
a small stepsize means high complexity. In what follows, we
will compare their complexity. The proposed Root-MUSIC-
HDAPA owns an extremely lower computational complexity
than other methods. Thus, below, we will make a deep and ex-
tensive investigation on the proposed Root-MUSIC-HDAPA.
Fig. 5 shows the performance curves of RMSE versus
SNR of the proposed Root-MUSIC-HDAPA algorithm with
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Fig. 3. RMSE versus stepsize of the proposed 3 methods for K = 16,
N = 32, and SNR = 0dB.
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Fig. 4. RMSE versus stepsize of the proposed 3 methods for K = 16,
N = 128, and SNR = 0dB.
N = 32, L = 32, and M ∈ {1, 2, 4, 8}, where the corre-
sponding CRLBs are used as a performance benchmark. From
Fig. 5, it is obvious that the proposed Root-MUSIC-HDAPA
method can achieve the corresponding CRLBs as SNR exceeds
a fixed threshold. For example, M = 8 and N = 32, the
proposed method can reach the CRLB curve when SNR is
larger than 5dB. Also, we find that asM increases, the RMSE
performance of the proposed method degrades gradually, and
the corresponding CRLB value increases.
To observe the impact of the total number N of array
antennas on the proposed Root-MUSIC-HDAPA scheme, in
Fig. 6, we change the value of N from 32 to 128, given
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Fig. 5. RMSE versus SNR of the proposed Root-MUSIC-HDAPA for M ∈
{1, 2, 4, 8}, and N = 32.
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Fig. 6. RMSE of the estimation errors for M = 4 with N = 32, 64, 128.
fixed L = 32, and M = 4. Similar to Fig. 5, Fig. 6 still
plots the RMSE verus SNR curves of the proposed Root-
MUSIC-HDAPA method. From this figure, we obtain the same
performance trend as Fig. 5. Particularly, we note that, as the
total number of antennas N increases, the accuracy of the
proposed algorithm improves accordingly.
Fig.7 illustrates the RMSE performance versus the number
L of snapshots for three different values of SNR: 0dB, 5dB,
and 10dB. Regardless of the value of SNR and the number
of snapshots/sampling points, the RMSE performance will
always reach the corresponding CRLB. Additionally, as the
number L of snapshots increases, the RMSE performance
becomes better and better.
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Fig. 7. RMSE comparison for proposed Root-MUSIC-HDAPA withN = 128
and M = 8
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Fig. 8. Complexity comparison for proposed 4 methods with N = 128 and
M = 8
The computational complexity of all methods including
conventional APA, and the three proposed methods are listed
in Table I. As N = KM and Q tends to large-scale, the first
three methods APA, HADPA, and HDPAP algorithm has much
higher complexity than the last one Root-MUSIC-HDAPA,
where a large value of Q leads to a high-resolution DOA
estimation precision for the first three methods. In the last
method, the set of linear searching directions is fixed and
independent of resolution requirement. This is why it has the
lowest-complexity one among the four methods. To further
assess their complexity relationship, their complexity curves
are also plotted in Fig.8 and Fig.9.
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Fig. 9. Complexity comparison for proposed 4 methods with ∆θ = 1
8
◦
and
M = 8
Fig. 8 illustrates the curves of complexity versus search
stepsize with N = 128, M = 8 and L = 32. We note
that the four methods have the following decreasing order
in complexity: APA, HADPA, HDAPA, and Root-MUSIC-
HDAPA. Clearly, the proposed Root-MUSIC-HDAPA achieve
the lowest complexity among all four methods. More impor-
tantly, even compared to HDAPA, it is still lower by near-an-
order-of-magnitude.
Fig. 9 shows the curves of complexity versus the number
of antennas with M = 8, L = 32, ∆θ = 0.125◦, and
N ∈ {16, 32, 64, 128}. From this figure, it is seen that as
the number of total antennas increases, the complexity of all
algorithms increases rapidly. However, the proposed Root-
MUSIC-HDAPA is still the lowest-complexity one among
them and lower than them by near-an-order-of-magnitude
compared with the second low-complexity HDAPA.
In summary, the proposed Root-MUSIC-HDAPA and
HDAPA can achieve the hybrid-structure CRLB with dramat-
ically lower complexity than HADPA and APA. Due to linear
search in HDAPA, the latter complexity is subtatantially higher
than the former. The proposed HADPA method can reach the
fully-digital CRLB with the third low-complexity. However,
the conventional APA needs an extremely high complexity to
attain the fully-digital CRLB.
VI. CONCLUSION
In this paper, based on the hybrid structure, we proposed
three DOA estimators: HADPA, HDAPA, and Root-MUSIC-
HDAPA. The first two schemes are the type of pure linear
searching. The last one is a hybrid method consisting of two
steps: approximately closed-form solution in the first step and
linear searching over a set of limited finite directions prede-
termined by the first step in the second step. This leads to an
extremely computational complexity for the last one, which is
significantly lower than those of APA, HADPA, and HDAPA.
By simulation and analysis, we find the proposed Root-
MUSIC-HDAPA and HDAPA can reach the hybrid CRLB with
very low-complexity, and the HADPA and APA can achieve
the full-digital CRLB with far higher complexity than the
former two methods. In summary, the proposed Root-MUSIC-
HDAPA and HDAPA methods strike an excellent balance
among accuracy, complexity and number of time blocks. This
makes them attractive for the future applications of measuring
DOA in IoT, UAV, satellite communications, WSNs, and 5G
and beyond.
APPENDIX A
DERIVATION OF CRLB FOR HYBRID STRUCTURE
In the following, the CRLB for hybrid analog-and-digital
receive array is derived. In accordance with [36], the Fisher
information matrix (FIM) F for hybrid structure is given by
F = Tr
{
R−1yy
dRyy
dθ
R−1yy
dRyy
dθ
}
, (63)
where the covariance matrix Ryy is defined in (43), which is
rewritten as
Ryy = γV
H
A a(θ)a
H(θ)VA + I, (64)
where σ2w = 1 and γ = σ
2
s/σ
2
w. To calculate the Fisher
information matrix (63), we first attain the term
dRyy
dθ
= γVHA (a˙(θ)a
H (θ) + a(θ)a˙H(θ))VA, (65)
where a(θ) is the subarray manifold given in (4), and its
derivative with respect to θ is
a˙(θ) = j
2pi
λ
cos θDa(θ), (66)
where
D = diag{d1, d2, · · · , dN}. (67)
In the following, for convenience of deriving, a(θ) and a˙(θ)
are abbreviated as a and a˙, respectively. Therefore,
F = γ2Tr{R−1yyVHA (a˙aH + aa˙H)VA (68)
×R−1yyVHA (a˙aH + aa˙H)VA},
which is expanded and combined to form
F = γ2
[ (
aHVAR
−1
yyV
H
A a˙
)2︸ ︷︷ ︸
F1
(69)
+ 2
(
aHVAR
−1
yyV
H
A a
) (
a˙HVAR
−1
yyW
H
A a˙
)︸ ︷︷ ︸
F2
+
(
a˙HVAR
−1
yyV
H
A a
)2︸ ︷︷ ︸
F3
]
= γ2 (F1 + F2 + F3)
where
R−1yy = I−
1
γ−1 + aHVAVHA a
VHA aa
HVA, (70)
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and
aHVAR
−1
yyV
H
A a˙ = a
HVAV
H
A a˙ (71)
− a
HVAV
H
A aa
HVAV
H
A a˙
γ−1 + aHVAVHA a
.
We note that
VAV
H
A =
1
M


1 · · · 1
...
... 0
1 · · · 1
. . .
1 · · · 1
0
...
...
1 · · · 1


=
1
M
B,
(72)
where B is the block diagonal matrix which consists of K
M ×M matrices of all-ones. Let us define aHBa = Γ. In the
first step, we compute the expression of F1. Then
F1 =
(
aHVAR
−1
yyV
H
A a˙
)2
(73)
= −4pi
2 cos2 θ
M2λ2
(
1− Γ
M
γ
+ Γ
)2 (
aHBDa
)2
.
Obviously, to obtain the detailed expression of F1, we have
to know aHBDa in advance. Making a utilization of the
Kronecker product in [36], matrix B could be represented as
B = IK ⊗ EM , (74)
where EM stands of the M ×M matrix of all ones. Then, the
array manifold a is simplified as
a = aD ⊗ aA, (75)
where
aD = [1, e
j 2pi
λ
Md sin θ, · · · , ej 2piλ (K−1)Md sin θ]T , (76)
and
aA = [1, e
j 2pi
λ
d sin θ, · · · , ej 2piλ (M−1)d sin θ]T . (77)
According to the definition of D in (39), we have
D = IK ⊗DA +DD ⊗ IM , (78)
where
DA =


d1 0 · · · 0
0 d2 · · · 0
...
...
. . .
...
0 0 · · · dM

 , (79)
and
DD =


0 0 · · · 0
0 dM+1 · · · 0
...
...
. . .
...
0 0 · · · d(K−1)M+1

 . (80)
Therefore,
aHBDa = (aD ⊗ aA)H(IK ⊗EM ) (81)
× (IK ⊗DA +DD ⊗ IM )(aD ⊗ aA).
According to basic property of the Kronecker product in [36],
i.e.,
Tr(A⊗B) = Tr(A)Tr(B), (82)
aHBDa in (81) is written as
aHBDa = Tr(aHDaD)Tr(a
H
AEMDAaA) (83)
+Tr(aHDDDaD)Tr(a
H
AEMaA)
= Kg(−θ)ζ +
K∑
k=1
DD,kg(−θ)g(θ),
where
ζ =
M∑
m=1
dme
j 2pi
λ
dm sin θ. (84)
Considering g(−θ) = gH(θ), inserting the above expression
into the right-hand side of F1 in (73) gives
F1 =
(
aHVAR
−1
yyV
H
A a˙
)2
(85)
= −4pi
2 cos2 θ
M2λ2
(
1− Γ
M
γ
+ Γ
)2
×
(
Kg(−θ)ζ +
K∑
k=1
DD,k‖g(θ)‖2
)2
.
In the same manner, F3 is further reduced to
F3 =
(
a˙HVAR
−1
yyV
H
A a
)2
(86)
= −4pi
2 cos2 θ
M2λ2
(
1− Γ
M
γ
+ Γ
)2 (
aHDBa
)2
.
Similar to the deriving process of aHBDa in (83), we have
aHDBa (87)
= (aD ⊗ aA)H(IK ⊗DA +DD ⊗ IM )
× (IK ⊗ EM )(aD ⊗ aA)
= Tr(aHDaD)Tr(a
H
ADAEMaA) + Tr(a
H
DDDaD)
× Tr(aHAEMaA)
= Kg(θ)η +
K∑
k=1
DD,k‖g(θ)‖2.
Placing (87) in F3 yields
F3 =
(
a˙HVAR
−1
yyV
H
A a
)2
(88)
= −4pi
2 cos2 θ
M2λ2
(
1− Γ
M
γ
+ Γ
)2
×
(
Kg(θ)η +
K∑
k=1
DD,k‖g(θ)‖2
)2
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where
η =
M∑
m=1
dme
−j 2pi
λ
dm sin θ. (89)
Now, we go to calculate F2. Making use of the identity (66),
F2 can be represented as follows
F2 =
(
aHVAR
−1
yyV
H
A a
) (
a˙HVAR
−1
yyV
H
A a˙
)
(90)
=
1
M2
(Γ− Γ
2
M
γ
+ Γ
)(a˙HBa˙− a˙
HBaaHBa˙
M
γ
+ Γ
)
=
4pi2 cos2 θ
λ2M2
(
Γ− Γ
2
M
γ
+ Γ
)
×
(
aHDHBDa− a
HDBaaHBDa
M
γ
+ Γ
)
.
It is noted that, in order to compute F3, we must derive
aHDHBDa and aHDBaaHBDa firstly. Similar to the
derivation of aHBDa and aHDBa,
aHDBaaHBDa (91)
= (Kg(θ)η +
K∑
k=1
DD,k‖g(θ)‖2)
× (Kg(−θ)ζ +
K∑
k=1
DD,k‖g(θ)‖2)
= K2‖g(θ)‖2ζη +K‖g(θ)‖2
K∑
k=1
DD,k(g(−θ)ζ + g(θ)η)
+ (
K∑
k=1
DD,k‖g(θ)‖2)2,
and
aHDHBDa (92)
= (aD ⊗ aA)H(IK ⊗DA +DD ⊗ IM )H
× (IK ⊗EM )(IK ⊗DA +DD ⊗ IM )
× (aD ⊗ aA)
= Tr(aDa
H
D )Tr(a
H
AD
H
AEMDAaA)
+ Tr(aHDD
H
DaD)Tr(a
H
AEMDAaA)
+ Tr(aHDDDaD)Tr(a
H
AD
H
AEMaA)
+ Tr(aHDD
H
DDDaD)Tr(a
H
AEMaA)
= Kζη +
K∑
k=1
DD,k (g(θ)η + g(−θ)ζ)
+
K∑
k=1
D2D,k‖g(θ)‖2.
Considering ζ = ηH , F2 is written as
F2 =
(
aHVAR
−1
yyV
H
A a
) (
a˙HVAR
−1
yyV
H
A a˙
)
(93)
=
4pi2 cos2 θ
λ2M2
(
Γ− Γ
2
M
γ
+ Γ
)
×
(
Kζη + 2
K∑
k=1
DD,kRe {g(θ)η}+
K∑
k=1
D2D,k‖g(θ)‖2
− (K2‖g(θ)‖2‖η‖2 + 2K‖g(θ)‖2 K∑
k=1
DD,kRe {g(θ)η}
+ ‖g(θ)‖4
K∑
k=1
(DD,k)
2
)× (M
γ
+ Γ)−1
)
.
Finally, substituting F1 in (85), F2 in (93), and F3 into (88)
into (68) yields
F =
8pi2 cos2 θγ2
λ2M2
(1− Γ
M
γ
+ Γ
)(K‖g(θ)‖4
K∑
k=1
D2D,k (94)
− ‖g(θ)‖4(
K∑
k=1
DD,k)
2 +K(1− Γ
M
γ
+ Γ
)‖g(θ)‖2‖η‖2
+K2(1− Γ
M
γ
+ Γ
)Re
{
g2(θ)η
}
).
According to d in (4)
dm = (m− 1)d, (95)
and we derive that
Γ = K‖g(θ)‖2. (96)
Therefore, the FIM F in (94) is simplified to
F =
8pi2 cos2 θγ2
λ2M(M +Kγ‖g(θ)‖2) (97)
×
(‖g(θ)‖4
6
M2K2(K − 1)(2K − 1)d2
− ‖g(θ)‖
4
4
M2K2(K − 1)2d2
+
‖g(θ)‖2MK
M +Kγ‖g(θ)‖2 ‖η‖
2
+
MK2
M +Kγ‖g(θ)‖2Re{g
2(θ)η}
)
.
The CRLB is given by
CRLB =
1
L
F−1. (98)
This completes our derivation of CRLB for hybrid structure.

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