Non-performing loans (NPLs) rate is one of the main risks in commercial banks and is also a critical measure of the bank's financial performance and stability. Banks meet the growth rate of NPLs when the debtors are not able to meet their financial obligations in terms of repayment of loans. Regional diversification can impact NPLs rate as well as macroeconomic and bank-specific factors. The purpose of this study is to detect homogeneous credit risk groups by geographical locations. Diversification across regions can help banks and financial institutions to determine appropriate market areas and identify effective diversified investment strategies by reducing the overall risk of the credit portfolios.
Introduction
There is a growing recognition that the quantity or percentage of non-performing loans (NPLs) is related to bank failures and the financial status of a country. Especially after the global financial crisis of 2007 to 2008, which started in the US and spread to whole world especially Europe, the issue of non-performing loans (NPLs) has attracted increasing attention because of the rapidly increased default of sub-prime mortgage loans. Moreover, there are some evidences that financial and banking crisis in East Asia and Sub-Saharan African countries were preceded by increasing non-performing loans. In this view of this reality, the non-performing loan ratio is, therefore, a critical measure to evaluate a bank's performance, the economic activity, and the national financial stability and soundness.
Lots of factors are responsible for NPLs rate. The literature generally classifies these factors into two parts, namely: macroeconomic and bank-specific factors. Beside these factors, NPLs rate may vary by region even under the same economic conditions. From this point of view, the purpose of this study is to find homogeneous credit risk groups by geographical locations. In particular, a number of hierarchical clustering algorithms (single, median, average, centroid, complete, ward and weighted) are run to the NPLs rates based on 81 Turkish cities. In order to choose the right number of cluster and to evaluate clustering results, Silhouette (S), Davies -Bouldin (DB), Calinski-Harabasz (CH), Dunn (D), Krzanowski-Lai (KL) and Hartigan (Han) validity indices and visual cluster validity (VCV) are used.
The rest of the paper is organized as follows. The second section provides an overview of the literature. Section three gives the details of the data set and theoretical framework adopted in this paper and section four provides the empirical results. Finally, section five gives a summary of the finding of the study.
Literature Review
This section reviews the previous empirical studies on determining factors of the NPLs. There are so many factors which are responsible for NPLs. The Literature generally divides these factors into two groups. This first group of literature focuses on the country specific macroeconomic variables such as unemployment, interest rate, gross domestic product, inflation etc. and the other social variables, which are likely to affect borrowers' payment capacity to their loans. The second group is called bank-specific factors such as strategy choices, management excellence, income margins, policy choices, the risk profile of banks etc. (Klein, 2013) . Although there are so many studies to detect factors which are responsible of NPLs, unfortunately there is no any previous study regarding finding homogeneous credit risk groups by geographical locations.
Several studies were done to determine factors of NPLs on different banking systems in different countries. Table 1 indicates NPLs studies which were done in the US NPLs are not only the problem of America but also the problem of the whole world so we focus on the studies conducted in the European countries and the rest of the world countries, respectively. Table 2 shows NPLs studies which focus on European countries. Table 3 points out NPLs studies which concern on developing countries. The above studies are concerned about conventional banking but NPLs are not only the problem of conventional banking system also of Islamic banking. Table 4 indicates NPLs studies on Islamic banking system. From the above literature review, it is obvious that we can identify the macroeconomic and bank-specific variables which have a strong relationship with the performance of loans. Otherwise, there is no any prior study analyzing homogeneous credit risk groups in terms of NPLs rates by geographical locations in Turkey, an emerging market. At this view, our paper is the initial academic study to analyze groups of cities with similar credit risk on the performance of loans.
Turkish Credit Market and Non-Performing Loans
Banking institutions play a very important role in Turkish financial system. According to the last updated 2016 statistics, total banks' assets are around numbers which is 96 percentage of the total assets of financial systems. Some financial statistics of banking sector are given on Table 5 . Source: The Banks Association of Turkey
The financial liberalization process is started in the 1980s in Turkey. During this decade, so many structural changes occurred in the financial market: abolishing ceilings on interest, setting up interbank money market, establishing Capital Marked Board (CMB) and Istanbul Stock Exchange (ISE). These liberalization attempts have enhanced the efficiency, the competition and increased the availability and sources of finance in the financial market, considerably (Yayla, Hekimoğlu and Kutlukaya, 2008) .
During the 1990s, although there is a legal regulation in banking and financial services fields, the autonomous authority are still missing to use this legal regulation. Between 1997 Between -2002 banks with poor financial structure were transferred to Saving Deposit Insurance Fund (Yayla, Hekimoğlu and Kutlukaya, 2008) .
The main reason for the increase in NPLs rate in Turkish Banking sector is that the regulatory institutions were not independent from the political authority to regulate and supervise the banking sector effectively. With establishing Banking Regulation and Supervision Agency (BRSA) NPLs rate falls down significantly (BRSA, 2001) . From this point it can be said that Turkish banking sector is completely different before the economic crises in 2001.
Data and the Theoretical Framework
In the following subsections, we give a summary of data and such a sort explanation of the theoretical scheme of the time series clustering models and cluster procedures respectively.
Overview of Data
The aim of this study is to detect homogenous credit risk groups for Turkish credit market based on 81 Turkish cities. For the description of the potential credit risk, we use individually the aggregate rate of nonperforming loans (NPLs) for each city which consists of all kind of loans including consumer, housing, auto, credit cards and the other loans of all banks.
Based on the countries' financial condition and legislation, non-performing loans' term (NPLs) can be different. In Turkey, non-performing loans are defined as a loan that hasn't been paid for ninety days or more. NPLs rate is basically the amount of non-performing loans over total loans, expressed as a percentage. The time series data covers the quarterly period 2007Q4 -2014Q1, a total of 26 observations, because of the data availability and is collected from Banking Regulation and Supervision Agency. Table 6 summaries some descriptive statistics of NPLs rates of these 81 cities. (Xu and Wunsch, 2005) . While many clustering techniques were studied in different domains, most of these techniques are based on the assumption that data objects can be given as static points in multidimensional spaces. Unfortunately, the assumption does not always work. As an important class of these problems, time series is a sequence of data points changed with the time that founded in many application from science, engineering, business, finance, economics, health care to other domains (Liao, 2005) .
A wide range of cluster methods is available for the static data in the literature. Han and Kambar (2001) divi ded clustering techniques for handling various static data into five main groups: hierarchical, partitioning, density-based, model-based, and grid-based techniques. Otherwise, diverse algorithms have been evolved to cluster a bunch of different forms of time series data. As stated by Liao (2005) , there are three major approaches in time series clustering: raw-data-based, feature-based and model-based. The existing static data clustering algorithms can be applied for the time series data directly. This approach is called raw-data-based clustering. The main logic of this approach depends on replacing the distance/similarity measure for static data with a suitable one for time series. Beside this approach, there are feature-based and model-based methods which use features or model parameters of time series for conventional clustering algorithms, respectively (Liao, 2005) .
In this study, hierarchical clustering methods are used because of the following reasons: great visualization feature, the capability of using time series with different length and working without knowing any parameter such as the number of clusters (Xu and Wunsch, 2005 ; Liao, 2005) .
Hierarchical clustering technique basically organizes data by creating a tree of clusters based on the distance or similarity between them. The cluster tree named a dendrogram is generally used to show the process of hierarchical clustering. It displays how data points are clustered together bit-by-bit. Clustering outcomes can be kept by cutting the dendrogram at different levels. This representation gives very informative summaries and visualization for the potential data clustering frames (Xu and Wunsch, 2005 ; Liao, 2005) .
There are commonly known two groups of hierarchical clustering approaches: agglomerative and divisive. The agglomerative approach starts by placing each observation in its own clusters and then merges these pair of initial clusters into larger and larger clusters, until all observations are in a single cluster or until certain final willed number of clusters fulfilled. The divisive approach does just the inverse of agglomerative hierarchical clustering by starting with all points in one cluster. It split the cluster into smaller and smaller groups (Han and Kamber, 2001) . Figure 3 displays a dendrogram of divisive hierarchical clustering approach for 7 time series (Keogh and Kasetty, 2003) . 
Clustering Procedure
Raw-data-based time series cluster analysis basically consists of three main steps:
Clustering Algorithm Design or Selection:
Choosing clustering algorithm affects the quality of clustering results. Almost all clustering algorithms directly work on proximity (similarity/dissimilarity) measures, which affect the quality of these results, either. Therefore, it is crucial to carefully select right proximity measures and cluster algorithms in order to design an appropriate cluster strategy and to get more homogenous clusters (Xu and Wunsch, 2005 ; Liao, 2005) .
Cluster Validation:
Clustering validation is concerned with the evaluation of the goodness of clustering results. To get good clustering results, it helps to learn which clustering proximity measures and clustering algorithms should be chosen, how many clusters are hidden in the data, wherever the clusters obtained are meaningful, well separated and homogenous (Xu and Wunsch, 2005 ; Liao, 2005) .
Result Interpretation:
The main purpose of clustering is to provide users meaningful knowledge from the raw data then it can help to solve problems encountered. (Xu and Wunsch, 2005 ; Liao, 2005) . Figure 4 presents the three steps of the clustering procedure. Cluster analysis is not a one-shot process. In many cases, it is repetition until finding satisfied cluster results.
Development of the Clustering Model and Evaluation of Study Results
As mentioned above, raw-data-based time series cluster procedure consists of three steps. In the first step, namely clustering algorithm design/selection step, we need to choose right proximity measure (similarity or dissimilarity metric) and clustering algorithm to get more accurate homogeneous results.
In this study, single, median, average, centroid, complete, ward and weighted hierarchical clustering algorithms are run with proximity measures such as Euclidean, Cityblock, Minkowski, Chebychev, Mahalanobis, Cosine, correlation and spearman to the 81 Turkish cities' NPLs rates by using Matlab R2012b statistics toolbox. Silhouette (S), Davies-Bouldin (DB), Calinski-Harabasz (CH), Dunn (D), Krzanowski-Lai (KL) and Hartigan (Han) validity indices are run to measures their performance and compared with the result of visual cluster validity (VCV) All the details of all these algorithms, proximity measures and validity indices can be obtained from the Cluster Validity Analysis Platform (Wang, 2007; Wunsch II, 2005, 2009 ).
Silhouette index is used to select right proximity measures with right clustering algorithms as selecting criteria. Silhouette index ranges from -1 to +1. High values mean that the quality of clustering results is appropriate. On the other hand, low or negative values means that cluster results are poor. From this point, the highest Silhouette value indicates that the best clustering algorithm and proximity measures are respectively complete hierarchical clustering algorithm and Euclidean for this data .
The second step in clustering process is cluster validation where we decide optimum the number of clusters and evaluate whether the goodness of results is satisfying or not. We use Euclidean proximity measure which is the representative distance measurement to assess the inter-object similarity/dissimilarity in the hierarchical clustering algorithm, and it is the straight-line distance between data points in multi-dimensional space. It concentrates on the degree of the distances and data points that are near to each other. In this study, the 81x81 Euclidean distance matrix is chosen as input of clustering, to maximize the distances between heterogeneous credit markets (similarly minimizing the distance within grouped credit markets). After getting the distance matrix, we run single, median, average, centroid, complete, ward and weighted hierarchical clustering algorithms to classify the individual univariate NPLs rates of the 81 Turkish cities into 10 clusters. Then Silhouette (S), Davies-Bouldin (DB), Calinski-Harabasz (CH), Dunn (D), Krzanowski-Lai (KL) and Hartigan (Han) validity indices 1 are run to determine the number of optimum clusters. Table 7 shows the cluster validity index results obtained from Matlab Statistics Toolbox and the Cluster Validity Analysis Platform (Wang, 2007) . In Table 7 , Davies-Bouldin and Calinski-Harabasz indices suggest different cluster numbers compared to other validity indices where Silhouette, Dunn, Krzanowski-Lai and Hartigan indicate two optimum clusters. The frequency of cluster numbers is 2 that highlight the true number of clusters in these data depended on these indices. But deciding a convenient cluster number is still exacting problem. In order to overcome this exacting problem, visual approaches (visual cluster validity) can be applied (Bezdek and Hathaway, 2002) . The cluster validity (VCV) is the one of the visual approaches for multi-dimensional data. The basic logic behind this approach is to map the data into an image schema, applying the grey or colors scale values to show the important degree of each variable for every data points (Hepşen and Vatansever, 2012) .
The VCV approach replaces rows and columns of the similarity/dissimilarity matrix applying the cluster classes after some clustering algorithms have been run. Otherwise, the original order of data points has been classified such that the members of every cluster lie in sequential rows and columns of the permuted proximity matrix. It is obvious that assigned light (dark, depending on the grey scale) squares along the diagonal show compact clusters indicating well separated from neighboring points. If there is no contain significant clusters in the data then this is easily seen in the image (Hepşen and Vatansever, 2012) .
In this paper, the VCV approach is used to evaluate the cluster validity of this data. The input data is directly calculated from the data as Euclidean distance. The images linked to the results of complete hierarchical clustering algorithm are given in below Figure 5 . (Aghabozorgi, Shirkhorshidi and Wah, 2015) . Vol. 10, No. 11; It should be understood that, while the data are classified by 2, 3, 4, 5, 6, 7, 8, 9 and 10; this will not inevitably be indicated in unsupervised clustering, e.g. there may not be enough features to allow the cluster. We can notice the unclear area in the large dark block with fuzzy boundaries which means the cluster may consist of two or more overlapped clusters in it with very similar association to each other in Figure 5 . Moreover, it is also given that there are three cluster blocks where diagonal dark blocks are clearer. That gives we have three optimum clusters on this data set. Figure 7 gives the dendrogram of "Complete" hierarchical cluster algorithm and each color displays each cluster sets for NPLs rates in Turkish credit market.
It is also important to test the how clusters differ from each other. To do this, a one-way ANOVA is done on the data set as shown in table 8. figure 6 shows the difference between clusters based on median and quantiles. The three -cluster partition of the cities reveal a clear NPLs rate separation of credit markets given in Table 10 , 11 and 12. Cluster 1 is composed of 8 cities, which have the lowest NPLs rates over the period of 2007Q4 to 2014Q1. 62 cities are grouped in Cluster 2. The rest 11 cities belong to Cluster 3. In those cities, NPLs rates are separately higher than the other two clusters, so they are described "risky" credit market areas. In this investment viewpoint for NPLs rates minimization, sub-market divided by NPLs rates has little correlation themselves, so it can be the convenient standard for creditors to make right loans portfolio to diversify potential r isks. Table 9 shows the basic descriptive statistics for NPLs rates based on clusters. As can be noticed, the lowest risky cities are all in the cluster 1 (average 2.02%), while the third cluster has the highest risky cities (average 5.14%). Other side, high NPLs rates are related to higher level of risk (standard deviation). The highest level of risk is in cluster 3 (standard deviation 0.48%) and the lowest level of risk is in cluster 1 (standard deviation 0.32%). Different employment conditions can affect the NPLs ratio. Gamberea (2000); Chaibi and Ftiti (2015) ; Louzis, Vouldis and Metaxas (2010); Bofondi and Ropele (2011); Berge and Boye (2007) indicate that there is a positive relationship between NPLs rates and unemployment rates in the USA, France, Germany, Greece, Italy and Nordic countries, respectively. From this point, to get better understanding about the cities' NPLs dynamics, we look at 2013 unemployment rate at the on Table 13 . As seen from the table, there is a negative correlation between NPLs rates and average employment rate in clusters. In conclusion, the credit risk is different under the different employment conditions. Source: Turkish Statistics Institute
Conclusion
The existing literature is generally in interested in finding the effects of macroeconomic and bank-specific factors on NPLs rates. Besides those factors, NPLs rates may vary by region even under the same economic conditions. From this point, the aim of this study is to develop homogeneous credit risk groups for 81 cities in Turkey by running numerous hierarchical clustering algorithms.
This research adds to the literature in two aspects. First, it gives new information about Turkey's credit market in the context of risk diversification based on the different cities. Second, the time series clustering algorithms are discussed in this research gives a valuable guideline for bankers and financial intuitions for selecting proper market areas, to manage the potential geographical risk and define efficiently diversified credit politics.
Firstly, the empirical results of this research say the three different group partitions of the cities that declare a clear NPLs rates distinction of the credit market in Turkey. 8 cities are grouped in Cluster 1, which have the lowest NPLs rates (average 2.02% NPLs rate). Cluster 2 consists of 62 cities, which is the most crowded group. The rest 11 cities belong to Cluster 3. In those cities, NPLs rates are relatively higher than the other two groups (average 5.14% NPLs rate), so they are called risky credit market areas. On the other hand, high NPLs rates associated with higher levels of risk (standard deviation) and vice versa. Secondly, the results of this study could not be only practical for understanding the historical NPLs behaviors of cities, but also for banks and financial intuitions to make rational credit politics based on different geographic location conditions.
