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Abstract
We derive representations of local risk-minimization of call and put
options for Barndorff-Nielsen and Shephard models: jump type stochas-
tic volatility models whose squared volatility process is given by a non-
Gaussian Ornstein-Uhlenbeck process. The general form of Barndorff-
Nielsen and Shephard models includes two parameters: volatility risk pre-
mium β and leverage effect ρ. Arai and Suzuki [1] dealt with the same
problem under constraint β = − 12 . In this paper, we relax the restriction
on β; and restrict ρ to 0 instead. We introduce a Malliavin calculus under
the minimal martingale measure to solve the problem.
Keywords: Local risk-minimization, Barndorff-Nielsen and Shephard models,
Stochastic volatility models, Malliavin calculus, Le´vy processes.
1 Introduction
Local risk-minimization (LRM, for short) for Barndorff-Nielsen and Shephard
models (BNS model, for short) is discussed. Here LRM is a very well-known
quadratic hedging method of contingent claims for incomplete financial mar-
kets. On the other hand, BNSmodels are stochastic volatility models suggested
by Barndorff-Nielsen and Shephard [2], [3]. It is known that some stylized facts
of financial time series are captured by BNS models. The square volatility pro-
cess σ2 of a BNS model is given as an Ornstein-Uhlenbeck process driven by
a subordinator without drift, that is, a nondecreasing pure jump Le´vy process.
Thus, σ2 is a jump process given as a solution to the following stochastic dif-
ferential equation (SDE, for short):
dσ2t = −λσ2t dt+ dHλt, σ20 > 0,
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where λ > 0, H is a subordinator without drift. Now, we denote by S the
underlying asset price process. The general form of S is given by
St = S0 exp
{∫ t
0
(
µ + βσ2s
)
ds+
∫ t
0
σsdWs + ρHλt
}
,
where S0 > 0, µ, β ∈ R, ρ ≤ 0, W is a 1-dimensional Brownian motion. The
last term ρHλt accounts for the leverage effect; and βσ
2
s is called the volatility
risk premium, which is considered as the compensation required by investors
holding volatile assets. From the view of (2.1) below, the volatility risk pre-
mium is vanished when β = − 12 . So that, β would take a value greater than
or equal to − 12 . For more details on BNS models, see Cont and Tankov [4] and
Schoutens [9].
Our purpose is to obtain representations of LRM of call and put options
for BNS models under constraint ρ = 0 and no constraint on β. On the other
hand, Arai and Suzuki [1] studied the same problem under constraint β = − 12
and no constraint on ρ. That is, they dealt with the case where volatility risk
premium is not taken into account. To the contrary, we will treat BNS models
with volatility risk premium. In other words, we relax the restriction on β.
Instead, we restrict ρ to 0, which induces the continuity of S. Then, S is written
as
St = S0 exp
{∫ t
0
(
µ + βσ2s
)
ds+
∫ t
0
σsdWs
}
. (1.1)
Actually, the continuity of Smakes the problem easy to deal with. To calculate
LRM, we need to consider the minimal martingale measure (MMM, for short).
When S is continuous, the subordinator H remains a Le´vy process even un-
der the MMM. On the other hand, the generalization of β makes the problem
complicated. When β = − 12 , the density process Z of the MMM is given as a
solution to an SDE with the Lipschitz continuity. Thus, as shown in [1], Z has
the Malliavin differentiability, which played a vital role in [1]. However, this
property is not generalized to the case of β 6= − 12 . Hence, we need to take a dif-
ferent approach from [1]. In order to overcome this difficulty, making the best
of the fact that the Le´vy property of H is preserved, we innovate a Malliavin
calculus under the MMM. As a result, we can calculate LRM without attention
to the property of Z.
To our best knowledge, except for [1], there is only one preceding research
on LRM for BNS models: Wang, Qian and Wang [13]. Besides they treated
the problem under the same parameter restrictions as ours, although they did
not use Malliavin calculus. However, their discussion seems to be inaccurate
mathematically.
Outline of this paper is as follows. A precise model description and stand-
ing assumptions are given in Section 2. In Subsections 2.1 -2.3, we define LRM,
the MMM and a Malliavin derivative, respectively. Our main results are pro-
vided in Section 3; and conclusions will be given in Section 4.
2
2 Preliminaries
We consider a financial market model in which only one risky asset and one
riskless asset are tradable. For simplicity, we assume that the interest rate is
given by 0. Let T > 0 be the finite time horizon. The fluctuation of the risky
asset is described as a process S given by (1.1). We consider a complete proba-
bility space (Ω,F ,P)with a filtration F = {Ft}t∈[0,T] as the underlying space.
Suppose that F is generated by Wt and Hλt; and satisfies the usual condition,
that is, F is right continuous, and F0 contains all null sets of P. The asset price
process S given in (1.1) is a solution to the following SDE:
dSt = St−
{
µdt+
(
β +
1
2
)
σ2t dt+ σtdWt
}
. (2.1)
Denoting At :=
∫ t
0 Ss−
[
µ +
(
β + 12
)
σ2s
]
ds and Mt := St − S0 − At, we have
St = S0 + Mt + At, which is the canonical decomposition of S. Further, we
denote Lt := log(St/S0) for t ∈ [0, T], that is,
Lt = µt+ β
∫ t
0
σ2s ds+
∫ t
0
σsdWs.
Defining Jt := Hλt, we denote by N the Poisson random measure of J, that
is, we have Jt =
∫ ∞
0 xN([0, t], dx). Denoting by ν the Le´vy measure of J, we
have that N˜(dt, dx) := N(dt, dx)− ν(dx)dt is the compensated Poisson ran-
dom measure. Remark that N and ν are defined on [0, T]× (0,∞) and (0,∞),
respectively; and ν(dx) = λνH(dx), where νH is the Le´vy measure of H. More-
over, Proposition 3.10 of [4] implies∫ ∞
0
(x ∧ 1)ν(dx) < ∞. (2.2)
We need to impose the following standing assumptions on ν as in [1]. As
stated in Remark 2.2 below, the standing assumptions do not exclude represen-
tative examples of BNS models, although parameters are restricted.
Assumption 2.1 (A1) The Le´vy measure ν is absolutely continuous with respect to
the Lebesgue measure on (0,∞).
(A2) There exists a κ > 0 such that
• κ >
[
2
(
β + 12
)+
+ 1
]
B(T),
• κ ≥
(
β + 12
)2 B(T), and
• ∫ ∞1 e2κxν(dx) < ∞,
where B(t) := ∫ t0 e−λsds = 1−e−λtλ for t ∈ [0, T].
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Remark 2.2 1. When β = − 12 , (A2) is equivalent to the existence of ε > 0 such
that
∫ ∞
0 e
(2+ε)B(T)xν(dx) < ∞. In [1] dealing with the case of β = − 12 ,∫ ∞
0 e
2B(T)xν(dx) < ∞ is assumed in their Assumption 2.2, which is almost
same as the above (A2) for β = − 12 .
2. We do not need to assume conditions corresponding to the second condition of
Assumption 2.2 in [1], which ensures the positivity of the density of the MMM
defined below, since the MMM becomes a probability measure automatically in
our setting.
3. Condition (A2) ensures
∫ ∞
0 x
2ν(dx) < ∞, which means E[J2T] < ∞. In addi-
tion, we have E[e2κ JT ] < ∞ by Proposition 3.14 of [4].
4. Condition (A1) guarantees Assumption Z1 in Nocolato and Venardos [6], which
we need in the proof of Lemma 2.9 below.
5. Assumption 2.1 does not exclude two representative examples of σ2, “IG-OU”
and “Gamma-OU”. “IG-OU” is the case where νH is given as
νH(dx) =
a
2
√
2pi
x−
3
2 (1+ b2x)e−
1
2 b
2x1(0,∞)(x)dx,
where a > 0 and b > 0. The invariant distribution of σ2 follows an inverse-
Gaussian distribution with a > 0 and b > 0. Then σ2 is called an IG-OU
process. If
b2
2
> 2
{[
2
(
β +
1
2
)+
+ 1
]
∨
(
β +
1
2
)2}
B(T),
then Assumption 2.1 is satisfied. Next, “Gamma-OU” is the case where the
invariant distribution of σ2 is given by a Gamma distribution with a > 0 and
b > 0. In this case, νH is described as
νH(dx) = abe−bx1(0,∞)(x)dx.
As well as the IG-OU case, Assumption 2.1 is satisfied if
b > 2
{[
2
(
β +
1
2
)+
+ 1
]
∨
(
β +
1
2
)2}
B(T).
For more details on this topic, see also [6] and [9].
2.1 Local risk-minimization
In this subsection, we define LRM. To this end, we define the SC condition
firstly; and show that S satisfies it under Assumption 2.1. S is said to satisfy
the SC condition, if the following three conditions hold:
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(a)
∥∥∥[M]1/2T + ∫ T0 |dAs|∥∥∥L2(P) < ∞.
(b) Defining a process Λt :=
1
St−
µ+(β+ 12 )σ
2
t
σ2t
, we have A =
∫
Λd〈M〉.
(c) The mean-variance trade-off process Kt :=
∫ t
0 Λ
2
sd〈M〉s is finite, that is,
KT is finite P-a.s.
Proposition 2.3 S satisfies the SC condition under Assumption 2.1.
Proof. It suffices to show item (a) only. Note that we have∥∥∥∥[M]1/2T + ∫ T
0
|dAt|
∥∥∥∥2
L2(P)
≤ 2E
[
[M]T +
(∫ T
0
|dAt|
)2]
≤ 2E
[∫ T
0
S2t−σ2t dt+
(∫ T
0
St−
∣∣∣∣µ +(β + 12
)
σ2t
∣∣∣∣ dt)2
]
≤ 2E
[
sup
0≤s≤T
S2s
{∫ T
0
σ2t dt+
(
|µ|T +
∣∣∣∣β + 12
∣∣∣∣ ∫ T
0
σ2t dt
)2}]
.
If sup0≤s≤T Ss ∈ L2a(P) holds for a sufficiently small a > 1, item (a) holds by
the Ho¨lder inequality and Lemma 2.4 below.
Now, we take an a > 1 such that{
2
(
aβ +
a2
2
)+
+ a2
}
B(T) < κ. (2.3)
Note that we can find such an a > 1 from the view of (A2) in Assumption 2.1.
We shall see sup0≤s≤T Ss ∈ L2a(P). Since we have∫ t
0
σ2s ds = σ
2
0
∫ t
0
e−λsds+
∫ t
0
∫ s
0
e−λ(s−u)dJuds
= σ20B(t) +
∫ t
0
∫ t
u
e−λ(s−u)dsdJu = σ20B(t) +
∫ t
0
B(t− u)dJu
≤ σ20B(t) + B(t)Jt ≤ σ20B(T) + B(T)Jt (2.4)
for any t ∈ [0, T], we obtain
eaLt = exp
{
aµt+ aβ
∫ t
0
σ2s ds+ a
∫ t
0
σsdWs
}
= exp
{
aµt− a
2
2
∫ t
0
σ2s ds+ a
∫ t
0
σsdWs +
(
aβ +
a2
2
) ∫ t
0
σ2s ds
}
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≤ C exp
{
− a
2
2
∫ t
0
σ2s ds+ a
∫ t
0
σsdWs
+
∫ t
0
∫ ∞
0
bxN˜(ds, dx) +
∫ t
0
∫ ∞
0
[bx + 1− ebx]ν(dx)ds
}
=: CYa,bt ,
where b :=
(
aβ + a
2
2
)+ B(T), and C := exp{a|µ|T + bσ20 + ∫ T0 ∫ ∞0 (ebx −
1)ν(dx)dt}. Taking into account of (2.3) and (A2) in Assumption 2.1, Lemma
2.5 below yields that Ya,b is a square integrable martingale. Thus, Doob’s in-
equality yields
E
[
sup
0≤s≤T
S2as
]
= E
[
S2a0 sup
0≤s≤T
e2aLs
]
≤ S2a0 C2E
[
sup
0≤s≤T
(Ya,bs )
2
]
≤ 4S2a0 C2E[(Ya,bT )2] < ∞.

Lemma 2.4
∫ T
0 σ
2
t dt ∈ Ln(P) for any n ≥ 1.
Proof. From the view of (2.4), it suffices to show JT ∈ Ln(P) for any n ≥ 1. By
Remark 2.2, we have E[exp{2κ JT}] < ∞, from which JT ∈ Ln(P) follows for
any n ≥ 1. 
Lemma 2.5 For a ∈ R and b ≥ 0, we denote
Ya,bt := exp
{
− a
2
2
∫ t
0
σ2s ds+ a
∫ t
0
σsdWs +
∫ t
0
∫ ∞
0
bxN˜(ds, dx)
+
∫ t
0
∫ ∞
0
[bx + 1− ebx]ν(dx)ds
}
.
1. If a and b satisfy
∫ ∞
1
exp
{(
2b+
a2
2
B(T)
)
x
}
ν(dx) < ∞, (2.5)
then the process Ya,b is a martingale.
2. When we strengthen (2.5) to∫ ∞
1
exp{(4b+ 2a2B(T))x}ν(dx) < ∞, (2.6)
Ya,b is a square integrable martingale.
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Proof. 1. From the view of Theorem 1.4 of Ishikawa [5], we need only to show
that
(1)
∫ ∞
0 [b
2x2 + (1− ebx)2]ν(dx) < ∞,
(2)
∫ ∞
0 [e
bx · bx + 1− ebx]ν(dx) < ∞, and
(3) E
[
exp
{
a2
2
∫ T
0 σ
2
t dt
}]
< ∞.
By (2.2) and (2.5), conditions (1) and (2) are satisfied. Next, (2.5) and Propo-
sition 3.14 in [4] imply E
[
exp
{
a2
2 B(T)JT
}]
< ∞, from which condition (3)
follows by (2.4).
2. Denoting γ := 2b+ a2B(T), we have
(Ya,bT )
2 = exp
{
− a2
∫ T
0
σ2s ds+ 2a
∫ T
0
σtdWt
+
∫ T
0
∫ ∞
0
2bxN˜(dx, dt) +
∫ T
0
∫ ∞
0
2[bx+ 1− ebx]ν(dx)dt
}
≤ exp
{
− 2a2
∫ T
0
σ2s ds+ 2a
∫ T
0
σtdWt + a
2σ20B(T) + a2B(T)JT
+
∫ T
0
∫ ∞
0
2bxN˜(dx, dt) +
∫ T
0
∫ ∞
0
2[bx+ 1− ebx]ν(dx)dt
}
= exp
{
− 2a2
∫ T
0
σ2s ds+ 2a
∫ T
0
σtdWt +
∫ T
0
∫ ∞
0
γxN˜(dx, dt)
+
∫ T
0
∫ ∞
0
[
γx+ 2− 2ebx
]
ν(dx)dt+ a2σ20B(T)
}
= exp
{ ∫ T
0
∫ ∞
0
[
1− 2ebx + eγx
]
ν(dx)dt+ a2σ20B(T)
}
Y
2a,γ
T .
Under (2.6), we have
∫ ∞
1 exp{2γx}ν(dx) < ∞. Thus, we can see that Y2a,γ
is a martingale by the same sort argument as item 1. Moreover, we have∫ ∞
0
[
1− 2ebx + eγx
]
ν(dx) < ∞, from which the square integrability of Ya,bT fol-
lows. 
Next, we give a definition of LRM based on Theorem 1.6 of Schweizer [11].
Definition 2.6 1. ΘS denotes the space of all R-valued predictable processes ξ
satisfying E
[∫ T
0 ξ
2
t d〈M〉t + (
∫ T
0 |ξtdAt|)2
]
< ∞.
2. An L2-strategy is given by a pair ϕ = (ξ, η), where ξ ∈ ΘS and η is an
adapted process such that V(ϕ) := ξS + η is a right continuous process with
E[V2t (ϕ)] < ∞ for every t ∈ [0, T]. Note that ξt (resp. ηt) represents the
amount of units of the risky asset (resp. the risk-free asset) an investor holds at
time t.
3. For claim F ∈ L2(P), the process CF(ϕ) defined by CFt (ϕ) := F1{t=T} +
Vt(ϕ)−
∫ t
0 ξsdSs is called the cost process of ϕ = (ξ, η) for F.
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4. An L2-strategy ϕ is said local risk-minimization (LRM) for claim F if VT(ϕ) =
0 and CF(ϕ) is a martingale orthogonal to M, that is, [CF(ϕ),M] is a uniformly
integrable martingale.
5. An F ∈ L2(P) admits a Fo¨llmer-Schweizer decomposition (FS decomposition,
for short) if it can be described by
F = F0 +
∫ T
0
ξFt dSt + L
F
T , (2.7)
where F0 ∈ R, ξF ∈ ΘS and LF is a square-integrable martingale orthogonal to
M with LF0 = 0.
For more details on LRM, see Schweizer [10], [11]. Now, we introduce a rela-
tionship between LRM and FS decomposition.
Proposition 2.7 Under Assumption 2.1, LRM ϕ = (ξ, η) for F exists if and only if
F admits an FS decomposition; and its relationship is given by
ξt = ξ
F
t , ηt = F0 +
∫ t
0
ξFs dSs + L
F
t − F1{t=T}− ξFt St.
Proof. This is from Proposition 5.2 of [11], together with Proposition 2.3. 
Thus, it suffices to get a representation of ξF in (2.7) in order to obtain LRM for
claim F. Henceforth, we identify ξF with LRM for F.
2.2 Minimal martingale measure
We need to study upon the MMM in order to discuss FS decomposition. A
probabilitymeasureP∗ ∼ P is called theminimal martingalemeasure (MMM),
if S is a P∗-martingale; and any square-integrable P-martingale orthogonal to
M remains a martingale under P∗. Now, we consider the following SDE:
dZt = −Zt−ΛtdMt, Z0 = 1. (2.8)
The solution to (2.8) is a stochastic exponential of − ∫ ·0 ΛtdMt. More precisely,
denoting
ut := ΛtSt−σt =
µ
σt
+
(
β +
1
2
)
σt (2.9)
for t ∈ [0, T], we have ΛtdMt = utdWt; and
Zt = exp
{
− 1
2
∫ t
0
u2sds−
∫ t
0
usdWs
}
. (2.10)
To see that ZT becomes the density of the MMM, it is enough to show the
square integrability of ZT .
8
Proposition 2.8 ZT ∈ L2(P).
Proof. First of all, there is a constant Cu > 0 such that
u2t =
µ2
σ2t
+ 2µ
(
β +
1
2
)
+
(
β +
1
2
)2
σ2t ≤ Cu +
(
β +
1
2
)2
σ2t
by (2.9). Thus, (2.10) implies
Z2T = exp
{
−2
∫ T
0
u2t dt−
∫ T
0
2utdWt +
∫ T
0
u2t dt
}
≤ exp
{
−2
∫ T
0
u2t dt−
∫ T
0
2utdWt + TCu +
(
β +
1
2
)2 ∫ T
0
σ2t dt
}
≤ exp
{
−2
∫ T
0
u2t dt−
∫ T
0
2utdWt + TCu +
(
β +
1
2
)2
[σ20B(T) + B(T)JT]
}
≤ exp
{
TCu +
(
β +
1
2
)2
σ20B(T) +
∫ T
0
∫ ∞
0
[eκx − 1] ν(dx)dt
}
× exp
{
− 2
∫ T
0
u2t dt−
∫ T
0
2utdWt +
∫ T
0
∫ ∞
0
κxN˜(dx, dt)
+
∫ T
0
∫ ∞
0
[κx + 1− eκx ] ν(dx)dt
}
,
since
(
β + 12
)2 B(T) ≤ κ by (A2). In addition, Remark 2.2 implies
E
[
exp
{
2
∫ T
0
u2t dt
}]
≤ E
[
exp
{
2TCu + 2
(
β +
1
2
)2 ∫ T
0
σ2t dt
}]
≤ exp
{
2TCu + 2κσ
2
0
}
E
[
e2κ JT
]
< ∞.
Hence, we can see that Z2T is integrable by the same manner as the proof of
item 1 in Lemma 2.5. 
Henceforth, we denote the MMM by P∗, that is, we have ZT = dP
∗
dP . Note
that dWP
∗
t := dWt+utdt is a Brownianmotion under P
∗; and N˜ remains amar-
tingale under P∗. Remark that we can rewrite (2.1) and LT as dSt = St−σtdWP
∗
t
and LT =
∫ T
0 σsdW
P
∗
s − 12
∫ T
0 σ
2
s ds, respectively. The following lemma is indis-
pensable to formulate a Malliavin calculus under P∗.
Lemma 2.9 WP
∗
is independent of N˜; and WP
∗
t +
∫ t
0
∫ ∞
0 zN˜(ds, dz)(=: X
∗
t ) is a
Le´vy process under P∗.
Proof. This is given from Theorem 3.2 in [6]. Remark that Assumptions Z1 -
Z3 in [6] are their standing assumptions. Assumptions Z1 and Z2 are satisfied
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in our setting from Assumption 2.1. On the other hand, Assumption Z3 does
not necessarily hold, but it is not needed for Theorem 3.2 in [6]. 
Remark 2.10 The filtration F coincides with the augmented filtration generated by
WP
∗
and N˜.
2.3 Malliavin calculus under P∗
Here, regarding (Ω,F ,P∗) as the underlying probability space, we formulate
a Malliavin calculus for X∗ under P∗ based on Petrou [7] and Chapter 5 of
Renauld [8]. Although [1] adopted the canonical Le´vy space framework un-
dertaken by Sole´ et al. [12], we need to take a different way to define a Malli-
avin derivative, since the property of the canonical Le´vy space is not preserved
under change of measure.
First of all, we need to prepare some notation; and define iterated integrals
with respect to WP
∗
and N˜. Denoting U0 := [0, T] and U1 := [0, T]× (0,∞),
we define
Q0(A) :=
∫
A
dWP
∗
t for any A ∈ B(U0),
Q1(A) :=
∫
A
N˜(dt, dx) for any A ∈ B(U1),
〈Q0〉 := m, and 〈Q1〉 := m× ν,
where m is the Lebesgue measure on U0. We denote
G(j1,...,jn) :=
{
(u
j1
1 , . . . , u
jn
n ) ∈
n
∏
k=1
Ujk : 0 < t1 < · · · < tn < T
}
for n ∈ N and (j1, . . . , jn) ∈ {0, 1}n, where ujkk := tk if jk = 0; and := (tk, x) if
jk = 1 for k = 1, . . . , n. We define an n-fold iterated integral as follows:
J
(j1,...,jn)
n (g
(j1,...,jn)
n ) :=
∫
G(j1,...,jn)
g
(j1,...,jn)
n (u
j1
1 , . . . , u
jn
n )Qj1(du
j1
1 ) · · ·Qjn(du
jn
n ),
where g
(j1,...,jn)
n is a deterministic function in L
2
(
G(j1,...,jn),
⊗n
k=1〈Qjk〉
)
. Then,
Theorem 1 in [7] ensures that every L2(P∗) random variable F is represented
as a sum of iterated integrals, that is, we can find deterministic functions
g
(j1,...,jn)
n ∈ L2
(
G(j1,...,jn),
⊗n
k=1〈Qjk〉
)
for n ∈ N and (j1, . . . , jn) ∈ {0, 1}n such
that F has the following chaos expansion:
F = EP∗ [F] +
∞
∑
n=1
∑
(j1,...,jn)∈{0,1}n
J
(j1,...,jn)
n (g
(j1,...,jn)
n ). (2.11)
Note that the infinite series in (2.11) converges in L2(P∗).
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Now, we define D0 the space of Malliavin differentiable random variables;
and aMalliavin derivative operator D0. Denoting, for 1 ≤ k ≤ n and t ∈ (0, T),
Gk(j1,...,jn)
(t) :=
{
(u
j1
1 , . . . , u
jk−1
k−1, u
jk+1
k+1 . . . , u
jn
n ) ∈ G(j1,...,jk−1,jk+1,...,jn) :
0 < t1 < · · · < tk−1 < t < tk+1 < · · · < tn < T
}
,
we define D0 as
D
0 :=
{
F ∈ L2(P∗), F = EP∗ [F] +
∞
∑
n=1
∑
(j1,...,jn)∈{0,1}n
J
(j1,...,jn)
n (g
(j1,...,jn)
n ) :
‖g(0)1 ‖2L2(m) +
∞
∑
n=2
∑
(j1,...,jn)∈{0,1}n
n
∑
k=1
1{jk=0}
×
∫ T
0
∥∥∥g(j1,...,jk−1,0,jk+1,...,jn)n (. . . , t, . . . )∥∥∥2
L2
(
Gk
(j1,...,jn)
(t)
) dt < ∞
}
.
Moreover, for F ∈ D0 and t ∈ [0, T], we define
D0t F := g
(0)
1 (t) +
∞
∑
n=2
∑
(j1,...,jn)∈{0,1}n
n
∑
k=1
1{jk=0}
× J(j1,...,jk−1,jk+1,...,jn)n−1
(
g
(j1,...,jk−1,0,jk+1,...,jn)
n (. . . , t, . . . )1Gk
(j1,...,jn)
(t)
)
.
3 Main results
We give explicit representations of LRM for call and put options as our main
results. As in [1], we consider firstly put options, since a Malliavin derivative
for put options is given owing to its boundedness. LRM for call options will be
given as a corollary. If we dealt with call options firstly, then we would need to
impose additional assumptions.
Before stating our main theorem, we prepare two propositions, one is a
Malliavin derivative for put options; and the other is a Clark-Ocone type rep-
resentation result for random variables in D0.
Proposition 3.1 For K > 0, we have (K− ST)+ ∈ D0, and
D0t (K− ST)+ = −1{ST<K}STσt.
Proof. The same result has been given in Proposition 4.1 of [1]. However, their
framework of Malliavin calculus is different from ours as said at the beginning
of Subsection 2.3. Thus, we give a proof anew by the same way as [1].
First of all, by the same argument as Lemma A.1 in [1], we have D0t σ
2
s = 0.
Theorem 2 in [7] implies D0t σs = 0 by the same manner as Lemma A.2 of [1].
In addition, by the same way as Lemmas A.3 and A.4 in [1], we can see that
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D0t
∫ T
0 σ
2
s ds = 0; and D
0
t
∫ T
0 σsdW
P
∗
s = σt by using Proposition 6 in [7]. As a
result, we obtain LT ∈ D0 and D0t LT = σt. Next, denoting
fK(r) :=
{
S0e
r , if r ≤ log(K/S0),
Kr+ K(1− log(K/S0)), if r > log(K/S0).
we have that fK ∈ C1(R) and 0 < f ′K(r) ≤ K for any r ∈ R. Thus, Theorem 2
of [7] implies that fK(LT) ∈ D0 and
D0t fK(LT) = f
′
K(LT)D
0
t LT = f
′
K(LT)σt. (3.1)
Since (K − ST)+ = (K − fK(LT))+, we need only to see (K − fK(LT))+ ∈
D
0; and calculate D0t (K − fK(LT))+. To this end, we take a mollifier func-
tion ϕ which is a C∞-function from R to [0,∞) with supp(ϕ) ⊂ [−1, 1] and∫ ∞
−∞ ϕ(x)dx = 1. We denote ϕn(x) := nϕ(nx) and gn(x) :=
∫ ∞
−∞(K −
y)+ϕn(x− y)dy for any n ≥ 1. Noting that
gn(x) =
∫ ∞
−∞
(
K− x+ y
n
)+
ϕ(y)dy =
∫ ∞
−n(K−x)
(
K− x+ y
n
)
ϕ(y)dy,
we have g′n(x) = −
∫ ∞
−n(K−x) ϕ(y)dy, so that gn ∈ C1 and |g′n| ≤ 1. Thus,
Theorem 2 in [7] again implies that, for any n ≥ 1, gn( fK(LT)) ∈ D0 and
D0t gn( fK(LT)) = g
′
n( fK(LT))D
0
t fK(LT) = g
′
n( fK(LT)) f
′
K(LT)σt (3.2)
by (3.1). We have then
sup
n≥1
‖D0gn( fK(LT))‖2L2(m×P∗) ≤ K2EP∗
[∫ T
0
σ2t dt
]
< ∞.
In addition, noting that
|gn(x)− (K− x)+| =
∣∣∣∣∫ 1−1
{(
K− x+ y
n
)+ − (K− x)+} ϕ(y)dy∣∣∣∣
≤ 1
n
∫ 1
−1
|y|ϕ(y)dy ≤ 1
n
for any x ∈ R, we have limn→∞ E[|gn( fK(LT))− (K− fK(LT))+|2] = 0. As a re-
sult, Lemma 3.2 below implies that (K− fK(LT))+ ∈ D0. Furthermore, Lemma
2 of [7] ensures the existence of a subsequence nk such that D
0gnk( fK(LT)) con-
verges to D0(K− fK(LT))+ in the sense of L2(m×P∗). On the other hand, we
have limn→∞ g′n(x) = −1{x<K}− 1{x=K}
∫ ∞
0 ϕ(y)dy; and P
∗( fK(LT) = K) = 0
by Corollary 2.3 of [6], fromwhich limn→∞ g′n( fK(LT)) = −1{ fK(LT)<K} a.s. fol-
lows. Consequently, by taking a further subsequence if need be, (3.2) provides
D0t (K− ST)+ = D0t (K− fK(LT))+ = lim
k→∞
D0t gnk( fK(LT))
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= lim
k→∞
g′nk( fK(LT)) f
′
K(LT)σt = −1{ fK(LT)<K} f ′K(LT)σt
= −1{ST<K}STσt, m×P∗-a.s.

Lemma 3.2 Let F be in L2(P∗), and (Fn)n≥1 a sequence of D0 converging to F in
L2(P∗). If supn≥1 ‖D0Fn‖L2(m×P∗) < ∞, then F ∈ D0.
Proof. This is given from the proof of Lemma 5.5.5 of [8]. 
Proposition 3.3 For F ∈ D0, we have
F = EP∗ [F] +
∫ T
0
EP∗ [D
0
t F|Ft−]dWP
∗
t +
∫ T
0
∫ ∞
0
ψt,xN˜(dt, dx)
for some predictable process ψ ∈ L2(m× ν ×P∗).
Proof. Denoting by (2.11) the chaos expansion of F, we have
F=EP∗ [F] +
∞
∑
n=1
∑
(j1,...,jn−1)∈{0,1}n−1
{
J
(j1,...,jn−1,0)
n (g
(j1,...,jn−1,0)
n ) + J
(j1,...,jn−1,1)
n (g
(j1,...,jn−1,1)
n )
}
=EP∗ [F] +
∫ T
0
g
(0)
1 (t)dW
P
∗
t +
∞
∑
n=2
∑
(j1,...,jn−1)∈{0,1}n−1
∫ T
0
J
(j1,...,jn−1)
n−1
(
g
(j1,...,jn−1,0)
n (. . . , t)1Gn
(j1,...,jn)
(t)
)
dWP
∗
t
+
∫ T
0
∫ ∞
0
g
(1)
1 ((t, x))N˜(dt, dx)
+
∞
∑
n=2
∑
(j1,...,jn−1)∈{0,1}n−1
∫ T
0
∫ ∞
0
J
(j1,...,jn−1)
n−1
(
g
(j1,...,jn−1,1)
n (. . . , (t, x))1Gn
(j1,...,jn)
(t)
)
N˜(dt, dx)
=EP∗ [F] +
∫ T
0
{
g
(0)
1 (t) +
∞
∑
n=2
∑
(j1,...,jn−1)∈{0,1}n−1
J
(j1,...,jn−1)
n−1
(
g
(j1,...,jn−1,0)
n (. . . , t)1Gn
(j1,...,jn)
(t)
)}
dWP
∗
t
+
∫ T
0
∫ ∞
0
{
g
(1)
1 ((t, x)) +
∞
∑
n=2
∑
(j1,...,jn−1)∈{0,1}n−1
J
(j1,...,jn−1)
n−1
(
g
(j1,...,jn−1,1)
n (. . . , (t, x))1Gn
(j1,...,jn)
(t)
)}
N˜(dt, dx)
(3.3)
=:EP∗ [F] +
∫ T
0
φtdW
P
∗
t +
∫ T
0
∫ ∞
0
ψt,xN˜(dt, dx).
The above third equality (3.3) is proved in Lemma 3.4 below. On the other
hand, noting that F ∈ D0, we have
EP∗ [D0t F|Ft−]=EP∗
[
g
(0)
1 (t) +
∞
∑
n=2
∑
(j1,...,jn)∈{0,1}n
n
∑
k=1
1{jk=0}
×J(j1,...,jk−1,jk+1,...,jn)n−1
(
g
(j1,...,jk−1,0,jk+1,...,jn)
n (. . . , t, . . . )1Gk
(j1,...,jn)
(t)
)∣∣∣∣Ft−]
=g
(0)
1 (t) +
∞
∑
n=2
∑
(j1,...,jn)∈{0,1}n
n
∑
k=1
1{jk=0}
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×EP∗
[
J
(j1,...,jk−1,jk+1,...,jn)
n−1
(
g
(j1,...,jk−1,0,jk+1,...,jn)
n (. . . , t, . . . )1Gk
(j1,...,jn)
(t)
)∣∣∣∣Ft−]
=g
(0)
1 (t) +
∞
∑
n=2
∑
(j1,...,jn)∈{0,1}n
1{jn=0} J
(j1,...,jn−1)
n−1
(
g
(j1,...,jn−1,0)
n (. . . , t)1Gn
(j1,...,jn)
(t)
)
=φt .
As a result, φ belongs to L2(m × P∗). Thus, ∫ T0 ∫ ∞0 ψt,xN˜(dt, dx) is square
integrable, that is, ψ ∈ L2(m× ν×P∗). This completes the proof of Proposition
3.3. 
Lemma 3.4 (3.3) in the proof of Proposition 3.3 holds true. In other words, we have,
for l = 0, 1,
∞
∑
n=2
∑
(j1,...,jn−1)∈{0,1}n−1
∫
Ul
J
(j1,...,jn−1)
n−1
(
g
(j1,...,jn−1,l)
n (. . . , û
l)1Gn
(j1,...,jn)
(t)
)
Ql(dû
l)
=
∫
Ul
∞
∑
n=2
∑
(j1,...,jn−1)∈{0,1}n−1
J
(j1,...,jn−1)
n−1
(
g
(j1,...,jn−1,l)
n (. . . , û
l)1Gn
(j1,...,jn)
(t)
)
Ql(dû
l),
where û0 = t ∈ U0 and û1 = (t, x) ∈ U1.
Proof. Recall that the infinite series in a chaos expansion converges in the
L2(P∗)-sense. Now, for l = 0, 1, we denote
Φl,N(ûl) :=
N
∑
n=2
∑
(j1,...,jn−1)∈{0,1}n−1
J
(j1,...,jn−1)
n−1
(
g
(j1,...,jn−1,l)
n (. . . , û
l)1Gn
(j1,...,jn)
(t)
)
for N ≥ 2, and
Φl(ûl) :=
∞
∑
n=2
∑
(j1,...,jn−1)∈{0,1}n−1
J
(j1,...,jn−1)
n−1
(
g
(j1,...,jn−1,l)
n (. . . , û
l)1Gn
(j1,...,jn)
(t)
)
.
We have then that, for l = 0, 1, (Φl,N)N≥2 is a sequence of L2(〈Ql〉 × P∗) con-
verging to Φl in the L2(〈Ql〉 ×P∗)-sense. Thus, we have
lim
N→∞
EP∗
[∣∣∣∣∫
Ul
Φl,N(ûl)Ql(dû
l)−
∫
Ul
Φl(ûl)Ql(dû
l)
∣∣∣∣2
]
= 0.

The following theorem is our main result.
Theorem 3.5 For K > 0, LRM ξ(K−ST)+ of put option (K− ST)+ is represented as
ξ
(K−ST)+
t =
−1
St−
EP∗ [1{ST<K}ST |Ft−]. (3.4)
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Proof. Denoting by ζt the right hand side of (3.4), we shall see that the process
ζ is in ΘS. Noting that |ζt| ≤ KSt− , we have
E
[∫ T
0
ζ2t d〈M〉t +
(∫ T
0
|ζtdAt|
)2]
≤ E
[∫ T
0
K2σ2t dt+
(∫ T
0
K
∣∣∣∣µ +(β + 12
)
σ2t
∣∣∣∣ dt)2
]
< ∞,
since E
[(∫ T
0 σ
2
t dt
)2]
< ∞ by Lemma 2.4. As a result, ζ ∈ ΘS holds.
Next, defining
L
(K−ST)+
t := E
[
(K− ST)+ −EP∗
[
(K− ST)+
]− ∫ T
0
ζsdSs
∣∣∣Ft] ,
we show that
(K− ST)+ = EP∗
[
(K− ST)+
]
+
∫ T
0
ζtdSt + L
(K−ST)+
T
gives an FS decomposition of (K− ST)+. Since L(K−ST)+ is a P-martingale with
L
(K−ST)+
T ∈ L2(P), we have only to show the orthogonality of L(K−ST)
+
to M.
Since (K − ST)+ ∈ D0 from Proposition 3.1, we have, by Propositions 3.3 and
3.1,
(K− ST)+ = EP∗
[
(K− ST)+
]
+
∫ T
0
EP∗
[
D0t (K− ST)+|Ft−
]
dWP
∗
t
+
∫ T
0
∫ ∞
0
ψt,xN˜(dt, dx)
= EP∗
[
(K− ST)+
]− ∫ T
0
EP∗
[
1{ST<K}ST |Ft−
]
σtdW
P∗
t
+
∫ T
0
∫ ∞
0
ψt,xN˜(dt, dx)
= EP∗
[
(K− ST)+
]
+
∫ T
0
ζtdSt +
∫ T
0
∫ ∞
0
ψt,xN˜(dt, dx)
for some predictable process ψ ∈ L2(m × ν × P∗), which means L(K−ST)+t =∫ t
0
∫ ∞
0 ψs,xN˜(ds, dx) for any t ∈ [0, T]. Thus, L(K−ST)
+
is orthogonal to M. 
By the put-call parity, the following holds:
Corollary 3.6 LRM for call option (ST −K)+ is given as ξ(ST−K)+ = 1+ ξ(K−ST)+ .
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4 Conclusions
We give representations of LRM of call and put options for BNS models with
constraint ρ = 0. Compared with [1], we relax the restriction on β; and restrict
ρ to 0 instead. The representation (3.4) in Theorem 3.5 coincides with (3.1)
in Theorem 3.1 of [1] by substituting 0 for ρ. Note that β does not appear in
representations of LRM, although the density of the MMM is depending on β.
Some important problems related to LRM for BNS models still remains
to future research: development of numerical scheme, comparison with delta
hedge, extensions to the fully general case of BNS models, and so forth.
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