The problem of magnetomicropolar fluid flow, heat, and mass transfer with suction through a porous medium is numerically analyzed. The problem was studied under the effects of chemical reaction, Hall, ion-slip currents, and variable thermal diffusivity. The governing fundamental conservation equations of mass, momentum, angular momentum, energy, and concentration are converted into a system of nonlinear ordinary differential equations by means of similarity transformation. The resulting system of coupled nonlinear ordinary differential equations is the then solved using a fairly new technique known as the successive linearization method together with the Chebyshev collocation method. A parametric study illustrating the influence of the magnetic strength, Hall and ion-slip currents, Eckert number, chemical reaction and permeability on the Nusselt and Sherwood numbers, skin friction coefficients, velocities, temperature, and concentration was carried out.
Introduction
Eringen 1 proposed the theory of micropolar fluids, which shows microrotation effects as well as microinertia, as these flow properties cannot be described by the classical Navier-Stokes theory. Since the pioneering work by Eringen, the theory of micropolar fluid has generated a lot of interest. Extension has been done, to include studies of magneto-micropolar fluid with Hall current and ion-slip currents with heat transfer due to vast possible engineering applications in areas like power generators, MHD accelerators, 
The boundary conditions are
Here u, v, w are the fluid velocity components in the x, y, z -directions, respectively. ρ is the fluid density, μ is the dynamic viscosity, c p the specific heat at constant pressure, β t the coefficient of thermal expansion, β c the coefficient of concentration expansion, U ∞ , T ∞ and C ∞ the fluid free stream velocity, temperature, and concentration, respectively, N is the component of microrotation of the fluid, K is the vortex viscosity, G 1 is the spin gradient viscosity. and k * permeability of the porous medium. β e and β i are respectively, the Hall parameter and the ion-slip parameter, where α e 1 β i β e . b is a constant with dimension time −1 . U s is the surface velocity and V w is suction/injection velocity, ν is the kinematic viscosity, D is the chemical molecular diffusivity, α is the thermal diffusivity, k is the chemical reaction, and B 0 is the magnetic field of constant strength. The governing differential equations 2.2 -2.7 together with the boundary conditions 2.8 are non-dimensionalised using the following similarity transformations: 
where f w V w / √ bν is the mass transfer coefficient such that f w > 0 indicates suction and f w < 0 indicates blowing at the surface.
For practical applications, quantities of interest include the velocity components u and w, temperature and concentration, the local skin friction coefficients C fx τ w /ρbx √ bν and Journal of Applied Mathematics and τ z μ K ∂w/∂y y 0 are the shear stress at the wall. By using 2.9 , these quantities can be expressed as:
2.17

Generalization of the Successive Linearisation Method (SLM)
In this section we describe the basic idea behind the proposed method of successive linearisation method SLM and we derive formulas that can be used to implement the generalized SLM in any system of nonlinear boundary value problems. We consider a general n-order nonlinear system of ordinary differential equations which is represented by the nonlinear boundary value problem of the form
where Y x is a vector of unknown functions, x is an independent variable, and the primes denote ordinary differentiation with respect to x. The functions L and N are vector functions which represent the linear and nonlinear components of the governing system of equations, respectively, defined by 
. . .
Journal of Applied Mathematics where y 1 , y 2 , . . . , y k are the unknown functions. We define an initial guess Y 0 x of the solution of 3.1 as
3.3
For illustrative purposes, we assume that 3.1 is to be solved for x ∈ a, b subject to the boundary conditions
where Y a and Y b are given constants. In previous implementation of the SLM see, e.g., 19-25 an appropriate initial guess was considered to be functions that satisfy the governing boundary conditions of 3.1 . The general approach proposed in this study assumes that the initial approximation is a solution of the equation
which is solved subject to the underlying problem's boundary conditions. Define a function Z 1 x to represent the vertical difference between Y x and the initial guess Y 0 x , that is,
For example, the vertical displacement between the variable y 1 x and its corresponding initial guess y 1,0 x is z 1,1 y 1 x − y 1,0 x . This is shown in Figure 2 . 
3.7
Since Y 0 x is an known function, solving 3.7 would yield an exact solution for Z 1 x . However, since the equation is nonlinear, it may not be possible to find an exact solution. We therefore look for an approximate solution which is obtained by solving the linear part of the equation assuming that Z 1 and its derivatives are small. This assumption enables us to use the Taylor series method to linearise the equation. If Z 1 x is the solution of the full equation 3.7 we let Y 1 x denote the solution of the linearised version of 3.7 . Expanding 3.7 using Taylor series assuming Z 1 x ≈ Y 1 x and neglecting higher order terms gives
3.8
The partial derivatives inside square brackets in 3.8 represent Jacobian matrices of size k ×k, defined as
where i 1 and p is the order of the derivatives. Since the right hand side of 3.8 is known and the left hand side is linear, the equation can be solved for Y 1 x . Assuming that the solution of the linear part 3.8 is close to the solution of 3.7 , that is,
3.10
Journal of Applied Mathematics To improve on this solution, we define a slack function, Z 2 x , which when added to Y 1 x gives Z 1 x see, e.g., Figure 3 , that is
Since Y 1 x is now known as a solution of 3.8 , we substitute 3.11 in 3.7 to obtain
3.12
Solving 3.12 would result in an exact solution for Z 2 x . But since the equation is nonlinear, it may not be possible to find an exact solution. We therefore linearise the equation using Taylor series expansion and solve the resulting linear equation. We denote the solution of the linear version of 3.12 by
Y 2 x and expanding 3.12 , for small Y 2 x and its derivatives gives
where the partial derivatives inside square brackets in 3.13 represent Jacobian matrices defined as in 3.9 with i 2.
After solving 3.13 , the current 2nd-order estimate of the solution Y x is
Figure 4: Geometric representation of the functions z 3,1 .
Next we define Z 3 x see Figure 4 such that
Equation 3.15 is substituted in the nonlinear 3.12 and the linearisation process described above is repeated. This process is repeated for m 3, 4, 5, . . . , i. In general, we have
Thus, Y x is obtained as
3.17
The procedure for obtaining each Z i x is illustrated in 
Numerical Solution
In this section we solve the governing 2.11 -2.15 using the SLM method described in the last section. We note that 2.11 -2.13 can be solved independently of equations 2.14 -2.15 . We begin by using the SLM approach to solve for f, g and h. We write the governing equations 2.11 -2.13 as a sum of the linear and nonlinear components as
where the primes denote differentiation with respect to η and
4.2
Using 3.19 , the general equation to be solved for Y i , where
subject to the boundary conditions where L is the scaling parameter used to invoke the boundary condition at infinity. The unknown functions f i , θ i and φ i are approximated at the collocation points by
4.10
where T k is the kth Chebyshev polynomial defined as
The derivatives of the variables at the collocation points are represented as 
4.13 subject to the boundary conditions
14 where 
and Y i and R i−1 are 3N 1 × 1 column vectors defined by
where
4.19
In the above definitions, a k,i−1 , k 1, 2, 3 are now diagonal matrices of size 3 N 1 ×3 N 1 and the superscript T is the transpose. To impose the boundary conditions 4.14 on 4.13 we begin by splitting the matrix M in 4.13 into 9 blocks each of size N 1 × N 1 in such a way that M takes the form
4.20
We then modify the first and last rows of M mn m, n 1, 2, 3 and r m,i−1 and the N − 1th row of M 1,1 , M 1,2 , M 1,3 in such a way that the modified matrices M i−1 and R i−1 take the form 
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After modifying the matrix system 4.13 to incorporate boundary conditions, the solution is obtained as
We use 3.5 to solve solve for the initial approximation Y 0 . If we use the Chebyshev spectral method to solve for Y 0 , we arrive at the following:
subject to the boundary conditions
where A is as defined in 4.16 and Y 0 are 3N 1 × 1 column vectors defined by
4.26
To impose the boundary conditions 4.24 on the system 4.23 we begin by splitting the matrix A into 9 blocks each of size N 1 × N 1 in such a way that A takes the form
4.27
We then modify the first and last rows of A mn m, n 1, 2, 3 and the N − 1th row of A 1,1 , A 1,2 , A 1,3 in such a way that the modified matrix A takes the form;
4.28
We introduce a matrix R 0 on the right hand side of 4.23 such that
The solution Y 0 is obtained as
Thus, starting from Y 0 , the solutions for Y i are then obtained iteratively from solving equation 4.22 . Once the solution for f and g and h have been obtained, the solutions for θ and φ can be found using the same procedure as described above.
Results and Discussion
In this section, we present the results obtained using both the successive linearization method and Chebyshev spectral collocation numerical method. The number of collocation points employed in this investigation is N 50. The results are also validated against those obtained using the Matlab built-in solver bvp4c as well as reported by Elgazery 12 . Table 1 represents comparison between the SLM, Chebyshev pseudospectral method 12 , and the bvp4c results of the local Nusselt number −θ 0 . We note from this table that the SLM and the bvp4c results match exactly but the results reported by Elgazery 12 are slightly different from the current results. This is an interesting observation, since Elgazery 12 also applied the pseudospectral method, this substantiate the claim that the SLM technique improves the accuracy of the Chebyshev method. We also note in this table that the absolute values of the Nusselt number decrease with increasing values of magnetic parameter and the ion-slip parameter. However, it increases with increasing values of the Hall parameter. Table 2 gives the results of the wall stresses C fx for various values of k p , N 1 , β e , and β i when other parameters are fixed. For fixed values of N 1 , we observe that the absolute values of the local-skin friction decrease with the increasing values of the permeability parameter k p . The local shear stress C fx increases in absolute values as the coupling parameter increases. The local wall shear stress C fx increases in absolute values when the Hall parameter or ion-slip parameter increases.
The values of the wall shear stresses C fx , C fz , the local Nusselt number −θ 0 and the local Sherwood number −φ 0 for different Hartman number M, Hall parameter β e , ionslip parameter β i , and coupling parameter N 1 are presented in Table 3 . It is observed in this Figure 5 depicts the effects of the Hall current parameter β e on the velocity components f η and g η . We see that the stream velocity profiles f η increases as β e increases. We also observe in this figure that velocity distribution across the stretching sheet g η increases with increasing values of β e when β e ≤ 1 but decreases with increasing values of β e greater than unity. Figure 6 depicts the effects of the Hall current parameter β e on the angular velocity h η , temperature and concentration distributions. We observe that the angular velocity steeply rises up to maximum peaks as the Hall parameter increases. In the same figure we see that both the temperature and concentration profiles approach their classical values when the Hall parameter β e becomes large. They both decrease with increasing values of β e .
The influence of the Hartman number on the stream velocity and the velocity across the plate is depicted in Figure 7 . It is observed that the stream velocity of the fluid decreases with the increase of the magnetic field parameter values. The decrease in this velocity component as the Hartman number M increases is because the presence of a magnetic field in an electrically conducting fluid introduces a force called the Lorentz force, which acts against the flow if the magnetic field is applied in the normal direction, as in the present study. This resistive force slows down the fluid velocity component as shown in Figure 7 . In Figure 8 shows the effects of the magnetic parameter M on the angular velocity h η , temperature and concentration profiles. As expected, the angular velocity steeply increases with every value of the magnetic value until attaining a peak and thereafter the angular velocity decreases monotonically with increasing values of M. In this figure, we also observe that both the temperature and concentration boundary layers become thick as values of the magnetic parameter increase. The effects of a transverse give rise to a resistive-type force called the Lorentz force. This force has the tendency to slow down the motion of the fluid and increase its thermal and concentration boundary layers hence increasing the temperature and concentration fields of the flow. Figures 9 and 10 give the effects of the permeability parameter k p on the velocity components, temperature and concentration distributions. As shown in these figures, all the velocity components are increasing with increasing values of the permeability parameter, whereas the temperature and concentration decrease as the permeability parameter k p increases. Physically, this means that the porous medium impact on the boundary layer growth is significant due to the increase in the thickness of the thermal and concentration boundary layers. It is expected that, an increase in the permeability of porous medium lead to a rise in the flow of the fluid through it, since when the holes of the porous medium become large, the resistance of the medium may be neglected. Figure 11 constant or material parameter on the velocity components. The stream velocity is slightly affected by the coupling constant. As we move away from the stretching sheet surface, η > 1, the stream velocity decreases as N 1 increases. We observe also in Figure 11 that the velocity across the plate monotonically decreases as N 1 increases. We observe in Figure 11 that for values of η less than two, the angular velocity increases when N 1 increases, and thereafter we have a cross-flow angular velocity when increasing values of N 1 cause the angular velocity to decrease. Figure 12 shows the effects of the Eckert number Ec and the variable thermal diffusivity parameter β 2 on the temperature. The temperature distribution θ η increases as Ec and β 2 increase as shown in Figure 12 . Finally, Figure 13 shows the effects of the ion-slip parameter β i on the velocity across the plate g η and those of the chemical reaction on the concentration distribution φ η . We observe in this figure that the ion-slip parameter has a significant effect on the induced velocity in the z-direction. The velocity component decreases with increases in the parameter β i . We also observe in this study not shown for brevity that f η , h η , and θ η profiles increase as the ion-slip parameter increases. From Figure 13 we also observe that the effects of chemical reaction parameter is to reduce the concentration distribution φ η when γ increases.
Conclusions
In this study, the effects of Hall and ion-slip currents, chemical reaction and variable thermal diffusivity on magnetomicropolar fluid flow through a porous medium past a stretching sheet in the presence of heat and mass transfer have been numerically analyzed using the successive linearization method together with Chebyshevcollocation method. Results for the wall stresses, local Nusselt and Sherwood numbers as well as the details of the velocities, temperature and concentration distributions are presented in tabular and/or graphical forms for the governing parameters. The successive linearization method was found to be a very efficient and accurate method which we hope to apply to different problems in fluid mechanics and related fields. The study observed that higher values of the coupling parameter results in lower stream velocity and velocity across the plate but have little effects on the angular velocity. The porous medium impact on the boundary layer growth is significant due to the increase in the thickness of the hydrodynamic boundary layer and the decrease in the thickness of the thermal and concentration boundary layers. All the velocity components increase with increasing values of the Hall current. The ion-slip current causes the induced velocity in the z-direction to decrease but has opposing effects on the stream velocity, angular velocity, as well as temperature profiles.
