Abstract. In this paper, we provide a cost optimized algorithm to design a real-time data transmission network architecture and realize real-time monitoring of transmission line in smart grid. How to deliver this real-time data to the control center efficiently is a critical challenge to build an intelligent smart grid. We formulate a three-layer network structure that can provide cost effective data transmission by the meantime, the bandwidth, delay, and connectivity constraints can be well met. Furthermore, the optimal placement of the LTE transceivers is studied aiming at maximizing the bandwidth and minimizing the delay in information delivery. The results we present in the paper individually analyze the effect of variation in each of the constraint on the cost of the network while other constraints are assumed to take up average values. Our analysis shows that three-layer wireless network used in smart grids can solve the problem of real-time data transmission and reduce the overall cost of transmission line monitoring network by the algorithm proposed in this paper.
Introduction
Currently, the electric power infrastructure is highly vulnerable against many forms of natural and malicious physical events [1] , which can adversely affect the overall performance and stability of the grid. While interconnection and advanced technologies lead to greater efficiency and reliability, they also bring new sources of vulnerability through the increasing complexity and external threats, such as natural disasters, human errors, power system component failures, information and communication system failures etc. Defense plans for the power infrastructure should include the strategies and procedures to defend the grids against the various threats, which should be wide-area, real-time protection and control systems with full sensing, communication and information capabilities.
To achieve this more sophisticated defense systems, it is necessary to equip the large scale transmission line with a high-performance communication infrastructure, which can supports future operational requirements like real-time monitoring and control necessary for smart grid integration [2] , [3] .Wireless sensor network (WSN) based monitoring of transmission lines can be regarded as the 'nerve endings' of the communication infrastructure, and WSN can provides a solution for realtime structural awareness, faster fault localization, accurate fault diagnosis by identification and differentiation of electrical faults from the mechanical faults, cost reduction due to condition based maintenance rather than periodic maintenance, etc. The use of WSN has been proposed for several applications like mechanical state processing [4] , [5] and dynamic transmission line rating applications [6] .
These applications specify stringent requirements such as fast delivery of enormous amount of highly reliable data, and a cost-effective and reliable network architecture with a fast response time is essential. This research provides hybrid hierarchical network architecture composed of a combination of wired, wireless and cellular technologies that can guarantee low cost real-time data monitoring. Our objective is to formulate a communication framework to transport enormous amount of sensitive data at the timescale of Supervisory Control and Data Acquisition (SCADA) cycle. To monitor the status of the power system in real-time, sensors are put in various components in the power network [7] - [9] , and a variety of physical or electrical parameters can be measured. All the massive of information should be delivered to the control center in a cost efficient and timely manner to build an intelligent smart grid.
Network design is a critical aspect of sensor based transmission line monitoring due to the large scale, vast terrain, uncommon topology, and critical timing requirements. The goal is to deploy multiple different sensors in critical locations of the transmission line to sense mechanical properties of its various components and transmit the sensed data through a suitable wireless network to the control center. At the control center, it can be combined with existing electrical data in the system to arrive at an ideal preventive or corrective control decision.
Managing the communication burden and resulting data latency is essential for efficient analysis and fast control responses and calls for distribution of intelligence throughout the infrastructure [2] , [10] . And wireless networking can present a feasible and cost effective solution for transmission of monitoring data in the vast geographical expanse of the transmission line infrastructure. Several works [11] , [12] and [13] propose to improve the state of the art in transmission line monitoring by harnessing the power of wireless sensor networks for real-time monitoring and control. The goal of all these works is to deploy multiple different sensors in critical and vulnerable locations of the transmission line to sense mechanical properties of its various components and transmit the sensed data through a suitable wireless network to the control center. But most of these works are based on very abstract assumption. The hierarchical model proposed in [11] , offers a very expensive solution with the idea of deploying cellular transceivers on every tower. While such a network can provide extremely low latency data transmission, this model is highly cost inefficient as it incurs huge installation and subscription costs. The only work that addresses the problem offending optimal locations of cellular transceivers is presented in [14] .The authors of [15] and [16] were the first to propose a two level model specifically for supporting the overhead transmission line monitoring applications. But considering the topological constraints posed by the transmission lines, the low bandwidth, low data rate wireless nodes would fail to transmit huge amount of data in a multi-hop manner. And small scale real world deployments of wireless sensors include tension monitoring using load cells [12] , power donut for conductor surface temperature monitoring [13] , sagometer [17] , etc.
In this paper, we not only design a hybrid hierarchical network that spans wired, wireless and LTE technologies to provide cost optimized delay and bandwidth constrained data transmission, but also present the feasibility analysis considering various practical issues concerning the deployment and operation of the sensor network. This paper is organized as follows.
In Section II, we analyze the transmission line monitoring network structure and propose a hybrid hierarchical network architecture. Then in Section III, we formulate a placement problem to find the optimal location of LTE enabled transmission towers. Section IV presents evaluation studies and Section V concludes the paper.
Network Design

Network Analysis
In the transmission line monitoring network, which need a robust wireless data communication network involves consideration of various factors such as latency, resiliency, security and bandwidth constraints. In the earlier transmission line monitoring network, the transmission line infrastructure is made up of transmission towers, substations and control center. Each transmission tower has a sensor which collecting transmission tower and surrounding environment data then transmitting to substations. Figure 1 shows the traditional transmission line network in which has many problems. In the structure, there are a lot of challenges and constraints associated with monitoring a wide area network, such as Extreme temperature, Malicious activity, Faulty structure, Electrical disturbances and so on. Necessary control or maintenance recommendations can be taken once the sensor measurements are validated and the physical structure is critically assessed for the presence of faults. Transmission towers using a big sensor network consists of many sensors to transmit data to the control center through substations. Transmission towers are deployed in a straight line forming a linear network [11] spanning hundreds of miles. The linear network topology proves to be a major challenge for the transmission line monitoring network with respect to latency constraints and bandwidth constraints. Performance evaluation of the linear network model [18] shows that successful delivery ratio of the packets from the nodes far away from the substation is found to be much less than that of nodes near the substation because packets from a farther node have to travel a longer distance and the rate of collision is higher.
The transmission towers far away from substations will use the others which near substations to transfer data. In this network structure, the transmission tower which near substations will forward much more data than others and cause data congestion. This problem will cause the network performance degradation such as increase packet loss rate, decrease bandwidth utilization and raise communication delay [19] . Therefore the towers near substations will become the bottleneck of the whole transmission line network.
In order to solve the existing problems, we have studied a hybrid hierarchical network architecture composed of a combination of wired, wireless and cellular technologies that the goal is to deploy multiple different sensors in critical and vulnerable locations of the transmission line to sense mechanical properties of its various components and transmit the sensed data through a suitable wireless network to the control center.
Three Layers Network Structure
In this paper, we proposed a hierarchical three layer wireless network structure to solve the problems mentioned above. The effective transmission line monitoring of a wide area network requires a robust hybrid communication infrastructure. This hybrid infrastructure we proposed is a combination of optical fiber, LTE and Zigbee (IEEE 802.15.4) standards to improve the performance of the overall network. Nowadays, the optical fiber has been connected to the substation for the infrastructure of smart grid. We can take use of the optical fiber to reduce the cost of the overall network construction. TD-LTE is the next generation of wireless broadband technology based on the multi-subcarrier (MS) technology and input multiple output multiple (MIMO) technology. It has many advantages, such as high bandwidth, low communication delay, convenient deployment and so on. In the vicinity of the power transmission line, the reasonable deployment of LTE base station can reduce the data traffic in the wireless network. In this paper, the wireless sensor network is divided into clusters, and the data of each cluster is transmitted through the LTE base station, so that the data load of each sensor node is balanced. Figure 2 shows our proposed transmission line monitoring network structure which has three layers. There are a lot of sensors and transceivers in each layer. The design involves the installation of a private WSN of low cost, low data rate links, utilization of the existing optical fiber network, and a wide area network such as LTE network comprised of expensive but high data rate links. A set of wireless sensors on each tower is installed as part of the WSN. The existing fiber network and LTE wireless network work as the link between control center and layer one.
The first layer is the wireless sensor layer, composed of sensors installed in each transmission tower. The sensing network is clustered together, and a plurality of transmission towers are gathered to form a cluster, which forms a local wireless sensor network. Each cluster has a cluster head equipped with LTE transceivers, which is responsible for collecting the data of other sensors in the cluster and transmitting it to the LTE base station. The second layer of the network is for LTE communication, composed of LTE base station and some transmission towers with LTE transceivers. This layer is responsible for transmission of data from towers that are far away from the substations. Consider a packet composed of a few segment data in the middle of the transmission line network. The packet from these towers cannot reach either of the substations due to limited bandwidth of the wireless links. In such cases, the transmission towers equipped with cellular transceivers offer an alternative way to deliver the data far away from the substation directly to the control center through a high bandwidth, low latency LTE network. The third layer network is the data aggregation layer, which mainly consists of substations and LTE base stations. Substations will transmit the data received form transmission towers to the control center through the optical fiber, and the LTE base station will transmit the data through the LTE network. In this paper, we will use this hierarchical network to provide the low cost deployment while at the same time respecting the bandwidth, delay, and connectivity constraints. link (i,j) is used by at least one flow, showing that link costs LC ij is incurred irrespective of if the link is fully utilized or is underutilized. COST denotes the installation cost of a LTE transceiver on a tower. Y i is 1 only if link (i,CRT) is used by any flow which means that a LTE transceiver must be installed on node i. L ijk represents the choice made for the link (i,j) by the node k. If node selects edge (i,j) as one of the link in its path, then is equal to 1 otherwise is equal to 0. Table 1 enumerates the different symbols used in the formulation and their meanings. The placement problem can thus be formulated as Minimize:
Placement Problem Formulation
Given a directed graph G=(V,E) and a set of
(1) Subjected: Our objective is to minimize the cost function given in (1). Our cost model consists of two types of costs: installation cost and link cost. Installation cost is a one-time cost of installing LTE transceivers on selected towers. Link cost is composed of ZigBee link cost and LTE link cost and is recurring in nature. ZigBee link is wireless the between the transmission towers which use ZigBee sensing devices. We assume that the cost between each ZigBee link is LZB and the cost link between ZigBee tower and LTE tower is LTE. As the formula (2) shows, each link (i,j) has two parts one is using ZigBee link and the other is using LTE link. In link (i,j), there are k nodes using ZigBee link and n-k nodes using LTE link. l u and l v are both binary variables that l v is 1 when node v is a ZigBee node in link(i,j), l u is 1 when node u is enabled LTE node in link(i,j).
Equation (3) restricts the end-to-end latency of every flow to less than or equal to the maximum permissible end-to-end deadline, D. The latency calculations take into account the transmission latency as well as channel access latency experienced by a flow on each link. In order to address fine grained latency calculations, queuing delay can also be taken into consideration, given that sensor measurements may be buffered at one or multiple nodes before transmission. Our proposed formulation is capable of addressing multiple latency requirements. Firstly, consider cases where multiple latency requirements are imposed throughout the operational period. In such cases, the constant deadline D in (3), can be modified to flow specific deadline, D k . Secondly, consider cases where multiple latency requirements are imposed for only a fraction of the operation time. In such cases, a proactive planning approach can be adopted and resources can be reserved for use during emergency situations demanding higher data rate and lower latency data transfer. Specifically, contingency flows, i.e., flows to deal with traffic contingencies can be created during the planning stage, thereby modifying the total number of flows from N to N'. The resources reserved for these contingency flows are utilized during emergency situations.
The constraints in (4)- (7) explain the flow conservation constraints and ensure that exactly one path is selected for a flow generated at node k ∈ N. Equation (4) restricts each tower to be a source of exactly one flow. Equation (5) depicts that CRT serves as destination to exactly flows. Equations (6) and (7) ensure flow conservation at each tower and substation respectively, between the source and destination. Bandwidth of a link (i,j) is denoted by B ij denoting available link specific bandwidth taking into consideration interference on neighboring links. This bandwidth is assumed to be constant over time. We agree that available bandwidth could change due to varying interference levels. However, the proposed method is an offline planning approach and addressing time varying interference is out of the scope of our work. Equation (8) explains that the total nodes must choice from the transmission towers. Equation (9) ensures that the decision variables are binary variables. Figure 4 compares the results given by our improved algorithm and the proposed method (QE) in [12] with respect to variation in flow bandwidth. Notice in the graph that for values of flow bandwidth greater than or equal to 128 kbps (specifically 128 kbps, 160 kbps, 192 kbps and 224 kbps), the cost becomes constant. This is because the wireless link bandwidth of 250 kbps, at most one flow can be multiplexed on each link. Thus the network design remains same for each of these three flow bandwidth requirements. As mentioned before, the QE method [12] utilizes a quadratic equation to obtain the number of cellular enabled towers. Roots of quadratic equation are rounded off to the nearest integer to depict the number of cellular enabled towers which must be an integer. This rounding off leads to incorrect results as can be seen in the plotted curves. Thus, the QE method tends to give incorrect results owing to errors encountered due to rounding of roots. Similarly for flow bandwidths of 84 kbps and 96 kbps, the cost incurred by QE method is less, but that is because number of towers selected by the QE method are insufficient leading to constraint violation. Figure 5 shows the effect of variation in end to end flow latency with respect to average cost. We consider three pricing schemes named C1, C2, and C3 and analyze the effect of different costs associated with each type of link present in our network. They vary in their ratio of operational costs attached to each type of link. A pricing scheme can be described as a ratio of operational costs of optical fiber to LTE to Zigbee. Thus, a scheme (1:10:2) would mean that cost of the three types of links: optical fiber, LTE and Zigbee are in the ratio 1:10:2. Then, we consider the time scale of one optical fiber cycle which is 4-8 s. The results show that in cases of very low deadline requirement, a LTE transceiver should be installed on each tower which causes great cost. Thus every tower uses the LTE link to avoid any deadline miss. In the given 100 node network, the lowest cost is attained by fully utilizing the wireless network. At the time scale the cost becomes constant because now the system is more bandwidth limited than latency limited. Figure 6 shows the impact of link unreliability on network average cost. In the proposed formulation proposed before, we assume perfect wireless link conditions. However, wireless links can be unreliable in reality due to wireless interference, channel loss, multi path fading, etc. In this simulation, we consider a constant flow bandwidth of 32 kbps and a deadline constraint of 3s. At lower link reliabilities, a path should consist of lesser number of links to maintain path reliability constraint. This leads to more LTE towers being deployed resulting in higher costs. As link reliability increases, more wireless links can be utilized resulting in cost reduction. After a certain point, any further increase in link reliability does not affect cost reduction. This is because other optimization constraints such as limited bandwidth and latency limit the number of flows per link. Figure 7 shows the cumulative costs incurred by the two methods: incremental deployment and memoryless deployment when the operational period is equal to one. With changing data traffic requirements and geographical expansion of the transmission line, the possibility of incremental deployments is always present. We perform experiments on a network of 100 towers with each tower generating sensor data at the rate of 32 kbps initially. The data generation rates are then gradually increased up to 224 kbps to mirror the increasing bandwidth demands in the future. Memoryless deployment starts with a clean slate each time a new requirement comes in. Due to this, memoryless deployment ends up installing a LTE transceiver on a much bigger subset of towers. Incremental deployment modifies the input to the optimization and adds new links on top of existing network such that the existing design is utilized as much as possible incurring lesser deployment costs. In Figure 8 , we observed that at low operational periods, memoryless deployment incurs more cost than incremental deployment. This is because memoryless deployment ignores any investment made in the earlier deployment and a small operational period does not allow enough time to recover from that investment. Incremental deployment on the other hand, avoids extra installations by making the most use of the already deployed towers. At higher operational periods, the installation costs can be recovered and hence memoryless and incremental deployments produce solutions with equal costs. 
The Network Performance Analysis
Conclusion
In this paper, we have researched the transmission line monitor network in smart grids. In order to improve the performance of the transmission line monitor networks, we proposed a hierarchical three-layer wireless network architecture, which can improve the network performance, such as latency, bandwidth and so on. Furthermore, the trade-off between cost and performance was studied. We formulated a placement algorithm to optimize the number and location of the LTE enabled towers in two or more transmission lines to significantly reduce the operational and installation costs while respecting all the constraints. In order to verify the performance of the transmission line monitor networks, we have presented a performance comparison between the improved algorithm and QE, using Matlab. From results, we can come to a conclusion that the improved algorithm performs better in latency and bandwidth. That suggests the three layer wireless network used in smart grids can solve the problem of real-time data transmission and reduce the overall cost of transmission line monitoring network. In the future, we plan to carry out site implementation of the structure as well as continuous performance study of this newly proposed network structure against some other realistic data traffics.
