size and chromosome number, i.e. our result was not due to co-linearity between the traits.
INTRODUCTION
Based on predictions of the effects of genome duplication and polyploidisation, we expected that 95 genome size would be positively correlated with the cytogenetic traits (ploidy and chromosome 96 number). However, we also expected a positive effect of ploidy and chromosome number on 97 invasiveness (Pandit, 2006; Pandit et al., 2006 Pandit et al., , 2011 Schmidt & Drake, 2011) because 98 chromosome number is positively related to rates of adaptation (te Beest et al., 2012) and 99 polyploidy leads to an evolutionary advantage due to effects of heterosis and gene redundancy 100 (Comai, 2005) . The fact that these pairs of expectations are contradictory with each other was 101 identified by Rejmánek (1996) , who also identified that "research on this subject seems to be very 102 scanty".
103
In the current study we tested for relationship of genome size with invasiveness in angiosperms, 104 using a global dataset of species from across the angiosperm phylogeny. We compared these 105 results with the relationship of cytogenetic traits (chromosome number and ploidy) with 106 invasiveness. Throughout we considered phylogeny and the latitude of each species, given the 107 evidence of both on genome size (Bennett et al., 1998; Knight et al., 2005) .
108

MATERIALS AND METHODS
109
Data on chromosomal data and invasiveness
110
Holoploid genome size (DNA 1C-values of species in pg) and chromosome numbers were 111 collated from the Kew Royal Botanic Gardens Plant C-values database, release 5.0 perspective on invasiveness in plants. Our dataset therefore had similar scope and global 119 geographic coverage to our previous study (Pandit et al., 2011) .
120
Latitudinal data 121 It has previously been suggested that genome size and cytogenetic traits vary according to latitude, 122 with a peak at temperate latitudes (Bennett, 1987; Knight et al., 2005) . We therefore extracted 123 information on the distribution of each species from the Global Biodiversity Information Facility
124
(accessed through GBIF Data Portal, data.gbif.org, 2013-02-04) by calculating the average latitude 125 of the centres of one-degree latitude/longitude grid cells in which the species had been recorded.
126
The extraction of these data from GBIF was automated with the Rgbif package (Chamberlain et 
Phylogenetic data
136
We constructed the phylogenetic tree according to a fully resolved family-level phylogeny 137 (R20120829.new) in Phylomatic v3 (Webb & Donoghue, 2005) , based on the Angiosperm 138 Phylogeny (APG III, 2009). We calibrated the branch lengths in the tree using the BLADJ 139 algorithm in Phylocom 4.2 (Webb et al., 2008) . It assigns dates to nodes contained in a dated tree 140 (Wikström et al., 2001) and then divides the remaining, unassigned, nodes evenly across time.
141
Although simple, this is a widely-used routine that improves on alternative methods for calibrating phylogenetic trees (Webb, 2000) and provides similar results in phylogenetically-informed 143 analyses to other methods (e.g. Davies et al., 2013) . The minimum branch lengths from this 144 analysis were 6.25 my, but because we wanted to include all aneuploids (chromosome number 145 variants within a species; 63 instances across 52 species) in the analysis, we set their branch 146 lengths to an arbitrary small value of 0.1 my.
147
Data analysis
148
In our analysis we tested the relationships of invasiveness with genome size and chromosome 149 number, with and without latitude as a covariate. We found that there were computational 150 limitations in adopting a fully phylogenetically-informed approach with the whole dataset; 151 specifically the highly unbalanced nature of the full dataset (i.e. 90% of genera in the full dataset 152 did not have invasive species present) regularly led to lack of model convergence, while runtime 153 was estimated to be at least several weeks for each model (it scaled exponentially with sample 154 size). Therefore we undertook the analysis with the 62 genera for which there were both invasive 155 and non-invasive species. We thus excluded 854 and 35 genera for which there were, respectively, 156 only non-invasive and invasive species, although the majority of these genera (61%) comprised 157 only one species. We excluded a further 50 species for which distribution data was not present in 158 GBIF, but excluding these species did not influence the final number of genera. Overall, we 159 reduced the overall sample size from 4504 to 890 species (see Results), but we retained as many 160 highly informative comparisons as possible (i.e. between congeners; Pandit et al., 2011) , while 161 creating a smaller, more balanced dataset suitable for analysis. This then was akin to a 'sister 162 pairs' analysis. Importantly, because species within a genus have a tendency to regionally co-163 occur, this analysis also helps to account for regional variation in the intensity of records in GBIF 164 (Yesson et al., 2007) and the unbalanced geographical representation of the Kew Plant C-values 165 database (Leong-Škorničková et al., 2007) .
Given that species' traits are often not randomly distributed across phylogenetic trees, we 167 undertook analyses with a phylogenetically-informed approach, thus incorporating an appropriate 168 degree of phylogenetic signal (Revell, 2010) . In our analyses when the response trait was 169 continuous, we used phylogenetic generalised least squares (PGLS) analyses using the function 170 'pgls' in 'caper ' (Orme et al., 2011) . When the response variable was binary (e.g. invasive or not),
171
we used phylogenetic logistic regression (PLR) (Ives & Garland, 2010) , which is a logistic 172 regression with the appropriate degree of phylogenetic signal, run in MATLAB (Release 2013a,
173
The MathWorks, Inc., Massachusetts) with code available from T. Garland.
174
For all analyses, we complemented the fully phylogenetically-informed approaches with a 
185
We also tested for a positive relationship between genome size and cytogenetic traits
186
(chromosome number and ploidy) by using PGLS models with genome size as the dependent 187 variable and by considering the additive and interaction effects of latitude on the relationship.
RESULTS
189
Our final dataset comprised the species for which we had chromosome numbers, genome size and 190 distribution data, from all genera for which there were both invasive and non-invasive species: i.e.
191
890 species from 62 genera in 27 families belonging to 21 orders. The species in the dataset were 192 from across the angiosperm phylogeny ( Fig. S1 ) and were well distributed across latitudes, from 193 tropical to northern temperate regions (Fig. S2 ).
194
We found that invasiveness was negatively related to holoploid genome size but positively related 195 to chromosome number ( inherited.
208
We used three lines of evidence supporting the conclusion that genome size and chromosome 209 number are best included together in models to explain invasiveness: model fit (r 2 ), relative model 210 fit (AIC) and standardised effect sizes (the latter two as recommended by Freckleton (2009) 
224
We present results for chromosome number because this is a directly observable trait but all our
225
reported results were very similar with ploidy level (Tables S1 & S2) . Latitude was not an 226 important explanatory variable for invasiveness, chromosome number or ploidy level (Table S3) .
227
Genome size was significantly higher at higher latitudes but there was no evidence of a unimodal 228 (quadratic) relationship. Latitude was not an important covariate in models explaining 229 invasiveness (Table S2 ). There was little phylogenetic signal in the results (the value of 230 phylogenetic signal, a, in the PLR models was always < -2.7 (Tables 1 and S2 ; Ives & Garland, 231 2010). Also, although we used information on invasive plants from two sources (the GISD and the
232
PIER database), all our results were qualitatively similar whether considering GISD alone, PIER 233 alone or both (Table S4 ).
234
The simplest explanation for our findings about the relationship between genome size or 235 chromosome number and invasiveness was that the two are negatively associated, but the data PGLS models the effect of phylogeny was substantial (>0.925, indicating strong phylogenetic 246 autocorrelation). There was a similarly strong relationship of genome size with ploidy level (Table   247   S1 ).
248
DISCUSSION
249
The results presented in this study show that there is strong evidence that invasiveness is 250 associated with both smaller genome sizes and larger chromosome numbers (and ploidy levels).
251
The results also show that there is synergy in explaining invasiveness with both traits together three sets of relationships (Fig. 2) confirm the conjecture of Rejmánek (1996) using a global 255 dataset of species from across the angiosperm phylogeny.
256
Our results raise two important questions. The first question is: how is it possible for all three 257 relationships to be significant when they appear to conflict? Co-linearity between genome size and 258 chromosome number would have been the simplest explanation, but these traits are positively related ( Fig. 2) , so co-linearity is not the answer (Rejmánek, 1996) . and become invasive (Bennett, 1987; Bennett et al., 1998) . This is possibly because smaller 276 genomes are associated with smaller cell size (Cavalier-Smith, 1982) and faster rates of mitotic 277 and meiotic divisions (Gregory, 2001; Knight & Beaulieu, 2008; Francis et al., 2008) , faster et al., 1996) and hence reduced generation times (Bennett, 1972; Grime et 279 al., 1985; Mowforth & Grime, 1989) . It is likely that this is an adaptation to time-limited 280 envionrments, so pre-adapting the plant to invasiveness (Rejmánek, 1996) . Smaller genome size is 281 also associated with smaller seed mass (Bennett, 1987; Knight & Ackerly, 2002) and lower plant 282 height (Minelli et al., 1996) , which due to complex trade-offs in plant traits could lead to increased or decreased spread of spread and competetiveness (Thomson et al., 2011; Caplat et al., 284 2012). Even stronger evidence for these mechanisms comes from within-species studies, e.g. that
285
genome downsizing leads to increased colonization potential (Lavergne et al., 2010 number and ploidy on plant status (Pandit, 2006; Pandit et al., 2011) .
294
We found no effect of latitude on the relationship of chromosomal traits with invasiveness (Table   295 S2), but genome size increases with latitude, when taking chromosome number into account, and
296
it increases more rapidly with chromosome number at higher latitudes (Table S1 ; Fig. S3 ). This 297 relationship appeared linear rather than unimodal (Bennett et al., 1998; Knight et al., 2005) 298 probably because we had few high latitude species in the dataset (the absolute latitude of the range 299 of most species was < 60°) and the omission of arctic species may explain the lack of an observed 300 relationship of latitude with ploidy. for constructive comments and suggestions.
Supporting Information
331
Additional supporting information may be found in the online version of this article. 336 Table S1 Comparison of phylogenetically-informed models predicting genome size from 337 cytogenetic traits (chromosome number and ploidy level) and latitude. * We were unable to perform model selection for the PLRs due to the lack of a verified method for calculating model fit (AIC or r 2 ) for these types of models, so we included GLMMs to provide an assessmentof fit. † a is a measure of the phylogenetic signal of the PLR; values <-2 indicate weak phylogenetic signal. ‡AIC is an assessment of the relative model fit and is the difference between the model Akaike's Information Criterion (AIC) and the minimum The following Supporting Information is available for this article: 
Table S1
Comparison of phylogenetically-informed models predicting genome size from cytogenetic traits (chromosome number and ploidy level) and latitude.
Table S2
The relationship of plant invasiveness with genome size (DNA 1C-value) and cytogenetic traits (chromosome number and ploidy level), also considering the linear and quadratic effect of latitude.
Table S3
Effect of latitude on genome size (DNA 1C-value), chromosome number and invasiveness.
Table S4
Effect of the source of data on invasive species, obtained from GLMMs including genus as a random factor.
Fig. S1
A phylogeny of the genera included in the final analysis, showing the number of non-invasive ('Non') and invasive ('Inv') species included in our dataset in each genus, and the order they belong to (according to the APG III (2009)). Tree branch lengths were estimated using the 'bladj' algorithm, as described in the Methods.
Fig. S2
The mean of the absolute value of latitude for each species in the dataset, as derived from records in GBIF, grouped by genus. were used when the independent variable was, respectively, continuous or binary. These analyses provided different measures of phylogenetic signal: lambda which varied from 0 (no signal) to 1 (strong signal) and 'a' which varied from -4 (no signal) to +2 (strong signal). Generalised linear mixed models (GLMM) were run with genus as a random effect to provide measures of AIC for the models with invasiveness because AIC could not be calculated for PLRs. 'n.c.' indicates that the model did not converge. 'n.a.' indicates that AIC could not be calculated for PLR models. Only the effect size (beta) and significance (P) for the model covariates are shown, so '-' indicates the models with no fixed effects. Table S4 Effect of the source of data on invasive species, obtained from GLMMs including genus as a random factor. The datasets for GISD and PIER only was constructed exactly as described in the main text, i.e. we included all species from genera that had at least one invasive (from the specific list) and one non-invasive species. Remarkably the effect of genome size (DNA C-value) was much stronger (larger beta and smaller P value) in this analysis when considering GISD data alone, even though sample size and coverage of genera was substantially reduced, and it was comparatively more significant than the effect of chromosome number, in contrast to the other two sets of analyses. 
