ABSTRACT Acetylation, as one of the most important post-translation modifications, plays a key role in a variety of biological functions, such as transcriptional regulation, cytokine signaling, and apoptosis. To understand the mechanism of acetylation profoundly, it is necessary to identify acetylation sites in proteins accurately. The existing methods for identifying protein acetylation sites can be divided into two major categories, i.e., mass spectrometry and computational methods. Mass spectrometry-based experimental methods are capable of discovering acetylation sites from eukaryotes, but can be time-consuming and expensive. Therefore, it is necessary to develop computational approaches that can effectively and accurately identify protein acetylation sites. The existing computational methods usually involve feature engineering, which may lead to redundancy and biased representations. While deep learning is capable of excavating the underlying characteristics from large-scale training data set via multiple-layer networks and non-linear mapping operations. In this paper, we propose a new method (named DeepAce) for predicting general and species-specific lysine acetylation sites based on deep neural network. We critically evaluate the performance of DeepAce and compare it with other existing predictors. The comparative results show the effectiveness of our Bi-modal deep architecture and also indicate that our method is very promising for predicting acetylation sites. The source code of DeepAce can be freely accessed at https://github.com/jiagenlee/DeepAce.
I. INTRODUCTION
As a type of widespread reversible protein post-translational modification, lysine acetylation is discovered around 50 years ago [1] , [2] . Acetylation occurs at ξ -amino group of lysine residues, and three enzymes participate in this reaction. Lysine acetyl transferases (KATs) transfer the acetyl group to proteins while lysine deacetylases (KDACs) or histone deacetylases (HDACs) remove acetyl groups from proteins [3] - [6] . Since the lysine acetylation plays a significant role in disease treatment and cell biology, lots of experimental methods attempt to identify lysine acetylation sites, such as radioactivity chemical methods, chromatin immune precipitation (ChIP) and mass spectrometry. However, these traditional experimental methods are usually costly, inconvenient and time-consuming. Therefore, efficient computational prediction methods for the acetylation sites prediction, especially for large-scale datasets are urgently required.
For that reason, a number of computational methods have been developed for identification of lysine acetylation sites. For example, Wuyun et al. [7] proposed a predictor called PLMLA, which used protein sequence information, secondary structure information to represent the acetylation sites. Xu et al. [3] developed an approach named Ensemble-Pail which applied the ensemble of SVMs to predict acetylation sites. Suo et al. [4] (2012) established the tool PSKAcePred, which adopted evolutionary similarity feature, amino acid composition and physicochemical properties to encode the lysine residues. Then Shao et al. [5] constructed a method called BRABSB, which integrated a novel feature selection method and bi-relative adapted binomial score Bayes. Li et al. [6] proposed SSPKA, this predictor used random forests (RF) to predict species-specific lysine acetylation sites. Recently, Wuyun et al. [7] developed a method named KA-predictor which used a large variety of features set to predict lysine acetylation sites. Two steps for developing the predictor are typically involved in these existing machine learning methods: (1) Feature engineering. It extracted some meaningful features from the given protein segments and selected an optimal features subset; (2) Machine learning algorithms. It utilized machine learning methods such as support vector machine (SVM) and random forests (RF) to establish the predictor using the optimal features subset obtained in step one.
These existing machine learning approaches have achieved good performance on small-scale data. Nevertheless, there are still some challenges for large-scale protein acetylation site prediction: (1) Weakness of artificially designed features. That is to say, all the existing methods that utilized feature engineering in feature extraction stage, rely on expert knowledge. (2) Heterogeneity among features. Almost all existing predictors chose to fuse multiple features to improve the accuracy, but neglected the intrinsic heterogeneity among these features. (3) Unbalanced distribution between negative and positive samples [8] . In the whole proteome, only a small part of lysine residues can be acetylated, which makes acetylation site prediction an extreme unbalanced problem. Existing methods do not perform well in identifying potential acetylation sites under such unbalanced circumstance. As a trendy machine learning technique for large scale data, deep learning is considered as a promising solution to solve these challenges. It provides multiple-layer networks and non-linear mapping operations to excavate deep characteristics and reveal their internal association, especially on largescale dataset. The deep learning framework finds the potential complex patterns from raw input signals, and generates homogenous deep representations for classification task.
In recent years, various deep learning networks have been applied to biological sequence analysis. Alipanahi et al. [9] proposed a method termed DeepBind, which used convolutional neural network (CNN) to predict the specificities of DNA-and RNA-binding proteins. Quang and Xie [10] utilized a fusion network of CNN and bidirectional long shortterm memory network (BLSTM) to predict the functions of DNA sequences. In 2015, Zhou and Troyanskaya [11] developed a deep learning-based algorithmic framework, DeepSEA, which learned sequential feature from large-scale chromatin-profiling data, and improved capability of prediction of chromatin effects. In 2017, Wang et al. [12] proposed a predictor called MusiteDeep, a deeplearning framework for phosphorylation site prediction with CNN and two-dimensional attention mechanism. In the same year, our team proposed a multimodal deep learning architecture which adopted three kinds of features for predicting ubiquitination sites [13] . In 2018, Pan and Shen [14] presented a method that combined global and local CNN. In global CNN, they used whole-length RNA sequences. And for the local CNN, they divided a sequence into several fixed-length subsequences as input. Two CNNs were trained independently and combined at last for high-level features to improve the prediction. Besides, Pan et al. [15] proposed iDeepS, which used bidirectional long short term memory network (BLSTM) and CNNs to identify the binding sequence and structure motifs from RNA sequences, and got better accuracy on predicting RBP binding sites. However, there are no deep learning based approaches to predict acetylation sites so far.
In this study, we established a bi-modal deep architecture called DeepAce for general and species-specific lysine acetylation site prediction, which fused two different kinds of protein modalities, namely raw protein sequence fragments, and selected physico-chemical properties of amino acids. In the deep architecture, we used convolutional layers as a feature extractor to get the protein sequential representation [9] , [16] and then utilized fully connected layers with attention mechanism for getting physicochemical representation. Finally, we integrated both feature representations into a merging layer. To address relatively small-sample prediction on speciesspecific data, we used transfer learning technique to finetune species-specific data after a general acetylation model has been pre-trained [8] . As far as we know, this is the first published work that employed deep architecture for protein acetylation site prediction.
II. MATERIALS AND METHODS

A. LARGE SCALE DATASETS COLLECTION
In this study, in order to predict large-scale acetylation sites, we collected 33, 025 proteins with 111, 253 acetylated sites from Protein Lysine Modification Database (PLMD) 3.0 version [17] . PLMD [17] is a comprehensive and artificially selected database, and includes 20 types of protein lysine modifications from 176 species. As far as we know, it is probably the largest available acetylation database. In order to prevent the overestimation problem, CD-HIT [18] was used to filter homologous sequences by 40% similarity, and obtained 59, 532 annotated acetylated sites from 20, 527 proteins. Moreover, these proteins were divided into training dataset and independent testing dataset via random partition. There is not any shared element in these two datasets. Finally, there are totally 15, 575 protein sequences with 42, 903 acetylated sites in training dataset and 4, 952 proteins with 16, 629 acetylated sites in the independent testing dataset. We referred to the experimentally verified lysine acetylated sites as positive samples, and referred to all the lysine sites as negative samples that lie on the same proteins but do not have any acetylated annotation and we also filtered them using the tool GTrainN1 [19] .
According to the above steps, we also extracted the species-specific training and independent testing datasets from PLMD [17] . In PLMD, there are acetylation data for 19 species. We take three representative species of H.sapiens, M.musculus, E.coli, and their protein numbers account for 25.0%, 13.8%, and 3.7% of the total, respectively. The details of the number of proteins and sites in each dataset were shown in Table 1 .
Similar to the other PTMs sites prediction methods [20] - [22] , we segmented the protein fragments with central lysine residues and fixed window size of 2n+1, in which n represented the number of residues located in upstream or downstream amino acids around the validated lysine residue. To prevent bias between positive and negative samples, we randomly selected negative samples with the ratio of 1: 1 to positive samples for preventing biased distribution between them [16] . Additionally, in order to check up on accuracy and over-fitting problem, we extract 30% of training dataset randomly as validation dataset. Finally, the experimental datasets are summarized in Table 1 .
B. ENCODING OF PROTEIN FRAGMENTS
In the current study, two kinds of features were combined to numerically characterize the acetylated fragments, including one hot vector and physico-chemical properties.
1) ONE HOT VECTOR
Each sample was encoded to m × k two-dimensional matrix, where m indicates the number of amino acids in a sequential fragment and k indicates the dimension of the vector [23] . This encoding strategy has been used in many kinds of PTM site prediction, for example, we have used it for predicting the ubiquitination sites [13] . The final vector was a k dimensional zero vector filled with 1 corresponding to the amino acid at the index of protein sequence. We assigned 0.05 for those whose left or right neighboring amino acids cannot fit the window size. Therefore, each sequential fragment was mapped into a sparse and exclusive coding within relative position information [23] .
2) PHYSICO-CHEMICAL PROPERTY
Physico-chemical properties (PCPs) have been successfully used in the prediction of protein modifications, such as ubiquitination, phosphorylation and sulfation [24] , and prior researches also demonstrated that there are strong correlations between physico-chemical properties and acetylated sites [6] . All the physico-chemical properties were extracted from AAindex, a database, which includes numerical indices representing various physico-chemical and biochemical properties of amino acids and pairs of amino acids [25] . Now it contains 544 PCPs in the version 9.0. An amino acid index is a set of 20 numerical values representing various PCPs of amino acids. Not all the 544 PCPs are equally important, some physico-chemical properties may not be relevant to the prediction of acetylated sites or they could be redundant with each other [26] . So we applied a two steps feature selection approach to remove the redundant and irrelevant features [26] . In the first step, we used Pearson Correlation Coefficient (PCC) to rank all the properties, and obtained a rank list. Then in the second step, we used incremental feature selection to obtain an optimal feature subset. Each feature was added into the subset from higher to lower rank, and Support Vector Machine (SVM) was conducted to evaluate the subset. Finally, the optimal feature subset was obtained from those who achieved the highest AUC values. In this study, there are 143 physico-chemical properties in the optimal subset.
C. BI-MODAL DEEP ARCHITECTURE CONSTRUCTION
The structure of the Bi-modal deep architecture was shown in Figure 1 . All the hyper-parameters were listed in Table 8 . The proposed Bi-modal deep architecture includes two parts of sub-nets handling two kinds of features described above. Then, the output layers of the separated part were merged into fully connected network for classification.
For the first part, we designed two one-dimensional convolution neural layers to extract hidden information among the protein fragments, which are encoded by one hot vector. The multi-layer CNNs applied here can be treated as a feature extractor. Because of the inherent scarcity of one hot vector encoding, these locally connected convolution layers function as auto-encoders could map raw protein sequence into compact structural feature. The valuable interactive information among residues of fragments can be reserved and then the layers' output was entered into fully connected layers for generating lower dimensional feature representation. This framework can effectively detect sequential representation compared with common approaches [9] , and can extract effective non-local residue correlation.
For the second part, we evolved a basic Deep Neural Network (DNN) by integrating a one-dimensional attention mechanism to extract hidden information within the physico-chemical properties. The attention mechanism has been widely applied in neural machine translation and made the model focus on some important positions. The attention layer was located between the input layer and multilayer DNN. We used attention mechanism in DNN, where we applied a Dense -Soft max layer with the same number of output parameters than the input layer. The attention matrix has a shape of D row × D col here, where D row , D col were the rows and columns of the input data. Then we merged the input layer with the attention layer by multiplying elementwise. With the iterative training process, some important properties would be assigned with larger soft weights. These soft weights are multiplied by property values, which results in large values being given to those crucial properties. Therefore, the important properties shall play a more important role in the following steps. Their outputs will come into three fully connected layers. It is helpful to interconnect various factors of physicochemical properties for its joint effect.
When the training of two sub-nets was completed, the outputs of two sub-nets were merged into a mixed vector for fusing the two types of deep representation. The merged representation wiped off the heterogeneity between two different kinds of features [10] , [25] . And then the mixed vector was entered to three dense layers and a two-label output layer, which were activated by a softmax function. Moreover, for avoiding the overfitting problem, we also adopted Dropout [27] and Gaussian noise methods in our deep architecture.
When the whole architecture was constructed, we utilized Bayesian optimization method to optimize all the hyperparameters in our model. Bayesian optimization method makes generalization performance of an algorithm as a sample and tune through Gaussian process (GP) [27] . It gives the model certain choices for the process of the GP, e.g. the hyper parameters and the types of activation function. It can help the model achieve higher-level performance and surpass human optimization for many methods like SVM and CNN. In this process, hyper-parameters of each sub-network were tuned firstly until a set of better hyper-parameters emerges out. Next, the merged network was also optimized by this process. At last, the whole hyper-parameters will be obtained. We established this architecture on the Keras 2.0 with Theano 1.0, and ran it on the graphic processing unit (GPU) GTX1080Ti. All the codes were performed on Python 3.5.
D. TRANSFER LEARNING
Transfer learning has been widely applied on massive image classification issues [28] , and has got excellent performance on small-scale data [12] . Earlier methods used transfer learning in the area of image recognition, where the weights of model were initialized with previous related tasks, then fine-tuned by target data [8] . Inspired by earlier research, CNNs are easy on transfer learning, and capable of sharing learned general feature representation to small target data [27] . In addition, CNNs are also an important part of our network, so we can use the concept of transfer learning. Due to the small size of species-specific data, the complicated CNN models may cause overfitting, or it is difficult to learn effective feature representation [29] . For these problems, we decided to transfer our whole general network onto speciesspecific data. The challenges are how to obtain an accurate model on relatively small-scale and species-specific data, and how to avoid overfitting problem [27] .
Compared to general acetylation data, species-specific data has relatively fewer samples. They sometimes cannot fit the deep learning networks because deep learning networks need a lot of parameters to be trained on. So we trained a base network on the general acetylation data, and then transferred the whole network with pre-trained parameters into species-specific models. Then those models were fine-tuned by species-specific data. In this way, our general network as a base, whose parameters have already been optimized by general acetylation data, was transferred onto species-specific data. Within the process, the feature representation combining raw protein information and physicochemical property were brought into species-specific model and helped to distinguish species-specific acetylation sites.
E. PERFORMANCE EVALUATION
In this study, independent test and 10-fold cross validation were both used for evaluating the predictor. This method divides dataset into 10 equal size subsets randomly, every 9 parts of which are used for training and the rest one for validation. The procedure repeats several times and final result is calculated by averaging the accuracy.
Six measurements are generally used to evaluate the predictor: accuracy (ACC), sensitivity (SEN), specificity (SPE), precision (PRE), area under the receiver operating characteristic curve (AUC) and Matthews correlation coefficient (MCC). AUC is the most important index in estimating the VOLUME 6, 2018 FIGURE 2. The AUC scores for different window sizes in the two sub-nets.
performance of a classifier. All of those are defined as:
III. RESULTS
A. DETERMINATION OF THE SLIDING WINDOW SIZES
Window size is the one of the most sensitive parameters in the site prediction of PTMs. If the window size is too large, it will result in redundancy and lack of memory. Whereas the window size is too small, it will lose some useful information. So it is necessary to choose the proper window size. In this study, we designed a group of experiments to determine the proper window sizes using AUC as the evaluation index. The attempts started with the window size 11 and ended at the window size 61 for the one hot vector encoding scheme, and started with the window size 11 and ended at the window size 39 for the physicochemical properties encoding scheme. We displayed the performance of different window sizes using one hot vector and physico-chemical properties on the validation samples in Figure 2 .
In Figure 2 , we can see that when the window size reached to 53, one hot vector encoding scheme achieved the highest AUC score of 0.783. When the window size reached to 37, physico-chemical properties encoding scheme achieved the best performance. Considering physicochemical network need cost massive computing resources, we just selected the window size of 29 to reduce memory usage and to keep normal performance. The window size of one hot vector is much larger than that of physico-chemical properties, which may imply that the deep architecture detects more information from raw protein segments. 
B. PERFORMANCE OF OUR DEEP ARCHITECTURE
Our deep architecture integrated two different types of networks to improve the performance on positive samples and negative samples. The performance of fusion network and two sub-networks were compared on independent testing dataset, and the results were given in Table 2 and Figure 3 . Benefiting from the data-driven combination way, the fusion network achieved better performance than the two subnetworks, and its AUC score is 0.783, which is higher than methods of one hot vector and physico-chemical properties with AUC values of 0.755 and 0.747, respectively. Therefore, we adopted the fusion network as our final prediction model. Figure 3 also manifested that the performance of one hot vector sub-network outperformed the physico-chemical properties sub-network. It implied that deep learning architecture may extract effective potential features hidden in raw protein segments.
For clearly observing the situation of discrimination of positive samples and negative samples, the tool t-SNE [30] was used to visualize the high-dimensional data through a two-dimensional map. The visualization results were shown in Figure 4 . Figure 4(a) showed the original independent testing sample, we can see positive samples and negative samples are overlapped in mixture. In Figure 4(b) , it obviously showed these two kinds of samples tend to be separated after multilayer processing, which implies that our Bi-modal deep architecture DeepAce may detect distinguishing representations from two different modalities and fuse them to further enhance their discriminative ability. 
C. COMPARISON WITH OTHER METHODS
We compared DeepAce with other four state-of-art computational methods (PLMLA [31] , ensemblePail [3] , BRABSB [5] and GPS-PAIL [32] ) in terms of various indexes. We submitted the protein sequences of independent testing dataset into these online webserver, unfortunately, only BRABSB [5] and GPS-PAIL [32] can predict the large-scale testing samples. So we designed two schemes: (1) We compared DeepAce with BRABSB [5] and GPS-PAIL [32] on the whole independent testing dataset. (2) We randomly extracted 100 proteins from the independent testing dataset and submitted them to all tools' webserver. The results of the first scheme were shown in Table 3 .
From Table 3 , we can see that our deep learning architecture performed significantly better than BRABSB and GPS-PAIL. Every evaluation index reached higher value. It might be because deep learning method is an effective way to deal with large-scale dataset and detected useful information without feature selection in raw protein sequence. Moreover, ROC curve and precision-recall curve provide another two perspectives to present results. In Figure 5 , DeepAce performed better with AUC score of 0.783 than the others (BRABSB 0.565 and GPS-PAIL 0.486).
Then, for validating the effectiveness of DeepAce, we conducted the second experiment by comparing DeepAce with all the four tools. In Table 4 , we found that our deep learning model outperformed other tools on many statistical indicators, which obtained accuracy value of 0.755, sensitivity value of 0.717, and specificity value of 0.757 and mcc value of 0.252. These results indicated we can predict most samples of testing dataset right, and they are relatively close to an equilibrium point between sensitivity and specificity, which means this method got a good performance in both acetylated sites and non-acetylated sites. Although on the surface, the GPS-PAIL had the best accuracy value, it actually confused a large number of acetylated sites with non-acetylation sites. VOLUME 6, 2018 FIGURE 5. The ROC and precision-recall curves comparing DeepAce with other tools on the whole testing dataset. It got a pretty high accuracy value, yet comparatively low mcc value. The low sensitivity value means this tool cannot predict potential acetylation sites precisely.
The ROC in Figure 6 clearly displayed the result of our method with the AUC score 0.805, which is the highest among these tools, and got best distinctive capability in comprehensive aspect. There was another worthy note in precision-recall curve, our method retained comparatively high than others, which keeps robust to some extent.
In consequence, these tools performed not really well, in part because the dataset they collected might be smaller and contained little information. 
D. EFFECT ON TRANSFER LEARNING ON SPECIES-SPECIFIC DATA
In this section, we want to show the effectiveness of transferring general feature representations for species-specific data learning. We transferred our whole network which has been pre-trained by general data to species-specific data to fine-tune. To evaluate the performance of transfer learning, we made a comparison on the same independent testing dataset as KA-predictor [7] and SSPKA [6] . But the acetylation sites have already been increased with reference to the PLMD database, it means there should be more positive samples on the same protein. Another difference of our experiment is that we did not screen non-acetylation sites manually on testing dataset. And those proteins in their testing dataset were removed from our training dataset (i.e., general training dataset and species-specific training dataset). Using comparison results of SSPKA was equivalent to compare eight tools, PLMLA [31] , Phosida [32] , LysAcet [33] , ensemblePail [3] , PSKAcePred [4] , BRABSB [5] , SSPKA [6] and KA-predictor [7] . The comparison results were shown in Table 5 , 6 and 7.
In Table 5 , 6 and 7, our method outperformed other methods for these three species. For example, for H.sapiens, our model achieved AUC score of 0.771, and for M.musculus, our model achieved AUC score of 0.768, and 0.800 for E.coli. Moreover, in other evaluation indices, our model had more considerable results than others.
However, our method got the lowest precision score in results on H.sapiens and M.musculus, mainly because we did not select negative samples manually from testing dataset just for the ratio of 1 to 1 between acetylated sites and nonacetylated sites. This is to say, species-specific independent testing dataset had a great deal non-acetylated sites (i.e. negative samples) and this condition may result in low precision score.
IV. CONCLUSION
In this paper, we proposed a novel model DeepAce for general and species-specific acetylation site prediction of large-scale data. More specifically, our model took raw protein sequence and physicochemical property as input. The combined network learned two core motifs motivations from two different perspectives, sequence-base and physico-chemical base. The bi-modal network was built on these motifs for the strong classification ability. Experimental results demonstrated that DeepAce can exactly classify large-scale acetylation sites, and generate effective merged feature representation. In addition, we used t-SNE visualization to reveal the state of acetylation sites and non-acetylation sites in classification. The results proved that this architecture did generate useful and discriminative representation.
Although our method improved the performance of predicting acetylation sites, there are still some challenges are not well solved, such as interpretability on biological aspect, overfitting problem on smaller-scale data. In the future, we will further consult to biologists for gradually enhancing our architecture or revealing more reliable information for acetylation prediction. 
