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Abstract—Contemporary water distribution networks ex-
ploit Internet of Things (IoT) technologies to monitor and con-
trol the behavior of water network assets. Smart meters/sensor
and actuator nodes have been used to transfer information
from the water network to data centers for further analysis.
Due to the underground position of water assets, many water
companies tend to deploy battery driven nodes which last
beyond the 10-year mark. This prohibits the use of high-sample
rate sensing therefore limiting the knowledge we can obtain
from the recorder data. To alleviate this problem, efficient
data compression enables high-rate sampling, whilst reducing
significantly the required storage and bandwidth resources
without sacrificing the meaningful information content. This
paper introduces a novel algorithm which combines the ac-
curacy of standard lossless compression with the efficiency
of a compressive sensing framework. Our method balances
the tradeoffs of each technique and optimally selects the best
compression mode by minimizing reconstruction errors, given
the sensor node battery state. To evaluate our algorithm, real
high-sample rate water pressure data of over 170 days and 25
sensor nodes of our real world large scale testbed was used.
The experimental results reveal that our algorithm can reduce
communication around 66% and extend battery life by 46%
compared to traditional periodic communication techniques.
Keywords-IoT, Cyber-Physical Systems, Wireless Sensor and
Actuator Networks, Smart Water Network, Compressive Sens-
ing
I. INTRODUCTION
Optimal water distribution and energy waste reduction
are currently hot topics. Water demands are not being met
in many regions around the globe; both developed and
underdeveloped; where climate change and economic water
scarcity are two issues that have the largest impact. Notwith-
standing the 7.5bn investment in UK water distribution
networks, 3.3bn liters of water were lost per day in 2010
[1]. In order to decrease maintenance costs and water waste,
recent years, water utility companies increasingly transform
their old water distribution networks to smart by exploiting
Information Communication Technologies (ICT). Current
systems exploit energy hungry over ground deployments
to monitor and transmit water network states (i.e. water
flow and pressure) to a server periodically -typically via
the mobile phone networks- in order to detect anomalous
behaviors such as water leakage and bursts [2], [3], [4], [5],
[6]. However, more than 97% of water network assets are
located away from power resources and in geographically
remote unpopulated areas; which make current approaches
unsuitable for next generation smart water networks.
Battery-driven wireless sensor networks are a strong so-
lution for these large-scale smart water systems. The main
challenge of this approach is that sensor nodes require a lot
of energy to transmit high precision data, which is required
for accurate anomaly (i.e. burst and leakages) detection
algorithms. To address this problem, we have proposed two
solutions to reduce data volume: (a) lossless compression [7]
and (b) lossy compression by using the powerful framework
of compressive sensing [8], which both of them minimize
the communication by covering high information level needs
to the server-side.
Each compression technique has tradeoffs, which has been
analyzed in [8]. Specifically, in lossless compression, the
initial stream can be reconstructed completely without losing
information, while compressive sensing introduces a recon-
struction error. On the other hand, compressive sensing can
significantly reduce the amount of data, and consequently
the communication. Lossless compression places an upper
bound on the compression performance.
This paper balances these tradeoffs and presents an opti-
mal algorithm which selects the best compression mode in
a dynamic and distributed fashion by minimizing the recon-
struction error, given the current sensor node battery state.
Based on evaluation results with real data, this algorithm
can reduce the communication by around 66% and extend
the battery life by 46% compared to the traditional periodic
communication approaches.
The rest of the paper is organized as follows: Section
II overviews the the system architecture, along with pre-
liminary concepts. Section III formulates the optimization
problem, while Section IV analyses our proposed algorithm
for the optimal selection of the compression mode. In
Section V, the performance of our method is evaluated on a
real data set, while Section VI summarizes the main results.
II. SYSTEM OVERVIEW AND PRELIMINARIES
Water utility companies deploy sensor nodes in contempo-
rary smart water networks, such as [2], to monitor network
states. These sensor nodes transmit high sample rate flow
and pressure data periodically in 30-second and 5-minute
intervals respectively through 3G or WiFi to a server which
then analyses the data. Similarly, in our parent project, a
”smart water networks demonstrator” with 24 sensor nodes
has been deployed in parts of an operational network around
the UK to evaluate sensing, data acquisition, analytical and
control technologies, to assess the operational benefits of
dynamic District Metered Areas (DMAs1) and facilitate
testing of communication algorithms. This paper uses data
from this testbed to simulate periodic communication and
adaptive compression. Specifically, we assume that each
node communicates and selects the compression method
at time tj , where j ∈ N
+, and in static time intervals
T = tj+1 − tj . The rest of this section describes the
main ingredients of our proposed adaptive compression
selection algorithm which includes: (a) lossless compression,
(b) compressive sensing, and (b) battery consumption.
A. Lossless Compression
To reduce energy consumption due to high data rate
transmissions, while maintaining a high data precision, in
our prior work [7], each sensor node in our smart water
network testbed uses lossless compression. To define the
most appropriate lossless compression technique for ultra-
low power sensor nodes, memory and energy constraints
had been taken into account. The reason is that computation
and memory intensive algorithms are inappropriate for these
resource-constrained platforms, in spite of their potentially
better compression rates. Specifically, the compression rate
performance of eight efficient compression techniques were
evaluated. During this process MiniLZO [9], which employs
LZ77 [10] over sliding windows as a coding method, was se-
lected as the most appropriate algorithm for our application,
while also requiring a very low memory space (8.192KB)
at runtime.
To apply lossless compression, each pressure data stream
was divided into non-overlapping windows of length
N=1024 (or, equivalently, 1024(samples) / 64(samples per
sec) = 16 sec). Then, MiniLZO algorithm was applied
to each data chunk and compressed the data at a CRls
compression rate. Figure 1 illustrates raw pressure data from
one sensor node and the achieved compression rates (55%
in average).
B. Compressive Sensing
For decades, the sampling process has been largely dom-
inated by the classical Nyquist-Shannon theories. However,
several studies have shown that many natural signals are
amenable to highly sparse representations in appropriate
transform domains (e.g., wavelets and sinusoids) [11], [12].
Compressive sensing (CS) provides a powerful framework
1This is a defined area of the water distribution system (in average
1500 customer connections) that can be isolated by valves and for which
the quantities of water entering and leaving are continuously monitored
with the aim to enable proactive leakage management, simplistic pressure
management, and efficient network maintenance.
Figure 1: Applying lossless compression in a 5.5 million
value stream
for simultaneous sensing and compression [13], enabling a
significant reduction in sampling and computation costs for
sensor nodes with limited memory and power resources.
According to the theory of CS, a signal having a sparse
representation in a suitable transform domain can be recon-
structed from a small set of incoherent random projections.
Thus, the user is responsible for defining the appropriate
number of samples by setting the value of the sampling rate
(SR), which is defined simply as the ratio of the number
of random projections over the original signal length. To
be consistent with lossless compression, this paper uses
compression rate (CR) instead of sample rate as the input
parameter to the compressive sensing, where CR = 1−SR.
In [8], the advantages of CS are exploited for onboard
compression of high-resolution water pressure data and the
recovery at a base station using the NESTA algorithm [14]
(Figure 2). Our experimental evaluation reveals the high
performance of our proposed approach, when compared
with lossless compression schemes such as [7], in terms of
achieving much higher compression rates, while maintaining
highly accurate reconstructions of the original sensor data.
1) Applying Compressive Sensing: In our setup, a
recorded data stream is first divided into non-overlapping
windows of length N=1024, and then CS is applied to each
individual window for a varying compression rate. Figure 3
illustrates the performance of CS on a stream of pressure
data.
2) Monotonically Non-Decreasing Reconstruction Error:
Based on experimental results, by applying CS to real data
from our smart water sensing system, we observed that the
reconstruction error, which is measured in terms of the Root
Mean Squared Relative Error (RMSRE), RMSREi(CR(t))
exhibited the following property:
Observation 1. For any given sensor i ∈ S, consider two
distinct compression rates for CS encoding at communica-
tion interval tj , CR(tj) and CR
′(tj), where CR
′(tj) ≥
Figure 2: Compressive sensing information transformation flow diagram
Figure 3: Original and reconstructed streams per compres-
sion rate - 19 samples
Figure 4: Reconstruction error (RMSRE) and compression
rate
CR(tj). Then, we have
RMSREi(CR
′(tj)) ≥ RMSREi(CR(tj)), ∀i ∈ S (1)
Based on this observation, the higher the compression rate
is, the higher or equal the reconstruction error (i.e. a mono-
tonically non-decreasing behavior). Figure 4 illustrates this
observation of four different pressure signals.
The inequality (1) is a very important property that will
be exploited in the compression rate selection.
C. Power Management
As described in Section I, battery driven sensor nodes are
used in many smart water networks. the In sensor node, the
battery energy can either be consumed by in-node operations
(i.e. sensing and computation) and wireless transmission,
which is modeled as follows:
0 ≤ Bi(t) ≤ Bmax (2)
where Bmax is the battery capacity.
The dynamics of the battery at each sensor node i in every
communication period tj is modeled as
Bi(tj) = |Bi(tj−1)−(1−CRi(tj))E
tr
i (tj)−E
in
i (tj)|+ (3)
where for any real number x, |x|+ = 0 if x ≤ 0, |x|+ = x
otherwise. Etri (tj) represent the energy costs to transmit
the uncompressed data of the last period (tj−1, tj ], which
is related to the compression rate CRi(tj) of the selected
compression mode, and Eini (tj) includes all the in-node
operations (i.e. sensing, compression).
Based on equation 3 and assuming that Etri (tj) and
Eini (tj) are the static variables of the last period (tj−1, tj ]
and Etri (tj) ≫ E
in
i (tj), it is clear that the selection of the
compression rate CRi(tj) (especially in compressive sens-
ing approach) is the most important factor of battery energy
consumption. The next section formulates an optimization
problem which answers the fundamental question: ”Which
is the most appropriate compression technique between
lossless and compressive sensing (lossy), and in the case
of the latter technique which CR balances the tradeoff
between RMSRE reconstruction error and battery energy
consumption?”
III. OPTIMAL COMPRESSION TECHNIQUE SELECTION
FORMULATION
The aforementioned problem can be seen as the maxi-
mization of the battery level Bi(tj), while minimizing the
reconstruction error RMSREi(CRi(tj)). The solution of
the optimization problem is being executed in every commu-
nication period tj internally to the sensor node. In the case
of the lossless compression, the actual stream can be fully
reconstructed with no error (RMSREi(CRi(tj)) = 0).
During the sensing process, each sensor node i compresses
the retrieved data losslessly to reduce the size of data that has
to be stored locally. Thus, the CRi(tj) is predefined by the
lossless compression algorithm and is equal to CRlsi (tj).
For these reasons, in every communication period tj , the
sensor node selects to transmit losslessly compressed data if
and only if the required energy to transmit this data is lower
than the current battery level Bi(tj) weighted by a gain
Kp ∈ (0, 1]
2, or in other words if the following inequality
holds:
Kp · Bi(tj−1) > (1 − CR
ls
i (tj))E
tr
i (tj) + E
in
i (tj) (4)
If inequality 4 is violated then the sensor node is unable
to transmit losslessly compressed data and has to select
the optimal compression rate CRi(tj) for the compressive
sensing approach by solving a multi-objective optimization
problem with two confronted goals.
In general, a multi-objective optimization problem, can
be defined as determining a vector of necessary variables
within a feasible region to minimise a vector of objective
functions that usually conflict with each other. Formally, the
problem is stated as follows: Find the values of n variables
(x1,..., xn) which satisfy n lower and upper boundaries xm,a,
xm,e, m = 1, ..., n and optimize (minimize or maximize) k
objective functions. Since max f(x) = −min(−f(x)), the
general problem can be written as:
maximize {f1(x), ...fk(x)}
subject to g(x) ≤ 0,
h(x) = 0,
xm,a ≤ xm,e
In our optimization problem, the objective functions of
the system are related to the reconstruction error and the
new battery level and can be described as follows:
minf1 = RMSRE(CRi(tj)) (5)
maxf2 = Bi(tj) (6)
with the constraints:
g1 = RMSREi(CRi(tj))−RMSREi(CR
′
i(tj)) ≤ 0,
∀i ∈ S, ∀j ∈ N+
g2 = −Bi(CRi(tj)) ≤ 0, ∀i ∈ S, ∀j ∈ N
+
g3 = Bi(CRi(tj))−Bmax ≤ 0, ∀i ∈ S, ∀j ∈ N
+
g4 = −RMSRE(tj) ≤ 0, ∀j ∈ N
+
h1 = Bi(tj)− |Bi(tj−1)− CRi(tj)E
tr
i (tj)
−Eini (tj)|+ = 0, ∀i ∈ S, ∀j ∈ N
+
CRlsi (tj) ≤ CR(tj)
CRi(tj) ≤ CRmax
The inequality constraint g1 maintains the monotonically
non-decreasing ratio between the CR and the error (see
Observation 1). In order to perform the compression and
transmission, the battery must not run out of the capacity
at any point of time. The battery level at the specific time
2
Kp indicates a battery level threshold in which the system select
compressive sensing as compression technique. Otherwise, the systems
would select compressive sensing only when battery is close to depletion
level.
instant, must not exceed the maximal allowed capacity. As
the consequence of those system needs, the inequality con-
straints g2 and g3 are formulated. The inequality constraint
g4 applies to the evaluation presented in this paper. The
equality constraint h1 is the consequence of the battery
dynamics given by 4.
IV. COMPRESSION RATE SELECTION ALGORITHM
Algorithm 1: Pseudocode for optimal compression rate
selection
input : CRlsi (tj), Bi(tj−1),Kp, CRmax, f1, f2,
Etri (tj), E
in
i (tj)
output: CRi(tj)
1 if Kp · Bi(tj−1) > (1 − CRi(tj))E
tr
i (tj) + E
in
i (tj)
then
\\Select lossless compression
2 CRi(tj) = CR
ls
i (tj)
3 else
\\Optimize CRi(tj) for compressive sensing
\\ Initialize constraints
4 Cnstr = {g1, g2, g3, g4, h1}
\\Initialize CRi(tj) bound
5 BndCR = (CR
ls
i (tj), CRmax]
\\Execute Multi-objective Genetic Algorithm
6 CRi(tj)GAmultiobj({f1, f2}, Cnstr, BndCR);
7 evaluate
Bi(tj) = |Bi(tj−1)− CR
cs
i (tj)E
tr
i (tj)− E
in
i (tj)|+
8 return CRi(tj);
Multi-objective optimization is an integral part of opti-
mization activities and has a tremendous practical impor-
tance, since almost all real-world optimization problems
are ideally suited to be modeled using multiple conflicting
objectives. The classical means of solving such problems
were primarily focused on scalarising multiple objectives
into a single objective and evolutionary methods have been
used to solve a multi-objective optimization problem as in
[15]. Since this problem has only two conflicting criteria
(objectives (5) and (6)) and the nature of the problem
requires a fast solution, the selected method for solving
the problem is a multi-objective genetic algorithm. Algo-
rithm 1 incorporates both the selection between lossless
and compressive sensing compression technique based on
energy constraints and the optimal selection of compression
rate for compressive sensing by exploiting a multi-objective
genetic algorithm. The output of our proposed algorithm is
the optimal CRi(tj) in the current communication interval
tj .
V. EVALUATION
In this section, the performance of our adaptive com-
pression algorithm is evaluated and compared with the two
vanilla scenarios of periodic communication (a) without
compression and (b) with only lossless compression in terms
of battery life and reconstruction error. To simulate our
approach, datasets consist of high sample-rate pressure data
(64 samples per second) recorded by 25 sensor nodes of our
real world testbed (ref Section II) in a 170-day period were
used. For sake of brevity, this section presents the evaluation
results for one pressure data stream.
A. Energy Parameters
The hardware platform we used is the Intel Edison de-
velopment board [16]. Furthermore, we selected to use the
energy consumption patterns of Xbee868 communication
module [17] which has been analyzed extensively in our
previous work. Specifically, we assumed that each sensor
node communicates with a base station in intervals of
1024 measurements. By having this infrastructure, Table I
defines precisely the energy parameters of our system. In
this evaluation, Kp was selected heuristically to cover the
needs of this specific application.
Table I: Energy parameters
Parameter Value Description
Bmax 57600000 mJoules LiPo Battery 3200mAh
E
tr
i (tj ) 2439.20 mJoules
Transmission Energy
Consumption per Measurement
E
in
i (tj ) 3056 mJoules Sensing Energy Consumption
Kp 0.005 Battery gain
B. Multi-objective Genetic Algorithm Configuration
The multi-objective genetic algorithm (MGA) is an it-
erative, global search, meta-heuristic method, which is be-
ing executed in every communication interval for which
our algorithm selects compressive sensing as the optimal
compression method. The parameters were configured with
the same values for all executions. The initial population is
randomly generated from the set of feasible solutions, based
on the corresponding constraints and boundaries. Table II
presents the evaluation setup of MGA.
Table II: Genetic algorithm parameters
Parameter Value
Population type
Double vector with size 50
individuals
Selection function Tournament
Reproduction crossover fraction 0.8
Migration forwarded fraction 0.2
Iterations 20
Distance measure function Distance crowding
Pareto front population fraction 0.35
Stopping criterion
Maximum number of
generations or the maximum
stall time
Figure 5: Battery level comparison per interval
Figure 6: Compression rate comparison per interval
Figure 7: Optimal compression selection RMSRE results per
interval
Table III: Savings compared to periodic communication (a)
without compression and (b) with only lossless compression
Optimal CR Selection Savings
Compared to Battery life Communication Error (RMSRE)
Without Compression 46% 66.37%
−2.80 · 10−4
Only Lossless Compression 37% 29.15%
C. Evaluation Results
This section presents the evaluation results of our optimal
compression rate selection algorithm compared to the two
vanilla scenarios (no compression and lossless compression
only) in terms of battery and communication savings, and the
reconstruction error because of compresive sensing. Figure
5 illustrates that battery life was extended by 46% and 37%
for vanilla scenario (a) and (b) respectively. Additionally,
based on Figure 6, the communication was reduced around
66% and 29%. At this point, it is important to mention
the impact of Ein to the energy savings. Despite the 66%
communication reduction, the battery life has been extended
only by 46%. The reason is the high energy requirements
of development board in sensing mode (i.e. Ein). With a
different hardware, where the Ein is extremely low, the
battery life extension percentage would converge to the
communication reduction percentage. Due to the use of com-
pressive sensing (lossy compression), our system introduces
a reconstruction error. However, based on Figure 7, the
reconstruction error, RMSRE, is extremely low; on average
−2.80 · 10−4 mmH2O3. Finally, Table III summarizes the
aforementioned evaluation results.
VI. CONCLUSIONS
This paper presents a novel adaptive compression scheme
that balances the tradeoffs of lossless compression and
compressive sensing by minimizing the reconstruction (de-
compression) error, given the sensor node battery state. We
evaluated our method on a 170-day real high sample-rate
pressure datasets captured by a set of sensors deployed into
an operational water network around the UK. The evaluation
of our proposed approach revealed a significant reduction of
the communications between sensor devices and back-end
server, at the order of 66%, in conjunction with an extension
of the battery life by 46% compared the traditional periodic
communication approaches.
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