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Kivonat Az utóbbi egy-két évben a mély, kontextuális szóbeágyazá-
sok kiszorították a hagyományos, kézzel összeállított feature halmazo-
kat a legtöbb nyelvi feladatban. Ennek ellenére a magyar nyelvfeldol-
gozó rendszerek (e-magyar, magyarlanc) még mindig a hagyományos,
kézi feature-ökkel dolgoznak. A cikkben bemutatjuk az emBERT modult,
amely a transformers könyvtár segítségével lehetővé teszi kontextuális
szóbeágyazás-alapú osztályozók integrálását az e-magyar rendszerbe. A
modult főnévi csoport- és névelemfelismerésre tanítottuk fel. A modellek
mindkét feladaton javítanak az eddigi legjobb eredményeken.
Kulcsszavak: BERT, e-magyar, névelem, chunking
1. Bevezetés
A gépi tanulásos nyelvi elemző rendszerek az utóbbi években drasztikus átalaku-
láson mentek keresztül. A hagyományos paradigma szerint minden szóhoz kézzel
állítanak elő jellemzőket (feature). Ezek tipikusan nyelvi és írásképbeli jegyek,
amiket általában nyelvészek hoznak létre. E jellemzők szolgálnak utána egy egy-
szerűbb, tipikusan off-the-shelf osztályozó (logisztikus regresszió, CRF) bemene-
téül. A legtöbb szekvencia- vagy tokenklasszifikációs feladatot (szófajcímkézés,
névelemfelismerés, szentimentelemzés) ilyen rendszerekkel oldották meg.
A mélytanulás elterjedésével a kézzel kiválasztott jellemzők fokozatosan a
háttérbe szorultak. Helyüket a vektoriális szemantika világából ismert szóbe-
ágyazás (word embedding) (Mikolov és mtsai, 2013; Pennington és mtsai, 2014)
kezdte átvenni. Egy beágyazás minden szóhoz egy sokdimenziós, folytonos vek-
tort rendel. Ezek a vektorok egy szemantikus teret feszítenek ki, ahol a hasonló
jelentésű szavak vektorai egymáshoz közel esnek.
A beágyazások azonban nem csak szemantikai tartalommal bírnak, hanem
implicit kódolják a szavak szintaktikus tulajdonságait is. Ez különösen alkal-
massá teszi őket a gépi tanulók bemeneti jellemzőinek szerepére. A nagyobb
szövegelemző láncok közül elsőként a Stanford CoreNLP szintaktikus elemzője
egészült ki beágyazásokkal (Socher és mtsai, 2013). Mára a szóvektorok a legtöbb
nyelvi elemző szoftverben megtalálhatóak.
A statikus beágyazások hátránya azonban, hogy egy szót minden környezet-
ben ugyanaz a vektor reprezentál. Ez különösen a többjelentésű (pl. körte, zebra),
vagy azonos alakú (pl. dob, szív) szavak esetén jelent problémát, mivel a szóvek-
tor szükségszerűen a jelentések egyfajta amalgámja lesz, és nem fogja tükrözni
a szó szintaktikai és szemantikai szerepét az aktuálisan elemzett mondatban.
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A kontextualizált beágyazásoknál, mint az ELMo (Peters és mtsai, 2018) vagy
a BERT (Devlin és mtsai, 2019), a szó vektora függ annak közvetlen környeze-
tétől is. Ebből következik, hogy egy szó minden egyes előfordulásához más–más
vektor tartozik. Ezek a vektorok implicit módon kódolják a szó szerepét a mon-
daton belül, teljesen kiváltva ezzel a kézileg összeállított feature-vektorokat. A
beágyazásokat tipikusan nyelvmodellezéssel „tanítják elő”.
Kontextuális beágyazáson alapuló rendszerek több nyelvi feladaton is felül-
múlták hagyományos társaikat. A BERT, illetve követői, az XLNet (Yang és mt-
sai, 2019) és a RoBERTa (Liu és mtsai, 2019) főleg olyan, magasabb szintű
feladatokban produkáltak erős eredményeket, mint a kérdésmegválaszolás, vagy
GLUE (Wang és mtsai, 2018) teszt nyelvi megértést vizsgáló feladatai. Az ELMo
és a Flair (Akbik és mtsai, 2018, 2019b) pedig névelemfelismerésben utasította
maga mögé a korábbi rendszereket.
Ezek az eredmények a szövegelemző programokban is visszaköszönnek. A
Flair rendszer1 egy teljes nyelvi elemzőlánc, amelynek alapja a beágyazások sza-
bad variálhatósága. Jelenleg ez nyújtja a legjobb teljesítményt névelemfelismerés
mellett a főnévi csoport- és szófajcímkézésben is (Akbik és mtsai, 2019a).
A fenti eredmények természetesen angol nyelvre vonatkoznak. Ebben a cikk-
ben megvizsgáljuk, hogy a kontextuális embeddingek képesek-e magyar nyelven
is hasonlóan kimagasló teljesítményt nyújtani. Tesztfeladatnak a főnévi csoport-
(chunking) és a névelemfelismerést (named entity recognition, NER) választot-
tuk, mivel ezekre létezik angol precedens. Az elkészült modelleket egy új modul-
ként integráljuk az e-magyar szövegelemző rendszerbe.
2. BERT
2.1. Miért a BERT?
Az előző fejezet végén felsorolt beágyazások közül a BERT-öt választottuk vizs-
gálatunk tárgyául. Ennek fő oka az, hogy a legtöbb beágyazás kizárólag angolul
(esetleg kínaiul) elérhető. Tanításuk sok adatot és nagy számítási kapacitást igé-
nyel, ami a cikk írásakor nem állt rendelkezésünkre. A két kivétel az ELMo és a
BERT, ahol elérhetőek előtanított többnyelvű modellek.
A kettő közül a BERT egyik előnye az ELMo-val szemben, hogy ún. finom-
hangolásos módszer (Devlin és mtsai, 2019): az előtanított modell könnyen fi-
nomhangolható a célfeladatra. Az ELMo ezzel szemben egy beágyazást ad, amit
jellemzően feladatspecifikus architektúra bemenetén használnak. Mivel mi külön-
álló modulban gondolkodtunk, meglévő rendszerek átalakítása nem jött szóba.
A BERT másik előnye, hogy a magasabb szintű feladatokban jobb eredményeket
ért el, mint az ELMo. A főnévi csoport- és névelemfelismerésre ez pont nem áll,
ezért egy lehetséges további kutatási irány lehet az emChunk és emNer „ELMosí-
tása”.
1 https://github.com/zalandoresearch/flair
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2.2. A BERT bemutatása
A BERT egy többszintű, kétirányú Transformer kódoló (encoder) (Vaswani és mt-
sai, 2017). A modellt két nyelvmodellezési feladaton (Cloze teszt, következő mon-
dat megjóslása) tanítják elő. A bemenetek a feladat jellegétől függően lehetnek
mondatok, vagy mondatpárok. A szótár méretének korlátozása érdekében egy
mondat nem szavak, hanem szóelemek (wordpiece) (Schuster és Nakajima, 2012)
sorozata. A szótár a modellel együtt letölthető.
Az előtanított modellt minden célfeladathoz külön finomhangolják. Egy egy-
rétegű, előrecsatolt osztályozó hálót adnak hozzá, majd a BERTet és az osztá-
lyozót együtt tanítják.
Az angol BERT modellek két méretben hozzáférhetők: a Basemodell 110 mil-
lió, a Large 340 millió paraméteres. A többnyelvű modell csak a kisebb, Base kon-
figurációban elérhető. Ezt 104 nyelvre tanították elő, és a szótára megközelítőleg
120 ezer szóelemet tartalmaz. A modellnek van nyers (cased) és kisbetűsített–
ékezettelenített (uncased) változata is. Az e cikkben leírt kísérletek az előbbit
használják, mivel egyrészt az angoltól eltérően a magyarban az ékezetek jelen-
tésmegkülönböztető szereppel bírnak, másrészt névelemek azonosításakor fontos
információ, hogy nagybetűvel kezdődik-e a szó.
2.3. Mennyire tud magyarul?
Mivel az általunk használt BERT 104 nyelven lett tanítva, felmerül a kérdés,
hogy mennyire modellezi jól a magyar nyelvet. Kicsit pontosabban két kérdést
fogalmazhatunk meg:
1. Mennyire tükrözik a szóelemek a magyar morfémákat?
2. Helyes szemantikai tartalommal bír-e egy-egy szóelem vektora, különös te-
kintettel a több nyelvben is előforduló homográf szóelemekre (pl. „ leg”, „old ”,
stb.)?
Az első kérdés megválaszolásához szóelemekre bontottuk a Szeged NER kor-
pusz összes szavát a többnyelvű modell tokenizálója, illetve egy több milliárd
szavas magyar korpuszon tanított, 30 0002 szavas BPE (Sennrich és mtsai, 2016)
szótárral. Néhány kiragadott példát mutat be a 1. táblázat.
Mint látható, a szavak három csoportra oszthatók. Az első csoportba azok
tartoznak, amiket a két tokenizáló hasonlóan kezel. Vagy azért, mert mindkét
szótárban szerepelnek (és ezért maguk is szóelemek), vagy azért, mert egyik sem
tudja értelmes egységekre bontani: utóbbira példa a „zambiai ”.
A második csoport esetén a magyar szótár kevesebb, morfológiailag indokolt
részre bontja a szavakat, míg a BERT szerinti tokenizálásban feltűnnek szeman-
tika nélküli n-gramok is. Ennek megfelelően a többnyelvű változat mindig több
szóelemből áll.
A harmadik csoportban az olló tovább nyílik: a magyar BPE tokenizálás
változatlanul szemantikus, míg a BERT szóelemei véletlenszerű n-gramok. A
2 Ez megegyezik az angol BERT szótárának méretével.
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1. táblázat. Néhány szó szóelemekre bontva a többnyelvű BERT szótára és egy
magyar korpuszon épített BPE szótár alapján
hosszabb szavak lefedéséhez a többnyelvű tokenizálónak akár 4-5 szóelemere is
szüksége van (a magyar BPE-nek elég 1-2). A „hétfő” és a „Hétfő” eltérő fel-
bontása pedig arra utal, hogy a mondatkező szavak és névelemek szóelemekké
tokenizálása különösen problémás lehet.
A fenti megfigyeléseket a 2. táblázat is megerősíti. A többnyelvű BERT átla-
gosan 50%-kal több szóelemet állít elő, mint a magyar BPE. A jelenség azonos
mértékben érvényes csak a szótípusokat vagy a teljes korpuszt tekintve is. Mivel
a leggyakoribb funkciószavak („a”, „az ”, „és”) és írásjelek részei mindkét szótár-
nak, ez arra utal, hogy a gyakori szavak is konzisztensen rosszabb reprezentációt
kapnak a többnyelvű BERTben.
Érdekes módon a nagybetűs szavak felbontásában nincs jelentős (kvantita-
tív) különbség a két szótár között: mindkét szótár átlagosan 4–5 szóelemre osztja
őket. Ez a kisbetűs szavakhoz képesti relatív ritkaságukkal magyarázható, ugyan-
akkor előrevetíti, hogy a BERT (többnyelvű vagy sem) nem feltétlenül optimális
névelemfelismerésre.
A második kérdés részletes megtárgyalása meghaladja e cikk kereteit. Implicit
választ a két nyelvi feladaton elért eredmények adnak az 5. fejezetben.
3. Az emBERT modul
Fontos szempont volt, hogy az elkészült modelleket a kutatók, illetve nyelvfel-
dolgozás iránt érdeklődők számára egyszerűen hozzáférhetővé tegyük. E célból
döntöttünk a modellek e-magyar rendszerbe (Váradi és mtsai, 2017) integrálása
mellett. Az e-magyar új verziója, az emtsv3 (Indig és mtsai, 2019) jelentősen
3 https://github.com/dlt-rilmta/emtsv
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Szóalak Többnyelvű BERT Magyar BPE Különbség
kisbetű 2.24 1.34 67%
nagybetű 1.86 1.75 6%
együtt 2.14 1.44 49%
kisbetű (típus) 3.97 2.41 65%
nagybetű (típus) 4.65 4.27 9%
együtt 4.12 2.83 45%
2. táblázat. Átlagos szóelemszám szavanként / típusonként
megkönnyítette új modulok hozzáadását az elemzőlánchoz. Így született meg az
emBERT modul.
Az emBERT követi az emtsvmodulok konvencióit. Egyfelől működik önálló Py-
thon modulként, másfelől (opcionális) része az e-magyar elemzőláncnak. Telepí-
tése után elérhetővé válnak a bert-base-chunk, bert-max-chunk, és bert-ner
eszközök. Ezek tokenizált szöveget várnak bemenetükön, ezért az emToken futta-
tása előfeltétele a működésüknek. A többi, magasabb szintű e-magyar modultól
(mint pl. az emChunk és az emNer) eltérően azonban az emBERT morfológiai infor-
mációt nem igényel, ezért a morfológiai elemző és a lemmatizáló futtatása nem
szükséges.
Mivel a BERT modellek (még Base konfigurációban is) nagyok, a modul nem
tartalmazza őket. Ehelyett mind a három eszköz első meghívásakor letölti a saját
modelljét az emBERT_models GitHub repozitóriumból4.
A BERT finomhangolásához és futtatásához a HuggingFace transformers5
(Wolf és mtsai, 2019) programkönyvtárat használtuk. A csomag előnye, hogy
a BERT mellett tartalmazza más Transformer-alapú beágyazások (XLNet, Ro-
BERTa) implementációit is. Ez lehetővé teszi később más beágyazások kipróbá-
lását és integrálását a modulba.
A többi e-magyar modullal szemben az emBERT tartalmazza mind a tanító,
mind a modelleket futtató kódot. Két okból választottuk ezt a megoldást: egy-
részt a kód bonyolultsága nem indokolta a két funkció kettéválasztását; másrészt
így a felhasználók egy kész csomagot kapnak, amivel kedvükre kísérletezhetnek.
A kód a többi e-magyar modulhoz hasonlóan GitHubon6 érhető el.
4. Kísérletek
A modellek képességeit két feladaton: főnévi csoport- és névelemfelismerésen
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ben a vonatkozó szakirodalomban használt korpuszokon tanítottuk és értékeltük
ki.
A magyar statisztikai NP-felismerők (A hunchunk (Recski, 2010) és utódai)
mindegyikét a Szeged Treebank 2.0 (Csendes és mtsai, 2005) korpuszon taní-
tották. Mi is hasonlóképpen jártunk el: a 82 099 mondatos korpuszt korpuszt
véletlenszerűen, 80%-10%-10% arányban osztottuk fel tanító-, validációs és teszt-
halmazokra. Mind a két alfeladatot (minimális és maximális főnévi csoportok)
ugyanúgy futtatuk: az alap BERT modellt 4 epochon keresztül finomhangoltuk,
majd kiértékeltük a teszthalmazon. A validációs halmaz alapján early stoppingra
nem volt szükség.
A névelemfelismerőt a Szeged NER korpuszon (Szarvas és mtsai, 2006), a
Szeged Treebank részhalmazán finomhangoltuk. Mivel a NER korpusz jóval ki-
sebb, mint a teljes Treebank (a három vágás 8172–502–900 mondatos), ezért a
modellt több, különböző konfigurációval is feltanítottuk. A legjobb modell 30
epochon keresztül tanult 10−5-ről lineárisan csökkenő tanulási rátával.
A kísérletekhez a korábban említett transformers könyvtár PyTorch (Pasz-
ke és mtsai, 2017) verzióját használtuk. A tanítást párhuzamosan futtattuk 3
db GeForce RTX 2080 Ti kártyán, 16-os batch size-zal. Ezzel a konfigurációval
mind a legjobb NER modell, mind a (jóval kevesebb epochig tanított) chunking
modellek 3 óra alatt tanulnak fel. A chunkinghoz a hiperparaméterek többsé-
gét az alapértelmezett értéken hagytuk. A NER esetében több hiperparaméter-
beállítást is kipróbáltunk, de végül (az epochszám és a tanulási ráta kivételével)
itt is az alapértelmezett értékek bizonyultak a legjobbnak.




Az emBERT és a hunchunk család eredményeit a 3. táblázat foglalja össze. Mint
látható, az emBERT mindkét korábbi rendszernél jobban teljesít, és mind a mi-
nimális, mind a maximális NP-k azonosításában state-of-the-art eredményt ér
el.
A különbség minimális NP-k esetében nem jelentős; a maximális csoportokon
elért F1 érték viszont szignifikánsan, másfél százalékkal jobb, mint az e-magyar-
ban jelenleg (emChunk néven) működő HunTag3.
5.2. Névelemek
Névelemfelismerésben a kép vegyesebb (4. táblázat). Az emBERT jelentősen, 2%-al
magasabb F1-et ér el, mint Szarvas és mtsai (2006) és Varga és Simon (2007), de a
HunTag3 eredményétől elmarad. A spaCy az összehasonlítás szempontjából nem
releváns, mivel a tanítóadata ki lett bővítve a hunNERwiki korpusszal (Nemeskey
és Simon, 2012); kizárólag a teljesség kedvéért szerepel a táblázatban.
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Rendszer Minimális Maximális
hunchunk/HunTag (Recski, 2010) 95,48% 89,11%
HunTag3 (Endrédy és Indig, 2015) – 93,59%
emBERT 95,58% 95,05%
3. táblázat. A magyar főnévi csoport-felismerők összehasonlítása
Rendszer F1
(Szarvas és mtsai, 2006) 94,77%
hunner (Varga és Simon, 2007) 95.06%
HunTag3 (Endrédy és Indig, 2015) 97.87%
emBERT 97,08%
spaCy7 93,95%
4. táblázat. A magyar névelemfelismerők összehasonlítása
A NER tanítása alatt belefutottunk abba a problémába, ami minden gépi,
de különösen mélytanuló rendszer rákfenéje: az eredmények erősen függenek a
tanítás hiperparamétereitől, a megfelelő hiperparaméterek megtalálása azonban
extrém módon erőforrásigényes. A Szeged NER-hez hasonló, apró korpuszok ese-
tén ez a hatás hatványozottan jelentkezik, mivel a modell nagyságrendekkel több
paraméterrel rendelkezik, mint ahány tanítópélda rendelkezésre áll. A megoldás
egy, a jelenleginél nagyobb NER korpusz (például a hunNERwiki egy ellenőrzött
minőségű részhalmaza) lehetne.
6. További kutatás
Az emBERT, bár javít a korábbi legjobb eredményen NP-felismerésben, több szem-
pontból is proof-of-conceptnek tekinthető. Az alábbiakban sorra vesszük ezen
szempontokat, és a kapcsolódó lehetséges kutatási irányokat.
Egyrészt láttuk, hogy a többnyelvű BERT használata mindenképpen szubop-
timális: mind a szóelemek, mind a teljes modell kénytelen a (viszonylag szűkös,
hiszen csak Base változat) kapacitását 104 nyelv között megosztani. Egy ma-
gyar korpuszon feltanított BERT, különösen a Large modell, minden bizonnyal
további javulást érne el. A jövőben tervezzük ilyen modellek tanítását és nyilvá-
nosságra hozását.
Másrészt a BERT csak a jéghegy csúcsa; számos egyéb kontextuális szóbe-
ágyazás létezik, mint az ELMo, a RoBERTa, vagy a Flair. Ahogy láttuk, ezek
bizonyos feladatokban – pl. névelemfelismerésben is – felülmúlják a BERT-öt. Re-
ményeink szerint ezen beágyazások magyar változata is elkészülhet, mely esetben
természetesen integráljuk őket az emBERT-be.
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Harmadrészt, a névszói csoport- és névelemfelismerés mellett érdemes lenne
megvizsgálni más nyelvfeldolgozási lépések BERT-ösíthetőségét. A nyilvánvaló
jelölt a morfológiai elemzés, amire már létezik mélytanulásos megoldás (Ug-
ray, 2019). Emellett – a GLUE-hoz (Wang és mtsai, 2018) vagy SQuAD-hoz
(Rajpurkar és mtsai, 2016) hasonló magyar nyelvi erőforrások megléte esetén –
olyan, magasabb szintű feladatokra is adaptálni lehetne a modult, mint a szenti-
mentelemzés, parafrázisok felismerése, vagy kérdésmegválaszolás. Ezzel pedig az
emBERT a meglévő funkciók javításán felül új képességekkel is fel tudná ruházni
az e-magyart.
7. Összegzés
A cikkben bemutattuk az e-magyar szövegelemző rendszer egy új modulját. Az
emBERT lehetővé teszi kontextuális szóbeágyazás-alapú osztályozók integrálását
az e-magyarba. A többnyelvű BERT modellt névszói csoport- és névelemfelisme-
résre tanítottuk fel. A modellek összemérhetőek az eddigi legjobb eredményekkel,
vagy javítanak is rajtuk.
Az emBERT számos továbbfejlesztési lehetőséggel rendelkezik. A modul könnyen
kiterjeszthető más mély beágyazások, illetve nyelvi feladatok támogatására,
amennyiben a vonatkozó erőforrások (maga a beágyazás, tanítókorpusz) elér-
hetővé válnak.
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