In recent years, attention has been paid to wireless sensor networks (WSNs) applied to precision agriculture. However, few studies have compared the technologies of different communication standards in terms of topology and energy efficiency. This paper presents the design and implementation of the hardware and software of three WSNs with different technologies and topologies of wireless communication for tomato greenhouses in the Andean region of Ecuador, as well as the comparative study of the performance of each of them. Two companion papers describe the study of the dynamics of the energy consumption and of the monitored variables. Three WSNs were deployed, two of them with the IEEE 802.15.4 standard with star and mesh topologies (ZigBee and DigiMesh, respectively), and a third with the IEEE 802.11 standard with access point topology (WiFi). The measured variables were selected after investigation of the climatic conditions required for efficient tomato growth. The measurements for each variable could be displayed in real time using either a laboratory virtual instrument engineering workbench (LabVIEW TM ) interface or an Android mobile application. The comparative study of the three networks made evident that the configuration of the DigiMesh network is the most complex for adding new nodes, due to its mesh topology. However, DigiMesh maintains the bit rate and prevents data loss by the location of the nodes as a function of crop height. It has been also shown that the WiFi network has better stability with larger precision in its measurements.
Introduction
The agricultural zone in Ecuador is one of the leading sectors of the country economy. According to the Survey of Surface and Agricultural Continuous Production (ESPAC 2015) [1], the total national agricultural labor was 5.67 million hectares, of which 0.95 million were dedicated to the cultivation of varieties that are harvested at specific times of the year, known as transient products. The species Solanum lycopersicun, popularly known as tomato, is a plant native to the Andean region of South The objective of this work is to design and implement the hardware and software of the nodes of three WSNs, with different communication technologies, for the wireless monitoring of environmental variables in tomato greenhousesr to analyze and compare the benefits and limitations of each network, and to identify which of them yields the best performance for the optimal monitoring of agricultural environments. For this purpose, the following methodology was addressed. Three WSNs were designed and implemented: (1) ZigBee technology in star topology; (2) ZigBee with mesh topology (referred to here as DigiMesh); and (3) WiFi technology (access point topology). The environmental variables air temperature, air relative humidity, CO 2 concentration, luminosity, wind direction, wind speed, solar radiation, and ultraviolet radiation (UV) were monitored in real time. The networks were in test mode for three months, and time data transmission rates were studied in different scenarios during this time. Processing, storage, and visualization of data were engineered in LabVIEW TM software, and a mobile application was implemented for smartphones with Android operating system. Our case study was a tomato greenhouse located in the town of Rumipamba of Navas, Canton of Salcedo, and Province of Cotopaxi, Ecuador. In the companion papers to this work, we also analyzed the dynamics of the energy consumption signals in each node and network, as well as the time-varying signals of the monitored environment variables [33, 34] .
The rest of this first article is organized as follows. Section 2 summarizes the state of the art, focused on communication technologies applied to greenhouse monitoring. Section 3 presents the software and hardware designed for the deployment of the three WSNs, as well as the HMI development and the mobile application, as tools for the visualization of monitored variables. Section 4 describes the results of the analysis of the prescriptions of each network. Finally, Section 5 presents the discussion and conclusions of this first part.
Related Work
Monitoring networks in greenhouses can be implemented through wired or wireless technologies. Wired networks communicate through wires, which connect them to computers and to other devices that form networks, whereas wireless networks consists of the interconnection of devices through radio-wave propagation technologies, without the need for structured wiring. Both technologies have strengths and weaknesses, and their use depends on the type of application. From the scientific literature review, not many studies can be found about the implementation of monitoring networks for greenhouses, and sometimes they use wired communication technologies such as CAN bus [35, 36] , MODBUS [37] , and RS-485 bus [38] . The positive aspects of wired networks are larger bandwidth, maximum possible performance, and higher transmission speed, whereas the negative aspects are complex wiring structure, fixed network topology, high cost of installation and maintaining, high power consumption, and limitations to increase nodes. Wired technology is rarely used for greenhouse monitoring because of the indicated limitations. In the field of the monitoring of agricultural environments, wireless communication networks are increasingly used because their implementation does not require the installation of wiring over the crop. The most applied communication technologies for this purpose are ZigBee and WiFi, since their performance is high, in terms of reach, scalability and energy efficiency, and in addition they can be readily coupled to the user needs.
As the cost trend for sensors and wireless communication infrastructure goes down, more producers are implementing these systems. Monitoring of environmental variables through WSN allows the farmer to know the real-time weather status, its use is practical and effective, and they are an easily scalable option when adding new communication nodes [39] . The geographical location and type of crop determine the appropriate climatic conditions for greenhouses, hence contributing to rapid growth and without the presence of pests that cause disease. For example, farmers in the Andean region of Ecuador face the problem of frost, which occurs on nights when the air temperature near the surface of the ground decreases to 0 • C or lower, for a time greater than four hours, causing partial or total destruction of the crops [40] . Recent research in the field of precision agriculture has shown that the use of information and communication technologies optimizes the crop monitoring and its automation.
During the last years, WSNs have represented one of the most suitable and widely used options for this purpose. The remarkable evolution of WSNs has allowed the implementation of new systems for sensing, processing, and data communication from remote locations, in real-time variables such as air temperature, air relative humidity, luminosity, or wind speed. A significant amount of scientific literature has focused on greenhouse monitoring systems, and Table 1 summarizes some studies in this area, showing that ZigBee is the technology used in most research cases, while WiFi and LORA are sparsely applied. Most jobs use ZigBee wireless technology in the 2.4 GHz band, and focus on the hardware and software development of network nodes, but there are few networks configured in mesh topology. In addition, all the reported works consider air temperature and air relative humidity as environmental conditions for the productivity of crops in greenhouses. The literature review concludes that there is little basic research analyzing the behavior of WSN networks in different topologies, and that WiFi and LORA technologies are scarcely applied. 
Proposed System for Tomato Greenhouse Monitoring with WSNs
To identify the performance of the ZigBee and WiFi standards for monitoring greenhouses, three WSNs were implemented. The number of network nodes, the type of installed sensors, and the configured topology are shown in the block diagrams of Figure 1 . In this section, we provide the system design and implementation to monitor environmental variables inside the greenhouse. We describe next the methods and elements used for the analyzed WSNs. First, the suitable ranges of the variables that influence tomato growth are described, as well as the sensing, packaging, and processing techniques that were used. Second, the relevant hardware features and configuration parameters of the ZigBee, DigiMesh, and WiFi networks are described. Third, the design of the HMI and web application for variables visualization are explained. Finally, the physical characteristics of the greenhouses, the location of the elements of the networks, and the startup of the monitoring system are presented. 
Data Acquisition and Processing
The environmental variables to be monitored were identified in the early phase of data acquisition, through the review of the available scientific literature, and also according to the information supplied by local farmers to define the suitable climatic conditions for efficient tomato growth. As a result of this survey, we concluded that the variables shown in Table 2 are the most influential in the crop evolution [4, [49] [50] [51] . The appropriate ranges were defined for each variable, as well as the possible negative effects that affect the crop when the actual values differ considerably from the suggested. Since the greenhouses under study are geographically located in an area with frequent and considerable winds (altitude about 2700 m), we included the wind speed and direction, because they are related to the air relative humidity, and hence to the greenhouse ventilation [52] .
The sensors were selected based on the variables and measuring ranges presented in Table 2 , and relevant technical criteria such as low power consumption, compatibility with processing cards, and linear response curve where achieved. Table 3 summarizes the main technical specifications of the sensors used for each variable. The acquired measurements were processed through sensor nodes, whose structure is shown in Figure 2 . They consisted of an agricultural or gas data acquisition card depending on the type of connected sensors, a data processing card (known as Waspmote), an omnidirectional antenna, a battery of 10 amperes per hour of load capacity, and a (ZigBee, DigiMesh, or WiFi) wireless communication module, according to the network type. Data acquisition was performed using the agriculture PRO 2.0 card for measuring with sensors of air temperature, solar radiation, luminosity, air relative humidity, wind speed, wind direction, and UV radiation. Gases PRO 2.0 card was also used for the CO 2 sensor. The energy consumption was approximately 106 micro amps. These cards were mounted on the processing card for recognition and configuration.
The Waspmote processing card was selected for the low power consumption, which is below seven micro amps, and also the modular architecture facilitated the integration of sensors and communication modules of different technologies and manufacturers. The data acquired by the sensors were stored in the internal memory of the Waspmote card in floating point format. The data acquired in the ZigBee and DigiMesh networks were multiplied by a constant to transform them into integer values of five positions, because this is a valid format for the communication modules. In the case of WiFi networks, this procedure was not required, since the transmitted frames accept both data types.
The structure of the packages transferred from the Waspmote card to the communication modules of each network is shown in Figure 3 . In the ZigBee and DigiMesh networks, the transfer was via UART serial controller, and it was necessary to create packages with the ID field using string format representing the node identifier. The next field is integer type and it corresponds to the measurements of each sensor. The last field is string type and it contains the name of each variable. For the WiFi network, the transfer was in frame format using the HTTP protocol. In each frame, it was specified the send start identifier, the destination IP address, the node identifier, the data of each sensor, and the send-end identifier. Both packaging techniques facilitated the reception and display of data processes. 
Transmission and Reception of Packages for ZigBee and DigiMesh Networks
The XBEE communication modules were chosen to send and receive packages, since their cost and energy consumption are low. The ZigBee network was implemented with XBEE ZB S2 PRO modules, whose firmware allows creating networks with tree topology. In the case of the DigiMesh network, the XBEE ZB S1 PRO modules were used, because the firmware facilitates the configuration of networks with mesh topology. The XBEE modules were configured with the X-CTU software, which provides a friendly graphical user interface. For the communication between nodes to be successful, the XBEE modules were configured with the consideration that all modules operate in the same network group PAN ID, channel CH, and transmission BD. The parameters that were configured in each module are shown in Table 4 . The source and destination addresses were assigned based on the serial number printed on the modules. Since the type of communication was broadcast, the destination address was the same on all nodes and corresponded to DH = 13A200 and DL = FFFF. The transmission speeds BD were configured to different values for analysis of energy consumption and according to the operating rates of the Waspmote modules. Each network was configured in a different channel CH to avoid electromagnetic interference affecting the signals. The programming code of the sensor nodes was developed in the ID PRO software of Libelium TM . The logic that was used in the sensor nodes of both networks was similar, except for the routing process for sending data. Appendix A shows some technical details of the flowcharts of the programming of the sensor and coordinator nodes for the ZigBee and DigiMesh networks. The programming flowchart that was created for the sensor nodes of the ZigBee network is shown in Figure A1 (Appendix A). The flow diagram that was implemented for the DigiMesh network is shown in Figure A2 (Appendix A). The coordinating node structure shown in Figure 4 was implemented for the ZigBee and DigiMesh networks, and they differed only in the type of XBEE wireless communication module that they incorporated. This modules were also configured with the X-CTU software and they used the same parameters as in Table 3 . The programming of the coordinating nodes of the ZigBee and DigiMesh networks were the same, and the flow diagram is shown in Figure A3 (Appendix A). 
Transmission and Reception of Packages for WiFi Network
The transmission and reception of WiFi network packages was designed using a client-server architecture, where the sensor nodes are the clients and the coordinating node is the server.
The packages of the sensor nodes of the WiFi network were transmitted to the coordinator through the RN-XV wireless communication module. The module was selected for its low power consumption, and it is also ideal for migrating from an 802.15.4 architecture network to TCP/IP. If a specific application is configured with XBee modules, and if it needs to be adapted to a WiFi network, then we simply need to configure the communication module and replace it on the Waspmote card, without changing the hardware architecture. The coordinator node corresponds to the Libelium Meshlium TM router, which is compatible with wireless technologies such as ZigBee and Bluetooth. It has several programming environments that are based on Linux, and it stores the data directly in a MySQL database. The relevant parameters configured in the sensor and the coordinator nodes are identifier network (SSID), protocol, password, IP address, communication port, and type of security. For the configuration of the RN-XV modules, we used Arduino Mega 2560 and Xbee Shield. In this process, the microprocessor of the Arduino card was disabled by placing a bridge between GND and the board reset. The Meshlium TM router was configured in the Manager System software. The access to the router is via the RJ 45 network port and is accessed with the IP address designated by default 10.10.10.1. The received data are automatically stored in a database with the start up time, and node identifier. This device also allows identifying all the clients (sensor nodes) that are connected, which facilitates the network management. Sending and receiving packages on the WiFi network is simple compared to the other two networks, since its configuration is similar to that of a WiFi network for domestic use. The potential offered by the router facilitates the data reception and storage.
HMI Design
Graphical interface was developed in LabVIEW TM , which is a well known platform and development environment of virtual instruments (VI). The programming language was type G (Graphic/visual) for monitoring and control applications. LabVIEW TM enables a convenient connection to the Internet, which provides an ideal resource for real-time data acquisition and monitoring [53] . The developed graphical interface was similar for the three networks, with back-end differences in the communication link, its coordinator nodes, and in the software, as well as the data acquisition method.
DigiMesh and ZigBee networks transfer data to LabVIEW TM via COM (USB); hence, they were stored in byte format in a software created table. The table was initialized for stored data, and the transmission speed was set at different values for the analysis of energy consumption. WiFi network was wirelessly linked to the computer, and the information was stored in the database that is automatically created in the Meshlium TM router. The access to data was done by creating a link between Meshlium TM and LabVIEW TM . The MYSQL ODBC driver allowed the access to the database from any Windows application. The database was read and stored in LabVIEW TM through toolkits for creating, opening, and closing the communication channel, as well as for calling and storing data tables. Once data were available in LabVIEW TM , the stages of design of the interface considered for the three networks corresponded to data separation, error detection, alarm generation, and variables monitoring. The data were separated by identifiers A, B, C, and D, for nodes 1, 2, 3, and 4, respectively, with LabVIEW TM case structures. The data were subsequently converted into floating numbers dividing them by a constant of 10,100 or 1000. Finally, data were entered and stored in a table with date, sensor node, and magnitude. The letters indicated that data were not received from the sensor node that produced the error. The design of alarms was done with normal ranges for tomato growing described in Table 2 . The data variables displayed in the HMI were designed for each network. The program was able to indicate the HMI of the three networks according to user manipulation. Figure 5 shows some parts of the monitoring screen, such as greenhouse variables, battery condition, alarms, data rate, and table. The developed interface was user-friendly and allowed the user to know in real time and with accuracy the values of each variable, and to apply timely corrective actions in the greenhouse. 
Mobile Application Development
The objective of the mobile application was that the environmental measures acquired by the three WSNs could be accessible from any geographical location by means of smartphones or tablets. The variables may be viewed in real time (trend), and through tables or graphs of a determined time interval (historical). In recent years, the most popular platforms in the mobile devices market are Android, Windows Phone and iOS, whose features were evaluated to select the most suitable for this application [54] . The comparative analysis of these platforms was oriented to aspects such as software architecture, accessibility to Web application programming environments, platform capabilities, and limitations. According to [55] , Android is the platform with the best features to develop apps for mobile devices. On this basis, our Mobile Application was designed to be accessible from a device with Android Version 4 or higher operating system. Figure 6 shows the main phases of the mobile application. The data acquired by the three networks were previously stored in LabVIEW TM , and subsequently transferred to the Apache Web Server through the MySQL Connector/ODBC driver [56] . The data in the web server were distributed in tables using the multi-platform XAMPP software [57] . For each node of the three WSNs, we configured a table with floating data type for the environmental measurements and string for the dates. If a client (smartphone or tablet) requests the server, a PHP file is immediately executed, which contains the script code to manage the connection and to access to the MYSQL databases [58] . Every query type (trend or historical) was associated to a PHP script.
The web application was designed in the Eclipse Integrated Development Environment (IDE), currently considered the most popular framework among programmers. In addition, we used the software development kit (SDK) for the Android environment. The development of the application was divided into two parts. The first one was the design of the user interface through the configuration of graphical layouts in an XML script. The name, color, size, location and functionality of the interface buttons were assigned in this file. The second part was the programming of the buttons using JAVA to establish the communication between them, as well as the data visualization in real time or historical reports. Figure A4 (Appendix A) shows the flowchart of the programming logic developed for the mobile application. 
Startup
The experiments took place in Salcedo town, located at coordinates −1.018373, −78.583888 in Ecuador. The agrarian area that corresponds to this study was 100 × 150 m and it is usually dedicated to the tomato cultivation. Our WSNs were implemented in two greenhouses, here denoted as A and B, with slightly different characteristics shown in Table 5 . DigiMesh network was implemented in greenhouse A, and ZigBee and WiFi networks in greenhouse B. Sensor Nodes 1, 2, and 3 were installed at the ends of the greenhouses for variables air temperature, air relative humidity, luminosity, and radiation. The gas sensor in Node 4 was installed in the center to register the highest concentration of CO 2 overnight, and the coordinator node was located at 30 m from the greenhouse. Figure 7 depicts the distribution networks and the location of the sensors and coordinator nodes, and Figure 8 shows the scenario where the networks were deployed and the location of some sensor nodes in the two greenhouses. Once the networks were implemented, the startup of the LabVIEW TM graphical application was executed. Data were collected during three consecutive months, and the user was able to consult the real-time graphs of the variables of each node individually when needed. These databases were also used to analyze the power consumption of the three networks (in terms of different data transmission rates), the operation mode of wireless communication modules, and the distances among sensors and nodes of each network coordinators. Note that the designed system can be readily scaled to larger areas. 
Results
According to preliminary experience during the configuration and implementation process of the three WSNs, we considered that some of relevant parameters for the performance analysis of each network are the complexity of configuration of a node to an eventual network expansion, and the data transmission speed. In addition, the dynamics of the energy consumption of each node and of the monitored variables were studied with detail, but their analysis is further discussed in the companion papers [33, 34] .
Node Configuration Complexity in the Case of Network Scalability
Based on the structure of each network, it was determined that the design of the DigiMesh network was the most complex, since the mesh topology was configured by redundant links between sensor nodes, and their programming included a more lines of code. Considering that this network does not include the option of link auto-configuration (ad-hoc), the addition of an element in the network would require extensive programming not only in the new node, but also in the existing ones. In the case of the ZigBee network that was configured with the star topology, redundancy does not exist, so fewer lines of code are used and their configuration complexity is reduced. However, if the link between the sensor node and its coordinator fails, the data would be permanently lost. The difficulty to add nodes would be intermediate, since the programming and configuration is executed in the new node and in the coordinator, but the rest of elements of the network are not modified.
The WiFi network was configured as Access Point (AP) topology, so that the clients (sensor nodes) were linked only to the Meshlium TM router, and they did not communicate with each other. The difficulty in programming the sensor nodes was lower compared to the other networks, since the data transfer uses the IP protocol, the frame of each transmission is created automatically, and it is not necessary to pack the data with the technique used in the ZigBee and DigiMesh networks. The configuration of the coordinating node was simple, since being a WiFi router, and the parameters were set as in the creation of any domestic use network. The data received in the router were automatically stored in a database, through the software that includes the device, a feature that facilitates data processing. In the other two networks, data acquisition is more complex because unpacking techniques were initially required, and then the database was created with additional software. The degree of complexity when adding a new element to the network would be relatively low, since the configuration of the existing nodes does not change.
Data Transmission Speed
The information transfer speed of each sensor node was an important parameter in the analysis of the performance of the three networks, since any communication system it is required to transmit as much information in a short time, without any possibility of data loss and with minimal error rate. The transmission rate was determined from the bit rate which is defined as the number of bits received by the coordinating node in a time interval. The binary speed is a parameter that varies according to the type of communication protocol, the number of nodes in the network, and the type of sensors installed in each of them. This parameter was obtained by programming LabVIEW TM .
The number of bits received by the coordinators of the DigiMesh and ZigBee networks was updated in an average of three seconds. However, in the test phase, we identified that this time increased between 10 s and 20 s for the DigiMesh network when one or several sensor nodes were inactive, and therefore the bit rate was reduced. This effect was caused by the redundant links configured on this network. The update time between each packet received in the WiFi was around 8 s, because as explained in the previous sections, the coordinator node is a Meshlium TM router, and the preliminary data processing was carried out in the device software and later transferred to LabVIEW TM . The upload time between the receipts of every data is larger in the WiFi network, because, as explained, the coordinating node of this network is a Meshlium TM device, the same that before establishing communication with LabVIEW TM performs the data preprocessing, hereby generating a higher update time between each reading.
The transmission rate S T of the three networks was calculated in LabVIEW TM through the quotient between the total bit rate B T and the update time of each measure T M . This parameter was analyzed with all the active nodes and with some of them out of service. The results of S T for the three networks are shown in Table 6 . These values revealed that the failure of one or more nodes of the ZigBee and WiFi networks does not influence the transmission speed, since its topology does not include the possibility of linking between sensor nodes. In the Digimesh network with mesh topology, the data transmission rate decreases as the number of inactive nodes increases, due to the redundant links that were configured in each network element.
From the tests performed at different heights of the sensor nodes, we conclude that this parameter affects the transmission speed. The results are observed in Table 7 . For heights up to one meter, the bit rate of the WiFi and ZigBee networks decreased compared to the results shown in Table 6 . This is because the height of the tomato crop in some cases exceeded one meter, losing line of sight with the coordination node, and in these circumstances some data were lost and the bit rate decreased. Redundant links from the DigiMesh network decreased the probability of data loss and the bit rate remained almost constant. 
Discussion and Conclusions
This paper scrutinizes the design and implementation of three WSNs for the monitoring of environmental variables of interest in tomato greenhouses. Two networks used ZigBee technology, and they had different topologies (star and mesh), whereas, in the third, network WiFi technology with access point topology was used. The sensor nodes were classified according to the acquisition card used. Agricultural nodes were equipped with transducers of air temperature, air relative humidity, wind direction and speed, solar and UV radiation, and luminosity, while the gas nodes included a CO 2 concentration sensor. The elements that integrated each node were configured in a low level programming language, except for the coordinator of the WiFi network that corresponded to the Meshlium TM router, whose network parameters were set in the device software. The coordinating nodes collected and sent measurements of the variables to a database configured on the system computer. The data were visualized with HMI designed in LabVIEW TM , and with the mobile application created for smartphones with Android operating system. The networks were installed and put into operation in two greenhouses, and they were tested over three months. Their behavior was studied during this time interval by considering aspects such as scalability, changes of data transmission speed, error rate, and relation between the bit rate and the location node. In addition, this study has been the basis for two separate works, which describe in detail the dynamics of energy consumption measurements [33] , and the dynamics of monitored environmental variables [34] , acquired in each node of the three networks.
From the experience gained during the design, implementation, and startup of each network, we can conclude that the DigiMesh network is complex to redesign, because, to add a new sensor node, it is necessary to modify the programming of all the network elements. In the case of ZigBee network, the complexity is average, because it involves the configuration of the new nodes and of the coordinator. The difficulty of scalability of WiFi network is minimal, as the addition of new clients (sensor nodes) is performed by configuring the network identifier (SSID), and the parameters of the coordinator node do not need to be modified.
Regarding the bit rate, we obtained that it was greater for the WiFi network due to the type of IP communication protocol used by the coordinating node and the preliminary phase of data processing that is executed in the Meshlium TM device software, and these factors increase the time update between received packets. In the event that a node in the DigiMesh network is out of service, the bit rate will decrease considerably, because redundant links will be required and the data refresh time in the coordinator will be higher. This feature minimizes the possibility of data loss, but it also slows down the transmission rate.
Finally, we have shown that the location of the sensor nodes and the height of the crops strongly influence the data transmission rate, especially if the line of sight with the coordinator has been lost. The sensor nodes of the three networks were located at a lower height than the tomato crops, and we checked that the bit rate decreases considerably in networks with star topology. In the network with mesh topology, redundant links avoid data loss, so that the bit rate is not significantly affected. Our analysis of the different communication configurations allows determining the optimal parameters for the deployment of these types of networks within greenhouses. This research can be further extended with the development of a Machine learning system that allows to characterize and predict the behavior of the environmental variables registered by the WSNs. Specifically, in the future, we plan to apply our study to cooperate in research related to frost prediction in scenarios of the Andean region dedicated to large-scale cultivation, since this is a climatic factor that is unpredictable and it represents a major threat to crops.
Appendix A
In this Appendix, we show the flow diagrams applied to nodes for the ZigBee and DigiMesh networks ( Figures A1, A2, A3) , and the mobile application ( Figure A4 ). The programming logic of the WiFi network nodes is not shown, because the sensor node was programmed very similarly to the ZigBee network, and the coordinating node (Meshlium TM router) was configured using the device own interface.
The data from the sensor nodes were sent to the coordinating node only if the node identifier entry corresponded to one of the letters defined in the package creation. In the case of no coincidences, a communication error counter was implemented for the quantification of the transmission error rate. The disadvantage of the topology of this network was that, if one of the nodes loses communication with the coordinator, then it would be permanently out of service.
The mesh topology of this network was implemented through redundant links, where each sensor node can communicate directly with the coordinator or through another sensor node. The programming that was developed in the sensor nodes of this network is more complex; however, the advantage was the low probability that some node was out of service, thus reducing the transmission error rate.
The programming of the sensor nodes of both networks included two entries of type string as indicators of important events in the network. The S and F indicators are characters sent from the coordinator to the sensor nodes. The S character represented the acknowledgment of receipt of the packet and the authorization of emptying the data bus. The F character symbolized the closing of the communication and the deactivation of the sensor nodes.
The sensor nodes and coordinator nodes were linked by the question-response sequence. The coordinator sends a data request to each sensor node, which in turn transfers the packet. If the data are successfully received in the set timeout, then the coordinator sends a successful link confirmation through the S character, and it sequentially erases the bus and makes a new data request. Otherwise, the rate error counter is incremented. Packet transmission ends when the coordinator sends the F character to each sensor node. The programming of the mobile application was conditioned by the appropriate configuration of the PHP (request for connection to the Web server), and using XML (design and functionality of the user interface buttons) files, as well as the proper databases routing of every network hosted on the server. The programming sequence was executed according to the type of request, which may be either trend (data in a single time slot) or historical (data from a time slot); in both cases, it was necessary to convert the JSON data (typical database format) to string to later be represented as a single character (real time data), table, or graphic, as required in each case. 
