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Summary
Dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI) renography 
is a desirable kidney assessment methodology owing to the lack of ionizing radi­
ation in MRI and its capability of producing high-resolution anatomical image 
data as well as physiological data. DCE-MRI renography emerged with the view 
to provide a minimally invasive framework to quickly and accurately assess kid­
ney function, for example, to measure glomerular filtration rate (GFR). However, 
despite considerable developments, it is not yet considered a robust technique of 
renal assessment. This is due to a number of confounding factors ranging from 
optimization of data acquisition parameters to data post-processing challenges 
such as organ motion (mainly due to breathing), segmentation, partial volume 
(PV) effect (a signal mixing phenomenon) and tracer kinetic modelling. Prior 
works including registration-based motion correction techniques, semi-automatic 
segmentation based on similarity measures and a template-based PV correction 
method have not provided a complete and practical solution.
In this work, a blind source separation (BSS) approach based on time-delayed 
decorrelation and temporal independent component analysis (ICA) was proposed 
to unmix physiological signals and remove the undesired motion artefacts. To 
evaluate the technique, test data were constructed using kidney, liver and non­
specific tissue dynamic MR signals. The source signals were correctly identified 
with small errors and coefficient of determination values of 0.85 — 0.99 between 
the independent components (ICs) and source signals.
The technique was then applied to a cohort of healthy volunteers’ DCE-MRI data, 
using a number of regions with different shape and size. The estimated GFRs, 
using IC signals, demonstrated improved consistency compared with the estimates 
that are conventionally produced using original or registration-based movement- 
corrected data. The technique, however, suffers from two drawbacks. First, it 
is limited by a search criterion based on the tracer perfusion time, which may 
need to be adjusted each time a new data set is used. Second, signal fluctuations 
associated with the kidney motion were not completely removed.
To address the shortcomings, a different BSS approach was proposed to exploit 
spatial and temporal independence of physiological processes simultaneously via 
a spatio-temporal ICA (STICA) technique. In this technique, the image data are 
collapsed into 1-D vectors where the eigenvectors and IC vectors are updated at 
each sampling time, using time-integral samples, to produce a new ICA filter each 
time. A synthetic test object was constructed using independent source signals, 
randomly generated noise artefacts and randomly generated mixing filters. The 
source signals were identified correctly in a number of cases with relatively small 
errors and values of 0.50 — 0.96. It was also observed that the noise artefacts 
were completely removed.
The STICA technique was applied to healthy volunteers’ DCE-MRI data. The 
independent components presented characteristics such as renal filtration and per­
fusion activities where the smooth curvature of the IC signals suggested that the 
motion artefacts have been completely removed. The CFR estimates produced by 
the independent components demonstrated significant consistency compared with 
the CFR estimates produced by the original and registration-based movement- 
corrected image data. The results imply that the STICA technique may have 
the potential of providing a complete and practical solution for the challenges 
involved in the post-processing steps of DCE-MRI renography.
K ey words: Dynamic Contrast Enhanced Magnetic Resonance Imaging DCE- 
MRI Renography, Blind Source Separation BSS, Independent Component Anal­
ysis ICA.
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Chapter 1
Introduction
The work presented in this thesis is seeking to advance the application of kidney 
assessment via dynamic contrast enhanced magnetic resonance imaging (DCE- 
MRI renography). DCE-MRI renography provides a comprehensive examination 
of the kidney that in comparison with other techniques, such as plasma clearance 
and radionuclide renography, has the advantages of single-kidney anatomy and 
function and also lack of exposure to ionizing radiation. Glomerular filtration 
rate (GFR) is an important physiological index that is used to assess the kidney’s 
health. GFR assessment via DCE-MRI is a minimally invasive procedure that 
starts with the magnetic resonance (MR) image data acquisition while a suitable 
contrast agent is administered intravenously. Time-intensity curves are derived 
from regions of interest (ROIs) in order to quantify the GFR by utilizing a tracer- 
kinetic model.
The accuracy of the GFR quantification is affected by a number of factors in­
cluding organ movement (mainly due to respiration since functional MR images 
of the kidney are acquired during free breathing), mixing of source signals due 
to movement and partial volume effect (the latter is adversely affected by the 
spatial resolution that is sacrificed for a better temporal resolution in dynamic 
imaging), shape-preserving segmentation (e.g. cortical or parenchymal ROIs) and 
the choice of tracer-kinetic model [1, 2].
Despite considerable developments in DCE-MRI renography including movement 
correction techniques [3, 4], segmentation [4, 5], partial volume correction [6] and 
tracer-kinetic models [7, 8, 9, 10], it is not yet considered robust and accurate 
enough to be performed in routine clinical practice [1, 11, 12, 13]. To address some 
of the precluding factors including organ movement, segmentation and signal 
contamination (mixing at organ or voxel level) novel methods based on blind 
source separation (BSS) are proposed in this thesis. The BSS techniques attem pt 
to separate signal mixtures into their constituent components where there is a 
small or no knowledge about the underlying source signals.
Chapter 1. Introduction
In this chapter, first, an overview of the kidney anatomy, physiology and renal 
conditions is presented in order to appreciate the importance of kidney function 
and its health index, glomerular filtration rate. The kidneys are the body’s 
major excretory organs, which regulate the body fluids by filtering blood plasma. 
Kidney filtration is affected in renal conditions and hence the rate of filtration is 
regarded as an important index of kidney function. Second, different techniques 
of kidney function assessment including imaging and non-imaging techniques are 
compared together in order to emphasize their advantages and drawbacks. The 
chapter concludes by introducing the aim, objectives, contributions and overview 
of the thesis.
1.1 Kidney Anatomy
The urinary system consists of two kidneys, one urinary bladder and two ureters 
(see Figure 1.1). The kidney is a highly vascularized organ with extensive mi­
croscopic capillary networks and collecting ducts. The kidney has three distinct 
regions including the cortex, medulla and pelvis, which are surrounded by the 
renal capsule. The renal capsule is a dense irregular connective tissue which 
protects the kidney from surrounding infections and physical trauma. The renal 
capsule is enclosed within another protective layer, the adipose capsule, which is 
a mass of fat that cushions the kidney. The adipose capsule holds the kidney to 
the surrounding structures by the renal fascia which is a layer of dense connective 
tissue.
1.1.1 External Anatom y
The kidneys are positioned above the waist between the peritoneum and the 
posterior wall of the abdomen (see Appendix A). The kidneys are said to be 
retroperitoneal because of their position, which is posterior to the peritoneum. 
The right kidney is slightly lower than the left kidney since the liver occupies a 
considerable space on the right side of the abdomen. The adrenal glands, which 
are part of the endocrine system, lie on the top of the left and right kidneys. At 
the concave side of the kidney, almost at the centre, there is a deep fissure called 
the renal hilum through which the ureter emerges from the kidney along with the 
blood vessels, lymphatic vessels and the renal nerves (see Figure 1.2). A typical 
adult kidney is about 10 — 12 cm long, 5 — 7 cm wide, 3 cm thick and has a mass 
of 135 — 150 g [15, 16]. Each kidney is partially protected by the lower part of 
the rib cage and is surrounded by three layers, renal capsule, adipose capsule and 
renal fascia (see Appendix A .l for more detail).
1.1. Kidney Anatomy
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Figure 1.1: Illustration of the renal system including the kidneys, ureters, bladder 
and urethra [14]. The right kidney is positioned slightly lower than the left kidney 
due to a large space occupied by the liver.
1.1.2 Internal Anatom y
The kidney consists of three distinct regions, the cortex, medulla and pelvis, as 
shown in Figure 1.2. The cortex has a light reddish colour and smooth texture, 
which surrounds the medulla. The medulla has a darker colour and consists of 
8 to 18 cone-shaped structures called medullary or renal pyramids. The apex of 
each pyramid, which is called the renal papilla, points to the renal hilum. The 
cortex extends between the renal pyramids and forms the renal columns. Each 
renal pyramid and its surrounding cortical tissue constitute a renal lobe.
The renal lobes are the functional portion (parenchyma) of the kidney, which con­
tain the nephrons (functional units). Each kidney has about one million nephrons 
[15, 16], which extend from the cortex deep into the renal pyramids. The func­
tional units form the urine and drain it into the papillary ducts. The papillary 
ducts drain the urine, in turn, into the minor calyces, the major calyces and then 
into the renal pelvis. The renal pelvis is a collecting duct that is continuous with
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the ureter and joins the kidney via the renal hilum along with the blood vessels 
and renal nerves. The renal pelvis branches out to form the major and minor 
calyces. Each kidney has 8 — 18 minor calyces and 2 — 3 major calyces [15, 16].
Kidney
Renal artery 
Renal vein
Calyces
Renal
pelvis
Medulla
Ureter
Cortex
Figure 1.2: Illustration of the internal anatomy of the kidney at a macroscopic 
level [17]. The kidney consists of three distinct regions including the renal pelvis, 
medulla and cortex. The blood plasma filtration, as explained in Section 1.4, ini­
tiates by the glomeruli in the cortical region (see also Figure 1.3). The medullary 
region contains the renal pyramids and the columns in-between, which carry the 
blood vessels into the cortex. The renal pelvis, which is formed from the calyces, 
carry the urine out of the kidney into the ureter.
1.1.3 Blood and Nerve Supply
The kidneys are supplied with plenty of blood via the renal arteries. Under 
normal conditions the renal arteries deliver one-fourth of the total cardiac output 
each minute (about 1200 ml/min) to the kidneys [15]. The renal arteries separate 
from the abdominal artery at almost 90° angle and enter the kidneys via the renal 
hilum (see Figure 1.2). Each renal artery divides into several segmental arteries 
as it enters the kidney. Segmental arteries divide into many more branches that 
pass between the renal lobes through the renal columns (interlobar arteries). The 
interlobar arteries arch between the medulla and cortex (arcuate arteries) and 
then they spread between the renal lobules (interlobular arteries). Interlobular 
arteries form branches of arterioles in the renal cortex called afferent arterioles.
1.2. Overview o f the Kidney Functions
Each nephron receives one afferent arteriole that forms a tangled, ball-shaped 
capillary network called the glomerulus (see Figure 1.3). The glomerural cap­
illaries reunite to form an efferent arteriole. The efferent arterioles divide into 
the branches th a t surround the tubular part of the nephrons, in the cortex (per­
itubular capillaries), and in the medulla (vasa recta). The peritubular capillaries 
and vasa recta also unite with the networks of venules, called peritubular venules, 
which form the interlobular veins, arcuate veins, interlobar veins and renal vein 
(see Figure 1.3). Most renal nerves originate from the celiac ganglion and pass 
through the renal plexus into the kidney via the renal hilum. The renal plexus 
is a network of neurons, which stem from the sympathetic division of the auto­
nomic nervous system (ANS). Renal nerves regulate the blood flow by causing 
vasodilation and vasoconstriction of the renal arterioles.
1.2 Overview of the Kidney Functions
Healthy human kidneys filter about 200 litres of fluid from the bloodstream every 
day [15]. However, only about one or two litres are excreted as urine and the 
rest are reabsorbed into the bloodstream. Nephrons, which are regarded as the 
functional units of the kidney, are responsible for the filtration of the blood plasma 
from metabolic wastes and toxins. The kidney is not only the major excretory 
organ, it is also an essential regulator of the body fluids’ chemical composition, 
volume and homeostasis. The main functions of the kidney can be summarized 
as follows:
• Excretion of waste and toxins, which form the urine. The waste products 
include ammonia and urea from the deamination of amino acids, bilirubin 
from the catabolism of haemoglobin, creatinine from the breakdown of cre­
atine phosphate, uric acid from the catabolism of nucleic acids toxins and 
foreign substances that might be harmful for the body.
• Regulation of blood volume and pressure. Blood volume is adjusted by 
conserving or reducing water in the urine. Blood volume and its pressure 
have a direct relation as such that increase/ decrease of the volume cause 
the increase/decrease of the pressure respectively. Blood pressure is also 
regulated by the enzyme, renin, secreted from the kidneys.
• Maintaining blood osmolarity by regulating water and solutes in the urine.
• Regulation of blood ionic composition such as sodium Na" ,^ potassium K^, 
chloride Cl".
• Production of the hormones, calcitriol and erythropoietin, which regulate 
calcium and red blood cells respectively.
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Regulation of blood pH by excretion or conserving hydrogen ions H^ and 
bicarbonate ions HG07.
1.3 Nephrons
Nephrons (illustrated in Figure 1.3) are the functional units of the kidneys. They 
filter the blood plasma, form the urine and drain it to the collecting ducts. The 
composition of the nephrons is outlined as follows:
Renal Corpuscle I
Nephron <
Glomerulus 
[ Bowman’s (Glomerular) Capsule
Proximal Convoluted Tubule 
Renal Tubule { Loop of Henle
Distal Convoluted Tubule
Blood filtration initiates in the renal corpuscles and then moves into the renal 
tubules. The Bowman’s capsule is a double-walled epithelial cup-shaped structure 
that surrounds the glomerulus. The renal corpuscle, proximal and distal convo­
luted tubules lie in the renal cortex. The loop of Henle, which is the continuation 
of the tubules, extends from the cortex to the medulla. The distal convoluted 
tubules of several nephrons unite together to form a collecting duct.
The kidney has two types of nephrons, as shown in Figure 1.3, cortical and 
juxtamedullary nephrons. About 80% of the nephrons are cortical and 20% are 
juxtamedullary [15]. The cortical nephrons have a shorter loop of Henle, that 
lies mainly in the renal cortex and enters briefly into the medulla. Their renal 
corpuscles (glomeruli and Bowman’s capsules) lie in the outer portion of the renal 
cortex. The juxtamedullary nephrons have a longer loop of Henle, which extends 
into the deepest region of the medulla. Their renal corpuscles lie deep in the 
cortex, very close to the medulla.
1.4 Glomerular Filtration Rate
Glomerular filtration rate (GFR) is the volume of filtrate that is formed in the 
renal corpuscles each minute. It is the fluid that permeates from the glomeruli 
capillary network into the glomerular capsules. GFR is an important physiological 
factor that varies considerably in kidney diseases. Therefore, it is an indication of 
the health of the kidney. It is also dependant on various other factors including
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Figure 1.3: Illustration of the nephrons, at a microscopic level, including the 
cortical (a) and juxtamedullary (b) nephrons [15]. The glomerulus consists of 
a capillary network that is surrounded by the Bowman’s capsule. The cortical 
nephrons have a shorter loop of Henle and their corpuscles lie in the outer region 
of the cortex. The juxtamedullary nephron have a longer loop of Henle and their 
corpuscles lie closer to the medulla. The tubuli are surrounded by the networks 
of venules that facilitate the tubular reabsorption and secretion as explained in 
Section 1.4.
age, gender, weight and race. According to the UK renal association [18], the 
GFR of over 90 ml/min/1.73 m^ is regarded as norm al\ although dependant 
on the assessment technique and the aforementioned factors, its value may vary. 
For instance, the average GFR reported for healthy adults may include values of 
about 125 ml/min in males and 105 ml/min in females, using the equation (1.1), 
or 140 ±  27 ml/min in males and 112 ±  20 ml/min in females, using the equation 
(1.2) [15, 16, 20].
Glomerular filtration is the first step in the process of urine production. There 
are two other steps including the tubular reabsorption and secretion. Glomerular
 ^ 1.73 is an average body surface area (BSA) determined using Du Bois formula [19].
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filtration is a passive process in the sense that the hydrostatic pressure of blood 
forces fluids and solutes across the walls of glomerular capillaries into the glomeru­
lar capsules. Under normal conditions, the average daily volume of glomerular 
filtrate for adults is about 180 litres in males and 150 litres in females, although 
up to 99% of the filtrate returns to the bloodstream and only about 1 — 2 litres 
are excreted as urine [15].
Tubular reabsorption is a secondary process, in which, water and many useful 
solutes return to the bloodstream from the renal tubuli. Tubular secretion is 
a further removal of waste materials such as excess ions and drugs from the 
peritubular capillaries. Different substances have different rates of reabsorption 
and secretion. For instance, in healthy adults, 97 — 99% of the filtered calcium 
may be reabsorbed into the blood stream. By contrast, the secretion process 
is responsible for most of the potassium ion, K^, excreted in urine [20]. The 
formation of urine by these three processes can be presented as:
Urinary Excretion =  Glomerular Filtration - Tubular Reabsorption -f Tubular 
Secretion
1.4.1 Filtration Principles
There are three physical principles that are responsible for the glomerular fil­
tration. The first principle is that the long and extensive glomerular capillary 
networks provide a large surface area suitable for filtration. The mesangial cells 
(contractile cells that lie within the glomerular capillaries) regulate how much 
surface of the glomerular capillaries is available for filtration. When the mesan­
gial cells are relaxed the glomerular surface area is maximized and the glomerular 
filtration is increased. Contraction of the mesangial cells has the opposite effect.
The second principle is that the filtration membrane (blood-urine filtration bar­
rier) is very thin and porous. The thickness of the filtration membrane is about 
0.1/zm despite having several layers, and it is also about fifty times leakier than 
the capillaries elsewhere in the body [15, 16].
The third principle is the high blood pressure in the glomerular capillaries. The 
afferent arterioles are larger, in diameter, than the efferent arterioles. This causes 
a resistance to the outflow of blood from the glomeruli, which results in a high 
blood pressure in the glomeruli capillary network. The kidneys regulate GFR by 
some mechanisms including autoregulation, neural and hormonal regulations in 
order to maintain a relatively constant GFR. These mechanisms are explained in 
Appendix A.2.
1.5. Overview o f the Kidney Diseases
1.5 Overview of the Kidney Diseases
There are many biological conditions, which can cause kidney diseases including 
high blood pressure, diabetes, toxicity, infection and genetics. The kidney diseases 
associated with the glomeruli are collectively known as glomerulonephritis (GN). 
The nephrons, as discussed earlier, are the functional units of the kidney and play 
a central role in the renal physiology. Therefore GN diseases affect the core func­
tionality of the urinary system and may cause damage to other structures such as 
renal blood vessels and tubules. There are different types of glomerulonephritis, 
some with known pathogenesis and some with unknown cause (idiopathic).
A short list of renal conditions may include streptococcal glomerulonephritis, 
membranous glomerulonephritis, nephritic syndrome, pyelonephritis, renal cysts, 
renal oedema, nephroblastoma, hypernephroma, interstitial nephritis, medullary 
sponge kidney and renal cell carcinoma (see Appendix A.3 for more detail). In 
many cases the disease can develop and heal over a short period of time (acute), 
or may last for a long time (chronic). Many renal diseases have similar symp­
toms, which may include oedema, hypertension, proetinuria, haematuria, oliguria, 
anuria, dysuria, leukocytosis, suprapubic pain, flank pain, fever, chills, nausea 
[21,22,23,24].
1.5.1 Glomerulonephritis GN
Glomerulonephritis is not a single disease entity, it is rather a general term for 
any renal disease that causes damage to the glomeruli. This is mainly because of 
the pathological complexity of the renal diseases such that the same symptoms 
might occur in different renal diseases with varied severity. Hence, there is not a 
clear classification of the kidney diseases and most of the GN diseases are named 
based on their morphological attributes or histological changes, which have been 
identified by biopsy under light or electron microscopy.
The GNs are mainly caused by allergic reactions (immunological processes) to tox­
ins or antigen-antibody complexes. In severe cases, a GN disease can permanently 
damage the glomeruli and lead to renal failure. The damage to the glomeruli can 
be the result of deposition of antigen-antibody complexes in the glomeruli, or the 
direct reaction of the glomeruli receptors to the antibodies. Prolonged glomeru­
lonephritis may lead to the chronic kidney disease (CKD), which is regarded as 
a gradual loss of renal function over a long period of many months. The CKD 
is generally defined as the GFR reduction to less than 60ml/min/1.73m^ for at 
least three months [20, 21, 22, 23, 24]. Five stages of CKD have been identified 
based on the measured GFRs in ml/min/1.73m^ as follows [25, 26]:
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CKD 1: GFR > 90, normal kidney function with some evidence of kidney 
disease, e.g. proteinuria (excess protein in the urine).
CKD 2: GFR 60 — 89, mildly reduced kidney function with some evidence 
of kidney disease similar to stage one.
CKD 3: GFR 30 — 59, moderately reduced kidney function.
CKD 4: GFR 15 — 29, severely reduced kidney function.
CKD 5: GFR < 1 5 , very severe reduction of kidney function, may lead to 
kidney failure that needs dialysis or kidney transplant.
1.6 Glomerular Filtration Rate Assessment
As discussed earlier, many renal conditions are characterized by the loss of glomeru­
lar filtration. Therefore an accurate assessment of the GFR, in order to determine 
the kidney’s health, is very important. The kidney assessment methodologies are 
classified as imaging and non-imaging techniques.
1.6.1 Non-Im aging Techniques
Non-imaging techniques usually involve taking blood and urine samples and then 
analysing the samples for their chemical properties and concentrations. The anal­
ysis of chemical and microscopic properties of the urine can provide much detailed 
information about the physical and chemical states of the body. If the kidney 
function is altered, the substances that are not normally present in the urine, 
will appear. When a sample analysis presents unexpected chemical compounds 
or abnormal level of concentration, it might be an indication of a renal disease. 
For example, blood urea nitrogen (BUN) test is the measurement of blood ni­
trogen that is part of the urea compound, produced by the catabolism of amino 
acids. Under normal conditions the kidney maintains a steady BUN level. Severe 
decrease of renal filtration causes the blood urea nitrogen to increase rapidly.
Non-imaging GFR assessment techniques include urinary and/or plasma clear­
ance of an endogenous filtration marker such as creatinine or an exogenous filtra­
tion marker such as inulin (a polysaccharide). The latter is completely filtered 
by the kidneys, i.e. neither reabsorbed nor secreted, and is regarded as the gold 
standard for evaluation of kidney function [27, 28, 29]. The method of inulin 
clearance requires a continuous intravenous infusion and timed urine collection 
for several hours. Alternative methods include urinary clearance of radioactive
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markers such as ^^^I-Iothalamate^ and ®®”^Tc-DTPA^ [30, 31] or plasma clearance 
of iohexol and ®^Cr-EDTA^ [27, 28, 32].
Plasma clearance is the volume of blood that is cleared after a single intravenous 
injection of a filtration marker. In many renal studies, a clearance method using 
radioactive or non-radioactive markers is performed as a reference measure of 
GFR [13, 33, 34, 35]. In GFR assessments that a filtration marker such as inulin 
is used, filtration rate is defined as concentration of the marker in urine multiplied 
by urine flow rate divided by concentration of the marker in plasma as follows:
RC (ml/min) =  ^  ^ y  i f (1.1)
P (mg/ml)
where RG denotes the rate of clearance (which is synonymous with GFR), U 
and P are the concentrations of the chemical compound in the urine and plasma 
respectively, and V is the urine fiow rate. This method, however, only applies to 
a filtration marker that is freely and completely filtered, meaning tha t it is not 
reabsorbed, secreted or metabolised. Inuline clearance measurements in healthy 
young adults, adjusted to a standard body surface area of 1.73m^, have mean 
values of 127ml/min/1.73m^ in men and 118ml/ m in /1.73m^ in women, with a 
standard deviation of approximately 20ml/min/1.73m^ [36, 37].
Because of the complexity and cost of the assessment methods based on an ex­
ogenous filtration marker, they are not routinely performed. Instead, creatinine 
clearance or serum creatinine are usually used as measures of GFR in clinical prac­
tice. Plasma creatinine is the result of catabolism of the creatine phosphate in 
the muscles. The kidney maintains a steady blood creatinine level under normal 
conditions. Therefore, the rise of creatinine above a certain level is an indica­
tion of a poor kidney function. Serum creatinine (concentration of creatinine in 
serum) is the most widely used measure of renal function in clinical medicine 
[38,39,40].
However, creatinine clearance as an index of GFR is not as accurate as inulin 
clearance due to the complex nature of renal handling of creatinine. Creatinine 
is filtered by the glomeruli, but it is also secreted and reabsorbed by the tubuli 
to a variable degree, especially in the presence of a renal disease [38]. Also other 
factors such as age, gender, race, diet and body size affect the serum creatinine. 
A number of equations have been developed to estimate GFR while taking into 
account the effect of these factors. Some widely used equations, for adults, include 
Cockcroft-Gault equation [41, 42]:
 ^ Iodine-125 lothalamate
 ^ Technetium-99m Diethylene Triamine Pentaacetic Acid 
 ^ Chromium-51 Ethylenediamine Tetraacetic Acid
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Ccr (ml/min) =  (140 -  Age (years)) x Weight (kg) ^ (1 .2 )
72 X OCr
where Ccr represents the creatinine clearance or estimated GFR, Scr is serum 
creatinine in mg/dl. A more accurate equation was developed by the modification 
of diet in renal disease (MDRD) study group [43], which is also used in the UK 
[40] and referred to as MDRD estimated GFR or eGFR^. The equation is defined 
as follows:
GFR (ml/min/i.73m^) =  170 x x (Age)-^-^^® x (SUN)"®-^ ^®
(1.3)
X (Alb)'^^’^ ®^ X (0.762 if female) x (1.180 if black)
where SUN is serum urea nitrogen in mg/dl. Alb is serum albumin in g/dl and 
Scr is serum creatinine in mg/dl. Different equations have been developed to 
estimate GFR based on serum creatinine in children, for example, the Schwartz 
equation [44], which is defined as follows:
Cc. (ml/min) =  (1.4)
^Cr
where k is a constant dependant on age, e.g. k = 0.55 for children of 1 to 12 
years, and Scr is serum creatinine in mg/dl.
1.6.2 Imaging Techniques
Dynamic imaging modalities such as DCE-MRI, dynamic X-ray computed to­
mography (DCE-CT) and radionuclide imaging have been utilized for renal as­
sessment including GFR estimation techniques [10, 34, 45, 46, 47, 48, 49]. In 
radionuclide renography a suitable radionuclide, e.g. Tc-99m MAG3^ or Tc-99m 
DTPA^, is injected intravenously. The radionuclide is then imaged, using a 
gamma camera, during the kidneys’ uptake and excretion phases. Time-activity 
curves (renograms) are derived using kidney ROIs where usually the method of 
Rutland-Patlak plot is utilized to assess the kidney function [49, 50, 51, 52].
 ^ There are many other equations used worldwide. Also some of the equations including 
MDRD have derivations that sHghtly differ in some of the terms, e.g. based on race, age and 
other factors [37, 40],
 ^ Technetium-99 Mercaptoacetyltriglycine 
 ^ Technetium-99 Diethylene Triamine Pentaacetic Acid
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In DCE-CT the kidneys are scanned after intravenous injection of a contrast 
agent, e.g. lopamidol or lopromide. The acquired dynamic image data are sub­
jected to a movement correction technique and segmented to produce time- 
intensity curves. The curves are then quantified using a mathematical model, 
e.g. the method of Rutland-Patlak plot, to extract the kidney filtration rate 
[48, 53, 54]. DCE-CT and radionuclide renography expose the patients to ioniz­
ing radiations. This makes them unsuitable for many patients especially children 
and pregnant women.
The renal assessment technique based on DCE-MRI has the same principle as the 
DCE-CT renography. However, it is more desirable than the other two modalities 
since there is no ionizing radiation involved. In DCE-MRI renography sequential 
MR images are taken after intravenous injection of a suitable contrast agent such 
as Gd-DTPA^, a paramagnetic compound that is freely filtered by the glomeruli 
meaning that it is neither reabsorbed nor secreted. Magnetic resonance imaging 
and DCE-MRI renography are discussed further in the next Chapter.
1.7 Discussion
The anatomy and physiology of the kidney were briefiy discussed in this chapter. 
As explained in Sections 1.1 & 1.3, the kidney is a complex organ that consists of 
a number of tissues and micro-structures. Nephrons are the main functional units 
of the kidney that are responsible for the filtration of blood plasma. The renal 
filtration function, discussed in Sections 1.2 & 1.4, is an essential regulator of the 
blood chemical composition that maintains internal stability or homeostasis of 
the body. Some renal diseases were briefiy discussed in Section 1.5 with the view 
to emphasize that the renal filtration varies considerably in the kidney diseases, 
making the GFR an important biological index of the kidney’s health.
Although the renal clearance method using an exogenous filtration marker such 
as inulin (Section 1.6.1) is the most accurate renal function assessment, it is 
not widely practiced because of the complexity of the method including continu­
ous intravenous infusion and timed urine collection for several hours. The renal 
clearance based on an endogenous filtration marker such as creatinine is the most 
widely used GFR assessment technique, although with less accuracy than inulin 
based method.
However, non-imaging techniques can not assess individual kidney function. This 
becomes an important problem in the renal diseases where the left and right 
kidneys might not function equally. Non-imaging techniques are also difficult to 
perform and can take up to several hours since a large number of blood (and
 ^ Gadolinium Diethylene Triamine Pentaacetic Acid
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urine) samples have to be taken for analysis. Also the physical activity and diet 
of the patient need to be restricted during the examination.
Imaging techniques (Section 1.6.2) such as DCE-CT and radionuclide renography 
can provide single-kidney function assessment but have the main drawback of 
exposing patients to ionizing radiation. However, MRI, which operates in the 
radio frequency (RF) band of the electromagnetic spectrum (10® — 10® Hz), has 
the main advantage of the lack of ionizing radiation and this makes it desirable 
particularly for patients such as pregnant women and children. But on the other 
hand, it is not suitable for some patients such as those with metal prostheses.
DCE-MRI renography is an important renal assessment technique that although 
has been advanced considerably, it is not yet considered a robust method to 
employ as a clinical routine for the kidney assessment. This is due to a number of 
confounding factors, as mentioned earlier, ranging from optimization of the DCE- 
MRI acquisition parameters to post-processing steps such as organ movement 
correction, shape-preserving segmentation, source signal contamination (mixing) 
and tracer-kinetic model. The assessment of kidney function using DCE-MRI 
and its related issues are discussed in detail in the next chapter.
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1.8 Aim and Objectives
Having considered the shortcomings of the application of DCE-MRI renography 
as mentioned earlier, the aim of this research work is to further the application in 
order to provide a more robust and precise assessment of kidney function. This 
work, however, is only concerned with the DCE-MR image data post-processing 
steps including movement correction, partial volume correction and segmentation. 
To achieve this aim the following objectives were established;
• To evaluate the effect of signal-to-noise ratio (SNR) variation on the CFR 
assessment in order to advance the appreciation of robustness of the con­
ventional DCE-MRI renography techniques. The SNR variation can arise 
from signal intensity fluctuations due to movement and noise artefacts.
•  To investigate and develop practical methods to address the challenges 
involved in the post-processing steps of DCE-MRI renography including 
motion correction, shape-preserving segmentation and partial volume cor­
rection. For instance, a method that can be conveniently applied to the 
DCE-MR image data to separate a mixture of signals into their constituent 
components such as renal perfusion, filtration and motion artefacts.
1.9 Contributions
The contributions of this thesis to DCE-MRI renography include:
• D evelopm ent of a framework to  evaluate the effect of SN R  varia­
tion  on the assessm ent of kidney function w ith  DCE-M RI.
Clinical DCE-MR image data, acquired form a cohort of healthy volunteers, 
were subjected to a systematic degradation in both spatial and temporal 
domains. This resulted in producing renal signals with varied SNRs in a 
controlled environment where a renal compartmental model was utilized to 
measure the kidneys’ filtration rates. This work is presented in Chapter 2 
and also in [55].
•  Proposing a m ethod of blind source separation using independent 
com ponent analysis (ICA) and tim e-delayed decorrelation to sep­
arate true renal signals, at voxel level, from a m ixture M R  signals.
The method was first evaluated by a synthetic test object constructed us­
ing tissue signals and a point spread function. Following the successful 
separation of source signals in the synthetic environment, the method was
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applied to a cohort of healthy subjects’ DCE-MR signals using a number 
of regions. The results were evaluated against the CFR estimates produced 
by conventional DCE-MRI renography using original and registration-based 
movement corrected data. This work is presented in Chapter 4 and also in
[56].
Proposing a fully data-driven spatio-tem poral ICA technique to  
address th e  issues of segm entation, m otion artefacts and partial 
volum e contam ination in DCE-M RI renography.
Prior to applying the technique to clinical data, a synthetic test object 
was developed using independent source signals and randomly generated 
mixing filters. The method was then applied to a cohort of healthy vol­
unteers’ DCE-MRI data. The results were evaluated against the CFR 
estimates produced by conventional DCE-MRI renography using original 
and registration-based movement-corrected data. This work is presented in 
Chapter 5 and also in [57].
1.10 Overview of the Thesis
In this chapter, an overview of the kidney anatomy and physiology was presented, 
which led to an appreciation of the organ’s complexity and the importance of its 
filtration function. CFR, which is regarded as an index of kidney’s health, is 
assessed via imaging and non-imaging techniques. A comparison between these 
techniques revealed that the renal assessment via DCE-MRI is very desirable. 
However, it is not yet implemented as a clinical routine for renal assessment due 
to the lack of accuracy and robustness.
In Chapter 2, the method of CFR assessment via DCE-MRI technique including 
data acquisition, post-processing steps and related challenges are discussed. This 
is followed by an investigation of the effect of SNR variation and partial volume 
contamination on the CFR estimates. The SNR variation can arise from various 
factors including contrast or signal fiuctuations, e.g. because of movement or noise 
artefacts. The inaccuracy and challenges associated with the current renal DCE- 
MRI methodology, in terms of post-processing issues such as movement effect, 
segmentation and source signal contamination, motivates the need for further 
research and development. This leads to the BSS approach, which although it is 
an established method of signal processing in many fields, e.g. functional brain 
imaging (fMRI), its potential has not been widely explored in the application of 
renal DCE-MRI.
In Chapter 3, an introduction into the mainstream BSS applications and the 
related works in medical imaging is presented. BSS related techniques such as
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ICA and principal component analysis (PCA) are discussed. This is then followed 
by explaining some prevalent ICA and PC A techniques, their key importance in 
advance signal processing applications and their fundamental properties such as 
assumptions and limitations.
In Chapter 4, an ICA technique is proposed to separate renal signals from a 
mixture of tissue signals. The method is based on the assumption of indepen­
dence of the temporal signals produced by different tissues, and it also utilizes 
a time-lagged decorrelation in order to optimally decorrelate the signals prior to 
computing the ICs. A synthetic test object is developed to investigate the ro­
bustness and accuracy of the proposed method. The method is then applied to 
a cohort of healthy subjects’ dynamic renal data. The extracted ICs are used 
to measure the kidneys’ filtration rates using a renal compartmental model. The 
CFR estimates are compared with the estimates from similar regions using the 
original and also movement-corrected image data.
In Chapter 5, an spatio-temporal ICA technique (STICA) is proposed, which 
exploits spatial independence as well as temporal independence of all sampled 
tissues simultaneously. This method is developed with the view to reveal renal 
and non-renal physiological signals such as renal filtration and motion artefacts, 
while the post-processing steps such as segmentation and motion correction be­
come unnecessary. A synthetic test object is developed to investigate the accuracy 
and robustness of the technique. The STIC A method is applied to a cohort of 
healthy subjects’ DCE-MRI data. The CFR estimates produced by the ICs are 
compared with the CFR estimates produced by a renal model using original and 
movement-corrected image data.
Chapter 6 presents the conclusions inferred from the work presented in this thesis. 
This is followed by a discussion on possible further work in the image processing 
area of DCE-MRI renography.
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Chapter 2 
Assessm ent of Glomerular 
Filtration R ate w ith DCE-M RI
Dynamic contrast-enhanced magnetic resonance (DCE-MRI) renography has many 
important clinical applications including, but not limited to, the evaluation of re­
nal transplant, renal cell carcinoma, renal artery stenosis, perfusion and filtration 
rates [58, 59, 60, 61, 62]. It was discussed in the previous chapter that the major 
function of the kidney includes the excretion of toxins and waste products via 
blood filtration (see Section 1.2). There are a number of methods for the assess­
ment of kidney filtration (see Section 1.6). However, DCE-MRI renography has 
the advantage of single-kidney assessment and lack of ionizing radiation.
DCE-MRI renography is based on the kidney’s ability to filter a contrast agent 
(i.e. Cd-DTPA) from blood. However, it has not yet succeeded to provide an ac­
curate assessment technique that can be used to reliably evaluate kidney function 
in a clinical setting [2, 11]. The application of renal DCE-MRI is regarded as a 
complex process that is influenced by a number of factors including dose optimiza­
tion of the contrast agent [7, 63], kidney movement and deformation [3, 4, 64], 
segmentation [5, 65, 66], partial volume effect [6, 67], signal-to-noise ratio, e.g. 
SNR reduction due to the reduction of contrast uptake in diseased kidneys [2], 
and modelling the kinetics of the contrast agent [8, 34, 68, 69, 70].
The aim of this chapter is to provide an overview of the challenges currently 
involved in the DCE-MRI renography. To fulfill this aim, first, the steps involved 
in the assessment of kidney filtration with DCE-MRI are discussed. Second, the 
effect of SNR variation on the assessment of kidney filtration rate is evaluated. 
A number of factors can contribute to SNR variation including contrast uptake 
reduction, noise and movement artefacts, which result in fluctuation or intensity 
reduction of MR signals. Third, the effect of partial volume contamination on 
the assessment of kidney filtration is evaluated. Partial volume effect is a signal
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mixing phenomenon caused by the limited resolution of the imaging system where 
multiple tissue signals produce a single voxel.
2.1 DCE-M RI Renography, Image D ata Acqui­
sition and GFR Assessment
DCE-MRI renography is a minimally invasive kidney assessment method. It in­
volves intravenous administration of a contrast agent (Gd-DTPA) while acquiring 
magnetic resonance images (see Appendix B for MRI). In order to assess the kid­
ney function, the acquired images are segmented to produce renal activity curves. 
The activity curves are then analyzed using a mathematical model to extract the 
kidney filtration rate. The images may also undergo other processes such as 
motion correction or partial volume correction. Although many studies did not 
address either movement or partial volume or both (due to the lack of a practical 
solution) while acknowledging their existence and possible effects [7, 34, 71, 72].
2.1.1 Dynam ic M agnetic Resonance Imaging
A number of image acquisition techniques for DCE-MRI renography have been 
suggested in different studies with no consensus [1, 12]. These techniques are 
usually tailored to extract the relevant information for a particular study. For 
example, an image acquisition protocol, which is suitable for the purpose of GFR 
measurement may not be suitable for the diagnosis of renal ischemic lesion [73, 74].
Parameters such as field of view, matrix size and slice thickness can vary to 
provide an appropriate spatial resolution. The spatial resolution should be max­
imized to ensure that the structures of interest can be delineated. However, in­
creasing the spatial resolution results in a longer acquisition time and affects the 
temporal resolution. The temporal resolution plays an important role in DGE- 
MRI since the contrast agent perfuses rapidly through blood vessels. Therefore, a 
trade-off between the spatial resolution and temporal resolution is an important 
factor when setting up the acquisition pulse sequence.
The functional kidney images, used in this work, were provided by collaborators 
at the Great Ormond Street Hospital using a 1.5T Siemens Avanto scanner with 
a 32-channel body phased-array coil [75]. The subjects were all healthy adult 
volunteers. The acquisition parameters are presented in Table 2.1. The parame­
ters are also compared with the acquisition parameters from another study [34] 
with the same purpose of GFR assessment. The acquired DCE images cover the 
abdominal region, enclosing left and right kidneys and abdominal aorta.
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Table 2.1; DCE-MRI sequence parameters for two different studies. Study 1 
provided DCE-MRI data from healthy volunteers, using a 1.5T Siemens scanner 
[75]. In study 2, the DCE-MRI data were collected from patients, using a 1.5T 
Philips scanner [34]. The acquisition parameters of the two studies are very 
different, even though they are assumed to be optimized for the purpose of GFR 
assessment. Exemplar images from both sequences are provided in Figures 2.1, 
2.2 & 2.3.
DCE-MRI Parameters Study 1 Study 2
Pulse Sequence SPGR, 3D FLASH, VIBE GRE, 3D FEE
TE (msec) 0.53 1.08
TR (msec) 1.63 3.04
Flip Angle (degrees) 17 50
Acquisition Matrix (pixels) 128 X 104 86 X 144
FOV (mm) 400 X 325 350 X 350
Spatial Resolution (mm) 3.1 X 3.1 4.1 X 2.4
Temporal Resolution (sec) 2.5 4.55
Scan Duration (sec) 345 182
Number o f Slices 18 14
Slice Thickness (mm) 7.5 12
Slice Orientation Oblique-Coronal Transverse
PAT Factor 2 (GRAPPA)
Gd-DTPA (mmoFmL) 0.05 at rate o f 2 mL.s ' 0.5 at rate o f  1 mL.s '
Saline Flush (mL) 15 20
Exemplar images are presented in Figures 2.1, 2.2 and 2.3, which demonstrate 
oblique-coronal and transaxial slices during the aortic and renal peak contrast 
enhancements. Usually anatomical MR images are also acquired prior to ad­
ministration of the contrast agent (see Figure 2.4). The anatomical images may 
be used to produce organ templates, which are used for example in movement 
correction or partial volume correction of the functional images [3, 6].
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Figure 2.1: Exemplars of dynamic MR images from a healthy volunteer’s aortic 
slice produced by the DCE-MRI sequence in Study 1 Table 2.1. The four images 
are taken from a sequence of 138 images collected for 345 seconds; (a) image at 
100s, which is before the arrival of contrast agent, (b) at 120s, the time of aortic 
peak enhancement, (c) at 125s, the time of kidney peak enhancement (see Figure 
2.2), (d) at 250s, the time of kidney excretory phase.
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Figure 2.2: Exemplars of dynamic MR images from a healthy volunteer’s kidney 
slice produced by the DCE-MRI sequence in Study 1 Table 2.1. The images are 
taken from the central kidney slice (largest portions of the kidneys) and from a 
sequence of 138 images collected for 345 seconds; (a) at 100s, which is before the 
arrival of contrast agent, (b) at 120s, the time of aortic peak enhancement as 
shown in Figure 2.1, (c) at 125s, the time of kidney peak enhancement, (d) at 
250s, the time of kidney excretory phase.
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Figure 2.3: Exemplars of dynamic MR images produced by the DCE-MRI se­
quence in Study 2 Table 2.1. The images are transverse view from the central 
kidney slice [34]; (a) before the injection of Gd-DTPA, (b) 40 seconds post­
injection, which is the peak enhancement in abdominal artery, (c) 95 seconds 
post-injection, which is the peak parenchymal enhancement, (d) 170 seconds post­
injection, which is the kidney excretory phase.
2.1. DCE-MRI Renography, Image Data Acquisition and CFR Assessment 25
Figure 2.4: An exemplar of anatomical MR image from the central kidney slice. 
High resolution anatomical MR images were acquired before the DCE-MRI scan. 
The anatomical pulse sequence included the same field of view, slice number and 
slice thickness as the DCE sequence, presented in Table 2.1 Study 1, but with 
a higher spatial resolution =  1.56 x 1.56 mm^, acquisition matrix =  256 x 187 
voxels, T E /T R  =  1.67/3.34 ms and flip angle =  68°.
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2.1.2 M ovement Correction
Kidneys undergo complex movements and deformations during image acquisition 
due to the respiration, pulsation and involuntary movements. The movements 
produce voxel displacement in time-series images, which results in intensity fluc­
tuation (motion artefacts) in the time-activity curves derived from a voxel or 
collection of voxels (see an exemplar in Figure 2.9). Motion artefacts affect the 
assessment of time-activity curves produced by the contrast agent in DCE-MRI 
data [76, 64].
The rapid change of contrast in DCE-MRI time-series images means that similar 
voxels may have variable intensities at each sampling time. This makes the motion 
correction of the functional kidney images very challenging. Different motion cor­
rection techniques have been adopted for DCE-MRI including template-matching 
using contrast-invariant similarity measure, phase difference using Fourier analy­
sis, edge detection and various registration techniques [3, 64, 65, 77, 78]. Motion 
corrected DCE-MRI data, used in this work, were provided by a template regis­
tration technique proposed by Senneville et al. [3].
2.1.3 Kidney Segm entation
The next step in DCE-MRI renography, after motion correction, is to define a 
suitable region of interest (ROI). The ROIs may include renal parenchyma (cortex 
and medulla) or just renal cortex [7, 8, 10]. Segmentation techniques include man­
ual and semi-automated. In manual segmentation usually a radiologist delineates 
the region of interest using expert software. This can be very time consuming 
and inefficient since the operator has to examine the whole sequence of images in 
order to find the most suitable frame. A number of semi-automated segmentation 
techniques have also been proposed. They exploit a variety of methods such as 
thresholding, edge detection and clustering [4, 66].
2.1.4 Partial Volume Effect
Partial volume effect (PVE) is the contamination of any single voxel with two 
or more signal intensities from different tissues. The contamination is caused by 
the finite bandwidth (resolution) of the imaging systems, which limits the higher 
frequencies, e.g. edges or fine details of structures. This results in producing inac­
curate or blurred images (see an example in Figure 2.15) especially in DCE-MRI 
where the spatial resolution is sacrificed for a better temporal resolution since 
time is an important factor in the assessment of kidney function. Methods for 
partial volume correction, in renal DCE-MRI studies, include a template-based
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tissue classification method [6, 67]. There are also other tissue classification tech­
niques based on statistical mixture modelling [79, 80] that are originally concerned 
with the functional brain studies. However, as the authors noted they could be 
adapted in other clinical studies and imaging modalities.
2.2 M odelling the Contrast Agent Kinetics
The final step of the kidney filtration assessment in DCE-MRI renography, is 
modelling the contrast agent kinetics (or tracer-kinetic modelling). In order to 
assess the biological parameters of the kidney such as GFR and perfusion rate, 
different kinetic models have been proposed in the literature. All these models 
are based on the key assumption that the contrast agent (e.g. Gd-DTPA) is 
completely filtered by the kidneys without any reabsorption or secretion. A survey 
on a number of renal kinetic models was provided by Bokacheva et al. [13]. Two 
renal models are employed in this work, including Rutland-Patlak [34] and Tofts 
[10],
The models differ in the key assumptions that define the contrast agent kinetics. 
For instance, the tracer delivery from aorta to the kidneys is assumed to be 
prompt and complete in the Rutland-Patlak model whereas in the Tofts model 
it is defined with a delay and dispersion parameter (see Sections 2.2.1 & 2.2.2 
below). These differences result in providing more physiological parameters, e.g. 
renal blood perfusion (ml/min), by the Tofts renal model. Despite the differences, 
both methods have reported good correlations with reference GFRs [7, 10, 72, 81]. 
In the following sections the two renal models are discussed. These are utilized 
later in this and subsequent chapters to measure GFRs.
2.2.1 Rutland-Patlak M ethod
The Rutland-Patlak tracer-kinetic model was originally developed independently 
by Rutland [45] and Patlak et al. [82] in nuclear medicine studies of the kidney and 
brain. The method was later adapted for DCE-MRI renography by Hackstein et 
al. [34]. Schematic diagram of the model is shown in Figure 2.5 with the following 
assumptions:
• A unilateral tracer fiow from vascular space B{t)  to nephron space Q{t).
•  Signal change is proportional to the concentration of Gd-DTPA in a par­
ticular voxel, i.e. As b{t).
•  Gd-DTPA is promptly and completely mixed inside the renal compart­
ments.
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Concentration of Gd-DTPA in the aorta and renal arteries is equal at any 
time.
b(t)
K2 Vascular  S p a c e K1 Nephron S p a c e
B(t) Q(t)
Figure 2.5: Schematic diagram of the Rutland-Patlak renal model. The kidney 
filtration is proportional to the amount of filtrate that moves from the vascular 
space to the nephron space. Hence, ATI is a constant representing the glomerular 
filtration. B{t) and Q{t) represent the tracer concentration in the vascular space 
and nephron space at any time. b{t) represents the blood fiow to the vascular 
space with the assumption of equal tracer concentration in the artery and renal 
vascular space. AT2 is a constant representing the size of vascular space.
The amount of contrast medium in a kidney at time t is given by [34] :
(2 .1)
where B{t)  and ) represent the tracer concentration in the vascular and 
nephron spaces respectively (see Figure 2.5). It is assumed that the amount of 
Gd-DTPA in the vascular space is proportional to the concentration of Gd-DTPA 
in the aorta:
# ) = A : 2  6(^) (2.2)
where K2  is the size of vascular space and b{t) is the amount of tracer moving 
into the vascular space. It is further assumed that the amount of tracer that is 
filtered into the nephron space is proportional to the tracer amount in the aorta 
for a period of time r  during which nothing leaves the nephron space:
Q{r) — K1 f  b{t)dt (2.3)
Jo
Substituting equations 2.2 & 2.3 into 2.1, results in:
K { r ) = K l  [  b{t)dt + K2b{r)  (2.4)
Jo
where K{r)  is the amount of tracer in the nephron space at time r . This can 
be simplified by dividing both sides with b{r) to produce a linear equation as 
follows:
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K(r)  i ; K t ) d t  bjr)
b(r) b(T) b{r)
Y  = K1 X  + K2
(2.5)
This is also referred to as Patlak plot technique where a regression line is fitted to 
the X and Y values for a period of time. The gradient of the regression line, for 
a particular time window of one minute, is the relative kidney filtration rate (an 
estimate). Different time windows were evaluated by Hackstein et al. [7] including 
0 — 60 seconds, 30 — 90 seconds and 60 — 120 seconds post aortic rise. However, the 
best correlation with the reference GFRs was reported for the gradient of Patlak 
curve in the time window of 30 — 90 seconds post aortic rise, (see exemplars of 
Patlak plot in Figure 2.18).
2.2.2 Tofts Renal M odel
The Tofts renal model describes the tracer kinetics in a more detailed form in 
comparison with the Rutland-Patlak method. This results in providing more 
physiological parameters including filtration, perfusion, blood volume and filtra­
tion fraction [10].
Kidney, G,
Delay
Dispersion j
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M edullaVenous Return
Tubules
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Aortic Plasma
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Figure 2.6: Schematic diagram of the Tofts three-compartment renal model. 
Qaorta^  Qgiom^  represent the tracer concentration in the aortic plasma,
glomeruli, tubuli and kidney respectively. Vy and Vd are the fractional volume 
of glomerular blood and tubuli respectively. Delay and dispersion are free pa­
rameters, which define the trace fiow from aorta to the glomerular space. F I is 
the rate of up-take into the tubuli and F2 is the rate of out-fiow (efflux) from the 
renal parenchyma [10].
The model consists of three compartments including abdominal artery, glomerular 
space and tubule space (see schematic diagram of the model in Figure 2.6). The 
model defines the bolus delivery of Gd-DTPA into the kidney with delay and 
dispersion parameters. This takes into account the time delay between the tracer 
arrival in the artery and glomerular space and also dispersion of the tracer in the
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renal vasculature. Hence, concentration of the tracer in the glomerular plasma 
Cgiom jg (defined by convolution of a vascular impulse response function (VIRF) 
with the tracer concentration in the aorta as follows [10]:
=  / ‘ c 7 ‘“( t - r ) 5 ( r ) d T  (2.6)
Jo
where C^^^{t)  represents the tracer concentration in the aortic plasma, (g> rep­
resents convolution and is the normalized VIRF defined by the following 
equation and referred to as delayed Gaussian function^:
(2.7)
artdei and T  are both free parameters representing the delay and width of the 
function, and a  is a normalizing factor. The relation between MR signal and the 
tracer concentration in blood is defined as:
% W =  ^10 +  n  C( )^ : Ri = Rio =  (2.8)
-t 1 10
where Ri  and Rio are the MR relaxation rates (inverse of the MR relaxation 
time) for blood after and before the contrast injection, t i  is the in vitro relaxivity 
constant for Gd-DTPA and C(f) is the tracer concentration. The MR relaxation 
rates are found from the following equation, which represents the MR signal for 
the acquisition pulse sequence (i.e. spoilt gradient echo pulse sequence):
where S{t) represents the observed arterial signal, Sq is the baseline signal, mea­
sured before the arrival of Gd-DTPA, and 6 is the flip angle. The measured 
concentration of the contrast agent, Gp°^^, is then corrected for the haematocrit 
portion of blood (red blood cells) by the following equation:
G r  ( )^ =  (1 -  Hct) C“ (t) (2.10)
where Gg°^^ represents the tracer concentration in the arterial blood, Hct denotes 
the haematocrit portion of blood and G^^^ is the tracer concentration in arterial
 ^ There are other VIRFs, e.g. delayed exponential, investigated by the authors and reported 
to have comparable results with the delayed Gaussian [10].
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plasma. Filtration of the tracer from glomeruli into tubuli is defined by the 
following first-order differential equation:
Vd =  F I -  F2 =  c f  “ (i) -  Kemu. C ^ t )  (2.11)
where F I represents the rate of up-take into the renal extravascular (tubular) 
space, which is proportional to the glomerular concentration of the contrast agent. 
F2 is the efflux (fiow out of extravascular space) rate, which is proportional to the 
tubular concentration of the contrast agent, v j is a free parameter representing 
the fractional volume of the tubuli. Cj is the tracer concentration in the tubuli. 
Ktrans (GFR per unit volume of tissue) is a free parameter representing filtration 
from the glomerular space into the tubular space. Kefflux, also a free parameter, 
is a proportionality constant for the tracer efflux from the tubuli. The solution 
of this first-order differential equation in Gd is given by:
VdCd(<) =  K t,ansC f” ( i)® e - ''S  kd =  ^ ^  (2.12)
Vd
where the free parameters of the model are then fitted, via an optimization tech­
nique, to the renal and aortic signals for a period of time, e.g. 90 seconds after 
first bolus arrival to the kidney (see an exemplar of Tofts plot in Figure 2.17). 
The model is employed in the next section to measure GFRs where the effect of 
SNR variation on the assessment of kidney function is investigated.
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2.3 Signal-to-Noise Ratio Analysis of Clinical 
DCE-M RI Renal Data
In this section the effect of SNR variation on the assessment of glomerular filtra­
tion rate is investigated. A number of factors can contribute to SNR variation 
in the renal DCE-MRI data including signal intensity fluctuation or reduction, 
caused by various factors such as organ movement, noise and uptake reduction 
(e.g. in a kidney disease). A simple methodology, based on degrading MR data, 
was developed to evaluate the robustness of GFR estimation in the presence of 
SNR variation [55].
In MRI the inherent magnetic resonance noise is influenced by a number of factors 
such as receiving coil resistance, receiver bandwidth, inductive losses in the sample 
and number of averages in the image acquisition [83, 84, 85]. The noise artefacts 
are sampled in the k-space (see Appendix B.7) with the MR data as shown in Eq. 
(2.14) in its simplest form. Noise in magnitude MR images is usually modelled by 
a Rician distribution, Eq. (2.13). However, for SNR greater than 2 it is shown to 
be Gaussian-like distribution [84, 86, 87, 88]. The Rician distribution is defined 
by:
a
f (x \ f j , cr )  =  *) lo ( ^ )  (2 .13)
where p  is the average magnitude of the signal with a denoting the standard 
deviation of noise and /q denoting the modified zero-order Bessel function of the 
first kind [85] (see Figure 2.7). Magnetic resonance images are normally presented 
as the magnitude values of complex k-space data, hence referred to as magnitude 
images. A magnetic resonance image in complex k-space can be presented as:
S j — S R j i s j j  (2.14)
where Sj represents the signal from pixel, brj and Sjj are the real and imagi­
nary components of the signal. The magnitude image is given by:
m-i — \ j  +  sjj (2.15)
By including an additive noise, e.g. i/, the complex signal in (2.14) can be pre­
sented as:
Sj = {aRj +  z/Rj) +  'i'iaij + (2.16)
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where Oj represents the true amplitude of MR signal in the absence of noise. The 
SNR of the above signal is measured by the ratio of average signal intensity to 
noise standard deviation:
(2.17)
However, according to Eq. (2.16), the additive noise components are present in all 
the sampled pixels and therefore the true signal magnitude may not be known. In 
such cases a common method for measuring SNR is to use the mean and standard 
deviation of the observed samples. The mean signal intensity can be measured 
over a region of interest. However, the standard deviation of noise can not be 
measured from the same region since the MR signal variation will bias the noise 
standard deviation. Therefore, the standard deviation of noise is usually obtained 
from a uniform background region where the effect of MR signal is negligible, i.e.
dj ~  0, [88].
In order to evaluate the effect of SNR on the assessment of kidney function, the 
SNR variation in spatial and temporal domains were considered to observe the 
effect in both domains. Hence, two approaches were developed to vary SNR syn­
thetically by means of degrading the DCE-MRI data as explained in the following 
sections. The degraded data were then used to measure the kidney filtration rates 
by utilizing the Tofts renal model (discussed in Section 2.2.2).
As mentioned earlier, in MR images, as the SNR increases the noise distribution 
approximates to a Gaussian distribution (see Figure 2.7). The assumption of 
Gaussian noise, however, could not be examined directly from the DGE images 
since there is no uniform background, due to the contrast agent diffusion in 
various organs. It was instead examined for the residuals given by the Tofts renal 
model. The residuals, which are the errors between the renal signal and model 
fit (see an exemplar in Figure 2.17), are at least partly due to noise including 
motion artefacts in the DGE data. Histogram of the model residuals, as shown in 
Figure 2.8, presented Gaussian-like distribution. Therefore, in order to degrade 
the DCE-MRI data, noise samples of normal distribution with zero mean and 
various standard deviations were used.
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Figure 2.7: An example of Rician distribution defined by Eq. (2.13). The stan­
dard deviation of the signals kept the same, a = 1, while increasing the mean 
// =  0 ,1 ,2 ,3 ,4 , hence increasing the SNR. Evidently, by increasing the SNR the 
distribution tends to be Gaussian-like distribution, for example, for p fa  > 3, the 
distribution approximates a Gaussian distribution.
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Figure 2.8: Histogram of the errors produced by the Tofts renal model for two 
kidneys using a subject’s DCE-MRI data (see exemplar of Tofts model plot in 
Figure 2.17). All the examined kidneys produced comparable results. The errors 
represent the difference between renal signal and model signal (i.e. best fit to 
renal signal). The errors are at least partly due to noise in DGE data including 
motion artefacts. It is observed that the histograms (distributions of the errors) 
produce Gaussian-like distributions (red lines), considering that these errors are 
produced from a small number of samples since the model fit is limited to a short 
period of time.
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2.3.1 Temporal Degradation of DCE-M RI Renal D ata
DCE-MRI data, used for this analysis, are from a cohort of healthy volunteers that 
underwent 1.5T Siemens Avanto MRI scanner in the Great Ormond Street Hos­
pital. Each data set consists of 18 contiguous 7.5mm slices (no gap in-between), 
with in-plane resolution of 3.1 x 3.1 mm and temporal resolution of 2.5s, acquired 
for 345s. (see Table 2.1 for all acquisition parameters). Time-intensity signals 
were derived from renal parenchyma using central kidney slices of three subjects. 
The signals were then degraded by randomly generated Gaussian noise of zero 
mean and various standard deviations in order to vary their SNRs synthetically 
(see an exemplar in Figure 2.9). The noise samples are derived from Gaussian 
distribution function defined by:
f{x\p, a) = .  ^ : e~ ^  f o r =  0 & cr =  2 ,4 ,6 ,8 ,10  (2.18)
V27rcr2
where a  values of 2 to 10, increasing by 2, were deliberately selected to be able to 
observe the effect of SNR deterioration at different degrees on the assessment of 
kidney function. The noise samples, %/, were regenerated ten times for each a  in 
order to produce different instances or realizations of noise artefacts Although by 
degrading signals with different noise instances of the same standard deviation 
the SNR does not change, it provides an opportunity to observe the dispersion 
of measured filtration rates analogous to a situation where a clinical assessment 
may be repeated several times. The process of producing the degraded signals 
can be presented as follows:
s'i = s (2.19)
where s'- represents 10 degraded signals {i = 1,2, ••• ,10), using a renal signal 
s derived from a parenchymal ROI similar to Figure 2.9. i/ represents noise 
artefacts with zero mean and different standard deviations (cr =  2 ,4 ,6 ,8 ,10) 
where for each cr, ten different noise instances were randomly generated. This 
results in independent noise realizations for each cr, which makes the ten degraded 
signals non-identical while their SNRs remain the same.
The Tofts renal model, as explained in Section 2.2.2, was employed to measure 
the kidney filtration rates in the presence of reduced SNR. The kidney filtration 
rate is denoted by Ktrans in the model, which refers to GFR per unit volume of 
renal tissue. The measured Ktrans values (also referred to as GFR estimates) are 
presented in Tables 2.2, 2.3 & 2.4 (see also Figures 2.10 & 2.11). The results show 
that the mean values of GFR estimates, for each noise-level, remained close to 
the original GFR estimates where the signals were not degraded. In other words, 
under the same physiological condition, if the trial is repeated many times the
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mean value of the estimates should remain close to each other. However, at each 
trial the GFR estimate can vary significantly, i.e. > 10%. This shows the effect 
of SNR on the analysis of dynamic renal data such that a variation of cr > 2 or 
SNR reduction of about 5% can result in a significant GFR assessment error of 
greater than 10% for a single pass DCE-MRI examination.
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Figure 2.9: An exemplar illustrating typical aortic and kidney parenchymal ROIs 
with the relevant time-intensity signals and also the signals after a degradation. 
The top plots show an aortic ROI and its time-intensity signal (blue curve). The 
bottom plots show parenchymal ROIs and a time-intensity signal (blue curve) 
derived from the right kidney ROI. The images are at the time of peak contrast 
enhancement. The red curves are produced by degrading the aortic and renal 
signals with a Gaussian noise of 0 mean and standard deviation of 4.
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Table 2.2: The following table presents the GFR estimates (Ktrans) for subject 1 
left and right kidneys. The estimates are produced by the Tofts renal model using 
renal signals of various signal-to-noise ratios. The SNR variation was provided 
by the temporal degradation, as explained in Section 2.3.1. The experiment 
numbers (Exp) represent the assessment process that was repeated ten times 
using ten different noise instances for each a. To observe the dispersion of the 
estimates, minimum and maximum values are also presented. It is observed that 
the mean values remain close to the original Ktrans values while their dispersion 
increases as SNR of the signals decreases (see also Figures 2.10 & 2.11).
Subject 1, Temporal Degradation, Ktrans {10 ’ ml/min)
Left Kidne>' Right Kidney
Exp Original 0 = 2 0 = 4 0 = 6 o=  8 o =  10 Original 0 - 2 0 = 4 o= 6 0 = 8 o =  10
1 2.48 2.46 2.54 2.31 2.69 3.17 2.69 2.67 2.76 2.51 2.92 3.39
2 2.55 2.58 2.38 2.79 2.18 2.77 2.79 2.56 3.02 2.34
3 2.52 2.63 2.39 2.83 3.37 2.74 2.87 2^9 3.09 3.59
4 2.52 211 2.64 2.44 3.06 2.74 2.46 2.86 2.67 3.35
5 2.41 2J8 2.49 2.07 2.90 2.60 2.59 2.72 222 3.15
6 2.50 228 2.59 220 2.19 2.71 2.47 2.80 234 2.44
7 2.43 2.69 2.63 2.94 2.35 2.64 2.93 2.86 331 2.60
8 2.41 2.67 2.78 2.18 1.68 2.62 2.91 3.03 235 1.81
9 2.35 2.41 2.19 224 1.95 2.55 2.63 238 2.43 2.20
10 2.42 2.55 2.66 2.52 2.07 2.63 2.78 2.88 2.74 2.32
Minimum 2.35 227 2.19 2.07 1.68 2.55 0.246 238 232 1.81
Mean 2.46 2.50 2.51 2.49 2.49 2.67 0.272 2.72 2.69 2.72
Maximum 2.55 2.69 2.78 2.94 3.37 2.77 0.293 3.03 331 3.59
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Table 2.3: GFR estimates for subject 2 after temporal degradation. 
Subject 2, Temporal Degradation, Ktrans ( 10 ' ml/min)
Left Kidney Right Kidney
Exp Original 0 = 2 0 = 4 0 = 6 o= 8 o = 10 Original o = 2 0 = 4 0 = 6 0 = 8 o = 10
1 2.66 2.66 2.60 2.31 2.79 2.71 2.82 2.80 2.88 236 3.04 2.95
2 2.80 2.90 2.52 333 2.28 2.93 2.97 2.74 3.47 2.53
3 2.71 2.76 3.18 2.08 1.99 2.87 2.92 330 238 2.19
4 2.76 232 2.85 2.89 2.99 2.91 233 3.04 3.12 3.15
5 2.54 2.52 2.70 2.83 3.33 2.72 2.68 2.84 3.14 3.52
6 2.73 234 2.78 2.56 2.55 2.89 2.52 2.95 2.64 2.62
7 2.63 2.85 2.64 236 3.51 2.79 2.95 2.80 2.49 3.66
8 2.47 3.00 2.76 232 1.93 2.65 3.14 2.92 233 2.17
9 2.51 2.65 2.20 2.68 2.62 2.69 2.81 2.41 2.83 2.82
10 2.61 2.83 2.66 2.64 2.66 2.78 2.97 2.87 2.83 2.74
Minimum 2.47 232 2.20 2.08 1.93 2.65 232 2.41 238 2.17
Mean 2.64 2.68 2.66 2.64 2.66 2.80 2.83 2.84 2.84 2.83
Maximum 2.80 3.00 3.18 333 3.51 2.93 3.14 330 3.47 3.66
Table 2.4: GFR estimates for subject 3 after temporal degradation.
Subject 3, Temporal Degradation, Ktrans (1 0 ’ml/min)
Left Kidney Right Kidney
Exp Original 0 = 2 0 = 4 0 = 6 0 = 8  'o=  10 Original o = 2 0 = 4 0 = 6 0 = 8 o = 10
1 2.19 2.18 . 1.97 1.84 1.94 2.38 238 2.37 2.15 2.04 2.12 2.67
2 2.26 234 2.08 2.45 1.94 2.45 2 54 238 2.65 2 12
3 2.23 235 2.52 2.47 1.76 2.44 235 2.74 2.70 1.86
4 2.24 2.03 2.32 1.60 2.65 2.45 232 232 1.83 2.86
5 2.14 2.13 2.15 238 2.86 232 232 238 239 3.00
6 2.23 2.02 2.28 1.96 2.89 2.42 230 2.47 2.15 3.15
7 2.16 238 2.30 2.02 1.95 235 237 230 232 2.10
8 2.12 232 1.91 2.71 1.48 232 234 2.10 2.92 1.66
9 2.10 2.13 2.28 1.98 2.41 238 2.32 2.47 2.16 2.74
10 2.16 235 2.34 236 1.75 233 2.45 233 237 1.90
Minimum 2.10 1.97 1.84 1.60 1.48 238 2.15 2.04 1.83 1.66
Mean 2.18 2.19 2.20 2.18 2.21 237 238 2.40 239 2.40
Maximum 2.26 238 2.52 2.71 2.89 2.45 2.57 2.74 2.92 3.15
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Figure 2.10: This figure illustrates the dispersion of GFR estimates for a sub­
ject’s left and right kidneys after temporal degradation. The values are presented 
in Table 2 .2 . Similar dispersions were observed for the other subjects presented 
in Tables 2.3 & 2.4. The solid black squares represent the mean values, which 
remained close to the original Ktrans (measured before signal degiadation) pre­
sented by the dashed line. It is evident that the dispersion of GFR estimates 
increases as SNR reduces.
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Figure 2.11: Dispersion of the three subjects’ GFR. estimates are illustrated here 
using standard deviations of the Ktrans values against the standard deviations of 
the additive noise artefacts. The Ktrans values are presented in Tables 2.2, 2.3 
& 2.4. Evidently dispersions of the Ktrans values, for all six kidneys, increase 
unanimously as SNR decreases.
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2.3.2 Spatial Degradation of DCE-M RI Renal D ata
As mentioned earlier, to examine the effect of SNR variation on the assessment 
of kidney filtration, SNR analysis in temporal and spatial domains were con­
sidered. In the previous section the temporal data (signals derived from ROIs) 
were directly degraded to reduce SNRs synthetically. In this section, the spa­
tial data (DCE images) degradation is discussed. In order to degrade the image 
data, 3-dimensional (3-D) Gaussian noise of the same size as the image volumes 
were randomly generated. The generated noise volumes were convolved with a 
point spread function (PSP) of the 3-D gradient echo puls e-sequence to produce 
noise artefacts analogous to that of the actual image data. The noise samples are 
derived from a multivariate Gaussian distribution function defined by:
/(x |/x |S) =  d =  3,/i =  0,<T =  2 ,4 ,6 ,8 ,10
(2 .20)
where |E| denotes the determinant of the covariance matrix, which in this case 
is defined by the variance of x  only. As before, cr values of 2 to 10 were selected 
in order to observe the impact of SNR reduction at various level of degradations. 
Point spread function of the 3-D gradient echo pulse sequence (Table 2.1  Study 
1) was experimentally acquired by Gutierrez et al. [6] and in his Ph.D. thesis 
[67] for the study of partial volume effect of the acquisition system. The PSF is 
defined as a 3-D Sinc-Gaussian function and was constructed by experimentally 
evaluating line-spread functions at x, y, z  directions using an MRI phantom. The 
PSF is given by:
PSF(a;) = A x  x sine j  +  kg x e (2 .2 1 )
where A, kg, kg, ag and ag are the normalization, height and voxel resolution 
parameters respectively. Convolution of this function with the generated noise 
volumes results in noise samples that are shaped by the PSF of the imaging 
system. Similar to the SNR analysis of temporal data, the process was repeated 
ten times for each cr to produce independent noise instances in order to observe 
the dispersion of measured kidney filtration rates. The degradation process can 
be defined as;
Ui (2 .22)
where v'- represents the image volumes, i = 1 , 2 , ••• , 1 0 , and n represents the 
additive noise volumes for cr values of 2 ,4 ,6 , 8 , 1 0 . v represents the original image 
volume for each subject.
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Figure 2.12; Gaussian noise volumes of various standard deviations were gener­
ated and convolved with the PSF of MR imaging system (Eq. 2.21). The standard 
deviations of the noise volumes before and after convolution were plotted against 
each other and a regression line was fitted to the <js. The fitted line (in red), 
which is defined by y — 0.031a: H- 0.075, was used to produce the desired values 
of a after convolution. This made the additive noise as in spatial data to be 
comparable with the temporal degradation levels.
Although the temporal and spatial data were degraded with similar noise lev­
els, in spatial degradation the standard deviation of the noise volume changes 
after convolution with the PSF. Therefore, in order to equalize the additive noise 
standard deviations in the spatial domain with respect to the temporal domain, 
the PSF was convolved with noise volumes of various standard deviations and 
a relationship was established between the crs before and after convolution. By 
using a regression line, as shown in Figure 2.12, it was possible to generate a noise 
instance with a particular a where it provided the desired a after convolution.
Kidney parenchymal and aortic ROIs, as shown in Figure 2.9, were placed on 
the degraded DCE image data to produce time-intensity signals. As in the previ­
ous section, the Tofts renal model was employed to measure the kidney filtration 
rates in order to observe the impact of SNR reduction produced by image data 
degiadation. The GFR estimates are presented in Tables 2.5, 2.6 & 2.7 (see also 
Figures 2.13 & 2.14). The results showed that the mean GFR values remained 
close to the original values (produced before SNR reduction). This, in line with 
the previous results, means that under the same physiological condition, if the 
assessment is repeated many times the mean GFR values will remain close to 
each other. However, in different trials the estimates can vary significantly. In
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the spatial domain experiments, a dispersion of > 10% in GFR estimates was 
observed for the SNR variation of about 10%, which corresponds to the degrada­
tion level of (7 >  4. The impact of signal-to-noise ratio on the assessment of GFR 
can be perceived from the results of temporal and spatial domains experiments 
collectively. The results collectively suggest that the SNR variation of about 
5% — 10% can produce a significant error of greater than 10% in the measured 
filtration rates.
Table 2.5: The following table presents the GFR estimates (Ktrans) for subject 1 
left and right kidneys. The estimates are provided by the Tofts renal model using 
renal signals of various signal-to-noise ratios. The SNR variation was provided by 
the spatial degradation, as explained in Section 2.3.2. The experiment numbers 
(Exp) represent the assessment process that was repeated ten times using ten 
different noise volumes for each cr. To observe the dispersion of the estimates, 
minimum and maximum values are also presented. It is observed that the mean 
values remain close to the original Ktrans values while their dispersion increases 
as SNR decreases (see also Figures 2.13 & 2.14).
Subject 1, Spatial Degradation, Ktrans ( 10 ’ ml/min)
Left Kidney Right Kidney
Exp Original 0 = 2 0 = 4 0 = 6 0 = 8 o =  10 Original 0 = 2 0 = 4 0 = 6 0 = 8 o =  10
1 2.48 2.44 2.41 2.37 239 2.48 2.69 2.62 2.67 2.65 2.74 2.75
2 2.51 2.52 2.53 2.19 2 2”* 2.76 2.66 2.64 237 2.52
3 2.41 2J9 2.34 2.95 3.23 2.66 2.60 2.54 3.18 3.54
4 2.54 2.60 2.66 2.50 2.54 2.78 2.85 2.93 2.75 2.75
5 2.49 2.47 2.47 2.70 1.88 2.68 2.71 2.78 2.95 2.00
6 2.56 2 i8 2.62 236 2.32 2.75 2.84 2.74 2.62 2.42
7 2.49 2.46 2.55 239 2.70 2.73 2.74 2.78 2.61 3.21
8 2.43 2.47 2.38 236 2.81 2.63 2.61 2.62 232 2.90
9 2.45 2.48 2.43 236 2.42 2.64 2.68 2.67 2.47 2.54
10 2.46 238 2.51 235 2.33 2.68 2.62 2.79 236 2.46
Minimum 2.41 2.38 2.34 2.19 1.88 2.62 2.60 2.54 237 2.00
Mean 2.48 2.47 2.48 2.46 2.49 2.69 2.70 2.71 2.67 2.71
Maximum 2.56 2.60 2.66 2.95 3.23 2.78 2.85 2.93 3.18 3.54
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Table 2.6: GFR estimates for subject 2 after spatial degradation.
Subject 2. Spatial Degradation, Ktrans { U) ' ml/min)
Lett Kidne>' Right Kidney
Lxp Original n = 2 0 = 4 0 = 6 o =  8 o = 10 Ongmal 0 = 2 0 = 4 o =  6 a = 8 o = 10
1 2.66 2.67 2.62 2.58 2.65 3.04 2.82 2.75 2.71 2.80 2.88 3.09
2 2.71 2.78 2.48 2.21 2.64 2.85 2.92 2.68 2.40 2.80
3 2.77 2.92 2.72 2.48 3.44 2.86 3.10 3.{M) 2.64 3.54
4 2.71 2.51 3.{K) 2.51 2.47 2.89 2.69 2.84 2.70 2.65
5 2.77 2.45 3.10 3.28 2.34 2.94 2.62 331 3.08 2.58
6 2.66 2.69 2.76 3.14 2.58 2.88 2.83 2.97 3.34 2.70
7 2.54 2.75 2.58 2.83 2.12 2.71 2.86 2.77 3.07 2.26
S 2.67 2.81 2.84 2.54 2.72 2.84 3.06 3.06 2.74 2.92
9 2.75 2.52 2.42 2.59 2.63 2.86 2.68 2.68 2.78 2.85
10 2.62 2.57 2.30 2.52 2.65 2.80 2.86 2.86 2.77 2.88
Minimum 2.54 2.45 2.30 231 2.12 2.71 2.62 2.49 2.40 2.26
Mean 2.69 2.66 2.68 2.67 2.66 2.84 2.83 2.84 2.84 2.82
Maximum 2.77 2.98 3.10 3.28 3.44 2.94 3.15 3.21 3.34 3.54
Table 2.7: GFR estimates for subject 3 after spatial degradation.
Subject 3, Spatial Degradation. Ktrans ( 10 ' ml/min)
Lett Kidney Right Kidney
Lxp Original 0 = 2 0 = 4 0 = 6 o =  8 o = 10 Ongmal 0 = 2 0  = 4 0 = 6 0 = 8 o = 10
1 2.19 2.15 2.25 2.12 2.08 2.12 2.38 2.33 2.45 2.36 2.25 2.34
2.22 2.30 2.26 2.28 2.25 2.43 2.52 2.38 2.45 2.54
3 2.16 2.07 2.21 2.28 2.22 2.38 2.33 2.40 2.58 2.48
4 2.17 2.16 1.96 2.35 2.84 2.35 2.49 2.19 2.41 3.(M)
5 2.21 2.09 2.25 2.25 1.85 2.39 2.43 2.50 2.39 1.99
6 2.22 2.21 2.19 1.99 2.37 2.35 2.40 2.34 2 2 6 2.58
7 2.18 2.23 2.28 23 7 2.40 2.36 2.40 2.46 2.44 2.61
8 2.18 2.17 2.45 2.21 1.97 2.38 2.42 2.68 2.43 2.09
9 2.20 2.21 2.14 2.67 1.62 2.37 2.30 2.37 2.85 1.81
10 2.25 2.22 2.11 1.81 2.15 2.46 2.38 2.29 1.97 2.35
.Minimum 2.15 2.07 1.96 1.81 1.62 2.33 2.30 2.19 1.97 1.81
Mean 2.19 2.19 2.20 2.22 2.18 2.38 2.41 2.39 2.40 2.38
Maximum 2.25 2.30 2.45 2.67 2.84 2.46 2.52 2.68 2.85 3.(M)
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Figure 2.13: This figure illustrates the dispersion of GFR estimates for a subject’s 
left and right kidneys after spatial degradation. The values are presented in Table 
2.5. Similar dispersions were observed for the other subjects presented in Tables 
2.6 & 2.7. The solid black squares represent the mean values, which remained 
close to the original Ktrans (measured before spatial data degradation) presented 
by the dashed line. It is evident that the dispersion of GFR estimates increases 
as SNR reduces.
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Figure 2.14: This figure illustrates the dispersion of GFR estimates for the three 
subjects’ left and right kidneys using standard deviations of the Ktrans values 
against the additive noise crs in spatial degradation. The Ktrans values are pre­
sented in Tables 2.5, 2.6 & 2.7. It is observed that the Ktrans dispersions, for all 
six kidneys, increase unanimously as signal-to-noise ratio decreases.
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2.4 Template-Based Partial Volume Correction
Partial volume effect (PVE) occurs where two or more intensities from different 
tissues merge together to produce a signal intensity in a particular voxel. In DCE- 
MRI, as opposed to anatomical MRI, the temporal resolution is as important as 
the spatial resolution. However, higher temporal resolution means larger voxels in 
DCE-MR images and this will cause more partial volume contamination, which is 
more prominent at the edges of overlapping structures and organs (see an example 
in Figure 2.15).
In this section, the effect of partial volume contamination on the assessment of 
kidney function is evaluated using a partial volume correction (PVC) method 
proposed by Gutierrez et al. [6]. The method is applied to a cohort of clinical 
DGE-MRI data, where the Tofts renal model (explained in Section 2.2.2) as well 
as the Patlak method (explained in section 2.2.1) are utilized to assess the renal 
filtration rate. The aim of this work is twofold; first, to be able to compare the 
results of the two renal models, as they are utilized in the later works presented 
in the subsequent chapters; second, it seeks to advance on appreciation of the 
importance of the partial volume effect on dynamic renal data with a view to 
address the problem with further developments (see Chapters 4 & 5).
Figure 2.15: An example of blurring or partial volume effect using a segment 
of a DGE-MR image where the kidney is contrast enhanced. The image on the 
right show a magnified region from the kidney-liver boundary. Clearly there is no 
definitive boundary between the tissues due to the limited resolution of the image, 
which indicates that the voxels may contain more than one signal intensity. The 
blurring effect, however, is not limited to the boundaries such as above since the 
kidney has a complex structure that consists of different tissues (see the kidney 
anatomy in Section 1 .1).
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In this method in order to separate the fractional signal components from various 
adjacent tissues that contribute to the observed signal intensities, mixing vectors 
are constructed as follows:
O^w — ^vj2: 5 subject tO . WJ =  1 (2.23)
where w  denotes voxels and a  represents a linear mixture of n voxels. To con­
struct the mixing vectors, binary templates are generated by segmenting the key 
anatomical structures (e.g. kidney, liver, spleen), defined from a corresponding 
anatomical MR volume dataset (see Figure 2.16). The templates are convolved 
with the PSF, Eq. (2.21), to produce a synthetic mixing effect analogous to the 
mixing effect in DCE-MRI data. The convolved binary templates produce over­
lap at their boundaries from which the mixing components are identified for each 
voxel location.
Figure 2.16: An exemplar showing a subject’s anatomical templates that were 
used in the partial volume correction method. The templates are derived from the 
high-resolution anatomical image data. Here, templates are defined by segment­
ing kidneys, liver and spleen. Convolving the templates with the point spread 
function produces overlapping regions (white sections on the right) that are used 
to derive the mixing weight by using Eq. (2.25).
The observed intensity of a particular voxel location, at time t, can be presented 
as:
<(t) = E
j=i
aWJ X S j ( t ) (2.24)
where a„j is the weighting factor of the tissue class at location w,  and sj{t) is 
the unmixed signal intensity for tissue class j  at time t. This relationship forms
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a matrix of linear equations as the following, which is solved for the unknown 
mixing weights in A:
o{t) = A X s(t) A  =  o{t) X  s ^(t) (2.25)
The mixing weights are then used to un mix the DCE signals, which are derived 
from the anatomical templates (see Figure 2.16) registered to the DCE image 
data. The unmixed signals from the kidney parenchyma of three subjects were 
used for CFR assessment using Tofts and Patlak renal models (see exemplars 
in Figures 2.17 & 2.18). The CFR estimates, i.e. Ktrans in Tofts and K1 in 
Patlak, are presented in Table 2.8, also shown in Figure 2.19. The results showed 
a considerable increase of greater than 10% for the estimated CFRs after partial 
volume correction.
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Figure 2.17: Tofts model plots for a subject’s kidney before and after applying the 
template-based partial volume correction (left and right plots respectively). The 
model curves are fitted to the renal and aortic curves (symbolized as sig-kidney 
and sig-blood in the legend) for a period of time, i.e. 0 to 90 seconds in above 
plots. The free parameters of the model, such as Ktrans (CFR per unit volume 
of tissue), are calculated for this period. The RMS error (also referred to as RMS 
residuals) is the root mean square of differences between the renal curve (blue) 
and model curve (green).
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Figure 2.18: Patlak plots for a subject’s kidney before and after applying the 
template-based partial volume correction (left and right plots respectively). The 
straight lines show the best fit to the data points for a period of time, e.g. 30 to 
90 seconds post aortic rise. The gradient of the regression line, denoted by K l, 
is proportional to GFR. Coefficient of determination (r^) is usually calculated to 
evaluate the goodness of fit.
Table 2.8: CFR estimates before and after applying the template-based partial 
volume correction. Ktrans and K l are produced by the Tofts and Patlak renal 
models for three healthy subjects’ left and right kidneys. The partial volume 
correction produced comparable effects (increase of greater than 1 0%) on both 
Ktrans and K l values (see also Figure 2.19). It may worth noting that the dif­
ferences between the Ktrans and K l values stem from the intrinsic differences 
between the two models, e.g. ROI, Haematocrit, signal intensity to tracer con­
centration and other factors as were discussed in Section 2.2. Hence, the values 
are referred to as CFR estimate, relative CFR or proportional to CFR.
.................... Ktrans ( 10 ‘ m l min) Kl (ID '.'in in)
Subjects Left Kidney Right Kidney Left Kidney Right Kidney
Before .After Before After Before .After Before After
I 2.48 3.23 2.69 3.72 2.79 3.61 2.98 4.28
2 2.66  3.72 2.82 3.87 3.00 4.31 3.48 4.97
3 2.19 2.56 2.38 2.78 2 .5 1 2.92 2.80 3.22
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Figure 2.19: GFR estimates (Ktrans and K l) for three subjects’ left and right 
kidneys before and after PVC. The values are presented in Table 2.8. Blue bars 
represent the values before correction and red bars after correction. Similar ef­
fects are observed on both Ktrans and K l (left and right plots respectively), i.e. 
increase of greater than 1 0% after correction.
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2.5 Discussion
The importance of renal DCE-MRI has been apparent since its early development 
and it is an ideal replacement for other renal assessment methods. However, the 
developments have, thus far, failed to provide an accurate measurement of CFR 
due to various obfuscating factors ranging from data acquisition to the post­
processing challenges such as motion, segmentation, partial volume effect and 
tracer kinetic modelling as discussed in Sections 2.1 & 2.2. Reviews on state 
of the art renal DCE-MRI assessment methods have reported a wide variation 
in the measured filtration rates with no consensus on the assessment methods 
[1, 11, 12, 13].
In the work presented in this chapter, some of these precluding factors were taken 
into account in order to advance on appreciation of their effect on the kidney 
function assessment. Hence, DCE-MRI data from healthy subjects were examined 
for the effect of signal-to-noise ratio variation and the effect of partial volume 
contamination. A number of factors may contribute to SNR variation including 
signal fluctuation caused by noise, motion and tracer uptake reduction. Hence, a 
simple methodology was devised to investigate the effect of SNR reduction on the 
assessment of kidney filtration. SNR variation may be introduced in both spatial 
and temporal domains. Therefore, healthy renal DCE-MRI data were subjected 
to SNR reduction by data degradation in both domains as explained in Section 
2.3. The CFR estimates, produced by the renal model explained in Section 2.2.2, 
showed significant variation of >  10% for a relatively small change in the SNR 
~  5% — 10%. This implies that for a single pass DCE-MRI renal examination 
the estimated CFR can have a large margin of error, i.e. >  10%.
Partial volume effect, a signal mixing phenomenon, was also examined in this 
chapter. In Section 2.4, a template-based partial volume correction technique 
was utilized to examine the effect of partial volume on the CFR estimates. The 
method is based on producing a mixing map via convolving a number of high- 
resolution anatomical ROIs with an experimentally acquired PSF of the imaging 
system. The mixing weights are then used to partially unmix the renal signal 
from the adjacent tissue signals, e.g. liver or spleen. Kidney filtration rates were 
estimated by utilizing two renal models explained in Sections 2 .2.1  & 2.2.2. The 
CFR estimates from both models demonstrated relatively similar changes, after 
partial volume correction, with an average increase of about 30% for Ktrans (CFR 
estimates from Tofts model) and 32% for K l (CFR estimates from Patlak model).
The analyses of partial volume effect as well as SNR effect, presented in this chap­
ter, collectively suggests that further development is needed in order to obtain 
more precise measures of renal function. The template-based PVC technique 
(Section 2.4) is limited by segmentation at organ-level, e.g. renal parenchyma. 
However, the signal mixing effect may exist at the smaller levels including mixing
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of adjacent tissues at voxel-level. The segmentation is also a limiting factor as 
it depends on the operator’s precision in terms of producing accurate templates. 
These templates are also usually not reproducible or reusable as the position, size 
and shape of the organs might vary in different acquisitions and also affected by 
the movement of the kidneys (mainly due to breathing).
The current post-processing techniques e.g. template-based PVC, manual or semi­
automatic segmentation and registration-based movement correction have not 
provided a complete and practical solution for DCE-MRI renography, as also 
noted by many published reviews [1 , 1 1 , 12, 89]. Hence, in the following chapters 
new approaches based on BSS are investigated. BSS has the potential of providing 
a complete and practical solution to address the impeding factors such as source 
signal contamination, movement and segmentation, since it attem pts to separate 
a mixture of observed signals into their underlying source signals with small or 
no prior information about the source signals and their mixing process.
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Chapter 3 
Blind Source Separation for 
DCE-M RI
Blind source separation (BSS) refers to any technique that attempts to separate 
a mixture of observed signals into their constituent components (latent compo­
nents). Mixed signals can be of any type, such as signals from electrical activities 
e.g. electrodes recording heart activities, intensity signals from pixels of an image 
or acoustic signals e.g. voice. The term “blind” suggests that there is very little or 
no information available about the underlying processes and their mixing process 
(or mixing filter).
BSS has found many applications in the field of biomedical signal processing in­
cluding, but not limited to, electrocardiography (ECG) [90], electroencephalogra­
phy (EEC) [91, 92], magnetoencephalography (MEG) [93], magnetocardiography 
(MCG) [94], functional magnetic resonance imaging (fMRI) [9 5 , 96, 97], positron 
emission tomography (PET) [98] and ultrasonic imaging (sonography) [99].
The BSS techniques, applied in these studies, are often based on independent 
component analysis (IGA) where the central assumption is that the constituent 
components of the observed mixed data are unique in the sense that they are 
formed by independent processes. There are, however, other assumptions that 
are unique to each particular technique; for example, the assumption of latent 
components with different probability density functions (PDFs) in the informa­
tion maximization techniques [100, 101], or the assumption of non-Gaussianity of 
the latent components in the FastICA technique [102, 103].
IGA techniques have produced interesting and very useful results in medical imag­
ing applications. For instance, in the aforementioned studies: in [90], by apply­
ing IGA to ECG recordings, foetal electrocardiograms (FECG) were separated 
from maternal electrocardiograms (MECG); in [91, 92], the event-related poten­
tial (ERP) recording from the scalp were separated into electroencephalographic
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components related to particular auditory activities; in [93], undesired data (arte­
facts) were removed from MEG recordings where somatosensory and auditory 
evoked brain activities were also separated; in [94], separation of foetal and ma­
ternal magnetocardiographic signals (FMCG and MMCG) also proved successful 
from trans-abdominal MGG recordings; in [95, 96], fMRI data were separated 
into independent component maps and time courses where spatial mapping of 
the brain revealed the cortical regions responsible for the extracted indepen­
dent time-courses; in [98], micro?ET images of rats were obtained to study the 
metabolic rate of FDG^, and IGA was used in order to reduce the effect of partial 
volume contamination and to estimate more accurate radioactivity concentration 
curves.
In some biomedical signal processing fields including fMRI, EEC and MEG var­
ious BSS techniques, mainly by using IGA application, have been successfully 
developed and accepted as established methods of data analysis [103, 104, 105, 
106, 107]. However, in some other fields including DGE-MRI, the potential of 
IGA has not been explored to such an extent. As stated in the previous chapter, 
the techniques proposed to address some of the impeding factors of DCE-MRI 
renography such as partial volume, movement and segmentation have thus far 
failed to provide accurate and practical solution [1, 11, 12, 89].
BSS technique such as IGA, however, has the potential of providing a practical 
solution to address these impeding factors since it attempts to separate the ob­
served data into maximally independent data where each independent component 
can be a representation of an independent physiological process. An independent 
process can refer to the movement of the kidneys (e.g. caused by respiration) or 
to the responses of the kidney tissues to a stimulus (e.g. contrast agent) such as 
filtration and perfusion activities.
In this chapter, the background of IGA and related theories and techniques are 
discussed. These techniques are then developed further in the next two chapters 
and applied to clinical DCE-MRI data. Although different IGA techniques differ 
in their algorithms and assumptions, they all aim to compute independent com­
ponents from a mixture of data. A linear mixing model can be defined as a set of 
observed variables, e.g. X =  [xi, X2 , ■ • • jx J^ , that are formed by mixing indepen­
dent random variables, e.g. S =  [si,S2 ,-- - ,Sm]' ,^ using some mixing coefficients 
such that;
Xi =  UiiSi 4- Ui2S2 +  • • • +  UimSm (3.1)
where denotes a mixing coefficient given that i = 1 , • • • , m and j  =  1 , • • • ,n  
since the number of independent variables and mixed variables may not be the 
same.
1 i®F-Fluorodeoxyglucose, a radiopharmaceutical used in positron emission tomography.
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In real applications, original variables and their mixing process are unknown. 
W ith the assumption that the original variables are independent, ICA then com­
putes maximally independent components from the observed mixed variables. 
The mixed variables may also undergo a whitening transformation, which is 
closely related to principal component analysis (PCA).
In the following sections, fundamental properties of random variables, principal 
component analysis and whitening are discussed before discussing independent 
component analysis. The following figures provide two examples that illustrate a 
linear mixing process and how ICA can recover the source data. In Figure 3.1, 
two independent signals are mixed using randomly generated mixing coefficients 
where ICA recovers the original signals. In Figures 3.2 & 3.3, a geometric inter­
pretation of ICA and whitening transformation is illustrated using two uniformly 
distributed random variables.
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Figure 3.1: An example of separating a mixture of two source signals into in­
dependent components, (si & s2) Sine and Sawtooth signals, representing in­
dependent source signals, were generated using an arbitrary number of samples 
t = 1 ,2 , '"  , 1000. (xl & x2) Mixed signals were produced using a linear trans­
formation such as [xl, x2 ]^ =  A  [si, s2]^ where the mixing matrix A =  [§;^|| 
was randomly generated, (zl & z2) Whitened signals were produced by whiten­
ing transformation (see Section 3.2). (ICI & IC2) Independent components es­
timated by FastICA, which is based on maximization of non-Gaussianity (see 
Section 3.3.2). It is observed that both ICs closely match the waveform of the 
original signals. However, ICA does not recover the exact amplitude of the source 
signals (see Section 3.4).
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Figure 3.2: (a) Scatter plot of two uniformly distributed random variables gen­
erated for an arbitrary number of samples. Histograms plotted against x and y 
axes show the uniform distribution of si and s2 variables, (b) Scatter plot of x l 
and x2 , which are a mixture of si and s2 such as [x l,x2]^ =  A [sl,s 2 ]^, using 
a randomly generated mixing matrix A =  aeoil- Histograms of x l and x2 
illustrate that the distributions are no longer uniform. Continued on Figure 3.3.
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Figure 3.3: (c) Scatter plot of zl and z2 , which are whitened variables produced 
by whitening transformation of x l and x2 shown in Figure 3.2 (b). Whitening 
has restored the original shape of the data by orthogonalizing and rescaling the 
mixed data (see Section 3.2). (d) Scatter plot of independent components com­
puted by FastICA (see Section 3.3.2). This can be interpreted as rotation of the 
whitened data. The histograms of ICI and IC2 show uniform distributions close 
to distributions of the source data in Figure 3.2 (a)
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3.1 Statistical Properties of Random Variables
In statistics, random variable (RV) refers to any variable whose values are not 
ascertained or can not be pre-determined. These variables are formed by the 
outcomes of particular activities where frequency of the outcomes define the dis­
tribution model or probability density function (PDF). To process the outcomes 
of an activity together, they are usually grouped together to form a multivari­
ate random variable (or random vector). For a random vector, the statistical 
properties such as independence or correlation, define the relationship between 
its members. A random vector can also be a function of time, in which case it is 
conventionally referred to as a stochastic process.
Random vectors and their statistical properties are of central importance in BSS 
applications since any presumed knowledge needs to be based on these properties 
and the relationship between variables. For instance, in ICA applications the 
general assumption is that the variables are statistically independent, meaning 
that the occurrence of one event does not affect the outcome of another event.
3.1.1 Statistical Independence and Correlation
Statistical independence is defined as the following relationship between two or 
more events:
P  = \ l P { E i )  (3.2)
\ i = l  /  2=1
meaning that the probability of n  independent events occurring together is equal 
to the product of individual probabilities. Ei denotes an event whose outcomes are 
presented as a random variable e.g. x .^ The relationship between the independent 
random variables, based on their probability density functions, is defined as:
/ x ( x i ,X 2 , " '  ,Xn) =  j j / x ( X i )  (3.3)
i= l
meaning that the joint density function of n  independent random variables, f x ,  is 
equal to the product of individual PDFs. Also for any two independent random 
variable, e.g. x and y, the expected value has the following property:
E[xy] =  E[x]E[y] (3.4)
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which implies that mutually independent variables are also uncorrelated since the 
covariance of any two random variables is defined as:
Exy =  E [(x -  E[x])(y -  E[y])] =  E[xy] -  E[x]E[y] (3.5)
where Exy becomes zero when x and y are independent. The correlation^ of two 
random variables, x and y, is defined as:
^  E [ ( x - 5 ( ^ ^ ^  (3 .6 )
a^ CTy CTxCTy
This is a normalized covariance, which is also referred to as Pearson’s correla­
tion [108]. Correlation is a measure of linear dependency between two variables 
and does not necessarily imply causation. This means that if two variables are 
correlated it does not necessarily imply that one causes the other. In other 
words, if variables x and y are decorrelated they are not necessarily independent. 
This can be also observed from the examples provided in Figures 3.1, 3.2 & 3.3, 
where decorrelation (whitening) did not restore independence of the mixed sig­
nals. Therefore, signal unmixing based on second-order statistics such as decor­
relation via covariance matrix decomposition, only partially unmix the signals 
(e.g. up to an orthogonalization). Techniques such as ICA that take advantage 
of statistical independence, therefore, need to incorporate higher-order statistics 
or some other means of measuring independence. Some related techniques are 
discussed later in this chapter.
3.1.2 Stationary, Non-Stationary and W ide-Sense Station­
ary Processes
Another important property of random variables or stochastic processes is sta- 
tionarity and non-stationarity. A stochastic process is considered stationary if 
its joint probability density function does not change under time shifts of origin 
[103, 109, 110]. For example, if Xt  represents a stochastic process with joint den­
sity function of /x (x fi,x t2, * • • ,xt„), then f x  is invariant under any time shift of 
origin such that:
/x (x (t l) ,x (t2),--- ,x(t„)) =  
f x  (x(ii +  T),x(<2 +  r), • • ■ , x(tn +  r)) for all t  £ E
 ^The two terms, correlation and covariance are used interchangeably in many texts, however, 
they become synonymous when the variables are standardized i.e. p  =  0 & cr =  l.
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where r  denotes a time shift of origin. In many practical cases the joint probabil­
ity density function is not known and its estimation might not provide an accurate 
model since usually only finite samples of a process are available [103, 111]. There­
fore, the direct evaluation of stationarity, using Eq. (3.7), is often impossible. In 
such cases, however, the stationarity or non-stationarity may be inferred from 
other properties such as variance or power spectrum. For instance, processes of 
varying power spectrum produce signals that are non-stationary. However, these 
processes over shorter periods of time (e.g. small number of samples) may be 
regarded as mildly stationary or wide-sense stationary (WSS) [103, 106].
Wide-sense stationarity, which is a weaker form of stationarity, is an important 
outcome of second-order statistics that has allowed many practical signal process­
ing applications including the aforementioned ICA applications to be developed 
without considering the non-stationary nature of the source processes. There 
are also few BSS applications that consider non-stationary processes, including 
[112, 113]. In a wide-sense stationary process, only the first and second order 
moments are required to be invariant under time shifts of origin. Let x{t) be a 
WSS process with r  as a shift in time, the first moment is defined as:
E[x(t)] =  E[x(t-f r)] for alH  € R (3.8)
The autocorrelation (linear dependency between values of the process at different 
times) of a WSS process is also invariant under time shifts of origin:
rx{t,  t + t ) =E[{x(t))(x{t + t ))]  = r x ir )  for a lH  G R (3.9)
which means that rx  is only dependent on the difference between the time points, 
e.g. T = ti  —T2, but not the shift of t i  and 2^- It may worth noting th a t when 
the process variables are centred, Eq. (3.9) is also the covariance of the process 
as a function of time difference r . This will also produce the same correlation as 
R  in Eq. (3.6), if normalized using the variance of the process.
3.1.3 Central Limit Theorem and N orm ally-D istributed  
Random Variables
Normally-distributed random variables and the central limit theorem (CLT) have 
a special relationship, which has been exploited in numerous applications in­
cluding independent component analysis. The probability density function of a 
normally-distributed random vector (multivariate random variable) has the fol­
lowing form:
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fx (^ i ,x .2 , - - -an )  = - ÿ = = e x p y - ^ { x i - ^ i i f T ,  Xx, -  A ) )  (3.10)
where pi denotes the mean of the variable, i =  1,2, — ,n, and |E| denotes the 
determinant of the covariance matrix E. The classical CLT states that the mean 
values of sufficiently large number of independent and identically distributed 
(i.i.d) random variables approximate to a normal distribution (the larger the 
number of samples, the better approximation) [103, 114]. For example, for n  ran­
dom variables, e.g. {xi,X2, • • • ,x„}, each with t samples and a finite mean and 
variance, a new variable, e.g. {y}, formed by the mean values of the i.i.d samples 
such as:
y =  7 ^ x i  (3.11)
has a distribution that converges to a Gaussian distribution. If the i.i.d variables 
are standardized (i.e. =  0 and cTx^ =  1) the above relation can be presented
as:
y =  (3.12)
t a i
where the distribution of y converges to a standardised Gaussian distribution 
with a mean of 0 and variance of 1 .
The GLT has made it possible to justify the modelling of many processes as nor­
mal distributions where the original distributions are unknown. For instance, in 
many signal processing applications, noise is modelled as additive white Gaussian 
noise (AWGN) since it is considered as the sum of a large number of independent 
events having some effects on the observed data. The CLT as described above, 
implies that the distribution of a sum of independent variables will be closer to 
Gaussian distribution as the number of variables increases. In other words, the 
distribution of n random variables is more Gaussian than the distribution of each 
individual variable. This indicates that it is possible to measure the statistical 
independence by utilizing a method to measure how close an observed variable is 
to a Gaussian distribution. This is a significant result of CLT and, in fact, it is the 
basis of the ICA techniques that provide a means of measuring non-Gaussianity 
in Order to estimate independent components (see Section 3.3).
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3.2 Principal Component Analysis and W hiten­
ing Transformation
PC A is a linear transformation of a process to a smaller set of components that 
retain as much useful information as possible with little redundancy. The trans­
formed data form a set of uncorrelated vectors referred to as principal compo­
nents (PCs). Principal components represent the data variability along particular 
directions in a multivariate data space. PC A is a widely used technique for di­
mensionality reduction. For instance, if signals are corrupted by some interfering 
noise or outliers, by using a PCA technique to find the major components, the 
effect of undesired interferences may be eliminated or reduced.
Various PCA techniques have been developed such as covariance matrix decom­
position to eigenvalues and eigenvectors, or orthogonalization by a gradient al­
gorithm where weight vectors are recursively updated, under certain conditions, 
until they become orthogonal [103, 106, 107, 108]. The PCA based on eigen­
value decomposition (EVD) of a covariance matrix is a linear decomposition of 
a stochastic process into combination of orthogonal vectors using the samples’ 
covariance matrix. This is also referred to as Karhunen-Loeve or Hotelling trans­
form [115,116]. The covariance matrix of a random process and its decomposition 
can be presented as:
Sx, =  E[XtXf] =  V A W  e  (3.13)
where A is a diagonal matrix of n eigenvalues and V is a matrix of n  orthogonal 
unit eigenvectors (orthonormal vectors). The EVD problem is usually solved 
numerically, e.g. by the QR or Gram-Schmidt orthogonalization techniques [117, 
118]. Having obtained the eigenvectors, principal components are then produced 
by:
Y r  =  V^X;', (3.14)
where Y is the transformed subspace of the original data X with m  dimensionality 
(i.e. number of principal components), n represents the original data dimensional­
ity. The reduction of dimensionality is usually determined by setting a threshold 
for the smallest eigenvalue.
As mentioned earlier there are a number of PCA techniques, although not all are 
suitable for every application. The above method may not be suitable for appli­
cations where the decomposition of covariance matrix, using a numerical method, 
is computationally expensive and time is a critical factor. For instance, in a very
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large data processing application where covariance matrix can end up with thou­
sands of entries, which may not be computationally manageable. In such cases 
it is possible to adapt an on-line algorithm such as Stochastic Gradient Ascent 
(SGA) or Generalized Hebbian Algorithm (GHA) that derive the eigenvectors di­
rectly from the input samples and do not need to compute the covariance matrix 
in advance [119, 120].
PGA is performed in many signal processing applications in order to decorrelate 
the input data as well as reducing the dimensionality of the data, which may result 
in reducing the effect of undesired samples such as noise and outliers. This leads 
to another important technique, whitening transformation (also referred to as 
sphering), which is closely related to PCA. Whitening transformation (illustrated 
in Figure 3.3) is an orthogonalization similar to PCA, followed by a rescaling of 
the orthogonalized data. Whitening transformation is defined as:
W =  V A -2V- h \ r T (3.15)
where V is a matrix containing eigenvectors and A is a matrix containing eigen­
values of the observed data vector, e.g. X  = [xi,X2, - - - ,Xn]^. Applying the 
transformation matrix to the observed data vector, W X ,  will produce a new vec­
tor, e.g. Z  = [zi,Z2,--- ,Zm]^, with orthogonal variables and a unit covariance 
matrix =  I (see Appendix C.5). Whitening is performed as a preprocessing in 
many IGA applications as it reduces the number of free parameters of the unmix­
ing matrix and as the result, ICA only needs to estimate an orthogonal unmixing 
matrix. In other words, ICA algorithm only needs to find a rotation matrix that 
rotates the whitened data in order to restore the variables’ independence (see an 
example in Figure 3.3).
3.3 Independent Component Analysis
IGA refers to a class of BSS techniques that attempt to identify the source sig­
nals of unknown processes by estimating statistically independent variables. The 
generic mixing model of ICA, in matrix form, can be defined as:
^ 1,1 ^1,2 •
^ 2,1 ^2,2 •
^n,l ^n,2
X l , t <^1,1 «1,2 • « l ,m
=
^2,1 «2,2 * «2,m
^n ,t ^ n , l «n ,2  * « n ,m
^1,1 Si,2
S2,l S2,2 • S2,t
S m , l  ^m,2 ' ' * ^m,t
(3.16)
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where x  and s represent the observed and source signals respectively, a represents 
weights or mixing factors that are collectively referred to as mixing matrix or 
mixing filter, m and n represent the dimension of the mixing matrix and t  denotes 
the sampling time or time index. This represents the instantaneous linear mixing 
of the source signals, which is a generative model meaning that the observed 
signals are produced by some mixing process. Neither the mixing process nor 
the source signals are known. The above matrix representation is usually short- 
handed as:
where X denotes the observed signals, A denotes an unknown mixing matrix and 
S denotes a vector of unknown statistically independent source signals. In order 
to directly examine the statistical independence, given by Eq. (3.3), the density 
functions of the latent variables (source signals) need to be known. However, in 
most cases neither the individual nor the joint PDFs of the data are available [103, 
106]. Therefore in order to estimate independent components from the observed 
signals (i.e. mixtures of unknown sources), an objective function (also referred 
to as contrast function) is defined. The objective function after an optimization 
process results in a set of optimal weights that transform the observed samples 
into statistically independent components.
Different objective functions have been used in various ICA applications based 
on particular assumptions made in each application (see Section 3.3.2). The as­
sumptions are usually justified based on the statistical properties or any prior 
knowledge of the data and they are inferred either explicitly or from some ex­
periments [1 2 1 , 122, 123]. To satisfy the general ICA condition the fundamental 
assumption is that the observed signals are a mixture of some unknown signals 
emanated from independent processes. For instance, in a biomedical signal pro­
cessing application, the observed physiological signals may be assumed to be a 
mixture of source signals emanated from underlying processes such as organs’ or 
tissues’ activities, noise or movement artefacts.
3.3.1 Entropy of Random Variables
Different branches of information theory have been developed to deal with par­
ticular problems regarding quantification of information. For example, in data 
compression the aim is to reduce the quantity of data (e.g. bit rate) without sub­
stantial loss of quality, whereas, in blind source separation the aim is to identify 
the constituent components of mixed processes. However, the fundamental prob­
lem, in all applications of information theory, remain the same and th a t is the
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question of how to model complex data and retain useful information. This leads 
to the key concept in information theory, entropy.
Entropy, in information theory, is a measure of randomness associated with a 
stochastic process (see also Appendix D). It is originally related to Shannon’s 
source coding theorem [124], which defines the code length (in bits) required to 
encode a process without loss of its contents. For a discrete random process, e.g. 
X =  {xi, X2, • • • , Xn}, the entropy is defined asT
H{X) = — ^  P{xi) \og{P{xi)) given that: 0 < P  < 1  (3.18)
Xi€X
Evidently, P (X ) =  0 when the probability P  is 0 or 1. This indicates no un­
certainty or randomness on the information contents. Other values of P (X ) be­
tween 0 and 1 indicate different degrees of uncertainty. For random variables of 
the same mean and variance, normally-distributed variables have the maximum 
entropy (see Appendix D .l), which means that contents of these variables are 
less structured (or less predictable) than any other forms of distribution. This 
property, therefore, can be used as a measure of non-Gaussianity and forms the 
basis of an important class of ICA techniques, which is discussed in the following 
sections.
3.3.2 ICA Contrast Functions
As mentioned earlier, in order to estimate independent components from a mix­
ture of unknown source signals (observed data), an objective or contrast function 
is defined. The contrast function is optimized, usually recursively via an optimiza­
tion process (see Appendix E), which then results in a set of optimal unmixing 
coefficients that transform the observed data into statistically independent com­
ponents. ICA was made popular by Jutten and Hérault [125] where a feedback 
circuit architecture was proposed to find independent components from linearly 
mixed signals. The method defines the following objective function which is based 
on cancelling non-linear correlation between the outputs:
AWij <x jgi(ÿi)g2 (ÿj)
AW ji oc 73i(% )s2(2/i)
where gi and p2 are some non-linear odd functions. Non-linear correlation defined 
as E[gi(pi)g2 (Pj)], equals zero when the outputs pi and yj are independent. 7  is
 ^ Real signals are usually a process of time, e.g. x(t). However, time index in many texts 
including here is often dropped for notational simplicity.
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the learning rate or step size for updating the weights iteratively. Outputs of 
each iteration are given by:
Vj  =  -  Wj iV i
where x  denotes the mixture inputs. The algorithm, however, is known for a 
poor performance and may not converge for mixtures of more than two sources 
[126, 127]. An important implication of the central limit theorem, as discussed 
in Section 3.1.3, is that the distribution of a mixture of two or more random 
variables tends to be closer to a Gaussian distribution than the distribution of 
any one of the variables alone. It was also discussed in the previous section that 
for random variables of the same mean and variance, Gaussian variables have 
the highest entropy. This leads to the concept of negentropy, which is a measure 
of non-Gaussianity or distance to normality. Hence, negentropy can be used to 
identify non-normally distributed random variables from a mixture of variables. 
This is regarded as an information-theoretic contrast function and is defined as:
J{x) = H{xa) -  H(x)  (3.21)
where H{x)  is the entropy of random variable x, and H{xg) is the entropy of a 
normally-distributed variable with the same mean and variance as x. Since Gaus­
sian distribution has maximum entropy, J(x) is always positive and it becomes 
zero if x is normally distributed. Another important property of the negentropy 
is that it is invariant under a linear transformation [121]. This makes it possible 
to evaluate the negentropy of linearly mixed stochastic processes.
In practice, however, it may not be possible to evaluate non-Gaussianity given 
by the definition of negentropy as in Eq. (3.21), since measuring entropy requires 
probability density functions of the variables. Therefore, different methods to ap­
proximate negentropy have been proposed. In [128], an approach to approximate 
negentropy was proposed based on higher-order statistics using cumulants (see 
Appendices G.l and D.2). The contrast function is defined as:
'I(x) ~  Y2^^3(x) +  ^^i(x)) (3.22)
where ks and ^4 are the third and fourth cumulants of x. Other objective functions 
based on cumulants have been proposed, for example using fourth and second 
order cumulant to measure kurtosis [129, 130, 131]. Kurtosis is a measure of 
peakedness of a probability distribution and it is used to evaluate whether a 
distribution is super-Gaussian or sub-Gaussian. It is defined by:
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A:(x) =  E[xT -  3(E[x"])" (3.23)
which is also referred to as a measure of excess kurtosis since it is zero for a 
normally-distributed variable. For a standardized distribution, that is centred at 
zero and has unit variance, Eq. (3.23) is shortened to;
K(x)  = E[x^] -  3 (3.24)
where K(x)  is positive (leptokurtic) for a super-Gaussian distribution, negative 
(platykurtic) for à sub-Gaussian distribution and zero (mesokurtic) for a Gaussian 
distribution. Kurtosis has the additive property such that:
K (x i  -t- X2 +  • • • +  x ,i) =  K ( x i )  K (X2 ) +  • • • -h K ( x n )  (3 .2 5 )
it, therefore, can be used as a measure of non-Gaussianity for a mixture of vari­
ables. Another contrast function, for estimating an IGA filter^, is maximum 
likelihood estimation (MLE) [101]. The solution provided by MLE coincides with 
the solution provided by another approach referred to as information maximiza­
tion or Infomax [100, 132, 133]. In Infomax, the aim is to find an unmixing matrix 
that minimizes mutual information between random variables. This is reducing 
the uncertainty or shared entropy of the output vectors. Mutual information 
(or shared entropy) is defined as the difference between the sum of individual 
entropies and the joint entropy of variables [100]:
I (xi , X2, ,x„) =  ^  H(xi) -  H(X)  (3.26)
i= l
where H(X)  is the joint entropy of variables. Although the two approaches, MLE 
and Infomax, may seem different in their descriptions, but as noted in the litera­
ture the principles remain the same and they result in the same contrast function 
[101, 107, 134]. The maximum likelihood method states that if the density func­
tion of output variables matches the density function of source variables then the 
outputs must be the same as the unknown sources (or at least close estimates). 
In other words, considering a linear mixing process, e.g. X =  AS, an optimal 
unmixing matrix, e.g. W, is produced to unmix the observed variables, Y =  WX, 
such that the joint PDF of the outputs /y  (Y) will be similar to the joint PDF of 
the source signals fs(S).  The probability distribution of a linear transformation 
is given by [103]:
 ^ ICA filter is another term for unmixing coefficients or unmixing matrix that transform the 
observed data into independent components.
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X =  AS /x (X ) =  /g(S)
a s
ax (3.27)
where | ^ |  is the determinant of Jacobian matrix (see Appendix C.4). Since the 
mixing model is linear and invertible, i.e. S =  A“ ^X =  WX, the, joint density 
function of the transformation in Eq. (3.27) can be presented as:
/x (X ) =  A (S) |W| =  /g(WX) |W| (3.28)
This can be expressed as the following likelihood of some weights tha t maximize 
similarities between the joint PDFs of the output and source variables [101]:
(3.29)
i= l  j = l
where w j  represents each row of the weight matrix W, corresponding to m  
marginal PDFs for the outputs, n  represents the number of observations e.g. 
[xi, X2, • • • , Xn]. Equation (3.29) is usually implemented as the logarithm of L{W)  
(since it is easier to compute the terms sum instead of their products) and is re­
ferred to as log likelihood:
lnL(W) =  ^ ^ l n / i ( w f x j )  +  nln|W| (3.30)
i= l  j = l
This contrast function, which is used in MLE and Infomax ICA techniques, re­
quires the knowledge of source signals’ PDFs in order to evaluate the likelihood 
of the output signals’ PDFs. However, there may be very limited (if none at all) 
knowledge about the source signals and their distributions, in which case this con­
trast function remains only a theoretical solution. To overcome this limitation, 
the likelihood maximization technique has led to different derivations, for exam­
ple, by only considering sub or super-Gaussianity of the latent variables instead 
of modelling their PDFs [135, 136, 137], or pairwise processing (mutual informa­
tion) of the latent variables, which utilizes the cumulant-based approximation of 
non-Gaussianity [121].
The aforementioned contrast functions require either estimation of the PDFs or 
non-Gaussianity based on higher-order statistical properties such as kurtosis or 
knowledge of sub/super-Gaussianity of the source signals. However, there are 
limitations that preclude the use of these techniques in many situations. These 
limitations may include non-realistic assumptions such as inaccurate estimation of 
PDFs based on a limited number of samples [103, 107] and inaccurate evaluation
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of kurtosis, which is known to be sensitive to outliers (i.e. irrelevant observations) 
[123, 138]. These drawbacks have led to the development of another contrast func­
tion proposed by Hyvarinen [102], which utilizes a non-quadratic cost function to 
approximate negentropy:
J{x) K [E{g{x)} -  E{g(u)} f  (3.31)
where g denotes a cost function and u denotes a normally distributed random 
variable of the same mean and variance as the observed variable x. This contrast 
function has, in fact, similar principle as the cumulant-based measure of negen­
tropy, Eq. (3.22), (see also Appendix D.2.1). However, the key importance here 
is that by choosing an appropriate cost function, for example, one that is not 
sensitive to outliers, this contrast function will provide a robust technique of ne­
gentropy approximation that does not suffer from the aforementioned limitations 
[102, 103]. The IGA technique based on the above contrast function is referred 
to as FastICA where an optimization technique such as Newton method [139] is 
utilized to recursively optimize the contrast function with respect to some weight 
factors (i.e. finding weight factors that maximize J(x)). Therefore, the above 
equation can be presented as:
J(w^z) oc [E{p(w^z)} — E{g{i')}]‘^ (3.32)
where z is the whitened vector of observed variables produced by whitening trans­
formation as explained in Section 3.2, and w represents a weight vector. The op­
timization process results in an IGA filter that transforms the input vector into 
maximally non-Gaussian (independent) variables. The FastIGA technique has 
been employed in many medical image processing applications, for example, re­
gional mapping of the kidney tissues in DCE-MRI [140], partial volume correction 
in PET images [98] and separating EEC signals [104].
The technique is revisited in the next chapter in more detail where IGA appli­
cation in DGE-MRI renography is discussed. It is worth mentioning here that 
different choices for cost function have been reported in the literature including 
hyperbolic, logarithmic and exponential functions [103, 106]. However, the main 
selection criteria is the robustness against outliers and also computational com­
plexity. The following cost function, which is also used in the FastlGA contrast 
function, Eq. (3.31), is regarded as a general-purpose cost function that is robust 
against outliers. For instance, it does not grow or decay too fast, which may 
reduce the effect of irrelevant observations.
g{x) = ^log(cosh(a;/a)) (3.33)
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where a  is a constant, e.g. 1 <  a  <  2 , used to adjust the growth/decay rate of 
the function. Exemplar plots of the function, using two different values of a,  are 
illustrated in Figures 3.4 & 3.5.
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Figure 3.4: An exemplar plot illustrating the log-cosh cost function Eq. (3.33). 
The function is plotted using an arbitrary number of equidistant samples of a: =  
{—20, • • • ,20}. Two values of a  are chosen to illustrate how the parameter affects 
the rate of decay/growth of the function (see also Figure 3.5).
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Figure 3.5: An exemplar plot illustrating the log-cosh cost function, Eq. (3.33), 
using a random variable. Left: a randomly generated variable of 100 samples 
with a normal distribution of 0 mean and unit variance. Right: the cost function 
is plotted using the random variable on the left and a  values of 1 and 2. This 
illustrates the effect of choosing different values of a  for ^'(RV). An implication of 
this is that by choosing a  value larger than 1 , decay/growth rate of the function 
will be reduced, which may result in reducing the effect of some undesired samples 
(i.e. outliers). However, this needs to be considered carefully in practice since it 
could be hard to distinguish between the desired and undesired samples. In such 
cases choosing a larger value may result in reducing the significance of useful 
samples.
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3.4 ICA Properties
3.4.1 Scale and Order of Independent Com ponents
Consider the following ICA mixing model:
x{t) = As(t) (3.34)
where x(t) =  [xi{t), . . . , X m { t ) Y '  is a vector of observed signals, s(t) =  [ s i( t) ,S n (^ ) ]^  
is a vector of unknown source signals and is a matrix of unknown mixing
coefficients where m  denotes the matrix rank, i.e. number of independent rows 
(see also Appendix C.2). It is assumed that n  independent source signals are 
transformed to the multivariate vector x{t) by a mixing matrix of full rank, i.e. 
all m  mixing vectors of matrix A  are independent [141, 142]. This indicates that 
ICA algorithm needs to find a transformation matrix that transforms the ob­
servations to a set of independent signals (e.g. maximally non-Gaussian). This 
model, however, has certain limitations since any invertible full rank matrix that 
maximizes the outputs independence, is an acceptable solution. For instance, any 
scalar can be applied to the mixing matrix in Eq. (3.34) without affecting the 
output results as independent components:
X A ^x{ t )=s{ t )  (3.35)
where A can be any scalar value. This only changes the magnitude of s, and 
since both A  and s are originally unknown it does not make any difference what 
scale it may have. However, in some situations this might be an issue. For 
example, if the outputs are to be compared with each other, then scale variation 
will be problematic. In such cases one solution would be to fix the magnitude, 
for example, by standardization where all the outputs are re-scaled to have unit 
variance, i.e. E[s^(t)j =  1. The sign of A, however, may not be significant as it 
only changes the sign of the output signals. Another property, observed from 
the above equation, is that the rows of matrix A  can have any order (permuted). 
This results in permutation of the output signals or rows of s. This, however, 
may not be significant in many applications.
3.4.2 Identifiability and Separability
As well as the above properties, the outputs of ICA model in 3.35 are determined 
by the matrix A~^ with some indeterminacies. The original source signals are 
assumed to have certain properties, e.g. non-Gaussian distribution. Hence, any
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filter that restores these properties is an optimal filter even if the independent 
components do not exactly match the source signals. This indeterminacy can be 
divided into identifiability and separability issues: a mixing process is regarded 
as identifiable if the independent components are unique; and it is regarded as 
separable if the mixing filter is a full rank matrix [143].
To be able to distinguish between the original source signals and the identified 
independent components, their characteristics are taken into account by defining 
an identification space [144,145]. It can be stated that the source signals and their 
mixing process belong to an identification space, (A, 5) G I, that contains some 
unique properties such as particular waveforms or mixing channel characteristics. 
In other words, identification space is an information framework that contains 
any prior knowledge or expected characteristics about the underlying processes 
that produce the mixed data. For example, in a physiological signal processing 
application with abdominal recordings, respiration can be expected to produce a 
quasi-sinusoidal waveform effect on the recordings.
The estimated independent components, however, may not be exactly the same 
as original components as described by the identification space I in the sense that 
they may retain certain properties of I while differing in some other properties 
Therefore, the estimated independent components and their mixing process, e.g. S  
and A, belong to another identification space, e.g. I, such that the two spaces have 
some shared characteristics. This can be defined by the following relationship:
{(A, §) 6  % {(A, 6 ') G 1} ( î n  I) (3.36)
where % (equivalence relation) represents a relationship between the estimated 
and original identification spaces (I and I) such that it restores certain properties 
of I while may also have some ambiguities, for instance, the permutation or scale 
factor of matrix A as mentioned in the previous section. The above relation 
implies that while there can be many identification spaces that satisfy properties 
such as non-Gaussianity or instantaneous mixing of the components with a full 
rank matrix, there is only one class of I that is unique in the sense that it preserves 
the core characteristics of I. This relationship, although may seem abstract at 
first, it is important and needs to be observed in practical applications, otherwise 
the associated ambiguities can preclude evaluation of the estimated components.
Various methods have been employed in different applications in order to find 
a unique identification space (also referred to as an equivalent class) that pre­
serves the relation % as in (3.36). For instance, by utilizing PGA and whitening 
transformation in order to decorrelate the observed data and reduce the data 
dimensionality, the uncertainty of ICA results will be reduced to an extent since 
a subspace of the observed data is analyzed rather than the whole data. Utilizing 
such techniques, however, will only reduce the possible ambiguities, associated
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with ICA results, to some level and the exact source signals may still be impos­
sible to identify. Nonetheless, they provide an equivalent class. I, tha t contains 
interesting or important characteristics related to the original source signals and 
their mixing process.
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3.5 Discussion
In this chapter the fundamental principles of BSS, using random variables and 
their statistical properties, were discussed. The relationship between the classi­
cal central limit theorem and information theory, as discussed in Sections 3.1.3, 
has led to development of independent component analysis techniques. ICA has 
played an important role in many advance signal processing applications where 
separate (independent) processes are transmitted through recording channels and 
form a finite mixture of samples. Although different ICA techniques may differ 
in theoretical point of view, e.g. in their contrast functions, the objective is to 
produce an ICA filter that restores statistical independence in the output com­
ponents. The advantages and disadvantages of different contrast functions, as 
discussed in Section 3.3.2, are assessed based on the factors such as practicality 
and robustness.
There are also other useful BSS-related techniques such as principal component 
analysis and whitening transformation (Section 3.2) that are utilized as a pre­
processing to reduce the complexity of ICA. PCA provides a means of reducing 
the effect of undesired variables by dimensionality reduction. This results in a 
smaller subset of the observed data. Whitening transformation combines PCA 
with a further step of rescaling the orthogonal vectors such that the transformed 
vectors produce a unit covariance matrix. As the result, ICA only has to find 
a rotation matrix that rotates the orthogonal vectors until they are maximally 
independent (an exemplar showing this process was provided in Figures 3.2 & 
3.3).
Some generic ICÀ issues such as identifiability and separability of a linear stochas­
tic mixing model were also introduced in Section 3.4. It is important to identify 
and address such indeterminacies within the framework of an ICA application. 
That is why the concept of identification space, which is an information framework 
based on any prior knowledge or expectation, has been introduced [144, 145]. For 
instance, any ICA technique is expected to produce output signals that are max­
imally independent. But the outputs may not exactly match the source signals 
due to the associated indeterminacies and limitations. However, if the outputs 
present certain characteristics (e.g. particular waveforms) that can form an iden­
tification space, they are regarded as equivalent or close match for the source 
signals.
In the following chapters, ICA application in DCE-MRI renography will be dis­
cussed where the concepts introduced in this chapter will be revisited and dis­
cussed further using clinical DCE-MRI data.
Chapter 4 
Temporal ICA in DCE-M RI 
Renography
The aim of DCE-MRI renography, as was discussed in Chapter 2, is to provide a 
minimally invasive framework that can accurately assess the kidney function, for 
example, by measuring the single kidney glomerular filtration rate (GFR), per­
fusion and filtration fraction. It was also discussed that some of the confounding 
factors, preventing this to be implemented as a clinical routine method of kid­
ney function assessment, include segmentation, organ motion and partial volume 
effect PVE.
Prior attempts to address the PVE in dynamic renal data, include a template- 
based technique that provides PVE correction at the organ-level, i.e. renal parenchyma 
[6 , 67]. This method, which was utilized in Chapter 2 , requires an estimation of 
the point spread function (PSF) of the imaging sequence that is used to acquire 
the dynamic data. It also requires several templates, derived from the anatom­
ical data, which makes the technique difficult to implement in routine clinical 
practice. Segmentation of renal DCE data is another challenging task as these 
data suffer from low SNR and low spatial resolution. Segmentation is usually 
performed manually or semi-automatically, e.g. based on similarity measures or 
clustering [4, 5].
A segmentation method based on k-means clustering and ICA was applied to 
DCE-MRI renal time-courses where the data were first movement-corrected using 
a non-rigid registration method [146, 140]. These methods are labour-intensive, 
usually work for large regions only, e.g. organ-level, and may not provide accurate 
representation of the underlying tissues as they assumed tha t the segmented 
regions are homogeneous. However, a complex organ such as kidney consists of 
various micro-structures, as explained in Chapter 1 , and is regarded, functionally, 
as a heterogeneous organ.
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To overcome the aforementioned issues regarding segmentation, organ motion 
and PVE, a new approach based on ICA was proposed [56]. The feasibility 
of the method was first examined in several experiments using a synthetically 
constructed test object. Following its successful separation of the source signals 
in the synthetic environment, the method was then applied to clinical DCE-MRI 
data in order to separate the observed (mixed) signals into their constituent 
components, i.e. independent components (ICs).
Unlike the synthetic environment where the source signals are known, the com­
puted ICs for clinical DCE-MRI data can not be directly evaluated as there is 
no ground truth. Therefore, the computed ICs were evaluated by measuring the 
kidney filtration rate using a renal compartmental model, explained previously 
(Section 2.2.2). The filtration estimates were compared to those tha t are usually 
acquired from the original or movement-corrected data. In the following sections, 
the ICA method and its application to the synthetic and clinical DCE-MRI data 
are discussed.
4.1 D ata Acquisition
The DCE-MRI data was provided by collaborators at the UCL Institute of Child 
Health ICH. Ten healthy volunteers underwent MRI scan using 1.5T Siemens 
Avanto MRI scanner with a channel body phased array coil. The renal data 
consists of twelve contiguous slices at an oblique-coronal position and acquired for 
180s with 1.5s temporal resolution, producing 120 images per slice (see Section
2.1.1 for other acquisition parameters). For the purpose of the analyses here 
the central slices of the image data were chosen since they contain the largest 
portion of the kidneys. The central slices were also subjected to a movement 
correction method based on a 2-D rigid transformation technique via translation 
and rotation of defined anatomical templates [3].
4.2 BSS for Temporal DCE-M R Signals
It was stated in the previous chapter that ICA is based on statistical indepen­
dence maximization of some latent variables or ICs. The observed samples (e.g. 
temporal signals) are regarded as random variables that collectively form a mul­
tivariate random vector. Each sample signal, whether it is from a single voxel 
or an averaged intensity of a region, is assumed as a mixture of some underlying 
independent components associated with different tissues. These are physiolog­
ical MR signals that originate from various tissues and are also usually affected 
by other sources such as noise and respiratory movement. Hence, a generative
4.2. BSS for Temporal DCE-MR Signals 79
mixing model, similar to the instantaneous mixing of random variables explained 
in Section 3.3, is defined in order to define the generation of the observed signals 
by a mixture of independent source signals:
X =  As(t) (4.1)
where x{t) represents the observed signals grouped as rows of a matrix such as 
the matrix presented in (4.2), A represents an unknown mixing matrix (or filter) 
and s{t) represents the unknown source signals. The observed signals from the 
following matrix:
m x n
X i i Xl2 • ^ I n
x(t) — ^21 ^22 ^2n (4.2)
^ m l ^m2 ^ m n
where m  represents the number of signals, i.e. voxels, and n represents the number 
of time samples, t  = 1,2,••• ,n . Note that t  can refer to the actual sampling 
time or time index. However, for notation simplicity in most cases such as here 
time index is preferred. The source signals (e.g. true renal perfusion) that are 
not influenced by other sources (e.g. motion) and regarded as independent, are 
unknown. However, as the generative model (4.1) suggests, the acquisition is 
a mixing process where the inverse of the mixing matrix, A“ ,^ can act as an 
unmixing filter. The challenge is, therefore, to find an optimal filter (ICA filter) 
that transforms the observed signals into independent signals.
Prior to computing an ICA filter the observed signals are transformed into a 
multivariate orthogonal vector via whitening transformation. Whitening trans­
formation, as explained in Section 3.2, is decorrelating and rescaling the observed 
signals such that the transformed signals produce an identity covariance matrix. 
In the following section the decorrelation process is discussed where a time-lag pa­
rameter is introduced in order to produce an optimal decorrelation or whitening 
transformation.
4.2.1 Tim e-Delayed Decorrelation Technique for D C E -M R  
Signals
In many BSS applications, signals are assumed as stationary random processes 
where the joint probability distribution and consequently statistical properties 
such as variance remain invariant under a time-shift of origin (see Section 3.1.2). 
Although this assumption may hold true for some random processes, e.g. white
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noise, many practical processes are not strictly stationary since their power spec­
trum  varies over time. However, these processes may be regarded as wide-sense 
stationary (WSS) within a short period of time [103, 106]. Since dynamic MR 
signals are produced by the response of different tissues to stimulus (contrast 
agent) and the responses change over time (e.g. renal perfusion and filtration), 
the power spectrum or variance of such signals vary over time. Hence, a time-lag 
parameter is introduced in order to examine this aspect of DCE-MR signals.
Time-delayed decorrelation as a preprocessing step to ICA has been explored 
in some other fields where their aim, as in here, is to find a time-lag at which 
the variables are optimally decorrelated [147, 148, 149]. In a WSS process the 
covariance is invariant under a time shift of origin and depends only on a time 
difference that is defined as the difference between two time points e.g. t\ and 
tg. For instance, for a random process with two variables e.g. x(t) and y(t), the 
covariance with a time-delay r  is defined as;
Sxy(t, r) = E [(x(t) -  E[x(t)]) (y(t ± r ) ~  E[y(t ±  r)])] (4.3)
where E is the expected operator and time-lag r  is introduced for variable y. This 
is also referred to as correlation when is normalized such as Sxy /  cr^ o-y, where 
a  is the variance of the relevant signal (see also Section 3.1.1). The above case 
produces the following covariance matrix, or correlation matrix when normalized:
lE[(x(t))(x(^))] E [(x (t))(y (t± r))]
E[(y(t ±  r))(x(t))] E[(y(t ±  r))(y (t ±  r))] (4 .4 )
where only the cross-correlations (normalized covariances) will be considered to 
find a time-lag at which the correlation is minimal. Note that both t  and r  can 
refer to time index or actual time in second. This is expanded to m  number of 
variables for more than two input signals, e.g. {xi,xg, - - - ,Xm}, where the sum 
of cross-correlations are considered. An example is provided in Figures 4.2 & 4.3 
where the cross-correlations for a number of time-lags are plotted for three signals 
derived from the renal parenchyma, spleen and liver regions as shown in Figure
4.1. These are temporal signals (function of time) that are regarded as random 
processes, or more accurately finite samples of random processes.
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Figure 4.1: Exemplar image from the central slice of a subject’s DCE-MRI data 
at peak contrast enhancement. The four regions on the image represent: (1) 
left renal parenchyma, (2 ) spleen ROI, (3) right kidney parenchyma and (4) liver 
ROI. Signals derived from these regions are shown in Figures 4.2 & 4.3.
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Figure 4.2: Kidney and spleen signals derived from the left kidney and spleen 
ROIs shown in Figure 4.1, and time-lagged cross-correlations between the two 
signals. It is evident that there is a strong correlation between the two signals at 
T = 0 and it rapidly becomes weaker as r  increases or decreases (see also next 
figure).
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Figure 4.3: Kidney and liver signals derived from the right kidney and liver ROIs 
shown in Figure 4.1, and time-lagged cross-correlations between the two signals. 
It can be observed that there is a strong correlation between the two signals at 
T = 0 and it rapidly becomes weaker as r  increases or decreases. The correlations 
presented here as well as in the previous figure, indicate that even a slight time-lag 
can vary the cross-correlation between DCE-MRI signals significantly.
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The correlation matrix of input signals is, therefore, recursively updated while 
time-lag r  is increasing step-wise, e.g. r  =  1, to an arbitrary limit, e.g. 1/4 or 
1 /2  time samples. The limit is dependent on the observed signals such that the 
most important characteristics, e.g. filtration phase in DCE-MR renal recording, 
should be contained within the selected time window. For instance, for DCE-MRI 
data, important signal characteristics are produced post contrast agent injection. 
Hence, r  can be advanced to a limit, set around the time of contrast agent 
perfusion. The sum of all cross-correlations for each r  are then compared together 
in order to find the minimal sum.
The covariance matrix that is computed at a time-lag where the sum of cross­
correlations is minimal is referred to as an optimized covariance matrix here, 
which then leads to computation of more significant eigenvectors, i.e. eigenvectors 
with relatively larger eigenvalues. This means that these eigenvectors represent 
the multivariate data space or variations along different projections better than 
other eigenvectors, e.g. computed at r  =  0 (see an example in Figure 4.13). 
Eigenvalue decomposition (EVD) of a covariance matrix, as was discussed in 
Section 3.2, is defined as:
Ex. =VAV^(T) (4.5)
where SxT is the covariance matrix of a multivariate vector x (matrix of input 
signals where time index t is dropped for notational simplicity) at time-lag r ,  A 
represents a diagonal matrix of eigenvalues and V represents a matrix of orthog­
onal eigenvectors. The input signals are then linearly transformed to a new set 
of uncorrelated signals using a whitening transformation. Whitening transforma­
tion, as was explained in Section 3.2, is performed as follows:
W =  V A -iV ^, z^ =  Wx (4.6)
where W  represents the whitening matrix and T  represents orthogonality. Whiten­
ing transformation produces uncorrelated signals or rescaled principal compo­
nents, presented here by z, with an identity covariance matrix, E{zz^} =  I (i.e. 
unit variances and zero covariances). The eigenvalues are also used as a measure 
for the data dimensionality reduction where an arbitrary limit for the smallest 
eigenvalue is selected to reduce the number of components. After whitening trans­
formation, ICA is performed in order to restore statistical independence of the 
signals. This process is explained in the following sections.
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4.2.2 ICA Technique Based on Approxim ation of Negen- 
tropy
ICA, as was discussed in the previous chapter 3.3, is an optimization problem 
where an objective function (also referred to as contrast function) is recursively 
optimized via an optimization technique. The optimal solution (maxima or min­
ima) provides a transformation matrix or ICA filter, which transforms the ob­
served (mixed) signals into independent signals. The contrast function employed 
here is the approximation of negentropy via maximization of non-Gaussianity 
[102], as discussed in Section 3.3.2. Let z denote a whitened vector and w a 
matrix of unknown coefficients such that y =  w^z. y represents a vector of in­
dependent signals where w acts as an unmixing matrix. This is also regarded as 
a rotation matrix as previously discussed (see an example in Figures 3.2 & 3.3). 
The contrast function is defined as [102]:
J(y) oc [E{^(w^z)} -  E{g{u)} f  (4.7)
where the problem is to maximize the function J(y) with respect to w. In other 
words, find w such that it maximizes non-Gaussianity of the output vector y. 
is a standardized Gaussian variable with zero mean and unit variance and p is a 
cost function as defined in Eq. (3.33).
For optimization problems, the methods such as gradient ascent based on first- 
order derivatives, or Newton’s method that takes second-order derivatives also 
into account, can be employed (see Appendix E). However, Newton’s optimization 
technique is generally regarded as a more efficient method of optimization than 
the gradient method since it takes into account the first and second derivative 
functions [103, 106, 139]. It can be observed that the function (4.7) reaches its 
maximum when J(y) =  E{p(w^z)}. The weight vector w is also constrained to 
have unit length since z is a whitened vector as explained in Section 4.2.1, meaning 
that it has unit variance. Hence, w is constrained such that w^z produces unit 
variance. Therefore, the optimization problem of J(y) can be defined as:
f Maximize: J(y) oc E{p(w^z)}
Subject to: E{(w^z)^} =  ||w|p =  1
This is now a constrained optimization problem where the method of Lagrange 
multipliers can be applied to find an optimal solution [150]. Under Lagrange 
condition, the above problem can be stated as [103]:
VE{p(w^z)} =  AVE{(w^ z)2} 
VE{i^(w^z)} -  AVE{(w^z)2} =  0T .  (4 .9)
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where A is referred to as Lagrange multiplier and V is a gradient operator. This 
can be written as a m atrix  of first-order partial derivatives, referred to as Jacobian 
matrix (see also Appendix C.4). Let F  denote the above function. The first order 
derivative of F  is defined as:
RF
J = - ^  = E{zg ' {w^z) }— Xw = 0 (4.10)
where J denotes Jacobian and g' is the first derivative function of cost function g. 
Considering the cost function defined in Eq. (3.33), the first and second derivatives 
are given by:
g{y) = ^log(cosh(y/a)) => 
d 1
^  2 (y) = - ta n h (y /a )  (4 .11)
a:" _  1 , 2 ,
9{y) =  - ( 1  -  tanh (y /a))a
To solve the equation (4.10), Newton’s method of finding the roots of a function 
is applied (see Appendix E.2 for more detail). Hence, the first-order derivative 
of the Jacobian, Eq. (4.10), is required. This is equivalent to the second-order 
derivative of Eq. (4.9). A matrix of second-order derivatives is also referred to as 
a Hessian matrix (see Appendix 0.4) and given by the following:
H =  JV F  =  ^  =  E {zzV (w ^z)} -  A (4.12)
Since z is a whitened vector i.e. E{zz^} =  I, the above relation can be further
simplified:
H  =  E { /(w ^ x )} -A  (4.13)
By using equations (4.10) and (4.13), the Newton’s method can be applied as
follows:
, J V Fw — w — — — w —
=  w
H V^F 
E{zp'(w^z)} — Aw 
E{ÿ"(w^z)} — A
T X. . (4.14)
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where w"^  is a new weight vector after each iteration. This can be further simpli­
fied by multiplying both sides with the denominator as follows:
w+(A -  E { 5 " ( w ^ z ) } )  =  ( w  -  - T )  -  ®{s"(w^z)})
=  w(A — E{^"(w^z)}) 4- E{zp'(w^z)} — Aw (4*1^)
=  E{zy(w^z)} -  E {/(w ^z)}w
where w is normalized after each iteration to have unit length. This means that 
the multiplication in the first line above does not change the left side since it is 
always normalized at the end. The above equation can, therefore, be rewritten 
as:
w"^  = E{zy(w^z)} — E{y%w^z)}w
w+ (4.16)
w =
w+ 1
where the second line means normalization of w to unit length after each iteration 
using norm of the vector ||w+|| (e.g. Euclidean distance). Eq. 4.16 is iterated 
using an arbitrary number of iterations until converges to an optimal solution. 
Convergence is indicated when there is no improvement between the new weight 
and the preceding one using a stopping criterion, e.g. a very small number, e.
The optimal solution is a set of weights, also referred to as the ICA filter, which 
transforms the input signals into maximally independent signals via minimizing 
their Caussianity. In order to ensure that IC vectors remain unique, i.e. do not 
converge to the same solution, at the end of each iteration new weight vectors are 
orthogonalized with respect to the previous vectors. This is referred to as vector 
rejection or deflation and can be achieved using an orthogonalization technique 
such as the Cram-Schmidt method [103, 117].
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4.3 Temporal ICA Process
The temporal ICA method can be summarized as follows;
1 . Observed samples (mixed or input signals) are grouped together in a matrix, 
e.g. X presented in Eq. (4.2).
2 . All signals are centred by removing their means in order to compute their 
covariance or correlation matrix (The removed means are added back at the 
end to the independent components).
3. Correlation matrix Ex.^  is computed using a time window r  (as explained 
in Section 4.2.1) while r  is increased in unit steps although it can be any 
reasonable value r  G M > 0. This process is repeated for a predetermined 
number of times, i.e. n/4  where n  is the total number of samples.
4. Sums of cross-correlations (normalized covariances) for all r  are compared 
in order to find the smallest sum. The covariance matrix at this time is used 
for eigenvalue decomposition (EVD). Produced eigenvalues and eigenvectors 
are used to form a whitening transformation matrix, e.g. W.
5. Observed signals are transformed using the whitening matrix (i.e. uncor­
related and rescaled) such as z =  W x  where z is a matrix of principal 
components with an identity covariance matrix. The whitened signals form 
an orthogonal data space of desired dimensionality where the number of 
components is governed by setting a limit for the smallest acceptable eigen­
value.
6 . The ICA contrast function Eq. (4.7) is optimized recursively (as explained in 
Section 4.2.2) to find the maxima of w f  = E{ztg'{wfzt)} — E{g"{wfzt)}wt,  
where each new weight vector w is normalized to unit length, and orthogo­
nalized with respect to the preceding vector. Optimal weight vectors form 
the unmixing matrix or ICA filter that minimizes Caussianity of the input 
signals.
7. ICA filter is applied to the observed signals, s =  w*^ x where s represents 
the independent components (independent source signals). The removed 
means are added back to the components.
In the following sections, the ICA technique as outlined above is applied to a
synthetically constructed test object in order to evaluate the method.
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4.4 Synthetic Test Object
In order to experimentally evaluate the temporal ICA methodology, a test object, 
as shown in Figure 4.4, was constructed. The synthetic test object is composed 
of three regions derived from the central slice of a healthy volunteer’s DCE-MR 
image data. These regions cover the renal parenchyma, sections of the liver and 
background tissues. The background region was defined as non-renal and non- 
hepatic heterogeneous tissue, made up from small bowel and intra-abdominal fat, 
in order to have a region with a negligible contrast agent influence. The three 
ROIs were also chosen reasonably large and far from each other to ensure there 
was negligible signal mixing from adjacent tissues by avoiding proximity to the 
edge regions.
The temporal signals derived from the three regions formed a three-compartment 
rectangular image matrix similar to a region within the original image data where 
the liver is in close proximity to the kidney. Constructed images were then con­
volved with the point spread function, defined in Eq. (2.21), in order to reproduce 
a mixing effect analogous to the partial volume effect produced by the DCE-MRI 
pulse sequence. This resulted in a synthetic image dataset, shown in Figure 4.4 
(c), that contains mixed signals from three sources including liver, background 
and kidney (see Figures 4.5 & 4.7).
The following matrices show how the synthetic image data is constructed initially 
using the temporal signals derived from the three regions, shown in Figure 4.4
(a). Let xi,  X2 and Xs represent the signal intensities produced by the liver, 
background and kidney regions respectively. The three-part images in Figure 4.4
(b), are then constructed as follows:
X  =
a : i ( i n ) ^ ’^ X i ( t n Y ' ‘^ 2:1 ( in ,)
a ; i ( i n ) * ’^ a ; i ( i n ) * ^  • 2:1 ( i n ) * ’^
X 2 { t i Y + ^ ' ^  • •• X 2 ( t l Y ' ^ ^ ’^ X 2 { t n Y ' ^ ^ ’ ^  ■■ ■ X 2 ( t n Y ' ^ ^ ' ^
X 2 ( t l ) ^ ^ ' ^  ■ ■ X 2 { t l Y ^ ’^ X 2 ( t n ) ^ ^ ' ' ^ 2:2 ( in )^ * ’  ^ • ••  272 ( i n  )^*’^
■ 333 ( i l )  2*+ ••  2:3 ( i n
• 2:3 ( i i ) ^ * ’^ _ a;3 (in )® * ’^ 2^3 • ••  2:3( in  _
where i and j  denote rows and columns respectively and t  represents the time 
index. For i and j  arbitrary number of 30 was chosen, making the image m atrix 
size 30 X  30 x 120. The reason that these matrices are formed from three temporal 
signals is to construct a series of images where each time-frame contains three 
areas that correspond to intensities of the relevant ROIs. This, as mentioned
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earlier, provides a subset of the original image data where artefacts such as partial 
volume contamination have been reduced to some extent due to the selected 
regions, which are relatively large and far from each other. It also provides 
a more constrained DCE-MRI data in comparison to the original data where 
at least three components are expected and the computed components can be 
evaluated against the source signals.
The convolution of the image matrices (Figure 4.4 (b)) with the point spread func­
tion, Eq. (2.21), results in partial volume or mixing effect in the voxels shown in 
Figure 4.4 (c). Since each voxel has different mixing proportionality, dictated by 
the full width at half maximum (FWHM) of the convolution kernel, the mixing 
coefficients of the voxels in the centre of the test object (Figure 4.4 (c)) were cal­
culated analytically. The centre voxels were chosen in order to eliminate the edge 
effects produced by convolution. The mixing coefficients for m  voxels were calcu­
lated using the original signals {xi,X2,X3} and the voxel signals {yi,y2 , • • • ,ym} 
as follows:
[ y i ,  Y 2 , • • • , Y m ^  =
0,2,1
0,1.3“
^2 ,3
[ x i ,  X 2 , X g ]^
0 ,m ,l 0 :^ ,3
(4.17)
The mixing coefficients rr are then calculated using pseudoinverse (see Appendix 
C.3) of the matrix of original signals as follows:
M = [y]^  [x]+ (4.18)
where [x]+ is the pseudoinverse of [x]. Each represents a mixing contribution 
for a particular voxel where =  1 as shown in Figure 4.6. By
knowing the mixing contribution values within each voxel, the voxels that contain 
a mixture of at least two signals were selected for the ICA process. The knowledge 
of source signals and their mixing contributions provided a ground tru th  that were 
used to evaluate the ICA results.
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Figure 4.4: Construction of the synthetic test object that was used to evaluate the 
temporal ICA method. The three ROIs shown in (a) were selected to cover regions 
of liver, kidney and background tissues. Time-intensity signals derived from the 
three regions are regarded as the source signals and form the images in (b). These 
new image data, which contain only three regions, are convolved with the PSF, 
defined in Eq. (2.21), to produce voxels with mixed signal intensities. Central 
voxels, as shown in (c), were chosen according to their known mixing contributions 
(see Figure 4.6) and subsequently used in the temporal ICA experiments.
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Figure 4.5: The signals above are derived from the three regions shown in Figure 
4.4(a). These are the source signals that were used in the construction of the 
synthetic test object.
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Figure 4.6: Mixing contributions of the liver, background and kidney tissues for 
fourteen voxels selected from the centre of the synthetic test object (Figure 4.4 
(c)). The mixing contributions were produced analytically using Eq. (4.17). This 
was then used as a guidance in the ICA experiments, since only the voxels that 
were made up of at least two signal intensity contributions were selected. This is 
observed for the voxels 3 to 12 above, which correspond to the ten central voxels 
of the test data.
4.5 Synthetic Data Analysis
To evaluate the temporal ICA technique, the synthetically produced test object 
described in the previous section was subjected to a series of experiments before 
applying the technique to the volunteers’ renal data. This included application of 
ICA without temporal or time delay and application of ICA with temporal delay.
4.5.1 Synthetic D ata Analysis W ithout Time-Delayed Decor­
relation
Signals derived from the ten central voxels of the test object, as shown in Figure 
4.7, form the input signals to the ICA process outlined in Section 4.3. Each signal 
is considered as an instantaneous linear mixture of independent source signals, 
produced by a mixing process such as x =  As, where x, A  and s represent mixed 
signals, mixing coefficients and source signals respectively. The input signals are 
a mixture of minimum of two and maximum of three source signals as observed 
in Figure 4.6. The decorrelation via whitening process, explained in Section
4.2.1, was applied to the mixed signals but without any time delay. ICA process.
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Figure 4.7; Mixed signals derived from the ten central voxels shown in Figure 4.4
(c). Mixing contributions are shown in Figure 4.6.
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explained in Section 4.2.2, was then applied to the whitened signals. The results 
of whitening transformation and ICA are presented in Figures 4.8 & 4.9.
Visual inspection of the results showed that two of the independent components 
(ICs) were likely to closely match the source signals. The ICs and the source 
signals are plotted against each other in Figures 4.10 & 4.11, where the errors 
and coefficient of determination between the signals are used to evaluate their 
closeness. The third component, however, does not closely match any of the 
source signals (Figures 4.12).
The results show that not all the three source signals were correctly recovered from 
their mixtures. A possible reason for this could be the fact that the source signals 
are highly correlated even though they are emanated from different physiological 
sources, i.e. kidney, liver and non-specific tissues. This was indicated by the 
cross-correlations calculated for the DCE-MR signals from three organs as was 
shown in Figures 4.2 & 4.3. In the next section, the ICA method is applied to 
the same signals biit this time signals are decorrelated using the time-delayed 
decorrelation technique.
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Figure 4.8: Decorrelated signals produced by whitening transformation of the 
mixed signals (shown in Figure 4.7), which were derived from the ten central 
voxels of the test object (shown in Figure 4.4 (c)). Whitening transformation 
was performed without any time-delay. Whitening matrix was produced using 
only three largest eigenvalues since mixed signals were assumed as a mixture of 
only two or three source signals.
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Figure 4.9: ICs produced by the ICA technique explained in Section 4.2.2. ICA 
was applied to the decorrelated signals presented in the previous figure. To eval­
uate the IC signals, they were plotted against the source signals as shown in the 
next figures.
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Figure 4.10: The ICI presented in Figure 4.9 against the liver signal presented 
in Figure 4.5. Small errors and =  0.90 between the two signals indicate that 
the IC signal closely matches the liver signal.
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Figure 4.11: The IC2 presented in Figure 4.9 against the background signal pre­
sented in Figure 4.5. The errors between the two signals are slightly larger and 
— 0.60 is smaller compared with the previous IC Figure 4.10. Nonetheless, the 
IC signal seems a reasonable match for the source signal.
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Figure 4.12: The IC3 presented in Figure 4.9 against the kidney signal presented 
in Figure 4.5. Evidently, the IC signal is not a close match for the source signal, 
this is also indicated by the large errors between the two signals.
4.5.2 Synthetic D ata Analysis W ith Time-Delayed Decor­
relation
In the previous section, the ICA method applied to the synthetically mixed signals 
revealed that not all the source signals were correctly recovered. In this section, 
the ICA method with time-delayed decorrelation as outlined in Section 4.3 is 
applied. As before a mixing model that describes the relationship between the 
mixed signals x and the source signals s is defined as x =  As. Decorrelation 
of the mixed signals was performed using a time-lag parameter r  where it was 
advanced by unit steps up to 1/4 of the whole sampling time (180s). This limit 
was carefully chosen based on the information observed from the DCE-MRI data 
that the contrast agent perfusion starts at around 40s ±  10s from the start of 
data acquisition. This is about quarter of the whole sampling time at which 
cross-correlations, for the test data, produced the smallest sum.
The covariance matrix, produced at the time of minimal cross-correlation, is de­
composed into eigenvalues and eigenvectors, Eq. (4.5). The resultant eigenvectors 
are more significant in the sense that they represent improved data dimension­
ality. An example of this is provided in Figure 4.13 where eigenvalues at four 
different time instances are plotted. It is observed that at a particular time, in 
this case 37.5s, the difference between eigenvalues is reduced in comparison with
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the differences at other time instances. This indicates an improved data dimen­
sionality. The computed eigenvalues and eigenvectors form the whitening matrix, 
Eq. (4.6), which transforms the observed signals into optimally decorrelated sig­
nals, z =  Wx.  These signals are presented in Figure 4.14. The decorrelated 
signals were then transformed into maximally independent signals, as outlined in 
Section 4.3. The results are shown in Figure 4.15. Visual inspection of the re­
sults, via plotting the computed ICs against the source signals, showed that they 
closely matched the source signals. The errors and values between the IC and 
source signals were used to evaluate the ICs (see Figures 4.16, 4.17 & 4.18). By 
comparing the results of this experiment with those in the previous section where 
no time delay was applied, it becomes evident that the time-delayed decorrelation 
played an important part in recovering the source signals from their mixture.
O) 0.6
Eigenvalues
X =  30s
Eigenvalues
W  0.8
Eigenvalues
X = 37.5s
Eigenvalues
Figure 4.13: Eigenvalues computed for the synthetic test object at four time in­
stances, using the ten mixed signals shown in Figure 4.7. Cross-correlations were 
calculated by advancing the time up to 1/4 of the whole samples, as explained in 
Section 4.2.1, where at t = 37.5s they produced the smallest sum. The covariance 
matrix at this time is decomposed into eigenvalues and eigenvectors, which are 
used to decorrelate the signals. The eigenvalues at other time instances, t = 1.5s, 
15s, 30s (chosen arbitrarily), were computed to observe the differences. It can 
be observed that at t — 37.5s the difference between the eigenvalues is reduced. 
This indicates that the data dimensionality has improved. In other words, the 
eigenvectors at this particular time are more significant.
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Figure 4.14: Whitened signals produced by the time-delayed decorrelation as dis­
cussed in Section 4.5.2, applied to the mixed signals (Figure 4.7). Whitening 
transformation was performed using the most significant eigenvalues and eigen­
vectors, which were found to be at t  =  37.5s as shown in Figure 4.13.
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Figure 4.15: Independent components produced by the ICA, as outlined in Section 
4.3, using the decorrelated signals presented in Figure 4.14. The ICs are plotted 
against the source signals as shown in Figures 4.16, 4.17 & 4.18 where their 
closeness to the sources is evaluated by the errors and values between the 
signals.
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Figure 4.16: The ICI presented in Figure 4.15 plotted against the kidney signal 
presented in Figure 4.5. Small errors between the two signals and also the coef­
ficient of determination =  0.99 indicate that the IC signal closely matches the 
source signal.
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Figure 4.17: The IC2 presented in Figure 4.15 plotted against the liver signal 
presented in Figure 4.5. Small errors and =  0.96 between the two signals 
indicate a close match.
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Figure 4.18: The ICS presented in Figure 4.15 plotted against the background 
signal presented in Figure 4.5. Small errors and =  0.86 between the two signals 
indicate that the IC signal closely matches the source signal.
The results of time-delayed ICA technique, presented in the previous figures, 
showed that all the three source signals were recovered correctly with relatively 
small errors and large values. By contrast, the results produced by the ICA 
technique without a time-delay, as were shown in Section 4.5.1, did not completely 
match the source signals.
As discussed earlier, DCE-MR signals consist of responses of various tissues to the 
contrast agent. Although other sources such as movement artefact (mainly due 
to respiration) or device noise also usually contribute to the signals, they produce 
similar effects on all signals (e.g. intensity fluctuation). However, tissue responses 
to the contrast agent change over time. This was exploited in the time-delayed 
decorrelation where the mixed signals were decorrelated using eigenvalues and 
eigenvectors that were produced at the time of minimal cross-correlation. It was 
shown in Figure 4.13 that these eigenvalues were more significant, compared with 
other time instances, in the sense that they represent an improved data dimen­
sionality. Following the computation of the ICs that successfully matched the 
source signals, the technique was applied to clinical DCE-MRI data as explained 
in the next section.
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4.6 Renal D ata Analysis
In the previous section, the synthetic data analysis was discussed and it was 
observed that the computed components were close estimations of the source 
signals. In this section, the same methodology is applied to the DCE-MRI data 
from a cohort of ten healthy subjects (Section 4.1). Similar to the synthetic data 
analysis, a linear mixing model is defined as x =  As, where x represents the mixed 
signals, A  and s represent the mixing filter and source signals.
However, unlike the synthetic data analysis, neither the source signals nor their 
mixing filter is known. Therefore, a regional analysis experiment was devised 
where three different regions were defined on each kidney. Each region covered 
sections of the kidney and surrounding tissues, e.g. liver, spleen and non-specific 
intra-abdominal tissues such as bowel and fat (see Figure 4.19). The regions 
were selected such that they vary in size and hence, vary in their signal mixing 
proportions. However, since they all contain sections of renal cortex, it is expected 
that they all produce at least one similar component that can be attributed to a 
renal activity e.g. perfusion.
ICA process (Section 4.3) was applied to the signals, x, produced by the voxels 
of the selected regions. The number of independent components for each region 
was limited to three similar to the synthetic data analysis. From the computed 
components, the ICs that resembled renal perfusion were subjected to a renal 
compartmental analysis in order to measure the GFR. Since all the regions, as 
shown in Figure 4.19, cover sections of the kidney cortex, it is expected that the 
GFR estimates for all regions remain close for any single kidney.
The estimated GFRs were also compared with the results of conventional DCE- 
MRI renography using the same compartmental model. In DCE-MRI renography, 
as was discussed in Section 2.1, the kidney filtration rate is conventionally mea­
sured using the tinie-intensity signals derived from ROIs that are defined either 
on the original image data or on their movement-corrected version. The GFRs 
measured using independent components were compared with the GFRs mea­
sured using both original and movement-corrected signals. Original signals were 
produced by averaged intensities of the ROIs (Figure 4.19) drawn on the original 
image data and movement-corrected signals were produced by the same ROIs 
but using the registration-based movement-corrected image data as mentioned in 
Section 4.1.
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Figure 4.19; A DCE-MR image taken from a subject’s central kidney slice at the 
time of peak contrast enhancement. The delineated regions are the ROIs that 
were used for ICA as well as conventional GER estimation. The ROIs are chosen 
such that the large rectangles cover the whole kidneys and some surrounding 
tissues. The parenchymal ROIs cover the whole kidneys while eliminating the 
surrounding tissues as much as possible and the small rectangles are 10x10 pixels, 
covering small portions of the cortex and surrounding tissues.
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Time-delayed decorrelation technique, as explained in Section (4.2,1), was applied 
to the signals produced by the selected voxels (voxels within the defined ROIs). 
This was achieved by advancing the time-lag r  in unit steps up to 1/4 of the 
samples, which is about the beginning of contrast perfusion, to find a point with 
a minimal sum of cross-correlations. The covariance matrix at this point Ex  ^
was decomposed into eigenvalues and eigenvectors, Eq. (4.5). Similar to the 
synthetic data case only the first three significant eigenvalues and corresponding 
eigenvectors were selected in order to form the whitening matrix. Rest of the 
process including whitening transformation, Eq. (4.6), and computation of the 
independent components, Eq. (4.16), are also exactly the same as the previous 
experiments (see Section 4.3 for the process outline). Examples of independent 
components computed for a subject’s left and right kidneys using the ROIs shown 
in Figure 4.19, are presented in Figure 4.20.
4.6.1 G FR Estim ation Using Independent Components
It was stated earlier that in the decorrelation process only the first three sig­
nificant eigenvalues were selected in order to limit the number of independent 
components. From the computed ICs those with renal perfusion-like characteris­
tics were selected for the assessment of GFR. It was explained in Chapter 2 that 
in DCE-MRI renography, signals produced by ROIs that are defined on either 
original images or movement-corrected images, are used to measure the GFR via 
a compartmental model.
Here for the GFR assessment. Tofts renal model, explained in Section 2.2.2, was 
employed (an exemplar is presented in Figure 4.21). Averaged time-intensity 
signals derived from the original DCE-MR image data (see an exemplar in Figure 
4.22), using the same ROIs as in Figure 4.19, were also used for GFR assessment. 
As well as the original image data, movement-corrected version of the original 
data, based on a 2-D rigid transformation technique [3], were also used to measure 
GFRs (see an exemplar in Figure 4.23). Therefore, it became possible to compare 
the results of GFR assessment using ICs, with the results of conventional GFR 
assessment in DCE-MRI renography. The GFR estimates are presented in Tables
4.1 & 4.2 for the ten subjects’ left and right kidneys where their dispersions are 
visualized in Figures 4.24 & 4.25.
It was observed from the results that in almost all cases, IC signals produced more 
consistent GFR estimates compared with the results of conventional DCE-MRI 
renography using original or registration-based movement-corrected image data. 
The consistency of the measured GFRs using IC signals is more evident in Figure 
4.25, which presents standard deviations of the GFR estimates for ten subjects.
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Figure 4.20; Independent components for a subject’s left and right kidneys pro­
duced by the time-delayed ICA technique using the ROIs shown in Figure 4.19. 
Similar ICs were computed for ten volunteers’ DCE-MRI data. For each region 
three ICs were computed by reducing data dimensionality using the first three 
significant eigenvalues and corresponding eigenvectors similar to the synthetic 
data analysis. Top plots: IC signals with some strong renal perfusion-like charac­
teristics such as a sharp rise followed by a. sharp fall and then some recirculation 
activities (see also signals in Figure 4.22). These signals and similar ones from the 
other kidneys were used to estimate the kidney filtration rates. Middle plots: IC 
signals representing tissues/activities that may be related to other renal activities 
rather than perfusion, or other tissues such as liver, spleen and non-specific back­
ground tissue. Bottom Plots: IC signals representing characteristics associated 
with noise and motion artefacts such as intensity fluctuation.
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Figure 4.21: An exemplar of the Tofts model plot after fitting the model curves to 
the renal perfusion and arterial blood curves for a volunteer’s left kidney (a) and 
right kidney (b). Ktrans parameter, GFR per unit volume of tissue, is given by 
fitting the renal curve for a predefined period of time (e.g. from rise of contrast to 
90s afterwards) as shown on the plot. The scale of signal intensities is arbitrary 
as shown on the y-axis since the contrast scale of the images can be changed 
arbitrarily. See Section 2.2.2 for model description.
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Figure 4.22: An exemplar showing temporal signals derived from a subject’s 
original DCE-MR image data using ROIs shown in Figure 4.19. Similar signals 
were derived from ten subjects’ image data. The signals were used to assess the 
kidney filtration rate using the Tofts renal model (Figure 4.21).
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Figure 4.23: An exemplar showing temporal signals derived from movement- 
corrected DCE-MR image data using ROIs shown in Figure 4.19. The original 
image data were movement corrected using an image registration technique (Sec­
tion 4.1). Similar signals were derived from ten subjects’ movement-corrected 
image data. The signals were used to assess the kidney filtration rate using the 
Tofts renal model (Figure 4.21).
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Table 4.1: The following table presents the estimated GFRs (Ktrans) produced 
by the Tofts renal model for all subjects’ left kidneys, as discussed in Section 
4.6.1. The estimates were produced using original, movement-corrected and in­
dependent component signals derived from three ROIs as shown in Figure 4.19. 
These included a large rectangle (ROIl), renal parenchyma (R0I2), and a small 
rectangle of 10x10 pixels (R0I3). RMS is the root mean square of the errors 
for the model fit. Variation of the Ktrans values is presented using minimum 
and maximum values where A represents their difference. RMS and A values 
for the ICs are almost always smaller compared with the original and movement- 
corrected values.
Ktrans for original data, movement corrected data and ICA data using three different ROIs. 
Left Kidney.
Subjects KtranslO'^ i R0I1 RMS R0I2 RMS R0I3 RMS ! Min - Max A
Original I 2.82 0.75 2.33 1.07 3.28 2.45 1 2 .33-3 .28 0.95
1 MovCor i 2.97 0.94 2.85 1.21 3.42 1.13 2 .85-3 .42 0.57
ICA 2.72 0.73 2.79 0.78 2.70 1.00 1 2 .70-2 .79 0.09
Original ! 2 -41 1.45 2.85 1.98 3.51 2.64 1 2.41-3.51 1.10
2 MovCor I 2.00 1.47 2.88 2.01 3.35 3.05 2 .00-3 .35 1:35
ICA 2 51 0.76 2.55 1.07 2.59 1.91 2 .51-2 .59 0.08
Original 2.01 2.24 2.41 1.63 1.00 3.04 1.00-2.41 1.41
3 MovCor 2.00 1.30 2.67 2.09 1.10 3.16 1 .10-2 .67 1.57
ICA 2 00 1.29 2.11 1.62 1.95 2.67 ! 1.95-2.11 0.16
Original 204 0.63 1.41 0.76 3.18 1.34 1 .41-3 .18 1.77
4 MovCor i 2.18 0.69 3.14 0.73 5.26 1.74 1 2 .18-5 .26 3.08
ICA 2.85 0.49 2.86 0.56 2.80 1.09 2 .80-2 .86 0.06
Original 1 85 1.03 1.67 1.26 3.14 2.92 1.67-3 .14 1.47
5 MovCor j 1.90 1.06 2.28 1.25 3.00 1.83 1 1 .90-3.00 1.10
ICA 2.10 1.00 2.20 1.09 2.24 1.23 2 .10-2 .24 0.14
Original 1 2.36 0.98 1.80 0.92 4.27 3.00 1.80-4 .27 2.47
6 MovCor 2.10 1.04 1.98 1.31 3.13 1.60 1.98-3 .13 1.15
ICA t 2:45 0.97 2.40 0.89 2.47 1.10 1 2 .40-2 .47 0.07
Original i 3.10 1.05 2.00 1.04 2.68 1.46 2 .00-3 .10 1.10
7 MovCor ! 3.00 1.02 2.58 1.10 1.00 1.47 1.00-3 .00 2,00
ICA 2.04 0.97 2.00 0.59 2.10 1.02 i 2 .00-2 .10 0.10
Original ! 2.05 1.10 2.34 1.19 1.03 1.56 1.03-2.34 1.31
8 MovCor 1 2.00 1.27 3.01 1.27 1.00 1.61 1.00-3.01 2.01
ICA 1 2.34 1.54 2.10 0.96 2.09 1.31 1 2 .09-2 .34 0.25
Original 2.47 1.18 3.59 1.43 1.00 1.87 1 1 .0 -3 .5 9 2.59
9 MovCor 2.05 0.98 2.88 1.11 1.30 1.07 I 1 .30-2 .88 1.58
ICA ! 2.59 0.90 2.73 0.80 2.66 0.96 1 2 .59-2 .73 0.14
Original 2:35 0.78 3.00 0.68 1.00 1.25 1 1 .00-3.00 2.00
10 MovCor 1 2.50 0.89 3.12 0.62 1.00 0.98 1.00-3.12 2.12
ICA 1 2.77 0.74 2.75 0.83 2.80 0.80 ! 2 .75-2 .80 0.05
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Table 4.2; GFR estimates for the subjects’ right kidneys.
Ktrans for original data, movement corrected data and ICA data using three different ROIs. 
Right Kidney
Subjects KtranslO"’ : ROM RMS I R0I2 RMS R0I3 RMS Min - Max A
Original 2.79 1.00 3.80 0.89 2.65 1.43 2 .6 5 -3 .8 0 1.15
1 MovCor 1 2.99 0.93 3.58 1.62 1 2.07 1.37 2 .0 7 -3 .5 8 1.51
ICA i 2.83 0.90 2.96 0.80 1 2.85 1.10 2 .8 3 -2 .9 6 0.13
Original 1 3.38 1.31 1.35 1.96 2.85 2.04 1 .35 -3 .38 2.03
2 MovCor 1 2.69 1.31 2.00 221 1.00 2.78 1 .00-2 .69 1.69
ICA ; 2.54 1.07 y 2.55 1.05 1.... 2.62...:...... 1.44- 2 .5 4 -2 .6 2 0.08
Original : 2.10 1.10 I 2.91 1.11 1.70 2.05 : 1 .70-2 .91 1.21
3 MovCor ; 2.08 1.84 1 2.47 1.32 1.00 2.50 1 .00 -2 .47 1.47
ICA 2 1 Î 0.91 1 2.10 1.00 1 1.98 1.56 1 .98 -2 .13 0.15
Original 2.00 0.83 i 1.15 1.06 I 3.00 1.93 1.15- 3.00 1.85
4 MovCor : 2.20 1.14 3.26 1.12 2.03 1.43 2 .0 3 -3 .2 6 1.23
ICA i 2.72 0.68 3.01 0.73 2.85 0.77 2 .72-3 .01 0.29
Original 1.35 1.59 1 3.35 2.40 1 2.20 3.72 1 .35 -3 .35 2.00
5 MovCor 1.58 0.82 ; 3.38 1.06 i 2.84 1.14 1 .58 -3 .38 1.80
ICA i 2.48 0.77 2.59 1.00 I 2.50 1.10 2 .4 8 -2 .5 9 0.11
Original 1.33 0.81 2.41 1.00 4.96 2.70 1 .33 -4 .96 3.63
6 MovCor ! 1.14 0.75 2.26 1.08 1 3.67 1.64 : 1 .14 -3 .67 2.53
ICA ! 2.61 0.70 2.51 0.95 2.50 1.01 2 .50 -2 .61 0.11
Original : 2.18 0.79 2.00 1.00 2.99 2.47 2 .0 0 -2 .9 9 0.99
7 MovCor : 3.17 0.82 ; 2.00 1.12 1.53 1.79 1 .53 -3 .17 1.64
ICA ; 2.02 0.54 2.10 0.98 I 2.00 1.01 2 .0 0 -2 .1 0 0.10
Original 2.08 1.42 3.67 1.52 1.00 3.01 1 .0 0 -3 .6 7 2.67
8 MovCor 2.29 0.86 3.29 0.86 ! 2.01 1.37 2 .0 1 -3 2 9 1.28
ICA 2.67 0.66 2.26 0.80 I 2.30 1.03 2 2 6 -2 .6 7 0.41
Original : 1.00 0.81 2.16 1.23 3.00 1.97 1 .00 -3 .00 2.00
9 MovCor : 1.57 0.88 i 2.51 1.22 3.80 2.76 1.57-3 .80 2.23
ICA • 2.58 0.60 2.58 1.12 1 2.59 1.25 : 2 .5 8 -2 .5 9 0.01
Original I 2.07 0.84 2.68 1.07 1.00 2.05 1 .00 -2 .68 1.68
10 MovCor i 2.32 0.87 3.00 1.13 1.43 1.91 1 .43 -3 .00 1.57
ICA ! 2.70 0.80 ; 2.65 1.00 2.59 1.60 2 .5 9 -2 .7 0 0.11
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Figure 4.24; Dispersion of the GFR estimates presented in Tables 4.1 & 4.2. Each 
plot represents dispersion of ten GFR estimates for original, movement-corrected 
and IC signals for ROIl (top plot), R0I2 (middle plot) and R0I3 (bottom plot). 
The ROIs are large rectangle, parenchyma and small rectangle respectively, as 
shown in Figure 4.19. GFRs for the original and movement corrected signals 
compared with the IC signals exhibit larger dispersions. Also the mean values of 
the GFRs for IC signals remain closer together compared with the other mean 
values.
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Figure 4.25: Standard deviations of the GFR estimates presented in Tables 4.1 
& 4.2. Each column represents a standard deviation for the GFR estimates of 
ten kidneys for a particular ROI. It is observed that the standard deviations 
are smaller for the ICs and remain more consistent compared with the original 
and registration-based movement-corrected signals. This suggests that the GFRs 
derived from the IC signals exhibit better consistency regardless of the regions’ 
shape and size.
4.7 Discussion
In this chapter, an ICA technique with time-delayed decorrelation was proposed 
in order to separate the renal signals from a mixture of renal and surrounding 
tissues’ signals. DCE-MR signals are recordings of the tissues’ responses to the 
contrast agent, e.g. perfusion and filtration. There are also other sources such as 
noise and movement artefacts that contribute to the DCE-MR recordings. DCE- 
MRI data, as discussed in the previous chapter, suffer from low spatial resolution 
since an appropriate balance between spatial and temporal resolutions has to be 
made. Low spatial resolution results in partial volume contamination or signal 
mixing from different sources.
Different tissues may respond differently to the contrast agent over a period of 
time. Therefore in order to maximize the possibility of separating tissue signals, 
time-delayed decorrelation was introduced. As explained in Section 4.2.1, the 
technique is based on finding a minimal sum of cross-correlations between the 
observed signals using a search criterion. This resulted in producing more signif­
icant eigenvalues (e.g. see Figure 4.13) that were used to optimally decorrelate 
the observed signals. Decorrelated signals were transformed into maximally in­
dependent signals via minimization of Gaussianity as explained in Section 4.2.2. 
Prior to applying the technique to clinical DCE-MRI data, several experiments 
were conducted using a synthetically constructed test object (Figure 4.4). This
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provided a controlled environment such that the known source signals as well 
as their mixing contributions were used to evaluate the computed independent 
components (Section 4.5). It was observed that the application of time-delayed 
ICA produced independent components that closely matched all the three source 
signals with values of 0.85 — 0.99 (between the source and IC signals).
The method was then applied to the volunteers’ image data (Section 4.6) using 
different ROIs including a large rectangle, renal parenchyma and a small rectangle 
of few pixels as shown in Figure 4.19. These regions were carefully selected to 
include the renal cortex and some surrounding tissues at various proportions. The 
identified IC signals that were associated with the renal perfusion along with the 
time-intensity curves of the original and registration-based movement-corrected 
data were subjected to GFR assessment using the Tofts renal model. From the 
results, presented in Tables 4.1 & 4.2 and Figures 4.24 & 4.25, it was observed 
that the GFRs derived from the IC signals were more consistent and had lower 
RMS errors compared with the GFRs derived from the original and movement- 
corrected signals.
As discussed earlier in Chapter 2, issues such as shape-preserving segmentation, 
movement correction and partial volume contamination are amongst the con­
founding factors that prevent accurate kidney assessment in DCE-MRI renogra­
phy. Also the proposed techniques to overcome these issues, e.g. the techniques 
mentioned in Sections 2.1.2, 2.1,3 & 2.1.4, have not provided complete and prac­
tical solutions as noted in the literature including [2, 11]. The effect of these 
factors becomes even more significant when smaller regions are selected since 
the signal-to-noise ratio (SNR) will drop. It was observed from the experiments 
discussed in Section 2.3 that the SNR variation in DCE-MRI data can have sub­
stantial effect on the GFR assessment. Therefore, the proposed technique of 
time-delayed ICA to identify the tissue-specific signals is desirable since it can 
be conveniently applied to the regions of any size without the processing steps 
such as shape-preserving segmentation, partial volume correction or movement 
correction.
Although the proposed technique may have the potential of providing a practical 
framework where DCE-MR image data can be processed for GFR assessment 
without needing the aforementioned post-processing steps, it is limited by the 
search criterion that produces optimal covariance matrix where cross-correlations 
between the observed signals are minimal. The search criterion in this work was 
based on the observation that the perfusion of contrast agent starts at about 
quarter of the total sampling time. However, this criterion may need to be ad­
justed for different acquisitions in order to account for discrepancies with respect 
to the perfusion time.
Another issue is that although the GFRs measured from IC signals exhibited bet­
ter consistency compared with the other results, movement artefacts, i.e. signal
4.7. Discussion 115
intensity fluctuations, have not been removed. It was discussed in Section 2.3 
that these fluctuations adversely affect the SNR and result in inaccurate GFR 
estimation. The movement artefacts are expected to be identified as an inde­
pendent component, since they are mainly caused by the respiratory movement 
and respiration can be regarded as a physiological process that is independent 
from other physiological processes such as renal activities. Signal fluctuations 
were identified as a separate component, however, they also remained in other 
components to some extent (see Figure 4.20).
A possible reason for this unsuccessful removal of movement artefacts could be 
due to the assumption of wide-sense stationarity of the DCE-MRI data in the 
proposed technique. As a consequence the eigenvectors and subsequently IC 
vectors will not represent the changes during the perfusion period, for example 
at different points in time, and will only reflect the overall changes for the whole 
period. However, each voxel intensity is a representation of a tissue response to 
the contrast agent and the response changes over time, hence DCE-MR data are 
also referred to as dynamic MR data. Such dynamic data are non-stationary, as 
also noted in some texts including [103, 106], since their spectral density changes 
over time. This non-stationary aspect is explored in the next chapter where 
a method is developed to identify components that may represent independent 
physiological activities for each sampling time.
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Chapter 5 
Spatio-Temporal ICA in 
DCE-M RI Renography
In the previous chapter, an application of ICA with time-delayed decorrelation 
was proposed for the analysis of renal DCE-MRI data. This was motivated due 
to various confounding factors such as segmentation and partial volume contam­
ination of such dynamic data. It was also discussed that DCE-MRI data suffer 
from respiratory motion artefacts and have relatively low signal-to-noise ratio 
(SNR). All these factors cause inaccuracy in the kidney assessment as noted in 
the literature including, but not limited to [2, 4, 5, 6, 11, 55]. These challenges 
are revisited here since they also motivate the work presented in this chapter.
Assessment of kidney filtration using DCE-MR image data starts with the acquisi­
tion of abdominal contrast-enhanced MR images [151], that may undergo several 
post-processing steps including motion correction [3, 4] partial volume correction 
[6] and segmentation [4, 5] before the final step that is measuring the glomerular 
filtration rate (GFR) via a tracer-kinetic model [7, 8, 9, 10]. Several authors have 
applied motion correction methods, for DCE-MRI renography, based on rigid and 
non-rigid image registrations [3, 4, 152]. The method proposed by de Senneville 
et al. [3], included a rigid transformation of dynamic MR images by applying 
translation and rotation to the defined anatomical templates.
Movement-corrected DCE-MR images based on this technique were used in the 
previous chapter for comparing with the results of ICA technique. A method of 
movement correction and segmentation based on a two-step registration coupled 
with a k-means clustering was also proposed in [4]. However, such methods have 
not provided a complete solution in terms of accuracy and practicality for use 
in routine clinical practice. These issues have been identified in different litera­
ture survey including the aforementioned papers above. For instance, all these 
techniques rely on an operator to provide samples or delineate regions of interest 
(ROIs) as the basis templates for registration. These ROIs are usually derived
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manually or semi-automatically, e.g. using an edge detection technique. How­
ever, this is a time-consuming process and is subjected to contrast and observer 
variation resulting in inaccurate outputs [59, 153].
Conventional BSS methods such as temporal or spatial independent component 
analysis (TICA, SICA) [107] are based on the assumption of independence over 
time or space respectively. The role of the related ICA technique is therefore 
to find an optimal filter that maximizes the statistical independence of some 
marginal or latent components. For instance, let the following matrices represent 
an image sequence (i.e. a number of images acquired for a period of time):
r 4 ' ■ ■ [ 4 ' 4 '  • ■ 4 " 1
■ 4 " .  .  . 4 '  • • 4 "
■ - 4 " 4 ' '  • '
(5.1)
where each image consists of m  rows and n columns with x  representing the image 
elements (pixels or voxels) and the images are acquired for k number of times, 
1^,^2 , ' ' ' 5 ifc- For a temporal ICA technique, a number of image elements at each 
acquisition would form the input signals. For example, by using all the elements 
of each image above, the input signals are formed as follows:
4 ' 4 '  • '  4 ' "
4 '  ■ -
^ 2' "  '
(5.2)
where each row is formed by an element for the sampling period of ti to tk. 
Hence, an ICA technique would maximize independence between the rows of the 
matrix producing elements that are maximally independent over time. This was 
the case in the time-delayed ICA technique, discussed in the previous chapter, 
where the assumption of temporal independence between voxels of the selected 
regions were exploited. If each image is considered as a mixture of underlying 
source images then instead of forming temporal sequence of elements, such as 
matrix (5.2), elements at a single point in time can be used to form an input 
mixture. For example, if some or all of the elements of the image matrix (5.1) at 
each point in time are assumed to be mixtures of some underlying sources then 
an ICA input matrix such as the following can be formed:
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where each row is composed by concatenating the elements of an image. Note 
that this is the transpose of the matrix (5.2) and also in practice, each row may 
contain all or partial elements of an image. By performing ICA on this matrix the 
rows of the matrix are transformed into a number of components that represent 
images or sections of an image that are maximally independent. Hence, this is 
referred to as spatial ICA. In biomedical signal processing, spatial independence 
has particularly been exploited in brain studies using functional MRI (fMRI) 
data. [95, 154, 155].
If both spatial and temporal independence are assumed, it is possible to combine 
the two and perform an ICA to produce components that are independent over 
space and time simultaneously. The work presented in this chapter is based 
on combining the assumptions of spatial and temporal independence to provide a 
spatio-temporal ICA (STICA) methodology, which aims to compute an unmixing 
filter that maximizes statistical independence of the observed samples over space 
and time simultaneously. The plausibility of the assumptions lies in the fact 
that in a dynamic imaging technique such as DCE-MRI, different tissues respond 
differently, over time, to the stimulus or tracer agent. Therefore the DCE signals 
emanated from these tissues are assumed to be independent of each other at each 
sampling time (spatial independence) as well as over the entire time of acquisition 
(temporal independence). Similar assumptions have led to many useful BSS 
techniques in biomedical signal processing [103, 107, 134].
A spatio-temporal ICA technique for the analysis of event-related fMRI data 
was proposed by Stone et al. [156]. The method is based on the assumption 
that each functional image is a linear combination of different features and each 
feature is a linear combination of temporally independent processes. Unmixing 
fMRI data is then achieved via maximization of the entropy (using model PDFs) 
of the observed 3-D data that are transformed into a 2-D matrix by collapsing 
the images into 1-D signals. This is also referred to as closed-form or batch 
processing where the selected samples are all processed at once. One important 
assumption of the closed-form applications is the stationarity of the processes 
or at least the weaker form of it, which is the wide-sense stationarity WSS (see 
Section 3.1.2) [112,113]. Although many real processes including most biomedical 
signals are non-stationary since their spectral density changes over time, many 
applications assume that such processes are mildly stationary or WSS over short 
time intervals [103, 106]. These assumptions have allowed the development of
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many BSS applications including those mentioned in Chapter 3 and the time- 
delayed ICA technique presented in the previous chapter.
5.1 Spatio-Temporal ICA for DCE-M RI Renog­
raphy
The results produced by the time-delayed ICA showed improved consistency 
in the measured GFRs compared with the measured GFRs using original and 
movement-corrected signals (e.g. see Figure 4.25). The technique also removes 
the challenges associated with shape-preserving segmentation and movement cor­
rection. However, as discussed in Section 4.7, this technique is limited by a search 
criterion. Also kidney movements (mainly due to respiration) appearing as quasi- 
sinusoidal fluctuation on the time-intensity signals, were not removed as separate 
independent components. Here for the first time in renal DCE-MRI studies, a 
spatio-temporal BSS method that exploits the non-stationarity aspect of dynamic 
renal data is presented. The method utilizes ICA as an on-line approach such that 
it would be possible to implement it as a real-time application where independent 
components could be estimated during data acquisition.
DCE-MR images, at each sampling time, are constructed from MR signals em­
anated from various tissues that respond differently to the contrast agent. For 
instance, the renal cortex which is responsible for the glomerular filtration, the 
medullary tissue which contains the tubuli, or other surrounding tissues such as 
liver and spleen, emanate MR signals that although seem correlated, the under­
lying physiological processes are assumed to be independent (see figure 5.1 as an 
example). There are also other processes such as movement artefacts or noise 
that are regarded as stochastic independent processes having some global effects, 
i.e. on all other physiological processes. For instance, movement artefacts that are 
mainly caused by frequent organs motion because of respiration can be regarded 
as an independent process having a quasi-sinusoidal effect on other physiological 
processes (although no prior assumptions are made about this behaviour). The 
spatio-temporal ICA method is therefore expected to identify these stochastic 
processes as well as the independent physiological processes. In the following 
sections the steps involved in the proposed method are explained.
5.1.1 Transforming Two-Dimensional Spatial D ata to  One- 
Dim ensional Signals
The acquired DCE data consist of 12 contiguous slices collected for 180s with 
temporal resolution of 1.5s (see Section 4.1). For renal data analysis, using the
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STICA method, the central slices of ten volunteers’ image data (similar to Figure 
5.1) were selected. These are slices that seem to contain the largest portions 
of both kidneys within the field of view. It may worth noting that the largest 
portion of the left and right kidneys may not always be on the same slice, e.g. 
they may happen to be on the adjacent slices. However, this does not affect the 
work here as the only reason for the central slice selection is to include a large 
portion of each kidney for the analysis purposes. The methodology, however, 
can be applied to any slice. The images of each slice (120 images acquired for 
180 seconds) are transformed from two-dimensional (2-D) to one-dimensional (1- 
D) vectors (see an exemplar in Figure 5.2). The transformation of 2-D to 1-D 
is achieved by concatenating the rows of voxels. Let x  denotes the elements of 
the image data with m, n, and t representing the number of rows, columns and 
temporal samples:
• r4 4;' •■ [4\ ■ ■ 4"'
4' •• - ï r 5 4' •■ 4” • • • 4' ■ 4"
- ■ * - _4'' • 44
where each matrix represents an image at the sampling time t  (t can refer to the 
actual temporal resolution or time index as above). The matrices are transformed 
to 1-D signals by concatenating the rows of each matrix such that each row of 
Xi-D represents a single image and each column represents the temporal response 
of a particular voxel. The transformation can be presented as:
4 '  • • 4 " 4 ' 4 '  • ■■ 4 "  •
x i-°  = 4 '  • • 4 " 4 ' 4 '  • 4 "  • (5.4)
- 4 ' 4 '  • • 4 " 4 ' 4 '  • •• 4 "  • •• 4 4
The transformation of an image from 2-D to 1-D does not change the structure of 
the data. It only repositions the voxels to form a 1-D vector (e.g. as a temporal 
signal or random variable), so that all the information within the image can be 
considered at once. It is also possible to consider sections of an image, for instance, 
particular rows or columns instead of the whole image. However, features of 
interest need to be included in the selection and this may not always be possible 
since the prior knowledge of these features is usually very limited, if not totally 
unknown, in the blind source separation. is then used as the basis matrix
for whitening transformation, as explained in the following section, in order to 
decorrelate the signals.
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Figure 5.1: The top figure illustrates a DCE-MR image sequence from a healthy 
subject’s central kidney slice. The bottom figure shows the signals that were 
derived from the four regions shown on the DCE image. The image shown here is 
not the actual first image of the DCE-MRI sequence, it is taken from the time of 
contrast agent perfusion for illustration purposes. The four regions were selected 
as an example to demonstrate the correlation between the signals for the cortex, 
medulla, liver and spleen. Although these tissues have different compositions, 
there is visually evident correlation between their signals to some extent (see also 
Figures 4.2 & 4.3).
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Figure 5.2: Exemplars showing the transformed 2-D DCE-MR images to 1-D 
signals or image vectors. These are formed by concatenating rows of voxels as 
explained in Section 5.1.1. The three exemplars are taken from 15s (baseline), 
45s (peak enhancement) and 150s (excretory phase).
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5.1.2 Decorrelating DCE-M R Signals via W hitening Trans­
formation
Whitening, as explained in Section 3.2, is a linear transformation of a multi­
variate vector in order to produce a set of orthogonal (decorrelated) vectors. 
The whitened vectors, e.g. z, are essentially principal components (PCs) that are 
rescaled to produce identity covariance matrix, i.e. =  I. The PCs represent 
data variation along particular projections in a multidimensional data space. In 
the case of renal data here, data variation is due the underlying tissues respond­
ing differently to the contrast agent. These variations are reflected in the MR 
signals with varied intensities at each sampling time. The signals therefore define 
the characteristics (i.e. waveform) of their constituent tissues and the principal 
components can ideally provide projections based on these characteristics.
It should be also noted that although there may be many projections not all of 
them are significant. For instance, erratic fluctuations which can be the direct 
result of noise (e.g. outliers or device noise) in the data will produce insignificant 
projections. Principal components of spatial data are also referred to as eigen- 
images (see exemplars in Figure 5.13).
Whitening transformation is performed on the 1-D DCE-MR signals using eigen­
value decomposition (EVD) of their covariance matrix. As mentioned earlier, 
different tissues respond differently to the contrast agent and hence the DCE- 
MR signals are considered as non-stationary processes meaning that their joint 
distribution function varies with time shifts of origin (see Section 3.1.2). Non- 
stationary processes produce different covariance values at different points in 
time resulting from the change in their variance over time. Hence in the STICA 
method, the covariance matrix is calculated at each sampling time for integral 
time-samples in order to update eigenvalues and eigenvectors. This is synonymous 
to an on-line or adaptive PCA where the eigenvectors represent the direction of 
changes in the data over a period of time [111, 157].
In order to update the eigenvalues and eigenvectors at each sampling time, the 
covariance matrix is computed while the number of signals is incremented (time- 
integral samples) such as; {xf ,^ x t j ,  • • •, {xt^,xt^, ■ ■ • , x*^}, where
xt represents a 1-D image vector at a sampling time. The covariance matrices of 
the signals are then defined as follows:
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where E^ ^^  ^ represents the covariance matrix of time-integral samples up to k time 
point. Each covariance matrix is decomposed into eigenvalues and eigenvectors, 
as explained in Section 3.2, such as;
Sxt Vf =  Af Vf
S ,, =V*AtV^
(5.6)
where Af represents a diagonal matrix of eigenvalues and Vf represents a matrix of 
corresponding eigenvectors at time t. The updated eigenvalues and eigenvectors 
at each sampling time are used to form the whitening matrix Wp
Wt = y t A t ^ y f (5.7)
where Wt is used to decorrelate the observed signals into orthogonal vectors with 
unit variance along all dimensions. Whitening transformation is performed as;
[ z y  = [Wt] [xt] (5.8)
where Zf represents the whitened signals at time t, with T  denoting orthogonality. 
Eigenvalues are also used to reduce the data dimensionality since not all computed 
eigenvalues are significant, e.g. those that may represent data variation due to 
noise or outliers. Therefore in most signal processing applications usually an 
arbitrary limit (usually a very small number) is set for eigenvalue threshold (also 
referred to as rank tolerance). Here an arbitrary limit of 10“  ^ was selected. 
The spatial data are hence transformed into a whitened data subspace at each t
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step via orthogonalization using eigenvalues and eigenvectors. The whitened data 
subspace includes whitened vectors or rescaled principal components that produce 
identity covariance matrix, meaning that they are maximally uncorrelated and 
have unit variances. Principal components are also referred to as eigenimages 
when presented as 2-D spatial data (see Figure 5.13 as an example). The whitened 
data are then transformed into maximally independent data by the ICA algorithm 
discussed in the following section.
As explained in Chapter 3, ICA is an optimization of a contrast function resulting 
in a set of weights (ICA filter) that transform the mixed signals into statistically 
independent components. These components represent the source signals assum­
ing that the original source signals are statistically independent, e.g. produced 
by different processes.
A simple example was provided in Figures 3.2 Sz 3.3, where a mixture of synthetic 
signals with uniform distributions were transformed into independent compo­
nents. As was illustrated there, ICA filter can be interpreted as a hyper-rotation 
matrix that rotates the whitened vectors with respect to the axes of a reference 
frame, e.g. x-y axes. When the vectors are aligned with the axes, maximum 
independence is restored. Although the illustration of the effect of whitening 
and hyper-rotation in the way that is shown in this simple example (using uni­
form distributions) may not be possible or informative in practical cases includ­
ing the physiological signals here, the end results remain the same in the sense 
that whitening transformation produces uncorrelated vectors and ICA transforms 
them into maximally independent vectors.
5.1.3 Source Separation via ICA using Approximation of 
Negentropy
The method of negentropy approximation, proposed in [102], was explained in 
Chapter 3 (see Section 3.3). The ICA contrast function, which is defined as;
J{y) (x[E{g{w'^z)}-E{g{iy)}f  (5.9)
is a measure of non-Gaussianity of a vector, e.g. y, where y =  w^z, with w rep­
resenting a weight vector and z representing the whitened vectors discussed in 
the previous section. The problem is, therefore, to find a weight vector w that 
maximizes the negentropy function J(y). The optimal solution (i.e. ICA filter) 
transforms the observed signals into new signals that are as non-Gaussian as pos­
sible. As it was stated in Chapter 3, a result of classical central limit theorem 
is that the distribution of a mixture (e.g. weighted sum) of independent random 
variables is more Gaussian than the distribution of each individual variable (see
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Section 3.1.3). Hence, by utilizing a measure of non-Gaussianity, as in Eq. (5.9), 
and finding its maxima, the mixed variables can be transformed into maximally 
non-Gaussian (maximally independent) signals. The transformed signals, there­
fore, represent the source variables or at least provide a close representation.
Optimization of Eq. (5.9), as was explained in the previous chapter, is stated as 
the following optimization problem:
( Maximize: J(y) oc E{gf(w^z)}
I (5.10)
Subject to: E{(w^z)^} =  ||w||^ =  1
where the optimal solution (maxima) is found by utilizing an iterative method 
such as Newton’s optimization method. The process, which was discussed in 
Section 4.2.2 and hence not repeated here, results in the following equation:
w+ =  E{zp'(w^z)} — E{p"(w^z)}w
w+ (^-1 1 )
w =
w+ 1
where w+ is the new weight after each iteration, z is the whitened vector, g' and 
g" are the first and second order derivatives of the cost function presented in Eq. 
(4.11). The iteration continues until it converges to an optimal solution, which 
is when there is no improvement between the new and preceding weights. The 
solution is normalized to unit length using its norm or magnitude ||w'^||. Also in 
order to ensure that the weight vectors remain unique, i.e. do not converge to the 
same solution, the new vectors are orthogonalized with respect to the preceding 
ones, e.g. using the Gram-Schmidt orthogonalization method [117].
In STICA method, several independent components are computed at each t step 
depending on the number of principal components given at the whitening phase. 
It was explained in Section 3.4 that ICA generally does not provide any scale or 
ordering information for the computed ICs. Scaling issue is restricted to some 
extent since the signals are whitened, i.e. all have unit variances, and also the 
scale of the original signals (image vectors) is arbitrary. Therefore, the computed 
components can be either normalized or an arbitrary scale, e.g. influenced by the 
original data scale, is applied. Lack of ordering becomes problematic in an on-line 
technique such as the STICA technique where several ICs are computed at each 
sampling time. In the following section this issue is addressed.
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5.1.4 Component Ordering
As it was discussed in the previous section, ICA filter consists of a set of orthonor­
mal vectors in a multi-dimensional space that transform the mixed variables into 
new variables that are expected to be maximally independent. These vectors, 
however, do not provide any scale or order information about the source signals 
[103, 106, 107]. This will generally lead to an ordering and scaling problem in 
cases such as here where the independent components are partially estimated step 
by step, i.e. at each sampling time. At each step, the computed IC vectors need 
to be correctly linked to  the former ones from the preceding step. These issues 
were discussed in Section 3.4 under general ICA properties. However, to highlight 
the problem here consider the following mixture model using three source signals;
«1 0-2 as
[xi,X2,X3]'^ = h h ^3 [si,S2,S3f (5.12)
Cl C2 cs
which by using vector notation it can be written as: x — As. Any scalar value, 
e.g a, can be applied to the mixing matrix above without changing the mixing 
model, X =  aAs .  If the process is inverted to compute the source signals, e.g. 
^  =  aA~^ X, it will result in a rescaled version of the original s but it does not 
change the structure of the signals or waveform. In real cases however, neither 
source signals nor their mixing coefficients are known and only the observed 
(mixed) signals are available. Therefore, the computed ICA filter can be rescaled 
using any arbitrary value without changing the structure of unmixed independent 
signals. The scaling issue is addressed here, to some extent, using a normalization 
factor (i.e. maximum signal intensity) at the beginning and at the end of the ICA 
process such that both the observed samples and the computed ICs are divided 
by their collective maxima. This does not change the structure of the signals as 
discussed above.
W ith regard to the issue of components order, let Wf represents the weight vectors 
at a sampling time, for example, with three unmixing weights as follows:
w \^ =  [oi Û2 as]
w.^
wj
=  [^1 h  h]  (5*13)
=  [Cl C2 C3]
where wj^, w|^ and w^  ^ represent three weight vectors computed via the STICA 
method at the sampling time ti. The next step is to compute the weight vectors 
at 2^- However, the order of vectors at 2^ may not necessarily conform to the
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order of vectors at ti. For example, suppose the vectors a t ^ 2 have the following 
order:
wj  ^ — [bi 62 53]
w l  = [ai Û2 as] (5.14)
=  [ci C2 ^3]
This would not cause any issue if the process was not time-dependent. But here 
there are time-dependent physiological processes such as perfusion and filtration. 
Hence, the independent components computed for each sampling time need to be 
linked together since each IC at a point in time represents a physiological activity 
within the spatial space (i.e. DCE-MR image). To address the order ambiguity 
of the consecutive ICs, Pearson’s correlation [158] between the computed weights 
are evaluated at each step as follows:
^ ^  ' 1 <  <  1 (5.15)
where wt+r and wt represent the new and preceding vectors respectively with r  
representing the increment of temporal samples. The r values between the new 
and preceding vectors are compared together where the largest value is taken into 
account to arrange the order of the new weight vectors in the ICA filter matrix. 
For example, considering the weight vectors (5.13) and (5.14), if correlation be­
tween wj  ^ and w^, i.e. r^i ^ 2^ , is larger than the other pairs’ correlations, w^ will 
occupy the first row of the ICA filter at 2^- The process is repeated until each 
row of the new filter is ordered with respect to the preceding vectors.
5.1.5 Transforming One-Dimensional Independent Com­
ponents to Two-Dim ensional Spatial D ata
The final stage in the STICA method is to transform back the identified compo­
nents from 1-D to 2-D spatial format. This is achieved by forming the columns 
and rows of image matrices from the elements of the independent components. 
Let s denotes the elements of ICs with m, n  and t representing the number of 
rows, columns and sampling time of the original spatial data. The 1-D ICs are 
presented as the following matrix:
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■ • 4' 4' • • 4" ■
s^-® = ■ • 4" 4' 4' • • 4" •■ 4’"
• • 4" 4' 4' • • 4" •■ 4".
where each row represents an IC at a time t. This is then transformed to 2-D 
image matrices where the elements of each row form an image:
s2- ^  =
■ • r4' 4' •• 4;"] [4‘ 4' ■• 4"'
4' • j 4' ■■ 4“ • • • 4‘ 4 ■• 4"
<5^.1
i - % - 4'" ■‘ - .4'“ 4'' ■• 4'“. J
A flow chart for the STICA method is presented in Figure 5.3. Also all the steps 
discussed in the previous sections are summarized in the following section.
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5.2 Spatio-Temporal ICA Process
The processes involved in the STICA method can be summarized as follows:
1 . Transform 2-D spatial data (observed samples) to 1-D signals, ->
xi-D ig achieved using the matrix transformation as shown in Eq.
(5.4).
2 . Centre all the signals in by removing their means in order to compute 
the covariance matrices.
3. Compute the covariance matrix of the first t set of signals {t > 2 ), e.g. 
Ext =  E[xt^,xt2]. Ext is decomposed into eigenvalues At and eigenvectors 
Vt.
4. Form the whitening transformation matrix using eigenvalues and eigenvec­
tors Wt = Y t ^ t   ^Y f  and transform x* into whitened signals z* =  WtXt.
5. Compute ICA filter via optimization of negentropy contrast function Eq. 
(5.10), by finding the maxima of w^ =  E{ztp'(wfz*)} — E{p"(wfzt)}wt
where the weight vectors are constrained to have unit length, wt =
The weight vectors are used to transform the observed signals x j“^  into 
maximally independent components.
6 . Go back to step 3, increment the temporal samples, e.g. x^+i, and repeat 
the whole process, i.e. step 3, 4 & 5. This is to update the eigen data, 
whitening matrix and consequently ICA filter at each sampling time.
7. Align the order of weight vectors in each new ICA filter with the preceding 
one by calculating the correlation between the vectors, rwt+,.,wt as explained 
in Section 5.1.4. Transform the input signals into ICs using the ordered 
ICA filters.
8 . Add the removed means to the 1-D ICs and transform them back to 2-D 
spatial data.
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Figure 5.3: An overview of the steps involved in the STICA method. The method­
ology is summarized in Section 5.2. The images at the top are taken from a sub­
ject’s original DCE-MRI data. The other images are taken from two independent 
components for the same subject.
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5.3 Synthetic Test Object
In order to evaluate the STICA technique before its application to clinical DCE- 
MR image data, a synthetic test object was constructed. Previously the temporal 
ICA method was evaluated using the test data that were derived from DCE-MR 
image data. Although the test signals were derived carefully by choosing large 
ROIs far from each other in order to reduce the effect of mixing (e.g. due to 
partial volume contamination and organ movements), the extent of mixing is still 
unknown. Also because of the complex structure of an organ such as kidney, any 
selected region can contain several tissue types. Therefore, the true source signals 
may still remain undetected even though the method was successful in separating 
the signal mixtures (see Section 4.4).
In order to eliminate these uncertainties associated with the previous test object, 
the new test object was constructed using signals produced by two functions. 
These include sigmoid and Rayleigh functions, which are defined as follows:
fR{x\u) = X e  R
(5.16)
where a represents the mode in Rayleigh distribution. These two functions were 
chosen deliberately since they possess some similar characteristics to the healthy 
renal perfusion and filtration, (although not as complex as the real physiological 
processes). The sigmoid function has a sharp rise followed by a flat progression 
(see Figure 5.4). This is, to an extent, similar to the renal filtration derived in 
some renal compartmental models [7, 8]. The filtration is defined as a substance 
transition from one compartment to another where the filtrate is accumulated for 
some period of time before leaving the compartment (or kidney).
The Rayleigh distribution function on the other hand, has a similar characteristic 
to renal perfusion, which is the result of blood circulation in the kidney (see 
Figure 5.4). The curve produced by the perfusion has a sharp rise followed by 
a sharp decline. It is worth noting that theoretically any function could be used 
here as long as the fundamental ICA assumptions including non-Gaussianity and 
statistical independence are maintained.
In order to make the source signals more realistic, different instances of randomly 
generated white noises with standard deviations of cr =  1 , 2 ,3 were added to the 
Rayleigh and sigmoid signals (see Figure 5.5). This produced fluctuation char­
acteristics such as those associated with the noise and movement in the original
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data. The noisy signals were then mixed using randomly generated weights via 
the following linear mixing model:
[ X ] 4 x n  _  [ M ] 4 x 2  [ g ]r o i 2 xM (5.17)
where X, M and S represent the mixed signals, mixing matrix and source signals 
respectively, n  denotes the number of samples.
The mixed signals were used to form spatial data with n images, t =  1,2, • • • ,n,  
using the following matrix:
'xi{ty^'^ • X2{t)' '^^  ^ •
rri(t)^°’^  • . T2(t)^'"()
(5.18)
where each image matrix contains four 10 x 10 squares filled by the four mixed 
signals, Xi, X2 , xs & T4 (see Figure 5.6). The process of mixing and forming the 
spatial data was repeated three times, using three randomly generated mixing 
filters, to be able to examine the reproducibility of the identified components. 
The mixing filters included:
M =
0.340 0.291" "0.230 1.346" "0.326 0.646"
1.551 1.060 , M = 0.355 0.975 , M =
2 .0 1 2 1.129
0.640 0.545 0.521 2.378 1.568 0.197
0.095 2.536 0.616 1.092 0.233 1.697
(5.19)
The produced synthetic data were subjected to the spatio-temporal ICA process 
as outlined in Section 5.2.
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Figure 5.4: Source signals that were used in construction of the synthetic test 
object (see Figure 5.6). These were produced by the Rayleigh function //? (left 
plot) and sigmoid function f s  (right plot), as defined in Eq. (5.16). Normally the 
Rayleigh distribution is define for x  € R{0 oo}, but here negative values were 
also included and were offset to get the desired signal as above.
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Figure 5.5: This figure illustrates the synthetic source signals, shown in Figure 
5.4, but degraded by randomly generated AWGN instances. The noise instances, 
f/i, i '2 & f/g, were generated for each signal with standard deviations of cr =  1 , 
2 & 3 respectively. The signals are mixed using mixing matrices of randomly 
generated coefficients and then form the spatial data, as shown in Figure 5.6.
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Figure 5.6: Sequence of forming the synthetic image data from signals produced 
by the Rayleigh and sigmoid functions defined in Eq. (5.16). The two signals 
on the left (a and b) are the source signals with additive white noise instances. 
Three different noise instances were generated for each signal as shown in Figure 
5.5. (c) Noisy signals were mixed using three randomly generated mixing filters, 
presented in Eq. 5.19. (d) Spatial data were formed from the four mixed signals. 
Each image was divided to four squares of 10x10 pixels where each pixel was 
formed by a signal intensity as defined by the matrix (5.18). t here is not the 
actual time, it refers to the sampling index or time index.
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5.4 Synthetic D ata Analysis using STICA M ethod
The STICA method, as outlined in Section 5.2, was applied to the synthetic 
test object. The process was repeated three times in order to examine the re­
producibility of the identified source signals. As explained in Section 5.3, three 
synthetic datasets were obtained using three randomly generated mixing filters 
as well as different noise instances. Whitening transformation was applied using 
three eigenvalues (see exemplars in Figure 5.7) in order to compute three inde­
pendent components, i.e. two source signals and a noise artefact. The identified 
components, in spatial domain and temporal domain, are presented in Figures 
5.8 & 5.9.
The temporal IC signals are time-intensity signals derived from the spatial ICs. It 
is observed form these ICs that the source signals (i.e. Rayleigh and sigmoid sig­
nals shown in Figure 5.4) are recovered from the test data. There is also evidence 
of recovery of the additive noise in some of the IC signals where in the others the 
noise is completely removed. The IC signals, computed for three datasets, were 
plotted against each other in order to investigate their reproducibility (see Figure 
5.10). These signals were then plotted against the source signals where coefficient 
of determination (r^) and errors between the signals were used to evaluate the 
ICs (see Figure 5.11).
The results of this experiment showed that the unique characteristics of the source 
signals (e.g. a sharp rise followed by a decline and a steady progression) were 
identified correctly, given the challenging nature of the data such as the additive 
Gaussian noise and the strong correlation between large portions of the signals.
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Figure 5.7: An exemplar showing four eigenvalues computed for the synthetic test 
data at different time instances t. The four time instances are chosen arbitrarily, 
however, the eigenvalues are computed for all samples. Eigenvalues and relevant 
eigenvectors are used in the whitening transformation, as explained in Section 
5.1.2.
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IC 3, t  = 5
I I
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Figure 5.8; Exemplars showing spatial independent components computed by the 
STICA technique using the synthetic test data (Figure 5.6), at two time instances, 
t =  5&10. Temporal signals derived from the spatial ICs are shown in Figures 
5.9, 5.10 & 5.11 and used to evaluate the computed ICs.
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Figure 5.9: This figure presents the independent components for three synthetic 
datasets. The IC signals or temporal ICs are derived from the spatial independent 
components (see exemplars in Figure 5.8). It is observed that the characteristics 
of the source signals (Figure 5.4) are recovered. The smooth curves show that 
noise artefacts are removed while slight fluctuations still remain in some of the 
signals. The IC signals are plotted against each other in Figure 5.10 in order to 
examine their reproducibility.
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Figure 5.10; The computed IC signals from three synthetic datasets are presented 
here in order to observe their reproducibility. The IC signals are plotted based 
on their similarities otherwise their order is insignificant. It is evident that some 
of these signals remain very close although the test datasets were produced using 
different mixing filters and noise instances. It can also be observed that some 
of the IC signals contain the additive noise characteristics, although not entirely 
identified as a separate component. This is a partial identification of the additive 
noise, which seems to have been strongly influenced by other components. This 
is perhaps due to the fact that the additive noise artefacts were white noise and 
a portion of the source signals is flat with no characteristic. To evaluate the ICs, 
they are plotted against the source signals (see Figure 5.11).
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Figure 5.11: These plots show the IC signals, from three synthetic datasets, 
against the source signals. Errors between the signals and coefficient of determi­
nation are used to evaluate the IC signals. The values, i.e. 0.48 — 0.71 for 
Rayleigh signals (left) and 0.93 — 0.96 for sigmoid signal (right), and relatively 
small errors suggest that the estimated signals in a number of cases closely match 
their underlying sources.
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5.5 Renal Data Analysis using STICA M ethod
The spatio-temporal ICA method, as outlined in Section 5.2, was applied to 
a cohort , of ten healthy subjects’ DCE-MR image data. Central slices of the 
DCE-MRI data, as explained in Section 5.1.1, were transformed into 1-D signals 
(see some exemplars in Figure 5.2). These were then decorrelated using EVD and 
whitening transformation as explained in Section 5.1.2 (see exemplars of EVD and 
eigenimages in Figures 5.12 & 5.13). Decorrelated signals were then transformed 
into ICs using the ICA technique discussed in Section 5.1.3. In the final step, 
the independent components were transformed back into 2-D spatial domain as 
explained in Section 5.1.5 (see exemplars in Figure 5.14). To observe the difference 
between the eigenimages and IC images, time-intensity signals derived from these 
images are presented in Figures 5.15 & 5.16.
As observed from the IC signals, in Figures 5.16 & 5.17, the smooth curvature 
of some of the signals indicates that there is no detectable movement. Organ 
movements that appear as fluctuations on the temporal signals are mainly caused 
by breathing (respiratory motion). It is also observed that these fluctuations 
are present in some ICs to an extent e.g. IC5 in Figure 5.16, or (d) in Figure 
5.17. These ICs can therefore represent organ movements, although may also 
include noise components. Similar effect was also observed in the synthetic data 
case where the signal fluctuations, resembling movements, were removed, e.g. see 
Figure 5.9. Therefore, ICs produced by the STICA method represent a number 
of activities including physiological processes and respiratory motion.
Unlike the synthetic data analysis (Section 5.4), the computed ICs of DCE-MRI 
data can not be directly evaluated as the true source signals are unknown. Hence, 
the computed ICs were subjected to regional analyses where time-intensity signals 
derived from renal regions were used to measure the GFRs. The results were 
then compared with the estimated GFRs produced by conventional DCE-MRI 
renography, analogous to the ICA results in the previous chapter. It was explained 
in Section 2.1 that in DCE-MRI renography, GFR is conventionally measured 
using the time-intensity signal derived from a renal region, e.g. a parnchymal 
or cortical ROI, and the DCE images may also undergo movement correction. 
Hence, the GFRs measured using independent components were compared with 
the GFRs produced by the original and movement-corrected signals.
Original signals were derived from a number of ROIs defined on the original 
image data. Movement-corrected signals were derived from the same ROIs but on 
the movement-corrected images produced by the template registration technique 
mentioned in Section 4.1. The defined ROIs include a large rectangular region, 
which covers the whole kidney and segments of the surrounding tissues, a cortical 
ROI that surround the cortex region and a single pixel on the cortex region (see 
Figure 5.19). The three ROIs were selected for each kidney such tha t they would
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all cover sections of the renal cortex while varying in size and surrounding regions. 
The Large rectangular region covers the whole kidney while including sections of 
liver, spleen, bowel and intra-abdominal fat. The cortical region mainly covers the 
renal cortex, although sections of surrounding tissues are inevitably included to 
an extent. The single cortical pixel was selected as the smallest possible cortical 
region. These regions were carefully chosen to be able to evaluate the sensitivity 
of the measured GFRs with respect to the ROIs’ shapes and sizes.
0.8
0.6
S  0.4
0.2
t  » 15sec
Eigenvalues
t = 7 5sec
S  0.4
0.2
Eigenvalues
t ■ 4 5sec
S  04
Eigenvalues
t  = 150sec
S  0 4
0.2
Eigenvalues
Figure 5.12: An exemplar showing five eigenvalues computed for a subject’s DCE- 
MR image vectors. As explained in Section 5.1.2, eigenvalues and relevant eigen­
vectors are updated at each sampling time. Here for illustration purposes. As at 
four different time instances are plotted, i.e. 15s at baseline, 45s at peak enhance­
ment, 75s at mid filtration phase & 150s at excretory phase.
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t =  4 0 .5 s  
PCI
t =  4 0 .5 s  
PC2
Figure 5.13: Exemplar of two eigenimages, PCI & PC2, produced by the STICA 
technique during decorrelation process. As explained in Section 5.1.2, principal 
components are produced in 1-D. But for illustration purposes here, they are 
transformed to 2-D. The figure illustrates eigenimages at two different points in 
time chosen arbitrarily, t =  40.5s k. t =  75s. However, principal components are 
updated at each sampling time.
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t = 4 0 .5 s  
IC2
t =  75s  
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Figure 5.14: Exemplar of two independent components, ICI & IC2, produced by 
the STICA technique. Independent components are updated at each sampling 
time as explained in Section 5.1.3. Similar to the previous figure (eigenimages), 
IC images at two time instances are shown, t — 40.5s k  t =  75s. To observe 
the differences between eigenimages and independent components, signals derived 
from both image data using renal parenchyma regions are presented in Figures 
5 .1 5  & 5 .16 .
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Figure 5.15: Time-intensity signals derived from the eigenimages of a subject’s 
DCE data after decorrelation process as explained in Section 5.1.2. Exemplars of 
eigenimages are presented in Figure 5.13 (producing PC 1 and PC 2 signals here). 
The PC signals are produced using renal parenchyma regions. The smoothness 
of the first two components suggests that signal fluctuations, which are noise 
artefacts mainly produced by the kidney motion, have been largely removed. See 
also Figure 5.16 for IC signals produced by independent components.
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Figure 5.16: Time-intensity signals derived from the ICs of a subject’s DCE data 
produced by the STICA technique. Exemplars of ICs are presented in Figure 5.14 
(producing IC 1 and IC 2 signals here). The IC signals are produced using renal 
parenchyma regions. Similar components were computed for ten subjects’ left 
and right kidneys. The IC signals, that could be readily interpreted as having 
physiological characteristics, e.g. the IC 1 signals above, which resemble renal 
filtration curves derived in renal studies including [7], were used to measure the 
GFR (see Section 5.5.1). The smoothness of some of the IC signals shows that 
signal fluctuations, mainly produced by the kidney motion, have been removed. 
Similar artefact removal was also observed in the synthetic data analysis, e.g. see 
Figure 5.9.
5.5. Renal Data Analysis using STICA Method 149
5.5.1 M easuring Kidney Filtration R ate using IC Signals 
and Rutland-Patlak M ethod
Prom the computed ICs, there are at least three ICs for every subject (see Figure
5.17) that appear to have distinct physiological characteristics such as breathing 
(and non-specific noise components), renal perfusion and filtration. The last two 
are similar to renal filtration and perfusion signals derived in some renal studies 
including Patlak analysis in Hackstein et al. [7, 34].
Therefore, in order to evaluate the STICA results, the most important biological 
index of the kidney’s health, i.e. GFR, was measured. For this reason, the IC 
signals that resembled renal filtration were used to quantify filtration rates. The 
results were then compared with the GFR estimates provided by the conventional 
DCE-MRI renography where usually a compartmental renal model is utilized and 
original or movement corrected data (i.e. registration-based movement corrected) 
are used. The Rutland-Patlak renal model, explained in Chapter 2, was employed 
to measure the GFRs for ten subjects’ left and right kidneys using original and 
movement corrected DCE-MR image data.
As explained in Section 2 .2 .1 , Patlak method is a tracer-kinetic model that defines 
the renal filtration process as transition of the tracer agent (Gd-DTPA) from 
the artery (vascular space) to the renal space (nephron space) by the following 
equation:
K ( t ) bjr)
b{r) H t ) H r )  (5.20)
Y  = K1 X  + K2
where iG(r) represents the tracer amount in renal space for r  period of time, which 
is defined by a time-intensity curve derived from a renal region. b{t) represents 
the tracer amount in vascular space at any point in time and b{r) is the tracer 
amount in vascular space for r  period of time, which is defined by a time-intensity 
curve derived from an aortic region. The expression is then presented as a linear 
equation where a straight line is fitted to the X  and Y  values for r  period of 
time. K1  denotes the gradient of the line, which is proportional to the GFR and 
K2  denotes the line offset which is proportional to the size of vascular space.
As mentioned in Section 2 .2 .1 , while different time frames can be selected for r ,  
time frame of 30 — 90 seconds post aortic rise has been reported to produce more 
accurate results with respect to reference GFRs [7, 34]. Hence, r  =  30s — 90s 
post aortic rise was selected for measuring K1  values (see an exemplar in Figure
5.18).
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Figure 5.17: (a) Time-intensity curve produced by a kidney parenchyma using 
original DCE-MRI data. The fluctuations on the curve are mainly due to respira­
tory motion artefacts, (b), (c) & (d) Time-intensity curves derived from three ICs 
of the same DCE-MRI data, (b) and (c) resemble renal filtration and perfusion 
curves similar to those derived in some renal studies, e.g. [7]. Motion correction 
is evident from the smoothness of both curves, (d) resembles characteristics such 
as motion artefacts but may also contain other noise components.
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iF l value, which is the gradient of a straight line fitted to the X - Y  values in 
Eq. (5.20) is compared with the gradient of the IC signal that represents renal 
filtration, for the same r . This is because the renal filtration is defined as an accu­
mulation process where the filtrate stays in the kidney compartment for a period 
of time and hence the filtration rate is defined as the gradient of the regression 
line as explained above. However, the IC signal represents the accumulation pro­
cess directly since the ICs produced by the STICA represent dynamic responses 
of the renal tissues using time-integral samples, as outlined in Section 5.2.
As explained earlier, three different regions were defined for all kidneys, a large 
rectangle, a cortical region and a single pixel (Figure 5.19), to compare the GFR 
estimates produced by Patlak and IC signal gradient (ICG). The three regions 
were selected to be of different size and shape in order to perceive the dispersion 
of GFR estimates using independent components compared to a conventional 
DCE-MRI renal assessment. Results of these analyses, for all the ten subjects’ 
left and right kidneys, are presented in Tables 5.1 & 5.2. Example graphs of the 
original, motion-corrected and IC signals used for GFR assessment are shown in 
Figure 5.20, with their Patlak and gradient analyses shown in Figures 5.21, 5.22 
and 5.23.
152 Chapter 5. Spatio-Temporal ICA in DCE-MRI Renography
300
Aortic Signal 
Kidney Signal250
Ç 200
JOl
150
100
100 120 140 160 18060 80400 20
Time (s)
Figure 5.18: Example of aortic and renal cortical curves derived form the two 
ROIs shown on the images, r  is the period used in the Patlak plot as defined in 
Eq. (5.20). This is a one minute period between 30 seconds to 90 seconds after 
aortic rise (see Section 2.2.1 for more detail).
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Figure 5.19: An exemplar showing the three regions of each kidney used in the 
Rutland-Patlak and IC signals analyses. The image on the top is taken from a 
subjects central slice during the peak contrast enhancement and the bottom image 
is taken from an independent component of the same slice. The three ROIs were 
selected for each kidney such that they would all cover sections of the renal cortex 
(where renal filtration occurs) while vary in size, shape and surrounding regions. 
The large rectangle covers the whole kidney including some surrounding tissues 
such as liver, spleen, intra-abdominal fat and bowel. The cortical region mainly 
includes renal cortex, however, some surrounding tissues inevitably contribute to 
the region to an extent. The single pixel is the smallest possible portion of the 
renal cortex. Temporal signals derived from the ROIs are used to measure the 
kidney filtration (see Figures 5.20, 5.21, 5.22 & 5.23).
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Figure 5.20: Time-intensity signals derived from original, movement-corrected 
and IC image data using the three ROIs shown in the previous figure. Movement- 
corrected data are produced via an image registration technique applied to the 
original image data (see Section 4.1). The signals are produced using rectangular, 
cortical and single pixel regions. Similar signals were derived for all subjects’ left 
and right kidneys. The signals are used in Patlak and IC curve analyses in order 
to measure relative GFRs (see Figures 5.21, 5.22 & 5.23). No significant difference 
is observed between the original and movement-corrected signals with respect to 
the signal fluctuations, which are mainly due to respiratory motion. However, no 
apparent movement can be detected from the smooth IC signals.
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Figure 5.21: Exemplars of Patlak plot and IC signal gradient using rectangular 
regions of a subjects’ left and right kidneys (LK and RK). Patlak method was 
applied to the original data (top plots) as well as movement-corrected data (mid­
dle plots). The fitting period is 30s to 90s after aortic rise as shown in Figure 
5.18. The same period is also selected for the regression line fitted to the IC 
signal representing renal filtration (bottom plots). Gradient of the regression line 
represents an estimate of the kidney filtration rate (GFR). The results for all 
subjects are presented in Tables 5.1 & 5.2.
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Figure 5.22; Exemplars of Patlak plot and IC signal gradient using cortical regions 
of a subjects’ left and right kidneys (LK and RK). Patlak method was applied to 
the original data (top plots) as well as movement-corrected data (middle plots). 
The fitting period is 30s to 90s after aortic rise as shown in Figure 5.18. The same 
period is also selected for the regression line fitted to the IC signal representing 
renal filtration (bottom plots). Gradient of the regression line represents an 
estimate of the kidney filtration rate (GFR). The results for all subjects are 
presented in Tables 5.1 & 5.2.
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Figure 5.23: Exemplars of Patlak plot and IC signal gradient using a single 
cortical voxel of a subjects’ left and right kidneys (LK and RK). Patlak method 
was applied to the original data (top plots) as well as movement-corrected data 
(middle plots). The fitting period is 30s to 90s after aortic rise as shown in 
Figure 5.18. The same period is also selected for the regression line fitted to the 
IC signal representing renal filtration (bottom plots). Gradient of the regression 
line represents an estimate of the kidney filtration rate (GFR). The results for all 
subjects are presented in Tables 5.1 & 5.2.
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Table 5.1: The following table presents the GFR estimates {K1  and ICG) pro­
duced by Patlak and 1C gradient methods for ten subjects’ left kidneys. Exem­
plars of time-intensity signals used for the quantification of K l s  and ICGs are 
presented in Figure 5.20. The three ROIs include large rectangle (ROIl), cortical 
region (R0I2) and single pixel (R0I3) as shown in Figure 5.19. values, which 
represent the goodness of fit, demonstrate a considerable improvement for ICGs 
in most cases. Variation of the GFR estimates is presented using minimum and 
maximum values where A shows the difference between them. Smaller dispersion 
is observed for the estimates produced by the independent components (see also 
Figures 5.24 k  5.25).
Patlak (K1) and IC signal gradient (ICG) for R0I1 (large rectangle), 
Left Kidney.
R0I2 (cortical) and R0I3 (single voxel).
Subjects (xKP) i R0I1 r" R0I2 r= R0I3 r^ Min - Max A
K1 Original 1 3.00 0.29 2.66 0.16 3.69 0.12 : 2.66 -  3.69 1.03
1 K1 MovCor 1 3.07 0.30 6.11 0.55 4.28 0.28 i 3.07-6.11 3.04
ICG 1 4.00 0.99 4.17 0.91 4.54 0.90 ; 4 .00 -4 .54 0.54
K1 Original 1 2.99 0.31 3.43 0.30 6.99 0.50 : 2.99 -  6.99 4.00
2 K1 MovCor 1 3.68 0.66 6.86 0.75 7.42 0.60 : 3 .68-7 .42 3.74
ICG ! 4.71 0.66 4.29 0.81 4.45 0.62 4 .29-4 .71 0.42
K1 Original j 7.10 0.08 3.82 0.42 0.50 0.08 0 .50 -7 .10 6.6
3 K1 MovCor I 4.41 0.71 4.54 0.38 8.00 0.52 4.41 -  8.00 4.41
ICG I 4.37 0.75 3.79 0.78 J .7 6 ___ ; 3 .76-4 .37 0.61
K1 Original j 3.97 0.56 2.40 0.37 0.80 0.04 0.80- 3.97 3.17
4 K1 MovCor 1 3.00 0.61 1.79 0.22 0.51 0.06 0.51 -  3.00 2.49
ICG 1 4.71 0.75 4.49 0.79 4.66 0.75 4.49-4 .71 0.22
K1 Original ; 2.49 0.31 2.84 0.23 4.70 0.24 ; 2 .49-4 .70 2.21
5 K1 MovCor 1 2.79 0.46 4.11 0.48 3.22 0.30 2.79-4 .11 1.32
ICG 1 4.29 0.75 1 4.18 0.80 4.49 0.93 : 4 .18 -4 .49 0.31
K1 Original 1 2.05 0.30 1.21 0.10 0.10 0.07 ; 0 .10-2 .05 1.95
6 K1 MovCor I 2.51 0.67 2.55 0.47 3.70 0.58 2 .51-3 .70 1.19
ICG 1 424 0.85 1 4.44 0.79 3.80 0.61 : 3 .80 -4 .44 0.64
K1 Original 326 0.50 I  5.75 0.66 1 4.05 0 32 3 .26-5 .75 2.49
7 K1 MovCor i 2.72 0.60 1 4.25 0.74 i 0.42 0.36 0 .42 -4 .25 3.83
ICG I 4.30 0.67 1 4.31 0.80 4.45 0.67 4 .30 -4 .45 0.15
K1 Original 1 3.11 0.31 0.30 0.02 ; 2.03 0.10 0.30-3.11 2.81
8 K1 MovCor 1 320 0.40 2.17 0.12 3.19 0.16 2 .17 -3 .20 1:03
ICG 3.65 0.94 L...3.32..... 0.70 3.37 0.79 3 .32-3 .65 0.33
K1 Original i  1.00 0.10 2.83 0.20 2.31 0.10 1.00-2 .83 1.83
9 K1 MovCor 1 2.39 0.43 1 3.34 0.38 ; 0.48 0.10 0.48 -  3.34 2.86
ICG : 3.31 0.70 I 3.57 0.95 ' 3.36 0.84 3.31 -  3.57 0.26
K1 Original 3.90 0.30 0.18 0.12 5.06 0.51 0 .18-5 .06 4.88
10 K1 MovCor I 321 0.63 1 0.10 0.20 5.22 0.70 0 .10-5 .22 5.12
ICG 1 4.51 0.87 i 4.07 0.77 3.89 0.92 3.89-4.51 0.62
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Table 5.2: GFR estimates {K1  and ICG) produced by Patlak and IG gradient 
methods for the ten subjects’ right kidneys.
Patlak (K1) and IC signal gradient (ICG) for ROIl (large rectangle). R0I2 (cortex) and ROI3 (single voxel).
Right Kidney.
Subjects (xIO )^ ROIl r= R0I2 R013 e Min - Max A
K1 Original 2.75 0.27 3.28 026 4.89 0.17 2 .7 5 -4 .8 9 2.14
1 K1 MovCor 3.39 0.33 3.79 0.30 0.44 0.05 0 .4 4 -3 .7 9 3.35
ICG 4.67 0.98 4.19 0.97 4.91 0.99 4 .19 -4 .91 0.72
K1 Original 1 5.30 0.41 3.67 0.42 3.08 0.05 3 .0 8 -5 .3 0 2.22
2 K1 MovCor 1 4.35 0.60 6.72 0.70 5.45 0.33 4 .3 5 -6 .7 2 2.37
ICG : 4.31 0.65 4.62 0.96 4.54 0.66 4 .3 1 -4 .6 2 0.31
K1 Original : 2.98 0.41 3.22 0.46 0.20 0.10 0 2 0 - 3 2 2 3.02
3 K1 MovCor 3.92 0.61 2.15 021 0.38 0.03 0 .3 8 -3 .9 2 3.54
ICG 4.39 0.65 3.59 0.63 3.80 0.60 3 .5 9 -4 .3 9 0.80
K1 Original y  4.39 0.69 2.58 0.32 1.75 0.11 1.75- 4.39 2.64
K1 MovCor ! 3.48 0.56 1.00 0.04 1.62 0.08 1 .0 0 -3 .48 2.48
ICG 4.56 0.75 4.27 0.64 4.13 0.64 4 .1 3 -4 .5 6 0.43
K1 Original 3.56 0.51 1.56 0.10 0.70 0.04 0 .7 0 -3 .5 6 2.86
5 K1 MovCor i 2.30 0.36 2.78 0.17 4.50 0.39 2 .3 0 -4 .5 0 2.20
ICG I 4.05 0.95 4.17 0.73 4.22 0.90 4 .0 5 -4 2 2 0.17
K1 Original ' 3.51 0.70 2.77 0.50 2.08 0.04 2 .08-3 .51 1.43
6 K1 MovCor ! 2.80 0.73 1.20 0.30 5.64 0.64 1 2 0 -5 .6 4 4.44
ICG 3.95 0.96 4.27 0.87 4.15 0.82 3 .9 5 -4 2 7 0.32
K1 Original 4.37 0.58 5.21 0.68 4.64 0.23 4 .3 7 -5 2 1 0.84
7 K1 MovCor i 2.83 0.60 3.41 0.64 0.25 0.16 0 2 5 -3 .4 1 3.16
ICG i 4.38 0.64 4.32 0.77__ 4.23 0.70 4 2 3 -4 .3 8 0.15
Kl Original ; 3.59 0.33 1.90 0.05 1.20 0.20 1 2 0 -3 .5 9 2.39
8 K1 MovCor 3.85 0.46 1.79 0.10 4.26 0.40 1 .7 9 -4 2 6 2.47
ICG 3.77 0.96 3.59 0.60 3.57 0.82 3 .5 7 -3 .7 7 0.20
Kl Original 1.35 0.04 3.58 0.38 2.62 0.08 1 .3 5 -3 .5 8 2.23
9 Kl MovCor 2.83 0.43 0.48 0.12 5.28 0.37 0 .4 8 -5 2 8 4.80
ICG 2.88 0.85 2.86 0.93 3.32 0.94 2 .8 6 -3 .3 2 0.46
Kl Original 2.73 0.45 1.81 0.07 3.79 0.27 1 .81 -3 .79 1.98
10 Kl MovCor 3.37 0.50 3.10 02 6 2.84 0.26 2 .8 4 -3 .3 7 0.53
ICG 322 0.93 3.57 0.66 3.38 0.85 3 2 2 -3 .5 7 0.35
160 Chapter 5. Spatio-Temporal ICA in DCE-MRI Renography
As presented in Tables 5.1 & 5.2, coefficient of determination was calculated 
between the regression lines and the curves produced by Patlak and ICs (see also 
Figures 5.21, 5.22 & 5.23). It is observed that the values of IC gradients (ICGs) 
have increased in most cases suggesting a better fit or more accurate linear re­
gression compared with the K l  values. In order to perceive the dispersion of the 
GFR estimates, standard deviations of K l  and ICG values were calculated for 
the three regions as shown in Figure 5.24. It is observed that the standard devi­
ations of the GFR estimates using ICs remain smaller compared to the standard 
deviations of K l  values using original and movement-corrected data.
The dispersion of the GFR estimates is also presented in Figure 5.25 using min­
imum, maximum and mean values of the estimates. It is observed that the 
min-max range for ICGs is smaller in all cases and their mean values also remain 
closer together compared with the K 1 values produced by original and movement- 
corrected data. The results presented in the two figures imply that measuring 
renal filtration using ICs exhibits better consistency and reproducibility where 
shape-preserving segmentation and motion correction become unnecessary.
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Figure 5.24: Standard deviations (StdDev) of the K l  and ICG values presented 
in Tables 5.1 & 5.2. StdDevs demonstrate the variation of GFR estimates across 
the ten subjects’ left and right kidney (left and right figures respectively), where 
the ROIs are large rectangle (ROIl), cortical (R0I2) and single voxel (R0I3). 
It is evident that the standard deviations of the IC gradients are almost in all 
cases considerably smaller than the original and motion-corrected K l  values. The 
standard deviations of the IC gradients also remain closer to each other for all 
three regions compared to the ATls’ standard deviations. This may be interpreted 
as a more precise evaluation of the filtration rates.
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Figure 5.25: Dispersion of the GFR estimates presented in Tables 5.1 & 5.2. 
Each plot presents dispersion of ten GFR estimates produced by the original, 
movement-corrected and IC signals for ROIl (top plot), R0I2 (middle plot) and 
R0I3 (bottom plot). The ROIs are large rectangle, cortex and a single cortical 
pixel as shown in Figure 5.19. It is observed that the GFR estimates for original 
and motion-corrected signals produce larger dispersions compared with the GFR 
estimates for IG signals. Also the mean values of IGGs remain closer together 
and slightly above the mean values of A"ls, suggesting improved estimation.
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5.6 Discussion
In this chapter, for the first time a spatio-temporal ICA methodology for the 
analysis of renal DCE-MRI data was proposed. The STICA, in line with general 
ICA, assumes statistical independence and non-Gaussianity of the latent vari­
ables (i.e. source signals). It is also assumed, in the STICA method, that the 
latent variables are the products of non-stationary physiological processes due to 
the tracer-kinetic variation of the contrast agent over time. The tracer kinetics 
also vary from one tissue to another. For instance, the renal cortex contains 
the glomeruli and its response to the contrast agent (i.e. glomerular filtration) is 
different from the response of surrounding tissues such as medulla that contains 
the collecting ducts. Therefore, these physiological processes may be assumed 
to be independent over space (spatial independence) and time (temporal inde­
pendence). The STICA technique (see the schematic in Figure 5.3) exploits the 
assumption of spatial and temporal independence by updating the ICA filter at 
each sampling time to maximize statistical independence of the observed samples 
over space and time simultaneously.
To evaluate the STICA technique, before applying it to clinical DCE-MRI data, 
a synthetic test object was constructed using two source signals, additive white 
noise instances and randomly generated mixing filters (Figure 5.6). The STICA 
technique was applied to the test object and the results were plotted against the 
source signals. Errors and values between the source signals and computed ICs 
demonstrated that the IC signals closely matched the source signals in a number 
of cases (see Figure 5.11).
The technique was then applied to a cohort of ten healthy subjects’ DCE-MRI 
data. From the computed ICs for each kidney, there were at least three compo­
nents that could be readily associated with the physiological processes such as 
filtration, perfusion and breathing movements (Figure 5.17). This is because of 
the distinct characteristics of such processes, for instance, a sharp rise followed 
by a fall associated with perfusion, a steady increasing progression for a period 
of time associated with filtration and quasi-sinusoidal movements associated with 
the breathing. Also the smooth curvature of some of the IC signals indicates that 
movement artefacts have been removed and presented as a separate component 
(see Figure 5.16.)
In order to evaluate the ICs, the IC signals attributed to renal filtration were used 
to measure the CFR for ten healthy subjects’ left and right kidneys. Different re­
gions were defined on each kidney to perceive the reproducibility of the measured 
CFRs. These included large rectangular regions containing renal parenchyma 
and some adjacent tissues, cortical regions and single cortical voxels (Figure 
5.19). The results were then compared with the CFRs produced by Rutland- 
Patlak method using original image data as well as registration-based movement-
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corrected image data (see Tables 5.1 & 5.2). The GFR estimates for IC signais 
demonstrated less dispersion in all cases and their mean values remained closer 
together compared with the GFR estimates for original and movement-corrected 
signals (see Figures 5.24 & 5.25). This implies an improved reproducibility and 
a more precise quantification of filtration rates.
As stated previously and considered in many texts including [3, 4, 11, 152], seg­
mentation and motion of the kidney are limiting factors in DCE-MRI renal assess­
ment, which need to be addressed. In Chapter 2, DCE-MRI data were subjected 
to a series of SNR analyses. SNR may be affected by a number of issues includ­
ing organ movernent and a segmented region’s size and shape. It was observed 
from the experiments that slight SNR variation could produce a significant error 
(i.e. >  10%) in a single pass DCE-MRI renal examination. The ROIs are usually 
derived manually or semi-automatically, which are operator-dependant, time con­
suming and hard to reproduce. On the one hand, choosing a single voxel usually 
is not practical as it will be very noisy due to the respiratory motion, it may also 
have large partial volume contamination. On the other hand, choosing a large 
ROI improves SNR, but it will result in a signal that is contaminated with large 
segments of the surrounding tissues.
The spatio-temporal ICA method is a fully data driven method that causes the 
segmentation of renal data (with a particular shape or size) to become unneces­
sary. This was perceived from the regional analyses where regions with different 
size and shape produced similar CFR results (e.g. see Figure 5.25). The method 
also separated movement artefacts from other physiological processes. This was 
perceived from the smooth curvature of some of the IC signals where fiuctua- 
tions, similar to movement artefacts, are present in some other components (e.g. 
see Figures 5.16 & 5.17). The proposed technique has the potential to provide 
a framework for the analysis of renal DCE-MRI data where shape-preserving 
segmentation becomes unnecessary, the motion artefacts are completely removed 
and interesting physiological characteristics, exhibited in the ICs, are revealed.
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Chapter 6
Conclusions and Further Work
6.1 Summary of Contributions and Results
The work presented in this thesis sought to improve the application of DCE-MRI 
renography with respect to the challenges involved in the image data analysis 
steps. DCE-MRI renography was developed with the view to provide a compre­
hensive framework to quickly and accurately assess the kidney’s health, e.g. to 
measure CFR. However, despite considerable developments, it is not yet consid­
ered a robust and accurate technique of renal assessment for use in routine clinical 
practice [1, 11, 12, 13]. This is due a number of confounding factors ranging from 
data acquisition techniques [1, 12] and contrast agent dose optimization [7, 63] 
to data post-processing steps including motion correction [3, 4, 64], segmenta­
tion [5, 65, 66],. partial volume correction [6, 67] and tracer-kinetic modelling 
[7, 8, 9, 13, 69]. This work, however, is only concerned with the motion correc­
tion, segmentation and partial volume correction of DCE-MRI data.
In Chapter 1, a brief overview of renal anatomy and physiology was presented, 
which emphasized the importance of CFR and its accurate assessment. An 
overview of different techniques of renal assessment including imaging and non­
imaging was also presented. It was discussed that although non-imaging tech­
niques are used widely for measuring the CFR, single kidney function can not 
be assessed with these techniques. This is an important issue in the renal dis­
eases that single kidney assessment is required, e.g. in the cases where the left 
and right kidneys do not function equally or in kidney transplant. This em­
phasizes the importance of imaging techniques, especially DCE-MRI renography 
since MRI has the main advantage of the lack of ionizing radiation compared 
with CT and radionuclide imaging.
In Chapter 2, assessment of kidney function with DCE-MRI technique and the 
related challenges were discussed. In order to advance on appreciation of issues
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such as organ movement and partial volume (PV) effect, experiments including 
signal-to-noise (SNR) analysis and PV analysis were performed. SNR variation in 
renal DCE-MRI data may be caused by the movements of kidneys (mainly due to 
respiratory motion), noise (e.g. device or tissue noise) and tracer uptake reduction 
(e.g. in renal diseases). A methodology was developed to systematically degrade 
clinical DCE-MRI data of some healthy human subjects where a compartmental 
renal model was employed to measure the CFRs. The results demonstrated a 
significant variation in the CFR estimates (> 10%) for SNR variation of >  5%, 
which implies that a single-pass DCE-MRI renal assessment may produce CFR 
values with >  10% error.
Partial volume effect, which is a signal mixing phenomenon where two or more sig­
nal intensities produce a single entity (e.g. a voxel), was also investigated further 
using a template-based PV correction method [6]. The CFRs produced after PV 
correction demonstrated significant increase of greater than 10%. The template- 
based method, however, is limited to organ segmentation (e.g. the kidney and its 
surrounding organs) and the segmentation itself is considered a challenging issue 
in DCE-MRI renography. Also, different sections of a complex organ such as kid­
ney, which comprises a number of different tissue types, can produce DCE-MR 
signals with various mixing proportionality at voxel-level.
The SNR and PV effect analyses showed that further developments are needed 
to address the precluding factors including motion artefacts produced by the kid­
ney movements, tissue segmentation and PV effect at the smallest level (i.e. 
signal mixture at voxel-level). It was also discussed in Chapter 2. that the 
current DCE-MRI post-processing steps including registration-based movement 
correction techniques, manual or semi-automatic segmentation techniques and 
template-based PV correction technique have not provided a complete solution 
due to their various limitations in terms of practicality and accuracy, as also noted 
in a number of published reviews [1, 11, 12, 89]. Therefore, new approaches based 
on blind source separation (BSS) were investigated with the view to provide a 
complete and practical solution to address the aforementioned challenges.
In Chapter 3, the fundamental principles of BSS approach, which aims to sepa­
rate a composite mixture of components and reveal the underlying components, 
were discussed. These included important properties of random variables such 
as statistical independence, stationarity, wide-sense stationarity and central limit 
theorem. Different BSS techniques including principal component analysis and 
independent component analysis have been established in many biomedical signal 
processing applications [103, 104, 105, 106, 107]. However, the potential of a BSS 
approach in DCE-MRI renography has not been explored to the same extent. 
Different ICA techniques were discussed in terms of their practicality and robust­
ness with the view to adapt a suitable technique for the analysis of DCE-MRI 
renal data.
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A temporal ICA approach based on time-delayed decorrelation and approxima­
tion of negentropy [102] was proposed in Chapter 4 to address the data post­
processing issues, in DCE-MRI renography. DCE-MR signals are recordings of 
various tissues’ responses to the MR contrast agent that may be mixed to an 
extent at each sampling point because of the intrinsic bandwidth limitation of 
the imaging system. There are also other activities including respiratory move­
ment that contribute to the signal mixtures, hence referred to as motion artefact. 
Therefore, having acquired mixtures of independent physiological processes (i.e. 
DCE-MRI data), it is expected to be able to separate the underlying physiological 
processes into ICs.
The proposed method explores cross-correlation of the observed signals for a pre­
defined number of sampling points in order to optimally decorrelate the signals. 
Decorrelated signals form a multivariate orthogonal vector, which is then trans­
formed into ICs using an ICA filter produced by optimization of the negentropy 
contrast function. A test object was constructed using kidney, liver and non­
specific tissue signals to evaluate the technique prior to applying it to clinical 
DCE-MRI data. It was observed that the time-delayed ICA technique identified 
the source signals correctly with small errors and values of 0.85 — 0.99 between 
the computed ICs and source signals.
The method was then applied to a cohort of ten healthy volunteers’ DCE-MRI 
data using ROIs of different shape and size. The IC signals attributed to renal 
perfusion, along with the perfusion signals from the original and registration- 
based movement-corrected data, were subjected to renal filtration assessment. 
The GFR values for IC signals showed more consistency, i.e. less dispersion and 
their mean values remained closer to each other, compared with the GFR values 
for original and movement-corrected signals. The results of regional analyses 
demonstrated that the time-delayed ICA technique can be readily applied to any 
region of any size without the aforementioned processing steps such as shape- 
preserving segmentation, motion correction and partial volume correction.
Although this technique can provide a practical framework for processing DCE- 
MR image data, it has two drawbacks. First, the method is limited by the search 
criterion to find a sampling time, at which cross-correlation of the observed sig­
nals is minimal. It was explained that this criterion may need to be adapted to 
the tracer perfusion time when using different data sets. This, however, is not 
a major issue and it only needs a careful observation, for example, by plotting 
raw aortic or renal curves in order to determine the start of perfusion. Second, 
signal fluctuations associated with the kidney movement, i.e. motion artefacts, 
were not completely removed. As shown in Chapter 2, these artefacts affect the 
SNR adversely and cause inaccuracy in the renal assessment. Respiration can be 
regarded as an independent physiological process having some effect (e.g. a quasi- 
sinusoidal effect) on the other physiological processes such as renal activities. It
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was observed from the computed ICs that motion artefacts were identified as a 
separate component, but they were also present in other components to some de­
gree. It was argued that the assumption of wide-sense stationarity (WSS) of the 
data may have caused inaccurate representation of the underlying physiological 
activities. Such activities arise from dynamic responses of various tissues to stim­
ulus (contrast agent), which result in non-stationary processes. These processes, 
however, may still be considered as WSS processes, especially over a short period 
of time [103, 106].
In order to address the stated drawbacks and to identify the underlying phys­
iological processes more precisely, a new approach was proposed in Chapter 5. 
The spatio-temporal ICA technique was developed based on the assumption that 
the acquired DCE-MR image data are produced by non-stationary physiological 
processes. These processes represent dynamic responses of various tissues to the 
contrast agent where the responses are different for different tissues and change 
over time. Hence, the STICA method attempts to produce components that are 
maximally independent over space and time simultaneously. The method utilizes 
the same contrast function as in the temporal ICA technique. However, it col­
lapses the image data into 1-D vectors and updates the eigenvectors and ICA 
filters at each sampling point, using time-integral samples, to produce new IC 
vectors at each point.
To evaluate the method a synthetic test object was constructed using two. inde­
pendent source signals, produced by Rayleigh and Sigmoid functions, randomly 
generated noise artefacts and randomly generated mixing filters. The computed 
independent components matched the source signals with relatively small errors 
and values of 0.50 — 0.96. The method was applied to healthy volunteer’s 
DCE-MR image data. Some of the ICs could be readily interpreted based on 
their characteristics, which resembled renal filtration, perfusion and motion arte­
facts. The smooth curvature of the IC signals, attributed to renal activities, 
indicated that motion artefacts were completely removed and presented as a sep­
arate process.
GFRs were estimated using ROIs of different shape and size defined oh the 
ICs, original and registration-based movement-corrected data. The GFRs pro­
duced by the IC signals showed less dispersion and their mean values remained 
closer together compared with the GFRs produced by the original and movement- 
corrected signals. The results demonstrated increased reproducibility and more 
precise estimation of the kidney filtration rate. The STICA method may, there­
fore, have the potential of providing a complete and practical solution to the 
challenges involved in the post-processing steps of DCE-MRI renography includ­
ing movement artefacts, partial volume effect and segmentation.
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6.2 Further Work
As explained in Chapter 5, the ICs produced from volunteers’ DCE-MRI data 
were subjected to series of regional analyses and were evaluated based on the 
measured GFRs. This was possible because the components could be readily 
interpreted based on their distinct characteristics, e.g. representing renal filtration 
process. However, further investigation is needed with respect to some other 
components that were not fully appreciated. It will be useful to appreciate the 
rest of the IGs that were produced by the STIGA technique since they may 
reveal useful physiological processes that are otherwise not readily available, e.g. 
medullary or tubular activities.
Although the GFR is the most important and common measure of kidney func­
tion, measuring other renal activities are also important especially in some renal 
conditions. For example, renal plasma flow as well as GFR are required for mea­
suring functional renal reserve. Renal reserve, which is an important parameter 
in renal transplantation, is a measure of the capacity of the kidney to increase 
the GFR above its baseline in response to a stimulus [159, 160].
The results presented in Chapters 4 and 5 were produced from the central slices of 
the DGE-MRI data only. Hence, the GFR estimates are only indicative of filtrates 
related to the central slices. However, the techniques can be applied to other 
slices as well, where the results are subjected to similar analyses and comparison 
methods. The fractional GFRs will collectively result in the whole kidney GFR, 
which can then be compared with normal values. However, to produce accurate 
GFR values, correction factors such as Haematocrit and conversion of signal 
intensity to tracer concentration need to be also taken into account.
As it was stated in Chapter 2 and also noted in some review papers including [11, 
13], the most accurate renal filtration rates are produced by the exogenous marker 
clearance technique. The filtration rates produced by the renal compartmental 
models are only relative filtration rates with some degree of heterogeneity due 
to their intrinsic differences including parameters and assumptions. But in the 
absence of absolute GFR values, the estimates provided by the renal models may 
be used as a relative measure of GFR as was the case in this work.
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A ppendix A 
K idney Anatom y and Physiology
A .l Kidney Anatomy
Each kidney is surrounded by three layers, renal capsule, adipose capsule and 
renal fascia as shown in Figure A.I.
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Figure A.l; Transverse view of the left kidney and its surrounding structures [16]. 
The protective layers of the kidney, including the renal capsule, adipose tissue 
and renal fascia, are shown on the image.
The deep layer is the renal capsule which is a transparent layer of dense connective 
tissue. It is continuous with the outer layer of the ureter. The renal capsule
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reinforces the shape of the kidney and acts as a protective layer against trauma. It 
also prevents infections in surrounding regions from spreading to the kidneys. The 
middle layer is the adipose capsule which is a mass of fatty tissue and surrounds 
the renal capsule. The adipose capsule also protects the kidney against physical 
traum a and holds it firmly in place within the abdominal cavity. The superficial 
layer is the renal fascia which is a thin layer of connective tissue that anchors the 
kidney to the surrounding structures and to the abdominal wall.
A .2 GFR Regulation
The kidney maintains a relatively constant GFR in order to preserve the home­
ostasis of body fluids. If the glomerular filtration is too fast, essential substances 
pass very quickly through the tubuli and do not get reabsorbed. If the filtration 
is too slow, most of the filtrate is reabsorbed and the waste substances might 
not be excreted adequately. There are three mechanisms that regulate the GFR, 
autoregulation, neural and hormonal regulations. These mechanisms, basically op­
erate in two ways. First, by adjusting the blood flow into or out of the glomeruli, 
and second, by changing the surface area of the glomerular capillaries. The GFR 
regulatory mechanisms are outlined below:
• Renal autoregulation is the capability of the kidney to maintain a constant 
GFR by regulating the renal blood pressure. This is performed by two 
mechanisms, tubuloglomerular feedback and myogenic mechanism. When 
blood pressure increases, the GFR is also increased and the tubules have 
less time to reabsorb sodium and chloride ions (Na"*" and 01“ ). This trig­
gers the macula densa (special cells in renal tubules) to inhibit the release 
of nitric oxide (NO) from the juxtaglomerular apparatus. Restricting the 
release of nitric oxide causes contraction of the afferent arteroils, hence, less 
blood flows to the glomeruli resulting in the reduction of the glomerular 
filtration. The mayogenic mechanism occurs when the elevated blood pres­
sure stretches the walls of afferent arterioles. In response, smooth muscle 
fibres, in the walls of afferent arterioles, contract. The contraction nairrows 
the arteriole’s lumen, reduces the blood flow and decreases the GFR.
• Neural regulation is performed by the sympathetic ANS fibres around the 
kidney’s blood vessels. These fibres release norepinephrine that causes vaso­
constriction of the smooth muscle fibres of the arterioles. When the blood 
pressure is elevated, for example due to exercise, the ANS fibres of the 
kidney adjust the flow of blood into or out of the glomeruli by releasing 
norepinephrine. At rest, the neural regulation of GFR is fairly low and the 
renal autoregulation prevails.
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Hormonal regulation also controls the glomerular filtration by contraction 
or dilation of the renal blood vessels. The hormones tha t regulate the GFR 
include angiotensin II (All) and arterial natriuretic peptide (ANP), which 
are vasoconstriction and vasodilator agents respectively. The two hormones 
cause decrease and increase of the glomerular filtration respectively.
A .3 Some Kidney Diseases and Related Symp­
tom s
A.3.1 A cute Poststreptococcal Glom erulonephritis A PSG N
The APSGN is an inflammation of the glomeruli. It mostly occurs in children and 
less frequently in adults [21, 23]. It is mainly caused by the reaction of the kidney 
to antibody-antigen complexes produced by some types of streptococcal bacteria 
that usually infect the throat. The glomeruli become so inflamed and swollen 
that the filtration membrane permits the blood cells (haematuria) and proteins 
(proteinuria) to escape from the blood into the urine. The other symptoms may 
include oliguria and hypertension depending on the severity of the disease.
A .3.2 Rapidly Progressive Glomerulonephritis R P G N
This disease, as its name indicates, is a glomerular disease th a t causes a rapid 
loss of renal function. The loss of renal function might happen very quickly 
within a few weeks or months and it is frequently accompanied by oliguria (loss 
of daily urine volume to less than 300ml), or anuria (absence of urine). Other 
symptoms may include proteinuria, haematuria, oedema and hypertension. The 
RPGN is histologically characterized by proliferation of crescent-shaped cells in 
the glomeruli [21, 22, 23].
A .3.3 Membranous Glomerulonephritis
This disease is characterized by thickening of the walls of the glomeruli capil­
lary network; Membranous Glomerulonephritis usually occurs in adults and it 
produces symptoms very similar to the nephritic syndrome. The symptoms may 
include proteinuria, oedema, hypercholesterolemia and hypertension. The de­
velopment of the disease might go unnoticed for a long period, for example for 
several years, since the rapidity of its progression is unpredictable [21].
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A .3.4 Pyelonephritis
Pyelonephritis is a renal infection and it is mainly due to the urinary tract in­
fection. The infection originally starts from the bladder, it then spreads to the 
ureters and the kidneys. The symptoms may include fever, chills, dysuria, flank 
pain, haematuria and nocturia [24].
A .3.5 Nephrotic Syndrome
In nephrotic syndrome, the permeability of the filtration membrane is increased, 
which results in proteins to escape from the blood into the urine. Nephrotic 
syndrome is characterized by proteinuria and hyperlipidemia. Oedema in different 
parts of the body (e.g. around the eyes or in feet) is usually a common symptom of 
the nephrotic syndrome [21]. This is due to the loss of proteins, such as albumin, 
via the urinary excretion, which causes the reduction of the blood colloid osmotic 
pressure resulting in the fluid accumulation in the tissues.
A .3.6 Renal Cell Carcinoma RCC
Renal cell carcinoma, also known as hypernephroma, is a kidney cancer that orig­
inates from the proximal renal tubular epithelium. In the UK, kidney cancer is 
the eighth most common cancer, about three-quarters of new cases are diagnosed 
in people aged 60 and over and its incidence rates have more than doubled since 
mid-1970s [161]. RCC has been associated with hereditary and non-hereditary 
risk factors including genetic susceptibility, smoking, obesity and hypertension 
[162, 163]. The classic symptoms of RCC include the triad of haematuria (pres­
ence of blood in the urine), flank pain and palpable abdominal mass [164].
A ppendix B 
M agnetic Resonance Im aging
Nuclear magnetic resonance (NMR) is the response of atomic nuclei to an elec­
tromagnetic force that has the same natural frequency as the nuclei. Prom all the 
elements in the body, hydrogen (H) is the most abundant element since the body 
is largely composed of water and water molecules contain two hydrogen nuclei 
or protons In classical physics protons are conceptualized as tiny magnet
bars with north and south poles. They are also referred to as spins. Protons, 
without being subjected to any magnetization or electromagnetic force, have a 
random axis of rotation and hence, they do not exhibit any net magnetization as 
shown in Figure B.l(a). When they are placed in a magnetic field most of the 
protons align their north-south poles with the reciprocal poles of the magnetic 
field, as shown in Figure B.l(b). The alignment produces a net magnetization 
usually referred to as longitudinal magnetization or Bo.
The longitudinal magnetization is due to the quantum energy state of the protons 
[83, 165]. Protons can only have two quantum energy levels, higher and lower 
levels. Normally in any sample, there are fewer protons in the higher energy level 
than the lower level. But the difference is so small tha t does not cause any net 
magnetization, e.g. Figure B.l(a). In the presence of a magnetic field some of 
the protons make a transition from the lower to the higher energy state, giving 
rise to a net magnetization known as longitudinal magnetization shown in Figure 
B .l(b). When the magnetic field is turned off the protons revert to their lower 
energy levels. This process is referred to as relaxation. The transition to the 
lower energy state releases electromagnetic energy to the surroundings, which is 
equivalent to the difference between the high and low energy levels of the protons 
(see Figure B.2).
The angular momentum of a spinning object is the tendency of the object to 
continue to spin about the same axis of rotation. If a force (e.g. magnetic field) 
is applied to the spinning object in a way that it opposes the angular momentum 
of the spin, it will change the direction of the rotation into a circular motion
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Figure B.l: Depiction of the protons as magnet bars or spins, (a) The spins have 
random axes of rotation and therefore do not produce any net magnetization, (b) 
If the spins are placed in a magnetic field, Bq, they exhibit a magnetization along 
with the magnetic field direction (z axis), referred to as longitudinal magnetiza­
tion. (c) If another magnetic force, e.g. an electromagnetic wave (B J, is applied 
to the spins the longitudinal magnetization aligns with the Bi field.
H ig h ^ e æ r^  State Excited proton
p O - C K J ----------- O —
'  — V V \ , .
H 3 " i I ) - 0 “ C K Ï)—  Electromagnetic
Lower energy state wave Bo
Figure B.2: This figure depicts the two energy levels of the protons. When there 
is no external magnetic field there are slightly more protons in the lower energy 
level. In the presence of an electromagnetic force, some of the protons move 
to the higher energy level (excited protons) and produce a net magnetization of 
E =  yhBo, where Bq represents the magnetic field strength, 7  is the gyromagnetic 
ratio or rate of precession of the protons and h is the reduced Planck constant 
(h/2x).
known as precession. The magnitude of the angular momentum is known as the 
magnetic moment. In MRI, the same precession is also described for the protons 
since they can be conceptualized as tiny magnet bars. The angular momentum of 
the protons prevents their axes to simply align with the external magnetic field 
and as the result the protons start to process. This precession is the source of 
MR signal and is expressed mathematically by the Larmor equation:
ujQ =  7 B0 (B.l)
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where luq is the angular frequency in radians per second (rad.s“ ^), Bo is the 
magnetic field strength in Tesla (T) and 7  is the gyromagnetic ratio^ (rad.s“ hT~^ 
or Hz.T~^).
By convention the z axis, as shown in Figure B.l(c), is the main magnetic field 
axis ( B q) and xy plane is referred to as the transverse magnetization. If another 
magnetic field, e.g. electromagnetic wave, is applied perpendicular to the z axis, 
the spins experience the new electromagnetic force (Bi) and align their axis with 
the Bi field. In MRI, the B% is created by an RF pulse perpendicular to the lon­
gitudinal magnetization. If the pulse has a frequency equivalent to the frequency 
of the protons (resonant frequency), then the protons flip into the transverse (xy) 
plane producing transverse magnetization. The rotation of the protons is usually 
described within two frames, laboratory frame (Figure B.3 a) and rotating frame 
(Figure B.3 b).
RF RF
Figure B.3: Illustration of the spins’ frames of reference, (a) Laboratory frame 
of reference. This is the viewpoint of a stationary observer. The net longitudi­
nal magnetization (Mo), will be observed as spiralling down, after applying an 
electromagnetic force (RF pulse), (b) Rotating frame of reference. This is the 
viewpoint of an observer who is rotating with the spins. The net longitudinal 
magnetization will be observed as moving down in a straight line and forming a 
net magnetization Bi proportional to the angle of RF pulse a.
The laboratory frame refers to the viewpoint of an observer in a laboratory. The 
observer is stationary and will observe that the net magnetization spirals down 
to the transverse plane. The rotating frame refers to the viewpoint of an observer 
who is rotating about the z axis with the same frequency as the protons. This 
observer will see the longitudinal magnetization moves down to the transverse 
plane in a straight line.
 ^ The gyromagnetic ratio of hydrogen proton in a magnetic field of IT  is 7 =  2.675 x 
10® rad.s“ ^.T“ ,^ which is usually expressed as ^  % 42.58MHz.T“  ^ [85].
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B .l  T l,  T2, and T2* Relaxations
The protons of a sample do not instantly change their energy states when they 
experience an electromagnetic force. It will take some time for them to align with 
their preferred energy state, which is referred to as equilibrium. In order to reach 
the equilibrium state, the spins release their extra energy to the surrounding 
environment. This is known as spin-lattice interaction or T l relaxation, which is 
the time needed for the protons to reach their equilibrium state. More precisely, 
T l is the time that the protons need in order to recover about 63% of their net 
magnetization (see Figure B.4). T l  is the main determinant of the contrast in 
MR images. It is influenced by a number of factors such as temperature, magnet 
strength, and type of samples, i.e. different tissues [83]. For example, when the 
magnetic field strength is increased, the T l relaxation time gets longer. However, 
this is not a linear relationship and it also depends on the other factors such as 
the tissue type.
—  M o {  1 “  e  j
tT,
Figure B.4; Illustration of the T l relaxation curve. The curve shows that the 
longitudinal magnetization M  ^ is regained after moving to the transverse plane. 
T l  relaxation curve is produced by Mz(t) =  Mq(1 — where approximately
63% of the longitudinal magnetization is regained at T l time.
When the protons experience an external electromagnetic force they start to 
build microscopic magnetic fields of their own. These microscopic magnetic fields 
start to influence other protons in the surroundings. This is known as spin-spin 
interaction, which causes the protons to process at different rates and dephase. 
As the protons dephase the transverse magnetization (net magnetization in xy 
plane as shown in Figure B.3) fades away. T2 is the time that the spin-spin 
interaction takes to reduce the transverse magnetization to 37% of its maximum 
value (see Figure B.5).
T2 characterizes the loss of transverse magnetization due to the spin-spin inter­
action. However, the loss of transverse magnetization is also influenced by other
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Figure B;5: T2 relaxation curve showing the loss of transverse magnetization Mxy. 
T2 relaxation curve is produced by Mxy(t) =  Mq where approximately 37%
of the net transverse magnetization, M q, has decayed at T2 time.
factors including the inhomogeneity of the permanent magnet and magnetic sus­
ceptibility of different tissues. Therefore, the actual rate of the net magnetization 
decay is faster than T2 and it is referred to as T2* (see Figure B.6). The inho­
mogeneity of the permanent magnet results in the variation of magnetic filed in 
the spin system. The variation causes the spins to dephase more irregularly and 
expedite the loss of net magnetization. Another factor influencing the spin-spin 
interaction is the magnetic susceptibility of different tissues. Different tissue types 
cause inhomogeneity in the microscopic magnetic fields, which then influences the 
net magnetization and shortens the T2 relaxation time.
D ecay due to  T2
T im e
D ecay due to  T2
Figure B.6: A comparison of the signal decay for T2 and T2* relaxations. The 
difference is due inhomogeneity of the permanent magnet and magnetic suscep­
tibility of different tissues. The relationship between T2 and T2* is given by
_1_ =  J_ + ____ 1_____ .
T2* T2 T2inhomogeneous
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B.2 Slice Selection
The hydrogen protons, in different tissues, process at the same Larmor frequency 
with the exception of small variations resulting from the magnetic field inhomo­
geneity and chemical shifts (see Section B.5). Therefore, they do not provide 
any spatial information. When an excitation pulse is applied to a tissue under a 
magnetic field gradient, only particular protons that have the same processional 
frequency as the RF pulse will be excited to produce a transverse magnetization. 
This process is the basis of the slice selection in MRI, which is referred to as slice- 
select gradient (Gs). Gs is achieved by the gradient system, which is a collection. 
of resistive coils (electromagnets). The gradient coils are responsible for spatial 
encoding of the spins’ positions. The convention for displaying the slice-select 
gradient, as shown in Figure B.7, is the area above or underneath a neutral line, 
corresponding to a positive and negative polarity of the gradient.
The gradient polarity is reversed after the 90° excitation pulse so the effect of the 
gradient on the phase of the transverse magnetization is balanced. The initial 
slice-select gradient dephases the spins, which is why sometimes it is referred to 
as dephasing lobe. To compensate for this dephasing gradient, another gradient 
but in reverse polarity is applied (rephasing lobe). The gradient pulse magnitude 
and duration (area of the pulse) is approximately 60% of the 90° excitation pulse. 
This means that its amplitude may be the same as the excitation pulse but with 
less duration or longer duration with smaller amplitude. Rephasing lobe is not 
needed after the 180° excitation pulse since it refocuses the spins by causing them 
to get in phase on the opposite direction.
B.3 Frequency Encoding
Magnetic field gradients are applied while the MR signals are being sampled. 
Therefore, the signal frequencies vary according to the gradient, with higher fre­
quency at the greater magnetic strength and lower frequency at the lower mag­
netic strength. After selecting a slice, using a combination of an excitation pulse 
and magnetic field gradient as it was explained previously, the frequency-encoding 
gradient (Gf) is applied to the selected slice. This results in localization of the 
spins along the gradient, or by other words, spatial encoding based on the spins’ 
frequency variations (see Figure B.7).
B.4 Phase Encoding
Mapping the location of the spins based on their phase differences is achieved by 
the phase-encoding gradient (Gp). The Gp is achieved by the application of a
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Figure B.7; The above diagram illustrates the spin-echo pulse sequence. It shows 
the 90° and 180° excitation and refocusing pulses, as explained in Section B.2. 
Other pulses include the slice-select gradient Gs, phase-encoding gradient Gp, 
frequency-encoding gradient Gf, and the produced MR signal or echo. The area 
underneath the lines represents the reverse polarity. TE denotes the time of echo, 
which is the time between the initial 90° pulse and the MR echo.
brief magnetic field perpendicular to the axis of the slice-select and frequency- 
encoding gradients. Phase-encoding gradient is applied after the slice selection 
but before the frequency encoding. Therefore, it does not change the frequency 
of the received MR signal because it is not on during the signal acquisition. 
Phase-encoding gradient serves as a phase memory since it makes the spins to 
process at different frequencies causing phase differences, and when the frequency- 
encoding gradient is applied the phase differences will still remain. The Gp 
changes after each echo, in a stepwise fashion. For example, for an image plane 
of 256 X  256 pixels, a pulse sequence is repeated 256 times with only the phase- 
encoding gradient changing each time. At the end there are 256 lines of phase- 
encoding steps, each containing 256 frequency samples.
Fourier transform allows phase information to be extracted, therefore, each fre­
quency is localized in the slice plane with the related intensity. The signal inten­
sities are then converted to a grey scale image. Strong phase-encoding gradients 
emphasize the differences between adjacent points, and therefore, they resolves 
fine details in a MR image. But the obtained echoes have low amplitudes due to 
a large number of dephased protons. On the other hand, weak phase-encoding
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gradients cause smaller dephasing across the phase-encoding axis, and therefore, 
the obtained echoes have higher amplitudes. However, for a complete image, se­
ries of weak and strong gradients are needed in order to make a balance between 
the pixel intensities and fine details such as tissue boundaries and fine structures.
B.5 Chemical Shift M isregistration
Imaging gradients, as explained in the previous sections, cause variation in the 
precessional frequencies in different parts of a subject being scanned. These 
variations make the spatial encoding of the protons possible. When the variations 
arise from the chemical properties of the protons’ surroundings, as well as the 
imaging gradient, the result is misregistration of the precessional frequencies, 
which is referred to as chemical shift artefact.
A typical example is the water molecules adjacent to lipids. The lipid protons 
have lower frequency than the water protons. As the result, there will be mis­
registrations in the spatial encoding of the lipid and water protons due to their 
natural frequency [83]. For example, a water-based tissue such as kidney which 
is surrounded by the adipose capsule (see Section 1.1.1), will be shifted toward 
the high-end of the frequency encoding axis relative to the adipose tissue in the 
images (see Figure B.8). This means that at the high end of the frequency en­
coding axis the kidney signals are superimposed on the adipose signals, which 
results in a false intensity mixture of both kidney and adipose signals (brighter 
area pointed on the Figure B.8). On the lower end of the frequency encoding axis 
the kidney signals are shifted away from the adipose signals leaving a gap or very 
low signal intensity, which appears as a dark region on the image.
B.6 Pulse Sequences
Pulse sequence is a combination of pre-selected RF pulses and magnetic field 
gradients, which are repeated many times during a scan in order to acquire MR 
images. There are many different pulse sequences that usually have been designed 
for a specific type of MR scan [83, 85, 165, 167, 168]. Spin echo, gradient echo and 
inversion recovery are few fundamental pulse sequences. Spin echo pulse sequence 
(Figure B.9 a) includes a slice-select gradient and a 90° RF pulse followed by a 
180° RF pulse. As mentioned previously, the 180° RF pulse serves as a refocusing 
pulse since after the initial excitation the spins start to dephase and application 
of the 180° pulse compensates for the phase dispersion.
If the phase dispersion, after the initial excitation pulse, is compensated by ap­
plying a magnetic field gradient instead of the 180° pulse, the sequence is referred
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Figure B.8: An example showing the effect of chemical shift misregistration on a 
kidney image [166]. The high-intensity area, on the left side of the kidney (bright 
region), is due to misregistration of the kidney signals onto the adipose signals 
at the higher end of the frequency-encoding gradient. The low-intensity area, on 
the right side of the kidney (dark region), is due to the adipose signals shifted 
further away from the kidney signals at the lower end of the frequency-encoding 
gradient.
to as gradient echo pulse sequence (Figure B.9 b). Inversion recovery is another 
pulse sequence that only differs from the spin echo sequence by an application 
of 180° pulse at the beginning of the sequence. After this initial excitation the 
rest of the sequence can be exactly the same as spin echo sequence. Although 
there are many pulse sequences with some similarities and some differences, in 
any scan the MR signals are formed by one of the tissue properties including T l, 
T2, proton density and blood flow.
Different types of MR images, for example Tl-weighted or T2-weighted images, 
are acquired by varying pulse sequence parameters such as gradients, time of echo 
(TE), time of repeat (TR), etc. TE is the time between the initial excitation pulse 
and the MR echo, as shown in Figure B.7, and TR is the time between two RF 
excitation pulses at the beginning of two consecutive pulse sequences. Spin-echo 
is a common pulse sequence that uses shorter values of TE and TR (TE < 25 ms 
& TR < 1000 ms) for Tl-weighted images, longer values (TE > 60 ms & TR > 
1500 ms) for T2-weighted images and middle values for density-weighted images 
(25 ms < TE < 60 ms & 1000 ms < TR < 1500 ms) [83, 85, 165, 169]. The 
pulse sequence parameters are also dependent on other factors such as magnetic 
field strength and flip angle. Therefore, change of one parameter may result in 
revaluation of the other parameters in order to give the desired result.
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Figure B.9: a: Sequence diagram of a typical spin-echo pulse sequence, b: 
Gradient-echo pulse sequence. The conventional sequence lines describe the 90° 
and 180° excitation pulses, slice-select, phase-encoding and frequency-encoding 
gradients. It can be observed that the major difference between the two pulse 
sequences is the refocusing RF pulse, in the spin-echo, after the first excitation 
pulse.
B.7 K-Space
K-space is the map of MR signals, which contains the spatial mapping for each 
entry or sampled signals. In generation of the k-space all the pulse sequence 
parameters remain the same except the phase-encoding gradient. The two axes 
of the k-space, as shown in Figure B.IO, are kreadout and kphase which are the 
directions of the frequency encoding and phase encoding. However, the third 
axis may also be defined as the slice axis or kgUce- After applying the slice- 
select gradient and just before the frequency and phase encoding gradients the 
raw data are at the centre of the k-space (k-space origin).After initiating the 
frequency and phase encoding gradients, the spins get in and out of phase hence 
the echoes contain spatial information. The positions in k-space do not directly 
map locations in the MR image, instead, they indicate spatial encoding of the 
acquired MR signals. The centre of k-space contains low-frequency data which 
make up the entire image intensity and contrast. As the data move toward the 
edges of k-space the frequencies increase, containing fine details such as edges 
and boundaries.
The order in which the k-space entries are encoded varies with the MRI pulse 
sequences. This encoding order creates a trajectory or path called k-encoding 
scheme. There are different k-encoding schemes including echo-planar, rapid 
acquisition with relaxation enhancement (RARE) and spiral scanning [167, 168]. 
In a typical gradient-echo sequence with a 2D k-space encoding (Figure B.IO), the 
first excitation pulse positions the data at the centre of the k-space. A negative 
phase-encoding gradient, as shown in Figure B.9, moves the encoding position 
down along the y-axis and a negative frequency-encoding gradient moves the
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encoding position to the left along the x-axis. At this point the encoding position 
is at the lowest left corner of the k-space then the readout gradient is applied 
during which the MR data are encoded in the k-space. The sequence is then 
repeated and another set of MR echoes are sampled but each time the phase- 
encoding gradient becomes briefer since the encoding position in k-space gets 
closer to the origin.
Echo-planar imaging (EPI) is a faster image acquisition sequence. W ith a single­
shot EPI, the 2D k-space is filled after only a single RF excitation pulse (see Figure 
B.IO b). The spatial encoding starts at the k-space origin following the excitation 
pulse. Negative phase and readout gradient pulses are applied simultaneously to 
move the encoding to the lower left corner of the k-space. A readout gradient is 
applied and the MR echoes are sampled. After filling the first line of k-space, a 
brief positive phase-encoding gradient is applied to move the encoding position 
one line up and then a negative readout gradient is applied to encode the MR 
echoes. The combination of these negative and positive readout gradients and a 
brief positive phase gradient is repeated to fill all the lines of the k-space.
phase encode
readout
TR
a
phase encode
readout
b
Figure B.IO: a : . Gradient-echo k-space, showing the direction of the phase- 
encoding (y axis) and readout (x axis). Each line of the k-space gets filled within 
one TR. The first negative phase and readout gradients position the encoding at 
the lower left corner of the k-space and then the MR echoes are sampled during 
a positive readout gradient. The entire sequence is repeated again for each line 
but with a briefer phase gradient, b: In echo-planar k-space, negative phase and 
readout gradients position the encoding at the lower left corner of the k-space and 
then the echoes are sampled during a positive readout gradient. At the end of 
the line a brief positive phase gradient position the encoding one line up and the 
echoes are sampled during a negative readout gradient. The sequence is repeated 
for each line and the entire k-space gets filled in one TR.
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A ppendix C 
Properties of Random  Variables 
and M atrices
C,1 M oments and Cumulants
The distribution of a random variable is characterized by its first or second charac­
teristic functions, also referred to as moment-generating and cumulant-generating 
functions respectively. The first characteristic function is defined as the Fourier 
transform of a random variable’s PDF [103, 170]. For a real-valued random vari­
able X with a PDF fx{x) (centred at zero), the first characteristic function is 
defined as;
y ? ( w ) = /  =  (C.l)
J—oo
where E denotes the expected value, w is a real-valued parameter and j  denotes 
the imaginary number
The Taylor series expansion of the characteristic function [171, 172] results in:
-'-OO Vn=0 J n=0
where the coefficients of the expansion, E{a:”}, are moments of the distribution, 
e.g. first moment n =  1, second moment n =  2, etc.
The second characteristic function or cumulant-generating function is defined as 
the logarithm of the first characteristic function:
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(0.3)
where the cumulants are the coefficients of the Taylor series expansion of Eq. 
(C.3), given by:
k=0 ni
(C.4)
The nth derivative of the cumulant generating function, Eq. (C.4), evaluated at 
zero, is the kth cumulant of x:
kn —
d" ÿ(w)
duj^ u=0 (0.5)
The first four cumulants of a zero-mean random variable, x, are provided by:
= E{T} =  0, k2 = E{T^}, ks = E{a;"}, k^ = E{x^} -  S[E{x^}Y (C.6)
where the first three cumulants are equal to the first three moments of x  (i.e. 
mean, variance and skewness), and the forth cumulant is the kurtosis of x.
C.2 M atrix Rank
The rank of a matrix is the maximum number of independent rows (row rank) 
or columns (column rank). A matrix is a full rank when each of the rows and 
columns are independent. For a square matrix, A"^", row rank and column 
rank are equal and the matrix is full rank when all the n  rows (or columns) are 
independent. For example, considering the following randomly generated matrix:
A =
-1.1465 -0.0376 -0.1867
1.1909 0.3273 0.7258
1.1892 0.1746 -0.5883
it has full rank 3 since all the rows (and columns) are independent. However the 
following matrix:
A =
-1.1465 -0.0376 -0.1867
1.1909 0.3273 0.7258
3.5727 0.9819 2.1774
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has rank 2 since the third row is now dependent on the second row (third row is 
produced by multiplying the second row by 3). For a non-square or rectangular 
matrix with m  rows and n  columns, the rank is determined by either the
number of independent rows or the number of independent columns (whichever 
is
c.3 Pseudoinverse of a M atrix
Pseudoinverse of a matrix is a generalization of the inverse matrix where a matrix 
is not normally invertible. Therefore, it retains some properties of the normal in­
verse but not necessarily all of them. Pseudoinverse of a matrix can be computed 
using singular value decomposition (SVD) of the matrix [173, 174]. The pseu­
doinverse of a real-valued matrix, e.g. denoted by A+ has the following
properties:
AA+A =  A 
A+AA+ =  A+
Pseudoinverse is used in cases where the inverse matrix, A“ ,^ is needed but it is 
not possible, e.g. inverse of a non-square matrix or a system of linear equations 
such as overdetermined system.
C.4 Jacobian and Hessian
Jacobian matrix is the matrix of first-order partial derivatives of several functions 
with n variables [175]. For instance, considering m  functions of n  variables such 
as fi{xj) the Jacobian matrix is defined as follow:
j(/) =
dfi
dxj
\ Ê h  . . A A l
d x \ d X n
d p n
_ d xi d X n  _
(C.7)
Hessian matrix is defined as the matrix of second-order partial derivatives of a 
function of n variables [175]:
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H(/) =
- a^y
dx^ dx\dx2 dxidx
a^y
dx2dx\ dx '2 dX2ÔX
a ::/
_dxndx\ dXndX2
. .
az2
(0 .8)
The Hessian matrix is, therefore, can be defined by the first-order derivative of 
the Jacobian matrix = J (Vf (x) ) .
C.5 W hitening Transformation
A zero-mean random vector, e.g. Z  = [zi,Z2,--- ,z j^ ,  is a white vector if its 
variables are uncorrelated and rescaled such that each variable has unit variance 
[103]. Whitening transformation can be achieved using eigenvalue decomposition 
(EVD). Let A  be a zero-mean random vector with the covariance matrix =  
E{A A ^}. The eigenvalue decomposition of X  results in a matrix of diagonal 
eigenvalues A and a matrix of orthogonal eigenvectors V such that:
E x = V A V ^
The whitening transformation matrix is defined as:
W =  V A -iv ^
(C.9)
(C.IO)
To observe that applying the above matrix to a vector will produce a whitened 
vector, let Z  denotes the transformed vector:
(C .ll)
where I denotes an identity matrix. Since W  is essentially a scaling matrix, the 
above covariance matrix can be written as:
E{ZZ'^} = E{(W A)(W A)^} =  
E{WAA^W^} = WE{XX'^}W^
(C.12)
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Substituting the definition of W  (C.IO) in (C.12) will result in:
(V A -& V ^)E ;^(V A -ivn^ (C.13)
Since Tx, =  VAY^, (C.13) can be rewritten as:
(VA-&V^)(VAV^)(VA-&V^)^ (C.14)
A is a symmetric matrix hence (A "i)^ =  A "i. V is an orthogonal matrix hence 
=  I. By rearranging the eigenvalues and eigenvectors in C.14, 
it is observed that the transformation will produce an identity covariance matrix:
(VV^A-5) (VV^A) (V W A -i) =
( I A - i ) ( I A ) ( I A - 5 ) =  (C.15)
A“ ^ AA “ 2 = I
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A ppendix D  
Information Theory
D .l Entropy
In information theory, entropy is a key measure of information, which quantifies 
the uncertainty associated with random variables. For a discrete random vari­
able with possible values of {a;i, X2 r  "  , Xn} and a probability distribution f{x) ,  
entropy is defined by :
H{f (x) )  =  -  ^  f{xi)  logf{xi)  (D.l)
i
which is a non-negative function that equals zero when f{xi)  is 0 or 1, and has
positive values when 0 < f{xi) < 1 For a continuous random variable, entropy is
defined by:
= -  J  f { x ) l o g f { x ) d x  (D.2)
This is also referred to as difiPerential entropy. A fundamental result in information 
theory is that among all random variables of the same variance, the normally 
distributed variables have the largest entropy [103, 114]. This can be observed 
as follows based on the relative entropy of a Gaussian variable with respect to 
another variable. A Gaussian variable has the PDF of the form:
9i^) = -7 x= ^^v27Ta^
The relative entropy, also known as Kullback-Leibler divergence, is defined as 
[103,114]:
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D{f\\g) = J  f {x)  log dx (D.4)
where f {x)  is a probability distribution function with the same mean and variance 
as the normal distribution g(x).  An important property of D.4 is that it is 
always positive and is zero when the two distributions are equal. Therefore, 
it is interpreted as a measure of distance between two distributions hence also 
referred to as Kullback-Leibler distance. Using logarithm’s properties, (D.4) can 
be rewritten as:
D{f\\g) = /  f {x)  [log(f{x)) -  log(p(x))] dx =
J  —oo
'OO poo
/(x )lo g (f(x )) -  /  /(x)log(g(x))
(D.5)
The first term above is the differential entropy defined in (D.2), hence:
/ o o /W log(p(a;))dT
-oo
Substituting the Gaussian PDF (D.3) in (D.6) results in:
^(fllg) = -à(f(x)) -  J  f {x) log ( -^ i= e “^ ^ )  dæ =
- h ( f { x ) ) - ( ^ j  f{ x ) \o g {2 'K a y i dx -  j  /(æ)(a; - ^  log(e) da;)
(D.7)
The integration of the probability distribution over the entire values equals one, 
fToof{x) dx = 1, and f {x){x — jiY dx is the variance, of the distribution. 
Therefore, the above relation reduces to:
D{f\\g) = - h{ f {x ) )  -  ^-ilog(27Tcr2) -  ^log(e)Y
=  - h ( f { x ) )  + ilog(27T(T^e)
=  +  Hg{x))
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The above result suggests that the entropy of Gaussian distribution does not de­
pend on the other distribution other than its variance since f {x)  has disappeared 
from the second term. As stated earlier the Kullback-Leibler divergence is always 
non-negative hence h{g{x)) — h(f{x))  > 0, which is zero if g{x) — f{x).
D.2 Negentropy
The maximum-entropy property of normal distribution, explained in Section D.l, 
implies that entropy can be utilized to measure non-Gaussianity or distance to 
normality. Negentropy is defined by:
J { f { x ) ) : =H{ g { x ) ) - H( f { x ) )  (D.9)
where g{x) represents a Gaussian distribution of the same variance as f{x) .  The 
concept applies to the multivariate random variables (random vector) as well. 
Since Gaussian distribution has the maximum entropy, negentropy is always pos­
itive and is zero only if the two distributions are both Gaussian. Measuring ne­
gentropy of a variable in Eq. D.9 requires probability distribution of the variable 
to measure its entropy first. PDF, however, may not be available for many real 
signals. Therefore, negentropy is usually approximated using other techniques 
that do not require PDF.
D.2.1 Approximation of Negentropy
A method of approximating the negentropy is based on third and forth samples 
cumulants (see Section G.l). Since these cumulants are zero for a normal distri­
bution they can be used to measure non-Gaussianity. The assumption is based 
on that the probability density of the observed variable, e.g. f {x) ,  is close to the 
standardized Gaussian density (p{x) such that f {x)  = g^(x){l +^(a;)}, where ^(æ) 
is a suitable function that satisfies the following condition [128]:
E{/(rr)} =  J  (p{x) ^{x) x'  ^dx = 0 for n =  0,1,2. (D.IO)
where (p {x) is defined as :
¥>(a;) =  - i e - Ÿ  (D .ll)
V27r
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The distribution is then approximated by the Gram-Charlier or Edgeworth ex­
pansions using Chebyshev-Hermite polynomials as follows [103, 128]:
f i x )  (D.12)
where Hn represents the Chebyshev-Hermite polynomials, which are given by 
the derivatives of the standardized Gaussian PDF, and n denotes the order of 
polynomials. The Gram-Charlier expansion of D.12 is expressed as:..... ..
f {x)  = (/?(x){l -h ^3  ^ +  ^4 ^   ^ +  • • •} (D.13)
This is truncated to include only the first two terms with respect to % and 
^4 , which are the third and fourth order cumulants or skewness and kurtosis 
respectively, as presented earlier in (G.6). By substituting the PDF expansion
D.13 in the definition of entropy (D.2), and also by considering the orthonormal 
property of Chebyshev-Hermite polynomials:
j  H , H , v i x ) d x ^ i ^  \
An approximate of negentropy is derived as:
f f ( x ) l o g ( f ( x ) ) d x
-  J  ‘f i x )  ( l  +  ^3—^  +
H^ix) , , H^{x) 
2
1.S(^W ) +  (D.14)
J  (p{x) \og((p{x))dx 1 /  h { x Y  k4^ {x)
2 V 3! 4!
where k^ and k4 are the third and fourth cumulants as explained in (C.6). The 
cumulant-based approximation of negentropy can be generalized using suitable 
functions that can be utilized to measure two important non-Gaussianity fea­
tures, asymmetry and peakedness. The generalization of the cumulant-based 
negentropy is defined by replacing the polynomials (k^ and k^) in (D.14):
J i f i x ) )  «  ((E{Gi(x)})^ +  E{G2(o;)} -  E{G2(ï^)})' (D.15)
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where a; is a random variable with zero mean and unit variance, G\  and G 2 are odd 
and even functions, respectively, that can measure asymmetry and peakedness 
of the variable’s distribution and 1/ is a standardized Gaussian variable. If the 
random variable has a symmetric distribution, Eq. (D.16) reduces to:
J( f {x) )  ^  (E{G(o;)} -  E{G(1/)})' (D.16)
_ 2
where G refers to any suitable cost function including ilog(cosh(æ/o:)) and —e~i~ 
[103, 106].
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A ppendix E 
Optim ization Theory
In order to find minimum or maximum of an objective function, e.g. approxima­
tion of negentropy (D.16), an optimization algorithm is utilized. There are many 
optimization techniques [139] amongst which the gradient descent and Newton’s 
method that are utilized in the aforementioned ICA techniques are explained.
E .l Gradient Descent
Gradient descent is based on computing the first-order derivatives of a cost func­
tion iteratively until the function reaches a minimum value (local or global). Let 
f {x)  be the cost function that needs to be optimized e.g. find x  tha t minimizes 
the function. The gradient of the function is taken in a series of steps:
xt+i =  x t -  (E.l)
where the value of x  is updated at each t step by subtracting the gradient at 
that point from cct. a  is the step size or learning rate, which defines how fast 
the iterations are performed. Gradient decreases as x  moves toward a local 
minimum. In practice the convergence criterion is defined based on the difference 
of two consecutive solutions. This is usually defined as \ \ x t + i  — X t \ \  < e, which 
means the Euclidean distance between the two solutions falls below a predefined 
small tolerance e. The gradient descent method converges to the closest minimum. 
If the function has a simple curvature with one minimum then the solution is 
optimal. However, if the function has several minima the solution may not be 
optimal as it could indicate a local minimum rather than a global minimum.
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E.2 N ew ton’s M ethod
The Newton’s optimization method uses second-order partial derivatives of an 
objective function as well as the first-order derivatives. For an objective function, 
e.g. f{x) ,  the method is defined as:
X t + I  =  X t - d ‘^ f{x i) /d x ‘^
Similar to the gradient descent method, a solution is found by recursively up­
dating Xt values in the direction of minima. However, since the second-order 
derivatives are taken into account the rate of convergence is faster than the gra­
dient descent method. The Newton’s optimization method is derived from the 
Newton’s method of finding the roots of a function defined as:
^  " dfiitydx
where Xt is updated recursively until f {x)  =  0 or sufficiently close to zero. In the 
optimization method (E.2), the aim is to find the root of the first-order differential 
equation f ' {x)  = 0, which minimizes the objective function.
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