Ž . necessary and sufficient conditions for a function F z to be the Weier-Ž w strass transform of a generalized function are also obtained see 12, x. Theorem 7.3.5, p. 213 . On the other hand the Weierstrass transform of bounded functions, L L p -functions, and certain other functions with prescribed growth conditions are all characterized by Hirshman and Widder w x 3 . For other types of Weierstrass transforms on single or multidimenw x sional spaces we refer to 2 .
We first observe that the class S S X of tempered distributions is con-X Ž . tained in W W y2 ␤, y2 ␣ . Therefore the Weierstrass transform theory can be made applicable to S S X . The theory of Laplace transform can be X X Ž . easily applied to S S and in fact it is generalized to the space L L ␣, ␤ Ž . w x when ␣ -␤ defined by Zemanian 12 . However, there is only an X Ž . X Ž . isomorphism between W W y2 ␤, y2 ␣ and L L ␣, ␤ . In this sense the Weierstrass transform is not directly applicable to the generalized function X Ž . space L L ␣ , ␤ when ␣ -␤. Also no such theory is available for X Ž . X Ž . W W y2␤,y2␣ and L L ␣, ␤ when ␣ ) ␤.
In this paper we start with the testing function space G G and the generalized function space G G X , the dual of G G, introduced and developed in w x a sequence of papers by Kenneth B. Howell 4᎐8 . For suitable real X Ž . numbers ␣ and ␤ we shall show that L L ␣ , ␤ can be identified as a sub-space of G G X . We introduce the Weierstrass transform on G G X , obtain an inversion formula, and also characterize the Weierstrass transform of elements from both G G and G G X . In contrast to the generalized function spaces which are duals of testing function spaces consisting of smooth complex valued functions of a single real variable, the space G G X is the dual of the testing function space G G which consists of entire functions with certain growth conditions. One may X Ž observe that the Fourier transform theory is applicable to all of G G see w x. Ž .Ž . 4 ᎐ 8 , and the convolution transform theory with kernel 1r2 sech zr2 X Ž X X . X Ž w x. is also applicable to a certain sub-space ‫ޅ‬ S S ; ‫ޅ‬ of G G see 10 .
d d
PRELIMINARIES
In this section we shall state the concepts and results which will be w x needed in the sequel. For details and proofs we refer to 4᎐8 .
Ž . DEFINITION 1.1. The space G G consists of all entire functions z of one complex variable z such that for every ␣ ) 0
The space G G consists of all entire functions z of one complex variable z such that for every ␣ ) 0 there is a corresponding ␥ G 0 such that y␥ <Re z < < < sup e z -ϱ.
Ž .
zgB ␣ Ä5 5 4 G G can be given a Frechet topology with the multi-norm , i.e., 
the con¨olution product on G G is commutati¨e and associati¨e and for any , g G G, m g ‫ގ‬ we ha¨e
Let us denote the space of continuous linear functionals on
will be given the weak topology see 11, 3.14, p. 66 . This is a locally convex vector topology on G G X and compact sets of G G X in this topology will be called Weak U compact sets. Moreover f ª f in the weak U topology of n X Ž .
Ž . G G if and only if f ª f for every g G G.
n THEOREM 1.5. For each f g G G X there are finite positi¨e constants C and ␣ <² : We shall now obtain the inversion formula for the Weierstrass transform of elements in G G c and using this, we shall also deduce the inversion formula for the Weierstrass transform of elements in G G X . Though the classical proof does not seem to be adaptable to this case, we would like to remark that the proof essentially makes use of the continuity of the Fourier transform and its inverse from G G onto G G.
Proof. Since g G G c there are positive constants, M and ␣ , such that < Ž .< ␣< < F Me for all g ‫.ޒ‬ By a straightforward calculation we obtaiñ 
‫ޒ‬
To prove the inversion formula, let
Ž . We need to show that, as t ª 1 y , z, t ª z for all z g ‫.ރ‬ Writing in all detail,
It is not hard to show that, so long as 0 -t -1, the above integrand is an analytic function of both s and as well as being an absolutely integrable function on ‫ޒ‬ 2 . This allows us to use the ''change of variables'' Ž . actually, a change of variables and Cauchy's theorem and the interchanging of the order of integration employed in the next set of computations:
s e e ¨qz d¨dw.
Ž .
H H ' 4 t ‫ޒ‬ ‫ޒ‬
This last integral is equal to
Noting that the inner integral on the last line is the inverse Fourier transform of a Gaussian, we easily obtain
⌫ s q z e , ¨s ␥e , and
( 1 y t 
T HEOREM 2.6 Inversion Theorem . If f g G G and if f is the Weierstrass transform of f then'
Proof. We observe that using properties of convolutioñ'
by Theorem 1.7. Applying Theorem 2.3 we getf Ž .
␣ ␣
For t F c we observe that as 1 y t -1 
H n n ª ϱ < < x GÄ 4 Ä 4 and the class ⌬ consists of all ␦ where ␦ g ⌬. 
is equi¨alent to
Ž . Proof. It suffices to prove that 4 implies 5 for each fixed ␣ ) 0 and < < Ž ␣< x< . Ž ␣ . ) 0. For x -, e y 1 is less than e y 1 which tends to zero as Ž ␣ < x < . Ž . ª 0. Hence choose such that e y 1 F r2 M with M as in ⌬2 .
The first integral in the right hand side of the above equality is less than r2 by the choice of and the second integral tends to zero as n tends to ϱ by hypothesis. Proof. Now since f g G G X , by Theorem 1.5 there are positive constants c and ␣ such that for all g G G,
Denoting the constant function 1 z s 1 by 1 we have
Ž . where ␤ is chosen such that ␤ ) ␣. Hence from 7 we have
␤ n Ž␣y␤ .<Re z < <Ž .Ž .< where c s sup e y 1 z .
We shall now prove that c ª 0 as n ª ϱ. Using the properties of
Let R be such that for a given ) 0,
3M
Ž . where M satisfies ⌬2 . Let A and B be the subsets of B consisting of all ␣ < < < < z such that Re z F R and Re z ) R, respectively. Then in the compact set A, e z is uniformly continuous. Hence given r2 M there exists ) 0, such that
2M
Now since B is the disjoint union of A and B, it suffices to show that ␣ the supremum over both A and B tends to 0 as n ª ϱ. Put
In view of 11 and ⌬2
I -. 1 2 Ž . 1 2 < < For z g A and t G , it can easily be verified that H n
The last inequality is obtained using Lemma 3.3 and ⌬2 and by writing
Ž . e q 1 as e y 1 q 2. From 9 , 14 , and 15 we get for large n, ''strongly'' in G G X in the sense that for some ) 0,
The equality holds by virtue of the definition of the Fourier transform 
Ž . n n n
We shall state the following three lemmas without proofs. The proofs of w Theorem 5.3, Lemma 6.2, and Theorem 3.2 of 3, Chap. VIII, pp. 184, 185, x 182 can be easily adapted to prove Lemma 3.6, Lemma 3.7, and Lemma 3.8, respectively, once we note that the crucial integrability conditions involved therein remain valid in our case also when F is assumed to have the following property:
F w is entire and F u q i¨F M e . P Ž . Ž . Ž .
Ž . In the next three lemmas we assume that F satisfies P
and h s O e as ª ϱ for some a 1 2 and b. Ž .
Ž . Proof. We first prove that conditions I and II are necessary. If X Ž .
Ž . F w s f w for some f g G G , then we have with w s u q i¨, Žu ÿ . r 4 Žz y2w z.r4 < < < < F M e e by Theorem 1.5
by routine calculations .
If f g G G and f s f ) ␦ for some ␦ g ⌬ then by Corollary 3.5, there n n n exists ␤ ) 0 such that
where D ª 0 as n ª ϱ. Thus, by the triangle inequality, for large n and n some ) 0
By an application of Fubini's theorem we get
H n ‫ޒ‬ Ž Allowing n ª ϱ we see that as a consequence of the Lebesgue's Ž .. dominated convergence theorem which is seen to be valid using 16
Ž . Ž . 
Ž . Ž .
for some ␤, , and . In the above series of inequalities we have used the continuity of the Fourier transform and its inverse from G G onto G G. We observe that for z g B X ␤q < yŽ1 yt . z
Therefore for some ␣ ) 0 and for all g G G,
Ž . Ž . Conversely suppose that I and II hold. Put Using our standard notation used in Lemma 3.6 and putting s s 1 y ␦ j j Ž . so that ␦ tends to 0 q as j tends to ϱ we get from Lemma 3.7, Ž . Ž . It is easy to check that for each g ‫,ޒ‬ k y z, t tends to k y z, 1 Ž in G G as t ª 1 y it is easier to check that the Fourier transform of Ž . Ž . k yz,t tends to that of k y z, 1 in G G which will imply the required . result by the continuity of inverse of the Fourier transform . Hence Ž . allowing t ª 1 y in 19 and using Lemma 3.8 we get ² : F w s f z , k w y z, 1 s f w .
Ž .
Ž . Ž . Ž .
X Ž . Ž . We remark that if for some g g G G F w s g w then by Corollary 2.7, f s g in G G
X proving the uniqueness of f as an element of G G X , in Theorem 3.9.
A COMPARATIVE STUDY
Ž . In this section we prove the denseness of G G in L L ␣, ␤ for ␣ ) 0 and X Ž .
X ␤-0 thereby proving that L L ␣ , ␤ is a sub-space of G G . Thus the X Ž . Weierstrass transform theory will be directly applicable to L L ␣, ␤ in contrast with the classical situation. In the following we shall freely make w x use of the notations and results from Zemanian 12 . Ž . and that L L ␣, ␤ ; S S , the space of rapidly decreasing functions. We shall Ä Ž .4 use the sequence ) provided to us by Kenneth B. Howell in a n Ž . private communication where z s e , z s ne for n g ‫ގ‬ n Ž . 
