Accurate model-based Collaborative Filtering (CF) approaches, such as Matrix Factorization (MF), tend to be black-box machine learning models that lack interpretability and do not provide a straightforward explanation for their outputs. Yet explanations have been shown to improve the transparency of a recommender system by justifying recommendations, and this in turn can enhance the user's trust in the recommendations. Hence, one main challenge in designing a recommender system is mitigating the trade-o between an explainable technique with moderate prediction accuracy and a more accurate technique with no explainable recommendations. In this paper, we focus on factorization models and further assume the absence of any additional data source, such as item content or user attributes. We propose an explainability constrained MF technique that computes the top-n recommendation list from items that are explainable. Experimental results show that our method is e ective in generating accurate and explainable recommendations.
INTRODUCTION
Machine learning (ML) models are being increasingly used in many sectors, ranging from health and education to e-commerce and criminal investigation. Hence, these algorithmic models are starting to a ect the lives of more and more human beings. Examples include risk modeling and decision making in insurance, education (admission and success prediction), credit scoring, healthcare, criminal investigation and predicting recidivism, etc. These models are susceptible to bias that stems from the data itself (attribute or labels are biased) or from systemic social biases that generated the data (e.g. recidivism, arrests). As such, models that are learned from real world data can become unethical if their outputs discriminate, albeit unintentionally, against a certain group of people. While building ethical and fair models seems like the ultimate and ideal goal, the minimum and urgent criterion, that ML models should satisfy, is transparency, and this could be the rst step in the direction toward fair and ethical models. Therefore, designing explainable intelligent systems, that facilitate conveying the reasoning behind the results, is of great importance.
When the machine learning model is used in a recommender system, it has been shown that explanations can help users make Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. more accurate decisions; hence, improving user satisfaction and acceptance of recommendations [4, 9, 17] . CF recommender systems provide recommendations to users based on the rating-based similarity between users or items, giving rise to neighborhoodbased CF approaches, which can be user-based or item-based. MF methods are accurate CF approaches that map users and items to low-dimensional feature vectors [12] . In most MF-based techniques, predictions are not interpretable and cannot be justi ed to the user as easily as in neighborhood-based CF methods. One way to communicate explanations would be based on identifying similar users and/or items in the latent space and presenting the most similar users and/or items as the explanation. The drawback of this method is that the way the explanation is generated does not necessarily comply with the learned ML model. This is because the solution to the MF optimization problem does not guarantee that the most similar users to an active user, who have liked the system's suggestion, are necessarily the active user's neighbors in the latent space. It would be very desirable and bene cial to design recommender systems that can give accurate suggestions, which, at the same time, facilitate conveying the reasoning behind the recommendations to the user. However, a main challenge in designing a recommender system is whether to choose an explainable technique with moderate prediction accuracy or a more accurate technique (such as MF) which does not give explainable recommendations.
Our research question is: can we design a Matrix Factorization model for a CF recommender engine that suggests items that are explainable, while recommendations remain accurate? Our current scope is limited to CF recommendations where explanations for recommended items can be generated from the ratings given to these items, by the active user's neighbors or the ratings given by the active user to other items that are similar to the recommended item (known, respectively, as user and item-based neighbor style explanation), as shown in Figure 1 . This article's contribution is a probabilistic formulation that extends our previous Explainable-Matrix Factorization (EMF) model [1] , for providing explainable recommendations that can leverage the accurate predictions of MF and the transparency of neighborhoodbased CF algorithms. In our method, explainability can be directly formulated based on the rating distribution within the user's or item's neighborhood. If many neighbors have rated the recommended item, or if the user has rated many items that are similar to the recommended item, then this provides a basis upon which to explain the recommendations. We encode the user-item explainability relationship in a graph. While other methods in the literature have used graph structures to nd a better representation of data points in lower spaces, we further incorporate the explainability graph in the design of the MF model to be able to generate explainable recommendations.
RELATED WORK
There are di erent ways of classifying explanation styles. Generally neighbor style explanations can be User-Based Neighbor Style Explanation or Item-Based Neighbor Style, also known as In uence Style Explanation [4] . A user-based neighbor-style explanation is based on similar users, and generally is used when the CF method is also a user-based neighborhood style method. An itembased neighbor-style explanation is generally used in item-based CF methods by presenting the items that had the highest impact on the recommender system's decision [3] . In all styles, the data sources employed in the recommendation task, may be di erent from the data sources used in generating the explanation [4, 5, 9, 18] , leading to explanation generation modules that are separate from the recommender system. However, performing the recommendation task based on the items' explainability (thus integrating recommendation and explanation) may improve transparency by suggesting interpretable items to the user, while enjoying the powerful prediction of a model-based CF approach. Zhang et al. [19] proposed a model-based CF to generate explainable recommendations based on item features and sentiment analysis of user reviews, as data sources, in addition to the ratings data. Their approach is similar to our method in that the recommendation and explanation modules are not separate. In contrast, our approach does not require additional reviews for explanation generation. Vig et al. [18] proposed a content-based explanation approach for a CF recommender system, where explanations are generated from community tags, a form of content-based explanation. Herlocker et al. [9] proposed 21 di erent explanation interfaces for user-based nearest neighbor CF. Gedikli et al. [6] used the same user-based approach as their base recommender system module and compared 10 di erent existing explanation types and their impact on the perceived level of transparency and hence the satisfaction of the user. Billsus and Pazzani [5] presented a keyword style and in uence style explanation approach for their news recommendation system. Recently, Abdollahi and Nasraoui [2] presented an explainable CF approach using Restricted Boltzmann Machines (RBM).
PROPOSED METHOD 3.1 Explainability
In neighbor style explanations, the explanation is either user-based, i.e. based on the ratings given by similar users to the recommended item, or item-based, i.e. based on ratings given by the active user to similar items, as shown in Figure 1 .
For user-based neighbor style explanation, if we divide the counts for each rating value by the total counts, we will obtain the empirical density distribution of the similar users' ratings on the recommended item i. Equivalently, this is the empirical conditional probability of ratings of item i, given the set of similar users for user u, denoted as N u . For each rating value k in the set of ratings, κ, we can write this probability as:
where r ,i is the rating of user to item i and U i,k is the set of users who have given rating k to item i. Using Eq. 1, for each explanation we can calculate the expected value of the ratings given by the similar users to the recommended item i as follows:
Similarly, for the item-based neighbor style explanation, the ratings of user u on items that are similar to the recommended item can be used to obtain the empirical conditional probability of user u's ratings on item i. Given the set of similar items to item i, denoted as N i , we can write this probability as:
where I u,k is the set of items that were given rating k by user u. Using Eq. 3, the expected value for item-based explanation can be calculated as follows:
The expected rating of similar users or similar items gives a reasonable and intuitive measure of goodness or strength of a neighbor style explanation. We furthermore incorporate this value as a soft constraint in a modi ed cost function whose optimization will favor discovering latent factors that result in recommending items that have higher value for this expected value.
Explainability Graph
Given a set of users U , a set of items I , and a set of ratings r ui given by user u to item i, we capture the explainability of an item relative to a user in a bipartite graph G = (V , E), with the set of vertices V = U ∪ I , and the set of edges E from the user nodes u ∈ U to the item nodes i ∈ I , E = {e ui |u ∈ U , i ∈ I }. The edge weights in the explainability graph are stored in matrix W which represents the explainabilty of the items to the users. Ideally, the edge weights should be higher for items that can be easily explained and low in the opposite case. We will try to capture this mutual explainability between an item and a user in an explainability score, Expl u,i , which can be either E(r ,i |N u ) or E(r u, j |N i ), depending on the particular rationale that is chosen for the explanations. We thus de ne the Explainability Matrix, W , between user-item pairs in the Explainability graph, as follows:
where θ denotes a threshold above which we accept item i to be explainable for user u. W u,i thus measures the explainability of item i for user u.
Explainable-MF
MF is a family of latent factor models that have been used with success in CF recommender system [12] . Using MF, a data matrix, R, is factored into two lower-rank approximated matrices P and Q, in a joint latent space of dimensionality, f , that is much lower than the typically large number of users or items:
MF algorithms learn the factors p u ∈ R f and q i ∈ R f , which are the lower-rank representations of user u and item i in dimensionality f [12] . Given the MF de nition and the explainability matrix W , we propose an explainable MF, which jointly learns user u and item i's latent vectors, given by p u and q i respectively, using as input, the explicit or implicit user interests (ratings or clicks) on the items, as in standard MF models, and using as an additional input, the explainability scores of the items as an additional soft constraint on the reconstruction loss from factorization as input:
where R is the set of user-item pairs for which the ratings are available,
is an L2 regularization term weighted by the coe cient β , and λ is an explainability regularization coe cient that controls the smoothness of the new representation and tradeo between explainability and accuracy. The idea here is that if item i is explainable for user u, meaning W u, i > θ , then their representations in the latent domain should be close to each other (p u − q i is close to zero), in order for the objective function to be minimized. Note that the rst error term prevents p u and q i from vanishing to zero at the same time.
To minimize the objective function, we use stochastic gradient descent, which has been used successfully to solve MF for CF with big data sets [11, 13, 16] . For a given training instance r i j , the updates for p can be shown to be:
where α is the step size. With a proper choice of step size, gradient descent converges to a local minimum.
Explainability E ect in the Latent Space
The Explainability term used in the objective function , encourages items, that have higher explainability relative to a user, to be projected close to that user in the latent space, while keeping the rating prediction error small. This can be illustrated for the simple case of two factors with an example. Figure 2 shows a test user, along with all the items, projected in a 2D latent space, learned using both EMF and the standard MF that excludes the explainability constraint. A sample user is shown as one point in black. The items shown in green, are items in the latent space, that have a cosine similarity with the user exceeding 0.7. Red items are explainable items, i.e. they have normalized explainability value larger than 0.7, as calculated using Eq. 2, when |N u | = 20. Both EMF and MF techniques have predicted a su cient set of relevant items for recommendation. However, the main di erence is in the factors learned for the explainable items, shown in red. Using EMF, these explainable (red) items are projected such that they are close and relevant to the user, without decreasing recommendation accuracy. However, using standard MF, the red points are spread throughout the entire latent space, making them less favorable to be recommended.
EXPERIMENTAL EVALUATION
We tested our approach on the benchmark MovieLens [7] data which consists of 100, 000 ratings, on a scale of 1 to 5. The data is rst split into training and test sets such that 10% of the latest ratings from each user are selected for the test set and the remaining 90% of the ratings are used in the training set. Results are reported over the test ratings. We compare our results with four CF baseline methods that are most related to our approach: A standard latent factor model-Matrix Factorization (MF) [12] , Probabilistic Matrix Factorization (PMF) [14] , User-Based (UB) top-n CF [8] , and Item-Based (IB) top-n CF [15] . We perform the comparison between our approach and the baselines in terms of top-n recommendation list. Therefore, for the MF-based techniques, the top-n recommendation list for each user is generated by selecting the top-n items with highest dot product between the user and the items' representations in the latent space. Standard UB and IB techniques are the state of the art top-n CF techniques that do not require content data. We use cosine similarity to nd the similar users/items when generating W . Ratings are normalized between 0 and 1 and parameters are tuned using cross-validation. Figure 3 shows how the objective function, J, and the Root Mean Square Error (RMSE) decrease in each iteration, eventually converging to the optimal solution.
Recommender System Evaluation
To evaluate the top-n recommendation results, we use two of the most common top-n metrics: Mean Average Precision (MAP) and Area Under Curve (AUC) at di erent top-n cuto s. Table 1 shows the MAP and AUC results when varying the number of factors, f , and also the neighborhood size around users or items, hence collectively denoting this size as |N . |. Other parameters are found using cross-validation: α = 0.001, β = 0.01, θ = 0.1, λ = 0.005. Both CF techniques, UB and IB, have lower MAP and AUC values compared to other techniques, when varying f . This is because memory based approaches tend to have lower accuracy due to considering only local samples and no latent factors for generating recommendation lists. When increasing f , E M F U B outperforms other approaches. For f = 5, MF outperforms both EMF methods. This can be attributed to the impact of the explainability constraint on the learned hidden factors that result in a decrease in accuracy for small f . When varying |N . |, E M F I B outperforms other techniques in most cases, except for |N . | = 5. This is because for small neighborhood size, explainability scores will be very small and the constraint will not have a su cient impact on the accuracy.
Explainability Evaluation
To further assess the quality of the proposed approach, it is important to compare the results with other approaches in terms of the explainability of those items that are actually recommended. Note that in this work, we are not proposing a new explanation format that requires user evaluation. However, we can evaluate the top-n recommendations in terms of the explainability of the suggested list. We measure explainability using the MEP and MER metrics [1] . In top-n recommendation, Explainability Precision (EP) is de ned as the proportion of explainable items in the top-n recommendation list relative to the number of recommended (top-n) items for each user. Similar to the recall metric, Explainability Recall (ER) is the proportion of explainable items in the top-n recommendation list relative to the number of all explainable items for a given user. In our experiments, EP and ER are calculated using θ = 0.01. Mean EP (MEP) and Mean ER (MER) are reported in To study the e ect of the threshold, θ , on the explainability and top-n recommendation accuracy, we trained both EMF models when varying θ , while xing all the other parameters (Table 3) . For both techniques, MEP and MER reach the highest value when the threshold θ is small, and decrease by increasing θ . When θ = 1, almost no user-based or item-based neighbor has high value. This is because users usually tend to rate a small set of items.
CONCLUSION
We presented a MF-based recommender system that can suggest items that are relevant and explainable, without any major sacri ce in recommendation accuracy. Our scope, in this work, is limited to CF recommendations where no additional source of data is used in recommendations or in explanations. Thus explainability can be directly formulated based on the rating distribution within the active user's neighborhood or the recommended item's neighborhood. Our rationale is that if many similar users (neighbors) have rated the recommended item, or if the user has rated many items that are similar to the recommended item, then this provides a basis upon which one can explain the recommendations.
We focused our research on CF recommender systems which have been shown to perform better than Content Based (CB) ltering methods [10] . We also focused on user-based or item-based neighbor style explanations and did not use any external data source, relying instead only the ratings. This contribution is important because using no external source is one of the main challenges for explainable pure CF recommender engines. This, in fact, is one of the main di erences between our approach and other approaches in the literature. For this reason, these approaches are not comparable on a fair basis. In the future, we plan to extend our evaluation to include user-based testing and to expand our method to other explanation styles and other recommendation domains.
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