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Abstract
Descent directions such as movement towards Frank-Wolfe vertices, away steps, in-face away
steps and pairwise directions have been an important design consideration in conditional gradient
descent (CGD) variants. In this work, we attempt to demystify the impact of movement in these
directions towards attaining constrained minimizers. The best local direction of descent is the
directional derivative of the projection of the gradient, which we refer to as the shadow of the
gradient. We show that the continuous-time dynamics of moving in the shadow are equivalent to
those of PGD however non-trivial to discretize. By projecting gradients in PGD, one not only
ensures feasibility but also is able to “wrap” around the convex region. We show that Frank-Wolfe
(FW) vertices in fact recover the maximal wrap one can obtain by projecting gradients, thus
providing a new perspective to these steps. We also claim that the shadow steps give the best
direction of descent emanating from the convex hull of all possible away-vertices. Opening
up the PGD movements in terms of shadow steps gives linear convergence, dependent on the
number of faces. We combine these insights into a novel Shadow-CG method that uses FW
steps (i.e., wrap around the polytope) and shadow steps (i.e., optimal local descent direction),
while enjoying linear convergence. Our analysis develops properties of directional derivatives of
projections (which may be of independent interest), while providing a unifying view of various
descent directions in the CGD literature.
1 Introduction
We consider the problem minx∈P f(x), where P ⊆ Rn is a polytope with vertex set vert(P ), and
f : P → R is a smooth and strongly convex function. Smooth convex optimization problems
over polytopes are an important class of problems that appear in many settings, such as low-rank
matrix completion [1], structured supervised learning [2, 3], electrical flows over graphs [4], video
co-localization in computer vision [5], traffic assignment problems [6], and submodular function
minimization [7]. First-order methods in convex optimization rely on movement in the best local
direction for descent (e.g., negative gradient), and this is enough to obtain linear convergence for
unconstrained optimization. In constrained settings however, the gradient may no longer be a feasible
direction of descent, and there are two broad classes of methods traditionally: projection-based
methods (i.e., move in direction of negative gradient, but project to ensure feasibility), and conditional
gradient methods (i.e., move in feasible directions that approximate the gradient). Projection-based
methods such as projected gradient descent or mirror descent [8] enjoy dimension independent linear
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Figure 1: Left: Piecewise linear structure of the parametric projection curve g(λ) = ΠP (xt − λ∇f(xt))
(yellow line). The end point is the FW vertex vt and dFWt the FW direction. Note that g(λ) does not change
at the same speed as λ, e.g., g(λ) = v for each λ such that xt − λ∇f(xt)− v ∈ NP (v) (purple normal cone).
Right: Moving along the shadow might lead to arbitrarily small progress even once we reach the optimal face
F ∗ 3 x∗. On the contrary, the away-steps FW does not leave F ∗ after a polytope-dependent iteration [14].
rates of convergence (assuming no acceleration), i.e., (1− µL) contraction in the objective per iteration
(so that the number of iterations to get an -accurate solution is O(Lµ log
1
 )), for µ-strongly convex
and L-smooth functions, but need to compute an expensive projection step (another constrained
convex optimization) in (almost) every iteration. On the other hand, conditional gradient methods
(such as the Frank-Wolfe algorithm [9]) need to solve linear optimization (LO) problems in every
iteration and the rates of convergence become dimension-dependent, for e.g., the away-step Frank-
Wolfe algorithm has a linear rate of (1− µδ2
LD2
), where δ is a geometric constant (polytope dependent)
and D is the diameter of the polytope [10].
The vanilla Conditional Gradient method (CG) or the Frank-Wolfe algorithm (FW) [9, 11]
has received a lot of interest from the ML community mainly because of its iteration complexity,
tractability and sparsity of iterates. In each iteration, the CG algorithm computes the Frank-Wolfe
vertex vt with respect to the current iterate and moves towards the vertex:
vt = arg min
v∈vert(P )
〈∇f(xt),v〉 , xt+1 = xt + γt(vt − xt), γt ∈ [0, 1]. (1)
CG’s primary direction of descent is vt − xt (dFWt in Figure 1) and its step-size γt can be selected,
e.g., using line-search; this ensures feasibility of xt+1. This algorithm however, can only guarantee a
sub-linear rate of O(1/t) for smooth and strongly convex optimization on a compact domain [9, 2],
moreover, this rate is tight [12, 13]. An active area of research, therefore, has been to find other
descent directions that can enable linear convergence.
One reason for vanilla CG’s O(1/t) rate is the fact that the algorithm might zig-zag as it
approaches the optimal face, slowing down progress [10, 12]. The key idea for obtaining linear
convergence was to use the so-called away-steps that help push iterates quickly to the optimal face:
at = arg max
v∈vert(F )
〈∇f(xt),v〉 , for F ⊆ P, (2)
xt+1 = xt + γt(xt − at), where γt ∈ R+ such that xt+1 ∈ P, (3)
thus, augmenting the potential directions of descent using directions of the form xt − at, for some
at ∈ F , where the precise choice of F in (2) has evolved in CG variants. As early as 1986, Guélat and
Marcotte showed that by adding away-steps (with F = minimal face of the current iterate1) to vanilla
1The minimal face F with respect to xt is a face of the polytope that contains xt in its relative interior, i.e., all
active constraints at xt are tight.
2
CG, their algorithm has an asymptotic linear convergence rate [14]. In 2015, Lacoste-Julien and
Jaggi [10] showed first linear convergence results for CG with away-steps (over F = the current active
set, i.e., a specific convex decomposition of the current iterate). They also showed linear rate for CG
with pairwise-steps (i.e., vt − at), another direction of descent. In 2015, Freund et. al [1] showed a
O(1/t) convergence for convex functions, with F as the minimal face of the current iterate. In 2016,
Garber and Meshi [15] showed that pairwise-steps (over 0/1 polytopes) with respect to non-zero
components of the gradient are enough for linear convergence, i.e., they also set F to be the minimal
face with respect to xt In 2017, Bashiri et. al [3] generalized this result to show linear convergence
for the same F for general polytopes (however at the cost of two expensive oracles). Other CG
variants have explored movement towards either the convex or affine minimizer over current active
set [10], restriction of the Frank-Wolfe vertex to a norm ball around the current iterate ([13], [16]),
and mixing FW with gradient descent steps (with the aim of better computational performance)
while enjoying linear convergence [17], [18]. Although these variants obtain linear convergence, their
rates depend on polytope-dependent geometric, affine-variant constants (that can be arbitrarily
small for non-polyhedral sets like the `2-ball) such as the pyramidal width [10], vertex-facet distance
[19], eccentricity of the polytope [10] or sparsity-dependent constants [3], which have been shown
to be essentially equivalent2 [20]. The iterates in these are (basically) affine-invariant, which is the
reason why a dimension-dependent factor is unavoidable in the current arguments. We include a
summary of the related work in Table 1.
Other Related Work: In 1966, Levitin and Polyak [11] showed that the conditional gradient
method can obtain linear convergence for strongly-convex domains when the gradient at any point
in the domain is lower-bounded by a constant. In order to emulate strongly convex set domains,
Lan [13] showed that restricting the Frank-Wolfe vertex to a ball (instead of entire polytope) around
the current iterate is sufficient for linear convergence. In 2013, Garber and Hazan [16] generalized
their result to polytopes and showed linear convergence. These results essentially translate the
regularization in mirror-descent variants as a norm-ball in CG variants. The idea is that this
restriction obtains a good approximation to the gradient descent direction, not scaled by the length
of the FW vector vt − xt. There has also been extensive work on mixing FW and gradient descent
steps with the aim of better computational performance while enjoying linear convergence. For
instance, in 2014, Lan and Zhou solve projection subproblems approximately by invoking an internal
CG subroutine [17]. In 2018, Braun et. al [18] show linear convergence for a CG variant when
projected gradient descent steps are used to solve convex subproblems over carefully maintained
active sets. Combettes and Pokutta [21] recently explored a procedure to find a local descent descent
direction that is well aligned with the gradient. Although, this theoretically does not result in
improved linear convergence rates, they demonstrated significant speed-ups computationally. Our
goal in this work is to put these CG variants in perspective and understand desired properties of
feasible directions of descent.
2Eccentricity = D/δ, where D and δ are the diameter and pyramidal width of the domain respectively [10].
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Paper Algorithm Steps to get -error
Dunn [22] Geometric analysis for vanilla CG. O(LD2/)
Guélat and Marcotte [14] Vanilla FW with x∗ having distance ∆ > 0
from the boundary.
O
(
κ
(
D
∆
)2
log 1
)
Jaggi [2] Vanilla FW with the uniform step-size rule
γt =
2
t+2 .
O
(
LD2

)
Lan [13] Restricting FW vertex to a ball around the
current iterate.
O
(
κ log Dµ
)
Garber and Hazan [16] Restricting FW vertex to a ball around the
current iterate with a focus on polytopes.
O
(
κnρ log 1
)
Freund et. al [23] FW with in-face directions (promoting
sparsity) as a generalization to away-steps.
O
(
LD2

)
Lacoste-Julien and Jaggi [10] FW & Away-steps (over current active set)
for general polytopes (AFW & PFW).
O
(
κ
(
D
δ
)2
log 1
)
Garber and Meshi [15] Pairwise steps for structured 0/1 poly-
topes3 using best away vertex in minimal
face of iterate (DICG).
O
(
κ‖x∗‖0D2 log 1
)
Beck and Shtern [3] FW & Away steps using best away vertex in
current active set for specific non-strongly
convex objective functions4.
O
(
Ln
(
D
Φ
)2
log 1
)
Bashiri and Zhang [3] FW & Away steps using best away vertex
in current active set.
O
(
κ
(
D
ρ
)2
log 1
)
Braun et. al [18] Lazy FW & gradient descent steps over
simplex formed by current active set.
O
(
Kκ
(
D
δ
)2
log 1
)
This paper Moving along the ‘shadow’ of gradient
(Shadow-Walk)
O
(
κβ log 1
)
This paper Moving in the ‘shadow’ of gradient with
FW steps (Shadow-CG)
O
(
κ(D2 + β) log 1
)
Table 1: Summary of different descent techniques used in CG variants and their linear convergence
rates. The factor κ := L/µ is the condition number of the function and D is the diameter of the
domain. Also, δ is the pyramidal width, ρ and Φ are notions of vertex-facet distance and Hs is a
sparsity-dependent geometric constant. Moreover, K is a parameter for finding approximate FW
vertices, and β is the number of breakpoints when walking along the shadow of a direction (within
Trace (Algorithm 1)) which is a function of the number of facets of the polytope.
A natural question at this point is why are these different descent directions useful and which of
these are necessary for linear convergence. If one had oracle access to the “best” local direction of
descent for constrained minimization, what would it be and is it enough to get linear convergence
(as in unconstrained optimization)? Moreover, can we avoid rates of convergence that are dependent
3These include: the path polytope of a graph (aka the unit flow polytope), the perfect matching polytope of a
bipartite graph, and the base polyhedron of a matroid, for which we have highly efficient combinatorial algorithms for
linear optimization.
4They consider objective functions of the form f(x) := g(Ex) + 〈b,x〉, where g is a strongly convex function and
E is a matrix. Note that for a general matrix E, the function f is not necessarily strongly convex.
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on the geometry of the polytope? We partially answer these questions below.
Contributions We show that the “best" local feasible direction of descent, that gives the maximum
function value decrease in the diminishing neighborhood of the current iterate xt, is the directional
derivative dΠxt of the projection of the gradient, which we refer to as the shadow of the gradient:
dΠxt := lim↓0
ΠP (xt − ∇f(xt))− xt

,
where ΠP (y) = arg minx∈P ‖x − y‖2 is the Euclidean projection operator. A continuous time
dynamical system can be defined using descent in the shadow direction at the current point:
X˙(t) = dΠX(t), for X(0) = x0 ∈ P . We show that this ODE is equivalent to that of projected gradient
descent, however, it is non-trivial to discretize due to non-differentiability of the curve.
Second, we explore structural properties of shadow steps. For any x ∈ P , we characterize the
curve g(λ) = ΠP (x− λ∇f(x)) as a piecewise linear curve, where the breakpoints of the curve occur
at points where there is a change in the normal cone (Theorem 1) and show how to compute this
curve for all λ ≥ 0 (Theorem 3). Moreover, we show the following properties for descent directions:
(i) Shadow Steps (dΠxt): These are the best “normalized" feasible directions of descent (Lemma 3).
Moreover, we show that ‖dΠxt‖ = 0 if and only if xt = arg minx∈P f(x) (Lemma 4). Hence, ‖dΠxt‖
is a natural quantity to use for bounding primal gaps without any dependence on geometric
constants like those used in other CG variants. We show that multiple shadow steps approximate
a single projected gradient descent step (Theorem 1). The rate of linear convergence using
shadow steps is dependent on number of facets (independent of geometric constants but dimension
dependent due to number of facets), and interpolate smoothly between projected gradient and
conditional gradient methods (Theorem 8).
(ii) FW Steps (vt−xt): Projected gradient steps provide a contraction in the objective independent
of the geometric constants or facets of the polytope; they are also able to “wrap" around the
polytope. Under mild technical conditions (of uniqueness of vt), the Frank-Wolfe vertices are in
fact the projection of an infinite descent in the negative gradient direction (Theorem 5). This
allows the CG methods to wrap around the polytope maximally, compared to PGD methods.
Therefore, FW steps not only approximate the gradient direction but also allow progress by
wrapping around the polytope maximally.
(iii) Away Steps (xt − at): Shadow steps are the best normalized away-direction in the following
sense: let F be the minimal face containing the current iterate xt (similar to [15, 3]); then,
xt − γdΠxt ∈ conv(F ) (i.e., the backward extension from xt in the shadow direction), and the
resultant direction (dΠxt) is indeed the most aligned with −∇f(xt) (Lemma 3)). Shadow-steps
are, however, in general convex combinations of potential active vertices minus the current iterate
(Lemma 5) and therefore loose combinatorial properties such as dimension drop in active sets.
They can bounce off faces (and add facets back) unlike away-steps that use vertices and have a
monotone decrease in dimension when they are consecutive (see Figure 1 (right)).
(iv) Pairwise Steps (vt − at): The progress in CG variants is bounded crucially using the inner
product of the descent direction with the negative gradient. In this sense, pairwise steps are
simply the sum of the FW step and away directions, and a simple algorithm that uses these steps
only does converge linearly (with geometric constants) [10, 3]. Moreover, for feasibility of the
descent direction, one requires at to be in an active set (shown in [3], and Lemma 8, Appendix
B.4).
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Armed with these structural properties, we consider a simple descent algorithm Shadow-Walk:
move in the shadow with respect to a fixed iterate until sufficient progress, then update the shadow
based on the current iterate. Although the shadow is the best local descent direction, it is myopic.
It might potentially go to a different facet in each iteration while taking an arbitrarily small step
(see Figure 1). However, using properties of the directional derivatives, we can show that once the
shadow at a fixed iterate leaves a face, it can never visit the face again (Theorem 4). We are thus
able to break a single PGD step into multiple shadow steps, and show linear convergence with rate
dependent on the number of facets, but independent of geometric constants like the pyramidal width.
Finally, we combine these insights into a novel Shadow-CG method which uses FW steps (i.e.,
wrap around the polytope) and shadow steps (i.e., optimal local descent direction), while enjoying
linear convergence. This method prioritizes FW steps that achieve maximal “coarse" progress in
earlier iterations and shadow steps avoid zig-zagging in the latter iterations.
Outline We next review preliminaries in Section 2. In Section 3, we derive theoretical properties
of the directional derivative and the piecewise-linear curve parameterized by projections. This allows
us to dig deeper into properties of descent directions in Section 4. We present the equivalence of
continuous time dynamics for movement along the shadow and PGD, as well as Shadow-Walk
algorithm in Section 5. We next propose a novel Shadow-CG algorithm that combines FW and
shadow steps to obtain linear convergence in Section 6. Finally, preliminary experiments demonstrate
that Shadow-CG outperforms classical and state of the art methods, when assuming oracle access
to the shadow. Without oracle access, it interpolates lower iteration count than CG variants (i.e.,
close to PGD) and higher speed than PGD (i.e., close to CG), thus obtaining the best of both worlds.
2 Preliminaries
Let ‖ · ‖ denote the Euclidean norm. Denote [m] = {1, . . . ,m} and let P be defined in the form
P = {x ∈ Rn : 〈ai,x〉 ≤ bi ∀ i ∈ [m]}. (4)
We use vert(P ) to denote the vertices of P . A function f : D → R (for D ⊆ Rn and P ⊆ D) is said to
be L−smooth if f(y) ≤ f(x)+〈∇f(x),y − x〉+ L2 ‖y−x‖2 for all x,y ∈ D. Furthermore, f : D → R
is said to be µ−strongly-convex if f(y) ≥ f(x) + 〈∇f(x),y − x〉+ µ2‖y − x‖2 for all x,y ∈ D. Let
D := supx,y∈P ‖x− y‖ be the diameter of P and x∗ = arg minx∈P f(x), where uniqueness follows
from the strong convexity of the f . For any x ∈ P , let I(x) = {i ∈ [m] : 〈ai,x〉 = bi} be the index set
of active constraints at x. Similarly, let J(x) be the index set of inactive constraints at x. Denote by
AI(x) = [ai]i∈I(x) the sub-matrix of active constraints at x and bI(x) = [bi]i∈I(x) the corresponding
right-hand side. The normal cone at a point x ∈ P is defined as
NP (x) := {y ∈ Rn : 〈y, z− x〉 ≤ 0 ∀z ∈ P} = {y ∈ Rn : ∃µ : y = (AI(x))Tµ, µ ≥ 0}, (5)
which is essentially the the cone of the normals of constraints tight at x. Let ΠP (y) = arg minx∈P
1
2‖x−
y‖2 be the Euclidean projection operator. Using first-order optimality,
〈y − x, z− x〉 ≤ 0 ∀z ∈ P ⇐⇒ (y − x) ∈ NP (x), (6)
which implies that x = ΠP (y) if and only if (y − x) ∈ NP (x), i.e., moving any closer to y from x
will violate feasibility in P . Finally, it is well known that the Euclidean projection operator over
convex sets is non-expansive (see for example [24]): ‖ΠP (y)−ΠP (x)‖ ≤ ‖y − x‖ for all x,y ∈ Rn.
Given any point x ∈ P and w ∈ Rn, let the directional derivative of w at x be:
dΠx (w) := lim
↓0
ΠP (x− w)− x

. (7)
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When w = ∇f(x), then we call dΠx (∇f(x)) the shadow of the gradient at x, and use notation dΠx
for brevity. In [25], Tapia et. al show that dΠx is the projection of −∇f(x) onto the set of feasible
directions at x, that is dΠx = arg mind{‖ − ∇f(x)− d‖2 : AI(x)d ≤ 0}, where the uniqueness of the
solution follows from strong convexity of the objective.
We assume access to (i) a linear optimization (LO) oracle where we can compute v = arg minx∈P 〈c,x〉
for any c ∈ Rn, (ii) a shadow oracle: given any x ∈ P we can compute dΠx , and (iii) line-search
oracle: given any x ∈ P and direction d ∈ Rn, we can evaluate γmax = max{δ : x+ δd ∈ P}. This
helps us focus on properties of descent directions and studying their necessity for linear convergence.
3 Structure of the Parametric Projections Curve
In this section, we characterize properties of the directional derivative at any x ∈ P and the structure
of the parametric projections curve gx,w(λ) = ΠP (x− λw), for λ ∈ R, under Euclidean projections.
For brevity, we use g(·) when x and w are clear from context. The following theorem summarizes
our results on characterization and is crucial to our analysis of descent directions:
Theorem 1 (Structure of Parametric Projection Curve). Let P ⊆ Rn be a polytope, with m facet
inequalities (e.g., as in (4)). For any x0 ∈ P,w ∈ Rn, let g(λ) = ΠP (x0 − λw) be the projections
curve at x0 with respect to w parametrized by λ ∈ R. Then, this curve is piecewise linear starting
at x0: there exist k breakpoints x1,x2, . . . ,xk ∈ P , corresponding to projections with λ equal to
0 = λ−0 ≤ λ+0 < λ−1 ≤ λ+1 < λ−2 ≤ λ+2 . . . < λ−k ≤ λ+k , where
(a) λ−i = min{λ ≥ 0 | g(λ) = xi}, and λ+i = max{λ ≥ 0 | g(λ) = xi}, for i ≥ 0,
(b) g(λ) = xi−1 +
xi−xi−1
λ−i −λ+i−1
(λ− λ+i−1), for λ ∈ [λ+i−1, λ−i ] for all i ≥ 1.
Moreover, we show the following properties for each i ≥ 1, and all λ, λ′ ∈ (λ+i−1, λ−i ):
(i) Potentially drop tight constraints on leaving breakpoints: NP (xi−1) = NP (g(λ+i−1)) ⊇
NP (g(λ)) for i ≥ 1. Moreover, if λ−i−1 < λ+i−1, then the containment is strict.
(ii) Constant normal cone between breakpoints: NP (g(λ)) = NP (g(λ′)),
(iii) Add tight constraints on reaching breakpoint: NP (g(λ)) ⊂ NP (g(λ−i )) = NP (xi).
Further, the following properties also hold:
(iv) Equivalence of constant normal cones with linearity: If NP (g(λ)) = NP (g(λ′)) for
some λ < λ′, then the curve between g(λ) and g(λ′) is linear (Lemma 2).
(v) Bound on breakpoints: The number of breakpoints of g(·) is at most the number of faces of
the polytope (Theorem 4).
(vi) Limit of g(·): The end point of the curve g(λ) is limλ→∞ g(λ) = xk ∈ arg minx∈P 〈x,w〉. In
fact, xk minimizes ‖y − x0‖ over y ∈ arg minx∈P 〈x,w〉 (Theorem 5, Section 4).
To show the above theorem, we need to develop the properties of the projection curve. Before
delving into the analysis, we first give an explanation of the structure of the parametric projections
curve through Figure 2. In the figure, the curve g(x0 − λw) is depicted by the orange line and
is piecewise linear. First, g(λ) = x0 + λd for λ ∈ [0, λ−1 ], where d = x1−x0λ−1 = d
Π
x (w) is the
directional-derivative with respect to −w. At that point, we see that x0 − λw− x1 ∈ NP (x1) for all
λ ∈ (λ−1 , λ+1 ]. Hence, g(λ) = x1 for all λ ∈ (λ−1 , λ+1 ], i.e. we will keep projecting back to the same
point x1 in that interval. Thus, g(λ) does not change at the same speed with respect to λ. Moreover,
we have NP (g(λ)) = NP (g(λ′)) ⊂ NP (x0) for all λ, λ′ ∈ (0, λ−1 ). Then, another constraint becomes
tight at the end point of the first segment x1, and thus we have NP (g(λ)) = NP (g(λ′)) ⊂ NP (x1)
for all λ, λ′ ∈ (0, λ−1 ). This process of adding and dropping constraints continues until we reach λ−3 .
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Figure 2: Figure showing the structure of the parametric projections curve g(x0 − λw) for λ ≥ 0,
which is depicted by the orange line. Breakpoints in the curve correspond to x1,x2 and x3 = v with
g(λ−i ) = g(λ
+
i ) = xi, and λ
+
3 =∞ since limλ→∞ g(λ) = v = arg miny∈P 〈y,w〉.
We show that once the parametric projections curve (given by the orange line in the figure) leaves a
face, it never returns to it again (Theorem 4). At this point, x0 − λw − v ∈ NP (v) for λ ≥ λ−3 , i.e
g(λ) = v and we will keep projecting back to v. This is consistent with the characterization of the
end point of g(λ) as the FW vertex: −w ∈ NP (v) if and only if v = arg minx∈P 〈w,x〉.
Even though our results hold for any w ∈ Rn, we will prove the statements for w = ∇f(x0) for
readability in the context of the paper, in Appendix A. We first show that if the direction w is in
the normal cone at the starting point, then the parametric curve reduces to a single point x0.
Lemma 1. If −∇f(x0) ∈ NP (x0), then g(λ) = ΠP (x0 − λ∇f(x0)) = x0 for all λ ∈ R+.
This means, in the notation of Theorem 1, λ+0 is either infinity (when w ∈ NP (x0)) or it is zero.
In the former case, Theorem 1 hold trivially with g(λ) = x0 for all λ ∈ R. We will therefore assume
henceforth that λ+0 = 0, without loss of generality. We next prove property (iv) of Theorem 1 about
equivalence of constant normal cones with linearity of the parametric projections between two points.
Lemma 2. Let P ⊆ Rn be a polytope defined using m facet inequalities (e.g., as in (4)). Let x0 ∈ P
and we are given ∇f(x0) ∈ Rn. Let g(λ) = ΠP (x0 − λ∇f(x0)) be the parametric projections curve.
Then, if NP (g(λ)) = NP (g(λ′)) for some λ < λ′, then the curve between g(λ) and g(λ′) is linear,
i.e., g(δλ+ (1− δ)λ′) = δg(λ) + (1− δ)g(λ′), where δ ∈ [0, 1].
The idea of the proof is to show that δg(λ) + (1 − δ)g(λ′) satisfies the first-order optimality
condition for g(δλ+ (1− δ)λ′) when NP (g(λ)) = NP (g(λ′)). We next show that the normal cones
do not change in the strict neighborhood of x0, i.e., there exists a ball B(x0, δ) around x0 of radius
δ > 0 such that the normal cone NP (g(λ)) = NP (g(λ′)) for all g(λ), g(λ′) ∈ B(x0, δ) \ {x0}. Using
Lemma 2, we get that the first piece of g(λ) is linear until the normal cone changes. Moreover, some
inequalities tight at x0 might become inactive for λ > 0:
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Theorem 2. Let P ⊆ Rn be a polytope defined using m facet inequalities (e.g., as in (4)). Let
x0 ∈ P and we are given ∇f(x0) ∈ Rn. Let g(λ) = ΠP (x0 − λ∇f(x0)) be the parametric projections
curve. Let λ−1 = max{λ | x0 + λdΠx0 ∈ P} be finite and let x1 = g(λ−1 ). We claim that
(i) NP (g(λ)) = NP (g(λ′)) ⊆ NP (x0), for all 0 < λ < λ′ < λ−1 , and
(ii) NP (x1) = NP (g(λ−1 )) ⊃ NP (g(λ)), for all λ ∈ (0, λ−1 ).
Moreover, the projections curve is given by g(λ) = x0 + λdΠx0 , for all λ ∈ [0, λ−1 ].
The proof of the above theorem uses the first-order optimality of projections given in (6) and
the structure of normal cones for polytopes (5). Theorem 2 characterizes the first linear piece in the
parametric projections trajectory. This means that the direction d = (x1− x0)/λ−1 is the directional
derivative at x0, since by definition of the directional derivative at x0, we get:
dΠx0 := lim↓0
ΠP (x0 − ∇f(x0))− x0

= lim
↓0
g()− x0

=
x1 − x0
λ−1
, (8)
where the limit exists since g(λ) forms a line on the interval λ ∈ [0, λ−1 ) (and hence is a continuous
function on that interval).5 This theorem also gives a way of computing the directional derivative
dΠx using a single projection (when we know the breakpoint λ
−
1 ).
We now show that g(λ) = ΠP (x0 − λ∇f(x0)) can be constructed for all λ ≥ 0 iteratively as
follows: line-search (for feasibility in P ) on the directional derivative of ∇f(x0) at any known
breakpoint xi−1 (for i ≥ 1) gives the next breakpoint xi. This proves Theorem 1 (i), (ii) and (iii) by
induction.
Theorem 3. Let P ⊆ Rn be a polytope defined using m facet inequalities (e.g., as in (4)). Let
xi−1 ∈ P be the ith breakpoint in the projections curve g(λ) = ΠP (x0 − λ∇f(x0)), with xi−1 = x0
for i = 1. Suppose we are given λ+i−1 ∈ R so that it is the maximum λ such that g(λ) = xi−1. Let
λ−i = λ
+
i−1 + max{δ : xi−1 + δdΠxi−1(∇f(x0)) ∈ P}. If dΠxi−1(∇f(x0)) = 0, then limλ→∞ g(λ) = xi−1
is the end point of the projections curve g(λ). Otherwise, we claim that the projections curve is linear
between λ+i−1 and λ
−
i , i.e., g(δλ
+
i−1 + (1− δ)λ−i ) = δg(λ+i−1) + (1− δ)g(λ−i ) for δ ∈ [0, 1]. Moreover,
the next breakpoint in the curve occurs at xi := g(λ−i ). Further, let λ
+
i := max{λ : g(λ) = xi}. We
show that properties (i), (ii) and (iii) hold for their respective normal cones for λ, λ′ ∈ (λ+i−1, λ−i ).
The key idea of the proof is to show the following invariance property of projections holding at
the breakpoints of the curve:
g˜(λ) := ΠP (xi−1 − (λ− λ+i−1)∇f(x0)) = g(λ) for λ ∈ [λ+i−1, λ−i ], (9)
which states that that first linear segment of the projection curve starting at the i− 1th breakpoint
xi−1 with respect to −∇f(x0) is the same as the ith piecewise linear segment of the projection curve
starting from x0 with respect to −∇f(x0). This is the crucial invariance property that can then be
used to prove properties (i), (ii) and (iii) in Theorem 1 by induction. In particular, using (9), the
result follows by applying Theorem 2 with (λ− λ+i−1) in place λ and xi−1 in place of x0.
Assuming oracle access to compute dΠx (w) for any x ∈ P , Theorem 3 gives a constructive method
for tracing the whole piecewise linear curve of gx,w(·). We include this as an algorithm, Trace(x,w)
(Algorithm 1).
Theorem 4 (Bound on breakpoints in parametric projection curve). Let P ⊆ Rn be a polytope, with
m facet inequalities (e.g., as in (4)) and fix x ∈ P . Then, the procedure Trace(x,∇f(x)) is correct
and traces the projection piecewise linear curve g(λ) = ΠP (x− λ∇f(x)). Moreover, it terminates in
at most O(2m) steps.
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Algorithm 1 Tracing Parametric Projections Curve: Trace(x,∇f(x))
Input: Polytope P ⊆ Rn, function f : P → R and initialization x ∈ P .
1: Compute dΠx := lim↓0
ΠP (x−∇f(x))−x
 and let γ
max = max{δ | x+ δdΠx ∈ P}.
2: Let d = ∇f(x) and γ∗ ∈ arg minγ∈[0,γmax] f(x+ γdΠx ). . line-search along derivative
3: while γ∗ = γmax and dΠx 6= 0 do
4: x = x+ γmaxdΠx . invariance of projections gives next segment in PW curve
5: Recompute dΠx := lim↓0
ΠP (x−d)−x
 and let γ
max = max{δ | x+ δdΠx ∈ P}.
6: γ∗ ∈ arg minγ∈[0,γmax] f(x+ γdΠx ). . check optimality of line-search solution
7: end while
Return: x 6
Using Theorem 1, it is easy to see that multiple line searches in the directional derivatives with
respect to x0 are equivalent to computing a single projected gradient descent step from x0. This will
be useful in our analysis of the Shadow-walk and Shadow-CG algorithms in subsequent sections.
4 Descent Directions
Having characterized the properties of the parametric projections curve, we highlight connections
with descent directions in conditional gradient variants. We first claim that the shadow is the best
local feasible direction of descent in the following sense - it has the highest inner product with the
negative gradient at x compared to any other normalized feasible direction (proof in Appendix B.1):
Lemma 3 (Local Optimality of Shadow Steps). Let P be a polytope defined as in (4) and let x ∈ P
with gradient ∇f(x). Let y be any feasible direction at x, i.e., ∃γ > 0 s.t. x+ γy ∈ P . Then〈
−∇f(x), d
Π
x
‖dΠx ‖
〉2
= ‖dΠx ‖2 ≥
〈
dΠx ,
y
‖y‖
〉2
≥
〈
−∇f(x), y‖y‖
〉2
. (10)
This result is intuitive as dΠx is projection of −∇f(x) onto the set of feasible directions at x; this
is the fact crucially used to prove this result. The above lemma will be useful in the convergence
proof for our novel Shadow-Walk and Shadow-CG methods (Theorems 7 and 8). We also show
that the shadow steps give a true estimate of convergence to optimal7, in the sense that ‖dΠxt‖ = 0
if and only if xt = arg minx∈P f(x) (Lemma 4). On the other hand, note that ‖∇f(xt)‖ does not
satisfy this property and can be strictly positive at the constrained optimal solution [11]. Hence,
‖dΠxt‖ is a natural quantity to use for estimating primal gaps without any dependence on geometric
constants like those used in CG variants.
Lemma 4 (Primal gap estimate). Let P be a polytope defined as in (4) and fix x ∈ P . Let
g(λ) = ΠP (x− λ∇f(x)) be the curve parameterized by the step-size λ. Then, ‖dΠx ‖ = 0 if and only
if x = x∗, where x∗ = arg minx∈P f(x).
5This gives a different proof for existence of dΠx for polytopes, compared to Tapia et. al [25].
6Note that it is sufficient to terminate the algorithm once the total step-size γtotal =
sum of all γ∗ computed by algorithm ≥ 1/L. Using Theorem 1, we know that at that point in the algo-
rithm, the corresponding iterate satisfies xγtotal = g(λ) for some λ ≥ 1/L and hence we are at least guaranteed
the progress of PGD with the fixed 1/L step size, which is sufficient for linear convergence (see Theorem 9 in
Appendix C.2). Although this early termination improves the efficiency of the procedure, it requires knowledge of the
smoothness constant L.
7Lemma 3 with y = x∗ − x can be used to estimate the primal gap: ‖dΠx ‖2 ≥ 2µ(f(x)− f(x∗)) (see (50))
10
The idea of the proof is to use Lemma 1 to show that ‖dΠx ‖ = 0 if and only if −∇f(x) ∈ NP (x).
This proves the result since from first-order optimality: x = x∗ if and only if −∇f(x) ∈ NP (x). The
complete proof of the above lemma can be found in Appendix B.2. We next show that the end point
of the projections curve is in fact the FW vertex under mild technical conditions. FW vertices are
therefore able to wrap around the polytope maximally compared to any projected gradient method
and serve as an anchor point in the projections curve. We next show that the end point of the
projections curve is in fact the FW vertex under mild technical conditions. FW vertices are therefore
able to wrap around the polytope maximally compared to any projected gradient method and serve
as an anchor point in the projections curve.
Theorem 5 (Optimism in Frank-Wolfe Vertices). Let P ⊆ Rn be a polytope and let x ∈ P . Let
g(λ) = ΠP (x − λ∇f(x)) for λ ≥ 0. Then, the end point of this curve is: limλ→∞ g(λ) = v∗ =
arg minv∈F ‖x − v‖2, where F = arg minv∈P 〈∇f(x),v〉, i.e., the face of P that minimizes the
gradient ∇f(x). In particular, if F is a vertex, then limλ→∞ g(λ) = v∗ is the Frank-Wolfe vertex.
To give a proof sketch, using the proximal definition of the projection (see e.g., [24]) gives:
g(λ) = arg min
y∈P
{‖x− λ∇f(x)− y‖2} = arg min
y∈P
{
f(x) + 〈∇f(x),y − x〉+ ‖x− y‖
2
2λ
}
.
Assuming that the FW vertex arg miny∈P {〈∇f(x),y〉} is unique and we show that one can inter-
change the limit and arg min operator, we get limλ→∞ g(λ) = arg miny∈P {f(x) + 〈∇f(x),y − x〉,
thus recovering the FW vertex. The complete analysis is technical and included in Appendix B.3.
Next, we show that the shadow-steps also give the best away direction emanating from away-
vertices in the minimal face at any x ∈ P (which is precisely the set of possible away vertices (see
Appendix B.4)), using Lemma 3 and the following result:
Lemma 5 (Away-Steps). Let P be a polytope defined as in (4) and fix x ∈ P . Let F = {z ∈ P :
AI(x)z = bI(x)} be the minimal face containing x. Further, choose δmax = max{δ : x− δdΠx ∈ P}
and consider the maximal backward away point ax = x − δmaxdΠx . Then, ax lies in F and the
corresponding away-direction is simply x− ax = δmaxdΠx .
Lemma 5 states that the backward extension from x in the shadow direction, ax, lies in the
convex hull of A := {v ∈ vert(P ) ∩ F}. The set A is precisely the set of all possible away vertices
(see Appendix B.4). Thus, the shadow gives the best direction of descent emanating from the convex
hull of all possible away-vertices. We include a proof of this lemma in Appendix B.4.
5 Continuous-time Dynamics and Shadow-Walk Algorithm
We now present the continuous-time dynamics for moving along the shadow of the gradient in
the polytope. In this section we let D∗ be the dual space of D (in our case since D ⊆ Rn, D∗
can also be identified with Rn). Let φ : D → R be a strongly convex and differentiable function.
This function will be used as the mirror-map in a generalization of projected gradient descent
algorithm, known as mirror descent [8]. Let φ∗ be the Fenchel-conjugate of φ with effective domain
P , that is φ∗(y) = maxx∈P {〈y,x〉 − φ(x)}. From Danskin’s theorem (see e.g., [26]), we know that
∇φ∗(y) = arg maxx∈P {〈y,x〉 − φ(x)}, so that ∇φ∗ : D∗ → P is the mirror-map operator mapping
from D∗ to D. We use ∇2φ∗(·) to denote the Hessian of φ∗.
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5.1 ODE for Moving in the Shadow of Gradient
Let X(t) denote the continuous-time trajectory of our dynamics and X˙ denote the time-derivative
of X(t), i.e., X˙(t) = ddtX(t). In [27], Krichene et. al propose the following coupled dynamics
(X(t), Z(t)) for mirror descent, where X(t) evolves in the primal space D, and Z(t) evolves in the
dual space D∗, as follows, initialized with Z(0) = z0 with ∇φ∗(z0) = x0 ∈ P :
Z˙(t) = −∇f(X(t)), X(t) = ∇φ∗(Z(t)). (11)
This ODE corresponds to continuous time dynamics of projected gradient descent when φ = 12‖x‖2
(and ∇φ(x) = x). Let dφX(t) be the directional derivative with respect to the Bregman projections in
the mirror descent algorithm, i.e., dφX(t) = lim↓0
∇φ∗(∇φ(X(t))−∇f(X(t)))−X(t)
 . The continuous time
dynamics of tracing the shadow are simply
X˙(t) = dφX(t). (12)
They solely operate in the primal space and one can initialize these with X(0) = x0 ∈ P and show
that they are equivalent to (11) under mild technical conditions as specified below (the proof is in
Appendix C.1):
Theorem 6. Let φ : D → R be a mirror map that is strongly convex and differentiable, and assume
that the directional derivative dφX(t) exists for all t ≥ 0. Then, the dynamics for mirror descent (11)
are equivalent to the shadow dynamics X˙(t) = dφX(t) with the same initial conditions X(0) = x0 ∈ P .
Although the results of Theorem 6 hold for general mirror-maps, in this work we focus on the
case when φ = 12‖ · ‖2 to exploit the piecewise linear structure of the shadow of the gradient proved
in Theorem 1. Note that when the mirror map φ = 12‖ · ‖2, we have
∇φ∗(y) = arg max
x∈P
{〈y,x〉 − φ(x)} = arg min
x∈P
{
1
2
‖x‖ − 〈y,x〉
}
= arg min
x∈P
{
1
2
‖x‖2 + 1
2
‖y‖2 − 〈y,x〉
}
= arg min
x∈P
1
2
‖y − x‖2.
This implies
dφX(t) = lim↓0
∇φ∗(X(t)− ∇f(X(t)))−X(t)

(∇φ(X(t)) = X(t))
= lim
↓0
arg minx∈P
1
2‖X(t)− ∇f(X(t))− x‖2 −X(t)

(using definition of ∇φ∗)
= dΠX(t).
Therefore, Theorem 6 shows that the continuous-time dynamics of moving in the (Euclidean) shadow
of the gradient are equivalent to those of PGD.
5.2 Shadow-Walk Method
Having characterized the parametric projections curve, the natural question is if a shadow-descent
algorithm that walks along the directional derivative with respect to negative gradient at iterate xt
(using say line-search), converge linearly? We established in the last section that the shadow of the
negative gradient dΠxt is indeed the best “local" direction of descent (Lemma 3), and a true measure
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Algorithm 2 Shadow-Walk Algorithm
Input: Polytope P ⊆ Rn, function f : P → R and initialization x0 ∈ P .
1: for t = 0, . . . .T do
2: Compute dΠxt and let γ
max
t = max{δ | x+ δdΠxt ∈ P} . derivative of projection
3: Evaluate γt ∈ arg minγ∈[0,γmaxt ] f(xt + γdΠxt). . line-search along shadow
4: if γt = γmaxt then . boundary case
5: Update xt+1 := Trace(xt,∇f(xt)) . . trace projection piecewise linear curve
6: else
7: Update xt+1 := xt + γtdΠxt . . update using line-search
8: end if
9: end for
Return: xT+1
of primal gaps since convergence in ‖dΠxt‖ implies optimality (Lemma 4). Moreover, we showed
that the continuous time dynamics of movement in the shadow, i.e., X(t) = dΠX(t), X(0) = x0 ∈ P
are equivalent to those of projected gradient descent. However, it is unclear how to discretize this
continuous-time process and obtain a linearly convergent algorithm. To ensure feasibility we may
have arbitrarily small step-sizes, and therefore, cannot show sufficient progress in such cases. This
is a phenomenon similar to that in the Away-Step and Pairwise CG variants, where the maximum
step-size that one can take might not be big enough to show sufficient progress. In [10], the authors
overcome this problem by bounding the number of such ‘bad’ steps using dimension reduction
arguments crucially relying on the fact that these algorithms maintain their iterates as a convex
combination of vertices. However, unlike away-steps in CG variants, we consider dΠx as direction
for descent, which is independent from the vertices of P and thus eliminating the need to maintain
active sets for the iterates of the algorithm. In general, the shadow ODE might revisit a fixed facet
a large number times (see Figure 1) with decreasing step-sizes. This problem does not occur when
discretizing PGD’s continuous time dynamics since projection steps ensure feasibility.
Inspired by PGD’s discretization and the structure of the parametric projections curve, we
propose a Shadow-Walk algorithm (Algorithm 2) with a slight twist: walk along the shadow at
an iterate xt using line search, until the maximum step size is not selected. To do this, we use
the Trace process to trace the projections curve, thus ensuring enough progress as a single PGD
step. This results in linear convergence, as long as the number of steps by Trace are bounded
polynomially, i.e., the number of “bad” boundary cases. Using fundamental properties of normal
cones attained in the projections curve, we are able bound these steps to be at most the number
of faces of the polytope (Theorem 4). This result is the key interpolation between PGD and CGD
methods, thus attaining geometric constant independent linear rate of convergence (Theorem 7).
We establish the following guarantee (proof in Appendix C.2):
Theorem 7. Let P ⊆ Rn be a polytope and suppose that f : P → R is L-smooth and µ-strongly
convex over P . Then the primal gap h(xt) := f(xt) − f(x∗) of the Shadow Walk algorithm
decreases geometrically:
h(xt+1) ≤
(
1− µ
L
)
h(xt) (13)
with each iteration of the Shadow Walk algorithm (assuming Trace is a single step). Moreover,
the number of oracle calls to shadow and line-search oracles to obtain an -accurate solution is
O
(
β Lµ log(
1
 )
)
, where where β is the maximum number of breakpoints of the parametric projections
curve that the Trace method visits.
The constant β is dependent on the facial structure of the polytope. Although we show an upper
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Figure 3: Figure from Lacoste-Julien and Jaggi’s work [10] showing the pyramidal width δ of a
simple triangle domain as a function of the angle θ.
bound of β ≤ O(2m) (where m is the number of facets), we believe it can be much smaller (i.e.,
O(nm)) for structured polytopes.
5.3 A Note on the Linear Convergence Rate
Although our linear convergence rate depends on the number of facet inequalities m, it eliminates
the dependence on the geometry of the domain that is needed in CG variants. For example, Jaggi
and Lacoste-Julien [10] prove a linear rate of
(
1− µL
(
δ
D
)2) to get an −accurate solution for Away
FW, where δ is the pyramidal width of the domain. Now, consider the example in Figure 3 showing
how the pyramidal width δ of a simple triangle domain changes as the angle θ changes. In particular,
the pyramidal width will be arbitrarily small for small θ. However, note that the number of facets
for this triangle domain is m = 3, and the number of breakpoints of the projections curve β is not
dependent on the angle θ. Therefore, we smoothly interpolate between the
(
1− µL
)
rate for PGD
and the rates for CG variants (see Table 1 for a summary of these rates).
6 Shadow Conditional Gradient Method
Using our insights on descent directions, we propose using Frank-Wolfe steps earlier in the algorithm,
and use shadow steps more frequently towards the end of the algorithm. Frank-Wolfe steps allow
us to greedily skip a lot of facets by wrapping maximally over the polytope (Lemma 5). Shadow
steps operate as “optimal" away-steps (Lemma 5) thus reducing zig-zagging phenomenon [10] close
to the optimal solution. As the algorithm progresses, one can expect Frank-Wolfe directions to
become close to orthogonal to negative gradient. However, in this case the norm of the shadow
also starts diminishing. Therefore, we make the choice of Frank-Wolfe direction and shadow steps
by comparing the inner product of negative gradient with normalized shadow direction and the
Frank-Wolfe direction.
In line 7 of Algorithm 3, we choose the FW direction whenever
〈−∇f(xt),dΠxt/‖dΠxt‖〉 ≤〈−∇f(xt),dFWt 〉. Recall from Lemma 3 that 〈−∇f(x),dΠx /‖dΠx ‖〉2 ≥ 〈−∇f(x),y/‖y‖〉2 for any
direction y that is feasible at x. With this choice criterion, we choose the FW direction whenever
it is sufficiently aligned with the gradient, which allows us to wrap around the polytope and also
obtain sufficient descent progress. This choice criterion will not be satisfied once FW starts to
zig-zag, at which point the algorithm will take shadow steps. We also note that we need to enter the
Trace(xt,∇f(xt)) procedure only when we hit a boundary case when taking a shadow step, since
at this point we cannot guarantee sufficient progress as explained in Figure 1. Since FW steps allow
us to greedily skip a lot of facets by wrapping maximally over the polytope, we are able reduce the
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Algorithm 3 Shadow Conditional Gradients (Shadow-CG)
Input: Polytope P ⊆ Rn, function f : P → R, initialization x ∈ P and accuracy parameter ε.
1: for t = 0, . . . .T do
2: Let vt := arg minv∈P 〈∇f(xt),v〉 and dFWt := vt − xt. . FW direction
3: if
〈−∇f(xt),dFWt 〉 ≤ ε then
4: return xt. . primal gap is small enough
5: end if
6: Compute dΠxt := lim↓0
ΠP (xt−∇f(xt))−xt
 . . derivative of projection
7: if
〈
−∇f(xt), d
Π
xt
‖dΠxt‖
〉
≤ 〈−∇f(xt),dFWt 〉 then . wrap-around using FW
8: dt := dFWt and γmaxt = 1. . choose optimistic step
9: else
10: dt := dΠxt and γ
max
t = max{δ | xt + δdt ∈ P}. . choose pessimistic step
11: end if
12: γt ∈ arg minγ∈[0,γmaxt ] f(xt + γdt). . line-search along chosen descent direction
13: if dt = dΠxt and γt = γ
max
t then
14: Update xt+1 := Trace(xt,∇f(xt)) . . trace projection piecewise linear curve
15: else
16: Update xt+1 := xt + γtdt. . update using line search
17: end if
18: end for
Return: xT+1
number of iterations spent in the Trace(xt,∇f(xt)) procedure. This is sufficient to give us linear
convergence (proof in Appendix D):
Theorem 8. Let P ⊆ Rn be a polytope with diameter D and suppose that f : P → R is L-
smooth and µ-strongly convex over P . Then, the primal gap h(xt) := f(xt)− f(x∗) of Shadow-CG
decreases geometrically: h(xt+1) ≤
(
1− µ
LD2
)
h(xt), with each iteration of the Shadow-CG algorithm
(assuming Trace is a single step). Moreover, the number of shadow and line oracle calls for an
-accurate solution is O
(
(D2 + β)Lµ log(
1
 )
)
, where β is the number of breakpoints of the parametric
projections curve that the Trace method visits.
7 Computations
We implemented all algorithms in Python 3.5, utilizing numpy and scipy for some of our functions.
We used these packages from the Anaconda 4.7.12 distribution as well as Gurobi 9 [28] as a black box
solver for some of the oracles assumed in the paper. All experiments were performed on a 16-core
machine with Intel Core i7-6600U 2.6-GHz CPUs and 256GB of main memory.
For the computations, we need to solve the following subproblems:
(i) Linear optimization (LO): Compute v = arg minx∈P 〈c,x〉 for any c ∈ Rn.
(ii) Shadow computation: Given any point x ∈ P and direction w ∈ Rn, compute dΠx (w).
(iii) Feasibility: Given any point x ∈ P and direction d ∈ Rn, evaluate γmax = max{δ : x+ δd ∈
P}.
(iv) Line-search: Given any point x ∈ P and direction d ∈ Rn, solve the one-dimensional problem
minγ∈[0,γmax] f(x+ γd).
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Figure 4: Optimality gap for the video co-localization problem: Away-step FW (AFW) [10], pairwise
FW (PFW) [10], decomposition-invariant CG (DICG) [15], Shadow-Walk (Algorithm 2), and
Shadow-CG (Algorithm 3). Left plot compares iteration count, middle and right plots compare
wall-clock time with and without access to shadow oracle. We removed the PGD from the rightmost
plot for a better comparison of other algorithms as it takes significantly more time due to the
projection step and thus skews the plot.
We elaborate on the implementation of the LO subproblems later on as it is dependent on the
application. For the shadow oracle, given any point x ∈ P and direction w ∈ Rn we solve the
problem dΠx (w) = arg mind{‖ − ∇f(x) − d‖2 : AI(x)d ≤ 0} using Gurobi. Moreover, for the
feasibility problem, given x ∈ P and descent direction d ∈ Rn, we compute the maximum step-size
ensuring feasibility as follows:
γmax = min
j∈J(x):
〈aj ,d〉>0
bj − 〈aj ,x〉
〈aj ,d〉 , (14)
where the feasible set of the above problem is non-empty, since otherwise this would imply that d is
a recessive direction (i.e. direction of unboundedness), contradicting the fact that P is a polytope.
We consider polytopes with a polynomial number of constraints, and hence (14) can be efficiently
solved. Finally, for the line-search sub-problem, we utilize a bracketing method8 for line search (see,
for example [24]).
7.1 Video Co-localization
The first application we consider is the video co-localization problem from computer vision, where
the goal is to track an object across different video frames. We used the YouTube-Objects dataset9
and the problem formulation of Joulin et. al [5]. This consists of minimizing a quadratic function
f(x) = 12x
TAx + bTx, where x ∈ R660, A ∈ R660×660 and b ∈ R660, over a flow polytope, the
convex hull of paths in a network. Our linear minimization oracle over the flow polytope amounts
to computing a shortest path in the corresponding directed acyclic graph. We now present the
computational results in Figure 4.
We find that Shadow-CG has a lower iteration count than other CG variants DICG, AFW and
PFW (slightly higher than PGD) for this experiment. Without assuming oracle access, Shadow-CG
improves on the wall-clock time compared to PGD (i.e., close to CG). Moreover, we also find that
assuming access to shadow oracle, the Shadow-CG algorithm outperforms the CG variants both in
iteration count and wall-clock time. For completeness, we also compare these different algorithms
with respect to the duality gap 〈−∇f(xt),vt − xt〉 (49) in Figure 5.
8We specifically use golden-section search that iteratively reduces the interval locating the minimum.
9We obtained the data from https://github.com/Simon-Lacoste-Julien/linearFW.
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Figure 5: Duality gap for the video co-localization problem: Away-step FW (AFW) [10], pairwise
FW (PFW) [10], decomposition-invariant CG (DICG) [15], Shadow-Walk (Algorithm 2), and
Shadow-CG (Algorithm 3). Left plot compares iteration count, middle and right plots compare
wall-clock time with and without access to shadow oracle. We removed the PGD from the rightmost
plot for a better comparison of other algorithms as it takes significantly more time due to the
projection step and thus skews the plot.
Figure 6: Left: Comparing the number of shadow oracles calls made per iteration in the video
co-localization problem, by Shadow-Walk (goes upto 10) and Shadow-CG (goes upto 4 iterations)
in the Lasso regression problem. Right: Comparing the cumulative number of shadow steps taken,
where the FW steps in Shadow-CG cause a significant reduction in the number of shadow steps
taken compared to the Shadow-Walk algorithm. Each iteration of Shadow-CG requires a single
computation of the shadow to evaluation condition for selecting FW or shadow step. Instead, we
only plot the shadow steps actually taken by each of the algorithms.
Figure 7: Optimality gaps for the Lasso regression problem: Away-step FW (AFW) [10], pairwise
FW (PFW) [10], decomposition-invariant CG (DICG) [15], Shadow-Walk (Algorithm 2), and
Shadow-CG (Algorithm 3). Left plot compares iteration count, middle and right plots compare
wall-clock time with and without access to shadow oracle.
7.2 Lasso Regression
The second application we consider is the Lasso regression problem, i.e. `1−regularized least squares
regression. This consists of minimizing a quadratic function f(x) = ‖Ax − b‖ over a scaled `1−
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Figure 8: Duality gaps for the Lasso regression problem: Away-step FW (AFW) [10], pairwise
FW (PFW) [10], decomposition-invariant CG (DICG) [15], Shadow-Walk (Algorithm 2), and
Shadow-CG (Algorithm 3). Left plot compares iteration count, middle and right plots compare
wall-clock time with and without access to shadow oracle.
Figure 9: Left: Comparing the number of shadow oracles calls made per iteration in the Lasso
regression problem by Shadow-Walk (goes upto 10) and Shadow-CG (goes upto 3 iterations) in
the Lasso regression problem. Right: Comparing the cummulative number of shadow steps taken,
where the FW steps in Shadow-CG cause a significant reduction in the number of shadow steps
taken compared to the Shadow-Walk algorithm. Each iteration of Shadow-CG requires a single
computation of the shadow to evaluation condition for selecting FW or shadow step. Instead, we
only plot the shadow steps actually taken by each of the algorithms.
ball. We considered a random Gaussian matrix A ∈ R50×100 and a noisy measurement b = Ax∗
with x∗ being a sparse vector with 25 entries ±1, and some additive noise. Linear minimization over
the `1−ball, simply amounts to selecting the column of A with best inner product with the residual
vector Ax− b.
We present its computational results in Figure 7. In these experiments, we observe that Shadow-
Walk algorithm is superior in iteration count and outperforms all other CG variants. Moreover,
Shadow-CG, Shadow-CG has a significantly lower iteration count than AFW as expected. In
addition, assuming access to a shadow oracle, both the Shadow-Walk and Shadow-CG algorithm
have improvements over CG variants both in iteration count and wall-clock time. For completeness,
we also compare these different algorithms with respect to the duality gap 〈−∇f(xt),vt − xt〉 (49)
in Figure 8.
Finally, we demonstrate computationally that the number of iterations spent in the Trace
procedure is a lot better than the worst-case bound we prove in Theorem 4 by looking at the
number of oracles calls made by the Shadow CG and Shadow-Walk algorithms per iteration.
In particular, we find that the number of shadow oracle calls made per iteration by the Shadow
CG algorithm is smaller than the number of calls made by the Shadow-Walk algorithm, which in
turn implies that Shadow CG spends a smaller number of iterations in the Trace procedure as
expected. Moreover, we also find that the addition of FW steps causes the Shadow CG algorithm
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Figure 10: Optimality gaps for the smaller Lasso regression instance: Away-step FW (AFW) [10],
pairwise FW (PFW) [10], decomposition-invariant CG (DICG) [15], Shadow-Walk (Algorithm
2), and Shadow-CG (Algorithm 3) Left plot compares iteration count, middle and right plots
compare wall-clock time with and without access to shadow oracle.
Figure 11: Duality gaps for the smaller Lasso regression instance: Away-step FW (AFW) [10],
pairwise FW (PFW) [10], decomposition-invariant CG (DICG) [15], Shadow-Walk (Algorithm
2), and Shadow-CG (Algorithm 3). Left plot compares iteration count, middle and right plots
compare wall-clock time with and without access to shadow oracle.
to take a significantly smaller number of shadow steps than Shadow-Walk does. This behavior is
demonstrated in Figures 6 and 9 corresponding to the two experiments. Note that both algorithms
have to make at least one call to a shadow oracle every iteration, however the Shadow CG algorithm
has the flexibility of not actually taking a shadow step and choosing to take a FW step instead, in
which case the orange curve in the right plot of Figures 6 and 9 remains flat, and hence the step-wise
structure of the curve.
7.3 A Smaller Lasso Regression Instance
To distinguish between the algorithms further and highlight the theoretical aspects presented in this
paper, we consider a smaller instance of the same Lasso regression problem given in previous section:
we now consider a smaller random Gaussian matrix A ∈ R40×60 and a noisy measurement b = Ax∗
with x∗ being a sparse vector with 15 entries ±1, and some additive noise. We present the results in
Figures 10 and 11.
Our findings regarding the iteration count and wall-clock time of the different algorithms are the
same as the previous Lasso regression instance. We now focus on the difference between the Shadow
CG and Shadow-Walk algorithms in terms of the number of shadow steps taken and number
of calls made to shadow oracles in more details. First, we find that the Shadow CG algorithms
takes FW steps only at the end when the FW directions start to become more orthogonal to the
gradient. This behavior is now more pronounced in Figure 12. Moreover, we again find that the
number of shadow oracle calls made per iteration by the Shadow CG algorithm is smaller than the
number of calls made by the Shadow-Walk algorithm. Finally, upon comparing the cumulative
number of shadow steps taken, we see that the curve for the Shadow-Walk algorithm given in the
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Figure 12: Left: Comparing the number of shadow oracles calls made per iteration in the smaller
Lasso regression instance by Shadow-Walk (goes upto 4) and Shadow-CG (goes upto 2 iterations)
in the the smaller Lasso regression instance. Right: Comparing the cummulative number of shadow
steps taken, where the FW steps in Shadow-CG cause a significant reduction in the number of
shadow steps taken compared to the Shadow-Walk algorithm. Each iteration of Shadow-CG
requires a single computation of the shadow to evaluation condition for selecting FW or shadow step.
Instead, we only plot the shadow steps actually taken by each of the algorithms. Each iteration of
Shadow-CG requires a single computation of the shadow to evaluation condition for selecting FW
or shadow step. Instead, we only plot the shadow steps actually taken by each of the algorithms.
right plot of Figure 12 is concave-like. This implies that the Shadow-Walk algorithm spends a
bigger number of iterations in the Trace procedure in the beginning as it wants to wrap around
the polytope. On the other hand, we see that the curve for the Shadow-CG algorithm in Figure
12 is a step-wise curve where we only take shadow steps in the end; these steps essentially serve as
optimal away-steps that help us overcome zig-zagging.
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A Missing Proofs for Section 3
Even though the results in this section hold for any direction w ∈ Rn, we will prove the statements
for w = ∇f(x0) for readability in the context of the paper.
A.1 Proof of Lemma 1
Lemma 1. If −∇f(x0) ∈ NP (x0), then g(λ) = ΠP (x0 − λ∇f(x0)) = x0 for all λ ∈ R+.
Proof. Note that by definition g(λ) = arg miny∈P
{‖x0−y‖2
2λ + 〈∇f(x0),y〉
}
for any λ > 0. Then, by
optimality of g(λ) we have
‖x0 − g(λ)‖2
2λ
+ 〈∇f(x0), g(λ)〉 ≤ ‖x0 − z‖
2
2λ
+ 〈∇f(x0), z〉 (15)
for all z ∈ P .
The condition −∇f(x0) ∈ NP (x0) is equivalent to 〈∇f(x0), z− x0〉 ≥ 0 for all z ∈ P . Plugging
x0 for z on the right-hand side of (15), we have that for any λ > 0
0 ≤ ‖x0 − g(λ)‖
2
2λ
≤ 〈∇f(x0),x0 − g(λ)〉 ≤ 0.
This implies g(λ) = x0 for all λ > 0.
A.2 Proof of Lemma 2
Lemma 2. Let P ⊆ Rn be a polytope defined using m facet inequalities (e.g., as in (4)). Let x0 ∈ P
and we are given ∇f(x0) ∈ Rn. Let g(λ) = ΠP (x0 − λ∇f(x0)) be the parametric projections curve.
Then, if NP (g(λ)) = NP (g(λ′)) for some λ < λ′, then the curve between g(λ) and g(λ′) is linear,
i.e., g(δλ+ (1− δ)λ′) = δg(λ) + (1− δ)g(λ′), where δ ∈ [0, 1].
Proof. Recall from Section 2 that y∗ = ΠP (x0−λ∇f(x0)) if and only if (x0−λ∇f(x0)−y∗) ∈ NP (y∗).
Thus, the optimality of g(λ) implies
x0 − λ∇f(x0)− g(λ) ∈ NP (g(λ)). (16)
Similarly, using the optimality of g(λ′) we have
x0 − λ′∇f(x0)− g(λ′) ∈ NP (g(λ′)). (17)
Aggregate equations (16) and (17) with weights δ and (1− δ) respectively to obtain:
x0 − (δλ+ (1− δ)λ′)∇f(x0)− (δg(λ) + (1− δ)g(λ′)) ∈ δNP (g(λ)) + (1− δ)NP (g(λ′)). (18)
Now we claim that
δNP (g(λ)) + (1− δ)NP (g(λ′)) = NP (g(λ′)) = NP (g(λ)) = NP (δg(λ) + (1− δ)g(λ′)). (19)
The first two equalities follow from that fact that δ ∈ [0, 1] and NP (g(λ)) = NP (g(λ′)). To show the
third equality, note from (5) that NP (g(λ)) = NP (g(λ′)) implies that I(g(λ)) = I(g(λ′)) and hence
J(g(λ)) = J(g(λ′)). Therefore,
AI(g(λ))(δg(λ) + (1− δ)g(λ′)) = δAI(g(λ))g(λ) + (1− δ)AI(g(λ′))g(λ′)
= δbI(g(λ)) + (1− δ)bI(g(λ′))
= bI(g(λ))
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Similarly,
AJ(g(λ))(δg(λ) + (1− δ)g(λ′)) = δAJ(g(λ))g(λ) + (1− δ)AJ(g(λ′))g(λ′)
< δbJ(g(λ)) + (1− δ)bJ(g(λ′))
= bJ(g(λ))
Thus, we have shown that I(g(λ)) = I(δg(λ) + (1 − δ)g(λ′)) = I(g(λ′)) and J(g(λ)) = J(δg(λ) +
(1− δ)g(λ′)) = J(g(λ′)), which completes the proof of (19).
Now using (19), we can equivalently write (18) as follows:
x0 − (δλ+ (1− δ)λ′)∇f(x0)− (δg(λ) + (1− δ)g(λ′)) ∈ NP (δg(λ) + (1− δ)g(λ′)).
This shows that δg(λ) + (1− δ)g(λ′) satisfies the optimality condition for g(δλ+ (1− δ)λ′), which
concludes the proof.
A.3 Proof of Theorem 2
We prove this theorem in a sequence of steps given by the next couple of lemmas. We first show
that the normal cones do not change in the strict neighborhood of x0, i.e., there exists a ball
B(x0, δ) around x0 of radius δ > 0 such that the normal cone NP (g(λ)) = NP (g(λ′)) for all
g(λ), g(λ′) ∈ B(x0, δ) \ {x0}.
Lemma 6. Let P ⊆ Rn be a polytope defined using m facet inequalities (e.g., as in (4)). Let x0 ∈ P
and we are given ∇f(x0) ∈ Rn. Let g(λ) = ΠP (x0 − λ∇f(x0)) be the parametric projections curve.
Then there exists a scalar δ > 0 such that NP (g(λ)) = NP (g(λ′)) ⊆ NP (x0), for all 0 < λ < λ′ < δ.
To prove this lemma we will need the following result which uses the fact that Euclidean projection
operator over convex sets is non-expansive (see Section 2):
‖x0 − g()‖ = ‖g(0)− g()‖ ≤ ‖x0 − (x0 − ∇f(x0))‖ = ‖∇f(x0)‖. (20)
We are now ready to prove the lemma:
Proof of Lemma 6. Let I and J denote the index-set of active and inactive constraints at x0
respectively. We will prove that any δ satisfying
0 < δ ≤ min
i∈J
bi − 〈ai,x0〉
‖ai‖‖∇f(x0)‖ , (21)
satisfies the condition stated in the lemma (J is non-empty since otherwise the polytope contains
only one point and the lemma follows trivially).
We first show that NP (g(λ)) ⊆ NP (x0) for any λ ∈ (0, δ). Indeed, for any j ∈ J (so that
〈aj ,x0〉 < bj), we have
〈aj , g(λ)〉 = 〈aj ,x0 + g(λ)− x0〉
≤ 〈aj ,x0〉+ ‖aj‖‖g(λ)− x‖ by Cauchy-Schwartz inequality (22)
≤ 〈aj ,x0〉+ λ‖aj‖‖∇f(x0)‖ by non-expansivity of projections (20) (23)
< 〈aj ,x0〉+ δ‖aj‖‖∇f(x0)‖ since λ ∈ (0, δ) (24)
≤ bj choice of δ in (21). (25)
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This shows that the inactive constraints at x0 remain inactive at g(λ) for any 0 < λ < δ, i.e.,
NP (g(λ)) ⊆ NP (x0). What remains to show is that active constraints at g(λ) are the same as active
constraints at g(λ′), i.e., for any i ∈ I, we have 〈ai, g(λ)〉 = bi if and only if 〈ai, g(λ′)〉 = bi for
0 < λ < λ′ < δ. To show that, we only need to show colinearity of g(λ), g(λ′),x0, i.e.,
g(λ′) = x0 +
λ′
λ
(g(λ)− x0) := z, (26)
since this implies
〈ai,x0 − g(λ)〉 = 0⇐⇒
〈
ai,x0 − g(λ′)
〉
= 0⇐⇒ 〈ai, g(λ′)〉 = bi ⇐⇒ 〈ai, g(λ)〉 = bi.
Let us now prove colinearity of g(λ), g(λ′),x0 (26) by showing z is feasible and satisfies first-order
optimality at λ′:
(a) Feasibility: We claim x0 + λ
′
λ (g(λ)− x0) ∈ P .
Proof. Any inactive constraint j ∈ J remains inactive, since:〈
aj ,x0 +
λ′
λ
(g(λ)− x0)
〉
≤ 〈aj ,x0〉+ λ
′
λ
‖aj‖‖g(λ)− x0‖ ≤ 〈aj ,x0〉+ λ′‖aj‖‖∇f(x0)‖ < bj
where the last inequality uses λ′ < δ. Each active constraint i ∈ I also remains feasible, since
〈ai,x0 + (g(λ)− x0)〉 = 〈ai, g(λ)〉 ≤ bi =⇒ 〈ai, g(λ)− x0〉 ≤ 0.
Multiplying the last inequality with λ
′
λ > 0, and adding 〈ai,x0〉 = bi, we get:〈
ai,x0 +
λ′
λ
(g(λ)− x0)
〉
≤ bi.
(b) First-order Optimality: We claim that z = x0 + λ
′
λ (g(λ)−x0) satisfies first-order optimality
for projection at λ′.
Proof. Suppose for a contradiction, there exists some y ∈ P with〈
x0 − λ′∇f(x0)− z,y − z
〉
> 0 (27)
=
〈
x0 − λ′∇f(x0)−
(
x0 +
λ′
λ
(g(λ)− x0)
)
,y −
(
x0 +
λ′
λ
(g(λ)− x0)
)〉
> 0 (28)
⇔λ
′
λ
〈
x0 − λ∇f(x0)− g(λ),y +
(
λ′
λ
− 1
)
x0 − λ
′
λ
g(λ)
〉
> 0 (29)
⇔
(
λ′
λ
)2〈
x0 − λ∇f(x0)− g(λ), λ
λ′
y +
(
1− λ
λ′
)
x0 − g(λ)
〉
> 0. (30)
Observe that λλ′y+
(
1− λλ′
)
x0 ∈ P since λλ′ ∈ (0, 1). This contradicts the first-order optimality
condition of g(λ):
〈x0 − λ∇f(x0)− g(λ), z− g(λ)〉 ≤ 0 ∀z ∈ P.
The claim follows from colinearity of g(λ), g(λ′) and x0.
Since λ, λ′ ∈ (0, δ) were arbitrary in the above proof, we get the following corollary:
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Corollary 1. Let P ⊆ Rn be a polytope defined using m facet inequalities (e.g., as in (4)). Let
x0 ∈ P and we are given ∇f(x0) ∈ Rn. Let g(λ) = ΠP (x0 − λ∇f(x0)) be the parametric projections
curve. Then, there exists a scalar δ > 0 such that
g(λ) = ΠP (x0 − λ∇f(x0)) = x0 + λdΠx0 for all λ ∈ [0, δ).
Proof. We have shown in Lemma 6 there exists a scalar δ > 0 such that g(λ), g(λ′) and x0 are
co-linear for all 0 < λ < λ′ < δ. In other words, this is equivalent to saying that g(λ) = x0 + λd for
all λ ∈ [0, δ), where d = g(λ′)−x0λ′ ∈ Rn for an arbitrary λ′ ∈ (0, δ) (see (26)). Now, the result follows
by definition of the directional derivative:
dΠx0 = lim↓0
ΠP (x0 − ∇f(x0))− x0

= lim
↓0
g()− x0

=
g(λ′)− x0
λ′
= d. (31)
We will also need the following lemma to prove Theorem 2. So far, we have shown that equal
normal cones at g(λ) and g(λ′) imply linear curve between these (Lemma 2). There exists some δ > 0
such that normal cones up to g(λ) (λ < δ) do not change around x0 (Lemma 6), and projections
form a line from x0 to g(δ) (Corollary 1). We next show the converse: if projections do form a line
emanating from x0 up to some g(θ), then the normal cones up to g(λ) (λ < θ) must also be the
same. (This means that θ ≥ δ.)
Lemma 7. Let P ⊆ Rn be a polytope defined using m facet inequalities (e.g., as in (4)). Let x0 ∈ P
and we are given ∇f(x0) ∈ Rn. Let g(λ) = ΠP (x0 − λ∇f(x0)) be the parametric projections curve.
Suppose the projections curve is linear from x0 up to g(δ) for some δ ≥ 0, i.e.:
g(λ) = ΠP (x0 − λ∇f(x0)) = x0 + λd for all λ ∈ [0, δ],
for some direction d ∈ Rn. Then, NP (g(λ)) = NP (g(λ′)) ⊆ NP (x0), for all 0 < λ < λ′ < δ.
Proof. Let I and J denote the index-set of active and inactive constraints at x0 respectively.
Fix λ, λ′ ∈ (0, δ) and let λ′ > λ. We will show that NP (g(λ)) = NP (g(λ′)) ⊆ NP (x0) for all
0 < λ < λ′ < δ. Our first claim is that since λ′ < δ, inactive constraints at x0 must remain
inactive (claim (a)), and second, we use the fact that the projection is linear to show that the active
constraints are maintained at all λ, λ′ ∈ (0, δ) (claim (b)).
(a) Inactive constraints remain inactive: We show that AJg(λ) < bJ and AJg(λ′) < bJ
(component-wise). Since x0 + δd ∈ P ,
AJg(δ) = AJ(x0 + δd) ≤ bJ
which implies that AJd ≤ bJ−AJx0δ . Now, for any λ < δ, we have
AJg(λ) = AJ(x0 + λd) ≤ AJx0 + λbJ −AJx0
δ
=
(
1− λ
δ
)
AJx0 + bJ
λ
δ
< bJ .
where the last (strict) inequality follows from the fact that we are taking a convex combination.
This shows AJg(λ) < bJ (component-wise) for all λ ∈ (0, δ). This implies that NP (g(λ)) ⊆
NP (x0) for all λ ∈ (0, δ).
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(b) Active constraints are maintained: We show that active constraints at g(λ) and g(λ′) are
the same. Since we know AJg(λ) < bJ , AJg(λ′) < bJ , we need to check the constraints in the
index set I, the set of active constraints at x0. Consider any i ∈ I. Since 〈ai,x0〉 = bi and
x0 + δd ∈ P (δ > 0), we know that 〈ai,d〉 ≤ 0. If 〈ai,d〉 = 0, then since g(λ) = x0 + λd, we
see that 〈ai, g(λ)〉 = bi for all λ ∈ [0, δ]. So the constraint corresponding to ai is active at both
g(λ) and g(λ′). On the other hand, if 〈ai,d〉 < 0, then this constraint must become inactive
at g(λ), for any λ > 0, i.e., we have
〈ai, g(λ)〉 = 〈ai,x0 + λd〉 < bi,
and therefore, any constraint in I inactive at g(λ) must also be inactive at g(λ′).
We have thus shown that the set of active constraints are the same, i.e. NP (g(λ)) = NP (g(λ′)) ⊆
NP (x0), for all λ, λ′ ∈ (0, δ).
So far, we have shown that equal normal cones at g(λ) and g(λ′) imply linear curve between
these (Lemma 2). There exists some δ > 0 such that normal cones up to g(λ) (λ < δ) do not change
around x0 (Lemma 6), and projections form a line from x0 to g(δ) (Corollary 1). We have also shown
the converse: if projections do form a line emanating from x0 up to some g(θ), then the normal
cones up to g(λ) (0 < λ < θ) must also be the same and a subset of normal cone at x0. We now
show that the maximum value of θ and δ is the same, and corresponds to the maximum step-size in
the directional derivative of w = ∇f(x0) at x0. These properties together give us Theorem 2.
We are now ready to prove the following:
Theorem 2. Let P ⊆ Rn be a polytope defined using m facet inequalities (e.g., as in (4)). Let
x0 ∈ P and we are given ∇f(x0) ∈ Rn. Let g(λ) = ΠP (x0 − λ∇f(x0)) be the parametric projections
curve. Let λ−1 = max{λ | x0 + λdΠx0 ∈ P} be finite and let x1 = g(λ−1 ). We claim that
(i) NP (g(λ)) = NP (g(λ′)) ⊆ NP (x0), for all 0 < λ < λ′ < λ−1 , and
(ii) NP (x1) = NP (g(λ−1 )) ⊃ NP (g(λ)), for all λ ∈ (0, λ−1 ).
Moreover, the projections curve is given by g(λ) = x0 + λdΠx0 , for all λ ∈ [0, λ−1 ].
Proof. We now put everything together to complete the proof of Theorem 2.
Claim. We first claim that:
g(λ) = x0 + λd
Π
x0 for all λ ∈ [0, λ−1 ], (32)
which, in particular, means that x1 = g(λ−1 ) = x0 + λ
−
1 d
Π
x0 , using the definition of x1.
Pf. We know using Corollary 1 that ∃δ > 0 such that g(λ) = x0 + λdΠx0 for all λ ∈ [0, δ). Hence,
to prove the claim, we have to show g(λ) = x0 + λdΠx0 for all λ ∈ [δ, λ−1 ]. Suppose for a
contradiction that there exists some λ ∈ [δ, λ−1 ] such that g(λ) 6= x0 + λdΠx0 . Using (31), we
know that x0+λdΠx0 = x0+
λ
λ′ (g(λ
′)−x0) for any λ′ ∈ (0, δ). Then, since x0+ λλ′ (g(λ′)−x0) ∈ P ,
but g(λ) 6= x0 + λλ′ (g(λ′) − x0), by first order optimality of g(λ) it follows that there exists
some y ∈ P with〈
x0 − λ∇f(x0)−
(
x0 +
λ
λ′
(g(λ′)− x0)
)
,y −
(
x0 +
λ
λ′
(g(λ′)− x0)
)〉
> 0
⇔ λ
λ′
〈
x0 − λ′∇f(x0)− g(λ′),y +
(
λ
λ′
− 1
)
x0 − λ
λ′
g(λ′)
〉
> 0
⇔
(
λ
λ′
)2〈
x0 − λ′∇f(x0)− g(λ′), λ
′
λ
y +
(
1− λ
′
λ
)
x0 − g(λ′)
〉
> 0.
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Observe that λ
′
λ y+
(
1− λ′λ
)
x0 ∈ P since λ′λ ∈ (0, 1). This contradicts the first-order optimality
condition of g(λ′), i.e. 〈x0 − λ∇f(x0)− g(λ′), z− g(λ′)〉 ≤ 0∀ z ∈ P, and concludes the proof.
We can now complete the proof of the theorem as follows.
Case (i) Since, g(λ) = x0 + λdΠx0 for all λ ∈ [0, λ−1 ], it follows from Lemma 7 that NP (g(λ)) =
NP (g(λ
′)) ⊆ NP (x0) for all 0 < λ < λ′ < λ−1 . This shows that (i) in Theorem 2 holds.
Case (ii) Note that I(g(λ)) ⊆ I(x0) for any λ ∈ [0, λ−1 ) by property (i). Therefore, for any i ∈ I(g(λ)),
we have
〈ai, g(λ)〉 =
〈
ai,x0 + λd
Π
x0
〉
= bi =⇒
〈
ai,d
Π
x0
〉
= 0
=⇒ 〈ai,x1〉 =
〈
ai,x0 + λ
−
1 d
Π
x0
〉
= bi,
and so the constraint corresponding to ai (which is active at g(λ)) is also active at x1. We
have thus shown that NP (g(λ)) ⊆ NP (x1) for all λ ∈ (0, λ−1 ).
We will now show that this containment is strict, i.e. there is at least one constraint that
is active at x1 but is not active at g(λ) for all λ ∈ (0, λ−1 ). Note that since dΠx0 is a feasible
direction at x0, we have
〈
ai,d
Π
x0
〉 ≤ 0 for all i ∈ I(x0). Thus, it follows that the maximum
step size in which we can move along dΠx0 is given by
λ−1 = min
j∈J :
〈aj ,dΠx0〉>0
bj − 〈aj ,x0〉〈
aj ,dΠx0
〉 , (33)
where the feasible set of the above problem is non-empty, since otherwise this would imply
that dΠx0 is a recessive direction (i.e. direction of unboundedness), contradicting the fact that
P is a polytope. Let j∗ be any optimal index to the optimization problem in (33), where
〈aj∗ ,x1〉 = bj∗ . Now, for any λ ∈ (0, λ−1 )
〈aj∗ , g(λ)〉 =
〈
aj∗ ,x0 + λd
Π
x0
〉
<
〈
aj∗ ,x0 + λ
−
1 d
Π
x0
〉
(choice of λ and
〈
aj∗ ,d
Π
x0
〉
> 0)
= bj∗ ,
implying that the constraint aj∗ is not active at g(λ). Thus, we have NP (g(λ)) ⊂ NP (x1) for
all λ ∈ (0, λ−1 ), which shows property (ii) in Theorem 2.
A.4 Proof of Theorem 3
Theorem 3. Let P ⊆ Rn be a polytope defined using m facet inequalities (e.g., as in (4)). Let
xi−1 ∈ P be the ith breakpoint in the projections curve g(λ) = ΠP (x0 − λ∇f(x0)), with xi−1 = x0
for i = 1. Suppose we are given λ+i−1 ∈ R so that it is the maximum λ such that g(λ) = xi−1. Let
λ−i = λ
+
i−1 + max{δ : xi−1 + δdΠxi−1(∇f(x0)) ∈ P}. If dΠxi−1(∇f(x0)) = 0, then limλ→∞ g(λ) = xi−1
is the end point of the projections curve g(λ). Otherwise, we claim that the projections curve is linear
between λ+i−1 and λ
−
i , i.e., g(δλ
+
i−1 + (1− δ)λ−i ) = δg(λ+i−1) + (1− δ)g(λ−i ) for δ ∈ [0, 1]. Moreover,
the next breakpoint in the curve occurs at xi := g(λ−i ). Further, let λ
+
i := max{λ : g(λ) = xi}. We
show that properties (i), (ii) and (iii) hold for their respective normal cones for λ, λ′ ∈ (λ+i−1, λ−i ).
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Proof. To prove this theorem, we first consider the case when dΠxi−1(∇f(x0)) 6= 0. We next claim
the following invariance property of projections:
Claim 1. Invariance: We claim that first linear segment of the projection curve starting at the
i− 1th breakpoint xi−1 with respect to any vector w is the same as the ith piecewise linear segment
of the projection curve starting from x0 with respect to w. Suppose w = ∇f(x0), the invariance
property we would like to show is:
g˜(λ) := ΠP (xi−1 − (λ− λ+i−1)∇f(x0)) = g(λ) for λ ∈ [λ+i−1, λ−i ]. (34)
Pf. Fix a non-negative scalar λ ∈ [λ+i−1, λ−i ] and suppose for a contradiction that g˜(λ) = z and
g(λ) = y where z 6= y. Then, since z is not the projection g(λ) = ΠP (x0 − λ∇f(x0)), we know
there exists z˜ ∈ P :
〈x0 − λ∇f(x0)− z, z˜− z〉 > 0 (35)
⇒ 〈x0 − λ+i−1∇f(x0)− xi−1, z˜− z〉+ 〈xi−1 − (λ− λ+i−1)∇f(x0)− z, z˜− z〉 > 0
⇒ 〈x0 − λ+i−1∇f(x0)− xi−1, z˜− z〉 > 0 (36)
⇒ 〈x0 − λ+i−1∇f(x0)− xi−1, z˜− xi−1〉+ 〈x0 − λ+i−1∇f(x0)− xi−1,xi−1 − z〉 > 0,
⇒ 〈x0 − λ+i−1∇f(x0)− xi−1,xi−1 − z〉 > 0, (37)
where (36) follows by first-order optimality at z, and (37) follows by first-order optimality at xi−1.
Using Theorem 2 with the projections curve starting at xi−1 with parameter θ = (λ− λ+i−1), we
have
g˜(θ + λ+i−1) := ΠP (xi−1 − θ∇f(x0)) = xi−1 + θdΠxi−1(∇f(x0)), for all θ ∈ [0, λ−i − λ+i−1], (38)
where recall that dΠxi−1(∇f(x0)) is the directional derivative at xi−1 with respect to the direction
given by ∇f(x0):
dΠxi−1(∇f(x0)) = lim↓0
Πp(xi−1 − ∇f(x0))− xi−1

.
Thus, using this fact in (38), we have〈
x0 − λ+i−1∇f(x0)− xi−1,xi−1 − z
〉
=
〈
x0 − λ+i−1∇f(x0)− xi−1,xi−1 − g˜(λ)
〉
=
〈
x0 − λ+i−1∇f(x0)− xi−1,−(λ− λ+i−1)dΠxi−1(∇f(x0))
〉
> 0 for λ > λ+i−1
⇒
〈
x0 − λ+i−1∇f(x0)− xi−1,dΠxi−1(∇f(x0))
〉
<0
Recalling that λ+i−1 = max{λ | g(λ) = xi−1} (i.e. g(λ+i−1 + ) 6= xi−1 for all  > 0), this gives
a contradiction since
〈
x0 − λ+i−1∇f(x0)− xi−1,dΠxi−1(∇f(x0))
〉
= 0 by the definition of the
orthogonal projection and dΠxi−1(∇f(x0)).
Now, Claim 1 (34) and (38) imply that g˜(λ) = xi−1 + (λ − λ+i−1)dΠxi−1(∇f(x0)) = g(λ) for
λ ∈ [λ+i−1, λ−i ]. This shows that the projections curve is linear between λ+i−1 and λ−i . Moreover, using
Theorem 2 with characterization in (38), we immediately have that xi = g(λ−i ) and NP (g(λ)) =
NP (g(λ
′)) ⊆ NP (xi−1), for all λ+i−1 < λ < λ′ < λ−i .
Claim 2: Drop in normal cone: If λ−i−1 < λ
+
i−1, then we further claim that this containment
has to be strict, i.e., NP (g(λ)) ⊂ NP (xi−1) for λ ∈ (λ+i−1, λ−i ).
29
Pf. Suppose for a contradiction that NP (g(λ)) = NP (xi−1) for some λ+i−1 < λ < λ
−
i . Using Lemma 2
(linearity of projections), we know that g(λ+i−1) = δg(λ
−
i−1)+(1−δ)g(λ˜) for δ =
λ+i−1−λ−i−1
λ−i −λ−i−1
∈ (0, 1).
But this is a contradiction since g(λ+i−1) = g(λ
−
i−1) = xi−1 and g(λ˜) 6= xi−1 as dΠxi−1(∇f(x0)) 6= 0.
This shows that properties (i) and (ii) hold. Moreover, property (iii) immediately holds using
(ii) in Theorem 2 with (λ− λ+i−1) in place λ and g(λ+i−1) in place of x0.
Now, suppose that dΠxi−1(∇f(x0)) = 0. Therefore, it follows that −∇f(x0) ∈ NP (xi−1), i.e.
〈−∇f(x0), z− xi−1〉 ≤ 0 for all z ∈ P . We will now show that this implies that g(λ) = xi−1 for all
λ ≥ λ+i−1, so that xi−1 is indeed endpoint of the curve. Using the first-order optimality condition of
g(λ+i−1) = xi−1 we have 〈
x0 − λ+i−1∇f(x0)− xi−1, z− xi−1
〉 ≤ 0 ∀z ∈ P.
Using the fact that 〈∇f(x0), z− xi−1〉 ≤ 0 for all z ∈ P and λ ≥ λ+i−1, we get
〈x0 − λ∇f(x0)− xi−1, z− xi−1〉 ≤ 0 ∀z ∈ P.
so that xi−1 satisfies the first-order optimality condition for g(λ). Thus, the result follows.
This proof gives a constructive approach for computing the different linear segments of g(λ),
where given a current breakpoint xi−1, the next segment of the curve is obtained by computing the
directional derivative at xi−1 with respect to the direction given by ∇f(x0).
A.5 Proof of Theorem 4
Theorem 4 (Bound on breakpoints in parametric projection curve). Let P ⊆ Rn be a polytope, with
m facet inequalities (e.g., as in (4)) and fix x ∈ P . Then, the procedure Trace(x,∇f(x)) is correct
and traces the projection piecewise linear curve g(λ) = ΠP (x− λ∇f(x)). Moreover, it terminates in
at most O(2m) steps.
Proof. Fix x ∈ P and consider the procedure Trace(x,∇f(x)). The fact that Trace(x,∇f(x))
correctly traces the curve g(λ) = ΠP (x − λ∇f(x)) follows from the constructive proof given for
Theorem 3. Moreover, upon termination there are two things that can happen: (i) the line-search
evaluates to a step-size that is not maximal in one of the segments of g(λ), (ii) we reach the end
point of the curve v∗ = limλ→∞ g(λ) (as defined in Theorem 5). At this point, we know that
−∇f(x) ∈ NP (v∗). Recall that for any x ∈ P , we can compute the directional derivative using a
single projection:
dΠx =
ΠP (x− ∇f(x))− x

,
where  is sufficiently small. Thus, when recomputing the directional derivative in the subsequent
iteration:
ΠP (v
∗ − ∇f(x))− v∗

=
v∗ − v∗

= 0,
where  is again sufficiently small. The second equality above follows from the definition of v∗ and
Lemma 1. This proves the correctness of the termination criterion given in Algorithm 1.
Once the curve leaves the interior of a face, it can no longer visit the face again. This is because
equivalence of normal cones at two projections implies the projections curve is linear between the
two points (Lemma 2). Therefore, the number of breakpoints can be at most the number of faces,
i.e., O(2m).
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B Missing Proofs for Section 4 on Descent Directions
B.1 Proof of Lemma 3
Lemma 3 (Local Optimality of Shadow Steps). Let P be a polytope defined as in (4) and let x ∈ P
with gradient ∇f(x). Let y be any feasible direction at x, i.e., ∃γ > 0 s.t. x+ γy ∈ P . Then〈
−∇f(x), d
Π
x
‖dΠx ‖
〉2
= ‖dΠx ‖2 ≥
〈
dΠx ,
y
‖y‖
〉2
≥
〈
−∇f(x), y‖y‖
〉2
. (10)
Proof. We prove the result using first-order optimality of projections. First, observe that we can
uniquely decompose −∇f(x) = p − ∇f(x)P such that 〈−∇f(x)P ,p〉 = 0, where ∇f(x)P is the
component of ∇f(x) projected onto the cone of feasible directions at x, and p is the orthogonal
component. Recall from Section 2 that dΠx = arg mind{‖ − ∇f(x)− d‖2 : AI(x)d ≤ 0}, and so by
definition we have −∇f(x)P = dΠx . Therefore,
〈−∇f(x),dΠx 〉 = ‖dΠx ‖2. This gives the first equality
in (10).
We will now show that 〈
dΠx ,y
〉 ≥ 〈−∇f(x),y〉 . (39)
To do that, we recall the first-order optimality condition for g(λ) = ΠP (x− λ∇f(x)) for λ > 0:
〈g(λ)− x+ λ∇f(x), z− g(λ)〉 ≥ 0 ∀ z ∈ P.
Using Theorem 2, we know that there exists some scalar λ− such that g(λ) = x + λdΠx for any
0 < λ < λ−. Hence, for any such λ ∈ (0, λ−), the first-order optimality condition becomes:〈
x+ λdΠx − x+ λ∇f(x), z− x− λdΠx
〉
= λ
〈
dΠx +∇f(x), z− x− λdΠx
〉 ≥ 0, (40)
for all z ∈ P . Note that the above equation holds for any z ∈ P and λ ∈ (0, λ−).
Since, x + γy ∈ P , it follows that x + λ¯y is also in P , where λ¯ = min{λ−/2, γ}. Thus,
since λ¯ ∈ (0, λ−) and x + λ¯y ∈ P , we can plug in λ¯ for λ and x + λ¯y for z in (40) to obtain
λ¯2
〈
dΠx +∇f(x),y − dΠx
〉 ≥ 0. Thus, using the fact that 〈−∇f(x),dΠx 〉 = ‖dΠx ‖2, this implies〈
dΠx ,y
〉 ≥ ‖dΠx ‖2 + 〈−∇f(x),y − dΠx 〉 = 〈−∇f(x),y〉
as claimed in (39).
We can now complete the proof using (39) as follows〈
−∇f(x), d
Π
x
‖dΠx ‖
〉2
= ‖dΠx ‖2 (definition of dΠx )
≥
〈
dΠx ,
y
‖y‖
〉2
(Cauchy-Schwartz)
≥
〈
−∇f(x), y‖y‖
〉2
, (using (39))
which concludes the proof.
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B.2 Proof of Lemma 4
Lemma 4 (Primal gap estimate). Let P be a polytope defined as in (4) and fix x ∈ P . Let
g(λ) = ΠP (x− λ∇f(x)) be the curve parameterized by the step-size λ. Then, ‖dΠx ‖ = 0 if and only
if x = x∗, where x∗ = arg minx∈P f(x).
Proof. First assume that ‖dΠx ‖ = 0 so that dΠx = 0. From (31) in Corollary 1, we know that
dΠx =
g()−x
 for  > 0 sufficiently small. Hence, the assumption that d
Π
x = 0 implies that g() = x.
Using the first-order optimality of g() we have
〈x− ∇f(x)− g(), z− g()〉 ≤ 0 ∀z ∈ P.
However, since g() = x, this becomes
〈−∇f(x), z− x〉 ≤ 0 ∀z ∈ P.
In other words, this is equivalent to saying −∇f(x) ∈ NP (x), so that x = x∗.
Conversely suppose that x = x∗. Then, it follows that −∇f(x) ∈ NP (x). Using Lemma 1, this
implies that g(λ) = x for all λ > 0. Since from (8) we know that dΠx =
g()−x
 for  > 0 sufficiently
small, it follows that dΠx = 0. Thus, ‖dΠx ‖ = 0 as desired.
B.3 Relating projections to FW vertices
Theorem 5 (Optimism in Frank-Wolfe Vertices). Let P ⊆ Rn be a polytope and let x ∈ P . Let
g(λ) = ΠP (x − λ∇f(x)) for λ ≥ 0. Then, the end point of this curve is: limλ→∞ g(λ) = v∗ =
arg minv∈F ‖x − v‖2, where F = arg minv∈P 〈∇f(x),v〉, i.e., the face of P that minimizes the
gradient ∇f(x). In particular, if F is a vertex, then limλ→∞ g(λ) = v∗ is the Frank-Wolfe vertex.
Proof. If ∇f(x) = 0, then g(λ) = x for all λ ∈ Rn, and the theorem holds trivially. We therefore
assume that ∇f(x) 6= 0. Let xi ∈ P be the ith breakpoint in the projections curve g(λ) =
ΠP (x0−λ∇f(x0)), with xi = x for i = 0. Using Theorem 4, we know that the number of breakpoints
curve k ≤ 2m. Consider the last breakpoint xk in the curve and let λ−k = min{λ ≥ 0 | g(λ) = xk}.
We will now show that xk = v∗.
(i) We first show that xk ∈ F , i.e. −∇f(x) ∈ NP (xk). Suppose for a contradiction that this not
true. Then there exists some z ∈ P such that 〈−∇f(x), z− xk〉 > 0. Consider any scalar λ¯
satisfying λ¯ > max{− 〈x−xk,z−xk〉〈−∇f(x),z−xk〉 , λ
−
k }. Then, using the choice of λ¯ we have
〈x− xk, z− xk〉+ λ¯ 〈−∇f(x), z− xk〉 > 0
=⇒ 〈x− xk − λ¯∇f(x), z− xk〉 > 0.
Now, since g(λ) = xk for λ ≥ λ−k , we know that g(λ¯) = xk. Thus, the above equation could be
written as 〈
x− λ¯∇f(x)− g(λ¯), z− g(λ¯)〉 > 0,
which contradicts the first-order optimality for g(λ¯).
(ii) We will now show that xk is additionally the closest point to x in `2 norm. Again, suppose
for contradiction that this not true. Let  := ‖xk − v∗‖ > 0. First, note that by definition,
g(λ) = arg miny∈P
{‖x−y‖2
2λ + 〈∇f(x),y〉
}
for any λ > 0. Then, since g(λ−k ) = xk we have
‖x− xk‖2
2λ−k
+ 〈∇f(x),xk〉 ≤ ‖x− z‖
2
2λ−k
+ 〈∇f(x), z〉 , ∀z ∈ P . (41)
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Moreover, the first-order optimality condition for v∗ (for minimizing ‖x − y‖2 over y ∈ F )
implies 〈v∗ − x, z− v∗〉 ≥ 0 for all z ∈ F . In particular, (v∗ − x)T (xk − v∗) ≥ 0 since xk ∈ F .
Therefore,
‖x− v∗‖2 + ‖xk − v∗‖2 = ‖x‖2 + 2‖v∗‖2 − 2xTv∗ + ‖xk‖2 − 2xTk v∗ (42)
= ‖xk − x‖2 − 2(v∗ − x)T (xk − v∗) (43)
≤ ‖xk − x‖2. (44)
But then, since xk ∈ F , we know that 〈∇f(x),xk〉 = 〈∇f(x),v∗〉, which implies
‖x− v∗‖2
2λ−k
+ 〈∇f(x),v∗〉 ≤ ‖xk − x‖
2 − ‖xk − v∗‖2
2λ−k
+ 〈∇f(x),v∗〉 (using (44))
=
‖xk − x‖2 − 
2λ−k
+ 〈∇f(x),v∗〉 (‖xk − v∗‖ = )
<
‖xk − x‖2
2λ−k
+ 〈∇f(x),xk〉 , ( > 0)
contradicting optimality of xk (41).
B.4 Connecting Shadow-steps to Away-steps
Lemma 5 (Away-Steps). Let P be a polytope defined as in (4) and fix x ∈ P . Let F = {z ∈ P :
AI(x)z = bI(x)} be the minimal face containing x. Further, choose δmax = max{δ : x− δdΠx ∈ P}
and consider the maximal backward away point ax = x − δmaxdΠx . Then, ax lies in F and the
corresponding away-direction is simply x− ax = δmaxdΠx .
We first recall this result from Bashiri and Zhang [3]:
Lemma 8 (Best away vertex, [3]). Let P be a polytope defined as in (4) and fix x ∈ P . Let F =
{z ∈ P : AI(x)z = bI(x)} be the minimal face containing x and define A := {v ∈ vert(P ) : v ∈ F}
to be the set of vertices in F . Also, let
S(x) := {S : S ⊆ vert(P ) | x is a proper convex combination of all the elements in S}
be the set of all possible active sets for x. Then,
max
v∈A
〈∇f(x),v〉 = max
S∈S(x)
max
v∈S
〈∇f(x),v〉 .
Proof. For the first direction, we claim that any S ∈ S(x) must be contained in A = vert(F ). Let
S ∈ S(x). Then, we can write x = ∑v∈S αvv, where αv ∈ (0, 1) and ∑v∈S αv = 1. Fix y ∈ S and
let z := 11−αy
∑
v∈S\{y} αvv ∈ P . Then, x = αyy + (1 − αy)z. Now, if 〈ai,x〉 = bi, then the fact
that 〈ai, z〉 ≤ bi implies that 〈ai,y〉 = bi, so that y ∈ A.
Conversely, we claim that any v ∈ A lies in some S ∈ S(x). Let v ∈ A. Consider zα = 11−α(x−αv)
for α ∈ (0, 1). First, if 〈ai,x〉 = bi (i.e. i ∈ I(x)), since we have 〈ai,v〉 = bi by choice of v, it follows
that 〈ai, zα〉 = bi. Otherwise, if 〈ai,x〉 < bi (i.e. i ∈ J(x)) then limα↓0 〈ai, zα〉 = 〈ai,x〉 < bi. Thus,
since we have a finite number of constraints, we can ensure that 〈ai, zα∗〉 ≤ bi for all i ∈ J(x), where
α∗ is sufficiently small. Thus, we have shown we can write xt = (1− α∗)zα∗ + α∗v, where zα∗ ∈ P .
Therefore, there exists some active S ∈ S(xt) containing v.
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Proof of Lemma 5. First, if δmax = 0, then at = xt, and the result holds trivially. Now assume
that δmax > 0. By definition of dΠx , we know that AI(x)dΠx ≤ 0. Hence, since −dΠx is also feasible, it
follows that we must have AI(x)dΠx = 0. This then implies that AI(x)ax = AI(x)(x − δmaxdΠx ) =
AI(x)x = bI(x). Thus, we have ax ∈ F . Moreover, in the proof of the previous lemma (Lemma 8),
we show that the vertices of F in fact form all possible away steps. The result then follows.
C Missing Proofs for Section 5
C.1 Proof of Theorem 6
Theorem 6. Let φ : D → R be a mirror map that is strongly convex and differentiable, and assume
that the directional derivative dφX(t) exists for all t ≥ 0. Then, the dynamics for mirror descent (11)
are equivalent to the shadow dynamics X˙(t) = dφX(t) with the same initial conditions X(0) = x0 ∈ P .
Proof. Consider the dynamics given in (11). Using the chain rule we know that
X˙(t) =
d
dt
∇φ∗(Z(t)) =
〈
∇2φ∗(Z(t)), Z˙(t)
〉
=
〈∇2φ∗(Z(t)),−∇f(X(t))〉 .
By definition, the directional derivative of ∇φ∗ with respect to the direction −∇f(X(t)) is given by
(see for example [24])
∇2−∇f(X(t))φ(Z(t)) := lim
↓0
∇φ∗(Z(t)− ∇f(X(t)))−∇φ∗(Z(t))

=
〈∇2φ∗(Z(t)),−∇f(X(t))〉
Hence, using this fact we have
X˙(t) =
〈∇2φ∗(Z(t)),−∇f(X(t))〉
= lim
↓0
∇φ∗(Z(t)− ∇f(X(t)))−∇φ∗(Z(t))

= lim
↓0
∇φ∗(Z(t)− ∇f(X(t)))−X(t)

(using ODE definition in (11))
Since φ is differentiable on the image of ∇φ∗, it is known that ∇φ = (∇φ∗)−1 (in particular, from
the duality of φ and φ∗ we know that x = ∇φ∗(x˜) if any only x˜ = ∇φ(x); see Theorem 23.5 in [29]).
Moreover, by definition of the mirror descent ODE given in (11), we have X(t) = ∇φ∗(Z(t)). Using
these facts we get Z(t) = (∇φ∗)−1(X(t)) = ∇φ(X(t)). Thus,
X˙(t) = lim
↓0
∇φ∗(∇φ(X(t))− ∇f(X(t)))−X(t)

= dφX(t)
which coincides with dynamics for moving in the shadow of the gradient given in (12).
C.2 Proof of Theorem 7
C.2.1 Preliminaries need for the proof
Recall that x∗ = arg minx∈P f(x) denotes the constrained optimal solution. Consider an iterative
descent scheme of the form xt+1 = xt + γtdt. First, to obtain a measure of progress, consider the
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smoothness inequality given in Section 2 with y← xt+1 and x← xt:
f(xt+1) ≤ f(xt) + 〈∇f(xt),xt+1 − xt〉+ L
2
‖xt+1 − xt‖2 (45)
= f(xt) + γt 〈∇f(xt),dt〉+ Lγ
2
t
2
‖dt‖2 (46)
Let γmaxt = max{δ | x + δdt ∈ P}. Now consider the step-size γdt := 〈−∇f(xt),dt〉L‖dxt‖2 minimizing the
RHS of the inequality above and suppose that γdt ≤ γmaxt . Then, plugging in γdt in (46) and
rearranging we have
h(xt)− h(xt+1) = f(xt)− f(xt+1) ≥ 〈−∇f(xt),dt〉
2
2L‖dt‖2 . (47)
It is important to note that γdt is not the step-size we obtain from line-search. It is just used as
means to lower bound the progress obtained from the line-search step.
We also need a measure of how far are we from the optimal solution, i.e. h(xt) := f(xt)− f(x∗).
Consider the strong convexity inequality given in Section 2 with y← xt + γ(x∗ − xt) and x← xt:
f(xt + γ(x
∗ − xt))− f(xt) ≥ γ 〈∇f(xt),x∗ − xt〉+ µγ
2‖x∗ − xt‖2
2
.
The RHS is convex in γ and is minimized when γ∗ = 〈−∇f(xt),x
∗−xt〉
µ‖x∗−xt‖2 . Plugging γ
∗ in the above
expression and re-arranging we obtain
f(xt + γ(x
∗ − xt))− f(x∗) ≤ 〈−∇f(xt),x
∗ − xt〉2
2µ‖x∗ − xt‖2 .
As the LHS is independent of γ, we can set γ = 1, which gives
h(xt) := f(xt)− f(x∗) ≤ 〈−∇f(xt),x
∗ − xt〉2
2µ‖x∗ − xt‖2 . (48)
Another measure of optimality that we will use is the Wolfe Gap:
h(xt) := f(xt)− f(x∗) ≤ 〈−∇f(xt),x∗ − xt〉 ≤ max
v∈P
〈−∇f(xt),v − xt〉 . (49)
where the first inequality uses the convexity of f .
The next component needed for the proof is a dual gap bound on h(xt) using dΠxt . This is readily
done through Lemma 3: by plugging in x∗ − xt for y in (10) we obtain〈
−∇f(xt),
dΠxt
‖dΠxt‖
〉2
≥
〈
−∇f(xt), x
∗ − xt
‖x∗ − xt‖
〉2
≥ 2µh(xt), (50)
where the last inequality follows from (48).
Finally, we will invoke the following theorem in the global linear convergence proof of Theorem 8
and Theorem 7:
Theorem 9 (Theorem 5 in [30]). Consider the problem minx∈X f(x), where X ⊆ Rn is a convex
and compact domain, and f : X → R is L-smooth and µ-strongly convex over X . Further, consider
the projected gradient descent (PGD) algorithm with a fixed step-size of 1/L:
xt+1 := ΠX (xt −∇f(xt)/L). (51)
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Then the primal gap h(xt) := f(xt)− f(x∗) of the PGD algorithm decreases geometrically:
h(xt+1) ≤
(
1− µ
L
)
h(xt) (52)
with each iteration of the PGD algorithm.
We now give a proof of this result for completeness. First, we need the following lemma for the
proof:
Lemma 9 (Lemma 1 in [30]). Let X ⊆ Rn be a convex and compact domain and suppose that
f : X → R is L-smooth and µ-strongly convex over X . For any x ∈ X and c ∈ R, define
D(x, c) := −2cmin
y∈X
{
〈∇f(x),y − x〉+ c
2
‖y − x‖2
}
.
Then, we have D(x, L) ≥ D(x, µ) for all x ∈ X .
Proof. Fix any x ∈ X . Therefore, by completing the square we have
D(x, c) = −min
y∈X
{
2c 〈∇f(x),y − x〉+ c2‖y − x‖2}
= min
y∈X
{‖∇f(x)‖2 − ‖∇f(x)‖2 − 2c 〈∇f(x),y − x〉 − c2‖y − x‖2}
= ‖∇f(x)‖2 −min
y∈X
‖c(y − x) +∇f(x)‖2
= ‖∇f(x)‖2 − min
y¯∈c(X−x)
‖y¯ +∇f(x)‖2,
where in the last equality we used the change of variables y¯ = c(y − x).
We claim that, since by definition µ ≤ L, we have µ(X −x) ⊆ L(X −x). Indeed, let z ∈ µ(X −x).
Then, z = µ(y− x) = L(µL(y− x)) for some y ∈ X . Since y− x ∈ X − x and 0 = x− x ∈ X − x, it
follows that µL(y − x) = µL(y − x) + (1− µL)0 ∈ X − x by the convexity of X − x and the fact that
µ ≤ L. Thus, we have z ∈ L(X − x) and the claim follows.
Now using this claim we have
D(x, L) = ‖∇f(x)‖2 − min
y¯∈L(X−x)
‖y¯ +∇f(x)‖2
≥ ‖∇f(x)‖2 − min
y¯∈µ(X−x)
‖y¯ +∇f(x)‖2 (using µ(X − x) ⊆ L(X − x))
= D(x, µ)
as desired.
Proof of Theorem 9. Let g(λ) = ΠP (x− λ∇f(x)) be the curve parameterized by the step-size
λ. Recall that by the proximal definition of the projection (see e.g., [24]) we have
g(1/L) = ΠX (xt −∇f(xt)/L) = arg min
y∈X
{
〈∇f(xt),y − xt〉+ L
2
‖y − xt‖2
}
. (53)
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We can now show the (1− µL) rate of decrease as follows:
h(xt)− h(xt+1) = f(xt)− f(xt+1) (54)
= f(xt)− f(g(1/L)) (55)
≥ −
(
〈∇f(xt), g(1/L)− xt〉+ L
2
‖g(1/L)− xt‖2
)
(56)
= −min
y∈X
{
〈∇f(xt),y − xt〉+ L
2
‖y − xt‖2
}
(57)
=
1
2L
(
−2Lmin
y∈X
{
〈∇f(xt),y − xt〉+ L
2
‖y − xt‖2
})
(58)
≥ µ
L
(
−min
y∈X
{
〈∇f(xt),y − xt〉+ µ
2
‖y − xt‖2
})
(59)
=
µ
L
(
max
y∈X
{
〈−∇f(xt),y − xt〉 − µ
2
‖y − xt‖2
})
(60)
≥ µ
L
(
〈−∇f(xt),x∗ − xt〉 − µ
2
‖x∗ − xt‖2
)
(61)
≥ µ
L
h(xt), (62)
where (56) follows from the smoothness inequality given in Section 2 applied with y← g(1/L) and
x ← xt, (57) follows from the definition of g(1/L) given in (53), (59) follows from Lemma 9, (61)
follows from the fact that x∗ ∈ X , and finally (62) follows from the strong convexity inequality given
in Section 2 applied with y← x∗ and x← xt.
C.2.2 The Proof
We are now ready to prove the following:
Theorem 7. Let P ⊆ Rn be a polytope and suppose that f : P → R is L-smooth and µ-strongly
convex over P . Then the primal gap h(xt) := f(xt) − f(x∗) of the Shadow Walk algorithm
decreases geometrically:
h(xt+1) ≤
(
1− µ
L
)
h(xt) (13)
with each iteration of the Shadow Walk algorithm (assuming Trace is a single step). Moreover,
the number of oracle calls to shadow and line-search oracles to obtain an -accurate solution is
O
(
β Lµ log(
1
 )
)
, where where β is the maximum number of breakpoints of the parametric projections
curve that the Trace method visits.
Proof. Let γt be the step size chosen by line-search and γmaxt be the maximum step size that one can
move along our chosen direction dt while maintaining feasibility. In other words, γmaxt = max{δ |
xt + δdt ∈ P}. Finally, we also note from the previous section that γdt = 〈−∇f(xt),dt〉L‖dxt‖2 is the step-size
obtained from optimizing the smoothness inequality so that we get (47). In the algorithm, we have
dt = d
Π
xt . We split the proof of convergence into two cases depending on whether γt < γ
max
t or not.
(a) Case 1: We have γt < γmaxt . In this case we can use the step-size γdt to lower bound the
progress even if γdt is not a feasible step size. To see this, note that the optimal solution of
the line-search step is in the interior of the interval [0, γmaxt ]. Define xγ := xt + γdt. Then,
because f(xγ) is convex in γ, we know that minγ∈[0,γmaxt ] f(xγ) = minγ≥0 f(xγ) and thus
minγ∈[0,γmaxt ] f(xγ) = f(xt+1) ≤ f(xγ) for all γ ≥ 0. In particular, f(xt+1) ≤ f(xγdt ).
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Hence, we can use (47) to bound the progress per iteration as follows:
h(xt)− h(xt+1) ≥
〈−∇f(xt),dΠxt〉2
2L‖dΠxt‖2
(using (47))
≥ µ
L
h(xt) (using (50))
(b) Case 2: We have a boundary case: γt = γmaxt . This is a step where we run theTrace(xt,∇f(xt))
procedure. Now, by Theorem 4, we know that Trace(xt,∇f(xt)) traces the whole curve
of g(λ) = ΠP (xt − λ∇f(xt)). Since we are doing exact line-search, we know that at the
point xt+1 := Trace(xt,∇f(xt)) we have f(xt+1) ≤ f(g(λ)) for all λ > 0. In particular,
f(xt+1) ≤ f(g(1/L)). Thus,
h(xt)− h(xt+1) = f(xt)− f(xt+1) ≥ f(xt)− f(g(1/L)),
and hence we get the same rate (1 − µL) of decrease as PGD with fixed step size 1/L using
Theorem 9.
The iteration complexity of the number of oracle calls stated in the theorem, now follows using the
above rate of decrease in the primal gap.
D Missing Proofs in Section 6
D.1 Proof of Theorem 8
Theorem 8. Let P ⊆ Rn be a polytope with diameter D and suppose that f : P → R is L-
smooth and µ-strongly convex over P . Then, the primal gap h(xt) := f(xt)− f(x∗) of Shadow-CG
decreases geometrically: h(xt+1) ≤
(
1− µ
LD2
)
h(xt), with each iteration of the Shadow-CG algorithm
(assuming Trace is a single step). Moreover, the number of shadow and line oracle calls for an
-accurate solution is O
(
(D2 + β)Lµ log(
1
 )
)
, where β is the number of breakpoints of the parametric
projections curve that the Trace method visits.
Proof. Let γt be the step size chosen by line-search and γmaxt be the maximum step size that one can
move along our chosen direction dt while maintaining feasibility. In other words, γmaxt = max{δ |
xt + δdt ∈ P}. Finally, we also note from the previous section that γdt = 〈−∇f(xt),dt〉L‖dxt‖2 is the step
size obtained from optimizing the smoothness inequality so that we get (47). In the algorithm, we
have either have dt = dΠxt or dt = d
FW
t . We split the proof of convergence into two cases depending
on whether γt < γmaxt or not.
(a) Case 1: We have γt < γmaxt . In this case we can use the step size from γdt to lower bound
the progress even if γdt is not a feasible step size. To see this, note that the optimal solution
of the line-search step is in the interior of the interval [0, γmaxt ]. Define xγ := xt + γdt. Then,
because f(xγ) is convex in γ, we know that minγ∈[0,γmaxt ] f(xγ) = minγ≥0 f(xγ) and thus
minγ∈[0,γmaxt ] f(xγ) = f(xt+1) ≤ f(xγ) for all γ ≥ 0. In particular, f(xt+1) ≤ f(xγdt ).
Hence, we can use (47) to bound the progress per iteration. We split this into two further
sub-cases depending on whether we take a FW step or a shadow step:
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(i) First suppose that we take a shadow step so that dt = dΠxt . Then we have
h(xt)− h(xt+1) ≥
〈−∇f(xt),dΠxt〉2
2L‖dΠxt‖2
(using (47))
≥ µ
L
h(xt) (using (50)).
(ii) Now suppose that dt = dFWt . Then we can bound the progress as follows:
h(xt)− h(xt+1) ≥
〈−∇f(xt),dFWt 〉2
2L‖dFWt ‖2
(using (47))
≥
〈−∇f(xt),dFWt 〉2
2LD2
≥
〈
−∇f(xt), d
Π
xt
‖dΠxt‖
〉2
2LD2
(choice of descent step)
≥ µ
LD2
h(xt) (using (50)).
This shows the rate stated in the theorem.
(b) Case 2: We have a boundary case: γt = γmaxt . We further divide this case into two sub-cases:
(i) First assume that γdt ≤ γmaxt so that the step size from smoothness is feasible. Then,
using the same argument as above we again have a worst-case geometric rate of decrease
of (1− µ
LD2
).
(ii) Now assume γdt > γmaxt . First suppose that we take a shadow step, i.e. dt = dΠxt .
Then, in this step we run the Trace(xt,∇f(xt)). Now, by Theorem 4, we know that
Trace(xt,∇f(xt)) traces the whole curve of g(λ) = ΠP (xt − λ∇f(xt)). Since we are
doing exact line-search, we know that at the point xt+1 := Trace(xt,∇f(xt)) we have
f(xt+1) ≤ f(g(λ)) for all λ > 0. In particular, f(xt+1) ≤ f(g(1/L)). Thus,
h(xt)− h(xt+1) = f(xt)− f(xt+1) ≥ f(xt)− f(g(1/L)),
and hence we get the same rate (1− µL) of decrease as PGD with fixed step size 1/L using
Theorem 9.
(iii) Finally assume that γdt > γmaxt and dt = dFWt . Observe that γdt =
〈−∇f(xt),dFWt 〉
L‖dFWt ‖2
>
γmaxt = 1 implies that
〈−∇f(xt),dFWt 〉 ≥ L‖dFWt ‖22. Hence, using the fact that γt = γmaxt
in the smoothness inequality in (46), we have
h(xt)− h(xt+1) ≥
〈−∇f(xt),dFWt 〉− L2 ‖dFWt ‖22
≥
〈−∇f(xt),dFWt 〉
2
(using γdt > γ
max
t )
≥ h(xt)
2
(using Wolfe gap (49))
Hence, we get a geometric rate of decrease of 1/2.
The iteration complexity of the number of oracle calls stated in the theorem now follows using the
above rate of decrease in the primal gap.
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