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Abstract: We are in the front of the next big step of a new generation of the 
telecommunications networks, called 5G. The 5G in still in the prepara-
tion, but the actual wide spread use is nearby. The move  toward 5G is 
not possible without use of a cloud and a virtualization. In the paper we 
are dealing with the issues how to incorporate  existing fixed networks to 
the mobile 5G network and how to use a virtualization technology when 
moving to 5G. From the example of a real telecommunication system we 
defined issues, dilemmas and suggestions when moving toward 5G net-
works using virtualization.
Keywords: NFV, OpenStack, 5G, IMS, OpenBaton
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INTRODUCTION
We are approaching the path toward a new generation of telecommunications net-
works, called 5G. These systems will have the characteristics of a powerful network-
ing-computing-storage infrastructure. The functions of such networks will be both dis-
tributed and centralized, supporting pervasive connections (both wired and mobile); 
additionally, it will be characterised by high capacity and very low latency of just a few 
milliseconds. 
Such a move toward 5G is not possible without the “softwarization” of the entire net-
work eco-system; this involves NFV (Network Function Virtualization), and SDN (Soft-
ware Defined Networks). Starting from telecommunication networks for fixed tele-
phone subscribers, such as IMS (IP Multimedia Subsystem) [1], the question is how to 
connect existing fixed networks to the mobile network and prepare them for the future 
5G network. The second question is how to use virtualization technology when moving 
to 5 G: specifically, how to virtualize network elements, both old and existing, as well 
as future elements. In this article, we will address both of these challenges: moving 
telecommunication network toward 5G and virtualization. We are interested in how 
existing IMS networks, as well as previous NGN networks, used for fixed telephony sub-
scribers, are incorporated and integrated into the 5G vision. We will use the example of 
the Iskratel SI3000 telecommunication system. Some of the issues were discussed in [2], 
but in our case, the focus and the issue are more on the transition from fixed telecom-
munication networks to 5G and on virtualization issues. 
In Chapter 2, the definition of the problem is given when moving towards virtualization 
and the transition of telecommunication networks toward 5G. Additionally, in Chapter 
3 5G, IMS and virtualization are presented. Then in Chapter 4, issues, solutions and sug-
gestions when moving toward 5G using virtualization for our system is given. Discussion 
about the presented solution is presented in Chapter 5. In the end, the conclusion is 
given in Chapter 6. 
PROBLEM DEFINITION
As stated in [3], network virtualization has been propounded as a diversifying attribute 
of the future inter-networking paradigm. By allowing multiple heterogeneous network 
architectures to cohabit on a shared physical substrate, network virtualization provides 
flexibility, promotes diversity, and promises security and increased manageability.
THE CONCEPT OF MULTIPLE CO-EXISTING NETWORKS
The idea of virtualization is not new: it is a concept based on the idea of multiple co-ex-
isting networks [3]. It has appeared in the networking literature several times in differ-
ent capacities. Authors discuss three such incarnations that are closely related to the 
concept of network virtualization. A virtual private network, also known as a VPN, is 
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a specialized virtual network that connects multiple distributed sites through tunnels 
over shared or public networks. An overlay network is yet another form of network 
virtualization which is typically implemented in the application layer, although various 
implementations at lower layers of the network stack do exist. It has been extensively 
used as a weak but effective tool to deploy new features and fixes within the Internet. 
Active and programmable networks, in contrast, are a concept that enables the custom-
ization of network elements based on service providers’ requirements.
BIRTH OF NFV
The concept and collaborative work on NFV began in October 2012 when a number 
of the world’s leading TSPs jointly authored a white paper [4] calling for industrial and 
research action. In November 2012, seven of these operators (AT&T, BT, Deutsche Tele-
kom, Orange, Telecom Italia, Telefonica, and Verizon) selected the European Telecom-
munications Standards Institute (ETSI) to be the home of the Industry Specification 
Group for NFV (ETSI ISG NFV). 
As shown by [5], network function virtualization was proposed to improve the flexi-
bility of network service provisioning and reduce the time to market for new services. 
By leveraging virtualization technologies and commercial off-the-shelf programmable 
hardware, such as general-purpose servers, storage, and switches, NFV decouples the 
software implementation of network functions from the underlying hardware.
BENEFITS OF THE VIRTUALIZATION
The basic standards for the virtualization are defined in [6], [7]. Virtualization is the 
subject of many papers, studies and research work [8], [9], [10], [5], [11], [12], [3] and 
[13]. Operators want to standardize different types of networks and, therefore, try to 
implement an industry standard for all types of network equipment: servers, switches 
and data storage, and thus the transition to a new network production environment 
that lowers costs, and increases efficiency and agility.
By decoupling network functions (NFs) [9] from the physical devices on which they run, 
NFV has the potential to lead to significant reductions in operating expenses (OPEX) and 
capital expenses (CAPEX) and facilitate the deployment of new services with increased 
agility and faster time-to-value. The NFV paradigm remains in its infancy [9], and a large 
spectrum of opportunities exists for the research community to develop new architec-
tures, systems and applications, and to evaluate alternatives and trade-offs in develop-
ing technologies for its successful deployment.
There are several other benefits of virtualization. As an emerging technology, as said in 
[5], NFV brings several challenges to network operators, such as the guarantee of net-
work performance for virtual appliances, their dynamic instantiation and migration, and 
their efficient placement. According to [12], NFV is poised to change the core structure 
of telecommunications infrastructure to be more cost-efficient. Based on this, authors 
have introduced an NFV framework. 
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DEVELOPMENT OF TELECOMMUNICATION NETWORKS 
From the historical perspective [14] 3G standards organizations were developing IP 
multimedia subsystems (IMS) to achieve seamless integration between Internet and 3G 
networks. Suggestions were also to make IMS more scalable [14]. As shown [15] the IP 
Multimedia Subsystem (IMS) defined by the 3GPP has been mainly developed and de-
ployed by telephony vendors on vendor-specific hardware. Recent advances in Network 
Function Virtualization (NFV) technology paved the way for virtualized hardware and 
telephony function elasticity. The 3GPP IMS was standardized as the service delivery 
platform for 3G networks, but it, unfortunately, does not meet several requirements for 
provisioning applications and services in 4G systems and beyond [16]. 
A distributed software architecture enabling the deployment of a single software ver-
sion on multiple cloud platforms has been proposed [15]. This is an increasingly inter-
esting topic, especially as the industry moves from 4G toward 5G mobile networks. 
As stated [17], new requirements emerge for delivering services. Network services are 
expected to be designed to allow greater flexibility. To cope with the new user require-
ments, telcos should reconceptualize their complex and monolithic network architec-
tures as more agile architectures.
USE OF VIRTUALIZATION
There are many open issues in research and discussions regarding virtualization. These 
issues are from different fields that cover the full range of possible dilemmas that vir-
tualization involves.
The basic question is the platform dilemma. The most commonly used platform is Open 
Stack [18]. However, there are also other projects. [19] is the Open Platform for NFV 
Project, which facilitates the development and evolution of NFV components across 
various open source ecosystems. Through system level integration, deployment and 
testing, OPNFV creates a reference NFV platform to accelerate the transformation of 
enterprise and service provider networks. 
IMS is the topic for the research of virtualization in many cases [17]. In [20] FOKUS Open 
IMS Core was used: measured and evaluated on top of an OpenStack cloud.
Another crucial factor is administration. An overview of ETSI NFV Management and Or-
chestration is presented in [21]. [22] introduce tuneable and scalable mechanisms that 
provide MANO. [23] introduce tuneable and scalable mechanisms that provide MANO. 
[Yousaf] presents the proof-of-concept evaluation of a Resource Aware VNF Agnostic 
(RAVA) NFV orchestration method that is designed to enhance the Quality of Decision 
(QoD). Open Orchestrator [24] ONAP provides a comprehensive platform for the re-
al-time, policy-driven orchestration and automation of physical and virtual network 
functions. [25] explains how to handle the automation of Network Function Virtualiza-
tion.
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Service Function Chaining (SFC) provides the ability to define a sequence of network 
services. Service function chaining is discussed in [26]. [27] identifies two important 
issues (placement and scaling) in deploying reliably and efficiently SFC with a cloud 
platform. [28] discusses the practical issues of implementing dynamic chaining of vir-
tual network functions running as virtual machines in the industry-standard OpenStack 
cloud platform. In [29] authors focus on the placement of Virtualized Network Functions 
(VNFs) chains in the Network Function Virtualization (NFV) context in which NFV Infra-
structures (NFVIs) are used to host the VNFs.
Content that is becoming more and more actual are containers. The Open Container 
Initiative (OCI) [30] is a lightweight, open governance structure (project), formed under 
the auspices of the Linux Foundation, for the express purpose of creating open industry 
standards around container formats and runtime. The OCI was launched in 2015 by 
Docker, CoreOS, and other leaders in the container industry. There are also other initia-
tives as OpenContainer. 
There are also other topics covered within the context of the virtualization. [31], using 
platform OpenStack, puts forward a method to make the communication of virtual ma-
chines more efficient by using para-virtualization. [32] propose a dependability bench-
mark to support NFV providers in making informed decisions about which virtualization, 
management, and application-level solutions can achieve the best dependability. Traffic 
issues are discussed in [12]. To reduce signalling traffic and achieve better performance, 
the aforementioned article proposes a criterion to bundle multiple functions of a vir-
tualized evolved packet core in a single physical device or a group of adjacent devices. 




The technology and network 5G is not yet fully standardized. 5G technology is the cor-
nerstone of the transformation of the telecoms industry and enables the simultaneous 
operation of various services. It will enable the use of 5G in solutions such as smart 
cities, intelligent transport systems and logistics, energy, industrial production, public 
safety, e-health, and elsewhere. However, the first installations exist, such as 5G Berlin 
[33], or as initiative 5G PPP [34]. The first wider serious use for 5G is foreseen for 2020. 
3GPP Release 14, which closed in June 2017, specifies the Next Generation (NG) Core for 
5G, which is the new name, replacing Evolved Packet Core (EPC). 
From a technological point of view, upgrading to 5G will require major changes through-
out the network, not just on radio access. The entire network will be thoroughly up-
graded to respond in a commercially efficient manner to the requirements for higher 
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bandwidths, an increase in a number of various connected devices, more demanding 
and diverse signalling, greater reliability and smaller delays. Above all, it will enable new 
business models and services where the virtualized network can be used for different 
industries and applications, and allow the development of solutions that can address 
different needs of users. Examples of use in different verticals are given in [35], and 
examples of use for management in [36].
IMS BASED NETWORKS
The telecommunication networks for fixed phone subscribers are based on IMS [37]. 
The basic idea of IMS is the convergence of voice, data, and multimedia applications 
within a common network. For IMS, the main protocol is SIP [38], but Diameter is also 
very important. Multi-layer architecture is achieved by dividing logic into service, con-
trol, and access planes as defined by 3GPP/TISPAN standards for IMS.  Figure 1 shows 
such architecture. Due to historical reasons, such a system also includes the previous 
NGN networks, as well as previous SS7 based networks.  
Figure 1: IMS architecture defined by service, control and access plane (adapted from [39]).
VIRTUALIZATION
The concept of NFV (Network Functions Virtualization) was created in October 2012, 
when NFV group was established, with a white paper [4] calling for industrial and re-
search activities.  Later, additional white papers appeared [40, 41, 42]. NFV aims to 
consolidate a variety of the network equipment onto industry standard high-volume 
servers by giving operators the freedom to locate servers at the different network 
nodes and premises. NFV may consist of one or more virtual machines running different 
software and process to replace dedicated HW. The group has defined the framework 
and the architecture of NFV. Network functions virtualization (NFV) has been defined 
as a network architecture concept virtualizes entire classes of network functions into 
building blocks that may connect, or chain together to create communication services.
As defined in [4], Network Functions Virtualization aims to address these problems by 
leveraging standard IT virtualization technology to consolidate many network equip-
ment types onto industry standard high volume servers, switches and storage, which 
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could be located in Datacentres, Network Nodes and in the end user premises. The 
authors believe Network Functions Virtualization is applicable to any data plane packet 
processing and control plane function in fixed and mobile network infrastructures.
According to ETSI [7], the NFV Architecture is composed of three key elements: Net-
work Function Virtualization Infrastructure (NFVI), VNFs and NFV MANO: 
• The NFVI is the combination of both hardware and software resources which 
make up the environment in which VNFs are deployed. NFVI supports the 
execution of the VNFs. It represents standardized infrastructure abstraction 
layer to different virtualization technologies (e.g. KVM, VMware, Xen, Hy-
per-V, Docker). 
• Virtualized Network Function (VNF) is the software implementation of a net-
work function THAT is capable of running over the NFVI. 
• NFV Management and Orchestration, which covers the orchestration and 
lifecycle management of VNFs and resource reservation using NFVI interfac-
es.
As defined in [40], virtualization eliminates the dependency between a network func-
tion (NF) and its hardware, as seen in typical physical network appliances by creating 
a standardised execution environment and management interfaces for the Virtualised 
Network Functions (VNFs). This results in the sharing of the physical hardware by mul-
tiple VNFs in the form of virtual machines (VM). Further pooling of the hardware facil-
itates a massive and agile sharing of NFV Infrastructure (NFVI) resources by the VNFs; 
a phenomenon which is already seen in cloud computing infrastructure. This creates 
new business opportunities analogous to the cloud computing Service Models of In-
frastructure as a Service (IaaS), Platform as a Service (PaaS) and Software as a Service 
(SaaS); where, for example, a VNF owner does not necessarily own the NFV Infrastruc-
ture needed for the proper functioning and operation of the VNF.
Figure 2: Virtualization of EPC (adapted from [6]).
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For example in the mobile network, i.e. Evolved Packet Core (EPC) and IP Multimedia 
System (IMS) NFs, potential candidates for virtualization can be a Mobility Management 
Entity (MME), a Serving and Packet Data Networks Gateway (S/P-GW), Call Session Con-
trol Functions (CSCFs), as well as Base Stations using different wireless standards. The 
EPC and IMS NFs can be consolidated on the same hardware resource pool. Virtualiza-
tion of EPC as defined by ETSI [6] is shown in Figure 2.
SUGGESTIONS FOR VIRTUALIZATION
ARCHITECTURE
For our case, we have defined these main points of the virtualization architecture:
• use of virtualization, cloud-based and open-source solutions,
• use of IMS within 5G for real-time multimedia communications, 
• the core 5G data network is based on EPC architecture, which is already 
known from LTE, and is now upgraded within 3GPP standards into Next Gen-
eration Core (NG Core),
• virtualization of IMS network elements, and
• centralized management and automation of the management service based 
on the MANO concept (ETSI).
Figure 3 shows such a virtualization architecture.
Figure 3: Iskratel SI3000 virtualization architecture (adapted from [43]).
CLOUD SERVICES PLATFORM (CSP)
Cloud Services Platform (CSP) is Iskratel cloud-services platform that guarantees high 
availability and geo-redundancy of cloud services for different industry verticals on an 
open, ETSI NFV-compliant architecture. It enables grouping of services from different 
industry verticals into unique solutions. CSP fully follows the standard ETSI NFV archi-
tecture. The solution uses mature, OPNFV (Open Platform for NFV), approved open-
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source technology, enriched with Iskratel’s own extensions that provide high availabili-
ty and low-latency operation.
CSP is a flexible platform for hosting virtualized network functions (VNFs), virtualized 
legacy applications, and containers. The platform is comprised of four building blocks: 
NFVO (orchestrator for service lifecycle and service chaining), VNFM (VNF manager for 
VNF lifecycle), VIM (Virtualized infrastructure manager), and NFVI (NFV infrastructure).
The major open source components used in CSP are OpenStack [18], OpenBaton [44], 
and Ceph [45]. NFVO implemented in Iskratel’s CSP is based on OpenBaton with Iskratel 
extensions. VNFM implemented in Iskratel’s CSP is based on OpenBaton’s VNFM with 
Iskratel extensions for carrier grade availability of VNFs. The NFVI (Network Function 
Virtualization Infrastructure) is a key component of ETSI NFV architecture. It represents 
a set of computing, storage, and network resources which are used to build NFV solu-
tions. NFVI has implemented APIs for using resources which are provided by hardware 
or by a virtualization hypervisor. It works with VNFs and Virtual Infrastructure Manager 
(VIM) in collaboration with NFVO. NFVI architecture in Iskratel’s CSP is based on Open-
Stack. OpenStack APIs are used for managing NFVI. For storage infrastructure, CephFS 
is used. Figure 4 shows the Cloud Service Platform (CSP).
Figure 4: Cloud Service Platform (CSP) (adapted from [39]).
The major CSP services are the onboarding of VNFs, Management and Orchestration 
(MANO), Network Connectivity of VNFs, availability and reliability of NFVI, support for 
High-Availability of VNFs, diagnostics of NFVI and VNF cloud resources, quality metrics 
of NFVI and VM resources for Orchestration and SLA supervision.
IMS
The Iskratel SI3000 vIMS solution includes the virtualization of all major IMS entities 
according to the ETSI NFV Architecture. These entities are vIMS TAS (Telephony Appli-
cation Server), vIMS Core (including S-CSCF, I-CSCF, P-CSCF), vIMS Edge (including BGCF, 
MGCF, AGCF, RGCF, and MRFC), HSS, DNS/ENUM Server, and SBC. All required function-
alities for all virtualized vIMS network functions are ensured according to the standard 
ETSI NFV architecture, and they can be presented as Virtual Network Functions.
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In addition company based products, other 3rd party products are used. The main 
3rd party products are Open Stack [18] (open source NFV IaaS platform), OpenBaton 
[44] (open source implementation of NFV ETSI MANO orchestrator), Zabbix [46] (open 
source NFV monitoring solution) and CepH [45] (open source NFV storage platform).
NEXT GENERATION CORE (EPC)
As a VNF, EPC is deployed on Cloud Service Platform (CSP). In the employment of EPC as 
VNF in the Cloud, some challenges have appeared. The first key issue is performance. 
There is a performance cost of virtualization that can be problematic for UP functions, 
like SGW and PGW. The solution relies on Intel’s Data Plane Development Kit (DPDK) 
that increases and optimizes packet processing per second. Latency is another issue 
with the virtualization that affects MME, which requires tight time limitations to re-
spond to procedures towards the access network and device.
CLOUD OPERATING SYSTEM (OPENSTACK)
OpenStack [18] is a cloud operating system that controls large pools of computing, stor-
age, and networking resources within a given data centre. All these pools are managed 
through a dashboard that gives administrators control while enabling their users to pro-
vision resources through a web interface. As defined by [18] the OpenStack platform 
provides the foundation for the NFV architecture, which is essentially a fit-for-purpose 
cloud for deploying, orchestrating and managing virtual network functions. OpenStack 
enables multiple datacentre management from a single screen, complete with common 
security, identity services, APIs, and user interfaces. The open, modular and interoper-
able framework of the OpenStack project offers telecoms and enterprises the ability to 
design the NFV system of their choosing, without unnecessary components.
MANO (OPENBATON)
Management and Orchestration (MANO) [21] service covers the orchestration and life-
cycle management of resources that support the infrastructure virtualization and the 
lifecycle management of VNFs. MANO focuses on the virtualization-specific manage-
ment tasks necessary in the NFV framework; it has three main functional blocks: NFV 
orchestrators, VNF managers and virtualized infrastructure managers (VIMs). Open Ba-
ton [44] is an ETSI NFV MANO compliant framework, which can be used for the man-
agement and orchestration of NFV environments. In SI3000 CSP it is integrated with 
OpenStack’s VIM and is primarily used as VNFM and NFVO.
The main components of CSP MANO are the main application, VNFMs (Virtual Network 
Function Element Managers), EMs (Element Managers) FMS (Fault Monitoring System), 
and PQMS (Performance and Quality Monitoring System). The advantage in the case 
of CSP is that the same NFVI infrastructure for NFV ready systems and legacy systems 
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(LNFV) is implemented. NFV demands are too complex for legacy systems, and the pos-
sibility of orchestrating legacy systems depends on legacy system implementation itself.
STORAGE PLATFORM (CEPH)
Ceph [45] is an open source storage platform implemented on a single distributed 
computer cluster, providing interfaces for an object, block and file-level storage. Ceph 
primarily aims for completely distributed operation without a single point of failure 
scalable to the exabyte level. Ceph replicates data and makes it fault tolerant using 
commodity hardware and requiring no specific hardware support. As a result of its de-
sign, the system is self-healing and a self-managing, aiming to minimize administration 
time and other costs. In SI3000 CSP it is used for all three types of storage and is also 
intended for DBaaS solutions.
MONITORING
To supervise the cloud operation and the SLA of services hosted in the cloud, CSP ac-
cording to ETSI NFV recommendations supports the monitoring and collection of dif-
ferent quality metrics. Monitoring availability and performances of infrastructure are 
done by Zabbix [46]. It automatically discovers network servers and devices. Zabbix is 
configured with many templates and provides several methods for collecting perfor-
mance and availability information from monitored infrastructure.
DISCUSSION
CURRENT STATUS
As can be seen, the solution based on the SI3000 product line is in step with other 
current solutions used for the transition of the networks toward 5G. The main technol-
ogies needed in such a transition are virtualization with NFV, OpenStack, and MANO. 
Virtualization and NFV are poised to change the core structure of telecommunications 
infrastructure to be more cost-efficient [12]. OpenStack has become the de facto stan-
dard for cloud-based solutions. The role of NFV MANO [21] functionality is to control 
the entire life cycle of such services, from instantiation and configuration to monitoring, 
migrating, scaling and, terminating them.  
MAIN ISSUES FOR THE FUTURE
From the research papers and based on the existing work on the product SI3000, some 
of the main issues can be seen for the future, which are interesting for work on SI3000 
products. These main issues are the use of containers, placement, automation, and 
communication improvements and scalability issues.
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[32] presents a benchmarking case study on two alternatives, production-grade virtu-
alization solutions, namely VMware ESXi/vSphere (hypervisor-based) and Linux/Docker 
(container-based), on which they deploy an NFV-oriented IMS system. Their experi-
ments suggest that the container-based configuration can be less dependable than the 
hypervisor-based one. A proposal for using microservices is also given in [17]. As pro-
posed by the Open Container Initiative [30], it is expected that the use of containers will 
have an ever-increasing impact, which raises questions regarding which applications 
will not be suitable for using microservices.
Placement improvement makes it possible to better utilize the equipment, which is very 
interesting in the case of large-scale environments [29]. Automation improvement with 
the automation of Network Function Virtualization is proposed in [25]. With communi-
cation improvements, as suggested in [31], communication efficiency improves. 
For the future, scaling is a vital issue. [27] proposes, in addition to the default deploy-
ment methods provided in OpenStack, an additional policy of scaling, which needs to 
be improved. Improving the utilization of cloud platform for deploying service function 
chaining is suggested. A similar proposal was also proposed in [26]. Suggestions for IMS 
scalability improvement using virtualization are also proposed in [15], [26] and [14].
CONCLUSION
In this article, we have examined the issues, dilemmas, and suggestions when moving 
toward 5G networks. We showed how virtually all the elements of the existing IMS net-
work can be virtualized and as such prepared for any cloud-based hardware. This is valid 
for elements of the IMS core and for the edge of such a network. Such a system can be 
integrated into the 5G telecommunication system.
We have shown that virtualization is a significant issue, with many challenges. Some 
of the main solutions are clearly visible, such as the use of OpenStack and OpenBaton. 
There are, however, also many minor dilemmas. Such dilemmas are issues of scalability 
and the dynamic management of orchestration. For a wider use of 5G there is still some 
time, and by that time all these matters should be clarified, elaborated, and resolved.
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