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Abstract
For controlled discrete-time stochastic processes we introduce a new class of dynamic risk
measures, which we call process-based. Their main features are that they measure risk of pro-
cesses that are functions of the history of a base process. We introduce a new concept of con-
ditional stochastic time consistency and we derive the structure of process-based risk measures
enjoying this property. We show that they can be equivalently represented by a collection of
static law-invariant risk measures on the space of functions of the state of the base process. We
apply this result to controlled Markov processes and we derive dynamic programming equa-
tions.
Keywords: Dynamic Risk Measures, Time Consistency, Dynamic Programming
1 Introduction
The objective of this paper is to provide theoretical foundations of the theory of dynamic risk mea-
sures for controlled discrete-time stochastic processes, in particular, Markov processes.
The theory of dynamic risk measures in discrete time has been intensively developed in the
last 10 years (see [42, 35, 38, 17, 10, 41, 2, 34, 23, 22, 11] and the references therein). The basic
setting is the following: we have a probability space (Ω,F , P), a filtration {Ft}t=1,...,T with a trivial
F1, and we define appropriate spaces Zt of Ft-measurable random variables, t = 1, . . . , T . For
each t = 1, . . . , T , a mapping ρt,T : ZT → Zt is called a conditional risk measure. The central
role in the theory is played by the concept of time consistency, which regulates relations between
the mappings ρt,T and ρs,T for different s and t. One definition employed in the literature is the
following: for all Z,W ∈ ZT , if ρt,T (Z) ≤ ρt,T (W) then ρs,T (Z) ≤ ρs,T (W) for all s < t. This
can be used to derive recursive relations ρt,T (Z) = ρt(ρt+1,T (Z)), with simpler one-step conditional
risk mappings ρt : Zt+1 → Zt, t = 1, . . . , T − 1. Much effort has been devoted to derive dual
representations of the conditional risk mapping and to study their evolution in various settings.
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When applied to processes described by controlled kernels, in particular, to Markov processes,
the theory of dynamic measures of risk encounters difficulties. The spaces Zt are different for
different t, and thus each one-step mapping ρt has different domain and range spaces. With Zt
containing all Ft measurable random variables, arbitrary dependence of ρt on the past is allowed.
Moreover, no satisfactory theory of law invariant dynamic risk measures exists, which would be
suitable for Markov control problems (the restrictive definitions of law invariance employed in [25]
and [43] lead to conclusions of limited practical usefulness, while the translation of the approach of
[45] to the Markov case appears to be difficult). These difficulties are compounded in the case of
controlled processes, when a control policy changes the probability measure on the space of paths
of the process. Risk measurement of the entire family of processes defined by control policies is
needed.
Motivated by these issues, in [40], we introduced a specific class of dynamic risk measures,
which is well-suited for Markov problems. We postulated that the one-step conditional risk map-
pings ρt have a special form, which allows for their representation in terms of static risk measures on
a space of functions defined on the state space of the Markov process. This restriction allowed for
the development of dynamic programming equations and corresponding solution methods, which
generalize the well-known results for expected value problems. Our ideas were successfully ex-
tended in [8, 7, 28, 44]. However, our construction of the Markov risk measures appeared somewhat
arbitrary.
In this paper, we introduce and analyze a general class of risk measures, which we call process-
based. We consider a controlled process {Xt}t=1,...,T taking values in a Polish space X (the state
space), whose conditional distributions are described by controlled history-dependent transition
kernels
Qt : Xt ×U → P(X), t = 1, . . . , T − 1,
where
Xt = X × · · · × X︸        ︷︷        ︸
t times
,
and U is a certain control space. Any history-dependent (measurable) control ut = pit(x1, . . . , xt)
is allowed. In this setting, we are only interested in measuring risk of stochastic processes of the
form Zt = ct(Xt, ut), t = 1, . . . , T , where ct : X ×U → R can be any bounded measurable function.
This restriction of the class of stochastic processes for which risk needs to be measured is one of
the two cornerstones of our approach. The other cornerstone is our new concept of stochastic con-
ditional time-consistency. It is more restrictive than the usual time consistency, because it involves
conditional distributions and uses stochastic dominance rather than the pointwise order. These two
foundations allow for the development of a theory of dynamic risk measures which can be fully de-
scribed by a sequence of static law invariant risk measures on a space V of measurable functions on
the state space X. In the special case of controlled Markov processes, we derive the structure postu-
lated in [40], thus providing its solid theoretical foundations. We also derive dynamic programming
equations in a much more general setting than that of [40].
In the extant literature, three basic approaches to introduce risk aversion in Markov decision
processes have been employed: utility functions (see, e.g., [19, 20, 14, 4, 21]), mean–variance
models (see. e.g., [46, 16, 29, 1]), and entropic (exponential) models (see, e.g., [18, 30, 5, 12, 15,
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27, 4]). Our approach generalizes the utility and exponential models; the mean–variance models do
not satisfy, in general, the monotonicity and time-consistency conditions, except the version of [9].
The paper is organized as follows. In sections 2.1–2.3, we formalize the basic model and re-
view the concepts of risk measures and their time consistency. The first set of original results are
presented in section 2.4; we introduce a new concept of stochastic conditional time consistency and
we characterize the structure of dynamic risk measures enjoying this property (Theorem 2.10). In
section 3, we extend these ideas to the case of controlled processes, and we prove Theorem 3.3
on the structure of measures of risk in this case. These results are further specialized to controlled
Markov processes in section 4. We introduce the concept of a Markov risk measure and we derive
its structure (Theorem 4.4). In section 4.2, we prove an analog of dynamic programming equations
in this case.
2 Risk Measures Based on Observable Processes
In this section we introduce fundamental concepts and properties of dynamic risk measures for
uncontrolled stochastic processes in discrete time. In subsection 2.1 we set up our probabilistic
framework, and in subsections 2.2 and 2.3 we revisit some important concepts existing in the lit-
erature. In subsection 2.4, we introduce the new notion of stochastic conditional time consistency,
which is a stronger requirement on the dynamic risk measure than the standard time consistency,
and which is particularly useful for controlled stochastic processes. Based on this concept, we de-
rive the structure of dynamic risk measures involving transition risk mappings: a family of static
risk measures on the space of functions of a state.
2.1 Preliminaries
In all subsequent considerations, we work with a Polish space subset X and the canonical measur-
able space
(
XT ,B(X)T
)
where T is a natural number and B(X)T is the product σ-algebra of Borel
sets. We use {Xt}t=1,...,T to denote the discrete-time process of canonical projections. We also define
Ht = X
t to be the space of possible histories up to time t, and we use ht for a generic element of Ht:
a specific history up to time t. The random vector (X1, · · · , Xt) will be denoted by Ht.
We assume that for all t = 1, . . . , T − 1, the transition kernels, which describe the conditional
distribution of Xt+1, given X1, · · · , Xt, are measurable functions
Qt : Xt → P(X), t = 1, . . . , T − 1, (1)
where P(X) is the set of probability measures on (X,B(X)). These kernels, along with the initial
distribution of X1, define a unique probability measure P on the product space XT with the product
σ-algebra.
For a stochastic system described above, we consider a sequence of random variables {Zt}t=1,...,T
taking values in R; we assume that lower values of Zt are preferred (e.g., Zt represents a “cost”
at time t). We require {Zt}t=1,...,T to be bounded and adapted to {Ft}t=1,...,T - the natural filtration
generated by the process X. In order to facilitate our discussion, we introduce the following spaces:
Zt =
{
Z : XT → R
∣∣∣ Z is Ft-measurable and bounded} , t = 1, . . . , T. (2)
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It is then equivalent to say that Zt ∈ Zt. We also introduce the spaces
Zt,T = Zt × · · · × ZT , t = 1, . . . , T.
Since Zt isFt-measurable, a measurable function φt : Xt → R exists such that Zt = φt(X1, . . . , Xt).
With a slight abuse of notation, we still use Zt to denote this function.
2.2 Dynamic risk measures
In this subsection, we quickly review some definitions and concepts related to risk measures. All
relations (e.g., equality, inequality) between random variables are understood in the “everywhere”
sense.
Definition 2.1. A mapping ρt,T : Zt,T → Zt, where 1 ≤ t ≤ T, is called a conditional risk measure,
if it has the monotonicity property: for all (Zt, . . . , ZT ) and (Wt, . . . ,WT ) in Zt,T , if Zs ≤ Ws, for all
s = t, . . . , T, then ρt,T (Zt, . . . , ZT ) ≤ ρt,T (Wt, . . . ,WT ).
Definition 2.2. A conditional risk measure ρt,T : Zt,T → Zt
(i) is normalized if ρt,T (0, . . . , 0) = 0;
(ii) is translation-invariant if for all (Zt, . . . , ZT ) ∈ Zt,T ,
ρt,T (Zt, . . . , ZT ) = Zt + ρt,T (0, Zt+1, . . . , ZT ).
Throughout the paper, we assume all conditional risk measures to be at least normalized. Translation-
invariance is a fundamental property, which will also be frequently used; under normalization, it
implies that ρt,T (Zt, 0, · · · , 0) = Zt.
Definition 2.3. A conditional risk measure ρt,T has the local property if
1Aρt,T (Zt, . . . , ZT ) = ρt,T (1AZt, . . . ,1AZT ),
for all (Zt, . . . , ZT ) ∈ Zt,T and for all events A ∈ Ft.
The local property means that the conditional risk measure at time t restricted to any Ft-event A
is not influenced by the values that Zt, . . . , ZT take on Ac.
Definition 2.4. A dynamic risk measure ρ =
{
ρt,T
}
t=1,...,T is a sequence of conditional risk measures
ρt,T : Zt,T → Zt. We say that ρ is normalized, translation-invariant, or has the local property, if all
ρt,T , t = 1, . . . , T, satisfy the respective conditions of Definitions 2.2 or 2.3.
2.3 Time Consistency
The notion of time consistency can be formulated in different ways, with weaker or stronger as-
sumptions; but the key idea is that if one sequence of costs, compared to another sequence, has the
same current cost and lower risk in the future, then it should have lower current risk. In this and the
next subsection, we discuss two formulations of time consistency: the (now) standard one, and our
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new proposal specially suited for process-based measures. We also show how the tower property
(the recursive relation between ρt,T and ρt+1,T that the time consistency implies) improves with the
more refined time consistency concept. The following definition of time consistency was employed
in [40].
Definition 2.5. A dynamic risk measure {ρt,T }t=1,...,T is time-consistent if for any 1 ≤ t < T and for
all (Zt, . . . , ZT ), (Wt, . . . ,WT ) ∈ Zt, the conditions
Zt = Wt,
ρt+1,T (Zt+1, . . . , ZT ) ≤ ρt+1,T (Wt+1, . . . ,WT ),
imply that ρt,T (Zt, . . . , ZT ) ≤ ρt,T (Wt, . . . ,WT ).
It turns out that a translation-invariant and time-consistent dynamic risk measure can be decom-
posed into and then reconstructed from so-called one-step conditional risk mappings.
Theorem 2.6 ([40]). A dynamic risk measure {ρt,T }t=1,...,T is translation-invariant and time-consistent
if and only if there exist mappings ρt : Zt+1 → Zt, t = 1, . . . , T − 1, satisfying the mono-
tonicity and normalization properties, called one-step conditional risk mappings, such that for all
t = 1, . . . , T − 1,
ρt,T (Zt, . . . , ZT ) = Zt + ρt(ρt+1,T (Zt+1, . . . , ZT )). (3)
This relation ir related to the Koopmans equation [24] for utility functions. The operators
A(Zt, Zt+1) = Zt + ρt(Zt+1) generalize the concept of aggregator to measures of risk.
In general, time consistency does not imply the local property, unless additional conditions are
satisfied.
Conceptually, the one-step conditional risk mappings play a similar role to one-step conditional
expectations, and will be very useful when an analog of the tower property is involved. At this stage,
without further refinement of assumptions, it remains a fairly abstract and general object that is hard
to characterize. In [21], for the case of the expected utility model, ρt was a conditional expectation
of a pointwise monotonic transformation of its argument. In [40], a more general, but seemingly
special form of this one-step conditional risk mappings was imposed, which was well suited for
Markovian applications, but it was unclear whether other forms of such mappings exist. In order
to gain deeper understanding of these concepts, we introduce a stronger notion of time consistency,
and we argue that any one-step conditional risk mapping is of the form postulated in [40]. To this
end, we use the particular structure of the space
(
XT ,B(X)T
)
and the way a probability measure is
defined on this space.
2.4 Stochastic Conditional Time-Consistency and Transition Risk Mappings
We now refine the concept of time-consistency for process-based risk measures.
Definition 2.7. A dynamic risk measure {ρt,T }t=1,...,T is stochastically conditionally time-consistent
with respect to {Qt}t=1,...,T−1 if for any 1 ≤ t ≤ T−1, for any ht ∈ Xt, and for all (Zt, . . . , ZT ), (Wt, . . . ,WT ) ∈
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Zt,T , the conditions
Zt(ht) = Wt(ht),(
ρt+1,T (Zt+1, . . . , ZT ) | Ht = ht) st (ρt+1,T (Wt+1, . . . ,WT ) | Ht = ht), (4)
imply
ρt,T (Zt, . . . , ZT )(ht) ≤ ρt,T (Wt, . . . ,WT )(ht), (5)
where the relation st is the conditional stochastic order understood as follows:
Qt(ht)
({
x | ρt+1,T (Zt+1, . . . , ZT )(ht, x) > η })
≤ Qt(ht)
({
x | ρt+1,T (Wt+1, . . . ,WT )(ht, x) > η }), ∀ η ∈ R.
When the choice of the underlying transition kernels is clear from the context, we will simply
say that the dynamic risk measure is stochastically conditionally time-consistent.
Proposition 2.8. If a dynamic risk measure {ρt,T }t=1,...,T is stochastically conditionally time-consistent
and has the translation property, then it is time-consistent and has the local property.
Proof. If {ρt,T }t=1,...,T is stochastically conditionally time-consistent, then it satisfies Definition 2.5
and is time-consistent.
Let us prove by induction on t from T down to 1 that ρt,T have the local property. Clearly, ρT,T
does: if A ∈ FT , then Definition 2.2 yields 1AρT,T (ZT ) = 1AZT = ρT,T (1AZT ).
Suppose ρt+1,T satisfies the local property for some 1 ≤ t < T , and consider any A ∈ Ft, any
ht ∈ Xt, and any (Zt, . . . , ZT ) ∈ Zt,T . Two cases may occur.
• If 1A(ht) = 0, then [1AZt](ht) = 0. The local property for t + 1 yields:
[
ρt+1,T (1AZt+1, . . . ,1AZT )](ht, ·) = [1Aρt+1,T (Zt+1, . . . , ZT )](ht, ·) = 0.
By stochastic conditional time consistency,
ρt,T (1AZt,1AZt+1, . . . ,1AZT )(ht) = ρt,T (0, . . . , 0)(ht) = 0.
• If 1A(ht) = 1, then [1AZt](ht) = Zt(ht). The local property for t + 1 implies that
[
ρt+1,T (1AZt+1, . . . ,1AZT )](ht, ·) = [1Aρt+1,T (Zt+1, . . . , ZT )](ht, ·)
= ρt+1,T (Zt+1, . . . , ZT )(ht, ·).
By stochastic conditional time consistency,
ρt,T (1AZt, . . . ,1AZT )(ht) = ρt,T (Zt, . . . , ZT )(ht).
In both cases, ρt,T (1AZt, . . . ,1AZT )(ht) = [1Aρt,T (Zt, . . . , ZT )](ht). 
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Generally, the definition of dynamic risk measures in Section 2.2 and the definition of time
consistency property in Section 2.3 are valid with any filtration on an underlying probability space
(Ω,F , P), instead of process-generated filtration. However, from now on, we only consider dynamic
risk measures defined with a filtration generated by a specific process, because we are interested in
those risk measures which can be evaluated on each specific history path. That is why we call these
risk measures “process-based.”
The following proposition shows that the stochastic conditional time consistency implies that
the one-step risk mappings ρt can be equivalently represented by static law-invariant risk measures
onV, the set of all bounded measurable functions onX. We first slightly refine the standard concept
of law invariance.
Definition 2.9. A risk measure r : V → R is law invariant with respect to the probability measure
q on (X,B(X)), if for all V,W ∈ V
V q∼ W ⇒ r(V) = r(W),
where V q∼ W means that q{V ≤ η} = q{W ≤ η} for all η ∈ R.
We can now state the main result of this section.
Theorem 2.10. A process-based dynamic risk measure {ρt,T }t=1,...,T is translation-invariant and
stochastically conditionally time-consistent if and only if functionals σt : graph(Qt) × V → R,
t = 1, . . . , T − 1, exist, such that
(i) for all t = 1, . . . , T −1 and all ht ∈ Xt, the functional σt(ht,Qt(ht), ·) is a normalized, monotonic,
and law-invariant risk measure on V with respect to the distribution Qt(ht);
(ii) for all t = 1, . . . , T − 1, for all (Zt, . . . , ZT ) ∈ Zt,T , and for all ht ∈ Xt,
ρt,T (Zt, . . . , ZT )(ht) = Zt(ht) + σt(ht,Qt(ht), ρt+1,T (Zt+1, . . . , ZT )(ht, ·)). (6)
Moreover, for all t = 1, . . . , T − 1, σt is uniquely determined by ρt,T as follows: for every ht ∈ Xt
and every v ∈ V,
σt(ht,Qt(ht), v) = ρt,T (0,V, 0, . . . , 0)(ht), (7)
where V ∈ Zt+1 satisfies the equation V(ht, ·) = v(·), and can be arbitrary elsewhere.
Proof. Assume {ρt,T }t=1,...,T is translation-invariant and stochastically conditionally time-consistent.
We shall prove the existence of σt satisfying (6)–(7).
Formula (7) defines a normalized and monotonic risk measure on the space V. Define, for a
fixed ht ∈ Xt,
v(x) = ρt+1,T (Zt+1, . . . , ZT )(ht, x), ∀ x ∈ X,
V(ht+1) =
v(x), if ht+1 = (ht, x),0, otherwise.
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By translation invariance and normalization,
ρt+1,T (V, 0, . . . , 0)(ht, ·) = V(ht, ·) = ρt+1,T (Zt+1, . . . , ZT )(ht, ·).
Thus, by the translation property and stochastic conditional time consistency,
ρt,T (Zt, . . . , ZT )(ht) = Zt(ht) + ρt,T (0, Zt+1, . . . , ZT )(ht)
= Zt(ht) + ρt,T (0,V, 0, . . . , 0)(ht)
= Zt(ht) + σt(ht,Qt(ht), v).
This chain of relations proves also the uniqueness of σt. We need only verify the postulated law
invariance of σt(ht,Qt(ht), ·). If V,V ′ ∈ Zt+1 have the same conditional distribution, given ht,
then Definition 2.7 implies that ρt,T (0,V, 0, . . . , 0)(ht) = ρt,T (0,V ′, 0, . . . , 0)(ht), and law invariance
follows from (7).
On the other hand, if such transition risk mappings exist, then {ρt,T }t=1,...,T is stochastically
conditionally time-consistent by the monotonicity and law invariance of σ(ht, ·). We can now use
(6) to obtain for any t = 1, . . . , T − 1, and for all ht ∈ Xt the following identity:
ρt,T (0, Zt+1, . . . , ZT )(ht) = σt(ht,Qt(ht), ρt+1,T (Zt+1, . . . , ZT )(ht, ·))
= ρt,T (Zt, . . . , ZT )(ht) − Zt(ht),
which is translation invariance of ρt,T . 
Remark 2.11. With a slight abuse of notation, we included the distribution Qt(ht) as an argument
of the transition risk mapping in view of the application to controlled processes.
Example 2.12. In the theory of risk-sensitive Markov decision processes, the following family of
entropic risk measures is employed (see [18, 30, 13, 39, 5, 12, 15, 27, 4]):
ρt,T (Zt, . . . , ZT ) = 1
γ
ln
(
E
[
exp
(
γ
∑T
s=tZs
) ∣∣∣ Ft]
)
, t = 1, . . . , T, γ > 0.
It is stochastically conditionally time-consistent, and corresponds to the transition risk mapping
σt(ht, q, v) = 1
γ
ln (Eq[eγv]) = 1
γ
ln
( ∫
X
eγv(x) q(dx)
)
, γ > 0. (8)
In the construction of a dynamic risk measure, we use q = Qt(ht). We could also make γ in (8) depen-
dent on the time t, the current state xt, or even the entire history ht, and still obtain a stochastically
conditionally time-consistent dynamic risk measure. If γ depends on t and xt only, the mapping (8)
corresponds to a Markov risk measure discussed in sections 4.1 and 4.2.
Example 2.13. The following transition risk mapping satisfies the condition of Theorem 2.10 and
corresponds to a stochastically conditionally time-consistent dynamic risk measure:
σt(ht, q, v) =
∫
X
v(s) q(ds) + κt(ht)
(∫
X
[(
v(s) −
∫
X
v(s′) q(ds′)
)
+
]p
q(ds)
)1/p
, (9)
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where κt : Xt → [0, 1] is a measurable function, and p ∈ [1,+∞). It is an analogue of the static
mean–semideviation measure of risk, whose consistency with stochastic dominance is well–known
[31, 32]. In the construction of a dynamic risk measure, we use q = Qt(ht). If κt depends on xt only,
the mapping (9) corresponds to a Markov risk measure (see sections 4.1 and 4.2).
Example 2.14. The following transition risk mapping is derived from the Average Value at Risk
[36]:
σt(ht, q, v) = min
η∈R
{
η +
1
αt(ht)
∫
X
(
v(s) − η)+ q(ds)
}
, (10)
where αt(ht) is a measurable function with values in [αmin, αmax] ⊂ (0, 1). The mapping (10) satisfies
the condition of Theorem 2.10; its consistency with stochastic dominance is well–known [33].
Example 2.15. Our use of the stochastic dominance relation in the definition of stochastic condi-
tional time consistency rules out some candidates for transition risk mappings. Suppose σt(ht, q, v) =
v(x1), where x1 ∈ X is a selected state. Such a mapping is a coherent measure of risk, as a function
of the last argument, and may be law invariant. In particular, it is law invariant with X = {x1, x2},
q(x1) = 1/3, q(x2) = 2/3, v(x1) = 3, v(x2) = 1, w(x1) = 2, w(x2) = 4. For this mapping, we have
v st w under q, but σt(ht, q, v) > σt(ht, q,w), and thus the condition of stochastic conditional time
consistency is violated. This is due to the fact that the probability of reaching x1, no matter how
small, does not affect the value of the risk measure. We consciously exclude such cases, because in
controlled systems, to be discussed in the next section, the second argument (q) is the only one that
depends on our decisions. It should be included in the definition of our preferences, if practically
meaningful results are to be obtained.
3 Risk Measures for Controlled Stochastic Processes
We now extend the setting of Section 2 by allowing the kernels (1) to depend on control variables ut.
3.1 The Model
We still work with the process {Xt}t=1,...,T on the space XT and introduce a Borel control space U. At
each time t, we observe the state xt and then apply a control ut ∈ U. We assume that the admissible
control sets and the transition kernels (conditional distributions of the next state) depend on all
currently-known state and control values. More precisely, we make the following assumptions:
1. For all t = 1, . . . , T , we require that ut ∈ Ut(x1, u1, . . . , xt−1, ut−1, xt), where Ut : Gt ⇒ U is a
measurable multifunction, and G1, . . . ,GT are the sets of histories of all currently-known state and
control values before applying each control:
G1 = X,
Gt+1 = graph(Ut) × X ⊆ (X ×U)t × X, t = 1, . . . , T − 1;
2. For all t = 1, . . . , T , the control-dependent transition kernels
Qt : graph(Ut) → P(X), t = 1, . . . , T − 1, (11)
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are measurable, and for all t = 1, . . . , T−1, for all (x1, u1, . . . , xt, ut) ∈ graph(Ut), Qt(x1, u1, . . . , xt, ut)
describes the conditional distribution of Xt+1, given currently-known states and controls.
For this controlled process, a (deterministic) history-dependent admissible policy pi = (pi1, . . . , piT )
is a sequence of measurable selectors, called decision rules, pit : Gt → U such that pit(gt) ∈ Ut(gt)
for all gt ∈ Gt. We can easily prove by induction on t that for an admissible policy pi each pit re-
duces to a measurable function on Xt, as us = pis(hs) for all s = 1, . . . , t − 1. We are still using
pis to denote the decision rule, although it is a different function, formally; it will not lead to any
misunderstanding. The set of admissible policies is
Π :=
{
pi = (pi1, . . . , piT ) |
∀t, pit(x1, . . . , xt) ∈ Ut(x1, pi1(x1), . . . , xt−1, pit−1(x1, . . . , xt−1), xt) }. (12)
For any fixed policy pi ∈ Π , the transition kernels can be rewritten as measurable functions from
Xt to P(X):
Qpit : (x1, . . . , xt) 7→ Qt
(
x1, pi1(x1), . . . , xt, pit(x1, . . . , xt)), t = 1, . . . , T − 1, (13)
just like the transition kernels of the uncontrolled case given in (1), but indexed by pi. Thus, for
any policy pi ∈ Π , we can consider {Xt}t=1,...,T as an “uncontrolled” process, on the probabil-
ity space (XT ,B(X)T , Ppi) with Ppi defined by {Qpit }t=1,...,T−1. The process {Xt} is adapted to the
policy-independent filtration {Ft}t=1,...,T . As before and throughout this paper, ht ∈ Xt stands for
(x1, . . . , xt).
We still use the same spaces Zt, t = 1, . . . , T , as defined in (2) for the costs incurred at each
stage; these spaces also allow us to consider control-dependent costs as collections of policy-indexed
costs in Z1,T . Thus, we are able to define and analyze (time-consistent) dynamic risk measures ρpi
for each fixed pi ∈ Π , as in Section 2. Note that ρpi are defined on the same spaces independently
of pi, because the filtration and the spaces Zt, t = 1, . . . , T , are not dependent on pi; however, we do
need to index the measures of risk by the policy pi, because the transition kernels and, consequently,
the probability measure on the space XT , depend on pi.
3.2 Stochastic Conditional Time Consistency and Transition Risk Mappings
We need to compare risk levels among different policies, so a meaningful order among the risk
measures ρpi, with pi ∈ Π , is needed. It turns out that our concept of stochastic conditional time-
consistency can be extended to this setting.
Definition 3.1. A family of process-based dynamic risk measures {ρpit,T }pi∈Πt=1,...,T−1 is stochastically
conditionally time-consistent if for any pi, pi′ ∈ Π , for any 1 ≤ t < T, for all ht ∈ Xt, all (Zt, . . . , ZT ) ∈
Zt,T and all (Wt, . . . ,WT ) ∈ Zt,T , the conditions
Zt(ht) = Wt(ht),(
ρpit+1,T (Zt+1, . . . , ZT ) | Hpit = ht
)
st
(
ρpi
′
t+1,T (Wt+1, . . . ,WT ) | Hpi
′
t = ht
)
,
imply
ρpit,T (Zt, . . . , ZT )(ht) ≤ ρpi
′
t,T (Wt, . . . ,WT )(ht).
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Remark 3.2. As in Definition 2.7, the conditional stochastic order “st” is understood as follows:
for all η ∈ R we have
Qpit (ht)
({
x | ρpit+1,T (Zt+1, . . . , ZT )(ht, x) > η
})
≤ Qpi′t (ht)
({
x | ρpi
′
t+1,T (Wt+1, . . . ,WT )(ht, x) > η
})
.
This definition helps us build a connection among dynamic risk measures ρpi, for pi ∈ Π , as we
explain it below. Before passing to the details, we can say in short that the same transition risk
mappings as in the uncontrolled case are the only possible structures of such risk measures.
If a family of process-based dynamic risk measures {ρpit,T }pi∈Πt=1,...,T−1 is stochastically conditionally
time-consistent, then for each fixed pi ∈ Π the process-based dynamic risk measure {ρpit,T }t=1,...,T−1 is
stochastically conditionally time-consistent, as defined in Definition 2.7. By virtue of Proposition
2.10, for each pi ∈ Π , there exist functionals σpit : graph(Qpit ) ×V → R, t = 1 . . . T − 1, such that for
all t = 1, . . . , T − 1, all ht ∈ Xt, the functional σpit (ht,Qpit (ht), · ) is a law-invariant risk measure on V
with respect to the distribution Qpit (ht) and
ρpit,T (Zt, . . . , ZT )(ht) = Zt(ht) + σpit
(ht,Qpit (ht), ρpit+1,T (Zt+1, . . . , ZT )(ht, ·)), ∀ht ∈ Xt.
Consider any pi, pi′ ∈ Π , ht ∈ Xt, and (Zt, . . . , ZT ) ∈ Zt,T , (Wt, . . . ,WT ) ∈ Zt,T such that
Zt(ht) = Wt(ht),
Qpit (ht) = Qpi
′
t (ht),
ρpit+1,T (Zt+1, . . . , ZT )(ht, ·) = ρpi
′
t+1,T (Wt+1, . . . ,WT )(ht, ·).
Then we have (
ρpit+1,T (Zt+1, . . . , ZT ) | Hpit = ht
)
∼st
(
ρpi
′
t+1,T (Wt+1, . . . ,WT ) | Hpi
′
t = ht
)
,
where the relation ∼st means that both st and st are true; in other words, equality in law. Because
of the stochastic conditional time-consistency,
ρpit,T (Zt, . . . , ZT )(ht) = ρpi
′
t,T (Wt, . . . ,WT )(ht),
whence
σpit
(ht,Qpit (ht), ρpit+1,T (Zt+1, . . . , ZT )(ht, ·)) = σpi′t (ht,Qpi′t (ht), ρpi′t+1,T (Wt+1, . . . ,WT )(ht, ·)).
All three arguments of σpit and σpi
′
t are identical. Consequently, σpi does not depend on pi directly, and
all dependence on pi is carried by the controlled kernel Qpit . This is a highly desirable property, when
we apply dynamic risk measures to a control problem. We summarize this important observation in
the following theorem, which extends Theorem 2.10 to the case of controlled processes.
Theorem 3.3. A family of process-based dynamic risk measures {ρpit,T }pi∈Πt=1,...,T is translation-invariant
and stochastically conditionally time-consistent if and only if there exist functionals
σt :
{⋃
pi∈Π
graph(Qpit )
}
×V → R, t = 1 . . . T − 1,
such that:
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(i) For all t = 1, . . . , T − 1 and all ht ∈ Xt, σt(ht, ·, ·) is normalized and has the following property
of strong monotonicity with respect to stochastic dominance:
∀q1, q2 ∈
{ Qpit (ht) : pi ∈ Π }, ∀v1, v2 ∈ V,
(v1; q1) st (v2; q2) =⇒ σt(ht, q1, v1) ≤ σt(ht, q2, v2),
where (v; q) = q ◦ v−1 means “the distribution of v under q;”
(ii) For all pi ∈ Π , for all t = 1, . . . , T − 1, for all (Zt, . . . , ZT ) ∈ Zt,T , and for all ht ∈ Xt,
ρpit,T (Zt, . . . , ZT )(ht) = Zt(ht) + σt(ht,Qpit (ht), ρpit+1,T (Zt+1, . . . , ZT )(ht, ·)). (14)
Moreover, for all t = 1, . . . , T − 1, σt is uniquely determined by ρt,T as follows: for every ht ∈ Xt,
for every q ∈ { Qpit (ht) : pi ∈ Π }, and for every v ∈ V,
σt(ht, q, v) = ρpit,T (0,V, 0, . . . , 0)(ht), (15)
where pi is any admissible policy such that q = Qpit (ht), and V ∈ Zt+1 satisfies the equation V(ht, ·) =
v(·), and can be arbitrary elsewhere.
Proof. We have shown the existence of {σt}t=1,...,T satisfying (14) and (15) in the discussion preced-
ing the theorem. We can verify the strong law-invariance by (15) and Definition 3.1. 
It follows that the transition risk mappings of Examples 2.12, 2.13, and 2.14 are perfectly suit-
able transition risk mappings for controlled processes as well, provided that the corresponding pa-
rameters (γ, κ, and α) depend on t and xt only.
4 Application to Controlled Markov Systems
Our results can be further specialized to the case when {Xt} is a controlled Markov system, in which
we assume the following conditions:
(i) The admissible control sets are measurable multifunctions of the current state, i.e., Ut : X ⇒
U, t = 1, . . . , T ;
(ii) The dependence in the transition kernel (11) on the history is carried only through the last state
and control: Qt : graph(Ut) → P(X), t = 1, . . . , T − 1;
(iii) The step-wise costs are dependent only on the current state and control: Zt = ct(xt, ut), t =
1, . . . , T , where ct : graph(Ut) → R, t = 1, . . . , T are measurable bounded functions.
Let Π be the set of admissible history-dependent policies:
Π :=
{
pi = (pi1, . . . , piT ) | ∀t, pit(x1, . . . , xt) ∈ Ut(xt) }.
To alleviate notation, for all pi ∈ Π and for all measurable c = (c1, . . . , cT ), we write
vc,pit (ht) := ρpit,T
(
ct(Xt, pit(Ht)), . . . , cT (XT , piT (HT )))(ht).
The following result is a direct consequence of Theorem 3.3 in the Markovian case.
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Corollary 4.1. For a controlled Markov system, a family of process-based dynamic risk measures{
ρpit,T
}pi∈Π
t=1,...,T is translation-invariant and stochastically conditionally time-consistent if and only if
functionals
σt :
{(
ht,Qt(xt, u)) : ht ∈ Xt, u ∈ Ut(xt)} ×V → R, t = 1 . . . T − 1,
exist, such that
(i) For all t = 1, . . . , T − 1 and all ht ∈ Xt, σt(ht, ·, ·) is normalized and strongly monotonic with
respect to stochastic dominance on { Qt(xt, u) : u ∈ Ut(xt) };
(ii) For all pi ∈ Π , for all bounded measurable c, for all t = 1, . . . , T − 1, and for all ht ∈ Xt,
vc,pit (ht) = ct(xt, pit(ht)) + σt
(
ht,Qt(xt, pit(ht)), vc,pit+1(ht, ·)
)
. (16)
Proof. To verify the “if and only if” statement, we can show that (15) is true if σt satisfies (16) for
all measurable bounded c. 
4.1 Markov Risk Measures
Consider a Markov policy pi composed of state-dependent measurable decision rules pit : X 7→ U,
t = 1, . . . , T . Because of the Markov property of the transition kernels, for a Markov policy pi,
the future evolution of the process {Xτ}τ=t,...,T is solely dependent on the current state xt, so is the
distribution of the future costs cτ(Xτ, piτ(Xτ)), τ = t, . . . , T . Therefore, it is reasonable to assume
that the dependence of the conditional risk measure on the history is also carried by the current state
only.
Definition 4.2. A family of process-based dynamic risk measures {ρpit,T }pi∈Πt=1,...,T for a controlled
Markov system is Markov if for all Markov policies pi ∈ Π , for all measurable c = (c1, . . . , cT ),
and for all ht = (x1, . . . , xt) and h′t = (x′1, . . . , x′t) in Xt such that xt = x′t , we have vc,pit (ht) = vc,pit (h′t ).
Proposition 4.3. Under translation invariance and stochastic conditional time consistency, {ρpit,T }pi∈Πt=1,...,T
is Markov if and only if the dependence of σt on ht is carried only by xt, for all t = 1, . . . , T − 1.
Proof. Suppose {ρpit,T }pi∈Πt=1,...,T is Markov. For all t = 1, . . . , T − 1, for all ht, h′t ∈ Xt such that xt = x′t ,
for all u ∈ Ut(xt) and for all v ∈ V, there exists a Markov pi ∈ Π such that pit(xt) = u. By setting
c = (0, . . . , 0, ct+1, 0, . . . , 0) with ct+1 : (x′, u′) 7→ v(x′), the Markov property of ρpi implies that
σt(ht,Qt(xt, u), v) = vc,pit (ht) = vc,pit (h′t ) = σt(h′t ,Qt(xt, u), v).
Therefore, σt is indeed memoryless, that is, its dependence on ht is carried by xt only.
Suppose σt, t = 1, . . . , T − 1, are all memoryless. We prove by induction backward in time that
for all t = T, . . . , 1, vc,pit (ht) = vc,pit (h′t ) for all Markov pi and all ht, h′t ∈ Xt such that xt = x′t . For
t = T we have: vc,piT (hT ) = cT (xT , piT (xT )) = vc,piT (h′T ). We can just write it as vc,piT (xT ). If this relation
is true for some t + 1 ≤ T , then for t we obtain
vc,pit (ht) = ct(xt, pit(xt)) + σt
(
xt,Qt(xt, pit(xt)), vc,pit+1(ht, ·)
)
= ct(xt, pit(xt)) + σt(xt,Qt(xt, pit(xt)), vc,pit+1(·)).
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The right hand side is a function of xt, rather than ht, and we can write the value of the risk measure
as vc,pit (xt). By induction, the result holds true for all t. 
Theorem 4.4. For a controlled Markov system, a family of process-based dynamic risk measures{
ρpit,T
}pi∈Π
t=1,...,T is translation-invariant, stochastically conditionally time-consistent, and Markov, if and
only if there exist functionals
σt :
{(
x,Qt(x, u)) : x ∈ X, u ∈ Ut(x)} ×V → R, t = 1 . . . T − 1,
where V is the set of bounded measurable functions on X, such that:
(i) For all t = 1, . . . , T − 1 and all x ∈ X, σt(x, ·, ·) is normalized and strongly monotonic with
respect to stochastic dominance on { Qt(x, u) : u ∈ Ut(x) };
(ii) For all pi ∈ Π , for all measurable bounded c, for all t = 1, . . . , T − 1, and for all ht ∈ Xt,
vc,pit (ht) = ct(xt, pit(ht)) + σt
(
xt,Qt(xt, pit(ht)), vc,pit+1(ht, ·)
)
. (17)
Theorem 4.4 provides us with a simple recursive formula (17) for the evaluation of risk of a
Markov policy pi:
vc,piT (x) = cT (x, piT (x)), x ∈ X,
vc,pit (x) = ct(x, pit(x)) + σt
(
x,Qt(x, pit(x)), vc,pit+1
)
, x ∈ X, t = T − 1, . . . , 1.
It involves calculation of the values of functions vc,pit (·) on the state space X.
4.2 Dynamic Programming
In this section, we fix the cost functions c1, . . . , cT and consider a family of dynamic risk measures{
ρpit,T
}pi∈Π
t=1,...,T which is normalized, translation-invariant (Definition 2.2), stochastically conditionally
time-consistent (Definition 3.1), and Markov (Definition 4.2). Our objective is to analyze the risk
minimization problem:
min
pi∈Π
vpi1(x1), x1 ∈ X.
For this purpose, we introduce the family of value functions:
v∗t (ht) = inf
pi∈Πt,T (ht)
vpit (ht), t = 1, . . . , T, ht ∈ Xt, (18)
where Πt,T (ht) is the set of feasible deterministic policies pi = {pit, . . . , piT }. As stated in Theorem
4.4, transition risk mappings {σt}t=1,...,T−1 exist, such that
vpit (ht) = ct(xt, pit(ht)) + σt
(
xt,Qt(xt, pit(ht)), vpit+1(ht, ·)
)
, t = 1, . . . , T − 1, pi ∈ Π, ht ∈ Xt. (19)
Our intention is to prove that the value functions v∗t (·) are memoryless, that is, for all ht = (x1, . . . , xt)
and h′t = (x′1, . . . , x′t) such that xt = x′t , we have v∗t (ht) = v∗t (h′t ). In this case, with a slight abuse of
notation, we shall simply write v∗t (xt).
In order to formulate the main result of this subsection, we equip the space P(X) of probability
measures on X with the topology of weak convergence.
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Theorem 4.5. Suppose a family of dynamic risk measures {ρpit,T }pi∈Πt=1,...,T is normalized, translation-
invariant, stochastically conditionally time-consistent, and Markov. We assume the following con-
ditions:
(i) The transition kernels Qt(·, ·), t = 1, . . . , T, are weakly continuous;
(ii) For every lower semicontinuous v ∈ V the transition risk mappings σt(·, ·, v), t = 1, . . . , T, are
lower semicontinuous;
(iii) The functions ct(·, ·), t = 1, . . . , T, are lower semicontinuous;
(iv) The multifunctions Ut(·), t = 1, . . . , T, are compact-valued, and upper semicontinuous.
Then the functions v∗t , t = 1, . . . , T, are memoryless, lower semicontinuous, and satisfy the following
dynamic programming equations:
v∗T (x) = min
u∈UT (x)
cT (x, u), x ∈ X,
v∗t (x) = min
u∈Ut(x)
{
ct(x, u) + σt(x,Qt(x, u), v∗t+1)} , x ∈ X, t = T − 1, . . . , 1.
Moreover, an optimal Markov policy pˆi exists and satisfies the equations:
pˆiT (x) ∈ argmin
u∈UT (x)
cT (x, u), x ∈ X,
pˆit(x) ∈ argmin
u∈Ut(x)
{
ct(x, u) + σt(x,Qt(x, u), v∗t+1)} , x ∈ X, t = T − 1, . . . , 1.
Proof. We prove the memoryless property of v∗t (·) and construct the optimal Markov policy by
induction backwards in time. For all hT ∈ XT we have
v∗T (hT ) = inf
pi∈Π
cT (xT , piT (hT )) = inf
u∈UT (xT )
cT (xT , u). (20)
Since cT (·, ·) is lower semicontinuous, it is a normal integrand, that is, its epigraphical mapping
x 7→ {(u, α) ∈ U × R : cT (x, u) ≤ α} is closed-valued and measurable [37, Def. 14.1, Ex. 14.31].
Due to assumption (iv), the mapping
c¯T (x, u) =
cT (x, u) if u ∈ UT (x),+∞ otherwise,
is a normal integrand as well. By virtue of [37, Thm. 14.37], the infimum in (20) is attained and is
a measurable function of xT . Hence, v∗T (·) is measurable and memoryless. By assumptions (iii) and
(iv) and Berge theorem, it is also lower semicontinuous (see, e.g., [3, Thm. 1.4.16]). Moreover, the
optimal solution mapping ΨT (x) = {u ∈ UT (x) : cT (x, u) = v∗T (x)} is measurable and has nonempty
and closed values. Therefore, a measurable selector pˆiT of ΨT exists [26], [3, Thm. 8.1.3].
Suppose v∗t+1(·) is memoryless and lower semicontinuous, and Markov decision rules {pˆit+1, . . . , pˆiT }
exist such that
v∗t+1(xt+1) = v{pˆit+1,...,pˆiT }t+1 (xt+1), ∀ ht+1 ∈ Xt+1.
Then for any ht ∈ Xt we have
v∗t (ht) = inf
pi∈Π
vpit (ht) = inf
pi∈Π
{
ct(xt, pit(ht)) + σt(xt,Qt(xt, pit(ht)), vpit+1(ht, ·))} .
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On the one hand, since vpit+1(ht, ·) ≥ v∗t+1(·) and σt is non-decreasing with respect to the last
argument, we obtain
v∗t (ht) ≥ inf
pi∈Π
{
ct(xt, pit(ht)) + σt(xt,Qt(xt, pit(ht)), v∗t+1)}
= inf
u∈Ut(xt)
{
ct(xt, u) + σt(xt,Qt(xt, u), v∗t+1)} . (21)
By assumptions (i)–(iii), the mapping (x, u) 7→ ct(x, u)+σt(x,Qt(x, u), v∗t+1) is lower semicontinuous.
Invoking [37, Thm. 14.37] and assumption (iv) again, exactly as in the case of t = T , we conclude
that the optimal solution mapping
Ψt(x) =
{
u ∈ Ut(x) : ct(x, u) + σt(x,Qt(x, u), v∗t+1)
= inf
u∈Ut(x)
{
ct(x, u) + σt(x,Qt(x, u), v∗t+1)} }
is measurable and has nonempty and closed values; hence, a measurable selector pˆit of Ψt exists [3,
Thm. 8.1.3]. Substituting this selector into (21), we obtain
v∗t (ht) ≥ ct(xt, pˆit(xt)) + σt
(
xt,Qt(xt, pˆit(xt)), v{pˆit+1,...,pˆiT }t+1
)
= v
{pˆit,...,pˆiT }
t (xt).
In the last equation, we used (19) and the fact that the decision rules pˆit, . . . , pˆiT are Markov.
On the other hand,
v∗t (ht) = inf
pi∈Π
vpit (ht) ≤ v{pˆit,...,pˆiT }t (xt).
Therefore, v∗t (ht) = v{pˆit ,...,pˆiT }t (xt) is measurable, memoryless, and
v∗t (xt) = min
u∈Ut(xt)
{
ct(xt, u) + σt(xt,Qt(x, u), v∗t+1)}
= ct(xt, pˆit(xt)) + σt(xt,Qt(xt, pˆit(xt)), v∗t+1).
By assumptions (ii), (iii), (iv), and Berge theorem, v∗t (·) is lower semicontinuous (see, e.g. [3, Thm.
1.4.16]). This completes the induction step. 
Remark 4.6. If we replace semicontinuity with continuity in assumptions (ii)–(iv), then the value
functions v∗t , t = 1, . . . , T, will be continuous. The proof is identical.
Let us verify the weak lower semicontinuity assumption (ii) of the mean–semideviation transi-
tion risk mapping of Example 2.13. To make the mapping Markovian, we assume that the parameter
κ depends on x only, that is,
σ(x, q, v) =
∫
X
v(s) q(ds) + κ(x)
(∫
X
[(
v(s) −
∫
X
v(s′) q(ds′)
)
+
]p
q(ds)
)1/p
. (22)
As before, p ∈ [1,∞). For simplicity, we skip the subscript t of σ and κ.
Lemma 4.7. Suppose κ(·) is continuous. Then for every lower semicontinuous function v, the
mapping (x, q) 7→ σ(x, q, v) in (22) is lower semicontinuous.
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Proof. Let qk → q weakly and xk → x. For all s ∈ X we have the inequality
0 ≤
[
v(s) −
∫
X
v(s′) q(ds′)
]
+
≤
[
v(s) −
∫
X
v(s′) qk(ds′)
]
+
+
[ ∫
X
v(s′) qk(ds′) −
∫
X
v(s′) q(ds′)
]
+
.
By the triangle inequality for the norm in Lp(X,B(X), qk),
(∫
X
[
v(s) −
∫
X
v(s′) q(ds′)
]p
+
qk(ds)
)1/p
≤
(∫
X
[
v(s) −
∫
X
v(s′) qk(ds′)
]p
+
qk(ds)
)1/p
+
[ ∫
X
v(s′) qk(ds′) −
∫
X
v(s′) q(ds′)
]
+
.
Adding
∫
X
v(s) q(ds) to both sides, we obtain
∫
X
v(s) q(ds) +
(∫
X
[
v(s) −
∫
X
v(s′) q(ds′)
]p
+
qk(ds)
)1/p
≤
(∫
X
[
v(s) −
∫
X
v(s′) qk(ds′)
]p
+
qk(ds)
)1/p
+ max
[ ∫
X
v(s) qk(ds),
∫
X
v(s) q(ds)
]
.
By the lower semicontinuity of v and weak convergence of qk to q, we have∫
X
v(s) q(ds) ≤ lim inf
k→∞
∫
X
v(s) qk(ds),
that is, for every ε > 0, we can find kε such that for all k ≥ kε∫
X
v(s) qk(ds) ≥
∫
X
v(s) q(ds) − ε.
Therefore, for these k we obtain
∫
X
v(s) q(ds) +
(∫
X
[
v(s) −
∫
X
v(s′) q(ds′)
]p
+
qk(ds)
)1/p
≤
∫
X
v(s) qk(ds) +
(∫
X
[
v(s) −
∫
X
v(s′) qk(ds′)
]p
+
qk(ds)
)1/p
+ ε.
Taking the “lim inf” of both sides, and using the weak convergence of qk to q and the lower semi-
continuity of the functions integrated, we conclude that
∫
X
v(s) q(ds) +
(∫
X
[
v(s) −
∫
X
v(s′) q(ds′)
]p
+
q(ds)
)1/p
≤ lim inf
k→∞

∫
X
v(s) qk(ds) +
(∫
X
[
v(s) −
∫
X
v(s′) qk(ds′)
]p
+
qk(ds)
)1/p + ε.
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As ε > 0 was arbitrary, the last relation proves the lower semicontinuity of σ in the case when
κ(x) ≡ 1. The case of a continuous κ(x) ∈ [0, 1] can be now easily analyzed by noticing that
σ(x, q, v) is a convex combination of the expected value, and the risk measure of the last displayed
relation:
σ(x, q, v) = (1 − κ(x))
∫
X
v(s) q(ds)
+ κ(x)

∫
X
v(s) q(ds) +
(∫
X
[
v(s) −
∫
X
v(s′) q(ds′)
]p
+
q(ds)
)1/p .
As both components are lower semicontinuous in (x, q), so is their sum. 
We can also verify the weak continuity of the Average-Value-at-Risk transition risk mapping
of Example 2.14. To make the mapping Markovian, we assume that the parameter α depends on x
only, that is,
σ(x, q, v) = min
η∈R
{
η +
1
α(x)
∫
X
(
v(s) − η)+ q(ds)
}
, (23)
For simplicity, we skip the subscript t of σ and α.
Lemma 4.8. Suppose α(·) is continuous and takes values in [αmin, αmax] ⊂ (0, 1). Then for every
continuous function v, the mapping (x, q) 7→ σ(x, q, v) in (23) is continuous.
Proof. Consider the function
(q, η) 7→
∫
X
(
v(s) − η)+ q(ds). (24)
Suppose qk → q weakly and ηk → η. We have∫
X
(
v(s) − η)+ qk(ds) ≤
∫
X
(
v(s) − ηk)+ qk(ds) + |ηk − η|.
Taking the “lim inf” of both sides and using the weak convergence of qk to q and the lower semi-
continuity of the functions integrated, we conclude that∫
X
(
v(s) − η)+ q(ds) ≤ lim infk→∞
∫
X
(
v(s) − η)+ qk(ds) ≤ lim infk→∞
∫
X
(
v(s) − ηk)+ qk(ds).
Thus the function (24) is lower semicontinuous. It follows that the function being minimized with
respect to η in (23) is jointly lower semicontinuous with respect to (x, q, η). Since qk → q weakly,
the collection {qk} is tight (Prohorov’s theorem; see, e.g., [6, Sec. 1.6]). Since v(·) is continuous, the
measures qk ◦v−1 are tight as well. Hence, a bounded interval C ⊂ R exists such that all α-quantiles
of all qk ◦ v−1 and q ◦ v−1 are contained in C, for all α ∈ [αmin, αmax]. Therefore, we can restrict η to
C in (23), without affecting the values of σ(xk, qk, v) and σ(x, q, v). By Berge theorem, the optimal
value in (23) is continuous (see, e.g., [3, Thm. 1.4.16]).

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