Abstract. The optimal scheduling or unit commitment of power generation systems to meet a random demand involves the solution of a class of dynamic programming inequalities for the optimal cost and control law. We study the behavior of this optimality system in terms of two parameters: (i) a scheduling delay, e.g., the startup time of a generation unit; and (ii) the relative magnitudes of the costs (operating or starting) of different units. In the first case we show that under reasonable assumptions the optimality system has a solution for all values of the "delay, and, as the delay approaches zero, that the solutions converge uniformly to those of the corresponding system with no delays. In the second case we show that as the cost of operating or starting a given machine increases relative to the costs of the other machines, there is a point beyond which the expensive machine is not used, except in extreme situations. We give a formula for the relative costs that characterize this point. Moreover, we show that as the relative cost of the expensive machine goes to infinity the optimal cost of the system including the expensive machine approaches the optimal cost of the systerff without the machine.
1. Introduction. Optimal scheduling of continuously evolving stochastic dynamical systems admitting costly, discrete state transitions as control actions involves the analysis of partial differential inequalities which constitute the dynamic programming optimality conditions for the problem. These are the "quasi-variational inequalities" (QVI's) introduced for such problems by A. Bensoussan and J. L. Lions [1] [2]. While there is an extensive analytical theory for the existence, uniqueness, and regularity properties of the solutions of QVI's, it is very difficult to describe the solutions and the associated optim.al scheduling rules, i.e., the control laws, in any but the simplest cases. For this reason it is useful to examine the behavior of the solutions to QVI's as a function of various parameters which have simple interpretations in specific settings.
In this paper we consider the problem of scheduling a collection of power generation machines to meet a random demand for power, that is, the "unit commitment" problem. There are positive startup and operating costs associated with each machine, and the scheduling problem is to commit the units and operate them (set their power output levels) to meet the demand at minimum cost. The "demand" is modeled here as a diffusion process. In 3 we study the problem including scheduling delays in unit starting. (In power systems operations such delays correspond to the times for boiler reheating in steam turbine generators or crew travel times in manual start units [3] .) In 4 we consider the scheduling problem when some machines are much more expensive to start and/or operate than any of the other machines.
Under reasonable assumptions on the demand dynamics and the cost functions we show that the optimality system (the QVI's) has a well-defined solution, cost and control policy, for all values of the scheduling delay, and, as the delay approaches zero, that the optimal cost converges uniformly to that of the corresponding system with no delay. The results of M. Robin [4] and J.-L. Menaldi [5] [6] form the basis for our arguments. In 4 we show that as the cost of starting and/or operating a designated machine increases relative to the costs of the other machines there is a point beyond which the expensive machine is not used, except in extreme situations.
We give an inequality on the relative costs that characterizes this point. Moreover, we show that as the relative operating cost of the expensive machine goes to infinity the optimal cost of the system including the expensive machine approaches the optimal cost of the system excluding the machine.
Related work on the asymptotic analysis of QVI's in general and optimal scheduling problems in particular may be found in the papers [7] [8] [9] [10] (among others). For the most part these are concerned with the asymptotic behavior as the noise intensity approaches zero, i.e., as the system dynamics reduce from stochastic to deterministic. The QVI's are, in such cases, singularly perturbed. The problems treated here are of a different type, although the case of large cost differentials has an order reduction effect in the asymptotic limit.
In [11] a result is given (Thm. 1.2, p. 192) which characterizes the optimal switching among alternatives in terms of a simple inequality on the costs. However, the problems considered in [11] y (z, a) Fa a.s. on {z < } Va A. The cost functional for the problem is defined as follows: let f:R be continuous; f is the operating cost rate. The switching cost k :
where ki => k0 > 0 for/" 1, , m. The cost is
where a > 0 is the discount [actor, Ex.{" } is expectation over paths y(t), (t) starting in x e R N and e A, respectively, and 0o =0. The first question of interest is the existence of the optimal cost. Since the problem is possibly degenerate (det o'er r (x, a)= 0 for some x, a) and irregular (F. not closed), this is a potentially delicate issue. However, the results of [5] and [6] adapt to the present case with minor modifications. Since we are mainly interested in the qualitative features of the optimal scheduling problem, we shall present a minimal treatment of the existence question. 
(Here a plays the role of a parameter.) Following [5] and [6] x,=Io (yx(S),a)e-ds+u(y(t^r),a)e-(^') is a t-submartingale for each x Here (2.14)
/(x, a) man {f(x, p a), p s P}. We shall also say that C,u _-</ in the martingale sense when (2.13) holds.
Define the operator M as 
O(t) f(y (t), d), f,(t)=f(t)o(t)
completes the proof. QED Remark. The function t"(x, a) is the optimal cost given that n switchings are permitted.
3. Dependence of the cost on the scheduling delay. In this section we shall show that the optimal scheduling cost depends continuously on the delay h as h --> 0, if the hypotheses of Theorem 2.1 hold. To emphasize the dependence on h, let th (X, a) be the optimal cost in the problem (2.10), and let t, be the costs in the sequence (2.19).
Also, let 1/2ko(n-m)E{e-a("^')lo.<,}<-supE Y k[a(Oi_l),a(Oi)]e a(. ='1 To estimate the term on the right, recall from (2.9), the form of the cost of an admissible policy. Consider a suboptimal policy which involves no switching. The cost of such a policy is bounded above by II/ 11/ , It follows from (2.9) that we can restrict attention to policies in which (3.13) 
E{ k[a(t-),a(t)]e
O_<t<-Using this on the right in (3.12) , and the result in (3.9), we have the desired inequality (3.5) with (3.14) c 211/ll=/ko.
QED
The bound (3.5) and an inequality of Robin give us the desired continuity result. Let do(X, a) be the optimal cost in the system (2.10) with no delay, i.e., h 0. THEOREM 3. IlaT a"ll 2nh IIll.
It follows that for any n >_-m + 1 Ila aoll-< (411flllko)l(n m + llfllnh.
Thus, taking h $0 and then n -oo leads to the desired result. QED 4. Scheduling with some expensive machines. Now suppose that one machine, or more generally, a group o machines is much more expensive to operate and/or start than the remaining machines. One would expect that the expensive machine would be used only in extreme circumstances, or not at all when its cost is very high.
We show that the problem (2.10) has these properties. Let aeeA be an "expensive" schedule. Recall the notation /(x,a)= min {f(x, p a), p e P}. Remark. In other words, the optimal policy (. switches to the expensive schedule only near the boundary F, and in that case, it switches once and then stops.
Proof. Let (4.6) [(x, ae) -> 1/e, x e Y, e > 0 small.
One would expect that in the limit as e $ 0 that the expensive state a will never be used. We shall treat the cases h > 0 and h 0 separately. Let (4.7) Uh (x, a) inf {J,(v)" v(t) p(t) a(t), a(t) a O <= <--, h >0}, a(x' a) ElIo P(;(t'l(t))'l(t))e-<"dt+ i=, k (i-" /) e-<'} (4.15) +E{e-" a ," ), )). 
