Abstract. We consider a mean-field model to describe the dynamics of N 1 bosons of species one and N 2 bosons of species two in the limit as N 1 and N 2 go to infinity. We embed this model into Fock space and use it to describe the time evolution of coherent states which represent two-component condensates. Following this approach, we obtain a microscopic quantum description for the dynamics of such systems, determined by the Schrödinger equation. Associated to the solution to the Schrödinger equation, we have a reduced density operator for one particle in the first component of the condensate and one particle in the second component. In this paper, we estimate the difference between this operator and the projection onto the tensor product of two functions that are solutions of a system of equations of Hartree type. Our results show that this difference goes to zero as N 1 and N 2 go to infinity. Our hypotheses allow the Coulomb interaction.
Introduction
One of the typical experimental realisations of Bose-Einstein condensation (also called BEC henceforth) concerns the preparation and the dynamical evolution of the so-called mixture condensates [9, 17] . They consist of a Bose gas formed by two different species of bosons, with both intra-species and inter-species interactions, which exhibits condensation in each component. This results in a macroscopic occupation of some one-body orbital for the first type of bosons and another one for the second type. Such systems are customarily prepared as a gas of atoms of the same element, typically 87 Rb, which occupy two hyperfine states [24, 19, 10, 11] [27] . In the former case, we refer to the part of the experiment in which no interconversion between particles of different hyperfine states occur. For a comprehensive review of the physical properties of mixture condensates, we refer to [31, Chapter 21] .
A mixture condensate (with a fixed number of particles) is naturally modeled as a many-body system of N 1 indistinguishable bosons of the first species and N 2 indistinguishable bosons of the second species. The Hilbert space for the system is the tensor product Here, x j ∈ R 3 represents the jth variable corresponding to the first factor of H and y k ∈ R 3 represents the kth variable corresponding to the second factor. We will describe later the hypothesis on the interaction potentials V 1 , V 2 and V 12 .
We will consider a mixture condensate with variable number of particles. In order to do this, we will embed the model mentioned above into a tensor product of Fock spaces, as described in Section 2.
The N 1 , N 2 -dependent factors in the Hamiltonian H N1,N2 are typical of the mean-field regime. When N 1 → ∞ and N 2 → ∞ with N 1 /N 2 → constant, the factors guarantee that the kinetic and potential terms of the Hamiltonian remain comparable and thus the many-body dynamics remains non-trivial in the limit. In fact, there are N 1 + N 2 kinetic terms and 1 2 (N 1 + N 2 )(N 1 + N 2 − 1) potential terms in H N1,N2 , but the mean-field factors reduce the order of the potential energy to
One could obtain a similar regime, for example, by choosing the factor 1/(N 1 + N 2 ) for all potential terms, or by replacing the factor in V N1,N2 by 1/ √ N 1 N 2 . Out of such similar choices, the one that we make here is the physically meaningful one, for it yields the physically correct weights in the Hartree equations (as suggested by experiments). A justification for our choice is provided in [20, Section 4] .
A natural example of state which models a two-component condensate is a state ψ N1,N2 ∈ H of the form ψ N1,N2 (x 1 , . . . , x N1 , y 1 , . . . , x N2 ) = for some u, v ∈ H 1 (R 3 ) with u L 2 = 1 and v L 2 = 1. If ψ N1,N2 represents a condensate at t = 0, its time-evolution ψ N1,N2,t is determined by the Schrödinger equation (1.2) i∂ t ψ N1,N2,t = H N1,N2 ψ N1,N2,t with ψ N1,N2,0 = ψ N1,N2 .
In order to consider systems with variable number of particles, we will embed states of the form ψ N1,N2 into a product of Fock spaces by considering a coherent superposition of such states. More precisely, we will consider a tensor product of coherent states as initial state (more on this in Section 2). In Appendix A, we consider initial states of the form ψ N1,N2 .
The factorization of the initial state is not preserved by the time-evolution. However, in the mean-field regime, similarly to what happens for one-component condensates [32] , we expect that the solution ψ N1,N2,t is approximately factorized (in a sense describe below) when N 1 → ∞ and N 2 → ∞. Schematically, we expect that ψ N1,N2,t (x 1 , . . . , x N1 , y 1 , . . . , x N2 ) ≃ where u t and v t are the solutions of the system of equations of Hartree type (1.3) i∂ t u t = ∆u t + (V 1 * |u t | 2 )u t + c 2 (V 12 * |v t | 2 )u t i∂ t v t = ∆v t + (V 2 * |v t | 2 )v t + c 1 (V 12 * |u t | 2 )v t with u 0 = u e v 0 = v. We will specify later the constants c 1 and c 2 .
We now explain in which sense the approximate factorization holds true. When the mixture of bosons is in the state ψ N1,N2,t , condensation in each component can be inferred by using the density operator (1.4) γ (1, 1) N1,N2,t = Tr N1−1,N2−1 |ψ N1,N2,t ψ N1,N2,t |, where |ψ N1,N2,t ψ N1,N2,t | denotes the orthogonal projection onto the state ψ N1,N2,t and Tr N1−1,N2−1 denotes the trace over N 1 − 1 variables corresponding to the first factor of H and N 2 − 1 variables corresponding to the second factor. The operator γ 
× ψ N1,N2,t (x, x 2 , . . . , x N1 ; y, y 2 , . . . , y N2 )
× ψ N1,N2,t (x ′ , x 2 , . . . , x N1 ; y ′ , y 2 , . . . , y N2 ) .
(1.5)
If ψ N1,N2,t = 1, we have γ
N1,N2,t = 1. For t > 0, the operator γ N1,N2,t is not rank-one and is not factorised as a tensor product of two density operators. The special case of (complete) two-component BEC with condensate functions u t and v t corresponds to the situation when N1,N2,t = |u t ⊗ v t u t ⊗ v t |, where convergence occurs with respect to the trace norm. The limit above is of thermodynamic type and one regards it as an approximation for large systems, namely, γ (1, 1) N1,N2,t ≃ |u t ⊗ v t u t ⊗ v t | when N 1 and N 2 are large. The limit expresses the fact that the actual many-body state has the same occupation numbers of the pure tensor product u ⊗N1 t ⊗v ⊗N2 t . In fact, γ (1, 1) N1,N2,t has non-negative real eigenvalues that sum up to 1 and that are naturally interpreted as the fraction of the particles occupying the corresponding eigenstates. Thus, when (1.6) occurs, it means that there is macroscopic occupation of bosons of the first species in the one-body state u t and a macroscopic occupation of bosons of the second species in the one-body state v t . The condition (1.6) is the precise meaning of the approximate factorization mentioned above.
In the limit, the vanishing of γ
N1,N2,t − |u t ⊗ v t u t ⊗ v t | (with respect to the trace norm) is much weaker than the vanishing of ψ N1,N2,t − u
H . In fact, unless the system is non-interacting, even in the regime of condensation there is an additional inter-particle correlation structure in the typical ψ N1,N2,t that can not be described using only γ (1, 1) N1,N2,t (this subject, for one-component condensates, has been investigated recently in [16, 15, 25] ).
In this work, we are interested in the time-evolution of a two-component mixture condensate once the gas is prepared in a state of complete condensation in each component. As is done in experiments, after the initial state is prepared, we imagine that the trap is switched off and the system is free to evolve under the sole effect of the intra-and inter-species interactions. Under suitable conditions on the density and the interactions of the system, the two-component condensation persists at later times and the system is condensed onto two one-body orbitals that are solutions of the system of equations (1.3).
The study of the effective dynamics of Bose-Einstein condensates in various regimes is a topic of current interest [20, 26, 1, 21] . In [20] , a paper by one of us and A. Olgiati, effective evolution equations were derived rigorously from the many-body Schrödinger equation by using a method of "counting" the number of particles in the many-body state that occupy the one-body orbitals, at time t. This was possible by adapting Pickl's counting method which was used in the study of one-component condensates [13, 28, 29, 30] . In [1] , a similar result was obtained by Anapolitanos, Hott and Hundertmark for systems of particles interacting through the Yukawa potential.
Our paper complements the analysis done in [20] and [1] . We derive a system of effective equations of Hartree type by using methods in Fock space developed by Hepp [12] , Ginibre and Velo [8] , and Rodnianski and Schlein [32] (see also [2] ). A review of these methods for one-component Bose gases can be found in [3] . Our result holds for coherent states as initial data (Theorem 2.3). In Appendix A, we state a preliminary result for factorized initial data. In contrast to [1] , our hypothesis allow the Coulomb interaction. The methods in Fock space have been used to study dynamical properties of one-component condensates [6, 7, 2, 15, 4, 5] . In short, the methods are based on the idea of controlling fluctuations of the dynamics with respect to the leading (mean-field) dynamics.
Within the mean-field regime, the type of result that we obtain is the completion of the following diagram 
That is, assuming that at t = 0 the system is prepared in a state of two-component condensation with one-body wave functions u and v, we prove that, for t > 0, along the many-body dynamics and at the level of the corresponding reduced density operator, we still have a state of two-component condensation with one-body wave functions u t and v t , whose evolution is described by the system of equations (1.3) with initial datum u and v.
In order to state the main result of this paper (Theorem 2.3), we need to describe our model in Fock space. This is done in Section 2. The proof of Theorem 2.3 appears in Section 3. In Sections 4 and 5, we prove some propositions that we used to prove Theorem 2.3. Finally, in Appendix A, we state and prove a preliminary result about the time evolution of factorized states (Theorem A.1). In addition, we formulate and open problem (Remark A.4), whose solution immediately improves the preliminary result.
The model in Fock space and the main result
We want to represent our model for a two-component condensate using a tensor product of Fock spaces. To do this, we will proceed as follows. First, we present the basic definitions regarding the Fock space and some operators defined on it. Then, we describe the tensor product of Fock spaces and the tensor products of some operators. This gives a mathematical model for the two-component condensate.
Spaces and basic operators. The Fock space for bosons over
Here, we are using the convention that
s (R 3n ) for n ≥ 0. For ψ, φ ∈ F , the inner product is given by
The vector space F with this inner product is a Hilbert space. The induced norm on this space is denoted by · . We now mention some special states in F which are relevant in our work. First, the vacuum state 1 ⊕ 0 ⊕ 0 ⊕ · · · , denoted by Ω. Secondly, states with exactly n particles, denoted by ψ n . Thus
An operator that plays and important role in our work is the number of particles operator, denoted by N . This is the self-adjoint operator on F defined by
for any ψ ∈ F such that n≥0 n 2 ψ (n) 2 < ∞. We observe that a state ψ n with exactly n particles is an eigenvector of N with eigenvalue n.
Our next step is defining creation and annihilation operators on
Similarly, the annihilation operator is defined (as the closure of)
We now consider two copies of the bosonic Fock space F . In our model, the state space for the two-component condensate is
Here, we are using the standard tensor product of two Hilbert spaces (as described in [33] , for example).
Having described the state space, let us define operators on it. We will often use the standard construction of tensor product of operators, as described in [33] , for example.
For f ∈ L 2 (R 3 ), we define creation and annihilation operators on each factor of F ⊗ F by
The corresponding operator valued distributions are given by
There are several commutation relations for the operators b * (f ), c * (f ), b(f ) and c(f ). The only commutators that are not equal to zero are The creation and annihilation operators are bounded with respect to I ⊗ N 1/2 , N 1/2 ⊗ I, etc. The precise statement is given in the following lemma. The proof of the lemma follows from the corresponding well-known result for creation and annihilation operators on each factor of F ⊗ F (see [32] for a proof).
The Hamiltonian. We now define the Hamiltonian H N1,N2 acting on F ⊗ F . First, we observe that the set of all finite sums k ψ k is dense in F . Moreover, the set of all finite linear combinations of products ψ n1 ⊗ φ n2 , denoted by D, is dense in F ⊗ F . We define the Hamiltonian H N1,N2 acting on products ψ n1 ⊗ φ n2 by
We then extend H N1,N2 to D by linearity. With the hypothesis on V 1 , V 2 and V 12 in Theorem 2.3, the Hamiltonian H N1,N2 on D gives rise to a self-adjoint operator (which we denote by the same symbol H N1,N2 ) [34] . In particular, the initial value problem i∂ t ψ t = H N1,N2 ψ t with ψ t | t=0 = ψ 0 is well-posed.
Using the operator-valued distributions b x and c x , the Hamiltonian H N1,N2 can be written as
conserves the number of particles in each factor of F ⊗ F . In fact, it is simple to verify that, for j = 1, 2,
Furthermore, for fixed N 1 and N 2 , the subspace
is invariant by H N1,N2 , and the Hamiltonian H N1,N2 restricted to S N1,N2 is equal to H N1,N2 . Therefore, for initial data in S N1,N2 , the time evolution generated by H N1,N2 reduces to the time evolution generated by H N1,N2 .
The reduced density operator. For ψ ∈ F ⊗F , we define the reduced density operator γ
We observe that Tr 1,1 γ N1,N2,t given in the introduction.
The state W (f )Ω is called a coherent state. We have
This expression is obtained by using the identities
and a(f )Ω = 0. The first identity is obtained using
which is an operator on F ⊗ F . We set ω = Ω ⊗ Ω (which we also call a vacuum state). Thus W(f, g)ω is a tensor product of coherent states (which we also call a coherent state).
In the following lemma, we have some important properties of the operator W(f, g) and the coherent state W(f, g)ω. These properties follow easily from the corresponding well-known properties of Weyl operators (see [32] , for example).
(a) The operator W(f, g) is unitary and
the solution to the Schrödinger equation i∂ t ψ t = H N1,N2 ψ t with initial condition ψ 0 = ψ N1,N2 . We will study the family of solutions {ψ t } N1,N2 as N 1 and N 2 go to infinity.
We are ready to state our main result:
Suppose that (N 1 ) and (N 2 ) are sequences of positive integers and c 1 and c 2 real numbers which obey N 1 → ∞ and N 2 → ∞ with
for some constant D > 0 where c 1 = 0 and c 2 = 0 with c 1 + c 2 = 1. Let γ (1,1) t be the reduced density operator associated to the solution
, where C and γ are positive constants that do not depend on N 1 and N 2 , and u t and v t are the solutions of the system of equations (1.3) with initial datum u and v.
Before we make some observations about this theorem, let us say a few words about the idea behind its proof:
If ψ t was equal to the coherent state W( √ N 1 u t , √ N 2 v t )ω, the left hand side of (2.4) would vanish identically (and Theorem 2.3 would be true with C = 0). This observation suggests a strategy to prove Theorem 2.3. Namely, the idea is to show that ψ t ≈ W( √ N 1 u t , √ N 2 v t )ω in certain sense. In order to do this, we make a time-dependent change of variable which transforms the Schrödinger equation into a non-autonomous equation, called the fluctuation equation, whose initial datum is the vacuum state. Again, if the vacuum state was a stationary solution to this equation, the left hand side of (2.4) would vanish identically. The vacuum state is not a stationary solution, but the actual solution to the fluctuation equation has a property that suffices to obtain Theorem 2.3. Namely, the expected value of the number of particles for the solution does not grow too fast as N 1 and N 2 go to infinity. Below we describe how to implement this strategy to prove Theorem 2.3. As we mentioned earlier, we will use the methods developed in [32] (see also [2] ).
Before we proceed, we make the following observations about Theorem 2.3:
(1) The hypothesis on the interaction potentials V 1 , V 2 and V 12 allow the Coulomb potential. In addition, the theorem holds for both attractive and repulsive potentials. (2) Under the hypothesis on the interaction potentials and the initial datum u and v, the system of equations (1.3) of Hartree type is globally well-posed in time. This follows from conservation of mass and energy.
To prove Theorem 2.3, we will proceed as follows: We will consider a tensor product of coherent states as initial data. The Hartree dynamics emerges as the main component of the evolution of this initial data (in the mean field limit). The problem reduces to study fluctuations around this main component. (These fluctuations are described by a two-parameter unitary group U N1,N2 (s, t) called fluctuation dynamics. ) We will prove that the number of fluctuations is controlled, in certain sense, for large N 1 and N 2 . This implies the statement in Theorem 2.3.
We now turn to the proof of our main theorem.
is a real-valued function that we will choose later. Let u t and v t be the solutions to the Hartree system (1.3). For t, s ∈ R, we set
We refer to the operator U (t, s) as the fluctuation dynamics. We abbreviate
Thus, we may write
We also define
Using the above definitions, it is simple to verify that
For each s ∈ R, the fluctuation dynamics satisfies the equation
We next calculate the first two terms in this expression.
To calculate (i∂ t W * t )W t , we use the identity
Here A(t) is an operator. (This identity is obtained using the definition of time derivative and the formula e −A Be
where
and
Here C N1,N2 (t) and Q N1,N2 (t) denote operators which are respectively cubic and quadratic in creation or annihilation operators. The scalar operator G N1,N2 (t) does not depend on creation or annihilation operators. By choosing
we obtain L(t)
Since u t and v t satisfy (1.3), we get
3. Proof of Theorem 2.3.
, let L 1 (h) be the space of trace class operators on h together with the trace norm · 1 , and let Com(h) be the space of compact operators on h together with the operator norm · . We observe that
This mapping is an isometry, an isomorphism, and onto. Thus, if |Tr(T J)| ≤ C J for all J ∈ Com(h) and C > 0, then T 1 = Tr(T ·) ≤ C. Therefore, to prove the Theorem 2.3, it suffices to show that
Since the Hamiltonian conserves the number of particles in each factor of F ⊗ F , by Lemma 2.2(c), we have ψ t , N ⊗ N ψ t = N 1 N 2 . Thus the kernel of γ
. We denote its integral kernel by J(x ′ , y ′ ; x, y). We want to estimate the absolute value of
We have the following proposition, which we prove later in Section 4.
We observe that p j = p j (t) for j = 1, . . . , 9.
Consequently, if
for positive constants D and α, we conclude that
for positive constants C and γ. This estimate implies the desired inequality, as we explained earlier. Therefore, to finish the proof of the theorem, we need to prove the estimates in (3.2). To to this, we use the following proposition, which we prove later in Section 5.
Proposition 3.2. For any ψ ∈ F ⊗ F and j ∈ N, we have
Here C j and γ j are positive constants that do not depend on N 1 and N 2 .
Let us prove the estimates in (3.2). We start with two observations: First, since ω t = e −iα(t) U (t, 0)ω, we have
and we have a similar equality for the other two quantities in (3.2). Secondly, we have N Ω = 0. We now apply Proposition 3.2 with ψ = ω, s = 0, t > 0, and j = 1, 2. We obtain
On the left hand side of these inequalities, each term is a non-negative number. Using these observations, we obtain the estimates in (3.2) for suitable constants D and α. This completes the proof of Theorem 2.3.
Proof of Proposition 3.1
Proof of Proposition 3.1. By (3.1), we have
We want to estimate the absolute value of each term in this sum. Recall that u t = 1 and v t = 1. Using Holder's inequality and the fact that J is a bounded operator, we obtain
The same contribution to (4.1) arises from r 3 (the calculation is similar). Hence the factor 2 in p 1 . Similarly, the contribution arising from r 2 and r 4 is J N
The calculations to derive p 3 , . . . , p 9 are similar and use the same ingredients: Holder's inequality and the fact that J is a bounded operator. In the bound for (4.1), the contribution p 3 arises from r 5 and r 10 , the contribution p 4 arises from r 7 and r 8 , the contribution p 5 arises from r 6 , the contribution p 6 arises from r 9 , the contribution p 7 arises from r 11 and r 13 , the contribution p 8 arises from r 12 and r 14 , and the contribution p 9 arises from r 15 . We omit the details. This proves Proposition 3.1.
Proof of Proposition 3.2
To prove Proposition 3.2, we will use another dynamics, denoted by U c (t, s), whose generator is similar to L(t) but contains a cutoff in the terms that are cubic in creation or annihilation operators. Given positive constants M 1 and M 2 , the cutoff forces the number of particles in the first factor of F ⊗ F to be smaller than M 1 and in the second factor to be smaller than M 2 . We refer to U c (t, s) as the truncated fluctuation dynamics, and we denote its generator by L c (t). Truncated fluctuation dynamics. We define
, Q N1,N2 (t) and R N1,N2 (t) as above and
, where χ is a characteristic function.
For each s ∈ R, let U c t,s = U c (t, s) be the time evolution defined by the equation
with U c s,s = I. The first ingredient to prove Proposition 3.2 is the following lemma:
Lemma 5.1. For ψ ∈ F ⊗ F and t, s ∈ R, we have
Here C j is a positive constant that does not depend on N 1 and N 2 .
Before we prove this lemma, let us state and prove another lemma that will be used several times: Lemma 5.2. Suppose that (N 1 ) and (N 2 ) are sequences of positive integers such that N 1 → ∞ and N 2 → ∞ with
where c 1 = 0 and c 2 = 0 with c 1 + c 2 = 1. For N 1 and N 2 sufficiently large, there exists a constant C > 0 such that
Proof. For k = 1, 2, consider the sequence a k = N k /(N 1 + N 2 ). Since a k converges to c k = 0, the sequence 1/a k converges to 1/c k . Thus 1/a k is bounded. This proves the first two estimates. The other bounds follow from the identities
Proof of Lemma 5.1. We fix j and set X = ((N + 1) ⊗ I + I ⊗ (N + 1)) j . We will estimate the time derivative of the expected value of X and then use Gronwall's Lemma. Define
We observe that q l,k = q l,k (t) for l = 1, . . . , 10. For each l, we will prove that
We then obtain
By Gronwall's Lemma, this implies the desired estimate.
We are left to prove the inequality (5.1). We need to calculate the commutators in the expressions for q l,k . To do this, we will derive some formulae. First, using a x N = (N + 1)a x and a *
Consequently, using the functional calculus, we get
Using the above formulae, we find that
We have similar expressions for the commutators
We can now prove (5.1). We want to estimate (·) , there are only six types of terms to consider, namely, the terms corresponding to l belonging to the sets {1, 2}, {3}, {4}, {5, 6}, {7, 8} and {9, 10}, respectively.
Let us consider l = 3. Write
Using Lemma 5.2, for N 1 and N 2 sufficiently large, we obtain
Using (5.5), we get
t,s ψ . Using the Cauchy-Schwarz inequality and Lemma 2.1, we find
This estimate follows from the hypothesis on V 12 (using integration by parts). Now, using the Cauchy-Schwarz inequality again and rewriting, we obtain
for some constants C j−k and C k , where δ jk denotes the Kronecker delta. Finally, by estimating some terms from above, we arrive at
This upper bound contributes to the first term on the right hand side of (5.1).
Let us consider l ∈ {1, 2} and l = 4. The calculations in these cases are very similar to the calculations in the case l = 3. Write
By proceeding similarly as in the case l = 3, we get
Let us consider l ∈ {5, 6, 7, 8}. Write
For N 1 and N 2 sufficiently large, we obtain
We will estimate the contribution arising from |g 8 (t)|. The estimates related to |g 5 (t)|, |g 6 (t)| and |g 7 (t)| are very similar. First, since [χ 2 , b x ] = 0 and
Using (5.2)-(5.6), we obtain
Now, we substitute this formula into the expression for g 8 (t) and apply CauchySchwarz inequality and Lemma 2.1. We get
Recall that
Using these observations and applying the Cauchy-Schwarz inequality, we find
Finally, by estimating some terms from above, we get
By similar calculations, we obtain similar estimates arising from |g 5 (t)|, |g 6 (t)| and |g 7 (t)| (with M 2 and N 2 replaced by M 1 and N 2 , accordingly).
Finally, let us consider l ∈ {9, 10}. Write
For N 1 and N 2 sufficiently large, we have
Using (5.2), we get
Now, applying the Cauchy-Schwarz inequality twice, we obtain
t,s ψ , where we used that
Therefore, by proceeding similarly as above, we get
t,s ψ . Furthermore, we have a similar estimate arising from |g 10 (t)|. This completes the proof of (5.1), which proves Lemma 5.1.
A priori estimates. As a first step to prove Proposition 3.2, we introduced the truncated fluctuation dynamics U c t,s and proved Lemma 5.1. Now, we want to compare the evolution U t,s with the evolution U c t,s . To do this, we first need some a-priori estimates on the growth of the number of particles with respect to the fluctuation dynamics. This is the contents of the next lemma.
Lemma 5.3. For ψ ∈ F ⊗ F and t, s ∈ R, we have
for appropriate constants C j and D j .
Proof. We will use the shorthand H = H N1,N2 . Using Lemma 2.2(b), we calculate
Similarly, we obtain
Now, using the Cauchy-Schwarz inequality, Lemma 2.1, and Lemma 2.2, we have
which proves (5.7).
To prove (5.8), we will use induction. Set
Then we can write
for some constant C. In fact, by Cauchy-Schwarz inequality, we have
, where
Using the Cauchy-Schwarz inequality and Lemma 2.1, it is simple to obtain
These estimates for A and B prove the claim. Now, using the notation ad
By performing a long but straightforward calculation, we prove that
By induction, it follows that, for all j ∈ N, there are constants C j and D j such that
In fact, this is already proved for j = 1 by (5.10) and (5.11). Suppose that (5.12) and (5.13) hold true for all j < k. We will prove the estimates for j = k. For (5.12), we have
as desired. Here, we used the operator inequality
which follows using the commutator expansion For (5.13), using (5.10) and (5.12), we obtain
as desired. Therefore, we have proved (5.12) and (5.13). Let us finish the proof of (5.8). First we observe that, similarly as we estimated Z 2j t,s , we can prove that
This proves (5.8).
Finally, we derive (5.9) using (5.8):
for some constants C j and D j . The proof of Lemma 5.3 is complete.
Comparison of the U and U c dynamics. Now that we have a-priori estimates for the number of particles with respect to the fluctuation dynamics U , we can compare the evolution U t,s with the evolution U c t,s . Lemma 5.4. For every j ∈ N, there exist constants C j and K j such that
for ψ ∈ F ⊗ F and t, s ∈ R.
Proof. To prove (5.14), we use the identity
and observe that
where Furthermore, using Lemma 5.3,
where we used the operator inequality
Hence
where we used Lemma 5.1 and Lemma 5.2. Now, we estimate |w 5 |. Calculating, we obtain
Similarly as above, we prove that
Thus, since N 1 /(N 1 + N 2 ) < C by Lemma 5.2, similarly as above, we have
Similarly as we estimated |w 1 | and |w 5 |, we estimate |w j | for j = 2, 3, 4, 6, 7, 8 and obtain similar bounds with M 1 replaced by M 2 accordingly. This proves (5.14).
To prove (5.15), we proceed similarly as in the proof of (5.14). Calculating, we obtain
where m j for j = 1, . . . , 8 are defined exactly as w j for j = 1, . . . , 8, but with U (t, s) on the left side replaced by U c (t, s). We want to estimate |m j | for each j. The calculations are very similar to the calculations for estimating |w j |, except that instead of (5.17) we have
Notice the absence of a factor (N 1 + N 2 ) 2j in the numerator. By taking this difference into account, we conclude that each |m j | is bounded by
where M k is either M 1 or M 2 , accondingly. This completes the proof of (5.15). We have proved Lemma 5.4.
We are ready to prove Proposition 3.2.
Proof of Proposition 3.2. Write 
for some constants C j and γ j . This proves Proposition 3.2.
Appendix A. Evolution of factorized states Theorem 2.3 is formulated in Fock space for systems with variable number of particles. It concerns the time evolution of coherent states (which do not have a fixed number of particles). Following the strategy of [32] , we use the above results to obtain a statement similar to Theorem 2.3 for systems with fixed number of particles for initial data of the form
This is achieved by writing the factorized state ψ N1,N2 as a sum coherent states and using Theorem 2.3 to study its time evolution. In our case of a two-component condensate, our estimates are not enough to obtain convergence of the reduced density operator to the projection onto u t ⊗ v t (see Theorem A.1 below). We are only able to prove that this difference remains bounded by a constant that grows with time, but does not depend on N 1 and N 2 . (This time dependence of the constant is a natural consequence of the application of Gronwall's Lemma). Despite this, we present this preliminary result here and we point out a open problem (see Remark A.4) whose solution immediately improves the constant on the right hand side of (A.1) to
Thus we would obtain a bound that goes to zero as N 1 and N 2 go to infinity. The preliminary result for factorized states is the following (see the open problem in Remark A.4):
Theorem A.1. Suppose that the functions V = V 1 , V = V 2 and V = V 12 satisfy the operator inequality
for some constant D > 0 where c 1 = 0 and c 2 = 0 with c 1 + c 2 = 1. Let γ
N1,N2,t be the reduced density operator associated to the solution ψ N1,N2,t of the Schrödinger equation (1.2) with initial data
for all t ≥ 0, where C and γ are positive constants that do not depend on N 1 and N 2 and u t and v t are the solutions of the system of equations (1.3) with initial datum u and v.
To prove Theorem A.1, we start by writing
The right hand side of this equality can be represented using coherent states as described in the following lemma:
Proof. On each factor of F ⊗ F , using (2.2) and f = 1, we obtain
Using this formula, we easily obtain the desired representation. The asymptotic behaviour of the constant d M follows from the formula
We can now prove Theorem A.1.
Proof of Theorem A.1. We will proceed similarly as in the proof of Theorem 2.3. Using the shorthand
we define
and F N1,N2 (t) given by (2.5). Notice that ω θ1,θ2 0 = ω. Using the above definitions, we write
Thus, by Lemma A.2, we obtain
According to (2.1), the integral kernel of the density operator γ
N1,N2,t associated to ψ N1,N2,t is given by
As in the proof of Theorem 2.3, we conjugate the operator-valued distributions using the Weyl operators, and then we expand (see (3.1)). We obtain
We observe that µ j = µ j (x, y, x ′ , y ′ ) for j = 1, . . . , 16. We will shortly describe the functions B *
. . , µ 16 . First, let us justify the expression for µ 1 .
On each factor of F ⊗ F , we have
We will use this identity several times in the calculation of µ 1 , . . . , µ 16 . Recall that u = 1 and v = 1. Calculating and using (A.2), we obtain
Now, calculating µ 2 , we get
Similarly, we calculate µ 3 and define c y ′ (t) and C * N1,N2 (y ′ ) analogously to b x ′ (t) and B B * N1,N2 and C * N1,N2 , and the operators b * x (t) and c * y (t) are the adjoints of b x (t) and c y (t), respectively.)
As above, we calculate µ 6 and define
Analogously, we calculate µ 7 , . . . , µ 11 and define
(y ′ , y) and BC N1,N2 (x, y). Finally, by proceeding again as above, we calculate µ 12 , . . . , µ 16 and define
We will return to these functions shortly in order to derive some estimates.
As explained in the proof of Theorem 2.3, to prove that
it suffices to show that
. We have the following lemma:
The following estimate holds true:
We observe that m j = m j (t) for j = 1, . . . , 9.
Proof. The proof of the lemma is similar to the proof of Proposition 3.1 (Section 4). In fact, the expression (3.1) corresponds to (A.3), the terms r 1 , . . . , r 15 correspond to µ 2 , . . . , µ 16 , and the terms p 1 , . . . , p 9 correspond to m 1 , . . . , m 9 , respectively. We omit the details.
Consequently, if (A.6)
where C and γ are positive constants, we conclude that
As we explained earlier, this estimate implies the desired inequality. Therefore, to finish the proof of the theorem, we need to show (A.6).
Remark A.4. If the above estimates are replaced by (A.8)
we would gain a factor 1 
Here, we used that ω θ1,θ2 0 = ω. A simple calculation shows that
Using this expression, we write
with
Let us consider the state ξ 1 (φ 1 ). (We follow the proof of Lemma 4.2 in [32] .) Using the properties of the Weyl operator (see Lemma 2.2 and above), we write
Calculating and performing the change of variables θ 1 → θ 1 + φ 1 , we obtain
Introducing the complex variable z = e −iθ1 , we get
, where γ is the positively oriented unit circle with center at the origin. Therefore
Since u ⊗k = 1, by comparing the norm of both sides of this equality, we find that
We can derive bounds for the coefficient R n in terms of N 1 . For n ≤ N 1 − 1, we have
n (x) is the Laguerre polynomial. We will use the following result from [14] about the asymptotic behaviour of Laguerre polynomials:
Theorem A. 5 ([14] ). Let α > −1, n > 2, and x ∈ (q 2 , s 2 ), where
We apply this theorem with
− n 1/2 and x = N 1 . We obtain
, we get
In conclusion, there exists a constant C > 0 such that
for n ≤ N 1 and
Here, we introduced the notation
Let us consider the state ξ 2 (φ 2 ). Similarly as above, we write
and we have estimates for A 2,m and A 2 2,m . We combine the above information and consider the state ξ(φ 1 , φ 2 ). We obtain
Now, let us return to the function B N1,N2 (x) in (A.10). We write
To estimate |B N1,N2 (x)|, we first observe that Hence, using Minkowski inequality for integrals and applying again Proposition 3.2 (with j = 5), we obtain dx |B N1,N2 (x)| Thus, we have proved that B N1,N2 ≤ Ce γt for all t > 0 (and we have a similar bound for C N1,N2 ).
Let us estimate BC N1,N2 . The function BC N1,N2 is the complex conjugate of B * C * N1,N2 in (A.5):
× (b x (t) − e −iφ1 u t (x))(c y (t) − e −iφ2 v t (y))W Ce γt for all t > 0. In summary, we have proved (A.6). This completes the proof of Theorem A.1.
