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Abstract
The purpose of this paper is to review the recent progress in understanding quark confinement. The
emphasis of this review is placed on how to obtain a manifestly gauge-independent picture for quark
confinement supporting the dual superconductivity in the Yang-Mills theory, which should be compared
with the Abelian projection proposed by ’t Hooft. The basic tools are novel reformulations of the Yang-
Mills theory based on change of variables extending the decomposition of the SU(N) Yang-Mills field
due to Cho, Duan-Ge and Faddeev-Niemi, together with the combined use of extended versions of the
Diakonov-Petrov version of the non-Abelian Stokes theorem for the SU(N) Wilson loop operator.
Moreover, we give the lattice gauge theoretical versions of the reformulation of the Yang-Mills theory
which enables us to perform the numerical simulations on the lattice. In fact, we present some numerical
evidences for supporting the dual superconductivity for quark confinement. The numerical simulations
include the derivation of the linear potential for static interquark potential, i.e., non-vanishing string
tension, in which the “Abelian” dominance and magnetic monopole dominance are established, confir-
mation of the dual Meissner effect by measuring the chromoelectric flux tube between quark-antiquark
pair, the induced magnetic-monopole current, and the type of dual superconductivity, etc. In addition,
we give a direct connection between the topological configuration of the Yang-Mills field such as instan-
tons/merons and the magnetic monopole.
We show especially that magnetic monopoles in the Yang-Mills theory can be constructed in a man-
ifestly gauge-invariant way starting from the gauge-invariant Wilson loop operator and thereby the con-
tribution from the magnetic monopoles can be extracted from the Wilson loop in a gauge-invariant way
through the non-Abelian Stokes theorem for the Wilson loop operator, which is a prerequisite for ex-
hibiting magnetic monopole dominance for quark confinement. The Wilson loop average is calculated
according to the new reformulation written in terms of new field variables obtained from the original
Yang-Mills field based on change of variables. The Maximally Abelian gauge in the original Yang-Mills
theory is also reproduced by taking a specific gauge fixing in the reformulated Yang-Mills theory. This
observation justifies the preceding results obtained in the maximal Abelian gauge at least for gauge-
invariant quantities for SU(2) gauge group, which eliminates the criticism of gauge artifact raised for
the Abelian projection. The claim has been confirmed based on the numerical simulations.
However, for SU(N) (N ≥ 3), such a gauge-invariant reformulation is not unique, although the ex-
tension along the line proposed by Cho, Faddeev and Niemi is possible. In fact, we have found that there
are a number of possible options of the reformulations, which are discriminated by the maximal stability
1
group H˜ of G, while there is a unique option of H˜ = U(1) for G = SU(2). The maximal stability group
depends on the representation of the gauge group, to that the quark source belongs. For the fundamental
quark for SU(3), the maximal stability group is U(2), which is different from the maximal torus group
U(1)×U(1) suggested from the Abelian projection. Therefore, the chromomagnetic monopole inherent
in the Wilson loop operator responsible for confinement of quarks in the fundamental representation for
SU(3) is the non-Abelian magnetic monopole, which is distinct from the Abelian magnetic monopole
for the SU(2) case. Therefore, we claim that the mechanism for quark confinement for SU(N) (N ≥ 3)
is the non-Abelian dual superconductivity caused by condensation of non-Abelian magnetic monopoles.
We give some theoretical considerations and numerical results supporting this picture. Finally, we dis-
cuss some issues to be investigated in future studies.
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1. Introduction
It is widely accepted that quantum chromodynamics (QCD) is the most fundamental quantum field
theory for describing the strong interactions mediated by gluons whose dynamics is governed by the
Yang-Mills theory [1]. In experiments, however, the fundamental degrees of freedom for QCD, i.e.,
quarks and gluons, have never been observed in the isolated form. Only the color singlet combinations
known as hadrons (mesons and baryons) and candidates of glueballs are observed. This experimental
fact can be explained from a hypothesis of color confinement: Colored objects cannot be observed and
only color singlet objects (colorless composites) can be observed in Nature. Indeed, quarks and gluons
have their own color charges and hence they cannot be observed according to this hypothesis. From this
viewpoint, quark confinement is a special case of color confinement and seems to be more tractable
than color confinement. For quark confinement, indeed, we have a well-known gauge-invariant criterion
due to Wilson [2], i.e., area law of the Wilson loop average, which is equivalent to the linear potential
for the static quark-antiquark potential. Whereas the gauge-invariant criterion for color confinement is
still unknown to the best of the author knowledge.
We wish to clarify the basic mechanism for quark confinement, which enables us to explain how and
why quark confinement occurs in Nature. A promising scenario for quark confinement called the dual
superconductivity picture has been proposed in 1970s by Nambu, ’t Hooft, Mandelstam [3]. The dual
superconductivity is supposed to be realized as the electric–magnetic duality of the ordinary supercon-
ductivity: The dual superconductivity could be realized as a consequence of condensation of magnetic
monopoles, i.e., magnetically charged objects, just as the ordinary superconductivity is caused by con-
densation of the Cooper pairs, i.e., electrically charged objects. In the vacuum of dual superconductor,
the dual Meissner effect squeezes the chromoelectric flux between a quark and an antiquark into a tube
like region to form the hadronic string. The key ingredients of the dual superconductor picture for the
Yang-Mills theory vacuum are the existence of chromomagnetic monopole condensation and the dual
Meissner effect. In order to establish the dual superconductivity, therefore, it is a first step to show the
existence of magnetic monopole in QCD, i.e., chromomagnetic monopole, which is to be condensed
in the Yang-Mills theory [1], since chromomagnetic monopole is an indispensable ingredient for dual
superconductivity in QCD.
At present, there is no analytical proof of the existence of the condensate of the magnetic monopole
in gluodynamics and in QCD. However, in all theories allowing for an analytical proof of confinement,
confinement is due to the condensation of magnetic monopoles. 4D compact electrodynamics (compact
U(1) lattice gauge theory) [4], 3D Georgi-Glashow model [5] and a N = 2 supersymmetric Yang-Mills
theory [6].
In view of this, we recall well-known examples of magnetic monopoles appeared so far in gauge field
theories. In the Maxwell electromagnetism, the Dirac magnetic monopole [7, 8] is realized by introduc-
ing singularities in the gauge potential. Otherwise, the Bianchi identity leads to identically vanishing
magnetic current. In the non-Abelian gauge theory with (adjoint) matter fields such as the Georgi-
Glashow model, one can construct the ’t Hooft-Polyakov magnetic monopole [9] without introducing
the singularity in the Yang-Mills field thanks to the extra degrees of freedom coming from the matter
fields. See e.g. [10, 11] for reviews.
• The Dirac magnetic monopole [7] in the U(1) Maxwell theory is realized when and only when
there are singularities in the gauge potential Aµ(x), leading to the violation of the Bianchi identity
for U(1) gauge field strength Fµν(x). As far as the gauge potential Aµ(x) is non-singular, indeed,
1
the magnetic-monopole current kµ vanishes identically:1
k = δ∗F = ∗dF = ∗ddA ≡ 0. (1.1)
• The ’t Hooft-Polyakov magnetic monopole [9] in the presence of the Higgs fields (in the adjoint
representation) is obtained due to the spontaneous symmetry breaking of the original gauge
symmetry G to a subgroup H:
G→ H. (1.2)
Then we can raise a basic question: What kind of magnetic monopoles can be defined in QCD and
Yang-Mills theory without the scalar fields? Currently, there are at least two methods available to define
the chromomagnetic monopole in the Yang-Mills theory, i.e., magnetic monopole in the non-Abelian
gauge theory in the absence of matter fields:
1. Abelian projection [13]
Abelian magnetic monopole is obtained due to explicit breaking (partial gauge fixing) of the
original gauge group G to the maximal torus subgroup H = U(1)r with r being the rank of the
gauge group G: G = SU(N) → H = U(1)N−1, e.g., SU(2) → U(1), SU(3) → U(1) × U(1).
The magnetic monopole is identified with the gauge-fixing defect.
2. Field decomposition [14, 15, 16, 17],[21, 22, 23] and change of variables [18, 19, 20],[24, 25, 26,
27, 28, 29, 30, 31, 32, 33]
It is possible to realize magnetic monopoles in the pure non-Abelian gauge theory in the absence
of the adjoint Higgs field, without explicitly introducing singularities in the gauge connection and
without breaking the original gauge symmetry and color symmetry. This is done by performing a
gauge-covariant decomposition of the gluon field by introducing the local color direction field.
The first method, i.e., Abelian projection proposed by ’t Hooft [13] is well known and has been
conventionally and extensively used to extract magnetic monopoles from the Yang-Mills field. For in-
stance, the Abelian projection for SU(2) is regarded as a partial gauge fixing from the original gauge
group SU(2) to the maximal torus subgroup U(1):
G = SU(2)→ H = U(1). (1.3)
This is an explicit breaking of the (local) gauge symmetry.2
Within the Abelian projection, the relevant data supporting the validity of the dual superconductor
picture have been accumulated by numerical simulations on the lattice especially since 1990 and some
of the theoretical predications have been confirmed by these investigations. In the maximally Abelian
gauge (MA gauge, MAG) [34] for SU(2), as a realization of the Abelian projection, especially, the
infrared Abelian dominance [13, 35] was confirmed by numerical simulations on the lattice [36, 39, 40],
and subsequently magnetic monopole dominance [37, 38] was also confirmed in the string tension in
the linear potential for the static quark-antiquark potential. The infrared Abelian dominance was also
confirmed for the gluon propagator by exhibiting the rapid fall-off of the off-diagonal gluon propagator,
leading to the non-vanishing off-diagonal gluon mass. For the SU(2) Yang-Mills theory, thus, the fol-
lowing characteristic features supporting the dual superconductivity for confinement were established in
the MA gauge for SU(2):
1 Here A = Aµdxµ and k = kµdxµ are 1-forms and F = 12Fµνdx
µ ∧ dxν is a 2-form. And d is the exterior derivative, δ
is the codifferential and ∗ is the Hodge duality operation. The exterior derivative d has the nilpotency dd ≡ 0.
2 The conventional Abelian gauge breaks the original local symmetry G to leave the local U(1)local(⊂ G = SU(2)local)
and the global U(1)global unbroken, but breaks the global SU(2)global. The new reformulation based on the second method
leaves the local G′ = SU(2)local and the global SU(2)global unbroken (color rotation invariant).
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• infrared Abelian dominance in the string tension [36, 39]:
• magnetic monopole dominance in the string tension [37, 38]:
• diagonal gluon propagator dominance, and rapid fall-off of the off-diagonal gluon propagator and
non-vanishing off-diagonal gluon mass [40, 41]:
However, they are confirmed only in specific gauges, i.e., Abelian gauges, such as the MA gauge,
Laplacian Abelian gauge [42, 43] and maximal center gauge [48]. All these gauge fixing break color
symmetry explicitly. See, e.g., [44, 45, 46, 47] for reviews of Abelian projection and Abelian gauge and
also [48, 49, 50] for more topics. See e.g., [51] for dual superconductor models.
The second method less familiar than the first one is based on the gauge-covariant decomposition of
the Yang-Mills field, which has been proposed independently by Cho [15, 21] and Duan and Ge [14] at
nearly the same time as the ’t Hooft proposal of the Abelian projection, and later readdressed by Fad-
deev and Niemi [16, 22] and Shabanov [17]. Therefore, it is called the Cho–Duan-Ge (CDG) decom-
position or Cho–Duan-Ge–Faddeev-Niemi (CDGFN) decomposition, or Cho–Duan-Ge–Faddeev-
Niemi–Shabanov (CDGFNS) decomposition. By using the second method, the magnetic monopole in
the Yang-Mills theory is constructed in a gauge-independent way. The first method, i.e., Abelian pro-
jection is reproduced as a special limit of the second method, i.e., Field decomposition. In other words,
the first method can be regarded as a gauge-fixed version of the second method. The second method
including the extension to SU(N) explained later has been furthermore developed especially in the last
decade by the Chiba University group [18, 19, 20, 24] and Chiba/KEK/Fukui (Takamatsu) collaborations
[25, 26, 27, 28, 29, 30, 31, 32, 33].
The key ingredient of the decomposition is the introduction of a novel field n(x) which represents
the (local) Abelian direction embedded in the non-Abelian gauge degrees of freedom at each space–time
point. The decomposition begins with the introduction of the unit field n(x), which we call the color
direction field or color field for short. For G = SU(2), the color field n(x) has three components and
a unit length. Therefore, it has two independent degrees of freedom. In the Lie-algebra notation n, the
color field n(x) is expressed as
n(x) = nA(x)
1
2
σA, (A = 1, 2, 3), (1.4)
where σA (A = 1, 2, 3) denotes the Pauli matrices. The constraint of the unit length is represented as
nA(x)nA(x) = 1. For SU(2), therefore, the color field takes the value in the Lie algebra of SU(2)/U(1),
which is easily observed using the adjoint orbit representation without loss of generality:
n(x) = U(x)
σ3
2
U(x)† ∈ Lie[SU(2)/U(1)], U(x) ∈ SU(2). (1.5)
According to the decomposition, the Yang-Mills gauge field Aµ(x) can be separated into the re-
stricted field Vµ (corresponding to the “Abelian” part in the Abelian projection) and the remaining field
Xµ:
Aµ(x) = Vµ(x) + Xµ(x), (1.6)
in such a way that
1. [gauge-independent “Abelian” projection] The restricted part Vµ is the dominant mode responsible
for quark confinement. The non-Abelian Wilson loop operator WC [A] defined in terms of the
original field Aµ is entirely rewritten in terms of the restricted field Vµ alone, i.e.,
WC [A ] =WC [V ]. (1.7)
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Furthermore, it is rewritten into the surface integral of the SU(2) invariant field strength F [V ]µν (x)
of the Abelian type over the surface Σ bounded by the loop C:
WC [V ] = W˜Σ[F
[V ]], (1.8)
where F [V ](x) is defined from the color direction field n(x) and the field strength F [V ]µν (x) of the
restricted field Vµ(x).
F [V ]µν (x) = n(x) ·F [V ]µν (x). (1.9)
This fact follows from the non-Abelian Stokes theorem for the Wilson loop operator. (The re-
stricted field corresponds to the Abelian part in the Abelian projection.)
2. [infrared restricted field (“Abelian”) dominance] The remaining part Xµ decouples in the low-
energy regime. The correlation function of the field Xµ exhibits the rapid fall-off of the expo-
nential type. This suggests that the field Xµ acquires the gauge-invariant mass dynamically. This
leads to the infrared restricted field (“Abelian”) dominance. The dynamical mass can originate
from the gauge-invariant vacuum condensate of mass dimension-two
〈
X 2µ
〉 6= 0. Note that
X 2µ is a gauge-invariant operator of mass dimension two, which corresponds to the BRST invari-
ant operator of mass dimension two, constructed from the gluon and ghost [52]. The existence
of dimension-two condensate
〈
X 2µ
〉 6= 0 has been examined by an analytical method [20] and
numerical one [25].
The restricted part Vµ (“Abelian” part) responsible for quark confinement can be extracted from the non-
Abelian gauge field in the gauge-independent way without breaking color symmetry. Using the restricted
field alone, we can give a definition of a gauge-invariant magnetic monopole current kµ(x):
kµ(x) = ∂ν
∗F [V ]µν(x), (1.10)
giving the magnetic charge qm :=
∫
d3xk0(x) subject to the Dirac quantization condition (which is
confirmed by analytical and numerical methods [27]) and magnetic monopole dominance in the string
tension (confirmed by numerical method [27, 29]).
The second method is more involved than the first one, but it is now recognized to be superior in
some aspects to the first one:
• The gauge-invariance of the chromomagnetic monopole is guaranteed from the beginning by con-
struction.
• The direct relevance of the chromomagnetic monopole to the Wilson loop and “Abelian” domi-
nance in the operator level are manifest via a non-Abelian Stokes theorem for the Wilson loop
operator.
The CDG decomposition of the Yang-Mills field variable is translated to the change of variables.
Then the Yang-Mills theory was reformulated in terms of new variables based on a new viewpoint of the
CDG decomposition proposed in [18, 19]. The path integral quantization has been completed by giving
the action and the integration measure in the closed form in terms of new field variables.
The second method enables us to answer the following questions which are unclear in the first one.
1. How to extract the “Abelian” part responsible for quark confinement in the gauge-independent way
from the non-Abelian gauge theory without losing characteristic features of non-Abelian gauge
theory, e.g., asymptotic freedom [53, 54].
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2. How to define the magnetic monopole to be condensed in Yang-Mills theory in the gauge-independent
way even in absence of any scalar field, in sharp contrast to the Georgi-Glashow model in which
scalar field in the adjoint representation plays the important role in constructing the ’t Hooft-
Polyakov magnetic monopole.
The purpose of this paper is to give a review of recent developments for understanding quark con-
finement by paying special attention to the second method in comparison with the first one, which will
give more insight into the mechanism for quark confinement. In particular, we emphasize some aspects
of the second method superior to the first one for establishing the dual superconductivity in Yang-Mills
theory. In particular, the reformulation enables us to extract in a gauge-independent manner the dom-
inant degrees of freedom that are relevant to quark confinement in the sense of the Wilson criterion in
such a way that they reproduce the original string tension in the linear part of the static quark-antiquark
potential.
Moreover, we have given a new reformulation for the lattice SU(2) Yang-Mills theory, so that it re-
produces the continuum SU(2) Yang-Mills theory in the naive continuum limit. This new reformulation
of the Yang-Mills field theory on a lattice enables us to perform numerical simulations on a lattice. In
fact, we present the results of numerical simulations obtained based on this framework and give some
numerical evidences supporting the dual superconductivity for quark confinement. For the SU(2) Yang-
Mills theory, the second method has already reproduced all characteristic features supporting the dual
superconductivity for confinement obtained so far by the first method:
• infrared restricted field (or “Abelian”) dominance in the string tension (calculated from the Wilson
loop average) [29]: This is called the “Abelian” dominance or restricted field dominance to
distinguish it from the Abelian dominance obtained under the gauge-dependent Abelian projection.
• magnetic monopole dominance in the string tension (calculated from the Wilson loop average)
[27]:
• restricted field propagator dominance, or rapid fall-off of the remaining field propagator with a
non-vanishing mass [28]:
• confirmation of the dual Meissner effect by measuring the chromoelectric flux tube between quark-
antiquark pair, the induced magnetic-monopole current around the chromoelectric flux tube, and
the type of dual superconductivity, etc. [29]:
In addition, we give a direct connection between the magnetic monopole and the other topological con-
figurations of the Yang-Mills field such as instantons/merons.
For the SU(2) Yang-Mills theory, the gauge-independent results obtained in the second method
guarantee the validity of those obtained by the preceding studies based on the first method, since the
MA gauge is reproduced as a special gauge choice of the gauge-independent second method. This fact
removes the criticism raised for the results obtained in the MA gauge for SU(2). This is a great progress
toward the goal of understanding the mechanism of quark confinement. But, it turns out that the cases of
SU(3) and SU(N) (N > 3) are not necessarily the straightforward extensions of the SU(2).
Subsequently, we proceed to consider the general SU(N) Yang-Mills theory (N ≥ 3) including a
realistic case of three colors N = 3. Even in the SU(N) Yang-Mills theory, we can extract magnetic
monopoles using the Abelian projection, which breaks explicitly the original gauge group G = SU(N)
into the maximal torus subgroup H = U(1)N−1:
G = SU(N)→ H = U(1)N−1. (1.11)
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Then, the Abelian projection yields N−1 kinds of Abelian magnetic monopoles with different magnetic
charges, in agreement with the observation due to the non-trivial homotopy group:
π2(SU(N)/U(1)
N−1) = π1(U(1)N−1) = ZN−1. (1.12)
Therefore, it tends to assume that magnetic monopoles of N − 1 kinds are necessary to realize quark
confinement in the SU(N) Yang-Mills theory from the viewpoint of the dual superconductivity, while a
single magnetic monopole is sufficient in the SU(2) Yang-Mills theory. However, it is not yet established
whether or not N − 1 kinds of magnetic monopoles are necessary or indispensable to achieve quark
confinement in SU(N) Yang-Mills theory (N ≥ 3).
Keeping this question in mind, we proceed to extend the new formulation of SU(2) Yang-Mills
theory to the SU(N) case. For the SU(N) Yang-Mills field, the decomposition as an extension of
the CDGFN decomposition was proposed by Cho [21, 23] and Fadeev-Niemi [22] which we call the
Cho–Faddeev-Niemi (CFN) decomposition. They introduced N − 1 color direction fields nj(x) (j =
1, . . . , N −1) and decomposed the SU(N) Yang-Mills field by way of the color fields in the similar way
to the SU(2) case. This is reasonable, since the SU(N) group has N − 1 Abelian directions specified
by the Cartan subalgebra {H1, . . . , HN−1} whose generators mutually commute, i.e., [Hj , Hk] = 0
(j, k ∈ {1, . . . , N − 1}). Then the color field takes the value in the Lie algebra of G/H , which is
represented by
nj(x) = U(x)HjU(x)
† ∈ Lie[SU(N)/U(1)N−1], U(x) ∈ SU(N). (1.13)
Consequently, the SU(N) Yang-Mills theory is rewritten in terms of new variables constructed through
the color fields just defined, just as done in the SU(2) case. This decomposition and subsequent reformu-
lation enables us to give a gauge-independent Abelian-projection. The CFN scenario lead to the N − 1
kinds of gauge-invariant magnetic monopoles. However, whether or not this reformulation gives the best
description for quark confinement is another problem to be examined. This is because the reformulation
which is equivalent to the original Yang-Mills theory is not unique. Which reformulation gives the best
description for confinement should be determined by imposing further requirements.
Rather, we claim that even in the SU(N) Yang-Mills theory a single magnetic monopole is sufficient
to achieve confinement, when quarks belong to the fundamental representation of the color gauge group.
In fact, this scenario was originally proposed in [59, 60, 61] based on a consideration from a non-Abelian
Stokes theorem for the Wilson loop operator [55, 56, 57, 58], which is more elaborated in [62, 63, 64, 65]
(See [66, 67, 68, 69, 70, 71, 72] for other versions of non-Abelian Stokes theorem). In order to consider
confinement of quarks in the specified representation based on the Wilson loop operator, we adopt the
color field n(x) taking the value in the Lie algebra of G/H˜,
n(x) ∈ Lie[G/H˜ ], (1.14)
where H˜ is a subgroup of G called the maximal stability subgroup which is determined once the
highest-weight state of a given representation is chosen. This is the best theoretical choice deduced from
the non-Abelian Stokes theorem for the Wilson loop operator. For the fundamental representation of
G = SU(N), we find that the maximal stability group is H˜ = U(N − 1) due to the non-Abelian Stokes
theorem for the Wilson loop operator. The fact that the target space of the color field is the coset G/H˜
suggests a single magnetic monopole inherent in the Wilson loop operator is responsible for confining
quarks in the fundamental representation, in agreement with the non-trivial Homotopy group:
π2(SU(N)/U(N − 1)) = π1(SU(N − 1)× U(1)) = π1(U(1)) = Z, (1.15)
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which is independent of N , in sharp contrast to the Abelian projection (1.12).
By adopting a single color field alone, we can reformulate the SU(N) Yang-Mills theory in terms
of new variables. This fact elucidates the crucial difference between the decomposition in the preceding
approach and the change of variables in our approach, which we emphasize in this paper. In fact, this
observation can be substantiated by making use of a novel reformulation of Yang-Mills theory using new
variables completed in [24] combined with the non-Abelian Stokes theorem for the Wilson loop operator
[62]. The new formulation is an extension of the CFN proposals, since the CFN case is obtained as a
special option of the new formulation. The reformulation can exhaust all the options discriminated by
the possible choice of the maximal stability groups. Among them, the reformulation with a single color
field is called the minimal option, while the conventional CFN option is called the maximal option.
For G = SU(3), in particular, there are only two possibilities: maximal option and minimal option.
The minimal option with the maximal stability subgroup:
H˜ = U(2) ≃ SU(2)× U(1) (1.16)
is a new option (overlooked so far) suited for representing the Wilson loop in the fundamental represen-
tation, on which we focus in this review, while the maximal one with the maximal torus subgroup as a
maximal stability group:
H˜ = H = U(1)× U(1) (1.17)
enables us to give a gauge-independent reformulation of the Abelian projection represented by the con-
ventional MA gauge. The maximal option is equivalent to the CFN case. For G = SU(N) (N ≥ 4),
there are more options other than the maximal and minimal ones. For instance, see [24] for concrete
examples of G = SU(4) case. In this review we consider only maximal and minimal options and we do
not discuss other options.
For SU(3) in the minimal option, the resulting chromomagnetic monopole is not the Abelian mag-
netic monopole, rather a non-Abelian magnetic monopole with non-trivial internal structure U(2), of
which only the U(1) degree of freedom is seen by a single magnetic charge in the long distance. There-
fore, we propose the non-Abelian dual superconductivity as a mechanism for confining quarks in the
fundamental representation in the SU(3) Yang-Mills theory.
In the static potential for a pair of quark and antiquark in the fundamental representation, it has
been demonstrated: (i) the infrared restricted-field dominance (or “Abelian” dominance) (which is a
gauge-independent (invariant) extension of the conventionally called infrared Abelian dominance): the
string tension σV obtained from the restricted field V reproduces the string tension σfull of the original
YM field, σV/σfull = 93 ± 16%, (ii) the gauge-independent non-Abelian magnetic monopole domi-
nance: the string tension σV extracted from the restricted field is reproduced by only the (non-Abelian)
magnetic monopole part σmon, σmon/σV = 94±9%. We have also confirmed the dual Meissner effect by
measuring the chromoelectric flux tube between quark-antiquark pair, the induced magnetic-monopole
current around the chromoelectric flux tube, and the type of dual superconductivity, etc. the SU(3)
Yang-Mills theory in the minimal option. These results are based on the lattice reformulation of SU(3)
Yang-Mills theory constructed in [30, 31] and the results of numerical simulations on the lattice per-
formed in [32, 33].
Finally, it is fair to mention that other mechanisms were proposed and investigated. In the Z(N)
vortex (condensation) picture, the the vacuum of the SU(N) Yang-Mills theory is presumed to be
dominated by long vortices carrying multiples of Z(N) magnetic flux [73, 74, 75, 76]. In particular,
another very popular one was the proposal based on center vortices [77] as topological excitations that
disorder the Wilson loop. The community was somewhat divided and arguing about one picture or the
other, without reaching a consensus, until slowly people moved on to study other aspects of confinement.
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This paper does not discuss the center vortex picture for confinement. See e.g., [48] for the review on
maximal center gauge and also [78, 79, 80] for the relationship between the center vortex and magnetic
monopole.
This paper is organized as follows.
In section 2, we give a short review on the original idea of the Abelian projection as a partial gauge
fixing to demonstrate how magnetic monopoles are obtained in the Yang-Mills theory in the absence of
the scalar field. We give the basic knowledge on the MA gauge as a realization of the Abelian projection,
and briefly summarize the remarkable results obtained in the MA gauge by the numerical simulations on
the lattice in the last century.
In section 3, we give a review on the CDG decomposition of the SU(2) Yang-Mills field, which
is another method to define magnetic monopoles in the Yang-Mills theory in the absence of the scalar
field. The decomposition is uniquely determined by solving the defining equations. We explain the
relationship between the CDG decomposition and the Abelian projection.
In section 4, we give a reformulation of the SU(2) Yang-Mills theory rewritten in terms of new
variables. The new variables are obtained from the original Yang-Mills field based on a (non-linear)
change of variables. The reformulated Yang-Mills theory is constructed based on the new viewpoint
proposed by Kondo, Murakami and Shinohara [19, 18], which resolves some questions raised for the
original idea of the CDG decomposition and gives a clear guidance for further developments. Indeed,
it guarantees that the reformulated Yang-Mills theory written in terms of new variables is equipollent to
the original Yang-Mills theory. This gives a definite prescription of defining the quantum Yang-Mills
theory according to the path-integral quantization so that the action integral and the integration measure
are explicitly written in the closed form in terms of new variables.
In section 5, we show how the reformulation given for the SU(2) Yang-Mills theory using new
variables can be extended to the SU(N) Yang-Mills theory (N ≥ 3). For the SU(N) gauge group with
rank N − 1, it possible to introduce N − 1 color fields which will play the role of keeping the color
symmetry (or recovering the color symmetry lost by adopting the Abelian projection) and defining a
gauge-invariant magnetic monopole in SU(N) case, which is the choice of Cho and Faddeev-Niemi.
However, it is shown [24] that this procedure is not necessarily a unique starting point to reformulate
the SU(N) Yang-Mills theory and that only a single color field is sufficient to reformulate the SU(N)
Yang-Mills theory irrespective of the number of color N . Moreover, we find that the minimal case is
indispensable in order to understand confinement of quarks in the fundamental representation, which
will be shown in the next section based on the non-Abelian Stokes theorem for the Wilson loop operator.
In section 6, we give a (Diakonov-Petrov) version of non-Abelian Stokes theorem for the Wilson
loop operator. The presentation [58, 59, 60, 62] based on the coherent state of the Lie group and the
path-integral representation is more systematic or universal than the original derivation by Diakonov and
Petrov [55]. This form is quite useful to discuss quark confinement combined with the reformulation.
In fact, it turns out that the Wilson loop is a probe of the gauge-invariant magnetic monopole defined in
this reformulation. We can define the gauge-invariant magnetic monopole from the Wilson loop operator
which is gauge invariant by definition. The magnetic monopole is inherent in the Wilson loop operator.
The non-Abelian Stokes theorem tells us why the restricted field dominance follows from the Wilson
loop operator.
In section 7, we identify the restricted field V with the infrared dominant mode, and the remain-
ing field X with the high-energy relevant mode (infrared decoupled mode) in the original Yang-Mills
field. This is based on a very interesting interrelationship between the field decomposition and the non-
Abelian Stokes theorem. We try to obtain a low-energy effective theory written in terms of the restricted
field V alone, by integrating out the remaining field X in the Yang-Mills action. For this purpose,
we discuss how to extract the independent field degrees of freedom. To demonstrate the validity of the
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identification and the resulting low-energy effective theory, we discuss the crossover between the con-
finement/deconfinement and chiral-symmetry-breaking/restoration phase transitions in two color QCD
at finite temperature. This is regarded as the first-principle derivation of the Polyakov-loop extended
Nambu-Jona-Lasinio (PNJL) model which has been extensively used to study the QCD phase diagram.
In section 8, we show in an analytical and numerical ways (without using the numerical simulations)
that the color direction field can be determined by solving the differential equation for the reduction
condition for a given Yang-Mills field, since the color field plays the key role in the new reformulation
of the Yang-Mills theory written in terms of the new variables. Moreover, we examine when circular
loops of magnetic monopole exist in the four-dimensional Euclidean SU(2) Yang-Mills theory, since
they are expected to be responsible for quark confinement in the dual superconductor picture. As the
given Yang-Mills fields, we examine some known solutions of the classical Yang-Mills field equation
with non-trivial topology, i.e., one-meron, two-merons, one-instanton, and two-instantons.
In section 9, we give new lattice formulations which reduce in the continuum limit to the reformu-
lation given in the continuum form. They enable us to study non-perturbative aspects by performing
numerical simulations on the lattice. In fact, we give some numerical evidences for dual superconduc-
tivity in the Yang-Mills theory for SU(2) and SU(3) as enumerated in the above.
In section 10, we refer to some applications of the reformulations to other physical problems.
The final section is devoted to conclusion and discussion. Several Appendices are added to give
technical details which are removed from the text.
1.1. Notations
In this review, we use the notation
A := B or B =: A (1.18)
in the sense that A is defined by B. On the other hand,
A ≡ B (1.19)
implies that A is identically equal to B. Moreover,
A =⇒ B (A⇐= B) (1.20)
implies that B follows from A or that A leads to B (A follows from B or that B leads to A), and
A⇐⇒ B (1.21)
implies that A is equivalent to B.
We use the following two different notations to express field variables.
The vector form:
X(x) = (XA(x))dA=1 = (X
1(x), X2(x), . . . , Xd(x)), d = dimG, (1.22)
or especially in the lattice gauge theory introduced later
X(x) = (XA(x))dA=1 = (X
1(x), X2(x), . . . , Xd(x)), d = dimG, (1.23)
or
Xx = (X
A
x )
d
A=1 = (X
1
x, X
2
x, . . . , X
d
x), d = dimG, (1.24)
9
where d denotes the dimension of a gauge group G, i.e., d := dimG, e.g., dimG = N2 − 1 for G =
SU(N).
The Lie algebra form:
X (x) = X A(x)TA (A = 1, 2, . . . , d), X
A(x) ≡ XA(x), (1.25)
where TA denote the generators of the Lie algebra G for the Lie group G, e.g., G = su(N) for G =
SU(N).
The two notations give the equivalent description. It should be understood that TA denotes the gen-
erator in the fundamental representation, unless otherwise stated.
We adopt the following normalization for the generators of the Lie algebra:
tr(TATB) =
1
2
δAB (A,B ∈ {1, 2, . . . , d}). (1.26)
In order to lower and raise the indices A,B,C, . . . , we need to introduce the Cartan metric gAB and
its inverse gAB for the group G. However, for G = SU(N) group, this distinction can be avoided.3
Therefore, we do not distinguish the lower and upper indices A,B,C, . . . in this paper.
For G = SU(N), we can define three types of products: ·, × and ∗ in the vector form by
X ·Y :=XAY A, (1.27a)
(X×Y)C :=fABCXAY B, (1.27b)
(X ∗Y)C :=dABCXAY B, (1.27c)
which correspond to three operations in the Lie algebra form: tr(), [, ] and {, } as
2tr(X Y ) =X AY A, (1.28a)
[X ,Y ] =ifABCX
AY BTC , (1.28b)
{X ,Y } − 1
N
2tr(X Y )1 =dABCX
AY BTC . (1.28c)
Here we define the structure constants fABC of the Lie algebra by
fABC = −2itr([TA, TB]TC), (A,B,C ∈ {1, 2, . . .N2 − 1}) (1.29)
from the commutators among the generators:
[TA, TB] = ifABCTC , (1.30)
while we use the anticommutator of the generators:
{TA, TB} = 1
N
δAB1+ dABCTC , (1.31)
to define completely symmetric symbols:
dABC = 2tr({TA, TB}TC). (1.32)
3 This fact is explained in section 6.
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The product of two Lie algebra valued functions, X = X ATA and Y = Y ATA, is rewritten as the sum
of three types of products:
X Y =X AY BTATB = X
AY B
(
1
2
{TA, TB}+ 1
2
[TA, TB]
)
=X AY B
1
2
(
1
N
δAB1+ dABCTC + ifABCTC
)
=
1
2N
X AY BδAB1+
1
2
dABCX
AY BTC +
1
2
ifABCX
AY BTC
=
1
2N
(X ·Y)1+ 1
2
(X ∗Y)CTC + 1
2
i(X×Y)CTC . (1.33)
In other words, the Lie algebra is closed under the three products: ·,× and ∗.
In what follows we use the same notation · for two Lie-algebra valued functions A = A ATA and
B = BATA as that for the inner product in the vector notation in the sense that
A ·B := 2tr(A B) = A ABA = A ·B, (1.34)
and especially
A 2 := A ·A = A AA A = A ·A. (1.35)
We use (A ,B) for the L2 inner product defined by
(A ,B) :=
∫
dDxA (x)B(x). (1.36)
The Lie algebra G of the group G is sometimes denoted by
G = Lie(G). (1.37)
The degrees of freedom (d.o.f.) in the expression [· · · ] is denoted by
#[· · · ] := d.o.f.[· · · ]. (1.38)
11
2. Abelian projection and Maximally Abelian gauge
2.1. Abelian projection and magnetic monopole
First of all, we review the idea of Abelian projection due to ’t Hooft [13], a method which enables
us to extract magnetic monopole degrees of freedom from the Yang-Mills theory without the Higgs fields
(i.e., scalar fields).
We consider the Yang-Mills theory with the gauge group G = SU(N) on the D-dimensional space–
time RD. We denote by G = su(N) the Lie algebra of the group G = SU(N).
(1) Let X (x) be a gauge-dependent (i.e., gauge non-invariant) local operator as a functional of the
Yang-Mills field Aµ(x), which takes the value in the Lie algebra G of the gauge group G. Suppose
that X (x) ∈ G transforms according to the adjoint representation under the gauge transformation
(gauge rotation):
X (x)→ X ′(x) = U(x)X (x)U †(x) ∈ G , U(x) ∈ G, x ∈ RD, (2.1)
if the Yang-Mills field Aµ(x) transforms
Aµ(x)→ A ′µ(x) = U(x)[Aµ(x) + ig−1∂µ]U †(x). (2.2)
(2) For the Hermitian operator X (x), i.e., X (x)† = X (x), we choose the local unitary transformation
U(x) so that X (x) is diagonalized:
X ′(x) = diag(λ1(x), λ2(x), · · · , λN(x)), (2.3)
where λa(x) (a = 1, 2, · · · , N) are eigenvalues of X (x).
After the Abelian projection, the original gauge groupG = SU(N) is explicitly broken to a subgroup
H ⊗Weyl = U(1)N−1 ⊗Weyl:
G = SU(N)→ H ⊗Weyl = U(1)N−1 ⊗Weyl, (2.4)
where H = U(1)N−1 is the so-called the maximal torus subgroup or Cartan subgroup of SU(N), and
the Weyl group is a discrete subgroup of G which corresponds to the degrees of freedom for changing
the ordering of the eigenvalues.4 If the eigenvalues are ordered such that λ1 ≥ λ2 ≥ · · · ≥ λN , the Weyl
group is broken and only the maximal torus subgroup H is left intact after the Abelian projection.
Therefore, the Abelian projection is regarded as a partial gauge fixing, since X (x) is a gauge-
dependent quantity. This is indeed the gauge fixing because we cannot perform the original SU(N)
gauge transformation any more in order to keep the diagonal form of X . Here the partial comes from
the fact that there are exceptional parts as shown shortly. Consequently, the whole space–time points are
classified into two categories:
(a) At the “non-degenerate” space–time point x ∈ RD with the non-degenerate eigenvalues λa(x),
i.e., all the eigenvalues λa(x) at x are different, the original gauge degrees of freedom are not
completely fixed because any diagonal gauge rotation matrix:
U(x) =diag(eiθ1(x), eiθ2(x), · · · , eiθN (x)) ∈ G = SU(N),
detU(x) = 1⇔
N∑
a=1
θa(x) = 0 , (2.5)
4 See Appendix K and the textbook of the group theory, e.g., [81].
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leaves X (x) invariant, i.e., U(x)X (x)U †(x) = X (x) or [U(x),X (x)] = 0. Here U(x) is an
element of the maximal Abelian subgroup H = U(1)N−1. Therefore, the Abelian subgroup H
remains intact at the non-degenerate space–time point even after the Abelian projection.
(b) At the “degenerate” space–time point x0 ∈ RD with degenerate eigenvalues. For instance, two
eigenvalues coincide with each other:
λa(x0) = λb(x0), a 6= b, a, b ∈ {1, · · · , N}, (2.6)
the singularities leading to magnetic monopoles appear in the diagonal part (the Cartan part) ajµ(x)
of the gauge transformed non-Abelian gauge field A ′µ(x) = U(x)[Aµ + ig−1∂µ]U †(x), as will be
shown below.
In the Abelian projection, the magnetic monopole is identified with the gauge fixing defect (i.e.,
defect of the gauge fixing procedure): The magnetic monopole appears at the space–time point where
the above gauge fixing procedure fails to work (and the original full gauge symmetry still remains intact
at this point). The remaining symmetry corresponding to the Abelian subgroup H is called the residual
gauge symmetry.
By the Abelian projection, thus, the G = SU(N) Yang-Mills theory reduces to the Abelian gauge
theory which includes the H = U(1)N−1 Abelian gauge field coupled with the matter fields plus mag-
netic monopole:
non-Abelian [G = SU(N)] Yang-Mills field (A Aµ )
→Abelian [H = U(1)N−1] gauge fields (ajµ)
+ magnetic monopoles (kµ)
+ electrically charged matter fields (Aaµ) (2.7)
In view of this, the idea of Abelian projection is expected to be effective in discussing quark confinement
in the light of dual superconductor picture. The Abelian projection is nothing but a kind of gauge
fixing, i.e., the partial gauge fixing from the original non-Abelian gauge group G to the maximal torus
subgroup H: G→ H .
As the choices of the gauge-dependent local operator X (x) as a functional of the Yang-Mills field
Aµ(x) to be diagonalized, ’t Hooft suggested to adoptX (x) = F12(x), Fµν(x)Fµν(x), and Fµν(x)D2Fµν(x).
However, it is known that other choices are more effective in the actual numerical simulations, as will be
discuss in the next section.
In what follows, we prove the statement (2.7) of the Abelian projection specified by the classification
(a) and (b). First, we discuss the G = SU(2) case. The SU(N) case will be discussed later after
preparing more technical tools.
The su(2) Yang-Mills field defined by
Aµ = A
A
µ T
A = A3µT
3 +
∑
a=1,2
AaµT
a =
1
2
(
A3µ A
1
µ − iA2µ
A1µ + iA
2
µ −A3µ
)
, TA :=
σA
2
(2.8)
has the Cartan decomposition:
Aµ = A
3
µH1 +W
∗
µE˜+ +WµE˜− =
1
2
(
A3µ
√
2Wµ
∗√
2Wµ −A3µ
)
, (2.9)
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where we have defined the complex field and the Cartan basis:
Wµ :=
1√
2
(A1µ + iA
2
µ), H1 := T
3, E˜± :=
1√
2
(T 1 ± iT 2). (2.10)
First we consider the case (a): For non-degenerate points, U(x) = diag(eiθ1(x), eiθ2(x)) with θ2(x) =
−θ1(x) does not change the diagonal form. This is an element of the maximal torus group U(1), i.e., the
residual symmetry U(1) (detU(x) = 1⇐⇒∑2j=1 θj(x) = 0). The gauge transformation by the Cartan
subgroup U(x) = exp (igθ(x)H1) = diag(e
1
2
igθ, e−
1
2
igθ) (θ2(x) = −θ1(x) := θ(x)) reads
Aµ
′ = U
(
Aµ + ig
−1∂µ
)
U † = (A3µ + ∂µθ)H1 + e
igθW ∗µE˜+ + e
−igθWµE˜−. (2.11)
This implies the gauge transformation law:
A3µ
′ = A3µ + ∂µθ, Wµ
′ = e−igθWµ, (W ∗µ
′ = eigθW ∗µ). (2.12)
Thus, the diagonal vector fields A3µ(x) transform as an Abelian gauge field aµ(x) for the remaining
subgroup H = U(1), while the two off-diagonal vector fields Aaµ(x)(a = 1, 2) transform as charged (i.e.,
complex) matter fields Wµ(x).
Then, we observe that magnetic monopole indeed appears in the diagonal component of the non-
Abelian gauge field at the space–time point x0 ∈ RD with degenerate eigenvalues.
Next, we consider the case (b): For a given Hermitian and traceless matrix:
X (x) = XA(x)σA
2
, (2.13)
where σA (A = 1, 2, 3) are the Pauli matrices, the two eigenvalues are given by λ1(x) = −
√XA(x)XA(x)/2
and λ2(x) = +
√XA(x)XA(x)/2. Therefore, the degenerate point x0, i.e., λ1(x0) = λ2(x0), is deter-
mined by solving three equations simultaneously:
X1(x0) = X2(x0) = X3(x0) = 0⇐⇒ XA(x0) = 0 (A = 1, 2, 3). (2.14)
Then the location of the magnetic monopole is given by zeros x0 of X (x) as follows. In the static case,
X (x) is expanded around the zeros as
X (x) = XA(x)σA
2
= (x− x0)j∂jXA(x0)σA
2
+ · · · . (2.15)
For G = SU(2), a 2× 2 matrix U is expressed by three Euler angles α, β, γ:
U(x) =eiγ(x)σ3/2eiβ(x)σ2/2eiα(x)σ3/2
=
(
e
i
2
[α(x)+γ(x)] cos β(x)
2
e
i
2
[−α(x)+γ(x)] sin β(x)
2
−e i2 [α(x)−γ(x)] sin β(x)
2
e
i
2
[−α(x)−γ(x)] cos β(x)
2
)
α(x) ∈ [0, 2π), β(x) ∈ [0, π], γ(x) ∈ [0, 2π), (2.16)
where the range of the angles corresponds to the single valued region which leads to the unit magnetic
charge. It turns out that the gauge rotation matrix U(x) diagonalizing the first term of the expansion of
the right-hand side of (2.15) is given by choosing α = ϕ, β = θ and γ = γ(ϕ) in U(x) represented by
the Euler angles where θ, ϕ are two angles in the three-dimensional polar coordinates.
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Figure 1: The Dirac monopole defined from (left panel) the gauge potentialAI regular except for singularities on the negative
z axis, (right panel) the gauge potentialAII regular except for singularities on the positive z axis.
Even if the original Yang-Mills field Aµ(x) is not singular, the transformed field A ′µ(x) can involve
the singularities in the inhomogeneous term:
Ωµ(x) := ig
−1U(x)∂µU−1(x) = ΩAµ (x)
σA
2
= Ωµ(x)
†. (2.17)
In the Yang-Mills field A ′µ(x) = U(x)[Aµ(x) + ig−1∂µ]U †(x) after the gauge rotation, the singularity
appears in the inhomogeneous term Ωµ(x). In fact, by substituting (2.16) into (2.17), we have [84]
Ωµ =g
−11
2
(
cos β∂µα + ∂µγ [−i∂µβ − sin β∂µα]eiγ
[i∂µβ − sin β∂µα]e−iγ −[cos β∂µα + ∂µγ]
)
,
=g−1[cos β(x)∂µα(x) + ∂µγ(x)]
σ3
2
+ g−1[sin γ(x)∂µβ(x)− sin β(x) cos γ(x)∂µα(x)]σ1
2
+ g−1[cos γ(x)∂µβ(x) + sin β(x) sin γ(x)∂µα(x)]
σ2
2
(2.18)
The diagonal part Ω3µ(x) of the inhomogeneous term Ωµ(x) contains the singular potential of the Dirac
type leading to the Dirac magnetic monopole:
Ω3µ(x) = g
−1[cos β(x)∂µα(x) + ∂µγ(x)]. (2.19)
For D = 3, using the Cartesian coordinates (x, y, z) or the spherical coordinates (r, θ, ϕ), the spatial
componentΩ(x) of Ωµ(x) is written by putting α = ϕ, β = θ and γ = γ(ϕ) as
Ω(x) = ig−1U(x)∇U †(x) =σ1
2
g−1
r
[sin γeθ − cos γeϕ]
+
σ2
2
g−1
r
[cos γeθ + sin γeϕ]
+
σ3
2
g−1
r
cos θ + ∂ϕγ
sin θ
eϕ. (2.20)
The diagonal component Ω3(x) of Ω(x) = ΩA(x)TA agrees with the magnetic potential giving the
well-known Dirac magnetic monopole, by choosing an appropriate γ(x). For instance, γ(x) = −ϕ(x)
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reproduces the vector potential AI(x) of the Dirac magnetic monopole,
AI(r) =
qm
4π
( −y
r(r + z)
,
x
r(r + z)
, 0
)
=
qm
4π
1− cos θ
r sin θ
eϕ. (2.21)
while γ(x) = +ϕ(x) reproduces another vector potential AII(x) given by
AII(r) =
qm
4π
(
y
r(r − z) ,
−x
r(r − z) , 0
)
=
qm
4π
−1− cos θ
r sin θ
eϕ, (2.22)
It will turn out that the magnetic charge qm and the color charge g satisfy the Dirac quantization con-
dition gqm = ±4π, which renders the Dirac string an unphysical object. The magnetic monopole with
the magnetic charge qm located at the origin would generate the magnetic field at the position r:
Bmono(r) =
1
4π
qm
r2
er, er :=
r
r
. (2.23)
The vector potential AI has the singularities at z = −r, i.e., on the negative z axis, z ∈ (−∞, 0] or
θ = π. In the region ΩI except the singular points, see Fig. 1, indeed, the vector potential AI gives the
magnetic field Bmono:
∇×AI(r) = qm
4πr2
er = Bmono(r) for r ∈ ΩI. (2.24)
On the other hand, the vector potential AII has the singularities at z = r, i.e., on the positive z axis,
z ∈ [0,∞), i.e., θ = 0, but gives the same magnetic field Bmono in the region ΩII except the singular
points:
∇×AII(r) = qm
4πr2
er = Bmono(r) for r ∈ ΩII. (2.25)
Since the two vector potentials AI and AII give the same magnetic field Bmono, they must be connected
by a gauge transformation:
AI(r) = AII(r) +∇χ(r), (2.26)
where χ is given by
χ(r) =
qm
2π
arctan
y
x
=
qm
2π
ϕ, (2.27)
with ϕ being an angle around z axis.
The “magnetic monopole” appears differently depending on the dimension of the space–time D.
The magnetic monopole is a topological defect of co-dimension three, since three conditions (2.14) are
needed to specify the magnetic monopole.
D = 3 : 0-dimensional point defect → magnetic monopole
D = 4 : 1-dimensional line defect → magnetic monopole loop. Here the loop follows from the conserva-
tion of the magnetic current ∂µkµ = 0.
The existence of the topological configuration for magnetic monopoles is suggested from the non-
triviality of the homotopy group
Π2(SU(2)/U(1)) = Π2(S
2) = Π1(U(1)) = Z (2.28)
of the map:
S2 → SU(2)/U(1) ≃ S2. (2.29)
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In the original formulation of the Yang-Mills theory (without any singularities), magnetic monopoles do
not exist, since
Π2(SU(2)) = 0. (2.30)
In the Yang-Mills theory written in terms of the gauge fields alone without fundamental matter fields,
therefore, there do not exist magnetic monopoles as a topological soliton5. Nevertheless, the magnetic
monopoles appear when the Abelian projection (partial gauge fixing) is performed. This leads to the
criticism that the magnetic monopole in the Yang-Mills theory may be a gauge artifact and the resulting
magnetic monopole cannot be a gauge invariant physical quantity. This is the most serious issue to
be overcome in the scenario of establishing the dual superconductivity whose origin is the magnetic
monopoles and their condensation, which will be discussed again later.
It should be remarked that in the above proof there is an implicit assumption that the first derivative
at x = x0 is non-vanishing in (2.15):
∂jXA(x0) 6= 0, (2.31)
namely, the zeros are first-order ones. If this is not the case, i.e., ∂jXA(x0) = 0, there are no mag-
netic monopoles. For the second-order zeros, there exists another topological object called the Hopfion
associated to the Hopf map:6
S3 → SU(2)/U(1) ∼= S2, (2.32)
with the non-trivial Homotopy group:
Π3(SU(2)/U(1)) = Π3(S
2) = Z (2.33)
while the magnetic monopole is associated with the non-trivial map S2 → S2 ∼= SU(2)/U(1).
The G = SU(N) case is discussed as follows. We decompose the G = su(N) gauge field Aµ(x) =
A Aµ (x)T
A into the diagonal part (Cartan part) ajµ(x) and off-diagonal part Aaµ(x):
Aµ(x) = A
A
µ (x)T
A =ajµ(x)H
j + Aaµ(x)T
a,
j = 1, 2, · · · , N − 1; a = 1, 2, · · · , N2 −N, (2.34)
where ajµ(x) (j = 1, · · · , N − 1) are (N − 1) diagonal vector fields and Aaµ(x) (a = 1, · · · , N2−N) are
N2 − 1 − (N − 1) = N2 − N off-diagonal vector fields. It should be remarked that (N − 1) diagonal
vector fields ajµ(x) transform as Abelian gauge fields for the remaining subgroup H = U(1)N−1, while
(N2−N) off-diagonal vector fields Aaµ(x) transform as charged matter fields. This fact can be observed
as follows.
On the other hand, the G = su(N) Yang-Mills field Aµ has the Cartan decomposition:
Aµ =
N−1∑
j=1
ajµHj +
(N2−N)/2∑
α=1
(W ∗µ
αE˜α +W
α
µ E˜−α), (2.35)
where we have redefined the generators in the Cartan basis:
~H =(H1, H2, · · · , HN−1) = (T 3, T 8, · · · , TN2−1),
E˜±1 =
1√
2
(T 1 ± iT 2), E˜±2 = 1√
2
(T 4 ± iT 5), E˜±3 = 1√
2
(T 6 ± iT 7),
· · · , E˜±(N2−N)/2 = 1√
2
(TN
2−3 ± iTN2−2), (2.36)
5 In the pure Yang-Mills theory, the possible topological soliton is restricted to instantons which exist only for D = 4,
corresponding to the map: S3 → SU(2) ∼= S3, with non-trivial Homotopy group: Π3(SU(2)) = Π3(S3) = Z, and hence
magnetic monopoles required do not exist as a usual topological soliton, as the Derrick theorem indicates.
6See section 8 for more details.
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and introduced the complex fields:
W 1µ =
1√
2
(A1µ + iA
2
µ), W
2
µ =
1√
2
(A4µ + iA
5
µ), W
3
µ =
1√
2
(A6µ + iA
7
µ),
· · · , W (N2−N)/2µ =
1√
2
(AN
2−3
µ + iA
N2−2
µ ). (2.37)
The Cartan subgroup of SU(N) represented by
U = exp
(
igθjHj
) ∈ U(1)N−1 (2.38)
causes the gauge transformation:
Aµ
′ =U
(
Aµ + ig
−1∂µ
)
U †
=U
(
ajµHj +W
∗
µ
αE˜α +W
α
µ E˜−α + ig
−1∂µ
)
U †
=(ajµ + ∂µθ
j)Hj + e
igθjαjW ∗µ
αE˜α + e
−igθjαjW αµ E˜−α, (2.39)
where αj is the root vectors and used the commutation relations for the Cartan basis:
[Hj , Hk] = 0, [Hj , E˜±α] = ±αjE˜±α. (2.40)
Therefore, the gauge transformation law under the Cartan subgroup (the residual gauge group) is ob-
tained as
ajµ
′ = ajµ + ∂µθ
j , W αµ
′ = e−igθ
jαjW αµ , W
∗
µ
α′ = eigθ
jαjW ∗µ
α. (2.41)
For the maximal torus group U(1)r of SU(N) (r = N − 1), diagonal vector fields ajµ (j = 1, · · · , r)
transform as gauge fields of the residual gauge group U(1)r, while (N2 − N)/2 pairs of off-diagonal
vector fields W αµ and W ∗µα (α = 1, . . . , (N2 −N)/2) behave as charged matter fields having r kinds of
charge +αj and −αj , respectively.
2.2. Maximally Abelian gauge
Next, we consider the form of X (x). The choice of X (x) is not unique. Now we introduce the
Abelian gauge called the maximally Abelian gauge (MAG or MA gauge) [34]. The idea of MA gauge
is to suppress the contribution from the off-diagonal components as small as possible to ensure that the
diagonal components become dominant in the low-energy regime. The MA gauge is a realization of
the Abelian projection idea. The Abelian projection is a partial gauge fixing G = SU(N) → H =
U(1)N−1. It is a kind of the background field gauge and is a non-linear gauge. The gauge freedom
Aµ(x)→ A Ωµ (x) := Ω(x)[Aµ(x) + ig−1∂µ]Ω−1(x) is used to transform the non-Abelian gauge variable
as close as possible to the Abelian components in the maximal torus subgroup H of the gauge group
G. Consequently, the magnetic monopole of the Dirac type appears in the diagonal (Cartan) part Ajµ of
Aµ(x) as defects of gauge fixing procedure.
A non-perturbative procedure of gauge fixing is given by minimizing (or maximizing) a given func-
tional F [A ] of the gauge field Aµ(x) under the (finite) gauge transformation Ω:7
min
Ω
F [A Ω]. (2.42)
7 On a lattice, Aµ(x) is replaced by the gauge link variable Ux,µ and F is replaced by the corresponding functional F [U ]
of a set of the link variables {Ux,µ}. In fact, in order to impose MA gauge in numerical simulations on a lattice, the lattice
version of (2.43) is used, which will be given in section 9.
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A nonperturbative definition of the MA gauge is given as follows. We adopt the Euclidean for-
mulation. The following functional FMAG of the off-diagonal gluon field Aaµ(x) is minimized, i.e.,
min
ω
FMAG[A
ω] with respect to the gauge transformation ω:
FMAG[A] =
∫
dDx
1
2
Aaµ(x)A
a
µ(x) =
1
2
(Aaµ, A
a
µ) ≥ 0, (2.43)
where (·, ·) is the L2 inner product.
For the continuum formulation, we need the local form of MA gauge obtained as follows. For the
infinitesimal gauge transformation δω, we have
δωFMAG[A] =
∫
dDxAaµ(x)δωA
a
µ(x) = −
∫
dDx
(
∂µAµa(x) + gf
ajbajµ(x)Aµb(x)
)
ωa(x), (2.44)
where we have used the fact that fABC is completely antisymmetric and fajk = 0 (following from
commutativity of two Cartan generators: [Hj , Hk] = 0). The gauge fixing condition is obtained from
the first variation as the stationary condition. The stationary condition δωFMAG[A] = 0 for any ωa leads
to the differential form of MA gauge-fixing condition:8
F a := Dµ[a]
abAbµ(x) := ∂µA
a
µ(x) + gf
ajbajµ(x)A
b
µ(x) = 0. (2.45)
This is indeed the background field gauge for the off-diagonal components Abµ(x) with the diagonal
component Ajµ(x) as the background field. Even after imposing MA gauge, therefore, the residual
U(1)N−1 gauge symmetry exists.
In particular, for G = SU(2),
δωFMAG[A] =(δωA
a
µ, A
a
µ) = ((Dµ[A]ω)
a, Aaµ)
=(∂µω
a + gǫabcAbµω
c + gǫa3cA3µω
c, Aaµ)
=(∂µω
a + gǫa3cA3µω
c, Aaµ)
=− (ωa, ∂µAaµ)− (gǫb3aA3µωa, Abµ) = −(ωa, Dabµ [A3]Abµ). (2.46)
The continuum form of MA gauge for the SU(2) case reads
F a := [∂µδ
ab − gǫab3A3µ(x)]Abµ(x) = 0 (a, b = 1, 2). (2.47)
This is indeed the background gauge for the off-diagonal components Abµ(x) in the diagonal part A3µ(x)
as the background. Even after imposing MA gauge, therefore, the residual U(1) gauge symmetry exists.
It is instructive to compare the MA gauge with the well-known Lorenz gauge (Landau gauge) which
is the complete gauge fixing G = SU(N) → H = {0}. The gauge fixing functional of the Landau
gauge for G = SU(N) is given by
FL[A ] =
∫
dDx
1
2
A Aµ (x)A
A
µ (x) =
1
2
(A Aµ ,A
A
µ ). (2.48)
The first and second variations under the infinitesimal gauge transformation are
δωFL =(δωA
A
µ ,A
A
µ ) = ((Dµ[A ]ω)
A,A Aµ ) = −(ωA, (Dµ[A ]Aµ)A) = −(ωA, ∂µA Aµ ),
δ2ωFL =− (ωA, ∂µδωA Aµ ) = (ωA, (−∂µDµ[A ])ABωB). (2.49)
8 The stationary means extrema including local maximum, local minimum, and saddle point.
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The first variation gives the Landau gauge condition:
∂µA
A
µ (x) = 0. (2.50)
The second variation gives the Faddeev-Popov operator −∂µDµ[A ]. The positivity (positive definite-
ness) of the FP operator gives the local minima of the functional:
(−∂µDµ[A ]) > 0. (2.51)
The two conditions (2.50) and (2.51) restrict the space of the gauge field configurations to the first
Gribov region Ω [82]. However, it is known that they are not sufficient to give the absolute minimum
(global minimum) of the functional. This suggests the complete gauge fixing is quite a difficult problem
in gauge field theories. It is shown that the Gribov copies exist also in the MA gauge. The Gribov
problem in the MA gauge is more complicated and we do not discuss it. See e.g., [83].
2.3. Modified MA gauge
In order to adopt the MA gauge in quantizing Yang-Mills theory with the Lagrangian density LYM,
we add the gauge fixing term (GF) and Faddeev-Popov (FP) ghost term for the MA gauge: According
to the general prescription, the GF+FP term of the MA gauge (2.45) is given using the Becchi-Rouet-
Stora-Tyutin (BRST) transformation δ by
L MAGGF+FP = −iδ
[
C¯a
(
(Dµ[a]Aµ)
a +
α
2
Na
)]
. (2.52)
Since the MA gauge is the partial gauge fixing G→ H , we still have the Abelian gauge invariance under
H even after imposing the MA gauge. In order to completely fix the gauge, we must add the GF+FP
term for the maximal torus part H . The most popular choice is the Lorenz type:
LGF+FP = −iδ
[
C¯j
(
∂µajµ +
β
2
N j
)]
. (2.53)
For G = SU(N), the GF+FP term for the MA gauge is given by
L MAGGF+FP =N
aF a +
α
2
NaNa + iC¯aDabµ [a]D
µbcCc + ig2fkbafkcdC¯aCdAbµA
µc
+ iC¯aDabµ [a](gf
bcdAµcCd) + iC¯aDabµ [a](gf
bckAµcCk) + iC¯agfakb∂µC
kAµb. (2.54)
For G = SU(2), the GF+FP term of the MA gauge is relatively simple: usingDµ[a]ab = δab∂µ−gǫabjajµ,
L MAGGF+FP =N
aDµ[a]
abAµb +
α
2
NaNa + iC¯aDµ[a]
acDµ[a]cbCb
+ g2εadεbciC¯aCbAµcAdµ + iC¯
agεab(Dµ[a]bcAcµ)C
3. (2.55)
However, the naive treatment for MA gauge given in the above has the following issues.
In general, the GF+FP term must be introduced to maintain (or not to break) the renormalizability.
However, the Yang-Mills theory in the MA gauge is not renormalizable if we adopt the naive GF+FP
term (2.52). This is easily understood by observing that the interaction term between the gluon and
ghost C¯CAA in (2.55) inevitably generates the four-ghost interaction term of C¯CC¯C type, which is not
renormalizable, since this term does not exist in the original Lagrangian density of MA gauge.
In order to avoid this shortcoming, it is enough to include the extra FP ghost self-interaction term
in the Lagrangian from the beginning which has the same form as the four-ghost interaction term to be
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generated in quantum correction [85]. Since such an extra term is not unique, however, it is convenient
to adopt a simple form with good symmetry. For instance, we can take the modified maximally Abelian
gauge or modified MA (mMA) gauge which is given using the BRST transformation δ and the anti-
BRST transformation δ¯ by
L mMAGGF+FP = iδδ¯
(
1
2
AaµA
µa +
α
2
iC¯aCa
)
, (2.56)
which has the orthosymplectic symmetry OSp(D|2).9 This is a special case obtained by putting ζ = α
in a more general choice L mMAG′GF+FP with the renormalizable four ghost self-interactions [85], since the
coupling constant ζ for the ghost self-interaction can be introduced independently:
L mMAG′GF+FP =− iδ
[
C¯a
(
(Dµ[a]A
µ)a +
α
2
Na
)
− iζ
2
gfabkC¯aC¯bCk − iζ
4
gfabcCaC¯bC¯c
]
=L MAGGF+FP − ζgǫabNaiC¯bC3 +
ζ
4
g2ǫabǫcdC¯aC¯bCcCd. (2.57)
For G = SU(2), after eliminating the NL field, the GF+FP term has the form:
L mMAG′GF+FP =−
1
2α
(Dabµ [a]A
µb)2 + iC¯aDacµ [a]D
µcb[a]Cb + g2εadεbciC¯aCbAµcAdµ
+
ζ
4
g2εabεcdC¯aC¯bCcCd + (1− ζ/α) iC¯agεab(Dµbc[a]Acµ)C3, (2.58)
and
L mMAGGF+FP =−
1
2α
(Dabµ [a]A
µb)2 + iC¯aDacµ [a]D
µcb[a]Cb + g2εadεbciC¯aCbAµcAdµ
+
α
4
g2εabεcdC¯aC¯bCcCd. (2.59)
In fact, the explicit form of the GF+FP term LGF+FP in the modified MA gauge reads
L mMAGGF+FP =N
aF a +
α
2
NaNa + iC¯aDabµ [a]D
µbc[a]Cc
+ iC¯aDabµ [a](gǫ
bcAµcC3)− iC¯a(gǫab(∂µC3 + gǫcdAcµCd)Aµb)
+ αgǫabiC¯aN bC3 +
α
4
g2ǫabC¯aC¯bǫcdCcCd
=NaF a +
α
2
NaNa + iC¯aDabµ [a]D
µbc[a]Cc + g2ǫadǫbciC¯aCbAcµA
µd
+ giC¯aǫab(Dbcµ [a]A
µc)C3 + αgǫabiC¯aN bC3 +
α
4
g2ǫabǫcdC¯aC¯bCcCd. (2.60)
For α 6= 0, by completing the square:
α
2
NaNa + F aNa − αgǫabiC¯bC3Na
=
α
2
(
Na + α−1F a − gǫabiC¯bC3)2 − 1
2α
F aF a + F agǫabiC¯bC3 − α
2
g2
(
ǫabiC¯bC3
)2
,
9 The mMA gauge was proposed in the following paper in which remarkable non-perturbative properties of mMA gauge
besides the perturbative renormalizability were shown: Parisi-Soulous dimensional reduction from D to D− 2 occurs [84].
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the Na field can be integrated out to obtain
L mMAGGF+FP =−
1
2α
F aF a + iC¯aDabµ [a]D
µbc[a]Cc + g2ǫabǫcdiC¯aCcAbµA
µd
+
α
4
g2ǫabǫcdC¯aC¯bCcCd , F a = Dabµ [a]A
µb, (2.61)
where the term gǫabiC¯a
(
Dbcµ [a]A
µc
)
C3 is canceled by F agǫabiC¯bC3, and a term vanishes:
(
ǫabiC¯bC3
)2
=
ǫabiC¯bC3ǫaciC¯cC3 = i2C¯aC¯a(C3)2 = 0.
In the Lorenz gauge, we can introduce the four-ghost interaction by adopting the generalized Lorenz
gauge, as already shown in [88]. In this case, however, there does not exist the term of C¯CAA type and
hence the four-ghost interaction term proportional to α is never generated if the Landau gauge α = 0 is
chosen at the beginning. In fact, α = 0 is a fixed point of the renormalization group. Whereas, α = 0
is not a fixed point in MA gauge.10 This is a crucial difference between the Lorenz gauge and the MA
gauge.
The MA gauge extracts the diagonal part H from the original gauge group G. Hence the MA gauge
breaks explicitly the global gauge symmetry, i.e., color symmetry, in addition to the original local
gauge symmetry. In fact, MA gauge condition (Dµ[a]Aµ)a = 0 is not covariant under the color rotation.
This fact is not desirable from a view point of considering color confinement as a generalization of
quark confinement, or quark confinement as a special case of color confinement. The important concept
of color singlet in discussing color confinement loses its meaning if color symmetry is not maintained.
This should be compared with the Lorenz gauge ∂µA µ = 0, which maintains the color symmetry even
after breaking the local gauge symmetry.
It is possible to maintain manifestly color symmetry by using a non-linear change of variables. By
using this method, moreover, we can give a gauge-invariant definition of magnetic monopole by keeping
color symmetry intact, without using the Abelian projection. 11
2.4. Abelian dominance and magnetic monopole dominance
For the Yang-Mills theory in the MA gauge, the following remarkable facts are obtained in the 1990s
according to numerical simulations on a lattice.
The Abelian (-projected) Wilson loop defined in terms of the diagonal component A3µ alone exhibits
the area decay law, if the MA gauge is imposed on the SU(2) Yang-Mills theory as a gauge fixing on a
lattice:
WAbel(C) :=
〈
exp
{
ig
∮
C
dxµA3µ(x)
}〉MAG
YM
∼ e−σA|S|. (2.62)
This result should be compared with a well known statement that quark confinement follows from the
area law of the non-Abelian Wilson loop average [2]
W (C) :=
〈
tr
[
P exp
{
ig
∮
C
dxµAµ(x)
}]
/tr(1)
〉no GF
YM
∼ e−σNA|S|. (2.63)
Here the most remarkable result obtained for the SU(2) group in the MA gauge is the fact:
10 See e.g., [86]. For the most general MA gauge, see e.g., [87].
11 The details will be given in the Sections 3, 4, and 5.
22
(i) Abelian dominance for SU(2) [36]
The string tension σA obtained from the Abelian Wilson loop average WAbel(C) reproduces almost
all the value (95%) of the original string tension σNA calculated from the non-Abelian Wilson loop
average without gauge fixing:
σA ≈ σNA. (2.64)
This is called the infrared Abelian dominance or Abelian dominance in the string tension.
The importance of Abelian dominance was stressed by Ezawa and Iwazaki [35] immediately af-
ter the proposal of the Abelian projection. Later, Abelian dominance for the SU(2) group was
confirmed by numerical simulations on a lattice by Suzuki and Yotsuyanagi [36].
(ii) Magnetic monopole dominance for SU(2) [38]
By separating the diagonal part aµ(x) = A3µ(x) into the magnetic monopole part amonoµ (x) and the
remaining part called the photon part aphµ (x), aµ(x) = amonoµ (x) + aphµ (x), only the monopole part
amonoµ (x) exhibits the area law (decay):〈
exp
{
ig
∮
C
dxµamonoµ (x)
}〉MAG
YM
∼ e−σmono|S|. (2.65)
and the monopole string tension σmono reproduces almost all the value (95%) of the Abelian string
tension σA:
σmono ≈ σA (σph ≈ 0). (2.66)
This is called the magnetic monopole dominance in the string tension. The magnetic monopole
dominance for the SU(2) group was shown by numerical simulations on a lattice for SU(2) [38].
Another indication of infrared Abelian dominance is the large non-zero mass of off-diagonal gluons
obtained in the MA gauge on a lattice [40].
(iii) Exponential fall-off of the off-diagonal gluon propagators for SU(2) [40]
The two-point correlation function exhibits the exponential fall-off in the large distance for the
off-diagonal gluon. For the SU(2) group this means that the off-diagonal gluon mass mA1,A2 is
(much) larger than the possible diagonal gluon mass mA3 :
mA1,A2(∼= 1.2GeV)≫ mA3 . (2.67)
It should be remarked that the precise statement for the diagonal gluon mass mA3 = 0 or mA3 6= 0
is not sure at present.
Thus, non-perturbative studies performed so far in the MA gauge yield the following scenario for
quark confinement.
• The off-diagonal gluons decouple in the low-energy regime.
This is because the the off-diagonal gluons acquire their mass dynamically. This leads to the
infrared Abelian dominance.
• The diagonal gluons are responsible for quark confinement.
The Wilson loop average for the diagonal gluon can reproduce the original string tension. The
diagonal gluons generate magnetic monopoles with the magnetic charge subject to the Dirac quan-
tization condition.
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These facts enable us to explain the infrared Abelian dominance: In the low energy infrared region,
the off-diagonal gluons are suppressed and the diagonal gluon dominates, since the massive off-diagonal
gluons decouple and do not contribute to the low-energy physics. This means that the off-diagonal
gluons Aaµ (and off-diagonal ghosts Ca, C¯a) are identified with the high energy modes, which are to be
integrated out to obtain the low-energy effective theory valid below a certain energy (momentum scale)
M according to the idea of the Wilsonian renormalization group. The effective theory Leff [a] written
in terms of the diagonal gluon alone is suitable for discussing how the magnetic monopoles come into
the play in the low-energy physics.
Indeed, by performing the functional integration of the off-diagonal gluons Aaµ and off-diagonal
ghosts Ca, C¯a, we can obtain a low-energy effective theory of the Abelian gauge type written in terms
of the diagonal gluon aµ alone, which is valid for the momenta p in the region p ≤M :
LYM + L
mMAG
GF+FP
DAaµDCaDC¯a−−−−−−−−→ Leff [a] (p ≤ M). (2.68)
Even in the low-energy region, the off-diagonal gluons and off-diagonal ghosts bring the renormalization
effect and play the role of reflecting the characteristics of the original non-Abelian gauge theory. In fact,
it is shown [53] that the running gauge coupling in the resulting effective Abelian-like gauge theory
Leff [a] obeys the beta function:
β(g) := µ
∂g(µ)
∂µ
= −
11N
3
(4π)2
g3(µ) (N = 2), (2.69)
which reflects the ultraviolet asymptotic freedom of the original non-Abelian gauge theory. The re-
sulting theory is called the Abelian-projected low-energy effective theory (APLEET).
Therefore, the MA gauge is believed to be the most efficient way in performing the Abelian pro-
jection to demonstrate the dual superconductivity at least for SU(2) Yang-Mills theory as a mechanism
for quark confinement. These results based on the Abelian projection, especially in the MA gauge are
indeed remarkable progress toward the goal of understanding quark confinement based on the dual su-
perconductivity in Yang-Mills theory. But, this is not the end of the story for quark confinement.
(i) Partial gauge fixing: The MA gauge is a partial gauge fixing from the original non-Abelian gauge
group G to its subgroup H in which the gauge degrees of freedom of the coset G/H are fixed. Even
after the MA gauge, there is a residual gauge group H which is taken to be the maximal torus subgroup
H = U(1)N−1. After the MA gauge, the magnetic monopole is expected to appear, since the Homotopy
group π2(G/H) is non-trivial, i.e.,
π2(SU(N)/U(1)
N−1) = π1(U(1)N−1) = ZN−1. (2.70)
This implies that the breaking of gauge group G→ H by partial gauge fixing leads to (N −1) species of
magnetic monopoles. For the results of numerical simulations for SU(3) Yang-Mills theory in the MA
gauge, see e.g., [89, 90, 91, 92, 93, 94, 95, 96].
However, we do not necessarily need to consider the maximal breaking SU(N) → U(1)N−1, al-
though the maximal torus group is desirable as a gauge group of the low-energy effective Abelian gauge
theory [53]. Actually, even if we restrict H to a continuous subgroup of G, there are other possibilities
for choosing H , e.g., we can choose a subgroup H˜ such that
G ⊃ H˜ ⊃ H = U(1)N−1. (2.71)
The possible number of cases for choosing H˜ increases as N increases. If we choose H˜ = U(N − 1),
then we find that a single kind of magnetic monopole:
π2(SU(N)/U(N − 1)) = π1(U(1)) = Z. (2.72)
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This kind of magnetic monopole might be sufficient for confining a fundamental quark. It is not clear
which subgroup H˜ must be chosen for discussing quark confinement.
(ii) Gauge invariance: The partial gauge fixing is the explicit breaking of the gauge symmetry. There-
fore, the results obtained in the partial gauge fixing cannot be guaranteed to be gauge-invariant physical
results.
In the next section, we discuss how to surmount these drawbacks of the Abelian projection to obtain
more reliable gauge-independent results. In view of these, we discuss a new approach called the CDGFN
decomposition of the Yang-Mills field in the next section.
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3. Cho-Duan-Ge-Faddeev-Niemi decomposition of Yang-Mills field
In this section, we review a decomposition of the Yang-Mills field called the Cho–Duan-Ge (CDG)
decomposition or Cho–Duan-Ge–Faddeev-Niemi (CDGFN) decomposition, or Cho–Faddeev-Niemi
(CFN) decomposition, or Cho–Duan-Ge–Faddeev-Niemi–Shabanov (CDGFNS) decomposition, which
was proposed by Cho [15] and Duan & Ge [14] independently, and later readdressed by Faddeev and
Niemi [16] , and developed by Shabanov [17] and Chiba University group [18, 19, 20].12
3.1. Abelian projection and the need for new approaches
The MA gauge is believed to be the most efficient choice for realizing the Abelian projection to
demonstrate the dual superconductivity. The results obtained for the SU(2) Yang-Mills theory in the
MA gauge are indeed remarkable progress toward the goal of understanding quark confinement based
on the dual superconductivity in Yang-Mills theory.
However, we are still unsatisfactory by the following reasons.
• The Abelian projection breaks SU(2) color symmetry explicitly.
This is inconvenient, because we wish to regard quark confinement as a special case of color
confinement. The color confinement is well-defined only if the color symmetry is preserved. If
the color symmetry is broken, we lose a chance of explaining color confinement as an extension
of quark confinement.
• Infrared Abelian dominance has never been observed in gauge fixings other than the Abelian
gauges, such as the MA gauge, Laplacian Abelian gauge and maximal center gauge [48]. This
raises the dubious impression that the dual superconductivity obtained in the MA gauge might be
a gauge artifact. This raises the dubious impression that the dual superconductivity obtained in the
MA gauge might be a gauge artifact.
Therefore, we must answer whether the dual superconductivity can be a gauge-invariant concept or
not. In what follows, we wish to discuss how to cure these shortcomings encountered in MA gauge and
obtain a gauge-invariant dual superconductivity picture.
To obtain gauge-invariant dual superconductivity in Yang-Mills theory, we ask once again:
1. How to extract the “Abelian” part responsible for quark confinement from the non-Abelian gauge
theory in a gauge-invariant way without losing characteristic features of the non-Abelian gauge
theory, e.g., asymptotic freedom.
2. How to define the chromomagnetic monopole to be condensed in Yang-Mills theory even in
absence of any fundamental scalar field in the gauge-invariant way.
In this section, we discuss how the Yang-Mills potential Aµ(x) is decomposed into
Aµ(x) = Vµ(x) + Xµ(x), (3.1)
in such a way that
1. [gauge-invariant “Abelian” projection]
The restricted part Vµ corresponding to the “Abelian” part responsible for quark confinement can
be extracted from the non-Abelian gauge theory by using a (nonlinear) change of variables in
the gauge-invariant way without breaking color symmetry.
12 Cho’s work [15] was done independently from that of Duan and De [14] which was written in Chinese. The English
version of [14] is now available from Dr. Peng-ming Zhang.
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2. [infrared “Abelian” dominance]
The remaining part Xµ decouples (or is suppressed) in the low-energy region leading to infrared
“Abelian” Vµ dominance. This is possible for the remaining part to acquire the mass. For instance,
such a dynamical mass can originate from the existence of dimension-2 vacuum condensate, e.g.,〈
X 2µ
〉 6= 0.
In view of these, we discuss a new approach called the CDGFN decomposition of the Yang-Mills
field in what follows.
3.2. Decomposing the SU(2) Yang-Mills field
The key ingredient of the CDG decomposition is the introduction of a color direction field n(x)
which represents the (local) Abelian direction embedded in the non-Abelian gauge degrees of freedom
at each space–time point. The CDG decomposition enables us to extract the dominant degrees of freedom
in the infrared region in a gauge-covariant manner and give a gauge-invariant definition of the chromo-
magnetic monopole in the Yang-Mills theory. For simplicity, we restrict the gauge group to SU(2) in
this section. The SU(N) case will be treated in the next section.
The decomposition begins with the introduction of the unit field n(x), which we call the color
direction field or color field for short. For G = SU(2), the “color field” n(x) has a unit length and
three components. Therefore, it has two independent degrees of freedom. In the Lie-algebra notation n,
the color field is expressed as
n(x) = nA(x)TA, TA =
1
2
σA (A = 1, 2, 3), (3.2)
where σA (A = 1, 2, 3) denotes the Pauli matrices. In the vector notation n, it is expressed as
n(x) = (n1(x), n2(x), n3(x)). (3.3)
The constraint of the unit length is represented respectively as
n(x) · n(x) = 2tr[n(x)n(x)] = 1⇐⇒ n(x) · n(x) = nA(x)nA(x) = 1, (3.4)
where the summation over repeated indices A should be understood.
Why the color field has the unit length? From the physical point of view, the color field is introduced
so as to allow the Abelian direction or the choice of the diagonal field to vary point to point in space–time
according to the gauge principle, and hence its magnitude (length) is irrelevant for this purpose. From
the technical point of view, the magnitude of the color field introduces an extra degree of freedom other
than the original Yang-Mills field. This restriction enables one to obtain the new formulation which is
equivalent to the original Yang-Mills theory, see the reduction condition in the next section for details.
The color field plays the following roles, as will be explained in detail later.
• Unbroken color symmetry [Recovery of color symmetry]: The color field recovers the color sym-
metry which is lost in the convectional treatment of the Abelian projection or MA gauge, since
the Abelian projection selects a special color direction over the whole space–time. The Abelian
projection is reproduced by choosing a uniform color field:
n(x) = n0 := T3 =
1
2
σ3 (or n
A(x) = nA0 (x) := δ
A3)⇐⇒ n(x) = n0 := (0, 0, 1). (3.5)
• Carrier of topological defects: The color field carries topological defects responsible for quark
confinement. The color field is identified with the fundamental field variable corresponding topo-
logical defects. In particular, it enables one to define a gauge invariant magnetic monopole.
27
If we can find a decomposition of the SU(2) gauge field:
Aµ(x) = Vµ(x) + Xµ(x), (3.6)
such that the field strength Fµν [V ] of the restricted field Vµ is proportional to a unit field n (i.e., n ·n =
1):
Fµν [V ](x) := ∂µVν(x)− ∂νVµ(x)− ig[Vµ(x),Vν(x)] = fµν(x)n(x), (3.7)
then we can introduce the gauge-invariant field strength fµν by
fµν(x) := n(x) ·Fµν [V ](x)→ fµν(x), (3.8)
since Fµν [V ] and n transform according to the adjoint representation under the gauge transformation:
Fµν [V ](x)→ U(x)Fµν [V ](x)U †(x), n(x)→ U(x)n(x)U †(x). (3.9)
Therefore, we can define a gauge-invariant magnetic monopole current k by
kµ(x) = ∂ν
∗fµν(x). (3.10)
Is such a decomposition (spin–charge separation) possible? The answer is Yes! Indeed, the answer
to this question was given by Cho (1980) and Duan & Ge (1979) independently. This is the CDG
decomposition.
Suppose that the Lie algebra su(2)-valued Yang-Mills field:
Aµ(x) = A
A
µ (x)TA = A
A
µ (x)
1
2
σA ∈ su(2), (3.11)
is decomposed into two pieces Vµ(x) and Xµ(x):
Aµ(x) = Vµ(x) + Xµ(x) ∈ su(2), Vµ(x),Xµ(x) ∈ su(2), (3.12)
such that the first piece Vµ(x) transforms with the inhomogeneous term under the gauge transformation
U(x) ∈ G:
Vµ(x)→ V ′µ(x) := U(x)Vµ(x)U(x)† + ig−1U(x)∂µU(x)†, (3.13)
in the same way as the original Yang-Mills field:
Aµ(x)→ A ′µ(x) := U(x)Aµ(x)U(x)† + ig−1U(x)∂µU(x)†. (3.14)
Consequently, the second piece Xµ(x) transforms without the inhomogeneous term under the gauge
transformation as
Xµ(x)→ X ′µ(x) := U(x)Xµ(x)U(x)†. (3.15)
We find that the decomposition is uniquely determined by solving a set of defining equations for
Vµ and Xµ for a given color field n. The form of the defining equation must be covariant under the
gauge transformation (i.e., form-invariant) in agreement with the above requirement. For concreteness,
we adopt the defining equations:
(i) covariant constantness (integrability) of color field n(x) in the background field Vµ(x):
0 =Dµ[V ]n(x) (Dµ[V ]n(x) := ∂µn(x)− ig[Vµ(x),n(x)])
⇐⇒ 0 =Dµ[V]n(x) (Dµ[V]n(x) := ∂µn(x) + gVµ(x)× n(x)), (3.16)
with the covariant derivatives:
Dµ[A ] := ∂µ − ig[Aµ, ·], Dµ[A] := ∂µ + gAµ × . (3.17)
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(ii) orthogonality of the color field n(x) to Xµ(x):
0 = n(x) ·Xµ(x) = tr[n(x)Xµ(x)]⇐⇒ 0 = n(x) ·Xµ(x). (3.18)
The reason why imposing such defining equations can determine the decomposition uniquely will be
discussed in detail later, since it is related to the issue of counting the number of independent degrees of
freedom to be resolved finally.
It is easy to check that the defining equations are form-invariant, namely, the same defining equations
hold for the primed variablesn′(x),V ′µ(x),X ′µ(x) after the gauge transformation, provided that the color
field transforms according to the adjoint representation under the gauge transformation:
n(x)→ n′(x) := U(x)n(x)U(x)†. (3.19)
The color field n(x) is supposed to be given as a functional of Aµ(x), i.e.,
n(x) = nA (x). (3.20)
This issue is discussed later in details and therefore we put this issue aside for a while. Then, the defining
equations are solved to determine the decomposition uniquely. In fact, the new variables are expressed
in terms of A and n as follows, once the color field is given.
By using the first defining equation: Dµ[V]n = 0, we find the relation:
Dµ[A]n := ∂µn+ gAµ × n = Dµ[V]n+ gXµ × n = gXµ × n. (3.21)
Then, by taking the exterior product with the color field, we find
n×Dµ[A]n = n× (gXµ × n) = (n · n)gXµ − (n · gXµ)n = gXµ, (3.22)
where we have used the second defining equation n ·Xµ = 0 and the constraint n · n = 1.
In the Lie-algebra notation:
Aµ(x) = Vµ(x)+Xµ(x),
Vµ(x) =cµ(x)n(x)− ig−1[∂µn(x),n(x)], cµ(x) = Aµ(x) · n(x),
Xµ(x) =− ig−1[n(x),Dµ[A ]n(x)]. (3.23a)
In the vector notation:
Aµ(x) = Vµ(x)+Xµ(x),
Vµ(x) =cµ(x)n(x) + g
−1∂µn(x)× n(x), cµ(x) = Aµ(x) · n(x),
Xµ(x) =g
−1n(x)×Dµ[A]n(x). (3.23b)
In fact, it is shown that the field strength Fµν [V] defined by
Fµν [V] := ∂µVν(x)− ∂νVµ(x) + gVµ(x)×Vν(x) (3.24)
is found to be proportional to n:
Fµν [V] = n[∂µcν − ∂νcµ − g−1n · (∂µn× ∂νn)]. (3.25)
Then we find the explicit expression of a gauge-invariant field strength:
fµν := n · Fµν [V] = ∂µcν − ∂νcµ − g−1n · (∂µn× ∂νn). (3.26)
It should be remarked that fµν has the same form as the tensor characterizing the ’t Hooft-Polyakov
magnetic monopole, if the color unit field nA(x) is identified with the normalized adjoint scalar field
φˆA(x) in the Georgi-Glashow model:
nA(x)↔ φˆA(x) := φA(x)/||φ(x)||. (3.27)
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3.3. Cartan decomposition and the Abelian projection
In particular, the Cartan decomposition used to define the conventional Abelian projection is repro-
duced by forcing the color field to be uniform as follows. In the vector form,
n(x) = n0 ≡ (0, 0, 1) =⇒ Aµ(x) =Vµ(x) +Xµ(x),
Vµ(x) =(0, 0, cµ(x)), cµ(x) = A
3
µ(x),
Xµ(x) =(A
1
µ(x), A
2
µ(x), 0), (3.28a)
or in the Lie algebra form,
n(x) = n0 ≡ T3 =⇒ Aµ(x) =Vµ(x) + Xµ(x),
Vµ(x) =A
3
µ (x)T3, cµ(x) = A
3
µ (x),
Xµ(x) =A
1
µ (x)T1 + A
2
µ (x)T2 = A
a
µ (x)Ta. (3.28b)
Therefore, Vµ corresponds to the diagonal part of Aµ, while Xµ the off-diagonal part. We can easily
check that they constitute a set of solutions of the defining equations for this choice of the uniform color
field. For a uniform color field n(x) = const., indeed, we find ∂µn(x) = 0. Then the first defining
equation means that Vµ(x) is parallel to n(x):
0 = Vµ(x)× n =⇒ Vµ(x) ‖ n =⇒ Vµ(x) = cµ(x)n, (3.29)
while Xµ(x) is orthogonal to n(x) from the second defining equation:
0 = Xµ(x) · n =⇒ Xµ(x) ⊥ n. (3.30)
This reproduces the covariantly constant field strength.
3.4. Field strength for the decomposed SU(2) Yang-Mills field
For the decomposition A = V + X of the gauge field (connection one-form) A , the field strength
(curvature two-form) is decomposed as
Fµν [A ](x) :=∂µAν(x)− ∂νAµ(x)− ig[Aµ(x),Aν(x)]
=Fµν [V ](x) + Dµ[V ]Xν(x)−Dν [V ]Xµ(x)− ig[Xµ(x),Xν(x)], (3.31)
where F [V ] is the field strength of V defined by Fµν [V ](x) := ∂µVν(x)−∂νVµ(x)− ig[Vµ(x),Vν(x)].
In the vector notation, the decomposition: Aµ = Vµ +Xµ leads to
Fµν [A](x) :=∂µAν(x)− ∂νAµ(x) + gAµ(x)×Aν(x)
=Fµν [V](x) +Dµ[V]Xν(x)−Dν [V]Xµ(x) + gXµ(x)×Xν(x), (3.32)
where Fµν [V](x) := ∂µVν(x)− ∂νVµ(x) + gVµ(x)×Vν(x).
The CDG decomposition has a remarkable property: The field strength F [V ](x) of V (x) is propor-
tional to the color field n(x):
Fµν [V ](x) =n(x){∂µcν(x)− ∂νcµ(x) + ig−1n(x) · [∂µn(x), ∂νn(x)]}, (3.33a)
or
Fµν [V](x) = n(x){∂µcν(x)− ∂νcµ(x)− g−1n(x) · (∂µn(x)× ∂νn(x))}. (3.33b)
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Figure 2: The CDG decomposition of the SU(2) gluon field A in color space.
Thus, a pieceCµ(x) := cµ(x)n(x) of the gauge fieldV(x) parallel to n(x) is not sufficient to give a field
strength F[V](x) parallel to n(x), when the color field n(x) is not uniform. In order to obtain the field
strength Fµν [V](x) parallel to n(x), therefore, one needs the second piece perpendicular (orthogonal) to
n(x):
Bµ(x) := g
−1∂µn(x)× n(x), (3.34)
in addition to the first piece parallel to n(x):
Cµ(x) := cµ(x)n(x), cµ(x) := Aµ(x) · n(x), (3.35)
so that the restricted gauge field is decomposed as
Vµ(x) :=Bµ(x) +Cµ(x). (3.36)
Such a restricted field Vµ(x) (especially Bµ(x)) is called the Cho connection.
Thus the original CDG decomposition is written in the vector form with constraints:
Aµ(x) :=
Vµ(x)︷ ︸︸ ︷
cµ(x)n(x)︸ ︷︷ ︸
Cµ(x):restricted potential
+ g−1∂µn(x)× n(x)︸ ︷︷ ︸
Bµ(x):magnetic potential
+ Xµ(x)︸ ︷︷ ︸
covariant potential
, (3.37a)
n(x) · n(x) = 1, (3.37b)
n(x) ·Xµ(x) = 0. (3.37c)
For the decomposition of the restricted gauge field Vµ, Vµ = Bµ +Cµ, the field strength Fµν [V] is
further decomposed into the “restricted electric field” Eµν and the “restricted magnetic field” Hµν :
Fµν [V](x) =Eµν(x) +Hµν(x) = [Eµν(x) +Hµν(x)]n(x), (3.38)
Eµν(x) :=Eµν(x)n(x), Eµν(x) := ∂µcν(x)− ∂νcµ(x),
Hµν(x) :=Fµν [B](x) := ∂µBν(x)− ∂νBµ(x) + gBµ(x)×Bν(x). (3.39)
Then we find that the restricted magnetic field Hµν(x) is proportional to n(x):
Hµν(x) =− gBµ(x)×Bν(x)
=− g−1(∂µn(x)× ∂νn(x)) = Hµν(x)n(x), (3.40)
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where we have defined
Hµν(x) := n(x) ·Hµν(x) = −g−1n(x) · (∂µn(x)× ∂νn(x)). (3.41)
This is shown e.g., using
Fµν [V](x) =Fµν [B](x) +Dµ[B]Cν(x)−Dν [B]Cµ(x) + gCµ(x)×Cν(x), (3.42)
and
Cµ(x)×Cν(x) =cµ(x)n(x)× cν(x)n(x) ≡ 0, (3.43)
Dµ[B]Cν(x) :=∂µCν(x) + gBµ(x)×Cν(x)
=∂µ[cν(x)n(x)] + [∂µn(x)× n(x)]× cν(x)n(x)
=∂µcν(x)n(x) + cν(x)∂µn(x)− cν(x)∂µn(x)
=∂µcν(x)n(x). (3.44)
In the above calculations, we have used the property:
n(x)× n(x) = 0, n(x) · n(x) = 1 =⇒ n(x) · ∂µn(x) = 0, (3.45)
and
A× (B×C) = (A ·C)B− (A ·B)C,
(A×B)×C = (A ·C)B− (B ·C)A. (3.46)
We find that Eµν(x), Hµν(x), Fµν [V](x), and gXµ(x)×Xν(x) are all parallel to n(x) (This is also
the case forFµν [V](x)+gXµ(x)×Xν(x)), while Dµ[V]Xν(x)−Dν [V]Xµ(x) is perpendicular to n(x),
which follows from the defining equations:
Fµν [V](x) ‖ n(x), gXµ(x)×Xν(x) ‖ n(x),
Dµ[V]Xν(x), Dν [V]Xµ(x) ⊥ n(x). (3.47)
Then we obtain a gauge-invariant field strength fµν as the magnitude of the field strength of the restricted
field:13
fµν(x) :=n(x) ·Fµν [V ](x) := 2tr {n(x)Fµν [V ](x)}
=∂µcν(x)− ∂νcµ(x) + ig−1n(x) · [∂µn(x), ∂νn(x)], (3.48a)
or
fµν(x) :=n(x) · Fµν [V](x)
=∂µcν(x)− ∂νcµ(x)− g−1n(x) · (∂µn(x)× ∂νn(x)), (3.48b)
since Fµν [V ] and n transform according to the adjoint representation under the gauge transformation:
Fµν [V ](x)→ U(x)Fµν [V ](x)U−1(x), n(x)→ U(x)n(x)U−1(x). (3.49)
13 We will see later that this fµν coincides exactly with the two-form fµν appearing in the non-Abelian Stokes theorem for
the Wilson loop operator. See section 6.
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There is another way to see that the “Abelian” field strength fµν (with no group indices) in (3.48) is
SU(2) gauge invariant, since it is cast into the manifestly SU(2) invariant form, which is written in the
Lie algebra notation and the vector notations, respectively:
fµν(x) =∂µcν(x)− ∂νcµ(x) + ig−1n(x) · [∂µn(x), ∂νn(x)]
=2tr
{
n(x)Fµν [A ](x) + ig
−1n(x)[Dµ[A ]n(x),Dν [A ]n(x)]
}
, (3.50a)
fµν(x) =∂µcν(x)− ∂νcµ(x)− g−1n(x) · (∂µn(x)× ∂νn(x))
=n(x) · Fµν [A](x)− g−1n(x) · (Dµ[A]n(x)×Dν [A]n(x)), (3.50b)
where the gauge transformations of the color field, the field strength and the covariant derivative are
respectively given by
n(x)→ U(x)n(x)U−1(x),
Fµν [A ](x)→ U(x)Fµν [A ](x)U−1(x),
Dµ[A ](x)→ U(x)Dµ[A ](x)U−1(x). (3.51)
Note that V has the same transformation property as A , and V satisfies Dµ[V ]n(x) = 0.
It should be remarked that Hµν(x) is locally closed (dH = 0) and hence it can be exact (H = dh)
locally due to the Poincare lemma. Then it has the Abelian magnetic potential hµ(x):
Hµν(x) = −g−1n(x) · (∂µn(x)× ∂νn(x)) = ∂µhν(x)− ∂νhµ(x). (3.52)
3.5. Magnetic monopole from the decomposed SU(2) Yang-Mills field
Taking into account the fact that the “Abelian” field strength fµν (3.48) is gauge invariant, therefore,
we can introduce (a candidate of) a gauge-invariant magnetic monopole current by14
kµ(x) = ∂ν
∗fµν(x), fµν(x) = Eµν(x) +Hµν(x), (3.53)
where ∗ denotes the Hodge dual, e.g., for D = 4, the dual tensor ∗fµν of fµν is defined by
∗fµν(x) := 1
2
ǫµνρσfρσ(x). (3.54)
In fact, we show that the non-vanishing magnetic charge is obtained without introducing Dirac singu-
larities in cµ(x), and that even in the classical level, the magnetic charge obeys the quantization condition
of Dirac type. The magnetic charge gm is defined by the integral of the charge density k0 over the three-
dimensional volume V3:
gm :=
∫
V3
d3xk0 =
∫
V3
d3x∂ℓ
(
1
2
ǫℓjkfjk
)
. (3.55)
When cµ(x) has no singularities, the electric field Eµν(x) := ∂µcν(x)− ∂νcµ(x) does not contribute
to the magnetic monopole current kµ(x), i.e., using the exterior derivative d, the coderivative δ, and the
Hodge dual operation ∗,
k = δ∗f = ∗df = ∗dE + ∗dH, dE = ddc ≡ 0,
14 This construction of magnetic monopole has a profound meaning in connection with the Wilson loop, as shown in
section 6.
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which is the Bianchi identity. The non-trivial contribution comes from the magnetic field Hµν(x) =
−g−1n(x) · (∂µn(x)× ∂νn(x)). Using the Stokes theorem (Gauss theorem), the magnetic charge is cast
into the surface integral:
gm =
∮
S2phy=∂V3
dσjkg−1n · (∂jn× ∂kn), (3.56)
where dσjk := 1
2
dσℓǫ
ℓjk is the surface element. The (unit) color field n(x) with the target space
SU(2)/U(1) ∼= S2int can be parameterized using two angle variables α, β as
n(x) =
n1(x)n2(x)
n3(x)
 =
sin β(x) cosα(x)sin β(x) sinα(x)
cos β(x)
 ∈ SU(2)/U(1) ∼= S2int. (3.57)
Then we have the representation:
n · (∂µn× ∂νn) = sin β(∂µβ∂να− ∂µα∂νβ) = sin β ∂(β, α)
∂(xµ, xν)
, (3.58)
where ∂(β,α)
∂(xµ,xν)
is the Jacobian associated with the map: (xµ, xν) ∈ S2phy→ (β, α) ∈ S2int ≃ SU(2)/U(1).
Therefore, the magnetic charge gm is calculated as
gm =g
−1
∮
S2phy
dσjk sin β
∂(β, α)
∂(xj , xk)
= g−1
∮
S2int
sin βdβdα. (3.59)
Taking into account that sin βdβdα is a surface element on S2 and that a unit sphere has area 4π, thus,
we find that the magnetic charge obeys the Dirac quantization condition:
gm =
4π
g
n (n ∈ Z = {0,±1,±2, · · · }). (3.60)
The magnetic charge gm represents the number as to how many times S2int is wrapped by a mapping from
S2phys to S
2
int. The non-trivial magnetic charge corresponds to the non-trivial Homotopy group of the
map n : S2 → SU(2)/U(1) ≃ S2:
π2(SU(2)/U(1)) = π2(S
2) = Z. (3.61)
3.6. On-shell decomposition for topological configurations
It should be remarked that the original CDG decomposition is an off-shell decomposition, i.e., de-
composition for the gauge field off mass shell. Faddeev and Niemi have proposed the on-shell decom-
position for the gauge field called the Faddeev-Niemi on-shell decomposition satisfying the equation
of motion [97]:
Aµ(x) = cµ(x)n+ ∂µn(x)× n(x) + ρ(x)n(x) + σ(x)∂µn(x)× n(x), (3.62)
where ρ(x) and σ(x) are scalar functions. This gives the decomposition for some of known topological
configurations.
Example 1. The Wu-Yang magnetic monopole configuration of hedgehog form [8]:
A Aj (x) = ǫAjk
xk
r2
, A A0 (x) = 0, (3.63)
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is reproduced from the color field and the resulting decomposition:
nA(x) =
xA
r
, cµ(x) = 0, Xµ(x) = 0 (ρ(x) = 0, σ(x) = 0), (3.64)
which gives a spherical symmetric configuration for the magnetic field Hk (k = 1, 2, 3):
Hjk = −g−1ǫABCnA∂jnB∂knC = −g−1 1
r2
ǫjkℓ
xℓ
r
=⇒ Hk = −g−1 1
r2
xk
r
. (3.65)
Example 2. The BPST one-instanton solution: [98]
A Aj (x) = ǫAjk
2xk
r2 + λ2
, A A0 (x) = 0, (3.66)
is reproduced by the decomposition
nA(x) =
xA
r
, cµ(x) = 0, ρ(x) = 0, σ(x) =
2r2
r2 + λ2
− 1, (3.67)
which exhibits the asymptotic behavior σ → −1(r → 0), +1(r →∞).
Example 3. The Witten multi-instanton solution obtained from the Ansatz for axially (cylindri-
cally) symmetric self-dual solution to the SU(2) Yang-Mills equation with arbitrary instanton numbers
[99]:
A A0 (x) =
xA
r
a0(r, t),
A Aj (x) =
ϕ2(r, t) + 1
r2
ǫjAkxk +
ϕ1(r, t)
r2
(δjAr
2 − xjxA) + a1(r, t)xjxA
r2
, (3.68)
is reproduced by the decomposition:
nA(x) =
xA
r
, c0(x) =a0(r, t), cj(x) =
xj
r
a1(r, t),
ρ(x) =ϕ1(r, t), σ(x) = ϕ2(r, t), (3.69)
where a0(r, t), a1(r, t), ϕ1(r, t), ϕ2(r, t) are functions of r := |x| and t.
By making use of the Faddeev-Niemi on-shell decomposition, the possible phases of QCD, i.e.,
confinement phase, Higgs phase and non-Abelian Coulomb phase, were discussed in [100].
(i) Confinement phase, 〈φ〉 = 0 (φ = ρ+ iσ):
Xµ(x) := ρ(x)∂µn(x) + σ(x)∂µn(x)× n(x).
monopole-like configuration: σ(x)→ 0(|x| → ∞) =⇒ |φ(x)| → 0 or Xµ(x)→ 0
If the Xµ (or φ) field fluctuates more strongly than the n field, the Faddeev-Skyrme or Faddeev-
Niemi model is expected to be derived:
Seff =
∫
d4x
{
Λ2(∂µn)
2 + (∂µn× ∂νn)2
}
, (3.70)
with a) the unique action containing n field and allowing for Hamiltonian interpretation, b) with
topological soliton (knot soliton).
35
(ii) Higgs phase, 〈φ〉 6= 0:
instanton-like configuration: σ(x)→ 1 =⇒ |φ(x)| → 1 or Xµ(x)→ nonzero.
If the n field fluctuates more strongly than the other fields, the n is integrated out, and the effective
theory reads
Seff =
∫
d4x
{
F 2µν + ((∂µ − iAµ)φ)∗((∂µ − iAµ)φ) + (|φ|2 − 1)2
}
. (3.71)
(iii) non-Abelian Coulomb phase:
If none of the fields fluctuate strongly, then one would have the original Yang-Mills action at low
energies. (expected to be realized for large flavors Nf ≫ 1)
Moreover, the interplay between monopole and instanton was discussed using the Faddeev-Niemi
on-shell decomposition [101]. In the SU(2) case, the relationship between the instanton number ν and
the flux Φ was obtained:
ν :=
1
16π2
∫
tr(F∗F ) = Qm Φ
2π
, (3.72)
where Φ is the flux associated with the U(1) gauge field Aµ trapped by the monopole loop C:
Φ :=
∫
C
A =
∫
S:C=∂S
F. (3.73)
This result suggest a possible relationship among the topological charges for the following topological
objects:
• Instantons classified by the Pontryagin number, suggested from the non-trivial Homotopy group
π3(S
3) = Z
• Magnetic monopoles classified by the magnetic charge, suggested from the non-trivial Homotopy
group π2(S2) = Z
• Knot solitons classified by the Hopf number, suggested from the non-trivial Homotopy group
π3(S
2) = Z
However, it should be remarked that there are some debate whether or not the above Faddeev-Niemi
on-shell decomposition (3.62) is equivalent to the Yang-Mills theory [102, 103].
In what follows, we do not discuss the on-shell decomposition.
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4. Reformulation of SU(2) Yang-Mills theory
4.1. From the decomposition to the change of variables
In the preceding sections, the decomposition of the original Yang-Mills field A Aµ (x) was performed:
A Aµ (x)→ nA(x), cµ(x),X Aµ (x). (4.1)
We wish to regard the above relationship obtained through the CDG decomposition between the
original variables and the new variables as a (non-linear) change of variables (NLCV) rather than the
decomposition, so that the original SU(2) Yang-Mills theory (YM) written in terms of the original Yang-
Mills field A Aµ (x) is cast into an equivalent or equipollent theory (YM’) written in terms of new variables
nA(x), cµ(x),X Aµ (x), which we call the CDG–Yang-Mills theory or a reformulated Yang-Mills the-
ory:15
SU(2) Yang-Mills theory A reformulated Yang-Mills theory
written in terms of ⇐⇒︸︷︷︸
NLCV
written in terms of new variables:
A Aµ (x) (A = 1, 2, 3) n
A(x), cµ(x),X Aµ (x) (A = 1, 2, 3)
For this purpose, therefore, the new field variables nA(x), cµ(x),X Aµ (x) should be given as func-
tionals of the original gauge field variables A Aµ (x).
However, we immediately encounter an issue of the mismatch for the independent degrees of freedom
(d.o.f.) between two sets of variables, which does not allow the change of variables. In fact, we can count
the independent degrees of freedom of the field variables in D-dimensional SU(2) Yang-Mills theory:
d.o.f[A Aµ ] = 3D,
d.o.f[nA] = 3− 1 = 2, d.o.f[X Aµ ] = 3D −D = 2D, d.o.f[cµ] = D, (4.2)
since nA obeys a condition nAnA − 1 = 0 and X Aµ obeys the D conditions nAX Aµ = 0. Therefore, the
new field variables nA(x), cµ(x),X Aµ (x) have two extra degrees of freedom in total. This suggests one
to impose two constraints
χ = 0, (4.3)
among the new field variables for consistency.
In summary, the following issues must be fixed to make the change of variable well-defined and to
identify the color field with the degree of freedom which enables one to describe topological objects
such as magnetic monopoles responsible for confinement.
(A) How the color field n(x) is determined from the original Yang-Mills field Aµ(x)?
This was assumed so far. We must give a procedure to achieve this.
(B) How the mismatch for the independent degrees of freedom between the original field variables and
the new field variables is solved?
The new variables have two extra degrees of freedom which should be eliminated by imposing
appropriate constraints.
15 Two sets A and B are said to be equipollent iff there is a one-to-one correspondence (i.e., a bijection) from A onto B.
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(C) How the gauge transformation properties of the new field variables are determined from the origi-
nal gauge field to achieve the expected ones?
It is expected that fµν(x) = 2tr {n(x)Fµν [V ](x)} becomes gauge invariant, provided that n(x)
and Fµν [V ](x) transform in the adjoint representation under the gauge transformation.
All of these issues are simultaneously solved as follows. This is due to a new viewpoint for the
reformulated Yang-Mills theory.
4.2. New viewpoint for the Yang-Mills theory: reduction from the master Yang-Mills theory
First, we answer the question (A): how to define or obtain the color field n(x) from the original Yang-
Mills theory written in terms of Aµ(x) alone. A procedure has been given in the new reformulation of
Yang-Mills theory in the continuum space–time.16 By introducing the color field n(x) in addition to the
original Yang-Mills field Aµ(x), the Yang-Mills theory is enlarged to an extended gauge theory written
in terms of Aµ(x) and n(x), which is invariant under the enlarged gauge transformations consisting of
two infinitesimal transformations:
• the usual gauge transformation of the Yang-Mills field Aµ(x) by ω(x):
δωAµ(x) = Dµ[A]ω(x). (4.4)
The Yang-Mills Lagrangian is invariant under this transformation. This symmetry is the local
G = SU(2) gauge symmetry and denoted by SU(2)localω .
• the local rotation of the color field n(x) by an angle θ(x):
δθn(x) = gn(x)× θ(x) = gn(x)× θ⊥(x), (4.5)
where θ(x) is decomposed θ(x) = θ⊥(x) + θ‖(x) so that θ‖(x) is parallel to n(x) and θ⊥(x) is
perpendicular to n(x), i.e., n(x) · θ⊥(x) = 0, with two independent components.
The SU(2) color field n is defined to be a three dimensional vector field with a unit length: n(x) ·
n(x) = 1, which takes the value in S2 ≃ SU(2)/U(1). For the parallel component θ‖(x) =
θ‖(x)n(x), the vector field n(x) is invariant under this transformation (4.5) [a rotation around the
axis of n(x)].17 Therefore, this symmetry (4.5) is the local SU(2)/U(1) symmetry and denoted
by [SU(2)/U(1)]localθ . 18
We call this extended gauge theory the master Yang-Mills theory. See Fig. 3. Note that ω(x) and
θ(x) are independent, since the original Yang-Mills Lagrangian is invariant irrespective of the choice of
θ(x). For later convenience, we distinguish the two transformations by δθ and δω, respectively:
θ = 0,ω 6= 0 :=⇒δωn(x) = 0, δωAµ(x) = Dµ[A]ω(x), (4.6a)
θ 6= 0,ω = 0 :=⇒δθn(x) = gn(x)× θ(x), δθAµ(x) = 0. (4.6b)
16 This is based on [19, 18].
17 It is a redundant symmetry, say U(1)θ symmetry, of the CDG–Yang-Mills theory, since cµ(x) and Xµ(x) are also
unchanged for a givenAµ(x).
18 Shabanov (1999) argued that it is possible to consider more general transformation of the field n(x), even the nonlocal
one, keeping the condition n(x)2 = 1. However, it will be unrealistic to consider the explicit transformation other than the
local rotation treated here.
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Figure 3: [18] The relationship between the original Yang-Mills theory (YM) and the CDG–Yang-Mills theory
(YM’). The master Yang-Mills theory (M-YM) obtained by the CDG decomposition has the larger local and
global gauge symmetries than the original Yang-Mills theory and becomes equipollent (equivalent) to the original
Yang-Mills theory after the reduction condition is imposed.
The enlarged local gauge transformation in the master Yang-Mills theory is obtained by combining δθ
and δω. Thus, the master Yang-Mills theory has the enlarged local gauge symmetry:
G˜localω,θ := SU(2)
local
ω × [SU(2)/U(1)]localθ , (4.7)
i.e., the direct product of SU(2)localω and [SU(2)/U(1)]localθ .
In order for the master Yang-Mills theory to reduce to a gauge theory equipollent to the original
Yang-Mills theory, then, appropriate constraints must be imposed to break the enlarged gauge symmetry
G˜ω,θ = SU(2)ω × [SU(2)/U(1)]θ in the master Yang-Mills theory down to a subgroup: G′ = SU(2)ω′
which corresponds to the original gauge symmetry.
Such a constraint is not unique. Our choice for the constraint is given by minimizing the functional:∫
dDx
1
2
X2µ, (4.8)
with respect to the enlarged gauge transformations in the master Yang-Mills theory:
min
ω,θ
∫
dDx
1
2
g2X2µ = min
ω,θ
∫
dDx
1
2
(Dµ[A]n)
2, (4.9)
which is called the reduction condition.19 In the remainder of this section, we do not discriminate the
upper and lower indexes in the summation convention.
In order to show that this condition is indeed an appropriate choice, we calculate the infinitesimal
variation:
0 = δω,θ
∫
dDx
1
2
g2X2µ = δω,θ
∫
dDx
1
2
(Dµ[A]n)
2, (4.10)
since the definition of Xµ or (3.22) leads to
g2Xµ ·Xµ = g2X2µ = (n×Dµ[A]n)2 = (Dµ[A]n)2 − (n ·Dµ[A]n)2 = (Dµ[A]n)2, (4.11)
19 This condition was called the new Maximally Abelian gauge (nMAG) in [18]. However, this naming is misleading,
since it turns out later that the reduction does not necessarily lead to the Abelian magnetic monopole in the case of SU(N)
(N > 2) in general, see [24]. Therefore, this terminology should not be used anymore.
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where we have used n · Dµ[A]n = n · (gXµ × n) = gXµ · (n × n) = 0. Applying the infinitesimal
enlarged gauge transformation to the integrand leads to
δω,θ
1
2
g2X2µ = gD
µ[A](ω⊥ − θ⊥) · {n× (Dµ[A]n)}. (4.12)
This is shown as follows. The local enlarged gauge transformation of X2 is calculated as
δω,θ
1
2
g2X2µ =(D
µ[A]n) · δω,θ(Dµ[A]n)
=(Dµ[A]n) · (Dµ[A]δθn+ gδωAµ × n)
=(Dµ[A]n) · {gDµ[A](n× θ⊥) + (gDµ[A]ω)× n}
=(Dµ[A]n) · {(gDµ[A]n)× θ⊥ + n× (gDµ[A]θ⊥) + (gDµ[A]ω)× n}
=g(Dµ[A]n) · {Dµ[A](ω − θ⊥)× n}
=g(Dµ[A]n) · {Dµ[A](ω⊥ − θ⊥)× n}, (4.13)
where we have used (4.5) and (4.4) in the third equality, the Leibniz rule for the covariant derivative in
the fourth equality, and in the last equality we have decomposed ω − θ⊥ into the parallel component
ω‖ = ω‖n and perpendicular one ω⊥ − θ⊥ and used the fact that the parallel part does not contribute,
since Dµ[A]ω‖ × n = Dµ[A](ω‖n)× n = {n∂µω‖ + ω‖Dµ[A]n} × n = ω‖(Dµ[A]n)× n.
Then the minimization condition (the average over the space–time of (4.13)) reads
0 = δω,θ
∫
dDx
1
2
g2X2µ = −
∫
dDx(ω⊥ − θ⊥) ·Dµ[V]Xµ. (4.14)
In fact, this is derived as
δω,θ
∫
dDx
1
2
X2µ = g
−1
∫
dDx(Dµ[A]n) · {Dµ[A](ω⊥ − θ⊥)× n}
=
∫
dDxXµ ·Dµ[A](ω⊥ − θ⊥)
= −
∫
dDx(ω⊥ − θ⊥) ·Dµ[A]Xµ
= −
∫
dDx(ω⊥ − θ⊥) ·Dµ[V]Xµ, (4.15)
where we have used the definition of Xµ or (3.22) in the second equality and integration by parts in the
third equality.
For ω⊥ = θ⊥, the minimizing condition imposes no constraint, while for ω⊥ 6= θ⊥, the minimizing
condition yields a condition in the differential form:
χ := Dµ[V]Xµ ≡ 0. (4.16)
This is called the differential reduction condition. It should be noted that (4.16) represents two condi-
tions, since n(x) ·χ(x) = 0 which follows from n(x) ·Xµ(x) = 0. Thus, the issue (B) is resolved.20
20 Note that (4.9) is more general than (4.16), since (4.16) is the differential form which is valid only in the absence
of Gribov copies. The condition (4.9) is the most general gauge-fixing condition which can be used also in numerical
simulations on a lattice and works even if the Gribov copies exist and leads to the true minimum, while (4.16) leads only to
the local minimum along the gauge orbit.
40
Thus, if we impose the reduction condition (4.9) to the master Yang-Mills theory, then the larger
gauge symmetry G˜ := SU(2)ω × [SU(2)/U(1)]θ enlarged from the original gauge symmetry G =
SU(2)ω is broken down to the subgroup G′ = SU(2)ω′ : in the respective step in Fig. 3,
G = SU(2)localω ր G˜ := SU(2)localω × [SU(2)/U(1)]localθ ց G′ := SU(2)localω′ . (4.17)
Finally, we have an equipollent Yang-Mills theory with the residual local gauge symmetry G′ :=
SU(2)localω′ with the gauge transformation parameter:
ω′(x) = (ω‖(x),ω⊥(x)) = (ω‖(x), θ⊥(x)), ω⊥(x) = θ⊥(x), (4.18)
which is called a “diagonal” SU(2) part G˜localω=θ of G˜localω,θ . This is the CDG–Yang-Mills theory. 21
It is important to remark that the reduction condition in the differential form (4.16) has another
expression written in terms of A and n:
n× (Dµ[A]Dµ[A]n) = 0, (4.19)
since the above reduction condition is rewritten as
gDµ[V]Xµ = gDµ[A]Xµ = Dµ[A]{n× (Dµ[A]n)} = n× (Dµ[A]Dµ[A]n). (4.20)
Thus, the color field n(x) is determined by solving the differential reduction equation (4.19) for a given
Yang-Mills field Aµ(x). This determines the color field n(x) as a functional of a given configuration of
Aµ(x). Thus, the issue (A) is resolved.22
On the other hand, the original Yang-Mills theory with the local gauge symmetry G = SU(2)localω is
reproduced from the master Yang-Mills theory if the color field variable n(x) is fixed to e.g., n(x) ≡
n0 := (0, 0, 1) on the whole space–time points.
In the CDG–Yang-Mills theory, we can impose any further gauge-fixing condition (e.g., Landau
gauge) for fixing the residual unbroken symmetry G = SU(2)localω even after the reduction condition
is imposed. (In fact, we can furthermore impose the conventional MA gauge, if desired.) This is an
advantage of the new viewpoint for the CDG–Yang-Mills theory. See Fig. 3.
The reduction condition should be compared with the conventional MA gauge. The MA gauge
breaking the local SU(2)local to U(1)local breaks also the global SU(2)global as well, while the MA gauge
leaves the local U(1)local(⊂ G = SU(2)local) and global U(1)global symmetries unbroken. The reduction
condition leaves both the local G′ = SU(2)local symmetry and global SU(2)global symmetry (color
symmetry) unbroken. In the CDG–Yang-Mills theory, therefore, the overall gauge fixing condition can
be imposed without breaking color symmetry, e.g. using the Landau gauge. This is an advantage of the
new reformulation.
The form of the reduction condition (4.16) agrees exactly with the MA gauge fixing condition for
the CDG variables. However, the reduction condition (4.16) or (4.9) is totally different from the con-
ventional MA gauge which was used so far to fix the off-diagonal part SU(2)/U(1) of the local gauge
symmetry SU(2) in the original Yang-Mills theory (based on the Cartan decomposition) keeping U(1)
part intact, while the reduction condition introduced above plays a role of eliminating the proliferated
gauge symmetry generated by using the CDG field variables to leave the desired SU(2) local gauge
21 This theory was called the Yang-Mills theory II in [18], which has the gauge symmetry II defined later.
22 This is possible in principle. Some examples for the explicit solution for the reduction condition for the gauge field
Aµ(x) representing the topological configurations such as merons and instantons are given in the following papers. [104,
105, 106, 107]
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symmetry. Among three gauge degrees ω = (ω⊥,ω‖) and two degrees θ⊥ in the master Yang-Mills
theory, two extra gauge degrees of freedom was eliminated by imposing the two conditions represented
by the reduction condition χ = 0 and then the remaining degrees in the CDG–Yang-Mills theory are the
same as the original Yang-Mills theory.
The viewpoint given above for the CDG–Yang-Mills theory resolves in a natural way a crucial is-
sue of the discrepancy in the independent degrees of freedom between both theories, i.e., the original
Yang-Mills theory and the CDG–Yang-Mills theory. Moreover, it tells one the necessity of adopting the
reduction condition in the master Yang-Mills theory, although the conventional MA gauge is merely one
choice of the gauge fixings. 23
In other words, the CDG–Yang-Mills theory has been constructed on a vacuum selected in a gauge
invariant way among possible vacua of the master Yang-Mills theory, since the reduction condition is
satisfied for the CDG field configurations realizing the minimum of the functional
∫
dDx1
2
X2µ and the
minimum minω,θ
∫
dDx1
2
X2µ is gauge invariant in the sense that it does no longer change the value
with respect to the local gauge transformation. Therefore, the reduction condition is a gauge-invariant
criterion of choosing a vacuum on which the CDG–Yang-Mills theory is defined from the vacua of
the master Yang-Mills theory, although the reduction condition is not necessarily a unique prescription
of selecting out the gauge-invariant vacuum. This demonstrates a quite different role played by the
reduction condition compared with the conventional MA gauge.
Moreover, in the CDG–Yang-Mills theory defined in this way, the local operator X2µ(x) itself is
invariant under the residual SU(2) local gauge transformation as the gauge transformation for the CDG–
Yang-Mills theory.
4.3. Gauge transformation of new variables
In the new formulation, two types of local gauge transformations are introduced:
Local gauge transformation I:
δωn(x) =0, (4.21a)
δωcµ(x) =n(x) ·Dµ[A]ω(x), (4.21b)
δωXµ(x) =Dµ[A]ω(x)− n(x)(n(x) ·Dµ[A]ω(x)), (4.21c)
Local gauge transformation II:
δ′ωn(x) =gn(x)× ω′(x), (4.22a)
δ′ωcµ(x) =n(x) · ∂µω′(x), (4.22b)
δ′ωXµ(x) =gXµ(x)× ω′(x), (4.22c)
The gauge transformation I was called the passive or quantum gauge transformation, while II was called
the active or background gauge transformation. However, this classification is not necessarily indepen-
dent, leading to sometimes confusing and misleading results.
23 A possible algorithm for the numerical simulation was proposed in [108]. Moreover, the actual simulations were first
attempted in [109]. However, from our point of view, the resulting theory can not be identified with the CDG–Yang-Mills
theory. Here, we mention only a point that only the field n was constructed in these works and the simulation results show the
breaking of the global SU(2) invariance even in the Landau gauge, which cannot be regarded as the correct implementation
of the CDG decomposition on a lattice. It is the essence to preserve the color symmetry. In the work [25], the Monte
Carlo simulations of the CDG–Yang-Mills theory were performed for the first time by imposing the reduction condition. In
addition, we can impose the Lattice-Landau gauge (LLG) simultaneously. Here, the LLG fixes the local gauge symmetry
G′ = SU(2)localω′ . In general, we can impose any gauge fixing condition (instead of LLG) after imposing the reduction
condition in the numerical simulations. If desired, the conventional MA gauge can be further imposed instead of LLG, after
the reduction condition is imposed.
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In order to see how the gauge transformation II is reproduced, we apply the enlarged gauge transfor-
mation δω,θ specified by
δAµ(x) = Dµ[A]ω(x), δn(x) = gn(x)× θ(x) = gn(x)× θ⊥(x), (4.23)
to
cµ(x) = n(x) ·Aµ(x), Xµ(x) = g−1n(x)×Dµ[A]n(x). (4.24)
Then the enlarged gauge transformation of the new variables cµ(x) and Xµ(x) are given by 24
δω,θcµ(x) = n(x) · ∂µω(x) + n(x) · g(Aµ(x)× (ω⊥(x)− θ⊥(x))), (4.25)
δω,θXµ(x) = gXµ(x)× (ω‖(x) + θ⊥(x)) +Dµ[V](ω⊥(x)− θ⊥(x)), (4.26)
and
δω,θVµ(x) = Dµ[V](ω‖(x) + θ⊥(x)) + gXµ(x)× (ω‖(x)− θ⊥(x)). (4.27)
We proceed to obtain the transformation of Xµ for the SU(2) case:
δω,θXµ = δω,θ(g
−1n×Dµ[A]n)
= g−1δω,θn×Dµ[A]n+ g−1n×Dµ[A]δω,θn+ g−1n× (gδω,θAµ × n)
= (n× θ⊥)×Dµ[A]n+ n×Dµ[A](n× θ⊥) + n× (Dµ[A]ω × n). (4.28)
Note that the Jacobi identities:
(A×B)×C+ (B×C)×A+ (C×A)×B = 0, (4.29a)
A× (B×C) +B× (C×A) +C× (A×B) = 0, (4.29b)
yield
(A×B)×C =A× (B×C)−B× (A×C) = (C×B)×A+ (A×C)×B, (4.30a)
A× (B×C) =B× (A×C)−C× (A×B). (4.30b)
By applying the Jacobi identity, therefore, the first term of (4.28) reads
(n× θ⊥)×Dµ[A]n = (Dµ[A]n× θ⊥)× n+ (n×Dµ[A]n)× θ⊥
= (Dµ[A]n× θ⊥)× n+ gXµ × θ⊥, (4.31)
while the second term of (4.28) reads
n×Dµ[A](n× θ⊥) = n× (Dµ[A]n× θ⊥) + n× (n×Dµ[A]θ⊥), (4.32)
24 This transformation law was obtained by [17]. In it, δn(x) is not specified and is left undermined on the right-hand side,
based on the viewpoint that δn(x) should be determined by the choice of the constraint conditionχ(n,A ) ≡ χ(n, c,X) = 0
which reduces the degrees to the original ones (by solving δχ = 0 on the hypersurface χ = 0). The reduction condition is
consistent with the local rotation of n, as a part of gauge transformation II.
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where we have used the Leibniz rule for the covariant derivative. Thus we obtain
δω,θXµ = gXµ × θ⊥ + n× (n×Dµ[A]θ⊥) + n× (Dµ[A]ω × n)
= gXµ × θ⊥ + n× {Dµ[A](ω − θ⊥)× n}. (4.33)
The transformation is further simplified by reducing the number of the exterior product ×.
The second term of (4.33) is rewritten as
n× {Dµ[A](ω − θ⊥)× n} = n×Dµ[A]{(ω − θ⊥)× n} − n× {(ω − θ⊥)×Dµ[A]n}
= n×Dµ[A]{(ω − θ⊥)× n}+ {n · (ω − θ⊥)}Dµ[A]n
= n×Dµ[A]{(ω − θ⊥)× n}+ (n · ω)Dµ[A]n
= n×Dµ[A]{(ω − θ⊥)× n}+ g(n · ω)(Xµ × n)
= n×Dµ[A]{(ω⊥ − θ⊥)× n}+ gXµ × ω‖, (4.34)
where we have used the Leibniz rule for the covariant derivative in the first equality, the identity
A× (B×C) = (A ·C)B− (A ·B)C, (4.35)
and n ·Dµ[A]n = 0 in the second equality, Dµ[V]n = 0 in the fourth equality, and ω‖ = (n ·ω)n in the
last equality.
Thus, we obtain
δXµ = gXµ × (θ⊥ + ω‖) + n×Dµ[A]{(ω⊥ − θ⊥)× n}
= gXµ × (θ⊥ + ω‖) +Dµ[A]
[
n× {(ω⊥ − θ⊥)× n}
]−Dµ[A]n× {(ω⊥ − θ⊥)× n}
= gXµ × (θ⊥ + ω‖) +Dµ[A](ω⊥ − θ⊥) + {(ω⊥ − θ⊥) ·Dµ[A]n}n
= gXµ × (θ⊥ + ω‖) +Dµ[V](ω⊥ − θ⊥) + gXµ × (ω⊥ − θ⊥) + g{(ω⊥ − θ⊥) · (Xµ × n)}n
= gXµ × (θ⊥ + ω‖) +Dµ[V](ω⊥ − θ⊥) + gXµ × (ω⊥ − θ⊥)− g{n · [Xµ × (ω⊥ − θ⊥)]}n
= gXµ × (θ⊥ + ω‖) +Dµ[V](ω⊥ − θ⊥), (4.36)
where we have used the Leibniz rule for the covariant derivative in the second equality, the identity
(4.35), n · n = 1 and n ·Dµ[A]n = 0 in the third equality, Dµ[A] = Dµ[V] + gXµ× and Dµ[V]n = 0
in the fourth equality,A · (B×C) = C · (A×B) in the fifth equality, and n ·Xµ = in the last equality.
If ω⊥(x) = θ⊥(x) is satisfied, the transformation (4.25) and (4.26) reduce to the gauge transforma-
tion II δ′ω with the parameter ω′(x). Therefore, the gauge transformation II corresponds to a special case
ω⊥(x) = θ⊥(x). Then it turns out that the new field variables in the CDG–Yang-Mills theory obey the
gauge transformation II. Thus, the issue (C) is resolved.
Therefore, the minimization condition (4.9) works as a gauge fixing condition for the enlarged gauge
symmetry except for the gauge symmetry II, i.e., ω⊥(x) = θ⊥(x). In fact, the condition (4.16) does not
transform covariantly δχ 6= gχ × ω in general, and transforms covariantly δχ = gχ × ω only when
ω⊥(x) = θ⊥(x), since the gauge transformation of the condition (4.16) reads
δχ =gχ× (ω‖ + θ⊥)− g2Xµ × [Xµ × (ω⊥ − θ⊥)] +Dµ[V]Dµ[V](ω⊥ − θ⊥). (4.37)
For ω⊥(x) = θ⊥(x), the condition (4.16) transforms covariantly δχ = gχ × ω, since δχ = gχ ×
(ω‖ + ω⊥) = gχ × ω. Here the local rotation of n, δn(x) = gn(x) × θ⊥(x), leads to δχ = 0 on
χ = 0. Moreover, the U(1)ωlocal part in G = SU(2)ωlocal is not affected by this condition. Hence, the
gauge symmetry corresponding to ω‖(x) remains unbroken.
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The gauge transformation II yields
δ′ωVµ = Dµ[V]ω
′ =⇒ δ′ωAµ = Dµ[A]ω′, (4.38a)
=⇒ δ′ωFµν [V] = gFµν [V]× ω′, (4.38b)
Hence, the inner product fµν = n · Fµν [V] is SU(2)′ invariant, i.e., invariant under the gauge transfor-
mation II:
δ′ωfµν = 0, fµν = ∂µcν − ∂νcµ − g−1n · (∂µn× ∂νn), cµ = n ·Aµ. (4.39)
Then f 2µν = Fµν [V]2 = Fµν [V] · Fµν [V] is SU(2)′ invariant:
δ′ωFµν [V]
2 = δ′ωf
2
µν = 0. (4.40)
Therefore, we can construct SU(2) invariant “Abelian” gauge theory.
As already pointed out, we can define the gauge-invariant magnetic monopole current by
kµ(x) := ∂ν
∗fµν(x). (4.41)
In addition, we find the invariance
δ′ωX
2
µ = 0. (4.42)
This fact has an important implication for the gluon mass generation and the mass gap problem to be
discussed later.
4.4. Quantization based on the functional integral (Path-integral) method
Following the steps indicated in Fig. 3, we rewrite the original Yang-Mills theory into the equipollent
theory. In the Euclidean formulation, the original Yang-Mills theory has the partition function written in
terms of Aµ(x):
ZYM =
∫
DAµ exp(−SYM[A ]). (4.43)
To be precise, we need to add the factor δ(F [A ]) for the gauge-fixing condition F [A ] = 0 and the
associated Faddeev-Popov determinant ∆FFP := det
(
δF [A ω ]
δω
)
to the integration measure DAµ. But we
omit to write them explicitly in the following to simplify the expression.
We introduce the color field n(x) with a unit length as an auxiliary field by inserting the unity:
1 =
∫
Dnδ(n · n− 1) =
∏
x∈RD
∫
[dn(x)]δ(n(x) · n(x)− 1), (4.44)
into the original Yang-Mills theory to obtain the master Yang-Mills theory written in terms of n(x) and
Aµ(x):
ZmYM =
∫
DAµ
∫
Dnδ(n · n− 1) exp(−SYM[A ]). (4.45)
Here we point out that such a partition function appears when calculating the expectation value of
the Wilson loop operator, i.e., the Wilson loop average W (C) defined by
W (C) := 〈WC [A ]〉YM = Z−1YM
∫
DAµe−SYM[A ]WC [A ]. (4.46)
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We can use a non-Abelian Stokes theorem for the Wilson loop operator:25
WC [A ] =
∫
Dµ[n]W˜A (S), W˜A (S) := exp
{
igJ
∫
S:∂S=C
d2Sµνfµν
}
, (4.47)
where the surface integral is over any surface S bounding the loop C, J is the index taking the half
integer J = 1
2
, 1, 3
2
, 2, · · · which characterizes the representation of the Wilson loop, and Dµ[n] is an
invariant integration measure. Then we arrive at the expression for the Wilson loop average W (C):
W (C) =Z−1mYM
∫
DAµ
∫
Dµ[n]e−SYM[A ]W˜A (S)
=
∫ DAµ ∫ Dµ[n]e−SYM[A ]W˜A (S)∫ DAµ ∫ Dµ[n]e−SYM[A ] , (4.48)
where we have inserted the unity, 1 =
∫ Dµ[n], into the functional integration of the denominator. Here
the reduced Wilson loop operator W˜A (S) is gauge invariant. In this way, the partition function of the
form (4.45) appears naturally in the calculation of the Wilson loop average through a non-Abelian Stokes
theorem for the Wilson loop operator.
In order to obtain the gauge theory which is equipollent to the original Yang-Mills theory, we must
eliminate extra degrees of freedom which are carried by the new field variables. For this purpose, we
impose the constraint χ[A ,n] = 0 which we call the reduction condition. For this purpose, we insert
the unity to the functional integral:
1 =
∫
Dχθδ(χθ) =
∫
Dθδ(χθ) det
(
δχθ
δθ
)
, (4.49)
where χθ := χ[A ,nθ] is the reduction condition (nθ is the local rotation of n by θ) and det
(
δχθ
δθ
)
denotes the Faddeev-Popov determinant associated with the reduction condition. Note that θ have the
same degrees of freedom as χ, since θ‖ does not affect the rotation. Then we obtain
ZmYM =
∫
DAµ
∫
Dnδ(n · n− 1)
∫
Dθδ(χθ) det
(
δχθ
δθ
)
exp(−SYM[A ]). (4.50)
Then we cast the original Yang-Mills theory into an equipollent gauge theory which has the same
gauge symmetry (degrees of freedom) as the original theory and is rewritten in terms of the new variables
(n, cµ,Xµ). Therefore, using the notation Z˜YM instead of ZmYM, we write
Z˜YM =
∫
Dcµ
∫
DXµδ(n ·Xµ)
∫
Dnδ(n · n− 1)JDθδ(χθ) det
(
δχθ
δθ
)
exp(−S˜YM[n, c,X ]).
(4.51)
where J is the Jacobian associated with the change of variables from (A Aµ ,nB) to (cµ,X Bµ ,nC) and
the action S˜YM[n, c,X ] is obtained by substituting the CDGFN decomposition of Aµ, i.e.,
Aµ(x) = n(x)cµ(x) + ig
−1[n(x), ∂µn(x)] + Xµ(x), (4.52)
25 See section 6.
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into the original Yang-Mills action SYM[A ]:
SYM[A ] = S˜YM[n, c,X ]. (4.53)
In order to define the Jacobian J , the integration measures Dn and DXµ are understood to be written in
terms of independent degrees of freedom by taking into account the constraintsn·n = 1 andn·Xµ = 0.
The details for calculating J will be given in the next section.
We perform the change of variables n → nθ, i.e., the local rotation by the angle θ and the corre-
sponding gauge transformations II for other new variables cµ and Xµ: cµ,Xµ → cθµ,X θµ . From the
gauge invariance of the action S˜YM[n, c,X ] and the integration measure DcµDXµDnδ(n · n− 1), we
can rename the dummy integration variables nθ, cθµ,X θµ as n, cµ,Xµ respectively. Thus the integrand
does not depend on θ and the gauge volume
∫Dθ can be factored out:
Z˜YM =
∫
Dθ
∫
Dnδ(n · n− 1)
∫
Dcµ
∫
DXµδ(n ·Xµ)Jδ(χ) det
(
δχ
δθ
)
e−S˜YM[n,c,X ]. (4.54)
Note that the Faddeev–Popov determinant 26 det
(
δχ
δθ
)
can be rewritten into another form:
∆redFP := det
(
δχ
δθ
)
χ=0
= det
(
δχ
δnθ
)
χ=0
. (4.55)
Thus, we have arrived at the reformulated Yang-Mills theory in which the independent variables are
regarded as n(x), cµ(x) and Xµ(x) with the partition function:
Z ′YM =
∫
Dcµ
∫
DXµδ(n ·Xµ)
∫
Dnδ(n · n− 1)Jδ(χ˜)∆redFPe−S˜YM[n,c,X ], (4.56)
where the constraint is rewritten in terms of the new variables:
χ˜ := χ˜[n, c,X ] := Dµ[V ]Xµ. (4.57)
Thus, the integration measure is obtained by replacing that of the original Yang-Mills theory by
DAµ → Dnδ(n · n− 1)DcµDXµδ(n ·Xµ)δ(χ˜)∆redFP [n, c,X ]J, (4.58)
which is also written using only the independent field variables (na, cµ,X bµ ) obtained by solving the
constraints n · n− 1 = 0 and n ·Xµ = 0 (which will be explained in the next subsection) as
DA Aµ → DnaDcµDX bµ δ(χ˜)∆redFP[n, c,X ]J. (4.59)
For the Jacobian J associated with the change of variables, the result is simple. As shown in the next
section, the Jacobian is equal to one:
J = 1. (4.60)
For the FP determinant ∆redFP , the precise form of ∆redFP is obtained using (4.37) as 27
∆redFP [n, c,X ] = det[−Dµ[V + X ]Dµ[V −X ]]. (4.61)
26 This is the same as the determinant called the Shabanov determinant: ∆S [Aµ,n] := det
∣∣∣ δχδn ∣∣∣
χ=0
, which guarantees
the equivalence between the original and reformulated Yang-Mills theories. Therefore, the Shabanov determinant is simply
interpreted as the Faddeev–Popov determinant associated with the reduction condition from the new viewpoint.
27 Although this result can be obtained by using the Faddeev-Popov trick, it was obtained originally using the BRST
method which is applicable to more general setting. For the through treatment, see the following reference in which the
explicit derivation of the FP ghost term has been worked out explicitly using the BRST method [19].
47
The reformulated Yang-Mills theory obtained after imposing the reduction condition has still the
original full gauge symmetry G. In order to obtain a completely gauge-fixed theory, we must start from
the theory with the overall gauge fixing condition for G symmetry, e.g., the Landau gauge ∂µAµ(x) = 0,
and take into account the Faddeev-Popov ghost associated with the overall gauge fixing simultaneously,
in addition to the Faddeev-Popov ghost associated with the reduction condition. According to the clar-
ification of the symmetry in the master-Yang-Mills theory explained above, we can obtain the unique
Faddeev-Popov ghost terms associated with the gauge fixing conditions adopted in quantization. This
is another advantage of the new viewpoint for the master-Yang-Mills theory. Thus, we have given a
reformulation of Yang-Mills theory called the CDG–Yang-Mills theory written in term of new variables
obtained by using the non-linear change of variables.
For the Wilson loop average W (C), by repeating the same steps as before in both the numerator and
the denominator of (4.48), we can obtain an expression of the Wilson loop average in the reformulated
Yang-Mills theory:
W (C) =Z ′YM
−1
∫
Dna(x)Dcµ(x)DX bµ (x)δ(χ˜)∆redFPe−S˜YM[n,c,X ]W˜A (S)
=
∫ Dna(x)Dcµ(x)DX bµ (x)δ(χ˜)∆redFPe−S˜YM[n,c,X ]W˜A (S)∫ Dna(x)Dcµ(x)DX bµ (x)δ(χ˜)∆redFPe−S˜YM[n,c,X ] . (4.62)
4.5. Jacobian associated with the change of variables
We consider the Jacobian J associated with the change of variables. If the color field n is introduced
into the Yang-Mills theory, then we obtain the master (extended) Yang-Mills theory with extra degrees
of freedom carried by the color field. In order to obtain the gauge theory which is equipollent to the
original Yang-Mills theory with the same gauge degrees of freedom, we must introduce the constraint
χ = 0 to eliminate the extra degrees of freedom, which is the reduction condition.
For G = SU(2), the color field n has two independent degrees of freedom, since it is a unit vector
with three components. The reduction condition χ = 0 gives two conditions to eliminate two extra
degrees of freedom introduced by the color field n. Therefore, we obtain the correspondence between
the two measures: the integration measure in the respective step in Fig. 3 is given by
[dA Aµ ]ր [dA Aµ ][dnBδ(n · n− 1)]ց [dA Aµ ][dnBδ(n · n− 1)]δ(2)(χ). (4.63)
In the decomposition A = V +X for a given color field n, the first defining equation Dµ[V ]n = 0
gives 2D conditions (per a space–time point) and eliminates 2D degrees of freedom in 3D degrees of
freedom of V Eµ : thereby V Eµ are reduced to cµ with D degrees of freedom. Whereas the the second
defining equation n ·Xµ = 0 gives D conditions and eliminates D degrees of freedom in 3D degrees
of freedom of X Fµ : thereby, X Fµ are reduced to Xfµ with 2D degrees of freedom (f = 1, 2). Thus we
have the total 3D degrees of freedom for SU(2) Yang-Mills theory. Before gauge fixing, A Aµ (x) are
independent variables in the original Yang-Mills theory, while
cµ(x), X
b
µ(x), n
a(x) (a, b = 1, 2, µ = 1, · · · , D) (4.64)
are independent variables in the reformulated Yang-Mills theory. Thus, we find the correspondence
among the integration measures:
[dA Aµ ] ∼[dA Aµ ][dnBδ(n · n− 1)]δ(2)(χ)
∼J [dV Eν δ(2D)(Dν [V ]n)][dX Fν δ(D)(n ·Xν)][dnCδ(n · n− 1)]δ(2)(χ)
∼J [dcν ][dXfν ][dnCδ(n · n− 1)]δ(2)(χ), (4.65)
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where A,B,C,E, F = 1, 2, 3; µ, ν = 1, · · · , D, and f = 1, 2.
The reduction condition χ = 0 is transformed into the three equivalent forms:
χ1 =− ig−1[n,Dµ[A ]Dµ[A ]n],
χ2 =D
µ[V ]Xµ,
χ3 =∂
µXaµ − g(cµ + hµ)ǫabXbµ, (4.66)
where hµ is the magnetic potential introduced in (3.52). Note that χ1 = χ2 has been shown in (4.20)
and χ2 = χ3 can be shown by explicit calculations.28
The Jacobian J associated with the change of variables is calculated as follows.29 Using the corre-
spondence (4.65), we consider the change of 3D + 2 = D + 2D + 2 variables:
(A Aµ , n
b)→ (cν , Xbν , nc) (b, c = 1, 2;A = 1, 2, 3;µ, ν = 1, · · · , D), (4.67)
to calculate the Jacobian which is the determinant for the (3D + 2)× (D + 2D + 2) matrix:
dA Aµ dn
B = JdcνdX
b
νdn
C , J =
∣∣∣∣∣
∂nB
∂nC
∂nB
∂cν
∂nB
∂Xbν
∂A Aµ
∂nC
∂A Aµ
∂cν
∂A Aµ
∂Xbν
∣∣∣∣∣ . (4.68)
Here nB and nC should be understood as denoting two independent degrees of freedom obtained after
solving the constraint nAnA = 1. However, if we choose specific components (directions), the color
symmetry is apparently broken. Therefore, we use this notation in the followings, keeping this conven-
tion in mind.
To avoid complications coming from constraints, we rewrite the integration measure in terms of the
independent variables and calculate the Jacobian associated to this change of variables. For this purpose,
we introduce the ortho-normal basis (n1(x),n2(x),n3(x)) = (e1(x), e2(x),n(x)), i.e., nj(x) · nk(x) =
δjk, nj(x)× nk(x) = ǫjkℓnℓ(x), (j, k = 1, 2, 3), or equivalently
ea(x) · eb(x) =δab, n(x) · ea(x) = 0, n(x) · n(x) = 1,
ea(x)× eb(x) =ǫabn(x), n(x)× ea(x) = ǫabeb(x), (a, b = 1, 2). (4.69)
The local rotation (gauge transformation II) for the basis vector nj(x) is given by
δ′ωnj(x) = gnj(x)× ω′(x)
⇔ δ′ωea(x) = gea(x)× ω′(x), δ′ωn(x) = gn(x)× ω′(x). (4.70)
Now we show that the Jacobian is equal to one for the transformation from the original variables
(nB,A Aµ ) to the new variables (nC , cν , Xbν) in this basis (e1(x), e2(x),n(x)). Since cν , Xbν , nC are
independent, we have
∂nB
∂nC
= δBC ,
∂nB
∂cν
= 0,
∂nB
∂Xbν
= 0. (4.71)
Then the determinant is reduced to the 3D × (D + 2D) matrix:
J =
∣∣∣∣∣δ
BC 0 0
∂A Aµ
∂nC
∂A Aµ
∂cν
∂A Aµ
∂Xbν
∣∣∣∣∣ = ∣∣∣∂A Aµ∂cν ∂A Aµ∂Xbν ∣∣∣ . (4.72)
28 χ2 = χ3 is shown in Appendix 2 of [20].
29 See e.g., [20].
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This implies that J is independent of how n is related to the original field A , that is to say, J does not
depend on the choice of the reduction condition, since the Jacobian does not depend on ∂A
A
µ
∂nC
.
In order to calculate ∂A
A
µ
∂Xbν
, we rewrite A Aµ in terms of independent degrees of freedom cν , Xbν , nc.
Then Xµ(x) is rewritten in terms of the orthonormal frame e1(x) and e2(x), since Xµ(x) is orthogonal
to n(x):
Xµ(x) =X
a
µ(x)ea(x)⇐⇒ XAµ (x) = Xaµ(x)eAa (x)
or Xaµ(x) =Xµ(x) · ea(x) = XAµ (x)eAa (x) (A = 1, 2, 3 : a = 1, 2). (4.73)
This is also the case for Bµ(x). By using the above bases, therefore, the field A Aµ is decomposed as
Aµ =cµn+ Bµ + Xµ = cµn + (B
a
µ +X
a
µ)ea
⇐⇒ A Aµ =cµnA + (Baµ +Xaµ)eAa . (4.74)
Making use of (4.74), we have
∂A Aµ
∂cν
= δµνn
A,
∂A Aµ
∂Xbν
= δµνe
A
b . (4.75)
Thus, we conclude that the Jacobian is equal to one:
J =
∣∣δµνnA δµνeAb ∣∣ = ∣∣nA eAb ∣∣D = |ne1e2|D = (n · (e1 × e2))D = 1. (4.76)
The SU(N) case will be discussed in the next chapter.
4.6. The BRST symmetry and the ghost term
We introduce two kinds of ghost fields Cω(x) and Cθ(x) which correspond to ω(x) and θ(x) in the
enlarged gauge transformation, respectively. For the gauge field and the color field, then, the Becchi-
Rouet-Stora-Tyutin (BRST) transformation is given by
δAµ(x) = Dµ[A]Cω(x), δn(x) = gn(x)×Cθ(x). (4.77)
The BRST transformation of Cω(x) is determined from the nilpotency of δδAµ(x) ≡ 0 in the usual
way:
δCω(x) = −1
2
gCω(x)×Cω(x). (4.78)
We require
n(x) ·Cθ(x) = 0. (4.79)
Then the BRST transformation of Cθ(x) is determined from the nilpotency of the BRST transformation
δδn(x) ≡ 0 and δ[n(x) ·Cθ(x)] ≡ 0:
δCθ(x) = −gCθ(x)×Cθ(x), (4.80)
We can introduce two kinds of antighost and the Nakanishi-Lautrup field with the nilpotent BRST trans-
formations:
δC¯ω = iNω, δNω = 0, (4.81)
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and
δC¯θ = iNθ, δNθ = 0. (4.82)
In harmony with (4.79), we require also30
n(x) · C¯θ(x) = 0. (4.83)
By identifying the reduction condition χ = 0 with a gauge-fixing condition for the enlarged gauge
symmetry, the gauge-fixing term and associated ghost term is obtained from
LθGF+FP = −iδ[C¯θ · χ] = Nθ ·χ+ iC¯θ · δχ, χ = Dµ[V]Xµ. (4.84)
Here it should be remarked that the antighost field C¯θ must have the same degrees of freedom of the
constraint χ = Dµ[V]Xµ. This is achieved by requiring n(x) · C¯θ(x) = 0, since n(x) · χ(x) = 0. By
using
χ = Dµ[A]Xµ = Dµ[A](g
−1n×Dµ[A]n) = g−1n×Dµ[A]Dµ[A]n, (4.85)
the ghost term is calculated and is simplified by using repeatedly the Leibniz rule for the covariant
derivative and the formula (4.30) together with
n(x) · C¯θ(x) = 0 = n(x) ·Cθ(x), (4.86)
and n ·Dµ[A]n = 0 following from n · n = 1. The result is rewritten in terms of the new variables as
iC¯θ · δχ =− iC¯θ ·Dµ[V −X]Dµ[V +X](Cθ −Cω). (4.87)
Thus we obtain
LθGF+FP = Nθ ·Dµ[V]Xµ − iC¯⊥θ ·Dµ[V −X]Dµ[V +X](C⊥θ −Cω), (4.88)
where the conditions imply that C¯θ andCθ have only the perpendicular components C¯⊥θ andC⊥θ respec-
tively.
Another way to derive the GF+FP term is as follows. The BRST transformations of Xµ and Vµ are
given by
δXµ(x) = gXµ(x)× (C‖ω(x) +C⊥θ (x)) +Dµ[V](C⊥ω (x)−C⊥θ (x)),
δVµ(x) = Dµ[V](C
‖
ω(x) +C
⊥
θ (x)) + gXµ(x)× (C⊥ω (x)−C⊥θ (x)), (4.89)
The ghost term is calculated and is rewritten in terms of the new variables as
iC¯θ · δχ =iC¯θ · {gDµ[V]Xµ ×Cω
+Dµ[V +X]Dµ[V −X]C⊥ω −Dµ[V +X]Dµ[V −X]C⊥θ }, (4.90)
where we have used the Leibniz rule for the covariant derivative. Thus we obtain
LθGF+FP =Nθ ·Dµ[V]Xµ + iC¯⊥θ · (gDµ[V]Xµ ×Cω)− iC¯⊥θ Dµ[V +X]Dµ[V −X](C⊥θ −C⊥ω ).
(4.91)
30 For more details on this section, see [19].
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5. Reformulation of SU(N) Yang-Mills theory
In this section, we show how the reformulation given for SU(2) Yang-Mills theory using new vari-
ables can be extended to the SU(N) Yang-Mills theory (N ≥ 3). The SU(N) gauge group has the
maximal torus subgroup U(1)N−1 as the Cartan subgroup, i.e., (N − 1) Abelian directions in color
space. The Abelian projection as the partial gauge fixing SU(N) → U(1)N−1 breaks explicitly the
original gauge symmetry and the color symmetry. Therefore, it seems natural to introduce N − 1 color
fields which will play the role of recovering the color symmetry and defining a gauge-invariant mag-
netic monopole in SU(N) case. In fact, this procedure has been adopted so far to extend the SU(2)
CDGFN decomposition to the SU(N) case [21, 22]. For the gauge group SU(3) with a rank of two, it
is convenient to introduce two unit vector fields n3(x) and n8(x).
Recently, however, it has been pointed out that this procedure is not necessarily a unique starting
point to reformulate the SU(N) Yang-Mills theory. Indeed, it has been shown [24] that only a single
color field is sufficient to reformulate the SU(N) Yang-Mills theory irrespective of the number of color
N . This reformulation with a single color field is called the minimal option, while the conventional
option is called the maximal one. Moreover, we find that the minimal case is indispensable in order to
understand confinement of quarks in the fundamental representation, which will be shown in the next
section based on the non-Abelian Stokes theorem for the Wilson loop operator.
5.1. Change of variables
Our strategy for reformulating the SU(N) Yang-Mills theory is as follows. The schematic repre-
sentation is given in Fig. 4. Even for the gauge group SU(N), we introduce a single color field n. In
the preceding works, a set of r color fields n(1), . . . ,n(r) is introduced from the beginning for SU(N)
Yang-Mills theory where r = N − 1 is the rank of the group SU(N).31
Then the original Yang-Mills theory written in terms of the variable Aµ with a gauge group G =
SU(N) is extended to a gauge theory called the master Yang-Mills theory with the enlarged gauge
symmetry G˜ = GA × [G/H˜ ]n, where the degrees of freedom [G/H˜ ]n are possessed by the color field
n. Here H˜ is the maximal stability subgroup. By imposing a sufficient number of constraints, say, the
reduction conditions, to eliminate the extra degrees of freedom, the master Yang-Mills theory is reduced
to the gauge theory reformulated in terms of new variables with the gauge symmetry G′ = SU(N), say
the equipollent gauge symmetry,32 which is respected by the new variables. See Fig. 4.
Gր (enlargement) G˜ = GA × [G/H˜]n ց (reduction) G′. (5.1)
The reformulated Yang-Mills theory is written in terms of new variables, i.e., the color field variable
n(x) and the other new field variables specified later.
In the reformulated Yang-Mills theory, the color field n(x) is supposed to be given as a functional of
the SU(N) Yang-Mills gauge field Aµ(x):
n(x) = n[A ](x). (5.2)
In fact, the color field n[A ](x) is obtained by solving the reduction condition.33 For the moment, there-
fore, we do not ask how this is achieved and we omit the subscript A of n[A ] to simplify the notation.
31 It was pointed out that the single color field is enough for specifying the Wilson loop operator through the non-Abelian
Stokes theorem [60]. A reformulation of the SU(N) Yang-Mills theory based on this idea was completed in [24].
32 In preceding works, the equipollent gauge transformation was called the gauge transformation II or the active or back-
ground gauge transformation.
33 This does not means that the solution is unique.
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HFigure 4: [24] The relationship between the original Yang-Mills (YM) theory and the reformulated Yang-Mills
(YM’) theory. A single color field n is introduced to enlarge the original Yang-Mills theory with a gauge group
G into the master Yang-Mills (M-YM) theory with the enlarged gauge symmetry G˜ = G ×G/H˜ . The reduction
conditions are imposed to reduce the master Yang-Mills theory to the reformulated Yang-Mills theory with the
equipollent gauge symmetry G′. In addition, we can impose any over-all gauge fixing condition, e.g., Landau
gauge to both the original YM theory and the reformulated YM’ theory.
Other new field variables are also obtained from the original Aµ(x) by change of variables thanks to the
existence of the color field.
In this reformulation, we require that the original gauge field Aµ(x) is decomposed into two pieces,
the restricted field Vµ(x) and the remaining field Xµ(x):
Aµ(x) = Vµ(x) + Xµ(x), (5.3)
such that the Vµ(x) field transforms under the gauge transformation:
Vµ(x)→ V ′µ(x) = Ω(x)[Vµ(x) + ig−1∂µ]Ω†(x), (5.4)
in the same way as the the original gauge field Aµ(x):
Aµ(x)→ A ′µ(x) = Ω(x)[Aµ(x) + ig−1∂µ]Ω†(x). (5.5)
Consequently, the Xµ(x) field transforms just like an adjoint matter field:
Xµ(x)→ X ′µ(x) = Ω(x)Xµ(x)Ω†(x). (5.6)
Such a decomposition is achieved by way of a single color field n, which transforms according to the
adjoint representation:
n(x)→ n′(x) = Ω(x)n(x)Ω†(x). (5.7)
We call the field n with this property the color field or the color direction field.
In the following, we consider the decomposition of the Lie algebra valued function F into two parts,
i.e., an H˜-commutative part FH˜ and the remaining part FG/H˜ :
F (x) :=FH˜ + FG/H˜ , FH˜ ∈ Lie(H˜), FG/H˜ ∈ Lie(G/H˜), (5.8)
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where the precise definition of the H˜-commutative part FH˜ is given later. It is also possible to consider
the decomposition using the the maximal torus subgroup H = U(1)N−1:
F = FH + FG/H , FH ∈ Lie(H), FG/H ∈ Lie(G/H). (5.9)
In considering the decomposition, however, it should be remarked that the maximal stability subgroup
H˜ of G does not necessarily agree with the maximal torus subgroup H of G for G = SU(N) (N ≥ 3)
except for N = 2.
Only for G = SU(2), the maximal stability subgroup agrees with the maximal torus subgroup,
H˜ = H = U(1), and the two parts are uniquely specified. In the SU(2) case, the decomposition is also
written as
F := F‖ + F⊥, (5.10)
which corresponds to the well-known decomposition of a three-dimensional vector F into the part F‖
parallel to n and the part F⊥ perpendicular to n as written in the vector form:
F = F‖ + F⊥ = n(n · F ) + n× (F × n), (5.11)
which follows from the simple identity, n× (n× F ) = n(n · F )− (n · n)F in the vector analysis.
5.2. General consideration
In order to see that a single color field is sufficient for reformulating the SU(N) Yang-Mills theory,
we give general considerations.
Suppose that the color direction at each point of space–time is specified by a field n(x) = {nA(x)}
in d = dimG dimensional color space for the gauge group G: We prepare initially a color field n:
n(x) = nA(x)TA (A = 1, · · · , d = dimG), (5.12)
where its magnitude is fixed as
2tr[n(x)n(x)] = n(x) · n(x) = nA(x)nA(x) = 1 (A = 1, · · · , d). (5.13)
Suppose that the initial color field n satisfies the covariantly-constant equation:
0 = Dµ[V ]n(x) := ∂µn(x)− ig[V (x),n(x)], (5.14)
which has the the same form as the first defining equation in the SU(2) case.
Then we can construct a new field by the multiplication. By using the relation (1.33), indeed, we find
a new field n ∗ n apart from the unit matrix 1:
nn =
1
2N
(n · n)1 + 1
2
i(n× n)CTC + 1
2
(n ∗ n)CTC = 1
2N
1+
1
2
(n ∗ n)CTC , (5.15)
where we have used n · n = 1 and n× n = 0. The multiplication generates the unit matrix 1.
The unit matrix 1 is a trivial solution of the covariantly-constant equation. The resulting field nn
also satisfies the first defining equation, since the Leibniz rule holds for the covariant derivative:
Dµ[V ](nn) = (Dµ[V ]n)n+ n(Dµ[V ]n) = 0. (5.16)
We can repeat this step and construct other vector fields satisfying the first defining equation by the suc-
cessive multiplication. Thus the set of color fields {1,n,nn, . . .} satisfying the first defining equation
is closed under the multiplications.
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This procedure must terminate at some step, since we eventually reach the situation in which the new
field obtained by the multiplication is no longer independent of the fields already obtained, in the sense
that the former is written as a linear combination of the latter. If we prepare a suitable set of independent
bases {n(k)} (k = 0, 1, · · · ,#) with unit length n(k) · n(k) = 1 in color space, the initial color field n is
expanded as n =
∑#
k=0 ckn
(k) where we have introduced the normalization: n(0) ∝ 1. Then the other
fields can also be expanded by these bases. Therefore, we can write the relationship by introducing a
matrix A:
(1,n,nn,nnn, . . . ,
#︷ ︸︸ ︷
n · · ·n) = (n(0),n(1),n(2),n(3), . . . ,n(#))A, (5.17)
By converting this equation, we can obtain a set of independent color fields {n(1),n(2),n(3) · · ·n(#)} by
starting from the initial color field n by multiplication:
(n(0),n(1),n(2),n(3), . . . ,n(#)) = (1,n,nn,nnn, . . . ,
#︷ ︸︸ ︷
n · · ·n)A−1. (5.18)
Then all the basis vector fields n(k)(x) satisfy the first defining equation by construction:
0 = Dµ[V ]n
(k)(x) (k = 1, · · · ,#). (5.19)
Explicit examples will be given shortly.
The color field is Hermitian:
n(x)† = nA(x)TA = n(x), (5.20)
since nA(x) are real fields and the generator is Hermitian (TA)† = TA. Therefore, it can be diagonalized
by using a suitable unitary matrix U(x). In other words, a single color fieldn(x) is constructed by choos-
ing an appropriate (x-independent) diagonal matrix T and a unitary matrix U(x) (for any representation)
such that
n(x) = U †(x)TU(x) ∈ G/H˜, T = diag(Λ1,Λ2, · · · ,ΛM), (5.21)
where the matrix T is chosen to be as simple as possible. By using this expressions, we see that the
product nn · · ·n of the color field n can be again a color field (up to the normalization):
nn · · ·n = (U †TU)(U †TU) · · · (U †TU) = U †(TT · · ·T )U, (5.22)
since the product TT · · ·T of the diagonal matrix T is again a diagonal matrix. But the diagonal matrix
TT · · ·T may have more degenerate diagonal elements than T , as given shortly for explicit examples.
In particular, we call # = N − 1 the maximal option. In the preceding works on the CFN decom-
position for SU(N), (N ≥ 3), only this case has been discussed. However, there are possible other
options.34 In particular, the minimal option is interesting from a viewpoint of quark confinement. The
minimal case appears in the case of # = 1. In the minimal option of G = SU(N), the following relation
must be satisfied.35
nn =
1
2N
1− N − 2√
2N(N − 1)n. (5.23)
34 This fact was discovered in [24]. This fact was overlooked in the preceding studies.
35 By using a discrete symmetry, the signature of T can be changed to yield the relation:
nn =
1
2N
1+
N − 2√
2N(N − 1)n.
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This definition of the minimal option works for SU(3). However, it is not valid for N ≥ 4 for SU(N),
since # = 1 is not restricted to the minimal case. The precise definition of the minimal option for
general N will be given later. Even in the case of # = 1, the following case is not the minimal option,
although the above procedure of creating new fields terminates in the second step:
nn = const.1. (5.24)
For example, in SU(4), the maximal stability subgroup H˜ = [U(2) × U(2)]/U(1) = U(2) × SU(2) is
realized for
T =
1
2
√
2

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 =⇒ TT = 181 =⇒ nn = 181. (5.25)
The precise definition of the maximal and minimal options for SU(N) are given from the viewpoint
of degeneracy of the eigenvalues as follows.
(I) Maximal option in which all eigenvalues Λ1, . . . ,ΛN of Λ are distinct. The maximal stability
subgroup of n is H˜ = U(1)N−1, and n covers the (N2 −N)-dimensional internal or target space
SU(N)/U(1)N−1, i.e., the flag space FN−1:
n ∈ SU(N)/U(1)N−1 = FN−1. (5.26)
(II) Minimal option in which N − 1 out of N eigenvalues of Λ are equal. The maximal stability sub-
group ofn becomes H˜ = U(N−1), andn covers only the 2(N−1)-dimensional internal or target
space SU(N)/U(N − 1), i.e., the complex projective space PN−1(C), which is a submanifold
of FN−1:
n ∈ SU(N)/U(N − 1) = PN−1(C) ⊂ FN−1. (5.27)
For SU(2), in particular, we find n ∗ n = 0 due to the absence of dABC and hence we have
nn =
1
4
1. (5.28)
Therefore, we obtain just a single color field n(x) = nA(x)σA/2 with three Pauli matrices σA. There is
no distinction between the maximal and the minimal options.
For the minimal option of SU(N), the color field is written in the form:
nr = U
†HrU ∈ SU(N)/U(N − 1) = PN−1(C), dimPN−1(C) = 2(N − 1), (5.29)
using the last Cartan generator Hr (r = N −1). By using a discrete symmetry as a subgroup of SU(N),
the diagonal elements of the Cartan generator can be exchanged so that the Cartan generator becomes
equal to TN2−1 in the Gell-Mann basis:
Hr =
1√
2N(N − 1)diag(
N−1︷ ︸︸ ︷
1, 1, · · · , 1,−(N − 1)). (5.30)
The SU(N − 1) × U(1)N2−1 = U(N − 1) rotations caused by (N − 1)2 generators in the Gell-Mann
basis:
{T1, T2, · · · , T(N−1)2−1, TN2−1}, (5.31)
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do not change (the direction of) nr, as only the (N − 1)2 generators commute with Hr. Consequently,
nr runs over only the (2N − 2)-dimensional internal space SU(N)/U(N − 1) = CPN−1 = PN−1(C).
Therefore, nr covers the smallest target space. This is the minimal case.
To obtain the largest internal or target space of the color field n, i.e., the (N2 −N)-dimensional the
flag space FN−1 = SU(N)/U(1)N−1, we must determine the diagonal matrix T in the expression:
n = U †TU ∈ SU(N)/U(1)N−1 = FN−1, dimFN−1 = N(N − 1), (5.32)
such that all the generators commuting with T are exhausted by r = N − 1 diagonal generators (Cartan
generators) Hj including itself:
[Hj, Hk] = 0, (5.33)
and the U(1)r = U(1)N−1 rotations caused by the r = N − 1 diagonal generators Hj do not change
the direction of n for the general unitary transformation U = exp(i
∑N2−1
A=1 θATA) specified by the
N2− 1 generators TA. The diagonal matrix T can be constructed by a linear combination of all diagonal
generators Hj such that all diagonal elements in T have distinct values. This is the maximal option.
The maximal option occurs when all N eigenvalues are distinct (no degeneracy), which corresponds
to the smallest maximal stability subgroup H˜ = U(1)N−1. The minimal option occurs when N −
1 eigenvalues are equal (maximally degenerate), which corresponds to the largest maximal stability
subgroup H˜ = U(N − 1). If all the eigenvalues are the same, the color field reduces to the unit matrix,
n(x) ∝ U †(x)1U(x) = 1 ∝ n(0). But this contradicts with the fact tr(n) = 0. Therefore, this case does
not exist.
For N ≥ 4, there exist intermediate cases other than the maximal and minimal options. To see this,
it is instructive to consider the SU(4) case explicitly.36 The SU(4) has the maximal stability subgroups:
H˜ = U(1)× U(1)× U(1), U(1)× U(2), SU(2)× U(2), U(3). (5.34)
The above consideration also clarifies the meaning of this type of classification and helps to correct a
misunderstanding in the preceding work regarding the number of independent degrees of freedom.
5.3. Constructing the color direction field for the SU(3) group
We now consider the SU(3) case. We consider a real scalar field φ(x) taking its value in the Lie
algebra su(3) of SU(3):
φ(x) = φA(x)TA, φA(x) ∈ R. (A = 1, 2, · · · , 8) (5.35)
Thus, φ is a traceless and Hermitian matrix for real φA, i.e., tr(φ) = 0 and φ† = φ, since we have
chosen the traceless generators TA to be Hermitian; tr(TA) = 0 and (TA)† = TA. The Hermitian matrix
φ can be cast into the diagonal form Λ using a suitable unitary matrix U ∈ SU(3)(⊂ U(3)):
U(x)φ(x)U †(x) = diag(Λ1(x),Λ2(x),Λ3(x)) := Λ(x), (5.36)
with real elements Λ1,Λ2,Λ3. The traceless condition leads to
tr(φ(x)) = tr(Λ(x)) = Λ1(x) + Λ2(x) + Λ3(x) = 0. (5.37)
The diagonal matrix Λ is expressed as a linear combination of two diagonal generators H1 and H2
belonging to the Cartan subalgebra as
U(x)φ(x)U †(x) = a(x)H1 + b(x)H2. (5.38)
36 See [24] for details.
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From (5.36), we obtain the relation
2tr(φ2) =φAφA = ~φ · ~φ (A = 1, 2, · · · , 8)
=2tr(Λ2) = 2(Λ21 + Λ
2
2 + Λ
2
3) = a
2 + b2. (5.39)
At this stage, the color vector field n(x) defined by n(x) = φ(x)/|φ(x)| is an eight-dimensional
unit vector, i.e.,
n(x) · n(x) = nA(x)nA(x) = 2tr(n(x)2) = 1 (A = 1, 2, · · · , 8). (5.40)
In other words, n belongs to the 7-sphere, n ∈ S7, or the target space of the map n is S7; n : RD →
S7. Hence, n(x) has 7 independent degrees of freedom at each x. However, the group G does not
act transitively37 on the manifold of the target space S7. If the maximal stability subgroup H˜ of G
is nontrivial,38 then the transitive target space M is identified with the left coset space, G/H˜ , where
G/H˜ ⊂M . Thus, we have
x ∈ RD → n(x) := φ(x)/|φ(x)| ∈ G/H˜ ⊂ S7. (5.41)
Then the unit color field n(x) ∈ su(3) is expressed as
n(x) = (cosϑ(x))n3(x) + (sinϑ(x))n8(x), ϑ(x) ∈ [0, 2π),
n3(x) = U
†(x)
1
2
λ3U(x), n8(x) = U
†(x)
1
2
λ8U(x), (5.42)
where a2 + b2 = 1 is used to rewrite a and b in terms of an angle ϑ: cosϑ(x) = a(x), sin ϑ(x) = b(x).
Note that n3(x) and n8(x) are Hermitian and traceless unit fields:
n
†
j(x) = nj(x), tr(nj(x)) = 0, 2tr(nj(x)
2) = 1 (j ∈ {3, 8}). (5.43)
This is also the case for the color field n(x):
n†(x) = n(x), tr(n(x)) = 0, 2tr(n(x)2) = 1. (5.44)
In the vector form, there are following relations between n3 and n8.
n3 · n3 =1, n3 · n8 = 0, n8 · n8 = 1, (5.45a)
n3 × n3 =0, n3 × n8 = 0, n8 × n8 = 0, (5.45b)
n3 ∗ n3 = 1√
3
n8, n3 ∗ n8 = 1√
3
n3, n8 ∗ n8 = −1√
3
n8, (5.45c)
It should be remarked that U used in the expression for n3 and n8 is regarded as an element of SU(3)
rather than U(3), since a diagonal generator of a unit matrix in U(3) commutes trivially with all the other
generators of U(3).
37 We say that the group G acts transitively on the manifold M if any two elements of M are connected by a group
transformation.
38 We define the maximal stability subgroup or stationary subgroup as a subgroup of G that consists of all the group
elements h that leave the reference state (or highest weight state) |Λ〉 invariant up to a phase factor: h|Λ〉 = |Λ〉eiφ(h).
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5.3.1. Maximal and minimal cases defined by degeneracies
We now show that the unit color field n is classified into two categories, maximal and minimal, ac-
cording to the degeneracies of the eigenvalues. By taking into account the fact that the three eigenvalues
obey two equations,
Λ1(x) + Λ2(x) + Λ3(x) = 0, Λ1(x)
2 + Λ2(x)
2 + Λ3(x)
2 =
1
2
, (5.46)
we find that only one degree of freedom is independent. Therefore, the category to which n belongs is
specified by the value of ϑ.
(I) Maximal case in which three eigenvalues Λ1,Λ2,Λ3 of Λ are distinct. In the maximal case, the
maximal stability subgroup of n is
H˜ = U(1)× U(1), (5.47)
andn covers the six-dimensional internal or target space SU(3)/(U(1)×U(1)), i.e., the flag space
F2:
n ∈ G/H˜ = SU(3)/(U(1)× U(1)) = F2. (5.48)
The maximal cases are realized for any angle ϑ ∈ [0, 2π) except for 6 values of ϑ in the minimal
case, i.e., ϑ /∈ {1
6
π, 1
2
π, 5
6
π, 7
6
π, 3
2
π, 11
6
π}.
(II) Minimal case in which two of the three eigenvalues are equal. In the minimal case, the maximal
stability subgroup of n becomes
H˜ = U(2), (5.49)
and n covers only the four dimensional internal or target space SU(3)/U(2), i.e., the complex
projective space P 2(C):
n ∈ G/H˜ = SU(3)/U(2) = P 2(C). (5.50)
The minimal cases are exhausted by 6 values of ϑ, i.e., ϑ = (2n−1)
6
π (n = 1, 2, · · · , 6) or ϑ ∈
{1
6
π, 1
2
π, 5
6
π, 7
6
π, 3
2
π, 11
6
π}:
n(x) =U †(x)TU(x),
T =cosϑ
1
2
λ3 + sinϑ
1
2
λ8
=
1
2
diag
(
cos ϑ+
1√
3
sinϑ,− cosϑ+ 1√
3
sin ϑ,− 2√
3
sinϑ
)
=
1
2
√
3
(2,−1,−1), (1, 1,−2), (−1, 2,−1), (−2, 1, 1), (−1,−1, 2), (1,−2, 1). (5.51)
These definitions for maximal and minimal cases based on the degeneracies of eigenvalues are equiv-
alent to those given in the previous subsection based on multiplication properties, as shown in the fol-
lowing.
This observation suggests that in the maximal or minimal case for SU(3), one of the fields, n3 or
n8, is sufficient as a representative of the color field n to rewrite Yang-Mills theory based on change of
variables, and that the choice of n3 or n8 as a fundamental variable can be used alternatively to obtain
the equivalent reformulation of Yang-Mills theory.
It should be noted, however, that n3 carry 6 degrees of freedom, while n8 carry 4 degrees of freedom.
Therefore, the other new field variables to be introduced for rewriting Yang-Mills theory must provide
the remaining degrees of freedom in each case. It should be remarked that for the SU(2) gauge group, n
carries always 2 degrees of freedom and there is no distinction between the maximal and minimal cases.
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5.3.2. Minimal case
According to (I) in the above definition, the minimal cases are given by ϑ = (2n−1)
6
π (n = 1, 2, · · · , 6).
• Λ2 = Λ3: Λ2 = Λ3 = − 12√3 < Λ1 = 1√3 =⇒ (a, b) =
(√
3
2
, 1
2
)
=⇒ ϑ = 1
6
π
• Λ3 = Λ1: Λ3 = Λ1 = − 12√3 < Λ2 = 1√3 =⇒ (a, b) =
(
−
√
3
2
, 1
2
)
=⇒ ϑ = 5
6
π
• Λ1 = Λ2: Λ1 = Λ2 = − 12√3 < Λ3 = 1√3 =⇒ (a, b) = (0,−1) =⇒ ϑ = 32π
and their Weyl reflections (rotation by angle π) in the weight diagram:
• Λ2 = Λ3: Λ2 = Λ3 = 12√3 > Λ1 = − 1√3 =⇒ (a, b) =
(
−
√
3
2
,−1
2
)
=⇒ ϑ = 7
6
π
• Λ3 = Λ1: Λ3 = Λ1 = 12√3 > Λ2 = − 1√3 =⇒ (a, b) =
(√
3
2
,−1
2
)
=⇒ ϑ = 11
6
π
• Λ1 = Λ2: Λ1 = Λ2 = 12√3 > Λ3 = − 1√3 =⇒ (a, b) = (0, 1) =⇒ ϑ = π2 .
Note that each of three two-dimensional vectors (a, b) is proportional to a weight vector for the funda-
mental representations of 3 and 3∗ in the weight diagram, (2/
√
3)Λj , see, for example [62]. The total set
is invariant under the action of the Weyl group.
In the minimal case, two of the three eigenvalues are equal. In particular, for (a, b) = (0,±1) or
equivalently ϑ = π/2, 3π/2, the color field n(x) can be written using only n8(x), i.e., n(x) = ±n8(x),
andn3(x) disappears from the color field. In this case, the matrix T is a diagonal matrix with two distinct
eigenvalues:
T8 =
1
2
λ8 =
1
2
√
3
 1 0 00 1 0
0 0 −2
 . (5.52)
Therefore, the maximal stability subgroup of n8 = U †T8U becomes a non-Abelian subgroup:
H˜ =
U(2)× U(1)
U(1)
= U(2) ∼= SU(2)× U(1). (5.53)
Here n = n8 covers only the four dimensional internal or target space SU(3)/U(2), i.e., the complex
projective space P 2(C):
n = n8 = U
†T8U ∈ G/H˜ = SU(3)/U(2) = P 2(C). (5.54)
This originates from the fact that the SU(2) × U(1) = U(2) rotations caused by four generators
{T1, T2, T3, T8} do not change (the direction of) n∞8 := T8, since the only generators commuting with
T8 are the four generators {T1, T2, T3, T8} specified by the standard Gell-Mann matrices:
[T8, TA] = 0. (A = 1, 2, 3, 8). (5.55)
Incidentally, in this case, the degeneracy of the matrix does not change by the multiplication:
T8T8 =
1
4
λ8λ8 =
1
12
 1 0 00 1 0
0 0 4
 , T8T8T8 = 1
8
λ8λ8λ8 =
1
24
√
3
 1 0 00 1 0
0 0 −8
 , · · · . (5.56)
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In other minimal cases, n3(x) reappears in the color field n(x), and the ϑ = π/2, 3π/2 cases may
appear to be special and distinct from other cases. As the structure of the degenerate matrix Λ indicates,
however, the color field n(x) has the same degrees of freedom in all the minimal cases. Therefore, the
difference is apparent due to the special choice of the Gell-Mann matrices.
Thus, all choices of ϑ ∈ {1
6
π, 1
2
π, 5
6
π, 7
6
π, 3
2
π, 11
6
π} should be treated on an equal footing, but the
apparently simplest way to define the color field in the minimal case is to choose ϑ = π/2, i.e., n(x) =
n8(x). Then we can calculate the multiplication according to (1.33) and (5.45):
nn =
1
6
(n8 · n8)1+ 1
2
i(n8 × n8)CTC + 1
2
(n8 ∗ n8)CTC = 1
6
1− 1
2
1√
3
n8. (5.57)
Hence, n8 is just one independent basis. This is the minimal option for SU(3).
5.3.3. Maximal case
In particular, for (a, b) = (±1, 0) or equivalently ϑ = 0, π, the color field n(x) can be written using
only n3(x), i.e., n(x) = ±n3(x), and n8(x) disappears from the expression of the color field n(x). In
the other maximal cases with ϑ 6= 0, π, n(x) contains both n3(x) and n8(x). The appearances of the
representation n(x) are considerably different from each other in the two cases. However, both reveal
the same physical situation because n8(x) is constructed from n3(x) as n8(x) =
√
3n3(x) ∗ n3(x).
Therefore, it is sufficient for us to consider n3(x) to define the color field n(x). In this case, the matrix
T is a diagonal matrix with three distinct eigenvalues:
T3 =
1
2
λ3 =
1
2
 1 0 00 −1 0
0 0 0
 . (5.58)
Therefore, the maximal stability subgroup of n3 = U †T3U is an Abelian group:
H˜ =
U(1)× U(1)× U(1)
U(1)
∼= U(1)× U(1). (5.59)
Here n = n3 covers the six-dimensional internal or target space SU(3)/(U(1) × U(1)), i.e., the flag
space F2:
n = n3 = U
†T3U ∈ G/H˜ = SU(3)/(U(1)× U(1)) = F2. (5.60)
This is understood from the fact that the U(1) × U(1) rotations caused by the two diagonal generators
{T3, T8} do not change (the direction of) n∞3 := T3, since the only generators commuting with T3 are
the two generators {T3, T8}:
[T3, T3] = 0, [T3, T8] = 0⇔ [T3, TA] = 0 (A = 3, 8). (5.61)
Thus the easiest way to define the color field in the maximal case is to choose n(x) = n3(x). Of course,
this does not prohibit the introduction of both n3(x) and n8(x) for convenience. 39 Incidentally, in this
case, the degeneracy of the matrix changes by the multiplication:
T3T3 =
1
4
λ3λ3 =
1
4
 1 0 00 1 0
0 0 0
 , T3T3T3 = 1
8
λ3λ3λ3 =
1
8
 1 0 00 −1 0
0 0 0
 = 1
4
T3. (5.62)
39 In the original approach for decomposing the SU(3)Yang-Mills gauge field [21, 22], two fieldsn3 andn8 are introduced
from the beginning as they were fundamental variables. Therefore, this option is included in the maximal case.
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In the original approach for decomposing the SU(3) Yang-Mills gauge field, two fields n3 and n8 are
introduced from the beginning as they were fundamental variables. Therefore, this case is included in
the maximal option.
We can calculate the multiplication according to (1.33) and (5.45):
nn =
1
6
(n3 · n3)1+ 1
2
i(n3 × n3)CTC + 1
2
(n3 ∗ n3)CTC
=
1
6
1+
1
2
(n3 ∗ n3)CTC = 1
6
1+
1
2
1√
3
n8, (5.63)
and
nnn =
1
6
n3 +
1
2
1√
3
n8n3
=
1
6
n3 +
1
2
1√
3
[
1
6
(n3 · n8)1+ 1
2
i(n3 × n8)CTC + 1
2
(n3 ∗ n8)CTC
]
=
1
6
n3 +
1
2
1√
3
(
1
2
1√
3
n3
)
=
1
4
n3. (5.64)
Thus we find that n3 and n8 are independent bases:
(1,n,nn) = (1,n3,n8)A, A =
 1 0 160 1 0
0 0 1
2
1√
3
 , (5.65)
which is converted as
(1,n3,n8) = (1,n,nn)A
−1, A−1 =
 1 0 −1/√30 1 0
0 0 2
√
3
 . (5.66)
This is the maximal option for SU(3).
5.4. Maximal option for SU(N)
Let G be a gauge group and G be the Lie algebra of G. The G = SU(N) has the rank r = N − 1
and the Lie algebra G = su(N).
In the maximal option, we introduce a set of the Lie algebra G -valued fields:
nj(x) = n
A
j (x)TA ∈ G (j = 1, · · · , r), (5.67)
so that they are orthonormal:
nj(x) · nk(x) := 2tr(nj(x)nk(x)) = nAj (x)nAk (x) = δjk,
j, k ∈ {1, 2, · · · , r}, (5.68)
and they mutually commute:
[nj(x),nk(x)] = 0, j, k ∈ {1, 2, · · · , r}. (5.69)
We call nj(x) the color field or color direction field, which constitutes the maximal set of color fields.
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Such color fields are constructed using the adjoint orbit representation:
nj(x) = U
†(x)HjU(x), j ∈ {1, 2, · · · , r}, (5.70)
where Hj are the generators of the Cartan subalgebra of G . In fact, the fields nj(x) defined in this way
satisfy the ortho-normality condition (5.68), since
nj(x) · nk(x) = 2tr(nj(x)nk(x)) = 2tr(U †(x)HjU(x)U †(x)HkU(x))
= 2tr(HjHk) = Hj ·Hk = δjk. (5.71)
Moreover, the commutativity (5.69) is satisfied, since Hj are the Cartan subalgebra obeying
[Hj, Hk] = 0, j, k ∈ {1, 2, · · · , r}. (5.72)
5.4.1. Defining equation for the decomposition in the maximal option
Once a set of color fields nj(x) satisfying the above properties is given, the respective pieces Vµ(x)
and Xµ(x) of the decomposition Aµ(x) = Vµ(x) + Xµ(x) are uniquely determined by imposing the
following conditions, which we call the defining equation:
(I) all nj(x) are covariantly constant in the background field Vµ(x):
0 = Dµ[V ]nj(x) = ∂µnj(x)− ig[Vµ(x),nj(x)] (j = 1, 2, · · · , r), (5.73)
(II) Xµ(x) is orthogonal to all nj(x):
0 = Xµ(x) · nj(x) =2tr(Xµ(x)nj(x)) = X Aµ (x)nAj (x) (j = 1, 2, · · · , r). (5.74)
The defining equation (I) follows from
(I) The single color field n(x) is covariantly constant in the background field Vµ(x):
0 = Dµ[V ]n(x) = ∂µn(x)− ig[Vµ(x),n(x)]. (5.75)
The defining equation (II) is also given by
(II) X µ(x) does not have the H-commutative part X µ(x)H := X µ(x)− [nj(x), [nj(x),X µ(x)]]:
0 = X µ(x)H ⇐⇒ X µ(x) = [nj(x), [nj(x),X µ(x)]]. (5.76)
The equivalence between (5.74) and (5.76) immediately follows from the Lemma given below.
We find that the following identity holds:
Lemma: For a given set of the color fields nj (j = 1, . . . , r), any su(N) Lie algebra valued function
F can be decomposed into the H-commutative part FH and the remaining G/H part FG/H with r
being the rank of G, r = rankSU(N) = N − 1: 40
F = FH + FG/H , FH :=
r∑
j=1
nj(nj ·F ), FG/H :=
r∑
j=1
[nj , [nj,F ]], (5.77)
where FH commutes with all nj(x):
[nk,FH ] = 0 (k = 1, 2, · · · , r = N − 1), (5.78)
40 The derivation of this identity was given in Appendix B of [24], which is presented in the Appendix C. In proving this
identity, we have used the identification (5.70).
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while FG/H is orthogonal to all nj(x):
nk ·FG/H = 2tr[nkFG/H ] = 0 (k = 1, 2, · · · , r = N − 1). (5.79)
It turns out that the first and second defining equations are transformed respectively in a covariant
and invariant way under the gauge transformation after imposing the reduction condition to obtain the
gauge theory which is equipollent to the original Yang-Mills theory. In other words, the defining equa-
tions are form-invariant under the gauge transformations, (5.4), (5.6), and (5.7), that is to say, the gauge
transformed fields V ′µ(x), X ′µ(x) and n′j(x) satisfy the same defining equations. Therefore, the decom-
position has the same form as the original one after the gauge transformation, which will be confirmed
below by using the explicit form (solutions of the defining equations) for Vµ(x) and Xµ(x).
We proceed to show that the respective pieces Vµ(x) and Xµ(x) are uniquely determined by solving
the defining equation. First, we determine the Xµ field by solving the defining equation. For this
purpose, we apply the identity (5.77) to Xµ:
Xµ =
r∑
j=1
(Xµ · nj)nj +
r∑
j=1
[nj , [nj,Xµ]]. (5.80)
We use the second defining equation (5.74) to obtain
Xµ =
r∑
j=1
[nj , [nj,Xµ]]. (5.81)
Then we take into account the first defining equation (5.73):
Dµ[A ]nj =∂µnj − ig[Aµ,nj] = Dµ[V ]nj − ig[Xµ,nj ] = ig[nj,Xµ]. (5.82)
Thus, the Xµ(x) field is expressed in terms of Aµ(x) and nj(x) as
Xµ(x) = −ig−1
r∑
j=1
[nj(x),Dµ[A ]nj(x)]. (5.83)
Next, the Vµ field is expressed in terms of Aµ(x) and nj(x):
Vµ(x) =Aµ(x)−Xµ(x)
=Aµ(x) + ig
−1
r∑
j=1
[nj(x),Dµ[A ]nj(x)]
=Aµ(x)−
r∑
j=1
[nj(x), [nj(x),Aµ(x)]] + ig
−1
r∑
j=1
[nj(x), ∂µnj(x)]. (5.84)
We now apply the identity (5.77) to Aµ to obtain a simpler expression of (5.84):
Vµ(x) =
r∑
j=1
(Aµ(x) · nj(x))nj(x) + ig−1
r∑
j=1
[nj(x), ∂µnj(x)]. (5.85)
Thus, Vµ(x) and Xµ(x) are written in terms of Aµ(x), once nj(x) are given as a functional of Aµ(x).
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We further decompose the background fieldVµ(x) into Cµ(x) and Bµ(x):
Vµ(x) = Cµ(x) + Bµ(x), (5.86)
where Cµ(x) is defined as a part which commutes with all nj(x):
[Cµ(x),nj(x)] = 0 (j = 1, 2, · · · , r = N − 1). (5.87)
Such an H-commutative part Cµ(x) in Vµ(x) is not determined uniquely from the first defining equation
(5.73) alone. However, it is determined by imposing the second defining equation as shown above.
Applying the identity (5.77) to Cµ(x) and taking into account (5.87), we obtain
Cµ(x) =
r∑
j=1
(Cµ(x),nj(x))nj(x). (5.88)
If the remaining part Bµ(x), which is not H-commutative, i.e., [Bµ(x),nj(x)] 6= 0, is non-commutative
to all nj(x):
0 = Bµ(x) · nj(x) = 2tr(Bµ(x)nj(x)) (j = 1, 2, · · · , r), (5.89)
then we have
Aµ(x) · nj(x) = Vµ(x) · nj(x) = Cµ(x) · nj(x). (5.90)
Consequently, the the H-commutative part Cµ(x) of Vµ(x) reads
Cµ(x) =
r∑
j=1
(Aµ(x) · nj(x))nj(x), (5.91)
and the remaining part Bµ(x) is determined as
Bµ(x) = ig
−1
r∑
j=1
[nj(x), ∂µnj(x)]. (5.92)
It is easy to check that this expression indeed satisfies (5.89) and that
Dµ[B]nj(x) = ∂µnj(x)− ig[Bµ(x),nj(x)] = 0 (j = 1, 2, · · · , r). (5.93)
There are other ways of deriving the same result. For example, the same expression for Vµ is also
obtained by solving the defining equations as follows. Taking into account the commutator of the first
defining equation (5.73) with nj , we have
ig−1[nj(x), ∂µnj(x)] =ig−1[nj(x), ig[Vµ(x),nj(x)]] = [nj(x), [nj(x),Vµ(x)]]. (5.94)
Then we obtain by applying (5.77) to Vµ(x) the relation:
Vµ(x) =
r∑
j=1
(Vµ(x) · nj(x))nj(x) + ig−1
r∑
j=1
[nj(x), ∂µnj(x)]. (5.95)
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The second defining equation (5.74) leads to
Vµ(x) · nj(x) = Aµ(x) · nj(x), (5.96)
and hence we arrive at the same result as (5.85).
Thus, once a full set of color fields nj(x) is given, the original gauge field has the following decom-
position in the Lie algebra form:
Aµ(x) =Vµ(x) + Xµ(x), (5.97a)
Xµ(x) = −ig−1
N−1∑
j=1
[nj(x),Dµ[A ]nj(x)], (5.97b)
Vµ(x) = Cµ(x) + Bµ(x), (5.97c)
Cµ(x) =
N−1∑
j=1
nj(x)(nj(x) ·Aµ(x)) =
N−1∑
j=1
nj(x)c
j
µ(x), (5.97d)
Bµ(x) = ig
−1
N−1∑
j=1
[nj(x), ∂µnj(x)]. (5.97e)
Equivalently, the decomposition (5.97) is written in the vector form as
Aµ(x) = Vµ(x) +Xµ(x) = Cµ(x) +Bµ(x) +Xµ(x), (5.98a)
where each part is expressed in terms of Aµ(x) and nj(x) as
Xµ(x) =g
−1
N−1∑
j=1
(nj(x)×Dµ[A]nj(x)) (5.98b)
Vµ(x) =Cµ(x) +Bµ(x), (5.98c)
Cµ(x) =
N−1∑
j=1
(Aµ(x) · nj(x))nj(x) =
N−1∑
j=1
cjµ(x)nj(x), (5.98d)
Bµ(x) :=g
−1
N−1∑
j=1
(∂µnj(x)× nj(x)). (5.98e)
In what follows, the summation over the index j should be understood when it is repeated, unless
otherwise stated.
5.4.2. Independent degrees of freedom in the maximal option
Here we count the number of conditions imposed by the respective defining equation (I) and (II),
which is denoted by #[(I)], or #[(II)]. In what follows, we use #[· · · ] to denote the degrees of freedom
(d.o.f.) in the expression [· · · ]:
#[· · · ] := d.o.f.[· · · ]. (5.99)
At first glance, the first defining equation (5.73) has D × r × dim(G/H) conditions. However, this is
not true except for r = 1, i.e., G = SU(2). This is because a single color field n is sufficient in the sense
that all the other remaining color fields in the maximal case are constructed by the single color field
n(x), as already demonstrated in the above. Therefore, a single color field n(x) is sufficient to specify
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the decomposition. Therefore, the first defining equation (5.73) has #[(I)] = D×dim(G/H) conditions
(#[(I)] 6= D × r × dim(G/H)), while the second defining equation (5.74) has #[(II)] = D × dimH
conditions, since dimH = r. Therefore, the defining equations totally impose #[(I)+(II)] = D×dimG
conditions for #[V Aµ ] = D × dimG and #[X Aµ ] = D × dimG. Therefore, the field decomposition
Aµ = Vµ + Xµ can be determined by imposing the defining equations, since
#[A Aµ ] = D × dimG = #[V Aµ ] + #[X Aµ ]−#[(I) + (II)] (5.100)
We wish to regard the new variables na, cjµ,X aµ as those obtained by the change of variables from
the original gauge field:
A Aµ =⇒ (na, cjµ,X aµ ),
(A = 1, · · · , N2 − 1;µ = 1, · · · , D; j = 1, . . . , N − 1) (5.101)
In the maximal case, the naive counting of independent degrees of freedom is as follows.
• A Aµ ∈ Lie(G) = su(N)→ #[A Aµ ] = D × dimG = D(N2 − 1) ,
• cjµ ∈ Lie(H) = u(1) + · · ·+ u(1)→ #[cjµ] = D × dimH = D(N − 1) = #[V Aµ ]−#[(I)] ,
• X aµ ∈ Lie(G/H) = su(N)− [u(1) + · · ·+ u(1)]
→ #[X aµ ] = D × dim(G/H) = D(N2 −N) = #[X Aµ ]−#[(II)],
• na ∈ Lie(G/H) = su(N)− [u(1) + · · ·+ u(1)]→ #[na] = dim(G/H) = N2 −N .
In the decomposition just given, therefore, there is an issue of mismatch for the independent degrees of
freedom. In fact, the new variables carry N2 − N extra degrees of freedom after the decomposition.
Therefore, we must eliminate N2 − N extra degrees of freedom. For this purpose, we intend to impose
N2 −N constraints. We call such constraints the reduction condition in the maximal option.
5.4.3. Reduction condition in the maximal option
The transformation properties of the decomposed fields Bµ,Cµ,Xµ are uniquely determined, once
we specify those for Aµ and n, as in the SU(2) case discussed in the previous chapter. We consider the
infinitesimal version of the enlarged gauge transformation δω,θ, which is obtained by combining the local
transformations for δωAµ and δθn in the Lie algebra form:
δωAµ(x) =Dµ[A ]ω(x), ω ∈ Lie(G),
δθn(x) =ig[θ(x),n(x)], θ ∈ Lie(G/H). (5.102)
The color field n can be taken to be a linear combinations of nj:
n =
r∑
j=1
cjnj ∈ Lie(G/H). (5.103)
In particular, n can be chosen to be one of nj . The Lie algebra valued ω and θ are decomposed as
ω =ωG/H + ωH , ωG/H ∈ Lie(G/H), ωH =
∑
j
ωj‖nj ∈ Lie(H),
θ =θG/H + θH , θG/H ∈ Lie(G/H), θH =
∑
j
θj‖nj ∈ Lie(H). (5.104)
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In what follows, we use the notation:
ω⊥ :=ωG/H ∈ Lie(G/H), ω‖ := ωH ∈ Lie(H),
θ⊥ :=θG/H ∈ Lie(G/H), θ‖ := θH ∈ Lie(H). (5.105)
With this understanding, we use the vector notation:
δωAµ(x) =Dµ[A]ω(x), δθn(x) = gn(x)× θ⊥(x). (5.106)
To find the reduction condition for G = SU(N), we calculate the SU(N) version of the squared Xµ
as suggested from the SU(2) case:
g2Xµ ·Xµ = {nj ×Dµ[A]nj} · {nk ×Dµ[A]nk}
= Dµ[A]nk · [(nj ×Dµ[A]nj)× nk]
= Dµ[A]nk · [(nk ×Dµ[A]nj)× nj ]
= Dµ[A]nk · [(nj ×Dµ[A]nk)× nj ]
= Dµ[A]nk · [Dµ[A]nk − (nj ·Dµ[A]nk)nj ]
= (Dµ[A]nj)
2, (5.107)
where we have used the Jacobi identity (nj ×Dµ[A]nj) × nk + (Dµ[A]nj × nk) × nj + (nk × nj)×
Dµ[A]nj = 0 and the fact nk ×nj = 0 due to [nk,nj ] = 0 in the third equality, 0 = Dµ[A](nk ×nj) =
Dµ[A]nk×nj+nk×Dµ[A]nj in the fourth equality, nj ·nj = 1 in the fifth equality and nj ·Dµ[A]nk = 0
in the last step.
We show that a reduction condition is obtained by minimizing the following functional under the
enlarged gauge transformation.41
R[A, {nj}] :=
∫
dDx
1
2
(Dµ[A]nj)
2. (5.108)
In fact, the transformation of the integrand (Dµ[A]nj)2 under the infinitesimal enlarged gauge transfor-
mation is calculated as
δω,θ
{
1
2
(Dµ[A]nj)
2
}
= (Dµ[A]nj) · δω,θ(Dµ[A]nj)
= (Dµ[A]nj) · {Dµ[A]δω,θnj + gδω,θAµ × nj}
= (Dµ[A]nj) · {Dµ[A](gnj × θ⊥) + gDµ[A]ω × nj}
= (Dµ[A]nj) · {g(Dµ[A]nj)× θ⊥ + gnj ×Dµ[A]θ⊥ + gDµ[A]ω × nj}
= g(Dµ[A]nj) · {Dµ[A](ω − θ⊥)× nj}
= g(Dµ[A]nj) · {Dµ[A](ω⊥ − θ⊥)× nj}+ g(Dµ[A]nj) · (Dµ[A]ω‖ × nj)
= g(nj ×Dµ[A]nj) ·Dµ[A](ω⊥ − θ⊥), (5.109)
where we have used Dµ[A]ω‖ = Dµ[A](ωk‖nk) = ∂µωk‖nk+ωk‖(Dµ[A]nk), nk×nj = 0 and Dµ[A]nk×
nj = −nk ×Dµ[A]nj following from 0 = Dµ[A](nk × nj) to obtain the last equality.
41 The summation over j is supposed in the definition of R according to the preceding works. However, it turns out that
the following arguments hold for the functional R without summing over j, even for a single j. Therefore, we can identify
such nj with the color field n: n(x) ≡ nj(x). For SU(3) case, we choose n(x) ≡ n3(x). See [24].
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Therefore, (Dµ[A]nj)2 is invariant under the the subset ω⊥ = θ⊥ of the enlarged gauge transforma-
tion (5.106). The infinitesimal variation of the functional is
δω,θR[A, {nj}] =
∫
dDxg(nj ×Dµ[A]nj) ·Dµ[A](ω⊥ − θ⊥)
= −
∫
dDx(ω⊥ − θ⊥) ·Dµ[A]g(nj ×Dµ[A]nj)
= −
∫
dDx(ω⊥ − θ⊥) · g(nj ×Dµ[A]Dµ[A]nj). (5.110)
Thus, for ω⊥ 6= θ⊥, we obtain the differential form of the reduction condition:
gχ[A,n] := nj ×Dµ[A]Dµ[A]nj ≡ 0. (5.111)
Using the Leibniz rule for the covariant derivative Dµ[A], we find
gχ[A,n] = nj ×Dµ[A]Dµ[A]nj = Dµ[A]{nj ×Dµ[A]nj}. (5.112)
Hence, the differential reduction condition can also be expressed in terms of Vµ and Xµ in the vector
form:
χ[n,C,X] := Dµ[V]Xµ ≡ 0, (5.113)
or in the Lie algebra form:
0 = χ[A ,n] := Dµ[V ]Xµ(x) = ∂µXµ(x)− ig[Vµ(x),Xµ(x)]
= ∂µXµ − igcjµ[nj ,Xµ]− [[∂µnj ,nj],Xµ]. (5.114)
Note that
χ ∈ Lie(SU(N)/U(1)r), (5.115)
and the number of conditions for χ = (χA) = 0 (A = 1, · · · , N2 − 1) is N2 − 1− (N − 1) = N2 −N
as expected, since χ is subject to N − 1 orthogonality conditions:
nj(x) · χ(x) = nj(x) ·Dµ[V ]Xµ(x) = 0 (j = 1, · · · , r = N − 1). (5.116)
This follows from the defining equations (5.74) and (5.73) as
nj ·Dµ[V ]Xµ = nj · ∂µXµ − ignj · [Vµ,Xµ]
= ∂µnj ·Xµ − ∂µnj ·Xµ − ignj · [Vµ,Xµ]
= −ig[Vµ,nj ] ·Xµ − ignj · [Vµ,Xµ] = 0. (5.117)
By solving the differential reduction condition for a given Aµ(x), the color field n(x) is in principle
obtained, thereby, n(x) is obtained as a functional of the original gauge field Aµ(x).
There may be other choices for the functional to be minimized. For SU(3), we can adopt the func-
tional written in terms of a single color field:
F [A,n3] =
∫
dDx
1
2
(Dµ[A]n3(x))
2. (5.118)
This is a new option overlooked so far. We can repeat the same calculations as those given for (5.108).
Then we obtain the differential form of the reduction condition: χrc[A,n3] = n3 × Dµ[A]Dµ[A]n3.
However, this cannot be rewritten into such a simple form as Dµ[V]Xµ = 0.
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5.5. Minimal option for SU(N)
Now we consider the minimal option. In this option, Aµ is decomposed into Vµ(x) and Xµ(x), i.e.,
Aµ(x) = Vµ(x) + Xµ(x), using only a single color field h(x) without other fields nj(x).
The color field h(x) has the value in the Lie algebra Lie(H˜) such that it is normalized:
h(x) · h(x) = 2tr(h(x)h(x)) = hA(x)hA(x) = 1, (5.119)
and that it commutes with an arbitrary element h˜ ∈ Lie(H˜):
[h(x), h˜(x)] = 0. (5.120)
5.5.1. Defining equation for the decomposition in the minimal option
The decomposed fields Vµ(x) and Xµ(x) are determined by solving the defining equation:
(I) h(x) is a covariant constant in the background field Vµ(x):
0 = Dµ[V ]h(x) = ∂µh(x)− ig[Vµ(x),h(x)]; (5.121)
(II) X µ(x) does not have the H˜-commutative part, i.e., X µ(x)H˜ = 0:
0 = X µ(x)H˜ :=
(
1− 2N − 1
N
[h(x), [h(x), ·]]
)
X µ(x)⇐⇒ X µ(x) = 2N − 1
N
[h(x), [h(x),X µ(x)]].
(5.122)
Two defining equations are transformed in a covariant way under the gauge transformation, after impos-
ing the reduction condition to obtain the gauge theory which is equipollent to the original Yang-Mills
theory. In other words, the gauge transformed fields V ′µ(x), X ′µ(x) and h′(x) satisfy the same defining
equations. Therefore, the decomposition has the same form as the original one after the gauge transfor-
mation, which will be explicitly confirmed below.
Note that condition (II) is different from the orthogonality to h(x):
(II’) Xµ(x) is orthogonal to h(x):
0 = Xµ(x) · h(x) = 2tr(Xµ(x)h(x)) = X Aµ (x)hA(x), (5.123)
which is not sufficient for characterizing the H˜-commutative part, in contrast to the H-commutative part
in the maximal option.42 This is understood from an identity used in the minimal case:
Lemma: For a given color field h ∈ su(N) − u(N − 1), any su(N) Lie algebra valued function
F (x) is decomposed into the H˜-commutative part FH˜ and the remaining part FG/H˜ as
F =FH˜ + FG/H˜ ∈ su(N), (5.124)
where FH˜ and FG/H˜ satisfy
[h,FH˜ ] = 0, h ·FG/H˜ := 2tr(hFG/H˜) = 0. (5.125)
in the sense that FG/H˜ part is specified for a given color field h by
FG/H˜ =
2(N − 1)
N
[h, [h,F ]] ∈ su(N)− u(N − 1), (5.126)
42 Note that (5.123) follows from (5.122). tr(h(x)X µ(x)) = 2N−1N tr(h(x)[h, [h,X µ(x)]]) =
2N−1N tr([h(x),h], [h,X
µ(x)]) = 0. But the converse is not true.
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and FH˜ part is the remainder:
FH˜ =F −FG/H˜ ∈ u(N − 1). (5.127)
This identity shows that the H˜-commutative part is not necessarily written in a form that is proportional
to h and there is an additional contribution F˜ to the H˜-commutative part. This forces us to use (5.122)
for the H˜-commutative part.43 In fact, we can extract a part F˜ by
F˜ :=FH˜ − h(h ·F ) ∈ su(N − 1), (5.128)
so that
[h, F˜ ] = 0. (5.129)
By introducing a subset of generators uk ∈ su(N − 1) commuting with h:[
h,uk
]
= 0 (k = 1, ..., (N − 1)2 − 1), (5.130)
F˜ is expressed as
F˜ =
(N−1)2−1∑
k=1
uk
(
uk ·F ) ∈ su(N − 1). (5.131)
Consequently, we have an expression in the special basis:
FH˜ = h(h ·F ) + F˜ = h(h ·F ) +
(N−1)2−1∑
k=1
uk
(
uk ·F ) ∈ u(N − 1). (5.132)
For concreteness, we construct the single color field h(x) explicitly using the diagonal matrix Hr
(r = rankG):
h(x) = nr(x) := U
†(x)HrU(x), U(x) ∈ G, (5.133)
where Hr is the last Cartan matrix given by
Hr =
1√
2N(N − 1)diag(1, · · · , 1,−N + 1) =
1√
2N(N − 1)
(
1
N−1 0
t0 −N + 1
)
, (5.134)
using the column vector 0 = t(0, . . . , 0) with t denoting the transpose. This is the “last” diagonal matrix
TN2−1 = HN−1 in the Gell-Mann representation for the generators of su(N). For the choice (5.133) for
the color field, F˜ is equal to the matrix in which all the elements in both the last column and the last
row are zero except for the last diagonal element:
F˜ =
(
A 0
t0 1
)
. (5.135)
First, we apply the identity (5.124) to X µ(x) and use the second defining equation (5.122) to obtain
Xµ(x) =Xµ(x)H˜ +
2(N − 1)
N
[h(x), [h(x),Xµ(x)]] =
2(N − 1)
N
[h(x), [h(x),Xµ(x)]]. (5.136)
43 The derivation of this identity was given in Appendix B of [24], which is presented later in this chapter.
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By taking into account the first defining equation (5.121), we find
Dµ[A ]h(x) = Dµ[V ]h(x)− ig[Xµ(x),h(x)] = ig[h(x),Xµ(x)]. (5.137)
Therefore, the Xµ(x) field is expressed in terms of Aµ(x) and h(x) as
Xµ(x) = −ig−12(N − 1)
N
[h(x),Dµ[A ]h(x)]. (5.138)
Next, the Vµ field is expressed in terms of Aµ(x) and h(x):
Vµ(x) =Aµ(x)−Xµ(x) = Aµ(x) + ig−12(N − 1)
N
[h(x),Dµ[A ]h(x)]. (5.139)
Thus, Vµ(x) and Xµ(x) are written in terms of Aµ(x), once h(x) is given as a functional of Aµ(x).
We further decompose Vµ(x) into the H˜-commutative part Cµ(x) and the remaining part Bµ(x):
Vµ(x) = Cµ(x) + Bµ(x). (5.140)
We rewrite (5.139) as
Vµ(x) =Aµ(x)− 2(N − 1)
N
[h(x), [h(x),Aµ(x)]] + ig
−12(N − 1)
N
[h(x), ∂µh(x)]. (5.141)
The first two terms on the right-hand side of (5.141) together constitute the H˜-commutative part of
Aµ(x), i.e., Aµ(x)H˜ . Therefore, we obtain
Cµ(x) :=Aµ(x)H˜ =
(
1− 2N − 1
N
[h(x), [h(x), ·]]
)
Aµ(x)
=Aµ(x)− 2(N − 1)
N
[h(x), [h(x),Aµ(x)]], (5.142a)
Bµ(x) =ig
−12(N − 1)
N
[h(x), ∂µh(x)]. (5.142b)
It turns out that Xµ constructed in this way belongs to the coset
Xµ ∈ Lie(G/H˜) = G − H˜ = su(N)− u(N − 1), (5.143)
since for an arbitrary element h˜ ∈ Lie(H˜) (5.138) yields:44
h˜ ·Xµ = 2tr(h˜Xµ) = −i2(N − 1)
gN
2tr(h˜[h,Dµ[A ]h]) = −i2(N − 1)
gN
2tr([h˜,h]Dµ[A ]h) = 0,
(5.144)
where we have used [h˜,h] = 0 in the last step. Similarly, it is shown by using (5.142b) that
Bµ ∈ Lie(G/H˜) = G − H˜ = su(N)− u(N − 1). (5.145)
44 We have used tr(A[B,C]) = tr([A,B]C).
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since it is orthogonal to h(x):
h(x) ·Bµ(x) = 2tr(h(x)Bµ(x)) = 0. (5.146)
Moreover, we can show that
Cµ ∈ Lie(H˜) = H˜ = u(N − 1). (5.147)
In fact, Cµ(x) commutes with h(x):
[h(x),Cµ(x)] = 0, (5.148)
since (5.142a) yields
[h,Cµ] =[h,Aµ]− 2(N − 1)
N
[h, [[Aµ,h],h]]
=[h,Aµ]− 2(N − 1)
N
( 2
N
[h,Aµ] +
2(2−N)√
2N(N − 1)[h, {h,Aµ}]− [h, {h, {h,Aµ}}]
)
=[h,Aµ]− 2(N − 1)
N
( 2
N
[h,Aµ] +
2(2−N)2
2N(N − 1)[h,Aµ]−
(2−N)2
2N(N − 1)[h,Aµ]
)
=[h,Aµ]− [h,Aµ] = 0, (5.149)
where we have used the following identities:45
hh =
1
2N
1 +
2−N√
2N(N − 1)h, (5.150)
[[A ,h],h] ={A , {h,h}} − {h, {h,A }}
=
2
N
A +
2(2−N)√
2N(N − 1){h,A } − {h, {h,A }}, (5.151)
[h, {h,A }] =[hh,A ] = (2−N)√
2N(N − 1)[h,A ], (5.152)
and
[h, {h, {h,A }}] ={h, [h, {h,A }]} = (2−N)√
2N(N − 1){h, [h,A ]}
=
(2−N)√
2N(N − 1)[hh,A ] =
(2−N)2
2N(N − 1)[h,A ]. (5.153)
Thus, new variables constructed in this way indeed satisfy the desired property:
Dµ[V ]h = Dµ[B]h − ig[Cµ,h] = 0. (5.154)
It is instructive to note that the above Cµ is written in the form:
Cµ = u
α
µnα, u
α
µ = nα ·Aµ, nα = U †TαU Tα ∈ u(N − 1), (5.155)
45 We have used [[A,B], C] = {A, {B,C}} − {B, {C,A}}, and [B, {B,A}] = {B, [B,A]} = [BB,A].
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where α runs over α = 1, · · · , (N −1)2−1 and N2−1. Note that these nk for k = 1, · · · , (N −1)2 are
not uniquely defined. This is because nα (α = 1, · · · , (N − 1)2 − 1) can be changed using the rotation
within H˜ = U(N − 1) without changing nr, while nr is invariant under the H˜ = U(N − 1) rotation.
Thus, once a single color field h(x) is given, we have the decomposition:
Aµ(x) =Vµ(x) + Xµ(x) = Cµ(x) + Bµ(x) + Xµ(x), (5.156a)
Xµ(x) = −ig−12(N − 1)
N
[h(x),Dµ[A ]h(x)] ∈ Lie(G/H˜), (5.156b)
Vµ(x) =Aµ(x) + ig
−12(N − 1)
N
[h(x),Dµ[A ]h(x)], (5.156c)
Cµ(x) = Aµ(x)− 2(N − 1)
N
[h(x), [h(x),Aµ(x)]] ∈ Lie(H˜), (5.156d)
Bµ(x) = ig
−12(N − 1)
N
[h(x), ∂µh(x)] ∈ Lie(G/H˜). (5.156e)
Thus, all the new variables have been written in terms of h and Aµ.
5.5.2. Independent degrees of freedom in the minimal option
We wish to regard Cµ, Xµ and h as new field variables which are obtained by the (non-linear) change
of variables from the original field variable Aµ:
Aµ =⇒ (h,Cµ,Xµ), (5.157)
Here we do not include the variable Bµ in this identification, since it is written in terms of h alone. By
introducing the color field h in the original SU(N) Yang-Mills theory written in terms of the original
gauge field A , the Yang-Mills theory is extended to the gauge theory with the enlarged gauge symmetry
SU(N)A × [SU(N)/U(N − 1)]h, which is called the master Yang-Mills theory.
First, we need to count the independent degrees of freedom in this identification. Note that all
components of new variables (hA,C Aµ ,X Aµ ) (A = 1, · · · , N2 − 1) are not necessarily independent. For
G = SU(N), the maximal stability group in the minimal option is H˜ = U(N − 1). Therefore, the
respective field variable has the following degrees of freedom at each space–time point:
• Aµ ∈ Lie(G)→ #[A Aµ ] = D × dimG = D(N2 − 1)
↓
• Cµ ∈ Lie(H˜) = u(N − 1)→ #[C αµ ] = D × dimH˜ = D(N − 1)2
• Xµ ∈ Lie(G/H˜)→ #[X aµ ] = D × dim(G/H˜) = 2D(N − 1)
• h ∈ Lie(G/H˜)→ #[ha] = dim(G/H˜) = 2(N − 1) .
The change of variables is obtained by solving the defining equations. In other words, the defining
equations impose constraints among the new field variables, which reduces the independent degrees of
freedom. The number of constraints imposed by the defining equations I and II are
• #[(I)] = D ×#[h] = D × dim(G/H˜) = 2D(N − 1)
• #[(II)] = D × dim(H˜) = D(N − 1)2
This is consistent with the counting of the degrees of freedom for the new variables:
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• #[C αµ ] = #[V Aµ ]−#[(I)] = D × dimG−D × dim(G/H˜) = D × dim(H˜)
• #[X aµ ] = #[X Aµ ]−#[(II)] = D × dimG−D × dim(H˜) = D × dim(G/H˜)
The new formulation written in terms of new variables (ha,C αµ ,X aµ ) still has the 2(N − 1) extra
degrees of freedom. Therefore, we must give a procedure for eliminating the 2(N − 1) extra degrees of
freedom to obtain the new theory equipollent to the original one. For this purpose, we impose 2(N − 1)
constraints χ = 0, which we call the reduction condition in the minimal option:
• χ ∈ Lie(G/H˜)→ #[χa] = dim(G/H˜) = 2(N − 1) = #[ha].
By imposing the minimal version of the reduction condition, the master Yang-Mills theory is reduced
to the gauge theory with the gauge symmetry SU(N), which is equipollent to original Yang-Mills theory.
5.5.3. Reduction condition in the minimal option
An explicit form of the reduction condition in the minimal option is given by minimizing the func-
tional:46 ∫
dDx
1
2
g2Xµ ·Xµ =2(N − 1)
2
N2
∫
dDx(h×Dµ[A]h)2
=
N − 1
N
∫
dDx(Dµ[A]h)
2,
with respect to the enlarged gauge transformation:
δAµ =Dµ[A]ω, ω ∈ Lie(G),
δh =gh× θ = gh× θ⊥, θ⊥ ∈ Lie(G/H˜). (5.158)
In fact, the enlarged gauge transformation of the functional R[A,h]:
R[A,h] :=
∫
dDx
1
2
(Dµ[A]h)
2, (5.159)
is given by
δR[A,h] = g
∫
dDx(θ⊥ − ω⊥) · (h×Dµ[A]Dµ[A]h) , (5.160)
where ω⊥ denotes the component of ω in the direction L (G/H˜).
The minimization of the reduction functional, i.e., δR[A,h] = 0 imposes no condition for ω⊥ = θ⊥
(“diagonal” part of G×G/H˜), while it implies the constraint χ = h×Dµ[A]Dµ[A]h = 0 for ω⊥ 6= θ⊥
(off-diagonal part of G × G/H˜). The number of constraint is #[χ] = dim(G × G/H˜) − dimG =
dim(G/H˜) as desired.
Thus, we obtain the differential form of the reduction condition:
χ[A,h] = h×Dµ[A]Dµ[A]h ≡ 0. (5.161)
46 It is possible to choose other forms of the reductional functionals. This is just a choice of them. In the limit N = 2, this
reduction functional reduces to that for the SU(2) Yang-Mills theory.
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This is also expressed in terms of Xµ and Vµ (h and Cµ):
χ[h,C,X] := Dµ[V]Xµ ≡ 0. (5.162)
To determine which part of the symmetry is left after imposing the minimal version of the reduction
condition (5.161), we perform the gauge transformation on the enlarged gauge-fixing functional χ to
obtain
δχ = δh×Dµ[A]Dµ[A]h+ h×Dµ[A]Dµ[A]δh
+ h× (gδAµ ×Dµ[A]h) + h×Dµ[A](gδAµ × h)
= g(h×Dµ[A]Dµ[A]h)× (θ⊥ + ω‖)
+ 2gh× {Dµ[A]h×Dµ[A](θ⊥ − ω⊥)}
+ gh× {h×Dµ[A]Dµ[A](θ⊥ − ω⊥)}, (5.163)
where ω‖ and ω⊥ denote the components of ω in Lie(H˜) and Lie(G/H˜), respectively. (ω = ω‖+ω⊥).
Here we have used the relation following from ω‖ × h = 0:
0 = Dµ[A]Dµ[A](ω‖ × h)
= Dµ[A]Dµ[A]ω‖ × h+ 2Dµ[A]ω‖ ×Dµ[A]h+ ω‖ ×Dµ[A]Dµ[A]h. (5.164)
This result shows that the minimal version of the reduction condition χ ≡ 0 leaves θ⊥ = ω⊥ intact.
When θ⊥ = ω⊥, we find from (5.163)
δχ = gχ×α, α = (α‖,α⊥) = (ω‖,ω⊥ = θ⊥). (5.165)
5.6. Path-integral quantization and Jacobian
We now reformulate a quantum Yang-Mills theory in terms of new variables based on the functional
integral quantization. The following steps can be clearly understood by comparing them with the corre-
sponding ones in Fig. 4.
First, the original Yang-Mills theory in the Euclidean formulation is defined by the partition function
(see the middle left part in Fig. 4):
ZYM =
∫
DA Aµ exp(−SYM[A ]). (5.166)
In the continuum, a well-defined Yang-Mills theory is obtained by imposing a gauge fixing condition
to completely fix the original gauge symmetry, which is called the overall gauge fixing condition (see
the down arrows in Fig. 4). If we specify the gauge-fixing condition F [A ] = 0, we must consider
the associated Faddeev-Popov determinant ∆FFP[A ] := det
(
δF [A ω ]
δω
)
. Consequently, the integration
measure is modified to
DA Aµ → DA Aµ δ(F [A ])∆FFP[A ]. (5.167)
For instance, one chooses the Landau gauge47 ∂µA Aµ (x) = 0. For a while, we disregard this procedure,
as it can be carried out following the standard method. To simplify the argument, we omit the procedure
47Here we neglect the Gribov problem associated with the existence of Gribov copies.
76
of the overall gauge fixing for the original SU(N) gauge symmetry, which must be done in a consistent
way with the following procedures using the BRST method.
Second, the color field n(x) is introduced as an auxiliary field to extend the original Yang-Mills
theory (see the left up arrow in Fig. 4) to the enlarged Yang-Mills theory called the master Yang-Mills
theory, which is defined by a partition function written in terms of both nα(x) and A Aµ (x) (see the top
part in Fig. 4),
ZmYM =
∫
Dnα
∫
DA Aµ exp(−SYM[A ]). (5.168)
by inserting 1 :=
∫ Dnα. The details of this integration measure is discussed later in the calculation of
the Jacobian.
In the functional integral quantization, we must specify the action and the integration measure. We
can immediately rewrite the Yang-Mills action SYM[A ] in terms of the new variables by substituting the
transformation law, e.g., (5.97) for the maximal option or (5.156) for the minimal option, into the original
gauge field A in the Yang-Mills Lagrangian LYM[A ]. To write the integration measure explicitly in
terms of the new variables, we need to know the Jacobian J˜ associated with the change of variables from
the original Yang-Mills gauge field to the new variables in the reformulated Yang-Mills theory.
Third, we regard (5.168) as
Z˜YM =
∫
Dnβ
∫
DCkν
∫
DXbν J˜ exp(−S˜YM[n,C ,X ]), (5.169)
where the action S˜YM[n,C ,X ] is obtained by substituting the transformation law of A Aµ into the origi-
nal action SYM[A ]:
S˜YM[n,C ,X ] = SYM[A ]. (5.170)
Starting with this form, we wish to obtain a new Yang-Mills theory written in terms of new variables
(nβ, Ckν , X
b
ν) (see the middle right part in Fig. 4), which is equipollent to the original Yang-Mills theory.
Here, the replacement of field variables:
(nα(x),A Aµ (x))→ (nβ(x), Ckν (x), Xbν(x)) (5.171)
should be considered as a change of variables so that nβ(x), Ckν (x), Xbν(x) become independent field
variables in the new Yang-Mills theory.
However, the master Yang-Mills has the enlarged gauge symmetry, which is larger than the original
gauge symmetry G = SU(N). Therefore, to obtain a new Yang-Mills theory that is equipollent to the
original Yang-Mills theory, the extra gauge degrees of freedom must be eliminated. To fix the enlarged
gauge symmetry in the master Yang-Mills theory and retain only the same gauge symmetry as that in the
original Yang-Mills, therefore, we impose the constraint χ[A ,n] = 0 called the reduction condition,
which is also written in terms of the new variables as χ˜ := χ˜[n,C ,X ] = 0. (see the right down arrow
in Fig. 4).
The constraint χ[A ,n] = 0 is introduced in the functional integral as follows. We write unity in the
form
1 =
∫
Dχθδ(χθ) =
∫
Dθδ(χθ)Det
(
δχθ
δθ
)
, (5.172)
where χθ is the constraint written in terms of the gauge-transformed variables, i.e., χθ := χ[A ,nθ]. As
an intermediate step for moving from the master Yang-Mills theory to the new Yang-Mills theory, we
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insert this into the functional integral (5.169), and cast the partition function of the master Yang-Mills
theory into an intermediate form (see the middle right part in Fig. 4)
Z˜YM =
∫
Dnβ
∫
DCkν
∫
DXbν J˜Dθδ(χθ)Det
(
δχθ
δθ
)
exp(−S˜YM[n,C ,X ]). (5.173)
We next perform the change of variables n → nθ obtained through a local rotation by angle θ and
the corresponding gauge transformations for the other new variables Cµ and Xµ: Cµ,Xµ → C θµ ,X θµ .
From the gauge invariance of the action S˜YM[n,C ,X ] and the integration measure DnβDCkνDXbν , we
can rename the dummy integration variablesnθ,C θµ ,X θµ as n,Cµ,Xµ, respectively. Thus, the integrand
does not depend on θ, and the gauge volume
∫Dθ can be factored out:
Z˜YM =
∫
Dθ
∫
Dnβ
∫
DCkν
∫
DXbν J˜δ(χ)Det
(
δχ
δθ
)
exp(−S˜YM[n,C ,X ]). (5.174)
Thus, we have arrived at the reformulated Yang-Mills theory with the partition function:
Z ′YM =
∫
DnβDCkνDXbν J˜δ(χ˜)∆redFP exp(−S˜YM[n,C ,X ]), (5.175)
where the reduction condition is written in terms of the new variables:
χ˜ := χ˜[n,C ,X ] := Dµ[V ]Xµ, (5.176)
and ∆redFP is the Faddeev-Popov determinant associated with the reduction condition:
∆redFP := Det
(
δχ
δθ
)
χ=0
= Det
(
δχ
δnθ
)
χ=0
. (5.177)
Consequently, the integration measure of the original Yang-Mills theory is transformed to
DA Aµ → DnβDCkνDXbνδ(χ˜)∆redFP [n,C ,X ]J˜ . (5.178)
It is important to note that the independent variables are regarded as nβ(x), Ckν (x) and Xbν(x) in the
reformulated Yang-Mills theory, which simplifies the Jacobian J˜ .
In the following, we show that the Jacobian can be simplified by choosing appropriate bases in the
group space without changing the physical content.
For G = SU(N) (N ≥ 3), we introduce a complete set of orthonormal bases {ea,uj} of su(N):
ea ∈ Lie(G/H˜), uj ∈ Lie(H˜), (a = 1, · · · , dim(G/H˜); j = 1, · · · , dimH˜) (5.179)
satisfy the relations in vector form using ea(x) = (eAa (x)) , uj(x) = (uAj (x)):
ea(x) · eb(x) = δab, ea(x) · uj(x) = 0, uj(x) · uk(x) = δjk,
(a, b = 1, · · · , dim(G/H˜); j, k = 1, . . . , dimH˜), (5.180)
which are written in the Lie algebra form using ea(x) = eAa (x)TA , uj(x) = uAj (x)TA:
tr[ea(x)eb(x)] =
1
2
δab, tr[ea(x)uj(x)] = 0, tr[uj(x)uk(x)] =
1
2
δjk. (5.181)
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It is instructive to note that uj reduces to a single color field n in SU(2).
The fields Bµ(x) and Xµ(x) are orthogonal to (or non-commutative with) all uj(x):
Bµ(x) · uj(x) = 0, Xµ(x) · uj(x) = 0 (j = 1, · · · , dimH˜). (5.182)
Hence they can be written using the bases {ea(x)}:
Bµ(x) =B
a
µ(x)ea(x) ∈ Lie(G/H˜),
Xµ(x) =X
a
µ(x)ea(x) ∈ Lie(G/H˜) (a = 1, · · · , dim(G/H˜)). (5.183)
By definition, Cµ(x) can be written as
Cµ(x) = C
j
µ(x)uj(x) ∈ Lie(H˜) (j = 1, · · · , dimH˜). (5.184)
In the minimal case, thus, H˜ = U(N − 1), and the decomposition is
A Aµ (x) = C
j
µ(x)u
A
j (x) +B
a
µ(x)e
A
a (x) +X
a
µ(x)e
A
a (x)
(j = 1, · · · , dimH˜ = (N − 1)2; a = 1, · · · , dim(G/H˜) = 2N − 2). (5.185)
In the maximal case, on the other hand, H˜ = H = U(1)N−1 anduj(x) reduce tonj(x) (j = 1, · · · , dimH˜ =
N − 1), which mutually commute, i.e., [nj(x),nk(x)] = 0. Therefore, we obtain
A Aµ (x) = C
j
µ(x)n
A
j (x) +B
a
µ(x)e
A
a (x) +X
a
µ(x)e
A
a (x)
(j = 1, · · · , dimH˜ = N − 1; a = 1, · · · , dim(G/H˜) = N2 −N). (5.186)
We now consider the change of variables from {nα,A Aµ } to the new variables {nβ, Ckν , Xbν} defined
in the su(N) bases {eb,uj}. Here nα and nβ denote independent degrees of freedom of the color field
n after solving the constraint nAnA = 1. Then the integration measure is transformed as
DnαDA Aµ = DnβDCkνDXbνJ. (5.187)
The Jacobian J˜ is given by
J˜ :=
∣∣∣∣∣
∂nα
∂nβ
∂nα
∂Ckν
∂nα
∂Xbν
∂A Aµ
∂nβ
∂A Aµ
∂Ckν
∂A Aµ
∂Xbν
∣∣∣∣∣ =
∣∣∣∣∣ δαβ 0 0∂A Aµ
∂nβ
δµνu
A
k δµνe
A
b
∣∣∣∣∣ = ∣∣δµνuAk δµνeAb ∣∣ = ∣∣uAk eAb ∣∣D = 1, (5.188)
where we have used the fact that {nβ, Ckν , Xbν} are independent variables in the second equality, that µ
and ν run from 1 to D in the fourth equality, and that {eAb , uAk } constitute the orthonormal base in the
last equality. Thus, the Jacobian J˜ is very simple, irrespective of the choice of the reduction condition:
J˜ = 1. (5.189)
For the Jacobian J to be simplified to J˜ = 1, the fact that Ckν , Xbν are independent of nβ is important.
The precise form of ∆redFP is obtained using the BRST method as [19]
∆redFP[n,C ,X ] = Det{−Dµ[V + X ]Dµ[V −X ]}. (5.190)
At one-loop level this reduces to the simple form:
∆redFP [n,C ,X ] ≃ Det{−Dµ[V ]Dµ[V ]}, (5.191)
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original theory =⇒ reformulated theory
field variables A Aµ ∈ L (G) =⇒ nβ,C kν ,X bν
action SYM[A ] =⇒ S˜YM[n,C ,X ]
integration measure DA Aµ =⇒DnβDC kν DX bν J˜δ(χ˜)∆redFP [n,C ,X ]
which leads to the partition function suited for the calculations at one-loop level:
Z ′YM ≃
∫
DnβDCkνDXbνδ(χ˜)Det{−Dµ[V ]Dµ[V ]} exp(−S˜YM[n,C ,X ]). (5.192)
The reformulated Yang-Mills theory obtained after imposing the reduction condition has still the
original full gauge symmetry G. As already mentioned above, in order to obtain a well-defined quantum
Yang-Mills theory by completely fixing the gauge, we must impose the overall gauge fixing condition
for the SU(N) gauge symmetry (for example, the Landau gauge ∂µA Aµ (x) = 0, see the down arrows
in Fig. 4) in addition to the reduction condition. When we discuss the Faddeev-Popov ghost associated
to the reduction condition, we must take into account the Faddeev-Popov ghost associated to the overall
gauge fixing simultaneously.48 According to the clarification of the symmetry in the master Yang-Mills
theory explained above, we can obtain the unique Faddeev-Popov ghost terms associated to the gauge
fixing conditions adopted in quantization. This is another advantage of the new viewpoint for the master-
Yang-Mills theory.
However, we have omitted to write explicitly this procedure for simplifying the presentation, since
the overall gauge fixing can be performed according to the standard procedures. Moreover, a systematic
treatment of gauge fixing and the associated Faddeev-Popov determinant or the introduction of ghost
fields can be carried out using the BRST symmetry of the new theory. Although the BRST treatment
can also be performed for the SU(N) case following the method already performed for SU(2), such a
treatment is rather involved. Therefore, we have given a heuristic explanation based on the Faddeev-
Popov trick for SU(N) in the above, even though it is possible to develop the BRST approach. See the
final subsection in this section.
5.7. Field strength
For the decomposition of the Yang-Mills field: Aµ = Vµ + Xµ, the field strength F [A ] of A is
decomposed as
Fµν [A ] :=∂µAν − ∂νAµ − ig[Aµ,Aν ]
=Fµν [V ] + ∂µXν − ∂νXµ − ig[Vµ,Xν ]− ig[Xµ,Vν ]− ig[Xµ,Xν ]
=Fµν [V ] + Dµ[V ]Xν −Dν [V ]Xµ − ig[Xµ,Xν ], (5.193)
where the covariant derivative Dµ[V ] in the background gauge field Vµ is defined by
Dµ[V ] := ∂µ1− ig[Vµ, ·] (Dµ[V ]AC := ∂µδAC + gfABCV Bµ ). (5.194)
Moreover, for the decomposition of the restricted field: Vµ = Bµ + Cµ, the field strength F [V ] of
48 For the thorough treatment for G = SU(2), see [19] in which the explicit derivation of the FP ghost term has been
worked out explicitly.
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the restricted field V is further decomposed as
Fµν [V ] :=∂µVν − ∂νVµ − ig[Vµ,Vν ]
=Fµν [B] + ∂µCν − ∂νCµ − ig[Bµ,Cν ]− ig[Cµ,Bν ]− ig[Cµ,Cν ]
=Fµν [B] + Dµ[B]Cν −Dν [B]Cµ − ig[Cµ,Cν ],
=Hµν + Eµν , (5.195)
where we have defined
Hµν :=Fµν [B] = ∂µBν − ∂νBµ − ig[Bµ,Bν ], (5.196)
Eµν :=Dµ[B]Cν −Dν [B]Cµ − ig[Cµ,Cν ]. (5.197)
Thus we obtain the decomposition of the field strength:
Fµν [A ] = Eµν + Hµν + Dµ[V ]Xν −Dν [V ]Xµ − ig[Xµ,Xν ]. (5.198)
5.7.1. Field strength in the maximal option
In the maximal option,49 Eµν is simplified as follows. Using
Cµ(x) = c
j
µ(x)nj(x), (5.199)
we find
Eµν =∂µCν − ∂νCµ − ig[Bµ,Cν ] + ig[Bν ,Cµ]− ig[Cµ,Cν ]
=nj∂µc
j
ν − nj∂νcjµ + cjν∂µnj − cjµ∂νnj − ig[Bµ, cjνnj] + ig[Bν , cjµnj ]− ig[cjµnj, ckνnk]
=nj∂µc
j
ν − nj∂νcjµ + cjνDµ[B]nj − cjµDν [B]nj − igcjµckν [nj ,nk]
=nj∂µc
j
ν − nj∂νcjµ, (5.200)
where we have used (5.93) and (5.69) in the last step. Therefore, we obtain
Eµν(x) =nj(x)E
j
µν(x), E
j
µν(x) := ∂µc
j
ν(x)− ∂νcjµ(x). (5.201)
On the other hand, Hµν is simplified as follows. Using
Bµ(x) = ig
−1[nj(x), ∂µnj(x)], (5.202)
we find
∂µBν − ∂νBµ =ig−1[∂µnj, ∂νnj]− (µ↔ ν) (5.203a)
=ig−1(ig)2[[Bµ,nj], [Bν ,nj ]]− (µ↔ ν) (5.203b)
=ig[[nj, [Bν ,nj ]],Bµ] + ig[[[Bν ,nj ],Bµ],nj ]− (µ↔ ν) (5.203c)
=ig[Bµ, [nj , [nj,Bν ]]] + ig[nj, [[nj ,Bν ],Bµ]]− (µ↔ ν) (5.203d)
=ig[Bµ, [nj , [nj,Bν ]]]− (µ↔ ν)− ig[nj, [nj , [Bµ,Bν ]]] (5.203e)
=ig([Bµ,Bν ]− [Bν ,Bµ])− ig[nj, [nj, [Bµ,Bν ]]] (5.203f)
=2ig[Bµ,Bν ]− ig[Bµ,Bν ] + ignj(nj · [Bµ,Bν ]) (5.203g)
=ig[Bµ,Bν ] + ignj(nj · [Bµ,Bν ]), (5.203h)
49 In what follows, the summation symbol over j, k should be understood.
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where we have used (5.92) in (5.203a), (5.146) in (5.203b), the Jacobi identity for Bµ, nj and [Bν ,nj]
in (5.203c), interchanged the ordering of the commutators in (5.203d), the Jacobi identity in (5.203e),
the algebraic identity (C.2) with (5.89) to obtain the first term of (5.203f) and again the algebraic identity
(C.2) for [Bµ,Bν ] in (5.203g). Therefore we obtain
Hµν(x) = ignj(x)(nj(x) · [Bµ(x),Bν(x)]). (5.204)
Thus we find Hµν is written as the linear combination of all the color fields just like Eµν :
Hµν(x) = Fµν [B](x) = nj(x)H
j
µν(x), H
j
µν(x) = ig(nj(x) · [Bµ(x),Bν(x)]). (5.205)
Moreover, we find
Hµν =ignj(nj · [Bµ,Bν ]) = ignj(Bµ · [Bν ,nj]) = nj(Bµ · ∂νnj) = ig−1nj([nk, ∂µnk] · ∂νnj)
=ig−1nj(nk · [∂µnk, ∂νnj ]). (5.206)
5.7.2. Field strength in the minimal option
First, we apply the formula (5.124) to Eµν to obtain
Eµν = E˜µν + (Eµν · h)h+ 2N − 1
N
[h, [h, Eµν]], (5.207)
where
E˜µν = E
k
µνuk = (Eµν · uk)uk = 2tr(Eµνuk)uk. (5.208)
The second term is
h · Eµν =h · (∂µCν − ∂νCµ)− ig(h · [Bµ,Cν ])− ig(h · [Cµ,Bν ])− ig(h · [Cµ,Cν ])
=h · (∂µCν − ∂νCµ)− ig(Bµ · [Cν ,h])− ig([h,Cµ] ·Bν)− ig([h,Cµ] · Cν)
=h · (∂µCν − ∂νCµ), (5.209)
where we have used tr(AB) = tr(BA) and tr([A,B]C) = tr(A, [B,C]) and [h,Cµ] = 0. The last term
vanishes, since
[h, [h, Eµν]] =[h, [h,Dµ[B]Cν ]]− [h, [h,Dν[B]Cµ]]− ig[h, [h, [Cµ,Cν ]]]
=[h, [−Dµ[B]h,Cν ]]− [h, [−Dν [B]h,Cµ]]− ig[h, [h, [Cµ,Cν ]]]
=ig[h, [Cµ, [Cν ,h]]] + ig[h, [Cν , [h,Cµ]]] = 0, (5.210)
where we have used 0 = Dµ[B][h,Cν ] = [h,Dµ[B]Cν ] + [Dµ[B]h,Cν ] following from [h,Cν ] = 0 in
the second equality, 0 = Dµ[B]h = ∂µh− ig[Bµ,h] and the Jacobi identity [A, [B,C]] + [B, [C,A]] +
[C, [A,B]] = 0 in the third equality, and [Cµ,h] = 0 again in the last equality. Therefore, we obtain
Eµν = h(h · (∂µCν − ∂νCµ)) + uk(uk · Eµν). (5.211)
Second, we apply the formula (5.124) to Hµν = Fµν [B] to obtain
Hµν = H˜µν + (Hµν · h)h+ 2N − 1
N
[h, [h,Hµν]], (5.212)
where
H˜µν = H
k
µνuk = (Hµν · uk)uk = 2tr(Hµνuk)uk. (5.213)
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The second term is
h ·Hµν =h · ∂µBν − h · ∂νBµ − igh · [Bµ,Bν ]
=− ∂µh ·Bν + ∂νh ·Bµ − igh · [Bµ,Bν ]
=− ig[Bµ,h] ·Bν + ig[Bν ,h] ·Bµ − igh · [Bµ,Bν ]
=− ig[Bν ,Bµ] · h+ ig[Bµ,Bν ] · h− igh · [Bµ,Bν ]
=igh · [Bµ,Bν ], (5.214)
where we have used 0 = ∂µ(h(x) ·Bν(x)) = h(x) · ∂µBν(x) + ∂µh(x) ·Bν(x) which follows from
h(x) · Bµ(x) = 2tr(h(x)Bµ(x)) = 0 in the third equality, 0 = Dµ[B]h = ∂µh − ig[Bµ,h] in the
fourth equality, and tr(AB) = tr(BA) and tr([A,B]C) = tr(A, [B,C]) in the fifth equality. The last
term vanishes, since
[h, [h,Hµν]] =[h, [h, ∂µBν ]]− [h, [h, ∂νBµ]]− ig[h, [h, [Bµ,Bν ]]]
=[h, [h, ∂µBν ]]− [h, [h, ∂νBµ]] + ig[h, [Bν , [h,Bµ]]] + ig[h, [Bµ, [Bν ,h]]]
=− [h, [∂µBν ,h]] + [h, [∂νBµ,h]]− [h, [Bν , ∂µh]] + [h, [Bµ, ∂νh]]
=− [h, ∂µ[Bν ,h]] + [h, ∂ν [Bµ,h]]
=ig−1[h, ∂µ∂νh]− ig−1[h, ∂ν∂µh] = 0, (5.215)
where we have used the Jacobi identity [A, [B,C]] + [B, [C,A]] + [C, [A,B]] = 0 in the second equality
and 0 = Dµ[B]h = ∂µh− ig[Bµ,h] in the third and fifth equalities. By using the explicit form:
Bµ = ig
−12(N − 1)
N
[h, ∂µh], (5.216)
we can rewrite
igh(h · [Bµ,Bν ]) =igh(Bµ · [Bν ,h])
=h(Bµ · ∂νh)
=
2(N − 1)
N
ig−1h([h, ∂µh] · ∂νh)
=
2(N − 1)
N
ig−1h(h · [∂µh, ∂νh]). (5.217)
Therefore, we obtain
Hµν = igh(h · [Bµ,Bν ]) + uk(uk ·Hµν) = 2(N − 1)
N
ig−1h(h · [∂µh, ∂νh]) + uk(uk ·Hµν).
(5.218)
Thus, we obtain
Fµν [V ] =h(h · (∂µCν − ∂νCµ)) + igh(h · [Bµ,Bν ]) + uk(uk ·Fµν [V ])
=h(h · (∂µCν − ∂νCµ)) + 2(N − 1)
N
ig−1h(h · [∂µh, ∂νh]) + uk(uk ·Fµν [V ]). (5.219)
In what follows, we focus on the “parallel” part of the field strength Fµν [V ] defined by
tr(hFµν [V ]) =tr(hFµν [B]) + tr(hDµ[B]Cν)− tr(hDν [B]Cµ)− igtr(h[Cµ,Cν ])
=tr(hFµν [B])− tr((Dµ[B]h)Cν) + ∂µtr(hCν)
+ tr((Dν [B]h)Cµ)− ∂νtr(hCµ)− igtr(Cν [h,Cµ])
=tr(hFµν [B]) + ∂µtr(hCν)− ∂νtr(hCµ), (5.220)
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where we have used the defining equations for Bµ and Cµ: Dµ[B]h = 0 and [h,Cµ] = 0. Moreover, the
“parallel” part of the field strength Fµν [B] = Hµν reads
tr(hHµν) =tr(hFµν [B])
=tr(h∂µBν − h∂νBµ − igh[Bµ,Bν ]) (5.221a)
=tr(h∂µBν − h∂νBµ + igBν [Bµ,h]) (5.221b)
=tr(h∂µBν − h∂νBµ + Bν∂µh) (5.221c)
=∂µtr(hBν)− tr(h∂νBµ) (5.221d)
=tr(Bµ∂νh)− ∂νtr(hBµ) (5.221e)
=tr(Bµ∂νh), (5.221f)
where we have used tr(hBµ) = 0 twice and an identity: tr(A[B,C]) = tr([A,B]C) = tr([C,A]B).
Using the explicit form of Bµ (5.216), we have
tr(hHµν) =tr(hFµν [B]) =
2(N − 1)
N
tr(ig−1[h, ∂µh]∂νh) =
2(N − 1)
N
tr(ig−1h[∂µh, ∂νh]).
(5.222)
It should be remarked that the equality does not hold without the trace: hFµν [B] 6= 2(N−1)N ig−1h[∂µh, ∂νh].
Thus, we obtain
tr(hFµν [V ]) =
2(N − 1)
N
ig−1tr(h[∂µh, ∂νh]) + ∂µtr(hCν)− ∂νtr(hCµ). (5.223)
The same result is obtained by calculating explicitly the field strength Fµν [B] := ∂µBν − ∂νBµ −
ig[Bµ,Bν ] using the property of h (5.150) which follows from the relation for the last Cartan generator
HN−1:
HN−1HN−1 =
1
2N
1 +
2−N√
2N(N − 1)HN−1. (5.224)
5.7.3. Yang-Mills action in the minimal option
It is shown (see Appendix G) that the field strength Fµν [A ] in the minimal case is decomposed into
the H˜-commutative part F H˜µν and the remaining H˜-non-commutative part F
G/H˜
µν , which are orthogonal
to each other:
Fµν [A ] =F
H˜
µν + F
G/H˜
µν ,
F H˜µν = Fµν [V ]− ig[Xµ,Xν ] ∈ H˜ ,
FG/H˜µν = Dµ[V ]Xν −Dν [V ]Xµ ∈ G − H˜ . (5.225)
For the SU(N) Yang-Mills theory in the minimal option, therefore, the Lagrangian density is de-
composed as
LYM =− 1
2
tr(Fµν [A ]F
µν [A ])
=− 1
2
tr(Fµν [A ]
H˜F µν [A ]H˜)− 1
2
tr(Fµν [A ]
G/H˜F µν [A ]G/H˜), (5.226)
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where the cross term vanishes identically:
tr(Fµν [A ]
H˜F µν [A ]G/H˜) =tr{(Fµν [V ]− ig[Xµ,Xν ])(Dµ[V ]Xν −Dν [V ]Xµ)}
=tr{Fµν [V ](Dµ[V ]Xν −Dν [V ]Xµ)}
+ tr{−ig[Xµ,Xν ](Dµ[V ]Xν −Dν [V ]Xµ)}. (5.227)
Consequently, the Lagrangian density does not contain the linear and trilinear terms in X . Thus the
Lagrangian density of the SU(N) Yang-Mills theory in the minimal option is decomposed as
LYM =− 1
4
Fµν [A ] ·F µν [A ] (5.228)
=− 1
4
Fµν [V ]
2 +
1
2
Fµν [V ] · ig[X µ,X ν ]− 1
4
(ig[Xµ,Xν ])
2
− 1
4
(Dµ[V ]Xν −Dν [V ]Xµ)2. (5.229)
Then the last term in the Lagrangian density is rewritten using integration by parts (or up to total
derivatives) as
1
4
(Dµ[V ]Xν −Dν [V ]Xµ)2 =1
2
(−Xµ ·Dν [V ]Dν [V ]X µ + Xµ ·Dν [V ]Dµ[V ]X ν)
=
1
2
X µ · {−Dρ[V ]Dρ[V ]gµν + Dν [V ]Dµ[V ]}X ν
=
1
2
X µA{−(Dρ[V ]Dρ[V ])ABgµν − [Dµ[V ],Dν [V ]]AB
+ (Dµ[V ]Dν [V ])
AB}X νB
=
1
2
X µA{−(Dρ[V ]Dρ[V ])ABgµν + gfABCFCµν [V ]
+ Dµ[V ]
ACDν [V ]
CB}X νB, (5.230)
where we have used the relation:
[Dµ[V ],Dν [V ]]
AB =[Dµ[V ]
AC ,Dν [V ]
CB] = −gfABCFCµν [V ]. (5.231)
Thus we obtain
LYM =− 1
4
Fµν [V ]
2 − 1
2
X µAWABµν X
νB − 1
4
(ig[Xµ,Xν ])
2, (5.232)
where we have defined
WABµν := −(Dρ[V ]Dρ[V ])ABgµν + 2gfABCFCµν [V ] + Dµ[V ]ACDν [V ]CB. (5.233)
In order for the reformulated theory written in terms of the new variables to be equivalent to the
original Yang-Mills theory, we must impose the reduction condition:
Dµ[V ]X
µ = 0. (5.234)
This eliminate the last term of WABµν in (5.233). Finally, the Yang-Mills Lagrangian density reads
LYM =− 1
4
FAµν [V ]
2 − 1
2
X µAQABµν X
νB − 1
4
(ig[Xµ,Xν ])
2, (5.235)
where we have defined
QABµν := −(Dρ[V ]Dρ[V ])ABgµν + 2gfABCFCµν [V ]. (5.236)
This should be compared with the background field method. In order to obtain the final form for the total
Lagrangian, we need the Faddeev-Popov ghost term corresponding to the reduction condition. This is
obtained by using the BRST method.
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5.8. BRST symmetry and the ghost term
We introduce two kinds of ghost fields Cω(x) and Cθ(x) which correspond to ω(x) and θ(x) in the
enlarged gauge transformation, respectively. Then the BRST transformations are given by
δAµ(x) = Dµ[A]Cω(x) := ∂µCω(x) + gAµ(x)×Cω(x). (5.237)
The BRST transformation of Cω(x) is determined from the nilpotency of δδAµ(x) ≡ 0 in the usual
way:
δCω(x) = −1
2
gCω(x)×Cω(x). (5.238)
The BRST transformation of the color field n(x) is given by
δn(x) = gn(x)×Cθ(x). (5.239)
Then the nilpotency
0 = δδn(x) =gδn(x)×Cθ(x) + gn(x)× δCθ(x)
=g2(n(x)×Cθ(x))×Cθ(x) + gn(x)× δCθ(x). (5.240)
leads to a relation:
g(n(x)×Cθ(x))×Cθ(x) = −n(x)× δCθ(x). (5.241)
For SU(2), Cθ(x) is orthogonal to n(x) and hence it does not have the parallel part to n(x). For
SU(N) in the minimal option, we impose that Cθ(x) has the vanishing H˜ commutative part:
0 = Cθ(x)
H˜ := Cθ(x) +
2(N − 1)
N
n(x)× (n(x)×Cθ(x)), (5.242)
which is equivalent to
Cθ(x) = −2(N − 1)
N
n(x)× (n(x)×Cθ(x)). (5.243)
Hence we find
n(x) ·Cθ(x) = 0. (5.244)
Then the BRST transformation of Cθ is
δCθ =− 2(N − 1)
N
[δn× (n×Cθ) + n× (δn×Cθ) + n× (n× δCθ)]
=− 2(N − 1)
N
[δn× (n×Cθ) + n× (g(n×Cθ)×Cθ) + n× (n× δCθ)]
=− 2(N − 1)
N
[δn× (n×Cθ)− n× (n× δCθ) + n× (n× δCθ)], (5.245)
where we have used (5.239) and (5.241). Thus we obtain the BRST transformation of the ghost fieldCθ:
δCθ = −2(N − 1)
N
[δn× (n×Cθ)] = −2(N − 1)
N
g[(n×Cθ)× (n×Cθ)]. (5.246)
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It is easier to use
Cθ(x) = −2(N − 1)
N
g−1n(x)× δn(x), (5.247)
to derive
δCθ = −2(N − 1)
N
g−1(δn× δn). (5.248)
This leads immediately to the nilpotency:
δδCθ = −2(N − 1)
N
g−1(δδn× δn) + 2(N − 1)
N
g−1(δn× δδn) = 0. (5.249)
By using the Jacobi identity and (5.243), we find
δCθ =
2(N − 1)
N
g[−(n×Cθ)× (n×Cθ)]
=
2(N − 1)
N
g[Cθ × ((n×Cθ)× n) + n× (Cθ × (n×Cθ))]
=g[−Cθ ×Cθ + 2(N − 1)
N
n× (Cθ × (n×Cθ))]. (5.250)
For N = 2, this reproduces the SU(2) result:
δCθ = −gCθ ×Cθ, (5.251)
since Cθ × (n×Cθ) = (Cθ ·Cθ)n− (Cθ · n)Cθ = 0.
We can introduce two kinds of antighost and the Nakanishi-Lautrup field with the nilpotent BRST
transformations:
δC¯ω = iNω, δNω = 0, (5.252)
and
δC¯θ = iNθ, δNθ = 0. (5.253)
In harmony with (5.242), we require that C¯θ satisfies
0 = C¯θ(x)
H˜ := C¯θ(x) +
2(N − 1)
N
n(x)× (n(x)× C¯θ(x)), (5.254)
which is
C¯θ(x) = −2(N − 1)
N
n(x)× (n(x)× C¯θ(x)). (5.255)
By identifying the reduction condition χ = 0 with a gauge-fixing condition for the enlarged gauge
symmetry, the gauge-fixing term and the associated ghost term is obtained from
LθGF+FP = −iδ[C¯θ ·χ] = Nθ · χ+ iC¯θ · δχ, χ := Dµ[V]Xµ. (5.256)
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Here, it should be remarked that the antighost field C¯θ must have the same degrees of freedom of the
constraint χ := Dµ[V]Xµ. This is achieved by requiring n(x) · C¯θ(x) = 0, since n(x) · χ(x) = 0. We
can show (see Appendix H) that
iC¯θ · δχ = N
2(N − 1)iC¯θ ·Dµ[V −X]Dµ[A](Cω −Cθ). (5.257)
Thus, we have obtained the gauge-fixing and the Faddeev-Popov ghost term for the reduction condition
Dµ[V]Xµ = 0 for the SU(N) Yang-Mills theory in the minimal option:
LθGF+FP =Nθ ·Dµ[V]Xµ +
N
2(N − 1)iC¯θ ·Dµ[V −X]Dµ[A](Cω −Cθ). (5.258)
Indeed, this result reproduces the SU(2) case by taking N = 2, i.e., (4.88) in the previous section.
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6. Wilson loop operator via a non-Abelian Stokes theorem
The non-Abelian Wilson loop operator is defined as a path-ordered product of an exponential with
an argument of the line integral along a loop, i.e., a closed path C. Using the ordinary Stokes theorem,
the Abelian Wilson loop operator is rewritten into a surface integral on the surface S whose boundary
is given by C. Such an expression is possible even for the non-Abelian Wilson loop operator, although
it is more complicated than the Abelian version. In contrast to the ordinary Stokes theorem, there exist
many versions for the non-Abelian Stokes theorem (NAST) [55, 56, 67, 68, 69, 70, 71, 72]. In this
section, we treat a version of the NAST derived by Diakonov and Petrov [55, 56]. This version of
NAST is able to remove the path ordering from the expression of the non-Abelian Wilson loop operator.
Instead, we must perform the functional integration. The NAST is manifestly gauge invariant, since the
Wilson loop operator is defined in the gauge invariant way. The NAST is very useful to extract magnetic
monopoles inherent in the the Yang-Mills theory through the Wilson loop operator and to understand
quark confinement based on the dual superconductivity picture.
We use the coherent state to derive the NAST in the unified way according to the path integral for-
malism. This enables us to derive the general NAST for any compact Lie group G, which generalizes the
result originally derived for SU(2) by Diakonov and Petrov. For SU(2), this reproduces the NAST for
the gauge group G = SU(2) using the spin coherent state representation, which clarifies the relationship
between the inherent magnetic monopole and the Berry phase (geometric phase).
6.1. Coherent states and maximal stability subgroup
We consider a Lie group G characterized by continuous parameters θ1, · · · , θdimG where a total
number dimG of the parameters is called the dimension of the group G. Let G be the Lie algebra of a
Lie group G. The generators of G are denoted by TA (A = 1, · · · , dimG).
The gauge group G has the Lie algebra G with the generators {TA}, which obey the commutation
relations
[TA, TB] = ifAB
CTC , (A,B,C ∈ {1, · · · , dimG}) (6.1)
where the numerical coefficients fABC are called the structure constants of the Lie algebra.50 From the
definition, we find
fAB
C = −fBAC . (6.2)
We define the Cartan metric by
gAB := fAE
CfBC
E . (6.3)
Then the Cartan metric is symmetric:
gAB = gBA. (6.4)
The inverse of the Cartan metric is defined by
gABgBC = δ
A
C . (6.5)
Using the Cartan metric, we can define the structure constant fABC by
fABC := gCEfAB
E (6.6)
The structure constant fABC is completely antisymmetric in the indices A,B,C, which is shown using
the relation
fAE
FfBC
E + fBE
FfCA
E + fCE
FfAB
E = 0, (6.7)
50 The superscript and the subscript in a structure constant can be distinguish using the Cartan metric later.
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derived from the Jacobi identity:
[TA, [TB, TC ]] + [TB, [TC , TA]] + [TC , [TA, TB]] = 0. (6.8)
The Cartan subgroup H of a group G is defined to be the maximal commutative semi-simple
subgroup of G. Let H be the Cartan subalgebra of G , i.e., the Lie algebra of the Cartan subgroup
H . The generators of the Cartan subalgebra H are denoted by Hj (j = 1, , · · · , r) where r is called the
rank of the group G, i.e., r := rankG.
If the Lie algebra is semi-simple,51 it is more convenient to rewrite the Lie algebra in terms of the
Cartan basis {Hj , Eα, E−α} instead of TA. There are two types of basic operators in the Cartan basis,
Hj and E±α. The operators Hj in the Cartan subalgebra may be taken as diagonal operators (matrices),
while E±α are the off-diagonal shift operators (matrices). They obey the commutation relations
[Hj, Hk] =0, (j, k ∈ {1, 2, · · · , r}) (6.9a)
[Hj, Eα] =αjEα, (j = 1, · · · , r) (6.9b)
[Eα, Eβ] =
{
Nα;βEα+β (α + β ∈ R)
0 (α + β 6∈ R, α+ β 6= 0) , (6.9c)
[Eα, E−α] =αjHj , (6.9d)
where R is the root system, i.e., a set of root vectors {α1, · · · , αr}, with r being the rank of G.
We consider a representation R of the group G. Let dR be the dimension of the representation
R of the group G. Let the Hilbert space V Λ be a carrier, i.e., the representation space of the unitary
irreducible representation ΓΛ of G. We use a reference state |Λ〉 within the Hilbert space V Λ.
As a reference state |Λ〉, we can use the highest-weight state which is defined as follows. First, the
highest-weight state |Λ〉 is the (normalized) common eigenvector of the generators H1, H2, · · · , Hr in
the Cartan subalgebra:
Hj |Λ〉 = Λj |Λ〉 (j = 1, · · · , r), (6.10)
with the eigenvalues Λ1,Λ2, · · · ,Λr. In other words, |Λ〉 is mapped into itself by all diagonal operators
Hj . Second, the highest-weight state satisfies
(i) |Λ〉 is annihilated by all the (off-diagonal) shift-up operators Eα with α ∈ R+:
Eα|Λ〉 = 0 (α ∈ R+), (6.11)
(ii) |Λ〉 is annihilated by some shift-down operators Eα with α ∈ R−, not by other Eβ with β ∈ R−:
Eα|Λ〉 = 0 (some α ∈ R−); Eβ|Λ〉 = |Λ + β〉 (some β ∈ R−). (6.12)
where R+ (R−) is a subsystem of positive (negative) roots.52
Therefore, the highest-weight state |Λ〉 is labeled by r eigenvaluesΛ1, · · · ,Λr. Here the r-dimensional
vector Λ = (Λ1, . . . ,Λr) is called the highest–weight vector of the representation. Similarly, we can
define the lowest-weight state to characterize the representation instead of the highest-weight state.
51 Note that any compact semi-simple Lie group is a direct product of compact simple Lie group. Therefore, it is sufficient
to consider the case of a compact simple Lie group. In the following we assume that G is a compact simple Lie group, i.e., a
compact Lie group with no closed connected invariant subgroup.
52 The root vector is defined to be the weight vector of the adjoint representation. A weight ~νj is called positive if its last
non-zero component is positive. With this definition, the weights satisfy ν1 > ν2 > · · · > νN .
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We denote a reference state |Λ〉 and its conjugate 〈Λ| by
|Λ〉 =

λ1
λ2
.
.
.
λdR
 = (λ1, · · · , λdR)T , 〈Λ| = (λ∗1, λ∗2, · · · , λ∗dR), (6.13)
where the reference state is normalized to unity:
〈Λ|Λ〉 =
dR∑
a=1
λ∗aλa = 1. (6.14)
The rank r of G = SU(N) is given by r = rankG = N−1. For G = SU(N), the representation has the
dimension: dR = N for the fundamental representation, dR = N2 − 1 for the adjoint representation
and so on.
For the fundamental representation, the highest-weight state is represented by
|Λ〉 = (1, · · · , 0, 0)T =

1
0
.
.
.
0
 or 〈Λ| = (1, . . . , 0, 0), (6.15)
while the lowest-weight state is represented by
|Λ〉 = (0, · · · , 0, 1)T =

0
.
.
.
0
1
 or 〈Λ| = (0, . . . , 0, 1). (6.16)
The coherent state |ξ,Λ〉 corresponding to the coset representatives ξ ∈ G/H˜ is constructed as
follows.53
We define the maximal stability subgroup (or isotropy subgroup) H˜ as a subgroup of G that
consists of all the group elements h that leave the reference state |Λ〉 invariant up to a phase factor:
h|Λ〉 = |Λ〉eiφ(h), h ∈ H˜. (6.17)
The maximal stability subgroup H˜ includes the Cartan subgroup H = U(1)r, i.e.,
H = U(1)r ⊂ H˜. (6.18)
For every element g ∈ G, there is a unique decomposition of g into a product of two group elements
ξ and h:
g = ξh ∈ G, ξ ∈ G/H˜, h ∈ H˜. (6.19)
We can obtain a unique coset space G/H˜ for a given |Λ〉. The action of arbitrary group element g ∈ G
on |Λ〉 is given by
|g,Λ〉 := g|Λ〉 = ξh|Λ〉 = ξ|Λ〉eiφ(h) = |ξ,Λ〉eiφ(h), (6.20)
53 We follow the method developed by Feng, Gilmore and Zhang and others [110, 111, 112]
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or
〈g,Λ| := 〈Λ|g† = 〈Λ|h†ξ† = e−iφ(h)〈Λ|ξ† = e−iφ(h)〈ξ,Λ|. (6.21)
Here we have defined the coherent state by
|ξ,Λ〉 := ξ|Λ〉. (6.22)
The coherent states |ξ,Λ〉 are in one-to-one correspondence with the coset representatives ξ ∈ G/H˜:
|ξ,Λ〉 ↔ G/H˜, (6.23)
and the coherent states preserve all the algebraic and topological properties of the coset space G/H˜. In
other words, |ξ,Λ〉 and ξ ∈ G/H˜ are topologically equivalent.
The phase factor is unimportant in the following discussion because we consider the expectation
value of operators O in the coherent state:
〈g,Λ|O |g,Λ〉 = e−iφ(h) 〈ξ,Λ|O |ξ,Λ〉eiφ(h) = 〈ξ,Λ|O |ξ,Λ〉 , (6.24)
and the projection operator defined by
g|Λ〉〈Λ|g† = |g,Λ〉〈g,Λ| = |ξ,Λ〉eiφ(h)e−iφ(h)〈ξ,Λ| = |ξ,Λ〉〈ξ,Λ| = ξ|Λ〉〈Λ|ξ†. (6.25)
We recall that every group element g ∈ G can be written as the exponential of a complex linear com-
bination of diagonal operators Hj and off-diagonal shift operators E±α. If the irreducible representation
ΓΛ(G ) is unitary, then H†j = Hj and E†α = E−α. Then the coherent state is given by
|ξ,Λ〉 = ξ|Λ〉 = exp
∑
β∈R−
(
ηβEβ − η¯βE†β
) |Λ〉, ηβ ∈ C, (6.26)
where R+ (R−) is a subsystem of positive (negative) roots and the sum
∑
β is restricted to those shift
operators Eβ obeying (6.12) in (ii).
The coherent states are normalized to unity:
〈ξ,Λ|ξ,Λ〉 = 1, (6.27)
since the normalization condition of the coherent state is trivial:
1 = λ∗aλa = 〈Λ|Λ〉 =
〈
Λ|g†g|Λ〉 = 〈g,Λ|g,Λ〉 = 〈ξ,Λ|ξ,Λ〉 . (6.28)
The coherent state spans the entire space V Λ. However, the coherent states are non-orthogonal:
〈ξ′,Λ|ξ,Λ〉 6= 0 for any ξ, ξ′ ∈ G/H. (6.29)
By making use of the the group-invariant measure dµ(ξ) of G which is appropriately normalized, we
obtain the resolution of identity: ∫
|ξ,Λ〉dµ(ξ)〈ξ,Λ| = I. (6.30)
This shows that the coherent states are complete, but in fact over-complete. This is because the Hilbert
space of the state is spanned by a countable basis, while the coherent state is labeled by a continuous
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index. The resolution of identity (6.30) becomes very important later to obtain a non-Abelian Stokes
theorem for the Wilson loop operator, which is given as a path integral representation of the Wilson
loop operator.
Here it is quite important to remark that for G = SU(2) the maximal stability subgroup agrees with
the maximal torus group, i.e.,
G = SU(2) =⇒ H = U(1) = H˜. (6.31)
For a given group G = SU(N) (N ≥ 3), however, the maximal stability group is not unique and hence
it is not restricted to the maximal stability group:
H˜ ⊇ H = U(1)r (r = N − 1 > 1). (6.32)
For instance, the possible maximal stability groups are as follows.
G = SU(3) =⇒ H˜ = U(2), U(1)2,
G = SU(4) =⇒ H˜ = U(3), SU(2)× U(2), U(1)× U(2), U(1)3
G = SU(N) =⇒ H˜ = U(N − 1), · · · , U(1)N−1. (6.33)
This fact is an important point to be kept in mind for studying G = SU(3) case.
6.2. Highest-weight of the representation and the stability group
We prepare some formulae for the coherent state which are needed for later applications. We restrict
the following argument to G = SU(N) for concreteness.
For the reference state |Λ〉 of a representation R of a group G, we define a matrix ρ with the matrix
element ρab given by
ρ := |Λ〉 〈Λ| , ρab := |Λ〉a 〈Λ|b = λaλ∗b . (6.34)
Then the trace of ρ has a unity:
tr(ρ) = ρaa = |Λ〉a 〈Λ|a = λaλ∗a = 1, (6.35)
since the reference state is normalized to unity, i.e., 〈Λ|Λ〉 = λ∗aλa = 1. Moreover, the matrix element
〈Λ|O |Λ〉 of an arbitrary matrix O is written in the trace form:
〈Λ|O |Λ〉 = tr(ρO), (6.36)
since
〈Λ|O |Λ〉 = λ∗bObaλa = ρabOba = tr(ρO). (6.37)
For any representation of SU(N), we can construct the traceless matrixH through ρ according to
H := 1
2
(
ρ− 1
tr(1)
1
)
(tr(H) = 0) =⇒ ρ = 1
tr(1)
1+ 2H. (6.38)
Then, it is shown that H agrees with 54
H = ~Λ · ~H =
r∑
j=1
ΛjHj (j = 1, , · · · , r), (6.39)
54 For the derivation, see e.g., [55, 62]. In this reference, a special form for ρ = edd or |Λ〉 is chosen to study the
fundamental representation where a matrix edd has only one non-vanishing diagonal element: (edd)bc = δdbδdc (no sum over
d). However, the above derivation shows that the fundamental relationships for integrations that are necessary to obtain the
path-integral representation for the Wilson loop operator hold without specifying the explicit form of ρ or |Λ〉. Therefore,
the results of section II of this reference hold for the holonomy operator and the Wilson loop operator in the arbitrary
representation.
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where Hj (j = 1, , · · · , r) are the generators in the Cartan subalgebra and r-dimensional vector Λj
(j = 1, , · · · , r) is the weight of the representation. This is explicitly checked for SU(2) and SU(3) in
what follows.
In the arbitrary representation, the matrix element of any Lie algebra valued operator O in the coher-
ent states is cast into the form of the trace:
〈g,Λ|O |g˜,Λ〉 = 〈Λ|g†O g˜|Λ〉 =tr[g†O g˜ρ] = tr[O g˜ρg†]. (6.40a)
Hence the matrix element of any Lie algebra valued operator O in the coherent state reads
〈g,Λ|O |g˜,Λ〉 = tr[O g˜ρg†] =tr
[
g†O g˜
(
1
tr(1)
1+ 2H
)]
(6.41a)
=tr
[(
1
tr(1)
g˜g† + 2g˜Hg†
)
O
]
. (6.41b)
We define a color field m(x) having its value in the Lie algebra G = su(N) by
m(x) := g(x)Hg(x)† ∈ G = su(N), g(x) ∈ SU(N), (6.42)
which is traceless
tr[m(x)] = tr[H] = 0. (6.43)
Then the (local) diagonal matrix element is cast into
〈g(x),Λ|O(x)|g(x),Λ〉 = tr
{[
1
tr(1)
1+ 2m(x)
]
O(x)
}
, (6.44)
which has the special case:
〈Λ|O(x)|Λ〉 = tr
[(
1
tr(1)
1+ 2H
)
O(x)
]
. (6.45)
In particular, the traceless operator O(x) obeys simpler relations:
〈ξ(x),Λ|O(x)|ξ(x),Λ〉 =2tr {m(x)O(x)} ,
〈Λ|O(x)|Λ〉 =2tr {HO(x)} . (6.46)
It should be remarked that m(x) does not depend on H˜:
m(x) =
1
2
[g(x)ρg(x)† − 1/tr(1)] = 1
2
[ξ(x)ρξ(x)† − 1/tr(1)], (6.47)
which follows from
h(x)ρh(x)† = ρ⇐⇒ h(x)Hh(x)† = H. (6.48)
By using (6.39), we find that the (unnormalized) color field m(x) defined by (6.42) is rewritten into
m(x) = ξ(x)h(x)Hh(x)†ξ(x)† = ξ(x)Hξ(x)† =
r∑
j=1
Λjnj(x), (6.49)
which is a linear combination of the r = N − 1 new fields nj(x) defined by
nj(x) := ξ(x)Hjξ(x)
† (j = 1, · · · , N − 1). (6.50)
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For later convenience, we can introduce n˜(x) and n(x) defined by
n˜(x) := 2m(x) =
√
2(N − 1)
N
n(x) = 2g(x)Hg(x)†. (6.51)
Moreover, we can introduce the normalized color field n(x) by
n(x) =
√
N
2(N − 1)n˜(x) =
√
2N
N − 1m(x) =
√
2N
N − 1g(x)Hg(x)
†, (6.52)
since the field m(x) can be normalized by multiplying a factor
√
2N
N−1 ,
2tr[m(x)m(x)] = 2tr(HH) = 2ΛjΛktr(HjHk) = Λ2j =
N − 1
2N
. (6.53)
In this way we can introduce a vector field n(x) of unit length.
6.3. Explicit construction for SU(2)
For G = SU(2), dimG = 22 − 1 = 3 implies that there are three generators TA (A = 1, 2, 3), and
rankG = 1 implies that one of them is diagonal, making the Cartan subalgebra. For the fundamental
representation, the generators TA (A = 1, 2, 3) of G = su(2) are constructed from the Pauli matrices
σA:
TA =
1
2
σA (A = 1, 2, 3), σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, (6.54)
where σ3 is chosen to be diagonal. The generators satisfy the relations:[σA
2
,
σB
2
]
= iεABC
σC
2
,
{σA
2
,
σB
2
}
=
1
2
δAB1. (6.55)
They show that the structure constant of the group SU(2) is equal to the Levi-Civita symbol εABC , a
completely antisymmetric tensor of rank 3 with ε123 := 1, i.e., fABC = εABC . Then the Cartan metric is
diagonal given by
gAB = gBA = −fAECfBCE = −εAECεBCE = 2δAB, (6.56)
and the structure constant fABC differ from fABC by the factor 2:
fABC := gCEfAB
E = 2fAB
C . (6.57)
The inverse Cartan metric is
gAB =
1
2
δAB. (6.58)
As the Cartan subalgebra we have chosen
H1 = T3. (6.59)
Then the representation matrix of the adjoint representation is given by
{Ad(H1)}AB = −iǫ3AB =
0 −i 0i 0 0
0 0 0
 . (6.60)
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H1
- α
Λ
H1
- α α
Figure 5: Root diagram and weight diagram of the fundamental representation of SU(2) where Λ is the highest weight of the
fundamental representation.
Let vα = (vAα ) be the eigenvector associated with the eigenvalue α of the eigenvalue equation given by
{Ad(H1)}ABvBα = αvAα (A,B = 1, 2, 3). (6.61)
By solving this equation, we can obtain two eigenvalues (other than zero):
α = ±1, (6.62)
and the corresponding three-dimensional (normalized) eigenvectors:55
vAα = v
A
± :=
1
2
 1±i
0
 . (6.63)
These eigenvalues α = ±1 are called the roots (See Fig. 5). The root space of SU(2) is one dimension.
The generator of the Lie algebra corresponding to the respective root is given by
E+ = v
A
+TA =
1
2
(T1 + iT2), E− = vA−TA =
1
2
(T1 − iT2) = (E+)†. (6.64)
We find that {H1, E+, E−} constitutes the Cartan standard form:
[H1, E±] = ±E±, [E+, E−] = 1
2
H1. (6.65)
For SU(2), thus, the Cartan basis {H1, E+, E−} is obtained from the Pauli basis σA (A = 1, 2, 3)
as
H1 =
σ3
2
=
1
2
(
1 0
0 −1
)
,
√
2E+ =
1√
2
σ1 + iσ2
2
=
1√
2
(
0 1
0 0
)
,
√
2E− =
1√
2
σ1 − iσ2
2
=
1√
2
(
0 0
1 0
)
. (6.66)
The highest-weight state |Λ〉 for the fundamental representation of SU(2) is given by
|Λ〉 =
(
1
0
)
, (6.67)
55 By using the Cartan metric, the normalization of the vector vα yields 1 = gABvAα ∗vBα = 2vAα ∗vAα = 2|vAα |2.
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which is indeed the eigenvector of the Cartan generator H1 with the eigenvalue 1/2:
H1
(
1
0
)
=
1
2
(
1
0
)
=⇒ Λ1 = 1
2
. (6.68)
The shift-up operator E+ and shift-down operator E− act on the highest-weight state |Λ〉 as
E+
(
1
0
)
=
1
2
(
0
0
)
= 0, E−
(
1
0
)
=
1
2
(
0
1
)
. (6.69)
This leads to the lowest-weight state:
|Λ′〉 =
(
0
1
)
, H1
(
0
1
)
= −1
2
(
0
1
)
=⇒ Λ1 = −1
2
. (6.70)
The shift-up and shift-down operators act on the lowest-weight state as
E+
(
0
1
)
=
1
2
(
1
0
)
, E−
(
0
1
)
=
1
2
(
0
0
)
= 0. (6.71)
Then the projection operator is obtained as
ρ :=|Λ〉〈Λ| =
(
1
0
)
(1, 0) =
(
1 0
0 0
)
=⇒ ρ− 1
2
1 =
σ3
2
. (6.72)
Every representation of SU(2) is specified by a half integer J :
Λ1 = J =
1
2
, 1,
3
2
, 2, · · · . (6.73)
The fundamental representation J = 1
2
of SU(2) leads to
H = 1
2
(
ρ− 1
2
1
)
=
1
2
diag
(
1
2
,
−1
2
)
=
1
2
σ3
2
= Λ1H1. (6.74)
Thus, the two expressions (6.38) and (6.39) for H are equivalent.
For SU(2), we recall the relationship:
n(x) = n˜(x) = 2m(x) = 2g(x)Hg(x)†. (6.75)
Then the color field is unique (up to the signature):
n(x) = n1(x) = ξ(x)H1ξ(x)
† = ξ(x)
σ3
2
ξ(x)†, (6.76)
and
m(x) = Λ1n(x) = Jn(x) =
1
2
ξ(x)
σ3
2
ξ(x)†. (6.77)
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6.4. Explicit construction for SU(3)
For G = SU(3), dimG = 32 − 1 = 8 implies that there are eight generators TA, and rankG = 2
implies that two of them are diagonal, making the Cartan subalgebra.
For the fundamental representation, we can adopt the Gell-Mann matrices λA to denote the eight
generators TA = 12λA (A = 1, · · · , 8) of su(3):
λ1 =
 0 1 01 0 0
0 0 0
 , λ2 =
 0 −i 0i 0 0
0 0 0
 , λ3 =
 1 0 00 −1 0
0 0 0
 ,
λ4 =
 0 0 10 0 0
1 0 0
 , λ5 =
 0 0 −i0 0 0
i 0 0
 ,
λ6 =
 0 0 00 0 1
0 1 0
 , λ7 =
 0 0 00 0 −i
0 i 0
 , λ8 = 1√
3
 1 0 00 1 0
0 0 −2
 . (6.78)
For G = SU(3), the commutation relations for the Gell-Mann matrices are given by[
λA
2
,
λB
2
]
= ifAB
C λC
2
, (6.79)
The structure constant fABC is completely antisymmetric in the indices A,B,C. and the non-vanishing
structure constants take the values:
f12
3 = 1, f45
8 = f67
8 =
√
3
2
,
f14
7 = f24
6 = f25
7 = −f156 = f453 = −f673 = 1
2
. (6.80)
For G = SU(3), the three blocks correspond to the off-diagonal indices, (a, b) ∈ {(1, 2), (4, 5), (6, 7)}:
f12
3 = 1, f45
3 =
1
2
, f67
3 =
−1
2
, f45
8 =
√
3
2
, f67
8 =
√
3
2
. (6.81)
Other non-zero values are
f14
7 =
1
2
, f15
6 =
−1
2
, f24
6 =
1
2
, f25
7 =
1
2
. (6.82)
Then the Cartan metric is diagonal:
gAB = gBA = −fAECfBCE = 3δAB, (6.83)
and the structure constant fABC differ from fABC by the factor 3:
fABC = gCEfAB
E = 3fAB
C . (6.84)
Then the inverse Cartan metric is
gAB =
1
3
δAB. (6.85)
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In the following applications, we do not distinguish fABC and fABC , since the Cartan metric is propor-
tional to the unit matrix and hence the difference can be absorbed into the redefinition of the base, i.e.,
the rescaling of the overall factor of the basis vector.
In view of rankSU(3) = 2, as the Cartan subalgebra of su(3), we choose
H1 = T3, H2 = T8 (6.86)
Then the adjoint representation has the representation matrices:
{Ad(H1)}AB = −ifAB3 =

0 −i 0 0 0 0 0 0
+i 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 −i1
2
0 0 0
0 0 0 +i1
2
0 0 0 0
0 0 0 0 0 0 +i1
2
0
0 0 0 0 0 −i1
2
0 0
0 0 0 0 0 0 0 0

,
{Ad(H2)}AB = −ifAB8 =

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 −i
√
3
2
0 0 0
0 0 0 +i
√
3
2
0 0 0 0
0 0 0 0 0 0 −i
√
3
2
0
0 0 0 0 0 +i
√
3
2
0 0
0 0 0 0 0 0 0 0

. (6.87)
Let vαj be the eigenvectors associated with the eigenvalues αj of the two eigenvalue equations given by
{Ad(Hj)}ABvBαj = αjvAαj (j = 1, 2;A,B = 1, 2, · · · , 8). (6.88)
By solving these equations, we can obtain six pairs of eigenvalues ~α = (α1, α2) (other than two zeros,
i.e., 2(0, 0)) for each j = 1, 2, and the six simultaneous eight-dimensional eigenvectors vαj = (vAαj )
(A = 1, 2, · · · , 8):
~α =± ~α(1) := ±(1, 0)→ v~α = v±~α(1) :=
1√
6
(1,±i, 0, 0, 0, 0, 0, 0)T ,
~α =± ~α(2) := ±(1/2,
√
3/2)→ v~α = v±~α(2) :=
1√
6
(0, 0, 0, 1,±i, 0, 0, 0, 0)T ,
~α =± ~α(3) := ±(−1/2,
√
3/2)→ v~α = v±~α(3) :=
1√
6
(0, 0, 0, 0, 0, 1,±i, 0)T , (6.89)
where T is the transpose for writing a vector vαj to a column vector. Here ~α = (α1, α2) are the root
vectors. The root space of SU(3) is two dimension. The generators of the Lie algebra corresponding to
the respective root are given by
E±α(1) = v
A
±~α(1)TA =
1√
6
(T1 ± iT2), E±α(2) = vA±~α(2)TA =
1√
6
(T4 ± iT5),
E±α(3) = v
A
±~α(3)TA =
1√
6
(T6 ± iT7). (6.90)
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H1
H2
− α(3)
α(1)
α(2)
- α(1)
- α(2)
 α(3)
Figure 6: The root diagram of SU(3), where positive root vectors are given by ~α(1) = (1, 0), ~α(2) = (12 ,
√
3
2 ), and
~α(3) = (−12 ,
√
3
2 ). The two simple roots are given by α
1 := ~α(1) and α2 := ~α(3).
We find that {H1, H2, E+α(1), E−α(1) , E+α(2) , E−α(2) , E+α(3) , E−α(3)} forms the Cartan standard form:56
[Hj , Eα] =αjEα, ([Hj , E
†
α] = −αjE†α),
[Eα, E
†
β] =α
jHjδαβ ,
[Eα, Eβ] =− 1√
6
ǫαβγE†γ (α + β + γ = 0). (6.91)
Each block is characterized by the positive roots given by (See Fig. 6)
~α(1) = (1, 0), ~α(2) =
(
1
2
,
√
3
2
)
, ~α(3) =
(
−1
2
,
√
3
2
)
, (6.92)
where the simple roots are given by
α1 := ~α
(1), α2 := ~α
(3). (6.93)
For G = SU(3), the Cartan basis {H1, H2, E±α(1) , E±α(2), E±α(3)} is defined from the Gell-Mann
basis λA (A = 1, ..., 8) by
H1 = T3, H2 := T8, E±α(1) :=
1√
2
(T1 ± iT2), E±α(2) :=
1√
2
(T4 ± iT5), E±α(3) :=
1√
2
(T6 ± iT7),
(6.94)
or the matrix form:
H1 =
1
2
λ3 =
1
2
1 0 00 −1 0
0 0 0
 , H2 = 1
2
λ8 =
1
2
1√
3
1 0 00 1 0
0 0 −2
 ,
√
2E±α(1) :=
1
2
(λ1 ± iλ2) =
0 1 00 0 0
0 0 0
 ,
0 0 01 0 0
0 0 0
 ,
√
2E±α(2) :=
1
2
(λ4 ± iλ5) =
0 0 10 0 0
0 0 0
 ,
0 0 00 0 0
1 0 0
 ,
√
2E±α(3) :=
1
2
(λ6 ± iλ7) =
0 0 00 0 1
0 0 0
 ,
0 0 00 0 0
0 1 0
 . (6.95)
56 This form for the commutation relations is sometimes useful to treat all the root vectors on equal footing so that α+β+
γ = 0.
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H1
H2
H1
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Figure 7: The weight diagram and root vectors required to define the coherent state in the fundamental representations
[1, 0] = 3, [0, 1] = 3∗ of SU(3) where ~Λ = ~h1 = ~ν1 := (12 ,
1
2
√
3
) is the highest weight of the fundamental representation,
and the other weights are ~ν2 := (− 12 , 12√3 ) and ~ν3 := (0,− 1√3 ).
For the fundamental representation of SU(3), the highest-weight state is given by
|Λ〉 =
10
0
 , (6.96)
since this state is the simultaneous eigenstates of two Cartan generators H1, H2 with eigenvalues repre-
sented by the weight vector ~Λ:
[1, 0] : H1
10
0
 = 1
2
10
0
 , H2
10
0
 = 1
2
√
3
10
0
 =⇒ ~Λ = ~ν1 := (1
2
,
1
2
√
3
), (6.97)
where [1, 0] is the Dynkin index explained later. The shift-up operators act on the highest-weight state
to yield the trivial result:
E+α(1)
10
0
 =
00
0
 = 0, E+α(2)
10
0
 = 0, E+α(3)
10
0
 = 0, (6.98)
while the shift-down operators leads to the non-trivial result:
√
2E−α(1)
10
0
 =
01
0
 , √2E−α(2)
10
0
 =
00
1
 , √2E−α(3)
10
0
 = 0. (6.99)
For other states in the fundamental representation, we find
[−1, 1] : H1
01
0
 = −1
2
01
0
 , H2
01
0
 = 1
2
√
3
01
0
 , ~ν2 := (−1
2
,
1
2
√
3
),
[0,−1] : H1
00
1
 = 0
00
1
 , H2
00
1
 = −1√
3
00
1
 , ~ν3 := (0, −1√
3
). (6.100)
The shift-up and shift-down operators act on the highest-weight state |Λ〉 = |ν1〉 to yield the result:
See Fig. 8.
E+α(1) |Λ〉 = 0, E−α(1) |Λ〉 = |ν2〉 ,
E+α(2) |Λ〉 = 0, E−α(2) |Λ〉 = |ν3〉 ,
E+α(3) |Λ〉 = 0, E−α(3) |Λ〉 = 0. (6.101)
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Figure 8: The weight diagram and root vectors required to define the coherent state in the fundamental representations
[1, 0] = 3, [0, 1] = 3∗ of SU(3) where ~Λ = ~h1 = ~ν1 := (12 ,
1
2
√
3
) is the highest weight of the fundamental representation 3.
For G = SU(3), the rank is two r = 2 and every representation is specified by the Dynkin indices
[m,n]. The two-dimensional highest weight vector of the representation [m,n] is given by
~Λ = m~h1 + n~h2, (6.102)
using the highest weight ~h1 of a fundamental representation [1, 0] = 3 and ~h2 of another fundamental
representation, i.e., the conjugate representation [0, 1] = 3∗. The weight diagrams for fundamental
representations 3 and 3∗ are given in Fig. 7. As the highest weight of 3 we adopt the standard one:
~h1 =
(
1
2
,
1
2
√
3
)
= ~ν1. (6.103)
As the highest weight of the conjugate representation 3∗, on the other hand, we choose
~h2 =
(
0,
1√
3
)
= −~ν3. (6.104)
Then the highest weight vector of [m.n] is given by
~Λ = (Λ1,Λ2) =
(
m
2
,
m+ 2n
2
√
3
)
. (6.105)
The generators of SU(3) in the Cartan basis are written as
{H1, H2, Eα, Eβ, Eα+β , E−α, E−β, E−α−β}. (6.106)
See Fig. 6 for the explicit choice.
Every representation R of SU(3) specified by the Dynkin index [m,n] belongs to (I) or (II):
(I) [Minimal case] If mn = 0, (m = 0 or n = 0), the maximal stability group H˜ is given by
H˜ = U(2), (6.107)
with generators {H1, H2, Eβ, E−β}. In the minimal case, dim(G/H˜) is minimal. Such a degener-
ate case occurs when the highest-weight vector ~Λ is orthogonal to some root vectors.
For example, the fundamental reprentation [1, 0] has the maximal stability subgroup U(2) with the
generators {H1, H2, Eα(3) , E−α(3)} ∈ u(2), where
~Λ = ~ν1 ⊥ ~α(3),−~α(3). (6.108)
See Fig. 9.
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Figure 9: The relationships among the weight vectors ~ν1, ~ν2, ~ν3 in the fundamental representations 3 and the root vectors
~α(1), ~α(2), ~α(3) in SU(3). We find ~ν1 ⊥ ~α(3),−~α(3). Here ~Λ = ~ν1 := (12 , 12√3 ) is the highest weight of the fundamental
representation 3.
H1
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Λ
Figure 10: The weight vectors and root vectors required to define the coherent state in the adjoint representation [1, 1] = 8
of SU(3), where ~Λ = (12 ,
√
3
2 ) is the highest weight of the adjoint representation.
(II) [Maximal case] If mn 6= 0 (m 6= 0 and n 6= 0), H is the maximal torus group
H˜ = H = U(1)× U(1), (6.109)
with generators {H1, H2}. In the maximal case II, dim(G/H˜) is maximal. This is a non-degenerate
case.
For example, the adjoint representation [1, 1] has the maximal stability subgroup U(1)×U(1) with
the generators {H1, H2} ∈ u(1) + u(1). See Fig.10.
In the minimal case, the coset G/H˜ is given by
SU(3)/U(2) = SU(3)/(SU(2)× U(1)) = CP 2, (6.110)
whereas in the maximal case,
SU(3)/(U(1)× U(1)) = F2. (6.111)
Here, CP n is the complex projective space and Fn is the flag space. Therefore, the fundamental
representations (3 and 3∗) of SU(3) belong to the minimal case (I), and hence the maximal stability
group is U(2), rather than the maximal torus group U(1)× U(1).
For SU(3), the explicit form ofH for the fundamental representations is calculated using the diagonal
set of the Gell-Mann matrices λ3 and λ8:
H =1
2
(Λ1λ3 + Λ2λ8) =
1
2
(
m
2
λ3 +
m+ 2n
2
√
3
λ8
)
=
2m+n6 0 00 −m+n
6
0
0 0 −m−2n
6
 = 1
6
diag (2m+ n,−m+ n,−m− 2n) . (6.112)
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We enumerate all fundamental representations 3:57
[1, 0] : ~Λ =
(
1
2
,
1
2
√
3
)
= ~ν1, H = −1
6
diag (−2, 1, 1) , (6.113a)
[−1, 1] : ~Λ =
(−1
2
,
1
2
√
3
)
= ~ν2, H = −1
6
diag (1,−2, 1) , (6.113b)
[0,−1] : ~Λ =
(
0,
−1√
3
)
= ~ν3, H = −1
6
diag (1, 1,−2) = −1√
3
λ8
2
, (6.113c)
and their conjugates 3∗
[0, 1] : ~Λ =
(
0,
1√
3
)
= −~ν3, H = −1
6
diag (1, 1,−2) = −1√
3
λ8
2
, (6.114a)
[1,−1] : ~Λ =
(
1
2
,
−1
2
√
3
)
= −~ν2, H = −1
6
diag (1,−2, 1) , (6.114b)
[−1, 0] :~Λ =
(−1
2
,
−1
2
√
3
)
= −~ν1, H = −1
6
diag (−2, 1, 1) . (6.114c)
For three fundamental representations (6.113a), (6.113b) and (6.113c), the eigenvectors (6.10) are
found to be
|Λ〉 = (1, 0, 0)T , |Λ〉 = (0, 1, 0)T , & |Λ〉 = (0, 0, 1)T , (6.115)
respectively.
For SU(3), the m field is a linear combination of two color fields:
n1(x) = g(x)
λ3
2
g†(x), n2(x) = g(x)
λ8
2
g†(x). (6.116)
The m field reads for [1, 0] and [−1, 0],
m(x) = ±
[
1
2
n1(x) +
1
2
√
3
n2(x)
]
= ± 1√
3
[√
3
2
n1(x) +
1
2
n2(x)
]
, (6.117a)
for [−1, 1] and [1,−1],
m(x) = ±
[
−1
2
n1(x) +
1
2
√
3
n2(x)
]
= ± 1√
3
[
−
√
3
2
n1(x) +
1
2
n2(x)
]
. (6.117b)
In particular, for [0,−1] and [0, 1], Λ1 = 0 and hence the m field is written using only n2(x):
m(x) = ±−1√
3
n2(x). (6.117c)
57For another choice of h2 = −~ν2, the same results are obtained if the following replacement is performed. [-1,1] →
[0,-1], [0,-1]→ [-1,1], [0,1]→ [1,-1], [1,-1]→ [0,1]. H = 12 (Λ1λ3 + Λ2λ8) = diag
(
2m+n
6 ,
−m−2n
6 ,
−m+n
6
)
.
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For the fundamental representation of SU(3), the highest-weight state |Λ〉 yields the projection op-
erator and its traceless version:
ρ = |Λ〉〈Λ| =
1 0 00 0 0
0 0 0
 =⇒ H = 1
2
(
ρ− 1
3
1
)
=
1
6
2 0 00 −1 0
0 0 −1
 . (6.118)
Then the two expressions (6.38) and (6.39) of H are equivalent:
H = 1
2
(
ρ− 1
3
1
)
= Λ1H1 + Λ2H2. (6.119)
The color field is constructed as
n(x) =
√
3
2
n˜(x) =
√
3m(x) =
√
3g(x)Hg(x)† (g(x) ∈ SU(3)). (6.120)
n(x) = g(x)
−1
2
√
3
−2 0 00 1 0
0 0 1
 g(x)† ∈ SU(3)/U(2) ≃ CP 2. (6.121)
The matrix diag.(−2, 1, 1) is degenerate. Using the Weyl symmetry (discrete global symmetry as a
subgroup of color symmetry), it is changed into λ8. This color field describes a non-Abelian magnetic
monopole, which corresponds to the spontaneous symmetry breaking SU(3) → U(2) in the gauge-
Higgs model.
Note that
m(x) = mA(x)TA, m
A(x) = 2tr(m(x)TA) = 2tr(g(x)Hg†(x)TA), (6.122)
for the normalization tr(TATB) = 12δAB . For three fundamental representations (6.113a), (6.113b) and
(6.113c) of SU(3), mA(x) is equal to the first, second and third diagonal elements of g(x)TAg†(x)
respectively:
mA(x) = (g†(x)TAg(x))ff (f = 1, 2, 3; no sum over f). (6.123)
This is checked easily, e.g., for [1, 0],
mA(x) =2tr(Hg†(x)TAg(x))
=
2
3
(g†(x)TAg(x))11 − 1
3
(g†(x)TAg(x))22 − 1
3
(g†(x)TAg(x))33
=(g†(x)TAg(x))11, (6.124)
where we have used a fact that g†(x)TAg(x) is traceless. Therefore, we have
mA(x) =
〈
Λ|g†(x)TAg(x)|Λ
〉
= 〈g(x),Λ|TA|g(x),Λ〉 = 〈ξ(x),Λ|TA|ξ(x),Λ〉 , (6.125)
using the highest–weight state |Λ〉 of the respective fundamental representation.
The state |ξ(x),Λ〉 is regarded as the coherent state describing the subspace corresponding to the
subgroup G/H˜ = SU(3)/U(2) ≃ CP 2, the two-dimensional complex projective space. This is also
assured in the following way. The component mA of m is rewritten as
mA(x) = Φ∗(x)TAΦ(x) = φ∗a(x)(TA)abφb(x), φa(x) ∈ C, (a, b = 1, 2, 3), (6.126)
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by introducing the CP 2 variable φa(x):
φa(x) := (g(x) |Λ〉)a. (6.127)
The complex field φa(x) is indeed the CP 2 variable, since there are only two independent complex
degrees of freedom among three complex variables φa(x)(a = 1, 2, 3). This is because the variables are
subject to a constraint:
φ†(x)φ(x) :=
3∑
a=1
φ∗a(x)φa(x) = 〈Λ| g†(x)g(x) |Λ〉 = 〈Λ|Λ〉 = 1, (6.128)
and the invariance under the U(1) phase transformation eiθ eliminates one degree of freedom. This result
suggests that the Wilson loop operator in fundamental representations of SU(N) can be studied by the
CPN−1 valued field effectively, rather than FN−1. This parameterization becomes useful in the large N
expansion [60].
For SU(N), we can introduce N − 1 color fields nj(x) (j = 1, · · · , N − 1) corresponding to the
degrees of freedom of the maximal torus group U(1)N−1 of SU(N). This is just the way adopted in the
conventional approach. However, this is not necessarily effective to see the physics extractable from the
Wilson loop. This is because only the specific combinationm(x) of the color fields nj(x) has a physical
meaning as shown in the next chapter and this nice property ofm(x) will be lost oncem(x) is separated
into the respective color field, except for the SU(2) case in which m(x) agrees with the unique color
field n(x) of SU(2). In view of this, only the last color field nN−1(x) is enough for investigating quark
confinement through the Wilson loop in fundamental representations of SU(N).58
6.5. Non-Abelian Stokes theorem as a path-integral representation
Let A be the Lie algebra valued connection one-form:
A (x) := Aµ(x)dx
µ = A Aµ (x)TAdx
µ. (6.129)
For a given loop, i.e., a closed path C, the Wilson loop operator WC[A ] in the representation R is
defined by
WC [A ] := N−1trR
{
P exp
[
−ig
YM
∮
C
A
]}
, N := dR = trR(1), (6.130)
where P denotes the path ordering (defined precisely later) and the normalization factor N is equal
to the dimension dR of the representation R, to which the probe of the Wilson loop belongs, ensuring
WC [0] = 1. We introduce the Yang-Mills coupling constant gYM for later convenience, although this can
be removed by scaling the field A ′ = g
YM
A .
We show that the non-Abelian Wilson loop operator WC [A ] defined by the line integral along a
closed path C can be rewritten into a surface integral form. This fact is called a non-Abelian Stokes
theorem. It is derived through the path-integral representation of the Wilson loop operator.
58 This is called the minimal option proposed in Kondo, Shinohara and Murakami (2008). Indeed, the above combinations
(6.117a), (6.117b) and (6.117c) correspond to 6 minimal cases discussed. A unit vectorn(x) introduced in (6.52) is related to
m as
√
3m(x) = n(x) = (cosϑ(x))n1(x)+(sin ϑ(x))n2(x) where ϑ(x) denotes the angle of a weight vector in the weight
diagram measured anticlockwise from the H1 axis. Here (6.117a), (6.117b) and (6.117c) correspond to ϑ(x) = 16π(76π)
5
6π(
11
6 π), and
3
2π(
1
2π) respectively.
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Figure 11: A loop C for defining the Wilson loop operator is divided into N infinitesimal segments.
Let L be a curve (path) starting at x0 and ending at x which is parameterized by a parameter s:
x = x(s) (x0 = x(s0)). Then we define the parallel transporter WL[A ](s, s0) by
WL[A ](s, s0) := P exp
[
−ig
YM
∫
L:x0→x
A
]
= P exp
[
−ig
YM
∫ s
s0
dτA (τ)
]
, (6.131)
where we have defined the tangent component A (τ) of A (x) along the curve:
A (τ) = Aµ(x)dx
µ/dτ = A Aµ (x)TAdx
µ/dτ. (6.132)
The Wilson loop operator WC [A ] for a closed loop C is obtained by taking the trace of WL[A ] for
a closed path L = C:
WC [A ] = N−1tr(WC [A ](s, s0)) = N−1
N∑
a=1
WC [A ]aa(s, s0), (6.133)
where Wab is a matrix element of W specified by two indices a,b.
The parallel transporter WL[A ] satisfies the differential equation which has the same form as the
Schro¨dinger equation:
i
d
ds
WL[A ](s, s0) = gYMA (s)WL[A ](s, s0). (6.134)
Therefore, WL[A ] represents the time-evolution operator of a quantum mechanical system with the
Hamiltonian:
H(s) = g
YM
A (s) (6.135)
on the one-dimensional space parameterized by a parameter s, if s is identified with the time. This
suggests that it is possible to write the path-integral representation of the parallel transporter WL and the
Wilson loop operator WC .
The path ordering is defined as follows. Divide the path L into N infinitesimal segments so that the
parallel transporter is divided into that of the each infinitesimal segment (See Fig. 11):
P exp
[
−ig
YM
∫ s
s0
dτA (τ)
]
:=P
N−1∏
n=0
U(sn+1, sn),
=exp
[
−ig
YM
∫ sN
sN−1
dτA (τ)
]
exp
[
−ig
YM
∫ sN−1
sN−2
dτA (τ)
]
× . . .
· · · × exp
[
−ig
YM
∫ s1
s0
dτA (τ)
]
, (6.136)
where ǫ := (s−s0)/N and sn := s0+nǫ, and the infinitesimal parallel transporter U(sn+1, sn) is defined
by
U(sn+1, sn) := exp
[
−ig
YM
∫ sn+1
sn
dτA (τ)
]
. (6.137)
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We set s = sN and x = xN = x(sN). Then the non-Abelian Wilson loop operator should be understood
as
WC [A ] = lim
N→∞,ǫ→0
trR
[
P
N−1∏
n=0
U(sn+1, sn)
]
/trR(1). (6.138)
We follow the standard procedures of deriving the path-integral formula:
1. Replace the trace of the operator O by the integral:
trR(O)/trR(1) =
∫
dµ(g0) 〈g0,Λ|O |g0,Λ〉 , (6.139)
where dµ(g) is an invariant measure on G and the state is normalized
〈gn,Λ|gn,Λ〉 = 1. (6.140)
The proof of the relation (6.139) is given in Appendix I.
2. Insert a complete set of states at each partition point xn := x(sn) (n = 1, · · · , N − 1) on L:
1 =
∫
dµ(gn) |gn,Λ〉 〈gn,Λ| , gn := g(xn) (n = 1, · · · , N − 1), (6.141)
3. Take the limit N →∞ and ǫ→ 0 appropriately such that Nǫ = s− s0 is fixed.
As the complete set to be inserted, we adopt the coherent state. The coherent state |g,Λ〉 is con-
structed by operating a group element g ∈ G to a reference state |Λ〉:
|g,Λ〉 = g |Λ〉 , g ∈ G. (6.142)
Note that the coherent states are non-orthogonal:
〈g′,Λ|g,Λ〉 6= 0. (6.143)
Putting aside the issue of what type of complete set is chosen, we obtain
WC [A ] = lim
N→∞,ǫ→0
∫
dµ(g0)〈g0,Λ|U(sN , sN−1)|gN−1,Λ〉
×
∫
dµ(gN−1)〈gN−1,Λ|U(sN−1, sN−2)|gN−2,Λ〉
· · ·
∫
dµ(g1)〈g1,Λ|U(s1, s0)|g0,Λ〉
= lim
N→∞,ǫ→0
N−1∏
n=0
∫
dµ(gn)
N−1∏
n=0
〈gn+1,Λ|U(sn+1, sn)|gn,Λ〉, (6.144)
where we have used g0 = gN .
We define the transformed variable Ug(sn+1, sn) of U(sn+1, sn) by the action of a group element g:
〈gn+1,Λ|U(sn+1, sn)|gn,Λ〉 =〈Λ|g(xn+1)†U(sn+1, sn)g(xn)|Λ〉 = 〈Λ|Ug(sn+1, sn)|Λ〉, (6.145)
where
Ug(sn+1, sn) := g(xn+1)
†U(sn+1, sn)g(xn) = exp
[
−ig
YM
∫ sn+1
sn
dτA g(τ)
]
. (6.146)
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For taking the limit ǫ → 0 in the final step, it is sufficient to retain the O(ǫ) terms. Therefore, the
transition amplitude can be rewritten in the exponential form by introducing the gauge transformation
A g of the gauge variable A by a group element g as
〈Λ|Ug(sn+1, sn)|Λ〉 =〈Λ| exp
[
−ig
YM
∫ sn+1
sn
dτA g(τ)
]
|Λ〉
=〈Λ|
[
1− ig
YM
∫ sn+1
sn
dτA g(τ) +O(ǫ2)
]
|Λ〉
=〈Λ|Λ〉 − ig
YM
∫ sn+1
sn
dτ〈Λ|A g(τ)|Λ〉+O(ǫ2)
= exp
[
−iǫg
YM
∫ sn+1
sn
dτ〈Λ|A g(τ)|Λ〉
]
+O(ǫ2), (6.147)
where we have used the normalization condition, 〈Λ|Λ〉 = 1. Here A g(x) agrees with the gauge trans-
formation of A (x) by the group element g:
A g(x) := g(x)†A (x)g(x) + ig−1
YM
g(x)†dg(x). (6.148)
Defining the one-form Ag from the Lie algebra valued one-form A g by
Ag :=〈Λ|A g|Λ〉, Ag = Agµ(x)dxµ = 〈Λ|A gµ (x)|Λ〉dxµ, A g = A gµ (x)dxµ, (6.149)
we arrive at a path-integral representation of the Wilson loop operator:
WC [A ] =
∫
[dµ(g)]C exp
(
−ig
YM
∮
C
Ag
)
, (6.150)
where [dµ(g)]C is the product of the integration measure dµ(gn) at each partition point along the loop C:
[dµ(g)]C =
∏
x∈C
dµ(g(x)) := lim
N→∞,ǫ→0
N−1∏
n=0
dµ(gn), (6.151)
and d denotes the exterior derivative:
d = ds
d
ds
= ds
dxµ
ds
∂
∂xµ
= dxµ
∂
∂xµ
= dxµ∂µ. (6.152)
It should be remarked that the path-ordering has disappeared in the resulting path-integral representation.
We call this result the pre-non-Abelian Stokes theorem (pre-NAST).
Now the argument of the exponential is an Abelian quantity, since Agµ is no longer a matrix, just a
number. Therefore, we can apply the (usual) Stokes theorem:∮
C=∂S
ω =
∫
S
dω, (6.153)
to replace the line integral to the surface integral. Thus we obtain a non-Abelian Stokes theorem
(NAST) (See Fig. 12):
WC [A ] =
∫
[dµ(g)]Σ exp
[
−ig
YM
∫
Σ:∂Σ=C
F g
]
, (6.154)
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Figure 12: A closed loop C for defining the Wilson loop operator and the surface Σ whose boundary is given by the loop C.
where the F is the two-form defined by
F g = dAg =
1
2
F gµν(x)dx
µ ∧ dxν (6.155)
Here we have replaced the integration measure on the loop C by the integration measure on the surface
Σ:
[dµ(g)]Σ :=
∏
x∈Σ:∂Σ=C
dµ(g(x)), (6.156)
by inserting additional integral measures, 1 =
∫
dµ(g(x)) for x ∈ Σ − C. The explicit expression for
F g will be obtained in the next section.59
6.6. Restricted variable in the Wilson loop operator
We proceed to obtain the explicit expression for F g in the non-Abelian Stokes theorem for the Wilson
loop operator.
By using the operator ρ := |Λ〉 〈Λ| introduced in section 6.2, the “Abelian” field Ag in (6.149) is
written in the trace form of a matrix:
Agµ(x) :=〈Λ|A gµ (x)|Λ〉
=tr{ρA gµ (x)} = tr{g(x)ρg†(x)Aµ(x)} + ig−1YMtr{ρg†(x)∂µg(x)}. (6.157)
By introducing the traceless field n˜(x) defined by [which we call the color (direction) field after the
normalization]
n˜(x) := g(x)
[
ρ− 1
tr(1)
]
g†(x) = g(x)ρg†(x)− 1
tr(1)
, (6.158)
the “Abelian” field Ag is rewritten as
Agµ(x) =tr{n˜(x)Aµ(x)}+ ig−1YMtr{ρg†(x)∂µg(x)}, (6.159)
where we have used g(x)ρg†(x) = n˜(x) + 1
tr(1)
and Aµ is traceless: tr(Aµ) = 0, i.e., Aµ ∈ su(N). We
can introduce also the normalized and traceless field n(x) defined by
n(x) :=
√
N
2(N − 1)n˜(x) =
√
N
2(N − 1)g(x)
[
ρ− 1
tr(1)
]
g†(x), (6.160)
59 This version of the non-Abelian Stokes theorem was derived for the first time for the SU(2) Wilson loop operator based
on a different method in [55]. It is also derived based on the SU(2) coherent state in [58]. In the similar way, it has been
extended into the gauge group SU(3) in [59], and gauge group SU(N) in [60] and [65]. The presentation for SU(N) of
this chapter is based on the paper [62]. The Diakonov-Petrov version of the non-Abelian Stokes theorem can be derived in a
unified way using the coherent state, as given in this chapter. There exist other versions of the non-Abelian Stokes theorem,
see e.g., [66, 67, 68, 69, 70, 71, 72].
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which we call the color (direction) field.
We proceed to decompose the original gauge field Aµ(x) into two pieces Vµ(x) and Xµ(x):
Aµ(x) = Vµ(x) + Xµ(x). (6.161)
with different characters from the viewpoint of the contribution to the Wilson loop operator. We simply
require that Xµ(x) satisfies the condition:[defining equation]
(ii) n(x) ·Xµ(x) = 2tr{n(x)Xµ(x)} = 0. (6.162)
Then Xµ(x) disappears from the Wilson loop operator, since Agµ(x) is written without Xµ(x):
Agµ(x) =tr{n˜(x)Vµ(x)}+ ig−1YMtr{ρg†(x)∂µg(x)}. (6.163)
Consequently, the Wilson loop operator WC [A ] defined in terms of the original Yang-Mills field Aµ(x)
can be reproduced by the restricted field variable Vµ(x) alone and the remaining field variable Xµ(x) is
redundant for the Wilson loop operator: For arbitrary loop C and any representation R, the Wilson loop
operators satisfies
(a) WC [A ] =WC [V ], (6.164)
This is the restricted field dominance in the Wilson loop operator. This does not necessarily imply the
restricted field dominance for the Wilson loop average:
〈WC [A ]〉YM = 〈WC [V ]〉YM, (6.165)
which holds only when the cross term between V and X in the action can be neglected.
We look for the gauge covariant decomposition, which means that the decomposition holds after
the gauge transformation:
A ′µ(x) = V
′
µ(x) + X
′
µ(x). (6.166)
For the condition (ii) [eq.(6.162)] to be gauge covariant (or gauge invariant), the transformation of the
color field n given by (6.160)
g(x)→ U(x)g(x) =⇒ n(x)→ n′(x) = U(x)n(x)U †(x). (6.167)
requires that Xµ(x) transforms as an adjoint (matter) field:
Xµ(x)→ X ′µ(x) = U(x)Xµ(x)U †(x). (6.168)
This immediately means that Vµ(x) must transform under the gauge transformation just like the original
gauge field Aµ(x):
Vµ(x)→ V ′µ(x) = U(x)Vµ(x)U †(x) + ig−1YMU(x)∂µU †(x), (6.169)
since the original gauge field Aµ(x) must transform in the usual way:
Aµ(x)→ A ′µ(x) = U(x)Aµ(x)U †(x) + ig−1YMU(x)∂µU †(x). (6.170)
These transformation properties impose restrictions on the requirement to be imposed on the re-
stricted field Vµ(x). Such a candidate is [covariant constantness of the color field] which we call the
[first defining equation]:
(I) Dµ[V ]n = 0 (Dµ[V ] := ∂µ − igYM[Vµ, ·]), (6.171)
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since the covariant derivative transforms in the adjoint way: Dµ[V (x)]→ U(x)(Dµ[V ](x))U †(x).
For G = SU(2), it is indeed shown in section 3 that the two conditions (6.162) and (6.171) which
we call the defining equations for the decomposition determine the decomposition uniquely. By solving
the defining equations, we obtain
Aµ(x) = Vµ(x)+Xµ(x),
Vµ(x) =cµ(x)n(x)− ig−1YM[∂µn(x),n(x)], cµ(x) = Aµ(x) · n(x),
Xµ(x) =− ig−1YM[n(x),Dµ[A ]n(x)]. (6.172)
This is the same as the Cho–Duan-Ge–Faddeev-Niemi (CDGFN) decomposition.
For G = SU(N) (N ≥ 3), the conditions (I) and (ii) are not sufficient to uniquely determine the
decomposition. The condition (ii) [eq.(6.162)] must be modified:
(II) X µ(x) does not have the H˜-commutative part, i.e., X µ(x)H˜ = 0:
(II) 0 = X µ(x)H˜ := X µ(x)− 2
N − 1
N
[n(x), [n(x),X µ(x)]]
⇐⇒ X µ(x) = 2N − 1
N
[n(x), [n(x),X µ(x)]]. (6.173)
This condition is also gauge covariant. Note that the condition (ii)[eq.(6.162)] follows from (II)[eq.(6.173)].
See section 5 for details. For G = SU(2), i.e., N = 2, the condition (II)[eq.(6.173)] reduces to
(ii)[eq.(6.162)]. By solving (I)[eq.(6.171)] and (II)[eq.(6.173)], as shown in section 5, Xµ(x) is de-
termined as
Xµ(x) = −ig−1YM
2(N − 1)
N
[n(x),Dµ[A ]n(x)] ∈ Lie(G/H˜). (6.174)
Moreover, the field Vµ(x) is decomposed as
Vµ(x) = Cµ(x) + Bµ(x), (6.175)
such that Bµ(x) is H˜-noncommutative and Cµ(x) is H˜-commutative in the sense that
tr{n(x)Bµ(x)} = 0, [n(x),Cµ(x)] = 0. (6.176)
The decomposed fields Cµ(x) and Bµ(x) are explicitly written in terms of Aµ(x) and n(x):
Cµ(x) = Aµ(x)− 2(N − 1)
N
[n(x), [n(x),Aµ(x)]] ∈ Lie(H˜), (6.177a)
Bµ(x) = ig
−1
YM
2(N − 1)
N
[n(x), ∂µn(x)] ∈ Lie(G/H˜). (6.177b)
The field strength F g in (6.154) is calculated to be
F gµν(x) :=∂µA
g
ν(x)− ∂νAgµ(x)
=∂µtr{n˜(x)Aν(x)} − ∂νtr{n˜(x)Aµ(x)}
+ ig
YM
tr{g(x)ρg†(x)[ig−1
YM
g(x)∂µg
†(x), ig−1
YM
g(x)∂νg
†(x)]}
+ ig−1
YM
tr{ρg†(x)[∂µ, ∂ν ]g(x)}, (6.178)
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where we have used g†(x)g(x) = 1 and ∂µg(x)g†(x) = −g(x)∂µg†(x) following from g(x)g†(x) = 1.
Therefore, the field strength F g is rewritten as
F gµν(x) =∂µtr{n˜(x)Aν(x)} − ∂νtr{n˜(x)Aµ(x)} + igYMtr{n˜(x)[Ωµ(x),Ων(x)]}
+ ig−1
YM
tr{ρg†(x)[∂µ, ∂ν ]g(x)}, (6.179)
where we have defined
Ωµ(x) := ig
−1
YM
g(x)∂µg
†(x). (6.180)
The field strength F g is modified using the normalized color field as
F gµν(x) =
√
2(N − 1)
N
(∂µtr{n(x)Aν(x)} − ∂νtr{n(x)Aµ(x)}+ igYMtr{n(x)[Ωµ(x),Ων(x)]})
+ ig−1
YM
tr{ρg†(x)[∂µ, ∂ν ]g(x)}. (6.181)
In what follows, we show that the field strength F gµν in (6.181) except for ig−1YMtr{ρg†(x)[∂µ, ∂ν ]g(x)}
is written in terms of the field strength Fµν [V ] of the restricted field Vµ alone:
F gµν − ig−1YMtr{ρg†(x)[∂µ, ∂ν ]g(x)} =∂µtr{nAν} − ∂νtr{nAµ}+ igYMtr{n[Ωµ,Ων ]}
=tr{nFµν [V ]}. (6.182)
As the first step, we show that Ωµ differs from Bµ by a H˜-commutative part aµ:
Ωµ(x) = Bµ(x) + aµ(x), [aµ(x),n(x)] = 0. (6.183)
On the one hand, we find
∂µn = igYM[Bµ,n], (6.184)
which follows from the defining equation (6.171):
0 = Dµ[V ]n =∂µn− igYM [Vµ,n] = ∂µn− igYM[Bµ,n], (6.185)
by taking into account
[Cµ,n] = 0. (6.186)
On the other hand, we find
∂µn = igYM[Ωµ,n], (6.187)
which follows from the relation for the derivative of n˜ defined by (6.158):
∂µn˜ = ∂µ(gρg
†) = ∂µgg†gρg† + gρg†g∂µg† (g†g = 1)
= −g∂µg†gρg† + gρg†g∂µg† (∂µgg† = −g∂µg†)
= −[g∂µg†, gρg†]
= ig
YM
[Ωµ, n˜], (6.188)
where we have used g†g = 1 = gg† in the second equality and ∂µgg† = −g∂µg† following from
∂µ(gg
†) = 0 in the third equality.
113
Combining (6.184) and (6.187), we have
[Ωµ,n] = [Bµ,n] =⇒ [Ωµ −Bµ,n] = 0, (6.189)
which means that Ωµ −Bµ is H˜-commutative, as claimed above (6.183).
As the second step, we show that this difference between Ωµ and Bµ does not show up in the quantity
tr{n[Ωµ,Ων ]}:
tr{n(x)[Ωµ(x),Ων(x)]} = tr{n(x)[Bµ(x),Bν(x)]}. (6.190)
This is shown using Ω = B + a repeatedly, as follows.
tr{n[Ωµ,Ων ]} =tr{n[Bµ,Ων ]}+ tr{n[aµ,Ων ]}
=tr{n[Bµ,Bν ]} + tr{n[Bµ, aν ]} + tr{n[aµ,Ων ]}
=tr{n[Bµ,Bν ]} + tr{Bµ[aν ,n]}+ tr{[n, aµ]Ων}
=tr{n[Bµ,Bν ]}, (6.191)
where we have used in the third equality the relation tr{A[B,C]} = tr{B[C,A]} = tr{C[A,B]} and
tr{A[B,C]} = tr{[A,B]C} due to the cyclicity of the trace, and [n, aµ] = 0 in the last equality.
Therefore, we have
F gµν − ig−1YMtr{ρg†[∂µ, ∂ν ]g} = ∂µtr{n˜Cν} − ∂νtr{n˜Cµ}+ igYMtr{n˜[Bµ,Bν ]}. (6.192)
As the third step, we show that tr{nFµν [V ]} is decomposed as
tr{nFµν [V ]} = ∂µtr{nCν} − ∂νtr{nCµ}+ tr{nFµν [B]}. (6.193)
In fact, the field strength Fµν [V ] is written in terms of B and C as
Fµν [V ] =∂µVν − ∂νVµ − igYM[Vµ,Vν ]
=Fµν [B] + ∂µCν − ∂νCµ − igYM [Bµ,Cν ]− igYM[Cµ,Bν ]− igYM [Cµ,Cν ]
=Fµν [B] + Dµ[B]Cν −Dν [B]Cµ − igYM[Cµ,Cν ], (6.194)
and hence60
tr(nFµν [V ]) =tr(nFµν [B]) + tr(nDµ[B]Cν)− tr(nDν [B]Cµ)− igYMtr(n[Cµ,Cν ])
=tr(nFµν [B])− tr((Dµ[B]n)Cν) + ∂µtr(nCν)
+ tr((Dν [B]n)Cµ)− ∂νtr(nCµ)− igYMtr([n,Cµ]Cν)
=tr(nFµν [B]) + ∂µtr(nCν)− ∂νtr(nCµ), (6.195)
where we have used the property of Bµ and Cµ: [n,Cµ] = 0 and Dµ[B]n = 0 following from (6.184).
As the fourth step, we show that tr{nFµν [B]} is proportional to tr{n[∂µn, ∂νn]}:
tr{nFµν [B]} = ig−1YM
2(N − 1)
N
tr{n[∂µn, ∂νn]}. (6.196)
60This was shown as eq.(E9) in Appendix E of [62]. Typos in eq.(E9) are corrected here.
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In fact, we find the following relation:61
tr(nFµν [B]) =tr(n∂µBν − n∂νBµ − igYMn[Bµ,Bν ]) (6.197a)
=tr(n∂µBν − n∂νBµ + igYMBν [Bµ,n]) (6.197b)
=tr(n∂µBν − n∂νBµ + Bν∂µn) (6.197c)
=∂µtr(nBν)− tr(n∂νBµ) (6.197d)
=tr(Bµ∂νn)− ∂νtr(nBµ) (tr(nBν) = 0) (6.197e)
=tr(Bµ∂νn) (tr(nBµ) = 0), (6.197f)
where we have used ∂µn = igYM[Bµ,n] in the third equality and tr(nBµ) = 0 twice in the fifth and
the last equalities. Substituting the explicit form (6.177b) into (6.197), we obtain the desired result:62
tr(nFµν [B]) = ig
−1
YM
2(N − 1)
N
tr([n, ∂µn]∂νn) = ig
−1
YM
2(N − 1)
N
tr(n[∂µn, ∂νn]). (6.198)
Therefore, we find that tr{nFµν [V ]} of (6.193) is written as
tr{nFµν [V ]} =∂µtr{nCν} − ∂νtr{nCµ}+ ig−1YM
2(N − 1)
N
tr{n[∂µn, ∂νn]}. (6.199)
As the final step, we find that tr{n[Bµ,Bν ]} is related to tr{n[∂µn, ∂νn]}:
ig
YM
tr{n[Bµ,Bν ]} =− tr{igYM[Bµ,n]Bν}
=− tr{∂µnBν}
=− tr{∂µnig−1YM
2(N − 1)
N
[n, ∂νn]}
=− ig−1
YM
2(N − 1)
N
tr{[n, ∂νn]∂µn}
=ig−1
YM
2(N − 1)
N
tr{n[∂µn, ∂νn]}. (6.200)
Then we obtain the relationship among tr{nFµν [B]}, tr{n[∂µn, ∂νn]} and tr{n[Bµ,Bν ]}:
tr{nFµν [B]} = ig−1YM
2(N − 1)
N
tr{n[∂µn, ∂νn]} = igYMtr{n[Bµ,Bν ]}. (6.201)
Therefore, we find that tr{nFµν [V ]} is written as
tr{nFµν [V ]} = ∂µtr{nCν} − ∂νtr{nCµ}+ igYMtr{n[Bµ,Bν ]}. (6.202)
Finally, the field strength F gµν is cast into the form:
F gµν(x) =
√
2(N − 1)
N
tr{n(x)Fµν [V ](x)} + ig−1YMtr{ρg†(x)[∂µ, ∂ν ]g(x)}. (6.203)
Incidentally, the last part ig−1
YM
tr{ρg(x)†[∂µ, ∂ν ]g(x)} in F gµν(x) corresponds to the Dirac string.63 This
term is not gauge invariant and does not contribute to the Wilson loop operator in the end, since it
61 This is eq.(E10) in Appendix E of [62].
62 This is eq.(E13) in Appendix E of [62].
63 This is explained later. See section 6.10. See [53, 84].
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disappears after the group integration dµ(g) is performed. This is reasonable, since the Wilson loop
operator is gauge invariant by definition.
Thus the Wilson loop operator can be rewritten in terms of new variables:
WC [A ] =
∫
[dµ(g)]Σ exp
[
− ig
YM
1
2
√
2(N − 1)
N
∫
Σ:∂Σ=C
2tr{nF [V ]}
]
, (6.204)
where
tr{nF [V ]} = 1
2
tr{nFµν [V ]}dxµ ∧ dxν , (6.205)
with
tr{nFµν [V ]} = ∂µtr{nCν} − ∂νtr{nCµ}+ 2(N − 1)
N
ig−1
YM
tr{n[∂µn, ∂νn]}. (6.206)
For the gauge group SU(3),
n˜(x) =
2√
3
n(x), n(x) =
√
3
2
n˜(x). (6.207)
F˜ gµν =
1√
3
2tr(n(x)Fµν [V ](x))
=
1√
3
[∂µ2tr(n(x)Cν(x))− ∂ν2tr(n(x)Cµ(x)) + 2tr(4
3
ig−1
YM
n[∂µn, ∂νn])]. (6.208)
This should be compared with the gauge group SU(2) case:
n˜(x) =n(x), (6.209)
F˜ gµν =
1
2
tr(2n(x)Fµν [V ](x))
=
1
2
[∂µ2tr(n(x)Cν(x))− ∂ν2tr(n(x)Cµ(x)) + 2tr(ig−1YMn[∂µn, ∂νn])]. (6.210)
For the gauge group SU(2), in particular, arbitrary representation is characterized by a single index
J = 1
2
, 1, 3
2
, 2, 5
2
, · · · . The SU(2) Wilson loop operator in the representation J obeys the non-Abelian
Stokes theorem [55, 58]:
WC [A ] =
∫
[dµ(g)]Σ exp
{
−ig
YM
J
∫
Σ:∂Σ=C
dSµνf gµν
}
,
f gµν(x) =∂µ[n
A(x)A Aν (x)]− ∂ν [nA(x)A Aµ (x)]− g−1YMǫABCnA(x)∂µnB(x)∂νnC(x),
nA(x)σA =g(x)σ3g†(x), g(x) ∈ SU(2) (A,B,C ∈ {1, 2, 3}), (6.211)
and [dµ(g)]Σ is the product measure of an invariant measure on SU(2)/U(1) over Σ:
[dµ(g)]Σ :=
∏
x∈Σ
dµ(n(x)), dµ(n(x)) =
2J + 1
4π
δ(nA(x)nA(x)− 1)d3n(x). (6.212)
This is discussed later in more detail.
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6.7. Magnetic monopole inherent in the Wilson loop operator
Let σ = (σ1, σ2) be the world sheet coordinates on the two-dimensional surfaceΣC which is bounded
by the Wilson loop C, and x(σ) be the target space coordinate of the surface ΣC in RD.
First of all, we rewrite the surface integral of a two-form G over the surface ΣC , i.e.,
∫
ΣC
G =∫
ΣC
dSµνGµν into the volume integral:∫
ΣC
G =
∫
ΣC
dSµν(x(σ))Gµν(x(σ)) =
∫
dDxGµν(x)Θ
µν
ΣC
(x), (6.213)
where we have introduced the surface element dSµν of ΣC and an antisymmetric tensor of rank two:
ΘµνΣC(x) :=
∫
ΣC :∂ΣC=C
d2Sµν(x(σ))δD(x− x(σ)). (6.214)
We call ΘµνΣC (x) the vorticity tensor which has the support only on the surface ΣC spanned by the loop
C.
Let J be the Jacobian from xµ, xν of the surface element dSµν to σ1, σ2. Then the surface element
dSµν is written as
dSµν(x(σ)) =
1
2
Jµν(σ)d2σ, d2σ = dσ1dσ2,
Jµν(σ) :=
∂(xµ, xν)
∂(σ1, σ2)
=
∂xµ
∂σ1
∂xν
∂σ2
− ∂x
µ
∂σ2
∂xν
∂σ1
= ǫab
∂xµ
∂σa
∂xν
∂σb
. (6.215)
Second, the integral is rewritten in terms of the (D − 3)-form k and the one-form j in D = d + 1
dimensions:
j :=δG, k := δ∗G = ∗dG, G := 2tr{nF [V ]}. (6.216)
We call k the “magnetic-monopole current” and j the “electric current”. Both currents k and j are
gauge invariant and conserved, δk = 0 = δj due to nilpotency δ2 ≡ 0. The inner product between two
two-forms Θ and G is decomposed as (Hodge decomposition)∫
dDxΘµν(x)Gµν(x) =(Θ, G) = (
∗Θ, ∗G)
=(Θ,∆−1(dδ + δd)G)
=(δ∆−1Θ, δG) + (d∆−1Θ, dG)
=(δ∆−1Θ, δG) + (∗d∆−1Θ, ∗dG)
=(δ∆−1Θ, j) + (δ∆−1∗Θ, k), (6.217)
where∆ is the Laplacian in theD-dimensional Euclidean space (d’Alembertian in the Minkowski space–
time) ∆ := dδ + δd. Here we have used some properties: (A, dB) = (δA,B), (A, δB) = (dA,B),
δ = ∗d∗, ∗∗ = 1, etc.Here we have defined the inner product for two p-forms by
(F,G) :=
1
p!
∫
dDx F µ1···µp(x)Gµ1···µp(x). (6.218)
In this way we obtain another expression of the NAST for the Wilson loop operator in the funda-
mental representation for SU(N):
WC [A ] =
∫
[dµ(g)] exp
{
−ig
YM
1
2
√
2(N − 1)
N
[(ωΣC , k) + (NΣC , j)]
}
, (6.219)
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where we have defined the (D − 3)-form ωΣC and one-form NΣC by
ωΣC :=
∗d∆−1ΘΣC = δ∆−1∗ΘΣC , NΣC := δ∆−1ΘΣC , (6.220)
with the inner product for two forms defined by
(ωΣC , k) =
1
(D − 3)!
∫
dDxkµ1···µD−3(x)ωµ1···µD−3ΣC (x),
(NΣC , j) =
∫
dDxjµ(x)NµΣC (x). (6.221)
Here we have replaced the measure [dµ(g)]Σ by [dµ(g)] := [dµ(g)]RD =
∏
x∈RD dµ(g(x)) over all the
space–time points.
Thus, the Wilson loop operator can be expressed by the electric current j and the magnetic-monopole
current k. We show that the first factor
WmC := exp
[
−ig
YM
1
2
√
2(N − 1)
N
(ωΣC , k)
]
(6.222)
originates from the contributions of the magnetic monopole and has geometrical and topological mean-
ings, as will be explained shortly. If the regular potential one-form A exists so that G = dA, then the
magnetic current k is identically vanishing: k = ∗dG = ∗ddA ≡ 0, which is the Bianchi identity
dG = 0. Therefore, the existence of non-vanishing magnetic monopole k means the violation of the
Bianchi identity for the two-form F g.
In particular, the SU(2) Wilson loop operator in any representation characterized by a half-integer
J = 1
2
, 1, 3
2
, 2, . . . obeys the representation:
WC [A ] =
∫
[dµ(g)]ΣC exp [−igYMJ(ωΣC , k)− igYMJ(NΣC , j)] . (6.223)
Note that NΣC is one-form in any dimension D having the component:
NµΣ(x) =∂
x
ν
∫
dDyΘµν(y)∆−1(D)(x− y) = ∂xν
∫
ΣC
d2Sµν(x(σ))∆−1(D)(x− x(σ)). (6.224)
Whereas, ωΣC is (D − 3)-form for D = d+ 1 dimensional case. The explicit form is obtained by using
the Laplacian (d’Alembertian) ∆(D) in the D-dimensional space–time as follows.
The magnetic monopole described by the current k is a topological object of co-dimension 3:
• D = 3: 0-dimensional point defect → point-like magnetic monopole (cf. Wu-Yang type)
• D = 4: 1-dimensional line defect → magnetic monopole loop (closed loop due to the topological
conservation law δk = 0)
Here, it will be pedagogic to compare the above result with the Abelian Wilson loop. For the Abelian
U(1) gauge fieldAµ(x), theU(1) Wilson loop operator WC [A] is defined without the need of introducing
the trace and the path ordering by the line integral along a closed loop C:
WC [A] = exp
[
ie
∮
C
dxµAµ
]
= exp
[
ie
∮
C
A
]
∈ U(1), (6.225)
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which is a complex number of modulus one, i.e., an element of the U(1) group. By using the Stokes
theorem, the U(1) Wilson loop operator is rewritten into the surface integral over the area Σ bounded by
C, i.e., ∂ΣC = C:
WC [A] = exp
[
ie
∫
ΣC
dSµνFµν
]
= exp
[
ie
∫
ΣC
F
]
∈ U(1), F = dA, (6.226)
By introducing the vorticity tensor ΘΣ, i.e., antisymmetric tensor field of rank 2 with the support only
on Σ, it is cast into the volume integral over the whole space–time:
WC [A] = exp [ie(NΣC , j) + ie(ωΣC , k)] , j := δF, k := δ
∗F. (6.227)
Here the electric current j is non-vanishing:
j = δF 6= 0, (6.228)
while the magnetic current k is vanishing due to the Bianchi identity:
k = δ∗F = ∗dF = ∗ddA = 0, (6.229)
and there is no magnetic contribution to the Wilson loop, as far as there are no singularities in the gauge
field A. Note that there is a difference of factor 1/2 between the U(1) and SU(N) in the argument of the
exponential.
If we introduce the Dirac magnetic monopole in the Abelian gauge theory, then the magnetic current
k can be non-vanishing. The Dirac magnetic monopole can be calculable once the specific singularities
are introduced into the gauge field. However, there is no general prescription which enables us to make
the systematic estimate on how the Dirac magnetic monopole contributes to the Wilson loop average.
The Dirac monopole is not defined as the solution of a field equation, in sharp contrast to the topological
solitons, e.g., instanton defined as the solution of the self-dual equation for the Yang-Mills field, and
the ’t Hooft-Polyakov magnetic monopole defined as the solution of the classical field equation for the
Georgi-Glashow model as a gauge-Higgs model. The topological solitons are characterized by a finite
number of collective coordinates (parameters of the moduli space) and then the integration measure can
be defined in terms of them. This fact enables one to perform the systematic calculations in principle.
6.7.1. D = 3 magnetic monopole
In the three-dimensional case D = 3, ω is the zero-form with the component:
ωΣ(x) =
1
2
ǫjkℓ∂xℓ
∫
d3yΘjk(y)∆
−1
(3)(x− y)
=
1
2
ǫjkℓ∂xℓ
∫
ΣC
d2Sjk(x(σ))∆
−1
(3)(x− x(σ))
=
1
2
ǫjkℓ∂xℓ
∫
ΣC
d2Sjk(x(σ))
−1
4π|x− x(σ)| , (6.230)
and k is also zero-form, i.e., the magnetic charge density function:
k(x) =
1
2
ǫjkℓ∂ℓGjk(x) := ρm(x). (6.231)
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Figure 13: The magnetic monopole qm at x and the solid angle ΩΣ(x) at x subtended by the surface Σ bounding the Wilson
loop C.
It is known that the solid angle Ω(x) at the point x subtended by the surface Σ bounding the Wilson
loop C is written as
ΩΣ(x) :=
∂
∂xℓ
∫
ΣC
d2Sℓ(y)
1
|x− y| =
1
2
ǫjkℓ
∂
∂xℓ
∫
ΣC
d2Sjk(y)
1
|x− y|
=4πωΣ(x), (6.232)
where we have used the surface element:
d2Sℓ :=
1
2
ǫjkℓd2Sjk. (6.233)
See Fig. 13. In the case when Σ is a closed surface surrounding the point x, one has the total solid angle
Ω = 4π, since due to the Gauss law:
ΩΣ(x) =
∮
Σ
d2Sℓ(y)
∂
∂xℓ
1
|x− y|
=
∫
V :∂V=Σ
d3y
∂
∂yℓ
∂
∂xℓ
1
|x− y|
=−
∫
V :∂V=Σ
d3y
∂
∂xℓ
∂
∂xℓ
1
|x− y| =
∫
V
d3y4πδ3(x− y) = 4π. (6.234)
This is a standard result for the total solid angle in three dimensions.
For D = 3, thus, ωΣ is the (normalized) solid angle ΩΣ (ΩΣ divided by the total solid angle 4π):
ωΣ(x) = ΩΣ(x)/(4π). (6.235)
For SU(2), the magnetic contribution in the Wilson loop operator reads
WmC = exp
[
−ig
YM
J
∫
d3xk(x)ωΣ(x)
]
= exp
[
−ig
YM
J
∫
d3xρm(x)
ΩΣ(x)
4π
]
. (6.236)
For SU(2), the Wu-Yang configuration
nA =
xA
r
(A = 1, 2, 3) (6.237)
120
-Figure 14: Quantization of the magnetic charge. The difference between the surface integrals of the two-form F over two
surfacesΣ1 and Σ2 with the same boundaryC is equal to the surface integral
∫
Σ
F of F over one closed surface Σ = Σ1+Σ2.
Here the direction of the normal vector to the surface Σ2 must be consistent with the direction of the line integral overC. The
magnetic charge Qm is non-zero if the magnetic monopole exists inside Σ, otherwise it is zero.
leads to the magnetic-monopole density
k(x) = ρm(x) =
1
2
ǫjkℓ∂ℓFjk(x)
=
1
2
ǫjkℓ∂ℓ
[
−g−1
YM
ǫjkm
xm
r3
]
=− g−1
YM
∂ℓ
[
xℓ
r3
]
=− 4πg−1
YM
δ3(x), (6.238)
where we have used
Fµν = ∂µ(n
AA Aν )− ∂ν(nAA Aµ ) +Hµν , Hµν := −g−1YMǫABCnA∂µnB∂νnC . (6.239)
This corresponds to a magnetic monopole with a unit magnetic charge qm = 4πg−1YM located at the origin.
Hence, we obtain the contribution of a magnetic monopole to the Wilson loop operator:
WmC = exp
[
−ig
YM
J
∫
d3x4πg−1
YM
δ3(x)
ΩΣ(x)
4π
]
= exp [−iJΩΣ(0)] . (6.240)
Therefore, exp[−iJg
YM
(k, ωΣ)] gives a non-trivial contribution:
exp[±iJ(2π)] = (e±iπ)2J = (−1)2J , (6.241)
for a half-integer J from a magnetic monopole with a unit magnetic charge qm = 4πg−1YM at the origin,
since ΩΣ(0) = ±2π for the upper or lower hemisphere Σ. This is also the case for a magnetic monopole
at an arbitrary point on the minimal surface S spanned by the Wilson loopC. This result does not depend
on which surface bounding C is chosen in the non-Abelian Stokes theorem.
In general, we can show that the magnetic charge qm obeys the Dirac quantization condition:
qm :=
∫
d3xρm(x) = 4πg
−1
YM
n (n ∈ Z = {· · · ,−2,−1, 0,+1,+2, · · · }). (6.242)
In fact, the Dirac quantization condition qm = 4πg−1YMn for the magnetic charge qm is obtained from the
condition: the non-Abelian Stokes theorem does not depend on the surface which is chosen for spanning
the surface bounded by the loop C, remembering that the original Wilson loop is defined for a given
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closed loop C. The difference of the argument must be an integer multiple of 2π:
2πn =
1
2
g
YM
∫
d3xρm(x)
ΩΣ1(x)
4π
− 1
2
g
YM
∫
d3xρm(x)
ΩΣ2(x)
4π
=
1
2
g
YM
∫
d3xρm(x)
ΩΣ1(x)− ΩΣ2(x)
4π
=
1
2
g
YM
∫
d3xρm(x) =
1
2
g
YM
qm, (6.243)
where we have used ΩΣ1(x)− ΩΣ2(x) = 4π. Thus, the Wilson loop operator can probe gauge-invariant
magnetic monopole with the magnetic charge subject to the Dirac quantization condition. See Fig. 14.
For an ensemble of point-like magnetic charges located at x = za (a = 1, · · · , n) represented by
k(x) = ρm(x) =
n∑
a=1
qamδ
(3)(x− za), qam = 4πg−1YMℓa, ℓa ∈ Z, (6.244)
we have a geometric representation:
WmC = exp
{
−ig
YM
J
n∑
a=1
qam
4π
ΩΣ(za)
}
= exp
{
iJ
n∑
a=1
ℓaΩΣ(za)
}
, ℓa ∈ Z. (6.245)
The magnetic monopoles in the neighborhood of the Wilson surface Σ (ΩΣ(za) = ±2π) contribute to
the Wilson loop 64
WmC =
n∏
a=1
exp[±iJ(2π)ℓa] =
{∏n
a=1(−1)ℓa (J = 1/2, 3/2, · · · )
= 1 (J = 1, 2, · · · ) . (6.246)
Here, exp[ig
YM
J(ωΣ, k)] gives a non-trivial contribution, i.e., a center element:
exp[±iJ(2π)] = (e±iπ)2J = (−1)2J = {1,−1} ∈ Z(2) = Center(SU(2)), (6.247)
This result does not depend on which surface bounding C is chosen in the non-Abelian Stokes theorem.
[This helps us to understand the N-ality dependence of the asymptotic string tension.] Here the magnetic
flux from a magnetic monopole is assumed to be distributed isotropically in the space. However, the
contribution of a magnetic monopole to the Wilson loop average depends on the location of the monopole
relative to the Wilson loop.
6.7.2. D = 4 magnetic monopole
In the four-dimensional case D = 4, ω is one-form with the component:
ωµ(x) =
1
2
ǫµνρσ∂xν
∫
d4yΘρσ(y)∆
−1
(4)(x− y)
=
1
2
ǫµνρσ∂xν
∫
S
d2Sρσ(x(σ))∆
−1
(4)(x− x(σ))
=
1
2
ǫµνρσ∂xν
∫
S
d2Sρσ(x(σ))
1
4π2|x− x(σ)|2 , (6.248)
64 This helps us to understand the N-ality dependence of the asymptotic string tension. See [63].
122
Figure 15: The linking L(Σ, C′) between the closed loop C′ and the surface Σ bounding the closed loop C.
and k is also one-form, i.e., magnetic current:
kµ(x) =
1
2
ǫµνρσ∂νGρσ(x). (6.249)
The magnetic current k is conserved, ∂µkµ = 0.
Note that ω agrees with the four-dimensional solid angle given by
ΩµΣ(x) =
1
8π2
ǫµνρσ
∂
∂xν
∫
Σ
d2Sρσ(y)
1
|x− y|2 = ω
µ
Σ(x). (6.250)
Consequently, we have for D = 4,
WmC = exp
[
−ig
YM
J
∫
d4xkµ(x)ω
µ
Σ(x)
]
= exp
[
−ig
YM
J
∫
d4xkµ(x)Ω
µ
Σ(x)
]
. (6.251)
For an ensemble of magnetic monopole loops C ′a (a = 1, · · · , n):
kµ(x) =
n∑
a=1
qam
∮
C′a
dyµaδ
(4)(x− ya), qam = 4πg−1YMna, na ∈ Z, (6.252)
we obtain
WmC = exp
{
−iJg
YM
n∑
a=1
qamL(Σ, C
′
a)
}
= exp
{
−i4πJ
n∑
a=1
naL(Σ, C ′a)
}
, (6.253)
where L(Σ, C ′a) is the linking number between the surface Σ and the curve C ′:
L(Σ, C ′) = L(C ′,Σ) :=
∮
C′
dyµ(τ)ωµΣ(y(τ)) ∈ Z. (6.254)
Here the curve C ′ is identified with the trajectory of a magnetic monopole and the surface Σ with the
world sheet of a hadron (meson) string for a quark-antiquark pair. See Fig. 15.
Thus we have shown that the Wilson loop operator is a probe of the magnetic monopole defined in
the gauge invariant way in the pure Yang-Mills theory even in the absence of any scalar field. Therefore,
calculating the Wilson loop average reduces to the summation over the contributions coming from the
distribution of magnetic monopole charges (D = 3) or currents (D = 4) with the geometric factor, the
solid angle (D = 3) or linking number (D = 4). Therefore, we do not need to use the Abelian projection
to define magnetic monopoles in Yang-Mills theory!
6.8. Magnetic monopole and the associated magnetic vortex
For D = 4, however, we fall in a trouble about the magnetic monopole just defined. In fact, such
magnetic loops carrying the magnetic charge obeying the Dirac quantization condition (6.242) do not
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give non-trivial contributions to the Wilson loop, since na and L are integers. If the quantization condi-
tion (6.242) is naively taken at its face value, the magnetic monopole cannot be the topological defects
responsible for quark confinement. In the following, we discuss how this dilemma is resolved according
to [63].
To understand the area law of the Wilson loop average in D-dimensional space–time, we want to find
a (D − 1)-dimensional geometric object VD−1 such that
i) VD−1 has an intersection with the Wilson loop C as the one-dimensional object,
ii) VD−1 has relevance to the magnetic-monopole current as the (D − 3)-form k.
In what follows, we consider how the magnetic flux emanating from the magnetic monopole behaves
in the vacuum. We first consider the D = 4 case. Suppose that the magnetic current kµ has the support
on a loop C ′1 in D = 4 dimensions:65
kµ(x) = kµ(x;C ′1) := Φ
∮
C′1
dyµδ4(x− y), (6.255)
where Φ is a real number representing the magnetic flux carried by the magnetic current k. The magnetic
charge qm is defined by
qm =
∫
d3σ˜µk
µ, (6.256)
where x¯µ denotes a parameterization of the 3-dimensional volume V3 and d3σ˜µ is the dual of the 3-
dimensional volume element d3σγ1γ2γ3 :
d3σ˜µ :=
1
3!
ǫµγ1γ2γ3d
3σγ1γ2γ3 , d3σγ1γ2γ3 := ǫβ1β2β3
∂x¯γ1
∂σβ1
∂x¯γ2
∂σβ2
∂x¯γ3
∂σβ3
dσ1dσ2dσ3. (6.257)
First of all, we look for the dual field strength ∗fµν(x;S2) representing the magnetic flux, which
has the support on a two-dimensional surface S2 bounding the loop C ′1, ∂S2 = C ′1 as the support of the
magnetic current kµ, so that
∂ν
∗fµν(x;S2) = kµ(x;C ′1). (6.258)
Such a solution is given by
∗fµν(x;S2) = Φ
∫
S2:∂S2=C′1
d2σµνδ4(x− x¯(σ)). (6.259)
In fact, it satisfies the equation:
∂ν
∗fµν(x;S2) =Φ
∫
S2
d2σµν∂xν δ
4(x− x¯(σ))
=Φ
∫
S2
d2σµν∂x¯ν δ
4(x− x¯(σ))
=Φ
∮
∂S2=C′1
dx¯µδ4(x− x¯(σ)) = kµ(x;C ′1), (6.260)
65 In what follows, we extensively use the techniques developed in constructing a continuum analogue of the maximal
center gauge and center projection by Engelhardt and Reinhardt [113].
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Figure 16: The supports of the vortex and the magnetic monopole. (Left) The dual field strength (∗f2)D−2(x, SD−2) on
SD−2 and the magnetic-monopole current kD−3(x,C′D−3) on the boundary ∂SD−2 = C′D−3, (Right) The ideal vortex v1 on
VD−1 and its boundary ∂VD−1 = SD−2.
where we have used the Stokes theorem in the last step.
Next, we proceed to obtain the gauge potential vµ(x;V3) giving the field strength fµν(x;S2) whose
dual satisfies (6.259):
fµν(x;S2) =∂µvν(x;V3)− ∂νvµ(x;V3), (6.261)
such that vµ(x;V3) has the support only on the open set V3, the three-dimensional volume66 whose bound-
ary is S2: ∂V3 = S2. The gauge field vµ(x;V3) is called the ideal vortex field. Note that ∗fµν(x;S2) is
cast into
∗fµν(x;S2) =Φ
∫
V3:∂V3=S2
d3σµνκ∂x¯κδ
4(x− x¯(σ))
=Φǫµναβ
1
3!
ǫβγ1γ2γ3
∫
V3:∂V3=S2
d3σγ1γ2γ3∂xαδ
4(x− x¯(σ))
=ǫµναβ∂xα
[
Φ
1
3!
ǫβγ1γ2γ3
∫
V3:∂V3=S2
d3σγ1γ2γ3δ4(x− x¯(σ))
]
=
1
2
ǫµναβ
{
∂xα
[
Φ
∫
V3:∂V3=S2
d3σ˜βδ
4(x− x¯(σ))
]
− (α↔ β)
}
, (6.262)
where we have used the Gauss (Stokes) theorem in the first equality. Therefore, the gauge potential
vµ(x;V3) is determined up to a gauge transformation:
vµ(x;V3) = Φ
∫
V3:∂V3=S2
d3σ˜µδ
4(x− x¯(σ)). (6.263)
6.8.1. D-dimensional case
We now proceed to consider the general D-dimensional case. In D dimensions, the magnetic current
k is a (D − 3)-form with the support on a closed (D − 3)-dimensional subspace C ′D−3:
kµ1...µD−3(x;C
′
D−3) := Φ
∮
C′D−3
dD−3σµ1...µD−3δ
D(x− x¯(σ)). (6.264)
66 The precise position of the open set V3 is irrelevant for the value of the Wilson loop as shown below. In fact, the open
set V3 can be deformed arbitrarily by singular gauge transformations in such a way that its boundary ∂V3 representing the
position of the magnetic flux of the vortex is fixed.
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First, we consider the dual field strength (∗f2)µ1...µD−2(x;SD−2) representing the magnetic flux, which
has the support on an open (D − 2)-dimensional surface SD−2 bounding a closed (D − 3)-dimensional
subspace C ′D−3, ∂SD−2 = C ′D−3, as the support of the magnetic current kµ1...µD−3 so that
∂µD−2(
∗f2)µ1...µD−3µD−2(x;SD−2) = kµ1...µD−3(x;C ′D−3). (6.265)
See Fig. 16. In the similar way to the above, we find that a solution is given by
(∗f2)µ1...µD−2(x;SD−2) = Φ
∫
SD−2:∂SD−2=C′D−3
dD−2σµ1...µD−2δ
D(x− x¯(σ)). (6.266)
Next, we consider the ideal vortex field vµ(x;VD−1), giving the field strength field fµν(x;SD−2):
fµν(x;SD−2) =∂µvν(x;VD−1)− ∂νvµ(x;VD−1), (6.267)
such that vµ(x;VD−1) has the support only on the (D − 1)-dimensional volume VD−1 whose boundary
is SD−2: ∂VD−1 = SD−2. We find such an explicit (singular) gauge field representation in D space–time
dimensions:
vµ(x;VD−1) =Φ
∫
VD−1:∂VD−1=SD−2
dD−1σ˜µ δD(x− x¯(σ)) (D ≥ 4), (6.268)
where VD−1 is the (D − 1)-dimensional hypersurface (the string, surface, or volume in D = 2, 3 and
4, respectively) parameterized by x¯µ(σ) = x¯µ(σ1, σ2, . . . , σD−1), and dD−1σ˜µ is the dual of the surface
element dD−1σα1...αD−1:
dD−1σ˜µ :=
1
(D − 1)!ǫµα1...αD−1d
D−1σα1...αD−1
dD−1σα1...αD−1 =ǫβ1...βD−1
∂x¯α1
∂σβ1
. . .
∂x¯αD−1
∂σβD−1
dσ1 . . . dσD−1. (6.269)
The volume element dD−1σα1...αD−1 defines an orientation of the vortex. In general, two different orien-
tations of vortices can be distinguished. Note that the ideal vortex field v must be singular. Otherwise,
the magnetic current becomes trivial k = 0, since k = δ∗f = δ∗dv = ∗ddv = 0.
It will be shown later that when the hypersurface VD−1 of the ideal vortex configuration intersects
with a Wilson loop C, the ideal vortex contribute a center group element to the Wilson loop operator.
The boundary SD−2 = ∂VD−1 gives the location of the thin vortex sµ(x;SD−2) to which the ideal vortex
configuration vµ(x;VD−1) is gauge equivalent.
The ideal vortex field vµ(x;VD−1) is not unique as mentioned above. Actually, the ideal vortex field
vµ(x;VD−1) can be gauge transformed to a thin vortex field sµ(x;SD−2) which has the support only on
the boundary SD−2 = ∂VD−1 of VD−1:
sµ(x;SD−2) = vµ(x;VD−1) + iU(x;VD−1)∂µU †(x;VD−1), (SD−2 = ∂VD−1) (6.270)
so that sµ(x;SD−2) carries the same magnetic flux located on SD−2 = ∂VD−1 as that carried by vµ(x;V ).
In fact, for v = s− dΩ, dv agrees with ds, since f = dv = d(s− dΩ) = ds− d2Ω = ds. In other words,
sµ and vµ are gauge equivalent.
It is shown that such a gauge transformation is given by
U(x;VD−1) = exp [iΦΩ(x;VD−1)] , (6.271)
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where Ω(x;VD−1) is the solid angle taken up by the volume VD−1 when viewed from x:
Ω(x;VD−1) :=
−1
AD−1
∫
VD−1
dD−1σ˜µ
xµ − x¯µ(σ)
[(xµ − x¯(σ))2]D/2 , AD−1 :=
2πD/2
Γ(D/2)
, (6.272)
with AD−1 being the area of the unit sphere SD−1 in D dimensions, e.g., A2 = 4π, A3 = 2π2. The solid
angle Ω(x;VD−1) defined in this way is normalized to unity for a point x inside the volume V . Note
that the solid angle is defined with a sign depending on the orientation of VD−1 as rays emanating from
x pierce VD−1. A deformation of VD−1 keeping its boundary SD−2 fixed leaves the solid angle invariant
unless x crosses VD−1. When x crosses VD−1, the solid angle changes by an integer.67
It is easy to check that the solid angle is rewritten as
Ω(x;VD−1) :=
∫
VD−1
dD−1σ˜µ∂xµG(x− x¯(σ)), (6.273)
by using the Green function G(x− x¯(σ)) of the D-dimensional Laplacian defined by
−∂xµ∂xµG(x− x¯(σ)) = δD(x− x¯(σ)), (6.274)
which has the explicit form:
G(x− y) = Γ(D/2− 1)
4πD/2[(x− y)2](D−2)/2 . (6.275)
Now we show that the thin vortex field sµ(x;S) manifestly depends only on the boundary S = ∂V
where the magnetic flux associated with the vortex located:
sµ(x;SD−2) =Φ
∫
SD−2=∂VD−1
dD−2σ˜µλ ∂λG(x− x¯(σ))
=Φ
∫
SD−2=∂VD−1
dD−2σα1...αD−2
1
(D − 2)!ǫµλα1...αD−2∂λG(x− x¯(σ)), (6.276)
where dD−2σ˜µλ = 1(D−2)!ǫµλα1...αD−2d
D−2σα1...αD−2 is the dual of the volume element:
dD−2σα1...αD−2 = ǫβ1...βD−2
∂x¯α1
∂σβ1
. . .
∂x¯αD−2
∂σβD−2
dσ1 . . . dσD−2. (6.277)
The ideal vortex field vµ(x;V ) has support only on V and hence it vanishes outside the volume V , i.e.,
vµ(x;V ) = 0 for x /∈ V . Therefore, outside the volume V , i.e., x ∈ RD − V , the thin vortex field
sµ(x;S) is the pure gauge due to (6.270):
sµ(x;SD−2) = iU(x;VD−1)∂µU †(x;VD−1), x /∈ VD−1, (6.278)
which implies the vanishing field strength fµν(x) = 0 outside the volume V . This is reasonable, because
the magnetic flux is contained in the vortex sheet S.
67 Whether the flux of a vortex is electric or magnetic depends on the position of the D − 2 dimensional vortex surface S
in D-dimensional space–time. For example, in D = 4 the vortex defined by the boundary of a purely spatial 3-dimensional
volume V carries only electric flux, which is directed normal to the vortex surface S = ∂V . On the other hand, a vortex
S = ∂V defined by a volume V evolving in time represents at a fixed time a closed loop and carries the magnetic flux, which
is tangential to the vortex loop [113].
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The derivation of (6.270) and (6.276) is as follows. By using (6.273), we obtain
iU(x;VD−1)∂µU †(x;VD−1) = Φ∂µΩ(x;VD−1) = Φ
∫
VD−1
dD−1σ˜ν∂xµ∂
x
νG(x− x¯(σ)). (6.279)
We have the decomposition:
∂µ∂ν = δµν∂
2 − (δµν∂2 − ∂µ∂ν) =δµν∂2 − 1
(D − 2)!ǫµρα1···αD−2ǫνσα1···αD−2∂ρ∂σ, (6.280)
following from the identity:
ǫµρα1···αD−2ǫνσα1···αD−2 = (D − 2)!(δµνδρσ − δµσδρν), (6.281)
which is consistent with ǫµ1···αDǫµ1···αD = D!. This is used to rewrite the pure gauge form into
iU(x;VD−1)∂µU †(x;VD−1)
=Φ
∫
VD−1
dD−1σ˜µ∂2G(x− x¯(σ)) + Φ
∫
VD−1
dD−1σ˜νǫνσα1···αD−2∂¯σ
1
(D − 2)!ǫµρα1···αD−2∂ρG(x− x¯(σ))
=− Φ
∫
VD−1
dD−1σ˜µδD(x− x¯(σ)) + Φ
∫
∂VD−1
dD−2σ˜α1···αD−2
1
(D − 2)!ǫµρα1···αD−2∂ρG(x− x¯(σ))
=− vµ(x;VD−1) + sµ(x;SD−2 = ∂VD−1), (6.282)
where we have used the definition of the Green functionG and the Stokes theorem in the second equality.
In other words, the thin vortex field sµ(x;S) is the transverse part of the ideal vortex vµ(x;V ).
Finally, we find that the surface integral of f(x;S) overΣ bounded by the Wilson loopC is equivalent
to the line integral of s(x;S) along the closed loop C:∫
Σ
f(x;SD−2) =
∫
Σ
dv(x;VD−1) =
∮
∂Σ=C
v(x;VD−1)
=
∮
C
[s(x;SD−2)− iU(x;VD−1)dU †(x;VD−1)]
=
∮
C
s(x;SD−2) =
∫
Σ
ds(x;SD−2), (6.283)
since the contribution from the last term iU(x;VD−1)dU †(x;VD−1) = ΦdΩ(x;VD−1) vanishes for any
closed loop C. Then the line integral is cast into∮
C
dxνsν(x;SD−2)
=
∫
Σ
d2σµν(x)∂µsν(x;SD−2)
=Φ
∫
Σ
d2σµν(x)
∫
SD−2=∂VD−1
dD−2σα1...αD−2
1
(D − 2)!ǫνλα1...αD−2∂µ∂λG(x− x¯(σ)). (6.284)
6.8.2. D = 3 vortex
For D = 3, in particular, the magnetic-monopole current is given by
k(x) = k(x;C ′0) := Φδ
3(x− x¯(σ)), (6.285)
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Figure 17: [63] In D = 3 dimensional space–time, a non-trivial contribution to the Wilson loop operator comes from (Center
panel) the linking L(C1, C′1) between the Wilson loop C1 and a vortex loop C′1 as a boundary of the vortex sheet S2. (Left
panel) intersection I(C1 = ∂Σ2, S2) between the Wilson loop C1 and an open vortex sheet S2 bounding the closed loop C′1,
or (Right panel) intersection I(Σ2, C′1 = ∂S2) between the open surface Σ2 bounding the Wilson loop C1 and a vortex loop
C′1. Three are equivalent descriptions: L(C1, C′1) = I(C1 = ∂Σ2, S2) = I(Σ2, C′1 = ∂S2).
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Figure 18: In D = 3 dimensional space–time, it is assumed that the magnetic field emanating from a magnetic monopole
m or an antimonopole m¯ is squeezed into the flux tube to form the vortex line S. A closed vortex line S consists of an even
number of connected pieces S′n (S = ∪nS′n), and each piece S′n of a vortex line starts at a monopole m with a positive
magnetic charge and ends at an antimonopole m¯ with a negative magnetic charge. This is possible if the closed vortex line
S is not orientable. The vortex line is closed, but its boundary can be non-trivial due to this non-orientability. The magnetic
flux going along a vortex is just half of the total magnetic flux emanating from a monopole.
the ideal vortex field vµ with the support on the surface V2 is written as
vµ(x;V2) =Φ
∫
V2:∂V2=S1
d2σ˜µ δ
3(x− x¯(σ)), (6.286)
and the thin vortex field sµ with the support on the closed loop S1 = ∂V2 is written as
sµ(x;S1) =Φ
∫
S1=∂V2
dσ˜µλ ∂λG(x− x¯(σ)) = Φ
∫
S1=∂V2
dσα ǫµλα∂λG(x− x¯(σ)). (6.287)
By using (6.284), the line integral reads∮
C
dxνsν(x;S1) =Φ
∫
Σ
d2σµν(x)
∫
S1=∂V2
dσαǫνλα∂µ∂λG(x− x¯(σ))
=Φ
∫
Σ
d2σ˜ρ(x)ǫµνρ
∫
S1=∂V2
dσαǫνλα∂µ∂λG(x− x¯(σ))
=Φ
∫
Σ
d2σ˜ρ(x)
∫
S1=∂V2
dσα(δρλδµα − δραδµλ)∂µ∂λG(x− x¯(σ))
=Φ
∫
Σ
d2σ˜ρ(x)
∫
S1=∂V2
dσα∂α∂ρG(x− x¯(σ))− Φ
∫
Σ
d2σ˜ρ(x)
∫
S1=∂V2
dσρ∂
2G(x− x¯(σ))
=Φ
∫
Σ
d2σ˜ρ(x)
∫
S1=∂V2
dσρδ
3(x− x¯(σ)) = ΦI(Σ, S1), (6.288)
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where we have used the fact that the first term vanishes in the second to last equality, since it is the line
integral on a closed loop C ′1 = ∂S1 = ∂∂V2 due to the Stokes theorem.
Here I is the intersection number between the Wilson surface Σ (the string world sheet) and the
vortex loop S1.
I(Σ2, S1) =
∫
Σ2
d2σ˜ρ(x)
∫
S1=∂V2
dσρδ
3(x− x¯(σ)) =
∫
Σ2
d2σαβ(x)
1
2
ǫαβγ
∫
S1=∂V2
dσγδ
3(x− x¯(σ)).
(6.289)
There are three equivalent descriptions. See Fig. 17. The intersection number I(Σ2, S1) between the
Wilson surface Σ and the vortex loop S1 is equal to the intersection number I(C1, V2) between the
Wilson loop C1 and the vortex sheet V2, which is equal to the linking number L(C1, S1) between the the
Wilson loop C1 and the vortex loop S1. The intersection numbers and the linking number are integer
valued:
I(Σ2, S1) = I(C1 = ∂Σ2, V2) = L(C1, S1) ∈ Z = {0,±1,±2, · · · }. (6.290)
In D = 3 dimensional space–time, the contribution to the SU(2) Wilson loop operator from the
vortices is estimated as the factor:
W vorC := exp
[
iJg
YM
∫
Σ
f(x, S)
]
= exp
[
iJg
YM
∮
S
s(x, S)
]
= exp [iJg
YM
ΦI(Σ, S1)] . (6.291)
If the magnetic flux carries a unit of the magnetic flux according to the quantization condition:
Φ = 2πg−1
YM
, (6.292)
then a vortex as the tube of the magnetic flux contributes the factor (an element of the center group) to
the SU(2) Wilson loop operator:
W vorC = e
iJ2πL = (−1)2JL ∈ Z(2), L = I(Σ2, S1) = I(C1 = ∂Σ2, V2) = L(C1, S1). (6.293)
This becomes non-trivial only when J is a half-integer, J = 1
2
, 3
2
, ..., since the intersection number and
the linking number are integers, L, I ∈ Z. This result is consistent with the estimate obtained from the
magnetic monopole (6.245). This is the most non-trivial contribution, which corresponds to the half of
the total magnetic flux emanating from a point magnetic charge.
This is consistent with the claim that a center vortex configuration will appear (after Abelian projec-
tion) as a chain of monopoles alternating with antimonopoles, i.e., monopole-antimonopole chain. If this
is the case, then the 4π monopole flux is not distributed symmetrically on the Abelian-projected lattice,
in contrast to the situation one might expect in a Coulomb gas. Rather, it is collimated in units of ±2π
along the vortex line [48, 78, 80]. If this picture is correct, then a vortex sheet on V2, a vortex line on
S1 = ∂V2, and the magnetic monopoles on C0 = ∂S1 = ∂∂V2 have the mutual positional relation as
shown in Fig. 18. Here the vortex line is non-orientable. Otherwise, the magnetic monopoles do not
exist, since the orientable vortex loop has no boundary C0 = ∂S1 = ∂∂V2 = φ.
6.8.3. D = 4 vortex
The above consideration can be extended to higher dimensions. For D = 4, V3 is a three-dimensional
volume and its boundary S2 is a closed two-dimensional surface S2 = ∂V3. If S2 is an oriented closed
surface, then its boundary C ′1 = ∂S2 is empty, and hence the magnetic current kµ(x;C ′1) does not exist
in this case, since its support C ′1 = ∂S2 = ∂∂V3 vanishes. Therefore, for the non-vanishing magnetic
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Figure 19: [63] In D = 4 dimensional case, (Center panel) Linking L(C1, S2) between the Wilson loop C1 and a closed
2-dimensional vortex surface S2 bounding a 3-dimensional vortex V3. (Left panel) Intersection I(C1 = ∂Σ2, V3) between
the Wilson loop C1 and the vortex V3. (Right panel) Intersection I(Σ2, S2 = ∂V3) between a minimal surface Σ2 bounded by
the Wilson loop C1 and a closed vortex surface S2 in 4-dimensional space–time. They are equivalent: L(C1, S2) = I(C1 =
∂Σ2, V3) = I(Σ2, S2 = ∂V3).
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Figure 20: In D = 4 dimensional space–time, it is assumed that the magnetic flux emanating from the magnetic-monopole
current k is constrained on a surface to form the vortex surface S. A closed vortex surface S consists of a number of connected
pieces Sn (S = ∪nSn), and each piece Sn has the magnetic-monopole current k at its boundary ∂Sn. This is possible if the
closed vortex surface is non-orientable, although each piece of the vortex surface is orientable.
current kµ(x;C ′1) to exist in the boundary C ′1 = ∂S2 of S2, the vortex surface S2 = ∂V3 must be non-
oriented. For D = 4, we find∮
C
dxνsν(x;S2) =Φ
∫
Σ
d2σµν(x)
∫
∂V3
d2σ˜α1α2
1
2
ǫνλα1α2∂µ∂λG(x− x¯(σ))
=Φ
1
2
∫
Σ
d2σ˜ρσ(x)ǫµνρσ
∫
S2=∂V3
d2σαβ(x¯)
1
2
ǫνλαβ∂µ∂λG(x− x¯)
=Φ
1
2
∫
Σ
d2σ˜αβ(x)
∫
S2
d2σαβ(x¯)∂
2G(x− x¯)
+ Φ
∫
Σ
d2σ˜βσ(x)
∫
S2
d2σαβ(x¯)∂α∂σG(x− x¯)
=Φ
1
2
∫
Σ
d2σ˜αβ(x)
∫
S2
d2σαβ(x¯)δ
4(x− x¯), (6.294)
where we have used the fact that the second term vanishes due to the Stokes theorem ∂∂V3 = 0 for
obtaining the last result. Therefore, the line integral is rewritten as∮
C
dxµsµ(x;S2) = ΦI(Σ2, S2 = ∂V3), (6.295)
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in terms of the intersection number I(Σ2, S2) between the world sheet Σ2 of the hadron string and the
vortex sheet S2 in D = 4 dimensions. It is known that the intersection number I(Σ2, S2) is equal to
the linking number L(C1 = ∂Σ2, S2 = ∂V3) between the Wilson loop C and the vortex sheet S2, see
Fig. 19:
I(Σ2, S2 = ∂V3) =L(C1 = ∂Σ2, S2 = ∂V3)
=
1
2
∫
Σ
d2σ˜αβ(x)
∫
S
d2σαβ(x¯)δ4(x− x¯). (6.296)
Thus the thin vortex contributes to the SU(2) Wilson loop in the fundamental representation:
exp
[
i
1
2
g
YM
∫
Σ
f(x;S)
]
= exp
[
i
1
2
g
YM
ΦL(C, S = ∂V )
]
= zL(C,S=∂V ), z := ei
1
2
g
YM
Φ. (6.297)
In general, z is a complex number of modulus one, i.e., an element of U(1). In the case of SU(2)
gauge group, the magnetic charge qm measured by the Wilson loop is subject to the Dirac quantization
condition:
qm = 4πg
−1
YM
n, n ∈ Z. (6.298)
If the magnetic flux obeys the quantization condition with an additional factor f2:
Φ = 4πg−1
YM
f2n (n ∈ Z), (6.299)
then z reduces to
z = ei
1
2
g
YM
Φ = ei2πf2n. (6.300)
Therefore, z reduces to the center element Z2 of SU(2):
z1 ∈ Z2, z = eiπn = ±1, (6.301)
only when
f2 =
1
2
. (6.302)
In the case of SU(N) gauge group, it has been shown [62] that the magnetic charge qm measured by
the Wilson loop is subject to the quantization condition:
qm =
2π
g
YM
√
2N
N − 1n, n ∈ Z, (6.303)
which is analogous to the Dirac type, but different from it. Suppose that the magnetic flux Φ obeys the
fractional quantization condition:
Φ = fN
2π
g
YM
√
2N
N − 1n, n ∈ Z. (6.304)
Then its contribution to the Wilson loop is written as
exp
[
i
√
N − 1
2N
g
YM
∫
Σ
f(x;S)
]
= exp
[
i
√
N − 1
2N
g
YM
ΦL(C, S = ∂V )
]
= z
L(C,S=∂V )
N , (6.305)
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where
zN := exp
{
i
√
N − 1
2N
g
YM
Φ
}
= e2πifNn. (6.306)
The center of SU(N) is ZN . For zN1 to belong to the center of SU(3), i.e., Z3 ∋ {1, e2πi/31, e4πi/31 =
e−2πi/31}, f3 must take the fractional number except for a trivial case fN = 0:
f3 =
1
3
,
2
3
, (6.307)
just as the aforementioned SU(2) case with the center subgroup Z2 ∋ {1, eπi1 = −1}, when f2 = 12 .
See Fig. Fig. 20. This may be related to the fact that each self-intersection point of a vortex surface
contributes ±k/N (k = 1, · · · , N − 1) to the Pontryagin index [113].
Finally, we consider the relationship between center vortices and our gauge-invariant vortices for
SU(N) case. The center vortex is obtained by replacing the magnetic flux Φ with the diagonal matrix
4πH: √
N − 1
2N
gΦ→ 4πH, (6.308)
which indeed leads to the non-trivial elements of the center group ZN :
zN =exp
{
i
√
N − 1
2N
gΦ
}
→ exp(4πiH) = e2πifN1 ∈ ZN , fN = k/N (k = 1, · · · , N − 1), (6.309)
where fN = 0 corresponds to the trivial element 1. Thus the center vortices are replaced by our gauge-
invariant vortices carrying the fractional magnetic flux fNΦ.
If this observation is correct, the magnetic part of the SU(N) Wilson loop with an additional frac-
tional factor fN :
WmC = exp
{
igfN
√
N − 1
2N
(k, ωΣ)
}
, fN = k/N (k = 1, · · · , N − 1) (6.310)
will reproduce the string tension for any k (k = 1, · · · , N − 1), just as confirmed for SU(2) gauge
group in [27]. This is a conjecture derived in the paper [63]. This is consistent with the center vortex
mechanism for quark confinement. However, it will be rather difficult to identify the vortex structure in
SU(3) case in numerical simulations. For the vortex surfaces for SU(N), N ≥ 3, may branch and the
superimposed magnetic fluxes in general also modify the type of vortex flux, i.e., its direction in color
space. See e.g., [115].
The (ZN ) vortex condensation theory for quark confinement put forward by ’t Hooft [73], Mack
[74], Cornwall [75] and by Nielsen, Olesen and Ambjorn [76] (“Copenhagen vacuum”) is that the QCD
vacuum is presumed to be filled with closed magnetic vortices, which carry magnetic flux in the center
of the gauge group, and have the topology of tubes for D = 3 or surfaces for D = 4 of finite thickness.
The effect of creating a center vortex linked to a given Wilson loop is as follows: If the area of a
Wilson loop is pierced by n such vortices, the value of the Wilson loop in the SU(N) gauge theory is
multiplied by a factor of e2iπn/N , an element of the gauge group center Z(N):
WC → e2iπn/NWC , (n = 1, . . . , N − 1). (6.311)
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Quantum fluctuations in the number of ZN vortices linked to the Wilson loop can be shown to lead to
an area law fall-off, assuming that center vortex configurations are condensed in the vacuum. The area
law is attributed to random fluctuations in the number of ZN vortices piercing the Wilson loop. From the
viewpoint of the Aharonov-Bohm effect, see e.g., [116].
6.9. Vortex picture toward the area law
L
L
C
n
N
S
Figure 21: Vortices intersecting with the Wilson surface bounded by the closed loopC: n vortices among the totalN vortices
have the intersection points with the area S where a plane including the area S has the area L2.
The vortex condensation picture gives an easy way to understand the area law. Let us assume that the
vacuum is filled with percolating thin vortices. Suppose that N random vortices intersect a plane of area
L2. See Fig. 21. For simplicity, we consider the SU(2) gauge group in what follows. Each intersection
multiplicatively contributes a factor (−1)2J to the Wilson loop average and n intersect within the loop
take the value (−1)2Jn. Then the probability that n of the intersections occur within an area S spanned
by a Wilson loop is given by (−1)2Jn ( S
L2
)n
(+1)N−n
(
1− S
L2
)N−n
.
Summing over all possibilities with the proper binomial weight yields
WC =
N∑
n=0
(
N
n
)
(−1)2Jn
(
S
L2
)n
(+1)N−n
(
1− S
L2
)N−n
=
(
1− S
L2
+ (−1)2J S
L2
)N
=
(
1− [1− (−1)
2J ]ρS
N
)N
→ exp {−σJS} (N →∞), ρ := N
L2
, (6.312)
where
σJ = [1− (−1)2J ]ρ =
{
σF = 2ρ (J =
1
2
, 3
2
, · · · )
0 (J = 1, 2, · · · ) , (6.313)
where L has been eliminated in favor of the planar vortex density ρ := N/L2. The limit of a large
N → ∞ is taken with a constant ρ. Thus one obtains an area law for the Wilson loop average with the
string tension σJ determined by the vortex density ρ.
The crucial assumption in this argument is the independence of the intersection points. The asymp-
totic string tensions are zero for all integer-J representations (with N-ality or “biality” being equal to
0), while they are nonzero and equal for all half-integer J representations (with N-ality or “biality” be-
ing equal to 1). This is the asymptotic string tension. See section 10.5.2 for the string tension in the
intermediate distance region.
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6.10. SU(2) magnetic monopole
For concreteness, we discuss the SU(2) case. The gauge transformation of the SU(2) Yang-Mills
field Aµ(x) by a group element U(x) ∈ SU(2) is given by
A ′µ(x) := U(x)Aµ(x)U(x)
† + ig−1
YM
U(x)∂µU(x)
†. (6.314)
We can express a group element U(x) of SU(2) explicitly by the Euler angles:
U(x) =eiγ(x)σ3/2eiβ(x)σ2/2eiα(x)σ3/2 =
(
e
i
2
[α(x)+γ(x)] cos β(x)
2
e
i
2
[−α(x)+γ(x)] sin β(x)
2
−e i2 [α(x)−γ(x)] sin β(x)
2
e
i
2
[−α(x)−γ(x)] cos β(x)
2
)
∈ SU(2),
(6.315)
where σA are the Pauli matrices. Then the inhomogeneous term Ωµ is parameterized as
Ωµ(x) :=ig
−1
YM
U(x)∂µU(x)
†
=g−1
YM
1
2
(
cos β(x)∂µα(x) + ∂µγ(x) [−i∂µβ(x)− sin β(x)∂µα(x)]eiγ(x)
[i∂µβ(x)− sin β(x)∂µα(x)]e−iγ(x) −[cos β(x)∂µα(x) + ∂µγ(x)]
)
, (6.316)
which has the Lie-algebra value:
Ωµ(x) = Ω
A
µ (x)
σA
2
=
1
2
(
Ω3µ(x) Ω
1
µ(x)− iΩ2µ(x)
Ω1µ(x) + iΩ
2
µ(x) −Ω3µ(x)
)
,
Ω1µ(x) =g
−1
YM
[− sin β(x) cos γ(x)∂µα(x) + sin γ(x)∂µβ(x)],
Ω2µ(x) =g
−1
YM
[sin β(x) sin γ(x)∂µα(x) + cos γ(x)∂µβ(x)],
Ω3µ(x) =g
−1
YM
[cos β(x)∂µα(x) + ∂µγ(x)]. (6.317)
First, we examine the Abelian projection picture for magnetic monopoles in Yang-Mills theory. It is
easy to show that an identity holds for Ωµ:
∂µΩν(x)− ∂νΩµ(x) = igYM[Ωµ(x),Ων(x)] + ig−1YMU(x)[∂µ, ∂ν ]U †(x). (6.318)
Then the Abelian field strength fΩµν(x) of the diagonal part Ω3µ(x) reads
fΩµν(x) := ∂µΩ
3
ν(x)− ∂νΩ3µ(x) = C [Ω]µν (x) + ig−1YM(U(x)[∂µ, ∂ν ]U †(x))(3), (6.319)
where we have defined C [Ω]µν (x) by
C [Ω]µν := (igYM [Ωµ,Ων ])
(3) = g
YM
ǫab3ΩaµΩ
b
ν = gYM(Ω
1
µΩ
2
ν − Ω2µΩ1ν). (6.320)
Using the above Euler-angle expression (6.317) for Ω, we obtain
C [Ω]µν = g
−1
YM
sin β(∂µβ∂να− ∂µα∂νβ). (6.321)
Now we show that C [Ω]µν represents the magnetic monopole contribution to the diagonal field strength fµν .
Note that C [Ω]µν is generated from the off-diagonal components, Ω1µ,Ω2µ.
For D = 4, the magnetic charge qm is calculated as the volume integral:
qm(V
(3)) =
∫
V (3)
d3σµkµ (6.322)
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from the magnetic current:
kµ = ∂
ν∗fΩµν , ∗fΩµν :=
1
2
ǫµνρσf
Ω
ρσ. (6.323)
By using the Stokes (Gauss) theorem, the volume integral is replaced by the surface integral over the
two-dimensional closed surface S(2) which is the boundary of the three-dimensional volume V (3):
qm(V
(3)) =
∫
V (3)
d3σµ∂ν∗fΩµν =
∮
S(2)=∂V (3)
d2σµν ∗fΩµν . (6.324)
We can identity the first part C [Ω]µν of right-hand-side of (6.319) with the the magnetic monopole part,
while the second part ig−1
YM
(U(x)[∂µ, ∂ν ]U
†(x))(3) with the Dirac string part in the Yang-Mills theory.68
This is clearly seen by the explicit calculation, since we can rewrite (6.319) as
fΩµν = −g−1YM sin β(∂µβ∂να− ∂µα∂νβ) + g−1YM([∂µ, ∂ν ]γ + cos β[∂µ, ∂ν ]α). (6.325)
For the magnetic charge, the contribution from the magnetic monopole part is given by
qmono(V
(3)) =− 1
2g
YM
∫
S(2)
d2σµνǫ
µνρσ sin β(∂ρβ∂σα− ∂ρα∂σβ), (6.326)
while the contribution from the Dirac string part is
qDS(V
(3)) =
1
2g
YM
∫
S(2)
d2σµνǫ
µνρσ([∂ρ, ∂σ]γ + cos β[∂ρ, ∂σ]α). (6.327)
The first contribution (6.326) to the magnetic charge qm leads to the quantized magnetic charge. This
is because the integrand is the Jacobian from S2 to S2. (See (6.343) for the details of the calculation.)
Then (6.326) gives the magnetic charge gm satisfying the Dirac quantization condition,
qmono =
4πn
g
YM
, g
YM
qmono = 4πn (n ∈ Z). (6.328)
This result is consistent with the non-trivial Homotopy group:
π2(SU(2)/U(1)) = π2(S
2) = Z. (6.329)
In the second contribution (6.327) to the magnetic charge, if we choose γ = −α using the residual U(1)
gauge invariance, then the Dirac string appears on the negative Z axis, i.e., β = π. In this case, the
surface integral reduces to the line integral along a closed path S(1) around the string using the Stokes
theorem:
qDS(V
(3)) =− 1
2g
YM
∫
S(2)
dσµνǫ
µνρσ[∂ρ, ∂σ]α(x)
=− 1
2g
YM
∫
S(1)
dσµνρǫ
µνρσ∂σα(x). (6.330)
This gives the same result (6.327) but with the minus sign, which is consistent with the non-trivial
Homotopy group:
π1(U(1)) = Z. (6.331)
68 See Appendix of [53] for more details.
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Figure 22: The color field n in SU(2) case.
Actually, two description are equivalent, as suggested from the mathematical identity:
π2(SU(2)/U(1)) = π1(U(1)). (6.332)
If the contribution from U(x)Aµ(x)U †(x) is completely neglected, then (6.318) implies that the field
strength FΩµν(x) of Ωµ(x) is given by
FΩµν(x) = ig
−1
YM
U(x)[∂µ, ∂ν ]U
†(x). (6.333)
Note that the original Yang-Mills theory does not have the magnetic monopole solution. However, if
we adopt the MA gauge, that is to say, we partially fix the gauge symmetry G = SU(2) to G/H =
SU(2)/U(1) and retain the residual H = U(1) gauge symmetry, then the theory can have singular
configuration. This is a reason why the magnetic monopole appears in the Yang-Mills theory which does
not have Higgs field. The existence of the Dirac string in the right-hand side of (6.333) reflects the fact
that the field strength FΩµν(x) does contain the magnetic monopole contribution. We have obtained a
gauge theory with magnetic monopoles starting from the Yang-Mills theory. Therefore, the MA gauge
enables us to deduce the magnetic monopole without introducing the scalar field, in contrast to the
’t Hooft-Polyakov monopole.
Second, we examine magnetic monopoles from the picture of the CDG decomposition. The color
field has the the target space (See Fig. 22):
n(x) = g(x)
σ3
2
g(x)† ∈ SU(2)/U(1) ≃ S2 ≃ CP 1. (6.334)
The existence of magnetic monopole is consistent with a non-trivial Homotopy class of the map n :
S2 → SU(2)/U(1):
π2(SU(2)/U(1)) = π1(U(1)) = Z. (6.335)
The magnetic charge obey the Dirac quantization condition:
qm :=
∫
d3xk0 = 4πg−1
YM
ℓ, ℓ ∈ Z. (6.336)
We show that the color field generates the magnetic charge subject to the Dirac quantization condition.
The color field is expressed in the Lie-algebra form:
n(x) := U(x)†T3U(x) = nA(x)TA ∈ su(2)/u(1), (6.337)
or the vector form:
n(x) = (n1(x), n2(x), n3(x)) ∈ S2, (6.338)
137
By using the expression (6.315) for U , the color field n is parameterized by two polar angles (α, β) on
the target space S2 ≃ SU(2)/U(1):
n(x) =
n1(x)n2(x)
n3(x)
 =
sin β(x) cosα(x)sin β(x) sinα(x)
cos β(x)
 . (6.339)
The SU(2) gauge-invariant magnetic current k = δ∗f is obtained from the SU(2) gauge-invariant
field strength:
fµν =2tr(nFµν [V ])
=∂µcν − ∂νcµ − g−1YMn · (∂µn× ∂νn)
=∂µ[n
AA Aν ]− ∂ν [nAA Aµ ]− g−1YMǫABCnA∂µnB∂νnC
=∂µ2tr{nAν} − ∂ν2tr{nAµ}+ ig−1YM2tr{n[∂µn, ∂νn]}. (6.340)
In fact, the field strength is written in the manifestly gauge-invariant form (3.50):
fµν =2tr
{
nFµν [A ] + ig
−1
YM
n[Dµ[A ]n,Dν [A ]n]
}
. (6.341)
We use the parameterization of the last term:
n · (∂µn× ∂νn) = sin β(∂µβ∂να− ∂µα∂νβ) = sin β ∂(β, α)
∂(xµ, xν)
. (6.342)
Taking into account the fact that ∂(β,α)
∂(xµ,xν)
is the Jacobian from (xµ, xν) ∈ S2phy to (β, α) ∈ S2int ≃
SU(2)/U(1) parameterized by (β, α), thus, we obtain the Dirac quantization condition for the magnetic
charge:
qm :=
∫
V
d3xk0 =
∫
V
d3x
1
2
∂ℓǫ
ℓjkfjk
=
∮
S2phy
dSℓ
1
2
ǫℓjkfjk
=−
∮
S2phy
dSjkg−1
YM
n · (∂jn× ∂kn)
=− g−1
YM
∮
S2phy
dSjk
∂(β, α)
∂(xj , xk)
sin β
=− g−1
YM
∮
S2int
dβdα sin β
=4πg−1
YM
n (n = 0,±1, · · · ), (6.343)
since dβdα sin β is the surface element on S2int and a surface of a unit radius has the area 4π. Hence n
gives a number of times S2int is wrapped by a mapping from S2phys to S2int. This fact is understood as the
Homotopy group: Π2(SU(2)/U(1)) = Π2(S2) = Z.
We can introduce the Abelian potential hµ(x) for the magnetic monopole:
hµ(x) = g
−1
YM
[cos β(x)∂µα(x) + ∂µγ(x)] = Ω
3
µ(x). (6.344)
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In fact, the field strength of the potential hµ(x) agrees with Hµν :
∂µhν − ∂νhµ = −g−1YM sin β(∂µβ∂να− ∂µα∂νβ) = −g−1YMn · (∂µn× ∂νn) = Hµν . (6.345)
Therefore, we call hµ(x) the magnetic potential. Therefore, non-vanishing magnetic charge is derived
only when the magnetic potential hµ(x) has singularities. Otherwise, the magnetic current is identically
zero due to the Bianchi identity.
qm =
∫
V
d3x∂ℓ
1
2
ǫℓjkfjk
=
∫
S2phy
dSℓ
1
2
ǫℓjk(∂jhk − ∂khj)
=
∮
S1phy
drkhk
=
∮
S1phy
drkg−1
YM
[cos β(x)∂kα(x) + ∂kγ(x)]
=g−1
YM
∫ 2π
0
dϕ[cos β(x∗)∂ϕα(x∗) + ∂ϕγ(x∗)]
=g−1
YM
(cos β(x∗)[α(x∗)]
ϕ=2π
ϕ=0 + [γ(x∗)]
ϕ=2π
ϕ=0 )
=4πg−1
YM
n (n = 0,±1, · · · ), (6.346)
where we have calculated the line integral around the infinitesimal closed loop around the Dirac string,
i.e., line of singularities on the positive or negative Z axis where cos β(x∗) = ±1 for β(x∗) = 0, π. See
Fig. 1.
Finally, we discuss the gauge reducing to the Abelian projection. For SU(2), if we choose a special
gauge, unitary-like gauge, in which the color field n(x) has the uniform color direction everywhere:
n(x) = (n1(x), n2(x), n3(x)) ≡ n0, n0 := (0, 0, 1), (6.347)
then the gauge-invariant field strength reduces to the Abelian form:
fµν = ∂µA
3
ν − ∂νA 3µ , (6.348)
and the Wilson loop operator reduces to the “Abelian-projected” form:
WC [A ] = exp
[
ig
YM
∫
Σ:∂Σ=C
F
]
= exp
[
ig
YM
1
2
∫
Σ:∂Σ=C
f
]
. (6.349)
Therefore, the Abelian projection is reproduced from the gauge-invariant treatment as a special limit of
taking the unitary-like gauge (6.347).
6.11. SU(3) magnetic monopole
We examine the quantization condition for the magnetic charge. The magnetic current ((D−3)-form)
k is defined using the gauge-invariant field strength (two-form) f := 2tr{nF [V ]} by
k = δ∗f = ∗df. (6.350)
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For D = 4, the magnetic current reads
kµ =
1
2
ǫµνρσ∂νfρσ. (6.351)
Hence, the magnetic charge is defined by
qm =
∫
d3xk0 =
∫
d3x
1
2
ǫjkℓ∂ℓfjk(x) =
∫
d2Sℓǫ
jkℓ1
2
fjk(x). (6.352)
In the SU(3) case, the two kinds of gauge-invariant magnetic-monopole currents k(a) = δ∗f (a) are
given by the field strength: The calculations can be done by using the Lie algebra form:
f (1)µν :=n3 ·Fµν [V ] = ∂µ2tr{n3Aν} − ∂ν2tr{n3Aµ} − ig−1YM2tr{n3[∂µn3, ∂νn3] + n3[∂µn8, ∂νn8]},
f (2)µν :=n8 ·Fµν [V ] = ∂µ2tr{n8Aν} − ∂ν2tr{n8Aµ} −
4
3
ig−1
YM
2tr{n8[∂µn8, ∂νn8]), (6.353)
which is easier than the vector form:
f (1)µν := n3 · Fµν [V] = ∂µ{n3 ·Aν} − ∂ν{n3 ·Aµ} − g−1YMn3 · [∂µn3 × ∂νn3 + ∂µn8 × ∂νn8],
f (2)µν := n8 · Fµν [V] = ∂µ{n8 ·Aν} − ∂ν{n8 ·Aµ} −
4
3
g−1
YM
n8 · (∂µn8 × ∂νn8), (6.354)
where n3 = (nA3 ) and n8 = (nA8 ) are defined by
n3 = n
A
3 TA := U
†T3U, n8 = nA8 TA := U
†T8U, U ∈ SU(3). (6.355)
Here we have used the field strength for the maximal option obtained in section 5.7.1:
Fµν [V ] = nj{∂µ(nj ·Aν)− ∂ν(nj ·Aµ)}+ ig−1nj(nk · [∂µnk, ∂νnj ]) (j, k ∈ {3, 8}). (6.356)
Then it is shown later that one can define two gauge-invariant charges q(1)m and q(2)m which obey the
different quantization conditions [10]:
q(1)m :=
∫
d3x
1
2
ǫjkℓ∂ℓf
(1)
jk (x) =
4π
g
YM
(
n− 1
2
n′
)
,
q(2)m :=
∫
d3x
1
2
ǫjkℓ∂ℓf
(2)
jk (x) =
4π
g
YM
1
2
√
3n′, n, n′ ∈ Z, (6.357)
The existence of magnetic monopole q(1)m characterized by two integers n and n′ is consistent with a fact
that the map defined by
n3 : S
2 → SU(3)/[U(1)× U(1)] ≃ F2, (6.358)
has the nontrivial Homotopy group:
π2(SU(3)/[U(1)× U(1)]) = π1(U(1)× U(1)) = Z+ Z. (6.359)
On the other hand, the existence of magnetic monopole q(2)m characterized by an integer n′ is consistent
with a fact that the map defined by
n8 : S
2 → SU(3)/U(2) ≃ CP 2 = CP 2, (6.360)
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has the nontrivial Homotopy group:
π2(SU(3)/[SU(2)× U(1)]) = π1(SU(2)× U(1)) = π1(U(1)) = Z. (6.361)
However, it should be noted that the Wilson loop in the fundamental representation does not distin-
guish q(1)m and q(2)m , and can probe only the combinations represented by Qm as follows. For [1, 0] and
[−1, 0],
Qm = ±
[
q(1)m +
1√
3
q(2)m
]
= ± 2π
g
YM
[(2n− n′) + n′] = ± 4π
g
YM
n, (6.362)
for [0,−1] and [0, 1],
Qm = ±
[
−q(1)m +
1√
3
q(2)m
]
= ± 2π
g
YM
[−(2n− n′) + n′] = ± 4π
g
YM
(n′ − n), (6.363)
and, in particular, for [−1, 1] and [1,−1],
Qm = ±
[−2√
3
q(2)m
]
= ± 2π
g
YM
[−2n′] = ∓ 4π
g
YM
n′. (6.364)
These quantization conditions for Qm are reasonable because they guarantee that the Wilson loop oper-
ator defined originally by the closed loop C should not depend on the choice of the surface Σ bounded
by the loop C when rewritten in the surface integral form by the non-Abelian Stokes theorem, just as in
the SU(2) case.
1 = exp
{
ig
YM
1
2
∮
S2:∂S2=C
1√
3
f
}
= exp
{
ig
YM
1
2
Qm
}
=⇒ Qm = 4πg−1YMn. (6.365)
The quantization condition is written as
1 = exp
{
ig
YM
(q(1)m T3 + q
(2)
m T8)
}
= exp
{
ig
YM
1
2
(q(1)m λ3 + q
(2)
m λ8)
}
. (6.366)
The diagonal element leads to the relationship between the magnetic charge and the weight vector ~Λ =
(Λ1,Λ2) of the fundamental representation:
Qm = 2~Λ · ~qm = 2(Λ1q(1)m + 2Λ2q(2)m ). (6.367)
For SU(3) in the minimal option, the color field n(x) is defined by the Lie algebra form:
n(x) = n8(x) = U(x)
†T8U(x) = nA(x)TA ∈ Lie(SU(3)/U(2)), (6.368)
using T8 = 12λ8 and an SU(3) group element U ∈ SU(3). The color field is also written in the vector
form:
n(x) = (n1(x), n2(x), ..., n8(x))
t ∈ R8. (6.369)
A group element U(x) of SU(3) is parameterized by using eight angles α, β, γ, α′, β ′, γ′, η, ξ as69
U(x) = V ′U8(ξ)U7(η)V ∈ SU(3),
U8(ξ) := e
iξ(x)λ8/
√
3, U7(η) := e
iη(x)λ7 ,
V := eiγ(x)λ3/2eiβ(x)λ2/2eiα(x)λ3/2, V ′ := eiγ
′(x)λ3/2eiβ
′(x)λ2/2eiα
′(x)λ3/2. (6.370)
69 See e.g., [117, 118] for more details.
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By using the expression (6.370) for the SU(3) element U , n3(x) and n8(x) are represented as follows
n3(x) =

{cosα cos β cos(α′ + γ)− sinα sin(α′ + γ)} cos η sin β ′ + 1
4
cosα sin β(3 + cos 2η) cosβ ′
{sinα cos β cos(α′ + γ) + cosα sin(α′ + γ)} cos η sin β ′ + 1
4
sinα sin β(3 + cos 2η) cosβ ′
− sin β cos(α′ + γ) cos η sin β ′ + 1
4
cos β(3 + cos 2η) cos β ′
cos(β
2
) cos{α+γ
2
+ α′} sin η sin β ′ + 1
2
sin(β
2
) cos{α−γ
2
} sin 2η cos β ′
cos(β
2
) sin{α+γ
2
+ α′} sin η sin β ′ + 1
2
sin(β
2
) sin{α−γ
2
} sin 2η cos β ′
sin(β
2
) cos{α−γ
2
− α′} sin η sin β ′ − 1
2
cos(β
2
) cos{α+γ
2
} sin 2η cos β ′
− sin(β
2
) sin{α−γ
2
− α′} sin η sin β ′ + 1
2
cos(β
2
) sin{α+γ
2
} sin 2η cos β ′√
3
4
(1− cos 2η) cosβ ′

,
(6.371)
n8(x) =

√
3
4
(1− cos 2η) sin β cosα√
3
4
(1− cos 2η) sinβ sinα√
3
4
(1− cos 2η) cosβ
−
√
3
2
sin 2η sin β
2
cos α−γ
2
−
√
3
2
sin 2η sin β
2
sin α−γ
2√
3
2
sin 2η cos β
2
cos α+γ
2
−
√
3
2
sin 2η cos β
2
sin α+γ
2
1
4
+ 3
4
cos 2η

. (6.372)
In particular, by adopting one of the simplest choice of parameters [119]
α + γ
2
+ α′ = nϕ,
α+ γ
2
= −n′ϕ, β = 0, β ′ = θ, η = θ
2
, (6.373)
the quantization conditions (6.357) are obtained from an explicit expression of the color field written in
terms of two angles θ, ϕ [21]:
n3(x) =

n1(x)
n2(x)
n3(x)
n4(x)
n5(x)
n6(x)
n7(x)
n8(x)

=

sin θ cos 1
2
θ cos[(n− n′)ϕ]
sin θ cos 1
2
θ sin[(n− n′)ϕ]
1
4
cos θ(3 + cos θ)
sin θ sin 1
2
θ cos(nϕ)
sin θ sin 1
2
θ sin(nϕ)
−1
2
sin θ cos θ cos(n′ϕ)
−1
2
sin θ cos θ sin(n′ϕ)
1
4
√
3 cos θ(1 − cos θ)

. (6.374)
In fact, the Lie algebra form of the color field is obtained by substituting the components (6.374) into
n3 =n
A1
2
λA =
1
2
n3 +
1√
3
n8 n1 − in2 n4 − in5
n1 + in2 −n3 + 1√3n8 n6 − in7
n4 + in5 n6 + in7 − 2√3n8

=
1
2
 cos θ sin θ cos θ2e−i(n−n′)ϕ sin θ sin θ2e−inϕsin θ cos θ
2
ei(n−n
′)ϕ −1
2
cos θ(1 + cos θ) −1
2
sin θ cos θe−in
′ϕ
sin θ sin θ
2
einϕ −1
2
sin θ cos θein
′ϕ −1
2
cos θ(1− cos θ)
 . (6.375)
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Then another color field is obtained
n8 =
√
3{n3,n3} − 1√
3
1 =
−1
4
√
3
−2 0 00 1− 3 cos θ −3 sin θe−in′ϕ
0 −3 sin θein′ϕ 1 + 3 cos θ
 . (6.376)
Using the unit vectors θˆ, ϕˆ in the θ, ϕ directions, we find
−2itr{n8[∂jn8, ∂kn8]) =3
√
3
8
n′(θˆjϕˆk − θˆkϕˆj),
−2itr{n3[∂jn3, ∂kn3]) =1
8
(8n− 4n′ − 5n′ cos θ)(θˆjϕˆk − θˆkϕˆj),
−2itr{n3[∂jn8, ∂kn8]) =− 3
8
n′ cos θ(θˆjϕˆk − θˆkϕˆj), (6.377)
which are used to calculate the surface integration over the sphere:
q(a)m =
∫
d2Sℓǫ
jkℓ1
2
F
(a)
jk (x) =
∫
d2S rˆℓǫ
ℓjk 1
2
F
(a)
jk (x) =
∫
d2S rˆℓǫ
ℓjk 1
2
H
(a)
jk (x). (6.378)
In other words, the gauge-invariant magnetic fields H(a)µν are obtained as
H(1)µν = n3 ·Hµν , H(2)µν = n8 ·Hµν [V ],
Hµν = −g−1YM
[(
n− 1
2
n′
)
n3 +
1
2
√
3n′n8
]
sin θ(∂µθ∂νϕ− ∂νθ∂µϕ). (6.379)
6.12. non-Abelian magnetic monopole and the magnetic charge quantization condition
The magnetic charge gm is defined by the total magnetic flux Φm sourced by the magnetic monopole
integrated over a sphere centered on the magnetic monopole, which should be equal to gm. On the other
hand, the electric coupling e0 of the gauge field with the matter in the fundamental representation of
SU(N) is through the minimum coupling constant g
YM
. In fact, the magnetic flux sourced by a magnetic
monopole for G = SU(2) is calculated as
Φm =
4π
g
YM
, (6.380)
Φm =
∫
S2
dS ·B =
∫
S2
dS · gm
4πr2
r
r
= gm, (6.381)
which leads to
gm =
4π
g
YM
. (6.382)
Here g
YM
is the electric coupling constant, which enters the Lagrangian as
Dµ[A ]Ψ =
(
∂µ − igYM
σA
2
A Aµ
)
Ψ =
(
∂µ − igYM
σ3
2
A 3µ + · · ·
)
Ψ
=
(
∂µ − igYM
2
diag.(1,−1)A 3µ + · · ·
)
Ψ, (6.383)
where Ψ is an SU(2) doublet matter fields. This means the minimum electric charge e0:
e0 =
g
YM
2
. (6.384)
143
Thus the magnetic charge gm is given by the minimum electric charge e0:
gm =
4π
g
YM
=
4π
2e0
, (6.385)
which coincides with the Dirac minimum quantum of magnetic charge.
For G = SU(3) in the minimal option corresponding to SU(3)→ SU(2)×U(1), the magnetic flux
sourced by a magnetic monopole is calculated as
gm = Φm :=
∫
S2
dS ·B = 2π
√
3
g
YM
. (6.386)
This means that the minimum magnetic charge is
gm =
4π
√
3
2g
YM
. (6.387)
As Ψ enters the Lagrangian in the covariant derivative
Dµ[A ]Ψ =
(
∂µ − igYM
λA
2
A Aµ
)
Ψ =
(
∂µ − igYM
λ8
2
A 8µ + ...
)
Ψ
=
(
∂µ − i gYM
2
√
3
diag(1, 1,−2)A 8µ + ...
)
Ψ. (6.388)
where the factor 2
√
3 comes from the normalization of the Gell-Mann matrix λ8. This means the mini-
mum electric A 8µ charge e0:
e0 =
g
YM
2
√
3
. (6.389)
Thus the magnetic charge gm of the magnetic monopole is given by the minimum electric charge e0:
gm =
4π
4e0
, (6.390)
which is one half of the Dirac minimum quantum of magnetic charge.
Similarly, for G = SU(N) in the minimal option corresponding to SU(N) → SU(N − 1)× U(1),
the magnetic flux sourced by a magnetic monopole is calculated as
gm = Φm :=
∫
S2
dS ·B = 2π
g
YM
√
2N
N − 1 . (6.391)
This means that the minimum magnetic charge is
gm =
4π
g
YM
√
N
2(N − 1) . (6.392)
As Ψ enters the Lagrangian in the covariant derivative
Dµ[A ]Ψ =
(
∂µ − igYM
λA
2
A Aµ
)
Ψ =
(
∂µ − igYM
λN2−1
2
A N
2−1
µ + ...
)
Ψ
=
(
∂µ − i gYM√
2N(N − 1)diag(1, 1, ...,−(N − 1))A
N2−1
µ + ...
)
Ψ. (6.393)
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where the factor
√
2N(N − 1) comes from the normalization of the Gell-Mann matrix λN2−1. This
means that the minimum electric A 8µ charge e0 is given by
e0 =
g
YM√
2N(N − 1) . (6.394)
Thus the magnetic charge gm of the magnetic monopole is given by by the minimum electric charge e0:
gm =
4π
2(N − 1)e0 , (6.395)
which is 1/(N − 1) of the Dirac minimum quantum of magnetic charge. This factor of N − 1 is the
degree of the embedding of the fundamental group of the unbroken U(1) into that of the unbroken gauge
group. 70
70 See e.g., [120, 121] for more details.
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7. Infrared dominant field modes and the high-energy relevant field modes
In order to establish the dual superconductivity as a gauge-invariant concept, we should cure various
shortcomings associated to the MA gauge.
7.1. Gauge-independent “Abelian” dominance for the Wilson loop operator
We pay attention to the Wilson loop operator WC [A ] for the Yang-Mills gauge connection A :
WC [A ] :=tr
[
P exp
{
−ig
YM
∮
C
dxµAµ(x)
}]
/tr(1). (7.1)
We consider the decomposition of the gauge field Aµ(x) into two pieces Vµ(x) and Xµ(x):
Aµ(x) = Vµ(x) + Xµ(x), (7.2)
so that the resulting new field variables Xµ(x) and Vµ(x) have the following remarkable property: For
the gauge group G = SU(2),
(a) The Wilson loop operator WC [A ] defined in terms of the original Yang-Mills field Aµ(x) can be
reproduced by the restricted field variable Vµ(x) alone and the remaining field variable Xµ(x) is
redundant for the Wilson loop operator:
WC [A ] =WC [V ], (7.3)
where WC [V ] is defined by
WC [V ] :=tr
[
P exp
{
−ig
YM
∮
C
dxµVµ(x)
}]
/tr(1). (7.4)
(b) The non-Abelian field strength Fµν [V ](x) of the restricted field Vµ(x) has the form
Fµν [V ](x) = Fµν(x)n(x). (7.5)
If the color field n(x) transforms according to the adjoint representation, just like Fµν [V ](x)
under the gauge transformation, then the magnitude Fµν(x) = n(x) ·Fµν [V ](x) is SU(2) gauge
invariant.
Once the Wilson loop operator WC [V ] is rewritten in terms of the surface integral over the sur-
face Σ bounded by the closed loop C, the the Wilson loop operator is rewritten in terms of the
SU(2) invariant “Abelian” field strength Fµν(x) derived from the field strength Fµν [V ](x) of the
restricted field variable Vµ(x):
WC [V ] = WΣ[F ], Fµν(x) = n(x) ·Fµν [V ](x), (7.6)
where WΣ[F ] is defined by
WΣ[F ] :=
∫
[dµ(g)]Σ exp
{
−iJg
YM
∫
Σ
dSµνFµν(x)
}
, (7.7)
for any representation of SU(2) specified by a half-integer J = 1/2, 1, . . . .
The set of statements (a) and (b) represents a gauge-independent “Abelian” dominance or the
restricted field dominance for the Wilson loop operator (in the operator level), which we call the strong
Abelian dominance. Some remarks are in order.
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• The strong “Abelian” dominance holds for arbitrary closed loop C, irrespective of its shape and
size.
• The strong “Abelian” dominance in the above sense does not hold on the lattice. It is obtained
only in the continuum limit of the lattice spacing going to zero ǫ → 0, i.e., after removing the
regularization. Therefore, there exists some deviation on a lattice coming from non-zero lattice
spacing ǫ > 0. 71
• The strong “Abelian” dominance does NOT immediately imply the dominance of the Wilson loop
average for arbitrary closed loop C:
〈WC [A ]〉 = 〈WC [V ]〉. (7.8)
For the large loop C, this equality called the infrared Abelian dominance is expected to hold.
The reason is explained below (7.36).
Th restricted field variable Vµ in the new formulation corresponds to the “diagonal” gluon field
variable in the Abelian projection scheme, while the remaining field variable Xµ(x) to the “off-diagonal”
gluon field variable. The color field n(x) represents a space–time-dependent, i.e., local embedding of
the Abelian direction into the non-Abelian color space and hence the Abelian direction can vary from
point to point of space–time, while in the Abelian projection the Abelian direction is fixed over the whole
space–time.
The general SU(N) case is more involved from the technical points of view. For the gauge group
SU(N), N ≥ 3, we define the strong Abelian dominance for the Wilson loop operator WC [A ] in the
fundamental representation, related to the gauge-independent “Abelian” dominance or the restricted
field dominance for the Wilson loop average 〈WC [A ]〉:
(a) The Wilson loop operator WC [A ] defined in terms of the original Yang-Mills field Aµ(x) can be
reproduced by the restricted field variable Vµ(x) alone and the remaining field variable Xµ(x) is
redundant for the Wilson loop operator:
WC [A ] =WC [V ], (7.9)
where WC [V ] is defined by
WC [V ] :=tr
[
P exp
{
−ig
YM
∮
C
dxµVµ(x)
}]
/tr(1). (7.10)
(b) Once the Wilson loop operator WC [V ] is rewritten in terms of the surface integral over the sur-
face Σ bounded by the closed loop C, the the Wilson loop operator is rewritten in terms of the
71 In [64], the result obtained for SU(2) in the continuum formulation was extended to the SU(N) on the lattice and in the
continuum. A constructive proof was given by deriving the lattice regularized version of the non-Abelian Stokes theorem and
the lattice versions of the gauge field decomposition which have been constructed and developed for SU(2) in [27, 28] and
for SU(N) in [30, 31] according to the continuum versions given in [18] and [24], respectively. The constructive approach
enables one to compare the result of numerical simulations with the theoretical consideration, or even give a numerical proof
of the non-Abelian Stokes theorem. It is possible to give a formula estimating a systematic error of the lattice Wilson loop
operator from the continuum Wilson loop operator due to the non-zero lattice spacing ǫ. In fact, an estimation of this deviation
was given up to O(ǫ2). Moreover this will shed new light on the role of the MA gauge for the Abelian dominance on a lattice.
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SU(N) invariant “Abelian” field strength Fµν(x) derived from the field strength Fµν [V ](x) of the
restricted field variable Vµ(x):
WC [V ] = WΣ[F ], Fµν(x) :=
√
2(N − 1)
N
tr(n(x)Fµν [V ](x)), (7.11)
where WΣ[F ] is defined by
WΣ[F ] :=
∫
[dµ(g)]Σ exp
{
−ig
YM
∫
Σ
dSµνFµν(x)
}
. (7.12)
The decomposed fields Vµ(x) and Xµ(x) are determined by solving the following defining equations
(I) and (II), once the color (direction) field n(x) is given:
(I) n(x) is a covariant constant in the background Vµ(x):
0 = Dµ[V ]n(x) := ∂µn(x)− igYM [Vµ(x),n(x)], (7.13)
(II) X µ(x) does not have the H˜-commutative part:
0 = X µ(x)H˜ := X
µ(x)− 2N − 1
N
[n(x), [n(x),X µ(x)]], (7.14)
where H˜ denotes the maximal stability subgroup of the gauge group G which is determined by speci-
fying the highest-weight state of the representation of the Wilson loop.
A set of conditions:
(i) 0 = Dµ[V ]n(x) := ∂µn(x)− igYM[Vµ(x),n(x)], (7.15)
(ii) 0 = tr {Xµ(x)n(x)} , (7.16)
is a sufficient condition for the gauge-independent “Abelian” dominance represented by (a) and (b)
for the Wilson loop operator in any representation of SU(2) and in the fundamental representation for
SU(N). In fact, the condition (ii) guarantees (a), while the condition (i) guarantees (b).
(i) =⇒ (b), (ii) =⇒ (a), (7.17)
This statement will be verified shortly. The proofs of (a) and (b) are given in section 6.
For SU(2), the two conditions (7.15) and (7.16) agree with the first and second defining equa-
tions respectively for specifying the conventional Cho-Duan-Ge-Faddeev-Niemi (CDGFN) decompo-
sition.Therefore, the CDGFN decomposition is a sufficient condition for the gauge-independent Abelian
dominance for the SU(2) Wilson loop operator.72 In other words, the strong Abelian dominance gives a
raison d’etre and a physical meaning of gauge covariant decomposition of the gauge field variable a la´
CDGFN.
The general SU(N) (N ≥ 3) case is more involved than the SU(2) case from the technical points of
view. For SU(N), a set of conditions (i) and (ii) follows from a set of the defining equations (I) and (II)
which specify the SU(N) gauge field decomposition, including the CDGFNS decomposition for SU(2)
as a special case. In the minimal option, the gauge field decomposition (7.2) has been achieved by way
72 This fact that the CDGFN decomposition leads to the Abelian dominance in the strong sense was pointed out in the
continuum formulation through the non-Abelian SU(2) Stokes theorem in [122].
148
of a single color field n(x) for SU(N). Therefore, the strong Abelian dominance in the Wilson loop is
an immediate consequence of the gauge field decomposition.
In fact, the defining equation (II) for SU(N):
X µ = 2
N − 1
N
[n, [n,X µ]], (7.18)
leads to the condition (ii):
tr {nXµ} = 2N − 1
N
tr {n[n, [n,X µ]]} = 2N − 1
N
tr {[n,n][n,X µ]} = 0, (7.19)
where we have used an identity: tr(A[B,C]) = tr([A,B]C). The condition (i) agrees with the first
defining equation (I) for the decomposition Aµ(x) = Vµ(x) + Xµ(x).
(I) ⇐⇒ (i) =⇒ (b), (II) =⇒ (ii) =⇒ (a), (7.20)
Now we proceed to show the relation (7.17). First, we consider the implication of the condition (ii).
The Wilson loop operator has the pre-NAST:
WC [A ] :=
∫
[dµ(g)]C exp
[
−ig
YM
∮
C
Ag
]
, Ag = Agµ(x)dx
µ, (7.21)
with the one-form Ag = Agµ(x)dxµ defined by (see section 6.2)
Agµ(x) :=tr{ρ[g(x)†Aµ(x)g(x) + ig−1YMg(x)†∂µg(x)]}
=tr{g(x)ρg(x)†Aµ(x)} + tr{ρig−1YMg(x)†∂µg(x)}
=tr{n˜(x)Aµ(x)}+ tr{ρig−1YMg(x)†∂µg(x)}, (7.22)
where we have defined the traceless field n˜(x)
n˜(x) := g(x)
[
ρ− 1
tr(1)
]
g(x)†, (7.23)
and the normalized and traceless field n(x).
n(x) :=
√
N
2(N − 1)n˜(x) =
√
N
2(N − 1)g(x)
[
ρ− 1
tr(1)
]
g†(x). (7.24)
For the decomposition Aµ = Vµ + Xµ, the one-form Ag is decomposed as
Agµ(x) =tr{n˜(x)Vµ(x)}+ tr{n˜(x)Xµ(x)}+ tr{ρig−1YMg†(x)∂µg(x)}. (7.25)
Therefore, the condition (ii) means that Ag does not depend on X and that A can be replaced by V in
the Wilson loop operator. This is the statement (a).
Next, we consider the implication of the condition (i). For a while, we use the different notation,
F [V ]µν := Fµν [V ] and D [V ]µ := Dµ[V ], to avoid the confusion in the commutator [·, ·]. The commutator
between F [V ]µν (x) and a color field n(x) is calculated as
[F [V ]µν ,n] = ig
−1
YM
[D [V ]µ ,D
[V ]
ν ]n, (7.26)
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using
F [V ]µν = ig
−1
YM
[D [V ]µ ,D
[V ]
ν ], D
[V ]
µ := ∂µ − igYM [Vµ, ·]. (7.27)
Indeed, this is shown as follows.
[F [V ]µν ,n] =ig
−1
YM
[[D [V ]µ ,D
[V ]
ν ],n]
=− ig−1
YM
[[D [V ]ν ,n],D
[V ]
µ ]− ig−1YM [[n,D [V ]µ ],D [V ]ν ]
=ig−1
YM
[D [V ]µ , (D
[V ]
ν n)]− ig−1YM[D [V ]ν , (D [V ]µ n)]
=ig−1
YM
[D [V ]µ ,D
[V ]
ν ]n, (7.28)
where we have used the Jacobi identity in the second equality and the relation: [D [V ]µ ,n]f = (D [V ]µ n)f
for an arbitrary function f in the third and the last equalities. Thus, if Vµ(x) and n(x) satisfies the
condition (i):
D [V ]µ n(x) = 0, (7.29)
then the field strength F [V ]µν (x) of the field Vµ(x) and n(x) commute:
[F [V ]µν (x),n(x)] = 0. (7.30)
For SU(2), (7.30) means that the field strength F [V ]µν (x) of the field Vµ(x) has only the “Abelian”
part proportional to n(x):
F [V ]µν (x) = Fµν(x)n(x), Fµν(x) = n(x) ·F [V ]µν (x), (7.31)
since F [V ]µν (x) is traceless and cannot have a part proportional to the unit matrix. This yields the stronger
sense of “Abelian dominance”.
For SU(N), the above argument is more involved from the technical points of view. In the SU(N)
(N ≥ 3) case, F [V ]µν (x) is not proportional to n(x), even if (7.30) [F [V ]µν (x),n(x)] = 0 holds:
F [V ]µν (x) 6= Fµν(x)n(x). (7.32)
F [V ]µν (x) is equal to the H˜-commutative, i.e., U(N − 1)-commutative part:
F [V ]µν (x) = F
[V ]
µν (x)H˜ = n(x)(n(x) ·F [V ]µν (x)) +
(N−1)2−1∑
k=1
uk(x)
(
uk(x) ·F [V ]µν (x)
)
, (7.33)
where uk ∈ su(N − 1) are a set of generators of the Lie algebra su(N − 1) of SU(N − 1), which
commute with n.
However, the properties (a) and (b) are directly checked by using the explicit expression of decom-
posed fields which are uniquely determined by solving the defining equation (I) and (II).73
Therefore, once the Wilson loop operator is rewritten into the surface integral form through the
non-Abelian Stokes theorem using the coherent state, it is represented by the (SU(N) gauge-invariant)
“Abelian” field strength F constructed from the field strength Fµν [V ] of the restricted field V :
WC [V ] =WΣ[F ] :=
∫
[dµ(g)]Σ exp
(
−ig
YM
∫
Σ:∂Σ=C
F g
)
, F g := tr(n˜F [V ]). (7.34)
73 See Kondo [62] and Kondo, Shinohara and Murakami [24] for the full details.
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Thus we have obtained a gauge-independent “Abelian” dominance in the continuum form:
WC [A ] = WC [V ] = WΣ[F ], F
g :=
√
2(N − 1)
N
tr(n(x)F [V ](x)), (7.35)
where V is defined in a gauge-covariant and gauge-independent way and F becomes gauge invariant
and hence gauge independent.
Thus we have obtained a sufficient condition for realizing the gauge-independent “Abelian” domi-
nance in the SU(N) Wilson loop operator. However, it should be remarked that the strong “Abelian”
dominance holds in the operator level for the Wilson loop operator itself with arbitrary shape and size.
Whereas, the ordinary infrared Abelian dominance refers to the expectation value:
〈WC [A ]〉YM ≃ 〈WC [V ]〉YM = 〈WΣ[F ]〉YM. (7.36)
The strong Abelian dominance for the Wilson loop operator, WC [A ] = WC [V ], does not necessarily
imply the dominance of the Wilson loop average 〈WC [A ]〉YM ≃ 〈WC [V ]〉YM, which is defined by
〈WC [A ]〉YM = Z−1YM
∫
[dA ]e−SYM[A ]WC [A ] = Z−1YM
∫
[dA ]e−SYM[A ]WC [V ] 6= 〈WC [V ]〉YM. (7.37)
Here the original integration measure [dA ] and the action SYM[A ] cannot be written in term of the
restricted field V alone: In fact, the action has the cross term or the interaction term between V and X ,
i.e., SYM[A ] 6= SYM[V ], as shown in section 5.7.3. Therefore, the infrared Abelian dominance in the
string tension confirmed numerically from the Wilson loop average does not immediately follows from
the strong “Abelian” dominance just defined. In the infrared region, however, the field X decouples from
the theory and the effect of the cross term becomes negligible. According to the numerical simulations,
indeed, there exists a non-trivial correlation between Vµ(x) and Xµ(y), but the correlation function
〈Vµ(x)Xµ(y)〉 and 〈Xµ(x)Xµ(y)〉 fall off rapidly as the distance between x and y increases.74 For a
sufficiently large loop C, finally, the strong “Abelian” dominance for the Wilson loop operator reduces
to infrared Abelian dominance for the Wilson loop average.
Finally, we point out that the conventional Abelian projection is reproduced as a special case for the
uniform color field:
n(x) = T3 =
1
2
σ3, or n(x) = (0, 0, 1). (7.38)
the defining equation (II) implies that Xµ(x) is the off-diagonal matrix: Xµ(x) = A aµ (x)σa2 (a = 1, 2),
while (I) implies that Vµ(x) is the diagonal matrix: Vµ(x) = A 3µ σ32 . Thus, Aµ = Vµ(x) + Xµ(x)
reduces just to the Cartan decomposition. Then the field strength F reduces to the usual definition for
the diagonal gauge field A3: F = dA3. The strong Abelian dominance reads
WC [A ] = const.WS[F ] ∼= const.WC [A3]. (7.39)
Therefore, the color fieldn(x) plays the role of recovering color symmetry which is lost by a global (i.e.,
space–time independent or uniform) choice of the Abelian direction taken in the conventional approach,
e.g., the MA gauge.
74 For SU(2) case, see Shibata et al. [28]. For SU(3) in the minimal option, see Shibata et al. [148].
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7.2. Wilson loop average in the new formulation
The Wilson loop average WC is defined by
W (C) = 〈WC [A ]〉YM := Z−1YM
∫
DA Aµ e−SYM[A ]WC [A ], (7.40)
with the partition function ZYM =
∫ DA Aµ e−SYM[A ] by omitting the gauge fixing procedure to simplify
the expression. The pre-NAST (7.21) for the SU(3) Wilson loop operator tells us that
W (C) = Z−1YM
∫
[dµ(g)]CDA Aµ e−SYM[A ]eigYM
∮
C
Ag . (7.41)
Inserting the unity:
1 =
∫
Dnα
∏
x
δ
(
n(x)− g(x)1
2
λ8g
†(x)
)
, g(x) ∈ G = SU(3) (7.42)
yields
W (C) =Z−1YM
∫
[dµ(g)]C
∫
DA Aµ
∫
Dnαδ
(
n(x)− g(x)1
2
λ8g
†(x)
)
e−SYM[A ]eigYM
∮
C A
g
. (7.43)
Thus, in the reformulated Yang-Mills theory in which nβ(x), C kν (x), X bν (x) are regarded as the inde-
pendent field variables, the Wilson loop average W (C) is written
W (C) =Z˜−1YM
∫
[dµ(g)]RD
∫
Dnβ
∫
DC kν
∫
DX bν δ(χ˜)∆redFP J˜e−S˜YM[n,C ,X ]eigYM
√
2(N−1)
N
[(j,NΣ)+(k,ωΣ)]
=〈eigYM
√
2(N−1)
N
[(j,NΣ)+(k,ωΣ)]〉YM, (7.44)
where the Yang-Mills action is rewritten in terms of new variables using (7.2) and (6.177),
SYM[A ] = S˜YM[n,C ,X ], (7.45)
and the integration measure DA Aµ is finally transformed to
DnβDC kν DX bν δ(χ˜)∆redFP J˜ . (7.46)
The new partition function is introduced:
Z˜YM =
∫
Dnβ
∫
DC kν
∫
DX bν δ(χ˜)∆redFP J˜e−S˜YM[n,C ,X ]. (7.47)
It is shown that
(i) the reduction condition χ[A ,n] = 0 is rewritten in terms of new variables:
χ˜ := χ˜[n,C ,X ] := Dµ[V ]Xµ, (7.48)
(ii) the Jacobian J˜ can be simplified, irrespective of the choice of reduction condition (see [18], section
4.5 for SU(2) and [24], section 5.6 for SU(N)):
J˜ = 1, (7.49)
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(iii) the associated Faddeev-Popov determinant ∆redFP is calculable using the BRST method (see [19],
section 4.6 for SU(2) and section 5.8 for SU(N)).
In the previous section, the Wilson loop operator has been exactly rewritten in terms of the gauge-
invariant magnetic current k and the electric current j. This shows that the Wilson loop operator can be
regarded as a probe of magnetic monopoles. In this section, moreover, we have succeeded to connect the
Wilson loop average with magnetic monopoles which is supposed to be a basic ingredient to cause dual
superconductivity as a promising mechanism of quark confinement. In fact, (7.44) tells us what quantity
we should examine to see the magnetic monopole contribution exp{ig
YM
√
2(N − 1)/N(k, ωΣ)} to the
Wilson loop average. This equation is important to give a connection between our formulation and
magnetic monopole inherent in the Wilson loop in order to show quark confinement. In fact, we give
numerical calculations of the potential Vm(R) based on the lattice version of (7.44) given later. The
magnetic monopole can be extracted from the restricted field alone.
7.3. Extracting the independent field degrees of freedom
According to the non-Abelian Stokes theorem, the Wilson loop operator is rewritten in terms of Vµ
and the color field n, and does not depend on the field variable Xµ. Therefore, we can integrate out
the field variable Xµ in principle, if the action and the integration measure are rewritten in terms of the
new variables. In order to perform the integration over Xµ, the independent field degrees of freedom are
to be identified in the integration measure in calculating the Jacobian, while the action can be written
in terms of independent degrees of freedom by substituting the decomposition. Among the components
X Aµ (A = 1, · · · , dimG), the component Xaµ (a = 1, · · · , dim(G/H˜)) in the basis ea are regarded as
the independent degrees of freedom.
For G = SU(2), we use Cµ = cµn and (F.7) to calculate the covariant derivative of the basis in the
background Vµ:
Dµ[V ]ea :=∂µea − ig[Vµ, ea]
=Dµ[B]ea − ig[Cµ, ea]
=ghµǫ
abeb − ig[cµn, ea]
=ghµǫ
abeb + gcµǫ
abeb = gGµǫ
abeb, (7.50)
where we have introduced
Gµ := cµ + hµ, (7.51)
and used the relation:
Dµ[B]ea = ghµǫ
abeb (f
ab3 = ǫab). (7.52)
Here hµ is called the magnetic potential. The derivation of the relation (7.52) is given in Appendix Appendix J.
In the minimal option of SU(3), we find
Dµ[V ]ea = f
abjgGjµeb, G
j
µ := c
j
µ + h
j
µ (j ∈ {1, 2, 3, 8}, a, b ∈ {4, 5, 6, 7}). (7.53)
This is derived as follows. We use (5.184) and (F.1) to calculate
Dµ[V ]ea :=∂µea − ig[Vµ, ea]
=Dµ[B]ea − ig[Cµ, ea]
=ghjµf
abjeb − ig[cjµuj, ea]
=ghjµf
abjeb + gc
j
µf
abjeb = f
abjgGjµeb, (7.54)
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where we have used
Dµ[B]ea = gh
j
µf
abjeb. (7.55)
The derivation of (7.55) is given in Appendix J.
Then the covariant derivative of Xµ in the background Vρ reads
Dρ[V ]Xµ =Dρ[V ](X
a
µea) = ∂ρX
a
µea +X
a
µDρ[V ]ea = ∂ρX
a
µea +X
a
µf
abjgGjρeb. (7.56)
Hence the second covariant derivative reads
Dρ[V ]Dρ[V ]Xµ =∂
ρ∂ρX
a
µea + ∂ρX
a
µD
ρ[V ]ea + ∂
ρ(Xaµf
abjgGjρ)eb +X
a
µf
abjgGjρD
ρ[V ]eb
=∂ρ∂ρX
a
µea + ∂
ρXaµf
abjgGjρeb + ∂
ρ(Xaµf
abjgGjρ)eb +X
a
µf
abjgGjρf
bckgGρkec.
(7.57)
Thus the piece quadratic in Xµ is rewritten as
tr{X µ(−Dρ[V ]Dρ[V ]Xµ)} = 1
2
XµaKabXbµ, (7.58)
where we have defined
Kab := −∂ρ∂ρδab + 2fabjgGjρ∂ρ + fabj∂ρ(gGjρ) + gGjρ(if jac)gGρk(ifkcb). (7.59)
Here we have used the normalization convention:
tr(eaeb) = tr(e
A
a TAe
B
b TB) =
1
2
eAa e
A
b =
1
2
ea · eb = 1
2
δab. (7.60)
In the minimal option of SU(3), the quartic term in X reads
tr{(ig[Xµ,Xν ])2} =− g2tr{[Xµ,Xν ][X µ,X ν ]}
=− g2tr{XaµXbν [ea, eb]XµcXνd[ec, ed]}
=g2XaµX
b
νX
µcXνdtr{fabjujf cdkuk}
=
1
2
g2fabjXaµX
b
νf
cdjXµcXνd, (7.61)
where we have used tr(ujuk) = 12δjk.
Thus the SU(3) Yang-Mills Lagrangian density in the minimal option (5.235) reads
LYM =− 1
2
tr(Fµν [V ]F
µν [V ])− 1
2
XµaQabµνX
νb − 1
4
g2fabjXaµX
b
νf
cdjXµcXνd,
(j, k ∈ {1, 2, 3, 8}, a, b, c, d ∈ {4, 5, 6, 7}) (7.62)
where we have defined
Qabµν := K
abgµν + 2igF
C
µν [V ](TC)
ab, (7.63)
with
Kab := −∂ρ∂ρδab + g2Gjρ(if jac)Gρk(ifkcb) + fabj[2gGjρ∂ρ + ∂ρ(gGjρ)]. (7.64)
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For G = SU(2), in particular, j = 3, a, b ∈ {1, 2},
Kab := [−∂ρ∂ρ + gGρgGρ]δab + [2gGρ∂ρ + ∂ρ(gGρ)]ǫab, (7.65)
where we have used ǫac3ǫcb3 = ǫacǫcb = −δab.
The term quadratic in Xaµ is further rewritten using the complex-valued field X±µ defined by X±µ :=
1
2
(X1µ ± iX2µ):
XaµK
abXbµ =X
a
µ[−∂2δab + g2GρGρδab + 2gǫabGρ∂ρ + gǫab∂ρGρ]Xbµ
=X+µ [−∂2 + g2GρGρ + i(2gGρ∂ρ + g∂ρGρ)]X−µ
+X−µ [−∂2 + g2GρGρ − i(2gGρ∂ρ + g∂ρGρ)]X+µ
=X+µ [−(∂ρ − igGρ)2]X−µ +X−µ [−(∂ρ + igGρ)2]X+µ . (7.66)
In the above derivation, we have used the reduction condition. In this basis, the reduction condition
has the same form as the conventional MA gauge fixing condition:
Dµ[V ]Xµ = 0⇐⇒ ∂µXaν − fabjgGjµXbν = 0, (7.67)
since (7.56) yields
Dµ[V ]Xν = [∂µX
a
ν − fabjgGjµXbν ]ea. (7.68)
In the maximal option of SU(N), the diagonal part ajµ and the off-diagonal part Aaµ in the conven-
tional Abelian projection are identified with Gjµ and Xaµ respectively:
Gjµ := c
j
µ + h
j
µ ↔ ajµ, Xaµ ↔ Aaµ. (7.69)
For SU(2), in particular, we find
Dµ[V ]Xµ = 0⇐⇒ ∂µXaµ − ǫabg(cµ + hµ)Xbµ = 0. (7.70)
But, this does not mean that the reduction condition agrees with the MA gauge. Recall that the reduction
condition is introduced to eliminate the extra degrees of freedom in the new reformulation to obtain
the same independent degrees of freedom as the original one. Therefore, the above Lagrangian is still
invariant under the local SU(N) gauge transformation, and we can impose any gauge fixing condition,
if we want to do so. The above formulation reduces to the MA gauge, only when we set the color field
n(x) to be uniform in the maximal option, and hence the other bases are also fixed. The minimal option
for SU(N) (N ≥ 3) does not agree with the SU(N) MA gauge, even in this limit.
7.4. Integrating out the infrared non-dominant field Xµ
We proceed to integrate out the field X µ in the functional integration (7.47). For this purpose, we
have already rewritten the action (7.61) of the reformulated Yang-Mills theory using the independent
variables (nα, Cjµ, Xaµ).
First, we neglect the term quartic in X µ. The effect of the quartic term will be included later in
section 7.6.
Second, we perform the integration over X µ using the Gaussian (Fresnel) integration, by taking into
account the fact that the Jacobian J˜ for the change of variables is trivial J˜ = 1 if the basis adopted in the
above is used. In the Minkowski space–time, the integration over the field Xaµ yields∫
DXaµ exp
{
−i1
2
XµaQabµνX
νb
}
=(detQabµν)
−1/2 = exp
[
i
(
i
2
ln detQabµν
)]
= exp
[
i
(
i
2
Tr lnQabµν
)]
, (7.71)
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while in the Euclidean space,∫
DXaµ exp
{
−1
2
XaµQ
ab
µνX
b
ν
}
= exp
[
−1
2
ln detQabµν
]
= exp
[
−1
2
Tr lnQabµν
]
. (7.72)
We have already included the reduction condition δ(χ˜). In addition, we include the Faddeev-Popov like
term associated with the reduction condition. The resulting expression [19, 20] is
∆redFP = detK
ab = exp
[
i
(−i ln detKab)] = exp [i (−iTr lnKab)] . (7.73)
Thus we obtain the effective SU(N) Yang-Mills Lagrangian density in the minimal option: In the
Minkowski space,
SYM =−
∫
1
2
tr(Fµν [V ]F
µν [V ]) +
i
2
Tr lnQabµν − iTr lnKab, (7.74)
while in the Euclidean space,
SYM =
∫
1
2
tr(Fµν [V ]Fµν [V ]) +
1
2
Tr lnQabµν − Tr lnKab. (7.75)
For G = SU(2),
Qabµν :=K
abgµν + 2igF
C
µν [V ](TC)
ab,
Kab =[−∂ρ∂ρ + gGρgGρ]δab + [2gGρ∂ρ + ∂ρ(gGρ)]ǫab, (j = 3, a, b ∈ {1, 2}). (7.76)
Here Kab is written in the matrix form:
Kab =
( −∂2ρ + (gGρ)2 2gGρ∂ρ + ∂ρ(gGρ)
−2gGρ∂ρ − ∂ρ(gGρ) −∂2ρ + (gGρ)2
)
. (7.77)
The action for V is simplified as
1
2
tr(Fµν [V ]
2) =
1
4
G2µν , Gµν := n ·Fµν [V ] = ∂µcν − ∂νcµ + ig−1n · [∂µn, ∂νn]. (7.78)
This formulation for SU(2) has been already applied to the following problems.
i) Nielsen-Olesen instability [140] of the Savvidy vacuum [139]: the vacuum (in)stability under
the uniform chromomagnetic field or stability of the chromomagnetic condensation. See [123, 20,
124].
ii) dynamical mass generation for the gluon field through the vacuum condensation of mass
dimension-two, i.e., 〈X2µ〉 [20, 124].
iii) derivation of a low-energy effective field theory in which the propagator of the restricted field
has the Gribov-Stingl form which violates the physical positivity, explaining confinement of the
restricted field [125].
iv) crossover between chiral-symmetry-breaking/restoration and confinement/deconfinement phase
transition at finite temperature [126].
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For G = SU(3) in the maximal option, Kab is given by
Kab =− ∂ρ∂ρδab − gGjρgGρkf jacfkcb + [2gGjρ∂ρ + ∂ρ(gGjρ)]f jab,
(j, k ∈ {3, 8}, a, b, c ∈ {1, 2, 4, 5, 6, 7}). (7.79)
The structure constants f jab are written in the matrix form (a, b ∈ {1, 2, 4, 5, 6, 7}) which are the off-
diagonal matrices:
f 3ab =

0 1 0 0 0 0
−1 0 0 0 0 0
0 0 0 1
2
0 0
0 0 −1
2
0 0 0
0 0 0 0 0 −1
2
0 0 0 0 1
2
0

ab
, f 8ab =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0
√
3
2
0 0
0 0 −
√
3
2
0 0 0
0 0 0 0 0
√
3
2
0 0 0 0 −
√
3
2
0

ab
, (7.80)
yield the diagonal matrices for the contracted structure constants:
f 3acf 3cb =diag
(
−1,−1,−1
4
,−1
4
,−1
4
,−1
4
)
ab
,
f 3acf 8cb =f 8acf 3cb = diag
(
0, 0,−
√
3
4
,−
√
3
4
,
√
3
4
,
√
3
4
)
ab
,
f 8acf 8cb =diag
(
0, 0,−3
4
,−3
4
,−3
4
,−3
4
)
ab
. (7.81)
Thus we find that Kab is decomposed into the diagonal part and the off-diagonal part:
Kab =− ∂ρ∂ρδab + gG3ρgGρ3diag
(
1, 1,
1
4
,
1
4
,
1
4
,
1
4
)
ab
+ gG3ρgG
ρ8diag
(
0, 0,
√
3
2
,
√
3
2
,−
√
3
2
,−
√
3
2
)
ab
+ gG8ρgG
ρ8diag
(
0, 0,
3
4
,
3
4
,
3
4
,
3
4
)
ab
+ 2g[G3ρf
3ab +G8ρf
8ab]∂ρ + ∂ρ(gG3ρ)f
3ab + ∂ρ(gG8ρ)f
8ab (a, b ∈ {1, 2, 4, 5, 6, 7}), (7.82)
which is written in the matrix form (omitting the Lorentz index):
Kab
=


−∂2 +G23 2G3∂ 0 0 0 0
−2G3∂ −∂2ρ +G23 0 0 0 0
0 0 −∂2 + ( 1
2
G3 +
√
3
2
G8)2 (G3 +
√
3G8)∂0 0 0
0 0 −(G3 +
√
3G8)∂ −∂2ρ + ( 12G3 +
√
3
2
G8)2 0 0
0 0 0 0 −∂2 + ( 1
2
G3 −
√
3
2
G8)2 −g(G3 −
√
3G8)∂
0 0 0 0 g(G3 −
√
3G8)∂ −∂2 + ( 12G3 −
√
3
2
G8)2


.
(7.83)
For G = SU(3) in the minimal option, Kab has the form
Kab =− ∂ρ∂ρδab − gGjρgGρkf jacfkcb + [2gGjρ∂ρ + ∂ρ(gGjρ)]f jab
(j, k ∈ {1, 2, 3, 8}, a, b, c ∈ {4, 5, 6, 7}), (7.84)
157
which has apparently the same form as that in the maximal option, but the explicit form is different from
that, since indices are taken over different values. In fact, the structure constants are written in the matrix
form:
f 1ab =

0 0 0 1
2
0 0 −1
2
0
0 1
2
0 0
−1
2
0 0 0

ab
, f 2ab =

0 0 1
2
0
0 0 0 1
2−1
2
0 0 0
0 −1
2
0 0

ab
,
f 3ab =

0 1
2
0 0
−1
2
0 0 0
0 0 0 1
2
0 0 −1
2
0

ab
, f 8ab =

0
√
3
2
0 0
−
√
3
2
0 0 0
0 0 0
√
3
2
0 0 −
√
3
2
0

ab
, (7.85)
yield the diagonal matrices for the contracted structure constants:
f 3acf 3cb =diag
(
−1
4
,−1
4
,−1
4
,−1
4
)
ab
,
f 3acf 8cb =f 8acf 3cb = diag
(
−
√
3
4
,−
√
3
4
,−
√
3
4
,−
√
3
4
)
ab
,
f 8acf 8cb =diag
(
−3
4
,−3
4
,−3
4
,−3
4
)
ab
. (7.86)
Other terms gives the off-diagonal matrices:
G1f 1ab +G2f 2ab =
1
2

0 0 G2 G1
0 0 −G1 G2
−G2 G1 0 0
−G1 −G2 0 0
 , (7.87)
and
G3f 3ab +G8f 8ab =
1
2

0 G3 +
√
3G8 0 0
−G3 −√3G8 0 0 0
0 0 0 G3 +
√
3G8
0 0 −G3 −√3G8 0
 , (7.88)
yields
G1f 1ab +G2f 2ab +G3f 3ab +G8f 8ab =
1
2

0 G3 +
√
3G8 G2 G1
−G3 −√3G8 0 −G1 G2
−G2 G1 0 G3 +√3G8
−G1 −G2 −G3 −√3G8 0
 ,
(7.89)
Then
(G1f 1ab +G2f 2ab)2 = −1
4
((G1)2 + (G2)2)

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , (7.90)
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(G3f 3ab +G8f 8ab)2 = −1
4
(G3 +
√
3G8)2

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , (7.91)
and
(G1f 1ab +G2f 2ab)(G3f 3ab +G8f 8ab)
= −1
4

0 0 G1(G3 +
√
3G8) −G2(G3 +√3G8)
0 0 G2(G3 +
√
3G8) G1(G3 +
√
3G8)
G1(G3 +
√
3G8) G2(G3 +
√
3G8) 0 0
−G2(G3 +√3G8) G1(G3 +√3G8) 0 0
 (7.92)
yields
− (G1f 1ab +G2f 2ab +G3f 3ab +G8f 8ab)2
=
1
4

(G1)2+(G2)2+(G3+
√
3G8)2 0 2G1(G3+
√
3G8) −2G2(G3+√3G8)
0 (G1)2+(G2)2+(G3+
√
3G8)2 2G2(G3+
√
3G8) 2G1(G3+
√
3G8)
2G1(G3+
√
3G8) 2G2(G3+
√
3G8) (G1)2+(G2)2+(G3+
√
3G8)2 0
−2G2(G3+√3G8) 2G1(G3+√3G8) 0 (G1)2+(G2)2+(G3+√3G8)2
 .
(7.93)
Finally, we find that Kab has the form:
Kab =

∗ (G3+√3G8)∂ G2∂+ 12G1(G3+√3G8) G1∂− 12G2(G3+√3G8)
−(G3+
√
3G8)∂ ∗ −G1∂+ 12G2(G3+√3G8) G2∂+ 12G1(G3+√3G8)
−G2∂+ 12G1(G3+
√
3G8) G1∂+
1
2
G2(G3+
√
3G8) ∗ (G3+√3G8)∂
−G1∂− 12G2(G3+
√
3G8) −G2∂+ 12G1(G3+
√
3G8) −(G3+
√
3G8)∂ ∗
 , (7.94)
where we have defined ∗ := −∂2 + 1
4
(G21 +G
2
2) + (
1
2
G3 +
√
3
2
G8)
2
.
7.5. QCD at finite temperature
In this section, we give a theoretical framework to obtain a low-energy effective theory of quantum
chromodynamics (QCD) toward a first-principle derivation of confinement/deconfinement and chiral-
symmetry breaking/restoration crossover transitions. In fact, we demonstrate that an effective theory
obtained using simple but non-trivial approximations within this framework enables us to treat both
transitions simultaneously on equal footing. A resulting effective theory at finite temperature is regarded
as a modified and improved form of nonlocal version of the Polyakov-loop extended Nambu-Jona-
Lasinio (nonlocal PNJL) models proposed recently by Hell, Ro¨ssner, Cristoforetti and Weise [128],
Sasaki, Friman and Redlich [129], and Blaschke, Buballa, Radzhabov and Volkov [130], extending the
original (local) PNJL model by Fukushima [127]. The Nambu-Jona-Lasinio (NJL) model [131] is well
known as a low-energy effective theory of QCD to describe the dynamical breaking of chiral symmetry
in QCD (at least in the confinement phase), see e.g. [132, 133].
A novel feature obtained by our results is that the nonlocal NJL coupling depends explicitly on the
temperature and Polyakov loop, which affects the entanglement between confinement and chiral sym-
metry breaking, together with the cross term introduced through the covariant derivative in the quark
sector considered in the conventional PNJL model. The chiral symmetry breaking/restoration transition
is controlled by the nonlocal NJL interaction, while the confinement/deconfinement transition in the
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pure gluon sector is specified by the nonperturbative effective potential for the Polyakov loop obtained
recently by Marhauser and Pawlowski [134], Fischer, Maas and Pawlowski [135] and Braun, Gies and
Pawlowski [136]. The basic ingredients are a reformulation of QCD based on new variables and the flow
or functional renormalization group (FRG) equation of the Wetterich type in the Wilsonian renormaliza-
tion group. This framework can be applied to investigate the QCD phase diagram at finite temperature
and density.
The action of QCD is written in terms of the gluon field Aµ and the quark field ψ:
SQCD =Sq + SYM,
Sq :=
∫
dDxψ¯(iγµDµ[A ]− mˆq + µqγ0)ψ,
SYM :=
∫
dDx
−1
2
tr(Fµν [A ]F
µν [A ]) + SGF + SFP, (7.95)
where ψ is the quark field, mˆq is the quark mass matrix, µq is the quark chemical potential, γµ are
the Dirac gamma matrices (µ = 0, · · · , D − 1), Dµ[A ] := ∂µ − igAµ is the covariant derivative in
the fundamental representation, g is the QCD coupling constant, Aµ = A Aµ TA is the gluon field with
su(Nc) generators TA for the gauge group G = SU(Nc) (A = 1, · · · , dimSU(Nc) = N2c − 1) and
Fµν [A ] := ∂µAν − ∂νAµ − ig[Aµ,Aν ] is the field strength. In what follows, we suppress the spinor,
color and flavor indices. Here SGF is the gauge-fixing term and SFP is the associated Faddeev-Popov
ghost term.
By making use of new variables Vµ = V Aµ (x)TA and Xµ = X Aµ (x)TA obtained from decomposing
the original SU(N) Yang-Mills field:
Aµ(x) = Vµ(x) + Xµ(x), (7.96)
the original QCD action is rewritten into a new form:
Sq =
∫
dDx
{
ψ¯(iγµDµ[V ]− mˆq + µqγ0)ψ + gJµaXaµ
}
,
SYM =
∫
dDx
{−1
4
(F kµν [V ])
2 − 1
2
XµaQabµνX
νb − 1
4
(ǫabXaµX
b
ν)
2
}
+ SFP, (7.97)
where we have introduced the color current in the basis eAa :
Jµa := ψ¯γµTAψe
A
a , (7.98)
the covariant derivative in the adjoint representation Dµ[V ] := ∂µ − ig[Vµ, ·] and
Qabµν [V ] :=K
ab[V ]gµν + 2gf
abCFCµν [V ], K
ab[V ] := −(Dρ[V ]Dρ[V ])ab. (7.99)
Here we have explicitly written the independent degrees of freedom for the fields Xaµ which are to be
integrated out below.
We neglect the quartic term O(X 4), which will be taken into account later in section 7.6. The
integration over X Aµ can be achieved by the Gaussian integration:∫
DXaµ exp
{
−i1
2
XaµQ
ab
µνX
b
ν + igJ
µcXcµ
}
= (detQabµν)
−1/2 exp
{
−ig
2
2
Jµa(Q−1)abµνJ
νb
}
. (7.100)
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Consequently, a nonlocal 4 fermion-interaction is generated:
SQCDeff =S
gNJL
eff + S
glue
eff ,
SgNJLeff :=
∫
dDx ψ¯(iγµDµ[V ]− mˆq + iγ0µ)ψ +
∫
dDx
∫
dDy
g2
2
Jaµ(x)(Q
−1[V ])µνab (x, y)J
b
ν(y)
Sglueeff :=
∫
dDx
−1
4
(F kµν [V ])
2 +
i
2
ln detQ[V ]abµν − i ln detK[V ]ab, (7.101)
where the last term − ln detKab = −tr lnKab in the action Sglueeff comes from the Faddeev-Popov deter-
minant associated with the reduction condition (see section 4.6 and [19] for the precise form).
In order to estimate the effect of the nonlocal four-fermion interaction, we assume that the inverse
(Q−1)µνab [V ] is diagonal in the Lorentz indices neglecting the antisymmetric term 2gfabCFCµν [V ]:
(Q−1)µνab [V ] ∼= gµν(K−1)ab[V ]. (7.102)
Then the interaction term reads
S inteff :=
∫
dDx
∫
dDy
g2
2
Jaµ(x)(Q
−1)µνab (x, y)J
b
ν(y)
=
∫
dDx
∫
dDy
g2
2
Jaµ(x)(K
−1)ab(x, y)J bµ(y). (7.103)
Moreover, we consider only the diagonal parts of (K−1)ab[V ]. 75 This is achieved by the procedure
g2
2
(Q−1)abµν(x, y) ∼=
g2
2
gµν(K−1)ab[V ] ∼= gµνδabG(x− y), (7.104)
which yields
G(x− y) = g
2
2
(Q−1)abµν(x, y)
gµν
D
δab
δcc
=
g2
2
(K−1)ab[V ]
δab
δcc
=
g2
2
tr(K−1)[V ]
δcc
. (7.105)
where δcc = dim(G/H˜). Then the interaction term reads
S inteff :=
∫
dDx
∫
dDy
g2
2
Jaµ(x)(Q
−1)µνab (x, y)J
b
ν(y)
=
∫
dDx
∫
dDyJaµ(x)G(x− y)Jaµ(y)
=
∫
dDx
∫
dDyψ¯(x)γµTAψ(x)e
A
a (x)G(x− y)ψ¯(y)γµTBψ(y)eBa (y). (7.106)
For D = 4, we use the Fierz identity [138] to rewrite the nonlocal current-current interaction as
Sint =
∫
d4x
∫
d4yJ µa(x)G(x− y)J µa(y)
=
∫
d4x
∫
d4yG(x− y)
∑
α
cα(ψ¯(x)Γαψ(y))(ψ¯(y)Γαψ(x))
=
∫
d4x
∫
d4zG(z)
∑
α
cα{ψ¯(x+ z/2)Γαψ(x− z/2)}{ψ¯(x− z/2)Γαψ(x+ z/2)}, (7.107)
75 This approximation is used just for simplifying the Fierz transformation performed below and hence it can be improved
by taking into account the off-diagonal parts of K−1 if it is necessary to do so.
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where the Γα are a set of Dirac spinor, color and flavor matrices, resulting from the Fierz transformation,
with the property γ0Γ†αγ0 = Γα. Although the Fierz transformation induces mixings and recombinations
among operators, the resulting theory must maintain the symmetries of the original QCD Lagrangian.
A minimal subset of operators satisfying the global chiral symmetry SU(Nf)L × SU(Nf )R which gov-
erns low-energy QCD with Nf -flavors is the color-singlet of scalar-isoscalar and pseudoscalar-isovector
operators. Thus, by restricting Γα hereafter to
Γα := (1, iγ5~τ) (7.108)
and ignoring other less relevant operators (vector and axial-vector terms in color singlet and color octet
channels), we arrive at a nonlocal gauged NJL model:
SgNJLeff =
∫
d4xψ¯(x)(iγµDµ[V ]− mˆq + iγ0µq)ψ(x) + Sint,
Sint =
∫
d4x
∫
d4zG(z)[ψ¯(x+ z/2)Γαψ(x− z/2)ψ¯(x− z/2)Γαψ(x+ z/2)]. (7.109)
This form is regarded as a gauged version of the nonlocal NJL model proposed in [128]. The function
G(z) is replaced by a coupling constant G times a normalized distribution C(z):
G(z) := G
2
C(z),
∫
d4zC(z) = 1. (7.110)
The standard (local) gauged NJL model follows for the limiting case C(z) = δ4(z) with ∫ d4zC(z) = 1.
In contrast to [128], however, G and C are determined in conjunction with the behavior of the
Polyakov loop L at temperature T : using the Fourier transform G˜(p) of G, they are expressed as
G
2
= G˜(p = 0), C˜(p) = G˜(p)/G˜(p = 0), (7.111)
The theory given above by SQCDeff = S
glue
eff + S
gNJL
eff is able to describe chiral-symmetry break-
ing/restoration and quark confinement/deconfinement on an equal footing where the pure gluon part Sglueeff
describes confinement/deconfinement transition signaled by the Polyakov loop average. We can incorpo-
rate the information on confinement/deconfinement transition at finite temperature into the quark sector
through the covariant derivative D[V ] and the nonlocal NJL interaction G (G and C), in sharp contrast
to the conventional PNJL model where the entanglement between chiral-symmetry breaking/restoration
and confinement/deconfinement was incorporated through the covariant derivative D[V ] alone and the
nonlocal NJL interaction G is fixed to the zero-temperature case. In our theory, the nonlocal NJL inter-
action G (G and C) is automatically determined through the information of confinement/deconfinement
dictated by the Polyakov loop L (non-trivial gluon background), while in the nonlocal PNJL model
[128] the low-momentum (non-perturbative) behavior of C was not controlled by first principles and was
provided by the instanton model.
For SU(2) Yang-Mills theory at finite temperature T , Kab of (7.77) is written in the matrix form
Kab =
(−∂2 + (gG)2 2gG∂
−2gG∂ −∂2 + (gG)2
)
∼=
(−∂2ℓ − ∂20 + T 2ϕ2 2Tϕ∂0
−2Tϕ∂0 −∂2ℓ − ∂20 + T 2ϕ2
)
. (7.112)
where the gauge fixing condition ∂G = 0 is adopted. Here we have chosen a trivial background for the
spatial component Gℓ (ℓ = 1, 2, 3) and the uniform background g−1Tϕ for the time component G0 with
the angle variable ϕ which specifies the Polyakov loop operator. Then this leads to
(Q−1)µνab [V ] = g
µν(K−1)ab[V ] = gµν
(
1
2
[Fϕ + F−ϕ] − 12i [Fϕ − F−ϕ]
1
2i
[Fϕ − F−ϕ] 12 [Fϕ + F−ϕ]
)
, (7.113)
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where Fϕ is defined by
Fϕ(i∂) :=
1
(i∂ℓ)2 + (i∂0 + Tϕ)2 +Rk
=
1
(i∂µ)2 + (Tϕ)2 + 2Tϕi∂0 +Rk
, (7.114)
where Rk is the infrared cutoff function at the flow parameter k used in the functional renormalization
group. Then the nonlocal interaction is obtained as
G(x− y) = g
2
2
tr(K−1)
2
=
g2
2
Fϕ + F−ϕ
2
, (7.115)
whose Fourier transform is 76
G˜(p) =g
2
2
F˜ϕ(p) + F˜−ϕ(p)
2
, F˜ϕ(p) =
1
p2 + (Tϕ)2 + 2Tϕp0 +Rk(p)
. (7.116)
Note that F˜ϕ(p = 0) and hence G diverge at T = 0. This comes from an improper treatment of the
T = 0 part. To avoid this IR divergence at T = 0, we add the T = 0 contribution M20 ≃ M2X and replace
Fϕ(i∂) by
Fϕ(i∂) =
1
(i∂ℓ)2 + (i∂0 + Tϕ)2 +M
2
0
=
1
(i∂µ)2 + (Tϕ)2 + 2Tϕi∂0 +M
2
0
, (7.117)
and
F˜ϕ(p) =
1
p2 + (p0 + Tϕ)2 +M
2
0
=
1
p2 + (Tϕ)2 + 2Tϕp0 +M
2
0
. (7.118)
In fact, such a contribution 1
2
M20 comes in GAB as an additional term M20 δAB from the O(X 4) terms
(Note that O(X 3) terms are absent for G = SU(2)), as already mentioned before.
At T = 0 (and at zero chemical potential µq = 0), QCD must be in the hadron phase where the
chiral symmetry is spontaneously broken, which means that the NJL coupling constant G(0) at zero
temperature must be greater than the critical NJL coupling constant Gc:
G(0) = g2
1
M20
> Gc. (7.119)
The nonlocality function or the form factor C˜(p) at T = 0 behaves as
G˜(p) = g
2
2
1
p2 +M20
, G˜(0) = g
2
2
1
M20
, (7.120)
and
C˜(p) = M
2
0
p2 +M20
. (7.121)
As an immediate outcome of the resulting effective theory, this determines the temperature-dependence
of the coupling constant G of nonlocal NJL model. Using (7.111), we have
G(T ) =
g2
(Tϕ)2 +M20
, (7.122)
76 In what follows, we correct some errors in Kondo [126]: (82), (88), (103), (104), (105), (107). These equations should
be corrected as given below, which are to be consistent with (7.115) and (7.116). But qualitative results obtained in [126] do
not change by these corrections.
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which lead to the NJL coupling constant normalized at T = 0:
G(T )
G(0)
=
M20
(Tϕ)2 +M20
. (7.123)
In the presence of the dynamical quark mq < ∞, the Polyakov loop is not an exact order parameter
and does not show a sharp change with discontinuous derivatives. Even in this case, we can introduce
the pseudo critical temperature T ∗d as a temperature achieving the peak of the susceptibility. Below the
deconfinement temperature T ∗d , i.e., T < T ∗d , therefore, L ≃ 0 (or ϕ ≃ π), the NJL coupling constant G
has the temperature-dependence:
G(T )/G(0) ≃ M
2
0
π2T 2 +M20
(T < T ∗d ). (7.124)
This naive estimation gives a qualitative understanding for the existence of chiral phase transition. Since
G(T ) is (monotonically) decreasing as the temperature T increases, it becomes smaller than the critical
NJL coupling constant:
G(0) = g2
1
M20
> Gc, T ↑ ∞ =⇒ G ↓ 0. (7.125)
Thus, the chiral transition temperature Tχ will be determined (if the chiral-symmetry restoration and
confinement coexist or the chiral symmetry is restored in the confinement environment before decon-
finement takes place, i.e., Tχ ≤ T ∗d ) by solving
G(Tχ) ≡ G(0) M
2
0
T 2χπ
2 +M20
= Gc. (7.126)
Here we have assumed that the nonlocality function C˜(p) gives the dominant contribution at p = 0,
namely, C˜(p) ≤ C˜(0) = ∫ d4zC(z) = 1 and that the occurrence of the chiral transition is determined by
the NJL coupling constant alone.
At finite temperature T , the form factor reads
C(x− y) =T
∑
n∈Z
∫
d3p
(2π)3
C˜(p0 = ω,p)eip·(x−y)
=T
∑
n∈Z
∫
d3p
(2π)3
M20
3
[ 2
p2 + (ω + Tϕ)2 +M20
+
1
p2 + ω2 +M20
]
eip·(x−y)
=
∫
d3p
(2π)3
M20
6ǫp
[
2
sinh(ǫp/T )
cosh(ǫp/T )− cos(ϕ) +
sinh(ǫp/T )
cosh(ǫp/T )− 1
]
eip·(x−y), (7.127)
where we have defined ǫp :=
√
p2 +M20 and used
T
∑
n∈Z
1
(ω + C)2 + ǫ2p
=
1
2ǫp
sinh(ǫp/T )
cosh(ǫp/T )− cos(C/T ) . (7.128)
The form factor C does not change so much around the deconfinement temperature T ∼ T ∗d (or ϕ ∼ π).
This is reasonable since the form factor is nearly equal to the X correlator Q−1, as already mentioned
before. The more details can be seen in [126] .
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7.6. Effect of the quartic interaction among X
We can introduce the gauge-invariant mass term which is invariant under the local SU(2) gauge
transformation II as pointed out in [18]:
Lm =
1
2
M2XX
2
µ, (7.129)
since the mass dimension two operator X2µ is invariant under the local gauge transformation:
δω′X
2
µ(x) = 0. (7.130)
This gauge-invariant mass term is rewritten in terms of the original variables Aµ:
Lm =
1
2
M2X(Aµ −Vµ)2 =
1
2
M2X(Aµ − cµn+ g−1∂µn× n)2 =
1
2g2
M2X(Dµ[A]n)
2, (7.131)
under the understanding that the color field n is expressed in terms of the original gauge field Aµ by
solving the reduction condition. Therefore, Vµ (or cµ and n) plays the similar role to the Stu¨ckelberg
field to recover the local gauge symmetry. Note that cµ, n and Xµ are treated as independent variables
after the non-linear change of variables and the mass term is a polynomial in the new variable Xµ,
although they might be non-local and non-linear composite operators of the original variables Aµ.
The proposed mass term (7.129) or (7.131) for the gluon:
Lm =M
2
Xtr{(Aµ − Vµ)2} =M2Xtr{(Aµ − cµn− ig−1[∂µn,n])2} =
1
g2
M2Xtr{(Dµ[A ]n)2},
(7.132)
should be compared with the conventional gauge-invariant mass term of Kunimasa–Goto type [137]:
LKG = M
2tr{(Aµ − ig−1U∂µU †)2} = M2tr{(UDµ[A ]U †)2}, U(x) = e−iχ(x)/v. (7.133)
This mass term is non-polynomial in the Stu¨ckelberg field χ(x). This fact makes the field theoretical
treatment very difficult.
It is possible to argue that there occurs a novel vacuum condensation of mass dimension–two for
the field Xµ, i.e.,77 〈−X2µ〉 6= 0. (7.134)
and that the fieldXµ acquires the mass dynamically through this condensation. A naive way to see this is
to apply the mean-field like argument or the Hartree–Fock approximation to the four-gluon interaction,
i.e., the quartic self-interaction among Xµ which leads to the gauge-invariant mass term for Xµ gluons
and a gauge-invariant gluon mass MX :
−1
4
(gXµ ×Xν)2 =− 1
4
(gXµ ×Xν) · (gXµ ×Xν)
→1
2
g2XAµ
[〈−X2ρ〉 δAB − 〈−XAρXBρ 〉]XµB = 12M2XXµ ·Xµ, M2X = 23g2 〈−X2ρ〉 .
(7.135)
77 We adopt the Minkowski metric gµν = diag(1,−1,−1,−1). After the Wick rotation to the Euclidean region, the
Minkowski metric tensor gµν is replaced by −δµν = diag(−1,−1,−1,−1). Therefore, we have−X2µ → (XEµ )2 > 0.
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Consequently, the gauge-invariant mass for the “off-diagonal” gluonXµ is generated. Then theXµ gluon
modes decouple in the low-energy (or long-distance) region below the mass scaleMX . Consequently, the
infrared “Abelian” dominance for the large Wilson loop average follows immediately from the fact that
the Wilson loop operator is written in terms of Vµ alone according to the non-Abelian Stokes theorem
for the Wilson loop operator and that the Wilson loop average is entirely estimated by the restricted field
alone.
The numerical simulations on a lattice [27] have demonstrated the infrared “Abelian” dominance and
magnetic monopole dominance in the string tension within the compact lattice reformulation, although
such phenomena were found for the first time in the MA gauge [36, 38]. In fact, the numerical simula-
tions have shown that the string tension calculated from the magnetic part of the Wilson loop average in
the reformulation of lattice Yang-Mills theory reproduces 90∼ 95 % of the full string tension calculated
from the original Wilson loop average in the conventional lattice formulation. More numerical simula-
tions [142] have shown that the remaining fieldXµ defined on a lattice acquires the mass MX ∼= 1.2GeV
which is obtained as the exponential decay rate of the two-point correlation function 〈Xµ(x) ·Xµ(y)〉YM
measured on a lattice: 〈Xµ(x) ·Xµ(y)〉YM ∼ |x − y|−α exp(−MX |x− y|). This value agrees with that
of the off-diagonal gluon mass obtained in the MA gauge [40]. This is consistent with the “Abelian”
dominance. See section 9.4.10.
Moreover, it was pointed out that the existence of dimension–two condensate eliminates a tachyon
mode causing the Nielsen–Olesen instability [140] of the vacuum with the homogeneous magnetic con-
densation 〈H〉 6= 0, which is called the vacuum of the Savvidy type [139]. Here the magnetic field H is
defined by the Lorentz invariant form
H :=
√
1
2
H2µν , Hµν = −gn · (∂µn× ∂νn). (7.136)
Therefore, the restoration of the vacuum stability with homogeneous magnetic condensation is obtained
as a by-product of the above result. The stability of the magnetic vacuum is desirable for the magnetic
monopole dominance. Thus the non-perturbative Yang-Mills vacuum is characterized by two vacuum
condensations, i.e., the condensation
〈
X2µ
〉 6= 0 and the magnetic condensation 〈H〉 6= 0, both of which
realize the vacuum energy lower than that of the perturbative vacuum. 78
A first analytical calculation of the effective potential of the composite gluon operator of mass
dimension–two X2µ has been performed for demonstrating the occurrence of the condensation as re-
alized at the minimum located away from the origin. See [25] for numerical simulations for the effective
potential on a lattice. Note that the composite operatorX2µ is gauge-invariant and the resulting mass term
for Xµ can be induced keeping the original SU(2) gauge invariance intact, contrary to the conventional
wisdom. Consequently, the decoupling of these degrees of freedom is characterized as a gauge-invariant
low-energy phenomenon. In other words, this is a dynamical Abelian projection, suggesting the valid-
ity of the dual superconductor picture for quark confinement. Thus the infrared “Abelian” dominance
immediately follows in the gauge invariant manner. See also [124] for more recent results along this
direction in the framework of the functional renormalization group.
Furthermore, the existence of this condensate enables us to derive the Faddeev-Niemi model de-
scribing glueballs as knot solitons, which is regarded as a low-energy effective theory of the Yang-Mills
theory, as already pointed out in [123, 153]. Then the mass of the knot soliton of the Faddeev-Niemi
model could be given by the fractional power of the Hopf topological number QH in units of the gluon
78 See Kondo [20] for more precise treatment of this idea.
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condensate
〈
X2µ
〉
:
Mn = C0
√〈
X2µ
〉|QH |3/4 (7.137)
where C0 is a constant. The existence of the gluon condensate
〈
X2µ
〉
of dimension two has implica-
tions for non-perturbative dynamics of the Yang-Mills theory. For quark confinement, e.g., there is an
argument suggesting that the string tension is proportional to the gluon condensate
〈
X2µ
〉
of dimension
two:
σ = const.
〈
X2µ
〉
. (7.138)
The gauge-invariant operator X 2µ of mass dimension two corresponds to the BRST invariant operator
of mass dimension two, constructed from the gluon and ghost [52]: for the partial gauge fixing G→ H ,
consider the composite operator:
OK(x) := trG/H
[
1
2
Aµ(x)A
µ(x) + λiC¯ (x)C (x)
]
, (7.139)
where A is the gauge field, C¯ ,C are the ghost fields and λ is a gauge fixing parameter.
These are advantages of the reformulation of the Yang-Mills theory based on the non-linear change
of variables.
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8. Reduction condition and magnetic monopole in the topological Yang-Mills background
In this section we check that the reduction condition can be used to determine the color direction
field, which plays the key role in the new reformulation of the Yang-Mills theory written in terms of
the new variables. Moreover, we examine whether circular loops of magnetic monopole exist or not
in the four-dimensional Euclidean SU(2) Yang-Mills theory, since they are expected to be dominantly
responsible for quark confinement in the dual superconductor picture. To achieve these purposes, we
solve in an analytical and numerical ways (the differential equation for) the reduction condition to obtain
the color direction field for a given Yang-Mills field. As the given Yang-Mills fields, we examine some
exact solutions of the classical Yang-Mills field equation of motion characterized by the non-trivial
topological invariant, i.e., one-meron, two-merons, one-instanton, and two-instantons.
8.1. Brief history before our works
The dual superconductivity picture [3] for quark confinement [2] was proposed long ago and it
is now believed to be a promising mechanism for quark confinement. The dual superconductivity is
supposed to be realized as an electric-magnetic dual of the ordinary superconductivity. For the dual
superconductivity to be possible, there must exist magnetic monopoles and antimonopoles to be con-
densed for causing the dual Meissner effect, just as the Cooper pairs exist and they are condensed to
cause Meissner effect in the ordinary superconductivity. The idea of the dual superconductivity is
intuitively easy to understand, but upgrading this idea into a quantitative theory is not so easy, as can be
seen from a fact that we are still involved in this work.
The topological soliton allowed in the D-dimensional SU(2) Yang-Mills theory [1] with no matter
fields is only the Yang-Mills instanton 79 [155, 156, 157, 158], which gives a finite action integral which
is proportional to the integer-valued Pontryagin index QP in D = 4 dimensional Euclidean space–time
R4 where the continuous map U from the 3-sphere S3 to G = SU(2) ≃ S3:
U : S3 → SU(2) ≃ S3 (8.1)
is classified by the non-trivial Homotopy group:
π3(S
3) = Z. (8.2)
However, there are some arguments suggesting that the Yang-Mills instantons do not confine quarks in
four dimensions, e.g., [159]. This is in sharp contrast to the D = 3 case: in the Georgi-Glashow model,
point-like magnetic monopoles exist as instantons in three dimensions, leading to the area law of the
Wilson loop average as shown by Polyakov [5].
In view of these, ’t Hooft [13] has proposed an explicit prescription which enables one to extract
Abelian magnetic monopoles from the Yang-Mills theory as gauge-fixing defects, which is called
the Abelian projection method. In this prescription, the location of an Abelian magnetic monopole
in SU(2) Yang-Mills theory is specified by the simultaneous zeros (of first order) in RD of a three-
component field ~φ(x) = {φA(x)}A=1,2,3, which we call the monopole field hereafter. As a result, an
Abelian magnetic monopole is a topological object of co-dimension 3, if it exists at all, characterized
by a continuous map φ from the 2-sphere to SU(2)/U(1):
φ : S2 → SU(2)/U(1) ≃ S2, (8.3)
79 The D = 4 Euclidean Yang-Mills instanton can be also regarded as a static solution with a finite energy in D=4+1
Minkowski space–time. Here we use a topological soliton as implying a solution of the Yang-Mills field equation (of motion)
having an invariant which does not change the value under the continuous deformation of the solutions, e.g., characterized by
a non-trivial Homotopy class.
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with the non-trivial Homotopy group:
π2(S
2) = Z. (8.4)
Therefore, an Abelian magnetic monopole is represented by a point in D = 3 dimensions, as expected.
In D = 4 dimensions the world line of a magnetic monopole must draw a closed loop, i.e., loop of
magnetic monopole, not merely an open line, due to the topological conservation law ∂µkµ = 0 of
the magnetic-monopole current kµ, which is interpreted as the creation and annihilation of a pair of
monopole and antimonopole, since the net magnetic charge must be zero just as in the vacuum. (A
magnetic current extending from an infinity to another infinity can be also regarded as a closed loop after
the identification of infinities.) It is known according to numerical simulations that “large” magnetic
monopole loops are the most dominant configurations responsible for confinement. See e.g., [45] for a
review.
The obstacle is the lack of information as to how the magnetic monopole is related to the origi-
nal Yang-Mills field in a gauge-independent way. In the ’t Hooft proposal of Abelian projection, the
monopole field ~φ(x) is an arbitrary composite operator constructed from the Yang-Mills field A Aµ (x)
as long as φ transforms according to the adjoint representation under the gauge transformation, e.g.,
φA = FA12 (a component of the field strength FAµν). The maximally Abelian gauge (MA gauge, MAG)
[34] is well-known to be the most effective choice in practical calculations, following from a specific
choice for the monopole field in the Abelian projection method. The MA gauge is given by minimizing
the gauge-fixing functional written in terms of the off-diagonal gluon fields Aaµ (a = 1, 2) by using the
gauge degrees of freedom:
FMAG =
∫
dDx
1
2
[(A1µ)
2 + (A2µ)
2], (8.5)
which transforms the gauge field variable as close as possible to the maximal torus group U(1).
It is important to establish the relationship between the Abelian magnetic monopole in question
and an original SU(2) Yang-Mills field. For this purpose, some works have already been devoted to
constructing explicit configurations of the magnetic monopole loops from appropriately chosen config-
urations of the Yang-Mills field. In fact, Chernodub and Gubarev [160] have pointed out that within
the MA gauge one instanton and a set of instantons arranged along a straight line induce an Abelian
magnetic-monopole current along a straight line going through centers of instantons. In this case, the
magnetic monopole is given by the standard static hedgehog configuration. However, this solution yields
a divergent value for the gauge-fixing function FMAG of the MA gauge. Therefore, it must be excluded
in four dimensions.
In a laborious and important work, Brower, Orginos and Tan (BOT) [161] have investigated within
the MA gauge whether the magnetic monopole loop represented by a circle with a non-zero and finite
radius can exist for some given instanton configurations or not. They concluded that such a stable mag-
netic monopole loop is absent for one-instanton Yang-Mills background: a circular magnetic monopole
loop centered on an instanton is inevitably shrank to the center point, if one imposes the condition of
minimizing the MAG functional FMAG. While an instanton-antiinstanton pair seems to support a stable
magnetic monopole loop, although such a field configuration is not a solution of the Yang-Mills field
equation. These results suggest that such instantons are not the topological objects responsible for quark
confinement from the viewpoint of the dual superconductivity. Incidentally, these conclusions heavily
rely on their hard work of numerically solving partial differential equations. See e.g., [182] for the
corresponding result obtained from numerical simulations on a lattice.
Subsequently, Bruckmann, Heinzl, Vekua and Wipf (BHVW) [162] have performed a systematic
and analytical treatment to this problem within the Laplacian Abelian gauge (LA gauge, LAG) [43],
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which has succeeded to shed new light on the relationship between an Abelian magnetic monopole and
an instanton from a different angle. In the LA gauge, zeros of an auxiliary Higgs field ~φ(x) induce
topological defects in the gauge potential, upon diagonalization. It is important to notice that the nature
of the defects depends on the order of the zeros. For first-order zeros, one obtains magnetic monopoles.
The defects obtained from zeros of second order are Hopfion which is characterized by a topological
invariant called Hopf index [163] for the Hopf map H from the 3-sphere to SU(2)/U(1):
H : S3 → SU(2)/U(1) ≃ S2, (8.6)
with non-trivial Homotopy:
π3(S
2) = Z. (8.7)
They have solved the eigenvalue problem of the covariant Laplacian −Dµ[A]Dµ[A] in the adjoint rep-
resentation in the Yang-Mills background A of a single instanton in the singular gauge:
−Dµ[A]Dµ[A]~φ(x) = λ~φ(x) (8.8)
and have obtained the auxiliary Higgs field ~φ(x) as the (normalizable) ground state wave function having
the lowest eigenvalue λ. Consequently, they have found that the auxiliary Higgs field ~φ(x) is given by
the standard Hopf map: S3 → S2 in the neighborhood of the center of an instanton and by a constant,
e.g., (0, 0, 1) after normalization in the distant region far away from the center where two regions are
separated by the scale of the instanton size parameter. The zeros of the auxiliary Higgs field ~φ(x) as
the monopole field agree with the origin. This results enable one to explain the BOT result without
numerical calculations. In BHVW, however, R4 was replaced by a four sphere S4 of a finite radius in
order to obtain a finite LAG functional (convergent integral). See also [164, 165, 166, 167, 168] for
relationships among various topological objects.
In the course of studying the relationship between Abelian magnetic monopoles and center vortices
[48], merons [174] are recognized as an important object [113, 114, 170]. Merons [174, 175, 178]
are solutions of the Yang-Mills field equation and are characterized by one half topological charge, i.e.,
having half-integer Pontryagin index. These configurations escaped from the above consideration, since
they have infinite action due to their singular behaviors. However, once they receive an ultraviolet regu-
larization which does not influence quark confinement as an infrared phenomenon, they can have finite
action and contribute to the functional integration over the Yang-Mills field in calculating the Wilson
loop average, in the strong coupling region above a critical value based on action and entropy argu-
ment. In fact, Callan, Dashen and Gross [173] have discussed that merons are the most dominant quark
confiner. In fact, Reinhardt and Tok [171] have investigated the relationship among Abelian magnetic
monopoles and center vortices in various Yang-Mills back ground fields: one meron, one instanton,
instanton-antiinstanton pair, using both the LA gauge and the Laplacian center gauge (LC gauge,
LCG). It has been pointed out that an Abelian magnetic monopole and a meron pair are mediated by
sheets of center vortices [113]. In fact, Montero and Negele [172] have obtained an Abelian magnetic
monopole loop and center vortices for two merons (a meron pair) by using numerical simulations on a
lattice, see also [169] for related works.
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instanton meron
discovered by BPST 1975 DFF 1976
DνFµν = 0 YES YES
self-duality ∗F = F YES NO
Topological charge QP integer (0),±1,±2, · · · half-integer (0),±1/2,±1, · · ·
charge density DP 6ρ
4
π2
1
(x2+ρ2)4
1
2δ
4(x − a) + 12δ4(x− b)
solution A Aµ (x) g−1ηAµν
2(x−a)ν
(x−a)2+ρ2 g
−1
[
ηAµν
(x−a)ν
(x−a)2 + η
A
µν
(x−b)ν
(x−b)2
]
Euclidean finite action (logarithmic) divergent action
SYM = (8π
2/g2)|QP |
tunneling between QP = 0 and QP = ±1 QP = 0 and QP = ±1/2
vacua in the A0 = 0 gauge vacua in the Coulomb gauge
multi-charge solutions Witten, ’t Hooft,
Jackiw-Nohl-Rebbi, ADHM not known
Minkowski solution trivial everywhere regular
finite, non-vanishing action
One more obstacle in these approaches lies in a fact that topological objects such as Abelian mag-
netic monopoles and center vortices are obtained as gauge fixing defects. Therefore, they are not free
from criticism of being gauge artifacts. Recently, we have given a gauge-invariant (gauge independent)
definition of magnetic monopoles [18, 24, 62] and vortices [63] in Yang-Mills theory in the framework of
a new reformulation of Yang-Mills theory based on change of field variables founded in [15] combined
with a non-Abelian Stokes theorem for the Wilson loop operator [55, 58, 62]. The lattice version has
been constructed to support them by numerical simulations [26].
We investigate how the gauge-invariant magnetic monopoles are obtained analytically for a given
Yang-Mills background field in four dimensions. It is shown that the previous results [161, 162, 171]
obtained for one-meron and one-instanton are easily reproduced within the new reformulation. It is
shown in an analytical way that there exist circular magnetic monopole loops joining two merons. This
will be the first analytical solution of stable magnetic monopole loops constructed from the Yang-Mills
field with non-trivial but finite Pontryagin index. (Bruckmann and Hansen [168] constructed a ring of
magnetic monopole by superposing infinitely many instantons on a circle. However, this configuration
has infinite action and infinite Pontrayagin index. Therefore, they do not contribute to the path integral.)
The resulting analytical solution for magnetic monopole loops correspond to the numerical solution
found by Montero and Negele [172] on a lattice.
The result has rather interesting implications to the quark confinement mechanism. As mentioned
above, the gauge-invariant magnetic monopole is a complicated object obtained by the non-linear change
of variables from the original Yang-Mills field, although they are fundamental objects necessary for the
naive dual-superconductivity scenario of quark confinement. In other words, the result indicates that a
meron pair is one of the most relevant quark confiners if viewed from the original Yang-Mills theory, as
Callan, Dashen and Gross [173] suggested long ago.
One instanton is not sufficient to conclude that instantons do not contribute to quark confinement. We
must examine the multi-instanton configurations. Although the multi-instanton solution is in general
given by the Atiyah-Drinfeld-Hitchin-Manin (ADHM) construction [177], the Jackiw-Nohl-Rebbi
(JNR) solution [176] is the most general 2-instanton solution which is explicitly written in the closed
form beyond one instanton. Therefore, we considered the JNR instanton as the most general 2-instanton
solution and a specific 2-instanton of the ’t Hooft type which is obtained as a limit of the JNR solution.
The ’t Hooft multi-instanton was used in the preceding studies due to its simple structure allowing easy
treatment. However, it should be remarked that it is not the most general multi-instanton, since it does
not have the sufficient number of collective coordinates which characterize the multi-instanton even for
2-charge. We have found that a circular magnetic monopole loop is created around the center of the JNR
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configuration. Thus, the multi-instanton can be a source of magnetic monopoles giving the dominant
contribution to quark confinement.
8.2. Reduction condition
In the preceding chapters, we have given a prescription for obtaining the gauge-invariant magnetic
monopole from the original Yang-Mills field Aµ(x). In what follows, we restrict our attention to the
SU(2) case.
(i) For a given SU(2) Yang-Mills field Aµ(x) = A Aµ (x)σA2 , the color field n(x) is obtained by
solving the differential equation (in the vector notation):
n(x)×Dµ[A]Dµ[A]n(x) = 0, (8.9)
which we call the reduction differential equation (RDE). Here the color field has the unit length
n(x) · n(x) = 1. (8.10)
(ii) Once the color field n(x) is known, the gauge-invariant “magnetic-monopole current” k is con-
structed from the gauge-invariant field strength (curvature two-form) F derived through the non-Abelian
Stokes theorem for the Wilson loop operator according to
k := δ∗F = ∗dF, (8.11)
where d is the exterior derivative , δ is the coderivative (adjoint derivative), ∗ is the Hodge star operation,
and the gauge-invariant two-form f is defined from the gauge field (connection one-form) A by
Fαβ(x) :=∂α[n(x) ·Aβ(x)]− ∂β [n(x) ·Aα(x)]
+ ig−1n(x) · [∂αn(x)× ∂βn(x)]. (8.12)
The current k is conserved in the sense that δk = 0. In D = 4 dimensions, especially, we have
kµ(x) = ∂ν
∗F µν(x) =
1
2
ǫµναβ∂νFαβ(x), (8.13)
and the gauge-invariant magnetic charge qm is defined in a Lorentz (or Euclidean rotation) invariant way
[63] by
qm :=
∫
d3σ˜µk
µ(x),
d3σ˜µ :=
1
3!
ǫµγ1γ2γ3d
3σγ1γ2γ3 , d3σγ1γ2γ3 := ǫβ1β2β3
∂x¯γ1
∂σβ1
∂x¯γ2
∂σβ2
∂x¯γ3
∂σβ3
dσ1dσ2dσ3. (8.14)
where x¯µ denotes a parameterization of the 3-dimensional volume V and d3σ˜µ is the dual of the 3-
dimensional volume element d3σγ1γ2γ3 . The simplest choice is
qm =
∫
d3xk0. (8.15)
Thus, we can obtain the magnetic-monopole current kµ from the original gauge field Aµ.80
80 The RDE in the reformulated Yang-Mills theory has the same form as that considered in BOT [161], but its reasoning
behind the RDE is quite different from the previous one, as can be seen from its derivation in Appendix of [19].
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We now give a new form of the RDE (eigenvalue-like equation):
−Dµ[A]Dµ[A]n(x) = λ(x)n(x). (8.16)
This implies that solving the RDE (8.9) is equivalent to look for the color field n(x) such that applying the
covariant Laplacian −Dµ[A]Dµ[A] of a given Yang-Mills field Aµ(x) to the color field n(x) becomes
parallel to itself. It should be remarked that λ(x) is non-negative, i.e.,
λ(x) ≥ 0, (8.17)
since −Dµ[A]Dµ[A] is a non-negative (positive definite) operator. The equivalence between (8.9) and
(8.16) is given in [104].
An advantage of the new form (8.16) of RDE is as follows. Once the color field n(x) satisfying
(8.16) is known, the value of the reduction functional Frc is immediately calculable as an integral of the
scalar function λ(x) over the space–time RD as
Frc =
∫
dDx
1
2
(Dµ[A]n(x)) · (Dµ[A]n(x))
=
∫
dDx
1
2
n(x) · (−Dµ[A]Dµ[A]n(x))
=
∫
dDx
1
2
n(x) · λ(x)n(x)
=
∫
dDx
1
2
λ(x), (8.18)
where we have used (8.10) in the last step. The solution is not unique. Choose the solution giving the
smallest value of the reduction functional Frc: integral of the scalar function λ(x) over the space–time
RD:
Thus, the problem of solving the RDE has been reduced to another problem: For a given Yang-Mills
field Aµ(x), look for the unit vector field n(x) such that −Dµ[A]Dµ[A]n(x) is proportional to n(x)
with the smallest value of the reduction functional Frc which is an integral of the scalar function λ(x)
over the space–time RD. For the integral (8.18) to be convergent, λ(x) must decrease rapidly for large
x2.
8.3. Simplifying the reduction condition
In what follows, we restrict our considerations to the four-dimensional (D = 4) Euclidean Yang-
Mills theory.
8.3.1. CFtHW Ansatz for Yang-Mills field
For the SU(2) Yang-Mills field, we adopt the Corrigan-Fairlie-’t Hooft-Wilczek (CFtHW) Ansatz
[156, 157, 158]:
gAµ(x) =
σA
2
gA Aµ (x) =
σA
2
ηAµνfν(x) fν(x) := ∂ν lnΦ(x), (8.19)
where σA (A = 1, 2, 3) are the Pauli matrices and ηAµν = η(+)Aµν is the symbol defined by
ηAµν ≡ η(+)Aµν := ǫAµν4 + δAµδν4 − δµ4δAν =

ǫAjk (µ = j, ν = k)
δAj (µ = j, ν = 4)
−δAk (µ = 4, ν = k)
. (8.20)
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Similarly, we can define η¯Aµν =: η(−)Aµν as
η¯Aµν ≡ η(−)Aµν := ǫAµν4 − δAµδν4 + δµ4δAν =

ǫAjk (µ = j, ν = k)
−δAj (µ = j, ν = 4)
+δAk (µ = 4, ν = k)
. (8.21)
Note that ηAµν is self-dual, while η¯Aµν is anti-selfdual:
∗ηAµν :=
1
2
ǫµναβη
A
αβ = η
A
µν ,
∗η¯Aµν = −η¯Aµν ⇐⇒ ∗η(±)Aµν = ±η(±)Aµν . (8.22)
Note that η(+)Aµν and η(−)Aµν are not the Lorentz tensors and therefore they are called the symbols. They
satisfy the properties:
ηAµν = −ηAνµ, ηAµαηBµβ = δABδαβ + ǫABCηCαβ . (8.23)
It is interesting that the Yang-Mills field in the CFtHW Ansatz satisfies simultaneously the Lorenz
gauge:
∂µA
A
µ (x) = 0, (8.24)
and the MA gauge:
Dµ[A
3]A±µ (x) := (∂µ − igA3µ)(A1µ(x)± iA2µ(x)) = 0. (8.25)
Under this Ansatz, it is shown that the RDE is greatly simplified:81
{[−∂µ∂µ + 2fµfµ]δAB + 2ǫABCηCµνfν(x)∂µ}nB(x) = λ(x)nA(x). (8.26)
8.3.2. Euclidean rotation symmetry
In order to further simplify the equation, we make use of the Euclidean rotation group SO(4). This
symmetry enables one to separate the RDE into the angular and radial parts. We define the generators of
four-dimensional Euclidean rotations as
Lµν = −i(xµ∂ν − xν∂µ), µ, ν ∈ {1, 2, 3, 4}. (8.27)
Indeed, it is straightforward to check that Lµν satisfies the Lie algebra of SO(4). The angular part is
expressed in terms of angular momentum derived from the decomposition:
so(4) ∼= su(2) + su(2). (8.28)
In analogy with the Lorentz group, we introduce the angular momentum and boost generators:
Lj :=
1
2
ǫjkℓLkℓ, Kj := Lj4, j, k, ℓ ∈ {1, 2, 3}, (8.29)
and their linear combinations:
MA :=
1
2
(LA −KA) = − i
2
η¯Aµνxµ∂ν , A ∈ {1, 2, 3},
NA :=
1
2
(LA + KA) = − i
2
ηAµνxµ∂ν , A ∈ {1, 2, 3}. (8.30)
81 See Appendix B of [104] for the derivation.
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The operators MA and NA generate two independent SU(2) subgroups with Casimir operators ~M2 :=
MAMA and ~N2 := NANA having eigenvalues M(M + 1) and N(N + 1), respectively:
~M2 :=MAMA →M(M + 1), M ∈ {0, 1
2
, 1,
3
2
, · · · },
~N2 :=NANA → N(N + 1), N ∈ {0, 1
2
, 1,
3
2
, · · · }. (8.31)
Here it is important to note that the eigenvalues M and N are half-integers.
The generators for isospin S = 1 are given by
(SA)BC := iǫABC = (SC)AB. (8.32)
It is easy to see that ~S2 is a Casimir operator and ~S2 has the eigenvalue
~S2 := SASA → S(S + 1) = 2, (8.33)
since
(~S2)AB = (SC)AD(SC)DB = iǫDCAiǫBCD = 2δAB. (8.34)
Now we introduce the conserved total angular momentum ~J by
~J = ~L+ ~S, ~L = ~M or ~L = ~N, (8.35)
with the eigenvalue
~J2 → J(J + 1), J ∈ {L+ 1, L, |L− 1|}. (8.36)
Using the representations (8.27) and (8.29), we find that
~N2 − ~M2 = 0 = ~L · ~K . (8.37)
Thus, a complete set of commuting observables is given by the Casimir operators, ~J2, ~L2, ~S2 and their
projections, e.g., Jz, Lz, Sz.
Since the spherical symmetry allows us to take Φ(x) = Φ˜(x2) and
fν(x) := ∂ν ln Φ˜(x
2) = xνf(x), f(x) = 2
d
dx2
ln Φ˜(x2), (8.38)
then the RDE is rewritten in the form:
{−∂µ∂µδAB + 2f(x)( ~J2 − ~L2 − ~S2)AB + xµxµf 2(x)(~S2)AB}nB(x) = λ(x)nA(x), (8.39)
where we have used
~S · ~L = ( ~J2 − ~L2 − ~S2)/2. (8.40)
The symmetry consideration suggests that n(x) is separated into the radial and angular part: In the
vector (component) notation:
nA(x) = ψ(R)Y
A
(J,L)(xˆ), (8.41a)
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or in the Lie algebra valued notation:
n(x) =nA(x)σA = ψ(R)Y
A
(J,L)(xˆ)σA,
R :=
√
xµxµ ∈ R+, xˆµ := xµ/R ∈ S3 (8.41b)
where ~Y(J,L)(xˆ) = {Y A(J,L)(xˆ)}A=1,2,3 denote the vector spherical harmonics on S3 characterized by
~L2Y A(J,L)(xˆ) =L(L+ 1)Y
A
(J,L)(xˆ), (8.42)
~J2Y A(J,L)(xˆ) =J(J + 1)Y
A
(J,L)(xˆ), (8.43)
~S2Y A(J,L)(xˆ)σA =S(S + 1)Y
A
(J,L)(xˆ)σA, (8.44)
with S = 1. The explicit form of the vector spherical harmonics is given later.
In this form, the covariant Laplacian reduces to the diagonal form and RDE reduces to
[−∂µ∂µ + V (x)]nA(x) = λ(x)nA(x),
V (x) := 2f(x)[J(J + 1)− L(L+ 1)− 2] + 2x2f 2(x). (8.45)
This equation does not necessarily mean that the left-hand side of the RDE becomes automatically pro-
portional to n(x), since ∂µ∂µn(x) is not guaranteed to be proportional to n(x). If this is the case, we
have
λ(x) = V (x) + [−∂µ∂µnA(x)]/nA(x) for any A, no sum over A. (8.46)
Moreover, it is possible to rewrite the Laplacian in terms of the radial coordinate R and the angular
coordinates:
−∂µ∂µ = −∂R∂R − 3
R
∂R +
2( ~M2 + ~N2)
R2
, R :=
√
xµxµ, (8.47)
which reads
−∂µ∂µ = −∂R∂R − 3
R
∂R +
4~L2
R2
= − 1
R3
∂
∂R
(
R3
∂
∂R
)
+
4~L2
R2
. (8.48)
Thus, we arrive at another expression of RDE:[
−∂R∂R − 3
R
∂R + V˜ (x)
]
nA(x) = λ(x)nA(x),
V˜ (x) :=
4L(L+ 1)
x2
+ V (x). (8.49)
If the left-hand side of the RDE becomes proportional to n(x), then λ(x) is given by 82
λ(x) = V˜ (x)− ψ(R)−1 1
R3
∂
∂R
(
R3
∂
∂R
ψ(R)
)
. (8.50)
82 The second term of the right-hand side of (8.50) does not contribute to λ(x) if and only if ψ(R) = C1 + C2/R2. If
ψ(R) ∼ R−γ , then the second term contributes γ(2− γ)/R2. This increases λ(x) for 0 < γ < 2, while it decreases λ(x) for
γ < 0 and γ > 2.
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8.4. Unit vector condition and angular part
In rewriting RDE due to SO(4) symmetry, we have not yet used the fact that n(x) has the unit length:
1 = n(x) · n(x) = nA(x)nA(x) = ψ(R)ψ(R)Y A(J,L)(xˆ)Y A(J,L)(xˆ). (8.51)
If the vector spherical harmonics happens to be normalized at every space–time point as
1 = Y A(J,L)(xˆ)Y
A
(J,L)(xˆ), (8.52)
then we can take without loss of generality
ψ(R) ≡ 1. (8.53)
Separating R4 into the radial and angular parts, n(x) is constructed from the vector spherical harmonics
alone:
nA(x) = Y
A
(J,L)(xˆ), xˆµ := xµ/
√
xµxµ ∈ S3. (8.54)
The vector spherical harmonics Y A(J,L)(xˆ) is a polynomial in xˆ of degree 2L with (2J + 1)(2L+ 1) fold
degeneracy. In this case, the lowest value of λ(x) is obtained by minimizing V˜ (x) at every x. However,
(8.52) is not guaranteed for any set of (J, L) except for some special cases, as we see shortly.
Usually, the orthonormality of the vector spherical harmonics is given with respect to the integral
over S3 with a finite volume: ∫
S3
dΩ Y A(J,L)(xˆ)Y
A
(J ′,L′)(xˆ) = δJJ ′δLL′ . (8.55)
8.5. One-instanton and one-meron case
In order to treat meron and instanton (in the regular gauge) simultaneously, we adopt the form:
fµ(x) = xµf(x), f(x) =
2κ
x2 + s2
. (8.56)
For a given set of (J, L), we have calculated the “potential” V˜ (x) and the “eigenvalue” λ(x), which are
enumerated in the following Table. Note that (J, L) = (0, 0) is excluded by selection rules for S = 1.
J L S degeneracy 1-instanton (zero size) 1-meron
V˜ (x) V˜ (x)
1 0 1 3 8/x2 2/x2
1/2 1/2 1 4 3/x2 1/x2
3/2 1/2 1 8 15/x2 7/x2
0 1 1 3 0 2/x2
1 1 1 9 8/x2 6/x2
2 1 1 15 24/x2 14/x2
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8.5.1. One instanton in the regular (or non-singular) gauge
The one-instanton configuration in the regular gauge with zero size, i.e., κ = 1, s = 0, is expressed
by
f(x) =
2
x2
, (8.57)
which leads to
V (x) =
4
x2
[J(J + 1)− L(L+ 1)], V˜ (x) = 4
x2
J(J + 1) ≥ 0. (8.58)
For one-instanton with zero size in the regular gauge, therefore, (J, L) = (0, 1) gives the lowest value
of V˜ (x) at every x. Hence the lowest value of λ(x) is obtained λ(x) = V˜ (x) = 0 if we can set
ψ(R) ≡ const. from (8.50). This is the lowest possible value, since λ(x) ≥ 0. For this to be satisfied, the
corresponding vector harmonics must be orthonormal (8.52). The vector spherical harmonics Y(0,1)(xˆ)
is 3-fold degenerate and is written as a linear combination of three degenerate states:83
Y(0,1)(xˆ) =
3∑
B=1
aˆBY(0,1),(B)(xˆ)
=aˆ1
xˆ21 − xˆ22 − xˆ23 + xˆ242(xˆ1xˆ2 − xˆ3xˆ4)
2(xˆ1xˆ3 + xˆ2xˆ4)
+ aˆ2
 2(xˆ1xˆ2 + xˆ3xˆ4)−xˆ21 + xˆ22 − xˆ23 + xˆ24
2(xˆ2xˆ3 − xˆ1xˆ4)
+ aˆ3
 2(xˆ1xˆ3 − xˆ2xˆ4)2(xˆ2xˆ3 + xˆ1xˆ4)
−xˆ21 − xˆ22 + xˆ23 + xˆ24
 ,
(8.59)
where aˆB (B = 1, 2, 3) are coefficients of the linear combination. Hereafter the vector with the hat
symbol denotes a unit vector, e.g., aˆB aˆB = 1. It is easy to check that Y(0,1)(xˆ) are orthonormal at every
point:
Y(0,1),(B)(xˆ) · Y(0,1),(C)(xˆ) := Y A(0,1),(B)(xˆ)Y A(0,1),(C)(xˆ) = δBC . (8.60)
Thus the solution is given by the linear combination of triplet of vector spherical harmonics Y(0,1)(xˆ),
which is written in the manifestly Lorentz covariant Lie-algebra valued form using Pauli matrices σA
and
e¯µ := (iσA, 1), eµ := (−iσA, 1), (8.61)
as
n(x) := nA(x)σA = aˆBY
A
(0,1),(B)(xˆ)σA = aˆBxαe¯ασBxβeβ/x
2, (8.62)
or in the vector component
nA(x) = aˆBY
A
(0,1),(B)(xˆ) = aˆBxαxβ η¯
B
αγη
A
γβ/x
2. (8.63)
where we have used the formula:
tr[σAe¯ασBeβ] = −2η¯BαγηAβγ. (8.64)
83 This degeneracy corresponds to the Gribov copies associated with the reduction (partial) gauge fixing from the enlarged
gauge symmetry SU(2)×SU(2)/U(1) to the original gauge symmetry SU(2), see [18]. These Gribov copies are true Gribov
copies, but are different from those in fixing the original gauge symmetry SU(2).
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It is directly checked that (8.62) is indeed the solution of the RDE. Explicit calculations show that
(8.62) satisfies
−∂µ∂µnA(x) = 8
x2
nA(x), (8.65)
and
2ǫABCη
C
µνfν(x)∂µnB(x) = −8f(x)nA(x) = −
16
x2
nA(x). (8.66)
Then, for (J, L) = (0, 1), we arrive at
V (x) =
−8
x2
, V˜ (x) = 0, (8.67)
and
λ(x) = V (x) + [−∂µ∂µnA(x)]/nA(x) ≡ 0 for any A, no sum over A. (8.68)
Thus this solution is an allowed one, since the solution gives a finite (vanishing) value for the functional
Frc=0. The solution gives a map Y(0,1),(B) from S3 to S2, which is known as the standard Hopf map.
Therefore, the only zeros of φA(x) in the solution nA(x) = φA(x)/|φ(x)| = φA(x)/
√
φB(x)φB(x) are
the origin and the set of magnetic monopoles consists of the origin only, in other words, the magnetic
monopole loop is shrank to a single point. Therefore, we have no monopole loop with a finite and
non-zero radius for the given Yang-Mills field of one instanton with zero size in the regular gauge.
For one instanton with size ρ, i.e., κ = 1, s = ρ, we must examine
f(x2) =
2
x2 + ρ2
, (8.69)
and
V (x) =
4
x2 + ρ2
[J(J + 1)− L(L+ 1)]− 8ρ
2
(x2 + ρ2)2
. (8.70)
The lowest λ(x) is realized for distinct set of (J, L) depending on the region of x. This case is obtained
by one-instanton limit of two meron case to be discussed later.
8.5.2. One instanton in the singular gauge
For one instanton in the singular gauge, we must take
gAµ(x) =
σA
2
η¯Aµνxνf(x
2), f(x2) =
2ρ2
x2(x2 + ρ2)
. (8.71)
The results in the previous section hold by replacing ηAµν by η¯Aµν . In this case, we have
V (x) =
4ρ2
x2(x2 + ρ2)
[J(J + 1)− L(L+ 1)− 2] + 8ρ
4
x2(x2 + ρ2)2
. (8.72)
Apart from the detailed analysis, we focus on the zero size limit ρ→ 0 (or the distant region x2 →∞):
V (x) ≃ 0, V˜ (x) ≃ 4L(L+ 1)
x2
. (8.73)
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It is easy to see that the solution is given at (J, L) = (1, 0), i.e., n(x) = Y(1,0) (a constant vector)
given in (8.74), which has the lowest value of λ(x): λ(x) ≡ 0. For (J, L) = (1, 0), the state is 3-fold
degenerate: n(x) = Y(1,0) is written as a linear combination of them: Writing Y(1,0) as a column vector:
Y(1,0) = (Y
1
(1,0), Y
2
(1,0), Y
3
(1,0))
T (T denotes transpose)
Y(1,0) =
3∑
α=1
cˆαY(1,0),(α) = cˆ1
10
0
 + cˆ2
01
0
+ cˆ3
00
1
 . (8.74)
It constitutes the orthonormal set:
Y(1,0),(α) · Y(1,0),(β) := Y A(1,0),(α)Y A(1,0),(β) = δαβ . (8.75)
Therefore, the solution is given by a constant:
nA(x) =
3∑
α=1
cˆαY
A
(1,0),(α) = cˆA. (8.76)
In this limit, ∂µnA(x) = 0, ∂µ∂µnA(x) = 0 and
λ(x) = V (x) = 2x2f 2(x) =
8ρ4
x2(x2 + ρ2)2
. (8.77)
One-instanton in the singular gauge yields a finite reduction functional:
Frc =
∫
d4xλ(x) <∞. (8.78)
8.5.3. One-meron and magnetic monopole line
In order discuss one-meron configuration, i.e., κ = 1
2
, s = 0, we have
f(x2) =
1
x2
, (8.79)
which yields
V (x) =
2
x2
[J(J + 1)− L(L+ 1)− 1], V˜ (x) = 2
x2
[J(J + 1) + L(L+ 1)− 1] > 0. (8.80)
For one meron, we find that (J, L) = (1/2, 1/2) gives the lowest V˜ (x). This suggests that the solution
might be given by
Y(1/2,1/2)(xˆ) =
4∑
µ=1
bˆµY(1/2,1/2),(µ)(xˆ)
= bˆ1
−xˆ4xˆ3
−xˆ2
+ bˆ2
−xˆ3−xˆ4
xˆ1
 + bˆ3
 xˆ2−xˆ1
−xˆ4
+ bˆ4
xˆ1xˆ2
xˆ3
 , (8.81)
where a unit four-vector bˆµ (µ = 1, 2, 3, 4) denote four coefficients of the linear combination for 4-fold
generate Y(1/2,1/2),(µ)(xˆ) (µ = 1, 2, 3, 4).
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However, a subtle point in this case is that Y A(1/2,1/2),(µ)(xˆ) are non-orthonormal sets at every space–
time point:
Y(1/2,1/2),(µ)(xˆ) · Y(1/2,1/2),(ν)(xˆ) := Y A(1/2,1/2),(µ)(xˆ)Y A(1/2,1/2),(ν)(xˆ) 6= δµν . (8.82)
Nevertheless, we find that the unit vector field:
nA(x) = bνη
A
µνxµ/
√
b2x2 − (b · x)2 = bˆνηAµν xˆµ/
√
1− (bˆ · xˆ)2, (8.83)
constructed from
Y(1/2,1/2),(µ)(xˆ) = η
A
µν xˆν (µ = 1, 2, 3, 4), (8.84)
can be a solution of RDE. In fact, explicit calculations show that (8.83) satisfies
−∂µ∂µnA(x) = 2
x2 − (bˆ · x)2nA(x), (8.85)
and
2ǫABCη
C
µνfν(x)∂µnB(x) = −4f(x)nA(x) = −
4
x2
nA(x). (8.86)
Then, for (J, L) = (1/2, 1/2), we conclude that
V (x) =
−2
x2
, V˜ (x) =
1
x2
, (8.87)
and
λ(x) =[−∂µ∂µnA(x)]/nA(x) + V (x) for any A, no sum over A
=
2(bˆ · x)2
x2[x2 − (bˆ · x)2] . (8.88)
The solution (8.83) is of the hedgehog type. The magnetic-monopole current is obtained as simultaneous
zeros of bˆνηAµνxµ = 0 for A = 1, 2, 3. Taking the 4th vector in (8.81) bˆµ = δµ4, the magnetic-monopole
current is located at x1 = x2 = x3 = 0, i.e., on the x4 axis. Whereas, if the 3rd vector in (8.81) is taken
bˆµ = δµ3, the magnetic-monopole current flows at x1 = x2 = x4 = 0, i.e., on x3 axis.
In general, it turns out that the magnetic-monopole current kµ is located on the straight line parallel
to bˆµ going through the origin. Note that the expression (8.88) for λ(x) is invariant under a subgroup
SO(3) of the Euclidean rotation SO(4). In other words, once we select bˆµ, SO(4) symmetry is broken
to SO(3) just as in the spontaneously broken symmetry. This result is consistent with a fact that the
magnetic-monopole current kµ flows in the direction of bˆµ and the symmetry is reduced to the axial
symmetry, the rotation group SO(3), about the axis in the direction of a four vector bˆµ.
It is instructive to point out that the Hopf map Y also satisfies the RDE. Therefore, it is necessary to
compare the value of the reduction functional of (J, L) = (1/2, 1/2) with that of (J, L) = (0, 1). In the
(J, L) = (0, 1) case, we find
λ(0,1)(x) =
2
x2
=
2
x21 + x
2
2 + x
2
3 + x
2
4
. (8.89)
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For instance, we can choose bˆµ = δµ3 without loss of generality:
λ(1/2,1/2)(x) =
2x23
[x21 + x
2
2 + x
2
3 + x
2
4][x
2
1 + x
2
2 + x
2
4]
. (8.90)
Note that the integral of λ(1/2,1/2)(x) over the whole space–time R4 is obviously smaller than that of
λ(0,1)(x), although λ(0,1)(x) < λ(1/2,1/2)(x) locally inside a cone with the symmetric axis bˆµ, i.e., (bˆ ·
xˆ)2 ≥ 1/2.
The reduction functional in (J, L) = (1/2, 1/2) case reads
Frc =
∫
d4x
1
2
λ(1/2,1/2)(x)
=
∫
dx3
∫
dx1dx2dx4
x23
[x21 + x
2
2 + x
2
3 + x
2
4][x
2
1 + x
2
2 + x
2
4]
=4π
∫ L3
−L3
dx3x
2
3
∫ ∞
0
dr
1
[r2 + x23]
=4π
∫ L3
−L3
dx3x
2
3
1
|x3| arctan
r
|x3|
∣∣∣r=∞
r=0
=4π
∫ L3
−L3
dx3x
2
3
1
|x3|
π
2
=4π2
∫ L3
0
dx3x3, (8.91)
where we have defined r2 := x21+x22+x24. λ(1/2,1/2)(x) is zero on the x3 = 0 hyperplane, i.e., three dimen-
sional space x1, x2, x4 which is orthogonal to the magnetic current. Therefore, in the three-dimensional
space, the magnetic current looks like just a point magnetic charge.
Although Frc remains finite as long as L3 is finite, it diverges for L3 →∞, i.e., when integrated out
literally in the whole space–time R4. In the next section, we see that this difficulty is resolved for two
meron configuration.
8.5.4. Summary of one-instanton and one-meron
Summarizing the one-instanton and one-meron case,
1. For one-instanton in the regular gauge with zero size, the solution is 3-fold (aˆB , B = 1, 2, 3)
degenerate ((J, L) = (0, 1)), the solution is a linear combination of the standard Hopf map:
nA(x) =
∑
B=1,2,3
aˆB
∑
α,β,γ=1,2,3,4
xˆαxˆβ η¯
B
αγη
A
γβ, xˆµ :=
xµ√
x2
, λ(0,1)(x) = 0. (8.92)
The standard Hopf map is singular only at the center of the instanton. Therefore, kµ is non-zero
only at the center of the instanton and there is no magnetic monopole loop.
2. For one-instanton in the singular gauge with zero size, the solution is 3-fold degenerate ((J, L) =
(1, 0))
nA(x) = cA, λ(1,0)(x) = 0. (8.93)
3. For one-meron, the solution is 4-fold degenerate ((J, L) = (1/2, 1/2)) 4d hedgehog given by
nA(x) =
∑
ν=1,2,3,4
bν
∑
µ=1,2,3,4
ηAµν xˆµ/
√
b2 − (b · xˆ)2,
λ(1/2,1/2)(x) =
2(b · x)2
x2[b2x2 − (b · x)2] . (8.94)
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kµ denotes a straight magnetic line going through the center of the meron in the direction bµ. The
solution of RDE is not unique. The Hopf map is also a solution of RDE with λ(0,1)(x) = 2x2 , but it
is excluded, since it gives larger Frc =
∫
d4xλ(x).
8.6. Two merons and magnetic monopole loop
8.6.1. Meron pair solution
The one-meron solution is given by [174, 175]
gA Mµ (x) = gA
A
µ (x)
σA
2
=
σA
2
ηAµν
xν
x2
. (8.95)
The topological charge QP is defined using the topological charge density DP (x):
QP =
∫
d4xDP (x), DP (x) :=
1
16π2
tr(∗FµνFµν). (8.96)
The meron (8.95) has one half unit of topological charge concentrated at the origin:
QP =
1
2
, DP (x) =
1
2
δ4(x). (8.97)
The one-meron solution can be written in the form:
gA Mµ (x) = gA
A
µ (x)
σA
2
= Sµν
xν
x2
, Sµν := − i
4
(e¯µeν − eν e¯µ) = ηAµν
σA
2
, (8.98)
using e¯µ and eµ defined by the Pauli matrices σA:
e¯µ = (iσA, 1), eµ := (−iσA, 1). (8.99)
The one-meron solution can be rewritten in another form:
gA Mµ (x) =
1
2
iU(x)∂µU
−1(x), (8.100)
where
U(x) =
e¯αxα√
x2
, U−1(x) =
eαxα√
x2
. (8.101)
These relations are easily checked by using the formulae:
e¯µeν = δµν + iη
A
µνσA, eµe¯ν = δµν + iη¯
A
µνσA. (8.102)
While, the one-antimeron solution given by
gA M¯µ (x) = gA
A
µ (x)
σA
2
= S¯µν
xν
x2
, S¯µν := − i
4
(eµe¯ν − e¯νeµ) = η¯Aµν
σA
2
, (8.103)
can be written in the form:
gA M¯µ (x) =
1
2
iU−1(x)∂µU(x). (8.104)
Note that the meron and antimeron configurations are not of the pure gauge form, which has an important
implications to confinement.
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The single meron and antimeron solutions given in the above are singular both at the origin x2 = 0
and at infinity x2 = ∞. Using the conformal symmetry of the classical Yang-Mills action, it can be
shown that in addition to a meron at the origin, there is a second meron at infinity with another half
unit of topological charge. In fact, the conformal invariance of Yang-Mills theory allows us to displace
(map) those singularities to arbitrary points which we define to be the origin and dµ ∈ R4. Explicitly,
the conformal transformation 84
xµ → zµ = 2a2 (x+ a)µ
(x+ a)2
− aµ, (8.105)
yields the new solutions
gA Mµ (x)→
1
2
iU(z)∂µU
−1(z) := gA MM¯µ (x),
gA M¯µ (x)→
1
2
iU−1(z)∂µU(z) := gA M¯Mµ (x), (8.106)
where we have used the the transformation law: gA Mµ (x) = ∂µzνgA Mν (z) with ∂µ := ∂/∂xµ( 6= ∂/∂zµ).
It is shown [175] that gA MM¯µ corresponds to a meron located at x = −a and an antimeron at x = a.
Conversely, gA M¯Mµ has a meron at x = a and an antimeron at x = −a. These gA MM¯µ (gA M¯Mµ ) are
meron–antimeron (antimeron–meron) solutions. The meron-antimeron solution has the explicit expres-
sion for a = (0, 0, 0, T ):
gA MM¯µ (x) =
{
2T
τ2
x4σℓxℓ (µ = 4)
2T
τ2
[ǫjkℓTxkσℓ +
1
2
(T 2 − x2)σj + xjσℓxℓ] (µ = j)
,
τ 2 =(T 2 + x2 − 2Tx4)(T 2 + x2 + 2Tx4) = (T 2 + x2)2 − 4T 2x24. (8.107)
It is also shown [175] that the meron–meron (antimeron–antimeron) solution is given by performing
a singular gauge transformation U(y+) which changes the antimeron (meron) at x = −a into a meron
(antimeron) at the same point, leading from an MM¯ (M¯M) to an MM (M¯M¯) one where y± := x± a. In
fact, the singular gauge transformation
gA MM¯µ (x)→ U−1(y+)gA MM¯µ (x)U(y+) + iU−1(y+)∂µU(y+) := gA MMµ (x), (8.108)
leads to the dimeron solution
gA MMµ (x) = −Sµν
[
yν+
y2+
+
yν−
y2−
]
= −σA
2
[
ηAµν
(x+ a)ν
(x+ a)2
+ ηAµν
(x− a)ν
(x− a)2
]
. (8.109)
The antidimeron solution gA M¯M¯µ is obtained in the similar way.
The gauge field gA MMµ (x) for a meron pair has infinite action density at x = {0, d} and the logarith-
mic singularity of the action integral comes from the delta function concentration of topological charge:
85
DP (x) =
1
2
δ4(x+ a) +
1
2
δ4(x− a). (8.110)
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Figure 23: The concentric sphere geometry for a smeared meron (left panel) is transformed to the smeared two meron
configuration (right panel) by the conformal transformation including the inversion about the point d.
8.6.2. Smeared meron pair
In order to eliminate the singularity in a meron pair configuration, we introduce an Ansatz of finite
action by replacing the meron pair configuration (8.109) by a smeared configurations following Callan,
Dashen and Gross [173] (See the left panel of Fig. 23):
A sMMµ (x) =
σA
2
ηAµνxν ×

2
x2+R21
I:
√
x2 < R1 (Q
I
P =
1
2
)
1
x2
II: R1 <
√
x2 < R2 (Q
II
P = 0)
2
x2+R22
III:
√
x2 > R2 (Q
III
P =
1
2
)
, (8.111)
where in the region (II) the field is identical to the meron field, while at the inner (outer) radius R1(R2)
it joins smoothly onto a standard instanton field. Here the radii R1 and R2 of the inner sphere and the
outer sphere are arbitrary.
The topological charge QP is spread out around the origin (I) and infinity (III): The scale size is
chosen such that the net topological charge inside I (outside II) is one-half unit, which agrees with the
topological charge carried by each meron. This field (8.111) satisfies the equation of motion everywhere
except on the two spheres.86 In fact, it is the solution of the equation of motion under the constraint that
there be one-half unit of topological charge both in the inner and outer spheres, i.e., QIP = 1/2 = QIIIP .
In other words, the singular meron fields for I and III are replaced by instanton caps, each containing
topological charge 1/2 to agree with (8.111).
The Yang-Mills action of the new configuration is calculated to be
SsMMYM =
8π2
g2
+
3π2
g2
ln
R2
R1
, (8.112)
where the first constant term comes from the two half-instantons in (I) and (III) 87 and the second loga-
rithmic term comes from the pure meron region (II) in between. Furthermore, if we let |R1 − R2| ↓ 0,
84 This conformal transformation is obtained by combining (a) a translation xµ → xµ + aµ, (b) an inversion xµ →
−xµ/x2, (c) a dilatation (scale transformation) xµ → −2a2xµ, and (d) a translation xµ → xµ − aµ. The transformation is
constructed so that the origin x = 0 is transformed to a, while x =∞ to −a. In addition, x = a is transformed to 0.
85 Similar to instantons, a meron pair can be expressed in singular gauge by performing a large gauge transformation about
the midpoint of the pair, resulting in a gauge field that falls off faster at large distance A ∼ x−3.
86 Although this patching of instanton caps is continuous, the derivatives are not, and therefore the equation of motion are
violated at the boundaries of the regions, ∂I = ∂II and ∂II = ∂III.
87 There is no angular dependence in this patching, and so the conformal symmetry of the meron pair is retained. For
example, under a dilatation xµ → λzµ, both R1 and R2 get multiplied by 1/λ, but the ratio and hence the action remain
invariant.
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Figure 24: Meron pair separated by d =
√
R1R2 regulated with instanton caps. The smeared two meron configuration
is obtained by the conformal transformation where d is the scale parameter of the inversion. The centers of the sphere are
xI′ =
R2d
R2−R1 , and xIII′ = − R1dR2−R1 . The original positions of the two merons are not the centers of the sphere, nor are they
the positions of maximum action density, which occurs with the spheres at (MI)µ = R
2
1
R2
1
+d2
dµ, (MII)µ =
R2
2
R2
2
+d2
dµ, with
Smax =
48
g2
(R1+R2)
4
d8 . The radius of the sphere is R =
R1R2
R2−R1 .
this configuration becomes standard instanton. In the one-instanton limit |R1 − R2| ↓ 0 (R2/R1 ↓ 1),
SsMMYM =
8π2
g2
is finite. In the one-meron limit R2 ↑ ∞ or R1 ↓ 0 (R2/R1 ↑ ∞), SsMMYM is logarithmic
divergent.
We perform the conformal transformation of the configuration about some point d in the region II
between R1 and R2:
xµ → dµ + ρ2 (x− d)µ
(x− d)2 , (8.113)
with ρ an arbitrary scale factor. Because of conformal invariance, this produces an another acceptable
solution of the equation of motion. The geometry before and after the conformal transformation is
described in Fig. 23. The conformal transformation maps a sphere into another sphere. Therefore, the
regions I and III, i.e., inner and outer spheres are transformed to two spheres, i.e., regions I′ and III′ with
center coordinates xI′ , xIII′ and the scale sizes R′1, R′2, and the field in region I′ and III′ is an instanton,
since the conformal transformation of an instanton is again an instanton. Region II is transformed to
region II′ and the field in II′ is given by
A II
′
µ (x) =
σA
2
[
ηAµν
(x− xI′)ν
(x− xI′)2 + η
A
µν
(x− xIII′)ν
(x− xIII′)2
]
, (8.114)
where
xI′ =
R2d
R2 − R1 > d, xIII
′ = − R1d
R2 − R1 < 0. (8.115)
The corresponding field strength F II′µν falls at infinity as |x|−4, leading to a convergent action integral.
Since the topological charge Qp is conformal invariant, after transformation we have two spherical re-
gions I′, III′ of net topological charge one-half surrounded by an infinite region II′ of zero topological
charge density DP (x) = 0. Therefore, the transformed configuration is a smeared version of two merons
at position xI′ and xIII′ .
The smoothed meron configuration may be thought of as describing various stages in a sequence
of deformations of the instanton, leading from the instanton at one extreme to two widely separated
smeared merons at the other. In a sense the meron is to be regarded as a constituent of the instanton.
This is realized by holding R1 fixed and increasing R2 from R1 to infinity ∞. For definiteness, we
choose ρ = d :=
√
R1R2, see Fig. 24. With these choices, the configuration is two half instantons of
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scale size R1 and separation d = between the centers of the instanton configuration. The action is
SsMM =
8π2
g2
+
6π2
g2
ln
d
R1
. (8.116)
As R2 → R1, the regions I′ and III′ grow without limit in radius and move toward each other, while the
centers of the instanton configurations approach each other and the region II′ vanishes. In the limit the
configuration is just given an instanton of scale size ρ = d = R1 split in half through a center.
8.6.3. Magnetic monopole loop joining the smeared meron pair
Now we consider the solution of RDE for a smeared (regularized) meron pair configuration based
on the finite action Ansatz. For this purpose, we estimate the value of λ(x) in each region. For a set of
(J, L), λ(x) is calculated in each region as follows, see the next Table.
J L S d* I:0 <
√
x2 < R1 II:R1 <
√
x2 < R2 III:
√
x2 > R2
κ = 1, s = R1 κ = 1/2, s = 0 κ = 1, s = R2
1 0 1 3 8x2
(x2+R2
1
)2
2
x2
8x2
(x2+R2
2
)2
1/2 1/2 1 4 2
x2−(bˆ·x)2 −
8R2
a
(x2+R2
a
)2
2
x2−(bˆ·x)2 −
2
x2
2
x2−(bˆ·x)2 −
8R2
a
(x2+R2
2
)2
0 1 1 3 8x
2
(x2+R2
1
)2
2
x2
8x2
(x2+R2
2
)2
For (J, L) = (1, 0),
λ(x) = V (x) = 2x2f 2(x) =
8κ2x2
(x2 + s2)2
=
{
8x2
(x2+R2a)
2 I, III
2
x2
II
. (8.117)
For (J, L) = (1/2, 1/2),
λ(x) =
2
x2 − (bˆ · x)2 +
8κ2x2
(x2 + s2)2
− 16κ
x2 + s2
=
{
2
x2−(bˆ·x)2 −
8R2a
(x2+R2a)
2 I, III
2
x2−(bˆ·x)2 − 2x2 II
. (8.118)
For (J, L) = (0, 1),
λ(x) =
8
x2
+
8κ2x2
(x2 + s2)2
− 8κ
x2 + s2
=
{
8R2a
x2(x2+R2a)
2 I, III
2
x2
II
. (8.119)
Comparing the above results, we find, in order to make the space–time integral of λ(x) in each region
as small as possible, that (J, L) = (1, 0) is selected for small x, i.e., the region I, (J, L) = (0, 1) is for
large x, i.e., the region III, while in the intermediate region II, (J, L) = (1/2, 1/2) can give the smallest
value of λ(x). The result is summarized as
λ(x) =

8x2
(x2+R21)
2 I: (J, L) = (1, 0), nA(x) = Y A(1,0) = const.
2(bˆ·x)2
x2[x2−(bˆ·x)2] II: (J, L) = (
1
2
, 1
2
), nA(x) ≃ Y A(1/2,1/2) = hedgehog
8R22
x2(x2+R22)
2 III: (J, L) = (0, 1), nA(x) = Y A(0,1)(x) = Hopf
. (8.120)
As we have already shown in the previous section, the magnetic current exists only for (J, L) =
(1/2, 1/2). Therefore, in the smeared meron pair configuration, the magnetic current flows only in the
region II, while there is no magnetic current in regions I and III. See the left panel of Fig. 25. For the
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Figure 25: A magnetic monopole line in II connecting I and III along the direction of bˆµ in a smeared meron (left panel)
is transformed to a circular magnetic monopole loop in II′ connecting I′ and III′ connecting two merons. The magnetic
monopole world line going through the center of inversion d in (II) (left panel) is inverted to the straight line connecting
two merons (right panel), which is to be understood as the limit of the circle with infinite radius. Here the conformal
transformation maps a sphere to another sphere and preserves the angle between two vectors. The angle between two magnetic
monopole lines in the left panel is preserved after the transformation in the right panel. This is also the case for the angles
between magnetic lines and concentric spheres in II.
magnetic current parallel to dµ, the transformed magnetic current comes from the infinity, goes through
two merons and goes away to infinity, constituting the straight line, see the right panel of Fig. 25. For the
magnetic current orthogonal to dµ flowing from ∂I (∂III) to ∂III (∂I), the transformed magnetic current
draws a piece of a circle beginning at ∂I′ (∂III′) and ending at ∂III′ (∂I′). Every magnetic current flowing
in II is transformed to a circular magnetic monopole loop connecting I′ and III′. See Fig. 25. This is
easily understood by considering intersections between magnetic lines and concentric spheres in II from
a fact that the conformal transformation maps a sphere to another sphere and preserves the angle between
two vectors.
Note that λ(x) obtained in (8.120) is always finite. In addition, due to the rapid decrease of λ(x),
λ(x) ∼ O(x−6) in region III and the asymptotic behavior λ(x) ∼ O(x2) in region I, the reduction
functional becomes finite:
Frc =
∫
R4
d4xλ(x) <∞ for R1, R2 > 0, (8.121)
as far as R1, R2 > 0. Therefore, this is an allowed solution. Thus we have obtained circular magnetic
monopole loops with a non-zero radius r ≥ d/2 joining a meron pair separated by a distance d.
It should be remarked that the reduction functional (8.18) is conformal invariant. Therefore the color
field in the region (II′) for the meron pair is obtained by using the conformal transformation (8.105) and
a subsequent singular gauge transformation U(y+ = x+ a) (8.108):
n¯(x)II′ =
2a2
(x+ a)2
bˆνη
A
µνzµU
−1(x+ a)σAU(x+ a)/
√
z2 − (bˆ · z)2, (8.122)
where z is given by (8.105) and y+ is the same as that in (8.108):
zµ = 2a
2 (x+ a)µ
(x+ a)2
− aµ, U(x+ a) = e¯α(x+ a)α√
(x+ a)2
,
The color field in the region (III′) for the meron pair can be obtained by applying the conformal trans-
formation (8.105) and the gauge transformation (8.108) to the standard Hopf map. The color field in the
region (I′) for the meron-meron is trivial. See Fig. 26.
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Figure 26: Conformal transformations to obtain the closed loops.
The location of the magnetic monopole is dictated by the simultaneous zeros of bˆνηAµνzµ for A =
1, 2, 3:
0 = bˆνη
A
µν [2a
2(xµ + aµ)− (x+ a)2aµ] (A = 1, 2, 3), (8.123)
since the gauge transformation U(y+) does not change the zeros. Without loss of generality, we can fix
the direction of connecting two merons as aµ := dµ/2 = δµ4T . For aµ = δµ4T , bˆνηAµνaµ = ǫAjkbˆkaj +
aAbˆ4 − bˆAa4 = −bˆAT and (8.123) reads
bˆAx
2 + 2T bˆkǫAjkxj + 2T bˆ4xA − bˆAT 2 = 0 (A = 1, 2, 3). (8.124)
It is instructive to see two special cases. If bˆµ is parallel to aµ, i.e., bˆµ = δµ4 (or bˆ = 0), we find from
(8.124) that the simultaneous zeros are given by
xA = 0 (A = 1, 2, 3), (8.125)
i.e., the magnetic current is located on the x4 axis which is parallel to aµ. The magnetic-monopole
current denotes a straight line going through two merons at (0,±T ). This straight line can be identified
with the maximal circle with infinite radius in the general case discussed below. See a horizontal line in
the right panel of Fig. 25.
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Figure 27: Ref.[150] (Left panel) The plot of a magnetic-monopole loop generated by a pair of (smeared) merons in 4-
dimensional Euclidean space. The 3-dimensional plot is obtained by projecting the 4-dimensional dual lattice space to the
3-dimensional one, i.e., (x, y, z, t) → (y, z, t). The positions of two meron sources are described by solid boxes, and the
monopole loop by red solid line. A circle of blue line is written for guiding eyes. (Right panel) The plot of the topological
charge density for z − t plane (slice of x = y = 0). Two peaks of the topological charge density are located at the positions
of two merons.
If bˆµ is perpendicular to aµ (or bˆµ = δµℓbˆℓ, ℓ = 1, 2, 3), i.e., bˆ4 = 0, the simultaneous zeros are
obtained on a circle
x2ℓ + x
2
4 = T
2. (8.126)
In this case, the circular magnetic–monopole loop has its center at the origin 0 in z space and the radius
T =
√
a2 joining two merons at (0,±T ) on the plane spanned by aµ and bˆℓ (ℓ = 1, 2, 3). See a minimal
circle in the right panel of Fig. 25.
In general, it is not difficult to show that the simultaneous zeros are given for bˆµ = (bˆ, bˆ4) by
x× bˆ = 0 &
(
x+ T
bˆ4
|bˆ|
bˆ
|bˆ|
)2
+ x24 = T
2
(
1 +
bˆ24
|bˆ|2
)
, (8.127)
where bˆ is the three-dimensional part of unit four vector bˆµ (bˆµbˆµ = bˆ24 + |bˆ|2 = 1). These equations
express circular magnetic monopole loops joining two merons at ±aµ on the plane specified by aµ and
bˆ where a circle has the center at x = −T bˆ4|bˆ| bˆ|bˆ| = −
√
a2 bˆ4|bˆ|
bˆ
|bˆ| and x4 = 0 with the radius T
√
1 +
bˆ24
|bˆ|2 =√
a2
|bˆ| (≥ T ). See a larger circle in the right panel of Fig. 25. The horizontal straight line can be identified
with the limit of infinite radius of the circle.
These equations express circular magnetic monopole loops the center at x = −a·bˆ|bˆ| bˆ|bˆ| , x4 = 0 with
the radius
√
a2 + (a·bˆ)
2
|bˆ|2 (≥
√
a2)
x× bˆ = 0 &
(
x+
a · bˆ
|bˆ|
bˆ
|bˆ|
)2
+ x24 =
(
a2 +
(a · bˆ)2
|bˆ|2
)
, (8.128)
Finally, we can reproduce the one-instanton case by considering the one-instanton limit R2 → R1
of the meron pair. In the one-instanton limit, the region II′ vanishes and the magnetic monopole loop
disappears. This reproduces the previous result [161] that a circular magnetic monopole loop is shrank
to the center of an instanton in one-instanton background field. Thus the instanton cannot be the quark
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confiner which is consistent with the dual superconductivity picture for quark confinement where the
magnetic monopole loop must be the dominant configuration responsible for confinement.
Fig. 27 is a numerical result for a magnetic monopole loop generated by a pair of the smeared merons
in 4-dimensional Euclidean lattice [150]. For a given pair of the smeared merons, a circular magnetic-
monopole loop joining the two merons is obtained as a numerical solution of the reduction differential
equation. It is observed that the two sharp peaks of the topological charge density are located at the
positions of the two merons. The numerical calculation is performed according to the method explained
in the next section. This results is consistent with the numerical result of the preceding work by Montero
and Negele [172].
8.7. Reduction condition on a lattice
We discuss how to carry out the procedures explained in the above in a numerical way. For numerical
calculations, we use the lattice regularization where the link variable Ux,µ is related to a gauge field in a
continuum theory by
Ux,µ = P exp
{
ig
∫ x+ǫµˆ
x
dyµAµ(y)
}
, (8.129)
where P represents a path-ordered product, ǫ is a lattice spacing and µˆ represents the unit vector in the µ
direction. The lattice version of the reduction functional for the SU(2) Yang-Mills theory is given by
Fred[n, U ] =
∑
x,µ
{
1− 4 tr (Ux,µnx+ǫµˆU †x,µnx) /tr (1)} , (8.130)
where nx is a unit color direction field on a site x,
nx = n
A
x T
A, nAxn
A
x = 1. (8.131)
We introduce the Lagrange multiplier λx to incorporate the constraint of unit length for the color field
(8.131). Then the stationary condition for the reduction functional is given by
∂
∂nAx
{
Fred[n, U ]− 1
2
∑
x
λx(n
A
xn
A
x − 1)
}
= 0. (8.132)
When Fred takes a local minimum for a given and fixed configurations {Ux,µ}, therefore, a Lagrange
multiplier λx satisfies
WAx = λxn
A
x , (8.133)
and the color field nAx satisfies
nAxn
A
x = 1, (8.134)
where
WAx = 4
4∑
µ=1
tr
(
TA[Ux,µnx+ǫµˆU
†
x,µ + U
†
x−ǫµˆ,µnx−ǫµˆUx−ǫµˆ,µ]
)
/tr (1) . (8.135)
Eq.(8.133) is a lattice version of the reduction differential equation (RDE). We are able to eliminate the
Lagrange multiplier to rewrite (8.133) into
nAx =
WAx√
WBx W
B
x
. (8.136)
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A derivation of this equation is given in Appendix A of [105]. The color field configurations {nx} are
obtained by solving (8.136) in a numerical way.
After obtaining the {nx} configuration for given configurations {Ux,µ} in this way, we introduce a
new link variable Vx,µ on a lattice corresponding to the restricted gauge potential Vµ(x) by
Vx,µ =
Lx,µ√
1
2
tr
[
Lx,µL
†
x,µ
] , Lx,µ := Ux,µ + 4nxUx,µnx+ǫµˆ. (8.137)
Finally, the magnetic-monopole current kx,µ on a lattice is constructed as
kx,µ =
∑
ν,ρ,σ
ǫµνρσ
4π
Θx+ǫνˆ,ρσ[n, V ]−Θx,ρσ[n, V ]
ǫ
, (8.138)
through the angle variable of the plaquette variable:
Θx,µν [n, V ] = ǫ
−2 arg
(
tr
{
(1+ 2nx) Vx,µVx+ǫµˆ,νV
†
x+ǫνˆ,µV
†
x,ν
}
/tr (1)
)
. (8.139)
In this definition, kx,µ takes an integer value [26, 27].
To obtain the {nx} configuration satisfying (8.136), we recursively apply (8.136) to nx on each site
x and update it keeping nx fixed at a boundary ∂V of a finite lattice V until Fred converges. Since we
calculate the {kx,µ} configuration for the instanton configuration, we need to decide a boundary condition
of the {nx} configuration in the instanton case. We recall that the instanton configuration approaches a
pure gauge at infinity:
gAµ(x)→ ih†(x)∂µh(x) +O(|x|−2). (8.140)
Then, n(x) as a solution of the reduction condition is supposed to behave asymptotically as
n(x)→ h†(x)T3h(x) +O(|x|−α), (8.141)
for a certain value of α > 0. Under this idea, we adopt a boundary condition:
nboundx := h
†(x)T3h(x), x ∈ ∂V. (8.142)
In practice, we start with an initial state of the {nx} configuration: ninitx = h†(x)T3h(x) for x ∈ V .
Then, we repeat updating nx on each site x according to (8.136) except for the configuration nboundx on
the boundary ∂V .
It should be remarked that these asymptotic forms (8.140) and (8.141) satisfy the RDE asymptotically
in the sense that
Dµ[A ]n(x)→ 0 (|x| → ∞), (8.143)
together with
λ(x)→ 0 (|x| → ∞), (8.144)
which is necessary to obtain a finite value for the reduction functional [104]
Fred =
∫
d4x
1
2
λ(x) <∞. (8.145)
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8.8. One instantons and magnetic monopole loops on the lattice
The one-instanton solution in the regular (or non-singular) gauge is specified by a constant four-
vector representing the center (b1, b2, b3, b4) ∈ R4 and a positive real constant representing the size
(width) ρ ≥ 0:
gAµ(x) = T
AηA(+)µν
2(xν − bν)
|x− b|2 + ρ2 , (8.146)
where |x|2 = xµxµ is the standard Euclidean norm and ηA(±)µν is the symbol defined by
ηA(±)µν = ǫAµν4 ± δAµδν4 ∓ δAνδµ4. (8.147)
In this case, we obtain from (8.140) and (8.141):
h(x) =
xµ
|x|eµ, (eµ ≡ (−iσi, 1)) , (8.148)
where 1 is a 2× 2 unit matrix, and
h†(x)T3h(x) =
2 (x1x3 − x2x4)
x2
T1 +
2 (x1x4 + x2x3)
x2
T2 +
−x21 − x22 + x23 + x24
x2
T3. (8.149)
This exactly agrees with the standard Hopf map [163].
The topological charge density is maximal at the point x = b and decreases algebraically with
the distance from this point in such a way that the instanton charge QV inside the finite lattice V =
[−ǫL, ǫL]4 reproduces the total instanton charge QP = 1. We construct the instanton charge QV on a
lattice from the configuration of link variables {Ux,µ} according to
QV =ǫ
4
∑
x∈{V−∂V }
Dx, (8.150)
Dx :=
1
24
ǫ−4
32π2
±4∑
µ,ν,ρ,σ=±1
ǫˆµνρσtr(1− Ux,µνUx,ρσ), (8.151)
Ux,µν =Ux,µUx+ǫµˆ,νU
†
x+ǫνˆ,µU
†
x,ν , (8.152)
where Dx is a lattice version of the instanton charge density, and V − ∂V represents the volume without
a boundary, and ǫˆ is related to the usual ǫ tensor by
ǫˆµνρσ := sgn(µ)sgn(ν)sgn(ρ)sgn(σ)ǫ|µ||ν||ρ||σ|, sgn(µ) := µ|µ| . (8.153)
Our interest is the support of kx,µ, namely, a set of links {x, µ} on which kx,µ takes non-zero values
kx,µ 6= 0. This expresses the location of the magnetic-monopole current generated for a given instanton
configuration. By definition (8.138), the number of configurations {kx,µ} are (2L)4× 4. (The number of
configurations {kx,µ} is not equal to (2L+ 1)4 × 4, because we cannot calculate kx,µ at positive sides of
the boundary ∂V due to the definition of (8.138) based on the forward lattice derivative.)
In our calculations of the magnetic-monopole current configuration, we fix the center on the origin
(b1, b2, b3, b4) = (0, 0, 0, 0), (8.154)
and change the value of ρ. The results are summarized in Table 1 and Fig. 28. For a choice of L = 31,
the total number of configurations {kx,µ} are 624 × 4 = 59105344. Although the current kx,µ is zero on
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ρ |kx,µ| > 1 kx,µ = −1 kx,µ = 0 kx,µ = 1 QV
5 0 4 59105336 4 0.9674
10 0 8 59105328 8 0.9804
15 0 12 59105320 12 0.9490
20 0 12 59105320 12 0.8836
Table 1: [105] The distribution of kx,µ and the instanton charge QV for a given r.
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Figure 28: Ref.[105] One instanton in the regular gauge and the associated magnetic–monopole current kx,µ for various
choice of size parameter ρ: (a) ρ = 5ǫ, (b) ρ = 10ǫ, (c) ρ = 15ǫ and (d) ρ = 20ǫ. The grid shows an instanton charge density
Dx on x1-x2 (x3 = x4 = 0) plane. The black line on the base shows the magnetic monopole loop projected and colored lines
shows a contour plot of the instanton charge density. Figures are drawn in units of the lattice spacing ǫ.
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almost all the links (x, µ), it has a non-zero value |kx,µ| = 1 on a small number of links, e.g., 4+4 links
for ρ = 5ǫ. The number of links with kx,µ = +1 is equal to one with kx,µ = −1, which reflects the fact
that the current kx,µ draws a closed path of links. It turns out that there are no configurations such that
|kx,µ| > 1.
We see how QV reproduces the total instanton charge QP = 1 for the choice of ρ. The instanton
charge density is equal to zero when Aµ(x) is a pure gauge, i.e., Fµν(x) = 0. Therefore, the more
rapidly Aµ(x) converge to a pure gauge, the more precisely QV reproduces the proper value QP for a
given L. For one-instanton in the regular gauge, clearly, Aµ(x) more rapidly converge to a pure gauge
for smaller ρ. Indeed, QV for ρ = 10ǫ reproduces QP = 1 more precisely than ρ = 15ǫ and ρ = 20ǫ.
On the contrary, QV for ρ = 5ǫ reproduces QP = 1 poorly compared with ρ = 10ǫ. This is because the
lattice is too coarse (a lattice spacing is not sufficiently small) to estimate properly the rapid change of
the instanton charge distribution concentrated to the neighborhood of the origin for small ρ.
If Aµ(x) converge rapidly to a pure gauge ih†(x)∂µh(x) so that QV gives a good approximation for
an expected value QP , then the color field is expected to behave as n(x)→ h†(x)T3h(x) asymptotically
and our choice of the boundary condition nboundx := h†(x)T3h(x) at the boundary x ∈ ∂V is well
motivated.
In Fig. 28, the support of kx,µ is drawn by projecting the four-dimensional space on the x4 = 0
hyperplane (3-dimensional space) for the choice of ρ = 5ǫ, 10ǫ, 15ǫ and 20ǫ. This figure shows that
the non-zero magnetic-monopole current forms a small loop. The size of the magnetic monopole loop
hardly change while ρ increase. This is an indication that the magnetic monopole loop for one-instanton
solution disappears in the continuum limit of the lattice spacing ǫ going to zero.
Thus, the numerical results are consistent with the analytical ones.
In fact, for N = 1 the ’t Hooft ansatz gives the one-instanton in the singular gauge with the asymp-
totic behavior:
Aµ(x) ∼ O(|x|−3) |x| → ∞, (8.155)
while the one-instanton in the regular gauge exhibits the asymptotic behavior:
Aµ(x) ∼ O(|x|−1) |x| → ∞. (8.156)
8.9. Two instantons and magnetic monopole loops on the lattice
Finally, we examine the two-instanton solution of Jackiw-Nohl-Rebbi (JNR) [176] from the view-
point raised above. In the conventional studies on quark confinement, the multi-instanton solution of
’t Hooft type [157] has been used extensively to see the interplay between instantons and magnetic
monopoles [181, 182, 183, 161, 171, 168]. However, the ’t Hooft instanton is not the most general in-
stanton solutions except for the one-instanton case in which the ’t Hooft one-instanton agrees with the
well-known one-instanton solution in the singular gauge. In contrast, the JNR two-instanton solution is
the most general two-instanton solution with the full collective coordinates (moduli parameters), while
the ’t Hooft two-instanton solution is obtained as a special limit of the JNR solution. We demonstrate in
a numerical way that a circular loop of magnetic current k is generated for a JNR two-instanton solution.
This is not the case for the ’t Hooft two-instanton solution.
In addition, we present the configuration of the color field which plays the crucial role in our formu-
lation. The implications of this result for quark confinement will be discussed in the final section.88
88 Incidentally, the JNR two instanton was used to study the relationship between dyonic instantons as a supertube con-
necting two parallel D4-branes and the magnetic monopole string loop as the supertube cross-section in (4+1) dimensional
Yang-Mills-Higgs theory [180], since dyonic instantons of ’t Hooft type do not show magnetic string and D4-branes meet on
isolated points, instead of some loop. These facts became one of the motivations to study the JNR solution from our point of
view.
195
It is known by the ADHM construction [177] that the N-instanton moduli space has dimension 8N .
For N = 1, 8 moduli parameters are interpreted as 4+1+3 degrees of freedom for the position, size and
SU(2) orientation (global gauge rotations), respectively.
For N = 2, the Jackiw-Nohl-Rebbi (JNR) instanton [176] is the most general charge 2 instanton as
explained below. The explicit form of the JNR two-instanton solution is given by
gA JNRµ (x) =− TAηA(−)µν ∂ν lnφJNR, φJNR :=
2∑
r=0
ρ2r
|x− br|2 , (8.157)
which is
gA JNRµ (x) = TAη
A(−)
µν φ
−1
JNR
2∑
r=0
2ρ2r (x
ν − bνr )
(|x− br|2)2 . (8.158)
The JNR two-instanton has 4 × 3 + 3 + 3 = 18 parameters, which consist of three pole positions
b0 := (b
1
0, b
2
0, b
3
0, b
4
0), b1 := (b
1
1, b
2
1, b
3
1, b
4
1), b2 := (b
1
2, b
2
2, b
3
2, b
4
2) and three scale parameters ρ0, ρ1, ρ2
including the overall SU(2) orientation. Note that the number of poles (r = 0, 1, 2) is one greater than
the number of the instanton charge Q = 2. Although the parameter count of the JNR two-instanton
appears to exceed the 16 dimensions of the N = 2 moduli space, the JNR two-instanton has precisely
the required number of parameters for the N = 2 general solution. In fact, one parameter is reduced by
noting that the multiplication of the scale parameter by a constant does not alter the solution, so only the
ratios ρr/ρ0 (r = 1, 2) are relevant. Moreover, one of the degrees of freedom corresponds to a gauge
transformation [176, 179].
On the other hand, the ’t Hooft two-instanton which is more popular and has been used extensively
in the preceding investigations is given by
gA ’t Hooftµ (x) = 2TAη
A(−)
µν φ
−1
’t Hooft
2∑
r=1
ρ2r (x
ν − bνr )
|x− br|4 ,
φ’t Hooft := 1 +
2∑
r=1
ρ2r
|x− br|2 . (8.159)
The ’t Hooft two-instanton has only 4× 2 + 2 + 3 = 13 parameters, which consist of two pole positions
(b11, b
2
1, b
3
1, b
4
1), (b
1
2, b
2
2, b
3
2, b
4
2) and two scale parameters ρ1, ρ2 including the overall SU(2) orientation.
The ’t Hooft two-instanton solution is reproduced from the JNR two-instanton solution in the limit
ρ0 = |b0| → ∞, namely, the location of the first pole b0 is sent to infinity keeping the relation ρ0 = |b0|.
The crucial difference between the JNR and the ’t Hooft solutions is the asymptotic behavior. The
JNR solution goes to zero slowly, while the gauge potential produced by the ’t Hooft ansatz tends rapidly
to zero at spatial infinity |x| → ∞. In fact, the JNR two-instanton solution has the asymptotic behavior
at spatial infinity:
A JNRµ (x) ∼ O(|x|−1) |x| → ∞, (8.160)
while the ’t Hooft multi-instanton has the asymptotic behavior at spatial infinity:
A
′tHooft
µ (x) ∼ O(|x|−3) |x| → ∞. (8.161)
In the numerical calculations for the JNR solution [105], we focus on the special case of equating
three size parameters:
ρ0 =ρ1 = ρ2 ≡ ρ. (8.162)
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r |kx,µ| > 1 kx,µ = −1 kx,µ = 0 kx,µ = 1 l/r QV
5 0 14 59105316 14 5.6 1.903
10 0 26 59105292 26 5.2 1.969
15 0 40 59105264 40 5.3 1.950
20 0 51 59105242 51 5.1 1.862
Table 2: Ref.[105] The distribution of kx,µ and the instanton chargeQV for a given size r of the equilateral triangle specifying
the JNR solution where ℓ :=
∑
x,µ |kx,µ| is the length of a magnetic-monopole current kx,µ.
Then the ratio is uniquely fixed: ρ1/ρ0 = ρ2/ρ0 = ρ/ρ0 ≡ 1, and hence ρ can be set to an arbitrary
value without loss of generality in this class. In the numerical calculations, we put ρ = 3ǫ for the lattice
spacing ǫ.
We put three pole positions (b10, b20, b30, b40), (b11, b21, b31, b41), (b12, b22, b32, b42) on the x3 = x4 = 0 plane, so
that the three poles are located at the vertices of an equilateral triangle:
b0 = (b
1
0, b
2
0, b
3
0, b
4
0) =(r, 0, 0, 0) + ∆, (8.163)
b1 = (b
1
1, b
2
1, b
3
1, b
4
1) =
(
−r
2
,
√
3
2
r, 0, 0
)
+∆, (8.164)
b2 = (b
1
2, b
2
2, b
3
2, b
4
2) =
(
−r
2
,−
√
3
2
r, 0, 0
)
+∆, (8.165)
where ∆ is a small parameter introduced to avoid the pole singularities at x = br. In the numerical
calculation, we choose
∆ = (0.1ǫ, 0.1ǫ, 0.1ǫ, 0.1ǫ). (8.166)
Then we have searched for magnetic-monopole currents by changing the size r. We have adopted L =
31.
The results are summarized in Table 2 and Fig. 29 and 30. In Fig. 29, as in the case of one-instanton
in the regular gauge, we draw the distribution of the instanton charge density Dx and the support of the
magnetic-monopole current kx,µ projected on the x4 = 0 hyperspace for r = 5ǫ, 10ǫ, 15ǫ, 20ǫ.
The instanton charge density Dx of the JNR two-instanton takes the maximal value at a circle with
radius RI , rather than on the origin, on the x1-x2 plane. This is not the case for the ’t Hooft two instanton
in which the instanton charge distribution concentrates near the two pole positions, as is well known.
We have found that non-vanishing magnetic-monopole currents originating from the JNR two-instanton
forms a circular loop. The circular loops of the magnetic-monopole current are located on the same plane
as that specified by three poles b0, b1, b2. The size of the circular loop, e.g., the radius R, increases pro-
portionally as r increases and the circular loops constitute concentric circles with the center at the origin,
within the accuracy of our numerical calculations. See [105] for the procedures needed to reproduce the
correct distribution of the instanton charge density Dx in the numerical calculations.
In Table 2, we find that the ratio between the length ℓ :=
∑
x,µ |kx,µ| of the magnetic-monopole
current kx,µ and the size r of the equilateral triangle of JNR is nearly constant,
ℓ/r ≃ 5.2, (8.167)
which implies
Rm/r ≃ 0.65, (8.168)
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Figure 29: [105] JNR two-instanton and the associated circular loop of the magnetic-monopole current kx,µ. The JNR
two-instanton is defined by fixing three scales ρ0 = ρ1 = ρ2 = 3ǫ and three pole positions bµ0 , b
µ
1 , b
µ
2 which are arranged to
be three vertices of an equilateral triangle specified by r: (a) r = 5ǫ, (b) r = 10ǫ, (c) r = 15ǫ and (d) r = 20ǫ. The grid
shows an instanton charge density Dx on x1-x2 (x3 = x4 = 0) plane. The associated circular loop of the magnetic-monopole
current is located on the same plane as that specified by three poles. The black line on the base shows the magnetic monopole
loop projected on the x1-x2 plane and the arrow indicates the direction of the magnetic-monopole current, while colored lines
on the base show the contour plot for the equi-Dx lines. Figures are drawn in units of the lattice spacing ǫ.
-20 -10  0  10  20
-20
-10
 0
 10
 20
x3
b0
µ
=(20.100,   0.100, 0.100,  0.100)
b1
µ
=(-9.900,  17.421, 0.100,  0.100)
b2
µ
=(-9.900, -17.221, 0.100,  0.100)
x2 -20-10 0 10 20
-20
-10
 0
 10
 20
x3
b0
µ
=(20.100,   0.100, 0.100,  0.100)
b1
µ
=(-9.900,  17.421, 0.100,  0.100)
b2
µ
=(-9.900, -17.221, 0.100,  0.100)
x1
Figure 30: Ref.[105] The configuration of the color field nx = (n1x, n2x, n3x) and a circular loop of the magnetic-monopole
current kx,µ obtained from the JNR two-instanton solution (r = 20ǫ), viewed in (a) the x2-x3 (x1 = x4 = 0) plane which is
off from three poles, and (b) the x1-x3 (x2 = x4 = 0) plane which goes through a pole bµ0 . The magnetic-monopole current
kx,µ and the three poles of the JNR solution are projected on the same plane. Here the SU(2) color field (n1x, n2x, n3x) is
identified with a unit vector in the three-dimensional space (x1, x2, x3). Figures are drawn in units of the lattice spacing ǫ.
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where we have used a relation ℓ ≃ 8Rm for large ℓ since a closed current kx,µ consists of links on a lattice
and the relation ℓ ≃ 2πRm in the continuum does not hold. Moreover, the magnetic monopole loop
passes along the neighborhood of contour giving the absolute maxima of the instanton charge density,
Rm/RI ≃ 0.65/0.54 ≃ 1.2, (8.169)
where RI ≃ 0.54r.
Fig. 30 shows the relationship between the magnetic monopole loop kx,µ and the color field nx
configuration. The vector field {nx} is winding around the loop, and it is indeterminate at points where
the loop pass. The configurations of the color field giving the magnetic monopole loop were made
available for the first time in this study based on the new reformulation of Yang-Mills theory.
Finally, we investigate how a magnetic monopole loop generated from the JNR two-instanton be-
haves in the course of taking the ’t Hooft two-instanton limit. For this purpose, we set three pole positions
and three size parameters to
ρ0 = 5ǫ+R, ρ1 = ρ2 = 5ǫ, (8.170)
b0 = (b
1
0, b
2
0, b
3
0, b
4
0) =(5ǫ+R, 0, 0, 0) + ∆, (8.171)
b1 = (b
1
1, b
2
1, b
3
1, b
4
1) =
(
−5
2
ǫ,
5
√
3
2
ǫ, 0, 0
)
+∆, (8.172)
b2 = (b
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2
2, b
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4
2) =
(
−5
2
ǫ,−5
√
3
2
ǫ, 0, 0
)
+∆, (8.173)
∆ = (0.1ǫ,0.1ǫ, 0.1ǫ, 0.1ǫ) (8.174)
and calculate magnetic-monopole current for various values of R: R = 0, 5, 10, 15, 20, 25, 30, 35. Here
we have used the same notations as those used in the previous paper [105], in which the details on the
lattice, instanton discretization and monopole detection are given.
The results are summarized in Fig. 31 and Fig. 32. These figures show that a circular monopole
loop generated from the JNR two-instanton splits into two smaller loops as R increases. Eventually, two
smaller loops shrink to two fixed poles in the limit: ρ0 = |b0| → ∞. Such behavior of the magnetic
monopole loop is consistent with the result for the ’t Hooft two-instanton obtained in [161]. Therefore,
our result on the JNR two-instanton [105] does not contradict with the preceding result on the ’t Hooft
two-instanton [161].
In Fig. 32, the separation of a loop into two smaller loops occurs between (d) and (e). The evolution
from (d) to (e) seems to be smooth. In order to consider this issue, the direction of magnetic current
is indicated by the arrow on the loop in Fig. 32. The directions of magnetic currents of two smaller
loops is the same as that of the original loop, which is consistent with the smoothness of the evolution.
However, we cannot verify the smoothness by giving the value of the functional to be minimized, since
it is difficult to obtain the data at the instance that a loop was just separated into two smaller loops. 89
8.10. Conclusion and discussion
For given solutions of the classical SU(2) Yang-Mills equation in the four-dimensional Euclidean
space, the reduction condition was solved in an analytical and numerical ways to obtain the color field
and thereby to define a gauge-invariant magnetic monopole in the new reformulation of the Yang-Mills
89 The deformation of the magnetic monopole loop seen in Fig. 32 agrees very well with the one shown by S. Kim and K.
Lee analytically in (4 + 1) dimensional supersymmetric Yang-Mills theory [180].
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Figure 31: Ref.[106] The magnetic-monopole current kx,µ generated from the JNR two-instanton in taking the ’t Hooft
two-instanton limit. The parameter (a) R = 0, (b) R = 5, . . . , (h)R = 35 correspond to (a) ρ0 = |b0| = 5, (b) 10, . . . ,
(h) 40. The grid shows an instanton charge density Dx on x1-x2 (x3 = x4 = 0) plane. The black line on the base shows
the magnetic monopole loop projected on the x1-x2 plane and the arrow indicates the direction of the magnetic-monopole
current, while colored lines on the base show the contour plot for the equi-Dx lines. Figures are drawn in units of ǫ.
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Figure 32: Ref.[106] Deformation of the magnetic monopole loop viewed from the positive side of x3. The parameter (a)
R = 0, (b) R = 5, . . . , (h)R = 35 correspond to (a) ρ0 = |b0| = 5, (b) 10, . . . , (h) 40. As the pole position bµ0 shifts to the
positive direction of x1 with fixed bµ1 , b
µ
2 , the magnetic monopole loop shrinks to fixed poles. The arrow on a loop shows the
direction of the magnetic-monopole current flowing on the loop.
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theory written in terms of the new variables. For performing numerical calculations, we have used
a lattice regularization [26]. Then we have constructed the magnetic-monopole current kµ on a dual
lattice where the resulting magnetic charge is gauge invariant and quantized according to the quantization
condition of the Dirac type.
First, the new reformulation is completed to reproduce some results obtained in the preceding stud-
ies based on the conventional methods, i.e., specific (partial) gauge fixing procedures called MA gauge,
LA gauge and MC gauge in which topological objects such as Abelian magnetic monopoles and center
vortices are regarded as gauge-fixing defects. We have obtained the corresponding gauge-invariant re-
sults: (1) One instanton configuration cannot support a (gauge-invariant) magnetic monopole loop. (2)
One meron configuration induces a (gauge-invariant) magnetic-monopole current along a straight line
going through the meron. (3) However, neither one-instanton nor one-meron supports circular magnetic
monopole loops.
Second, it has been shown in an analytical method that there exist circular magnetic monopole loops
supported by a pair of merons smeared (i.e., ultraviolet regularized) in the sense of Callan, Dashen
and Gross [173], although the corresponding numerical solution has already been found by Montero
and Negele [172] on a lattice. Therefore, a meron pair is a first topological object which is found to
be consistent with the dual superconductor picture of quark confinement. Therefore, the meron pair
configurations are candidates for field configurations to be responsible for deriving the area law of the
Wilson loop average. It will be interesting to see the relationship between this result and [62, 63].
Third, for the two-instanton solution of the Jackiw-Nohl-Rebbi, we have discovered based on a
numerical method that the magnetic-monopole current kµ has the support on a circular loop which is
located near the maxima of the instanton charge density. Thus, we have shown that the two-instanton
solution of the Jackiw-Nohl-Rebbi generates the magnetic monopole loop in four-dimensional SU(2)
Yang-Mills theory. In the same setting, for one instanton the magnetic current has the support only on a
plaquette around the center of the one-instanton. This result confirms that no magnetic monopole loop
is generated for one-instanton solution in the continuum limit.
Moreover, it has been investigated numerically how a magnetic monopole loop generated from the
JNR two-instanton deforms in the course of taking the ’t Hooft instanton limit. In this limit, a circular
loop splits into two smaller loops and each loop shrinks to two poles of the ’t Hooft instanton. This
corresponds to the magnetic monopoles demonstrated by Brower, Orginos and Tan (BOT) [161] for the
’t Hooft instanton. As a result, the result that the JNR two-instanton generates a magnetic monopole
loop is compatible with the result of BOT [161] that the ’t Hooft two-instanton does not generate such a
loop of magnetic monopole. Thus, there is no contradiction between two results.90
Combining the numerical results with the analytical ones [104], we have found that both the JNR
two-instanton solution and two-merons solution generate circular loops of magnetic monopole with the
same asymptotic behavior at spatial infinity:
Aµ(x) ∼ O(|x|−1) |x| → ∞, (8.175)
which should be compared with the ’t Hooft (multi) instanton with the asymptotic behavior at spatial
infinity:
Aµ(x) ∼ O(|x|−3) |x| → ∞. (8.176)
It is expected that these loops of magnetic monopole are responsible for confinement in the dual su-
perconductivity picture. This result seems to be consistent with the claim made in [170, 184]. However,
90 A natural explanation for the difference between the two instantons’ monopoles will be possible from the fact that in the
’t Hooft ansatz the constituents are of same color orientation, whereas in the JNR ansatz they are not [176], and apparently
the latter is needed to generate a loop of finite size. We hope to clarify this issue in future works.
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Figure 33: Ref.[171] Plot of the two magnetic monopole loops for the gauge potential of 2-instanton x1 − x2 − x0-space
(dropping the x3-component). Rotations with angle π around the x1- , x2- and x3-axis interchange the different monopole
branches. The thick dots show the positions of the instantons.
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Figure 34: Ref.[182] Three dimensional projections of the mutual monopole loop surrounding an instanton–anti-instanton
pair (centres marked) of size ρ = 3 under increasing rotation angle as detailed in the text. The loops are flat in the fourth
direction.
the correspondence between the instanton and magnetic monopole loop is not one-to-one. To draw the
final conclusion, we need to collect more data for supporting this claim. In particular, it is not yet clear
which relationship between instanton charge and the magnetic charge holds in our case, as studied in
[164, 165, 166].
Moreover, it will be interesting to study the implications of our results to the Faddeev-Niemi model
[185] which is expected to be a low-energy effective theory of Yang-Mills theory, e.g., a relationship
between magnetic monopole loop and a Hopfion, i.e., a knot soliton as a topological soliton solution with
a non-trivial Hopf index (topological invariant). See e.g., [153] for a preliminary result and references
therein.
However, we have not yet obtained the analytic solution representing magnetic loops in the 2-
instanton background which were found in the numerical way in [171] (Fig. 33), and in the background
of an instanton–anti-instanton pair (see Fig. 34).
Furthermore, it is known at finite temperature that there exist self-dual solutions with non-trivial
holonomy (calorons) [186] which exhibit a non-trivial monopole content by construction. It will be
interesting to study how magnetic monopoles to be obtained in our approach from calorons are related
to dyons inherent in calorons. These issues will be investigated in future works. See e.g., [106] for
preliminary work in this direction.
The extension from SU(2) to SU(3) is an important issue to be investigated in the future works.
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9. Reformulation of lattice gauge theory and numerical simulations
9.1. Field variable decomposition on the lattice
Let Aµ(x) be the Yang-Mills field taking the values in the Lie algebra G of the Lie group G:
Aµ(x) = A
A
µ (x)TA ∈ G , (A = 1, 2, . . . , dimG), (9.1)
where TA (A = 1, 2, . . . , dimG) are the generators of the Lie algebra G .
We adopt the D-dimensional Euclidean lattice Lǫ = (ǫZ)D with a lattice spacing ǫ. In the lattice
gauge theory, the gauge field variable taking the values in the gauge group G is represented as the link
variable Uℓ = Ux,x+ǫµˆ = Ux,µ defined on an oriented link ℓ =< x, x + ǫµˆ >∈ Lǫ running from x to
x+ ǫµˆ. We define a unit vector in the µ-th direction by µˆ for µ = 1, · · · , D, and we use µ := ǫµˆ to avoid
writing the lattice spacing ǫ explicitly. The gauge link variable Ux,µ is related to the gauge potential
Aµ(x) taking the values in the Lie algebra G of G as the line integral of a gauge potential Aµ(x) along
a link < x, x+ ǫµˆ > from x to x+ ǫµˆ:91
Ux,µ = Ux,x+ǫµˆ = P exp
{
−ig
∫ x+ǫµˆ
x
dxµAµ(x)
}
∈ G, (9.2)
where g is the coupling constant. The link variable Ux,µ obeys the well-known lattice gauge transforma-
tion:
Ux,µ → U ′x,µ = ΩxUx,µΩ†x+µ, Ωx ∈ G. (9.3)
In order to define new variables, we consider the decomposition of the G-valued gauge variable
Uℓ = Ux,µ ∈ G into the product of two G-valued variables Xx,µ and Vx,µ defined on the same lattice: 92
G ∋ Ux,µ = Xx,µVx,µ, Xx,µ ∈ G, Vx,µ ∈ G, (9.4)
in such a way that Vx,µ transforms just like a usual link variable under the gauge transformation:
Vx,µ → V ′x,µ = ΩxVx,µΩ†x+µ, Ωx ∈ G (9.5)
and thereby Xx,µ(= Ux,µV −1x,µ ) transforms like a site variable under the gauge transformation:
Xx,µ → X ′x,µ = ΩxXx,µΩ†x, Ωx ∈ G. (9.6)
These features are common to any gauge group G.
In order to construct the lattice version of the new reformulation, we need to introduce the color
(direction) field nx which plays the crucial role in this reformulation defining other new variables. The
color field nx on a lattice is regarded as a site variable defined on a site x, and has the value in the Lie
algebra for the coset space G/H˜ with H˜ being the maximal stability group:
nx = n
A
x TA ∈ Lie(G/H˜) = G − H˜ . (9.7)
91 See the textbooks of lattice gauge theories, e.g., [187].
92 Here the lattice variables Vx,µ andXx,µ are supposed to be related to the Lie-algebra Vµ(x) and Xµ(x) in the continuum
as Vx,µ = exp{−iǫgVµ(x′)}, Xx,µ = exp{−iǫgXµ(x)}, just as Ux,µ = exp{−iǫgAµ(x′)}. However, the decomposition
can be constructed so as to have an intrinsic meaning on a lattice without referring to the naive continuum limit [31], which
includes the result of [30].
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The color field nx is used to specify only the color direction in the color space at each space–time point
and its magnitude is irrelevant (n2x = nx · nx = 1). It should be remarked that the color field nx is
Hermitian, n†x = nx, while the gauge field Ux,µ is unitary, U †x,µ = U−1x,µ.
The color field transforms in the adjoint way under another (independent) gauge rotation:
nx → ΘxnxΘ†x, Θx ∈ G/H˜. (9.8)
After applying the lattice reduction condition which is discussed later in detail, the color field must
transform under the gauge transformation in the adjoint way:
nx → n′x = ΩxnxΩ†x, Ωx ∈ G. (9.9)
The reduction condition on the lattice has been discussed in [27, 28, 29, 30].
For G = SU(2), the maximal stability group H˜ is unique and equal to the maximal torus subgroup,
i.e., a compact U(1) group, H˜ = H = U(1). For G = SU(3), there are two possible maximal stability
groups, i.e., H˜ = U(1) × U(1) and H˜ = U(2). For G = SU(N) (N ≥ 4), there exist more than
N − 1 maximal stability groups. Among them, H˜ = U(1)N−1 is called the maximal option, while
H˜ = U(N − 1) the minimal one.
We adopt the correspondence between the Lie group U and the Lie algebra A by the mid-point
definition:
Ux,µ = exp {−iǫgAµ(x′)} , (9.10)
where x′ := x+ ǫµˆ/2 is the midpoint of the link < x, x + ǫµˆ >. The midpoint prescription is useful to
suppress as much as possible lattice artifacts coming from a finite (nonzero) lattice spacing, in contrast
to the very naive definition between the gauge link variable Ux,µ and the gauge potential Aµ(x) given by
Ux,µ = exp(−iǫgAµ(x)) ∈ G. (9.11)
To understand the meaning of a lattice version of the defining equation, we needs a lattice covariant
derivative for an adjoint field. We adopt a definition of the covariant lattice derivative for arbitrary
background Vµ(x):
D(ǫ)µ [V ]nx := ǫ
−1[Vx,µnx+µ − nxVx,µ], (9.12)
by the following reasons.
i) When Vx,µ ≡ 1, the covariant derivative D(ǫ)µ [V ] (9.12) reduces to the (forward) lattice derivative
∂
(ǫ)
µ , i.e., ∂(ǫ)µ nx := ǫ−1[nx+µ − nx].
ii) The covariant derivative D(ǫ)µ [V ] reproduces correctly the continuum covariant derivative for the
adjoint field in the naive continuum limit ǫ→ 0: up to O(ǫ),
ǫ−1[Vx,µnx+µ − nxVx,µ]
=ǫ−1[1− iǫgVµ(x) +O(ǫ2)]nx+µ − nxǫ−1[1− iǫgVµ(x) +O(ǫ2)]
=ǫ−1[nx+µ − nx]− ig[Vµ(x)nx+µ − nxVµ(x)] +O(ǫ),
=∂(ǫ)µ nx − ig[Vµ(x),nx] +O(ǫ), (9.13)
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where we have used the O(ǫ2) ambiguity in the last step.93
iii) The covariant derivativeD(ǫ)µ [V ] obeys the correct transformation property, i.e., the adjoint rotation
on a lattice:
D(ǫ)µ [V ]nx → Ωx(D(ǫ)µ [V ]nx)Ω†x+µ, (9.14)
provided that the link variable Vx,µ transforms in the same way as the original link variable Ux,µ:
Vx,µ → ΩxVx,µΩ†x+µ = V ′x,µ. (9.15)
This is required from the transformation property of the continuum variable Vµ(x).
First, we consider the defining equation which enables us to determine the decomposition uniquely.
According to the continuum reformulation in the minimal option [24], we introduce just a single color
field nx for G = SU(N) (N ≥ 2). This unit vector field is an initial or a reference field to construct
possible other color fields which are necessary in the maximal option.
We have proposed a lattice version of the first defining equation [30, 31]:
(I) The color field nx is covariantly constant in the background (matrix) field Vx,µ:
0 = ǫD(ǫ)µ [V ]nx := Vx,µnx+µ − nxVx,µ, (9.16)
where D(ǫ)µ [V ] is the lattice covariant derivative in the adjoint representation (9.12).
This defining equation for an initial color field guarantees that all N − 1 color fields n(k)x (k =
1, · · · , N − 1) prepared in the maximal option satiety the first defining equation in the maximal option,
i.e., covariant constant in the background Vx,µ:
0 = ǫD(ǫ)µ [V ]n
(k)
x := Vx,µn
(k)
x+µ − n(k)x Vx,µ (k = 1, · · · , N − 1). (9.17)
The first defining equation (9.16) is just a lattice or group theoretical version of the Lie-algebra valued
defining equations given already in the continuum formulation, see Sections 4 and 5.
Next, we give a general consideration to what extent the defining equations determine the decom-
position uniquely, before proceeding to solving them explicitly. In order to consider the meaning of
the second defining equation deeper, we return to the first equation. It is important to observe that the
decomposition (9.4) is invariant under the simultaneous local transformation of Vx,µ and Xx,µ: 94
Xx,µ → Xx,µr−1x , Vx,µ → rxVx,µ, rx ∈ G. (9.18)
This is the extra G degrees of freedom which are absent in the original G lattice theory written in terms
of Ux,µ. In order to obtain the unique decomposition (9.4), we must fix the extra degrees of freedom by
93 Adopting another form instead of (9.13) using the ambiguity ofO(ǫ2), 0 = nx+µ−nx−iǫgVµ(x)nx+inx+µǫgVµ(x)+
O(ǫ2), which is rewritten as [1 + iǫgVµ(x) + O(ǫ2)]nx = nx+µ[1 + iǫgVµ(x) + O(ǫ2)], we obtain a relation V †x,µnx =
nx+µV
†
x,µ. However, this is nothing but the Hermitian conjugate of (9.12) and does not lead to a new condition. The definition
of the covariant derivative could be improved e.g., by using a symmetric difference. By using the mid-point prescription, this
is more improved up to O(ǫ2):
ǫ−1[Vx,µnx+µ − nxVx,µ] = ∂(ǫ)µ nx′ − ig[Vµ(x′),nx′ ]− igǫ/2{Vµ(x′), ∂(ǫ)µ nx′ − ig[Vµ(x′),nx′ ]}+O(ǫ2).
94 For another decomposition of the form: Ux,µ = Vx,µXx,µ, it is advantageous to take Vx,µ → Vx,µgx+µ, Xx,µ →
g−1x+µXx,µ, gx+µ ∈ G.
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imposing suitable conditions. Therefore, we examine to what extent the extra degrees of freedom (9.18)
is fixed by the first defining equation:
nxVx,µ = Vx,µnx+µ. (9.19)
It is obvious that the diagonal part related to the discrete symmetry of the center Z(N) of SU(N) is
undetermined by the first defining equation:
exp(2πin/N)1 ∈ Z(N) (n = 0, 1, · · · , N). (9.20)
Suppose that the first defining equation holds after the local rotations (9.18):
nxrxVx,µ = rxVx,µnx+µ. (9.21)
Combining this with the original equation (9.19), we obtain the relationship
nxrxVx,µ = rxnxVx,µ ⇐⇒ [nx, rx]Vx,µ = 0. (9.22)
This implies that the degrees of freedom of rx satisfying the following equation cannot be determined
by imposing the first defining equation alone.
[nx, rx] = 0. (9.23)
For the maximal option, the extra symmetry is Z(N)×H , H = U(1)N−1 ⊂ SU(N):
rx = exp(2πin/N) exp
{
i
N−1∑
k=1
α(k)x n
(k)
x
}
∈ Z(N)×H = Z(N)× U(1)N−1, (9.24)
where α(k) ∈ R and {n(k)x } is a maximal set of mutually commutable Hermitian generators for U(1)N−1
with the traceless property tr(n(k)x ) = 0.
For the minimal option, the extra symmetry is Z(N)× H˜, H˜ = U(N − 1) ⊂ SU(N):
rx = exp(2πin/N) exp {iαxhx} exp
i
(N−1)2−1∑
k=1
β(k)x u
(k)
x
 ∈ Z(N)×H˜ = Z(N)×U(N−1), (9.25)
where αx, β(k)x ∈ R and {u(k)x } is a set of Hermitian generators of SU(N − 1) commutable with hx :=
n
(N−1)
x with the traceless property tr(u(k)x ) = 0.
Thus, we find that the degrees of freedom corresponding to H or H˜ are left unfixed in the maximal
or minimal options, respectively, even after solving the first defining equation. In order to obtain the
unique decomposition, therefore, we must impose additional conditions to fix degrees of freedom which
remain undetermined by imposing the first defining equation. This role is played by the second defining
equation. In the previous papers [27, 28, 30], we used as a second defining equation the condition:
tr[Xx,µnx] = 0. (9.26)
This is reasonable from the viewpoint of the naive continuum limit, since it leads to the second defining
equation
tr[Xµ(x)n(x)] = 0 (9.27)
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for the Lie-algebra valued field Xµ(x) in the continuum, as can be seen from
tr[Xx,µnx] = −igǫtr[Xµ(x)n(x)] +O(ǫ2), (9.28)
using Xx,µ = exp {−igǫXµ(x)} = 1− igǫXµ(x) + O(ǫ2). Here, however, we are looking for a lattice
version of the second defining equation valid for the Lie-group valued field Xx,µ, which is intrinsic
for the lattice with arbitrary lattice spacing ǫ. In the below, we will observe that (9.26) is valid for
SU(2) exceptionally, but it is not valid for SU(N), N ≥ 3. We need more care for the second defining
equations. Anyway, imposing simultaneously the first and second defining equations uniquely fix the
decomposition (9.4) by eliminating the extra gauge degrees of freedom associated to the decomposition.
The explicit forms for the new lattice variables Xx,µ and Vx,µ have been given in terms of the original
link variable Ux,µ and the color field nx in [27, 28] for G = SU(2) and in [30] for G = SU(3). They are
obtained by solving the defining equations by assuming an ansatz for Vx,µ, since it seemed to be difficult
to solve the coupled matrix equations. Quite recently, we have succeeded to solve the defining equations
without using any ansatz to obtain the general and exact solutions for G = SU(N) [31] which have
remarkably the same form as those obtained previously [27, 28, 30] for G = SU(2) and G = SU(3).
In the maximal option, the decomposition is given by
Xx,µ = Kˆ
†
x,µ(det(Kˆx,µ))
1/Ng−1x , Vx,µ = gxKˆx,µUx,µ(det(Kˆx,µ))
−1/N , (9.29)
where
Kˆx,µ :=
(√
Kx,µK
†
x,µ
)−1
Kx,µ, Kˆ
†
x,µ = K
†
x,µ
(√
Kx,µK
†
x,µ
)−1
. (9.30)
Kx,µ := 1+ 2N
N−1∑
k=1
n(k)x Ux,µn
(k)
x+µU
−1
x,µ. (9.31)
Here a common factor gx in the above expressions for Xx,µ and Vx,µ is the part undetermined from
the first defining equation alone. In fact, gx is an element of the extra symmetry associated with the
decomposition: Z(N) × H , H = U(1)N−1 ⊂ SU(N), as mentioned above. In order to fix it, we must
impose further conditions. We impose the second defining equation, e.g.,
(II) gx is equated with an element g0x:
gx = g
0
x. (9.32)
The simplest one is to take g0x = 1, or
(det(Kˆx,µ))
−1/NKˆx,µXx,µ = g0x = 1. (9.33)
Thus the decomposed variables Xx,µ and Vx,µ are completely determined. We can check that the naive
continuum limit of (9.33) reduces to the second defining equation (9.27) in the continuum formulation,
see [31] for the detail.
Another equivalent form is
Xx,µ =Ux,µV˜
−1
x,µ = Ux,µV˜
−1
x,µ
√
V˜x,µV˜
†
x,µ
{
det
[(√
V˜x,µV˜
†
x,µ
)−1
V˜x,µ
]}1/N
g−1x , (9.34)
Vx,µ =gx
(√
V˜x,µV˜
†
x,µ
)−1
V˜x,µ
{
det
[(√
V˜x,µV˜
†
x,µ
)−1
V˜x,µ
]}−1/N
, (9.35)
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where
V˜x,µ := Kx,µUx,µ = Ux,µ + 2N
N−1∑
k=1
n(k)x Ux,µn
(k)
x+µ. (9.36)
In the minimal option, the decomposition is given by
Xx,µ =Lˆ
†
x,µ(det(Lˆx,µ))
1/Ng−1x , Vx,µ = gxLˆx,µUx,µ(det(Lˆx,µ))
−1/N (9.37)
where
Lˆx,µ =
(√
Lx,µL
†
x,µ
)−1
Lx,µ, Lˆ
†
x,µ = L
†
x,µ
(√
Lx,µL
†
x,µ
)−1
(9.38)
Lx,µ :=
N2 − 2N + 2
N
1+ (N − 2)
√
2(N − 1)
N
(
nx + Ux,µnx+µU
−1
x,µ
)
+ 4 (N − 1)nxUx,µnx+µU−1x,µ. (9.39)
We can use the second defining equation which is the same as that used in the maximal option to put
gx = 1. This is also rewritten in another equivalent form as in the maximal option. For the derivation of
these results, see [31].
In the SU(2) case, there are no differences between maximal and minimal options. In fact, Kx,µ and
Lx,µ are the same:
Kx,µ = Lx,µ = 1 + 4nxUx,µnx+µU
−1
x,µ, K
†
x,µ = L
†
x,µ = 1+ 4Ux,µnx+µU
†
x,µnx. (9.40)
The specific feature of the SU(2) case is that Kx,µK†x,µ is proportional to the unit matrix:95
Kx,µK
†
x,µ =
1
2
tr(Kx,µK
†
x,µ)1. (9.41)
Therefore, Kˆx,µ is proportional to Kx,µ, namely, Kx,µ agrees with the unitary Kˆx,µ up to a numerical
factor:
Kˆx,µ =
(√
Kx,µK
†
x,µ
)−1
Kx,µ =
(√
tr(Kx,µK
†
x,µ)/2
)−1
Kx,µ. (9.42)
Therefore, we have
Xx,µ =Kˆ
†
x,µ(det(Kˆx,µ))
1/2g−1x =
(det(Kx,µ))
1/2
tr(Kx,µK
†
x,µ)/2
K†x,µg
−1
x , (9.43)
For SU(2), thus, the second defining equation (9.26) is exceptionally satisfied when gx = 1, since
tr[Xx,µnx] =
(det(Kx,µ))
1/2
tr(Kx,µK
†
x,µ)/2
tr[nxK
†
x,µg
−1
x ]
=
(det(Kx,µ))
1/2
tr(Kx,µK
†
x,µ)/2
tr[nxg
−1
x + Ux,µnx+µU
†
x,µg
−1
x ], (9.44)
where we take into account tr(nx) = 0 and the cyclicity of the trace.
95 This was first shown in the footnote 6 of [27] where Kx,µK†x,µ = V˜x,µV˜ †x,µ.
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9.2. Lattice reduction condition and color field
First, we generate gauge field configurations of link variables {Ux,µ} on a four-dimensional Euclidean
lattice Lǫ = (ǫZ)4 with a lattice spacing ǫ by using the standard method: the Wilson action based on the
heat bath method for G = SU(2), the Wilson action based on the pseudo heat-bath method [154] for
G = SU(3).
Next, we construct the color field variable nx according to the following method. By introducing
the color field nx ∈ SU(N)/H˜ into the original SU(N) Yang-Mills theory written in terms of Ux,µ ∈
SU(N), we obtain the master SU(N) Yang-Mills theory written in terms of Ux,µ ∈ SU(N)Ω and nx ∈
[SU(N)/H˜ ]Θ, which has the enlarged local gauge symmetry G˜Ω,Θlocal = SU(N)Ωlocal × [SU(N)/H˜ ]Θlocal
larger than the local gauge symmetry SU(N)Ωlocal in the original Yang-Mills theory [19]. In order to
recover the original gauge symmetry Glocal = SU(N)local by eliminating the extra degrees of freedom
in the enlarged local gauge symmetry G˜Ω,Θlocal, we must impose sufficient number of constraints, which
we call the reduction condition. The reduction condition enables us to determine the color field as a
functional of the original gauge field.
For a given set of gauge field configurations {Ux,µ}, a set of color fields {nx} is determined by
imposing a lattice version of the reduction condition. A reduction condition in the minimal option on a
lattice is given by minimizing the reduction functional:
Fred[n;U ] :=ǫ
D
∑
x,µ
tr{(D(ǫ)µ [U ]nx)(D(ǫ)µ [U ]nx)†}/tr(1)
=ǫD−2
∑
x,µ
[1− 2tr(nxUx,µnx+µU †x,µ)], (9.45)
with respect to the color field {nx} for a given set of gauge field configurations {Ux,µ}. Here Dǫµ[U ]
is the lattice covariant derivative in the adjoint representation (9.12). Thus, a set of color fields {nx}
we need is obtained as a set of unit vector fields {n˜x} which realizes the minimum of the reduction
functional:
Fred[n;U ] =min
n˜
Fred[n˜;U ], (9.46)
After applying the reduction condition, the color field transforms under the gauge transformation in
the adjoint way:
nx → ΩxnxΩ−1x = n′x, Ωx ∈ G. (9.47)
The reduction functional Fred is invariant under the gauge transformation. Therefore, imposing the
reduction condition does not break the original gauge symmetry G = SU(N). Therefore, we can
impose any gauge fixing afterwards, if necessary.
The methods of the minimization are as follows. The two algorithms for solving the reduction equa-
tion are available:
(i) Updating {nx} via gauge transformation for solving the reduction condition. This method of the
reduction prescription was adopted in the early studies [27, 28]. (This was once called the new
MAG.)
(ii) In order to minimize the functional Fred, we have only to solve the stationary condition:
∂Fred[n;U ]
∂nAx
= 0. (9.48)
This method of the reduction prescription was adopted in the recent studies [149, 29, 105, 106].
See section 8.7.
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For the second method, it is observed that solving the reduction problem is equivalent to finding the
ground state of the spin-glass model, since the reduction functional Fred rewritten
Fred[n;U ] =ǫ
D−2∑
x,µ
(1− JABx,µ [U ]nAx nBx+µ), JABx,µ [U ] := 2tr(TAUx,µTBU †x,µ), (9.49)
can be regarded as the energy for a spin-glass model and it is minimized with respect to the color field
{nx} under the random link interaction JABx,µ [U ] for given gauge field configurations {Ux,µ}. In practical
application, there exist local minima satisfying this condition. However, there is no known method
for finding a global minimum of the functional. Therefore, overrelaxation method/replica exchange
(simulated annealing) method should be used in order to approach the global minimum more rapidly.
The first older method goes as follows [27, 28]. We consider a lattice version of the Landau gauge,
i.e., lattice Landau gauge (LLG) playing the role of fixing the original gauge symmetry G = SU(N),
which we call the overall gauge fixing. The LLG is obtained by minimizing the functional FLLG[U ; Ω].
We minimize simultaneously the two functionals Fred and FLLG written in terms of gauge (link) variables
Ux,µ and color (site) variables nx,
Fred[n, U ; Ω,Θ] :=
∑
x,µ
tr(1− ΘnxΩUx,µΘnx+µΩU †x,µ), (9.50)
FLLG[U ; Ω] :=
∑
x,µ
tr(1− ΩUx,µ), (9.51)
with respect to enlarged lattice gauge transformations:
ΩUx,µ := ΩxUx,µΩ
†
x+µ,
Θnx := Θxn
(0)
x Θ
†
x, (9.52)
for the link variable Ux,µ and for an initial site variable n(0)x where Ωx and Θx are independent SU(N)
matrices on a site x. Then we can determine the configurations Θ∗nx and Ω
∗
Ux,µ realizing the minimum
of the first functional, up to a common SU(N) transformation Gx:
min
Ω,Θ
Fred[
Θn, ΩU ] = Fred[
Θ∗n, Ω
∗
U ]. (9.53)
This is because the “common” gauge transformation Gx for Θ∗ and Ω∗ does not change the value of the
functional Fred[n, U ; Ω,Θ], i.e.,
Fred[
Θ∗n, Ω
∗
U ] = Fred[
G(Θ
∗
n), G(Ω
∗
U)], (9.54)
since
tr(Θnx
ΩUx,µ
Θnx+µ
ΩU †x,µ)
=tr(Gx
ΘnxG
†
x+µ ·Gx+µΩUx,µG†x+µ ·Gx+µΘnx+µG†x+µ ·Gx+µΩU †x,µG†x). (9.55)
This degrees of freedom for the SU(N) gauge transformation are fixed by minimizing the second func-
tional FLLG[U ; Ω] such that the configuration Ω
∗∗
Ux,µ realizes the minimum of the second functional:
min
Ω
FLLG[
ΩU ] = FLLG[
Ω∗∗U ]. (9.56)
Thus, imposing simultaneously two minimizing conditions removes the SU(N) ambiguity
Ω∗∗ = GΩ∗ =⇒ G = Ω∗∗(Ω∗)−1, (9.57)
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and the color field configuration are decided as
nx = Θxn
(0)
x Θ
†
x, Θx = GxΘ
∗
x, Gx = Ω
∗∗
x (Ω
∗
x)
−1. (9.58)
We can choose the initial value n(0)x = 12σ3 for G = SU(2) and n
(0)
x = 12λ8 for G = SU(3).
It should be remarked that we can choose any overall gauge fixing condition other than the Lan-
dau gauge, since our reformulation respecting the original gauge symmetry is gauge independent. The
Landau gauge is chosen by the reason why it respects the global gauge symmetry, i.e., color symmetry,
which is important to discuss color confinement later.
Finally, we compare the reduction condition with the MA gauge. For SU(2), the MA gauge is
obtained by minimizing the functional:96
FMAG[U ] =
∑
x
D∑
µ=1
tr(1− σ3Ux,µσ3U †x,µ), (9.59)
under the gauge transformation:
min
Ω
FMAG[
ΩU ], ΩUx,µ = ΩxUx,µΩ
†
x+µ. (9.60)
The resulting Abelian-projected theory has the remnant U(1) symmetry, since this functional is invariant
under the residual U(1) gauge transformation:
Ux,µ → eiθxσ3Ux,µe−iθx+µσ3 . (9.61)
The MA gauge is regarded as an Abelian projection obtained by diagonalizing the operator:
X (x) =
D∑
µ=1
[Ux,µσ3U
†
x,µ + U
†
x−µ,µσ3Ux−µ,µ]. (9.62)
If we consider the limit in which the color field becomes uniform everywhere: nx → 12σ3, then the
reduction functional reduces to that of the MA gauge:
Fred[n;U ]→ FMAG[U ]. (9.63)
In this limit, there exist no more color field.
Note that the gauge-transformed MAG functional:
FMAG[
ΩU ] =
∑
x,µ
tr(1− σ3ΩxUx,µΩ†x+µσ3Ωx+µU †x,µΩ†x)
=
∑
x,µ
tr[1− (Ω†xσ3Ωx)Ux,µ(Ω†x+µσ3Ωx+µ)U †x,µ], (9.64)
has the same form as the reduction functional under the identification:
nx = Ω
†
x
1
2
σ3Ωx, Ωx ∈ SU(2). (9.65)
Therefore, the color field nx plays the role of the Abelian (diagonal) direction embed in the color space,
which is allowed to change point to point. Thus, the introduction of the color field enables us to recover
the color symmetry lost by the Abelian projection.
96 This is equivalent to maximizing the functional:
∑
x,µ tr(σ3Ux,µσ3U
†
x,µ).
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9.3. Reformulation of lattice SU(2) Yang-Mills theory
First, we focus our attentions on the SU(2) case, since the SU(3) case will be studied in the next
section. In the reformulation, we introduce a color direction field, or color field in short, as a site
variable taking the values in the Lie algebra of the gauge group SU(2):
nx := n
A
x TA ∈ Lie(SU(2)/U(1)) = su(2)− u(1). (9.66)
Note that in the continuum the color field is defined by n(x) := nA(x)TA
By construction, the site variable nx transforms under the gauge transformation (which was called
the gauge transformation II in [19]) as
nx → ΩxnxΩ†x =: n′x, Ωx ∈ SU(2). (9.67)
It is shown that the decomposition is uniquely determined by imposing the two requirements called
the defining equation:
(i) the color field nx is covariantly constant in the background (matrix) field Vx,µ:
nxVx,µ = Vx,µnx+µ ⇐⇒ D(ǫ)µ [V ]nx = 0, (9.68)
(ii) the remaining (matrix) field Xx,µ is perpendicular to the color field nx:97
tr(nxXx,µ) ≡ tr(nxUx,µV †x,µ) = 0. (9.69)
Both conditions (i) and (ii) must be imposed to uniquely determine Vx,µ and Xx,µ = Ux,µV −1x,µ for a
given set of Ux,µ once the color field nx is determined. They are the naive lattice version of the defining
equations in the continuum. In the naive continuum limit ǫ→ 0, indeed, these defining equations reduce
to the continuum counterparts. It is important to remark that these defining equations are covariant or
form-invariant under the gauge transformation, which is necessary for the decomposed variables to have
the desired transformation property (9.5), (9.6) and (9.67). In fact, the defining equation (9.68) is form-
invariant under the gauge transformation (9.67) and (9.5), i.e., n′xV ′x,µ = V ′x,µn′x+µ. This is also the case
for the second defining equation (9.69): tr(n′xX ′x,µ) = 0.
A lattice version of the orthogonality equation (9.69) is given by
tr(nxXµ(x)) = 0, (9.70)
or
tr(nx exp{−iǫgXµ(x)}) = tr(nx{1− iǫgXµ(x)}) +O(ǫ2) = 0 +O(ǫ2). (9.71)
This implies that the trace vanishes up to first order of ǫ apart from the second order term. Remembering
the relation Xµ(x) = Aµ(x) − Vµ(x), we can rewrite (9.71) into the second relation (9.69) in terms of
nx and Ux,µ. Note that the orthogonality condition (9.69) is gauge invariant.
We can solve the defining equation (9.68) for the link variable Vx,µ and express it in terms of the site
variablenx and the original link variable Ux,µ, just as the continuum variable Vµ(x) is expressed in terms
of n(x) and Aµ(x). By solving the defining equation (9.68) and (9.69), indeed, the link variable Vx,µ is
97 This requirement can be replaced by the exact form in the compact formulation, see [31].
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determined up to an overall normalization constant in terms of the site variable nx and the original link
variable Ux,µ [27]:98
V˜x,µ = V˜x,µ[U,n] = Ux,µ + 4nxUx,µnx+µ. (9.72)
The equation (9.68) is linear in Vx,µ. Therefore, the normalization of Vx,µ cannot be determined by this
equation alone. In general, unitarity is not guaranteed for the general solution of the defining equation
and hence a unitarity condition must be imposed afterwards. Fortunately, this issue is easily solved at
least for SU(2) group, since the specialty condition det Vx,µ = 1 determines the normalization. Then
the special unitary link variable Vx,µ[U,n] is obtained after the normalization:
Vx,µ = Vx,µ[U,n] := V˜x,µ/
√
1
2
tr[V˜ †x,µV˜x,µ]. (9.73)
It is shown [27] that the naive continuum limit ǫ → 0 of the link variable Vx,µ = exp(−iǫgVµ(x))
reduces to the continuum expression:
Vµ(x) = (n
A(x)AAµ (x))n(x)− ig−1[∂µn(x),n(x)], (9.74)
which agrees with the expression of the restricted field in the Cho-Duan-Ge decomposition in the con-
tinuum [15, 14]. This is indeed the case for the remaining variable Xx,µ = exp(−iǫgXµ(x)).
By including the color field nx, the SU(2) Yang-Mills theory written in terms of Ux,µ is extended
to a gauge theory written in terms of Ux,µ and nx with the enlarged local gauge symmetry G˜localω,θ =
SU(2)localω × [SU(2)/U(1)]localθ larger than the local gauge symmetry SU(2)localω in the original Yang-
Mills theory [19]. In order to eliminate the extra degrees of freedom in the enlarged local gauge symme-
try G˜localω,θ for obtaining the Yang-Mills theory which is equipollent to the original Yang-Mills theory, we
must impose sufficient number of constraints, which we called the reduction condition.
We find that such a reduction condition is given on a lattice by minimizing the functional:
Fred[n;U ] =
∑
x,µ
[
tr(1− 4nxUx,µnx+µˆU †x,µ)
]
, (9.75)
with respect to the color fields {nx} for a given set of link variables {Ux,µ}. Thus color field nx is
determined by nx = n∗x in such a way that the functional achieves the minimum at nx = n∗x:
minnFred[n;U ] = Fred[n
∗;U ]. (9.76)
The two algorithms for solving the reduction equation are available, as already mentioned in the previous
subsection.
9.4. Numerical simulations of lattice SU(2) Yang-Mills theory
In what follows, we present the results of numerical simulations. First of all, we generate the con-
figurations of SU(2) link variables {Ux,µ}, using the (pseudo) heat bath method for the standard Wilson
action.
Second, we generate the configurations of the color field {nx} using the reduction condition (9.76)
for the obtained configurations of SU(2) link variables {Ux,µ}. Then we can construct the restricted
field {Vx,µ[U,n]} according to the change of variables (9.73). Moreover, we can construct the magnetic-
monopole current {kx,µ} according to (9.88).
98 This special form has already been invented in a different context in the paper [188] in order to give the gauge-invariant
lattice definition of Nambu magnetic monopole with quantized magnetic charge in the SU(2) Higgs model on a lattice,
although we have given more general scheme to find such a form in the paper [27].
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Figure 35: The color field configurations {nx} in SU(2) Yang-Mills theory: (Left) three-dimensional vectors on a 84 lattice.
(Right) hedgehog configurations on a 164 lattice.
9.4.1. Color direction field
The preliminary numerical simulations [26] are performed on the lattice with the lattice size 84 and
164 by using the standard Wilson action for the gauge coupling β = 2.2 ∼ 2.45 and periodic boundary
conditions. For 84 (resp. 164) lattice, we have obtained 50 (resp. 200) configurations (samples) at
intervals of 100 sweeps by starting with cold initial condition and thermalizing 30×100 (resp. 50×100)
sweeps.
First, we show the results for the color direction field. A typical sample of color field configurations
generated by numerical simulations are shown in Fig. 35.
Mean value Jack knife error(JKbin=2)
< n1 > -0.0069695 ± 0.010294
< n2 > 0.011511 ± 0.015366
< n3 > 0.0014141 ± 0.013791
Table 3: [26] The magnetization < nAx > on the 164 lattice at β = 2.4.
The correlation functions for the color field are as follows. The results of the numerical simulations
in Table 3 show that nAx has the vanishing vacuum expectation value:〈
nAx
〉
= 0 (A = 1, 2, 3). (9.77)
Moreover, we have measured the two-point correlation functions defined by
〈
nAxn
B
0
〉
, see Fig. 36.
The two-point correlation functions
〈
nAxn
A
0
〉 (no summation over A) exhibit almost the same behavior in
all the directions (A = 1, 2, 3), while 〈nAxnB0 〉 (A 6= B) vanish. Thus, we have obtained the correlation
function respecting color symmetry:〈
nAx n
B
0
〉
= δABD(x) (A,B = 1, 2, 3). (9.78)
These results indicate that the global SU(2) symmetry (color symmetry) is unbroken in our main simu-
lations. This property cannot be realized in the MA gauge. This is a first remarkable result.
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Figure 36: Ref.[26]: The plots of two-point correlation functions 〈nAx nB0 〉 for A,B = 1, 2, 3 along the lattice axis
on the 164 lattice at β = 2.4.
According to our viewpoint [19], the nx field must respect the global SU(2)′ symmetry. If this is
not the case, the field nx cannot be identified with the color field in the CDGFN decomposition of the
original gauge potential from our viewpoint. This is a crucial point. This is in sharp contrast to the
previous approaches. Although the similar technique of constructing the unit vector field nx from a
SU(2) matrix Gx has already appeared, there is a crucial conceptual difference between our approach
and others, e.g., [144, 143, 145].
We can perform the global SU(2) rotation at will, since it is not prohibited in our setting. However,
the previous numerical simulations are performed only in a restricted setting where LLG and MA gauge
are close to each other by imposing LLG as a preconditioning, in the sense that the matricesG connecting
LLG and MA gauge are on average close to the unit ones. That is to say,GAx ∼= 0 (A = 1, 2, 3), i.e.,Gx ∼=
g0xI , for the parameterization of SU(2) matrices, Gx = G0xI + iGAx σA, G0x, GAx ∈ R,
∑3
µ=0(G
µ
x)
2 = 1.
Then it has been observed that nx ∼= σ3 or nAx ∼= (0, 0, 1), namely, nx are aligned in the positive
3-direction and hence the non-vanishing vacuum expectation value is observed as〈
nAx
〉
=MδA3. (9.79)
This implies that the global SU(2) symmetry is broken explicitly to a global U(1), SU(2)global →
U(1)global. In the two-point correlation functions, the exponential decay has been observed for the parallel
propagator 〈
n3xn
3
0
〉 ∼ 〈n30〉 〈n30〉+ ce−m|x| = M2 + ce−m|x|, (9.80)
and for the perpendicular propagator
2∑
a=1
〈naxna0〉 ∼ c′e−m
′|x|, (9.81)
with m and m′ being different to each other. This result was reported in [144] (and confirmed also by
our preliminary simulations [146]).
In our approach we can identify the lattice field nx as a lattice version of the CDGFN field variable
n(x) obtained by the CDGFN decomposition of the gauge potential Aµ(x) in the original Yang-Mills
theory in agreement with the new viewpoint. Moreover, we do not assume any effective theory of Yang-
Mills theory written in terms of the unit vector field nx, such as the Skyrme-Faddeev model.
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9.4.2. Magnetic monopole and magnetic charge quantization
By solving the defining equation, the special unitary SU(2) link variable Vx,µ is obtained in terms of
the site variable nx and the original SU(2) link variable Ux,µ:
Vx,µ = Vx,µ[U,n] = V˜x,µ/
√
1
2
tr[V˜ †x,µV˜x,µ], V˜x,µ := Ux,µ + 4nxUx,µnx+µ. (9.82)
Note that the Vx,µ transforms like a usual link variable under the (equipollent) gauge transformation as
Vx,µ → ΩxVx,µΩ†x+µ = V ′x,µ. (9.83)
In the reformulation, therefore, we can define the gauge-invariant field strength Θ¯P [U,n], i.e.,
gauge-invariant flux as a plaquette variable Θ¯P [U,n] on a lattice by [27]
Θ¯x,µν [U,n] := ǫ
−2arg[tr{(1+ 2nx)Vx,µVx+µˆ,νV †x+ν,µV †x,ν}/tr(1)]. (9.84)
In fact, taking into account the relation:
VP :=Vx,µVx+µˆ,νV
†
x+ν,µV
†
x,ν = exp{−iǫ2gFµν [V ]},
Fµν [V ] :=∂µVν − ∂νVµ − ig[Vµ,Vν ], (9.85)
and the expansion:
VP = 1− iǫ2gFµν [V ] +O(ǫ4), tr(VP ) = tr(1) +O(ǫ4),
tr(nxVP ) = −iǫ2gtr(Fµν [V ]nx) +O(ǫ4) = −iǫ2g1
2
Fµν [V ] · nx +O(ǫ4), (9.86)
it is shown that the naive continuum limit of (9.84) reduces to the gauge-invariant field strength:
Θ¯x,µν ≃∂µ(nA(x)A Aν (x))− ∂ν(nA(x)A Aµ (x))− ig−1n · [∂µn, ∂νn]
=
−1
2
n ·Fµν [V ]. (9.87)
Here, Θ¯x,µν plays the similar role to the ’t Hooft tensor in describing the ’t Hooft-Polyakov magnetic
monopole in Georgi-Glashow model.
This definition for Θ¯x,µν [U,n] is SU(2) gauge invariant due to cyclicity of the trace and the trans-
formation property of the link variable and the site variable. Even if we insert the factor (1 + 2nx)
at different corners of a plaquette, Θ¯x,µν [U,n] does not change thanks to the (first) defining equation,
e.g., Θ¯x,µν [U,n] ≡ ǫ−2arg[tr{Vx,µ(1+ 2nx+µˆ)Vx+µˆ,νV †x+ν,µV †x,ν}]. It should be remarked that the lattice
definition which reduces to the continuum form n ·Fµν [V ] in the naive continuum limit is not unique,
e.g., tr{1 + 2nxVP} has the same form as tr{(1 + 2nx)VP} up to O(ǫ2). The advantage of using the
form tr{(1+ 2nx)VP} is that it guarantees the quantization of the magnetic charge explained below.
Then we can define the gauge-invariant magnetic-monopole current. We use the gauge-invariant
field strength (9.84) to extract configurations of the magnetic-monopole current {Kx,µ} defined by
Kx,µ = 2πmx,µ, mx,µ = − 1
4π
εµνρσ∂νΘ¯x+µ,ρσ ∈ Z. (9.88)
This definition of the magnetic-monopole current {Kx,µ} agrees with our definition of the magnetic-
monopole current in the continuum limit (divided by 2π). This definition satisfies the quantization of the
magnetic charge as will be shown shortly.
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In our formulation, on the other hand, we have only the real variable Θ¯P [U,n] at hand, and we are to
calculate the magnetic-monopole current using the final term in (9.88). Therefore, it is not so trivial to
obtain the integer-valued Kx,µ from the real-valued Θ¯P [U,n].
We show quantization of the magnetic charge as follows. We have constructed a color field according
to the adjoint orbit representation:
nx = Θxσ3Θ
†
x, Θx ∈ SU(2), (9.89)
which yields
V˜x,µ =Ux,µ + 4nxUx,µnx+µ = Θx[U˜x,µ + σ3U˜x,µσ3]Θ
†
x+µ,
U˜x,µ :=Θ
†
xUx,µΘx+µ. (9.90)
By representing an SU(2) element U˜x,µ in terms of Euler angles and Pauli matrices:
U˜x,µ := Θ
†
xUx,µΘx+µ = e
iσ3χℓ/2eiσ2θℓ/2eiσ3ϕℓ/2, θℓ ∈ [0, π), ϕℓ, χℓ ∈ [−π, π), (9.91)
the link variable V˜x,µ for a link ℓ = (x, µ) has the representation:
V˜x,µ = 2 cos
θℓ
2
Vx,µ, Vx,µ = Θx
(
ei(ϕℓ+χℓ)/2 0
0 e−i(ϕℓ+χℓ)/2
)
Θ†x+µ, (9.92)
with the normalization factor
√
1
2
trV˜x,µV˜
†
x,µ =
√
4 cos2 θℓ
2
= 2 cos θℓ
2
.
Thus the gauge-invariant flux is rewritten in terms of a compact variableΦℓ := (ϕℓ+χℓ)/2 ∈ [−π, π):
Θ¯x,µν [U,n] :=ǫ
−2arg
[
tr{(1+ 2nx)Vx,µVx+µˆ,νV †x+ν,µV †x,ν}/tr(1)
]
=ǫ−2arg
[
tr
{
(1+ σ3)
(
ei
∑
ℓ∈P Φℓ 0
0 e−i
∑
ℓ∈P Φℓ
)}
/tr(1)
]
=ǫ−2arg exp{iΦP } = [ΦP ]mod 2π, (9.93)
where
ΦP := (dΦ)P =
∑
ℓ∈P
Φℓ = Φx,µ + Φx+µ,ν − Φx+ν,µ − Φx,ν . (9.94)
It is important to remark that Θ¯x,µν on a lattice is a compact variable whose range is [−π, π), although
it reduces to the continuum counterpart which is non-compact variable taking the value (−∞,∞) in
the continuum limit. This fact is crucial to quantization of magnetic charge. In the unitary gauge,
nx ≡ σ3, which corresponds to Θx ≡ 1 in the above argument, Θ¯x,µν [U,n] agrees with θ¯x,µν in the
DeGrand-Toussaint field strength where the Abelian tensor θµν(s) ∈ [−4π, 4π) ⊂ R is decomposed into
the field strength part θ¯µν(s) ∈ [−π, π) ⊂ R and Dirac string part nµν(s) ∈ {−2,−1, 0, 1, 2} ⊂ Z:
θ¯µν(s) = θµν(s) − 2πnµν(s). It is known that the elementary monopole defined in this way takes an
integer-value [−2, 2], since the Bianchi identity holds for θµν(s).
The definition (9.88) of the magnetic-monopole current should be compared with the conventional
magnetic-monopole current on a lattice defined according to DeGrand and Toussaint through link vari-
ables on the dual lattice [189]:
kµ(s) =
1
2
εµνρσ∂νnρσ(s+ µ) = − 1
4π
εµνρσ∂ν θ¯ρσ(s+ µ). (9.95)
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Table 4: Ref.[27]: Histogram of the magnetic charge (value of K(s, µ)) distribution for new and old monopoles on 84 lattice
at β = 2.35.
Charge Compact [27] Non-compact [26]
-7.5∼-6.5 0 0
-6.5∼-5.5 299 0
-5.5∼-4.5 0 1
-4.5∼-3.5 0 19
-3.5∼-2.5 0 52
-2.5∼-1.5 0 149
-1.5∼-0.5 0 1086
-0.5∼0.5 15786 13801
0.5∼1.5 0 1035
1.5∼2.5 0 173
2.5∼3.5 0 52
3.5∼4.5 0 16
4.5∼5.5 0 0
5.5∼6.5 299 0
6.5∼7.5 0 0
The magnetic-monopole current kµ(s) defined in this way becomes an integer-valued variable, since
integer-valued variables nρσ are used to count the number of Dirac strings going out through a plaquette.
To check quantization of the magnetic charge, we have made a histogram of
K(s, µ) =
1
2
εµνρσ∂νΘ¯ρσ(x+ µ), (9.96)
i.e., magnetic charge distribution. Note that K(s, µ) should become a multiple of 2π if the magnetic
charge is quantized. Table 4 show that K(s, µ) is completely separated into 0 or ±2π within an error of
10−10. We have checked that the data in Table 4 exhaust in total all the configurations N = 4 × 84 =
16384, because the number Nl of links in the D-dimensional lattice with a side length L is given by
Nl = DL
D
. This result clearly shows that the magnetic charge defined anew is quantized as expected
from the general argument. We have observed that the conservation law of the magnetic-monopole
current holds, since the number of +2π configurations is the same as that of −2π configurations. In
contrast, Table 4 shows that quantization does not occur for the (old) CDGFN monopole constructed in
the non-compact formulation [26].
9.4.3. Lattice magnetic monopole loops
In the analysis of lattice data for the magnetic currents, it is very hard to manipulate monopole con-
figurations directly, since they contain more than 35000 non-zero magnetic-monopole currents (see the
left panel of Figure 37). Therefore, we introduce an algebraic algorithm for topology. The CHomP
homology software [190], provided by the computational homology project, 99 computes a topological
invariant called the Betti number of a collection and their generators in the algebraic way. The Betti
number is a part of the information contained in the homology groups of a topological space, which intu-
itively measure the number of connected components, the number of holes, and the number of enclosed
cavities in low dimensions. In our case, the generators of the dimension-one homology group correspond
to magnetic monopole loops. See Shibata et al. [150] for more details.
99 See http://chomp.rutgers.edu/ for computational homology project.
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Figure 37: Ref.[151]: The analysis of magnetic monopoles for 400 configurations on 244 lattice at β = 2.4. (Left panel)
The blue line shows the number of the non-zero magnetic-monopole currents (right vertical axis). The red line and green line
show the number of clusters of connected loops and the number of loops for each configuration, respectively (see left vertical
axis). (Right panel) A 3-dimensional plot obtained from the detected magnetic-monopole loops on the 4 dimensional lattice
by projecting the 4-dimensional dual lattice space to the 3-dimensional one, i.e., (x, y, z, t)→ (x, y, t).
We apply the method to the lattice data of 244 lattice with periodic boundary condition whose con-
figurations are generated by using the standard Wilson action with the parameter β = 2.4. The left panel
of Fig. 37 shows the data of detected magnetic-monopole currents for 400 configurations. The blue
line shows the number of non-zero charge currents, i.e., non-zero magnetic-monopole currents occupy
about 3% of the total links. The red line and green line show the number of clusters of connected loops
(the Betti number of dimension zero) and the number of loops (the Betti number of dimension one)
for each configuration, respectively. The right panel of Fig. 37 shows an example of detected magnetic
monopoles, which are plotted in the 3-dimensional space projected from the 4-dimensional Euclidean
space. Fig. 38 shows detail of the magnetic monopole configurations. The magnetic monopoles extracted
in this way are used to estimate the contribution of the magnetic monopole to the static potential.
9.4.4. quark potential and the string tension: Abelian dominance and monopole dominance
The Wilson loop operator Wfull[U ] for a closed loop C on a lattice is defined using the link variable
Uℓ in the gauge-invariant way:
Wfull[U ] := tr(P
∏
ℓ∈C
Uℓ)/tr(1). (9.97)
By replacing the full SU(2) link variable Uℓ by the restricted variable Vℓ, we can define another gauge-
invariant quantity Wrest[V ] which we call the restricted Wilson loop operator:
Wrest[V ] := tr(P
∏
ℓ∈C
Vℓ)/tr(1). (9.98)
Then we can define the Wilson loop average Wfull(C) and the restricted Wilson loop average Wrest(C)
by
Wfull(C) := 〈Wfull[U ]〉 , Wrest(C) := 〈Wrest[V ]〉 . (9.99)
Therefore, the respective average must be independent of the gauge. Since the restricted field Vµ(x)
is defined in a gauge-covariant and gauge independent way, we have obtained a gauge-independent
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Figure 38: Ref.[151]: (Left panel) The histogram for the length of monopole loops, i.e., for each configuration the number of
monopole loops with length n is counted, and is plotted as a truss of poles with the same length. (Right panel) The histogram
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definition of the “Abelian” dominance or the restricted-field dominance for the Wilson loop average:
Wfull(C) ≃ const.Wrest(C). (9.100)
A gauge-independent definition of Abelian dominance is given in the operator levelWfull[U ] ≃ const.Wrest[V ]
and a constructive derivation of the Abelian dominance can be discussed through a non-Abelian Stokes
theorem via lattice regularization, see [64].
In order to study the magnetic-monopole dominance in the string tension, we proceed to estimate
the magnetic monopole contribution:
Wmono(C) = 〈Wmono[K]〉 (9.101)
to the Wilson loop average Wfull(C) = 〈Wfull[U ]〉. Here we define the magnetic part Wmono[K] of
the Wilson loop operator Wfull[U ] as the contribution from the magnetic-monopole current Kx,µ to the
Wilson loop operator:
Wmono[K] := exp
(
i
∑
x,µ
Kx,µωx,µ
)
= exp
(
2πi
∑
x,µ
mx,µωx,µ
)
,
ωx,µ :=
∑
x′
∆−1L (x− x′)
1
2
ǫµαβγ∂αS
J
s′+µˆ,βγ, ∂
′
βS
J
x,βγ = Jx,γ, (9.102)
where ωx,µ is defined through the external source Jx,µ which is used to calculate the static potential,
∂′ denotes the backward lattice derivative ∂′µfx = fx − fx−µ, SJx,βγ denotes a surface bounded by the
closed loop C on which the electric source Jx,µ has its support, and ∆−1L (x − x′) is the inverse Lattice
Laplacian. Note that Wmono[K] is a gauge-invariant operator, since the magnetic-monopole current
defined by (9.88) is a gauge-invariant variable. In fact, the form (9.102) is derived from the non-Abelian
Stokes theorem for the Wilson loop operator. By evaluating the average of Wmono[K] from the generated
configurations of the monopoles {Kx,µ} we can estimate the contribution to the string tension from the
generated configurations of the magnetic-monopole currents {Kx,µ}.
The Wilson loop operator Wfull[U ] is decomposed into the magnetic part Wmono[K] and the electric
part Welec[j],
Wfull[U ] =Wmono[K]Welec[j], (9.103)
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which is derived from the non-Abelian Stokes theorem. The magnetic part Wmono[K] of the Wilson
loop operator Wfull[U ] is used to examine the contribution from the magnetic-monopole current Kx,µ to
the Wilson loop operator Wfull[U ], while Welec[j] is expressed by the electric current jµ = ∂νFµν . In
order to establish the monopole dominance in the string tension, we proceed to estimate the magnetic
monopole contribution 〈Wmono[K]〉 to the Wilson loop average 〈Wfull[U ]〉, i.e., the expectation value
of the Wilson loop operator.It should be remarked that 〈Wfull[U ]〉 6= 〈Wmono[K]〉 〈Welec[j]〉. We have
not yet calculated the electric contribution 〈Welec[j]〉 directly where Welec[j] is expressed by the electric
current jµ = ∂νFµν .
9.4.5. Wilson loop average and the quark potential
For a rectangular Wilson loop C = (R, T ) with the spatial length R and the temporal length T ,
we calculate the three kinds of the Wilson loop average Wi(C) (i=f(full), r(rest), m(mono)). Then we
calculate the static qq¯ potential Vi(R) as a function of the interquark distance R using the respective
Wilson loop average Wi(C) according to
Vi(R) = − log
{
Wi(R, T )
Wi(R, T − 1)
}
(i=f(full), r(rest), m(mono)). (9.104)
The numerical simulations are performed at β = 2.4 on the 164 lattice and at β = 2.5 on the 244
lattice.100 We thermalize 3000 sweeps, and in particular, we have used 100 configurations for calculating
the full potential Vfull and restricted potential Vrest, while for the monopole potential Vmono we have used
50 configurations for the 164 lattice and 500 configurations for the 244 lattice in each case with 100
iterations.101
In order to obtain the full SU(2) and restricted results, especially, we used the APE smearing
method [199] as a noise reduction technique.
Fig.39 shows the obtained plot for the respective potential for various values of R. The obtained
numerical potential is fitted to the sum of a linear term, Coulomb term and a constant term:
Vi(R) = σiR − αi/R + ci, (i=f(full), r(rest), m(mono)). (9.105)
where σi is the string tension (the coefficient of the area decay), αi is the Coulomb coefficient, and ci is
the constant which is equal to the coefficient of the perimeter decay:
Wi(R, T ) ∼ exp[−σiRT − ci(R + T ) + αiT/R + · · · ]. (9.106)
The results are shown in Table 5 and Table 6.
Thus, on the 164 lattice at β = 2.4 the restricted (“Abelian”) part σrest reproduces 93% of the full
string tension σfull:
σrest
σfull
= (93± 17)% (on 164 lattice at β = 2.4), (9.107)
and the monopole part σmono reproduces 94% of σrest:
σmono
σrest
= (94± 8)% =⇒ σmono
σfull
= (88± 13)% (on 164 lattice at β = 2.4). (9.108)
100 The lattice spacing in the physical units is given by [28] ǫ(β = 2.4) = 0.1201fm, and ǫ(β = 2.5) = 0.08320fm.
101 The results of numerical simulations on the 164 lattice at β = 2.4 were published in [27, 141] only for the full potential
Vfull and the monopole potential Vmono, while the result on the restricted potential Vrest was separately reported in [149].
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Figure 39: Ref.[29]: The full SU(2) potential Vf (R), (“Abelian”) restricted potential Vr(R) and magnetic-monopole poten-
tial Vm(R) as functions of R (Left) on 164 lattice at β = 2.4, (Right) on 244 lattice at β = 2.5 where the Wilson loop with
T = 12 was used for obtaining Vfull(R) and Vrest(R), and T = 8 for Vmono(R).
Table 5: Ref.[29]: String tension and Coulomb coefficient on 164 lattice at β = 2.4.
σ α χ2/Ndof
full 0.075(9) 0.23(2) 1.234
restricted 0.070(4) 0.11(1) 0.195
magnetic monopole 0.066(2) 0.003(7) 0.198
Moreover, on the 244 lattice at β = 2.5 the restricted (“Abelian”) part σrest reproduces 100% of the
full string tension σfull:
σrest
σfull
= (102± 2)% (on 244 lattice at β = 2.5), (9.109)
and the monopole part σmono reproduces 83% of σrest:
σmono
σrest
= (83± 1)% =⇒ σmono
σfull
= (85± 2)% (on 244 lattice at β = 2.5). (9.110)
In general, the monopole part does not include the Coulomb term and hence the linear potential is
obtained to an accuracy better than the full potential. Thus, we have confirmed the restricted field
dominance (or “Abelian” dominance) and the magnetic monopole dominance in the string tension
for the SU(2) Yang-Mills theory in our framework.
The 164 lattice at β = 2.4 and 244 lattice at β = 2.5 have the nearly the same physical size, since the
former has the physical size 16ǫ(β = 2.4) = 1.92fm and the latter has the physical size 24ǫ(β = 2.5) =
1.99fm. Therefore, the data obtained in the above for the different lattice sizes and the gauge coupling
constants are consistent to each other within errors.
The results show that the magnetic-monopole potential Vmono(R) has a dominant linear term and a
negligibly small Coulomb term with small errors. In general, the monopole part does not include the
Coulomb term and hence the linear potential is obtained to an accuracy better than the full potential.
Consequently, the string tension σmono is obtained within small errors.
For comparison, we have shown in Table 7 the data of [38] which has discovered the monopole
dominance for the first time in MA gauge on 164 lattice where σDTm reproduces 95% of σf . Here
223
Table 6: Ref.[29]: String tension and Coulomb coefficient on 244 lattice at β = 2.5.
σ α χ2/Ndf
full 0.0388(6) 0.2245(23) 4.73
restricted 0.0398(2) 0.0912(8) 1.82
magnetic monopole 0.0330(1) -0.0012(4) 4.81
Table 7: String tension and Coulomb coefficient using MA gauge and the DeGrand-Toussaint method reproduced from [38]:
β σf αf σDTm αDTm
2.4(164) 0.072(3) 0.28(2) 0.068(2) 0.01(1)
2.45(164) 0.049(1) 0.29(1) 0.051(1) 0.02(1)
2.5(164) 0.033(2) 0.29(1) 0.034(1) 0.01(1)
σDTm and αDTm denotes the conventional monopole contribution extracted from the diagonal potential
A3µ using Abelian projection in MA gauge. In particular, the comparison of the data on 164 lattice at
β = 2.4 between Table 7 and Table 8 reveals that the monopole contributions have exactly the same
value between the conventional DeGrand-Toussaint monopole [189] and the gauge-invariant magnetic
monopole constructed in the new reformulation. This is because the monopole part does not include the
Coulomb term and hence the potential is obtained to an accuracy better than the full potential, as pointed
above.
Table 8: Ref.[27]: String tension and Coulomb coefficient in the new reformulation
β σf αf σm αm
2.3(84) 0.158(14) 0.226(44) 0.135(13) 0.009(36)
2.4(84) 0.065(13) 0.267(33) 0.040(12) 0.030(34)
2.4(164) 0.075(9) 0.23(2) 0.068(2) 0.001(5)
Thus, the Abelian and monopole dominances in the string tension has been shown anew in the gauge
invariant way, whereas they have been so far shown only in a special gauge fixing called MA gauge
which breaks the color symmetry explicitly.
9.4.6. Chromoelectric field and flux tube formation
According to the dual superconductor picture for quark confinement, the QCD vacuum must be a
dual superconductor so that the chromoelectric field generated by the qq¯ pair is squeezed into the flux
tube forming the string structure and hence the energy per unit length of the string gives the string
tension of the linear potential. In other words, the QCD vacuum exhibits the dual Meissner effect. In
order to confirm the dual Meissner effect, we measure the chromofield around the qq¯ pair to obtain the
information on the distribution or the profile of the chromoelectric field generated by the static qq¯ pair.
These issues are also checked for the restricted field to examine whether or not the restricted field V can
reproduce the full results obtained by the original full field U .
For this purpose, we must extract the chromofield in the gauge-invariant way. This is a nontrivial
issue. In order to define the gauge-invariant chromofield strength tensor, we introduce the following
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Figure 40: The setup of WLUPL† in the definition of the operator ρUP : z is the position of the Schwinger line L along the
line connecting q¯ and q at a fixed Euclidean time t, and y is the distance from the plane spanned by the Wilson loop W to the
plaquette UP .
operator representing a gauge-invariant connected correlator between the Wilson loop operator and a
plaquette variable according to Di Giacomo, Maggiore and Olejnik [191, 192]:
ρ
UP
:=
〈tr(WLUPL†)〉
〈tr(W )〉 −
1
tr(1)
〈tr(UP )tr(W )〉
〈tr(W )〉 , (9.111)
where W is the Wilson loop operator representing a pair of quark and antiquark, UP is the plaquette
variable as the probe for measuring the chromofield strength at the position of the plaquette, and L is the
line connecting the plaquette UP and the Wilson loop operator W , which is called the Schwinger line.
See Fig. 40. Here the Schwinger line L is necessary to guarantee the gauge invariance of the correlator
ρW . We must pay attention to the orientation between UP andW . The above definition works for SU(N)
gauge group for any N using tr(1) = N , and we set tr(1) = 2 for the gauge group SU(2).
For Ux,µ = exp(−igǫAµ(x)), the plaquette variable is rewritten as
UP = exp(−igǫ2Fµν) = 1− igǫ2Fµν +O(ǫ4). (9.112)
This leads to the trace: using the cyclicity of the trace and the unitarity LL† = L†L = 1,
tr(UPL
†WL) =tr(L†WL)− igǫ2tr(FµνL†WL) +O(ǫ4)
=tr(W )− igǫ2tr(FµνL†WL) +O(ǫ4), (9.113)
while using the traceless property tr(Fµν) = 0,
tr(UP ) = tr(1) +O(ǫ
4). (9.114)
Hence the correlator reads
ρ
UP
=
〈tr(W )〉 − igǫ2 〈tr(FµνL†WL)〉
〈tr(W )〉 −
tr(1)〈tr(W )〉
tr(1)〈tr(W )〉 +O(ǫ
4). (9.115)
In the naive continuum limit (lattice spacing ǫ → 0), therefore, the operator ρU reduces to the field
strength in the presence of the qq¯ source:
ρ
UP
ε→0≃ gǫ2 〈Fµν〉qq¯ := −
〈
tr
(
igǫ2FµνL†WL
)〉
〈tr (W )〉 +O(ǫ
4). (9.116)
Therefore, we can define a gauge-invariant chromofield strength tensor by
Fµν [U ](x) := ǫ
−2
√
β
2
ρU (x), β :=
2N
g2
(for G = SU(N)). (9.117)
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Figure 41: Ref.[29]: The chromoelectric and chromomagnetic fields obtained from the full field U on 244 lattice at β = 2.5.
(Left panel) y dependence of the chromoelectric field Ei(y) = F4i(y) (i = x, y, z) at fixed z = 4 (mid-point of qq¯). (Right
panel) The distribution of Ez(y, z) obtained for the 8× 8 Wilson loop with q¯ at (y, z) = (0, 0) and q at (y, z) = (0, 8).
In the definition of the operator ρ
UP
, WLUPL
† is set up as follows. Let z be the position of the
Schwinger line L along the line connecting q¯ and q at a fixed Euclidean time t, and y be the distance
from the plane spanned by the Wilson loop W to the plaquette P . See Fig. 40. By changing the distances
y, z and the direction of the plaquette UP relative to the Wilson loop W , we can scan the chromoelectric
and chromomagnetic fields around the qq¯ pair.
Similarly, we define the chromofield strength tensor Fµν [V ] from the restricted field Vµ(x) by
Fµν [V ](x) := ǫ
−2
√
β
2
ρ
V
(x),
ρ
V P
:=
〈tr(W V LV VPLV †)〉
〈tr(W V )〉 −
1
tr(1)
〈tr(VP )tr(W V )〉
〈tr(W V )〉 , (9.118)
where VP is the plaquette variable for the restricted field (link variable) V , W V and LV represent re-
spectively the Wilson loop operator and the Schwinger line constructed from the restricted field (link
variable) V .
In the numerical simulations, we have generated the link fields Ux,µ using the heat bath method for
the standard SU(2) Wilson action. We have stored 100 configurations for the 244 lattice at β = 2.5 with
100 iterations. We take R = T = 8 for the size of the Wilson loop operator to calculate the operators
(9.117) and (9.118). Therefore, the quark and antiquark source is introduced as R × T Wilson loop W
in the z-t plane. The probe UP is set at the center of the Wilson loop and moved along the y-direction.
We have performed the hypercubic blocking (HYP) [193] as a smearing method to obtain Ux,µ for
calculating the operators (9.117) and (9.118). See the Appendix of [29] for the details of the HYP.
The results of numerical simulations are shown in Fig. 41. In the left panel of Fig. 41, we find that
only the Ez component of the chromoelectric field (Ex, Ey, Ez) = (F14, F24, F34) connecting q and q¯ has
non-zero value for the original Yang-Mills link field Ux,µ. The other components are zero consistently
within the numerical errors. In other words, the chromoelectric field is directed to the line connecting
quark and antiquark. The magnitude of the chromoelectric field Ez decreases quickly as the distance y
increases in the direction perpendicular to the line. Thus the obtained profile of the chromoelectric field
represents the structure expected for the flux tube. Therefore, we have confirmed the formation of the
chromoelectric flux in SU(2) Yang-Mills theory on a lattice.
To see the profile of the non-vanishing componentEz of the chromoelectric field in detail, we explore
the distribution of chromoelectric field on the 2-dimensional plane. The right panel of Fig. 41 shows the
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Figure 42: Ref.[29]: The chromoelectric field obtained from the restricted field V on 244 lattice at β = 2.5.
distribution of Ez component of the chromoelectric field, where the quark-antiquark source represented
as the R × T Wilson loop W is placed at (Y, Z) = (0, R), (0, 0), and the probe UP is displaced on the
Y -Z plane at the midpoint of the T -direction. The magnitude of Ez is shown by the height of the 3D plot.
We find that the magnitude Ez is almost uniform for the original part U except for the neighborhoods of
the locations of q, q¯ source.
Next, the results for the restricted field V is shown in Fig. 42. From the left panel of Fig. 42, we find
that the strength of the chromoelectric field obtained from the restricted field becomes smaller than the
full one, but the structure of the flux tube survives. The ratio of the flux at the origin y = 0 is
EUz (0) = 5.428× 10−2, EVz (0) = 3.925× 10−2, EVx (0)/EUx (0) = 0.723 (on 244 lattice at β = 2.5),
(9.119)
From the right panel of Fig. 42, we find that the magnitude Ez is quite uniform for the restricted field
V , compared with the full field. This difference is due to the contributions from the remaining part X
which affects only the short distance, as the correlator of the X field exhibits the exponential fall-off
and disappears quickly in the distance as shown in [28]. Thus the restricted field V reproduces the
chromoelectric flux tube in the SU(2) Yang-Mills theory on a lattice.
For comparison, we have calculated also the operator which was estimated by Di Giacomo et al.[191]:
ρ′U =
〈tr(UPL†WL)〉
〈tr(W )〉 −
〈tr(UP )〉
tr(1)
, F ′µν(x) =
√
β
2
ρ′U(x). (9.120)
It is easy to see that the operator ρ′ has the same expression as (9.116) up to the order O(ǫ2) and the
difference appears in the order O(ǫ4). The result is shown in Fig. 43. The comparison of Fig. 43 with
the left panel of Fig. 41 shows that the value of (9.120) is consistent with (9.111). The numerical data
are given in Table 9.
9.4.7. Magnetic current and dual Meissner effect
Although we have confirmed the formation of the chromoelectric flux in SU(2) Yang-Mills theory
on a lattice, the existence of the flux tube alone is not sufficient for proving the occurrence of the dual
Meissner effect.
Next, we investigate the relation between the chromoelectric flux and the magnetic current. The
magnetic(-monopole) current can be calculated as
k = δ∗F [V ] = ∗dF [V ], (9.121)
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Figure 43: Ref.[29]: The chromoelectric field Ej(y) = F4j(y) (j = x, y, z) obtained from (9.120) as a function of the
distance y, on 244 lattice at β = 2.5.
Table 9: Ref.[29]: The comparison of the chromoelectric field obtained from (9.111) and (9.120) on 244 lattice at β = 2.4.
We fix z to be the midpoint, i.e., z = 4.
y Ez(y) = F41(x) E ′z(y) = F ′41(x)
0 5.428(±0.062)× 10−2 5.585(±0.065)× 10−2
1 4.560(±0.055)× 10−2 4.699(±0.059)× 10−2
2 3.041(±0.055)× 10−2 3.127(±0.058)× 10−2
3 1.714(±0.050)× 10−2 1.751(±0.053)× 10−2
4 0.901(±0.049)× 10−2 0.914(±0.054)× 10−2
5 0.424(±0.047)× 10−2 0.426(±0.051)× 10−2
6 0.255(±0.048)× 10−2 0.251(±0.051)× 10−2
7 0.149(±0.050)× 10−2 0.157(±0.054)× 10−2
8 0.009(±0.049)× 10−2 0.011(±0.052)× 10−2
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Figure 44: Ref.[29]: The magnetic-monopole current k induced around the chromoelectric flux along the z axis connecting a
pair of quark and antiquark. (Center panel) The positional relationship between the chromoelectric field Ez and the magnetic
current k. (Left panel) The magnitude of the chromoelectric field Ez and the magnetic current Jm = |k| as functions of
the distance y from the z axis calculated from the original full variables. (Right panel) The counterparts of the left graph
calculated from the restricted variables.
where F [V ] is the field strength (9.118) defined from the the restricted field V in the presence of the qq¯
source, d the exterior derivative, δ codifferential, and ∗ denotes the Hodge dual operation. Note that non-
zero magnetic current follows from violation of the Bianchi identity (If the field strength was given by
the exterior derivative of some field A (one-form), F = dA, we would obtain k = δ∗F = ∗d2A = 0).
If only the components Ez = F34 = −F43 are non-vanishing among Fαβ, then kµ = 12ǫµναβ∂νFαβ
reads
kµ = ǫµν34∂νF34 = ǫ
µν34∂νEz, (9.122)
and the non-vanishing components of kµ are given by k1, k2 in the X-Y plane:
k1 = ∂yEz, k
2 = −∂xEz, k3 = 0, k4 = 0. (9.123)
Fig. 44 shows the magnetic current measured in X-Y plane at the midpoint of qq¯ pair in the Z-
direction. The left panel of Fig. 44 shows the positional relationship between chromoelectric flux and
magnetic current. The right panel of Fig. 44 shows the magnitude of the chromoelectric field Ez (left
scale) and the magnetic current k (right scale). The existence of non-vanishing magnetic current k
around the chromoelectric field Ez supports the dual picture of the ordinary superconductor exhibiting
the electric current J around the magnetic field B.
The above results show the simultaneous formation of the chromoelectric flux tube and the associated
magnetic-monopole current induced around it. Thus, we have confirmed the dual Meissner effect in
SU(2) Yang-Mills theory on a lattice. We have also shown that the restricted field V reproduces the dual
Meissner effect in the SU(2) Yang-Mills theory on a lattice.
In our formulation, it is possible to define a gauge-invariant magnetic-monopole current Kµ by using
V -field,
Kµ(x) = 2πmµ(x) :=
1
2
ǫµναβ∂νΘ¯αβ(x), (9.124a)
Θ¯µν(x) := − arg
{
Tr
[
(1+ 2nx) Vx,µVx+µ,µV
†
x+ν,µV
†
x,ν
]
/tr(1)
}
, (9.124b)
which is obtained from the field strength F [V ] of the restricted field V , as suggested from the non-
Abelian Stokes theorem [62]. The magnetic-monopole current Kµ defined in this way can be used to
study the magnetic current around the chromoelectric flux tube, instead of the above definition (9.121)
of k. The comparison of two magnetic-monopole currents will be a subject in the future work.
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9.4.8. Ginzburg-Landau parameter and type of dual superconductor
Moreover, we investigate the type of the dual superconductor in the QCD vacuum. The Ginzburg-
Landau (GL) parameter in the superconductor is defined from the penetration depth λ and the coher-
ence length ξ by
κ =
λ
ξ
. (9.125)
The superconductor is called the type-I when κ < 1√
2
, while type-II when κ > 1√
2
. In the type-I
superconductor, the attractive force acts between two vortices, while the repulsive force in the type-II
superconductor. There is no interaction at κ = 1√
2
≃ 0.707. The preceding studies support that the dual
superconductor for the SU(2) lattice Yang-Mills theory is at the border between type-I and type-II, or
weak type-I [194].
Usually, in the dual superconductor of the type II, it is justified to use the asymptotic form K0(y/λ)
to fit the chromoelectric field in the large y region (as the solution of the Ampere equation in the dual GL
theory). However, it is clear that this solution cannot be applied to the small y region, as is easily seen
from the fact that K0(y/λ)→ ∞ as y → 0. In order to see the difference between type I and type II, it
is crucial to see the relatively small y region. Therefore, such a simple form cannot be used to detect the
type I dual superconductor. However, this important aspect was ignored in the preceding studies except
for a work [195].
We proceed to determine the GL parameter κ of the dual superconductor for SU(2) lattice Yang-
Mills theory using the numerical data for the chromoelectric field obtained in the previous section. We
can measure the penetration depth λ of the chromoelectric field directly from the data obtained in the
previous section without any assumption. In order to obtain the the coherence length ξ, however, we
must solve the coupled nonlinear differential equations in the GL theory, i.e., the GL equation and the
Ampere equation. In the GL theory, the gauge field A and the scalar field φ obey simultaneously the GL
equation:
(∂µ − iqAµ)(∂µ − iqAµ)φ+ λ4(φ∗φ− η2) = 0, (9.126)
and the Ampere equation:
∂νFµν + iq[φ
∗(∂µφ− iqAµφ)− (∂µφ− iqAµφ)∗φ] = 0. (9.127)
To avoid this, we follow the method given by Clem [196] invented for the ordinary superconductor based
on the GL theory, which was recently applied to the dual superconductor for SU(3) lattice Yang-Mills
theory by [195, 33]. The advantage of this method is that it is able to take into account the whole range
of y for fitting the data to determine precisely the type of (dual) superconductivity, in sharp contrast to
the preceding approach which uses only the asymptotic region at large y ≫ 1. By applying the Clem
method to the dual superconductor, the chromoelectric field Ez(y) must obey
Ez(y) =
Φ
2π
µ2
α
K0(
√
µ2y2 + α2)
K1(α)
, (9.128)
where Φ is the external electric flux, µ and α are defined by
µ :=
1
λ
, α :=
ζ
λ
, (9.129)
and K0 and K1 are the modified Bessel functions of zeroth and first order respectively. Here ζ is the
variational parameter representing the core radius. The GL parameter κ is written in terms of α alone:
κ =
√
2
α
[1−K20(α)/K21(α)]1/2, α :=
ζ
λ
. (9.130)
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Figure 45: Ref.[29]: The magnitude of the chromoelectric field Ez(y) as a function of the distance y. (Left panel) The data
of Fig. 41 and the fitted result for the full field. (Right panel) The data of Fig. 42 and the fitted result for the restricted field.
The fit range we have used is [0,8] for the full field in the left panel and [2,8] for the restricted field in the right panel.
Then the obtained value of α is used to determine the GL parameter κ according to (9.130).
The graph of the fitting is given in Fig. 45 and the obtained values for the fitted parameters are given
in Table 10 where we have used the fitting function:
Ez(y) = cK0(
√
µ2y2 + α2), c =
Φ
2π
µ2
α
1
K1(α)
=
Φ
2π
1
λζ
1
K1(ζ/λ)
. (9.131)
Thus we have obtained the GL parameter for the full field κU and the restricted field κV :
κU = 0.484± 0.070± 0.026, κV = 0.377± 0.079± 0.018. (9.132)
Here and in what follows, the first error denotes the statistics error and the second one denotes the
systematic error or the lattice artifact due to choosing the center or the corner of the plaquette as the
representative of Ez(y).
Table 10: [29] Summary of the fit values
c µ α
link field U 0.355(0.096) 0.689(0.039) 1.767(0.218)
restricted field V 0.414(0.187) 0.774(0.052) 2.128(0.400)
The penetration depth λ is obtained using the first equation of (9.129) from µ, i.e., λ = 1/µ, while
the coherence length ξ is obtained using (9.125) from λ and the GL parameter κ (9.132), i.e., ξ = λ/κ.
The full link variable yields
λU = 0.121(7 + 0)fm, ξU = 0.250(4 + 1)fm. (9.133)
where we have used the value of scale ǫ(β = 2.5) = 0.08320 fm of Ref.[28].102 While the restricted
field gives
λV = 0.107(7 + 0)fm, ξV = 0.285(7 + 1)fm. (9.134)
102 This corresponds to gauge boson mass mA and the scalar boson mass mφ: mA = 1.64GeV, mφ = 1.1GeV.
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The obtained results are consistent with the result λ = 0.1135(27)fm of Ref.[195].
Our results show that the dual superconductor for the SU(2) lattice Yang-Mills theory is the weak
type I, rather than the border between type-I and type-II. Our results are to be compared with the pre-
ceding works. First, Cea, Cosmai and Papa [195] have used the same operator and the same fitting
function (9.128) as ours. In the calculation of the operator, however, they used the cooling method,
while we have used HYP. In addition, they have confirmed that the GL parameter is shifting toward the
type I as the cooling step is forward. They used the constant fit of the data obtained at three points
β = 2.252, 2.55, 2.6 on a lattice 204, and they checked that the value of κ does not depend on β. The
obtained value of the GL parameter κU is consistent with the value κ = 0.467 ± 0.310 within errors.
From our point of view, the cooling method cannot be applied to the restricted part, since it amounts to
changing the action.
Next, Bali, Schlichter and Schilling [194] have used the different operator without the Schwinger
line, namely, the action distribution proportional to the squared field strength, and applied APE smearing
to the Wilson loop alone. They have used a different fitting function than ours. The result is κ = 0.59+13−14
indicating the border between type I and II.
Third, Suzuki et al. [206] have used the Abelian-projected operator and applied the APE smearing to
the Wilson loop alone. They used the improved Iwasaki action at three values of β = 1.10, 1.28, 1.40 to
calculate the Wilson loop of small size: W (R = 3, T = 5), W (R = 5, T = 5), W (R = 7, T = 7) where
the interquark distance q− q¯ is fixed to be 0.32fm. Moreover, 〈EAz(y)〉W is fitted to c1 exp(−y/λ)+ c0,
and 〈k2µ(y)〉W is fitted to c′1 exp(−
√
2y/ξ) + c′0 to calculate the GL parameter. The result is
√
2κ =
1.04(7), 1.19(5), 1.09(8) indicating the border between type I and II.
Fourth, Koma et al. [207] have measured the expectation values of Abelian electric field Ez and
monopole current kφ by using an Abelian Wilson loop, in order to find flux-tube profile in the Maximally
Abelian gauge. The numerical simulations were done at β = 2.3 ∼ 2.6 on a lattice 324. They fit Ez and
kφ with the classical flux-tube solution of the lattice Dual Abelian Higgs model, and found the optimal
set of parameters: dual gauge coupling βg, dual gauge boson mass mB , and monopole mass (Higgs
scalar mass) mχ. Their result is
√
2κ = mχ/mB = 0.87(2) < 1, indicating the weakly type I.
9.4.9. A new gauge-invariant chromofield strength
An advantage of the new formulation is that we can give another definition of the gauge-invariant
chromofield strength in the presence of the qq¯ source, which does not need the Schwinger line L and L†
to give the gauge-invariant chromofield strength. We propose a gauge-invariant chromofield strength:
ρ˜V =
〈ǫ2Θ¯x,µν [V,n]tr(W )〉
〈tr(W )〉
ε→0≃ g 〈−iǫ
2tr(nxFµν [V ])tr(W )〉
〈tr(1)〉〈tr(W )〉 +O(ǫ
4), F˜ Vµν(x) =
√
β
2
ρ˜V (x),
(9.135)
where
Θ¯x,µν [V,n] := ǫ
−2arg(tr{(1+ 2nx)VP}/tr(1)). (9.136)
Since Θ¯x,µν [V,n] is gauge-invariant from the beginning, we do not need the Schwinger line L and L† to
define gauge-invariant chromofield strength. Note that ρ˜V is equal to
ρ˜V =
〈tr{(1+ 2nx)VP}tr(W )〉
〈tr(1)〉〈tr(W )〉 − 1. (9.137)
In view of this, we can also define the gauge-invariant field strength related to the original variable:
ρ˜U =
〈tr{(1+ 2nx)UP}tr(W )〉
〈tr(1)〉〈tr(W )〉 − 1
ε→0≃ 〈ǫ
2Θ¯x,µν [U,n]tr(W )〉
〈tr(W )〉 +O(ǫ
4), F˜Uµν(x) =
√
β
2
ρ˜U (x).
(9.138)
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Although the numerical simulations based on these operators are in principle possible, the detailed stud-
ies will be postponed to the subsequent works.
9.4.10. Infrared Abelian dominance for correlation functions and off-diagonal gluon “mass”
The restricted field Vµ can be regarded as the “Abelian” part in the reformulated Yang-Mills theory
by the following reasons.
i) The restricted part VAµ corresponds to the diagonal part of the gauge potential AAµ in the context
of the conventional MA gauge which is reproduced when the color direction field is aligned in the
same direction over the whole space–time, for example,
~n(x)→ ~n0 := (0, 0, 1). (9.139)
ii) The Wilson loop operator written in terms of AAµ is entirely rewritten in terms of VAµ in the refor-
mulated Yang-Mills theory, as demonstrated in [20].
iii) The mass term for XAµ can be introduced without breaking gauge invariance in this reformula-
tion [19]. The correlation function of XAµ falls off quickly in the long distance, while this is not
the case for VAµ . In fact, it has been shown to one-loop order [20] that such an effective mass
term is generated due to the gauge-invariant dimension two condensate
〈
XAµX
A
µ
〉
thanks to the
gauge invariant self-interaction term 1
4
g2(ǫABCXBµX
C
ν )
2 among Xµ gluons, in sharp contrast to
the ordinary self-interaction term 1
4
g2(ǫABCABµA
C
ν )
2 which is not gauge-invariant.
According to (iii), in the energy region lower than the mass MX of the field Xµ, the remaining
components Xµ should decouple or negligible and the Vµ field could be dominant. According to (ii),
this leads to the infrared restricted field dominance in the string tension in our reformulation.
Keeping these facts in mind, we proceed to obtain a fitting function of the two–point correlation
function. Suppose that the Yang-Mills theory has the effective mass term:
1
2
M2XXµ ·Xµ =
1
2
M2XX
A
µX
A
µ . (9.140)
An additional quadratic term inXµ of the following type could be generated from gauge fixing conditions
in the differential form [19].
− 1
2β
(∂µXAµ )
2. (9.141)
This can be understood as follows. Recall that we impose an constraint called the reduction condition to
obtain the reformulated Yang-Mills theory with the original gauge symmetry SU(2) even after introduc-
ing the color field n(x) which apparently increases gauge degrees of freedom [19]. Then we introduce a
gauge-fixing parameter α for the reduction condition of the form: − 1
2α
(Dµ[V]Xµ)
2
. This term does not
fix the original SU(2) gauge invariance, since the reduction condition is the gauge fixing condition from
the enlarged gauge symmetry to the original gauge symmetry.
In order to obtain the correlation function that is not gauge invariant, we need to fix the original
gauge symmetry. Therefore, we adopt the Landau gauge for the overall gauge fixing of AAµ , whose
differential form is ∂µAAµ = 0. This gives an additional quadratic term: − 12α′ (∂µXAµ )2 coming from the
gauge-fixing term: − 1
2α′ (∂
µAAµ )
2
. Therefore, combining two terms yields an additional term quadratic
in XAµ : − 12β (∂µXAµ )2 with β−1 = α−1 + α′−1. Thus we assume the effective propagator for X gluon of
the form:
DXXµν (k) =
−1
k2 −M2X
[
δµν − (1− β) kµkν
k2 − βM2X
]
. (9.142)
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In particular, the limit β →∞ reproduces the Proca case:
DXXµν∞(k) =
−1
k2 −M2X
[
δµν − kµkν
M2X
]
. (9.143)
This form was adopted in the study of off-diagonal gluon mass generation in MA gauge [40] where the
mass term 1
2
M2offA
a
µA
a
µ was introduced by hand without preserving the gauge invariance. Note that both
nMA gauge and Landau gauge conditions are exactly satisfied only at α = 0 and α′ = 0. This is realized
at β = 0 limit:
DXXµν0 (k) =
−1
k2 −M2X
[
δµν − kµkν
k2
]
, DXXµµ0 (k) =
−(D − 1)
k2 −M2X
= DXXµµ∞(k)−
1
M2X
. (9.144)
Therefore, the β = 0 limit differs from the previous Proca case used in MA gauge. However, it will turn
out below that the constant shift of the propagator gives the same decay rate and hence the same mass
MX of Xµ gluon.
We have generated configurations of link variables {Ux,µ} based on the standard heat bath method
for the standard Wilson action. The numerical simulation are performed at β = 2.3, 2.4 on 244 lattice, at
β = 2.3, 2.4, 2.5 on 324 lattice, at β = 2.4, 2.5, 2.6 on 364 lattice, and at β = 2.4, 2.5, 2.6 on 484 lattice
by thermalizing 15000 sweeps. Here 200 configurations are stored every 300 sweeps. [Other settings of
numerical simulations are the same as those in the previous paper [27].]
To study the infrared Abelian dominance and the gluon mass generation from the viewpoint of
the correlation functions in the reformulated Yang-Mills theory, we first define the two-point correlation
functions (full propagators) for the independent variables in the new formulation on a lattice, i.e., nAx ,
cx,µ and XAx,µ, in addition to the original variable AAx,µ. For simplicity, we examine just the contracted
scalar-type propagator for avoiding the complicated tensor structure:
Dnn(x− y) =
〈
nAx n
A
y
〉
, Dcc(x− y) = 〈cx′,µ cy′,µ〉 ,
DXX(x− y) =
〈
X
A
x,µ X
A
y,µ
〉
, DX′X′(x− y) =
〈
X
A
x′,µ X
A
y′,µ
〉
, (9.145)
and
DAA(x− y) =
〈
A
A
x′,µ A
A
y′,µ
〉
, (9.146)
where x′ denotes the mid-point between x and x+ µ. Here the Lie-algebra valued gauge potential Ax′,µ
or Vx′,µ on the lattice is defined from the respective link variable by103
Ax′,µ := (i/2gε)
[
Ux,µ − U †x,µ
]
, Vx′,µ = (i/2gε)
[
Vx,µ − V †x,µ
]
. (9.147)
For the variable Xx,µ, on the other hand, we examined two options: one is extracted by decomposing the
gauge potential (group-valued):
Xx,µ := (i/2gε)
[
Xx,µ −X†x,µ
]
, (9.148)
and the other is due to the definition of the decomposition (Lie-algebra-valued):
Xx′,µ := Ax′,µ − Vx′,µ. (9.149)
The field cx′,µ is defined by
cx′,µ := tr(nxVx,µ) = tr(Vx,µnx+µ). (9.150)
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Figure 46: Ref.[28]: Logarithmic plots of scalar-type two-point correlation functions DOO′(r) := 〈O(x)O′(y)〉 as a func-
tion of the Euclidean distance r :=
√
(x− y)2 for O and O′. (Left panel) O(x)O′(y) = VAµ (x)VAµ (y), AAµ (x)AAµ (y),
−VAµ (x)XAµ (y), XAµ (x)XAµ (y), (Right panel) O(x)O′(y) = nA(x)nA(y), cµ(x)cµ(y), XAµ (x)XAµ (y), from above to be-
low using data on the 244 lattice (β = 2.3, 2.4), 324 lattice (β = 2.3, 2.4), 364 lattice (β = 2.4, 2.5), and 484 lattice
(β = 2.4, 2.5, 2.6). Here plots are given in the physical unit [fm] or in unit of square root of the string tension√σphys.
First, we examine the infrared Abelian dominance. The numerical results are presented in Fig. 46.
As is quickly observed from the left panel of Fig. 46, DV V (x− y) and DAA(x− y) exhibit quite similar
behaviors in the measured range of the Euclidean distance r = |x − y| := √(x− y)2. In order to
determine the physical scale, we have used the relationship between the (inverse) gauge coupling β and
lattice spacing ǫ summarized in Table 11 which is given in [197].104
From the right panel of Fig. 46, DV V (x − y) (Dnn(x − y) or Dcc(x − y)) is dominant compared to
DXX(x−y) which decreases more rapidly than other correlation functions in r. This implies the infrared
“Abelian” dominance, provided that the componentsVAµ (x) composed of nAx and cx,µ are identified with
the “Abelian” part of AAµ (x). As is seen from the left panel of Fig. 46, a non-trivial mixed correlation
function
〈
VAµ (x
′)XAµ (y
′)
〉
< 0 exists, since VAµ (x) includes a perpendicular component to nA(x).
Fig. 46 demonstrates nice independence of our results against variations of the ultraviolet cutoff (the
lattice spacing ǫ). The propagators calculated at the lattices with different ǫ follow the same curve if
plotted in the physical units. These accurate plots provide an additional support that the results presented
here are definitely not lattice artifacts.
Note that we must impose the gauge fixing condition for the original variable Ax′,µ to obtain the
correlation function. In our simulations, we have chosen the lattice Landau gauge (LLG) for the original
field AAµ (x) for this purpose. Thus we have confirmed the infrared “Abelian” dominance with color
symmetry being kept, since the Landau gauge keeps the color symmetry. This is one of our main results.
The infrared Abelian dominance was so far obtained only for the MA gauge which breaks the color
symmetry explicitly. As already mentioned, moreover, we can choose any other gauge and we can study
using this formulation if the infrared “Abelian” dominance can be observed in any other gauge.
Next, we determine the gluon mass generated in the non-perturbative way by examining the correla-
tion functions in more detail. The gauge boson propagatorDXXµν (x−y) is related to the Fourier transform
of the massive propagator DXXµν (k):
DXXµν (r) =
〈
X
A
µ (x)X
A
ν (y)
〉
=
∫
d4k
(2π)4
eik(x−y)DXXµν (k). (9.151)
103 The fields Ax′,µ,Vx′,µ,Xx′,µ on the lattice are counterparts of Aµ(x),Vµ(x),Xµ(x) on the continuum space–time.
104 We use the relationship between the physical units, 1GeV−1 = 0.197327fm or 1GeV = 5.06773fm−1. This comes
from ~c = 0.197327GeV · fm.
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Figure 47: Ref.[28]: Logarithmic plots of the rescaled correlation function r3/2DOO(r) as a function of r for O =
VAµ ,A
A
µ , cµ,X
A
µ (and X′Aµ ) from above to below, using the same colors and symbols as those in Fig. 46. Here two sets
of data for the correlation function DXX(x− y) are plotted according to the two definitions of the XAµ field on a lattice.
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Figure 48: Ref.[28]: Gluon “mass” and decay rates (in units of GeV and √σphys) as the function of the inverse lattice
volume 1/V in the physical unit. (Left panel) for O = XAµ , (X′Aµ ), cµ,AAµ from above to below extracted according to the
fitting: 〈O(x)O(y)〉 ∼ r−3/2 exp(−MOr), (Right panel) for nA(x) extracted according to the fitting:
〈
n
A(x)nA(y)
〉 ∼
exp(−Mnr).
Then the scalar-type propagator DXX(r) := DXXµµ (x) as a function of r should behave for large MXr as
DXX(r) =
〈
X
A
µ (x)X
A
µ (y)
〉
=
∫
d4k
(2π)4
eik(x−y)
3
k2 +M2X
≃ 3
√
MX
2(2π)3/2
e−MXr
r3/2
. (9.152)
Therefore, the scaled propagator r3/2DXX(r) should be proportional to exp(−MXr) for MXr ≫ 1 with
M being the fall-off rate of r3/2DXX(r). In other words, the “mass” MX of the gauge field Xµ can be
estimated from the slope in the logarithmic plot of the scaled propagator r3/2DXX(r) as a function of r.
105
Fig. 47 shows the logarithmic plots of the scaled scalar-type propagator for Ax′,µ, cx′,µ and Xx,µ as
a function of the distance r measured in the physical unit [fm] and in unit of square root of the string
tension √σphys = 440 MeV. According to Fig. 47, we find just small difference between two types of
DXX(x− y) defined by (9.148) or (9.149) over several choices of lattice spacing (i.e., several values of
β, β = 2.3, 2.4, 2.5, 2.6). Therefore, we can use either definition of the lattice variable Xx′,µ to obtain
DX′X′(x− y) in the consistent manner.
105 Here we have assumed that the anomalous dimension is sufficiently small so that the exponent of the power of r is the
same as the tree value.
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Table 11: Ref.[28]: The lattice spacing ǫ and the lattice size L of the lattice volume L4 at various value of β in the physical
unit [fm] and the unit given by√σphys.
lattice spacing ǫ lattice size L [fm]
β [1/
√
σphys] [fm] 24
4 324 364 484
2.3 0.35887 0.1609 3.863 5.150 5.794 7.725
2.4 0.26784 0.1201 2.883 3.844 4.324 5.766
2.5 0.18551 0.08320 1.997 2.662 2.995 3.993
2.6 0.13455 0.06034 1.448 1.931 2.172 2.896
In Fig. 48, the measured values for the gluon mass are plotted as the function of the inverse lattice
volume 1/V in the physical unit, to study the finite-size effect on the mass. The finite lattice-size effect
seems to be small for the gluon mass MX . Here the error bars originate from the fitting procedure for
obtaining the slope, but no systematic errors such as finite-volume are included. In this way, we have
estimated the mass for the X gluon:
MX ≃ 2.98√σphys ≃ 1.31GeV,
MX′ ≃ 2.69√σphys ≃ 1.19GeV. (9.153)
Even after the whole gauge fixing, our formulation preserves color symmetry in sharp contrast to
the conventional MA gauge. In view of the fact that our reformulated Yang-Mills theory reproduces the
Yang-Mills theory in MA gauge as a special limit, the remaining part XAµ (x) could correspond to the
off-diagonal part in this limit. From this point of view, our result is consistent with the result obtained
for the off-diagonal gluon mass in MA gauge [40].
Moreover, we have simultaneously estimated the decay rate for the new fields nA(x), cµ(x), VAµ (x)
and the original gauge fieldAAµ (x) by imposing the LLG as the overall gauge fixing. ForO = XAµ , cµ,AAµ ,VAµ ,
the decay rate MO is extracted according to the fitting: 〈O(x)O(y)〉 ∼ r−3/2 exp(−MOr). Fig. 48 indi-
cates not so small finite volume effect for data of 1/V > 0.02. Using the data of 1/V < 0.02, therefore,
we have estimated the decay rate (or “mass”) as
Mn ≃ 2.24√σphys ≃ 0.986GeV,
Mc ≃ 1.94√σphys ≃ 0.856GeV,
MA ≃ 1.35√σphys ≃ 0.596GeV. (9.154)
The decay rate Mc obtained from the correlation function of cµ(x) field is slightly larger than that ex-
pected from the result in MA gauge. It should be remarked that the decay rate for the correlation function
of nA(x) field is extracted according to the fitting function
〈
nA(x)nA(y)
〉 ∼ exp(−Mnr) which is not
yet justified from the theoretical consideration. This might be an origin of the large value of Mn. More
simulations on the larger lattice are expected to eliminate finite volume effect for these values. However,
we have no argument for guaranteeing the gauge invariance of these values or for identifying these val-
ues with their “masses”. In fact, the field cµ(x) is not gauge invariant. These issues should be checked
in further investigations based on the new reformulation.
Finally, we comment on the “Abelian”part VAµ (x), since our treatment of the “Abelian”part VAµ (x)
is different from the conventional approach based on MA gauge. The above result yields the “mass” of
the “Abelian”part VAµ (x) : MV ≃ MA ≃ 0.59GeV . This value is nearly equal to that of the diagonal
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gluon mass obtained by imposing the Landau gauge in the conventional approach as reported in [41]
where the Landau gauge was imposed on the Abelian diagonal part aµ(x) in addition to the MA gauge
for off-diagonal gluon field Aaµ(x) defined by the Cartan decomposition Aµ(x) = Aaµ(x)T a + aµ(x)T 3
(a = 1, 2). Therefore, the prescription of gauge fixing in [40] is different from ours.
9.5. Reformulation of lattice SU(3) Yang-Mills theory
In the path-integral or functional-integral formulation, the basic ingredients are the action and the
integration measure, by which the vacuum expectation value, say average of an operator, is to be cal-
culated. We can rewrite the original SU(3) Yang-Mills action and the integration measure using either
the maximal option or the minimal option [24]. The resulting two reformulations written in terms of
different variables are equivalent to each other, since each formulation corresponds to one of the choices
of the coordinates in the space of gauge field configurations. Therefore, we can use either reformulation
(change of variables), instead of the original Yang-Mills theory.
In what follows, we focus our studies on confinement of quarks in a defining representation, i.e.,
the fundamental representation. For this purpose, we use the Wilson loop average for obtaining the
static quark potential. Remember that the Wilson loop operator is uniquely defined by specifying a
representation R, to which the source quark belongs. A remarkable fact is that the Wilson loop operator
in the fundamental representation urges us to use the minimal option in the sense that it is exactly
rewritten in terms of the field variables (i.e., the color field n and the restricted field V ) which identified
with the field variables used to describe the minimal option. This was shown in the process of deriving a
non-Abelian Stokes theorem for the Wilson loop operator [62]. Therefore, the set of variables in the
minimal option is a natural and the best choice of coordinate in the space of gauge field configurations
to describe the Wilson loop operator in the fundamental representation. At the same time, this fact tells
us what is the dominant variable for the Wilson loop average.
In view of this, we use the reformulation of the SU(3) Yang-Mills theory in the minimal option
for discussing confinement of quarks in the fundamental representation. Thus, the minimal option is
superior to the maximal option for discussing confinement of quarks in the fundamental representation
of the SU(3) gauge group. The reformulation of the lattice SU(3) Yang-Mills theory in the minimal
option is quickly reviewed as follows [30, 31]. For the original SU(3) gauge link variable Ux,µ ∈ SU(3),
we decompose it into the new variables Vx,µ and Xx,µ which have values in the SU(3) group:
SU(3) ∋ Ux,µ = Xx,µVx,µ, Xx,µ, Vx,µ ∈ SU(3). (9.155)
Note that Vx.µ could be regarded as the dominant mode for quark confinement, while Xx,µ is the remain-
der. In this decomposition, we require that the restricted field Vx,µ is transformed in the same way as
the original gauge link variable Ux,µ and the remaining field Xx,µ as a site variable under the full SU(3)
gauge transformation Ωx:
Vx,µ −→ V ′x,µ = ΩxVx,µΩ†x+µ, Ωx ∈ G = SU(3) (9.156a)
Xx,µ −→ X ′x,µ = ΩxXx,µΩ†x, Ωx ∈ G = SU(3) (9.156b)
for
Ux,µ −→ U ′x,µ = ΩxUx,µΩ†x+µ, Ωx ∈ G = SU(3). (9.157)
First, we introduce the key variable hx called the color field. In the minimal option of SU(3), a
representation of the color field hx is given by
hx = Θx
λ8
2
Θ†x ∈ Lie[SU(3)/U(2)], Θx ∈ SU(3), (9.158)
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with λ8 being the Gell-Mann matrix for SU(3) and gx the SU(3) group element. Once the color field
hx is introduced, the above decomposition is obtained by solving the (first) defining equation:
D(ǫ)µ [V ]hx := ǫ
−1 [Vx,µhx+µ − hxVx,µ] = 0. (9.159)
In fact, this defining equation can be solved exactly, and the solution is given by
Xx,µ = L̂
†
x,µ det(L̂x,µ)
1/3gˆ−1x , Vx,µ = X
†
x,µUx,µ = gˆxL̂x,µUx,µ, (9.160a)
L̂x,µ :=
(
Lx,µL
†
x,µ
)−1/2
Lx,µ, (9.160b)
Lx,µ :=
5
3
1+
√
4
3
(hx + Ux,µhx+µU
†
x,µ) + 8hxUx,µhx+µU
†
x,µ. (9.160c)
Here the variable gˆx is the U(2) part which is undetermined from Eq.(9.159) alone. In what follows,
therefore, we put the second condition:
gˆx = 1, (9.161)
so that the above defining equations (9.159) and (9.161) correspond respectively to the continuum ver-
sion:
Dµ[V ]h(x) := ∂µh(x)− ig[Vµ(x),h(x)] = 0, (9.162a)
Xµ(x)− 4
3
[h(x), [h(x),Xµ(x)]] = 0. (9.162b)
In the naive continuum limit, indeed, it is shown directly that (9.160) reproduces the decomposition in
the continuum theory, which is obtained by solving (9.162):
Aµ(x) = Vµ(x) + Xµ(x),
Vµ(x) = Aµ(x)− 4
3
[h(x), [h(x),Aµ(x)]]− ig−14
3
[∂µh(x),h(x)] , (9.163a)
Xµ(x) =
4
3
[h(x), [h(x),Aµ(x)]] + ig
−14
3
[∂µh(x),h(x)] . (9.163b)
Thus the decomposition is uniquely determined as Eqs.(9.160) up to the choice of gˆx (9.161), once the
color field hx is specified.
In order to determine the configuration {hx} of color fields, we use the reduction condition which
guarantees that the new theory written in terms of new variables is equipollent to the original Yang-Mills
theory. Here, we use the reduction condition: for a given configuration of the original link variables
{Ux,µ}, a set of color fields {hx} are obtained by minimizing the functional:
Fred[{hx}] =
∑
x,µ
tr
{
(D(ǫ)µ [U ]hx)
†(D(ǫ)µ [U ]hx)
}
. (9.164)
Consequently, the color field transforms under the gauge transformation as
nx → n′x = ΩxnxΩ−1x , Ωx ∈ G = SU(3). (9.165)
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9.6. Numerical simulations of lattice SU(3) Yang-Mills theory
9.6.1. Restricted field dominance and magnetic monopole dominance
The lattice version of the Wilson loop operator WC [A ] is given by
WC [U ] := tr
[
P
∏
<x,x+µ>∈C
U<x,x+µ>
]
/tr(1), (9.166)
where P is the path-ordered product. In the new formulation, we can define another non-Abelian Wilson
loop operatorWC [V ] by replacing the original Yang-Mills field A by the restricted field V in the original
definition of the Wilson loop operator WC [A ]. Similarly, the lattice version of the restricted Wilson
loop operator WC [V ] is easily constructed as
WC [V ] := tr
[
P
∏
<x,x+µ>∈C
V<x,x+µ>
]
/tr(1). (9.167)
This is invariant under the gauge transformation (9.156a).
For G = SU(3), the lattice version of the magnetic-monopole current K is given by using the
restricted field V as
Kx,µ =∂ν
∗Θx,µν = 1
2
ǫµναβ∂νΘx,αβ, (9.168a)
ǫ2Θx,αβ =arg
[
tr
{(1
3
1− 2√
3
nx
)
Vx,αVx+α,βV
†
x+β,αV
†
x,β
}]
, (9.168b)
Vx,αVx+α,βV
†
x+β,αV
†
x,β = exp
(−igǫ2Fαβ [V ](x)) . (9.168c)
The magnetic-monopole current K just defined in this way is gauge invariant. Indeed, it is easy to
observe that Θx,µν is invariant under the gauge transformation (9.165) and (9.156a), and hence Kx,µ is
also gauge-invariant. Then we can define the magnetic-monopole part of the Wilson loop operator by
WC [K] := exp
(
i
∑
x,µ
Kx,µω
Σ
x,µ
)
,
ωΣx,µ :=
∑
s′
∆−1L (s− s′)
1
2
ǫµαβγ∂αS
J
βγ(s
′ + µ), ∂′αS
J
αβ(x) = Jβ(x), (9.169)
where ωx,µ is defined through the external source Jx,µ which is used to calculate the static potential,
SJβγ(s
′+ µ) is a plaquette variable satisfying ∂′βSJβγ(x) = Jγ(x) with the external source Jx,µ introduced
to calculate the static potential, ∂′ denotes the backward lattice derivative ∂′µfx = fx − fx−µ, SJx,βγ
denotes a surface bounded by the closed loop C on which the electric source Jx,µ has its support, and
∆−1L (x− x′) is the inverse Lattice Laplacian.
The static quark-antiquark potential V (R) is obtained by taking the limit T →∞ from the Wilson
loop average 〈WC [U ]〉 for a rectangular loop C = R × T . In order to see the mechanism of quark
confinement, we calculate three potentials:
(i) the full potential Vfull(R) calculated from the standard SU(3) Wilson loop average 〈WC[U ]〉:
Vfull(R) =− lim
T→∞
1
T
ln〈WC [U ]〉, (9.170)
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Figure 49: Ref.[32]: SU(3) quark-antiquark potentials as functions of the quark-antiquark distanceR: (from above to below)
(i) full potential Vfull(R) (red curve), (ii) restricted part Vrest(R) (green curve) and (iii) magnetic–monopole part Vmono(R)
(blue curve), measured at β = 6.0 on 244 using 500 configurations where ǫ is the lattice spacing.
(ii) the restricted potential Vrest(R) calculated from the decomposed variable V through the restricted
Wilson loop average 〈WC [V ]〉:
Vrest(R) =− lim
T→∞
1
T
ln〈WC [V ]〉, (9.171)
(iii) the magnetic-monopole potential Vmono(R) calculated from the lattice counterpart (9.169) of the
continuum quantity 〈WC [K]〉 = 〈ei(k,ωΣ)〉:
Vmono(R) =− lim
T→∞
1
T
ln〈WC [K]〉, (9.172)
Three potentials are gauge invariant quantities by construction.
Numerical simulations are performed for SU(3) Yang-Mills theory on the 244 lattice according to the
lattice reformulation explained above. In practice, we fit numerical data of 〈WC [U ]〉 by the two-variable
function W (R, T ) according to
〈WC [U ]〉 =exp(−W (R, T )),
W (R, T ) :=V (R)T + (a1R + b1 + c1/R) + (a2R + b2 + c2/R)T
−1,
V (R) :=σR + b+ c/R, (9.173)
and determine all coefficients in W (R, T ). Then we obtain Vfull(R) by extrapolating W (R, T )/T to
T →∞:
V·(R) =− lim
T→∞
1
T
ln〈WC [·]〉 = lim
T→∞
W (R, T )
T
. (9.174)
Here the coefficient σ of the linear part of the potential V (R) is the string tension which equals the slope
of the curve for large R. In Fig. 49, we compare the three quark-antiquark potentials (i), (ii) and (iii).
For each potential, we plot a set of point data for a specified value of T (e.g., T = 6, 10):
− 1
T
ln〈WC [·]〉 versus R, (9.175)
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and the curve represented by the function extrapolated to T →∞ according to (9.173) and (9.174):
V (R) = σR + b+ c/R. (9.176)
The results of our numerical simulations exhibit the infrared restricted variable V dominance in
the string tension, e.g.,
σrest
σfull
=
0.0380
0.0413
≃ 0.92, (9.177)
and the non-Abelian magnetic monopole dominance in the string tension, e.g.,
σmono
σfull
=
0.0352
0.0413
≃ 0.85. (9.178)
However, we know that σfull has the largest errors among three string tensions. Incidentally, if we use the
other data for ǫ√σfull∗ at β = 6.0 given in Table 4 of [198] where ǫ2σfull∗ = (ǫ√σfull∗)2 = 0.21542 ∼
0.22092 = 0.0464 ∼ 0.0488, the ratios of two string tensions σrest, σmono to the total string tension σfull
are modified
σrest
σfull∗
∼= 0.78 ∼ 0.82, (9.179)
σmono
σfull∗
∼= 0.72 ∼ 0.76, (9.180)
Thus, we have obtained the infrared restricted variable V dominance in the string tension (78–82%)
and the non-Abelian magnetic monopole dominance in the string tension (72–76%). Both dominance
are obtained in the gauge independent way.106
9.6.2. Color direction field and color symmetry
Fig.50 shows two-point correlation functions of color field 〈nA(x)nB(0)〉 versus the distance r :=
|x|. All plots of correlators for A = B = 1, 2, · · · , 8 overlap on top of each other, and hence they can be
fitted by a common non-vanishing function D(r) (left panel), while all correlators for A 6= B are nearly
equal to zero (right panel). Therefore, the correlators 〈nA(x)nB(0)〉 are of the form:
〈nA(x)nB(0)〉 = δABD(r) (A,B = 1, 2, · · · , 8). (9.181)
We have also checked that one-point functions vanish:
〈nA(x)〉 = ±0.002 ≃ 0 (A = 1, 2, · · · , 8). (9.182)
These results indicate that the global SU(3) color symmetry is preserved, that is to say, there is no
specific direction in color space. This is expected, since the Yang-Mills theory should respect the global
gauge symmetry, i.e., color symmetry, even after imposing the Landau gauge.
To obtain correlation functions of field variables, we need to fix the gauge and we have adopted the
Landau gauge for the original Yang-Mills field A so that the global color symmetry is not broken. This
property is desirable to study color confinement, but it is lost in the MA gauge.
Fig. 51 exhibits an example of the magnetic-monopole loops in SU(3) Yang-Mills theory (in the
minimal option) on the 4-dimensional lattice, which is written as the 3-dimensional plot obtained by
projecting the 4-dimensional dual lattice space to the 3-dimensional one, i.e., (x, y, z, t)→ (x, y, z).
Fig. 52 exhibits the magnetic monopole charge distribution in SU(3) Yang-Mills theory (in the min-
imal option) on the 164 lattice at β = 5.7, where the figures are arranged from left to right representing
the distribution of k1, k2, k3 and k4, respectively.
106The method of fitting the data given in this paper is the same as that in [151], but is different from that used in [148].
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Figure 50: Ref.[32]: Color field correlators 〈nA(x)nB(0)〉 (A,B = 1, · · · , 8) as functions of the distance r := |x| measured
at β = 6.2 on 244 lattice, using 500 configurations under the Landau gauge. (Left panel) A = B, (Right panel) A 6= B.
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Figure 51: The magnetic-monopole loops on the 4-dimensional lattice where the 3-dimensional plot is obtained by projecting
the 4-dimensional dual lattice space to the 3-dimensional one, i.e., (x, y, z, t)→ (x, y, z).
9.6.3. Gauge-invariant chromoelectric field and flux tube formation
We generate configurations of the gauge link variable {Ux,µ} using the standard Wilson action on a
244 lattice at β = 6.2. The gauge link decomposition is obtained according to the framework given in
the previous section: the color field configuration {hx} is obtained by solving the reduction condition
of minimizing the functional (9.164) for each gauge configuration {Ux,µ}, and then the decomposed
variables {Vx,µ}, {Xx,µ} are obtained by using the formula (9.160). In the measurement of the Wilson
loop average, we apply the APE smearing technique to reduce noises [199].
We investigate whether or not the non-Abelian dual Meissner effect is the mechanism for quark con-
finement. In order to extract the chromo-field, we use a gauge-invariant correlation function proposed by
Di Giacomo, Maggiore and Olejnik [191]. The chromo-field created by a quark-antiquark pair in SU(N)
Yang-Mills theory is measured by using a gauge-invariant connected correlator between a plaquette and
the Wilson loop (see Fig.53):
ρ
UP
:=
〈
tr
(
UPL
†WL
)〉
〈tr (W )〉 −
1
N
〈tr (UP ) tr (W )〉
〈tr (W )〉 , (9.183)
where W is the Wilson loop in Z-T plane representing a pair of quark and antiquark, UP a plaquette
variable as the probe operator to measure the chromo-field strength at the point P , and L the Wilson line
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Figure 52: Ref.[148]: The magnetic monopole charge distribution for minimal option for β = 5.7 on the 164 lattice. The
distribution of k1, k2, k3 and k4 are arranged from left to right, respectively.
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Figure 53: (Left) The setup of measuring the chromo-flux produced by a quark–antiquark pair. (Right) The gauge-invariant
connected correlator (UpLWL†) between a plaquette U and the Wilson loop W .
connecting the source W and the probe UP . Here L is necessary to guarantee the gauge invariance of the
correlator ρ
UP
and hence the probe is identified with LUPL†. The symbol 〈O〉 denotes the average of
the operator O in the space and the ensemble of the configurations. In the naive continuum limit ǫ→ 0,
indeed, ρ
UP
reduces to the field strength in the presence of the qq¯ source:
ρ
UP
ε→0≃ gǫ2 〈Fµν〉qq¯ :=
〈
tr
(
igǫ2FµνL†WL
)〉
〈tr (W )〉 +O(ǫ
4), (9.184)
where we have used Ux,µ = exp(−igǫAµ(x)) and hence UP = exp(−igǫ2Fµν). Thus, the gauge-
invariant chromo-field strength Fµν [U ] produced by a qq¯ pair is given by
Fµν [U ] := ǫ
−2
√
β
2N
ρ
UP
, (9.185)
where β := 2N/g2 is the lattice gauge coupling constant. Note that the connected correlator ρ
UP
is
sensitive to the field strength, while the disconnected one probes the squared field strength:
ρ′
UP
:=
〈tr (W ) tr (UP )〉
〈tr (W )〉 − 〈tr (UP )〉
ε→0≃ gǫ4
[〈
F 2µν
〉
qq¯
− 〈F 2µν〉0] . (9.186)
We measure correlators between the plaquette UP and the chromo-field strength of the restricted
field Vx,µ as well as the original Yang-Mills field Ux,µ. See the left panel of Fig. 53. Here the quark and
antiquark source is introduced as 8 × 8 Wilson loop (W ) in the Z-T plane, and the probe (Up) is set
at the center of the Wilson loop and moved along the Y -direction. The left and right panel of Fig. 54
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Figure 54: Ref.[33]: Measurement of components of the chromoelectric field E and chromomagnetic field B as functions
of the distance y from the z axis. (Left panel) the original SU(3) Yang-Mills field, (Right panel) the restricted field.
show respectively the results of measurements for the chromoelectric and chromomagnetic fields Fµν [U ]
for the original SU(3) field U and Fµν [V ] for the restricted field V , where the field strength Fµν [V ] is
obtained by using V x,µ in (9.183) instead of Ux,µ:
Fµν [V ] :=
√
β
2N
ρ˜
VP
, ρ˜
VP
:=
〈
tr
(
VPL
†WL
)〉
〈tr (W )〉 −
1
N
〈tr (VP ) tr (W )〉
〈tr (W )〉 . (9.187)
We have checked that even if W [U ] is replaced by W [V ], together with replacement of the probe LUPL†
by the corresponding V version, the change in the magnitude of the field strength Fµν remains within at
most a few %.
From Fig.54 we find that only theEz component of the chromoelectric field (Ex, Ey, Ez) = (F10, F20, F30)
connecting q and q¯ has non-zero value for both the restricted field V and the original Yang-Mills field U .
The magnitude Ez quickly decreases in the distance y away from the Wilson loop.
The other components are zero consistently within the numerical errors. This means that the chro-
momagnetic field (Bx, By, Bz) = (F23, F31, F12) connecting q and q¯ does not exist and that the chromo-
electric field is parallel to the z axis on which quark and antiquark are located.
To see the profile of the non-vanishing componentEz of the chromoelectric field in detail, we explore
the distribution of chromoelectric field on the 2-dimensional plane. Fig. 55 shows the distribution of Ez
component of the chromoelectric field, where the quark-antiquark source represented as 9 × 11 Wilson
loop W is placed at (Y, Z) = (0, 0), (0, 9), and the probe U is displaced on the Y -Z plane at the
midpoint of the T -direction. The position of a quark and an antiquark is marked by the solid (blue) box.
The magnitude of Ez is shown by the height of the 3D plot and also the contour plot in the bottom plane.
The left panel of Fig. 55 shows the plot of Ez for the SU(3) Yang-Mills field U , and the right panel of
Fig. 55 for the restricted field V . We find that the magnitude Ez is quite uniform for the restricted part
V , while it is almost uniform for the original part U except for the neighborhoods of the locations of q,
q¯ source. This difference is due to the contributions from the remaining part X which affects only the
short distance, as will be discussed later.
9.6.4. Magnetic current and dual Meissner effect for SU(3) case
Next, we investigate the relation between the chromoelectric flux and the magnetic current. The
magnetic(-monopole) current can be calculated as
k = δ∗F [V ] = ∗dF [V ], (9.188)
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Figure 55: Ref.[33]: The distribution in Y -Z plane of the chromoelectric field Ez connecting a pair of quark and antiquark:
(Left panel) chromoelectric field produced from the original Yang-Mills field, (Right panel) chromoelectric field produced
from the restricted field.
where F [V ] is the field strength (9.187) defined from the restricted field V in the presence of the qq¯
source, d the exterior derivative, δ codifferential, and ∗ denotes the Hodge dual operation. Note that non-
zero magnetic current follows from violation of the Bianchi identity (If the field strength was given by
the exterior derivative of some field A (one-form), F = dA, we would obtain k = δ∗F = ∗d2A = 0).
Fig. 56 shows the magnetic current measured in X-Y plane at the midpoint of quark and antiquark
pair in the Z-direction. The left panel of Fig. 56 shows the positional relationship between chromoelec-
tric flux and magnetic current. The right panel of Fig. 56 shows the magnitude of the chromoelectric
field Ez (left scale) and the magnetic current k (right scale). The existence of non-vanishing magnetic
current k around the chromoelectric field Ez supports the dual superconductivity which is the dual
picture of the ordinary superconductor exhibiting the electric current J around the magnetic field B.
In our formulation, it is possible to define a gauge-invariant magnetic-monopole current kµ by using
V -field, which is obtained from the field strength F [V ] of the restricted field V , as suggested from
the non-Abelian Stokes theorem. It should be also noticed that this magnetic-monopole current is a
non-Abelian magnetic monopole extracted from the V field, which corresponds to the maximal stability
group H˜ = U(2). The magnetic-monopole current kµ defined in this way can be used to study the
magnetic current around the chromoelectric flux tube, instead of the above definition of k (9.188). The
comparison of two magnetic-monopole currents k is to be done in the future works.
These are numerical evidences supporting “non-Abelian” dual superconductivity due to non-Abelian
magnetic monopoles as a mechanism for quark confinement in SU(3) Yang-Mills theory.
9.6.5. Type of dual superconductivity
Moreover, we investigate the QCD vacuum, i.e., type of the dual superconductor. The left panel of
Fig.57 is the plot for the chromoelectric field Ez as a function of the distance y in units of the lattice
spacing ǫ for the original SU(3) field and for the restricted field.
In order to examine the type of the dual superconductivity, we apply the formula for the magnetic
field derived by Clem [196] in the ordinary superconductor based on the Ginzburg-Landau (GL) theory
to the chromoelectric field in the dual superconductor. In the GL theory, the gauge field A and the scalar
field φ obey simultaneously the GL equation:
(∂µ − iqAµ)(∂µ − iqAµ)φ+ λ(φ∗φ− η2) = 0, (9.189)
and the Ampere equation:
∂νFµν + iq[φ
∗(∂µφ− iqAµφ)− (∂µφ− iqAµφ)∗φ] = 0. (9.190)
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Figure 56: Ref.[33]: The magnetic-monopole current k induced around the flux along the z axis connecting a quark-antiquark
pair. (Left panel) The positional relationship between the chromoelectric field Ez and the magnetic current k. (Right panel)
The magnitude of the chromo-electronic current Ez and the magnetic current Jm = |k| as functions of the distance y from
the z axis.
Usually, in the dual superconductor of the type II, it is justified to use the asymptotic form K0(y/λ)
to fit the chromoelectric field in the large y region (as the solution of the Ampere equation in the dual GL
theory). However, it is clear that this solution cannot be applied to the small y region, as is easily seen
from the fact that K0(y/λ)→ ∞ as y → 0. In order to see the difference between type I and type II, it
is crucial to see the relatively small y region. Therefore, such a simple form cannot be used to detect the
type I dual superconductor. However, this important aspect was ignored in the preceding studies except
for a work [200].
On the other hand, Clem [196] does not obtain the analytical solution of the GL equation explicitly
and use an approximated form for the scalar field φ (given below in (9.192)). This form is used to
solve the Ampere equation exactly to obtain the analytical form for the gauge field Aµ and the resulting
magnetic field B. This method does not change the behavior of the gauge field in the long distance, but
it gives a finite value for the gauge field even at the origin. Therefore, we can obtain the formula which
is valid for any distance (core radius) y from the axis connecting q and q¯: the profile of chromoelectric
field in the dual superconductor is obtained:
Ez(y) =
Φ
2π
1
ζλ
K0(R/λ)
K1(ζ/λ)
, R =
√
y2 + ζ2, (9.191)
provided that the scalar field is given by (See the right panel of Fig.57)
φ(y) =
Φ
2π
1√
2λ
y√
y2 + ζ2
, (9.192)
where Kν is the modified Bessel function of the ν-th order, λ the parameter corresponding to the London
penetration length, ζ a variational parameter for the core radius, and Φ external electric flux. In the
dual superconductor, we define the GL parameter κ as the ratio of the London penetration length λ and
the coherence length ξ which measures the coherence of the magnetic monopole condensate (the dual
version of the Cooper pair condensate):
κ =
λ
ξ
. (9.193)
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Figure 57: Ref.[33]: (Left panel) The plot of the chromoelectric field Ez versus the distance y in units of the lattice spacing ǫ
and the fitting as a function Ez(y) of y according to (9.191). The red cross for the original SU(3) field and the green square
symbol for the restricted field. (Right panel) The order parameter φ reproduced as a function φ(y) of y according to (9.192),
together with the chromoelectric field Ez(y).
aǫ2 bǫ c λ/ǫ ζ/ǫ ξ/ǫ Φ κ
SU(3) Yang-Mills field 0.804 ± 0.04 0.598 ± 0.005 1.878 ± 0.04 1.672 ± 0.014 3.14 ± 0.09 3.75 ± 0.12 4.36 ± 0.3 0.45 ± 0.01
restricted field 0.435 ± 0.03 0.547 ± 0.007 1.787 ± 0.05 1.828 ± 0.023 3.26 ± 0.13 3.84 ± 0.19 2.96 ± 0.3 0.48 ± 0.02
Table 12: The properties of the Yang-Mills vacuum as the dual superconductor obtained by fitting the data of chromoelectric
field with the prediction of the dual Ginzburg-Landau theory.
It is given by [196]
κ =
√
2
λ
ζ
√
1−K20 (ζ/λ)/K21(ζ/λ). (9.194)
According to the formula Eq.(9.191), we estimate the GL parameter κ for the dual superconductor
of SU(3) Yang-Mills theory, although this formula is obtained for the ordinary superconductor of U(1)
gauge field. By using the fitting function:
E(y) = aK0(
√
b2y2 + c2), a =
Φ
2π
1
ζλ
1
K1(ζ/λ)
, b =
1
λ
, c =
ζ
λ
, (9.195)
we obtain the result shown in Table 12. The superconductor is type I if κ < κc, while type II if κ > κc,
where the critical value of GL parameter dividing the type of the superconductor is given by κc =
1/
√
2 ≃ 0.707.
See Fig.57. Our data clearly shows that the dual superconductor of SU(3) Yang-Mills theory is type
I with
κ = 0.45± 0.01. (9.196)
This result is consistent with a quite recent result obtained independently by Cea, Cosmai and Papa
[200]. The London penetration length λ = 0.1207(17)fm and the coherence length ξ = 0.2707(86)fm
is obtained in units of the string tension σphys = (440MeV)2, and data of lattice spacing is taken from
the Table I in Ref.[201].107 Moreover, our result shows that the restricted part plays the dominant role
in determining the type of the non-Abelian dual superconductivity of the SU(3) Yang-Mills theory,
reproducing the same result [202][203], i.e., type I with
κ = 0.48± 0.02, (9.197)
107 This corresponds to gauge boson mass mA and the scalar boson mass mφ: mA = 1.64GeV, mφ = 1.0GeV.
248
 0.0001
 0.001
 0.01
 0.1
 1
 10
 0  2  4  6  8  10  12  14  16  18  20  22  24
g2
a
2  
<
O
O
>
distance (r/a)
correlation <OO> β=6.20
<AA>
<VV>
<XX>
Figure 58: Ref.[32]: Field correlators as functions of the distance r := |x| (from above to below) 〈V Aµ (x)V Aµ (0)〉,
〈A Aµ (x)A Aµ (0)〉, and 〈X Aµ (x)X Aµ (0)〉.
λ = 0.132(3)fm and ξ = 0.277(14)fm. This is a novel feature overlooked in the preceding studies.
Thus the restricted-field dominance can be seen also in the determination of the type of dual supercon-
ductivity where the discrepancy is just the normalization of the chromoelectric field at the core y = 0,
coming from the difference of the total flux Φ. These are gauge-invariant results. Note again that this
restricted-field and the non-Abelian magnetic monopole extracted from it reproduce the string tension in
the static quark–antiquark potential.
Our result should be compared with the result obtained by using the Abelian projection: Matsubara
et. al [204] suggests κ = 0.5 ∼ 1(which is β dependent), border of type I and type II for both SU(2)
and SU(3). In SU(2) case, on the other hand, there are other works [206, 205] which conclude that the
type of vacuum is at the border of type I and type II. Our results [29] are consistent with the border of
type I and type II for the SU(2) Yang-Mills theory on the lattice, as already shown in the above.
We should mention the work [208] which concludes that the dual superconductivity of SU(3) Yang-
Mills theory is type II with κ = 1.2 ∼ 1.3. This conclusion seems to contradict our result for SU(3). If
the above formula (9.131) is applied to the data of [208], we have the same conclusion, namely, the type
I with κ = 0.47 ∼ 0.50. Therefore, the data obtained in [208] are consistent with ours. The difference
between type I and type II is attributed to the way of fitting the data with the formula for the chromo-field.
9.6.6. Gluon propagators
We study the 2-point correlation functions (propagators) of the new variables and the original Yang-
Mills field variables, which are defined by
DOO(x− y) :=
〈
OAµ (x)O
A
µ (y)
〉
for OAµ (x) ∈ {VAx′,µ,XAx′,µ,AAx′,µ}, (9.198)
where an operator Oµ(x) = OAµ (x)TA is defined by the linear type, e.g., Ax′,µ := (Ux,µ − U †x,µ)/(2igǫ)
where x′ means the mid-point of x and x + ǫµˆ. In order to calculate the propagators, we must impose a
gauge fixing condition, and we have adopted the lattice Landau gauge (LLG).
Fig. 58 shows the 2-point correlation functions of the new fields V , X , and the original fields A .
This result indicates the infrared dominance of restricted correlation functions 〈V Aµ (x)V Aµ (0)〉 in the
sense that the correlator of the variable V behaves just like the correlator 〈A Aµ (x)A Aµ (0)〉 of the original
variable A and dominates in the long distance, while the correlator 〈X Aµ (x)X Aµ (0)〉 of SU(3)/U(2)
variable X decreases quickly in the distance r.
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Figure 59: Ref.[33]: The rescaled correlation functions r3/2 〈O(r)O(0)〉 for O = A,V,X for 244 lattice with β = 5.7,
5.85, 6.0. The physical scale is set in units of the string tension σ1/2phys. The correlation functions have the profile of cosh type
because of the periodic boundary condition, and hence we use data within distance of the half size of lattice.
For X , at least, we can introduce a gauge-invariant mass term:
1
2
M2XX
A
µ X
A
µ , (9.199)
since X transforms like an adjoint matter field under the gauge transformation. In view of this fact,
we fit the data of the contracted correlator 〈X Aµ (x)X Aµ (0)〉 using the “massive” propagator for large
r := |x|:
〈X Aµ (x)X Aµ (0)〉 =
∫
d4k
(2π)4
eikx
3
k2 +M2X
≃ const. e
−MXr
r3/2
. (9.200)
In the similar way, we estimate the “mass” MO (i.e., the rate of exponential fall-off) from the propagator
DOO(r) by using the Fourier transformation of the massive propagator in the Euclidean space, which
behaves for large MOr as
DOO(r) =
〈
OAµ (x)O
A
µ (y)
〉
=
∫
d4k
(2π)4
eik(x−y)
3
k2 +M2O
≃ 3
√
MO
2(2π)3/2
e−MOr
r3/2
(MOr ≫ 1), (9.201)
and hence the scaled propagator r3/2DOO(r) should be proportional to exp(−MOr).
Fig. 59 shows the logarithmic plot of the scaled propagators r3/2DOO(r) as a function of r = |x−y|,
where the distance r is drawn in units of the string tension σphys, and data of lattice spacing is taken from
the Table I in Ref.[201]. The propagator DV V fall off slowly and has almost the same fall-off behavior
as DAA, while the DXX falls off quickly. Thus, from the viewpoint of the propagator, the V -field plays
the dominant role in the deep infrared region or the long distance, while X-field is negligible in the long
distance. The rapid disappearance of X contribution in the long distance is helpful to understand the
difference of the profile of the flux tube in Fig.55. In order to perform the parameter fitting of MO for
O = {Vx′,µ,Ax′,µ}, we use data in the region [2.0, 4.5] and exclude the data near the midpoint of the
lattice to eliminate the finite volume effect, while for O = Xx′,µ we use the region [1.0, 3.5].
Then the naively estimated “mass” MX of X is
MX = 2.409
√
σphys = 1.1GeV. (9.202)
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Figure 60: Ref.[147]: The correlation functions 〈nAx nBy 〉 of the color field nx are plotted for A < B.
We use σphys = (440MeV )2 to obtain preliminary result:
MA ≃ 0.76 GeV, MV ≃ 0.73 GeV , MX ≃ 1.15 GeV, (9.203)
which should be compared with result of the maximal option [147] in LLG, and also result of the Abelian
projection in the MA gauge [91, 94, 95].
For more preliminary results of numerical simulations, see [150] for magnetic monopoles of SU(2),
[147] for the maximal option of SU(3) and [151, 148] for the minimal one of SU(3).
9.6.7. Numerical simulations in the maximal option of SU(3)
For the SU(3) Yang-Mills theory in the maximal option, we have the following results of the nu-
merical simulations [147]. Numerical simulations are performed using the standard Wilson action of
the SU(3) Yang-Mills theory. The configurations are generated on a 164 lattice at β = 5.7 using the
Cabibbo-Marinari heat bath algorithm. After 5000 thermalizing sweeps with the cold start, 120 config-
urations are stored every 100 sweeps. We choose the lattice Landau gauge (LLG) for the overall gauge
fixing of the original Yang-Mills theory. In gauge fixing procedure, we use the over-relaxation algorithm
to update link variables by using the gauge transformation of SU(2) sub-groups in the SU(3) gauge
transformation. In order to avoid the lattice Gribov copy problem in both LLG and reduction condi-
tion, we try to find out the configuration which absolutely minimizes the gauge fixing functional. In the
process of minimizing the gauge fixing functional for Ux,µ, we have prepared 16 replicas generated by
random gauge transformations from Ux,µ, and among them we have selected the configurations which
have attained the least value of the functional.
First, we check the color symmetry in our new formulation, which is a global SU(3) symmetry to be
preserved in LLG. Under the global gauge transformation, the gauge fixing functional of LLG, FLLG[g] =∑
x,µTr(
gUx,µ), is invariant, while the two color fields nx,mx change their directions. Therefore, we
measure the space–time average of the color fields nAx = Tr(λAnx) and mAx = Tr(λAmx), and their
correlation functions. Fig. 60 shows, for examples, the correlation functions of nx. The lattice data show
that the color symmetry is preserved:〈
nA
〉
= 0,
〈
mA
〉
= 0,〈
nAx n
B
y
〉
= δABDNN (l),
〈
mAxm
B
y
〉
= δABDMM(l),〈
nAxm
B
y
〉
= 0 (y = x+ lµˆ, µ = 4). (9.204)
The fact that the color symmetry is unbroken is an advantage of our new formulation.
251
histogram of M charge
-2
-1
0
1
2
Q3
-2
-1
0 1
2
Q8
0
500
1000
1500
2000
2500
3000
 0.0001
 0.001
 0.01
 0.1
 1
 10
 0  2  4  6  8  10  12  14  16
<
ε2
 
D
O
O
( r
/ε)
 >
distance (r/ε) 
DAADVVDXX
Figure 61: Ref.[147]: (Left Panel) The histogram of monopole charges Q(1) and Q(2). The number of the monopoles are
plotted for 120 configurations. Each distribution with integer valued monopole charges is represented on the grids. This is a
preliminary result. (Right panel) The logarithm plot of correlation functions of the new field variables V,X and the original
Yang-Mills field A: DV V , DXX and DAA.
Next, we define a gauge-invariant magnetic monopole using the “Abelian” part Vx,µ in the similar
way to the SU(2) case. Two kinds of the gauge invariant magnetic-monopole currents are defined by
k(a)µ :=
1
2
ǫµναβ∂
νΘ
(a)
αβ (a = 1, 2),
Θ
(1)
αβ := arg tr
[(
1
3
1+ nx +
1√
3
mx
)
Vx,αVx+α,βV
−1
x+β,αV
−1
x,β
]
,
Θ
(2)
αβ := arg tr
[(
1
3
1− 2√
3
mx
)
Vx,αVx+α,βV
−1
x+β,µV
−1
x,β
]
. (9.205)
The gauge invariance of Θ(a)αβ is obvious by definition. Note that Θ
(a)
αβ is the a-th element of the diagonal-
ized expression of Vx,µVx+µ,νV −1x+ν,µV −1x,ν , i.e., diag(exp(ig2ǫ2Θ1µν), exp(ig2ǫ2Θ2µν), exp(ig2ǫ2Θ3µν)). The
left panel of Fig. 61 shows the histogram of the magnetic monopole charges, indicating that magnetic
monopoles with the integer-valued magnetic charge are obtained by this construction.
Finally, we investigate the propagators of the new variables. The correlation functions (propagators)
of the original Yang-Mills field and the new variables are defined by
DOO(x− y) :=
〈
OAµ (x)O
A
µ (y)
〉
for OAµ (x′) = AAx′,µ,VAx′,µ, XAx′,µ, (9.206)
where an operator Oµ(x) = OAµ (x)TA is defined as the linear type, e.g., Ax′,µ =
(
Ux,µ − U †x,µ
)
/ (2iεg).
The right panel of Fig. 61 shows preliminary measurements of correlation functions of DAA, DV V and
DXX . The correlator DV V of the restricted field corresponding to the “Abelian” part falls off slowly and
has almost the same fall-off rate as DAA, while the correlator DXX of the remaining field corresponding
to the “off-diagonal” part falls off quickly. This suggests that the restricted part of the gluon propagator
is dominated in the infrared region, and the mass generation of the “off-diagonal” gluon.
Fig. 62 shows the logarithmic plot of the scaled propagators r3/2DOO(r) as a function of r = |x−y|.
The propagator DV V falls off slowly and has almost the same fall-off behavior as DAA, while the DXX
falls off quickly. Thus, from the viewpoint of the propagator, the V field plays the dominant role in the
deep infrared region or the long distance, while X field is negligible in the long distance.
In order to perform the parameter fitting of MO for O = {Vx′,µ,Ax′,µ}, we use the data in the fitting
range r/ǫ ∈ [3.0, 7.0] and exclude the data near the midpoint of the lattice to eliminate the finite volume
252
 0.001
 0.01
 0.1
 1
 0  1  2  3  4  5  6  7  8
<
(r/
ε)3
/2
 
ε2
 
D
O
O
( r
/ε)
 >
distance (r/ε) 
 ε MA = 0.494 +- 0.024 
 ε MV = 0.483 +- 0.017 
 ε MX = 0.73 +- 0.022 
 ε MX = 0.866 +- 0.094 
DAADVVDXX
Figure 62: The rescaled correlation functions r3/2DAA(r), r3/2DV V (r) and r3/2DXX(r). The green line represents the
fitted function for MA and the red line for MV by using data in the region [3, 7]. The blue and magenta lines represent the
fittings for MX by using the data in the regions [2, 5] and [2, 6].
effect, while for O = Xx′,µ we use the two regions [2, 5] and [2, 6]. The estimated masses are given by
MA =
√
σphys (1.2735± 0.062) = 560± 27 (MeV), (9.207)
MV =
√
σphys(1.245± 0.043) = 547± 19 (MeV), (9.208)
and
MX =
√
σphys (1.882± 0.057) = 828± 25 (MeV) for r/ǫ ∈ [2, 5],
MX =
√
σphys (2.233± 0.24) = 982± 106 (MeV) for r/ǫ ∈ [2, 6], (9.209)
where we have used √σphysǫ(β = 5.7) = 0.3879 with σphys = (440MeV)2. Therefore, we obtain
MX = 800 ∼ 1000 MeV. (9.210)
In order to determine the physical scale, we have used the relationship between the (inverse) gauge
coupling β and lattice spacing ǫ summarized in Table 13.
The numerical investigation of the SU(3) Yang-Mills theory in the maximal option is under way.
Quite recently, independent numerical simulations are performed by Cho and his collaborators [209].
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Table 13: Selected world results for the string tension
√
σ and the Sommer scale r0.
β ǫ
√
σ r0/ǫ Volume
5.54 0.5727(52) 2.054(13) 124
5.6 0.5064(28) 2.344(8) 124
5.7 0.3879(39) 2.990(24) 163.32
5.85 0.2874(7) 4.103(27) 163 · 32
6.0 0.1289(9) 5.369(9) 163 · 32
0.2182(16) 164
0.21824(19) 5.35(+2)(−3) 164
0.2209(23) 324
0.2154(50) 5.47(11) 163 · 48
6.2 0.160(9) 324
0.1604(11) 7.73(3) 324
0.1608(23) 7.29(17) 243 · 48
6.4 0.1214(12) 9.89(16) 324
0.1218(28) 9.75(17) 323 · 64
6.5 0.1068(9) 11.23(21) 364
10. Conclusions and remarks
10.1. Main points
The main technical tools presented in this review are the novel reformulations of the Yang-Mills
theory (sections 4,5) and the non-Abelian Stokes theorem for the Wilson loop operator (section
6). These two subjects can be treated independently to each other. In fact, they have been developed
independently: The original field decomposition called the CDGFN decomposition (section 3) which
is needed to present the subsequently developed reformulations was invented by Cho [15] and Duan
and Ge [14] independently, readdressed by Faddeev and Niemi [16], developed by Shabanov [17] and
furthermore extended by Kondo, Shinohara and Murakami [18, 19, 20, 24]. While the version of the
non-Abelian Stokes theorem presented in this paper is invented originally by Diakonov and Petrov [55]
and developed and extended by Kondo and his collaborator [58, 60, 59, 61, 62].
The combined use of these two tools exhibit their full power when they are applied to the the problem
of quark confinement in the light of the Wilson criterion (section 9), although the reformulation can be
applied to other physical problems (section 7). In fact, the CHIBA/KEK/Fukui collaborations with
Shibata and Kato have succeeded to construct the lattice versions [26, 27, 30, 31] of the reformulated
Yang-Mills theory and enabled us to perform the numerical simulations on the lattice [25, 26, 27, 28, 30,
31, 32, 33], which demonstrates the validity of the new framework equipped with these tools (section 9).
In this review we stand on the dual superconductor picture for quark confinement, which is
supposed to be caused by the condensation of (chromo) magnetic monopoles and is characterized or
detected by the existence of the dual Meissner effect. However, for this mechanism to be regarded as
the really physical mechanism, we need to establish these phenomena in the gauge-invariant or gauge-
independent way. This review summarized recent endeavors done mainly by our group toward the goal
of understanding quark confinement from the first principle in the gauge-independent way.
In what follows, we emphasize again the main achievements done in these investigations.
Even in the pure SU(N) Yang-Mills theory without adjoint scalar fields, we have given a definition
of a gauge-invariant magnetic monopole by making use of a non-Abelian Stokes theorem for the
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Wilson loop operator. The magnetic monopole is guaranteed to be gauge invariant from the beginning
by construction. This gauge-invariant magnetic monopole is inherent in the Wilson loop operator, and it
is detected by the Wilson loop. Therefore, we do not need to use the Abelian projection which is used to
define the magnetic monopole in the gauge-dependent way (explicit symmetry breaking). This suggests
that magnetic monopole may be responsible for quark confinement, supporting the dual superconductor
picture.
We have shown that the SU(N) Yang-Mills theory can be reformulated in a number of ways using
a different set of new field variables which are obtained by change of variables from the original Yang-
Mills field. Each reformulation is discriminated by the maximal stability subgroup H˜ of the original
gauge group G = SU(N). The idea of the field decomposition or new field variables is originally
attributed to Cho, and Faddeev and Niemi. In their pioneering works for the SU(N) Yang-Mills theory,
N − 1 color fields nj (j = 1, ..., N − 1) are introduced in agreement with the number of the Cartan
generators, i.e., the rank N − 1, which corresponds to the maximal stability subgroup H = U(1)N−1.
However, our reformulation in the minimal option constructed for the maximal stability subgroup H =
U(N − 1) is new for SU(N), N ≥ 3: we introduce only a single color field n for any N . We have
shown that the minimal option is enough and optimal for reformulating the quantum Yang-Mills theory
to describe confinement of quarks in the fundamental representation.
The new insight obtained by combining two tools is that the optimal description of the gauge-
invariant magnetic monopole derived from the Wilson loop operator is described by the relevant option
in the new reformulations. Here the relevant maximal stability group to be adopted in this stage is de-
termined by giving the (color group) representation of the source, for which the Wilson loop operator is
defined. Here the crucial role is played by the color direction field n(x) taking the value in the target
space G/H˜ determined by the maximal stability group H˜:
n(x) ∈ G/H˜. (10.1)
In particular, if we restrict the source to quarks in the fundamental representation of G = SU(N),
the maximal stability group is given by H˜ = U(N − 1). Thus, the magnetic monopole in the SU(N)
Yang-Mills theory is described by the color direction field n with the target space G/H˜ which is equal
to the complex projective space:
n ∈ SU(N)/U(N − 1) ≃ CP n. (10.2)
This means that the magnetic monopole in the SU(2) Yang-Mills theory is the Abelian magnetic
monopole described by the color field with the target space SU(2)/U(1):
G = SU(2) =⇒ n ∈ SU(2)/U(1) ≃ CP 1, (10.3)
while the magnetic monopole in the SU(3) Yang-Mills theory is the non-Abelian magnetic monopole
described by the color field with the target space SU(3)/U(2):
G = SU(3) =⇒ n ∈ SU(3)/U(2) ≃ CP 2. (10.4)
For N ≥ 3, these results based on the gauge invariant magnetic monopole are different from the picture
based on the Abelian projection suggesting the Abelian magnetic monopoles as the gauge-fixing defect
associated to the partial gauge fixing (explicit breaking of the gauge symmetry) from the original color
group G to the maximal torus subgroup H:
G = SU(N)→ H = U(1)N−1. (10.5)
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which yields the coset space of the Flag space:
G/H = SU(N)/U(1)N−1 ≃ FN−1. (10.6)
The reformulation allows a number of options discriminated by the maximal stability group H˜ of the
gauge group G.
For G = SU(3), in particular, only two options are possible:
• The minimal option with H˜ = U(2) gives an optimized description of quark confinement through
the Wilson loop in the fundamental representation.
• The maximal option with H˜ = H = U(1) × U(1) gives a manifestly gauge-independent refor-
mulation of the conventional Abelian projection in the MA gauge.
Moreover, we have constructed the lattice versions of the reformulations of the SU(N) Yang-Mills
theory and performed numerical simulations on a lattice for SU(2) and SU(3) cases. The results are
summarized below.
In the non-Abelian gauge theory, we can decompose the Yang-Mills field Aµ(x) into two pieces:
Aµ(x) = Vµ(x) + Xµ(x), (10.7)
in the gauge-covariant way, which is characterized by the following properties.
• [The infrared dominance of the restricted field Vµ (infrared “Abelian” dominance)]
The restricted fields Vµ play the dominant role in the infrared regime which is responsible for
quark confinement. The Wilson loop average for the restricted field can reproduce the original
string tension (infrared restricted field dominance). It can be extracted from the original theory
by using a (nonlinear) change of variables in the gauge-independent way without breaking the
color symmetry. Moreover, the restricted field can be used to define the gauge-invariant magnetic
monopoles with the magnetic charge which is subject to the quantization condition.
• [The infrared suppression of the remaining field Xµ]
The remaining fields Xµ are suppressed (or decouple) in the infrared regime. The remaining fields
Xµ decouple in the low-energy regime: The correlation function of the remaining field Xµ falls off
exponentially in the distance, indicating that the restricted fields acquire their mass dynamically
without breaking the gauge symmetry (dynamical mass generation). The infrared suppression
of the remaining field Xµ leads to the infrared dominance of the restricted field Vµ. For instance,
such a dynamical mass can originate from the existence of dimension-2 vacuum condensate, e.g.,〈
X 2µ
〉 6= 0.
• [The remaining field Xµ as high-energy modes and the renormalization effect]
In view of this, the remaining field Xµ can be identified with the high-energy modes to be inte-
grated out to obtain the low-energy effective theory which is written in terms of (the low-energy
modes of) the restricted field. Consequently, the remaining field Xµ plays the important role of
renormalizing the low-energy effective theory. In fact, it has been shown in [228] that the beta
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function up to one loop is correctly reproduced by using the Wilson renormalization group:108
β(g) := µ
∂g(µ)
∂µ
= −
11N
3
(4π)2
g3(µ). (10.8)
This check is a first step toward the quantum equivalence between two theories, i.e., the original
Yang-Mills theory and the reformulated Yang-Mills theory. In the MA gauge, it is explicitly shown
that the integration of the off-diagonal gluons forces the gauge coupling constant of the resulting
(low-energy effective) theory written in terms of the diagonal gluon (in the Abelian-projected
theory) to run according to the beta function which agrees with that of the original Yang-Mills
theory, as shown in [53].
10.2. Lattice SU(2) Yang-Mills theory and numerical simulations
On a lattice, we have discussed how to implement the CDGFN decomposition (change of variables)
of the Yang-Mills field, according to a new viewpoint proposed in [19] for the SU(2) Yang-Mills theory.
In fact, we have presented the first implementation [26] of the CDG or CDGFN decomposition of the
SU(2) Yang-Mills field on a lattice. A remarkable point is that our approach can retain both the local
SU(2) gauge symmetry and the color symmetry (global SU(2) symmetry). In fact, we have succeeded
to perform the numerical simulations in such a way that the color symmetry is unbroken, as explicitly
demonstrated by the results of the numerical simulations [26].
We have given a new definition of the magnetic monopole which we call the CDGFN monopole,
using the new variables on a lattice. An advantage of the new magnetic monopole is that it is gauge
invariant for the original gauge group. In order to exhibit its validity, we have compared the CDGFN
monopole with the conventional DeGrand and Toussaint (DT) monopole which is originally con-
structed in compact QED and then used in the Abelian projected Yang-Mills theory on the lattice. The
numerical simulations show [26] that the CDGFN monopole gives nearly the same value as given by
the DT monopole, suggesting the physical equivalence of two definitions on a lattice. Therefore, the
CDGFN monopole can be used, instead of DT monopole, to study the physics related to quark confine-
ment: the magnetic monopole dominance in the string tension, derivation of the monopole action as a
low-energy effective action of the Yang-Mills theory, the finite-temperature confinement/deconfinement
phase transition, etc..
The new construction of the magnetic current is more similar to the original Abelian projection of
’t Hooft rather than that of DT. However, the first construction of the CDGFN monopole given in [26]
does not guarantee the integer-valued magnetic charge which is realized by DT monopole. Indeed,
the magnetic charge of the CDGFN monopole is the real valued, in contrast with the conventional DT
monopole. This disadvantage can be cured by converting it to the compact variable so as to guarantee
the quantization of the magnetic charge from the beginning, as given in a subsequent paper [27]. The
first construction is called the non-compact lattice reformulation, while the second one is the compact
lattice reformulation. The compact reformulation has been used since then. The results presented in
this review are based on the compact reformulation.
108 In order to obtain the correct beta function, we must simultaneously integrate out the high-energy modes of the restricted
field, since the restricted field must have the high-energy modes in addition to the low-energy modes. On the other hand, it
is supposed that the remaining field has only the high-energy modes without the low-energy modes. However, the integration
of the high-energy modes of the color direction field (included in the restricted field) is quite hard to be performed, since the
color direction field has the fixed length as a non-linear sigma model. In the MA gauge, this complication does not occur,
since the color direction field disappears. Moreover, the off-diagonal gluons can be identified with only the high-energy
modes to be integrated out, at least one-loop level.
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In the compact lattice reformulation, we have shown numerically a gauge-independent restricted
field (“Abelian”) dominance and magnetic monopole dominance in the string tension extracted from
the Wilson loop average in the SU(2) Yang-Mills theory on a lattice. These results have been obtained
in the gauge-independent way based on a new formulation of the Yang-Mills theory on a lattice, which
reduces to the new variables of CDGFN in the continuum limit. It should be remarked that the infrared
Abelian dominance and magnetic monopole dominance have been so far shown only in a special Abelian
gauge fixing called MA gauge which breaks the color symmetry explicitly. The formulation enables one
to reproduce in the gauge-invariant way remarkable results obtained so far only in the MA gauge.
The formulation enables us to explain the infrared “Abelian” dominance, in addition to magnetic
monopole dominance, in the gauge invariant way without relying on the specific gauge fixing called
the MA gauge used in the conventional investigations. In [28], we have demonstrated by numerical
simulations that gluon degrees of freedom corresponding to the remaining field Xµ(x) other than the
restricted fieldVµ(x) (“Abelian” part) acquire the mass to be decoupled in the low-energy region leading
to the infrared “Abelian” dominance. In order to confirm the dynamical mass generation for the
remaining partXµ(x) as a mechanism for the infrared “Abelian” dominance, we have measured the two-
point correlation function (the full propagator in real space) in our lattice formulation by imposing LLG
for the original gauge field Aµ(x) as the overall gauge fixing (The overall gauge fixing is necessary to
determine the propagator which is gauge dependent). We have found the infrared “Abelian” dominance
in the sense that the Xµ(x) propagator falls off quite rapidly and is suppressed in the long distance
compared to the other new variables n(x) and cµ(x). The estimation of the dynamically generated mass
forXµ(x) isMX = 1.2 ∼ 1.3 GeV according the exponential fall-off in the long distance. Consequently,
the restricted field becomes dominant in the long distance.
Even after imposing the whole gauge fixing, the new reformulation can preserve color symmetry by
choosing a suitable overall gauge-fixing condition which does not break color symmetry, e.g., Landau
gauge. This fact opens a path to examine color confinement in the same framework as quark confine-
ment in the dual superconductivity picture, since the gauge-independent criterion for color confinement
is not known so far. This feature is in sharp contrast to the conventional MA gauge which breaks color
symmetry explicitly, although the reformulation can reproduce the MA gauge as a special limit (9.139).
It is important to demonstrate explicitly the gauge-fixing independence of our results obtained in a series
of papers for establishing the gauge-invariant mechanism for quark confinement.
Moreover, we have investigated the dual Meissner effect and the type of the dual superconduc-
tor which is characterized by the Ginzburg-Landau parameter according to the Ginzburg-Landau
theory. Our result shows that the dual superconductor for the SU(2) lattice Yang–Mills theory is the
border between type-I and type-II, which is consistent with the preceding results [194, 195], or rather
the weakly type I. We have confirmed that the same conclusion can be reproduced by the restricted field
on the type of dual superconductor for the SU(2) lattice Yang-Mills theory. These results establish the
existence of the dual Meissner effect in the SU(2) lattice Yang-Mills theory in the gauge-invariant way,
which is responsible for quark confinement.
In our works, the dual Meissner effect is examined by the simultaneous formation of the chromoelec-
tric flux tube and the associated magnetic-monopole current induced around it. In a quite recent work
[152], moreover, we have shown that at finite temperature the chromoelectric flux becomes broader and
other components of the flux begin to appear and that the associated magnetic-monopole current van-
ishes at the critical temperature Tc. This indicates the dual Meissner effect disappears above the critical
temperature, which is detected by a set of flux tube and the associated magnetic-monopole current. It is
possible to argue that the condensed monopoles below Tc become thermal monopoles above but close to
Tc and dominates the plasma phase there, see e.g., [227, 226].
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10.3. Lattice SU(3) Yang-Mills theory and numerical simulations
We have given new reformulations of the SU(N) Yang-Mills theory on the lattice [30, 31] according
to a new viewpoint extended to the SU(N) Yang-Mills theory [24], which provide one with an efficient
framework to study quark confinement in the gauge-independent manner. We have presented the results
of numerical simulations of the latticeSU(3)Yang-Mills theory [32, 33], which support the non-Abelian
dual superconductivity for SU(3) Yang-Mills theory proposed in [32].
We have shown that the restricted field extracted from the original SU(3) Yang-Mills field plays
a dominant role in confinement of quarks in the fundamental representation, i.e., the restricted field
dominance in the (fundamental) string tension. The restricted-field dominance was also confirmed for
gluon propagators.
We have given numerical evidences that the non-Abelian magnetic monopoles defined in a gauge-
invariant way are dominant for confinement of fundamental quarks in SU(3) Yang-Mills theory, i.e.,
non-Abelian magnetic monopole dominance in the (fundamental) string tension. By using the gauge
invariant magnetic current k, we have extracted just the U(1) part of the maximal stability group U(N −
1) ≃ SU(N − 1) × U(1) for the non-Abelian magnetic monopole associated with quarks in the fun-
damental representation, which is consistent with the consideration of the Homotopy group. This U(1)
part is enough to extract the dominant part of the Wilson loop average.
In order to confirm the existence of the dual Meissner effect in SU(3) Yang-Mills theory, we have
measured the gauge-invariant chromo field strength in the presence of a quark and an antiquark for both
the original Yang-Mills field and the restricted field. We have observed the dual Meissner effect in
SU(3) Yang-Mills theory: only the chromoelectric field exists in the flux tube connecting a quark and
an antiquark and the associated magnetic-monopole current is induced around it. Moreover, we have
determined the type of the non-Abelian dual superconductivity, i.e., type I for the dual superconduc-
tivity of SU(3) Yang-Mills theory, which should be compared with the border of type I and II for the
dual superconductivity of the SU(2) Yang-Mills theory. These features are reproduced also from the
restricted part, the restricted field dominance for the dual Meissner effect.
In order to draw the definite conclusion on physical quantities in the continuum limit, e.g., the
Ginzburg-Landau parameter, however, we must study the scaling of the data obtained in the numeri-
cal simulations. For this purpose, we need to accumulate more data at various choices for the gauge
coupling on the lattices with different sizes. These features will be discussed in the future works. In the
future, moreover, we hope to study the electric-current contribution to the Wilson loop average and the
Abelian dominance and monopole dominance in the adjoint Wilson loop with the possibilities of their
connections to the Casimir scaling in the intermediate region and string breaking as a special case of
N-ality in the asymptotic region.
10.4. Some remarks
The results presented in this report support that the non-Abelian dual superconductivity could be
a mechanism for quark confinement in SU(3) Yang-Mills theory. However, in order to establish the
non-Abelian dual superconductivity caused by condensation of the non-Abelian magnetic monopoles
in SU(3) Yang-Mills theory in this sense, we need to perform more investigations: some of them are
enumerated below.
1. [Dual (magnetic) gauge symmetry, the spontaneous symmetry breaking and dual Meissner effect]
Which symmetry is the dual symmetry to be spontaneously broken due to condensation of the
non-Abelian magnetic monopoles. For this purpose, we need to specify how the relevant low-
energy effective theory of the SU(3) Yang-Mills theory looks like, although it is believed to be
a dual Ginzburg-Landau model based on the dual superconductor picture for quark confinement.
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For this point, it will be helpful to see e.g., Kondo [53], and Kato and Kondo [54] in the MA gauge
for SU(3).
2. [Internal degrees of freedom for non-Abelian magnetic monopoles] In order to see directly the non-
Abelian nature of magnetic monopoles, it will be necessary to study how the interaction among the
non-Abelian magnetic monopoles is described in the short distance where the internal non-Abelian
SU(2) degrees of freedom in U(2) ≃ SU(2) × U(1) other than U(1) are expected to become
relevant. It will be interesting to investigate if the interactions between two chromoelectric flux
tubes are attractive (expected for the type I) or repulsive (expected for the type II). The interactions
should reflect the internal non-Abelian nature which depends on the distance between two tubes.
The similar and related subjects have been discussed in the references [210], see e.g., [211] for
reviews.
3. [Gluon confinement] It will be interesting to study how the non-Abelian magnetic monopoles
contribute to gluon confinement. In the framework of the reformulation using new variables, a
first step in this direction was taken recently for SU(2) gauge group in Kondo [125]. Extending
this work to the SU(3) gauge group will be an interesting subject of subsequent works.
4. [Finite temperature deconfinement transition] It will be also interesting to extend our results to
the finite temperature case to see the fate of the dual superconductivity, and to see when and how
the dual superconductivity disappears above the critical temperature of the deconfinement phase
transition. See Shibata et al.[152] for a preliminary work in this direction.
10.5. Dependence of quark potential on the representation and distance
It is known that the static quark potential has the different behaviors depending on both the represen-
tation of quark and the distance between a pair of quark and antiquark. Therefore, it is very important to
understand this phenomena to clarify what is the true mechanism of quark confinement.
First of all, it is instructive to recall the Georgi-Glashow model in which the magnetic monopole
plays the dominant role in confinement. In the D = 3 Georgi-Glashow model, Polyakov has shown
the area law of the Wilson loop average in the fundamental representation is derived using an effective
Abelian gauge theory, involving only the monopoles and photons associated with the unbroken U(1)
subgroup. It has been numerically shown that the representation dependence of string tensions is that
of the pure Yang-Mills theory in the symmetric phase, but changes abruptly to equal tensions for the
J = 1/2, 3/2 representations, and zero tension for J = 1, at the transition to the Higgs phase. The
Abelian gauge field is singled out by a unitary gauge, and for calculating the fundamental string tension
it is a reasonable approximation to ignore the contribution of the other color components. The infrared
dynamics of this model is essentially that of compact QED and it is the Abelian monopole prediction,
rather than the Casimir scaling, which agrees with the data. This is not the case for the Yang-Mills theory
and QCD.
10.5.1. N-ality dependence of the string tension in the asymptotic regime
For SU(N) group, the center elements consist of a set ofN group elements proportional to theN×N
unit matrix subject to the condition det(g) = 1: g = zn := exp(i2πN n)1 ∈ Z(N) (n = 0, 1, 2, ..., N −1).
The center elements of SU(N) form a discrete Abelian subgroup known as Z(N). The N-ality of a
representation of SU(N) is equal to the number of boxes in the corresponding Young tableau (mod N).
If theN-ality of a representation is k, then the transformation by z ∈ Z(N) corresponds to multiplication
by a factor exp(i2π
N
nk).
The color charge of higher-representation quarks must be eventually screened by gluons. Hence, the
asymptotic string tension σR for quark in the representation R can only depend on the the N-ality k of
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the representation R, i.e., transformation properties of the representation for the quarks under the center
of the gauge group:
σR = σ(k) := f(k)σF . (10.9)
This could be applied to the asymptotic regime which extends from the color-screening length to infinity.
In particular, the string between quarks in the adjoint representation must break at some distance which
presumably depend on the mass of “gluelumps”, i.e, the energy of a gluon bound to a massive adjoint
quark. The breaking of the adjoint string is difficult to observe in numerical simulations [214, 215].
However, the precise form of the k-dependence f(k) is not known. There are two proposals. One is
the “Casimir scaling”[48]:
σ(k) =
k(N − k)
N − 1 σF . (10.10)
Another is known as the “Sine-Law scaling” which is suggested by MQCD and softly broken N = 2
[212, 213]:
σ(k) =
sin πk
N
sin π
N
σF . (10.11)
For the SU(2) gauge group, the asymptotic string tension must satisfy
σ(k) =
{
σF (k = 1 : J=half-integer)
0 (k = 0 : J=integer)
. (10.12)
For the SU(3) gauge group, the two proposals give the same prediction:
σ(k) =
{
σF (k = 1, k = 2)
0 (k = 0)
. (10.13)
The two proposals give different predictions for N ≥ 4. For fixed k, the Casimir scaling and the sine-law
scaling are identical in the large N limit N →∞.
σ(k) = kσF . (10.14)
10.5.2. Casimir scaling of the string tension in the intermediate regime
According to numerical simulations of the Yang-Mills theory on the lattice in both D = 3 and D = 4
dimensions and for both SU(2) and SU(3) gauge groups [216, 217], there is an intermediate range of
distance, extending from the onset of the linear potential (confinement) up to the flat potential at some
distance (color-screening), which is called the Casimir scaling regime, where flux tubes form and a
linear potential is established between heavy quarks in any non-trivial representation of the gauge group.
The Casimir scaling means that the quark potential V qq¯R (r) for the quark in the representation R of the
color group is proportional to the quadratic Casimir operator of the representation R of the quark [218]:
V qq¯R (r)
∼= CR
CF
V qq¯F (r), (10.15)
where the subscript F refers to the fundamental representation. The total quark potential is well fitted
by the sume of two parts: V qq¯R (r) = V eleR (r) + V
mag
R (r) where V
mag
R (r) = σRr is the linear potential
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with the string tension σR, and V eleR (r) = −CRg2YMr−1 is the Coulomb-like potential which is inversely
proportional to the inter-quark distance r and is proportional to the quadratic Casimir operator CR of
the representation R for the quark as calculated from the one-gluon exchange in the perturbation theory.
Therefore, the Casimir scaling is consistent only when the string tension σR as a coefficient of the linear
potential is also proportional to the quadratic Casimir operator.
In this intermediate regime, therefore, the string tension is representation dependent in such a way
that the string tension σR of static sources in the representation R of the color group is approximately
proportional to the quadratic Casimir invariant CR of the representation R:
σR ∼= CR
CF
σF . (10.16)
This fact is called the Casimir scaling of the string tension [219, 220]. This result holds with an accuracy
of about 10%, from the onset of confinement to the onset of color screening.
For the SU(2) group, any representation is specified by a half integer J = 1
2
, 1, 3
2
, 2, . . . and the
quadratic Casimir invariant CR = CJ is given by
CJ = J(J + 1). (10.17)
Hence, the Casimir scaling means that the string tension σJ is related to the fundamental string tension
σF = σJ=1/2 as
σJ ∼= CJ
C1/2
σ1/2 =
4
3
J(J + 1)σ1/2. (10.18)
In particular, the adjoint string tension σA = σJ=1 is related to the fundamental string tension σF =
σJ=1/2 as
CF = CJ=1/2 =
3
4
, CA = CJ=1 = 2 =⇒ σA ∼= 8
3
σF = 2.66...σF . (10.19)
For the SU(N) group, the quadratic Casimir invariants for the fundamental and adjoint representa-
tions are
CF =
N2 − 1
2N
, CA = N. (10.20)
Hence, the Casimir scaling means that the adjoint string tension σA is related to the fundamental string
tension σF as
σA ∼= 2N
2
N2 − 1σF , (10.21)
which is monotonically decreasing in N . For the SU(3) group, in particular, σA is related to σF as
σA ∼= 9
4
σF = 2.25σF (N = 3), (10.22)
while in the large N limit we have
σA → 2σF (N →∞). (10.23)
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In the Casimir scaling regime at intermediate distances, the confining force replaces the Coulombic
behavior at short distances. In fact, it is only in this regime that the QCD string has been well studied
numerically. If we understand the Casimir scaling, then we really understand how flux tubes form,
leading to the thorough understanding of the quark confinement mechanism.
There are two theoretical arguments supporting the Casimir scaling in D = 4 SU(3) Yang-Mills
theory: factorization in the large N limit [222, 223] and the dimensional reduction to D = 2 [219].
It is known that the Casimir scaling is exact out to infinite quark separation (i.e., no string breaking)
in the large N limit N → ∞. Therefore, the approximate Casimir scaling up to some finite range of
distances should be observed at finite N . In the large N limit, in particular, the string tension of the
adjoint representation is twice the string tension of the fundamental representation:
σA = 2σF (N →∞), (10.24)
in agreement with the Casimir scaling (10.23). This result follows also from the strong coupling expan-
sion of the Wilson loop average WA(C) in the adjoint representation at finite values of N [223]:
WA(C) = N
2e−2σFA(C) + e−4σFP (C), (10.25)
where A(C) is the minimal area of the surface bounded by the loop C and P (C) is the perimeter of the
loop C. In other words, the string-breaking is a 1/N2 suppressed process in the large N case.
In the two dimensional case, the Wilson loop average can be calculated from one-gluon exchange
and it is shown that the static potential is linear with the string tension:
σR =
1
2
g2
YM
CR (D = 2), (10.26)
which means that the string tension is exactly proportional to the quadratic Casimir invariants:
σR =
CR
CF
σF (D = 2). (10.27)
There is a suggestion known as the dimensional reduction that the string tension of planar Wilson loops
in D = 3 and D = 4 dimensions could be computed from an effective two-dimensional gauge theory
[219]. Then the ratio of string tensions between quarks in different group representations should equal
the ratio of the corresponding quadratic Casimir invariants. This was tested numerically, in both D = 3
and D = 4 dimensions and found it to be accurate to within 10%. These results have been confirmed by
a number of other studies.
10.5.3. Abelian projection for the scaling in the intermediate regime
The Abelian projection tells us the following result on the scaling in the intermediate region.
For concreteness, we consider the SU(2) case. The Abelian dominance was checked by the nu-
merical simulations on the lattice. For SU(2) Yang-Mills theory in D = 3 dimensions, the numerical
simulations (on the 123 lattice at lattice coupling β = 5 which is just inside the scaling region) show that
the hypothesis of Abelian dominance in the MA gauge, which is known to work for Wilson loop averages
in the fundamental representation σJ=1/2full ≃ σJ=1/2Abel , fails for Wilson loop averages in higher group rep-
resentations [220, 78]: In the interval where the Casimir scaling is expected to hold, the string tensions
extracted from the Wilson loop averages built from the Abelian projected configurations are the same for
the fundamental (J = 1/2) and J = 3/2 representation, and vanish for the adjoint representation J = 1:
σ
J=3/2
Abel = σ
J=1/2
Abel 6= 0, σJ=1Abel = 0, (10.28)
263
while the original full string tensions behave according to the Casimir scaling as [224]
σ
J=3/2
full = 5σ
J=1/2
full , σ
J=1
full =
8
3
σ
J=1/2
full . (10.29)
The Abelian monopole prediction for SU(2) Yang-Mills theory is
σJAbel =

σ
J=1/2
Abel (J =
1
2
, 3
2
, 5
2
, . . . )
σJAbel = 0 (J = 1, 2, 3, . . . )
, (10.30)
This behavior is in fact what one expects in the asymptotic region due to charge screening. However,
this behavior begins right at the confinement scale has nothing whatever to do with the physics of charge
screening. The adjoint sources are unconfined in the Abelian projection theory. A flux tube between
adjoint quarks does not form and then break due to charge screening. In this picture, the tube does not
form at all.
The breakdown of the Abelian dominance and monopole dominance for higher representation
in the SU(2) Yang-Mills theory, not only for the adjoint but also for the J = 3/2 representation indi-
cates that an effective Abelian gauge theory at the confinement scale involving only degrees of freedom
(monopoles and photons) associated with the Cartan subalgebra is inadequate to describe the actual
interquark potential in the Yang-Mills theory (unbroken gauge theory).
Later, it was discussed how to cure this pathology in the naive Abelian projection. The adjoint
Wilson loop operator W1(C) and the adjoint Polyakov loop operator P1(x) contains both the charged
term Q = 2 and the neutral term Q = 0. For instance, W1 is decomposed as
W1 = W
Q=0 +WQ=2. (10.31)
Then the Q = 2 charged component 〈WQ=2〉 of the Wilson loop average show the area law, while the
neutral Q = 0 component 〈WQ=0〉 is constant. Therefore, the straightforward application of the Abelian
projection to the adjoint operators leads to vanishing Abelian string tension as far as 〈WQ=0〉 6= 0, since
〈W1〉 = 〈WQ=0〉+ 〈WQ=2〉 = c+ c′e−σA(C) (10.32)
leads to
1
T
ln〈W1〉 = 1
T
ln c+
1
T
ln[1 + (c′/c)e−σA(C)] =
1
T
ln c + (c′/c)
1
T
e−σA(C) → 0 (T →∞). (10.33)
In order to overcome this difficulty, it has been proposed in [214] to discard the Q = 0 component
WQ=0 of the Wilson loop operator and to consider the Q = 2 Abelian component WQ=2 as the Abelian
analogue of the full non-Abelian Wilson loop. Following this recipe, it has been shown in [215] that
the string breaking effect can be seen in the Q = 2 Abelian and monopole components of the potential,
and the Abelian dominance and monopole dominance for the adjoint string tension similarly to
the case of the fundamental representation. The Abelian matter fields, i.e., off-diagonal gluons which
become doubly charged Abelian vector fields in the Abelian projection are essential for the breaking of
the adjoint string and provide an essential contribution to the total action even in the infrared region.
However, it should be remarked that the decomposition (10.31) is projection dependent and each piece
WQ=0 or WQ=2 is not gauge invariant, since only the sum is gauge invariant. Therefore, these results
must be treated with great care.
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10.5.4. The role of magnetic monopoles and vortices for the Casimir scaling and/or the N-ality
First of all, our claim of the dual superconductor picture (or monopole condensation picture) does
not contradict with the vortex condensation picture. Indeed, the vortex picture requires the magnetic
flux which links with the Wilson loop to give a nontrivial center element, while the dual superconductor
picture requires magnetic monopoles to be condensed. We imagine that the magnetic flux needed in the
vortex picture is emanating from a magnetic monopole (or antimonopole) specified in the dual super-
conductor picture. In our opinion, a gauge-invariant vortex can be defined through the gauge-invariant
magnetic monopole which we have constructed in a series of our works. In this sense, it is very impor-
tant to study the interplay between magnetic monopoles and vortices. A preliminary work along this
direction from the viewpoint of our formulation was given by one of the authors [63], and a subsequent
consideration was done in section 6 of this review.
However, in order to deduce the vortex picture from our dual superconductor picture, we need more
detailed informations on the profile of the magnetic flux emanating from magnetic monopoles. As far
as we know, such a relation is not yet derived for SU(3) directly from the Yang-Mills theory, although
some models for the SU(3) vortex (vortex-monopole net) [115, 226, 227] are proposed and studied,
while for SU(2) some works give the numerical evidences for the existence of the vortex-monopole
chains [80, 225].
In order to consider the magnetic monopole contribution to the Casimir scaling and/or N-ality, we
remind you of the fact that the Wilson loop operator WC [A] is separated into the electric part Welec[j]
and the magnetic one Wmono[K] through the non-Abelian Stokes theorem for the Wilson loop operator:
WC [A] = Welec[j]Wmono[K]. Note that each contribution is separately gauge-invariant. For the inter-
quark potential V qq¯R (r), the electric part does not yield the linear potential, but it leads to the Coulomb-
like potential which is inversely proportional to the inter-quark distance r and is proportional to the
quadratic Casimir operator CR of the representation R for the quark as calculated from the one-gluon
exchange in the perturbation theory: V eleR (r) = −CRg2YMr−1. Whereas, the magnetic part does not yield
the Coulomb-like potential and has the linear potential alone V magR (r) = σRr. The Casimir scaling means
that the total quark potential V qq¯R (r) identified with a sum of the electric and magnetic contributions
V qq¯R (r) = V
ele
R (r) + V
mag
R (r) is proportional to the quadratic Casimir operator of the representation R
of the quark: V qq¯R (r) =
CR
CF
V qq¯F (r). Therefore, the Casimir scaling is consistent only when the string
tension σR as a coefficient of the linear potential is also proportional to the quadratic Casimir operator:
σR =
CR
CF
σF , where F refers to the fundamental representation.
The magnetic part must dominantly reproduce the string tension irrespective of the representation
of the quark, provided that the electric part does not yield the linear potential. Therefore, the Casimir
scaling can be in principle explained from the magnetic monopole according to the magnetic monopole
dominance in the string tension for any representation.
The N-ality of the string tension in the asymptotic region is understood based on the vortex picture.
The N-ality is understood for SU(2) relatively easier than the SU(3) case. For SU(2), indeed, it is
shown that the magnetic flux due to a magnetic monopole is collimated to form the vortex-monopole
chain. For SU(N), it is expected that the magnetic flux is grouped into N flux tubes, in other words,
a magnetic monopole plays the role of a junction connecting N flux tubes. If a magnetic flux tube
intersects with the surface Σ bounded by the Wilson loop C, it yields a nontrivial factor corresponding
to an element of the center group Z(N) of SU(N). At least, the monopole picture is able to explain the
N-ality in the large size limit of the Wilson loop, i.e., in the large distance limit, since each monopole
contributes a half of the total magnetic flux without assuming the details on the profile of the magnetic
flux emanating from a monopole, as was explained in [63].
For the Casimir scaling, however, even the center vortex approach is not so easy to give the explana-
tion without assuming some structure of the vacuum, e.g., a certain type of domain structure [77, 221].
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However, it is known that the Casimir scaling is exact in the large N limit. This is a nice feature, since
our reformulation of SU(N) Yang-Mills theory in the minimal option is compatible with the large N
limit. Therefore, we hope to say something about this issue from our point of view in our future works.
10.6. Other references
The CDGFN and CFN decompositions have been already used for various purposes, as suggested
from the titles of the papers [229, 230, 231, 232, 233, 234, 235, 236, 237, 238, 239]. Recently, a decom-
position similar to the minimal option for SU(N) has been studied in [240].
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Notes added in proof
A detailed report for the numerical simulations of SU(3) Yang-Mills theory (in the maximal option)
has been published, [241].
An application of the reformulation of SU(3) Yang-Mills theory (in the maximal option) to glueballs
has appeared, [242]
Appendix A. Dictionary between two notations
In Table A.14, we give a dictionary between two notations used by Cho and ours where (L) means
the Lie algebra notion and (V) the vector notation.
Appendix B. Formulae for Cartan subalgebras
The Cartan algebras are written as
Hk =
1√
2k(k + 1)
diag(1, 1, · · · , 1,−k, 0, · · · , 0)
=
1√
2k(k + 1)
(
k∑
j=1
ejj − kek+1,k+1
)
, (B.1)
where we have defined the matrix eAB whose AB element has the value 1 and other elements are zero,
i.e., (eAB)ab = δAaδBb. The the ab element reads
(Hk)ab =
1√
2k(k + 1)
(
k∑
j=1
δajδbj − kδa,k+1δb,k+1
)
. (B.2)
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Cho Ours
original gauge field (V) ~Aµ = Aˆµ + ~Xµ Aµ = Vµ +Xµ = (AAµ )
original gauge field (L) Aµ = Vµ + Xµ = A Aµ TA
color field (V) nˆ (or mˆ) n
color field (L) n
restricted field (V) Aˆµ = Aµnˆ + ~Cµ Vµ = Cµ +Bµ
restricted field (L) Vµ = Cµ + Bµ
Abelian part (V) ~Bµ = Aµnˆ Cµ = cµn
(parallel) restricted field (L) Cµ = C Aµ TA = cµn
monopole part (V) ~Cµ = g−1∂µnˆ× nˆ Bµ = g−1∂µn× n
(perpend.) restricted field (L) Bµ = BAµ TA = −ig−1[∂µn,n]
Abelian electric potential Aµ = nˆ · ~Aµ cµ = n ·Aµ
Abelian magnetic potential Cµ hµ
Abelian potential Bµ = Aµ + Cµ aµ = cµ + hµ = Gµ
valence gluon field (V) ~Xµ Xµ
remaining field (L) Xµ = X Aµ TA
covariant derivative Dˆµ = ∂µ + gAˆµ Dµ[V ] = ∂µ + gVµ
original field strength (f. s.) ~Fµν = ∂µ ~Aµ − ∂ν ~Aν + g ~Aν × ~Aν Fµν = ∂µAµ − ∂νAν + gAν ×Aν
restricted f. s. Fˆµν = ∂µAˆµ − ∂νAˆν + gAˆν × Aˆν F[V ]µν = ∂µVµ − ∂νVν + gVν ×Vν
Fˆµν = (Fµν +Hµν)nˆ = Gµν nˆ F
[V ]
µν = (Fµν +Hµν)n = Gµνn
Abelian f. s. Gµν = ∂µBν − ∂νBµ Gµν = ∂µaν − ∂νaµ = fµν
Abelian electric f. s. Fµν = ∂µAν − ∂νAµ Fµν = ∂µcν − ∂νcµ = Eµν
Abelian magnetic f. s. Hµν = ∂µCν − ∂νCµ Hµν = ∂µhν − ∂νhµ
magnetic f.s. ~Hµν = ∂µ ~Cµ − ∂ν ~Cν + g ~Cν × ~Cν Hµν = ∂µBµ − ∂νBν + gBν ×Bν
~Hµν = Hµν nˆ Hµν = Hµνn
Abelian magnetic f.s. Hµν = −g−1nˆ · (∂µnˆ× ∂νnˆ) Hµν = −g−1n · (∂µn× ∂νn)
Table A.14: Dictionary between two notations used by Cho and ours. Here (L) means the Lie algebra notion and (V) the
vector notation.
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The unit matrix 1 with the element δab is written as
1 = diag(1, 1, · · · , 1) =
N∑
j=1
ejj. (B.3)
The product of diagonal generators is decomposed as
HjHk =

1√
2j(j+1)
Hk (j > k)
1√
2k(k+1)
Hj (j < k)
1
2N
1+ 1−k√
2k(k+1)
Hk +
∑N−1
m=k+1
1√
2m(m+1)
Hm (j = k)
. (B.4)
The first and second relations are easily derived from the definition. The third relation is derived as
follows.
HkHk = c01+
N−1∑
m=1
cmHm, (B.5)
where
cm = 2tr(HkHkHm), c0 = tr(HkHk)/tr(1), (B.6)
Here the coefficients are calculated as
cm =2tr
[
1
2k(k + 1)
diag(1, 1, · · · , 1, k2, 0, · · · , 0)Hm
]
=

0 (1 ≤ m ≤ k − 1)
1−k√
2k(k+1)
(m = k)
1√
2m(m+1)
(k + 1 ≤ m ≤ N − 1)
, (B.7)
and
c0 = tr(HkHk)/tr(1) =
1
2
1
N
. (B.8)
Appendix C. Decomposition formulae
For any su(N) Lie algebra valued function V (x), the identity holds 109 [108]:
V =
N−1∑
j=1
nj(nj,V ) +
N−1∑
j=1
[nj, [nj ,V ]]
=
N−1∑
j=1
2tr(V nj)nj +
N−1∑
j=1
[nj, [nj ,V ]]. (C.2)
109 The SU(2) version of this identity is
v = n(n · v)− n× (n× v) = v‖ + v⊥, (C.1)
which follows from a simple identity, n× (n× v) = n(n · v)− (n · n)v.
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This identity is equivalent to the identity using the structure constants of the Lie algebra:
δAB = nAj n
B
j − fACDnCj fDEBnEj . (C.3)
The identity is proved as follows. The color field nj can be written without losing generality in the
form: nj = U †HjU . By using the adjoint rotation, V ′ = UV U †, therefore, we have only to prove
V ′ =
N−1∑
j=1
Hj(Hj ,V
′) +
N−1∑
j=1
[Hj , [Hj,V
′]]. (C.4)
The Cartan decomposition for V = V ′ reads
V =
N−1∑
k=1
V kHk +
(N2−N)/2∑
α=1
(W ∗αE˜α +W αE˜−α), (C.5)
where the Cartan basis is given by
~H =(H1, H2, H3, · · · , HN−1) = (T 3, T 8, T 15, · · · , TN2−1),
E˜±1 =
1√
2
(T 1 ± iT 2), E˜±2 = 1√
2
(T 4 ± iT 5),
· · · , E˜±(N2−N)/2 = 1√
2
(TN
2−3 ± iTN2−2), (C.6)
and the complex field is defined by
W 1 =
1√
2
(V 1 + iV 2), W 2 =
1√
2
(V 4 + iV 5),
· · · , W (N2−N)/2 = 1√
2
(V N
2−3 + iV N
2−2). (C.7)
We now calculate the double commutator as
[Hj , [Hj,V ]]
=
N−1∑
j=1
Vk[Hj , [Hj, Hk]] +
(N2−N)/2∑
α=1
(W ∗α[Hj , [Hj, E˜α]] +W α[Hj, [Hj, E˜−α]])
=
(N2−N)/2∑
α=1
(W ∗α[Hj, αjE˜α] +W α[Hj ,−αjE˜−α])
=αjαj
(N2−N)/2∑
α=1
(W ∗αE˜α +W αE˜−α), (C.8)
where αj are root vectors. On the other hand, we have
(Hj,V )
=
N−1∑
k=1
Vk(Hj, Hk) +
(N2−N)/2∑
α=1
(W ∗α(Hj, E˜α) +W α(Hj, E˜−α))
=V j , (C.9)
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since (Hj , E˜α) = tr(HjE˜α) = 0. Thus the RHS of (C.4) reduces to
N−1∑
j=1
VjHj +
N−1∑
j=1
αjαj
(N2−N)/2∑
α=1
(W ∗αE˜α +W αE˜−α). (C.10)
This is equal to the Cartan decomposition of V itself, since
N−1∑
j=1
αjαj = 1. (C.11)
Appendix D. More decomposition formulae
For any su(N) Lie algebra valued function V , the identity holds:
V =
N2−1∑
A=1
V ATA = V˜ + h(h,V ) + 2
N − 1
N
[h, [h,V ]], (D.1)
where we have defined the matrix V˜ in which all the elements in the last column and the last raw are
zero:
V˜ =
(N−1)2−1∑
A=1
V ATA =
(N−1)2−1∑
A=1
(V , TA)TA =
(N−1)2−1∑
A=1
2tr(V TA)TA, (D.2)
or
V = V˜ + 2tr(V h)h+ 2
N − 1
N
[h, [h,V ]]. (D.3)
Note that [V˜ ,h] = 0.
The Cartan decomposition for VN = v′ ∈ su(N) reads
VN =
N−1∑
k=1
VkHk +
(N2−N)/2∑
α=1
(W ∗αE˜α +W αE˜−α)
=V˜N +MN−1HN−1 +
(N2−N)/2∑
α=[(N−1)2−(N−1)]/2+1
(W ∗αE˜α +W αE˜−α). (D.4)
Now we calculate the double commutator (r = N − 1) as
[Hr, [Hr,VN ]]
=
N−1∑
j=1
Vk[Hr, [Hr, Hk]] +
(N2−N)/2∑
α=1
(W ∗α[Hr, [Hr, E˜α]] +W α[Hr, [Hr, E˜−α]])
=
(N2−N)/2∑
α=[(N−1)2−(N−1)]/2+1
(W ∗α[Hr, αrE˜α] +W α[Hr,−αrE˜−α])
=αrαr
(N2−N)/2∑
α=[(N−1)2−(N−1)]/2+1
(W ∗αE˜α +W αE˜−α). (D.5)
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On the other hand, we have
(Hr,VN)
=
N−1∑
k=1
Vk(Hr, Hk) +
(N2−N)/2∑
α=1
(W ∗α(Hr, E˜α) +W α(Hr, E˜−α))
=Vr, (D.6)
since (Hj , E˜α) = tr(HjE˜α) = 0.
For any Lie algebra valued function VN(x), we obtain the identity:
VN =
N2−1∑
A=1
VATA
=V˜N + (VN , Hr)Hr +
1
α2r
[Hr, [Hr,VN ]]
=V˜N + (VN , Hr)Hr +
2(N − 1)
N
[Hr, [Hr,VN ]]. (D.7)
Appendix E. Reduction condition for SU(2) and the ghost term
By identifying the reduction condition χ = 0 with a gauge-fixing condition for the enlarged gauge
symmetry, the gauge-fixing term and associated ghost term is obtained from
LθGF+FP = −iδ[C¯θ · χ] = Nθ ·χ+ iC¯θ · δχ, χ = Dµ[V]Xµ. (E.1)
Here it should be remarked that the antighost field C¯θ must have the same degrees of freedom of the
constraint χ = Dµ[V]Xµ. This is achieved by requiring n(x) · C¯θ(x) = 0, since n(x) · χ(x) = 0. By
using
χ = Dµ[A]Xµ = Dµ[A](g
−1n×Dµ[A]n) = g−1n×Dµ[A]Dµ[A]n, (E.2)
the ghost term is calculated as
iC¯θ · δχ =g−1iC¯θ · δ{n×Dµ[A]Dµ[A]n}
=g−1iC¯θ · {δn×Dµ[A]Dµ[A]n+ n× δ(Dµ[A]Dµ[A]n)}
=g−1iC¯θ · {δn×Dµ[A]Dµ[A]n+ n×Dµ[A]δ(Dµ[A]n) + n× (gδAµ ×Dµ[A]n)}
=g−1iC¯θ ·
[
δn×Dµ[A]Dµ[A]n+ n×Dµ[A]Dµ[A]δn+ n×Dµ[A] (gδAµ × n)
+ n× (gδAµ ×Dµ[A]n)
]
=iC¯θ ·
[
(n×Cθ)×Dµ[A]Dµ[A]n+ n×Dµ[A]Dµ[A](n×Cθ)
+ n×Dµ[A] (Dµ[A]Cω × n) + n× (Dµ[A]Cω ×Dµ[A]n)
]
. (E.3)
271
The result is simplified as
iC¯θ · δχ =+ iC¯θ ·
{
(n ·Dµ[A]Dµ[A]n)Cθ − n(Cθ ·Dµ[A]Dµ[A]n)
+ n× (Dµ[A]Dµ[A]n×Cθ)
+ 2n× (Dµ[A]n×Dµ[A]Cθ)
+ n× (n×Dµ[A]Dµ[A]Cθ)
+ n× (Dµ[A]Dµ[A]Cω × n)
+ n× (Dµ[A]Cω ×Dµ[A]n)
+ (n ·Dµ[A]n)Dµ[A]Cω − (n ·Dµ[A]Cω)Dµ[A]n
}
=+ iC¯θ ·
{
(n ·Dµ[A]Dµ[A]n)Cθ − n(Cθ ·Dµ[A]Dµ[A]n)
+ (n ·Cθ)Dµ[A]Dµ[A]n− (n ·Dµ[A]Dµ[A]n)Cθ
+ 2(n ·Dµ[A]Cθ)Dµ[A]n− 2(n ·Dµ[A]n)Dµ[A]Cθ
− (n · n)Dµ[A]Dµ[A]Cθ + n(n ·Dµ[A]Dµ[A]Cθ)
+ (n · n)Dµ[A]Dµ[A]Cω − n(n ·Dµ[A]Dµ[A]Cω)
− (n ·Dµ[A]Cω)Dµ[A]n+ (n ·Dµ[A]n)Dµ[A]Cω
− (n ·Dµ[A]Cω)Dµ[A]n+ (n ·Dµ[A]n)Dµ[A]Cω
}
=+ iC¯θ ·
{
2(n ·Dµ[A]Cθ)Dµ[A]n
−Dµ[A]Dµ[A]Cθ +Dµ[A]Dµ[A]Cω
− 2(n ·Dµ[A]Cω)Dµ[A]n
}
=− iC¯θ ·Dµ[A]Dµ[A](Cθ −Cω) + 2(iC¯θ ·Dµ[A]n){n ·Dµ[A](Cθ −Cω)}, (E.4)
where we have repeatedly used the Leibniz rule for the covariant derivative and the formula (4.30)
together with
n(x) · C¯θ(x) = 0 = n(x) ·Cθ(x), (E.5)
and n ·Dµ[A]n = 0 following from n · n = 1. The result is rewritten in terms of the new variables as
iC¯θ · δχ =− iC¯θ ·Dµ[A]Dµ[A](Cθ −Cω) + 2g{iC¯θ · (Xµ × n)}{n ·Dµ[A](Cθ −Cω)}
=− iC¯θ ·Dµ[A]Dµ[A](Cθ −Cω) + 2g{n · (iC¯θ ×Xµ)}{n ·Dµ[A](Cθ −Cω)}
=− iC¯θ ·Dµ[A]Dµ[A](Cθ −Cω) + 2g(iC¯θ ×Xµ) ·Dµ[A](Cθ −Cω)
=− iC¯θ ·Dµ[V −X]Dµ[V +X](Cθ −Cω), (E.6)
where we have used Dµ[V]n = 0, andA · (B×C) = B · (C×A) = C · (A×B) = 0 . Thus we obtain
LθGF+FP = Nθ ·Dµ[V]Xµ − iC¯⊥θ ·Dµ[V −X]Dµ[V +X](C⊥θ −Cω), (E.7)
where the conditions imply that C¯θ andCθ have only the perpendicular components C¯⊥θ andC⊥θ respec-
tively.
Another way to derive the GF+FP term is as follows. The BRST transformations of Xµ and Vµ are
given by
δXµ(x) = gXµ(x)× (C‖ω(x) +C⊥θ (x)) +Dµ[V](C⊥ω (x)−C⊥θ (x)),
δVµ(x) = Dµ[V](C
‖
ω(x) +C
⊥
θ (x)) + gXµ(x)× (C⊥ω (x)−C⊥θ (x)), (E.8)
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The ghost term is calculated as
iC¯θ · δχ =iC¯θ · δ{Dµ[V]Xµ}
=iC¯θ · {gδVµ ×Xµ +Dµ[V]δXµ}
=iC¯θ · {gδAµ ×Xµ − gδXµ ×Xµ +Dµ[V]δXµ}
=iC¯θ · {g(Dµ[A]Cω)×Xµ
− g[gXµ × (C‖ω +C⊥θ )]×Xµ − gDµ[V](C⊥ω −C⊥θ )×Xµ
+Dµ[V][gXµ × (C‖ω +C⊥θ )] +Dµ[V]Dµ[V](C⊥ω −C⊥θ )}
=iC¯θ · {g(Dµ[A]Cω)×Xµ
+ gXµ × [gXµ × (C‖ω +C⊥θ )] +Dµ[V][gXµ × (C‖ω +C⊥θ )]
+ gXµ ×Dµ[V](C⊥ω −C⊥θ ) +Dµ[V]Dµ[V](C⊥ω −C⊥θ )}
=iC¯θ · {g(Dµ[A]Cω)×Xµ +Dµ[V +X][gXµ × (C‖ω +C⊥θ )]
+Dµ[V +X]Dµ[V](C
⊥
ω −C⊥θ )}. (E.9)
The result is rewritten in terms of the new variables as
iC¯θ · δχ =iC¯θ · {−gXµ ×Dµ[V +X]Cω +Dµ[V +X][gXµ × (Cω −C⊥ω +C⊥θ )]
+Dµ[V +X]Dµ[V](C
⊥
ω −C⊥θ )}
=iC¯θ · {−gXµ ×Dµ[V +X]Cω +Dµ[V +X][gXµ ×Cω]
−Dµ[V +X][gXµ ×C⊥ω ] +Dµ[V +X][gXµ ×C⊥θ ]
+Dµ[V +X]Dµ[V]C
⊥
ω −Dµ[V +X]Dµ[V]C⊥θ }
=iC¯θ · {gDµ[V]Xµ ×Cω
+Dµ[V +X]Dµ[V −X]C⊥ω −Dµ[V +X]Dµ[V −X]C⊥θ }, (E.10)
where we have used the Leibniz rule for the covariant derivative.
Thus we obtain
LθGF+FP =Nθ ·Dµ[V]Xµ + iC¯⊥θ · (gDµ[V]Xµ ×Cω)− iC¯⊥θ Dµ[V +X]Dµ[V −X](C⊥θ −C⊥ω ).
(E.11)
It is directly shown that (E.11) agrees with (E.7).
Appendix F. Field basis
In order to define the independent field modes, we introduce the basis for SU(N). The minimal
option for SU(3) has the maximal stability group H˜ = U(2) = SU(2)× U(1). Therefore, we choose a
subset {T1, T2, T3, T8} from {T1, T2, · · · , T8} as the generator of u(2). Taking into account fabc = 0 and
fajk = 0 (j, k,∈ {1, 2, 3, 8}; a, b, c ∈ {4, 5, 6, 7}), we set up the basis satisfying
[ea(x), eb(x)] =ifabjuj(x),
[uj(x), ea(x)] =ifabjeb(x),
[uj(x),uk(x)] =ifjkℓeℓ(x), (j, k, l ∈ {1, 2, 3, 8}; a, b ∈ {4, 5, 6, 7}). (F.1)
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For fabj , non-vanishing structure constants are
f453 =
1
2
, f458 =
√
3
2
, f462 =
1
2
, f471 =
1
2
, f561 = −1
2
, f572 =
1
2
,
f673 = −1
2
, f678 =
√
3
2
. (F.2)
For fjkℓ, non-vanishing structure constants are
f123 = 1. (F.3)
The maximal option for SU(3) has the maximal stability group H˜ = U(1) × U(1). Therefore, we
choose {T3, T8} as the generator of u(1) + u(1). Since fjkℓ = 0 and fajk = 0 (j, k, l ∈ {3, 8}; a ∈
{1, 2, 4, 5, 6, 7}), we set up the basis satisfying
[ea(x), eb(x)] =ifabcec(x) + ifabjuj(x),
[uj(x), ea(x)] =ifabjeb(x),
[uj(x),uk(x)] =0, (j, k ∈ {3, 8}; a, b, c ∈ {1, 2, 4, 5, 6, 7}). (F.4)
For fabc, non-vanishing structure constants are
f147 =
1
2
, f156 = −1
2
, f246 = −1
2
, f257 =
1
2
. (F.5)
For fabj , non-vanishing structure constants are
f123 = 1, f453 =
1
2
, f458 =
√
3
2
, f673 = −1
2
, f678 =
√
3
2
. (F.6)
In particular, for SU(2), H˜ = H = U(1), we set up
[ea(x), eb(x)] =ifab3u3(x), (a, b ∈ {1, 2}),
[u3(x), ea(x)] =ifab3eb(x),
[u3(x),u3(x)] =0. (F.7)
Appendix G. Decomposition of the field strength in the minimal option
In the minimal case, the change of variable is given as
Aµ = Vµ + Xµ =Cµ + Bµ + Xµ, (G.1a)
Xµ =− ig−12(N − 1)
N
[h,Dµ[A ]h] ∈ G − H˜ (G.1b)
Cµ =Aµ − 2(N − 1)
N
[h, [h,Aµ]] ∈ H˜ , (G.1c)
Bµ =ig
−12(N − 1)
N
[h, ∂µh] ∈ G − H˜ . (G.1d)
It has already been shown that110
Cµ ∈ H˜ ⇐⇒ [h,Cµ] =0, (G.2)
110 This is shown in (3.68)–(3.70) of [24].
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while it is easy to check that
Bµ ∈ G − H˜ ⇐⇒ a ·Bµ :=2tr[aBµ] = 0 for arbitrary a ∈ H˜ ,
Xµ ∈ G − H˜ ⇐⇒ a ·Xµ :=2tr[aXµ] = 0 for arbitrary a ∈ H˜ . (G.3)
In fact, for arbitrary a ∈ H˜ we find
a ·Bµ =ig−12(N − 1)
N
2tr(a[h, ∂µh]) = ig
−12(N − 1)
N
2tr([a,h]∂µh) = 0. (G.4)
Similarly, it is shown that a ·Xµ = 0.111
First, we observe
Dµ[V ]Xν , Dν [V ]Xµ, Dµ[V ]Xν −Dν [V ]Xµ ∈ G − H˜ . (G.5)
This is shown using Dµ[V ]h = 0
Dµ[V ]Xν =− ig−12(N − 1)
N
Dµ[V ]([h,Dν[A ]h]) = −ig−1 2(N − 1)
N
[h,Dµ[V ]Dν [A ]h], (G.6)
and for arbitrary a ∈ H˜
a ·Dµ[V ]Xν =− ig−12(N − 1)
N
tr(a[h,Dµ[V ]Dν [A ]h])
=− ig−12(N − 1)
N
tr([a,h]Dµ[V ]Dν [A ]h) = 0. (G.7)
Second, we show that
−ig[Xµ,Xν ] ∈ H˜ ⇐⇒ [[Xµ,Xν ],h] = 0. (G.8)
This is shown by taking he commutator with the color field
[[Xµ,Xν ],h] ={Xµ, {Xν ,h}} − {Xν , {Xµ,h}}
={Xµ, 1
N
(Xν · h)1+ (Xν ∗ h)CTC} − {Xν , 1
N
(Xµ · h)1+ (Xµ ∗ h)CTC}
={Xµ, (Xν ∗ h)CTC} − {Xν , (Xµ ∗ h)CTC}, (G.9)
where we have used Xµ · h = 0, and the identities:
[U ,W ] =i(U ×W ),
U ×W := (U ×W )CTC , (U ×W )C := fABCU AW B,
{U ,W } = 1
N
(U ·W )1+ U ∗W ,
(U ·W ) := U AW A,
U ∗W := (U ∗W )CTC , (U ∗W )C := dABCU AW B. (G.10)
111 This is shown in (3.65) of [24].
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Moreover, we have
h ∗Xµ =− ig−12(N − 1)
N
h ∗ [h,Dµ[A ]h]
=g−1
2(N − 1)
N
h ∗ (h×Dµ[A ]h)
=g−1
2(N − 1)
N
(h× (h ∗Dµ[A ]h))
=− ig−12(N − 1)
N
[h, (h ∗Dµ[A ]h)]
=− ig−12(N − 1)
N
[h,
1
2
Dµ[A ](h ∗ h)]
=− 1
2
κig−1
2(N − 1)
N
[h,Dµ[A ]h]
=
1
2
κXµ, (G.11)
where we have used in the second equality the identity:
h ∗ (h× a) = h× (h ∗ a), (G.12)
and
h ∗ h = κh, κ := 2(2−N)√
2N(N − 1) . (G.13)
Hence, we have
[[Xµ,Xν ],h] =
1
2
κ{Xµ,Xν} − 1
2
κ{Xν ,Xµ} = 0. (G.14)
The identity (G.12) follows from an identity:
{A , [A , C]} = [A , {A , C}] = A A C − CA A . (G.15)
In fact, we find
{A , i(A × C)} = 1
N
(A · i(A × C))1+ (A ∗ i(A × C))
=iA × 1
N
(A · C)1+ iA × (A ∗ C), (G.16)
leads to
(A ∗ (A × C)) = A × (A ∗ C), (G.17)
where we have used (A · i(A ×C)) = 2tr(A [A , C]) = 2tr([A ,A ]C) = 0 and iA ×1 = [A , 1] = 0.
Third, we show that
Fµν [V ] =Fµν [B] + Dµ[B]Cν −Dν [B]Cµ − ig[Cµ,Cν ] ∈ H˜ , (G.18)
The fourth term obeys
−ig[Cµ,Cν ] ∈ H˜ ⇐⇒ [[Cµ,Cν ],h] = 0, (G.19)
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which follows from the Jacobi identity:
[[Cµ,Cν ],h] = −[[h,Cµ],Cν ]− [[Cν ,h],Cµ], (G.20)
and [h,Cµ] = 0. The second and third terms obey
Dµ[B]Cν , Dν [B]Cµ ∈ H˜ , (G.21)
which follows from
[Dµ[B]Cν ,h] = Dµ[B][Cν ,h]− [Cν ,Dµ[B]h] = 0, (G.22)
together with [Cν ,h] = 0 and Dµ[B]h = Dµ[V ]h = 0.
The first term obeys
Fµν [B] := ∂µBν − ∂νBµ − ig[Bµ,Bν ] ∈ H˜ . (G.23)
This is shown by rewriting the field strength as
Fµν [B] =ig
−12(N − 1)
N
(∂µ[h, ∂νh]− ∂ν [h, ∂µh])− ig[Bµ,Bν ]
=ig−1
2(N − 1)
N
2[∂µh, ∂νh]− ig[Bµ,Bν ]. (G.24)
We can observe the fact:
[∂µh, ∂νh] ∈ H˜ . (G.25)
This is shown by taking the commutator with the color field
[[∂µh, ∂νh],h] ={∂µh, {∂νh,h}} − {∂νh, {∂µh,h}}
={∂µh, 1
N
(∂νh · h)1+ (∂νh ∗ h)CTC} − {∂νh, 1
N
(∂µh · h)1+ (∂µh ∗ h)CTC} = 0.
(G.26)
where we have used
∂νh ∗ h = 1
2
∂ν(h ∗ h) = 1
2
κ∂νh, (G.27)
and
∂νh · h = 2tr(∂νhh) = ∂νtr(hh) = 0, (G.28)
which follows from
hh =
1
2
{h,h}+ 1
2
[h,h] =
1
2
{h,h},
{h,h} = 1
N
(h · h)1+ (h ∗ h)CTC = 1
N
1 + κh. (G.29)
While, we obtain
−ig[Bµ,Bν ] ∈ H˜ . (G.30)
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This follows by taking the commutator with the color field reads
[[Bµ,Bν ],h] ={Bµ, {Bν ,h}} − {Bν , {Bµ,h}}
={Bµ, 1
N
(Bν · h)1+ (Bν ∗ h)CTC} − {Bν , 1
N
(Bµ · h)1+ (Bµ ∗ h)CTC}
={Bµ, (Bν ∗ h)CTC} − {Bν , (Bµ ∗ h)CTC}
=
1
2
κ{Bµ,Bν} − 1
2
κ{Bν ,Bµ} = 0. (G.31)
where we have used Bµ · h = 0 and
h ∗Bµ =ig−12(N − 1)
N
h ∗ [h, ∂µh]
=− g−12(N − 1)
N
h ∗ (h× ∂µh)
=− g−12(N − 1)
N
(h× (h ∗ ∂µh))
=ig−1
2(N − 1)
N
[h, (h ∗ ∂µh)]
=ig−1
2(N − 1)
N
[h,
1
2
∂µ(h ∗ h)]
=
1
2
κig−1
2(N − 1)
N
[h, ∂µh]
=
1
2
κBµ. (G.32)
Thus, the field strength Fµν [A ] in the minimal case is decomposed into the H˜-commutative part
F H˜µν and the remaining H˜-non-commutative part F
G/H˜
µν , which are orthogonal to each other:
Fµν [A ] =F
H˜
µν + F
G/H˜
µν ,
F H˜µν = Fµν [V ]− ig[Xµ,Xν ] ∈ H˜ ,
FG/H˜µν = Dµ[V ]Xν −Dν [V ]Xµ ∈ G − H˜ . (G.33)
Appendix H. Reduction condition for SU(N) and the ghost term in the minimal option
For SU(N) Yang-Mills theory in the minimal option, the Faddeev-Popov ghost term (5.257) associ-
ated with the reduction condition is calculated as follows [243]. By using
χ = Dµ[A]Xµ = Dµ[A](g
−1n×Dµ[A]n) = g−1n×Dµ[A]Dµ[A]n, (H.1)
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the ghost term is calculated as
iC¯θ · δχ =g−1iC¯θ · δ{n×Dµ[A]Dµ[A]n}
=g−1iC¯θ · {δn×Dµ[A]Dµ[A]n+ n× δ(Dµ[A]Dµ[A]n)}
=g−1iC¯θ · {δn×Dµ[A]Dµ[A]n+ n×Dµ[A]δ(Dµ[A]n)
+ n× (gδAµ ×Dµ[A]n)}
=g−1iC¯θ ·
[
δn×Dµ[A]Dµ[A]n
+ n×Dµ[A]Dµ[A]δn+ n×Dµ[A] (gδAµ × n)
+ n× (gδAµ ×Dµ[A]n)
]
=iC¯θ ·
[
(n×Cθ)×Dµ[A]Dµ[A]n
+ n×Dµ[A]Dµ[A](n×Cθ)
+ n×Dµ[A] (Dµ[A]Cω × n)
+ n× (Dµ[A]Cω ×Dµ[A]n)
]
=iC¯θ ·
[
(n×Cθ)×Dµ[A]Dµ[A]n
+ n×Dµ[A]Dµ[A](n×Cθ)
+ n× (Dµ[A]Dµ[A]Cω × n)
+ 2n× (Dµ[A]Cω ×Dµ[A]n)
]
. (H.2)
First, we consider the third and fourth terms on the right-hand side of (H.2).
The third term of (H.2) is rewritten using the decomposition F = FH˜ + FG/H˜ as
iC¯θ · [n× (Dµ[A]Dµ[A]Cω × n)]
=iC¯θ · [−n× (n×Dµ[A]Dµ[A]Cω)]
=iC¯θ · N
2(N − 1)[(Dµ[A]Dµ[A]Cω)− (Dµ[A]Dµ[A]Cω)H˜ ]
=
N
2(N − 1) iC¯θ · (Dµ[A]Dµ[A]Cω) , (H.3)
since C¯θ has no H˜ commutative part:
iC¯θ · (Dµ[A]Dµ[A]Cω)H˜ = 0. (H.4)
The fourth term of (H.2) is rewritten as
iC¯θ · [2n× (Dµ[A]Cω ×Dµ[A]n)]
=− 2iC¯θ · [Dµ[A]Cω × (Dµ[A]n× n) +Dµ[A]n× (n×Dµ[A]Cω)
]
=− 2iC¯θ · [Dµ[A]Cω × ((gXµ × n)× n) + (gXµ × n)× (n×Dµ[A]Cω)
]
=2iC¯θ ·
[
N
2(N − 1)Dµ[A]Cω × gXµ + (n× gXµ)× (n×Dµ[A]Cω)
]
=
N
2(N − 1) iC¯θ · (Dµ[A]Cω × 2gXµ), (H.5)
where we have used the Jacobi identity in the first equality, the defining equation Dµ[V]n = 0 in the
second equality, the expression of Xµ in the third equality. The final equality follows from the fact: In
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the minimal option, (n× gXµ)× (n×Dµ[A]Cω) has only the H˜ commutative part, which yields
iC¯θ · [(n× gXµ)× (n×Dµ[A]Cω)
]
= 0, (H.6)
since C¯θ has no H˜ commutative part. This is shown as follows.
Note that n×Y has the vanishing H˜ commutative part, i.e., (n×Y)H˜ = 0,
n×Y = (n×Y)G/H˜ . (H.7)
When the commutator of two Lie algebras A and B in G/H˜ is written only in terms of H˜:
(A)G/H˜ × (B)G/H˜ = CH˜ ⇐⇒ [G − H˜ ,G − H˜ ] ⊂ H˜ , (H.8)
the coset space G/H is called the symmetric space or the homogeneous space. It is known that the
coset space SU(N)/U(N − 1) is a symmetric space, while this is not the case for the the coset space
SU(N)/U(1)N−1. Hence, we can apply the relation (H.8) to the minimal option, while this is not the
case for the maximal option.
Therefore, the third and fourth terms are
N
2(N − 1)iC¯θ · [Dµ[A]Dµ[A]Cω +Dµ[A]Cω × 2gXµ]
=
N
2(N − 1)iC¯θ · [(Dµ[V] + gXµ×)Dµ[A]Cω − 2gXµ ×Dµ[A]Cω]
=
N
2(N − 1)iC¯θ · [(Dµ[V]− gXµ×)Dµ[A]Cω]
=
N
2(N − 1)iC¯θ ·Dµ[V −X]Dµ[A]Cω. (H.9)
Next, the first and second terms on the right-hand side of (H.2) are
iC¯θ · [(n×Cθ)×Dµ[A]Dµ[A]n+ n×Dµ[A]Dµ[A](n×Cθ)]
=iC¯θ ·
[
(n×Cθ)×Dµ[A]Dµ[A]n+ n× (Dµ[A]Dµ[A]n×Cθ)
+ n× (Dµ[A]n×Dµ[A]Cθ) + n× (n×Dµ[A]Dµ[A]Cθ)]. (H.10)
The first and the second terms of (H.10) are summed to give vanishing contribution:
iC¯θ · [(n×Cθ)×Dµ[A]Dµ[A]n+ n× (Dµ[A]Dµ[A]n×Cθ)]
=iC¯θ · [Dµ[A]Dµ[A]n× (Cθ × n) + n× (Dµ[A]Dµ[A]n×Cθ)]
=iC¯θ · [−Cθ × (n×Dµ[A]Dµ[A]n)]
=iC¯θ · [−Cθ × gDµ[A]Xµ]
=iC¯θ · [−Cθ × gDµ[V]Xµ]
=iC¯θ ·
[
Cθ × gDµ[V]2(N − 1)
N
(n× (n×Xµ))
]
=g
2(N − 1)
N
iC¯θ · [Cθ × (n× (n×Dµ[V]Xµ))]
=g
2(N − 1)
N
[
(n× (n×Dµ[V]Xµ)) · (iC¯θ ×Cθ)
]
= 0, (H.11)
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where we have used the Jacobi identity in the second equality, (H.1) in the third equality, the defining
equation (5.122) for Xµ in the fifth equality, Dµ[V]n = 0 in the sixth equality, and the fact that (n ×
(n×Dµ[V]Xµ)) = (Dµ[V]Xµ))G/H˜ and C¯θ ×Cθ = (C¯θ)G/H˜ × (Cθ)G/H˜ = (C¯θ ×Cθ)H˜ due to (H.8)
yields (Dµ[V]Xµ)G/H˜ · (C¯θ ×Cθ)H˜ = 0 in the last step.
The third and fourth terms of (H.10) have the same form as the third and fourth terms of (H.2).
Similarly, we can show
iC¯θ · [n× (Dµ[A]n×Dµ[A]Cθ) + n× (n×Dµ[A]Dµ[A]Cθ)]
=− N
2(N − 1)iC¯θ ·Dµ[V −X]Dµ[A]Cθ. (H.12)
Finally, summing up (H.9) and (H.12) leads to
iC¯θ · δχ = N
2(N − 1)iC¯θ ·Dµ[V −X]Dµ[A](Cω −Cθ). (H.13)
Appendix I. Integration formula
We can replace the trace of the operator O with the integral:
N−1trR(O) =
∫
dµ(g0) 〈g0,Λ|O |g0,Λ〉 . (I.1)
The relation (6.139) is proved as follows.
First, we show the completeness relation:112∫
|g,Λ〉 dµ(g) 〈g,Λ| = 1
dR
1, (I.2)
where dµ(g) is the invariant measure of G. For this purpose, we derive an important relation: For any
operator O which does not depend on the group g explicitly,, the relation holds:∫
dµ(g)gOg† = 1
dR
tr(O)1, (I.3)
which follows from∫
dµ(g)(gOg†)ab =
∫
dµ(g)(g)acOcd(g†)db = 1
dR
δabδcdOcd = 1
dR
δabtr(O). (I.4)
Here we have used the integration formula for the invariant measure, i.e., Haar measure dU = dµ(G)
of SU(N): ∫
dU Uac(R)U
†
db(R
′) =
1
dR
δabδcdδRR′ , (I.5)
where U(R) is the representation matrix belonging to the representation R.
112 The following relationships hold even if we replace ξ ∈ G/H˜ by a general element g ∈ G, since they hold on a reference
state |Λ〉.
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Using the relation (I.3), indeed, the completeness (I.2) follows∫
|g,Λ〉 dµ(g) 〈g,Λ| =
∫
dµ(g)g |Λ〉 〈Λ| g† =
∫
dµ(g)gρg† =
1
dR
tr(ρ)1
=
1
dR
1. (I.6)
Second, we show the relation for the trace (6.139). If the operator O does not depend on the group g
explicitly, then ∫
dµ(g) 〈g,Λ|O |g,Λ〉 = trR(O)
trR(1)
. (I.7)
In fact, we have∫
dµ(g) 〈g,Λ|O |g,Λ〉 =
∫
dµ(g) 〈Λ| g†Og |Λ〉 =
∫
dµ(g)tr(ρg†Og)
=
∫
dµ(g)tr(Ogρg†) = tr(O
∫
dµ(g)gρg†)
=tr(O
1
dR
tr(ρ)1) =
tr(O)
dR
, (I.8)
where we have used 〈Λ|O |Λ〉 = tr(ρO) in the second equality, (I.3) in the fifth equality and the trace
property of ρ, tr(ρ) = ρaa = |Λ〉a 〈Λ|a = λaλ∗a = 1 in the last equality. This completes the proof of
(6.139).
Appendix J. Magnetic potentials
The relation (7.52) is derived as follows. For Vµ = Cµ +Bµ = cµn+ g−1∂µn× n, we have
gVµ × ea =gCµ × ea + gBµ × ea
=gcµn× ea + (∂µn× n)× ea
=gcµǫabeb + [(∂µn · ea)n− ∂µn(n · ea)]
=gǫabcµeb + (∂µn · ea)n. (J.1)
Then the covariant derivative of ea in the background Bµ reads
Dµ[B]ea :=∂µea + gBµ × ea
=∂µea + (∂µn · ea)n = f aµ , (J.2)
where we have defined
f aµ := ∂µea + (∂µn · ea)n = ∂µea − (n · ∂µea)n. (J.3)
It is easy to show that f aµ is orthogonal to ea and n. Therefore, f aµ is proportional to n× ea = ǫabeb and
hence f aµ is expressed as
f 1µ =(f
1
µ · e2)e2 = (∂µe1 · e2)e2,
f 2µ =(f
2
µ · e1)e1 = (∂µe2 · e1)e1 = −(e2 · ∂µe1)e1, (J.4)
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which means
f aµ = ghµǫabeb, hµ := g
−1∂µe1 · e2. (J.5)
Thus we obtain (7.52).
Another derivation of the relation (7.52) is as follows. The color space is spanned by the basis vectors
n and ea:
Dµ[B]ea = C
ab
µ eb + d
a
µn. (J.6)
By taking into account n · n = 1 and n · eb = 0, the coefficient daµ is determined from
daµ =n ·Dµ[B]ea
=n · ∂µea + n · (gBµ × ea)
=n · ∂µea + gBµ · (ea × n)
=n · ∂µea − (∂µn× n) · (ǫabeb)
=n · ∂µea − (n× eb) · (ǫab∂µn)
=n · ∂µea − ǫabǫbcec · ∂µn
=n · ∂µea + ea · ∂µn = ∂µ(n · ea) = 0, (J.7)
while using ea · eb = δab the coefficient daµ is determined from
Cabµ =eb ·Dµ[B]ea.
=eb · ∂µea + eb · (gBµ × ea)
=eb · ∂µea + gBµ · (ea × eb)
=− ∂µeb · ea + gBµ · (ǫabn)
=− ∂µeb · ea + (∂µn× n) · (ǫabn)
=− ea · ∂µeb = eb · ∂µea = −Cbaµ . (J.8)
The shortest proof is given as
daµ = n ·Dµ[B]ea = −(Dµ[B]n) · ea + ∂µ(n · ea) = 0, (J.9)
where we have used the defining equation 0 = Dµ[V ]n = Dµ[B + C]n = Dµ[B]n and the orthogo-
nality n · ea = 0.
Eq.(7.55) is derived as follows. The color space is spanned by the basis vectors uj and ea:
Dµ[B]ea = d
aj
µ uj + C
ab
µ eb. (J.10)
First, by taking into account uj · uk = δjk and uj · ea = 0, the coefficient dajµ is determined from
dajµ = uj ·Dµ[B]ea. (J.11)
We recall the fact that the color field n commutes with all the bases uj in the Lie algebra of the maximal
stability group:
[n,uj ] = 0. (J.12)
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Then the Leibniz rule for the covariant derivative and the defining equation yields
0 = Dµ[B][n,uj] = [Dµ[B]n,uj ] + [n, Dµ[B]uj ] = [n, Dµ[B]uj ]. (J.13)
This means thatDµ[B]uj is represented as the linear combination of the basesuj . By taking into account
uj · ea = 0, we find
(Dµ[B]uj) · ea = 0 (J.14)
and therefore
dajµ = −(Dµ[B]uj) · ea + ∂µ(uj · ea) = 0. (J.15)
Next, using ea · eb = δab, the coefficient Cabµ is determined from
Cabµ =eb ·Dµ[B]ea.
=eb · ∂µea + eb · (gBµ × ea)
=eb · ∂µea + gBµ · (ea × eb)
=− ∂µeb · ea + gBµ · (fabjuj)
=− ∂µeb · ea + gfabjtr[Bµ · uj ]
=− ∂µeb · ea + 2(N − 1)
N
fabjtr([∂µn,n]uj)
=− ∂µeb · ea + 2(N − 1)
N
fabjtr(∂µn[n,uj[)
=− ea · ∂µeb = eb · ∂µea = −Cbaµ . (J.16)
Therefore, we can introduce hjµ so that
Cabµ = gf
abjhjµ = −Cbaµ . (J.17)
Here we have used the relation following from (5.183) and (F.1):
Dµ[B]ea := ∂µea − ig[Bµ, ea] =∂µea + igBbµ[ea, eb] = ∂µea − gBbµfabjuj. (J.18)
The component Bbρ reads
Bbρ =B
A
ρ e
A
b = 2tr(Bρeb) = ig
−12(N − 1)
N
2tr(eb[n, ∂µn]) = ig
−12(N − 1)
N
2tr([eb,n]∂µn), (J.19)
where we have used Bµ = ig−1 2(N−1)N [n, ∂µn] ∈ G − H˜ , .
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By taking into account uj · uk = δjk and uj · eb = 0, the coefficient dajµ is determined from
dajµ =uj ·Dµ[B]ea
=uj · ∂µea + uj · (gBµ × ea)
=uj · ∂µea + gBµ · (ea × uj)
=uj · ∂µea + gBµ · (fabjeb)
=uj · ∂µea − fabj 2(N − 1)
N
(∂µn× n) · eb
=uj · ∂µea − fabj 2(N − 1)
N
(n× eb) · (∂µn) ∗ ∗∗
=uj · ∂µea − fabj 2(N − 1)
N
ǫbcec · ∂µn
=uj · ∂µea + ea · ∂µn = ∂µ(n · ea) = 0, (J.20)
Appendix K. Weyl symmetry and color direction field
The Weyl group or Weyl reflection group may be regarded as acting on the real traceless diagonal
matrices M by permuting the diagonal elements. For SU(2), the Weyl group consists of two elements,
w1 = 1 and w2 = (12) acting as follows.
w1 = 1 : w1
(
a 0
0 −a
)
=
(
a 0
0 −a
)
, w2 = (12) : w2
(
a 0
0 −a
)
=
(−a 0
0 a
)
. (K.1)
These two elements are represented by SU(2) matrices:
W1 =
(
1 0
0 1
)
, W2 =
(
0 1
−1 0
)
, (K.2)
acting via the coadjoint action:
w1
(
a 0
0 −a
)
=W−11
(
a 0
0 −a
)
W1 =
(
a 0
0 −a
)
,
w2
(
a 0
0 −a
)
=W−12
(
a 0
0 −a
)
W2 =
(−a 0
0 a
)
= −
(
a 0
0 −a
)
. (K.3)
In fact, each Wa is an element of SU(2), since WaW †a = W †aWa = 1 and detWa = 1 for each a. They
satisfy
W−11 = W
†
1 = W1, W
−1
2 =W
†
2 = −W2. (K.4)
For SU(3), the Weyl group acts on M as the group of permutations of the entries of diag(a, b, c), i.e.,
the diagonal elements of the real traceless diagonal matrices. Thus the Weyl group of SU(3) consists of
six elements, w1 = 1, w2, ..., w6 acting as
w1 = 1 : w1diag(a, b, c) = diag(a, b, c) = W
−1
1 diag(a, b, c)W1,
w2 = (12) : w2diag(a, b, c) = diag(b, a, c) = W
−1
2 diag(a, b, c)W2,
w3 = (23) : w3diag(a, b, c) = diag(a, c, b) = W
−1
3 diag(a, b, c)W3,
w4 = (13) : w4diag(a, b, c) = diag(c, b, a) = W
−1
4 diag(a, b, c)W4,
w5 = (132) : w5diag(a, b, c) = diag(c, a, b) = W
−1
5 diag(a, b, c)W5,
w6 = (123) : w6diag(a, b, c) = diag(b, c, a) = W
−1
6 diag(a, b, c)W6, (K.5)
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where these six elements wa (a = 1, . . . , 6) are represented by SU(3) matrices Wa (a = 1, . . . , 6) acting
via the coadjoint action: for c = −a− b,
W1 =
1 0 00 1 0
0 0 1
 , W2 =
 0 1 0−1 0 0
0 0 1
 , W3 =
1 0 00 0 1
0 −1 0
 ,
W4 =
 0 0 10 1 0
−1 0 0
 , W5 =
 0 −1 00 0 1
−1 0 0
 , W6 =
 0 0 1−1 0 0
0 −1 0
 . (K.6)
In fact, each Wa is an element of SU(3), since WaW †a = W †aWa = 1 and detWa = 1 for each a.
The Wilson loop operator WC [A ] defined for the original Yang-Mills field A (x) = Aµ(x)dxµ is
rewritten through the non-Abelian Stokes theorem into
WC [A ] :=
∫
[dµ(g)]Σ exp
[
−ig
YM
∫
Σ:∂Σ=C
F g
]
, (K.7)
where g is an element of the gauge group G, [dµ(g)]Σ is the invariant measure on the surface Σ bounding
the closed loop C, and the F g is the two-form defined by the exterior derivative of the one-form Ag by
F g :=dAg, Ag = Agµ(x)dx
µ,
Agµ(x) :=〈Λ|A gµ (x)|Λ〉 = tr{ρA gµ (x)}
=tr{g(x)ρg†(x)Aµ(x)}+ ig−1YMtr{ρg†(x)∂µg(x)}. (K.8)
Here |Λ〉 is a reference state specifying the representation of the Wilson loop operator and ρ is the matrix
defined by
ρ := |Λ〉〈Λ|. (K.9)
Let w be an element of the Weyl group as a discrete subgroup of G. Since gw ∈ G for g ∈ G, we
have
1 =
∫
dµ(g(x)) |g(x),Λ〉 〈g(x),Λ|
=
∫
dµ(g(x)w) |g(x)w,Λ〉 〈g(x)w,Λ|
=
∫
dµ(g(x))g(x)w |Λ〉 〈Λ|w†g†(x)
=
∫
dµ(g(x))g(x)wρw†g†(x), (K.10)
where we have used the invariance of the integration measure dµ(gw) = dµ(g). Then the Wilson loop
operator reads
WC [A ] :=
∫
[dµ(g)]Σ exp
[
−ig
YM
∫
Σ:∂Σ=C
F gw
]
, (K.11)
where
F gw :=dAgw, Agw = Agwµ (x)dx
µ,
Agwµ (x) :=〈Λ|A gwµ (x)|Λ〉 = tr{ρA gwµ (x)}
=tr{g(x)wρw†g†(x)Aµ(x)}+ ig−1YMtr{wρw†g†(x)∂µg(x)}. (K.12)
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Therefore, Agw and F gw are respectively equal to Ag and F g with ρ being replaced by ρw:
ρw := wρw† = w |Λ〉 〈Λ|w†. (K.13)
Thus, the traceless color field n˜(x) and the normalized traceless color field n(x) defined through ρ:
n˜(x) :=g(x)
[
ρ− 1
tr(1)
]
g†(x),
n(x) :=
√
N
2(N − 1)n˜(x) =
√
N
2(N − 1)g(x)
[
ρ− 1
tr(1)
]
g†(x), (K.14)
are replaced by the Weyl-reflected ones:
n˜w(x) :=g(x)w
[
ρ− 1
tr(1)
]
w†g†(x) = g(x)
[
ρ− 1
tr(1)
]w
g†(x)
nw(x) :=
√
N
2(N − 1)n˜(x) =
√
N
2(N − 1)g(x)
[
ρ− 1
tr(1)
]w
g†(x), (K.15)
where we have introduced[
ρ− 1
tr(1)
]w
:=w
[
ρ− 1
tr(1)
]
w† = ρw − 1
tr(1)
. (K.16)
For SU(2), the traceless color field n˜(x) and the normalized traceless color fieldn(x) are constructed
as
n(x) = n˜(x) = g(x)
(
ρ− 1
2
1
)
g(x)†, g(x) ∈ SU(2). (K.17)
Then the Weyl-reflection color field is obtained as
nw(x) = g(x)
(
ρ− 1
2
1
)w
g(x)†, g(x) ∈ SU(2). (K.18)
If we choose the highest-weight state as a reference state of the fundamental representation of SU(2):
|Λ〉 =
(
1
0
)
, (K.19)
then the traceless version of ρ is transformed under the Weyl transformation as
ρ := |Λ〉〈Λ| =
(
1
0
)
(1, 0) =
(
1 0
0 0
)
=⇒ ρ− 1
2
1 =
1
2
(
1 0
0 −1
)
=
σ3
2
,
=⇒
(
ρ− 1
2
1
)w2
= −1
2
(
1 0
0 −1
)
= −σ3
2
. (K.20)
For the normalized traceless color field:
n(x) = g(x)
σ3
2
g†(x) ∈ SU(2)/U(1) ≃ CP 1, (K.21)
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therefore, we find that the Weyl-reflected color field reads
nw1(x) = n(x), nw2(x) = −n(x). (K.22)
In other words, nw2(x) is equal to the color field n(x) constructed from the lowest-weight state:
|Λ〉 =
(
0
1
)
, (K.23)
namely, the Weyl transformation w2 exchanges the highest and lowest states.
For SU(3), the traceless color field n˜(x) and the normalized traceless color fieldn(x) are constructed
as
n(x) =
√
3
2
n˜(x) =
√
3
2
g(x)
(
ρ− 1
3
1
)
g(x)†, g(x) ∈ SU(3). (K.24)
Then the Weyl-reflection color field is obtained as
nw(x) =
√
3
2
g(x)
(
ρ− 1
3
1
)w
g(x)†, g(x) ∈ SU(3). (K.25)
If we choose the highest-weight state as a reference state of the fundamental representation:
|Λ〉 =
10
0
 , (K.26)
we obtain the operator ρ and its traceless version:
ρ := |Λ〉〈Λ| =
1 0 00 0 0
0 0 0
 =⇒ ρ− 1
3
1 =
−1
3
−2 0 00 1 0
0 0 1
 = −1
3
diag(−2, 1, 1). (K.27)
Hence, the the traceless color field n˜(x) and the normalized traceless color field n(x) are written as
n(x) = g(x)
−1
2
√
3
diag(−2, 1, 1)g(x)† ∈ SU(3)/U(2) ≃ CP 2. (K.28)
By taking into account the Weyl-reflection (K.5):(
ρ− 1
3
1
)w1
=
(
ρ− 1
3
1
)w3
=
−1
3
diag(−2, 1, 1) = 2
(
1
2
H1 +
1
2
√
3
H2
)
,(
ρ− 1
3
1
)w2
=
(
ρ− 1
3
1
)w5
=
−1
3
diag(1,−2, 1) = 2
(−1
2
H1 +
1
2
√
3
H2
)
,(
ρ− 1
3
1
)w4
=
(
ρ− 1
3
1
)w6
=
−1
3
diag(1, 1,−2) = 2−1√
3
H2, (K.29)
the Weyl-reflected color fields satisfy
nw1(x) = nw3(x) = n(x) = g(x)
−1
2
√
3
diag(−2, 1, 1)g(x)† ∈ SU(3)/U(2) ≃ CP 2,
nw2(x) = nw5(x) = g(x)
−1
2
√
3
diag(1,−2, 1)g(x)† ∈ SU(3)/U(2) ≃ CP 2,
nw4(x) = nw6(x) = g(x)
−1
2
√
3
diag(1, 1,−2)g(x)† ∈ SU(3)/U(2) ≃ CP 2. (K.30)
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The Weyl-reflected color fields are constructed from the other reference state vectors of the fundamental
representations:
|Λ〉 =
10
0
 =⇒ nw1(x) = nw3(x) = n(x),
|Λ〉 =
01
0
 =⇒ nw2(x) = nw5(x),
|Λ〉 =
00
1
 =⇒ nw4(x) = nw6(x). (K.31)
On the other hand, by introducing the weight vector Λ = (Λ1,Λ2) of the fundamental representa-
tions, the traceless version of the operator ρ is rewritten using the weight vector Λ = (Λ1,Λ2) and the
Cartan generators H1, H2:
H = 1
2
(
ρ− 1
3
1
)
= Λ1H1 + Λ2H2 =⇒ Hw = (Λ1H1 + Λ2H2)w, (K.32)
and the color field is constructed as
n(x) =
√
3g(x)Hg(x)† g(x) ∈ SU(3). (K.33)
Then the Weyl-reflected color field reads
nw(x) =
√
3g(x)Hwg(x)†, g(x) ∈ SU(3). (K.34)
The Dynkin indices and weight vectors of the fundamental representations of SU(3) are given by
[1, 0] :Λ =
(
1
2
,
1
2
√
3
)
:= ~ν1, H = −1
6
diag (−2, 1, 1) , (K.35a)
[−1, 1] :Λ =
(−1
2
,
1
2
√
3
)
:= ~ν2, H = −1
6
diag (1,−2, 1) , (K.35b)
[0,−1] :Λ =
(
0,
−1√
3
)
:= ~ν3, H = −1
6
diag (1, 1,−2) = −1√
3
λ8
2
, (K.35c)
while their conjugates 3∗ are given by
[0, 1] :Λ =
(
0,
1√
3
)
= −~ν3, H = −1
6
diag (1, 1,−2) = −1√
3
λ8
2
, (K.36a)
[1,−1] :Λ =
(
1
2
,
−1
2
√
3
)
= −~ν2, H = −1
6
diag (1,−2, 1) , (K.36b)
[−1, 0] :Λ =
(−1
2
,
−1
2
√
3
)
= −~ν1, H = −1
6
diag (−2, 1, 1) . (K.36c)
By using the weight vectors ~ν1, ~ν2, ~ν3 of the fundamental representation and the Cartan generators
~H = (H1, H2), the Weyl-reflected color field are written as
nw1(x) = nw3(x) = n(x) =
√
3g(x)~ν1 · ~Hg(x)†,
nw2(x) = nw5(x) =
√
3g(x)~ν2 · ~Hg(x)†,
nw4(x) = nw6(x) =
√
3g(x)~ν3 · ~Hg(x)†, (K.37)
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where we have used the fact:
Hw1 =Hw3 = 1
2
H1 +
1
2
√
3
H2 = ~ν1 · ~H,
Hw2 =Hw5 = −1
2
H1 +
1
2
√
3
H2 = ~ν2 · ~H,
Hw4 =Hw6 = −1√
3
H2 = ~ν3 · ~H. (K.38)
The six root vectors of SU(3) are given by
±~α(1) := ±(1, 0), ±~α(2) := ±
(
1
2
,
√
3
2
)
, ±~α(3) := ±
(
−1
2
,
√
3
2
)
. (K.39)
It should be remarked that each weight vector of the fundamental representation is orthogonal to the two
of the six root vectors:
± ~α(3) · ~ν1 = 0, ±~α(2) · ~ν2 = 0, ±~α(1) · ~ν3 = 0. (K.40)
Therefore, the Weyl-reflected color fields satisfy
nw1(x) = nw3(x) = n(x) =
√
3g(x)~ν1 · ~Hg(x)† ∈ SU(3)/U(2) ≃ CP 2,
nw2(x) = nw5(x) =
√
3g(x)~ν2 · ~Hg(x)† ∈ SU(3)/U(2) ≃ CP 2,
nw4(x) = nw6(x) =
√
3g(x)~ν3 · ~Hg(x)† ∈ SU(3)/U(2) ≃ CP 2. (K.41)
On the other hand, if we adopt the color field n3(x) with the flag space F 2 as the target space:
n3(x) = g(x)
1
2
diag(1,−1, 0)g(x)† ∈ SU(3)/(U(1)× U(1)) ≃ F 2, (K.42)
then the Weyl-reflected color fields are obtained as
nw13 (x) = −nw23 (x) = n3(x) = g(x)
1
2
diag(1,−1, 0)g(x)† ∈ SU(3)/(U(1)× U(1)),
nw33 (x) = −nw63 (x) = g(x)
1
2
diag(1, 0,−1)g(x)† ∈ SU(3)/(U(1)× U(1)),
nw53 (x) = −nw43 (x) = g(x)
1
2
diag(0, 1,−1)g(x)† ∈ SU(3)/(U(1)× U(1)). (K.43)
We find that they are rewritten using the root vectors ~α(1), ~α(2), ~α(3) (weight vectors of the adjoint repre-
sentation) and the Cartan generators ~H = (H1, H2) as
nw13 (x) = −nw23 (x) = n3(x) = g(x)~α(1) · ~Hg(x)†,
nw33 (x) = −nw63 (x) = g(x)~α(2) · ~Hg(x)†,
nw43 (x) = −nw53 (x) = g(x)~α(3) · ~Hg(x)†. (K.44)
The color reflection group introduced in [15] is neither the center group nor the Weyl reflection
group. It is a generalization of the Weyl group.113 For SU(2), the reflection group consists of four
113 This is according to Cho [15]. Cho call this symmetry the color reflection symmetry.
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elements written in the matrix form:
R1 = W1 =
(
1 0
0 1
)
= 1, R2 =W2 =
(
0 1
−1 0
)
,
R3 = −W1 =
(−1 0
0 −1
)
= −1, R4 = −W2 =
(
0 −1
1 0
)
. (K.45)
Here W1 and W2 are elements of the Weyl group. Indeed, Wa are elements of SU(2), since WaW †a =
W †aWa = 1 and detWa = 1. Note that W
†
2 = −W2 and W2W2 = −1, which means that −1 and −W2
are also elements of SU(2). Under the group multiplication, the four elements Ra of the reflection group
form a closed set.
W1 W2
W1 W1 W2
W2 W2 −1
Then the color-reflected color field reads
nw1(x) = nw3(x) = n(x), nw2(x) = nw4(x) = −n(x). (K.46)
Among the qq¯ mesons and the qq baryons one may easily find that only the color-singlet states satisfy the
reflection invariance. Therefore, the color reflection invariance of the magnetic condensation excludes
any colored states from the physical spectrum of the theory [15].
For SU(3), the reflection group consists of 24(=4*6) elements written in the matrix form:
Rc = ωaWb, (a = 1, 2, 3, 4; b = 1, ..., 6)
ω1 =
1 0 00 1 0
0 0 1
 , ω2 =
1 0 00 −1 0
0 0 −1
 , ω3 =
−1 0 00 1 0
0 0 −1
 , ω4 =
−1 0 00 −1 0
0 0 1
 .
(K.47)
Here each Wb (b = 1, . . . , 6) is a matrix element forming the Weyl group and each ωa (a = 1, 2, 3, 4)
is an element of SU(3). Note that ωaωa = 1 for each a. It is shown that the 24 elements Rc of the
reflection group form a closed set under the group multiplication.
The center group of G is a discrete subgroup of G, such that each element of the center group
commutes with all the elements of G. Therefore, the center element g is proportional to the unit matrix,
i.e., g = z1 (z ∈ C). The center of SU(N) is Z(N), since the properties g†g = gg† = 1 and det g = 1
lead to zz∗ = 1 and zN = 1 respectively:
Center(SU(N)) = Z(N) = {e2πi nN 1;n = 0, 1, . . . , N − 1}. (K.48)
For SU(2), we find
Center(SU(2)) = Z(2) = {1,−1}. (K.49)
For SU(3), we find
Center(SU(2)) = Z(3) = {1, ei 2π3 1, e−i 2π3 1}. (K.50)
Some remarks are in order.
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• We have discussed three kinds of discrete symmetries: Weyl symmetry, center symmetry and color
reflection symmetry. It should be remarked that the Weyl symmetry and the center symmetry are
the symmetries existing in the original theory. It should be kept in mind that the Weyl symmetry
and the color reflection symmetry are global symmetries, while the center symmetry can be made a
local symmetry as a subgroup of the original local gauge symmetry. Therefore, the Weyl symmetry
is a subgroup of color symmetry in the original theory.
• If the target space of the color field n(x) is given by G/H˜, then the target space of the Weyl-
reflected color field nw(x) has the same target space G/H˜:
n(x) ∈ G/H˜ =⇒ nw(x) ∈ G/H˜. (K.51)
For SU(3), e.g., two options are possible:
n(x) ∈ SU(3)/U(2) =⇒ nw(x) ∈ SU(3)/U(2),
n(x) ∈ SU(3)/U(1)2 =⇒ nw(x) ∈ SU(3)/U(1)2. (K.52)
• For G = SU(2), the Weyl transformation can be identified with the reflection for the color field:
nw(x) = −n(x). This is not the case for G = SU(3). For G = SU(3), the Wely symmetry
cannot be identified with the simple reflection: nw(x) 6= −n(x). This is also the case fornw3 (x) 6=
−n3(x), as well as nw8 (x) 6= −n8(x).
In the following, we discuss the role of the discrete symmetries in constructing the new reformulation.
For SU(2), the reflection symmetry n(x)→ −n(x) is required in the new reformulation by the fol-
lowing reasons. The ordinary superconductivity is caused by the condensation of the Cooper pairs, i.e.,
electron pairs with charges of the same signature. In ordinary superconductors the magnetic flux is ac-
companied by the surrounding supercurrent which is exclusively made of the electron pairs alone. There
is no supercurrent made of the positron pairs in the ordinary superconductor in the real world. (We can
imagine a virtual world constructed from the antimatters. In such a world, the positron pairs will cause
the similar phenomenon to the superconductivity where the matters are replaced by the corresponding
antimatters.)
The invariance of the theory under the Weyl reflection means that there is no way for us to tell whether
the magnetic condensation of the dual superconductor vacuum is made of monopoles or antimonopoles.
The theory supporting the dual superconductivity has the reflection symmetry, since the reflection
n(x) → −n(x) leads to the opposite magnetic charge −qm, if the magnetic charge qm is derived from
the color field n(x).
Consequently, the magnetic “supercurrent’ that confines the color electric flux in the dual supercon-
ductor of QCD has to be made of the symmetric combination of the two oppositely charged monopoles.
The dual superconductivity is supposed to be caused by condensation of monopole-antimonopole pairs
due to the attractive force, which should be distinguished from the monopole-monopole condensation or
antimonopole-antimonopole condensation. In this respect we find that the two confinement mechanisms
are not exactly dual to each other.
The color field defined in the original way is not Weyl symmetric. In arriving at the master Yang-
Mills theory by introducing the color field, therefore, we can impose the extra Weyl symmetry on the
color field, which is however different from the original Weyl symmetry existing in the original gauge
symmetry G respected by the original Yang-Mills theory, if we wish to do so. In order to obtain the
equipollent theory, however, the extra Weyl symmetry should be removed by imposing the appropriate
reduction condition. Then the equipollent theory has only the original Weyl symmetry.
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For SU(2), the reduction condition respects the reflection symmetry. For a given original field Aµ(x),
if the color field n(x) is a solution, the reflected color field −n(x) is also a solution. This is seen from
the explicit form of the differential reduction condition: n×Dµ[A ]Dµ[A ]n = 0.
For SU(2), the defining equations for the new field variable are reflection covariant. Consequently,
the decomposed variables are reflection invariant.
On the lattice, the color field respecting the discrete symmetries is constructed as follows. As an
initial configuration of the color field, we prepare the initial color field:
n(0)(x) := g(0)(x)T0g
(0)†(x) ∈ Lie(G/H˜), g(0)(x) ∈ G = SU(3). (K.53)
For instance, in the minimal option of SU(3), we choose
T0 =
1
2
λ8. (K.54)
The color field is locally updated according to the procedure:
n(0)(x)→ n(1)(x) := g(1)(x)n(0)(x)g(1)†(x), g(1)(x) ∈ G = SU(3). (K.55)
This procedure is repeated
n(n−1)(x)→ n(n)(x) := g(n)(x)n(n−1)(x)g(n)†(x), g(n)(x) ∈ G = SU(3), (K.56)
until the minimum of the reduction functional Fred[n(n)] is reached.
The Weyl group is a discrete subgroup of G and therefore an element of the Weyl group is contained
in the element of G. Using an element w of the Weyl group, we can replace the initial group element
g(0)(x) by
g(0)(x)→ g(0)(x)w. (K.57)
Then the color field is modified to the Weyl-reflected field:
n(0)(x)→ n(0)w(x) := g(0)(x)wT0w†g(0)†(x). (K.58)
By repeating the above step sufficiently many times, therefore, the Weyl symmetry is respected in the
simulations.
Moreover, it is easy to see that the Center symmetry is respected by the simulation. The color field
is invariant under the center symmetry transformation:
n(0)(x)→ n(0)z(x) := g(0)(x)z1T01z∗g(0)†(x) = g(0)(x)T0g(0)†(x) = n(0)(x). (K.59)
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