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Abstract. This Thesis studied two forms of Stochastic Landau-Lifschitz equa-
tions and proved the existence of the weak solution and some regularity proper-
ties.
The first form is given by
du(t) =
{
λ1u(t) × [∆u(t) − ∇φ(u(t))]
−λ2u(t) ×
(
u(t) × [∆u(t) − ∇φ(u(t))])} dt
+
{
u(t) × h
}
◦ dW(t)
∂u
∂ν
∣∣∣
∂D
= 0
u(0) = u0
which is a similar form as in Brzez´niak and Goldys and Jegaraj’s paper [13] but
with relatively more general energy.
The second form is given by
dM(t) =
[
λ1 M(t) × ρ(t) − λ2 M(t) × (M(t) × ρ(t))] dt
+
∑∞
j=1
[
αM(t) × h j + βM(t) × (M(t) × h j)] ◦ dW j(t)
dB(t) = −∇ × E(t) dt
dE(t) =
[∇ × H(t) − 1DE(t) − f˜ (t)] dt, t ∈ [0,T ].
which is the full version of the stochastic Landau Lifschitz equation coupled with
the Maxwell’s equations.
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1. Introduction
The ferromagnetism theory was first studied by Weiß in 1907 and then further
developed by Landau and Lifshitz [33] and Gilbert [24]. By their theory: there is
a characteristic of the material called the Curie’s temperature, whence below this
critical temperature, ferromagnetic bodies which are large enough would break up
into small uniformly magnetized regions and separated by thin transition layers.
The small uniformly magnetized regions are called Weiß domains and the transi-
tion layers are called Bloch walls. Moreover the magnetization in a domain D ⊂ R3
at time t > 0 given by M(t, x) ∈ R3 satisfies the following Landau-Lifschitz equa-
tion:
(1.1)
dM(t, x)
dt
= λ1M(t, x) × ρ(t, x) − λ2M(t, x) × (M(t, x) × ρ(t, x)).
The ρ in the equation (1.1) is called the effective magnetic field and defined by
(1.2) ρ = −∇ME,
where the E is the so called total electro-magnetic energy which composed by
anisotropy energy, exchange energy and electronic energy. As explained in [13],
in order to describe phase transitions between different equilibrium states induced
by thermal fluctuations of the effective magnetic field ρ, we introduce the Gaussian
noise into the Landau-Lifschitz equation to perturb ρ and which should have the
following form:
dM(t) =
[
λ1M(t) × ρ(t) − λ2M(t) × (M(t) × ρ(t))] dt + (M(t) × h) ◦ dW(t).
This is the form of stochastic Landau-Lifschitz which will be studied in this thesis
(but with different forms of ρ, h and W(t)).
The structure of this thesis is as following:
Section 2 contains some basic knowledge for reading this thesis and the Lemmas
which will be referred in the following sections.
Section 3 gives details of explanation of the evolution situation in the Visintin’s
paper [51], which studies the deterministic Landau-Lifshitz Equation coupled by
Maxwell’s equations with the following form:
(1.3)

dM = λ1M × ρ dt − λ2M × (M × ρ) dt
dB = −∇ × E dt
dE = ∇ × H dt − (1DE + f˜ ) dt
where M is the magnetization, ρ is the effective magnetic field, E is the electric
field, H is the magnetic field and B is defined by B := H + M˜, the tilde here means
extend a function defined on D ⊂ R3 to R3 with value 0. This section will help us
to understand the next two main sections of this thesis.
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Brzez´niak and Goldys and Jegaraj [13] studied the Stochastic Landau-Lifschitz
Equation with only the exchange energy taken into account:
(1.4)
du(t) = (λ1u(t) × ∆u(t) − λ2u(t) × (u(t) × ∆u(t))) dt + (u(t) × h) ◦ dW(t),
∂u
∂n (t, x) = 0, t > 0, x ∈ ∂D,
u(0, x) = u0(x), x ∈ D.
where ∆u stands for the exchange energy. In section 4, a stochastic Landau-Lifshitz
equation with a more general exchange energy has been studied, which has been
formulated by:
(1.5)

du(t) =
{
λ1u(t) × [∆u(t) − ∇φ(u(t))]
−λ2u(t) ×
(
u(t) × [∆u(t) − ∇φ(u(t))])} dt
+
{
u(t) × h
}
◦ dW(t)
∂u
∂ν
∣∣∣
∂D = 0
u(0) = u0
where φ : R3 −→ R+ defined as a C4 function which satisfies: φ′ φ′′ and φ(3) are
bounded. The existence of the weak solution has been concluded and some similar
regularity properties as in Brzez´niak and Goldys and Jegaraj’s paper [13] has been
obtained.
In Section 5, a full stochastic Landau-Lifthitz equation coupled by the Maxwell’s
equations has been studied which formulated by:
(1.6)

dM(t) =
[
λ1M(t) × ρ(t) − λ2M(t) × (M(t) × ρ(t))] dt
+
∑∞
j=1
[
αM(t) × h j + βM(t) × (M(t) × h j)] ◦ dW j(t)
dB(t) = −∇ × E(t) dt
dE(t) =
[∇ × H(t) − 1DE(t) − f˜ (t)] dt, t ∈ [0,T ].
The M, ρ, E, H, B have the same meaning as in Section 3. As previous section, the
existence of the weak solution as well as some regularity have been obtained.
The Sections 3, 4 and 5 were written separately with independent notations. The
proof of the existence of the weak solutions are all followed by two steps:
1st Step: Using the Faedo-Galerkin approximation to get a series of SDEs on finite
dimensional spaces which have unique solution. Then prove some uniform (with
respect to n) bounds in various norms of the solutions.
2nd Step: Using some compactness results and Skorohod’s Theorem to show that
there is another probability space in which there are some processes can be identi-
fied as a weak solution of the original equation.
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2. Preliminaries
2.1. Linear operators.
Definition 2.1 (relation). Let X,Y be nonempty sets, a relation on X × Y is a
nonempty subset of X × Y .
Example 2.2.(a). Identity relation:
R = {(x, x) : x ∈ X}.
(b). Let X = R, R = {(x, y) : x ≤ y}.
Definition 2.3 (function). Let X,Y be nonempty sets, a function f on X × Y is a
relation, such that
(x, y1), (x, y2) ∈ f =⇒ y1 = y2.
We also define
D( f ) := {x ∈ X : ∃y ∈ Y, (x, y) ∈ f },
R( f ) := {y ∈ Y : ∃x ∈ X, (x, y) ∈ f }.
And we denote f : D( f ) −→ Y and f (x) = y means that (x, y) ∈ f .
Definition 2.4 (linear operator). Let X, Y be two Banach spaces, a linear operator
A from X to Y is a function X ⊃ D(A) −→ Y which is linear and bounded.
Definition 2.5 (symmetric). Let H be a Hilbert space, a densely defined linear
operator A : H ⊃ D(A) −→ H, is called symmetric iff for any x, y ∈ D(A),
(Ax, y) = (x, Ay).
Lemma 2.6. Let H be a Hilbert space, then the functions,
(·, y) : H −→ C, and (y, ·) : H −→ C, y ∈ H,
are continuous on H.
Lemma 2.7. Let H be a Hilbert space, if for some y ∈ H,
(2.1) (x, y) = 0, ∀x ∈ H,
then y = 0.
Proof. From (2.1), (y, y) = 0, hence y = 0. 
2.1.1. Adjoint operator.
Definition 2.8. Let H be a Hilbert space and A be a densely defined linear operator
on H, then we define:
(2.2) D(A∗) := {y ∈ H : ∃z ∈ H,∀x ∈ D(A), (Ax, y) = (x, z)} .
Definition 2.9 (adjoint operator on Hilbert space). Let H be a Hilbert space and A
be a densely defined linear operator on H, then we define the adjoint operator A∗
of A by A∗ : D(A∗) −→ H, and for x ∈ D(A), y ∈ D(A∗),
(Ax, y) = (x, A∗y).
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Remark 2.10. The A∗ defined in Definition 2.9 is really a function. And this is why
we need D(A) is dense in H.
Proof. Suppose that (Ax, y) = (x, z1) = (x, z2),∀x ∈ D(A) in (2.2), then (x, z1−z2) =
0,∀x ∈ D(A).
Actually (x, z1 − z2) = 0,∀x ∈ H. Because D(A) is dense in H, for x ∈ H, there
exists a sequence {xn}∞n=1 such that limn→∞ xn = x, and from Lemma 2.6,
(x, z1 − z2) = lim
n→∞(xn, z1 − z2) = 0.
Then from Lemma 2.7, z1 = z2, so by Definition 2.3, A∗ is a function, this com-
pletes the proof. 
Definition 2.11 (adjoint operator on Banach space). If A is a linear operator on
Banach space X, and D(A) is dense in X, X∗ is the dual space of X then we define:
D(A∗) :=
{
x∗ ∈ X∗ : ∃y∗ ∈ X∗,∀x ∈ D(A), x∗(Ax) = 〈Ax, x∗〉 = 〈x, y∗〉} .
Then we define
A∗x∗ = y∗.
Proposition 2.12. Let H be a Hilbert space, if A is symmetric, then A ⊂ A∗.
Proof. To prove this, we just need to show that
• D(A) ⊂ D(A∗);
• ∀y ∈ D(A), Ay = A∗y.
Firstly, if y ∈ D(A), then because A is symmetric, for x ∈ D(A), (Ax, y) = (x, Ay)
which implies that y ∈ D(A∗), hence D(A) ⊂ D(A∗).
Next, if y ∈ D(A), then for x ∈ D(A), (Ax, y) = (x, Ay) = (x, A∗y), and because
D(A) is dense in H, (x, Ay) = (x, A∗y) for all x ∈ H, hence Ay = A∗y,∀y ∈ D(A).
This completes the proof. 
Definition 2.13 (self-adjoint). Let H be a Hilbert space, a density defined operator
A on H is called self-adjoint iff
A = A∗.
Example 2.14. H = L2(D,R), where D is open in Rd. Let D(A) = C∞0 (D), and
Au = ∆u. It is easily seen that A is symmetric, but A , A∗, because D(A∗) ⊃ C20 )
C∞0 = D(A). But there exist operators B, such that B ⊃ A, B∗ = B.
Proposition 2.15. Let H be a Hilbert space, then if the linear operators A1, A2 are
densely defined and A1 ⊂ A2, then A∗2 ⊂ A∗1. In particular, D(A∗2) ⊂ D(A∗1).
Proof. Let us take and fix y ∈ D(A2∗). Then
(A2x, y) = (x, A∗2y), ∀x ∈ D(A2).
Since D(A1) ⊂ D(A2), it follows that
(A2x, y) = (x, A∗2y), ∀x ∈ D(A1).
Since A1 ⊂ A2, we infer that
(A1x, y) = (x, A∗2y), ∀x ∈ D(A1).
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Thus by the definition of adjoint operator, y ∈ D(A∗1), and A∗1y = A∗2y. So we proved
that A∗2 ⊂ A∗1. 
Proposition 2.16. Let H be a Hilbert space and A : D(A) −→ H be a symmetric
operator on H, λ ∈ R, then λI − A is a symmetric operator on H.
Proof. Let us take x, y ∈ D(A), then for λ ∈ R, we have(
(λI − A)x, y) = (λx, y) − (Ax, y)
= λ(x, y) − (x, Ay)
= (x, λy) − (x, Ay)
=
(
x, (λI − A)y)
So, λI − A is also symmetric, which completes the proof. 
Proposition 2.17. Let H be a Hilbert space and A : D(A) −→ H be a linear
operator on H, if R(A) = H, then ker(A∗) = {0}.
Proof. Let us consider y ∈ D(A∗) such that A∗y = 0. Then for any x ∈ D(A),
(x, A∗y) = 0, but (x, A∗y) = (Ax, y), for x ∈ D(A), hence
(Ax, y) = 0, ∀x ∈ D(A),
and because R(A) = H,
(x, y) = 0, ∀x ∈ H.
Therefore y = 0.
So ker(A∗) = {0}, which completes the proof. 
Proposition 2.18. Let H be a Hilbert space and A : D(A) −→ H be a symmetric
operator on H that satisfies R(A) = H, then A is self-adjoint.
Proof. Suppose that y ∈ D(A∗), since R(A) = H, there exists x ∈ D(A) such
that, Ax = A∗y. From Proposition 2.12, D(A) ⊂ D(A∗), so A∗x = A∗y, that is
A∗(x − y) = 0. And from Proposition 2.17, because R(A) = H, ker(A∗) = {0},
so y = x ∈ D(A), hence we proved D(A) ⊃ D(A∗). Therefore A = A∗, which
completes the proof. 
Corollary 2.19. Let H be a Hilbert space, A : D(A) −→ H be a symmetric opera-
tor on H and for a certain λ ∈ R, R(λI − A) = H, then A is self-adjoint.
Proof. From Proposition 2.16, λI−A is also symmetric and from Proposition 2.18,
λI − A is self-adjoint. Notice that
D
(
(λI − A)∗) = {y ∈ H : ∃z ∈ H,∀x ∈ D(λI − A) = D(A), ((λI − A)x, y) = (x, z)} .
Suppose that y ∈ D(A∗), then ∃z ∈ H, ∀x ∈ D(A), (Ax, y) = (x, z), then(
(λI − A)x, y) = λ(x, y) − (Ax, y)
= λ(x, y) − (x, z)
= (x, λy − z)
Hence y ∈ D((λI − A)∗), so
D(A) ⊂ D(A∗) ⊂ D((λI − A)∗) = D(λI − A) = D(A).
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Therefore D(A) = D(A∗), which means that A is self-adjoint, and this completes
the proof. 
2.1.2. Closed operator.
Definition 2.20 (closed). Let X be a Banach space, then a linear operator A :
D(A) −→ X is closed iff A is a closed subset of X2.
Proposition 2.21. Let X be a Banach space, then a linear operator A : D(A) −→ X
is closed iff: if {xn} ⊂ D(A) and xn −→ x, Axn −→ y, then x ∈ D(A), and Ax = y.
Proposition 2.22. Let X be a Banach space, if A is a bounded linear operator and
D(A) = X, then A is closed.
Proof. If {xn} ⊂ X, and xn → x, Axn → y ∈ X, then because D(A) = X, so x ∈ D(A)
and because A is bounded, so as n→ ∞,
‖A(x) − y‖ ≤ ‖A(x) − A(xn)‖ + ‖A(xn) − y‖
≤ ‖A‖ · ‖x − xn‖ + ‖A(xn) − y‖
→ 0
Hence A(x) = y, and therefore A is closed. 
Definition 2.23 (closable). Let X be a Banach space, then the linear operator A :
D(A) −→ X is closable iff the closure of A in X2 is some linear operator S :
D(S ) −→ X.
Definition 2.24 (smallest closed extension). Let X be a Banach space, A : D(A) −→
X is a linear operator. We define S as the smallest closed extension of A by
(2.3) D(S ) :=
{
x ∈ X : ∃{xn} ⊂ D(A), xn −→ x and lim
n→∞ Axn = y exists
}
,
and for such x, y in (2.3), we set
S x = y.
Remark 2.25. (2.3) is equivalent to
D(S ) =
{
x ∈ X : ∃{xn} ⊂ D(A), y ∈ X, such that lim
n→∞(xn, Axn) = (x, y)
}
.
Proposition 2.26. Let X be a Banach space, A : D(A) −→ X be a linear operator.
Then the smallest closed extension of A is closed.
Proof. Let wn ∈ D(S ), wn −→ w and S wn −→ u. Then by Proposition 2.21, we
only need to prove w ∈ D(S ) and S w = u.
Notice that wn ∈ D(S ) means that there exists {xn,m} ⊂ D(A), limm→∞ xn,m = wn
and limm→∞ Axn,m = S wn. So ∀wn ∈ D(S ), ∃xn ∈ D(A), such that
‖xn − wn‖ < 1n and ‖Axn − S wn‖ <
1
n
.
Hence
lim
n→∞ xn = limn→∞wn = w and limn→∞ Axn = limn→∞ S wn = u.
So S is closed. This ends the proof. 
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Proposition 2.27. Let X be a Banach space, then the linear operator A : D(A) −→
X is closable iff: if {xn} ⊂ D(A) and xn −→ 0, Axn −→ y then y = 0.
Proof. We need to prove: A = S for some S : D(S ) −→ X⇐⇒ if D(A) 3 xn −→ 0
and Axn −→ y exists, then y = 0.
“=⇒”: If (xn, Axn) −→ (0, y), then (0, y) ∈ A = S , so S (0) = y, because S is linear,
so y = 0.
“⇐=”: We prove that is satisfied for S is the smallest closed extension of A.
If x ∈ D(A), then let xn = x,∀n, then xn −→ x and Axn −→ Ax, so x ∈ D(S ) and
S x = Ax. Hence A ⊂ S and from Proposition 2.26, S is closed, so A ⊂ S .
On the other hand, ∀(x, y) ∈ S , ∃{xn} ⊂ D(A), such that (xn, Axn) −→ (x, y). Hence
(x, y) ∈ A, so A ⊃ S .
Therefore A = S , this completes the proof.

Lemma 2.28. Let X be a Banach space and A : D(A) −→ X be a linear operator
such that D(A) is a subspace of X, A is invertible and A−1 is bounded. Then there
exists δ > 0 such that if a linear operator B : X −→ X is bounded and ‖B‖ < δ,
then A − B with D(A − B) = D(A) is also invertible and (A − B)−1 is also bounded.
Proof. Let δ = 1‖A−1‖ , then for ‖B‖ < δ, ‖A−1B‖ < 1. We will prove this Lemma by
the following steps:
Step 1:
∑∞
k=0(A
−1B)k is converge to some element in H∗.
For any m ∈ N,
‖
N+m∑
k=N+1
(A−1B)k‖ ≤
N+m∑
k=N+1
‖A−1B‖k −→ 0, as N −→ ∞,
so
(∑N
k=0(A
−1B)k
)∞
N=0
is a Cauchy sequence in H∗, but H∗ is complete, hence∑∞
k=0(A
−1B)k is convergence.
Step 2: (I − A−1B)−1 = ∑∞k=0(A−1B)k.
That is because:
(I − A−1B)
 N∑
k=0
(A−1B)k

= I +
 N∑
k=1
(A−1B)k
 −
 N∑
k=1
(A−1B)k

= I
Step 3: (A − B)−1 = (I − A−1B)−1A−1 is bounded. Because (I − A−1B)−1 ∈ H∗, it is
bounded, and A−1 is bounded, so (A − B)−1 is bounded.
This completes the proof. 
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2.1.3. Compact operator.
Definition 2.29 (precompact). Let X be a Banach space, A ⊂ X is called precom-
pact iff A is compact.
Definition 2.30 (Compact operator). Let X,Y be Banach spaces, T : X −→ Y
be a linear operator, T is called compact iff T
(
B(0, 1)
)
is precompact in Y, where
B(0, 1) = {x ∈ X : ‖x‖ ≤ 1}.
Proposition 2.31. Let X,Y be Banach spaces, if T : X −→ Y is compact, then T is
bounded.
Proof. We prove this by contradiction. Suppose that T is not bounded, then there
exist {xn}∞n=1 ⊂ B(0, 1), such that T (xn) ≥ n. T (xn) ∈ T
(
B(0, 1)
)
and T
(
B(0, 1)
)
is compact, so there is a convergent subsequence {T (xnk )}∞k=1 ⊂ {T (xn)}∞n=1. But
T (xnk ) ≥ nk, so it is not possible to converge. Hence we have got the contradiction,
which completes the proof. 
Lemma 2.32. Let H be a Hilbert space and dim H < ∞, then B(0, 1) is compact;
Conversely, if B(0, 1) is compact, then dim H < ∞.
Proposition 2.33. Let H be a Hilbert space and dim H = n and T : H −→ H is
linear, then T is compact.
Proof. Because H has only finite dimensional, T is bounded. Hence T
(
B(0, 1)
)
is
a closed and bounded subset of a finite dimensional Hilbert space H. So T
(
B(0, 1)
)
is compact. Therefore T is compact, which completes the proof. 
Proposition 2.34. Let H be a Hilbert space and dim H = ∞ and T = λI, λ ∈ C,
then T is not compact.
Proof. Notice that
T
(
B(0, 1)
)
= B(0, |λ|),
and because dim H = ∞, B(0, |λ|) is not compact. So T is not compact. This
completes the proof. 
Proposition 2.35. A linear operator with a finite dimensional range is compact.
If X,Y are Hilbert spaces, T : X −→ Y is a linear bounded operator such that
dimT (X) is finite, then A is compact.
Proof. Suppose that A ⊂ X is bounded. Since T is bounded, T (A) is bounded in Y ,
therefore T (A) is bounded too.
We can also prove that T (A) ⊂ T (X). Assume that T (x) = lin{e1, . . . , en}, Y =
lin{e1, . . . , en, . . .}, y = ∑∞i=1 yiei. If y ∈ T (A), but y < T (x), then ∃k ∈ N, k > n,
such that yk , 0. Hence
|T (x) − y| ≥ yk, ∀x ∈ X.
This is contradict to y ∈ T (A). Therefore T (A) ⊂ T (X).
T (A) is a closed and bounded subset of a finite dimensional space, hence it is
compact. Therefore T is compact. 
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Proposition 2.36. If Tn : X −→ Y is a compact operator for each n, and T : X −→
Y such that limn→∞ ‖Tn − T‖ = 0, then T is compact.
Proof. Let B be the unit ball in X. For ε > 0, ∃N > 0,N ∈ N, such that if k > N,
(2.4) |Tkx − T x|Y ≤ 12ε, ∀x ∈ B.
And Tk is compact, so Tk(B) is precompact in Y , hence there exist {yi}ni=1 ⊂ Y , such
that Tk(B) ⊂ ⋃ni=1 B(yi, 12ε).
Hence for x ∈ B, Tk(x) ∈ B(yi, 12ε) for some i ∈ N, and by (2.4),
|T x − Tkx| < 12ε, ∀k > N.
So T x ∈ B(yi, ε), therefore T (B) ⊂ ⋃ni=1 B(yi, ε), which means that T (B) is pre-
compact, hence T is compact. 
Example 2.37. Let
H =
x = ∞∑
i=1
xiei :
∞∑
i=1
|xi|2 < ∞
 = l2,
where {ei} is the ONB in H, so {ei} doesn’t contain a convergent subsequence.
Y =
x = ∞∑
i=1
xiei :
∞∑
i=1
1
i
|xi|2 < ∞
 ,
Y is also a Hilbert space and
‖x‖2Y =
∞∑
i=1
1
i
|xi|2 ≤
∞∑
i=1
|xi|2 = ‖x‖H .
Hence H ↪→ Y is continuous. And also we can prove:
(a) : The imbedding T : H ↪→ Y is compact;
(b) : en −→ 0 in Y .
Proof.(a) : Let us define Tn := pin ◦ T . Then Tn is a bounded operator with a finite
dimensional range, so from Proposition 2.35, Tn is a compact operator. And
lim
n→∞ ‖Tn − T‖ = limn→∞ sup{x:∑ |xi |2=1}
∞∑
i=n+1
1
i
|xi|2 ≤ lim
n→∞
1
n
∞∑
i=n+1
|xi|2 = 0,
hence from Proposition 2.36, T is compact.
(b) :
‖en‖2Y =
1
n
12 =
1
n
−→ 0.
This completes the proof.

Lemma 2.38. Suppose that X and Y are Banach spaces such that the embedding
X ↪→ Y is compact. Assume that {xn}∞n=1 ⊂ X is a sequence such that ||xn||X ≤ R for
all n ∈ N and R > 0. Then there is a subsequence {xnk }∞k=1 ⊂ {xn}∞n=1 and a y ∈ Y,
such that xnk −→ y in Y.
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Proof. By the Definition 2.30 of a compact operator, {x ∈ Y : ‖x‖X ≤ R} is compact
in Y , but {xn}∞n=1 ⊂ {x ∈ Y : ‖x‖X ≤ R} ⊂ Y and for metric space, sequentially
compact is equivalent to compact. Hence there is a subsequence {xnk }∞k=1 ⊂ {xn}∞n=1
and a y ∈ Y , such that xnk −→ y in Y , which completes the proof. 
Lemma 2.39 (Schauder, p.282 in [53]). Let X,Y be Banach spaces, an operator
T ∈ L(X,Y) is compact iff its dual operator T ′ is compact.
Lemma 2.40 (Lemma 2.5, p.99 in [28]). For every separable Hilbert space H,
there is another Hilbert space U ⊂ H, such that the embedding U ↪→ H is compact
and dense.
2.1.4. Resolvent.
Definition 2.41. Let X be a complex Banach space and A : D(A) −→ X be a linear
operator, D(A) be a subspaces of X, we define the resolvent set ρ(A) of A by
ρ(A) =
{
λ ∈ C : R(λI − A) is dense in X and λI − A is invertible
and (λI − A)−1 is bounded
}
.
And we define the resolvent by
R(λ; A) = (λI − A)−1.
Proposition 2.42. Let X be a complex Banach space and A : D(A) −→ X be a
closed operator, D(A) is a subspaces of X. If λ ∈ ρ(A), then the resolvent (λI−A)−1
is defined on X, i.e. R(λI − A) = X.
Proof. Because the operator (λI − A)−1 is bounded, there exists c > 0, such that
|(λI − A)−1y| ≤ c|y|, ∀y ∈ R(λI − A)
, then
‖(λI − A)−1(λI − A)x‖ ≤ c‖(λI − A)x‖, ∀x ∈ D(A).
so
(2.5) ‖x‖ ≤ c‖(λI − A)x‖.
Let us take y ∈ X, because R(λI − A) is dense in X, ∃{xn} ⊂ D(A), such that
limn→∞(λI − A)xn = y. Hence {(λI − A)xn} is a Cauchy sequence, and by (2.5), we
infer that {xn} is also Cauchy. X is complete, limn→∞ xn = x for some x ∈ X. Hence
because A is closed, x ∈ D(A) and (λI − A)x = y. This means that y ∈ R(λI − A).
So we proved that R(λI − A) = X, which completes the proof. 
Proposition 2.43. Let X be a complex Banach space and A : D(A) −→ X is a
closed operator, D(A) is a subspaces of X. Then the resolvent set is an open set of
the complex plane.
Proof. From Proposition 2.42, R(λ; A) is an everywhere defined continuous opera-
tor. Let λ0 ∈ ρ(A), and consider
S (λ) = R(λ0; A)
I + ∞∑
n=1
(λ0 − λ)nR(λ0; A)n
 .
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S (λ) convergence and so bounded iff
|λ0 − λ| · ‖R(λ0; A)‖ < 1,
and notice that multiplication by (λ0I − A)(I − (λ0 − λ)R(λ0; A)) = λI − A on the
left or right of S (λ) gives I. So S (λ) = R(λ; A).
And because R(λ; A) is densely defined, from the construction of S (λ), it is also
densely defined. Hence we have got: if λ0 ∈ ρ(A) and
|λ0 − λ| < 1‖R(λ0; A)‖ ,
then λ ∈ ρ(A). So ρ(A) is open. This ends the proof. 
2.1.5. Spectrum.
Definition 2.44. Let X be a Banach space, and T : X −→ X is linear, ρ(T ) is the
resolvent of T , then we define:
(a) σ(T ) = ρ(T )c as the spectrum of T .
(b) An x , 0 which satisfies λx = T x for some λ ∈ C is called an eigenvector of
T and λ is called the corresponding eigenvalue. The set of all the eigenvalues is
called the point spectrum of T , which denoted by σp(T ).
(c) If λ is not an eigenvalue and if R(λI − T ) is not dense, then λ is said to be in the
residual spectrum.
Lemma 2.45. Let H be a Hilbert space and A : D(A) −→ H is a compact operator,
then σ(A) is a discrete set having no limit points except perhaps λ = 0. Further,
any nozero λ ∈ σ(A) is an eigenvalue of finite multiplicity.(i.e. the corresponding
space of eigenvectors is finite dimensional).
Corollary 2.46. Let H be a Hilbert space and T : H −→ H is a linear operator, if
T is compact and λ ∈ σp(T )\{0}, then dim ker(λI − T ) < ∞.
Proof. On ker(λI−T ) which is also a Hilbert space, T = λI, then from Proposition
2.34, dim ker(λI−T ) < ∞.Or T should not compact. This completes the proof. 
Proposition 2.47. Let H be a Hilbert space and T : H −→ H is a linear operator,
if T is bounded, then σ(T ) ⊂ B(0, ‖T‖).
Proof. To prove this, we only need to prove that if |λ| > ‖T‖, then λ ∈ ρ(T ).
If |λ| > ‖T‖, then the series:
1
λ
I + ∞∑
n=1
(T
λ
)n ,
converges to a bounded operator in norm. Then we can deduce that
(λI − T )1
λ
I + ∞∑
n=1
(T
λ
)n = 1λ
I + ∞∑
n=1
(T
λ
)n (λI − T ) = I,
hence (λI − T ) is invertible and (λI − T )−1 is bounded. This means that λ ∈ ρ(T ),
so the proof has been complete. 
18 LIANG LI
Lemma 2.48. Let X be a Banach space and T : X −→ X is linear. Then,
(a) If λ is in the residual spectrum of T , then λ is in the point spectrum of T ∗;
(b) If λ is in the point spectrum of T , then λ is in either the point spectrum or the
residual spectrum of T ∗.
Lemma 2.49. [42] Let H be a Hilbert space and T : H −→ H is a self-adjoint
operator, then
(a) T has no residual spectrum;
(b) σ(T ) ⊂ R.
(c) Eigenvectors corresponding to distinct eigenvalues of T are orthogonal.
Remark 2.50. If we define the resolvent as
ρ(T ) = {λ ∈ C : λI − T bijective and (λI − T )−1 is bounded}.
If λI −T is injective and R(λI −T ) is dense which means that λ neither in the point
spectrum nor the residual spectrum, then from Proposition 2.22, λI − T is closed,
and from Proposition 2.42, λI − T is bijective.
Definition 2.51 (projection). Let X be a Banach space, then the linear operator
A : D(A) −→ X is a projection iff A2 = A.
Definition 2.52 (orthogonal projection). Let X be a Banach space, then the linear
operator A : D(A) −→ X is a orthogonal projection iff A is a projection and A = A∗.
Theorem 2.53. [42][continuous functional calculus] Let A be a self-adjoint oper-
ator on a Hilbert space H. Then there is a unique map
φ : C
(
σ(A)
) −→ L (H),
with the following properties:
(a) φ is an algebraic *-homomorphism, that is
φ( f g) = φ( f )φ(g) φ(λ f ) = λφ( f )
φ(1) = I φ( f ) = φ( f )∗
(b) φ is continuous, that is, ‖φ( f )‖L (H) ≤ C‖ f ‖∞.
(c) Let f be the function f (x) = x; then φ( f ) = A.
Moreover, φ has the additional properties:
(d) If Aψ = λψ, then φ( f )ψ = f (λ)ψ.
(e) σ[φ( f )] = { f (λ) : λ ∈ σ(A)}[spectral mapping theorem].
(f) If f ≥ 0, then φ( f ) ≥ 0.
(g) ‖φ( f )‖L (H) = ‖ f ‖∞. [This strengthens (b)].
Definition 2.54. Let A be a self-adjoint operator on a Hilbert space H, f ∈ C(σ(A)).
Then we define
f (A) := φ( f ),
where φ : C
(
σ(A)
) −→ L (H) is the one in Theorem 2.53.
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Lemma 2.55 (Riesz-Markov theorem). [42] Let X be a compact Hausdorff space.
For any positive linear functional l on C(X) there is a unique Baire measure µ on
X with
l( f ) =
∫
X
f dµ.
2.1.6. Spectral Theorem: bounded operator.
Definition 2.56 (spectral measure). Let A be a bounded self-adjoint operator on
Hilbert space H, ψ ∈ H, then
f 7−→ (ψ, f (A)ψ),
is a positive linear functional on C
(
σ(A)
)
. Thus by the Riesz-Markov theorem 2.55,
there is a unique measure µψ on the compact set σ(A) with(
ψ, f (A)ψ
)
=
∫
σ(A)
f (λ) dµψ.
Then the measure µψ is called the spectral measure associated with the vector ψ.
Definition 2.57. Let A be a bounded self-adjoint operator on Hilbert space H,
g ∈ B(R). It is natural to define g(A) such that
(ψ, g(A)ψ) =
∫
σ(A)
g(λ) dµψ(λ), ψ ∈ H.
Theorem 2.58 (spectral theorem-functional calculus form). [42] Let A be a bounded
self-adjoint operator on Hilbert space H. There is a unique map
φ : B(R) −→ L (H),
such that
(a) φ is an algebraic *-homomorphism, that is
φ( f g) = φ( f )φ(g) φ(λ f ) = λφ( f )
φ(1) = I φ( f ) = φ( f )∗
(b) φ is continuous, that is, ‖φ( f )‖L (H) ≤ ‖ f ‖∞.
(c) Let f be the function f (x) = x; then φ( f ) = A.
(d) Suppose fn(x) −→ f (x) for each x and ‖ fn‖∞ is bounded. Then φ( fn) −→ φ( f )
strongly.
Moreover, φ has the additional properties:
(e) If Aψ = λψ, then φ( f )ψ = f (λ)ψ.
(f) If f ≥ 0, then φ( f ) ≥ 0.
(g) If BA = AB, then φ( f )B = Bφ( f ).
Definition 2.59 (cyclic vector). A vector ψ ∈ H is called a cyclic vector for A if
finite linear combinations of the elements {Anψ}∞n=0 are dense in H.
20 LIANG LI
Theorem 2.60 (spectral theorem-multiplication operator form). [42] Let A be a
bounded self-adjoint operator on a separable Hilbert space H. Then there exist
measures {µn}Nn=1 (N = 1, 2, . . . ,∞) on σ(A) and a unitary operator
U : H −→
N⊕
n=1
L2(R, dµn),
such that
(UAU−1ψ)n(λ) = λψn(λ), λ ∈ R,
where we write an element ψ ∈ ⊕Nn=1L2(R, dµn) as an N-tuple 〈ψ1(λ), . . . , ψN(λ)〉.
This realization of A is called a spectral representation.
Definition 2.61 (spectral measures). The measure µn as in Theorem 2.60 are called
spectral measures; they are just µψ for suitable ψ.
Corollary 2.62. [42] Let A be a bounded self-adjoint operator on a separable
Hilbert space H. Then there exists a finite measure space (M, µ), a bounded func-
tion F on M, and a unitary map:
U : H −→ L2(M, dµ),
such that
(UAU−1 f )(m) = F(m) f (m), m ∈ M.
Definition 2.63 (spectral projection). Let H be a Hilbert space and A : H ⊃
D(A) −→ H is a bounded self-adjoint operator and D a Borel set of R. PD := 1D(A)
is called a spectral projection of A.
Definition 2.64 (projection valued measure). A family of projections obeying
(a) Each PD is an orthogonal projection;
(b) P∅ = 0, P(−a,a) = I for some a;
(c) If D =
⋃∞
n=1 Dn, with Dn ∩ Dm = ∅ for all n , m, then
PD = s − lim
N→∞
 N∑
n=1
PDn
 .
is called a projection valued measure.
Remark 2.65. If {PD} is a projection-valued measure, then for φ ∈ H, (φ, PDφ) is a
Borel measure on R, which we denote by d(φ, Pλφ).
Theorem 2.66. [42] If {PD} is a projection-valued measure, and f a bounded
Borel function on supp PD, then there is an unique operator B which we denote∫
R
f (λ) dPλ such that,
(φ, Bφ) =
∫
R
f (λ) d(φ, Pλφ), φ ∈ H.
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Theorem 2.67 (spectral theorem-p.v.m. form). [42] There is a one-one correspon-
dence between (bounded) self-adjoint operators A and (bounded) projection valued
measures {PD} given by:
A 7−→ {PD} = {1D(A)}
{PD} 7−→ A =
∫
R
λ dPλ
2.1.7. Spectral Theorem: unbounded operator.
Theorem 2.68. [42][spectral theorem-multiplication operator form] Let A be a
self-adjoint operator on a separable Hilbert space H with domain D(A). Then
there is a measure space (M, µ) with µ a finite measure, a unitary operator
U : H −→ L2(M, dµ),
and a real-valued function f on M which is finite a.e. such that
(a) ψ ∈ D(A) iff f (·)(Uψ)(·) ∈ L2(M, dµ).
(b) If φ ∈ U[D(A)], then (UAU−1φ)(m) = f (m)φ(m).
Theorem 2.69. Let A be a self-adjoint operator on a separable Hilbert space H
with domain D(A). Then there is a measure space (M, µ) with µ a finite measure,
an isometric isomorphism
U : H −→ L2(M, dµ),
and a measurable function f : M −→ R, such that there is an operator B on
L2(M, µ), defined by
D(B) =
{
g ∈ L2(M, µ) :
∫
M
|g(x)|2 f 2(x) dµ < ∞
}
,
Bg = f g, g ∈ D(B).
And
U
∣∣∣∣
D(A)
: D(A) −→ D(B),
is bijection. And
Au = U−1BU.
Example 2.70. Let H = L2(R), A = −∆, D(A) = H2(R). U is the Fourier trans-
form, f (x) = x2.
−∆u = F −1(|x|2uˆ)
= F −1(|x|2F u).
Theorem 2.71 (spectral theorem-functional calculus form). [42] Let A be a self-
adjoint operator on Hilbert space H. Then there is a unique map
φ : Bb(R) −→ L (H),
such that
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(a) φ is an algebraic *-homomorphism, that is
φ( f g) = φ( f )φ(g) φ(λ f ) = λφ( f )
φ(1) = I φ( f ) = φ( f )∗
(b) φ is continuous, that is, ‖φ( f )‖L (H) ≤ ‖ f ‖∞.
(c) Let fn be the sequence of bounded Borel functions with limn→∞ fn(x) = x for
each x ∈ R and |hn(x) ≤ |x| for all x ∈ R and n ∈ N. Then for any ψ ∈ D(A),
limn→∞ φ( fn)ψ = Aψ.
(d) Suppose fn(x) −→ f (x) for each x and ‖ fn‖∞ is bounded. Then φ( fn) −→ φ( f )
strongly.
Moreover, φ has the additional properties:
(e) If Aψ = λψ, then φ( f )ψ = f (λ)ψ.
(f) If f ≥ 0, then φ( f ) ≥ 0.
Theorem 2.72 (spectral theorem-projection valued measure form). [42] Let H be
a Hilbert space, A : D(A) −→ H is a self-adjoint operator, {PD} are projection-
valued measures on H, then
A =
∫
R
λ dPλ.
And if g(·) is a real-valued Borel function on R, then
g(A) =
∫
R
g(λ) dPλ,
is self-adjoint on
D(g) =
{
φ :
∫ ∞
−∞
|g(λ)|2 dPλ < ∞
}
.
And if g is bounded,
g(A) = φ(g),
where φ is as in Theorem 2.71.
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2.2. Sobolev space.
2.2.1. Definitions.
Definition 2.73 (Weak derivative). Let D be a nonempty open subset of Rn. f ∈
L1loc(D), if there exists a function g ∈ L1loc(D) such that∫
D
f (x)Dαϕ(x) dx = (−1)α
∫
D
g(x)ϕ(x) dx, ϕ ∈ C∞0 (D),
then we say that Dα f = g in the weak sense.
Definition 2.74 (Sobolev space). Let us suppose that D ⊂ Rn open, p ≥ 1 and k a
non-negative integer, we define the Soblev space as
Wk,p(D) =
{
f ∈ Lp(D) : Dα f exitsts in weak sense and Dα f ∈ Lp(D), |α| ≤ k} .
The space Wk,p(D) is equipped with the norm
‖ f ‖k,p;D =
∫
D
∑
|α|≤k
|Dα f |p dx

1
p
.
Definition 2.75. For k = 0, 1, 2, . . ., we define:
Hk(D) = {u ∈ L2 : Dαu ∈ L2 in weak sense,∀|α| ≤ k},
Hk0(D) = C
∞
0 (D) ⊂ Hk(D).
Informal interpretation:
Hk0(D) = {u ∈ Hk : Dαu|∂D = 0, |α| ≤ k − 1}.
Theorem 2.76. If f ∈ W1,2(a, b) then f is a.e. equals to a function
f˜ (x) = f (x0) +
∫ x
x0
(D f )(y) dy, x0 ∈ (a, b),
which is continuous on [a, b].
Remark 2.77. So f ∈ W1,2(a, b) can be identified with this continuous version of
it. And we can define a map:
W1,2(a, b) −→ C([a, b])
f 7−→ f˜ ,
which is linear and continuous.
Proposition 2.78 ([1] Th. 3.3). Wm,p(D) is a Banach space.
Proposition 2.79 ([1] Th. 3.6). Wm,p(D) is separable if 1 ≤ p < ∞. And Wm,p(D)
is uniformly convex and reflexive if 1 < p < ∞.
Proposition 2.80 ([1] Th. 3.6). Wk,2 is a separable Hilbert space.
Definition 2.81. For α < 1, we define
Cα[a, b] :=
 f ∈ C[a, b] : sup
a≤x1<x2≤b
| f (x2) − f (x1)|
|x2 − x1|α < ∞
 .
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Definition 2.82. If p = 2 and u, v ∈ Ck(D), we define:
(u, v)k :=
∫
D
∑
|α|≤k
DαuDαv dx.
Theorem 2.83.
W1,2(a, b) ↪→ C 12 [a, b].
Proof. Suppose f ∈ W1,2(a, b). Take f to be continuous, then
| f (x2) − f (x1)| =
∣∣∣∣∣∣
∫ x2
x1
D f (y) dy
∣∣∣∣∣∣
≤
(∫ x2
x1
|D f (y)|2 dy
) 1
2
(∫ x2
x1
12 dy
) 1
2
≤
(∫ b
a
|D f (y)|2 dy
) 1
2
|x2 − x1| 12
≤ ‖ f ‖W1,2 |x2 − x1|
1
2
Thus,
| f (x2) − f (x1)|
|x2 − x1| 12
≤ ‖ f ‖W1,2 < ∞.
This ends the proof. 
Definition 2.84. Let D ⊂ Rn be a bounded domain, for 0 < θ < 1, we define
u ∈ Cθ(D), iff
sup
x
|u(x)| + sup
x,y
|u(x) − u(y)|
|x − y|θ < ∞.
Theorem 2.85. [20][Characterization of Hk by Fourier transform] Let k ∈ N, then
a function u ∈ L2(Rn) belongs to Hk(Rn) iff
(2.6) (1 + |ξ|k)uˆ ∈ L2(Rn).
Remark 2.86. Equation (2.6) also make sense for k ∈ R, so we have the following
definition.
Definition 2.87. For θ ∈ R, we define u ∈ Hθ(Rn) iff u ∈ L2(Rn) and
(2.7) (1 + |ξ|θ)uˆ(ξ) ∈ L2(Rn).
Theorem 2.88. [36] If 0 < θ < 1, then u ∈ Hθ(Rn) iff u ∈ L2(Rn) and∫
Rn
∫
Rn
|u(x) − u(y)|2
|x − y|1+2θ dx dy < ∞.
Definition 2.89. [36] If 0 < θ < 1 and D ⊂ Rn, we define u ∈ Wθ,p(D) iff u ∈ Lp(D)
and ∫
D
∫
D
|u(x) − u(y)|p
|x − y|1+pθ dx dy < ∞.
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Lemma 2.90. [10] If u is a function from the interval [0,T ] to R, (if T = ∞, then
we consider [0,T ),) and
0 = t0 < t1 < · · · < tm = T,
u j := u
∣∣∣
[t j−1,t j]
∈ W1,2(t j−1, t j), j = 1, . . . ,m,
and u j(t j) = u j+1(t j), j = 1, . . . ,m − 1, u1(0) = u0 ∈ R. Then
u ∈ W1,2(0,T ).
Proof. We must show that u ∈ L2(0,T ;R) and u′ ∈ L2(0,T ;R), where u′ is the
weak derivative of u. If we define
w(t) = u′j(t), t ∈ (t j−1, t j),
where u′j(t) is the weak derivative of u j(t). And∫ T
0
|w(t)| dt ≤ 2
m∑
j=1
∫ t j
t j−1
|u′j(t)|2 dt < ∞.
So now we have two facts: u ∈ L2(0,T ;R) and w ∈ L2(0,T ;R). Thus it suffices to
prove that w = u′ in (0,T ).
In other words, we have to show that
(2.8) −
∫ T
0
φ′(t)u(t) dt =
∫ T
0
φ(t)w(t) dt, φ ∈ C∞0 (0,T ).
If supp φ ⊂ (t j−1, t j), then from the definition of u, we see that (2.8) is true. If
φ = ψ1 + ψ2 and (2.8) is valid for ψ1 and ψ2, then it is valid for φ too.
Therefore it is enough to show that (2.8) is true for the case supp φ ⊂ (t j−1, t j+1).
For simplicity we take j = 1. Then∫ T
0
φ′(t)u(t) dt =
∫ t2
0
φ′(t)u(t) dt,∫ T
0
φ(t)w(t) dt =
∫ t2
0
φ(t)w(t) dt.
Let us take ψ ∈ C∞0 (R), such that 0 ≤ ψ(t) ≤ 1 for every t ∈ R and ψ(t) = 1 if |t| ≤ 12
and ψ(t) = 0 if |t| ≥ 1.
For ε > 0, we define ψε(t) := ψ
(
1
ε (t − t1)
)
, then we have
φ = φ · ψε + (1 − ψε) · φ,
φ′ = φ′ · ψε + φ · ψ′ε + φ′(1 − ψε) + φ(−ψ′ε).
If ε < 12 min{t2 − t1, t1}, then φ(1 − ψε)(t1) = 0, so supp φ(1 − ψε) ⊂ (0, t1) ∪ (t1, t2)
and by previous part
−
∫ t2
0
[
φ(t)(1 − ψε(t))]′u(t) dt = ∫ t2
0
φ(t)(1 − ψε(t))w(t) dt.
Let us observe that∫
φ′(t)u(t) dt =
∫ [
φ(t)(1 − ψε(t))]′u(t) dt + ∫ [φ(t)ψε(t)]′u(t) dt,
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−
∫
φ(t)w(t) dt = −
∫
φ(t)(1 − ψε(t))w(t) dt −
∫
φ(t)ψε(t)w(t) dt,
and the first summants of right hand side of both equations are equal. Since φ · ψε
is bounded, supp (φ ·ψε) ⊂ (t1 − ε, t1 + ε) and w ∈ L2(0,T ;R) ⊂ L1(0,T ;R), we get∫
φ(t)ψε(t)w(t) dt −→ 0, as ε −→ 0.
Similarly, we get ∫
φ′(t)ψε(t)u(t) dt −→ 0, as ε −→ 0.∫
φ(t)ψ′ε(t)u(t) dt −→ 0, as ε −→ 0.
Hence ∫ [
φ(t)ψε(t)
]′u(t) dt −→ 0, as ε −→ 0.
Then the proof is complete. 
Lemma 2.91. [[1], p.67, Thm 3.17] Let D be an nonempty open (unbounded)
subset set of Rn, 1 ≤ p < ∞. Then Cm(D) ∩Wm,p(D) is dense in Wm,p(D).
2.2.2. Embedding Theorems.
Definition 2.92. [23][cone property] A bounded domain D is said to have the cone
property iff there exist positive constants α, h such that for any x ∈ D, one can
construct a right spherical cone Vx with vertex x, opening α and height h such that
Vx ⊂ D.
Proposition 2.93. [23] Let D be a bounded domain, then D has
(i) If ∂D is of class C1, then D satisfies the cone condition.
(ii) If D is a convex domain has the cone property.
Theorem 2.94 ([23] Th. 11.1). Let D ⊂ Rn be a bounded domain satisfies the cone
condition. If a function u ∈ W j,p with j > m + np for some nonegative integer m,
then u ∈ Cm(D).
Theorem 2.95. H j(R) ↪→ Cm(R), if j − m > 12 .
Theorem 2.96 ([23] Th. 10.2). Let D ⊂ Rn be a bounded domain with ∂D ∈ C1,
and let u be any function in Wm,r(D), 1 ≤ r ≤ ∞. Then for any integer j with
0 ≤ j < m,
|u|W j,p(D) ≤ C|u|Wm,r(D)
where m − nr = j − nq , provided p > 0. The constant C depends only on Ω, m, j, r.
Theorem 2.97 ([23] Th. 11.2). Let D ⊂ Rn be a bounded domain with ∂D ∈ C1.
Let r be a positive number, 1 ≤ r < ∞, and let j,m be integers, 0 ≤ j < m. If q ≥ 1
is any positive number satisfying
m − n
r
> j − n
q
,
then the imbedding Wm,r(D) ↪→ W j,p(D) is compact.
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Corollary 2.98. [23] Let D ⊂ Rn be a bounded domain with ∂D ∈ C1. Let r be a
positive number, 1 ≤ r < ∞, and let j,m be integers, 0 ≤ j < m. If q ≥ 1 is any
positive number satisfying
m − n
r
≥ j − n
q
,
then Wm,r(D) ↪→ W j,q(D) continuously.
Proof. By Theorem 2.97, if
m − n
r
> j − n
q
,
Wm,r(D) ↪→ W j,q(D) continuously. And by Theorem 2.96, if
m − n
r
= j − n
q
,
Wm,r(D) ↪→ W j,q(D) continuously. Hence the proof has been complete. 
Theorem 2.99 ([26], Th. 1.6.1). Let D ⊂ Rn is an open set having the Cm extension
property. 1 ≤ p < ∞ and A is a sectinial operator in X = Lp(D) with D(A) = X1 ⊂
Wm,p(D) for some M ≥ 1. Then for 0 ≤ α ≤ 1,
Xα ⊂ Wk,q(D), if k − n
q
< mα − n
p
, q ≥ p,
Xα ⊂ Cν(D), if 0 ≤ ν < mα − n
p
.
Lemma 2.100 (Sobolev-Gagliardo inequality). [23] Assume that q, r ∈ [1,∞] and
j,m ∈ Z satisfy 0 ≤ j < m. Then for any u ∈ Cm0 (Rn),
(2.9) ‖D ju‖Lp(Rn) ≤ C‖Dmu‖aLr(Rn)‖u‖1−aLq(Rn),
where 1p =
j
n + a(
1
r − mn ) + (1− a) 1q for all a ∈ [ jm , 1] and C is a constant depending
only on n,m, j, q, r, a with the following exception. If m − j − nr is a nonegative
integer, then the equality (2.9) holds only for a ∈ [ jm , 1).
Lemma 2.101. [23] Let D be an open bounded subset of Rn and u ∈ Wk,p(D). If
k > np , then there exists u˜ ∈ C(D) ⊂ L∞, such that u = u˜ almost everywhere.
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2.3. Existence Theory for PDE.
Theorem 2.102 (Lax-Milgram). Let H be a Hilbert space, B[x, y] be a bilinear
form in H. And we assume that∣∣∣B[x, y]∣∣∣ ≤ C1‖x‖‖y‖, ∀x, y ∈ H,
and ∣∣∣B[x, x]∣∣∣ ≥ C2‖x‖2, ∀x ∈ H,
for some constants C1,C2 > 0. Then every bounded linear functional F(x) in H
can be represented in the form
F(x) = B[x, v]
for some v ∈ H uniquely determined by F.
Proof. Fix v ∈ H, then B[x, v] is a bounded linear function on H, so by Riesz
Lemma, there is a unique y ∈ H such that B[x, v] = 〈x, y〉, for all x ∈ H. Then we
can define a linear operator
A : H −→ H
v 7→ y
We claim that A is a bijection from H to H. That is because: If Av = 0, that is
B[x, v] = 〈x, 0〉 = 0, so B[v, v] = 0. But B[v, v] ≥ C2|v|2, so v = 0. Hence A is 1−1.
If R(A) , H, then there exists z < R(A), such that 〈z, y〉 = 0 for all y ∈ R(A). Since
〈z, y〉 = 〈z, Av〉 = B[z, v],
for some v ∈ H, we have B[z, v] = 0 for all v ∈ H. Take v = z, then B[z, z] = 0,
so z = 0. This contradict to z < R(A). Hence A is a surjection. Therefore A is a
bijection.
Since F(x) is bounded and linear, by Riesz Lemma, there is a unique y ∈ H such
that F(x) = 〈x, y〉 for all x ∈ H. For A is bijection we have
F(x) = 〈x, y〉 = 〈x, Av〉 = B[x, v], x ∈ H.
If v′ satisfies F(x) = B[x, v′] for all x ∈ H, then take x = v−v′, we have B[v−v′, v] =
B[v − v′, v′] = F(v − v′), so B[v − v′, v − v′] = 0. But B[v − v′, v − v′] ≥ C2
∣∣∣v − v′|2,
so v = v′. Hence such v is unique. This completes the proof. 
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2.4. Probability.
2.4.1. Uniform Integrability.
Definition 2.103. Let {ξn} be a series of random variables. They are said to be
uniformly integrable iff
lim
r→∞ supn
∫
{|ξn |≥r}
|ξn| dP = 0.
Theorem 2.104. If p > 1, supn E|ξn|p < ∞, then {ξn}n is uniformly integrable.
Proof. By the Cauchy-Schwartz inequality, for q satisfies 1p +
1
q = 1,∫
{|ξn |≥r}
|ξn| dP ≤
(∫
{|ξn |≥r}
|ξn|p dP
) 1
p
(∫
{|ξn |≥r}
1q dP
) 1
q
≤ (E|ξn|p) 1p P ({|ξn| ≥ r}) 1q .
By the Chebyshev’s inequality, we have
P({|ξn| ≥ r}) ≤ 1rpE(|ξn|
p).
Then let us assume that supn E|ξn|p < M < ∞, then
sup
n
∫
{|ξn |≥r}
|ξn| dP ≤ sup
n
(
E|ξn|p) 1p sup
n
P ({|ξn| ≥ r})
1
q
≤ M
r
p
q
−→ 0, as r −→ ∞.
This concludes the proof. 
Theorem 2.105. [[5] Th. 6.5.4] Let {ξn}n be a series of random variables. If {ξn}n
is uniformly integrable, and limn→∞ ξn = ξ, P-a.s., then
lim
n→∞E(ξn) = E(ξ).
2.4.2. Tightness.
Definition 2.106 (Tight). Let X be a Polish space, a family Λ of probability mea-
sures on
(
X,B(X)
)
is tight iff for arbitrary ε > 0, there exists a compact set Kε ⊂ X,
such that
µ(Kε) > 1 − ε, ∀µ ∈ Λ.
Theorem 2.107. Let X,Y be separable Banach spaces and (Ω,F ,P) be a prob-
ability space, we assume that i : X ↪→ Y is compact and the random variables
un : Ω −→ X, n ∈ N, satisfy the following condition: there is a constant C > 0,
such that
E
(|un|X) ≤ C, ∀n.
Then the laws
{L(i ◦ un)}n∈N is tight on Y.
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Proof. Let µn = L(un), νn = L(i ◦ un).
For ε > 0, there exists R > 0, such that CR < ε. By the Markov inequality Lemma
2.133,
µn
(|x|X > R) = P(|un| > R) ≤ 1RE(|un|) ≤ CR < ε, ∀n.
Let Kε =
{
x ∈ X : |x|X ≤ R}, it is a compact subset of Y . Kε is bounded in X which
is compactly embedded in Y , so Kε is pre-compact in Y , but it is also closed, hence
it is compact in Y .
νn(Kε) = µn
(
i−1(Kε)
)
= µn(Kε)
= 1 − µn(|x|X > R) > 1 − ε, ∀n
Therefore {νn} = {L(i ◦ un)} is tight on Y . This completes the proof. 
Lemma 2.108. Let X,Y be separable Banach spaces and (Ω,F ,P) be a probability
space, we assume that f : X ↪→ Y is continuous and the laws {L(un)} of the random
variables un : Ω −→ X, n ∈ N, is tight on X. Then the laws {L( f ◦ un)} is tight on
Y.
Proof. For ε > 0, there is a compact set Kε ⊂ X such that
P
(
u−1n (Kε)
)
> 1 − ε, ∀n,
hence
P
((
f ◦ un)−1( f (Kε))) = P(u−1n (Kε)) > 1 − ε, ∀n.
And since f is continuous, f (Kε) is compact in Y . So
{L( f ◦un)} is tight on Y . This
completes the proof. 
Theorem 2.109. Let X be a separable Banach space. Λ is a collection of proba-
bility measures on X. A, B are subspaces of X. If Λ is tight on both A and B, then
Λ is tight on A ∩ B.
Proof. For ε > 0, there exist compact sets K1 ⊂ A and K2 ⊂ B, such that
µ(K1) > 1 − ε2 and µ(K2) > 1 −
ε
2
, ∀µ ∈ Λ.
Then K1 ∩ K2 ⊂ A ∩ B is compact and for µ ∈ Λ,
µ(K1 ∩ K2) = 1 − µ((K1 ∩ K2)c)
= 1 − µ(Kc1 ∪ Kc2)
≥ 1 − µ(Kc1) − µ(Kc2)
≥ 1 − ε
Hence Λ is also tight on A ∩ B. This completes the proof. 
Theorem 2.110. Let (Ω,F ,P) be a probability space, X and Y be two Polish
spaces, ξn : Ω −→ X ∩ Y, n = 1, 2, . . . be a series of random variables. Then
if the laws of ξn, (L(ξn))n is tight on X ∩ Y, it is also tight on X.
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Proof. Suppose that (L(ξn))n is tight on X ∩ Y , we will show it is tight on X. Let
us fix ε > 0, we need to find a compact K ⊂ X, such that L(ξn)(K) > 1 − ε, for all
n. But (L(ξn))n is tight on X ∩ Y , so there exists a compact K′ ⊂ X ∩ Y , such that
L(ξn)(K′) > 1− ε, for all n. Since K′ is compact in X ∩Y , K′ is also compact in X.
Therefore we can take K = K′. This completes the proof of Theorem 2.110. 
Definition 2.111. [18][convergence weakly] Let X be a metric space and {µn} is a
sequence of Borel probability measures on X, we say µn −→ µ weakly (written as
µn
w−→ µ) iff ∫
X
f dµn −→
∫
X
f dµ, ∀ f ∈ Cb(X,R).
Definition 2.112 (converges in distribution). Let X be a metric space and ξ, ξ1, ξ2, . . .
be random elements with values in X, we say that ξn converges in distribution to ξ
(written as ξn
d−→ ξ) iff L(ξn) w−→ L(ξ).
Definition 2.113 (relatively compact). Let X be a separable Banach space, a family
of measures Λ is called relatively compact iff an arbitrary sequence {µn} ⊂ Λ
contains a subsequence which convergence weakly to a measure on
(
X,B(X)
)
.
Theorem 2.114 (Prokhorov). [18] Let X be a separable Banach space, a set of
probability measures Λ on
(
X,B(X)
)
is relatively compact iff it is tight.
Lemma 2.115. [49] Let X and Y be two (not necessary reflexive) Banach spaces
with Y ↪→ X compactly. Assume that p > 1, let G be a set of functions in L1(R; Y)∩
Lp(R, X), with
(a) G is bounded in L1(R; Y) ∩ Lp(R, X);
(b)
∫
R
∣∣∣g(t + s) − g(s)∣∣∣pX ds −→ 0, as t −→ 0, uniformly for g ∈ G ;
(c) The support of the functions g ∈ G is included in a fixed compact subset of R.
Then the set G is relatively compact in Lp(R; X).
Lemma 2.116. [22] Assume that B0 ⊂ B ⊂ B1 are Banach spaces, B0 and B1
being reflexive. Assume that the embedding B0 ⊂ B is compact. Let p ∈ (1,∞) and
α ∈ (0, 1) be given. Then the embedding
Lp(0,T ; B0) ∩Wα,p(0,T ; B1) ↪→ Lp(0,T ; B)
is compact.
Lemma 2.117. [22] Assume that B1 ⊂ B2 are two Banach spaces with compact
embedding, and α ∈ (0, 1), p > 1 satisfy a − 1p > 0. Then the space Wα,p(0,T ; B1)
is compactly embedded into C([0,T ]; B2).
2.4.3. Itoˆ formula and SPDE.
Definition 2.118 (progressively measurable process). A stochastic process (X(t))t≥0
is called progressively measurable with respect to the filtration (Ft)t≥0 if and only
if:Ω × [0,T ] 3 (ω, t) 7−→ Xt(ω) ∈ R is B ([0,T ]) ⊗ FT measurable.
Proposition 2.119. If Xt is Ft-measurable and the trajectories of Xt are a.s. con-
tinuous ( or left\right continuous) then (Xt)t≥0 is progressively measurable with
respect to (Ft)t≥0.
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Definition 2.120 (The σ-algebra BF ).
BF := {A ⊂ [0,T ] ×Ω : ∀t ≤ T, A ∩ ([0, t] ×Ω) ∈ B[0, t] ⊗ Ft} .
Proposition 2.121. For T > 0, (Ft)t∈[0,T ] is a filtration on Ω, the random process
X = (Xt)t≥0 is progressively measurable iff X : [0,T ] × Ω 3 (t, ω) 7→ Xt(ω) ∈ R is
BF measurable.
Proof. First we can show that: for any Borel set B ⊂ R,
X−1(B) ∩ ([0, t] ×Ω) = X|−1[0,t]×Ω(B).
That is because
X−1(B) = {(s, ω) : s ∈ [0,T ], ω ∈ Ω, Xs(ω) ∈ B},
X−1(B) ∩ ([0, t] ×Ω) = {(s, ω) : s ∈ [0, t], ω ∈ Ω, Xs(ω) ∈ B} = X|−1[0,t]×Ω(B).
Then X is progressively measurable iff X|[0,t]×Ω is B[0, t] ⊗ Ft-measurable iff for
any Borel set B ⊂ R, X|−1[0,t]×Ω(B) ∈ B[0, t] ⊗ Ft iff for any Borel set B ⊂ R,
X−1(B) ∩ ([0, t] ×Ω) ∈ B[0, t] ⊗ Ft iff X is BF -measurable. 
Definition 2.122 (Itoˆ process). A stochastic process {ξ(t)}t≥0 is called an Itoˆ pro-
cess iff it has a.s. continuous paths and can be represented as
ξ(T ) = ξ(0) +
∫ T
0
a(t) dt +
∫ T
0
b(t) dW(t), a.s.,
where b(t) ∈ M2T for all T > 0, that is
E
(∫ T
0
|b(t)|2 dt
)
< ∞, ∀T > 0,
and a(t) ∈ L1T for all T > 0, that is∫ T
0
|a(t)| dt < ∞, a.s. ∀T > 0.
Definition 2.123. Let H be a Banach space and let M2(0,T ; H) denote the space of
H-valued measurable process with the filtered probability space (Ω, (Ft)t∈[0,T ],P)
which satisfy: φ ∈ M2(0,T ; H) if and only if
(i) φ(t) is Ft measurable for almost every t;
(ii) E
∫ t
0 |φ(t)|2 dt < ∞.
Theorem 2.124 (Itoˆ Lemma). [16] Let ξ(t) be an Itoˆ process satisfies
dξ(t) = a(t) dt + b(t) dW(t),
where a ∈ L1t and b ∈ M2t for all t ≥ 0. Suppose that F(t, x) is a real-valued
function with continuous partial derivatives F′t , F′x and F′′xx for all t ≥ 0 and x ∈ R.
We also assume that the process b(t)F′x
(
t, ξ(t)
) ∈ M2T , for all T ≥ 0. Then F(t, ξ(t))
is an Itoˆ process such that
dF
(
t, ξ(t)
)
=
(
F′t
(
t, ξ(t)
)
+ F′x
(
t, ξ(t)
)
a(t) +
1
2
F′′xx
(
t, ξ(t)
)
b(t)2
)
dt
+F′x
(
t, ξ(t)
)
b(t) dW(t).
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Theorem 2.125 (high dimensional Itoˆ Lemma). [52] Let ξ(t) := (ξi)ni=1 be an Itoˆ
process satisfies
dξi(t) = ai(t) dt +
m∑
j=1
bi j(t) dW j(t), i = 1, . . . , n,
where ai ∈ L1t and bi j ∈ M2t for all t ≥ 0. Suppose that F(t, x), t ≥ 0, x ∈ Rn is
a real-valued function with continuous partial derivatives F′t , ∂F∂xi and
∂2F
∂xi∂x j
for all
t ≥ 0 and xi, x j ∈ R. We also assume that ∂F∂xi are bounded. Then F
(
t, ξ(t)
)
is an Itoˆ
process such that
dF
(
t, ξ(t)
)
=
m∑
j=1
 n∑
i=1
∂F
∂xi
(
t, ξ(t)
)
bi j(t)
 dW j(t)
+
[
∂F
∂t
(
t, ξ(t)
)
+
n∑
i=1
∂F
∂xi
(
t, ξ(t)
)
ai(t)
+
1
2
n∑
i, j=1
∂2F
∂xi∂x j
(
t, ξ(t)
) m∑
k=1
bik(t)b jk(t)
]
dt.
Theorem 2.126. [52] Suppose that there exists a constant L such that for any
x, y ∈ Rn, i, j = 1, . . . , n, ∣∣∣gi j(x) − gi j(y)∣∣∣ ≤ L∣∣∣x − y∣∣∣,∣∣∣ fi(x) − fi(y)∣∣∣ ≤ L∣∣∣x − y∣∣∣
and a random variable η with values in (Rn,Bn) is Fs-measurable and square
integrable: E
∣∣∣η∣∣∣2 < ∞. Then there exists a solution of stochastic equation with
initial value problem:{
dξi(t) =
∑m
j=1 gi j
(
ξ(t)
)
dW j(t) + fi
(
ξ(t)
)
dt, 1 ≤ i ≤ n, t ≥ s,
ξ(s) = η.
And E
∣∣∣ξ(t)∣∣∣2 is bounded on any finite segment of variation of f .
Lemma 2.127 (Burkholder-Davis-Gundy Inequality). [30] Let H be a Hilbert
space, 0 ≤ T < ∞, (η j(t))t∈[0,T ], j = 1, 2, · · · are a series of H-valued ran-
dom process, (W j(t))t∈[0,T ], j = 1, 2, · · · are Brownian motions. Let us denote
ξ(t) =
∑∞
j=1
∫ t
0 η j(s) dW j(s). Then for p ≥ 1, there exists some Kp only depend on
p such that:
E sup
0≤t≤T
|ξ(t)|pH ≤ KpE

∫ t0
∞∑
j=1
|η j(s)|2H ds

p
2
 .
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2.4.4. Other Relevant.
Lemma 2.128 (Chebyshev inequality). Let (Ω,F ,P) be a probability space and X
is an random variable. Then
P(|X| ≥ a) ≤ E(|X|)
a
, a > 0.
Theorem 2.129. [[5] Th. 6.5.4] Let {ξn}n be a series of random variables. If {ξn}n
is uniformly integrable, and limn→∞ ξn = ξ, P-a.s., then
lim
n→∞E(ξn) = E(ξ).
Theorem 2.130. [19][Th 4.1.1] Let (Ω,F , µ) be a finite measure space, X be a
Banach space, 1 ≤ p < ∞. Then the dual space of Lp(Ω, X) is Lq(Ω; X∗) for
1
p +
1
q = 1 if and only if for each µ- continuous vector measure G : F −→ X∗ of
bounded variation, there exists g ∈ L1(Ω; X∗), such that G(E) = ∫E g dµ, for all
E ∈ F .
Lemma 2.131 (Łomnick and Ulam). [[29], Thm 3.19, page 55] For any probabil-
ity measures µ1, µ2, . . . on some Borel spaces X1, X2, . . ., there exist some indepen-
dent random elements ξ1, ξ2, . . . on ([0, 1],B([0, 1]), λ) (where λ is the Lebesgue’s
measure) with distributions µ1, µ2, . . ..
Lemma 2.132 (Skorohod). [[29], Thm 4.30, page 79] Let µ, µ1, µ2, . . . be proba-
bility measures on a separable metric space with the Borel σ-field (X,B(X)) such
that µn
w−→ µ. Then there exist some random elements η, η1, η2, . . . on the proba-
bility space ([0, 1],B([0, 1]), λ) with values in X such that L(η)=µ and L(ηn)=µn,
n ∈ N, such that ηn −→ η almost surely.
Lemma 2.133 (Chebyshev inequality). Let (Ω,F ,P) be a probability space and X
is an random variable. Then
P(|X| ≥ a) ≤ E(|X|)
a
, a > 0.
Lemma 2.134 (Kolmogorov test). [18] Let {u(t)}t∈[0,T ] be a stochastic process with
values in a separable Banach space X, such that for some C > 0, ε > 0, δ > 1 and
all t, s ∈ [0,T ],
E
∣∣∣u(t) − u(s)∣∣∣δX ≤ C|t − s|1+ε.
Then there exists a version of u with P almost surely trajectories being Ho¨lder
continuous functions with an arbitrary exponent smaller than εδ .
Lemma 2.135 ([22], Lem 2.1). Assume that E is a separable Hilbert space, p ∈
[2,∞) and a ∈ (0, 12 ). Then there exists a constant C depending on T and a, such
that for any progressively measurable process ξ = (ξ j)∞j=1,
E ‖I(ξ)‖pWa,p(0,T ;E) ≤ CE
∫ T
0
 ∞∑
j=1
|ξ j(r)|2E

p
2
dt,
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where I(ξ j) is defined by
I(ξ) :=
∞∑
j=1
∫ t
0
ξ j(s) dW j(s), t ≥ 0.
In particular, P-a.s. the trajectories of the process I(ξ j) belong to Wa,2(0,T ; E).
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2.5. Other Lemmata.
Definition 2.136 (principal part of differential operator). Let D ⊂ Rn be a open
bounded domain of Rn, with smooth boundary ∂D. Consider the differential oper-
ator of order 2k,
A(x,D) =
∑
|α|≤2k
aα(x)Dα,
where the coefficients aα(x) are sufficiently smooth complex-valued functions of
x ∈ D. Then we define the principal part A′(x,D) of A(x,D) by
A′(x,D) =
∑
|α|=2k
aα(x)Dα.
Definition 2.137. Let D ⊂ Rn be a open bounded domain of Rn, with smooth
boundary ∂D. The differential operator A(x,D) is said to be strongly elliptic iff
there exists a constant c > 0 such that
(2.10) Re(−1)kA′(x, ξ) ≥ c|ξ|2k, x ∈ D, ξ ∈ Rn.
Lemma 2.138. [39] Let D ⊂ Rn be a open bounded domain of Rn, with smooth
boundary ∂D. If A(x,D) is a strongly elliptic operator of order 2k, then there exist
constant c0 > 0 and λ0 ≥ 0 such that for every u ∈ H2k(D) ∩ Hk0(D) we have the
Gårding’s inequality:
(2.11) Re(Au, u)0 ≥ c0‖u‖2k,2 − λ0‖u‖20,2.
And for every λ satisfying Reλ > λ0 and every f ∈ L2(D), there exists a unique
u ∈ H2k(D) ∩ Hk0(D) such that (
λI + A(x,D)
)
u = f .
Example 2.139. Let D ⊂ Rn be a open bounded domain ofRn, with smooth bound-
ary ∂D. We consider the operator A given by (in weak sense)
D(A) = H2(D) ∩ H10(D),
Au = ∆u =
n∑
i=1
∂2u
∂x2i
, ∀u ∈ D(A).
Then A is self-adjoint.
Proof. Because −A(x, ξ) satisfies (2.10) for c = 1, −A is strongly elliptic. And we
notice that
Re(−Au, u)0 = (−∆u, u)0 = −
∫
D
u∆u dx
=
∫
D
∇u · ∇u dx = ‖u‖21,2 − ‖u‖20,2, ∀u ∈ C∞0 (D)
where the third equality is from the integration by parts and the forth equality
is from the definition of the norms. C∞0 (D) is dense in H
1
0(D) as a subspace of
H1(D), so −A satisfies (2.11) for all u ∈ D(A) and with c0 = λ0 = 1. Hence from
Lemma 2.138, (λI − A) is surjective if λ > 1. Then from Corollary 2.19, A is
self-adjoint. 
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Lemma 2.140 (Poincaré’s Inequality). ([20], P265, Thm 3) Let us assume that D
is an open bounded domain of Rn. Suppose that u ∈ W1,p0 (D) for some 1 ≤ p < n.
Then we have the estimate
‖u‖Lq(D) ≤ C‖∇u‖L2(D),
for each q ∈ [1, p∗], the constant C depending only on p, q, n and D.
Lemma 2.141 (Ho¨lder’s inequality). Let X, µ be a measurable space, we assume
that u ∈ Lp(µ), v ∈ Lq(µ), where 1p + 1q = 1r . Then uv ∈ Lr(µ) and the following
inequality holds:
‖uv‖Lr ≤ ‖u‖Lp‖v‖Lq ,
the equality occur iff
|u(x)|p
‖u‖Lp =
|v(x)|q
‖v‖Lq , µ − a.e.
Theorem 2.142 (Kuratowski Theorem). [41] Let X1, X2 be Polish spaces equipped
with their Borel σ-field B(X1),B(X2), and φ : X1 −→ X2 be a one to one Borel
measurable map, then for any E1 ∈ B(X), E2 := φ(E1) ∈ B(X2).
Lemma 2.143 (Banach-Alaoglu [45] Th3.15). Let X be a topological vector space,
K is the closed unit ball in X∗, i.e.
K = {Λ ∈ X∗ : ‖Λ‖X∗ ≤ 1}.
Then K is compact with respect to the weak*-topology.
Remark 2.144. Hence, if a sequence in a reflexive Banach space is bounded, we
can assume the sequence is convergent weakly.
Lemma 2.145. Let D be a bounded domain in Rn, {un} ⊂ W j,p(D), 1 < p < ∞, and
un −→ u weakly in Lp(D). Then u ∈ W j,p(D) and for any α satisfies 0 ≤ |α| ≤ j,
Dαun −→ Dαu weakly in Lp(D).
Proof. Since {un} is bounded in W j,p(D), and for 0 ≤ |α| ≤ j, |Dαun|Lp ≤ |un|W j,p ,
{Dαun} is bounded in Lp(D) which is reflexive. Then By the Banach Alaoglu’s
Theorem 2.143, we can assume that {Dαun} is weakly convergent to some uα ∈
Lp(D). Then for any φ ∈ C∞0 (D),∫
D
uαφ dx = lim
n→∞
∫
D
Dαunφ dx = lim
k→∞(−1)
|α|
∫
D
unDαφ dx = (−1)|α|
∫
D
uDαφ dx.
Thus u has weak derivatives Dαu = uα = limn→∞Dαun, for all |α| ≤ j. And it
follows that u ∈ W j,p(D). This completes the proof of Lemma 2.145. 
Lemma 2.146 (Mazur Theorem [37] Th2.5.16). The closure and weak closure of
a convex subset of norm space are the same. In particular, a convex subset of a
norm space is closed iff it is weakly closed.
Theorem 2.147 ([1] Th. 3.6). Let O ⊂ Rn be an arbitrary domain. Wm,p(O) is
separable if 1 ≤ p < ∞, and is uniformly convex and reflexive if 1 < p < ∞.
Definition 2.148. A subset of a topological space X is called nowhere dense if it’s
closure has empty interior.
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Definition 2.149. A subset of a topological space X is called:
(a) of first category in X if it is a union of countably many nowhere dense subsets;
(b) of second category in X if it is not of first category in X.
Lemma 2.150 (Baire’s Theorem). [[45], P43, 2.2] If X is either
(a) a complete metric space, or
(b) a locally compact Hausdorff space,
then the intersection of every countable collection of dense open subsets of X is
dense in X.
Corollary 2.151. Complete metric spaces as well as locally compact Hausdorff
spaces are of second category of themselves.
Proof. Let X be a complete metric space or a locally compact Hausdorff space, {En}
be a countable collection of nowhere dense subsets of X, Vn be the complement of
E¯n. Then Vn is dense and open in X. Hence by the Baire’s Theorem 2.150,
⋂
n Vn
still dense in X. Therefore
⋃
n En = (
⋂
n Vn)c , X. So X can not be union of
countable collection of nowhere dense subsets, hence it is of second category in
itself. This completes the proof. 
Theorem 2.152 (Banach-Steinhaus). [[45], P44, 2.5] Let X and Y be two topolog-
ical vector spaces, Γ be a collection of bounded linear mappings from X to Y. We
define
Γ(x) := {λ(x) : λ ∈ Γ}, x ∈ X.
B := {x ∈ X : Γ(x) is bounded in Y}.
Then if B is of second category of X, then B = X and Γ is equi-continuous.
Proposition 2.153. Let (X, µ) be a measurable space, un : X −→ R, n = 1, 2, . . ..
Then if limn→∞
∫
X |un(x)| dx = 0, then there exists a subsequence {unk } ⊂ {un} such
that
lim
k→∞ |unk (x)| = 0,
for almost every x ∈ X.
Proof. Since limn→∞
∫
X |un(x)| dt = 0, the subsequence {unk } can be chosen by
the following way: we choose n1 such that if n ≥ n1,
∫
X |un(x)| dx < 12 , and for
k > 1, we choose nk > nk−1 such that if n ≥ nk,
∫
X |un(x)| dx < 1k2k . Then let
Ak :=
⋃∞
i=k{x : |uni(x)| ≥ 1i }. Then since
1
i2i
>
∫
X
|uni(x)| dx ≥
1
i
µ
({
|uni(x)| ≥
1
i
})
,
we have µ
({
|uni(x)| ≥ 1i
})
< 12i and µ(Ak) <
1
2k−1 . Let A =
⋂∞
k=1 Ak, then µ(A) = 0.
Then for x < A, there exists k1 such that x < Ak for k ≥ k1, so |unk (x)| < 1k for all
k ≥ k1. Hence limn→∞ |unk (x)| = 0, for all x < A. This completes the proof. 
Definition 2.154. If X and Y are Hausdorff spaces and if f : X −→ Y , then f
is said to be sequentially continuous provided that limn→∞ f (xn) = f (x) for every
sequence {xn} in X that satisfies limn→∞ xn = x.
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Lemma 2.155 (p.395, A6 in [45]). Let X and Y be Hausdorff spaces and f :
X −→ Y is sequentially continuous. If every point of X has a countably local base
(in particular, if X is metrizable), then f is continuous.
Lemma 2.156 (Jensen’s inequality). [6] Let f be a measurable function on a prob-
ability space (Ω,F ,P) with P( f ∈ (a, b)) = 1 for some interval (a, b), −∞ ≤ a <
b ≤ ∞ and let φ : (a, b) −→ R be convex, then
φ
(∫
A
f dP
)
≤
∫
A
φ( f ) dP, A ∈ F ,
provided
∫
Ω
| f | dP < ∞ and ∫
Ω
∣∣∣φ( f )∣∣∣ dP < ∞.
Lemma 2.157 (Gronwall inequality). [43] If φ is a positive locally bounded Borel
function on R+ such that
φ(t) ≤ a + b
∫ t
0
φ(s) ds,
for every t and two constants a and b with b ≥ 0, then
φ(t) ≤ aebt.
If in particular a = 0, then φ ≡ 0.
Lemma 2.158. If (M, d) is an incomplete metric space, then we can find a complete
metric space (M′, d′) such that M is isometric to a dense subset of M′.
Proof. Let us consider the Cauchy sequences of elements of M. We say that two
Cauchy sequences {xn}, {yn} are equivalent iff
lim
n→∞ d(xn, yn) = 0.
Let M′ be the family of equivalence classes of Cauchy sequences. Since for any
two Cauchy sequences {xn}, {yn}, limn→∞ d(xn, yn) exists and depends only on the
equivalent classes of {xn}, {yn}. This limit defines a metric on M′ and M′ is com-
plete. Finally, the map
i : M ↪→ M′
x 7→ {xn ≡ x}
is isometric. And i(M) is dense in M′. 
Remark. The proof of the above Lemma is similar to the construction of the set R
of real numbers from the set Q of rational numbers.
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2.6. Definition and Properties of −Laplacian with Neumann Boundary Con-
dition. The −Laplacian operator with the Neumann boundary conditions acting on
R3 valued functions, denoted A, will be used a lot in next few main sections, so we
will list the definition with notations and properties here for convenience.
In order to have the definition of A, we need some preparation:
Notation 2.159. For O = D or O = R3, let us denote
Lp(O) = Lp(O;R3), Lp(O) := Lp(O;R).
Wk,p(O) = Wk,p(O;R3), Wk,p(O) := Wk,p(O;R).
Hk(O) = Hk(O;R3), Hk(O) := Hk(O;R).
H := L2(D), V := W1,2(D).
Definition 2.160. [48] Let us define a space E(D) by
E(D) := {u ∈ L2(D) : ∇ · u ∈ L2(D)}.
Proposition 2.161. [48] The E(D) defined in Definition 2.160 is a Hilbert space
with the inner product:
(u, v)E(D) := (u, v)L2(D) + (∇ · u,∇ · v)L2(D).
Lemma 2.162 ([48], p.6, 1.3). Let D be an open bounded domain in R3 with C2
boundary Γ. Then there exists a linear continuous operator γ0 ∈ L(H1(D); L2(Γ))
(the trace operator) such that
(i)
γ0u = u|Γ, u ∈ H1(D) ∩C2(D¯);
(ii)
ker γ0 = H10(D);
(iii) We denote
H
1
2 (Γ) := γ0(H1(D)),
which is dense in L2(Γ);
(iv) The space H
1
2 (Γ) can be equipped with the norm carried from H1(D) by γ0;
(v) There exists a linear bounded operator lD ∈ L(H 12 (Γ); H1(D)) (which is called
a lifting operator), such that γ0 ◦ lD = id on H 12 (Γ).
Lemma 2.163 (Stokes theorem in the weak sense). [[48], p.7, Th1.2] Let D be an
open bounded domain in R3 with C2 boundary Γ. n is the outward normal vector
on Γ. Then there exists a linear continuous operator γn ∈ L(E(D),H− 12 (Γ)) such
that
γnu = (u, n)|Γ, u ∈ C∞0 (D¯).
The following generalized Stokes formula is true for all u ∈ E(D) and g ∈ H1(D):
(u,∇g)R3 + (∇ · u, g)R = 〈γnu, γ0g〉.
Now we are ready to define A.
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Definition 2.164. Let D be an open bounded domain of R3 with C2 boundary, we
define a linear operator A in the Hilbert space H by
D(A) =
{
u = (ui)i=1,2,3 ∈ H2,2(D;R3) : ∂ui
∂n
∣∣∣∣
∂D
= 0
}
⊂ L2(D,R3),
Au = −(∆u1,∆u2,∆u3), ∀u ∈ D(A).
Remark 2.165. In Definition 2.164, ∂ui∂n is an element of the dual space of H
1(D)
such that 〈
∂ui
∂n
, v
〉
= 〈γn∇ui, γ0v〉, v ∈ H1(D).
Proposition 2.166. Let D be a bounded open domain in R3 with C2 boundary,
u ∈ H2(D;R3), v ∈ H1(D;R3), and ∂u∂n
∣∣∣
∂D = 0 then we have
(Au, v)L2 =
∫
D
(
∇u(x),∇v(x)
)
R3×3
dx.
Proof. Let u ∈ D(A), v ∈ H1(D,R3). Then
(Au, v)L2 =
∫
D
(
(Au)(x), v(x)
)
R3
dx = −
3∑
i=1
∫
D
∆ui(x)vi(x) dx.
Thus by the Stokes Theorem, see Lemma 2.163, we get, for each i = 1, 2, 3.∫
D
∆uivi dx =
∫
D
div∇uivi dx
= −
∫
D
(∇ui(x),∇vi(x))R3 dx + 〈γn∇ui, γ0vi〉
= −
∫
D
(∇ui(x),∇vi(x))R3 dx + 〈∂ui∂n , vi〉
= −
∫
D
(∇ui,∇vi)R3 dx
The last equality above follows from the Neumann boundary condition satisfied
by u:
∂ui
∂n
= 0, ∀i = 1, 2, 3.
Hence,
(Au, v)L2 =
3∑
i=1
∫
D
(∇ui,∇vi) dx =
∫
D
3∑
i=1
(∇ui,∇vi) dx =
∫
D
(∇u,∇v) dx,
and this completes the proof. 
Proposition 2.167. If v ∈ V and u ∈ D(A), then
(2.12)
∫
D
〈u(x) × Au(x), v(x)〉R3 dx =
3∑
i=1
∫
D
〈
∂u
∂xi
(x),
∂(v × u)
∂xi
(x)
〉
R3
dx.
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Proof. First of all, we need to check wether the integrals on both sides of equality
(2.12) make sense. To do this let us fix v ∈ V and u ∈ D(A).
u ∈ H2 = W2,2 and 2 > 32 , so by Lemma 2.101, we infer that u ∈ L∞(D,R3). And
since u ∈ H2, Au ∈ L2(D,R3). Notice that∫
D
|u × Au|2
R3
dx ≤ ‖u‖2L∞ · ‖Au‖2L2 < ∞,
so u × Au ∈ L2(D,R3). Moreover since V ⊂ L2(D,R3) and v ∈ V , the left hand
side of the equality (2.12) is well defined. In respect to the right hand side of the
equality (2.12), since u ∈ H2(D,R3), ∂u∂xi (x) ∈ L2(D,R3). Moreover in the weak
sense,
(2.13)
∂(v × u)
∂xi
=
∂v
∂xi
× u + v × ∂u
∂xi
.
Now we prove the equality (2.13).
Since Div ∈ L2(D,R3) and u ∈ L∞ we infer that Div × u ∈ L2(D,R3). From
Sobolev-Gagliardo inequality 2.100, let p = 6, j = 0,m = 1, r = q = 2 in (2.9), we
get v ∈ L6(D,R3) and with p = 6, j = 1,m = 2, r = q = 2 in (2.9), we get Diu ∈
L6(D,R3), which implies that v × Diu ∈ L3(D,R3) ⊂ L2(D,R3). By Lemma 2.91,
C1(D;R3) ∩ H1(D;R3) is dense in H1(D;R3), so we can find sequences un, vn ∈
C1(D,R3), such that un and vn converges to u and v in V . It follows that
lim
n→∞
∫
D
(vn × un)Diφ dx =
∫
D
(v × u)Diφ dx, φ ∈ C∞0 (D,R3).
Indeed we have,∫
D
|vn × un − v × u| dx
≤
∫
D
|vn × un − v × un| + |v × un − v × u| dx
≤
∫
D
|vn − v| · |un| dx +
∫
D
|v| · |un − u| dx
≤
(∫
D
|vn − v|2 dx
) 1
2
(∫
D
|un|2 dx
) 1
2
+
(∫
D
|v|2 dx
) 1
2
(∫
D
|un − u|2 dx
) 1
2
→ 0, as n −→ ∞.
Thus, we have∣∣∣∣∣∫
D
(vn × un)Diφ − (v × u)Diφ dx
∣∣∣∣∣
=
∣∣∣∣∣∫
D
[(vn × un) − (v × u)]Diφ dx
∣∣∣∣∣ ≤ M ∫
D
|vn × un − v × u| dx −→ 0,
where M = supx∈D |Diφ(x)|. So we have proved that
lim
n→0
∫
D
(vn × un)Diφ dx =
∫
D
(v × u)Diφ dx, φ ∈ C∞0 (D).
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Similarly we can prove that
lim
n→∞
∫
D
(Divn × un)φ dx =
∫
D
(Div × u)φ dx,
and
lim
n→∞
∫
D
(vn × Diun)φ dx =
∫
D
(v × Diu)φ dx.
Hence we infer that∫
D
(v × u)Diφ dx = −
∫
D
(Div × u + v × Diu)φ dx, φ ∈ C∞0 (D,R3).
Hence we proved identity (2.13) in the weak sense. Notice that
(
∂u
∂xi
, v × ∂u∂xi
)
= 0,
so we only need to check wether ∂v∂xi × u ∈ L2(D,R3). Since v ∈ H1(D,R3), we
have ∂v∂xi ∈ L2(D,R3). Moreover as observed earlier u ∈ L∞(D,R3), so ∂v∂xi × u ∈
L2(D,R3), hence by the equality (2.13), v × u ∈ H1(D,R3). Therefore the right
hand side of equation (2.12) is also well defined. Since by an elementary property
of inner product in R3,
(a × b, c)R3 = (b, c × a)R3 , a, b, c ∈ R3,
we infer that(
u × Au, v
)
L2(D,R3)
=
(
Au, v × u
)
L2(D,R3)
=
∫
D
(
Au(x), v(x) × u(x)
)
dx.
Next because v × u ∈ H1(D,R3) as just proved, by the Proposition 2.166,∫
D
(
Au(x), v(x) × u(x)
)
dx =
(
∇u,∇(v × u))
L2(D,R3×3)
.
Thus we have
(u × Au, v)L2(D,R3) =
(
∇u,∇(v × u))
L2(D,R3×3)
.
This completes the proof. 
Corollary 2.168. If v ∈ V and u ∈ D(A), then
(2.14)
∫
D
〈u(x) × Au(x), v(x)〉 dx =
3∑
i=1
∫
D
〈
∂u
∂xi
(x),
∂v
∂xi
(x) × u(x)
〉
dx.
Definition 2.169 (Fractional power space of A1 := I+A). For any non-negative real
number β we define the space Xβ := D(Aβ1), which is the domain of the fractional
power operator Ab1 with the graph norm | · |Xβ := |Aβ1 · |H . For positive real β, the
dual of Xβ is denoted by X−β and the norm | · |X−β of X−β satisfies |x|X−β = |A−β1 x|H
when x is in H. And Xβ ↪→ H  H∗ ↪→ X−β is a Gelfand triple.
Lemma 2.170. [20] The A defined in 2.164 has the following properties:
0. D(A) is dense in H := L2(D;R3).
1. A is symmetric;
2. R(I + A) = H = L2(D;R3);
3. A is self-adjoint;
44 LIANG LI
4. (I + A)−1 is compact.
Proof.0. This will not be proved here.
1. Let us assume that u, v ∈ D(A), then
〈Au, v〉H =
〈
−
3∑
i=1
∂2u
∂x2i
, v
〉
H
=
〈
u,−
3∑
i=1
∂2v
∂x2i
〉
H
= 〈u, Av〉H .
Hence A is symmetric.
2. By the Lax-Milgram Theorem 2.102, we have: for any f ∈ H, there exists a
unique u ∈ H20(D) ⊂ D(A) such that
〈u + ∇u, v + ∇v〉H = 〈 f , v〉H , v ∈ H20(D).
Hence
〈(I + A)u, v〉H = 〈 f , v〉H , v ∈ H20(D),
since H20(D) is dense in H, we have
〈(I + A)u, v〉H = 〈 f , v〉H , v ∈ H.
Therefore (I + A)u = f in H. Hence R(I + A) = H.
3. By Lemma 2.140 and the Lax-Milgram Theorem 2.102, in the same way of the
proof of 2, we can see that R(A) = H. Then by Proposition 2.18, we see that A is
self-adjoint.
4. If (I + A)u = 0, for some u ∈ D(A), then u = ∆u. Hence
0 ≤ 〈u, u〉H = 〈∆u, u〉H = −〈∇u,∇u〉H ≤ 0.
So u = 0. Hence (I + A) : D(A) −→ H is a bijection. Therefore (I + A)−1 exists.
By Theorem 2.97, H2(D) is a compact subspace of H. So any closed subset of
H2(D) is compact in H. But
(I + A)−1 : H −→ D(A) ⊂ H2(D),
so (I + A)−1 is compact.

Lemma 2.171 (Eigenvalues of Laplace operators). [[20], p.335] Let A as be de-
fined in 2.164. Then the following properties hold:
(i) There exists an orthonormal basis {ek}∞k=1 of L2(D;R3), such that ek ∈ C∞(D¯) for
all k = 1, 2, . . . ,.
(ii) There exists a sequence {λk}∞k=1 in R+, such that
0 = λ1 ≤ λ2 ≤ · · · ,
and
lim
k→∞ λk = ∞.
(iii)
Aek = λkek, k = 1, 2, . . . .
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Proposition 2.172. [[50],4.3.3] Let A as be defined in 2.164, then
Xγ = D(Aγ1) =

{
u ∈ H2γ : ∂u∂n
∣∣∣∣
∂D
= 0
}
, 2γ > 32
H2γ, 2γ < 32
Proposition 2.173. Let A1 = I + A. For a Borel function g : R −→ R,
D
(
g(A1)
)
=
h = ∞∑
i=1
hiei ∈ H :
∞∑
i=1
|g(λi)|2h2i < ∞
 .
Proof. By Theorem 2.72,
D
(
g(A1)
)
=
{
h ∈ H :
∫
R
|g(λ)|2 d(h, Pλh) < ∞
}
.
For h ∈ H, by Theorem 2.71 and Theorem 2.72,
(h, PDy) =
(
h, 1D(A1)y
)
= 1D(A1)
∞∑
i=1
hiei =
∞∑
i=1
1D(λi)hiei.
Hence
D
(
g(A1)
)
=
h ∈ H : ∞∑
i=1
|g(λi)|2h2i < ∞
 .
This completes the proof. 
Proposition 2.174. For α > β > 0, the embedding I : D(Aα1 ) ↪→ D(Aβ1) is
compact.
Proof. By Proposition 2.173, we have
D(Aα1 ) =
h = ∞∑
i=1
hiei ∈ H :
∞∑
i=1
λ2αi h
2
i < ∞
 ,
and
|h|D(Aα1 ) =
 ∞∑
i=1
λ2αi h
2
i

1
2
.
Since λn ↗ ∞ as n→ ∞, |h|D(Aα1 ) ≥ |h|D(Aβ1), so D(A
α
1 ) ↪→ D(Aβ1). Let
In := pin ◦I : D(Aα1 ) −→ D(Aβ1),
where
pin : H −→ Hn,
pin(x) =
n∑
i=1
(x, ei)Hei, x ∈ H,
is defined as the orthogonal projection. Since the dimension of the range of In,
dimIn
(
D(Au1)
)
< ∞, by Proposition 2.35, In is compact. Moreover,
(I −In)h =
∞∑
i=n+1
hiei, h ∈ H.
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Hence
lim
n→∞ ‖In −I ‖L (D(Aα1 ),D(Aβ1)) = limn→∞ sup{h:∑ λ2αi h2i =1}
∞∑
i=n+1
λ
2β
i h
2
i
≤ lim
n→∞ sup{h:∑ λ2αi h2i =1}
∞∑
i=n+1
λ2αi h
2
i
1
λ
2(α−β)
i
≤ lim
n→∞
1
λ
2(α−β)
n
= 0.
Thus by Proposition 2.36, I is compact. This completes the proof. 
Lemma 2.175. For β > 0, let | · |−β be a norm on H defined by
| · |2−β =
∞∑
j=1
λ
−2β
j x
2
j .
Then (H, | · |−β) is not complete and the completion is D(A−β) = X−β.
Proof. H ( D(A−β), hence there exists a x ∈ D(A−β) but x < H. So
|x|2−β =
∞∑
j=1
λ
−2β
j x
2
j < ∞,
but ∞∑
j=1
λ2j x
2
j = ∞.
So {x(n) = pin(x)}∞n=1 is a Cauchy sequence in (H, | · |−β), but do not converge to any
element in H.
For any x ∈ D(A−β), |pin(x)|2H =
∑n
j=1 λ
2
j x
2
j < ∞, so pin(x) ∈ H. And
|x − pin(x)|2−β =
∞∑
j=n+1
λ
−2β
j x
2
j −→ 0, as n −→ ∞.
Hence D(A−β) is the completion of (H, | · |−β). 
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3. Landau-Lifshitz Equation
This section is a detailed explanations of the Visintin’s paper [51], which is
about the deterministic Landau-Lifshitz Equation and it will help us to understand
the following main sections of this thesis.
3.1. Statement of the Problem.
Definition 3.1. Let D ⊂ R3 be an open and bounded domain with C1 boundary.
(i) Suppose that φ ∈ C20(R3;R+). For a magnetization field M ∈ H1(D), we define
the anisotropy energy by:
Ean(M) :=
∫
D
φ(M(x)) dx.
(ii) We define the exchange energy by:
(3.1) Eex(M) := 12
∫
D
|∇M(x)|2 dx = 1
2
‖∇M‖2
L2(D).
(iii) For a magnetic field H ∈ L2(R3), we define the energy due to the magnetic field
H by:
(3.2) E f i(H) := 12
∫
R3
|H(x)|2 dx = 1
2
‖H‖2
L2(R3).
Definition 3.2. Given vector fields M : D −→ R3 and H : R3 −→ R3, we define a
vector field B : R3 −→ R3 by
(3.3) B := H + M˜,
where
M˜(x) :=
{
M(x), x ∈ D;
0, x < D.
Definition 3.3.(iv) We define the total magnetic energy as:
Emag(M, B) := Ean(M) + Eex(M) + E f i(B − M˜)
=
∫
D
φ(M(x)) dx +
1
2
‖∇M‖2
L2(D) +
1
2
‖B − M˜‖2
L2(R3).
(v) Finally, for an electric field E ∈ L2(R3), M ∈ H1(D), B ∈ L2(R3), we define the
total electro-magnetic energy by
Eel.mag(M, B, E)
:= Emag(M, B) + 12‖E‖
2
L2(R3)(3.4)
=
∫
D
φ(M(x)) dx +
1
2
‖∇M‖2
L2(D) +
1
2
‖B − M˜‖2
L2(R3) +
1
2
‖E‖2
L2(R3).
Notation 3.4. For simplicity, we define V := H1(D), H := L2(D), E := Eel.mag,
φ′ := ∇φ. And Q := [0,T ] × D, Q∞ := [0,T ] × R3.
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Proposition 3.5. For M ∈ V, if we define ∆M ∈ V ′ by
(3.5) V′〈∆M, u〉V := −〈∇M,∇u〉L2(D;R3×3), ∀u ∈ V.
Then the total energy E : V × L2(R3) × L2(R3) −→ R defined in (3.4) has partial
derivative with respect to M and satisfies
(3.6)
∂E
∂M
(M, B, E) = φ′(M) − (1DB − M) − ∆M, in V ′.
Proof. For M, u ∈ V , B, E ∈ L2(R3).
E(M + u, B, E) − E(M, B, E)
=
∫
D
φ(M(x) + u(x)) − φ(M(x)) dx + 1
2
‖∇M + ∇u‖2H −
1
2
‖∇M‖2H
+
1
2
‖B − M˜ − u˜‖2
L2(R3) −
1
2
‖B − M˜‖2H ,
where∫
D
φ(M(x)+u(x))−φ(M(x)) dx =
∫
D
φ′(M(x))(u(x))+
1
2
φ′′(M(x)+θ(x)u(x))(u(x), u(x)) dx,
θ(x) ∈ [0, 1] for x ∈ D. We assumed that φ′′ is bounded, so there exists some
constant C > 0 such that∫
D
∣∣∣∣∣12φ′′(M(x) + θ(x)u(x))(u(x), u(x))
∣∣∣∣∣ dx ≤ C ∫
D
|u(x)|2 dx = C‖u‖2H = o(‖u‖V ).
Hence
E(M + u, B, E) − E(M, B, E)
=
∫
D
〈φ′(M(x)), u(x)〉 dx + o(‖u‖V ) + 〈∇M,∇u〉L2(D;R3×3) + 12‖∇u‖
2
H
−〈1DB − M, u〉H + 12‖u‖
2
H
= 〈φ′(M) − (1DB − M), u〉H + 〈∇M,∇u〉L2(D;R3×3) + o(‖u‖V )
This implies that ∂E∂M (M, B, E) exists.
Hence as an element in V ′,
V′
〈
∂E
∂M
(M, B, E), u
〉
V
= 〈φ′(M) − (1DB − M), u〉H + 〈∇M,∇u〉L2(D;R3×3).
We have defined ∆M ∈ V ′ by
V′〈∆M, u〉V := −〈∇M,∇u〉L2(D;R3×3), ∀u ∈ V.
So
∂E
∂M
(M, B, E) = φ′(M) − (1DB − M) − ∆M, in V ′.

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Proposition 3.6. For u, v ∈ V,
(3.7)
∂2E
∂M2
(M, B, E)(u, v) =
∫
D
φ′′(M(x))(u(x), v(x)) dx + 〈u, v〉V .
Proof. By equality (3.6), we have
∂E
∂M
(M + u, B, E)(v) − ∂E
∂M
(M, B, E)(v) = 〈φ′(M + u) − φ′(M), v〉H + 〈u, v〉V .
And by
〈φ′(M + u) − φ′(M), v〉H
=
∫
D
[
φ′(M(x) + u(x)) − φ′(M(x))](v(x)) dx
=
∫
D
φ′′(M(x))(u(x), v(x)) dx + o(‖u‖V ),
The proof is complete. 
Proposition 3.7. For the total energy E : V × L2(R3) × L2(R3) −→ R defined in
(3.4), we have:
(i)
(3.8)
∂E
∂B
(M, B, E) = B − M˜, in L2(R3),
(ii)
(3.9)
∂E
∂E
(M, B, E) = E, in L2(R3).
Proof.(i) For v ∈ L2(R3),
E(M, B + v, E) − E(M, B, E)
=
1
2
‖B + v − M˜‖2
L2(R3) −
1
2
‖B + v − M˜‖2
L2(R3)
=
〈
B − M˜, v
〉
L2(R3)
+
1
2
‖v‖2
L2(R3)
Hence
∂E
∂B
(M, B, E) = B − M˜, in L2(R3).
(ii)
E(M, B, E) − E(M, B, E + v)
=
1
2
‖E + v‖2
L2(R3) −
1
2
‖E‖2
L2(R3)
= 〈E, v〉L2(R3) + 12‖v‖
2
L2(R3)
Hence
∂E
∂E
(M, B, E) = E, in L2(R3).

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Now we state the main problem which we are going to study in this section:
Problem 3.8. Given the following objects:
M0 ∈ L∞(D) ∩ V;
B0 ∈ L2(R3) : ∇ · B0 = 0 inD′(R3;R);
E0 ∈ L2(R3);
f ∈ L∞(0,T ;L2(D));
φ ∈ C20(R3;R+);
λ1 ∈ R, λ2 > 0.
Find M : [0,T ]×D −→ R3, B : [0,T ]×R3 −→ R3, E : [0,T ]×R3 −→ R3 such that
M ∈ L2(0,T ; V)∩L∞(0,T ;L∞(D)), B ∈ L2(0,T ;L2(R3)) and E ∈ L2(0,T ;L2(R3)),
satisfying the following system of integral equations: for every t ∈ [0,T ],∫
D
〈M(t) − M0, u〉 dx
=
∫ t
0
∫
D
{ 〈
B − M − φ′(M), λ1u × M − λ2(u × M) × M〉(3.10)
− 〈∇M,∇[λ1u × M − λ2(u × M) × M]〉 } dx ds, u ∈ C∞0 (Q;R3);
(3.11)
∫
R3
〈B(t) − B0, u〉 dx = −
∫ t
0
∫
R3
〈E,∇ × u〉 dx ds, u ∈ C∞0 (R3;R3);
(3.12)∫
R3
〈E(t) − E0, u〉 dx =
∫ t
0
∫
R3
〈
B − M˜,∇ × u
〉
dx ds−
∫ t
0
∫
D
〈E+ f , u〉 dx ds, u ∈ C∞0 (R3;R3),
and such that
(3.13) |M(x, t)| = |M0(x)|, a.e. in Q.
Remark 3.9. Suppose that the functions M, B and E are sufficiently regular , then
for t ∈ [0,T ],
d
dt
[
E(M(t), B(t), E(t))] = 〈 ∂E
∂M
,
dM
dt
〉
H
+
〈
∂E
∂B
,
dB
dt
〉
L2(R3)
+
〈
∂E
∂E
,
dE
dt
〉
L2(R3)
= 〈−ρ, λ1M × ρ − λ2M × (M × ρ)〉H +
〈
B − M˜,−∇ × E
〉
L2(R3)
+
〈
E,∇ × (B − M˜) − 1D(E + f˜ )
〉
L2(R3)
= −λ2‖M × ρ‖2H − ‖E‖2H − 〈E, f 〉H .
Hence we infer that for t ∈ [0,T ],
E(M(t), B(t), E(t))−E(M(0), B(0), E(0)) = −∫ t
0
λ2‖M(s)×ρ‖2H+‖E(s)‖2H+〈E(s), f (s)〉H ds.
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Therefore, taking into the definition of E, we get∫
D
φ(M(t)) dx +
1
2
‖∇M(t)‖2H +
1
2
‖B(t) − M˜(t)‖2
L2(R3) +
1
2
‖E(t)‖L2(R3)
+
∫ t
0
λ2‖M(s) × ρ(s)‖2H + ‖E(s)‖2H + 〈E(s), f (s)〉H ds
=
∫
D
φ(M(0)) dx +
1
2
‖∇M(0)‖2H +
1
2
‖B(0) − M˜(0)‖2
L2(R3) +
1
2
‖E(0)‖L2(R3).
In the following section we will show the existence of a solution to Problem 3.8.
To do this, we need the Galerkin Approximation:
3.2. Galerkin Approximation and A’priori Estimates.
Definition 3.10. We define
W :=
{
u ∈ L2(R3) : ∇ × u ∈ L2(R3)
}
.
Proposition 3.11. W is a Hilbert space with the inner product:
〈u, v〉W =
∫
R3
(〈u(x), v(x)〉 + 〈∇ × u(x),∇ × v(x)〉) dx.
Proof. We need to prove W is complete. Suppose that {un} is a Cauchy sequence
in W. By definition of W,
‖un − um‖2W = ‖un − um‖2L2(R3) + ‖∇ × un − ∇ × um‖2L2(R3).
Hence {un} is a Cauchy sequence in L2(R3) and {∇× un} is also a Cauchy sequence
in L2(R3). L2(R3) is complete, so there are u ∈ L2(R3) and v ∈ L2(R3) such that
un −→ u in L2(R3) and ∇ × un −→ v in L2(R3). Hence for φ ∈ C∞0 (R3),
〈v, φ〉L2(R3) = limn→∞〈∇ × un, φ〉L2(R3) = limn→∞〈un,∇ × φ〉L2(R3) = 〈u,∇ × φ〉L2(R3).
Hence ∇ × u exists and ∇ × u = v. Therefore un −→ u in W. This completes the
proof. 
Let A as be define in Definition 2.164, by Lemma 2.171, we can define Hn :=
linspan{e1, . . . , en},where {en}∞n=1 are eigenvectors of A. And since W is a separable
Hilbert space, we can find {wn}∞n=1 ⊂ C∞0 (R3;R3) such that {wn} is an orthogonal
basis of L2(R3). We define Wn := linspan{w1, . . . ,wn}. Let us define the orthogonal
projections
pin : H −→ Hn,
piWn : L
2(R3) −→ Wn.
Let us denote by En the restriction of the total energy function E to the finite
dimensional space Hn ×Wn ×Wn, i.e.
En : Hn ×Wn ×Wn −→ R,
En(M, B, E) =
∫
D
φ(M(x)) dx +
1
2
‖∇M‖2
L2(D) +
1
2
‖B − piWn M˜‖2L2(R3) +
1
2
‖E‖2
L2(R3).
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Proposition 3.12. The function En is of class C1 and for M ∈ Hn, B, E ∈ Wn we
have:
(i)
(3.14) (∇MEn)(M, B, E) = φ′(M) − (1DB − piWn M˜) − ∆M, ∈ Hn.
(ii)
(3.15) (∇BEn)(M, B, E) = B − M˜, in Wn.
(iii)
(3.16) (∇EEn)(M, B, E) = E, in Wn.
Proof.(i) For M, u ∈ Hn, B, E ∈ Wn. Hn is a finite dimensional space, so ‖ · ‖H 
‖ · ‖V in Hn, so
En(M + u, B, E) − En(M, B, E)
=
∫
D
φ(M + u) − φ(M) dx + 1
2
‖∇M + ∇u‖2H −
1
2
‖∇M‖2H
+
1
2
‖B − M˜ − u˜‖2
L2(R3) −
1
2
‖B − M˜‖2H
=
∫
D
〈φ′(M), u〉 dx + o(‖u‖H) + 〈∇M,∇u〉L2(D;R3×3) + 12‖∇u‖
2
H
−〈1DB − M, u〉H + 12‖u‖
2
H
= 〈φ′(M) − (1DB − piWn M), u〉H + 〈∇M,∇u〉L2(D;R3×3) + o(‖u‖H)
= 〈φ′(M) − (1DB − piWn M) − ∆M, u〉H + o(‖u‖H).
Hence by the definition of the gradient,
(∇MEn)(M, B, E) = φ′(M) − (1DB − piWn M) − ∆M, ∈ Hn.
(ii) For v ∈ Wn,
En(M, B + v, E) − En(M, B, E)
=
1
2
‖B + v − M˜‖2
L2(R3) −
1
2
‖B + v − M˜‖2
L2(R3)
=
〈
B − M˜, v
〉
L2(R3)
+
1
2
‖v‖2
L2(R3)
=
〈
B − piWn M˜, v
〉
L2(R3)
+ o(‖v‖L2(R3)).
So
(∇BEn)(M, B, E) = B − piWn M˜, in Wn.
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(iii)
En(M, B, E + v) − En(M, B, E)
=
1
2
‖E + v‖2
L2(R3) −
1
2
‖E‖2
L2(R3)
= 〈E, v〉L2(R3) + 12‖v‖
2
L2(R3)
= 〈E, v〉L2(R3) + o(‖v‖L2(R3)).
So
(∇EEn)(M, B, E) = E, in Wn.

To solve the Problem 3.8, we first consider the following problem in finite di-
mensional spaces:
Problem 3.13. Given are the following objects:
M0 ∈ L∞(D) ∩ V;
B0 ∈ L2(R3); ∇ · B0 = 0, inD′(R3;R);
E0 ∈ L2(R3);
M0,n = pinM0;
B0,n = piWn B0;
E0,n = piWn E0;
λ1 ∈ R, λ2 > 0;
f ∈ L∞(0,T ; H);
φ ∈ C2(R3;R+);
Find Mn : [0,∞) −→ Hn, Bn : [0,∞) −→ Wn, En : [0,∞) −→ Wn, for T ∈ [0,∞],
satisfying the following system of differential equations:
dMn(t)
dt
= λ1pin
(
Mn(t) × ρn(Mn, Bn)(t))
−λ2pin(Mn(t) × [Mn(t) × ρn(Mn, Bn)(t)]), ∈ Hn,(3.17)
where ρn : Hn ×Wn −→ Hn is a map defined by
ρn(Mn, Bn) := −(∇MnEn)(Mn, Bn, En) = −φ′(Mn) + ∆Mn + 1D(Bn − piWn M˜n) ∈ Hn.
(3.18)
dBn(t)
dt
= −piWn
(∇ × En(t)), ∈ Wn,
(3.19)
dEn(t)
dt
= piWn
[∇ × (Bn(t) − piWn (M˜n(t)))] − piWn [1D(En(t) + f˜n(t))], ∈ Wn.
And
(3.20) Mn(0) = M0,n,
(3.21) Bn(0) = B0,n,
(3.22) En(0) = E0,n.
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Lemma 3.14. Let X, Y be Banach spaces, ψk : Xk −→ Y be a separately continu-
ous k-linear functional. Then ψk is continuous.
Proof. X is a Banach space so by Lemma 2.155, we only need to prove ψk is se-
quentially continuous. And we will prove it by induction.
When k = 1, the continuity of ψ1 followed by the separate continuity.
Assume the conclusion is true for k = m, we prove it is also true for k = m + 1.
Let us assume that xm+1n −→ xm+10 in Xm+1, and we denote xm+1n = (xn, xmn ), xm+10 =
(x0, xm0 ), then x
m
n −→ xm0 in Xm and xn −→ x0 in X. We define gn : X −→ Y by
gn(x) = ψm+1(x, xmn ), x ∈ X.
Then gn is linear and bounded by the separate continuity of ψm+1. For fixed x ∈ X,
ψm+1(x, ·) : Xm −→ Y is a separately continuous m-linear functional, which is
continuous by our assumption. So for fixed x ∈ X, limn→∞ gn(x) = ψm+1(x, xm0 ) ∈
Y . Hence for fixed x ∈ X, {gn(x)}n is bounded in Y . Moreover by Corollary 2.151,
X is of second category in itself. Hence by the Banach-Steinhaus Theorem 2.152,
{gn} is equi-continuous. Then we prove limn→∞ ψm+1(xm+1n ) − ψm+1(xm+10 ) = 0.
ψm+1(xm+1n ) − ψm+1(xm+10 ) = ψm+1(xn, xmn ) − ψm+1(x0, xm0 )
= gn(xn − x0) + ψm+1(x0, xmn ) − ψm+1(x0, xm0 ).
By the equi-continunity of gn, gn(xn − x0) −→ 0 as n −→ ∞. And if we define
ψm(y) := ψm+1(x0, y), y ∈ Xm,
then
ψm+1(x0, xmn ) − ψm+1(x0, xm0 ) = ψm(xmn ) − ψm(xm0 ),
which goes to 0 as n −→ ∞ by the assumption. So when k = m + 1, ψm+1 is
continuous. This ends the proof.

Lemma 3.15. Let X, Y be Banach spaces, k < ∞, ψk : Xk −→ Y be a separately
continuous k-linear functional. Then there exists C > 0, such that
|ψk(x1, . . . , xk)| ≤ C|x1| · · · |xk|,
where | · | := ‖ · ‖X .
Proof. We prove by contradiction. Let us denote | · |k := ‖ · ‖Xk . Suppose that
for any n ∈ N, there exists some xn ∈ Xk, such that |xn|k = 1 and |ψk(xn)| > n.
So |ψk(xn)| −→ ∞ as n −→ ∞. But as k < ∞, {x ∈ Xk : |x|k = 1} is compact.
Hence there exists x0 ∈ Xk such that |x0|k = 1 and there is a subsequence of {xn}
which we can still denote by {xn} which satisfies xn −→ x0 in Xk as n −→ ∞. By
Lemma 3.14, ψk is continuous. So ψk(xn) −→ ψk(x0) ∈ Y , this is contradict to
|ψk(xn)| −→ ∞ as n −→ ∞. Hence there exists a C > 0, such that for x ∈ Xk,
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|x|k ≤ 1, |ψk(x)| ≤ C. Hence for x = (x1, . . . , xk),
|ψk(x)| =
∣∣∣∣∣ψk( x1|x1| , . . . , xk|xk| )
∣∣∣∣∣ k∏
i=1
|xi| ≤ C
k∏
i=1
|xi|.
This completes the proof. 
Lemma 3.16. Let X, Y be Banach spaces, X has finite dimensional, ψk : Xk −→ Y
be a bounded k-linear functional. If we define f (x) := ψk(x, . . . , x), then f is a C1
function, so it is Lipschitz on balls in X.
Proof.(i) Proof of f ∈ C1.
For x, y ∈ X,
f (x + y) − f (x) =
k∑
i=1
ψk(x, . . . , x, y, x, . . . , x) + o(|y|).
Hence
f ′(x)(y) =
k∑
i=1
ψk(x, . . . , x, y, x, . . . , x).
And for x, z ∈ X,∥∥∥ f ′(x + z) − f ′(x)∥∥∥
= sup
y∈X
∣∣∣∣∣∣∣
k∑
i=1
ψk(x, . . . , x + z, y, x + z, . . . , x) −
k∑
i=1
ψk(x, . . . , x, y, x, . . . , x)
∣∣∣∣∣∣∣
= O(|z|).
Hence limz→0 ‖ f ′(x + z) − f ′(x)‖ = 0, so f ′ is continuous.
(ii) Proof of f is Lipschitz on balls.
For 0 < R < ∞, suppose that a, b ∈ B(0,R) ⊂ X, then by Lemma 3.15,
| f (a) − f (b)|
=
∣∣∣∣∣∣
∫ 1
0
f ′
(
a + θ(b − a))(b − a) dθ∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
∫ 1
0
k∑
i=1
ψ
(
a + θ(b − a), · · · , b − a, · · · , a + θ(b − a)) dθ∣∣∣∣∣∣∣
≤ CkRk−1|b − a|,
where ψ
(
a + θ(b − a), · · · , b − a, · · · , a + θ(b − a)) means b − a at the ith position,
and all the other positions are a + θ(b − a).
This completes the proof. 
Proposition 3.17. Define the maps
(3.23)
F1n : Hn×Wn×Wn 3 (M, B, E) 7→ λ1pin
(
M×ρn(M, B))−λ2pin(M×[M×ρn(M, B)]) ∈ Hn,
(3.24) F2n : Hn ×Wn ×Wn 3 (M, B, E) 7→ −piWn
(∇ × E) ∈ Wn,
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(3.25)
F3n : Hn ×Wn ×Wn 3 (M, B, E) 7→ piWn
[∇× (B−piWn (M˜))]−piWn [1D(E + f˜n(t))] ∈ Wn.
The maps F1n , F
2
n and F
3
n are Lipschitz on balls.
Proof. Hn and Wn are finite dimensional spaces, so all the norms on them are equiv-
alent. Hence there are some constants C1,C2 > 0, such that
C1‖M‖L∞(D) ≤ ‖M‖Hn ≤ C2‖M‖L∞(D), C1‖B‖L∞(R3;R3) ≤ ‖B‖Wn ≤ C2‖B‖L∞(R3;R3),
C1‖(M, B, E)‖Hn×Wn×Wn ≤ ‖M‖L∞(D)+‖B‖L∞(R3;R3)+‖E‖L∞(R3;R3) ≤ C2‖(M, B, E)‖Hn×Wn×Wn ,
for all (M, B, E) ∈ Hn ×Wn ×Wn.
Assume that ‖(M, B, E)‖Hn×Wn×Wn ≤ R for some R > 0.
(i) :
Let us denote:
F11n (M, B, E) := M × ρn(M, B),
F12n (M, B, E) := M ×
[
M × ρn(M, B)].
Then∥∥∥F11n (M1, B1, E1) − F11n (M2, B2, E2)∥∥∥Hn
=
∥∥∥M1 × [ − φ′(M1) + ∆M1 + (1DB1 − M1)] − M2 × [ − φ′(M2) + ∆M2 + (1DB2 − M2)]∥∥∥Hn
≤ ∥∥∥M1 × [ − φ′(M1) + ∆M1 − M1] − M2 × [ − φ′(M2) + ∆M2 − M2]∥∥∥Hn
+ ‖M1 × 1DB1 − M2 × 1DB2‖Hn .
In finite dimensional case, all the linear maps are bounded, so by Lemma 3.16
and since linear combination of Lipschitz continuous functions is Lipschitz, there
exists L1 > 0, such that∥∥∥M1 × [∆M1 − M1] − M2 × [∆M2 − M2]∥∥∥Hn
≤ L1‖M1 − M2‖Hn
≤ L1C2
∥∥∥(M1, B1, E1) − (M2, B2, E2)∥∥∥Hn×Wn×Wn .
∥∥∥M1 × φ′(M1) − M2 × φ′(M2)∥∥∥Hn
≤ ∥∥∥M1 × [φ′(M1) − φ′(M2)]∥∥∥Hn + ∥∥∥(M1 − M2) × φ′(M2)∥∥∥Hn
≤ R‖φ′′‖L∞‖M1 − M2‖Hn + ‖φ′‖L∞‖M1 − M2‖L∞
≤ C2 (R‖φ′′‖L∞ + ‖φ′‖L∞) ∥∥∥(M1, B1, E1) − (M2, B2, E2)∥∥∥Hn×Wn×Wn .
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And
‖M1 × 1DB1 − M2 × 1DB2‖Hn
= ‖M1 × (1DB1 − 1DB2) + (M1 − M2) × 1DB2‖Hn
≤ R‖1DB1 − 1DB2‖Hn + R‖M1 − M2‖Hn
≤ C2R
(
‖B1 − B2‖L∞(R3;R3) + ‖M1 − M2‖L∞(D)
)
= C2R
∥∥∥(M1, B1, E1) − (M2, B2, E2)∥∥∥Hn×Wn×Wn .
Hence,∥∥∥F11n (M1, B1, E1) − F11n (M2, B2, E2)∥∥∥Hn
≤ C2 (L1 + R + R‖φ′′‖L∞ + ‖φ′‖L∞) ∥∥∥(M1, B1, E1) − (M2, B2, E2)∥∥∥Hn×Wn×Wn .
And∥∥∥F12n (M1, B1) − F12n (M2, B2)∥∥∥Hn
=
∥∥∥∥M1 × {M1 × [−φ′(M1) + ∆M1 + (1DB1 − M1)]}
−M2 × {M2 × [−φ′(M2) + ∆M2 + (1DB2 − M2)]} ∥∥∥∥
Hn
≤ ∥∥∥M1 × {M1 × [−φ′(M1) + ∆M1 − M1]} − M2 × {M2 × [−φ′(M2) + ∆M2 − M2]}∥∥∥Hn
+ ‖M1 × {M1 × 1DB1} − M2 × {M2 × 1DB2}‖Hn .
By Lemma 3.16 and since linear combination of Lipschitz continuous functions
is Lipschitz, there exists L2 > 0, such that∥∥∥M1 × {M1 × [−φ′(M1) + ∆M1 − M1]} − M2 × {M2 × [−φ′(M2) + ∆M2 − M2]}∥∥∥Hn
≤ L2‖M1 − M2‖Hn
≤ C22L2
∥∥∥(M1, B1, E1) − (M2, B2, E2)∥∥∥Hn×Wn×Wn .
And
‖M1 × {M1 × 1DB1} − M2 × {M2 × 1DB2}‖Hn
≤ ‖M1 × {M1 × (1DB1 − 1DB2)}‖Hn + ‖M1 × {(M1 − M2) × 1DB2}‖Hn
+ ‖(M1 − M2) × {M2 × 1DB2}‖Hn
≤ R2‖1DB1 − 1DB2‖Hn + 2R2‖M1 − M2‖Hn
≤ 3C22R2
∥∥∥(M1, B1, E1) − (M2, B2, E2)∥∥∥Hn×Wn×Wn .
Hence∥∥∥F12n (M1, B1, E1) − F12n (M2, B2, E2)∥∥∥Hn ≤ C22(L2+3R2)∥∥∥(M1, B1, E1)−(M2, B2, E2)∥∥∥Hn×Wn×Wn .
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F1n is a linear combination of F
11
n and F
12
n and both F
11
n and F
12
n are Lipschitz on
balls, therefore F1n is Lipschitz on balls.
(ii) F2n is a bounded linear map, so it is Lipschitz on balls.
(iii) Except the term piWn fn(t), F
3
n is a linear combination of bounded maps on M, B
and E. So there is some constant L3 > 0 such that,∥∥∥F3n(M1, B1, E1) − F3n(M2, B2, E2)∥∥∥Wn
=
∥∥∥∥piWn {∇ × [(B1 − B2) − piWn (M˜1 − M˜2)]} − piWn [1D(E1 − E2)]∥∥∥∥Wn
≤ L3 (‖M1 − M2‖Hn + ‖B1 − B2‖Wn + ‖E1 − E2‖Wn)
≤ C22L3‖(M1, B1, E1) − (M2, B2, E2)‖Hn×Wn×Wn .
Hence F3n is Lipschitz on balls.
This completes the proof. 
Definition 3.18 (Definition of solution of Problem 3.13). We say that a function
(Mn, Bn, En) : [0,∞) −→ Hn ×Wn ×Wn, is the solution of Problem 3.13 iff
Mn(t) = M0,n +
∫ t
0
F1n(Mn(s), Bn(s), En(s)) ds,
Bn(t) = B0,n +
∫ t
0
F2n(Mn(s), Bn(s), En(s)) ds,
En(t) = E0,n +
∫ t
0
F3n(Mn(s), Bn(s), En(s)) ds,
for t ∈ [0,∞).
Lemma 3.19. The problem 3.13 has a unique solution.
Remark 3.20. The result of Lemma 3.19 is well known, see for example [3].
Theorem 3.21. For all n ∈ N,
(3.26) ‖Mn(t)‖H = ‖Mn(0)‖H .
Proof. By (3.17), we have
d‖Mn(t)‖2H
dt
= 2
〈
dMn(t)
dt
,Mn(t)
〉
H
.
And 〈
dMn(t)
dt
,Mn(t)
〉
H
= λ1〈pin(Mn(t) × ρn(Mn, Bn)(t)),Mn(t)〉H
−λ2〈pin(Mn(t) × [Mn(t) × ρn(Mn, Bn)(t)]),Mn(t)〉H
Since pin : H −→ H is self-adjoint and by the fact 〈a × b, a〉 = 0, we get
〈pin(Mn(t)×ρn(Mn, Bn)(t)),Mn(t)〉H = 〈pin(Mn(t)×[Mn(t)×ρn(Mn, Bn)(t)]),Mn(t)〉H = 0.
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Therefore
d‖Mn(t)‖2H
dt
= 2
〈
dMn(t)
dt
,Mn(t)
〉
H
= 0.
Hence ‖Mn(t)‖H = ‖Mn(0)‖H . 
Theorem 3.22. There is a constant C > 0 such that for every n ∈ N,
(3.27) ‖Mn‖L∞(0,T ;V) ≤ C;
(3.28) ‖Bn − piWn M˜n‖L∞(0,T ;L2(R3)) ≤ C;
(3.29) ‖En‖L∞(0,T ;L2(R3)) ≤ C;
(3.30) ‖Mn × ρn‖L2(0,T ;H) ≤ C.
Proof. By the equations (3.17)-(3.22), we have
dEn
dt
=
〈
∂En
∂Mn
,
dMn
∂t
〉
H
+
〈
∂En
∂Bn
,
dBn
dt
〉
L2(R3)
+
〈
∂En
∂En
,
dEn
dt
〉
L2(R3)
=
〈−ρn, λ1pin(Mn × ρn) − λ2pin(Mn × (Mn × ρn))〉H + 〈Bn − piWn M˜n,−piWn (∇ × En)〉L2(R3)
+
〈
En, piWn
(∇ × (Bn − piWn (M˜n)) − 1D(En + f˜n))〉L2(R3)
= −λ2‖Mn × ρn‖2H − ‖En‖2H − 〈En, fn〉H .
Hence we get the energy estimate:
En(t)−En(0) = −
∫ t
0
λ2‖Mn(s)×ρn(s)‖2H+‖En(s)‖2H+〈En(s), fn(s)〉H ds, t ∈ [0,T ].
Therefore∫
D
φ(Mn(t)) dx +
1
2
‖∇Mn(t)‖2H
+
1
2
‖Bn(t) − piWn M˜n(t)‖2L2(R3) +
1
2
‖En(t)‖2L2(R3)
+
∫ t
0
‖Mn(s) × ρn(s)‖2H + ‖En(s)‖2H + 〈En(s), fn(s)〉H ds(3.31)
=
∫
D
φ(M0,n) dx +
1
2
‖∇M0,n‖2H +
1
2
‖B0,n − piWn M˜0,n‖2L2(R3) +
1
2
‖E0,n‖2L2(R3),
for all t ∈ [0,T ].
With the fact that∣∣∣∣∣∣
∫ t
0
〈En(s), fn(s)〉H ds
∣∣∣∣∣∣ ≤ 12
∫ t
0
‖En(s)‖2H + ‖ fn(s)‖2H ds,
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we have ∫
D
φ(Mn(t)) dx +
1
2
‖∇Mn(t)‖2H +
1
2
‖Bn(t) − piWn M˜n(t)‖2L2(R3)
+
1
2
‖En(t)‖2L2(R3) +
∫ t
0
‖Mn(s) × ρn(s)‖2H +
1
2
‖En(s)‖2H ds
≤
∫
D
φ(M0,n) dx +
1
2
‖∇M0,n‖2H +
1
2
‖B0,n − piWn M˜0,n‖2L2(R3)(3.32)
+
1
2
‖E0,n‖2L2(R3) +
1
2
∫ T
0
‖ fn(s)‖2H ds, t ∈ [0,T ].
Since we assumed that φ is bounded, so there exists C1 > 0, such that |φ(M0,n(x))|R3 ≤
C2, hence ∫
D
φ(M0,n) dx ≤ C1µ(D).
And
‖∇M0,n‖H ≤ ‖M0‖V ;
‖B0,n − piWn M˜0,n‖2L2(R3) ≤ 2
(
‖B0,n‖2L2(R3) + ‖M0,n‖2L2(R3)
)
≤ 2
(
‖B0‖2L2(R3) + ‖M0‖2H
)
;
‖E0,n‖L2(R3) ≤ ‖E0‖L2(R3);∫ T
0
‖ fn(s)‖2H ds ≤ ‖ f ‖2L2(0,T ;H),
Take C2 := C1µ(D) + ‖M0‖2V + 2
(
‖B0‖2L2(R3) + ‖M0‖2H
)
+ ‖E0‖L2(R3) + ‖ f ‖2L2(0,T ;H),
then by (3.32), we get the inequalities (3.27)-(3.30). 
Theorem 3.23. There is a constant C > 0 such that for all n ∈ N,
(3.33) ‖Mn‖H1(0,T ;L 32 (D)) ≤ C;
(3.34) ‖Bn‖W1,∞(0,T ;W′) ≤ C;
(3.35) ‖En‖W1,∞(0,T ;W′) ≤ C.
Proof of (3.33). By Theorem 2.96, there is a constant C1 such that
‖u‖L6(D) ≤ C1‖u‖V , u ∈ V.
So
‖Mn × (Mn × ρn)‖2
L2(0,T ;L
3
2 (D))
=
∫ T
0
‖Mn × (Mn × ρn)‖2
L
3
2 (D)
dt
≤
∫ T
0
‖Mn‖2L6(D)‖Mn × ρn‖2H dt
≤ sup
t∈(0,T )
‖Mn‖2L6(D)
∫ T
0
‖Mn × ρn‖2H dt
≤ C1‖Mn‖2L∞(0,T ;V)‖Mn × ρn‖2L2(0,T ;H) =: C22.
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By theorem 2.98, there exists C3 > 0 such that
‖u‖
L
3
2
≤ C3‖u‖H , u ∈ H.
Hence ∥∥∥pin[Mn × (Mn × ρn)] − Mn × (Mn × ρn)∥∥∥
L
3
2 (D)
≤ C3
∥∥∥pin[Mn × (Mn × ρn)] − Mn × (Mn × ρn)∥∥∥H −→ 0, as n→ ∞.
So there exists a constant C2 > 0, such that there is a N ∈ N for n > N, we have∥∥∥pin[Mn × (Mn × ρn)]∥∥∥L2(0,T ;L 32 (D))
≤ ∥∥∥pin[Mn × (Mn × ρn)] − Mn × (Mn × ρn)∥∥∥L2(0,T ;L 32 (D)) + ‖Mn × (Mn × ρn)‖L2(0,T ;L 32 (D))
≤ 2C2.
Similarly, by (3.30) there is some C4 > 0 such that for all n ∈ N,
‖pin(Mn × ρn)‖L2(0,T ;L 32 (D)) ≤ C4.
Therefore by (3.17), we have∥∥∥∥∥ dMndt
∥∥∥∥∥
L2(0,T ;L
3
2 (D))
≤ |λ1| ‖pin(Mn × ρn)‖L2(0,T ;L 32 (D)) + λ2
∥∥∥pin[Mn × (Mn × ρn)]∥∥∥L2(0,T ;L 32 (D))
≤ |λ1|2C2 + λ2C4.
Together with (3.27), we get that there is some C > 0 such that
‖Mn‖H1(0,T ;L 32 (D))
≤ ‖Mn‖L2(0,T ;L 32 (D)) +
∥∥∥∥∥ dMndt
∥∥∥∥∥
L2(0,T ;L
3
2 (D))
≤ C.
This completes the proof. 
proof of (3.34). By (3.18),∥∥∥∥∥ dBndt
∥∥∥∥∥
L∞(0,T ;W′)
= sup
t∈[0,T ]
∥∥∥piWn (∇ × En(t))∥∥∥W′
= sup
t∈[0,T ]
sup
w∈W
∣∣∣∣W′ 〈piWn (∇ × En(t)),w〉W ∣∣∣∣
‖w‖W
= sup
t∈[0,T ]
sup
w∈W
∣∣∣∣〈En(t),∇ × piWn w〉L2(R3)∣∣∣∣
‖w‖W
≤ ‖En‖L∞(0,T ;L2(R3)).
Then by (3.29), we get: there exists some C1 > 0 independent of n, such that∥∥∥∥∥ dBndt
∥∥∥∥∥
L∞(0,T ;W′)
≤ C1.
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And
‖Bn‖L∞(0,T ;W′) = sup
t∈[0,T ]
sup
w∈W
|W′〈Bn(t),w〉W |
‖w‖W
≤ ‖Bn‖L∞(0,T ;L2(R3))
≤ ‖Bn − M˜n‖L∞(0,T ;L2(R3)) + ‖Mn‖L∞(0,T ;L2(D)).
Then by (3.28) and (3.27), we have: there exists some C2 > 0 independent of n,
such that
‖Bn‖L∞(0,T ;W′) ≤ C2.
Hence let C := C1 + C2, we have got,
‖Bn‖W1,∞(0,T ;W′) ≤ C.
This completes the proof. 
proof of (3.35).∥∥∥∥∥∂En∂t
∥∥∥∥∥
L∞(0,T ;W′)
=
∥∥∥∥piWn [∇ × (Bn − piWn (M˜n))] − piWn [1DEn + f˜n]∥∥∥∥L∞(0,T ;W′)
≤ sup
t∈(0,T )
∥∥∥∥piWn [∇ × (Bn(t) − piWn (M˜n(t)))]∥∥∥∥W′ + supt∈(0,T )
∥∥∥∥piWn [1DEn(t) + f˜n(t)]∥∥∥∥W′
≤ sup
t∈(0,T )
sup
w∈W
( ∣∣∣∣∣∣ 〈Bn(t) − piWn (M˜n(t)),∇ × piWn w〉L2(R3)‖w‖W
∣∣∣∣∣∣
+
∣∣∣∣∣∣∣ 〈1DEn(t) + f˜n(t), pi
W
n w〉L2(R3)
‖w‖W
∣∣∣∣∣∣∣
)
≤ ∥∥∥Bn − piWn M˜n∥∥∥L∞(0,T ;L2(R3)) + ‖En‖L∞(0,T ;L2(R3)) + ‖ fn‖L∞(0,T ;L2(D))
In the proof of (3.34), we have proved that ∃C1 > 0 independent of n, such that
‖Bn‖L∞(0,T ;L2(R3)) ≤ C1.
piWn M˜n −→ M˜n in L2(R3) and by (3.27), we get: for n large enough, there exists
some C2 > 0, such that ∥∥∥piWn M˜n∥∥∥L∞(0,T ;L2(R3)) ≤ C2.
so ∥∥∥Bn − piWn M˜n∥∥∥L∞(0,T ;L2(R3)) ≤ C1 + C2.
By (3.29), ∃C3 > 0 independent of n, such that
‖En‖L∞(0,T ;L2(R3)) ≤ C3
, by our assumption, f ∈ L∞(0,T ;L2(D)), hence there exists C4 > 0 independent
of n such that
‖ fn‖L∞(0,T ;L2(D)) ≤ C4.
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And
‖En‖L∞(0,T ;W′) = sup
t∈(0,T )
sup
w,0
|〈En(t),w〉|
|w|W ≤ ‖En‖L∞(0,T ;L2(R3)) ≤ C3,
Hence
‖En‖W1,∞(0,T ;W′) ≤
[
(C1 + C2 + C3 + C4)2 + C23
] 1
2 =: C.
This completes the proof. 
3.3. Proof of Limit is a Weak Solution. L∞(0,T ;L2(R3)) is the dual space of
L1(0,T ;L2(R3)) and L∞(0,T ; W′) is a dual space of L1(0,T ; W). By the Banach-
Alaoglu Theorem (Lemma 2.143), and (3.27)-(3.30) and (3.33)-(3.35), we have:
There exist H, E, M, P such that for taking some subsequence,
(3.36) Bn − piWn M˜n −→ H weakly star in L∞(0,T ;L2(R3)) ∩ L∞(0,T ; W′),
and
(3.37)
d(Bn − piWn M˜n)
dt
−→ dH
dt
weakly star in L∞(0,T ; W′).
(3.38) En −→ E weakly star in L∞(0,T ;L2(R3)) ∩ L∞(0,T ; W′),
and
(3.39)
dEn
dt
−→ dE
dt
weakly star in L∞(0,T ; W′).
(3.40) Mn −→ M weakly star in L∞(0,T ; V), weakly in H1(0,T ;L 32 (D)).
(3.41) Mn × ρn −→ P weakly in L2(0,T ; H).
The proof of (3.37) and (3.39) are the same, so we will only prove (3.39).
Proof of (3.39). By (3.35), ∥∥∥∥∥ dEndt
∥∥∥∥∥
L∞(0,T ;W′)
< C.
By the Banach-Alaoglu Theorem 2.143 and L∞(0,T ; W′) is a dual space of L1(0,T ; W),
there is some F ∈ L∞(0,T ; W′) such that
dEn
dt
−→ F weakly star in L∞(0,T ; W′).
64 LIANG LI
Then we only need to prove F = dEdt in L
∞(0,T ; W′).
For any u ∈ C∞0 (0,T ; W), we have∫ T
0
W′〈E(t), u′(t)〉W dt = lim
n→∞
∫ T
0
W′〈En(t), u′(t)〉W dt
= − lim
n→∞
∫ T
0
W′
〈
dEn(t)
dt
, u(t)
〉
W
dt
= −
∫ T
0
W′〈F(t), u(t)〉W dt.
Hence F = dEdt in L
∞(0,T ; W′). And the proof has been complete. 
We define B := M˜ + H, then
(3.42) Bn −→ B weakly star in L∞(0,T ;L2(R3)).
Proof of (3.42). For u ∈ L1(0,T ;L2(R3)), by (3.36) and (3.40),∫ T
0
dt
∫
R3
〈B, u〉 dx =
∫ T
0
dt
∫
R3
〈M˜ + H, u〉 dx
=
∫ T
0
∫
R3
〈M˜, u〉 dx +
∫ T
0
dt
∫
R3
〈H, u〉 dx
= lim
n→∞
∫ T
0
dt
∫
R3
〈piWn M˜n, u〉 + 〈Bn − piWn M˜n, u〉 dx
= lim
n→∞
∫ T
0
dt
∫
R3
〈Bn, u〉 dx.
This completes the proof. 
Theorem 3.24. (M, B, E) in (3.36)-(3.40) is a solution to Problem 3.8.
Proof of (5.16). By (3.36) and (3.19), for u ∈ C∞0 (R3;R3), t ∈ [0,T ], we have∫ t
0
∫
R3
〈B − M˜,∇ × u〉 dx ds
= lim
n→∞
∫ t
0
∫
R3
〈Bn − piWn M˜n,∇ × u〉 dx ds
= lim
n→∞
∫ t
0
∫
R3
〈∇ × (Bn − piWn M˜n), u〉 dx ds
= lim
n→∞
∫ t
0
∫
R3
〈
dEn
dt
+ piWn (1DEn + f˜n), u
〉
dx ds
= lim
n→∞
∫
R3
〈En(t) − E0,n, u〉 dx + lim
n→∞
∫ t
0
∫
R3
〈piWn (1DEn + f˜n), u〉 dx ds
=
∫
R3
〈E(t) − E0, u〉 dx +
∫ t
0
∫
R3
〈
1DE + f˜ , u
〉
dx ds.
This completes the proof. 
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Proof of (5.15). By (3.38), (3.18) and (3.42), we have: for u ∈ C∞0 (R3;R3),∫ t
0
∫
R3
〈E,∇ × u〉 dx
= lim
n→∞
∫ t
0
∫
R3
〈En,∇ × u〉 dx ds
= lim
n→∞
∫ t
0
∫
R3
〈piWn (∇ × En), u〉 dx ds
= lim
n→∞
∫ t
0
∫
R3
〈
− dBn
dt
, u
〉
dx ds
= lim
n→∞−
∫
R3
〈Bn(t) − B0,n, u〉 dx
= −
∫
R3
〈B(t) − B0, u〉 dx.
This completes the proof. 
Lemma 3.25 ([48],Th 3.2.1). Let X0, X, X1 be three Banach spaces such that X0 ↪→
X ↪→ X1, where the embeddings are continuous. And X0, X1 are reflexive and the
embedding X0 ↪→ X is compact. Let T > 0 be a fixed finite number, and let α0, α1
be two finite numbers such that αi > 1, i = 0, 1. We consider the space
Y =
{
v ∈ Lα0(0,T ; X0), v′ = dvdt ∈ L
α1(0,T ; X1)
}
,
with the norm
‖v‖Y = ‖v‖Lα0 (0,T ;X0) + ‖v′‖Lα1 (0,T ;X1).
Then Y ⊂ Lα0(0,T ; X) and the embedding Y ↪→ Lα0(0,T ; X) is compact.
Proposition 3.26.
(3.43) lim
n→∞ ‖M − Mn‖L4(Q) = 0.
Proof of (3.43). By Theorem 2.97, V ↪→ L4(D) is compact. Let X0 = V , X =
L4(D), X1 = L
3
2 (D). Then X0 ↪→ X ↪→ X1. By Theorem 2.147, X0 and X1 are
reflexive. Let α0 = 4, α1 = 2 and
Y =
{
v ∈ L4(0,T ; V), dv
dt
∈ L2(0,T ;L 32 (D))
}
.
Then by Lemma 3.25, for T < ∞, the embedding Y ↪→ L4(Q) is compact.
By Theorem 2.98, V ↪→ L4(O) continuously, so by (3.27), we get
(3.44) ‖Mn‖L∞(0,T ;L4(O)) ≤ C, ∀n.
By (3.44) and (3.33), ‖Mn‖Y ≤ C. So {Mn} has a subsequence converges (still
denoted by {Mn}) in L4(Q). Let us assume this limit is M′. Now we need to show
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M = M′. L4(Q) ↪→ L2(Q) continuously, so Mn also converges to M′ in L2(Q).
Hence by (3.40),
‖M − M′‖2
L2(Q) = (M − M′,M − M′)L2(Q)
= lim
n→∞(M − Mn,M − M
′)L2(Q)
= lim
n→∞ L∞(0,T ;V)〈M − Mn,M − M
′〉L1(0,T ;V′)
= 0.
Therefore M = M′ a.e. and both in L4(Q), so M = M′ in L4(Q). This completes
the proof. 
Proposition 3.27. For almost every t ∈ [0,T ], u ∈ C∞0 (D),
(3.45)
∫
D
〈M(t)−M(0), u〉 dx = λ1
∫ t
0
∫
D
〈P, u〉 dx ds−λ2
∫ t
0
∫
D
〈P, u×M〉 dx ds.
Proof of (3.45). By the Ho¨lder’s inequality (Lemma 2.141), for M ∈ L4(D) and
P ∈ H we have
‖M × P‖
L
4
3 (D)
≤ ‖M‖L4(D)‖M × P‖H .
Hence
‖M × P‖ 43
L
4
3 (Q)
=
∫ T
0
‖M × P‖ 43
L
4
3 (D)
dt
≤
∫ T
0
‖M(t)‖ 43
L4(D)
‖M(t) × P(t)‖ 43H dt
≤ sup
t∈[0,T ]
‖M(t)‖ 43
L4(D)
∫ T
0
‖M(t) × P(t)‖ 43H dt
≤ ‖M‖ 43
L∞(0,T ;L4(D))
∫ T
0
(
‖P(t)‖ 43H
) 3
2
dt
 23 · T 13 (again by Ho¨lder’s inequality)
= ‖M‖ 43
L∞(0,T ;L4(D))‖P‖
4
3
L2(Q)
· T 13
By (3.40) M ∈ L∞(0,T ; V) ⊂ L∞(0,T ;L4(D)) and by (3.41) P ∈ L2(0,T ; H) =
L2(Q). Hence M × P ∈ L 43 (Q). Similarly Mn × (Mn × ρn) ∈ L 43 (Q) too.
For any u ∈ L4(Q), by (3.43) and (3.41),∣∣∣∣∣L 43 (Q)〈Mn × (Mn × ρn) − M × P, u〉L4(Q)
∣∣∣∣∣
=
∣∣∣∣∣L 43 (Q)〈(Mn − M) × (Mn × ρn) + M × (Mn × ρn − P), u〉L4(Q)
∣∣∣∣∣
≤
∫ T
0
dt
∫
D
∣∣∣〈Mn × ρn, u × (Mn − M)〉∣∣∣ dx + ∣∣∣∣∣∣
∫ T
0
dt
∫
D
〈Mn × ρn − P, u × M〉 dx
∣∣∣∣∣∣
≤ ‖Mn × ρn‖L2(Q)‖u‖
1
2
L4(Q)
‖Mn − M‖
1
2
L4(Q)
+
∣∣∣(Mn × ρn − P, u × M)L2(Q)∣∣∣
−→ 0, as n −→ ∞.
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Hence we have
(3.46) Mn × (Mn × ρn) −→ M × P weakly in L 43 (Q).
By (3.43), we have limn→∞ ‖Mn(t) − M(t)‖L4(D) = 0 for almost every t ∈ [0,T ].
Hence for u ∈ C∞0 (D), a.e. t ∈ [0,T ],∣∣∣∣∣∫
D
〈Mn(t) − M(t), u〉 dx
∣∣∣∣∣
≤ ‖Mn(t) − M(t)‖L4(D)‖u‖
L
4
3 (D)
−→ ∞.
Therefore by (3.17), (3.41) and (3.46),∫
D
〈M(t) − M(0), u〉 dx
= lim
n→∞
∫
D
〈Mn(t) − Mn(0), u〉 dx
= lim
n→∞
∫ t
0
ds
∫
D
〈λ1pin(Mn × ρn) − λ2pin(Mn × (Mn × ρn)), u〉 dx
= λ1
∫ t
0
∫
D
〈P, u〉 dx ds − λ2
∫ t
0
∫
D
〈P, u × M〉 dx ds.
This completes the proof. 
Proof of (5.14). By (3.43), Mn −→ M a.e. in Q, and by our assumption φ′ is
continuous, so φ′(Mn) −→ φ′(M) a.e. in Q. And we assumed that φ′ is bounded,
so for p ∈ [1,∞), φ′(Mn) ∈ Lploc(Q) and φ′(M) ∈ Lploc(Q). Hence
(3.47) φ′(Mn) −→ φ′(M) strongly in Lploc(Q), ∀0 < p < ∞.
Hence similarly as before, we have
(3.48)
Mn × [1D(Bn − piWn M˜n) − φ′(Mn)] −→ M × [1D(B− M˜) − φ′(M)] weakly in L
4
3 (Q).
Then since Mn ×∆Mn = Mn × ρn −Mn × [1D(Bn − piWn M˜n)− φ′(Mn)], (3.41) and
(3.48) yield
(3.49) Mn × ∆Mn −→ P − M × [1D(B − M˜) − φ′(M)] weakly in L 43 (Q).
So for t ∈ [0,T ], u ∈ C∞0 (Q), we have
(3.50) lim
n→∞
∫ t
0
∫
D
〈Mn×∇Mn,∇u〉−〈P−M×
[
1D(B − M˜) − φ′(M)
]
, u〉 dx ds = 0.
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For u ∈ L4(0,T ;W1,4(D), let X := W1,4(D), by (3.40), (3.43), we have: for
u ∈ L4(0,T ; X),∣∣∣∣∣L 43 (0,T ;X′) 〈∇Mn × Mn − ∇M × M,∇u〉L4(0,T ;X)
∣∣∣∣∣
=
∣∣∣∣∣∣
∫ T
0
dt
∫
D
〈∇Mn × Mn − ∇M × M,∇u〉 dx
∣∣∣∣∣∣
≤
∫ T
0
dt
∫
D
|〈∇Mn × (Mn − M),∇u〉| dx +
∣∣∣∣∣∣
∫ T
0
dt
∫
D
〈(∇Mn − ∇M) × M,∇u〉 dx
∣∣∣∣∣∣
≤
(
‖∇Mn‖L2(Q) ‖Mn − M‖L4(Q) ‖∇u‖L4(Q) + L∞(0,T ;L2(D)) 〈∇Mn − ∇M,M × ∇u〉L1(0,T ;L2(D))
)
→ 0, as n→ ∞.
So for t ∈ [0,T ], u ∈ C∞0 (Q), we have
(3.51) lim
n→∞
∫ t
0
∫
D
〈∇Mn × Mn − ∇M × M,∇u〉 dx ds = 0.
Comparing (3.50) and (3.51), we get∫ t
0
∫
D
〈
P − M ×
[
1D(B − M˜) − φ′(M)
]
, u
〉
− 〈M × ∇M,∇u〉 dx ds = 0.
Hence for t ∈ [0,T ] and u ∈ L4(0,T ;W1,4(D)) we have
(3.52)∫ t
0
∫
D
〈P, u〉 dx ds =
∫ t
0
∫
D
〈M × ∇M,∇u〉 + 〈1D(B − M˜) − φ′(M), u × M〉 dx ds.
We can define ∆M ∈ L∞(0,T ; H) by∫ t
0
ds
∫
D
〈M × ∆M, u〉 dx :=
∫ t
0
ds
∫
D
〈∇M × M,∇u〉 dx, u ∈W1,4(D),
then∫ t
0
ds
∫
D
〈P, u〉 dx =
∫ t
0
ds
∫
D
〈
M × [1D(B − M˜) − φ′(M) − ∆M], u〉 dx, u ∈W1,4(D).
Hence for u ∈ C∞0 (Q),
(3.53)∫ t
0
∫
D
〈P, u×M〉 dx ds =
∫ t
0
∫
D
〈M×∇M,∇(u×M)〉+〈1D(B−M˜)−φ′(M), (u×M)×M〉 dx ds.
Therefore by (3.52), (3.53) and (3.45), we get∫
D
〈M(t) − M0, u〉 dx
=
∫ t
0
∫
D
{ 〈
B − M − φ′(M), λ1u × M − λ2(u × M) × M〉
− 〈∇M,∇[λ1u × M − λ2(u × M) × M]〉 } dx ds, u ∈ C∞0 (Q;R3);
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This is (5.14). 
Proof of (3.13). Let u ∈ C∞0 (D,R). Then we consider
ψ : H 3 M 7−→ 〈M, uM〉H ∈ R.
For v ∈ H,
ψ(M + v) − ψ(M)
= φ〈M + v,M + v〉H − φ〈M,M〉H
= 〈2φM, v〉H + φ〈v, v〉H .
Since H∗ = H, we can see that ψ′(M) = 2uM.
Hence by (3.17),
〈Mn(t), uMn(t)〉H − 〈M0,n, uM0,n〉H
= ψ(Mn(t)) − ψ(M0,n)
=
∫ t
0
〈
ψ′(Mn(s)),
dMn
ds
〉
H
ds
=
∫ t
0
〈
2uM(s),
dMn
ds
〉
H
ds
= 0, t ∈ [0,T ].
Hence ∫
D
u(x)
(
‖Mn(t, x)‖2 − ‖M0,n(x)‖2
)
dx
=
∫
D
〈Mn(t, x), u(x)Mn(t, x)〉 dx −
∫
D
〈M0,n(t, x), u(x)M0,n(t, x)〉 dx
= 〈Mn(t), uMn(t)〉H − 〈M0,n, uM0,n〉H
= 0, t ∈ [0,T ].
u ∈ C∞0 (D;R) is arbitrary, so |Mn(t, x)| = |M0,n(x)| a.e. in Q. And by (3.43), we
have limn→∞ Mn = M a.e. in Q. So
|M(t, x)| = lim
n→∞ |Mn(t, x)| = limn→∞ |M0,n(t, x)| = |M0(x)|, a.e. in Q.
This completes the proof. 
Theorem 3.28.
(3.54) E(0) = E0.
Proof. Let ψ ∈ C1([0,T ];R3) such that ψ(0) = 1 and ψ(T ) = 0. Then∫ T
0
〈
∂E(t)
∂t
, ψ(t)v
〉
L2(R3)
dt = 〈E(t), ψ(t)v〉L2(R3)
∣∣∣∣T
0
−
∫ T
0
〈E(t), ψ′(t)v〉L2(R3)
= −〈E(0), v〉L2(R3) −
∫ T
0
〈E(t), ψ′(t)v〉L2(R3) dt.
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Hence by (3.38), we have:
〈E(0), v〉
=
∫ T
0
〈E(t), ψ′(t)v〉 dt −
∫ T
0
〈
∂E(t)
∂t
, ψ(t)v
〉
dt
= lim
n→∞
(∫ T
0
〈En(t), ψ′(t)v〉 dt −
∫ T
0
〈
∂En(t)
∂t
, ψ(t)v
〉
dt
)
= lim
n→∞〈En(0), v〉
= lim
n→∞〈pi
W
n E
0, v〉
= 〈E0, v〉, ∀v ∈ W.
Hence E(0) = E0. 
Definition 3.29 (Lower semicontinuous). A function f from a topological space X
to R is called lower semicontinuous iff for a ∈ R, the set { f > a} is open in X.
Lemma 3.30. Let X be a Banach space, then the norm on X∗ is a lower semicon-
tinuous function with respect to the weak star topology.
Proof. For a ∈ R, we have
{y ∈ X∗ : ‖y‖X∗ > a} = {y ∈ X∗ : sup
‖x‖X=1
|〈y, x〉| > a}
=
⋃
‖x‖X=1
{y ∈ X∗ : |〈y, x〉| > a}.
For x ∈ X, {y ∈ X∗ : |〈y, x〉| > a} is open in the weak star topology of X∗, so
{y ∈ X∗ : ‖y‖X∗ > a} is also open. Hence ‖ · ‖X∗ is lower semicontinuous. 
Lemma 3.31. Let X be a Banach space, if f : X −→ R is lower semiconinuous,
then if xn −→ x0 in X, we have
f (x0) ≤ lim inf
n→∞ f (xn).
Theorem 3.32.
(3.55)
E(t) +
∫ t
0
(‖1DE(s)‖2H + ‖M(s)× ρ(s)‖2H + 〈 f (s), 1DE(s)〉H) ds ≤ E(0), 0 < t < T.
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Proof. For r ∈ C([0,T ];R), by (3.31) we have∫ T
0
∫
D
φ(Mn(t))r2(t) dx dt +
1
2
∫ T
0
‖∇Mn(t)r(t)‖2H dt
+
1
2
∫ T
0
‖[Bn(t) − piWn M˜n(t)]r(t)‖2L2(R3) dt +
1
2
∫ T
0
‖En(t)r(t)‖2L2(R3) dt
+
∫ T
0
∫ t
0
r2(t)‖Mn(s) × ρn(s)‖2H + r2(t)‖En(s)‖2H + r2(t)〈En(s), fn(s)〉H ds dt
=
∫ T
0
∫
D
φ(M0,n)r2(t) dx dt +
1
2
∫ T
0
‖∇M0,nr(t)‖2H dt
+
1
2
∫ T
0
‖[B0,n − piWn M˜0,n]r(t)‖2L2(R3) dt +
1
2
∫ T
0
‖E0,nr(t)‖2L2(R3) dt, t ∈ [0,T ].
By (3.36)-(3.41), we have
(3.56) r[Bn − piWn M˜n] −→ rH weakly star in L∞(0,T ;L2(R3)) ∩W1,∞(0,T ; W′).
(3.57) rEn −→ rE weakly star in L∞(0,T ;L2(R3)) ∩W1,∞(0,T ; W′).
(3.58)(∫ T
·
r2(t) dt
) 1
2
En −→
(∫ T
·
r2(t) dt
) 1
2
E weakly star in L∞(0,T ;L2(R3))∩W1,∞(0,T ; W′).
(3.59) rMn −→ rM weakly star in L∞(0,T ; V), weakly in H1(0,T ;L 32 (D)).
(3.60) rMn × ρn −→ rP weakly in L2(0,T ; H).
And by (3.43), we have Mn(t, x) −→ M(t, x) almost everywhere in Q together
with the continuity of φ, we have
lim inf
n→∞
∫ T
0
∫
D
φ(Mn(t))r2(t) dx dt =
∫ T
0
∫
D
φ(M(t))r2(t) dx dt.
Then with Lemma 3.30 and Lemma 3.31, we have∫ T
0
‖∇M(t)r(t)‖2H dt ≤ lim infn→∞
∫ T
0
‖∇Mn(t)r(t)‖2H dt.
∫ T
0
‖[B(t) − M˜(t)]r(t)‖2H dt ≤ lim infn→∞
∫ T
0
‖[Bn(t) − piWn M˜n(t)]r(t)‖2H dt.∫ T
0
‖E(t)r(t)‖2H dt ≤ lim infn→∞
∫ T
0
‖En(t)r(t)‖2H dt.
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∫ T
0
∫ t
0
r2(t)‖M(s) × ρ(s)‖2H + r2(t)‖E(s)‖2H ds dt
≤ lim inf
n→∞
∫ T
0
∫ t
0
r2(t)‖Mn(s) × ρn(s)‖2H + r2(t)‖En(s)‖2H ds dt.
And
lim inf
n→∞
∫ T
0
∫ t
0
r2(t)〈En(s), fn(s)〉H ds dt =
∫ T
0
∫ t
0
r2(t)〈E(s), f (s)〉H ds dt.
Hence∫ T
0
∫
D
φ(M(t))r2(t) dx dt +
1
2
∫ T
0
‖∇M(t)r(t)‖2H dt
+
1
2
∫ T
0
‖[B(t) − M˜(t)]r(t)‖2
L2(R3) dt +
1
2
∫ T
0
‖E(t)r(t)‖2
L2(R3) dt
+
∫ T
0
∫ t
0
r2(t)‖M(s) × ρ(s)‖2H + r2(t)‖E(s)‖2H + r2(t)〈E(s), f (s)〉H ds dt
≤ lim inf
n→∞
{∫ T
0
∫
D
φ(Mn(t))r2(t) dx dt +
1
2
∫ T
0
‖∇Mn(t)r(t)‖2H dt
+
1
2
∫ T
0
‖[Bn(t) − piWn M˜n(t)]r(t)‖2L2(R3) dt +
1
2
∫ T
0
‖En(t)r(t)‖2L2(R3) dt
+
∫ T
0
∫ t
0
r2(t)‖Mn(s) × ρn(s)‖2H + r2(t)‖En(s)‖2H + r2(t)〈En(s), fn(s)〉H ds dt
}
= lim inf
n→∞
{∫ T
0
∫
D
φ(M0,n)r2(t) dx dt +
1
2
∫ T
0
‖∇M0,nr(t)‖2H dt
+
1
2
∫ T
0
‖[B0,n − piWn M˜0,n]r(t)‖2L2(R3) dt +
1
2
∫ T
0
‖E0,nr(t)‖2L2(R3) dt
}
=
∫ T
0
∫
D
φ(M0)r2(t) dx dt +
1
2
∫ T
0
‖∇M0r(t)‖2H dt
+
1
2
∫ T
0
‖[B0 − M˜0]r(t)‖2L2(R3) dt +
1
2
∫ T
0
‖E0r(t)‖2L2(R3) dt.
This holds for all the r ∈ C([0,T ];R) hence we get∫
D
φ(M(t)) dx +
1
2
‖∇M(t)‖2H +
1
2
‖B(t) − M˜(t)‖2
L2(R3) +
1
2
‖E(t)‖L2(R3)
+
∫ t
0
λ2‖M(s) × ρ(s)‖2H + ‖E(s)‖2H + 〈E(s), f (s)〉H ds
≤
∫
D
φ(M(0)) dx +
1
2
‖∇M(0)‖2H +
1
2
‖B(0) − M˜(0)‖2
L2(R3) +
1
2
‖E(0)‖L2(R3).
This completes the proof. 
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4. Stochastic Landau-Lifschitz’ Equation with General Energy
Brzez´niak and Goldys and Jegaraj [13] studied the Stochastic Landau-Lifschitz-
Gilbert Equation with the following version:
(4.1)
du(t) = (λ1u(t) × ∆u(t) − λ2u(t) × (u(t) × ∆u(t))) dt + (u(t) × h) ◦ dW(t),
∂u
∂n (t, x) = 0, t > 0, x ∈ ∂D,
u(0, x) = u0(x), x ∈ D.
where ∆u in the Equation (4.1) stands for the exchange energy. In this section we
will consider a similar version of Stochastic Landau-Lifschitz-Gilbert Equation as
(4.1) but with a more general exchange energy: ∆u − ∇φ(u).
4.1. Statement of the problem.
Notation 4.1. For O = D or O = R3, let us denote
Lp(O) = Lp(O;R3), Lp(O) := Lp(O;R).
Wk,p(O) = Wk,p(O;R3), Wk,p(O) := Wk,p(O;R).
Hk(O) = Hk(O;R3), Hk(O) := Hk(O;R).
H := L2(D), V := W1,2(D).
Assumption 4.2. Let D be an open and bounded domain in R3 with C2 boundary
Γ := ∂D. n is the outward normal vector on Γ. λ1 ∈ R, λ2 > 0, h ∈ L∞(D) ∩
W1,3(D), u0 ∈ V. φ : R3 −→ R+ ∪ {0} is in C4 and φ, φ′, φ′′ and φ(3) are
bounded. And we also assume φ′ is globally Lipschitz. Moreover, we also assume
that we have a filtered probability space (Ω,F , (Ft)t≥0,P), and this probability
space satisfies the so called usual conditions:
(i) P is complete on (Ω,F ),
(ii) for each t ≥ 0, Ft contains all (F ,P)-null sets,
(iii) the filtration (Ft)t≥0 is right-continuous.
We also assume that (W(t))t≥0 is a real-valued, (Ft)t≥0-adapted Wiener process
defined on (Ω,F , (Ft)t≥0,P).
The equation we are going to study in this section is:
(4.2)

du(t) =
{
λ1u(t) × [∆u(t) − ∇φ(u(t))]
−λ2u(t) ×
(
u(t) × [∆u(t) − ∇φ(u(t))])} dt
+
{
u(t) × h
}
◦ dW(t)
∂u
∂n
∣∣∣
Γ
= 0
u(0) = u0
The solution u of the Equation (4.2) will be an H-valued process.
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Remark 4.3. In the Equations (4.2) we use the Stratonovich differential and in the
Equation (4.10) we use the Itô differential, the following equality relates the two
differentials: for the map G : H 3 u 7→ u × h ∈ H,
(Gu) ◦ dW(t) = 1
2
G′(u)[G(u)] dt + G(u) dW(t), u ∈ H.
Remark 4.4. Since φ : R3 −→ R, for every x ∈ R3 the Frechet derivative dxφ =
φ′(x) : R3 −→ R is linear, and hence by the Riesz Lemma, there exists a vector
∇φ(x) ∈ R3 such that
〈∇φ(x), y〉 = dxφ(y), y ∈ R3.
Definition 4.5 (Solution of (4.2)). Let (Ω′,F ′,F′,P′) be a filtered probability space,
W is an F′-adapted Wiener process. We say that an F′-progressively measurable
process u = (ui)3i=1 : Ω
′ × [0,T ] −→ V ∩ L∞(D) is a weak solution (in both prob-
abilistic sense and partial differential equation sense) of (4.2) if and only if for all
the ψ ∈ C∞0 (D;R3), t ∈ [0,T ], we have:
〈u(t), ψ〉H = 〈u0, ψ〉H − λ1
∫ t
0
〈∇u(s),∇ψ × u(s)〉L2(D;R3×3) ds
+λ1
∫ t
0
〈u(s) × ∇φ(u(s)), ψ〉H ds
−λ2
∫ t
0
〈∇u(s),∇(u × ψ)(s) × u(s)〉L2(D;R3×3) ds(4.3)
+λ2
∫ t
0
〈u(s) × (u(s) × ∇φ(u(s)), ψ〉H ds
+
∫ t
0
〈u(s) × h, ψ〉H ◦ dW(s).
4.2. Galerkin approximation. Let A := −∆ be a linear operator as defined in
Definition 2.164. As in Lemma 2.171, we set Hn = linspan{e1, e2, . . . , en}, where
e1, . . . , en, . . . are eigenvectors of A. Let pin denote the orthogonal projection from
H to Hn. Then we consider the following equation in Hn (Hn ⊂ D(A)):
(4.4)

dun(t) = pin
{
− λ1un(t) ×
[
Aun(t) + pin
(∇φ(un(t)))]
+λ2un(t) ×
(
un(t) ×
[
Aun(t) + pin
(∇φ(un(t)))])} dt
+pin
[
un(t) × h
]
◦ dW(t)
un(0) = pinu0
In what follows, in order to simplify notation, instead of ∇φ(u) we will write
φ′(u).
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Let us define the following maps:
F1n : Hn 3 u 7−→ −pin(u × Au) ∈ Hn,(4.5)
F2n : Hn 3 u 7−→ −pin
(
u × (u × Au)) ∈ Hn,(4.6)
F3n : Hn 3 u 7−→ −pin
[
u × pin(φ′(u))] ∈ Hn,(4.7)
F4n : Hn 3 u 7−→ −pin
(
u × [u × pin(φ′(u))]) ∈ Hn,(4.8)
Gn : Hn 3 u 7−→ pin(u × h) ∈ Hn, h ∈ L∞(D) ∩W1,3(D).(4.9)
Since A restrict to Hn is linear and bounded (with values in Hn) and since Hn ⊂
D(A) ⊂ L∞(D), we infer that G jn and F1n , F2n , F3n , F4n are well defined maps from
Hn to Hn.
The problem (4.4) can be written in a more compact way
(4.10)

dun(t) = λ1
[
F1n
(
un(t)
)
+ F3n
(
un(t)
)]
dt − λ2 [F2n(un(t)) + F4n(un(t))] dt
+ 12G
2
n
(
un(t)
)
dt + Gn
(
un(t)
)
dW(t)
un(0) = pinu0
Remark 4.6. As the equality (1.2), we have
−∇HnE(un) = Aun + pinφ′(un),
so with the “pin”s in the equation (4.4), our approximation keeps as much as possi-
ble the structure of the equation (4.2).
Now we start to solve the Equation (4.10).
Lemma 4.7. The maps Fin, i = 1, 2, 3, 4 are Lipschitz on balls, that is, for every
R > 0 there exists a constant C = C(n,R) > 0 such that whenever x, y ∈ Hn and
|x|H ≤ R, |y|H ≤ R, we have
|Fin(x) − Fin(y)|H ≤ C|x − y|H .
The map Gn is linear and
(4.11) |Gnu|Hn ≤ |h|L∞ |u|H , u ∈ Hn.
Proof.Step 1: We will show that F1n and F
2
n are Lipschitz on balls.
For u ∈ Hn = linspan{e1, . . . , en}, there exist k1, . . . , kn ∈ R, such that
u =
n∑
i=1
kiei,
and by Lemma 2.171, there exist µ1, . . . , µn, such that
∆ei = µiei.
So we have
∆u = ∆
n∑
i=1
kiei =
n∑
i=1
kiµiei.
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Put µn := max1≤i≤n |µi|. Then we have
|∆u|2Hn =
n∑
i=1
k2i µ
2
i ≤ µn2
n∑
i=1
k2i = µn
2|u|2Hn .
Hence we proved
|∆u|Hn ≤ µn|u|Hn , u ∈ Hn.
Next if R > 0, for u1, u2 ∈ Hn satisfying |u1|Hn , |u2|Hn ≤ R, we have
|F1n(u1) − F1n(u2)|Hn = |pin(u1 × ∆u1) − pin(u2 × ∆u2)|Hn
≤ |u1 × ∆u1 − u2 × ∆u2|H = |u1 × ∆u1 − u1 × ∆u2 + u1 × ∆u2 − u2 × ∆u2|H
≤ |u1 × (∆u1 − ∆u2)|H + |(u1 − u2) × ∆u2|H
≤ |u1|L∞ · |∆u1 − ∆u2|H + |∆u2|L∞ · |u1 − u2|H
≤ λR|u1 − u2|Hn + λR|u1 − u2|Hn = 2λR|u1 − u2|Hn
Similarly, we get
|F2n(u1) − F2n(u2)|Hn ≤ 3λR2|u1 − u2|Hn , u1, u2 ∈ Hn.
Therefore F1n and F
2
n are Lipschitz on balls.
Step 2: We will show that F3n and F
4
n are Lipschitz on balls.
Since pin is a linear contraction in H it is enough to consider the functions without
the external −pin in the definition of F3n and F4n . Then we have∣∣∣F3n(u1) − F3n(u2)∣∣∣Hn ≤ ∣∣∣u1 × pin(φ′(u1)) − y × pin(φ′(u2))∣∣∣H
≤ ∣∣∣(u1 − u2) × pin(φ′(u1))∣∣∣L2 + ∣∣∣y × (pin(φ′(u1)) − pin(φ′(u2)))∣∣∣L2
≤ ∣∣∣pin(φ′(u1))∣∣∣L2 |u1 − u2|L∞ + |y|L∞ ∣∣∣pin(φ′(u1)) − pin(φ′(u2))∣∣∣L2
≤ ∣∣∣φ′(u1)∣∣∣L2 |u1 − u2|L∞ + |y|L∞ ∣∣∣φ′(u1) − φ′(u2)∣∣∣L2
Since by assumptions the function φ′ : R3 → R3 is globally Lipschitz and
bounded, we infer that there exists C > 0, such that
|φ′(u)|2H =
∫
D
|φ′(x)|2
R3
dx ≤ C, u ∈ H
and similarly,
|φ′(u1) − φ′(u2)|H ≤ C|u1 − u2|H , u1, u2 ∈ H.
And since Hn = linspan{e1, . . . , en} and e j ∈ D(A) ⊂ H2, and by Theorem 2.94,
H2 ⊂ C(D;R3). In particular, Hn ⊂ L∞(D). Since Hn is a finite dimensional space,
all norms on it are equivalent. In particular, there exists C = C(n) > 0 such that
|u|L∞ ≤ C|u|H , u ∈ Hn.
Therefore, we infer that for R > 0, there exists CR > 0: if |u1|H , |u2|H ≤ R, then∣∣∣F3n(u1) − F3n(u2)∣∣∣H ≤ ∣∣∣φ′(x)∣∣∣L2 |u1 − u2|L∞ + |u2|L∞ ∣∣∣φ′(u1) − φ′(u2)∣∣∣L2
≤ CR|u1 − u2|H .
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And similarly we get, for R > 0, there exists CR > 0: if |u1|H , |u2|H ≤ R, then∣∣∣F4n(u1) − F4n(y)∣∣∣H
≤ ∣∣∣u1 × [u1 × pin(φ′(u1))] − y × [y × pin(φ′(u1))]∣∣∣H
≤ ∣∣∣(u1 − u2) × [u1 × pin(φ′(u1))] + u2 × [u1 × pin(φ′(u1)) − u2 × pin(φ′(u2))]∣∣∣H
≤ |u1 − u2|L∞ |u1|L∞
∣∣∣φ′(u1)∣∣∣H + |u2|L∞ (|u1 − u2|L∞ ∣∣∣φ′(u1)∣∣∣H + |u2|L∞ ∣∣∣φ′(u1) − φ′(u2)∣∣∣H)
≤ CR|u1 − u2|H .
Step 3: We will show that Gn is linear and satisfies the inequality (4.11).
We have
|Gn(u)|2Hn ≤ |u × h|2H
=
∫
D
|u × h|2 dx
≤
∫
D
|u|2|h|2 dx
≤ |h|2L∞ |u|2H
Hence
|Gnu|Hn ≤ |h|L∞ |u|H , u ∈ Hn.
This completes the proof. 
Let us define functions Fn and Fˆn : Hn −→ Hn by
Fn = λ1(F1n + F
3
n) − λ2(F2n + F4n), and Fˆn = Fn +
1
2
G2n.
Then the problem (4.4) (or (4.10)) becomes
(4.12) dun(t) = Fˆn
(
un(t)
)
dt + Gn
(
un(t)
)
dW(t).
Lemma 4.8. Assume that h ∈ L∞. Then
G∗n = −Gn,
and in particular for all u ∈ Hn
〈Gnu, u〉H = 0.
Moreover for i = 1, 2, 3, 4, we have〈
Fin(u), u
〉
H
= 0.
Proof. Let’s assume that u, v ∈ Hn. Then we have
(Gnu, v)Hn = (Gnu, v)H =
(
pin(u × h), v)H
= (u × h, pinv)H = −(u, v × h)H
= −(pinu, v × h)H = −(u, pin(v × h))H
= −(u,Gnv)H = −(u,Gnv)Hn .
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Thus G∗n = −Gn. Therefore,(
Gn(u), u
)
H =
(
u,G∗nu
)
H
= −(u,Gnu)H = −(Gnu, u)H = 0.
Moreover, for u ∈ Hn, we have(
F1n(u), u
)
H =
(
pin(u × ∆u), u)H
=
(
u × ∆u, pinu)H = (u × ∆u, u)H = 0,
(
F2n(u), u
)
H =
(
pin(u × (u × ∆u)), u)H
=
(
u × (u × ∆u), pinu)H = (u × (u × ∆u), u)H = 0,
Finally, using the fact 〈a × b, a〉H = 0, we have:
〈F3n(u), u〉H = 〈−pin[u × pin(φ′(u))], u〉H = −〈u × pin(φ′(u)), pinu〉H
= −〈u × pin(φ′(u)), u〉H = 0,
and
〈F4n(u), u〉H = 〈−pin(u × [u × pin(φ′(u))]), u〉H = −〈u × [u × pin(φ′(u))], pinu〉H
= −〈u × [u × pin(φ′(u))], u〉H = 0.
This completes the proof. 
The following existence and uniqueness Theorem is followed by Lemma 4.7 and
Lemma 4.8.
Theorem 4.9. [3] The Equation (4.4) has a unique global solution un : [0,T ] −→
Hn.
Proof. By the Lemma 4.7 and Lemma 4.8, the coefficients Fin, i = 1, 2, 3, 4 and Gn
are locally Lipschitz and one side linear growth. Hence by Theorem 3.1 in [3], the
Equation (4.4) has a unique global solution un : [0,T ] −→ Hn. 
4.3. a’priori estimates. In this subsection we will get some properties of the so-
lution of Equation (4.4) especially some a’priori estimates.
Theorem 4.10. Assume that n ∈ N. Let un be the solution of the Equation (4.4)
which is constructed earlier. Then for every t ∈ [0,T ],
(4.13) |un(t)|H = |un(0)|H , a.s..
Proof. Let us define ψ : Hn 3 u 7→ 12 |u|2H ∈ R. Since
|u + g|2H − |u|2H = 〈un + g, u + g〉H − 〈u, u〉H
= 〈u + g, g〉H + 〈g, u〉H = 2〈u, g〉H + |g|2H , u, g ∈ Hn.
and
〈u + k, g〉H − 〈u, g〉H = 〈k, g〉H , u, g, k ∈ Hn.
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We infer that
ψ′(u)(g) = 〈u, g〉H , and ψ′′(u)(g, k) = 〈k, g〉H .
By the Itô Lemma 2.124, we get
1
2
d|un(t)|2H =
(〈
un(t), Fˆ
(
un(t)
)〉
H
+
1
2
〈
Gn
(
un(t)
)
,Gn
(
un(t)
)〉
H
)
dt
+
〈
un(t),Gn
(
un(t)
)〉
H dWt
=
1
2
(〈
un(t),G2n
(
un(t)
)〉
+
∣∣∣Gn(un(t))∣∣∣2H) dt + 0 dWt
= 0
Hence for t ∈ [0,T ],
|un(t)|H = |un(0)|H , a.s..

Lemma 4.11. Let us define a function Φ : Hn −→ R by
(4.14) Φ(u) :=
1
2
∫
D
|∇u(x)|2 dx +
∫
D
φ
(
u(x)
)
dx, u ∈ Hn.
Then Φ ∈ C2(Hn) and for u, g, k ∈ Hn,
duΦ(g) = Φ′(u)(g) = 〈∇u,∇g〉L2(D,R3×3) +
∫
D
〈∇φ(u(x)), g(x)〉 dx(4.15)
= −〈∆u, g〉L2(D,R3×3) +
∫
D
〈∇φ(u(x)), g(x)〉 dx,
Φ′′(u)(g, k) = 〈∇g,∇k〉L2(D,R3×3) +
∫
D
φ′′
(
u(x)
)(
g(x), k(x)
)
dx.(4.16)
Proof. Let us introduce auxiliary functions Φ0 and Φ1 by:
Φ0(u) :=
∫
D
φ
(
u(x)
)
dx, u ∈ Hn.
Φ1(u) :=
1
2
|∇u|2L2(D,R3×3), u ∈ Hn.
It is enough to prove the results of Φ0 and Φ1.
Both Φ0 and Φ1 are of C2-class and
Φ′1(u)g = (∇u,∇g)L2(D,R3×3) and Φ′′1 (u)(g, k) = (∇g,∇k)L2(D,R3×3), ∀u, g, k ∈ Hn.
That is because
Φ1(u + g) − Φ1(u) = 12 |∇u + ∇g|
2
L2 −
1
2
|∇u|2L2
= (∇u,∇g)L2 + 12(∇g,∇g)L2
and by Proposition 2.166,
(∇g,∇g)L2(D,R3×3) = (Ag, g)H .
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By the Cauchy-Schwartz inequality
(g, Ag)H ≤ |g|H |Ag|H ,
and since g ∈ Hn, by Lemma 2.171, we have g = ∑ni=1 giei, gi ∈ R, then ∆g =∑n
i=1 λigiei where λi are eigenvalues of A at ei. Let K = max1≤i≤n |λi|, then
|Ag|2H =
n∑
i=1
|λigi|2 ≤ K2
n∑
i=1
|gi|2 = K2|g|2H ,
Therefore |Ag|H ≤ K|g|H , hence
(4.17) (∇g,∇g)L2(D,R3×3) ≤ K|g|2H = o(|g|H).
Therefore Φ′1(u)g = (∇u,∇g)L2(D,R3×3).
Moreover,
Φ′1(u + k)(g) − Φ1(u)(g) = (∇g,∇k)L2(D,R3×3).
The right hand side of the above equality is a linear map with respect to k, so
Φ′′1 (u)(g)(k) = (∇g,∇k)L2(D,R3×3). Next we consider the parts related to Φ0. For
u, g ∈ Hn, by the mean value theorem, we have
Φ0(u + g) − Φ0(u)
=
∫
D
φ
(
u(x) + g(x)
)
dx −
∫
D
φ
(
u(x)
)
dx =
∫
D
[
φ
(
u(x) + g(x)
) − φ(u(x))] dx
=
∫
D
[
φ′
(
u(x)
)(
g(x)
)
+
∫ 1
0
(1 − s)φ′′(u(x) + sg(x))(g(x), g(x)) ds] dx
=
∫
D
φ′
(
u(x)
)(
g(x)
)
dx +
∫
D
∫ 1
0
(1 − s)φ′′(u(x) + sg(x))(g(x), g(x)) ds dx.
Since we assumed that φ′′ is bounded, there is some Cφ′′ > 0 such that
|φ′′(x)(h, h)| ≤ Cφ′′ |h|2, x, h ∈ R3.
Thus we have ∣∣∣∣∣∣
∫
D
∫ 1
0
(1 − s)φ′′(u(x) + sg(x))(g(x), g(x)) ds dx∣∣∣∣∣∣
≤
∫
D
∫ 1
0
(1 − s) ∣∣∣φ′′(u(x) + sg(x))(g(x), g(x))∣∣∣ ds dx
≤ 1
2
Cφ′′ |g|2H = o(|g|H).
Hence we infer that
duΦ0(g) =
∫
D
φ′
(
u(x)
)(
g(x)
)
dx =
∫
D
〈∇φ(u(x)), g(x)〉 dx, u, g ∈ Hn.
Next we compute Φ′′0 (u). We have the following inequalities:
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∫
D
φ′
(
u(x) + k(x)
)(
g(x)
)
dx −
∫
D
φ′
(
u(x)
)(
g(x)
)
dx
=
∫
D
[φ′
(
u(x) + k(x)
) − φ′(u(x))](g(x)) dx
=
∫
D
φ′′
(
u(x)
)(
g(x), k(x)
)
dx +
∫
D
∫ 1
0
(1 − s)φ(3)(u(x) + sk(x))(k(x), k(x)) dsg(x) dx,
And since we assume that φ(3) is bounded, so there is Cφ3 > 0 such that∣∣∣φ(3)(x)(y, y)(z)∣∣∣ ≤ Cφ3 |y|2|z|, x, y, z ∈ R3.
Then we infer that∣∣∣∣∣∫
D
φ′
(
u(x) + k(x)
)
g(x) dx −
∫
D
φ′
(
u(x)
)
g(x) dx −
∫
D
φ′′
(
u(x)
)(
g(x), k(x)
)
dx
∣∣∣∣∣
=
∣∣∣∣∣∣
∫
D
∫ 1
0
(1 − s)φ(3)(u(x) + sk(x))(k(x), k(x)) dsg(x) dx∣∣∣∣∣∣
≤
∫
D
∫ 1
0
(1 − s) ∣∣∣φ(3)(u(x) + sk(x))(k(x), k(x))g(x)∣∣∣ ds dx
≤ 1
2
Cφ(3)
∫
D
|k(x)|2
R3
|g(x)|R3 dx.
Summarising we proved that
d2uΦ0(g, k) =
∫
D
φ′′
(
u(x)
)(
g(x), k(x)
)
dx u, g, k ∈ Hn.
This ends the proof of Lemma 4.11. 
Proposition 4.12. Let un be the solution of the Equation (4.4). Then there exist
constants a, b, a1, b1 > 0 such that for all n ∈ N, s ∈ [0,T ],
(4.18)
∣∣∣∇Gnun(s)∣∣∣2L2 ≤ a∣∣∣∇un(s)∣∣∣2L2 + b,
and
(4.19)
∣∣∣∇G2nun(s)∣∣∣2L2 ≤ a1∣∣∣∇un(s)∣∣∣2L2 + b1.
Proof. By the Proposition 2.166,∣∣∣∇Gnun(s)∣∣∣2L2 = (AGnun(s),Gnun(s))H ≤ (A1Gnun(s),Gnun(s))H .
Since A1 = I + A is self-adjoint,(
A1Gnun(s),Gnun(s)
)
H
=
∣∣∣A 121 Gnun(s)∣∣∣2L2 = ∣∣∣A 121 pin(un(s) × h)∣∣∣2L2 .
Thus ∣∣∣∇Gnun(s)∣∣∣2L2 ≤ ∣∣∣A 121 pin(un(s) × h)∣∣∣2L2 .
Since A
1
2
1 and pin commute, we have∣∣∣∇Gnun(s)∣∣∣2L2 ≤ ∣∣∣A 121 pin(un(s) × h)∣∣∣2H = ∣∣∣pinA 121 (un(s) × h)∣∣∣2H ≤ ∣∣∣A 121 (un(s) × h)∣∣∣2H .
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Moreover,
∣∣∣A 121 (un(s) × h)∣∣∣2H = ∣∣∣un(s) × h∣∣∣2V , thus we get∣∣∣∇Gnun(s)∣∣∣2L2 ≤ ∣∣∣un(s) × h∣∣∣2V .
Hence ∣∣∣∇Gnun(s)∣∣∣2L2 ≤ ∣∣∣un(s) × h∣∣∣2V
=
∣∣∣∇(un(s) × h)∣∣∣2L2 + ∣∣∣un(s) × h∣∣∣2H
≤ 2
[∣∣∣∇un(s) × h∣∣∣2L2 + ∣∣∣un(s) × ∇h∣∣∣2L2] + ∣∣∣un(s) × h∣∣∣2H
By the Ho¨lder’s inequality,∣∣∣un(s) × ∇h∣∣∣2L2 ≤ (un(s),∇h)2L2 ≤ ∣∣∣un(s)∣∣∣2L6 ∣∣∣∇h∣∣∣2L3 .
Since 0 − 26 ≥ 1 − 32 , by Theorem 2.98, H1 ↪→ L6 continuously. Hence there exists
c > 0, such that ∣∣∣un(s)∣∣∣2L6 ≤ c(∣∣∣∇un(s)∣∣∣2L2 + ∣∣∣un(s)∣∣∣2L2).
Together with
∣∣∣un(s)×h∣∣∣2L2 ≤ ∣∣∣un(s)∣∣∣2L2 ∣∣∣h∣∣∣2L∞ and ∣∣∣∇un(s)×h∣∣∣2L2 ≤ ∣∣∣∇un(s)∣∣∣2L2 ∣∣∣h∣∣∣2L∞ , we
can get∣∣∣∇Gnun(s)∣∣∣2L2 ≤ 2[∣∣∣h∣∣∣2L∞ ∣∣∣∇un(s)∣∣∣2L2 + c(∣∣∣∇un(s)∣∣∣2L2 + ∣∣∣un(s)∣∣∣2L2)∣∣∣∇h∣∣∣2L3]
= 2
(∣∣∣h|2L∞ + c∣∣∣∇h∣∣∣2L3)∣∣∣∇un(s)∣∣∣2L2 + (2c∣∣∣∇h∣∣∣2L3 + ∣∣∣h∣∣∣2L∞)∣∣∣un(s)∣∣∣2L2
By (4.13), it is∣∣∣∇Gnun(s)∣∣∣2L2 ≤ 2(∣∣∣h|2L∞ + c∣∣∣∇h∣∣∣2L3)∣∣∣∇un(s)∣∣∣2L2 + (2c∣∣∣∇h∣∣∣2L3 + ∣∣∣h∣∣∣2L∞)∣∣∣u0∣∣∣2L2
= a
∣∣∣∇un(s)∣∣∣2L2 + b
where
a = 2
(∣∣∣h|2L∞ + c∣∣∣∇h∣∣∣2L3),
b =
(
2c
∣∣∣∇h∣∣∣2L3 + ∣∣∣h∣∣∣2L∞)∣∣∣u0∣∣∣2L2 .
We can see that a and b depend only on h and u0, but do not depend on n.
By (4.18), we can get∣∣∣∇G2nun(s)∣∣∣2L2 ≤ a∣∣∣∇(Gnun(s))∣∣∣2L2 + (2c∣∣∣∇h∣∣∣2L3 + ∣∣∣h∣∣∣2L∞)∣∣∣Gnu0∣∣∣2L2
≤ a
(
a
∣∣∣∇un(s)∣∣∣2L2 + b) + (2c∣∣∣∇h∣∣∣2L3 + ∣∣∣h∣∣∣2L∞)∣∣∣Gnu0∣∣∣2L2
= a1
∣∣∣∇un(s)∣∣∣2L2 + b1
where
a1 = a2,
b1 = b +
(
2c
∣∣∣∇h∣∣∣2L3 + ∣∣∣h∣∣∣2L∞)∣∣∣Gnu0∣∣∣2L2 .
a1 and b1 also depend only on h and u0, but do not depend on n.
This completes the proof of the inequalities (4.18) and (4.19). 
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Remark 4.13. The previous results will be used to prove the following fundamental
a’prior estimates on the sequence {un}.
Theorem 4.14. Assume that p ≥ 1, β > 14 . Then there exists a constant C > 0,
such that for all n ∈ N,
(4.20) E sup
r∈[0,t]
{∣∣∣∇un(r)∣∣∣2L2 + ∫
D
φ
(
un(r, x)
)
dx
}p
≤ C, t ∈ [0,T ],
(4.21) E
[(∫ T
0
∣∣∣un(t) × [∆un(t) − ∇φ(un(t))]∣∣∣2H dt)p] ≤ C,
(4.22) E
[(∫ T
0
∣∣∣un(t) × (un(t) × [∆un(t) − ∇φ(un(t))])∣∣∣2
L
3
2
dt
)p]
≤ C,
(4.23) E
∫ T
0
∣∣∣pin (un(t) × (un(t) × [∆un(t) − ∇φ(un(t))]))∣∣∣2X−β dt ≤ C.
We will prove the inequalities (4.20) and (4.21) in Theorem 4.14 together and
prove (4.22) and (4.23) in Theorem 4.14 separately. In the argument below we will
frequently use, without referring to this, that pin is an orthogonal projection from H
onto Hn.
Proof of (4.20) and (4.21). Let us define a function Φ same as in the Equation
(4.14). Then by the Itô Lemma 2.124,
Φ
(
un(t)
) −Φ(un(0))
=
∫ t
0
(
Φ′
(
un(s)
)
Fˆn
(
un(s)
)
+
1
2
Φ′′
(
un(s)
)
Gn
(
un(s)
)2) ds(4.24)
+
∫ t
0
Φ′
(
un(s)
)
Gn
(
un(s)
)
dW(s), t ∈ [0,T ].
Then we consider each terms of the Equation (4.24),
Φ′
(
u
)
Fˆn
(
u
)
= − λ2
∣∣∣u × (∆u − pin(φ′(u))∣∣∣2H
− 1
2
〈∆u − pin(φ′(u)), pin(u × h) × h〉H(4.25)
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Let us now prove the equality (4.25). Since
Fˆn = λ1(F1n + F
3
n) − λ2(F2n + F4n) + 12G2n, for u ∈ Hn we have,
Φ′(u)Fˆn(u) = λ1Φ′(u)Fˆ1n(u) − λ2Φ′(u)Fˆ2n(u)
+ λ1Φ
′(u)Fˆ3n
(
u
) − λ2Φ′(u)Fˆ4n(u) + 12Φ′(u)G2n(u)
= λ1Φ
′(u)
[
pin(u × ∆u)] − λ2Φ′(u)[pin(u × (u × ∆u))]
+ λ1Φ
′(u)
[
pin
(
u × pin(−φ′(u)))] − λ2Φ′(u)[pin(u × (u × pin(−φ′(u))))]
+
1
2
Φ′(u)
[
pin
(
pin(u × h) × h)]
= −λ1〈∆u, pin(u × ∆u)〉 + λ2〈∆u, pin(u × (u × ∆u))〉
+ −λ1〈∆u, pin(u × pin(−φ′(u)))〉 + λ2〈∆u, pin(u × (u × pin(−φ′(u))))〉
− 1
2
〈∆u, pin(pin(u × h) × h)〉
+ λ1
∫
D
〈∇φ(u(x)), pin(u × ∆u)〉 dx
− λ2
∫
D
〈∇φ(u(x)), pin(u × (u × ∆u))〉 dx
+ λ1
∫
D
〈∇φ(u(x)), pin(u × pin(−φ′(u)))〉 dx
− λ2
∫
D
〈∇φ(u(x)), pin(u × (u × pin(−φ′(u))))〉 dx
+
1
2
∫
D
〈∇φ(u(x)), pin(pin(u × h) × h)〉 dx
In above 〈·, ·〉 is either the inner product in H = L2(D,R3) or in R3.
Since pin(∆u) = ∆u, for u ∈ Hn, we infer that
I =
〈
∆u, pin
(
u × ∆u)〉 = 〈∆u, u × ∆u〉 = 0,
Next, since 〈a, b × c〉 = −〈c, b × a〉 = −〈b × a, c〉 and 〈a, b × (b × a)〉 = −|a × b|2
for a, b, c ∈ R3, we get
II =
〈
∆u, pin
(
u × (u × ∆u))〉 = 〈∆u, u × (u × ∆u)〉
= − 〈u × ∆u, u(x) × ∆u〉 = − |u × ∆u|2 ,
III =
〈
∆u, pin
(
u × pin(−φ′(u))
)〉
H
=
〈
∆u, u × pin(−φ′(u))〉H
= − 〈pin(−φ′(u)), u × ∆u〉 ,
IV =
〈
∆u, pin
(
u × (u × pin(−φ′(u))))〉 = 〈∆u, u × (u × pin(−φ′(u)))〉
= − 〈u × ∆u, u × pin(−φ′(u))〉H ,
V = 〈∆u, pin(pin(u × h) × h)〉 = 〈∆u, pin(u × h) × h〉
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Since all the integral terms are simply appropriate scalar products in the space
L2 we infer that
Φ′
(
u
)
Fˆn
(
u
)
= −λ2 |u × ∆u|2 + λ1〈pin(−φ′(u)), u × ∆u〉 − λ2 〈u × ∆u, u × ( − φ′(u))〉
− 1
2
〈∆u, pin(u × h) × h〉
+ λ1〈pin[φ′(u)], u × ∆u〉 + λ2〈pin(−φ′(u)), u × (u × ∆u)〉
− λ1〈pin(−φ′(u)), u × [−φ′(u)]〉 + λ2〈pin(−φ′(u)), u × (u × pin(−φ′(u)))〉
+
1
2
〈pin(φ′(u)), pin(u × h) × h〉
= −λ2
[
|u × ∆u|2 + 〈u × ∆u, u × pin(−φ′(u))〉
− 〈pin(−φ′(u)), u × (u × ∆u)〉 − 〈pin(−φ′(u)), u × (u × pin(−φ′(u)))〉]
+ λ1
[
〈pin(−φ′(u)), u × ∆u〉 − 〈pin(−φ′(u)), u × ∆u〉
+〈pin(−φ′(u)), u × pin(−φ′(u))〉
]
− 1
2
[
〈∆u, pin(u × h) × h〉 + 〈pin( − φ′(u), pin(u × h) × h)〉]
Using again the classical identities
〈a, b × c〉 = −〈b × a, c〉, for a, b, c ∈ R3,
〈a, b × a〉 = 0, for a, b ∈ R3,
the equality (4.25) has been obtained.
Similarly,
Φ′
(
u
)
[Gn
(
u
)
] = Φ′
(
u
)
pin(u × h) = −〈∆u, pin(u × h)〉 +
∫
D
〈∇φ(u(x)), [pin(u × h)](x)〉 dx
= −〈∆u, u × h〉 + 〈φ′(u), pin(u × h)〉(4.26)
Φ′′(u)[Gn(u)2] = Φ′′(u)
(
Gn(u),Gn(u)
)
= Φ′′(u)
(
pin(u × h), pin(u × h))
= 〈∇pin(u × h),∇pin(u × h)〉L2 +
∫
D
φ′′
(
u(x)
)(
pin(u × h)(x), pin(u × h)(x)) dx
= |∇pin(u × h)|2L2 +
∫
D
φ′′
(
u(x)
)(
pin(u × h)(x), pin(u × h)(x)) dx(4.27)
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Therefore by the Equations (4.14), (4.25), (4.26) and (4.27), the Equation (4.24)
becomes:
1
2
|∇un(t)|2L2 +
1
2
∫
D
φ(un(t, x)) dx
+λ2
∫ t
0
|un(s) × (∆un(s) − pinφ′(un(s)))|2H ds
=
1
2
|∇un(0)|2L2 +
1
2
∫
D
φ(un(0, x)) dx − 12
∫ t
0
〈∆un(s), pin(un(s) × h) × h〉H ds
+
1
2
∫ t
0
〈φ′(un(s), pin(un(s) × h) × h〉H ds + 12
∫ t
0
|∇pin(un(s) × h)|2L2 ds(4.28)
+
1
2
∫ t
0
∫
D
φ′′(pin(s, x))(pin(un(s) × h)(x), pin(un(s) × h)(x)) dx ds
−
∫ t
0
〈∆un(s), un(s) × h〉H dW(s) +
∫ t
0
〈φ′(un(s), pin(un(s) × h)〉H dW(s).
Next we will get estimates for some terms on the right hand side of Equation
(4.28).
For the first term on the right hand side of Equation (4.28), we have
(4.29)
|∇un(0)|2L2 = |∇pinu0|2L2 ≤ |pinu0|2V = |A
1
2
1 pinu0|2H = |pinA
1
2
1 u0|2H ≤ |A
1
2
1 u0|2H = |u0|2V .
We assumed that φ is bounded, so there is a constant Cφ > 0, such that |φ(y)| ≤
Cφ, for y ∈ R3. So for the second term on the right hand side of Equation (4.28),
we have
(4.30)
∣∣∣∣∣∫
D
φ
(
un(0, x)
)
dx
∣∣∣∣∣ ≤ Cφµ(D).
We assume that φ′ and φ′′ are bounded, so there exist constants Cφ′ > 0 and
Cφ′′ > 0, such that
(4.31) |φ′(y)| ≤ Cφ′ , y ∈ R3,
and
(4.32) |φ′′(x)(y, y)| ≤ Cφ′′ |y|2, x, y ∈ R3.
For the third term on the right hand side of Equation (4.28), by (4.19) and
Cauchy-Schwartz inequality, we have
|〈∆un(s), pin(un(s) × h) × h〉H | =
∣∣∣〈∇un(s),∇G2nun(s)〉L2 ∣∣∣
≤ |∇un(s)|L2
√
a1|∇un(s)|2L2 + b1 ≤
√
a1|∇un(s)|2L2 +
b1
2
√
a1
.(4.33)
For the fourth term on the right hand side of Equation (4.28), by the equalities
(4.31), (4.13) and Cauchy-Schwartz inequality, we have
(4.34)
〈φ′(un(s)), pin(un(s) × h) × h〉H ≤ Cφ′µ(D)|un(s) × h × h|H ≤ Cφ′µ(D)|u0|H |h|2L∞ .
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For the fifth term on the right hand side of Equation (4.28), by (4.18), we have
(4.35) |∇pin(un(s) × h)(s)|2L2 = |∇Gn(un(s))|2L2 ≤ a|∇un(s)|2L2 + b.
For the sixth term on the right hand side of Equation (4.28), we have∫
D
∣∣∣[φ′′(un(s, x))] [pin(un(s) × h)(x), pin(un(s) × h)(x)]∣∣∣ dx
≤ Cφ′′
∫
D
|pin(un(s) × h)(x))|2 dx = Cφ′′ |pin(un(s) × h)|2H(4.36)
≤ Cφ′′ |un(s) × h|2H ≤ Cφ′′ |h|2L∞ |u0|2H .
Then by the equalities (4.28)-(4.36), there exists a constant C2 > 0 such that for
all n ∈ N, t ∈ [0,T ] and P-almost surely:
1
2
|∇un(t)|2L2 +
1
2
∫
D
φ
(
un(t, x)
)
dx
+λ2
∫ t
0
|un(s) × (∆un(s) − pinφ′(un(s)))|2H ds
≤ 1
2
|u0|2V +
1
2
Cφµ(D) +
T
2
Cφ′ |u0|H |h|2L∞ +
T
2
Cφ′′ |u0|2H |h|2L∞
+
1
2
√
a1
∫ t
0
|∇un(s)|2 ds + b14√a1 T +
1
2
a
∫ t
0
|∇un(s)|2L2 ds +
Tb
2
+
∫ t
0
〈∇un(s),∇Gn(un(s))〉L2 dWs + 12
∫ t
0
〈
φ′
(
un(s)
)
,Gn
(
un(s)
)〉
H dWs(4.37)
=
1
2
(
√
a1 + a)
∫ t
0
|∇un(s)|2H ds +
∫ t
0
〈∇un(s),∇Gn(un(s))〉L2 dWs
+
1
2
∫ t
0
〈
φ′
(
un(s)
)
,Gn
(
un(s)
)〉
H dWs + C2.
Therefore for all n ∈ N, t ∈ [0,T ] and P-almost surely:
|∇un(t)|2L2 +
∫
D
φ
(
un(t, x)
)
dx
+2λ2
∫ t
0
|un(s) × (∆un(s) − pinφ′(un(s)))|2H ds
≤ (√a1 + a)
∫ t
0
|∇un(s)|2L2 ds + C2(4.38)
+2
∫ t
0
〈∇un(s),∇Gn(un(s))〉L2 dW(s)
+
∫ t
0
〈
φ′
(
un(s)
)
,Gn
(
un(s)
)〉
H dW(s).
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Hence for p ≥ 1,
E sup
r∈[0,t]
{
|∇un(r)|2L2 +
∫
D
φ
(
un(r, x)
)
dx + 2λ2
∫ t
0
|un(s) × (∆un(s) − pinφ′(un(s)))|2H ds
}p
≤ E sup
r∈[0,t]
{
(
√
a1 + a)
∫ r
0
|∇un(s)|2L2 ds + C2
+2
∫ r
0
〈∇un(s),∇Gn(un(s))〉L2 dWs + ∫ r
0
〈
φ′
(
un(s)
)
,Gn
(
un(s)
)〉
H dWs
}p
≤ 4p−1(√a1 + a)ptp−1E
(∫ t
0
|∇un(s)|2pL2 ds
)
+4p−12E sup
r∈[0,t]
∣∣∣∣∣∫ r
0
〈∇un(s),∇Gn(un(s))〉L2 dWs∣∣∣∣∣p
+4p−1E sup
r∈[0,t]
∣∣∣∣∣∫ r
0
〈
φ′
(
un(s)
)
,Gn
(
un(s)
)〉
L2 dWs
∣∣∣∣∣p + 4p−1Cp2
By the Burkholder-Davis-Gundy inequality (Lemma 2.127), there exists a con-
stant K > 0 such that for all n ∈ N,
E sup
r∈[0,t]
∣∣∣∣∣∫ r
0
〈∇un(s),∇Gn(un(s))〉L2 dWs∣∣∣∣∣p ≤ KE
∣∣∣∣∣∣
∫ t
0
〈∇un(s),∇Gn(un(s))〉2L2 ds∣∣∣∣∣∣
p
2
,
E sup
r∈[0,t]
∣∣∣∣∣∫ r
0
〈
φ′
(
un(s)
)
,Gn
(
un(s)
)〉
L2 dWs
∣∣∣∣∣p ≤ KE
∣∣∣∣∣∣
∫ t
0
〈
φ′
(
un(s)
)
,Gn
(
un(s)
)〉2
L2 ds
∣∣∣∣∣∣
p
2
.
By the inequality (4.18) we get, for any ε > 0,
E
∣∣∣∣∣∣
∫ t
0
〈∇un(s),∇Gn(un(s))〉2L2 ds∣∣∣∣∣∣
p
2
≤ E
 sup
r∈[0,t]
|∇un(r)|pL2
(∫ t
0
|∇Gn(un(s))|2L2 ds
) p
2

≤ E
ε sup
r∈[0,t]
|∇un(r)|2pL2 +
4
ε
(∫ t
0
|∇Gn|2L2 ds
)p
≤ εE
 sup
r∈[0,t]
|∇un(r)|2pL2
 + 4
ε
(2t)p−1apE
(∫ t
0
|∇un(s)|2pL2 ds
)
+
4
ε
2p−1(bt)p.
And
E
∣∣∣∣∣∣
∫ t
0
〈
φ′
(
un(s)
)
,Gn
(
un(s)
)〉2
L2 ds
∣∣∣∣∣∣
p
2
≤ E
 sup
r∈[0,t]
|φ′(un(r))|pL2
(∫ t
0
|∇Gn(un(s))|2L2 ds
) p
2

≤ ε
[
Cφ′µ(D)
]2p
+
4
ε
(2t)p−1apE
(∫ t
0
|∇un(s)|2pL2 ds
)
+
4
ε
2p−1(bt)p.
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Hence we infer that for t ∈ [0,T ],
E sup
r∈[0,t]
∣∣∣∣∣∫ r
0
〈∇un(s),∇Gn(un(s))〉L2 dWs∣∣∣∣∣p
≤ KεE
 sup
r∈[0,t]
|∇un(r)|2pL2
 + 4K
ε
(2t)p−1apE
(∫ t
0
|∇un(s)|2pL2 ds
)
(4.39)
+
4K
ε
2p−1(bt)p.
and similarly for t ∈ [0,T ],
E sup
r∈[0,t]
∣∣∣∣∣∫ r
0
〈
φ′
(
un(s)
)
,Gn
(
un(s)
)〉
L2 dWs
∣∣∣∣∣p(4.40)
≤ Kε
[
Cφ′µ(D)
]2p
+
4K
ε
(2t)p−1apE
(∫ t
0
|∇un(s)|2pL2 ds
)
+
4K
ε
2p−1(bt)p.
Hence for every t ∈ [0,T ],
E sup
r∈[0,t]
{
|∇un(r)|2L2 +
∫
D
φ
(
un(r, x)
)
dx + 2λ2
∫ t
0
|un(s) × (∆un(s) − pinφ′(un(s)))|2H ds
}p
≤ 4p−1(√a1 + a)ptp−1E
(∫ t
0
|∇un(s)|2pL2 ds
)
+ KεE
 sup
r∈[0,t]
|∇un(r)|2pL2
 + Kε [Cφ′µ(D)]2p
+
8K
ε
(2t)p−1apE
(∫ t
0
|∇un(s)|2pL2 ds
)
+
8K
ε
2p−1(bt)p
Set ε = 12K in the above inequality, we have:
E sup
r∈[0,t]
{
|∇un(r)|2L2 +
∫
D
φ
(
un(r, x)
)
dx
+2λ2
∫ t
0
|un(s) × (∆un(s) − pinφ′(un(s)))|2H ds
}p
≤
[
2 · 4p−1(√a1 + a)ptp−1 + 32K2(2t)p−1ap
]
E
(∫ t
0
|∇un(s)|2pL2 ds
)
(4.41)
+
[
Cφ′µ(D)
]2p
+ 32K22p−1(bt)p
= C3E
(∫ t
0
|∇un(s)|2pL2 ds
)
+ C4.
where the constants C3 and C4 are defined by:
C3 = 2 · 4p−1(√a1 + a)ptp−1 + 32K2(2t)p−1ap,
C4 =
[
Cφ′µ(D)
]2p
+ 32K22p−1(bt)p,
note that they not depend on n.
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And since
∫
D φ
(
un(r, x)
)
dx and λ2
∫ t
0 |un(s)× (∆un(s)−pinφ′(un(s)))|2H ds are non-
negative, so by the inequality (4.41), we have
E sup
r∈[0,t]
{
|∇un(r)|2L2 +
∫
D
φ
(
un(r, x)
)
dx
+2λ2
∫ t
0
|un(s) × (∆un(s) − pinφ′(un(s)))|2H ds
}p
≤ C3
∫ t
0
E sup
r∈[0,s]
{
|∇un(r)|2L2 +
∫
D
φ
(
un(r, x)
)
dx(4.42)
+2λ2
∫ r
0
|un(τ) × (∆un(τ) − pinφ′(un(τ)))|2H dτ
}p
ds + C4.
Let us define a function ψ by:
ψ(s) = E sup
r∈[0,s]
{∣∣∣∇un(r)∣∣∣2L2 + ∫
D
φ
(
un(r, x)
)
dx
+2λ2
∫ r
0
|un(τ) × (∆un(τ) − pinφ′(un(τ)))|2H dτ
}p
, s ∈ [0,T ].
Then by the inequality (4.42), we deduce that:
ψ(t) ≤ C3
∫ t
0
ψ(s) ds + C4.
Observe that ψ is a bounded Borel function. The boundedness is because
|∇un(r)|L2 ≤ |un(r)|V ≤ Cn|un(r)|H < Cn|u0|H ,
and ∣∣∣un(s) × (∆un(s) − pinφ′(un(s)))∣∣∣Hn
≤ |un(s)|L∞(D) (|∆un(s)|H + |pinφ′(un(s))|H)
≤ Cn|un(s)|H
(
Cn|un(s)|H + Cφ′µ(D)
)
≤ Cn|u0|H
(
Cn|u0|H + 2Cφ′µ(D)
)
.
where Cn is from the norm equivalent in n-dimensional space. Therefore
|ψ(s)| ≤
(
C2n |u0|2H + Cφµ(D) + 2λ2TC2n |u0|2H
(
Cn|u0|H + 2Cφ′µ(D)
)2)p
.
Therefore by the Gronwall inequality Lemma 2.157, we have
ψ(t) ≤ C3eC4t, t ∈ [0,T ].
Since C3 and C4 are independent of n, we have proved that for T ∈ (0,∞),
E sup
r∈[0,t]
{∣∣∣∇un(r)∣∣∣2L2 + ∫
D
φ
(
un(r, x)
)
dx + 2λ2
∫ r
0
|un(τ) × (∆un(τ) − pinφ′(un(τ)))|2H dτ
}p
≤ C3eC4T = CT , t ∈ [0,T ]
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where CT independent of n. Therefore we infer that
E sup
r∈[0,t]
{∣∣∣∇un(r)∣∣∣2L2 + ∫
D
φ
(
un(r, x)
)
dx
}p
< CT ,
and
E
(∫ T
0
|un(τ) × (∆un(τ) − pinφ′(un(τ)))|2H dτ
)p
< CT .
This completes the proof of the inequalities (4.20) and (4.21). 
Proof of (4.22). By the Ho¨lder inequality and the Sobolev imbedding Theorem
2.94 of H1 ↪→ L6, we have that for some constant c > 0∣∣∣un(t) × (un(t) × [∆un(t) − φ′(un(t))])∣∣∣
L
3
2
≤ ∣∣∣un(t)∣∣∣L6 ∣∣∣un(t) × [∆un(t) − φ′(un(t))]∣∣∣L2
≤ c∣∣∣un(t)∣∣∣H1 ∣∣∣un(t) × [∆un(t) − φ′(un(t))]∣∣∣L2 .
Then by (4.13), (4.20) and (4.21), there exists some constant c1 > 0, such that
E
[(∫ T
0
∣∣∣un(t) × (un(t) × [∆un(t) − φ′(un(t))])∣∣∣2
L
3
2
dt
)p]
≤ c1E
 sup
r∈[0,T ]
∣∣∣un(r)∣∣∣2pH1 (∫ T
0
∣∣∣un(t) × [∆un(t) − φ′(un(t))]∣∣∣L2 dt)p

≤ c1
E  sup
r∈[0,T ]
∣∣∣un(r)∣∣∣4pH1
 12 E (∫ T
0
∣∣∣un(t) × [∆un(t) − φ′(un(t))]∣∣∣L2 dt)2p

1
2
≤ C,
Note that C is independent of n. This completes the proof of (4.22). 
Proof of (4.23). By Proposition 2.172, if β > 14 , X
β ↪→ H2β(D) continuously. And
by Theorem 2.98, if β > 14 , H
2β(D) is continuously imbedded in L3(D). Therefore
L
3
2 (D) is continuously imbedded in X−β. And since for ξ ∈ H,
|pinξ|X−β = sup
|ϕ|Xβ≤1
∣∣∣X−β〈pinξ, ϕ〉Xβ ∣∣∣ = sup
|ϕ|Xβ≤1
|〈pinξ, ϕ〉H |
= sup
|ϕ|Xβ≤1
|〈ξ, pinϕ〉H | ≤ sup
|pinϕ|Xβ≤1
∣∣∣X−β〈ξ, pinϕ〉Xβ ∣∣∣ = |ξ|X−β .
Therefore we infer that
E
∫ T
0
∣∣∣pin(un(t) × (un(t) × [∆un(t) − φ′(un(t))]))∣∣∣X−β dt
≤ E
∫ T
0
∣∣∣un(t) × (un(t) × [∆un(t) − φ′(un(t))])∣∣∣X−β dt
≤ cE
∫ T
0
∣∣∣un(t) × (un(t) × [∆un(t) − φ′(un(t))])∣∣∣2
L
3
2
dt.
Then (4.23) follows from (4.22). 
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Proposition 4.15. Let un, for n ∈ N, be the solution of the equation (4.4) and
assume that α ∈ (0, 12 ), β > 14 , p ≥ 2. Then the following estimates holds:
(4.43) sup
n∈N
E
(|un|2Wα,p(0,T ;X−β)) < ∞.
Proof. Let us fix α ∈ (0, 12 ), β > 14 , p ≥ 2. By the equation (4.10), we get
un(t) = u0,n + λ1
∫ t
0
[
F1n
(
un(s)
)
+ F3n
(
un(s)
)]
ds − λ2
∫ t
0
[
F2n
(
un(s)
)
+ F4n
(
un(s)
)]
ds
+
1
2
∫ t
0
G2n
(
un(s)
)
ds +
∫ t
0
Gn
(
un(s)
)
dW(s)
=: u0,n +
4∑
i=1
uin(t), t ∈ [0,T ].
By Theorem 4.14, we have the following results:
(1) There exists C > 0 such that for all n ∈ N,
E
[
|u1n|2W1,2(0,T ;H)
]
≤ C.
(2) There exists C > 0 such that for all n ∈ N,
E
[
|u2n|2W1,2(0,T ;X−β)
]
≤ C.
(3) There exists C > 0 such that for all n ∈ N,
|u3n|2W1,2(0,T ;H) ≤ C, P − a.s..
Moreover, by the equality (4.13), there exists C > 0 such that for all n ∈ N,
E
 sup
t∈[0,T ]
|un(t)|pH
 = E [|un(0)|pH] ≤ C.
By the inequality (4.11) and Lemma 2.135, we have: there exists C > 0 such that
for all n ∈ N
E
[
|u4n|pWα,p(0,T ;X−β)
]
≤ C.
Therefore since H ↪→ X−β and by Theorem 2.98, H1(0,T ; X−β) ↪→ Wα,p(0,T ; X−β)
continuously, we get
sup
n∈N
E
(|un|2Wα,p(0,T ;X−β)) < ∞.
This completes the proof of the inequality (4.43). 
4.4. Tightness results. In this subsection we will use the a’priori estimates (4.13)-
(4.23) to show that the laws {L(un) : n ∈ N} are tight on a suitable path space.
Now we are going to prove our tightness result.
Lemma 4.16. For any p ≥ 2, q ∈ [2, 6) and β > 14 the set of laws {L(un) : n ∈ N}
on the Banach space
Lp(0,T ;Lq(D)) ∩C([0,T ]; X−β)
is tight.
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Proof. Let us choose and fix p ≥ 2, q ∈ [2, 6) and β > 14 . Since q < 6 we
can choose γ ∈ ( 34 − 32q , 12 ), β′ ∈ ( 14 , b), α ∈ ( 1p , 1). Then by Proposition 2.174,
H1 = D(A
1
2 ) ↪→ Xγ = D(Aγ) is compact, hence by Lemma 2.116, the embedding
Lp(0,T ; H1) ∩Wα,p(0,T ; X−β′) ↪→ Lp(0,T ; Xγ)
is compact. We note that for any positive real number r and random variables ξ and
η, since {
ω : ξ(ω) >
r
2
}
∪
{
ω : η(ω) >
r
2
}
⊃
{
ω : ξ(ω) + η(ω) > r
}
,
we have
P
(
|un|Lp(0,T ;H1)∩Wα,p(0,T ;X−β′ ) > r
)
= P
(
|un|Lp(0,T ;H1) + |un|Wα,p(0,T ;X−β′ ) > r
)
≤ P
(
|un|Lp(0,T ;H1) > r2
)
+ P
(
|un|Wα,p(0,T ;X−b′ ) >
r
2
)
≤ . . .
then by the Chebyshev inequality in Lemma 2.133,
. . . ≤ 4
r2
E
(
|un|2Lp(0,T ;V) + |un|2Wα,p(0,T ;X−β′ )
)
.
By the estimates in (4.43), (4.13) and (4.20), the expected value on the right hand
side of the last inequality is uniformly bounded in n. Let XT := Lp(0,T ; V) ∩
Wα,p(0,T ; X−β′). There is a constant C, such that
P
(‖un‖XT > r) ≤ Cr2 , ∀r, n.
Since
E(‖un‖X) =
∫ ∞
0
P(‖Mn‖ > r) dr,
we can infer that
E
(‖un‖XT ) ≤ 1 + ∫ ∞
1
C
r2
dr = 1 + C < ∞, ∀n ∈ N.
Therefore by Theorem 2.107 the family of laws
{L(un) : n ∈ N} is tight on
Lp(0,T ; Xγ). By Proposition 2.172, Xγ = H2γ(D). Therefore since by the as-
sumption γ > 34 − 32q , i.e.
2γ − 3
2
> 0 − 3
q
,
by Theorem 2.97 we deduce that Xγ ↪→ Lq(D) continuously. Hence Lp(0,T ; Xγ) ↪→
Lp(0,T ;Lq(D)) continuously. By Lemma 2.108,
{L(un) : n ∈ N} is also tight on
Lp(0,T ;Lq(D)).
Since β′ < β, by Lemma 2.117, Wα,p(0,T ; X−β′) ↪→ C([0,T ]; X−β) compactly.
Therefore by the estimates in (4.43) and Lemma 2.107, we can conclude that{L(un) : n ∈ N} is tight on C([0,T ]; X−β).
Therefore by Theorem 2.109,
{L(un) : n ∈ N} is tight on Lp(0,T ; Lq)∩C([0,T ]; X−β).
Hence the proof of Lemma 4.16 is complete. 
94 LIANG LI
4.5. Construction of new probability space and processes. In this section we
will use Skorohod’s theorem to obtain another probability space and an almost
surely convergent sequence defined on this space whose limit is a weak martingale
solution of the equation (4.2).
By Lemma 4.16 and Prokhorov’s Theorem, we have the following property.
Proposition 4.17. Let us assume that W is the Wiener process and p ∈ [2,∞),
q ∈ [2, 6) and β > 14 . Then there is a subsequence of {un} which we will denote it in
the same way as the full sequence, such that the laws L(un,W) converge weakly to
a certain probability measure µ on [Lp(0,T ;Lq(D))∩C([0,T ]; X−β)]×C([0,T ];R).
Proof. By Lemma 4.16 and Theorem 2.114, the laws L(un) converge weakly to
a certain probability measure µ1 on Lp(0,T ; Lq) ∩ C([0,T ]; X−β). Thus the laws
L(un,W) converge weakly to a certain probability measure µ on [Lp(0,T ; Lq) ∩
C([0,T ]; X−β)] ×C([0,T ];R). 
Next by the Skorohod’s theorem, we have the following proposition.
Proposition 4.18. There exists a probability space (Ω′,F ′,P′) and there exists a
sequence (u′n,W′n) of [L4(0,T ;L4(D)) ∩ C([0,T ]; X−β)] × C([0,T ];R)-valued ran-
dom variables defined on (Ω′,F ′,P′) such that
(a) On [L4(0,T ;L4(D)) ∩C([0,T ]; X−β)] ×C([0,T ];R),
L(un,W) = L(u′n,W′n), ∀n ∈ N
(b) There exists a random variable
(u′,W′) : (Ω′,F ′,P′) −→ [L4(0,T ;L4(D)) ∩C([0,T ]; X−β)] ×C([0,T ];R)
such that
(i) On [L4(0,T ;L4(D)) ∩C([0,T ]; X−β)] ×C([0,T ];R),
L(u′,W′) = µ,
where µ is same as in Proposition 4.17.
(ii) u′n −→ u′ in L4(0,T ;L4(D)) ∩C([0,T ]; X−β) almost surely
(iii) W′n −→ W′ in C([0,T ];R) almost surely.
Proof. Since L4(0,T ;L4)∩C([0,T ]; X−β)×C([0,T ];R) is a separable metric space
, this proposition is a direct result from the Skorohod Theorem (Lemma 2.132). 
Notation 4.19. We will use F′ to denote the filtration generated by u′ and W′ in the
probability space (Ω′,F ′,P′).
From now on we will prove that u′ is the weak solution of the equation (4.2).
And we begin with showing that {u′n} satisfies the same a’priori estimates as the
original sequence {un}.
Proposition 4.20. The Borel subsets of C([0,T ]; Hn) are Borel subsets of L4(0,T ;L4)∩
C([0,T ]; X− 12 ).
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Proof. Since Hn ⊂ H1, and by the Sobolev imbedding Theorem 2.98, H1 ⊂ L4,
we infer that Hn ⊂ L4. Hence C([0,T ]; Hn) ⊂ L4(0,T ;L4). Moreover D(A 12 ) =
H1 ⊂ L2, so that Hn ⊂ L2 ⊂ X− 12 . Hence C([0,T ]; Hn) ⊂ C([0,T ]; X− 12 ). Therefore
C([0,T ]; Hn) ⊂ L4(0,T ;L4) ∩C([0,T ]; X− 12 ).
By the Kuratowski Theorem 2.142, the Borel subsets of C([0,T ]; Hn) are Borel
subsets of L4(0,T ;L4) ∩C([0,T ]; X− 12 ). This concludes the proof. 
Corollary 4.21. u′n takes values in Hn and the laws on C([0,T ]; Hn) of un and u′n
are equal.
Proof. Since un is the solution of the equation (4.4), we infer that P{un ∈ C([0,T ]; Hn)} =
1. Hence by Propositions 4.20 and 4.18 (a), P′{u′n ∈ C([0,T ]; Hn)} = 1. So we can
assume that u′n takes values in Hn and the laws on C([0,T ]; Hn) of un and u′n are
equal. 
Lemma 4.22. The {u′n} defined in Proposition 4.18 satisfies the following esti-
mates:
(4.44) sup
t∈[0,T ]
∣∣∣u′n(t)∣∣∣H ≤ ∣∣∣u0∣∣∣H , P′ − a.s.,
(4.45) sup
n∈N
E′
 sup
t∈[0,T ]
∣∣∣u′n(t)∣∣∣2rH1
 < ∞, ∀r ≥ 1,
(4.46) sup
n∈N
E′
[(∫ T
0
|u′n(t) ×
[
∆u′n(t) − φ′
(
u′n(t)
)]|2
L2
dt
)r]
< ∞, ∀r ≥ 1,
(4.47) sup
n∈N
E′
∫ T
0
∣∣∣u′n(t) × (u′n(t) × [∆u′n(t) − φ′(u′n(t))])∣∣∣2L 32 dt < ∞,
(4.48) sup
n∈N
E′
∫ T
0
∣∣∣pin [u′n(t) × (u′n(t) × [∆u′n(t) − φ′(u′n(t))])]∣∣∣2X−β dt < ∞.
Proof of (4.44). By (4.13),
∣∣∣un(t)∣∣∣H = ∣∣∣un(0)∣∣∣H , P−a.s. and together with the Corol-
lary 4.21, un and u′n have the same distribution on C([0,T ]; Hn), we have
P′(|u′n|C([0,T ];Hn) ≤ |u0|H) = P(|un|C([0,T ];Hn) ≤ |u0|H) = 1.
Hence
sup
t∈[0,T ]
∣∣∣u′n(t)∣∣∣H ≤ ∣∣∣u0∣∣∣H , P′ − a.s..

Proof of (4.45), (4.46), (4.47) and (4.48). The maps:
u ∈ C([0,T ]; Hn) −→ L∞(0,T ; V) 3 u,
u ∈ C([0,T ]; Hn) −→ L2(0,T ; H) 3 u × (∆u + φ′(u)),
u ∈ C([0,T ]; Hn) −→ L2(0,T ;L 32 ) 3 u × {u × (∆u + φ′(u))},
u ∈ C([0,T ]; Hn) −→ L2(0,T ; X−β) 3 pin(u × {u × (∆u + φ′(u))}),
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are continuous so they are measurable. Hence by Corollary 4.21, we have
L(un) = L(u′n) on L∞(0,T ; V),
L(un × (∆un + φ′(un))) = L(u′n × (∆u′n + φ′(u′n))) on L2(0,T ; H),
L(un × [un × (∆un + φ′(un))]) = L(u′n × [u′n × (∆u′n + φ′(u′n))]) on L2(0,T ;L
3
2 ),
L(pin(un×[un×(∆un+φ′(un))])) = L(pin(u′n×[u′n×(∆u′n+φ′(u′n))])) on L2(0,T ; X−β).
Therefore we get the estimates (4.45), (4.46), (4.47) and (4.48). 
Now we will study some inequalities satisfied by the limiting process u′.
Proposition 4.23. Let u′ be the process which defined in Proposition 4.18. Then
we have
(4.49) ess sup
t∈[0,T ]
|u′(t)|L2 ≤ |u0|L2 , P′ − a.s.
(4.50) sup
t∈[0,T ]
|u′(t)|X−β ≤ c|u0|L2 , P′ − a.s.
Proof of (4.49). Since u′n converges to u′ in L4(0,T ;L4)∩C([0,T ]; X−β) P′ almost
surely,
lim
n→∞
∫ T
0
|u′n(t) − u′(t)|4L4 dt = 0, P′ − a.s.
Since L4(D) ↪→ L2(D), we infer that
lim
n→∞
∫ T
0
|u′n(t) − u′(t)|2L2 dt = 0.
Hence u′n converges to u′ in L2(0,T ;L2) P′ almost surely. Therefore by (4.44),
ess sup
t∈[0,T ]
|u′(t)|L2 ≤ |u0|L2 , P′ − a.s.

Proof of (4.50). Since L2(D) ↪→ X−β, there exists some constant c > 0, such that
|u′n(t)|X−β ≤ c|u′n(t)|L2 for all n ∈ N. By (4.44), we have
sup
t∈[0,T ]
|u′n(t)|X−β ≤ c sup
t∈[0,T ]
|u′n(t)|L2 ≤ |u0|L2 , P′ − a.s.
And by Proposition 4.18 (ii) u′n converges to u′ in C([0,T ]; X−β), we infer that
sup
t∈[0,T ]
|u′(t)|X−β ≤ c|u0|L2 , P′ − a.s.

We continue with investigating properties of the process u′. The next result and
it’s proof are related to the estimate (4.45).
Proposition 4.24. Let u′ be the process which defined in Proposition 4.18. Then
we have
(4.51) E′[ess sup
t∈[0,T ]
|u′(t)|2rV ] < ∞, r ≥ 2.
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Proof. Since L2r(Ω′; L∞(0,T ; V)) is isomorphic to
[
L
2r
2r−1 (Ω′; L1(0,T ; X− 12 ))
]∗, by
the Banach-Alaoglu Theorem (Lemma 2.143), we infer that the sequence {u′n} con-
tains a subsequence, denoted in the same way as the full sequence, and there exists
an element v ∈ L2r(Ω′; L∞(0,T ; V)) such that u′n → v weakly∗ in L2r(Ω′; L∞(0,T ; V)).
In particular, we have
〈u′n, ϕ〉 → 〈v, ϕ〉, ϕ ∈ L
2r
2r−1 (Ω′; (L1(0,T ; X−
1
2 ))).
This means that∫
Ω′
∫ T
0
〈u′n(t, ω), ϕ(t, ω)〉 dt dP′(ω)→
∫
Ω′
∫ T
0
〈v(t, ω), φ(t, ω)〉 dt dP′(ω).
On the other hand, if we fix ϕ ∈ L4(Ω′; L 43 (0,T ;L 43 )), by the inequality (4.45)
we have
sup
n
∫
Ω′
∣∣∣∣∣∣
∫ T
0
L4〈u′n(t), ϕ(t)〉L 43 dt
∣∣∣∣∣∣2 dP′(ω) ≤ supn
∫
Ω′
∣∣∣∣∣∣
∫ T
0
|u′n|L4 |ϕ|L 43 dt
∣∣∣∣∣∣2 dP′(ω)
≤ sup
n
∫
Ω′
|u′n|2L∞(0,T ;L4)|ϕ|2L1(0,T ;L 43 ) dP
′(ω) ≤ sup
n
|u′n|2L4(Ω′;L∞(0,T ;L4))|ϕ|2L4(Ω′;L1(0,T ;L 43 )) < ∞.
So by Lemma 2.104 the sequence
∫ T
0 L4〈u′n(t), ϕ(t)〉L 43 dt is uniformly integrable
on Ω′. Moreover, by the P′ almost surely convergence of u′n to u′ in L4(0,T ;L4),
we get P′-a.s.∣∣∣∣∣∣
∫ T
0
L4〈u′n(t), ϕ(t)〉L 43 dt −
∫ T
0
L4〈u′(t), ϕ(t)〉
L
4
3
dt
∣∣∣∣∣∣
≤
∫ T
0
∣∣∣∣L4〈u′n(t) − u′(t), ϕ(t)〉L 43 ∣∣∣∣ dt ≤
∫ T
0
|u′n(t) − u′(t)|L4 |ϕ(t)|L 43 dt
≤ |u′n(t) − u′(t)|L4(0,T ;L4)|ϕ|L 43 (0,T ;L 43 ) → 0.
Therefore we infer that
∫ T
0 L4〈u′n(t), ϕ(t)〉L 43 dt converges to
∫ T
0 L4〈u′(t), ϕ(t)〉L 43 dt
P′ almost surely. Thus by Lemma 2.129,∫
Ω′
∫ T
0
L4〈u′n(t, ω), ϕ(t, ω)〉L 43 dt dP
′(ω)→
∫
Ω′
∫ T
0
L4〈u′(t, ω), ϕ(t, ω)〉
L
4
3
dt dP′(ω).
Hence we deduce that∫
Ω′
∫ T
0
L4〈v(t, ω), ϕ(t, ω)〉
L
4
3
dt dP′(ω) =
∫
Ω′
∫ T
0
L4〈u′(t, ω), ϕ(t, ω)〉
L
4
3
dt dP′(ω)
By the arbitrariness of ϕ and density of L4(Ω′; L 43 (0,T ;L 43 )) in L 2r2r−1 (Ω′; L1(0,T ; X− 12 )),
we infer that u′ = v and since v satisfies (4.51) we infer that u′ also satisfies (4.51).
In this way the proof (4.51) is complete. 
Now we will strength part (ii) of Proposition 4.18 about the convergence of u′n
to u′.
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Proposition 4.25.
(4.52) lim
n→∞E
′
∫ T
0
|u′n(t) − u′(t)|4L4 dt = 0.
Proof. Since u′n −→ u′ in L4(0,T ;L4) ∩ C([0,T ]; X−β) P′-almost surely, u′n −→ u′
in L4(0,T ;L4) P′-almost surely, i.e.
lim
n→∞
∫ T
0
|u′n(t) − u′(t)|4L4 dt = 0, P′ − a.s.,
and by (4.45) and (4.51),
sup
n
E′
(∫ T
0
|u′n(t) − u′(t)|4L4 dt
)2
≤ 27 sup
n
(
|u′n|8L4(0,T ;L4(D)) + |u′|8L4(0,T ;L4(D))
)
< ∞,
by Theorem 2.129 we infer that
lim
n→∞E
′
∫ T
0
|u′n(t) − u′(t)|4L4 dt = 0.
This completes the proof. 
By (4.45), {u′n}∞n=1 is bounded in L2(Ω′; L2(0,T ;H1)). And since u′n −→ u′ in
L2(Ω′; L2(0,T ;L2)), by Lemma 2.145,
(4.53)
∂u′n
∂xi
−→ ∂u
′
∂xi
weakly in L2(Ω′; L2(0,T ;L2)), i = 1, 2, 3.
Lemma 4.26. There exists a unique Λ ∈ L2(Ω′; L2(0,T ; H)) such that for v ∈
L2(Ω′; L2(0,T ;W1,4(D))),
(4.54) E′
∫ T
0
〈Λ(t), v(t)〉H dt =
3∑
i=1
E′
∫ T
0
〈Diu′(t), u′(t) × Div(t)〉H dt.
Proof. We will omit“(t)” in this proof. Let us denote Λn := u′n × Au′n. By the
estimate (4.46), there exists a constant C such that
‖Λn‖L2(Ω′;L2(0,T ;H)) ≤ C, n ∈ N.
Hence by the Banach-Alaoglu Theorem, there exists Λ ∈ L2(Ω′; L2(0,T ; H)) such
that Λn → Λ weakly in L2(Ω′; L2(0,T ; H)).
Let us fix v ∈ L2(Ω′; L2(0,T ;W1,4(D))). Since u′n(t) ∈ D(A) for almost every
t ∈ [0,T ] and P′-almost surely, by the Proposition 2.167 and estimate (4.46) again,
we have
E′
∫ T
0
〈Λn, v〉H dt =
3∑
i=1
E′
∫ T
0
〈Diu′n, u′n × Div〉H dt.
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Moreover, by the results: (5.80), (4.45) and (4.52), we have for i = 1, 2, 3,∣∣∣∣∣∣E′
∫ T
0
〈Diu′, u′ × Div〉H dt − E′
∫ T
0
〈Diu′n, u′n × Div〉H dt
∣∣∣∣∣∣
≤
∣∣∣∣∣∣E′
∫ T
0
〈Diu′ − Diu′n, u′ × Div〉H dt
∣∣∣∣∣∣ +
∣∣∣∣∣∣E′
∫ T
0
〈Diu′n, (u′ − u′n) × Div〉H dt
∣∣∣∣∣∣
≤
∣∣∣∣∣∣E′
∫ T
0
〈Diu′ − Diu′n, u′ × Div〉H dt
∣∣∣∣∣∣
+
(
E′
∫ T
0
‖Diu′n‖2H dt
) 1
2
(
E′
∫ T
0
‖u′ − u′n‖4L4(D) dt
) 1
4
(
E′
∫ T
0
‖Div‖4L4(D) dt
) 1
4
→ 0.
Therefore we infer that
lim
n→∞E
∫ T
0
〈Λn, v〉H dt =
3∑
i=1
E
∫ T
0
〈Diu′, u′ × Div〉 dt.
Since on the other hand we have proved Λn → Λ weakly in L2(Ω′; L2(0,T ; H)) the
equality (5.81) follows.
It remains to prove the uniqueness of Λ, but this, because L2(Ω′; L2(0,T ;W1,4(D)))
is dense in L2(Ω′; L2(0,T ; H)), follows from (5.81). This complete the proof of
Lemma 5.53. 
Notation 4.27. We will use u′×∆u′ to denote Λ in Lemma 5.53 which is an element
of L2(Ω′; L2(0,T ; H)) such that the following identity is satisfied: for all v in a class
of test functions includes L2(Ω′; L2(0,T ;W1,4(D))):
E′
∫ T
0
〈(u′ × ∆u′)(t), v(t)〉H dt =
3∑
i=1
E′
∫ T
0
〈Diu′(t), u′(t) × Div(t)〉H dt.
Next we will show that the limits of
{
u′n ×
[
∆u′n − pinφ′
(
u′n
)]}
n,
{
u′n × (u′n ×
[
∆u′n −
pinφ
′(u′n)])}n and {pin(u′n × (u′n × [∆u′n − pinφ′(u′n)]))}n are equal to u′ × [∆u′ −φ′(u′)],
u′ × (u′ × [∆u′ − φ′(u′)]) and u′ × (u′ × [∆u′ − φ′(u′)]) respectively.
By (4.46)-(4.48), the sequence {u′n×
[
∆u′n−φ′
(
u′n(t)
)]}n is bounded in L2r(Ω′; L2(0,T ;L2))
for r ≥ 1, {u′n × (u′n ×
[
∆u′n − φ′
(
u′n(t)
)]
)}n is bounded in L2(Ω′; L2(0,T ;L 32 ))
and
{
pin
(
u′n × (u′n ×
[
∆u′n − φ′
(
u′n(t)
)]
)
)}
n is bounded in L
2(Ω′; L2(0,T ; X−β)). And
since L2r(Ω′; L2(0,T ;L2)), L2(Ω′; L2(0,T ;L 32 )) and L2(Ω′; L2(0,T ; X−β)) are all
reflexive, by the Banach-Alaoglu theorem 2.143, there exist subsequences weakly
convergent. So we can assume that there exist Y ∈ L2r(Ω′; L2(0,T ;L2)), Z ∈
L2(Ω′; L2(0,T ;L 32 )) and Z1 ∈ L2(Ω′; L2(0,T ; X−β)), such that
(4.55) u′n ×
[
∆u′n − φ′
(
u′n
)] −→ Y weakly in L2r(Ω′; L2(0,T ;L2)),
(4.56) u′n ×
(
u′n ×
[
∆u′n − φ′
(
u′n
)]) −→ Z weakly in L2(Ω′; L2(0,T ;L 32 )),
(4.57) pin
(
u′n ×
(
u′n ×
[
∆u′n − φ′
(
u′n
)])) −→ Z1 weakly in L2(Ω′; L2(0,T ; X−β)).
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Remark. Similar argument (but with less details) has been done in [13] for terms
not involving φ′. Our main contribution here is to show the validity of such an
argument for term containing φ′ (and to be more precise). This works because
earlier have been able to prove generalized estimates as in [13] as in Lemma 4.22.
Proposition 4.28. If Z and Z1 defined as above, then Z = Z1 ∈ L2(Ω′; L2(0,T ; X−β)).
Proof. Notice that (L
3
2 )∗ = L3, and by Proposition 2.172, Xβ = H2β. By Theorem
2.98, Xβ ⊂ L3 for β > 14 , hence L
3
2 ⊂ X−β, so
L2(Ω′; L2(0,T ;L
3
2 )) ⊂ L2(Ω′; L2(0,T ; X−β)).
Therefore Z ∈ L2(Ω′; L2(0,T ; X−β)) and also Z1 ∈ L2(Ω′; L2(0,T ; X−β)).
Since Xβ = D(Aβ1) and A1 is self-adjoint, we can define
Xβn =
pinx =
n∑
j=1
x je j :
∞∑
j=1
λ
2β
j x
2
j < ∞
 .
Then Xβ =
⋃∞
n=1 X
β
n , L2(Ω′; L2(0,T ; Xβ)) =
⋃∞
n=1 L
2(Ω′; L2(0,T ; Xβn)). We have
for ψn ∈ L2(Ω′; L2(0,T ; Xβn)),
L2(Ω′;L2(0,T ;X−β))〈pin(u′n × (u′n ×
[
∆u′n − φ′
(
u′n(t)
)]
)), ψn〉L2(Ω′;L2(0,T ;Xβ))
= E′
∫ T
0
X−β〈pin(u′n(t) × (u′n(t) ×
[
∆u′n − φ′
(
u′n(t)
)]
)), ψn(t)〉Xβ dt
= E′
∫ T
0
H〈pin(u′n(t) × (u′n(t) ×
[
∆u′n − φ′
(
u′n(t)
)]
)), ψn(t)〉H dt
= E′
∫ T
0
H〈u′n(t) × (u′n(t) ×
[
∆u′n − φ′
(
u′n(t)
)]
), ψn(t)〉H dt
= E′
∫ T
0
X−β〈u′n(t) × (u′n(t) ×
[
∆u′n − φ′
(
u′n(t)
)]
), ψn(t)〉Xβ dt
= L2(Ω′;L2(0,T ;X−β))〈u′n × (u′n ×
[
∆u′n − φ′
(
u′n(t)
)]
), ψn〉L2(Ω′;L2(0,T ;Xβ)).
Hence
L2(Ω′;L2(0,T ;X−β))〈Z1, ψn〉L2(Ω′;L2(0,T ;Xβ)) =L2(Ω′;L2(0,T ;X−β)) 〈Z, ψn〉L2(Ω′;L2(0,T ;Xβ)),
∀ψn ∈ L2(Ω′; L2(0,T ; Xβn)). For any ψ ∈ L2(Ω′; L2(0,T ; Xβ), there exists L2(Ω′; L2(0,T ; Xβn)) 3
ψn −→ ψ as n −→ ∞, hence for all ψ ∈ L2(Ω′; L2(0,T ; Xβ),
L2(Ω′;L2(0,T ;X−β))〈Z1, ψ〉L2(Ω′;L2(0,T ;Xβ)) = limn→∞ L2(Ω′;L2(0,T ;X−β))〈Z1, ψn〉L2(Ω′;L2(0,T ;Xβ))
= lim
n→∞ L2(Ω′;L2(0,T ;X−β))〈Z, ψn〉L2(Ω′;L2(0,T ;Xβ))
= L2(Ω′;L2(0,T ;X−β))〈Z, ψ〉L2(Ω′;L2(0,T ;Xβ))
Therefore Z = Z1 ∈ L2(Ω′; L2(0,T ; X−β)) and this concludes the proof of Proposi-
tion 4.28. 
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Lemma 4.29. For any measurable process ψ ∈ L4(Ω′; L4(0,T ;W1,4)), we have the
equality
lim
n→∞E
′
∫ T
0
〈u′n(s) ×
[
∆u′n(s) − φ′
(
u′n(t)
)]
, ψ(s)〉H ds
= E′
∫ T
0
〈Y(s), ψ(s)〉H ds
= E′
∫ T
0
3∑
i=1
〈∂u
′(s)
∂xi
, u′(s) × ∂ψ(s)
∂xi
〉H ds − E′
∫ T
0
〈
u′(t) × φ′(u′(t)), ψ〉H dt.
Proof. Let us fix ψ ∈ L4(Ω′; L4(0,T ;W1,4)). Firstly, we will prove that
lim
n→∞E
′
∫ T
0
〈u′n(t) × ∆u′n(t), ψ(t)〉L2 dt = E′
∫ T
0
3∑
i=1
〈
∂u′(t)
∂xi
, u′(t) × ∂ψ(t)
∂xi
〉
L2
dt.
For each n ∈ N we have
(4.58) 〈u′n(t) × ∆u′n(t), ψ〉L2 =
3∑
i=1
〈
∂u′n(t)
∂xi
, u′n(t) ×
∂ψ(t)
∂xi
〉
L2
for almost every t ∈ [0,T ] and P′ almost surely. By Corollary 4.21, P(u′n ∈
C([0,T ]; Hn)) = 1. For each i ∈ {1, 2, 3} we may write〈
∂u′n
∂xi
, u′n ×
∂ψ
∂xi
〉
L2
−
〈
∂u′
∂xi
, u′ × ∂ψ
∂xi
〉
L2
(4.59)
=
〈
∂u′n
∂xi
− ∂u
′
∂xi
, u′ × ∂ψ
∂xi
〉
L2
+
〈
∂u′n
∂xi
, (u′n − u′) ×
∂ψ
∂xi
〉
L2
Since L4 ↪→ L2 and W1,4 ↪→ L2, so there are constants C1 and C2 < ∞ such that〈
∂u′n(t)
∂xi
, (u′n(t) − u′(t)) ×
∂ψ(t)
∂xi
〉
L2
≤
∥∥∥∥∥∂u′n(t)∂xi
∥∥∥∥∥
L2
∥∥∥∥∥(u′n(t) − u′(t)) × ∂ψ(t)∂xi
∥∥∥∥∥
L2
≤ ∥∥∥u′n(t)∥∥∥H1 C1‖u′n(t) − u′(t)‖L4C2‖ψ(t)‖W1,4 .
Hence
E′
∫ T
0
∣∣∣∣∣∣
〈
∂u′n(t)
∂xi
, (u′n(t) − u′(t)) ×
∂ψ(t)
∂xi
〉
L2
∣∣∣∣∣∣ dt
≤ C1C2E′
∫ T
0
‖u′n(t)‖H1‖u′n(t) − u′(t)‖L4‖ψ(t)‖W1,4 dt.
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Moreover by the Ho¨lder’s inequality,
E′
∫ T
0
‖u′n(t)‖H1‖u′n(t) − u′(t)‖L4‖ψ(t)‖W1,4 dt
≤
(
E′
∫ T
0
‖u′n(t)‖2H1 dt
) 1
2
(
E′
∫ T
0
‖u′n(t) − u′(t)‖4L4 dt
) 1
4
(
E′
∫ T
0
‖ψ(t)‖4
W1,4
dt
) 1
4
≤ T 12
E′ sup
t∈[0,T ]
‖u′n(t)‖2H1
 12 (E′ ∫ T
0
‖u′n(t) − u′(t)‖4L4 dt
) 1
4
(
E′
∫ T
0
‖φ(t)‖4
W1,4
dt
) 1
4
By (4.45), (4.52) and since ψ ∈ L4(Ω′; L4(0,T ;W1,4)), we have
lim
n→∞
E′ sup
t∈[0,T ]
‖u′n(t)‖2H1
 12 (E′ ∫ T
0
‖u′n(t) − u′(t)‖4L4 dt
) 1
4
(
E′
∫ T
0
‖ψ(t)‖4
W1,4
dt
) 1
4
= 0
Hence
(4.60) lim
n→∞E
′
∫ T
0
∣∣∣∣∣∣
〈
∂u′n(t)
∂xi
, (u′n(t) − u′(t)) ×
∂ψ(t)
∂xi
〉
L2
∣∣∣∣∣∣ dt = 0
Both u′ and ∂ψ∂xi are in L
2(Ω′; L2(0,T ;L2)), so u′× ∂ψ∂xi ∈ L2(Ω′; L2(0,T ;L2)). Hence
by (5.80), we have
(4.61) lim
n→∞E
′
∫ T
0
〈
∂u′n(t)
∂xi
− ∂u
′(t)
∂xi
, u′(t) × ∂ψ(t)
∂xi
〉
L2
dt = 0.
Therefore by (4.59), (4.60), (4.61),
(4.62)
lim
n→∞E
′
∫ T
0
〈
∂u′n(t)
∂xi
, u′n(t) ×
∂ψ(t)
∂xi
〉
L2
dt = E′
∫ T
0
〈
∂u′(t)
∂xi
, u′(t) × ∂ψ(t)
∂xi
〉
L2
dt
Then by (4.58), we have
(4.63)
lim
n→∞E
′
∫ T
0
〈u′n(t) × ∆u′n(t), ψ(t)〉L2 dt = E′
∫ T
0
3∑
i=1
〈
∂u′(t)
∂xi
, u′(t) × ∂ψ(t)
∂xi
〉
L2
dt
Secondly, we will show that
lim
n→∞E
′
∫ T
0
〈
u′n(t) × pinφ′
(
u′n(t)
)
, ψ
〉
H dt = E
′
∫ T
0
〈
u′(t) × φ′(u′(t)), ψ〉H dt.
Since∣∣∣〈u′n(t) × pinφ′(u′n(t)), ψ〉H − 〈u′(t) × φ′(u′(t)), ψ〉H ∣∣∣
≤ ∣∣∣〈[u′n(t) − u′(t)] × pinφ′(u′n(t)), ψ〉H ∣∣∣ + ∣∣∣〈u′(t) × [pinφ′(u′n(t)) − φ′(u′(t))], ψ〉H ∣∣∣
≤ ∥∥∥ψ∥∥∥H∥∥∥u′n(t) − u′(t)∥∥∥H∥∥∥φ′(u′n(t))∥∥∥H + ∥∥∥ψ∥∥∥H∥∥∥u′(t)∥∥∥H∥∥∥pinφ′(u′n(t)) − φ′(u′(t))∥∥∥H ,
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we have∣∣∣∣∣∣E′
∫ T
0
〈
u′n(t) × pinφ′
(
u′n(t)
)
, ψ
〉
H dt − E′
∫ T
0
〈
u′(t) × φ′(u′(t)), ψ〉H dt∣∣∣∣∣∣
≤ E′
∫ T
0
(∥∥∥ψ∥∥∥H∥∥∥u′n(t) − u′(t)∥∥∥H∥∥∥φ′(u′n(t))∥∥∥H + ∥∥∥ψ∥∥∥H∥∥∥u′(t)∥∥∥H∥∥∥pinφ′(u′n(t)) − φ′(u′(t))∥∥∥H) dt
≤
(
E′
∫ T
0
∥∥∥ψ∥∥∥4
L1,4
dt
) 1
4
(
E′
∫ T
0
∥∥∥u′n(t) − u′(t)∥∥∥4L4 dt)
1
4
(
E′
∫ T
0
∥∥∥φ′(u′n(t))∥∥∥2L2 dt)
1
2
+
(
E′
∫ T
0
∥∥∥ψ∥∥∥4
W1,4
dt
) 1
4
(
E′
∫ T
0
∥∥∥u′(t)∥∥∥4
L4
dt
) 1
4
(
E′
∫ T
0
∥∥∥pinφ′(u′n(t)) − φ′(u′(t))∥∥∥2H dt)
1
4
→ 0.
We need to prove why
(4.64) E′
∫ T
0
∥∥∥pinφ′(u′n(t)) − φ′(u′(t))∥∥∥2H dt → 0
This is because(
E′
∫ T
0
∥∥∥pinφ′(u′n(t)) − φ′(u′(t))∥∥∥2H dt)
1
2
≤
(
E′
∫ T
0
∥∥∥pinφ′(u′n(t)) − pinφ′(u′(t))∥∥∥2H dt)
1
2
+
(
E′
∫ T
0
∥∥∥pinφ′(u′(t)) − φ′(u′(t))∥∥∥2H dt)
1
2
≤ · · ·
Since φ′ is global Lipschitz, there exists a constant C such that
· · · ≤ C
(
E′
∫ T
0
∥∥∥u′n(t) − u′(t)∥∥∥2H dt)
1
2
+
(
E′
∫ T
0
∥∥∥pinφ′(u′(t)) − φ′(u′(t))∥∥∥2H dt)
1
2
.
By (4.52), the first term on the right hand side of above inequality converges to 0.
And since
∥∥∥pinφ′(u′(t)) − φ′(u′(t))∥∥∥2H → 0 for almost every (t, ω) ∈ [0,T ] × Ω, and
since φ′ is bounded,
∥∥∥pinφ′(u′(t)) − φ′(u′(t))∥∥∥2H is uniformly integrable, by Lemma
2.129 the second term of right hand side also converges to 0 as n → ∞. Therefore
we have proved (4.64).
Hence we have
(4.65)
lim
n→∞E
′
∫ T
0
〈
u′n(t) × pinφ′
(
u′n(t)
)
, ψ
〉
H dt = E
′
∫ T
0
〈
u′(t) × φ′(u′(t)), ψ〉H dt.
Therefore by the equalities (4.63) and (4.65), we have
lim
n→∞E
′
∫ T
0
〈u′n(t) × [∆u′n(t) − pinφ′(u′n(t))], ψ(t)〉L2 dt(4.66)
= E′
∫ T
0
3∑
i=1
〈
∂u′(t)
∂xi
, u′(t) × ∂ψ(t)
∂xi
〉
L2
dt + E′
∫ T
0
〈
u′(t) × φ′(u′(t)), ψ〉H dt.
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Moreover, by (4.55),
(4.67)
lim
n→∞E
′
∫ T
0
〈u′n(t)×
[
∆u′n(t)−pinφ′
(
u′n(t)
)]
, ψ〉L2 dt = E′
∫ T
0
〈Y(t), ψ〉L2 dt, ψ ∈ L2(Ω′; L2(0,T ;L2)).
Hence by (4.66) and (4.67),
lim
n→∞E
′
∫ T
0
〈u′n(t) ×
[
∆u′n(t) − pinφ′
(
u′n(t)
)]
, ψ(s)〉H dt
= E′
∫ T
0
〈Y(t), ψ(t)〉H dt
= E′
∫ T
0
3∑
i=1
〈∂u
′(t)
∂xi
, u′(t) × ∂ψ(t)
∂xi
〉H dt + E′
∫ T
0
〈
u′(t) × φ′(u′(t)), ψ(t)〉H dt.
This completes the proof of Lemma 4.29. 
Lemma 4.30. For any process ψ ∈ L4(Ω′; L4(0,T ;L4)) we have
lim
n→∞E
′
∫ T
0 L
3
2
〈u′n(s) ×
(
u′n(s) ×
[
∆u′n − φ′
(
u′n(t)
)])
, ψ(s)〉L3 ds
= E′
∫ T
0 L
3
2
〈Z(s), ψ(s)〉L3 ds(4.68)
= E′
∫ T
0 L
3
2
〈u′(s) × Y(s), ψ(s)〉L3 ds.(4.69)
Proof. Let us take ψ ∈ L4(Ω′; L4(0,T ;L4)). For n ∈ N, put Yn := u′n×
[
∆u′n+φ′
(
u′n
)]
.
L4(Ω′; L4(0,T ;L4)) ⊂ L2(Ω′; L2(0,T ;L3)) =
[
L2(Ω′; L2(0,T ;L 32 ))
]′
. Hence (4.56)
implies that (4.68) holds.
So it remains to prove equality (4.69). Since by the Ho¨lder’s inequality
‖ψ × u′‖2
L2
=
∫
D
|ψ(x) × u′(x)|2 dx ≤
∫
D
|ψ(x)|2|u′(x)|2 dx ≤ ‖ψ‖2
L4
‖u′‖2
L4
≤ ‖ψ‖4
L4
+ ‖u′‖4
L4
.
And since by (4.52), u′ ∈ L4(Ω′; L4(0,T ;L4)), we infer that
E′
∫ T
0
‖ψ × u′‖2
L2
dt ≤ E′
∫ T
0
‖ψ‖4
L4
dt + E′
∫ T
0
‖u′‖4
L4
dt < ∞.
This proves that ψ×u′ ∈ L2(Ω′; L2(0,T ;L2)) and similarly ψ×u′n ∈ L2(Ω′; L2(0,T ;L2)).
Thus since by (4.55), Yn ∈ L2(Ω′; L2(0,T ;L2)), we infer that
L
3
2
〈u′n × Yn, ψ〉L3 =
∫
D
〈u′n(x) × Yn(x), ψ(x)〉 dx
=
∫
D
〈Yn(x), ψ(x) × u′n(x)〉 dx = 〈Yn, ψ × u′n〉L2 .(4.70)
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Similarly, since by (4.55), Y ∈ L2(Ω′; L2(0,T ;L2)), we have
L
3
2
〈u′ × Y, ψ〉L3 =
∫
D
〈u′(x) × Y(x), ψ(x)〉 dx
=
∫
D
〈Y(x), ψ(x) × u′(x)〉 dx = 〈Y, ψ × u′〉L2 .(4.71)
Thus by (4.70) and (4.71), we get
L
3
2
〈u′n × Yn, ψ〉L3 − L 32 〈u
′ × Y, ψ〉L3 = 〈Yn, ψ × u′n〉L2 − 〈Y, ψ × u′〉L2
= 〈Yn − Y, ψ × u′〉L2 + 〈Yn, ψ × (u′n − u′)〉L2 .
In order to prove (4.69), we are aiming to prove that the expectation of the left
hand side of the above equality goes to 0 as n → ∞. By (4.55), since ψ × u′ ∈
L2(Ω′; L2(0,T ;L2)),
lim
n→∞E
′
∫ T
0
〈Yn(s) − Y(s), ψ(s) × u′(s)〉L2 ds = 0.
By the Cauchy-Schwartz inequality and the equation (4.52), we have
E′
(
〈Yn, ψ × (u′n − u′)〉2L2
)
≤ E′
(
‖Yn‖2L2‖ψ × (u′n − u′)‖2L2
)
≤ E′
(
‖Yn‖2L2(‖ψ‖2L4 · ‖u′n − u′‖2L4)
)
≤ E′
∫ T
0
∥∥∥Y(s)∥∥∥
L2
∥∥∥ψ(s)∥∥∥
L4
∥∥∥u′n(s) − u′(s)∥∥∥L4 ds
≤
(
E′
∫ T
0
∥∥∥Yn(s)∥∥∥2L2 ds)
1
2
(
E′
∫ T
0
∥∥∥ψ(s)∥∥∥4
L4
ds
) 1
4
(
E′
∫ T
0
∥∥∥u′n(s) − u′(s)∥∥∥4L4 ds)
1
4
→ 0.
Therefore, we infer that
lim
n→∞E
′
∫ T
0 L
3
2
〈u′n(s)×(u′n(s)×∆u′n(s)), ψ(s)〉L3 ds = E′
∫ T
0 L
3
2
〈u′(s)×Y(s), ψ(s)〉L3 ds.
This completes the proof of the Lemma 4.30. 
The next result will be used to show that the process u′ satisfies the condition
|u′(t, x)|R3 = 1 for all t ∈ [0,T ], x ∈ D and P′-almost surely.
Lemma 4.31. For any bounded measurable function ψ : D −→ R we have
〈Y(s, ω), ψu′(s, ω)〉H = 0,
for almost every (s, ω) ∈ [0,T ] ×Ω′.
Proof. Let B ⊂ [0,T ] ×Ω′ be a measurable set.∣∣∣∣∣∣E′
∫ T
0
1B(s)
〈
u′n(s) ×
[
∆u′n(s) − pinφ′
(
u′n(s)
)]
, ψu′n(s)
〉
H ds − E′
∫ T
0
1B(s)〈Y(s), ψu′(s)〉H ds
∣∣∣∣∣∣
=
∣∣∣∣∣∣E′
∫ T
0
〈
u′n(s) ×
[
∆u′n(s) − pinφ′
(
u′n(s)
)] − Y(s), ψu′n(s)〉H + 〈Y(s), ψu′n(s) − ψu′(s)〉H ds∣∣∣∣∣∣
≤
∣∣∣∣∣∣E′
∫ T
0
〈
u′n(s) ×
[
∆u′n(s) − pinφ′
(
u′n(s)
)] − Y(s), ψu′n(s)〉H ds∣∣∣∣∣∣ +
∣∣∣∣∣∣E
∫ T
0
〈Y(s), ψu′n(s) − ψu′(s)〉H ds
∣∣∣∣∣∣ .
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ψu′(s) ∈ H, by (4.55) and (4.46) and (ii) of Proposition 4.18, we have∣∣∣∣∣∣E′
∫ T
0
〈
u′n(s) ×
[
∆u′n(s) − pinφ′
(
u′n(s)
)] − Y(s), ψu′n(s)〉H ds∣∣∣∣∣∣
≤
∣∣∣∣∣∣E′
∫ T
0
〈
u′n(s) ×
[
∆u′n(s) − pinφ′
(
u′n(s)
)] − Y(s), ψu′(s)〉H ds∣∣∣∣∣∣
+
∣∣∣∣∣∣E′
∫ T
0
〈
u′n(s) ×
[
∆u′n(s) − pinφ′
(
u′n(s)
)] − Y(s), ψ[u′(s) − u′n(s)]〉H ds∣∣∣∣∣∣ −→ 0.
And since ψ is bounded and L4 ↪→ L2, by (4.52), we have∣∣∣∣∣∣E
∫ T
0
〈Y(s), ψu′n(s) − ψu′(s)〉H ds
∣∣∣∣∣∣ ≤ E′
∫ T
0
∣∣∣〈Y(s), ψu′n(s) − ψu′(s)〉H ∣∣∣ ds
≤
(
E′
∫ T
0
∣∣∣Y(s)∣∣∣2H ds)
1
2
(
E′
∫ T
0
∣∣∣ψu′n(s) − ψu′(s)∣∣∣2H ds)
1
2
≤
(
E′
∫ T
0
∣∣∣Y(s)∣∣∣2H ds)
1
2
C1
(
E′
∫ T
0
∣∣∣u′n(s) − u′(s)∣∣∣4L4 ds)
1
4
(
E′
∫ T
0
14 ds
) 1
4
≤ C
(
E′
∫ T
0
∣∣∣Y(s)∣∣∣2H ds)
1
2
(
E′
∫ T
0
∣∣∣u′n(s) − u′(s)∣∣∣4L4 ds)
1
4
→ 0.
Therefore
0 = lim
n→∞E
′
∫ T
0
1B(s)
〈
u′n(s) ×
[
∆u′n(s) − pinφ′
(
u′n(s)
)]
, ψu′n(s)
〉
H ds
= E′
∫ T
0
1B(s)〈Y(s), ψu′(s)〉H ds.
This concludes the proof of Lemma 4.31. 
4.6. Conclusion of the proof of the existence of a weak solution. Our aim in this
subsection is to prove that the process u′ from Proposition 4.18 is a weak solution
of the equation (4.2).
We define a sequence of H-valued process (Mn(t))t∈[0,T ] on the original probability
space (Ω,F ,P) by
Mn(t) := un(t) − un(0) − λ1
∫ t
0
pin
(
un(s) × [∆un(s) − pinφ′(un(s))]) ds
+λ2
∫ t
0
pin
(
un(s) × (un(s) × [∆un(s) − pinφ′(un(s))])) ds(4.72)
−1
2
∫ t
0
pin[(pin(un(s) × h)) × h] ds.
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By (4.4), we have
un(t) = un(0) + λ1
∫ t
0
pin
(
un(s) × [∆un(s) − pinφ′(un(s))]) ds
−λ2
∫ t
0
pin
(
un(s) × (un(s) × [∆un(s) − pinφ′(un(s))])) ds
+
1
2
∫ t
0
pin(pin(un(s) × h) × h) ds +
∫ t
0
pin(un(s) × h) dW(s).
Hence we have
(4.73) Mn(t) =
N∑
j=1
∫ t
0
pin(un(s) × h j) dW j(s), t ∈ [0,T ].
It will be 2 steps to prove u′ is a weak solution of the Equation (4.2):
Step 1 : we are going to find some M′(t) defined similar as in (4.72), but with u′
instead of un.
Step 2 : We will show the similar result as in (4.73) but with u′ instead of un and
W′j instead of W j.
4.6.1. Step 1. We also define a sequence of H-valued process
(
M′n(t)
)
t∈[0,T ] on the
new probability space (Ω′,F ′,P′) by a formula similar as (4.72)
M′n(t) := u′n(t) − u′n(0) − λ1
∫ t
0
pin
(
u′n(s) ×
[
∆un(s) − pinφ′(u′n(s))]) ds
+λ2
∫ t
0
pin
(
u′n(s) ×
(
u′n(s) ×
[
∆u′n(s) − pinφ′
(
u′n(s)
)]))
ds(4.74)
−1
2
∫ t
0
pin[(pin(u′n(s) × h)) × h] ds.
It will be natural to ask if {M′n} has limit and if yes, what is the limit. The next
result answers this question.
Lemma 4.32. For each t ∈ [0,T ] the sequence of random variables M′n(t) con-
verges weakly in L2(Ω′; X−β) to the limit
M′(t) := u′(t) − u0 − λ1
∫ t
0
(
u′(s) × [∆u′(s) − φ′(u′(s))]) ds
+λ2
∫ t
0
(
u′n(s) ×
(
u′n(s) ×
[
∆u′n(s) − pinφ′
(
u′n(s)
)]))
ds
−1
2
∫ t
0
(u′(s) × h) × h ds
as n goes to infinity.
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Proof. By Theorem 2.130, the dual space of L2(Ω′; X−β) is L2(Ω′; Xβ). Let t ∈
(0,T ] and U ∈ L2(Ω′; Xβ). We have
L2(Ω′;X−β)〈M′n(t),U〉L2(Ω′;Xβ) = E′
[
X−β〈M′n(t),U〉Xβ
]
= E′
[
X−β
〈u′n(t),U〉Xβ −X−β 〈un(0),U〉Xβ
−λ1
∫ t
0
〈
u′n(s) ×
[
∆u′n(s) − pinφ′
(
u′n(s)
)]
, pinU
〉
L2 ds
+λ2
∫ t
0
X−β
〈(
u′n(s) ×
(
u′n(s) ×
[
∆u′n(s) − pinφ′
(
u′n(s)
)]))
,U
〉
Xβ ds
−1
2
∫ t
0
〈pin(u′n(s) × h) × h, pinU〉L2 ds
]
.
We know that u′n −→ u′ in C([0,T ]; X−β) P′-a.s., so
sup
t∈[0,T ]
|un(t) − u(t)|X−β −→ 0, P′ − a.s.
so u′n(t) −→ u′(t) in X−β P′-almost surely for any t ∈ [0,T ]. And X−β〈·,U〉Xβ is a
continuous function on X−β, hence
lim
n→∞ X−β〈u
′
n(t),U〉Xβ = X−β〈u′(t),U〉Xβ , P′ − a.s.
By (4.44), supt∈[0,T ] |u′n(t)|H ≤ |u0|H , since H ↪→ X−β continuously, we can find a
constant C such that
sup
n
E′
[∣∣∣X−β〈u′n(t),U〉Xβ ∣∣∣2] ≤ sup
n
E′|U |2XβE′|u′n(t)|2X−β
≤ CE′|U |2XβE′ sup
n
|u′n(t)|2H ≤ CE′|U |2XβE′|u0|2H < ∞.
Hence the sequence X−β〈u′n(t),U〉Xβ is uniformly integrable. So the almost surely
convergence and uniform integrability implies that
lim
n→∞E
′[X−β〈u′n(t),U〉Xβ] = E′[X−β〈u′(t),U〉Xβ].
By (4.55),
lim
n→∞E
′
∫ t
0
〈
u′n(s) ×
[
∆u′(s) − φ′(u′(s))], pinU〉L2 ds = E′ ∫ t
0
〈Y(s),U〉L2 .
By (4.57)
lim
n→∞E
′
∫ t
0
X−β
〈
pin
(
u′n(s) ×
(
u′n(s) ×
[
∆u′n(s) − pinφ′
(
u′n(s)
)]))
,U
〉
Xβ ds = E
′
∫ t
0
〈Z(s),U〉Xβ ds.
By the Ho¨lder’s inequality,
|u′n(t) − u′(t)|2L2 ≤ |u′n(t) − u′(t)|2L4 .
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Hence by (4.52),
E′
∫ t
0
〈pin((u′n(s) − u′(s)) × h) × h, pinU〉L2 ds
≤ |U |L2(Ω′;L2(0,T ;L2))
(
E′
∫ t
0
(pin|(u′n(s) − u′(s)) × h) × h|2L2 ds
) 1
2
≤ |h|2L∞ |U |L2(Ω′;L2(0,T ;L2))
(
E′
∫ t
0
|u′n(s) − u′(s)|2L2 ds
) 1
2
≤ |h|2L∞ |U |L2(Ω′;L2(0,T ;L2))
(
E′
∫ t
0
|u′n(s) − u′(s)|2L4 ds
) 1
2
≤ |h|2L∞ |U |L2(Ω′;L2(0,T ;L2))
(
E′t
∫ t
0
|u′n(s) − u′(s)|4L4 ds
) 1
4
−→ 0.
The last “≤” is from the Jensen’s inequality.
Hence
lim
n→∞ L2(Ω′;X−β)〈M
′
n(t),U〉L2(Ω′;Xβ)
= E′
[
X−β〈u′(t),U〉Xβ − X−β〈u0,U〉Xβ − λ1
∫ t
0
〈Y(s),U〉L2 ds
+λ2
∫ t
0
X−β〈Z(s),U〉Xβ ds − 12
∫ t
0
〈(u′(s) × h) × h,U〉L2 ds
]
.
Since by Lemma 4.29 and Lemma 4.30, we have Y = u′ × ∆u′ and Z = u′ × (u′ ×
∆u′). Therefore for any U ∈ L2(Ω′; Xβ),
lim
n→∞ L2(Ω′;X−β)〈M
′
n(t),U〉L2(Ω′;Xβ) = L2(Ω′;X−β)〈M′(t),U〉L2(Ω′;Xβ).
This concludes the proof of Lemma 4.32. 
Before we can continue to prove u′ is the weak solution of equation (4.2), we
need to show that the W′ and W′n in Proposition 4.18 are Brownian motions. And
that will be done in Lemma 4.34 and Lemma 4.35. And we need Lemma 4.33 to
prove Lemma 4.34.
Lemma 4.33. The Borel σ-field B and the cylindrical σ-field C on C([0,T ];R) are
identical.
Proof.(i) We will show that C ⊂ B.
We claim that all the cylindrical sets are Borel sets. For some n ∈ N, let
C = {x : (x(t1), . . . , x(tn)) ∈ A},
for some open set A ∈ B(Rn). For any y ∈ C, (y(t1), . . . , y(tn)) ∈ A, and since A is
open, ∃ε > 0, such that if x satisfies
|(x(t1), . . . , x(tn)) − (y(t1), . . . , y(tn))| < ε,
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then (x(t1), . . . , x(tn)) ∈ A, so x ∈ C. But
|(x(t1), . . . , x(tn)) − (y(t1), . . . , y(tn))| ≤ n‖x − y‖C([0,T ];R),
hence if ‖x − y‖ < εn , then x ∈ C. So we proved that if A is open, then C = {x :
(x(t1), . . . , x(tn)) ∈ A} is also open. And notice that
{x : (x(t1), . . . , x(tn)) ∈ A}c = {x : (x(t1), . . . , x(tn)) ∈ Ac},
∞⋃
k=1
{x : (x(t1), . . . , x(tn)) ∈ Ak} = {x : (x(t1), . . . , x(tn)) ∈
∞⋃
k=1
Ak},
therefore if A is a Borel set, then C is also a Borel set, which means that all the
cylindrical sets are Borel set. Hence C ⊂ B.
(ii) We will show that B ⊂ C.
We only need to prove all the open sets are in C. And since C([0,T ];R) is a
separable metric space, any open set is a countable union of open balls. Hence we
only need to show all the open balls belong to C. Let us first consider
Bε =
x : ‖x‖ = sup
t∈[0,T ]
|x(t)| < ε
 ,
for some ε > 0. Suppose that {ti} is countable and dense in [0,T ], then we have
sup
t∈[0,T ]
|x(t)| = sup
i
|x(ti)|.
By the definition of cylindrical set, the set {x : x(ti) ∈ A} for some Borel set A is
cylindrical. So the map
fi : C([0,T ];R) −→ R
x 7−→ x(ti)
is (C,B(R))-measurable. And by the propositions of measurable maps, the map
f : C([0,T ];R) 3 x −→ sup
i
| fi(x)| ∈ R
is also (C,B(R))-measurable. Since Bε = f −1([0, ε)), Bε ∈ C. So B ⊂ C.
This concludes the proof if Lemma 4.33. 
Lemma 4.34. Suppose the W′n defined in (Ω′,F ′,P′) has the same distribution as
the Brownian Motion W defined in (Ω,F ,P) as in Proposition 4.18. Then W′n is
also a Brownian Motion.
Proof. We prove W′n is a Brownian Motion. By Lemma 4.33, we can use the
cylinder subsets as the Borel subsets in C([0,T ];R).
(i) W′n(0) = 0 P′-almost surely.
P′(W′n(0) = 0)
= P′
{
ω′ : W′n(·, ω′) ∈ {x ∈ C([0,T ];R) : x0 = 0}
}
= P
{
ω : W(·, ω) ∈ {x ∈ C([0,T ];R) : x0 = 0}}
= P(W(0) = 0) = 1.
A STUDY OF STOCHASTIC LANDAU-LIFSCHITZ EQUATIONS 111
(ii) W′n has independent increment.
For 0 ≤ t1 < t2 ≤ t3 < t4 ≤ T , any A, B ∈ B(R).
{W′n(t2) −W′n(t1) ∈ A} ∩ {W′n(t4) −W′n(t3) ∈ B}
=
{
ω′ ∈ Ω′ : W′n(·, ω′) ∈ {x : xt2 − xt1 ∈ A} ∩ {x : xt4 − x43 ∈ B}
}
.
A, B ∈ B(R), so {x : xt2 − xt1 ∈ A}, {x : xt4 − x43 ∈ B} are cylindrical sets, so
{x : xt2 − xt1 ∈ A} ∩ {x : xt4 − x43 ∈ B} ∈ BT . Since W′n and W have the same law,
P′
({
ω′ ∈ Ω′ : W′n(·, ω′) ∈ {x : xt2 − xt1 ∈ A} ∩ {x : xt4 − xt3 ∈ B}
})
= P
({
ω ∈ Ω : W(·, ω) ∈ {x : xt2 − xt1 ∈ A} ∩ {x : xt4 − x43 ∈ B}
})
.
Hence
P′
({W′n(t2) −W′n(t1) ∈ A} ∩ {W′n(t4) −W′n(t3) ∈ B})
= P
({
ω ∈ Ω : W(·, ω) ∈ {x : xt2 − xt1 ∈ A} ∩ {x : xt4 − x43 ∈ B}
})
= P
({W(t2) −W(t1) ∈ A} ∩ {W(t4) −W(t3) ∈ B})
= P
({W(t2) −W(t1) ∈ A})P({W(t4) −W(t3) ∈ B})
= P
(
W ∈ {x ∈ C([0,T ];R) : xt2 − xt1 ∈ A}
)
P(W ∈ {x ∈ C([0,T ];R) : xt4 − xt3 ∈ B}
)
= P′
(
W′ ∈ {x ∈ C([0,T ];R) : xt2 − xt1 ∈ A}
)
P′(W′ ∈ {x ∈ C([0,T ];R) : xt4 − xt3 ∈ B}
)
= P′
({W′n(t2) −W′n(t1) ∈ A})P({W′n(t4) −W′n(t3) ∈ B})
Hence W′n(t2) −W′n(t1) and W′n(t4) −W′n(t3) are independent.
(iii) W′n(t) ∼ N(0, t) for t ∈ [0,T ]. Similarly as before, we have
P′(W′n(t) ∈ A) = P(W(t) ∈ A) =
1√
2pit
∫
A
e−
x2
2t dx,
for A ∈ B(R) and t ∈ [0,T ].
Hence W′n(t) is a Brownian Motion. This concludes the proof of Lemma 4.34. 
Lemma 4.35. The process (W′(t))t∈[0,T ] is a real-valued Brownian motion on (Ω′,F ′,P′)
and if 0 ≤ s < t ≤ T then the increament W′(t) − W′(s) is independent of the σ-
algebra generated by u′(r) and W′(r) for r ∈ [0, s].
Proof. We consider the characteristic functions of W′. Let k ∈ N and 0 = s0 <
s1 < · · · < sk ≤ T . For (t1, . . . , tk) ∈ Rk, we have for each n ∈ N:
E′
[
ei
∑k
j=1 t j(W
′
n(s j)−W′n(s j−1))
]
= e−
1
2
∑k
j=1 t
2
j (s j−s j−1).
Notice that
∣∣∣∣ei ∑kj=1 t j(W′n(s j)−W′n(s j−1))∣∣∣∣ ≤ 1, by the Lebesgue’s dominated convergence
theorem,
E′
[
ei
∑k
j=1 t j(W
′(s j)−W′(s j−1))
]
= lim
n→∞E
′
[
ei
∑k
j=1 t j(W
′
n(s j)−W′n(s j−1))
]
= e−
1
2
∑k
j=1 t
2
j (s j−s j−1).
Hence W′(t) has the same distribution with W′n(t) for t ∈ [0,T ]. Since random
variables are independent if and only if the characteristic function of the sum of
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them equals to the multiplication of their characteristic functions, here
E′
[
ei
∑k
j=1 t j(W
′(s j)−W′(s j−1))
]
=
k∏
j=1
E′
[
eit j(W
′(s j)−W′(s j−1))] .
Hence W′ has independent increments.
And
W′(0) = lim
n→∞W
′
n(0) = 0, P
′ − a.s.,
so (W′(t))t∈[0,T ] is a real-valued Brownian motion on (Ω′,F ′,P′).
The law of (un,W) is same as (u′n,W′n) and if t > s ≥ r, W(t)−W(s) is independent
with un(r), so W′n(t) − W′n(s) is independent with u′n(r) for all n. By Proposition
4.18, limn→∞ ‖u′n(r)‖V′ = ‖u′(r)‖V′ and limn→∞(W′n(t) − W′n(s)) = W′(t) − W′(s),
hence by the Lebesgue’s dominated convergence theorem we have
E′
(
eit(‖u
′(r)‖V′+W′(t)−W′(s))
)
= lim
n→∞E
′ (eit(‖u′n(r)‖V′+W′n(t)−W′n(s)))
= lim
n→∞E
′ (eit(‖u′n(r)‖V′))E′ (eit(W′n(t)−W′n(s))) = E′ (eit(‖u′(r)‖V′))E′ (eit(W′(t)−W′(s))) .
So W′(t)−W′(s) is independent of u′(r). Hence this completes the proof of Lemma
4.35. 
Remark 4.36. We will denote F′ the filtration generated by (u′,W′) and F′n the fil-
tration generated by (u′n,W′n). Then by Lemma 4.35, u′ is progressively measurable
with respect to F′ and by Lemma 4.34, u′n is progressively measurable with respect
to F′n.
4.6.2. Step 2. Let us summarize what we have achieved so far. We have got our
process M′ and have shown W′ is a Wiener process. Next we will show a similar
result as in equation (4.73) to prove u′ is a weak solution of the Equation (4.2).
But before that we still need some preparation. The following estimate will be used
to prove Lemma 4.38.
Proposition 4.37. For every h ∈ L∞ ∩W1,3, there exists c = c(h, β) > 0 such that
for every u ∈ L2, we have
(4.75) |u × h|X−β ≤ c|u|X−β < ∞.
Proof. Let z ∈ H1, h ∈ L∞ ∩W1,3. Then
|z × h|2
H1
= |∇(z × h)|2
L2
+ |z × h|2
L2
≤ 2(|∇z × h|2
L2
+ |z × ∇h|2
L2
) + |z × h|2
L2
≤ 2(|h|2L∞ |∇z|2L2 + |∇h|2L3 |z|2L6) + |h|2L∞ |z|2L2
≤ 2(|h|2L∞ + c2|∇h|2L3)|z|2H1 ,
so the map
H1 3 z 7−→ z × h ∈ H1
is linear and bounded. And so for u ∈ L2, z ∈ Xβ.
|X−β〈u × h, z〉Xβ | = |X−β〈u, z × h〉Xβ | ≤
√
2(|h|2L∞ + c2|∇h|2L3)|z|Xβ |u|X−β .
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Let ch =
√
2(|h|2L∞ + c2|∇h|2L3), we have get
|u × h|X−β ≤ ch|u|X−β < ∞, u ∈ L2.
This completes the proof of Proposition 4.37. 
Lemma 4.38. For each m ∈ N, we define the partition {smj := jTm , j = 0, . . . ,m} of
[0,T ]. Then for any ε > 0, we have the following results:
(i) We begin with the proof of part (i).
We can choose m ∈ N large enough such that
lim
n→∞ |
E′

∣∣∣∣∣∣∣∣
∫ t
0
(pin(u′n(s) × h) −
m−1∑
j=0
pin(u′n(smj ) × h)1(smj ,smj+1](s)) dW′n(s)
∣∣∣∣∣∣∣∣
2
X−β


1
2
<
ε
2
;
(ii)
lim
n→∞E
′
[∣∣∣∣∣∣ m−1∑
j=0
pin(u′n(smj ) × h)(W′n(t ∧ smj+1) −W′n(t ∧ smj ))
−
m−1∑
j=0
pin(u′(smj ) × h)(W′(t ∧ smj+1) −W′(t ∧ smj ))
∣∣∣∣∣∣2
X−β
]
= 0;
(iii)
lim
n→∞
E′

∣∣∣∣∣∣∣∣
∫ t
0
(pin(u′(s) × h) −
m−1∑
j=0
pin(u′(smj ) × h)1(smj ,smj+1](s)) dW′(s)
∣∣∣∣∣∣∣∣
2
X−β


1
2
<
ε
2
;
(iv)
lim
n→∞E
′
∣∣∣∣∣∣
∫ t
0
(pin(u′(s) × h) − (u′(s) × h)) dW′(s)
∣∣∣∣∣∣2
X−β
 = 0.
Proof.(i) By the Itô isometry,E′

∣∣∣∣∣∣∣∣
∫ t
0
(pin(u′n(s) × h) −
m−1∑
j=0
pin(u′n(smj ) × h)1(smj ,smj+1](s)) dW′n(s)
∣∣∣∣∣∣∣∣
2
X−β


1
2
=
E′

∫ t
0
∣∣∣∣∣∣∣∣(pin(u′n(s) × h) −
m−1∑
j=0
pin(u′n(smj ) × h)1(smj ,smj+1](s))
∣∣∣∣∣∣∣∣
2
X−β
ds


1
2
≤
(
E′
∫ t
0
|u′n(s) × h − u′(s) × h|2X−β ds
) 1
2
+
E′ ∫ t0 |u′(s) × h −
m−1∑
j=0
(u′(smj ) × h)1(smj ,smj+1](s)|2X−β ds

1
2
+
E′ ∫ t0 |
m−1∑
j=0
(u′(smj ) − u′n(smj )) × h1(smj , smj+1](s)|2X−β ds

1
2
.
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Note that by Jensen’s inequality,∫ t
0
|u′n(s) × h − u′(s) × h|2X−β ds ≤ C2|h|2L∞
∫ t
0
|u′n(s) − u′(s)|2L4 ds
≤ C2|h|2L∞
√
t
(∫ t
0
|u′n(s) − u′(s)|4L4 ds
) 1
2
−→ 0, P′ − a.s.
and by Sobolev embedding, (4.44) and (4.50),
sup
n
E′
(∫ t
0
|u′n(s) × h − u′(s) × h|2X−β ds
)2
≤ sup
n
C4|h|4L∞E′
(∫ t
0
|u′n(s) − u′(s)|2L2 ds
)2
≤ C4|h|4L∞T sup
n
sup
t
E′|u′n(t) − u′(t)|2L2 ≤ C4|h|4L∞T supn supt E
′ (|u′n(t)|2L2 + |u′(t)|2L2)
≤ C4|h|4L∞T sup
n
(
sup
t
E′|u′n(t)|2L2 + supt E
′|u′(t)|2
L2
)
≤ C4|h|4L∞T
(
E′|u0|2L2 + supt E
′|u′(t)|2
L2
)
≤ C4|h|4L∞T (1 + c2)|u0|2L2 < ∞.
Hence
∫ t
0 |u′n(s) × h − u′(s) × h|2X−β ds tends to 0 almost surely as n −→ ∞ and the
sequence is uniformly integrable. Thus
lim
n→∞E
′
∫ t
0
|u′n(s) × h − u′(s) × h|2X−β ds = 0.
u′ × h ∈ C([0,T ]; X−β) P′ − a.s., next since
lim
m→∞ sups∈[0,T ]
∣∣∣∣∣∣∣∣u′(s) × h −
m−1∑
j=0
(u′(smj ) × h)1(smj ,smj+1](s)
∣∣∣∣∣∣∣∣
X−β
= 0, P′ − a.s.
Hence ∫ t
0
∣∣∣∣∣∣∣∣u′(s) × h −
m−1∑
j=0
(u′(smj ) × h)1(smj ,smj+1](s)
∣∣∣∣∣∣∣∣
2
X−β
ds −→ 0, P′ − a.s.
And by Sobolev embedding,
sup
m
E′

∫ t
0
∣∣∣∣∣∣∣∣u′(s) × h −
m−1∑
j=0
(u′(smj ) × h)1(smj ,smj+1](s)
∣∣∣∣∣∣∣∣
2
X−β
ds

2
≤ c4h sup
m
E′

∫ t
0
∣∣∣∣∣∣∣∣u′(s) −
m−1∑
j=0
u′(smj )1(smj ,smj+1](s)
∣∣∣∣∣∣∣∣
2
X−β
ds

2
≤ c4h sup
m
E′

∫ T
0
2|u′(s)|2X−β + 2
∣∣∣∣∣∣∣∣
m−1∑
j=0
u′(smj )1(smj ,smj+1](s)
∣∣∣∣∣∣∣∣
2
X−β
ds

2
≤ · · ·
Then by (4.50), supt∈[0,T ] |u′(t)|X−β ≤ c|u0|L2 , P′-almost surely,
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· · · ≤ 16T 2c4hE′(|u0|4L2) = 16T 2c4h|u0|4L2 < ∞.
Hence
∫ t
0
∣∣∣∣u′(s) × h −∑m−1j=0 (u′(smj ) × h)1(smj ,smj+1](s)∣∣∣∣2X−β ds is uniform integrable.
Therefore
lim
m→∞E
′

∫ t
0
∣∣∣∣∣∣∣∣u′(s) × h −
m−1∑
j=0
(u′(smj ) × h)1(smj ,smj+1](s)
∣∣∣∣∣∣∣∣
2
X−β
ds
 = 0.
Hence for ε > 0 we can choose m ∈ N such thatE′ ∫ t0 |u′(t) × h −
m−1∑
j=0
(u′(smj ) × h)1(smj ,smj+1](s)|2X−β ds

1
2
<
ε
2
.
Again since u′n −→ u′ in C([0,T ]; X−β), we have∫ t
0
∣∣∣∣∣∣∣∣
m−1∑
j=0
(u′(smj ) − u′n(smj )) × h1(smj ,smj+1](s)
∣∣∣∣∣∣∣∣
2
X−β
ds
≤ c2h
∫ T
0
∣∣∣∣∣∣∣∣
m−1∑
j=0
(u′(smj ) − u′n(smj ))1(smj ,smj+1](s)
∣∣∣∣∣∣∣∣
2
X−β
ds
= c2h
m−1∑
j=0
|u′(smj ) − u′n(smj )|2X−β
T
m
≤ c2h sup
s∈[0,T ]
|u′(s) − u′n(s)|2X−β −→ 0, P′ − a.s.
Then by (4.50), supt∈[0,T ] |u′(t)|X−β ≤ c|u0|L2 , P′-almost surely, we have
sup
n
E′
 sup
s∈[0,T ]
|u′(s) − u′n(s)|2X−β
2
≤ sup
n
E′
 sup
s∈[0,T ]
|u′(s)|X−β + sup
s∈[0,T ]
|u′n(s)|2X−β
2 ≤ 4c4|u0|4L2 .
Hence
sup
n
E′

∫ t
0
∣∣∣∣∣∣∣∣
m−1∑
j=0
(u′(smj ) − u′n(smj )) × h1(smj ,smj+1](s)
∣∣∣∣∣∣∣∣
2
X−β
ds

2
< ∞.
So
∫ t
0
∣∣∣∣∑m−1j=0 (u′(smj ) − u′n(smj )) × h1(smj ,smj+1](s)∣∣∣∣2X−β ds is uniformly integrable. Hence
lim
n→∞E
′

∫ t
0
∣∣∣∣∣∣∣∣
m−1∑
j=0
(u′(smj ) − u′n(smj )) × h1(smj ,smj+1](s)
∣∣∣∣∣∣∣∣
2
X−β
ds
 = 0.
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Therefore we have get for any ε > 0 we can choose large enough m, such that
lim
n→∞
E′

∣∣∣∣∣∣∣∣
∫ t
0
(pin(u′n(s) × h) −
m−1∑
j=0
pin(u′n(smj ) × h)1(smj ,smj+1](s)) dW′n(s)
∣∣∣∣∣∣∣∣
2

1
2
<
ε
2
;
(ii) Next we will deal with the proof of part (ii).
Since u′n −→ u′ in C([0,T ];R) P′ almost surely and W′n −→ W′ in C([0,T ];R) P′
almost surely,∣∣∣∣∣∣ m−1∑
j=0
pin(u′n(smj ) × h)(W′n(t ∧ smj+1) −W′n(t ∧ smj ))
−
m−1∑
j=0
pin(u′(smj ) × h)(W′(t ∧ smj+1) −W′(t ∧ smj ))
∣∣∣∣∣∣
X−β
≤
∣∣∣∣∣∣ m−1∑
j=0
pin(u′n(smj ) × h)(W′n(t ∧ smj+1) −W′(t ∧ smj+1) −W′n(t ∧ smj ) + W′(t ∧ smj ))
∣∣∣∣∣∣
X−β
+
∣∣∣∣∣∣ m−1∑
j=0
pin((u′n(smj ) − u′(smj )) × h)(W′(t ∧ smj+1) −W′(t ∧ smj ))
∣∣∣∣∣∣
X−β
≤ ch
∣∣∣∣∣∣ m−1∑
j=0
pinu′n(smj )(W
′
n(t ∧ smj+1) −W′(t ∧ smj+1) −W′n(t ∧ smj ) + W′(t ∧ smj ))
∣∣∣∣∣∣
X−β
+ch
∣∣∣∣∣∣ m−1∑
j=0
pin(u′n(smj ) − u′(smj ))(W′(t ∧ smj+1) −W′(t ∧ smj ))
∣∣∣∣∣∣
X−β
−→ 0, P′ − a.s.
And since W′n are Brownian Motions and we have prove W′ is also Brownian
Motion, together with (4.50), we have
sup
n
E′
[∣∣∣∣∣∣ m−1∑
j=0
pin(u′n(smj ) × h)(W′n(t ∧ smj+1) −W′n(t ∧ smj ))
−
m−1∑
j=0
pin(u′(smj ) × h)(W′(t ∧ smj+1) −W′(t ∧ smj ))
∣∣∣∣∣∣
X−β
]4
≤ ch sup
n
E′
[∣∣∣∣∣∣ m−1∑
j=0
pinu′n(smj )(W
′
n(t ∧ smj+1) −W′n(t ∧ smj ))
−
m−1∑
j=0
pinu′(smj )(W
′(t ∧ smj+1) −W′(t ∧ smj ))
∣∣∣∣∣∣
X−β
]4
≤ chc4|u0|4L2 supn E
′
[ m−1∑
j=0
(|W′n(t ∧ smj+1) −W′n(t ∧ smj )| + |W′(t ∧ smj+1) −W′(t ∧ smj )|)
]4
< ∞.
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So ∣∣∣∣∣∣ m−1∑
j=0
pin(u′n(smj ) × h)(W′n(t ∧ smj+1) −W′n(t ∧ smj ))
−
m−1∑
j=0
pin(u′(smj ) × h)(W′(t ∧ smj+1) −W′(t ∧ smj ))
∣∣∣∣∣∣2
X−β
is uniform integrable. Hence we have
lim
n→∞E
′
[∣∣∣∣∣∣ m−1∑
j=0
pin(u′n(smj ) × h)(W′n(t ∧ smj+1) −W′n(t ∧ smj ))
−
m−1∑
j=0
pin(u′(smj ) × h)(W′(t ∧ smj+1) −W′(t ∧ smj ))
∣∣∣∣∣∣2
X−β
]
= 0.
(iii) Next we move to the proof of part (iii).
By the Itô isometry and the result in (i):
E′

∣∣∣∣∣∣∣∣
∫ t
0
(pin(u′(s) × h) −
m−1∑
j=0
pin(u′(smj ) × h)1(smj ,smj+1](s)) dW′(s)
∣∣∣∣∣∣∣∣
2
X−β


1
2
=
E′

∫ t
0
∣∣∣∣∣∣∣∣(pin(u′(s) × h) −
m−1∑
j=0
pin(u′(smj ) × h)1(smj ,smj+1](s))
∣∣∣∣∣∣∣∣
2
X−β
ds


1
2
<
ε
2
(iv) Finally, we will prove part (iv).
By Itô isometry,
E′
∣∣∣∣∣∣
∫ t
0
(pin(u′(s) × h) − (u′(s) × h)) dW′(s)
∣∣∣∣∣∣2
X−β

= E′
[∫ t
0
∣∣∣pin(u′(s) × h) − (u′(s) × h)∣∣∣2X−β ds]
By the Sobolev embedding L2 ↪→ X−β,∫ t
0
|pin(u′(s) × h) − u′(s) × h|2X−β ds ≤ C
∫ t
0
|pin(u′(s) × h) − u′(s) × h|2L2 ds.
Since pin(u′(s) × h) −→ u′(s) × h in L2 P′ almost surely,∫ t
0
|pin(u′(s) × h) − u′(s) × h|2X−β ds −→ 0, P′ − a.s.
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And by (4.49), (4.50) and (4.75),
sup
n
E′
[∫ t
0
∣∣∣pin(u′(s) × h) − (u′(s) × h)∣∣∣2X−β ds]2
≤ 2 sup
n
E′
[∫ t
0
∣∣∣pin(u′(s) × h)∣∣∣2X−β + ∣∣∣(u′(s) × h)∣∣∣2X−β ds]2
≤ 2 sup
n
E′
[∫ t
0
C2|h|2L∞ |u0|2L2 + c2h |u0|2L2 ds
]2
= (C2|h|2L∞ + ch)2|u0|4L2T 2 < ∞.
So
∫ t
0 |pin(u′(s) × h) − (u′(s) × h)|2X−β ds −→ 0 P′ almost surely and uniform inte-
grable, hence
lim
n→∞E
′
∣∣∣∣∣∣
∫ t
0
(pin(u′(s) × h) − (u′(s) × h)) dW′(s)
∣∣∣∣∣∣2
X−β
 = 0.
This completes the proof. 
Now we are ready to state the Theorem which means that u′ is the weak solution
of the equation (4.2).
Theorem 4.39. For each t ∈ [0,T ] we have M′(t) = ∫ t0 (u′(s) × h) dW′(s).
Proof. Firstly, we show that M′n(t) =
∑N
j=1
∫ t
0 pin(u
′
n(s) × h j) dW′jn(s) P′ almost
surely for each t ∈ [0,T ] and n ∈ N.
Let us fix that t ∈ [0,T ] and n ∈ N. Let us also fix m ∈ N and define the partition{
smi :=
iT
m , i = 0, . . . ,m
}
of [0,T ]. Let us recall that (u′n,W′n) and (un,W) have the
same laws on the separable Banach space C([0,T ]; Hn) × C([0,T ];RN). Since the
map
Ψ : C([0,T ]; Hn) ×C([0,T ];RN) −→ Hn
(un,W) 7−→ Mn(t) −
m−1∑
i=0
N∑
j=1
pin(un(smi ) × h j)(W j(t ∧ smi+1) −W j(t ∧ smi ))
is continuous so measurable. By involving the Kuratowski Theorem we infer that
the H-valued random variables:
Mn(t) −
m−1∑
i=0
N∑
j=1
pin(un(smi ) × h j)(W j(t ∧ smi+1) −W j(t ∧ smi ))
and
M′n(t) −
m−1∑
j=0
N∑
j=1
pin(u′n(smi ) × h j)(W′jn(t ∧ smi+1) −W′jn(t ∧ smj ))
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have the same laws. Let us denote u˜n :=
∑m−1
i=0 un(s
m
i )1[smi ,smi+1). By the Itô isometry,
we have
∥∥∥∥∥∥∥
m−1∑
i=0
pin(un(smi ) × h j)(W j(t ∧ smi+1) −W j(t ∧ smi )) −
∫ t
0
pin(un(s) × h j) dW j(s)
∥∥∥∥∥∥∥
2
L2(Ω;H)
= E
∥∥∥∥∥∥
∫ t
0
[
pin(u˜n × h j) − pin(un(s) × h j)] dW j(s)∥∥∥∥∥∥2
H
≤ ‖h j‖2L∞(D)E
∫ t
0
‖u˜n(s) − un(s)‖2H ds.
Since un ∈ C([0,T ]; Hn) P-almost surely, we have
lim
n→∞
∫ t
0
‖u˜n(s) − un(s)‖2H ds = 0, P − a.s..
Moreover by the equality (4.13), we infer that
sup
n
E
∣∣∣∣∣∣
∫ t
0
‖u˜n(s) − un(s)‖2H ds
∣∣∣∣∣∣2 ≤ supn E
∣∣∣∣∣∣
∫ t
0
[
2‖u˜n(s)‖2H + 2‖un(s)‖2H
]
ds
∣∣∣∣∣∣2
≤ E ∣∣∣4‖u0‖2HT ∣∣∣2 = 16‖u0‖4HT 2 < ∞.
Therefore by the almost surely convergence and uniformly integrability, we have
lim
m→∞
∥∥∥∥∥∥∥
m−1∑
i=0
pin(un(smi ) × h j)(W j(t ∧ smi+1) −W j(t ∧ smi )) −
∫ t
0
pin(un(s) × h j) dW j(s)
∥∥∥∥∥∥∥
2
L2(Ω;H)
= 0.
Similarly, because u′n satisfies the same conditions as un, we also get
lim
m→∞
∥∥∥∥∥∥∥
m−1∑
i=0
pin(u′n(smi ) × h)(W′jn(t ∧ smi+1) −W′jn(t ∧ smi )) −
∫ t
0
pin(u′n(s) × h j) dW′jn(s)
∥∥∥∥∥∥∥
2
L2(Ω;H)
= 0.
Hence, since L2 convergence implies weak convergence, we infer that the ran-
dom variables Mn(t)−∑Nj=1 ∫ t0 pin(un(s)×h j) dW j(s) and M′n(t)−∑Nj=1 ∫ t0 pin(u′n(s)×
h j) dW′jn(s) have same laws. But Mn(t)−
∑N
j=1
∫ t
0 pin(un(s)×h j) dW j(s) = 0 P-almost
surely, so
M′n(t) =
N∑
j=1
∫ t
0
pin(u′n(s) × h j) dW′j(s), P′ − a.s.
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Secondly, we show that M′n(t) converges in L2(Ω′; X−β) to
∫ t
0 (u
′(s) × h) dW′(s) as
n→ ∞. Notice thatE′ ∣∣∣∣∣∣M′n(t) −
∫ t
0
(u′(s) × h) dW′(s)
∣∣∣∣∣∣2
X−β

1
2
=
E′ ∣∣∣∣∣∣
∫ t
0
pin(u′n(s) × h) dW′n(s) −
∫ t
0
(u′(s) × h) dW′(s)
∣∣∣∣∣∣2
X−β

1
2
≤
E′
∣∣∣∣∣∣∣∣
∫ t
0
pin(u′n(s) × h) dW′n(s) −
m−1∑
j=0
pin(u′n(smj ) × h)1(smj ,smj+1](s) dW′n(s)
∣∣∣∣∣∣∣∣
X−β

1
2
+
(
E′
∣∣∣∣∣∣ m−1∑
j=0
pin(u′n(smj ) × h)(W′n(t ∧ smj+1) −W′n(t ∧ smj ))
−
m−1∑
j=0
pin(u′(smj ) × h)(W′(t ∧ smj+1) −W′(t ∧ smj ))
∣∣∣∣∣∣2
X−β
) 1
2
+
E′
∣∣∣∣∣∣∣∣
∫ t
0
(pin(u′(s) × h) −
m−1∑
j=0
pin(u′(smj ) × h)1(smj ,smj+1](s)) dW′(s)
∣∣∣∣∣∣∣∣
2
X−β

1
2
+
E′ ∣∣∣∣∣∣
∫ t
0
(pin(u′(s) × h) − (u′(s) × h)) dW′(s)
∣∣∣∣∣∣2
X−β

1
2
,
And then by Lemma 4.38, we complete the proof of Theorem 4.39. 
Summarizing, it follows from Theorem 4.39 that the process u′ satisfies the fol-
lowing equation in L2(Ω′; X−β) for t ∈ [0,T ]:
u′(t) = u0 + λ1
∫ t
0
(
u′ × [∆u′ − φ′(u′)]) (s) ds(4.76)
−λ2
∫ t
0
u′(s) × (u′ × [∆u′ − φ′(u′)]) (s) ds
+
∫ t
0
(u′(s) × h) ◦ dW′(s)
4.7. Regularities of the weak solution. Now we will start to show some regular-
ity of u′.
Theorem 4.40. The process u′ from Proposition 4.18 satisfies:
(4.77) |u′(t, x)|R3 = 1, for Lebesgue a.e. (t, x) ∈ [0,T ] × D and P′ − a.s..
To prove Theorem 4.40, we need the following Lemma:
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Lemma 4.41. [40](Th. 1.2) Let (Ω, (Ft),P) be a filtered probability space and let
V and H be two separable Hilbert spaces, such that V ↪→ H continuously and
densely. We identify H with it’s dual space and have a Gelfand triple: V ↪→ H 
H′ ↪→ V ′. We assume that
u ∈ M2(0,T ; V), u0 ∈ H, v ∈ M2(0,T ; V ′), z ∈ M2(0,T ; H),
for every t ∈ [0,T ],
u(t) = u0 +
∫ t
0
v(s) ds +
∫ t
0
z(s) dWs, P − a.s..
Let ψ be a twice differentiable functional on H, which satisfies:
(i) ψ, ψ′ and ψ′′ are locally bounded.
(ii) ψ and ψ′ are continuous on H.
(iii) Let L 1(H) be the Banach space of all the trace class operators on H. Then
∀Q ∈ L 1(H), Tr[Q ◦ ψ′′] is a continuous functional on H.
(iv) If u ∈ V, ψ′(u) ∈ V; u 7→ ψ′(u) is continuous from V (with the strong topology)
into V endowed with the weak topology.
(v) ∃k such that ‖ψ′(u)‖V ≤ k(1 + ‖u‖V ), ∀u ∈ V.
Then for every t ∈ [0,T ],
ψ(u(t)) = ψ(u0) +
∫ t
0
V∗〈v(s), ψ′(u(s))〉V ds +
∫ t
0
H〈ψ′(u(s)), z(s)〉H dWs
+
1
2
∫ t
0
H〈ψ′′(u(s))z(s), z(s)〉H ds, P − a.s..
Proof of Theorem 4.40. Let ξ ∈ C∞0 (D,R). Then we consider a function
ψ : H 3 u 7−→ 〈u, ξu〉H ∈ R.
It’s easy to see that ψ is of C2 class and ψ′(u) = 2ξu, ψ′′(u)(v) = 2ξv, u, v ∈ H.
Next we will check the assumptions of Lemma 4.41. By previous work (see details
below), u′ satisfies:
E′
∫ T
0
‖u′(t)‖2V dt < ∞, by (4.51),
E′
∫ T
0
‖ (u′ × [∆u′ + φ′(u′)]) (t)‖2X−β dt < ∞, by (4.55),
E′
∫ T
0
‖u′(t) × (u′ × [∆u′ + φ′(u′)]) (t)‖2X−β dt < ∞, by (4.57),
E′
∫ T
0
‖(u′(s) × h) × h‖2X−β dt < ∞, by (4.49),
E′
∫ T
0
‖u′(s) × h‖2H dt < ∞, by (4.49).
And ψ satisfies:
(i) ψ, ψ′, ψ′′ are locally bounded.
(ii) Since ψ′, ψ′′ exist, ψ, ψ′ are continuous on H.
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(iii) ∀Q ∈ L 1(H),
Tr[Q ◦ ψ′′(a)] =
∞∑
j=1
〈Q ◦ ψ′′(a)e j, e j〉H = 2
∞∑
j=1
〈Q(ηe j), e j〉H ,
which is a constant in R, so the map H 3 a 7−→ Tr[Q ◦ ψ′′(a)] ∈ H is a continuous
functional on H.
(iv) If u ∈ V , ψ′(u) ∈ V; u 7→ ψ′(u) is continuous from V (with the strong topology)
into V endowed with the weak topology.
This is because: For any v∗ ∈ X−β, we have
Xβ〈ψ′(u + v) − ψ′(u), v∗〉X−β = Xβ〈2φv, v∗〉X−β
≤ 2|ξ|C(D,R)Xβ〈v, v∗〉X−β ,
hence ψ′ is weakly continuous. Let us denote τ as the strong topology of V and τw
the weak topology of V . Take B ∈ τw, by the weak continuity (ψ′)−1(B) ∈ τw, but
τw ⊂ τ. Hence (ψ′)−1(B) ∈ τ, which implies (iv).
(v) ∃k such that ‖ψ′(u)‖V ≤ k(1 + ‖u‖V ), ∀u ∈ V .
Hence by Lemma 4.41, we have that for t ∈ [0,T ], P′ almost surely,
〈u′(t), ξu′(t)〉H − 〈u0, ξu0〉H
=
∫ t
0
X−β〈λ1 (u′ × [∆u′ − φ′(u′)]) (s) − λ2u′(s) × (u′ × [∆u′
−φ′(u′)])(s) + 1
2
(u′(s) × h) × h, 2ξu′(s)〉Xβ ds
+
∫ t
0
〈2ξu′(s), u′(s) × h〉H dW′(s) +
∫ t
0
〈ξu′(s) × h, u′(s) × h〉H ds.
By Lemma 4.31,
X−β〈λ1 (u′ × [∆u′ + φ′(u′)]) (s), 2ξu′(s)〉Xβ = 0.
And since
X−β〈λ2u′(s) × (u′ × [∆u′ + φ′(u′)]) (s), 2ξu′(s)〉Xβ = 0,
X−β〈(u′(s) × h) × h, ξu′(s)〉Xβ = −X−β〈u′(s) × h, ξu′(s) × h〉Xβ ,
〈2ξu′(s), u′(s) × h〉H = 0,
we have
〈u′(t), ξu′(t)〉H − 〈u0, ξu0〉H = 0, P′ − a.s.
Since φ is arbitrary and |u0(x)| = 1 for almost every x ∈ D, we infer that |u′(t, x)| =
1 for almost every x ∈ D as well. This completes the proof of Theorem 4.40. 
By Theorem 4.40, we can show that:
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Theorem 4.42. The process u′ from Proposition 4.18 satisfies: for every t ∈ [0,T ],
u′(t) = u0 + λ1
∫ t
0
(
u′ × [∆u′ − φ′(u′)]) (s) ds(4.78)
−λ2
∫ t
0
u′(s) × (u′ × [∆u′ − φ′(u′)]) (s) ds
+
∫ t
0
(u′(s) × h) ◦ dW′(s)
in L2(Ω′; H).
Proof. By (4.55) and Lemma 4.29,
(4.79) E′
(∫ T
0
∣∣∣(u′ × [∆u′ − φ′(u′)]) (t)∣∣∣2H dt)r < ∞, r ≥ 1.
And then by (4.77), we see that
(4.80) |u′(t, ω) × ((u′ × [∆u′ − φ′(u′)]) (t, ω)) |H ≤ ∣∣∣(u′ × [∆u′ − φ′(u′)]) (t, ω)∣∣∣H
for almost every (t, ω) ∈ [0,T ] ×Ω′. And so
E′
∫ T
0
∣∣∣u′(t) × (u′ × [∆u′ + φ′(u′)]) (t)∣∣∣2H dt < ∞.
Therefore all the terms in the equation (4.78) are in the space L2(Ω′; H). This
completes the proof the Theorem 4.42. 
Theorem 4.43. The process u′ defined in Proposition 4.18 satisfies: for every α ∈
(0, 12 ),
(4.81) u′ ∈ Cα([0,T ]; H), P′ − a.s..
We need the following Lemma to prove Theorem 4.43.
Lemma 4.44 (Kolmogorov test). [18] Let {u(t)}t∈[0,T ] be a stochastic process with
values in a separable Banach space X, such that for some C > 0, ε > 0, δ > 1 and
all t, s ∈ [0,T ],
E
∣∣∣u(t) − u(s)∣∣∣δX ≤ C|t − s|1+ε.
Then there exists a version of u with P almost surely trajectories being Ho¨lder
continuous functions with an arbitrary exponent smaller than εδ .
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Proof of Theorem 4.43. By (4.76), we have
u′(t) − u′(s)
= λ1
∫ t
s
(
u′ × [∆u′ − φ′(u′)]) (τ) dτ − λ2 ∫ t
s
u′(τ) × (u′ × [∆u′ − φ′(u′)]) (τ) dτ
+
∫ t
s
(u′(τ) × h ◦ dW′(τ)
= λ1
∫ t
s
(
u′ × [∆u′ − φ′(u′)]) (τ) dτ − λ2 ∫ t
s
u′(τ) × (u′ × [∆u′ − φ′(u′)]) (τ) dτ
+
1
2
∫ t
s
(
u′(τ) × h) × h dτ + ∫ t
s
u′(τ) × h dW′(τ), 0 ≤ s < t ≤ T.
Hence by Jensen’s inequality, for q > 1,
E′
[∣∣∣u′(t) − u′(s)∣∣∣2qH ]
≤ E′
(
|λ1|
∫ t
s
∣∣∣(u′ × [∆u′ − φ′(u′)]) (τ)∣∣∣H dτ + |λ2|∫ t
s
∣∣∣u′(τ) × (u′ × [∆u′ − φ′(u′)]) (τ)∣∣∣H dτ
+
1
2
∫ t
s
∣∣∣u′(τ) × h × h∣∣∣H dτ +
∣∣∣∣∣∣
∫ t
s
u′(τ) × h dW′(τ)
∣∣∣∣∣∣
H
)2q
≤ 4qE′
(
|λ1|2q
(∫ t
s
∣∣∣ (u′ × [∆u′ − φ′(u′)]) (τ)∣∣∣H dτ)2q
+|λ2|2q
(∫ t
s
∣∣∣u′(τ) × (u′ × [∆u′ − φ′(u′)]) (τ)∣∣∣H dτ)2q
+
1
4q
(∫ t
s
∣∣∣u′(τ) × h × h∣∣∣H dτ)2q +
∣∣∣∣∣∣
∫ t
s
u′(τ) × h dW′(τ)
∣∣∣∣∣∣2q
H
)
.
By (4.79), there exists C1 > 0, such that
E′
(∫ t
s
∣∣∣ (u′ × [∆u′ − φ′(u′)]) (τ)∣∣∣H dτ)2q ≤ (t − s)qE′ (∫ t
s
∣∣∣ (u′ × [∆u′ − φ′(u′)]) (τ)∣∣∣2H dτ)q
≤ Cq1(t − s)q.
By (4.80)
E′
(∫ t
s
∣∣∣u′(τ) × (u′ × [∆u′ − φ′(u′)]) (τ)∣∣∣H dτ)2q ≤ E′ (∫ t
s
∣∣∣ (u′ × [∆u′ − φ′(u′)]) (τ)∣∣∣H dτ)2q
≤ (t − s)qE′
(∫ t
s
∣∣∣ (u′ × [∆u′ − φ′(u′)]) (τ)∣∣∣2H dτ)q ≤ Cq1(t − s)q.
And by (4.49),
E′
(∫ t
s
∣∣∣u′(τ) × h × h∣∣∣H dτ)2q ≤ (t − s)qE′ (∫ t
s
∣∣∣u′(τ) × h × h∣∣∣2H dτ)q ≤ |u0|2qH T |h|4qL∞(t − s)q.
A STUDY OF STOCHASTIC LANDAU-LIFSCHITZ EQUATIONS 125
By the Burkholder-Davis-Gundy Inequality (Lemma 2.127),
E′
∣∣∣∣∣∣
∫ t
s
u′(τ) × h dW′(τ)
∣∣∣∣∣∣2q
H
≤ KqE′
(∫ t
s
∣∣∣u′(τ) × h∣∣∣2H dτ)q ≤ Kq|u0|2qH |h|2qL∞(t − s)q.
Therefore, let C = 2Cq1 + |u0|2qH T |h|4qL∞ + Kq|u0|2qH |h|2qL∞ , we have
E′
[∣∣∣u′(t) − u′(s)∣∣∣2qH ] ≤ C(t − s)q, q ≥ 1.
Then by Lemma 4.44,
u ∈ Cα([0,T ]; H), α ∈
(
0,
1
2
)
.
This completes the proof of Theorem 4.43. 
4.8. Main theorem. Summarizing, we state all the results of this section of the
thesis in one Theorem:
Theorem 4.45. There exists a probability space (Ω′,F ′,P′) and there exists a pro-
cess u′ in the probability space such that:
(i) u′ is a weak solution of (4.2)
(ii) For every t ∈ [0,T ],
u′(t) = u0 + λ1
∫ t
0
(
u′ × [∆u′ − φ′(u′)]) (s) ds
−λ2
∫ t
0
u′(s) × (u′ × [∆u′ − φ′(u′)]) (s) ds
+
∫ t
0
(u′(s) × h) ◦ dW′(s)
in L2(Ω′; H). And this implies that u′ is a weak solution of the equation (4.2);
(iii)
|u′(t, x)|R3 = 1, for Lebesgue a.e. (t, x) ∈ [0,T ] × D and P′ − a.s..
(iv) For every α ∈ (0, 12 ),
u′ ∈ Cα([0,T ]; H), P′ − a.s..
Proof. The three results in Theorem 4.45 are from Theorem 4.42, Theorem 4.40
and Theorem 4.43. 
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5. Full Stochastic Landau-Lifshitz’ Equation Coupled with Max-Well
Equations
A stochastic Landau-Lifthitz equation with full energy coupled by the Maxwell’s
equations will be studied in this section.
5.1. Statement of the problem.
Definition 5.1. Let D ⊂ R3 be an open and bounded domain with C2 boundary.
(i) Suppose that φ ∈ C20(R3;R+). For a magnetization field M ∈ H1(D), we define
the anisotropy energy of M by:
Ean(M) :=
∫
D
φ(M(x)) dx.
(ii) We define the exchange energy of M by:
(5.1) Eex(M) := 12
∫
D
|∇M(x)|2 dx = 1
2
‖∇M‖2
L2(D).
(iii) For a magnetic field H ∈ L2(R3), we define the energy due to the magnetic field
H by:
(5.2) E f i(H) := 12
∫
R3
|H(x)|2 dx = 1
2
‖H‖2
L2(R3).
Definition 5.2. Given a magnetization field M : D −→ R3 and a magnetic field
H : R3 −→ R3, we define a vector field B : R3 −→ R3 by
(5.3) B := H + M˜,
where
M˜(x) :=
{
M(x), x ∈ D;
0, x < D.
Definition 5.3.(iv) We define the total magnetic energy as:
Emag(M, B) := Ean(M) + Eex(M) + E f i(B − M˜)
=
∫
D
φ(M(x)) dx +
1
2
‖∇M‖2
L2(D) +
1
2
‖B − M˜‖2
L2(R3).
(v) Finally, for an electric field E ∈ L2(R3), a magnetization field M ∈ H1(D) and
a magnetic field H ∈ L2(R3), so the vector field B ∈ L2(R3), we define the total
electro-magnetic energy by
Eel.mag(M, B, E) := Emag(M, B) + 12‖E‖
2
L2(R3)(5.4)
=
∫
D
φ(M(x)) dx +
1
2
‖∇M‖2
L2(D) +
1
2
‖B − M˜‖2
L2(R3) +
1
2
‖E‖2
L2(R3).
Notation 5.4. For simplicity, we denote V := H1(D), H := L2(D), the dual space
of V by V ′ and the dual space of H by H′, so V ↪→ H ' H′ ↪→ V ′. We also denote
E := Eel.mag, φ′ := ∇φ, Q := [0,T ] × D, Q∞ := [0,T ] × R3.
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The total energy E is the generalization of the exchange energy which has the
density: ∆u − ∇φ(u) used in Section 4. We begin with investigation of some prop-
erties of E.
Proposition 5.5. For M ∈ V, if we define ∆M ∈ V ′ by
(5.5) V′〈∆M, u〉V := −〈∇M,∇u〉L2(D;R3×3), ∀u ∈ V.
Then the total energy E : V × L2(R3) × L2(R3) −→ R defined in (5.4) has partial
derivative with respect to M which satisfies
(5.6)
∂E
∂M
(M, B, E) = φ′(M) − (1DB − M) − ∆M, in V ′.
Proof. For M, u ∈ V , B, E ∈ L2(R3).
E(M + u, B, E) − E(M, B, E)
=
∫
D
φ(M(x) + u(x)) − φ(M(x)) dx + 1
2
‖∇M + ∇u‖2H −
1
2
‖∇M‖2H
+
1
2
‖B − M˜ − u˜‖2
L2(R3) −
1
2
‖B − M˜‖2
L2(R3),
where∫
D
φ(M(x)+u(x))−φ(M(x)) dx =
∫
D
φ′(M(x))(u(x))+
1
2
φ′′(M(x)+θ(x)u(x))(u(x), u(x)) dx,
θ(x) ∈ [0, 1] for x ∈ D. We assumed that φ′′ is bounded, so there exists some
constant C > 0 such that∫
D
∣∣∣∣∣12φ′′(M(x) + θ(x)u(x))(u(x), u(x))
∣∣∣∣∣ dx ≤ C ∫
D
|u(x)|2 dx = C‖u‖2H = o(‖u‖V ).
Hence
E(M + u, B, E) − E(M, B, E)
=
∫
D
〈φ′(M(x)), u(x)〉 dx + o(‖u‖V ) + 〈∇M,∇u〉L2(D;R3×3) + 12‖∇u‖
2
H
−〈1DB − M, u〉H + 12‖u‖
2
H
= 〈φ′(M) − (1DB − M), u〉H + 〈∇M,∇u〉L2(D;R3×3) + o(‖u‖V )
This implies that ∂E∂M (M, B, E) exists.
Hence as an element in V ′,
V′
〈
∂E
∂M
(M, B, E), u
〉
V
= 〈φ′(M) − (1DB − M), u〉H + 〈∇M,∇u〉L2(D;R3×3).
We have defined ∆M ∈ V ′ by
V′〈∆M, u〉V := −〈∇M,∇u〉L2(D;R3×3), ∀u ∈ V.
So
∂E
∂M
(M, B, E) = φ′(M) − (1DB − M) − ∆M, in V ′.
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
Notation 5.6. We will denote
(5.7) ρ := φ′(M) − (1DB − M) − ∆M, in V ′.
Proposition 5.7. For u, v ∈ V,
(5.8)
∂2E
∂M2
(M, B, E)(u, v) =
∫
D
φ′′(M(x))(u(x), v(x)) dx + 〈u, v〉V .
Proof. By Proposition 5.5, we have
∂E
∂M
(M + u, B, E)(v) − ∂E
∂M
(M, B, E)(v) = 〈φ′(M + u) − φ′(M), v〉H + 〈u, v〉V .
And by
〈φ′(M + u) − φ′(M), v〉H
=
∫
D
[
φ′(M(x) + u(x)) − φ′(M(x))](v(x)) dx
=
∫
D
φ′′(M(x))(u(x), v(x)) dx + o(‖u‖V ),
The proof is complete. 
Proposition 5.8. For the total energy E : V × L2(R3) × L2(R3) −→ R defined in
(5.4), we have:
(i)
(5.9)
∂E
∂B
(M, B, E) = B − M˜, in L2(R3).
(ii)
(5.10)
∂E
∂E
(M, B, E) = E, in L2(R3).
Proof.(i) For v ∈ L2(R3),
E(M, B + v, E) − E(M, B, E)
=
1
2
‖B + v − M˜‖2
L2(R3) −
1
2
‖B − M˜‖2
L2(R3)
=
〈
B − M˜, v
〉
L2(R3)
+
1
2
‖v‖2
L2(R3)
Hence
∂E
∂B
(M, B, E) = B − M˜, in L2(R3).
(ii)
E(M, B, E) − E(M, B, E + v)
=
1
2
‖E + v‖2
L2(R3) −
1
2
‖E‖2
L2(R3)
= 〈E, v〉L2(R3) + 12‖v‖
2
L2(R3)
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Hence
∂E
∂E
(M, B, E) = E, in L2(R3).

After having finished with studying the basic properties of the total energy E, we
are ready to state the main problem with assumptions which we are going to study
in this section. But before that we need one more notation:
Notation 5.9. We also define
Y := {u ∈ L2(R3) : ∇ × u ∈ L2(R3)},
with the inner product
(u, v)Y := (u, v)L2(R3) + (∇ × u,∇ × v)L2(R3).
Problem 5.10. Let D be an open bounded domain in R3 with C2 boundary. Let
(Ω,F ,F = (Ft)t≥0,P) be a filtered probability space, (W j)∞j=1 be pairwise indepen-
dent, real valued, F-adapted Wiener processes. Given T ≥ 0 (we are interested in
global solutions for all time t ≥ 0, but we fix T > 0 for simplicity) and
M0 ∈ L∞(D);
B0 ∈ L2(R3); ∇ · B0 = 0, inD′(R3;R);
E0 ∈ L2(R3);
h j ∈ L∞(D)∩W1,3(D), for j = 1, . . . ,∞, such that ch :=
∞∑
j=1
‖h j‖L∞(D)∩W1,3(D) < ∞,
f ∈ L2(0,T ;L2(D));
φ ∈ C20(R3;R+);
λ1 ∈ R, λ2 > 0, α, β ∈ R.
Find F-progressively measurable processes M : [0,T ]×Ω −→ V , B : [0,T ]×Ω −→
L2(R3), E : [0,T ] × Ω −→ L2(R3) such that the following system is satisfied: for
t ∈ [0,T ],
M(t) = M0 +
∫ t
0
[
λ1M × ρ − λ2M × (M × ρ)] ds(5.11)
+
∞∑
j=1
{∫ t
0
[
αM × h j + βM × (M × h j)
]
◦ dW j(s)
}
,
in L2(Ω; V ′), where V ′ is the dual space of V .
(5.12) B(t) = B0 −
∫ t
0
∇ × E(s) ds, ∈ Y ′, P − a.s..
(5.13) E(t) = E0+
∫ t
0
∇×[B(s)−M˜(s)] ds−
∫ t
0
[1DE(s)+ f˜ (s)] ds, ∈ Y ′, P−a.s..
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Remark 5.11. The “◦ dW j(s)” in the equation (5.14) denotes the Stratonovich dif-
ferential, in our case it relates to the Itô differential by the following formula:[
αM × h j + βM × (M × h j)
]
◦ dW j(s)
=
1
2
[
α2
[
(M × h j) × h j
]
+ αβ
[[
M × (M × h j)] × h j]
+β2
[
M × [M × (M × h j) × h j]] + αβ [M × [(M × h j) × h j]]
+β2
[
M × (M × h j) × (M × h j)
] ]
ds +
[
α
[
M × h j
]
+ β
[
M × (M × h j)
]]
dW j(s).
Remark 5.12. (5.12) infers that ∇ · B(t) = 0.
Remark 5.13. The Problem 5.10 is a generalised version of equation 4.2. Some
methods of dealing with it are similar to the methods used in Section 4. In particu-
lar, we will use the Galerkin approximation and get some a’priori estimates.
Definition 5.14 (Solution of Problem 5.10). A weak solution of Problem 5.10 is
system consisting of a filtered probability space (Ω′,F ′,F′,P′), an∞-dimensional
F′-Wiener process W′ = (W′j)
∞
j=1 and an F
′-progressively measurable process
M′ = (M′i )
3
i=1 : Ω
′ × [0,T ] −→ V ∩ L∞(D)
such that for all the u ∈ C∞0 (D;R3), t ∈ [0,T ], we have, P′-a.s.,∫
D
〈
M′(t) − M0, u〉 dx(5.14)
=
∫ t
0
∫
D
{ 〈
B′ − M′ − φ′(M′), λ1u × M′ − λ2(u × M′) × M′〉
−
3∑
i=1
〈
∂M′
∂xi
, λ1
∂u
∂xi
× M′ − λ2
(
∂u
∂xi
× M′ + u × ∂M
′
∂xi
)
× M′
〉 }
dx ds
+
∞∑
j=1
∫ t
0
〈
αM × h j + βM × (M × h j), u
〉
◦ dW j(s);
(5.15)
∫
R3
〈
B′(t) − B0, u〉 dx = −∫ t
0
∫
R3
〈
E′,∇ × u〉 dx ds;
(5.16)∫
R3
〈
E′(t) − E0, u〉 dx = ∫ t
0
∫
R3
〈
B′ − M˜,∇ × u
〉
dx ds −
∫ t
0
∫
D
〈E′ + f , u〉 dx ds.
5.2. Galerkin Approximation. Let A := −∆ be a linear operator as defined in
Definition 2.164. As in Lemma 2.171, we can define Hn := linspan{e1, . . . , en},
where {en}∞n=1 are eigenvectors of A. Since L2(R3) is a separable Hilbert space, we
can find {yn}∞n=1 ⊂ C∞0 (R3;R3) such that {yn} is an orthogonal basis of L2(R3). We
define Yn := linspan{y1, . . . , yn} and the orthogonal projections
pin : H −→ Hn,
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piYn : L
2(R3) −→ Yn.
Remark 5.15. The processes B and E will take values in L2(R3), so ∇× B ∈ Y ′ and
∇ × E ∈ Y ′.
piYn |Y : Y −→ Yn.
On Hn and Yn we consider the scalar product inheritted from H and Y . Let us
denote by En the restriction of the total energy function E to the finite dimensional
space Hn × Yn × Yn, i.e.
En : Hn × Yn × Yn −→ R,
En(M, B, E) =
∫
D
φ(M(x)) dx +
1
2
‖∇M‖2
L2(D) +
1
2
‖B − piYn M˜‖2L2(R3) +
1
2
‖E‖2
L2(R3).
Proposition 5.16. The function En is of class C2 and for M ∈ Hn, B, E ∈ Yn we
have:
(i)
(5.17) (∇MEn)(M, B, E) = pin[φ′(M) − (1DB − piYn M˜)] − ∆M, ∈ Hn.
(ii)
(5.18) (∇BEn)(M, B, E) = B − piYn M˜, in Yn.
(iii)
(5.19) (∇EEn)(M, B, E) = E, in Yn.
(iv)
(5.20)
∂2En
∂M2
(M, B, E)(u, v) =
∫
D
φ′′(M(x))(u(x), v(x)) dx + 〈u, v〉V .
Proof.(i) For M, u ∈ Hn, B, E ∈ Yn. Hn is a finite dimensional space, so ‖·‖H ' ‖·‖V
in Hn, so
En(M + u, B, E) − En(M, B, E)
=
∫
D
φ(M + u) − φ(M) dx + 1
2
‖∇M + ∇u‖2H −
1
2
‖∇M‖2H
+
1
2
‖B − M˜ − u˜‖2
L2(R3) −
1
2
‖B − M˜‖2H
=
∫
D
〈φ′(M), u〉 dx + o(‖u‖H) + 〈∇M,∇u〉L2(D;R3×3) + 12‖∇u‖
2
H
−〈1DB − M, u〉H + 12‖u‖
2
H
= 〈φ′(M) − (1DB − piYn M), u〉H + 〈∇M,∇u〉L2(D;R3×3) + o(‖u‖H)
= 〈pin[φ′(M) − (1DB − piYn M)] − ∆M, u〉H + o(‖u‖H).
Hence by the definition of the gradient,
(∇MEn)(M, B, E) = pin[φ′(M) − (1DB − piYn M)] − ∆M, ∈ Hn.
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(ii) For v ∈ Yn,
En(M, B + v, E) − En(M, B, E)
=
1
2
‖B + v − M˜‖2
L2(R3) −
1
2
‖B − M˜‖2
L2(R3)
=
〈
B − M˜, v
〉
L2(R3)
+
1
2
‖v‖2
L2(R3)
=
〈
B − piYn M˜, v
〉
L2(R3)
+ o(‖v‖L2(R3)).
So
(∇BEn)(M, B, E) = B − piYn M˜, in Yn.
(iii)
En(M, B, E + v) − En(M, B, E)
=
1
2
‖E + v‖2
L2(R3) −
1
2
‖E‖2
L2(R3)
= 〈E, v〉L2(R3) + 12‖v‖
2
L2(R3)
= 〈E, v〉L2(R3) + o(‖v‖L2(R3)).
So
(∇EEn)(M, B, E) = E, in Yn.

Notation 5.17. There exists a function ψ : R3 −→ [0, 1] such that:
(i) ψ ∈ C1(R3).
(ii)
ψ(x) =
{
1, |x| ≤ 3,
0, |x| ≥ 5,
(iii) |∇ψ| ≤ 1.
Remark 5.18. The ψ defined here is to make sure we can get the estimates in
Proposition 5.23 below. By Theorem 5.70, we will prove that |M(t, x)| = 1 for
almost every x ∈ D, therefore we can remove this ψ at the end.
Let us define the function ρn : Hn × Yn × Yn −→ Hn which corresponds to ρ by:
(5.21) ρn := −(∇MEn)(Mn, Bn, En) = pin[−φ′(Mn)+1D(Bn−piYn M˜n)]+∆Mn ∈ Hn.
To solve Problem 5.10, we first consider the following problem with values in
finite dimensional space:
Problem 5.19. Let D be an open bounded domain in R3 with C2 boundary. Let
(Ω,F , (Ft)t≥0) be a filtered probability space, (W j)∞j=1 are pairwise independent,
real valued, (Ft) adapted Wiener processes. Given
M0 ∈ L∞(D);
B0 ∈ L2(R3); ∇ · B0 = 0, inD′(R3;R);
E0 ∈ L2(R3);
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h j ∈ L∞(D) ∩W1,3(D), for j = 1, . . . ,∞, and ch :=
∞∑
j=1
‖h j‖L∞(D)∩W1,3(D) < ∞,
f ∈ L2(0,T ;L2(D));
φ ∈ C20(R3;R+);
λ1 ∈ R, λ2 > 0, α, β ∈ R.
For T ∈ [0,∞], find Mn : [0,T ] × Ω −→ Hn, Bn : [0,T ] × Ω −→ Yn, En :
[0,T ] ×Ω −→ Yn such that the following system has been satisfied: For t ∈ [0,T ],
P almost surely on Ω,
dMn =
{
pin
[
λ1Mn × ρn] − λ2pin [Mn × (Mn × ρn)] dt
+
∞∑
j=1
{[
αpin
[
Mn × h j
]
+ βpin
[
ψ(Mn)Mn × (Mn × h j)
]]
◦ dW j
}
=
{
pin
[
λ1Mn × ρn] − λ2pin [Mn × (Mn × ρn)](5.22)
+
1
2
∞∑
j=1
[
α2pin
[
(Mn × h j) × h j
]
+αβψ(Mn)pin
[[
Mn × (Mn × h j)] × h j]
+β2ψ(Mn)pin
[
Mn × [Mn × (Mn × h j) × h j]]
+αβψ(Mn)pin
[
Mn × [(Mn × h j) × h j]]
+β2ψ(Mn)pin
[
Mn × (Mn × h j) × (Mn × h j)
] ]}
dt
+
∞∑
j=1
{[
αpin
[
Mn × h j
]
+ βpin
[
ψ(Mn)Mn × (Mn × h j)
]]
dW j
}
.
(5.23) dEn(t, ω) = −piYn [1D(En(t, ω) + f )] dt +piYn [∇× (Bn(t, ω)−piYn (M˜n(t, ω))] dt,
(5.24) dBn(t, ω) = −piYn [∇ × En(t, ω)] dt,
(5.25) Mn(0) = pinM0,
(5.26) En(0) = piYn E0,
(5.27) Bn(0) = piYn B0,
Remark 5.20. The Equations (5.22), (5.23) and (5.24) should be understood in the
integral form.
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Notation 5.21. Let us define vector fields Fn,Gn j : Hn −→ Hn, j = 1, 2, . . ., by
Fn := pin
[
λ1Mn × ρn] − λ2pin [Mn × (Mn × ρn)]
+
1
2
∞∑
j=1
[
α2pin
[
(Mn × h j) × h j
]
+αβψ(Mn)pin
[[
Mn × (Mn × h j)] × h j]
+β2ψ(Mn)pin
[
Mn × [Mn × (Mn × h j) × h j]](5.28)
+αβψ(Mn)pin
[
Mn × [(Mn × h j) × h j]]
+β2ψ(Mn)pin
[
Mn × (Mn × h j) × (Mn × h j)
] ]
,
(5.29) Gn, j := αpin
[
Mn × h j
]
+ βpin
[
ψ(Mn)Mn × (Mn × h j)
]
.
Then the equation (5.22) becomes
(5.30) dMn(t) = Fn dt +
∞∑
j=1
Gn, j dW j(t),
which as always has to be understood in the integral form.
Hence the system (5.22), (5.23) and (5.24) becomes:
d
 Mn(t)En(t)
Bn(t)
 = ∞∑
j=1
Gn j0
0
 dW j(t)
+
 Fn−piYn [1D(En(t) + f (t))] dt + piYn [∇ × (Bn(t) − piYn (M˜n(t)))]−piYn [∇ × En(t)]
 dt.(5.31)
Finally we define the following vector fields:
Fˆn : Hn × Yn × Yn −→ Hn × Yn × Yn MnEn
Bn
 7−→
 Fn−piYn [1D(En + f )] dt + piYn [∇ × (Bn − piYn (M˜n))]−piYn [∇ × En]
 ,(5.32)
Gˆn j : Hn × Yn × Yn −→ Hn × Yn × Yn MnEn
Bn
 7−→
Gn j0
0
 .(5.33)
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Use (5.32) and (5.33), the system (5.22), (5.23) and (5.24) becomes:
(5.34) d
 Mn(t)En(t)
Bn(t)
 = Fˆn
 Mn(t)En(t)
Bn(t)
 dt + Gˆn j
 Mn(t)En(t)
Bn(t)
 dW j(t).
The next result corresponds to Corollary 4.9 from Section 4.
Proposition 5.22. [3] Fˆn, Gˆn j defined in (5.32) and (5.33) are Lipschitz on balls
and one side linear growth. And hence there exists a unique global solution (Mn, Bn, En)
of the Problem 5.19. Moreover, (Mn, Bn, En) ∈ C1([0,T ]; Hn × Yn × Yn), P-almost
surely.
5.3. a’priori estimates.
Proposition 5.23. For p ≥ 1, b > 14 , there is constant C = C(p, b) > 0 independent
of n such that:
(5.35) ‖Mn‖L∞(0,T ;H) ≤ ‖M0‖H , P − a.s.,
(5.36) E‖Bn − piYn M˜n‖pL∞(0,T ;L2(R3)) ≤ C,
(5.37) E‖En‖pL∞(0,T ;L2(R3)) ≤ C,
(5.38) E‖Mn‖pL∞(0,T ;H1(D)) ≤ C.
(5.39) E‖Mn × ρn‖pL2(0,T ;L2(D)) ≤ C,
(5.40) E‖Bn‖pL∞(0,T ;L2(R3)) ≤ C,
(5.41) E
(∫ T
0
‖Mn(t) × (Mn(t) × ρn(t))‖2
L
3
2 (D)
dt
) p
2
≤ C,
(5.42) E
∫ T
0
∥∥∥pin [Mn(t) × (Mn(t) × ρn(t))]∥∥∥2X−b dt ≤ C,
(5.43) E
∥∥∥∥∥ dEndt
∥∥∥∥∥p
L∞(0,T ;Y′)
≤ C,
(5.44) E
∥∥∥∥∥ dBndt
∥∥∥∥∥p
L∞(0,T ;Y′)
≤ C,
where X−b is the dual space of Xb = D(Ab).
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Proof of (5.35). By the Itô formula from Lemma 2.125, we have
d‖Mn‖2H =
∞∑
j=1
2〈Mn,Gn j〉H dW j +
2〈Mn, Fn〉H + ∞∑
j=1
‖Gn j‖2H
 dt
=
∞∑
j=1
∥∥∥∥αpin [Mn × h j] + βpin [ψ(Mn)Mn × (Mn × h j)]∥∥∥∥2
H
+
∞∑
j=1
{
〈α2pin[(Mn × h j) × h j],Mn〉H
+〈β2ψ(Mn)pin[Mn × (Mn × h j) × (Mn × h j)],Mn〉H
}
= 0.
Therefore
‖Mn(t)‖2H = ‖Mn(0)‖2H = ‖pinM0‖2H ≤ ‖M0‖2H , t ≥ 0.
The proof of (5.35) has been complete. 
Proof of (5.36), (5.37), (5.38), (5.39). By the Itoˆ Lemma 2.125 and using (5.30),
(5.23), (5.24) we get:
dEn(Mn(t), Bn(t), En(t))
=
[
∂En
∂Mn
(
Fn(t)
)
+
1
2
∞∑
j=1
∂2En
∂M2n
(
Gn, j(t),Gn, j(t)
) − ∂En
∂Bn
(
piYn (∇ × En(t))
)
+
∂En
∂En
(
piYn [∇ × (Bn(t) − piYn (M˜n(t)))] − piYn [1D(En(t) + f˜ (t))]
)]
dt
+
∞∑
j=1
∂En
∂Mn
(
Gn, j(t)
)
dW j(t).
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Then by (5.17)-(5.20) and (5.21), we have
En(t) − En(0)
=
∫ t
0
{
−
∫
D
〈ρn(s, x), Fn(s, x)〉 dx(5.45)
+
1
2
∞∑
j=1
∫
D
φ′′(Mn(s, x))(Gn, j(s, x),Gn, j(s, x)) dx
+
1
2
∞∑
j=1
‖Gn, j(s)‖2V −
〈
Bn(s) − piYn M˜n(s), piYn (∇ × En(s))
〉
L2(R3)
+
〈
En(s), piYn [∇ × (Bn(s) − piYn (M˜n(s)))] − piYn [1D(En(s) + f˜ (s))]
〉
L2(R3)
}
ds
−
∞∑
j=1
∫ t
0
∫
D
〈ρn(s, x),Gn, j(s, x)〉 dx dW j(s).
Now let’s consider each term in the equality (5.45).
For the term on the left hand side of (5.45),
En(t) − En(0)(5.46)
=
∫
D
φ(Mn(t, x)) dx +
1
2
‖∇Mn(t)‖2H
+
1
2
∥∥∥Bn(t) − piYn (M˜n(t))∥∥∥2L2(R3) + 12 ‖En(t)‖2L2(R3)
−
( ∫
D
φ(Mn(0, x)) dx +
1
2
‖∇Mn(0)‖2H
+
1
2
∥∥∥Bn(0) − piYn (M˜n(0))∥∥∥2L2(R3) + 12 ‖En(0)‖2L2(R3)
)
.
For the 1st term on the right hand side of (5.45), by (5.28),
−〈ρn, Fn〉H = −α〈ρn, pin[Mn × ρn]〉H − β〈ρn, pin[Mn × (Mn × ρn)]〉H
−1
2
∞∑
j=1
{
α2〈ρn, pin[(Mn × h j) × h j]〉H
+αβψ(Mn)〈ρn, pin[[Mn × (Mn × h j)] × h j] + pin[Mn × [(Mn × h j) × h j]]〉H
+β2ψ(Mn)〈ρn, pin[Mn × [Mn × (Mn × h j) × h j]]
+pin
[
[Mn × (Mn × h j)] × (Mn × h j)]〉H}.
Since pin : H −→ H is a self-adjoint operator,
〈ρn, pin[Mn × ρn]〉H = 〈ρn,Mn × ρn〉H = 0.
〈ρn, pin[Mn × (Mn × ρn)]〉H = 〈ρn,Mn × (Mn × ρn)〉H = −‖Mn × ρn‖2H .
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So
−〈ρn, Fn〉H
= β‖Mn × ρn‖2H −
1
2
∞∑
j=1
{
α2
〈
ρn, pin[(Mn × h j) × h j]
〉
H
(5.47)
+αβψ(Mn)
〈
ρn, pin
[
[Mn × (Mn × h j)] × h j] + pin[Mn × [(Mn × h j) × h j]]〉H
+β2ψ(Mn)
〈
ρn, pin
[
Mn × [Mn × (Mn × h j) × h j]]
+pin
[
[Mn × (Mn × h j)] × (Mn × h j)]〉H
}
.
For the 2nd term on the right hand side of (5.45), by (5.29),
1
2
∞∑
j=1
∫
D
φ′′(Mn(s, x))(Gn, j(s, x),Gn, j(s, x)) dx(5.48)
=
1
2
∞∑
j=1
∫
D
φ′′(Mn(s, x))
(
αpin(Mn × h j) + βpin[ψ(Mn)Mn × (Mn × h j)],
αpin(Mn × h j) + βpin[ψ(Mn)Mn × (Mn × h j)]
)
dx.
For the 3rd term on the right hand side of (5.45),
1
2
∞∑
j=1
‖Gn, j(s)‖2V(5.49)
=
1
2
∞∑
j=1
∫
D
(
α2
∣∣∣Mn × h j∣∣∣2 + β2∣∣∣ψ(Mn)Mn × (Mn × h j)∣∣∣2) dx
+
1
2
∞∑
j=1
∫
D
∣∣∣∣∇ (αMn × h j + βψ(Mn)Mn × (Mn × h j))∣∣∣∣2 dx.
For the 4th and 5th terms on the right hand side of (5.45), let us notice that
−
〈
Bn(s) − piYn M˜n(s), piYn (∇ × En(s))
〉
L2(R3)
+
〈
En(s), piYn [∇ × (Bn(s) − piYn (M˜n(s)))]
〉
L2(R3)
= −
〈
Bn(s) − piYn M˜n(s),∇ × En(s)
〉
L2(R3)
+
〈
En(s),∇ × (Bn(s) − piYn (M˜n(s)))
〉
L2(R3)
= 0.
Therefore,
−
〈
Bn(s) − piYn M˜n(s), piYn (∇ × En(s))
〉
L2(R3)
+
〈
En(s), piYn [∇ × (Bn(s) − piYn (M˜n(s)))] − piYn [1D(En(s) + f˜ (s))]
〉
L2(R3)
(5.50)
= −〈En(s), 1D(En(s)) + f˜ (s)〉L2(R3) = −‖1DEn‖2H − 〈 f , 1DEn〉H .
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For the 6th terms on the right hand side of (5.45),
−
∞∑
j=1
∫
D
〈ρn(s, x),Gn, j(s, x)〉 dx(5.51)
= −
∞∑
j=1
∫
D
α〈ρn,Mn × h j〉 + β〈ρn, ψ(Mn)Mn × (Mn × h j)〉 dx.
By (5.46)-(5.51), the equality (5.45) becomes∫
D
φ(Mn(t, x)) dx +
1
2
‖∇Mn(t)‖2H(5.52)
+
1
2
∥∥∥Bn(t) − piYn (M˜n(t))∥∥∥2L2(R3) + 12 ‖En(t)‖2L2(R3)
+β
∫ t
0
∫
D
|Mn × ρn|2 dx ds
+
1
2
∞∑
j=1
∫ t
0
∫
D
{
α2
〈
ρn,Mn × h j × h j
〉
+αβ
〈
ρn, ψ(Mn)
([
Mn × (Mn × h j)] × h j + Mn × [(Mn × h j) × h j])〉
+β2
〈
ρn, ψ(Mn)
(
Mn × [Mn × (Mn × h j) × h j]〉
+Mn × (Mn × h j) × (Mn × h j)
)}
dx ds
−1
2
∞∑
j=1
∫ t
0
∫
D
(
α2
∣∣∣Mn × h j∣∣∣2 + β2∣∣∣ψ(Mn)Mn × (Mn × h j)∣∣∣2) dx ds
−1
2
∞∑
j=1
∫ t
0
∫
D
[
∇
(
αMn × h j + βψ(Mn)Mn × (Mn × h j)
)]2
dx ds
−1
2
∞∑
j=1
∫ t
0
∫
D
φ′′(Mn)
(
αpin(Mn × h j) + βpin[ψ(Mn)Mn × (Mn × h j)],
αpin(Mn × h j) + βpin[ψ(Mn)Mn × (Mn × h j)]
)
dx ds
+
∫ t
0
(
‖1DEn‖2H + 〈 f , En〉H
)
ds
+
∞∑
j=1
∫ t
0
∫
D
[
α
〈
ρn,Mn × h j
〉
+ β
〈
ρn, ψ(Mn)Mn × (Mn × h j)
〉]
dx dW j(s)
=
∫
D
φ(Mn(0, x)) dx +
1
2
‖∇Mn(0)‖2H
+
1
2
∥∥∥Bn(0) − piYn (M˜n(0))∥∥∥2L2(R3) + 12 ‖En(0)‖2L2(R3) , ∀t ∈ (0,T ).
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Now let us consider some terms in the equality (5.52).
By the definition of ρn in (5.21), we have∫
D
〈
ρn, (Mn × h j) × h j
〉
dx
= −
∫
D
〈pin[φ′(Mn)], (Mn × h j) × h j〉 dx +
∫
D
〈∆Mn, (Mn × h j) × h j〉 dx
+
∫
D
〈pin[Bn − piYn M˜n], (Mn × h j) × h j〉 dx.
By the Proposition 2.166, we have∣∣∣∣∣∫
D
〈
∆Mn, (Mn × h j) × h j
〉
dx
∣∣∣∣∣ = ∣∣∣〈∇Mn,∇[(Mn × h j) × h j]〉L2 ∣∣∣
≤ ‖∇Mn‖2L2‖h j‖2L∞(D) + 2‖∇Mn‖L2‖Mn‖L6(D)‖h j‖L∞(D)‖∇h j‖L3(D)
≤ ‖Mn‖2V‖h j‖2L∞(D) + 2‖Mn‖2V‖h j‖L∞(D)‖∇h j‖L3(D).
Next we have∣∣∣∣∣∫
D
〈pin[Bn − piYn (M˜n)], (Mn × h j) × h j〉 dx
∣∣∣∣∣
≤ 1
2
‖h j‖2L∞(D)
(∥∥∥∥1D [Bn − piYn (M˜n)]∥∥∥∥2H + ‖Mn‖2H) .
Since we assume that φ′ is bounded, there exists some constant C1 > 0 indepen-
dent of n such that∣∣∣∣∣∫
D
〈pin[φ′(Mn)], (Mn × h j) × h j〉 dx
∣∣∣∣∣ ≤ C1m(D)‖h j‖2L∞(D)‖Mn‖H .
Hence by the last four inequalities, there exists constant C2 > 0 independent of
n such that∣∣∣∣∣∣∣∣12α2
∞∑
j=1
∫ t
0
∫
D
〈
ρn,Mn × h j × h j
〉
dx ds
∣∣∣∣∣∣∣∣
≤ 1
2
α2chC2
∫ t
0
(
‖Mn‖2V +
∥∥∥∥1D [Bn − piYn (M˜n)]∥∥∥∥2H) ds.(5.53)
Similarly as before, we can find a constant C3 > 0 independent of n, such that∣∣∣∣∣∣12αβ
∞∑
j=1
∫ t
0
∫
D
〈
ρn, ψ(Mn)
{[
Mn × (Mn × h j)] × h j
+Mn × [(Mn × h j) × h j]}〉 dx ds∣∣∣∣∣∣
≤ C3chαβ
∫ t
0
(
‖Mn‖2V +
∥∥∥∥1D [Bn − piYn (M˜n)]∥∥∥∥2H) ds + C3chαβ.(5.54)
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We continue and find C4 > 0 such that
β2
2
∣∣∣∣∣∣ ∞∑
j=1
∫ t
0
∫
D
〈
ρn, ψ(Mn)
{
Mn × [[Mn × (Mn × h j)] × h j]
+[Mn × (Mn × h j)] × (Mn × h j)
}〉
dx ds
∣∣∣∣∣∣
≤ C4ch β
2
2
∫ t
0
(
‖Mn‖2V +
∥∥∥∥1D [Bn − piYn (M˜n)]∥∥∥∥2H) ds + C4ch β22(5.55)
Next, we can find a constant C5 > 0 independent of n such that∣∣∣∣∣∣ ∞∑
j=1
∫ t
0
∫
D
(
α2
∣∣∣Mn × h j∣∣∣2 + β2∣∣∣ψ(Mn)Mn × (Mn × h j)∣∣∣2) dx ds
+
1
2
∞∑
j=1
∫ t
0
∫
D
[
∇
(
αMn × h j + βψ(Mn)Mn × (Mn × h j)
)]2
dx ds
+
1
2
∞∑
j=1
∫ t
0
∫
D
φ′(Mn)
[
α2
∣∣∣Mn × h j∣∣∣2 + β2∣∣∣ψ(Mn)Mn × (Mn × h j)∣∣∣2] dx ds∣∣∣∣∣∣
≤ C5ch
∫ t
0
‖Mn‖2V ds + C5ch..(5.56)
Remark 5.24. Please notice that we need to use the boundness property of ψ to get
the inequalities (5.54), (5.55) and (5.56). And this is the role ψ played.
Next, let us notice that by the Cauchy-Schwartz inequality,
(5.57)
∣∣∣∣∣∣
∫ t
0
∫
D
〈 f , En〉 dx ds
∣∣∣∣∣∣ ≤ 12
∫ t
0
∫
D
(
| f |2 + |En|2
)
dx ds.
By (5.52) and (5.53)-(5.57) we infer that there exists a constant C6 > 0 indepen-
dent of n such that
1
2
(
‖Bn(t) − piYn (M˜n(t))‖2L2(R3) + ‖En(t)‖2L2(R3)
)
+
1
2
∫ t
0
‖En‖2L2(R3) ds
+β
∫ t
0
‖Mn × ρn‖2H ds +
∫
D
φ(Mn(t)) dx +
1
2
‖Mn(t)‖2V
≤ 1
2
∫
R3
(|[Bn − piYn (M˜n)](0)|2 + |En(0)|2) dx +
1
2
∫ t
0
∫
D
| f |2 dx ds
+
∫
D
(
φ(Mn(0)) +
1
2
|∇Mn(0)|2
)
dx + C6ch
∫ t
0
(
‖Mn‖2V +
∥∥∥∥1D [Bn − piYn (M˜n)]∥∥∥∥2H) ds + C6ch
+
∣∣∣∣∣∣∣∣
∞∑
j=1
∫ t
0
∫
R3
α
〈
ρn,Mn × h j
〉
+ β
〈
ρn, ψ(Mn)Mn × (Mn × h j)
〉
dx dW j(s)
∣∣∣∣∣∣∣∣ , ∀t ∈ (0,T ).
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We are going to estimate the stochastic integral term in the above inequality,
but before that let us take the supreme for r ∈ (0, t) on both sides of the above
inequality where t ∈ [0,T ] is fixed. Then we get
1
2
sup
r∈(0,t)
(
‖Bn(r) − piYn (M˜n(r))‖2L2(R3) + ‖En(r)‖2L2(R3)
)
+
1
2
∫ t
0
‖En‖2L2(R3) ds
+β
∫ t
0
‖Mn × ρn‖2H ds + sup
r∈(0,t)
∫
D
φ(Mn(r)) dx +
1
2
‖Mn(r)‖2V
≤ 1
2
∫
R3
(|[Bn − piYn (M˜n)](0)|2 + |En(0)|2) dx +
1
2
∫ t
0
∫
D
| f |2 dx ds
+
∫
D
(
φ(Mn(0)) +
1
2
|∇Mn(0)|2
)
dx
+C6ch
∫ t
0
sup
r∈(0,s)
(
‖Mn‖2V +
∥∥∥∥1D [Bn − piYn (M˜n)]∥∥∥∥2H) ds + C6ch
+ sup
r∈(0,t)
∣∣∣∣∣∣∣∣
∞∑
j=1
∫ r
0
∫
R3
〈
ρn,
[
αMn × h j + βψ(Mn)Mn × (Mn × h j)
]〉
dx dW j(s)
∣∣∣∣∣∣∣∣ .
Now let us fix p ≥ 1 and rise both sides of the above equation to power p for
p ≥ 1 and then take expectation on both sides, so for some constant C7, we have
(5.58)
E sup
r∈(0,t)
(
‖[Bn − piYn (M˜n)](r)‖2L2(R3) + ‖En(r)‖2L2(R3) + ‖Mn(r)‖2V + 2β
∫ t
0
‖Mn × ρn‖2L2(D) ds
)p
≤ C7ch
∫ t
0
sup
r∈(0,s)
(
‖Mn(r)‖2V + ‖[Bn − piYn (M˜n)](r)‖2L2(R3)
)
ds
p
+E
 supr∈(0,t)
∣∣∣∣∣∣∣∣
∞∑
j=1
∫ r
0
∫
R3
〈
ρn,
[
αMn × h j + βψ(Mn)MRn × (Mn × h j)
]〉
dx dW j(s)
∣∣∣∣∣∣∣∣

p
+ C7ch.
Then by the Burkholder-Davis-Gundy inequality (Theorem 2.127), there exists
an constant K = K(p) > 0 independent of n such that:
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E
 supr∈(0,t)
∣∣∣∣∣∣∣∣
∞∑
j=1
∫ r
0
∫
R3
〈
ρn,
[
αMn × h j + βψ(Mn)Mn × (Mn × h j)
]〉
dx dW j
∣∣∣∣∣∣∣∣

p
≤ KE
∣∣∣∣∣∣∣∣
∫ t
0
∞∑
j=1
〈
ρn, αMn × h j + βψ(Mn)Mn × (Mn × h j)
〉2
L2(R3)
ds
∣∣∣∣∣∣∣∣
p
2
≤ KE
∣∣∣∣∣∣∣∣
∫ t
0
∞∑
j=1
〈
ρn, αMn × h j + βψ(Mn)Mn × (Mn × h j)
〉2
L2(R3)
ds
∣∣∣∣∣∣∣∣
p
+ K
Hence we can find C8 > 0 independent of n such that
(5.59)
E
 supr∈(0,t)
∣∣∣∣∣∣∣∣
∞∑
j=1
∫ r
0
∫
R3
〈
ρn,
[
αMn × h j + βψ(Mn)Mn × (Mn × h j)
]〉
dx dW j
∣∣∣∣∣∣∣∣

p
≤ C8ch
∫ t
0
E sup
r∈(0,s)
(
‖Mn(r)‖2V +
∥∥∥∥1D [Bn − piYn (M˜n)] (r)∥∥∥∥2H) ds
p + C8ch
Hence by (5.58) and (5.59) there exists C9 > 0 independent of n such that,
E sup
r∈(0,t)
(
‖[Bn − piYn (M˜n)](r)‖2L2(R3) + ‖En(r)‖2L2(R3) + ‖Mn(r)‖2V + 2β
∫ t
0
‖Mn × ρn‖2L2(D) dτ
)p
≤ C9ch
∫ t
0
sup
r∈(0,s)
(
‖Mn(r)‖2V +
∥∥∥∥1D [Bn − piYn (M˜n)] (r)∥∥∥∥2H)p ds + C9ch
Hence by the Gronwall inequality 2.157, with C = C9cheC9chT , we get the fol-
lowing four a’priori estimates,
E‖Bn − piYn M˜n‖2pL∞(0,T ;L2(R3)) ≤ C,
E‖En‖2pL∞(0,T ;L2(R3)) ≤ C,
E‖Mn‖2pL∞(0,T ;H1(D)) ≤ C,
E‖Mn × ρn‖2pL2(0,T ;L2(D)) ≤ C.
And since L2p(Ω) ↪→ Lp(Ω) continuously, these four inequalities imply the in-
equalities: (5.36), (5.37), (5.38), (5.39). 
We continue with the proof of Proposition 5.23.
Proof of (5.40). As before we fix p ≥ 1.
E‖Bn‖2pL∞(0,T ;L2(R3)) ≤ 2p
(
E‖[Bn − piYn (M˜n)]‖2pL∞(0,T ;L2(R3)) + E‖Mn‖
2p
L∞(0,T ;L2(D))
)
.
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By the above inequality (5.36) and (5.38), there exists some C > 0 independent of
n such that
E‖Bn‖2pL∞(0,T ;L2(R3)) ≤ C.
Together with the fact L2p(Ω) ↪→ Lp(Ω) continuously, we complete the proof of
(5.40). 
Proof of (5.41). Applying Theorem 2.96, with n = 3, m = 1, r = 2, so p = 6. We
infer that there is a constant C, such that∥∥∥Mn∥∥∥L6 ≤ C∥∥∥Mn∥∥∥H1 , ∀un ∈ H1(D,R3).
Therefore by the Ho¨lder inequality:∥∥∥∥Mn(t) × (Mn(t) × ρn(t))∥∥∥∥
L
3
2
≤ ∥∥∥Mn(t)∥∥∥L6∥∥∥Mn(t) × ρn(t)∥∥∥L2 ≤ C∥∥∥Mn(t)∥∥∥H1∥∥∥Mn(t) × ρn(t)∥∥∥L2 .
Hence, by Cauchy-Schwartz inequality,
E
(∫ T
0
∥∥∥∥Mn(t) × (Mn(t) × ρn(t))∥∥∥∥2
L
3
2
dt
) p
2

≤ CpE
 sup
r∈[0,T ]
∥∥∥Mn(r)∥∥∥pH1 (∫ T
0
∥∥∥Mn(t) × ρn(t)∥∥∥2L2 dt)
p
2

≤ Cp
E  sup
t∈[0,T ]
∥∥∥Mn(t)∥∥∥2pH1
 12 (E [(∫ T
0
∥∥∥Mn(t) × ρn(t)∥∥∥2L2 dt)p])
1
2
≤ . . .
The last inequality above is from the Cauchy-Schwartz inequality.
By Jensen’s inequality 2.156,∥∥∥Mn(t)∥∥∥2pH1 = (∥∥∥Mn(t)∥∥∥2L2 + ∥∥∥∇Mn(t)∥∥∥2L2)p ≤ 2p−1 (∥∥∥Mn(t)∥∥∥2pL2 + ∥∥∥∇Mn(t)∥∥∥2pL2)
Moreover, since ∥∥∥Mn(t)∥∥∥2pL2 = ∥∥∥Mn(0)∥∥∥2pL2 = ∥∥∥pinM0∥∥∥2pL2 ≤ ∥∥∥M0∥∥∥2pL2 .
We infer that,
· · · ≤ Cp
E∥∥∥M0∥∥∥2pL2 + E sup
t∈[0,T ]
∥∥∥∇Mn(t)∥∥∥2pL2
 12 (E [∫ T
0
∥∥∥Mn(t) × ρn(t)∥∥∥2L2 dt]p)
1
2
.
Then by (5.38) and (5.39), we get (5.41). 
Proof of (5.42). By Theorem 2.99, Xb ↪→ L3(D) continuously if b > 14 . Hence
L
3
2 is continuously embedded in X−b. Thus there is a constant C1 independent of n
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such that
E
∫ T
0
∥∥∥pin [Mn(t) × (Mn(t) × ρn(t))]∥∥∥2X−b dt
≤ E
∫ T
0
∥∥∥[Mn(t) × (Mn(t) × ρn(t))]∥∥∥2X−b dt
≤ C1E
∫ T
0
∥∥∥[Mn(t) × (Mn(t) × ρn(t))]∥∥∥2
L
3
2
dt.
Then by (5.41), we get (5.42). 
Remark 5.25. From now on we need to assume that b > 14 .
Proof of (5.43) and (5.44). By (5.23)
E
∥∥∥∥∥ dEndt
∥∥∥∥∥p
L∞(0,T ;Y′)
= E‖piYn (∇ × [Bn − piYn (M˜n)]) − piYn
[
1D(En + f )
]‖pL∞(0,T ;Y′)
≤ CpE sup
t∈(0,T )
‖∇ × Bn(t) − piYn (M˜n(t))‖pY′ + CpE sup
t∈(0,T )
‖1D(En(t) + f (t))‖pY′
≤ CpE sup
t∈(0,T )
sup
y,0
∣∣∣∣∣∣ 〈Bn(t) − piYn (M˜n(t)),∇ × y〉L2(R3)‖y‖Y
∣∣∣∣∣∣
p
+
∣∣∣∣∣∣ 〈1D(En + f ), y〉L2(R3)‖y‖Y
∣∣∣∣∣∣p

≤ CpE‖[Bn − piYn (M˜n)]‖pL∞(0,T ;L2(R3)) + CpE‖En‖
p
L∞(0,T ;L2(R3)) + Cp‖ f ‖
p
L2(Q)
.
Hence, since f ∈ L2(0,T ;L2(D)), by (5.36) and (5.37), we get (5.43) and similarly
(5.44). 
After so many pages of long calculation, the proof of Proposition 5.23 has been
finished.
Lemma 5.26. If a ∈ (0, 12 ) and p ≥ 2, there exists a constant C ≥ 0 such that for
all n ∈ N,
E
∥∥∥∥∥∥ ∞∑
j=1
∫ t
0
{
βψ(Mn(s))pin
[
Mn(s) × (Mn(s) × h j)
]
(5.60)
+αpin
[
Mn(s) × h j
] }
dW j(s)
∥∥∥∥∥∥p
Wa,p(0,T ;L2(D))
≤ C.
146 LIANG LI
Proof. By Lemma 2.135, there exists constant C1 > 0, such that
E
∥∥∥∥∥∥ ∞∑
j=1
∫ t
0
{
αpin
[
Mn(s) × h jpin
]
+βψ(Mn(s))pin
[
Mn(s) × (Mn(s) × h j)
] }
dW j(s)
∥∥∥∥∥∥p
Wa,p(0,T ;L2(D))
≤ C1E
∫ T
0
 ∞∑
j=1
∥∥∥∥αpin(Mn × h j) + βψ(Mn)pin [Mn × (Mn × h j)]∥∥∥∥2
L2(D)

p
2
dt
≤ 2p−1C1E
 ∞∑
j=1
‖h j‖pL∞(D)
∫ T
0
αp‖Mn‖pL2(D) + βp dt
 ≤ C,
where the last inequality followed by (5.38). This completes the proof of the
estimate (5.60). 
Remark 5.27. From now on we will always assume a ∈ (0, 12 ), b > 14 and p ≥ 2.
Lemma 5.28. For a ∈ (0, 12 ), b > 14 , p ≥ 2, there exists C > 0 such that for all
n ∈ N,
(5.61) E ‖Mn‖2Wa,p(0,T ;X−b) ≤ C.
Proof. By (5.22),
E ‖Mn‖2Wa,p(0,T ;X−b) = E
∥∥∥∥∥∥
∫ t
0
pin
{
αMn × ρn − βMn × (Mn × ρn) + 12
∞∑
j=1
[
α2(Mn × h j) × h j
+αβψ(Mn)
[
Mn × (Mn × h j)] × h j + β2ψ(Mn)Mn × [Mn × (Mn × h j) × h j]
+αβψ(Mn)Mn × [(Mn × h j) × h j] + β2ψ(Mn)Mn × (Mn × h j) × (Mn × h j)]} ds
+
∞∑
j=1
∫ t
0
pin
{[
αMn × h j + βψ(Mn)Mn × (Mn × h j)
]
dW j
} ∥∥∥∥∥∥2
Wa,p(0,T ;X−b)
.
We assumed that α ∈ (0, 12 ), p ≥ 2 ≥ 0, so by Theorem 2.98, H1(0,T ; X−b) ↪→
Wα,p(0,T ; X−b) continuously. And since L2(D) ↪→ X−b continuously, there is a
constant C independent of n such that
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E ‖Mn‖2Wa,p(0,T ;X−b) ≤ CE
∥∥∥∥∥∥
∫ t
0
pin
{
αMn × ρn + 12
∞∑
j=1
[
α2(Mn × h j) × h j
+αβψ(Mn)
[
Mn × (Mn × h j)] × h j + β2ψ(Mn)Mn × [Mn × (Mn × h j) × h j]
+αβψ(Mn)Mn × [(Mn × h j) × h j] + β2ψ(Mn)Mn × (Mn × h j) × (Mn × h j)]} ds∥∥∥∥∥∥2
H1(0,T ;L2(D))
+CE
∥∥∥∥∥∥
∫ t
0
βpin
[
Mn × (Mn × ρn)] ds∥∥∥∥∥∥2
H1(0,T ;X−b)
+CE
∥∥∥∥∥∥ ∞∑
j=1
pin
∫ t
0
{[
αMn × h j + βψ(Mn)Mn × (Mn × h j)
]
dW j
} ∥∥∥∥∥∥2
Wa,p(0,T ;L2(D))
To prove (5.61), it is enough to consider each term on the right hand side of the
above inequality. By (5.39), (5.42) and (5.60), we can conclude (5.61). 
5.4. Tightness results. In this subsection we will use the a’priori estimates (5.35)-
(5.44) to show that the laws {L(Mn, Bn, En) : n ∈ N} are tight on a suitable path
space. Then we will use Skorohod’s theorem to obtain another probability space
and an almost surely convergent sequence defined on this space whose limit is
a weak martingale solution of the Problem 5.10. Now let’s state and prove our
tightness Lemma.
Lemma 5.29. For any p ≥ 2, q ∈ [2, 6) and b > 14 the set of laws {L(Mn) : n ∈ N}
on the Banach space
Lp(0,T ;Lq(D)) ∩C([0,T ]; X−b)
is tight.
Proof. Let us choose and fix p ≥ 2, q ∈ [2, 6) and b > 14 . Since q < 6 we
can choose γ ∈ ( 34 − 32q , 12 ), b′ ∈ ( 14 , b), a ∈ ( 1p , 1). Then by Proposition 2.174,
H1 = D(A
1
2 ) ↪→ Xγ = D(Aγ) is compact, hence by Lemma 2.116, the embedding
Lp(0,T ; H1) ∩Wa,p(0,T ; X−b′) ↪→ Lp(0,T ; Xγ)
is compact. We note that for any positive real number r and random variables ξ and
η, since {
ω : ξ(ω) >
r
2
}
∪
{
ω : η(ω) >
r
2
}
⊃
{
ω : ξ(ω) + η(ω) > r
}
,
we have
P
(
|Mn|Lp(0,T ;H1)∩Wa,p(0,T ;X−b′ ) > r
)
= P
(
|Mn|Lp(0,T ;H1) + |Mn|Wa,p(0,T ;X−b′ ) > r
)
≤ P
(
|Mn|Lp(0,T ;H1) > r2
)
+ P
(
|Mn|Wa,p(0,T ;X−b′ ) >
r
2
)
≤ . . .
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then by the Chebyshev inequality in Lemma 2.133,
. . . ≤ 4
r2
E
(
|Mn|2Lp(0,T ;H1) + |Mn|2Wa,p(0,T ;X−b′ )
)
.
By the estimates in (5.61) and (5.38), the expected value on the right hand side of
the last inequality is uniformly bounded in n. Let XT := Lp(0,T ; H1)∩Wa,p(0,T ; X−b′).
There is a constant C, such that
P
(‖Mn‖XT > r) ≤ Cr2 , ∀r, n.
Since
E(‖Mn‖X) =
∫ ∞
0
P(‖Mn‖ > r) dr,
we can infer that
E
(‖Mn‖XT ) ≤ 1 + ∫ ∞
1
M
r2
dr = 1 + M < ∞, ∀n ∈ N.
Therefore by Theorem 2.107 the family of laws
{L(Mn) : n ∈ N} is tight on
Lp(0,T ; Xγ). By Proposition 2.172, Xγ = H2γ(D). Therefore since by the as-
sumption γ > 34 − 32q , i.e.
2γ − 3
2
> 0 − 3
q
,
by Theorem 2.97 we deduce that Xγ ↪→ Lq(D) continuously. Hence Lp(0,T ; Xγ) ↪→
Lp(0,T ; Lq) continuously. By Lemma 2.108,
{L(Mn) : n ∈ N} is also tight on
Lp(0,T ; Lq).
Since b′ < b, by Lemma 2.117, Wa,p(0,T ; X−b′) ↪→ C([0,T ]; X−b) compactly.
Therefore by the estimates in (5.61) and Lemma 2.107, we can conclude that{L(Mn) : n ∈ N} is tight on C([0,T ]; X−b).
Therefore by Theorem 2.109,
{L(Mn) : n ∈ N} is tight on Lp(0,T ; Lq)∩C([0,T ]; X−b).
Hence the proof is complete. 
Remark 5.30. From now on we will always assume that p ≥ 2, and q ∈ [2, 6) and
b > 14 . Here q ≥ 2 is because we want Mn(t) ∈ H = L2(D), q < 6 is because we
need to find some γ < 12 (X
γ ↪→ H1(D) compactly) and Xγ ↪→ Lq continuously.
Definition 5.31 (Aldous condition). [14] Let (Ω,F ,P) be a probability space with
a filtration F. Let (S , ρ) be a separable metric space, we say that the sequence
{Xn(t)}, t ∈ [0,T ], of S -valued random variables satisfies the Aldous condition iff
∀ε > 0, ∀η > 0, ∃δ > 0 such that for every sequence {τn} of F-stopping times with
τn ≤ T one has:
(5.62) sup
n∈N
sup
0≤θ≤δ
P{ρ(Xn(τn + θ), Xn(τn)) ≥ η} ≤ ε.
Lemma 5.32 (Tightness Criterion). [14] Let (Ω,F ,P) be a probability space with
a filtration F. Let H be a separable Hilbert space, U be another Hilbert space
such that U ↪→ H compact and dense, U′ be the dual space of U. Let {Xn(t)}n∈N,
t ∈ [0,T ] be a sequence of continuous F-adapted U′ valued process such that
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(a) there exists a positive constant C such that
sup
n∈N
E
 sup
s∈[0,T ]
‖Xn(s)‖H
 ≤ C.
(b) {Xn}n∈N satisfies the Aldous condition (5.62) in U′.
Then if we denote the law of Xn by Pn, then for every ε > 0 there exists a compact
subset Kε of C([0,T ]; U′) ∩ L2w([0,T ]; H) ∩C([0,T ]; Hw) such that
Pn(Kε) ≥ 1 − ε, ∀n.
where L2w and Hw means the spaces L
2 and H equipped with the weak topology.
Lemma 5.33. The sets of laws {L(En)} and {L(Bn)} on the space L2w(0,T ;L2(R3))
are tight.
Proof. We will only prove the result about {L(En)}, the proof about {L(Bn)} is
exactly the same.
In order to use Lemma 5.32, we put H = L2(R3). Let us recall that Y is introduced
in Notation 5.9. Then by Lemma 2.40, we can choose an auxiliary Hilbert space U
such that the embedding U ↪→ Y is compact. Since the embedding Y ↪→ L2(R3) is
bounded, the embedding U ↪→ L2(R3) is compact.
Firstly let us observe that by the estimate (5.37), condition (a) of the Lemma 5.32
is satisfied.
Secondly we will check the Aldous condition in Definition 5.31. Let us fix ε > 0
and η > 0. The embedding Y ′ ↪→ U′ is compact so bounded and thus there exists
a constant C1 > 0 such that ‖ · ‖Y′ ≥ C1‖ · ‖U′ . Hence together with the Chebyshev
inequality and estimate (5.43), we have,
P (‖En(τn + θ) − En(τn)‖U′ ≥ η)
≤ P (‖En(τn + θ) − En(τn)‖Y′ ≥ C1η)
≤ 1
C1η
E (‖En(τn + θ) − En(τn)‖Y′)
≤ 1
C1η
E
∫ τn+θ
τn
∥∥∥∥∥ dEn(s)ds
∥∥∥∥∥
Y′
ds ≤ Cθ
C1η
.
So if δ ≤ C1C εη, then we have
sup
n∈N
sup
0≤θ≤δ
P (‖En(τn + θ) − En(τn)‖U′ ≥ η) ≤ ε.
Hence the Aldous condition (5.62) has been verified.
Therefore by Lemma 5.32, the laws {L(En)} are tight on C([0,T ]; U′)∩L2w(0,T ; H)∩
C([0,T ]; Hw). And the result follows. 
Remark 5.34. If we define a map
iw : L2w(0,T ;L
2(R3)) 3 f −→ iw( f ) ∈ L2w([0,T ] × R3),
by setting
iw( f )(t, x) = f (t)(x), (t, x) ∈ [0,T ] × R3.
Then i is a homeomorphism.
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Proof. Actually the map
i : L2(0,T ;L2(R3)) 3 f −→ i( f ) ∈ L2([0,T ] × R3),
with
i( f )(t, x) = f (t)(x), (t, x) ∈ [0,T ] × R3.
is a homeomorphism. So iw is a homeomorphism. 
Proposition 5.35. There is a subsequences of {(Mn, Bn, En)}, which we will still
denote them as same as the original sequence, such that the lawsL(Mn, Bn, En,W j)
(W j is the Wiener process) converge weakly to a certain probability measure µ j on
Lp(0,T ;Lq) ∩C([0,T ]; X−b) × L2w(0,T ;L2(R3)) × L2w(0,T ;L2(R3)) ×C([0,T ];R),
where p ∈ [2,∞), q ∈ [2, 6) and b > 14 .
Proof. If p ∈ [2,∞), q ∈ [2, 6) and b > 14 , by Lemma 5.29, Lemma 5.33 and Theo-
rem 2.114, there is a subsequence ofL(Mn, Bn, En) and there exist certain probabil-
ity measure µ1 on Lp(0,T ;Lq)∩C([0,T ]; X−b)×L2w(0,T ;L2(R3))×L2w(0,T ;L2(R3))
such that:
L(Mn, Bn, En) w−→ µ1,
Let µ j := µ1 × L(W j), we have
L(Mn, Bn, En,W j) w−→ µ j
on Lp(0,T ;Lq)∩C([0,T ]; X−b)×L2w(0,T ;L2(R3))×L2w(0,T ;L2(R3))×C([0,T ];R).
This ends the proof of Proposition 5.35. 
5.5. Construction of new probability space and processes. Now we are going
to use Skorohod Theorem to construct our new probability space and processes as
the weak solution of Problem 5.10.
Theorem 5.36. For p ∈ [2,∞), q ∈ [2, 6) and b > 14 , there exists a prob-
ability space (Ω′,F ′,P′) = ([0, 1],B([0, 1]), Leb.) and there exists a sequence
{(M′n, E′n, B′n,W′jn)} of
Lp(0,T ;Lq(D)) ∩C([0,T ]; X−b)
× L2w(0,T ;L2(R3))
× L2w(0,T ;L2(R3))
× C([0,T ];R)
-valued random variables defined on (Ω′,F ′,P′) such that
(a) On
Lp(0,T ;Lq) ∩C([0,T ]; X−b)
× L2w(0,T ;L2(R3))
× L2w(0,T ;L2(R3))
× C([0,T ];R),
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L(Mn, En, Bn,W j) = L(M′n, E′n, B′n,W′jn), ∀n ∈ N
(b) There exists a random variable (M′, E′, B′,W′j) :
(Ω′,F ′,P′) −→ Lp(0,T ;Lq) ∩C([0,T ]; X−b)
× L2w(0,T ;L2(R3))
× L2w(0,T ;L2(R3))
× C([0,T ];R),
such that
(i) On
Lp(0,T ;Lq) ∩C([0,T ]; X−b)
× L2w(0,T ;L2(R3))
× L2w(0,T ;L2(R3))
× C([0,T ];R),
L(M′, E′, B′,W′j) = µ j,
where µ j is same as in Proposition 5.35. And
(ii) M′n −→ M′ in Lp(0,T ;Lq(D)) ∩C([0,T ]; X−b) P′ almost surely,
(iii) E′n −→ E′ in L2w(0,T ;L2(R3)) P′ almost surely,
(iv) B′n −→ B′ in L2w(0,T ;L2(R3)) P′ almost surely,
(v) W′jn −→ W′j in C([0,T ];R) P′ almost surely.
To prove Theorem 5.36, we need the following Lemma.
Lemma 5.37 ([15], Thm A.1). Let X be a topological space such that there exists
a sequence { fm} of continuous functions fm : X −→ R that separates points of X.
Let us denote by S the σ-algebra generated by the maps { fm}. Then
(i) every compact subset of X is metrizable,
(ii) if µm is a tight sequence of probability measures on (X,S), then there exists a
subsequence (mk), a probability space (Ω,F ,P) = ([0, 1],B([0, 1]), λ) with X val-
ued Borel measurable variables ξk, ξ such that µmk is the law of ξk and ξk converges
to ξ almost surely on Ω. Moreover, the law of ξ is a random measure.
Proof of Theorem 5.36. Lp(0,T ;Lq(D))∩C([0,T ]; X−b) and C([0,T ];R) are sepa-
rable metric spaces, so (ii) and (v) of the Proposition are followed by Lemma 2.132.
To prove (iii) and (iv) we will use Proposition 5.35 and Lemma 5.37. For this aim
we only need to prove that there exist a sequence { fm}, fm : L2w(0,T ;L2) −→ R
continuous, { fm} separates points of L2w(0,T ;L2) and generates the Borel σ-field
on L2w(0,T ;L
2).
Let X be a separable Hilbert space, so there is a sequence {um} dense in X. Let us
define fm := 〈um, ·〉X , then fm, m = 1, 2, . . . are continuous on Xw.
Suppose that fm(v) = 〈um, v〉 = 0 for all m. Let us fix u ∈ X, since {um} dense in
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X, there exists a subsequence {umk } such that umk −→ u in X, so 〈umk , v〉 −→ 〈u, v〉.
Hence 〈u, v〉 = 0, which implies that v = 0. Therefore { fm} separates points in X.
For any U open in Xw, by the definition of the weak topology, U will be the com-
bination of unions and finite intersections of the following sets:
U˜ = {x ∈ X : 〈u, x〉 ∈ V},
for some u ∈ X and V is open in R. Next we will prove U˜ can be generated by fm.
Suppose that umk −→ u in X, so for any i ≥ 0, fmk −→ 〈u, ·〉 uniformly for ‖x‖X ≤
i. So there exists some Ni ∈ N such that if k ≥ Ni, then fmk (x) = 〈umk , x〉 ∈ V for
‖x‖X ≤ i. So
U˜ ⊂
∞⋃
i=1
⋂
k≥Ni
[
f −1mk (V) ∩ {‖x‖X ≤ i}
]
.
If x ∈ ⋃∞i=1 ⋂k≥Ni [ f −1mk (V) ∩ {‖x‖X ≤ i}], then ‖x‖X ≤ i for some i ≥ 1 and fmk (x) =
〈umk , x〉 ∈ V for all k ≥ Ni, so 〈u, x〉 ∈ V , so x ∈ U. Hence
U˜ ⊃
∞⋃
i=1
⋂
k≥Ni
[
f −1mk (V) ∩ {‖x‖X ≤ i}
]
.
So
U˜ =
∞⋃
i=1
⋂
k≥Ni
[
f −1mk (V) ∩ {‖x‖X ≤ i}
]
.
But ∞⋃
i=1
⋂
k≥Ni
[
f −1mk (V) ∩ {‖x‖X ≤ i}
]
=
∞⋃
i=1
⋂
k≥Ni
f −1mk (V).
So U˜ =
⋃∞
i=1
⋂
k≥Ni f
−1
mk (V). Therefore the Borel σ-field B(Xw) ⊂ σ{ fm}, but the
Borel σ-field is generated by all the continuous functions and fm are continuous, so
B(Xw) ⊃ σ{ fm}, hence B(Xw) = σ{ fm}. And since L2(0,T ;L2(R3)) is a separable
Hilbert space, the proof of Theorem 5.36 has been complete. 
Let M′n, B′n and E′n be as in Theorem 5.36, we have the following result:
Proposition 5.38.(i) M′n ∈ C([0,T ]; Hn) almost surely and L(M′n) = L(Mn) on
C([0,T ]; Hn);
(ii) E′n ∈ C([0,T ]; Yn) almost surely and L(E′n) = L(En) on C([0,T ]; Yn);
(iii) B′n ∈ C([0,T ]; Yn) almost surely and L(B′n) = L(Bn) on C([0,T ]; Yn).
To prove Proposition 5.38, we need the following Lemma:
Lemma 5.39 ([45], Page 66, Thm 3.12). Suppose E is a convex subset of a locally
convex space X. Then the weak closure E¯w of E is equal to its original closure E¯.
Proof of 5.38.(i) By the Kuratowski Theorem 2.142, the Borel sets in C([0,T ]; Hn)
are the Borel sets in Lp(0,T ;L1(D)) ∩ C([0,T ]; X−b). By Theorem 5.36, L(M′n) =
L(Mn) on Lp(0,T ;L1(D)) ∩C([0,T ]; X−b), so L(M′n) = L(Mn) on C([0,T ]; Hn).
And by (5.22), P{Mn ∈ C([0,T ]; Hn)} = 1. Hence P′{M′n ∈ C([0,T ]; Hn)} = 1.
That is M′n ∈ C([0,T ]; Hn) almost surely.
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(ii) By the Kuratowski Theorem 2.142, the Borel sets in C([0,T ]; Yn) are Borel
sets in L2(0,T ; Yn). And since L2(0,T ; Yn) is closed in L2(0,T ;L2(R3)), by the
Lemma 5.39 L2(0,T ; Yn) is also closed in the space L2w(0,T ;L
2(R3)). Hence the
Borel sets in L2(0,T ; Yn) are also Borel sets in L2w(0,T ;L
2(R3)). Therefore the
Borel sets in C([0,T ]; Yn) are the Borel sets in L2w(0,T ;L
2(R3)). By Theorem 5.36,
L(E′n) = L(En) on L2w(0,T ;L2(R3)), so L(E′n) = L(En) on C([0,T ]; Yn).
And by (5.23), P{En ∈ C([0,T ]; Yn)} = 1. Hence P′{E′n ∈ C([0,T ]; Yn)} = 1. That
is E′n ∈ C([0,T ]; Yn) almost surely.
(iii) Exactly the same as the proof of (ii).
This complete the proof of 5.38. 
Lemma 5.40. Let X be a metric space, A is open in X. Let At := { f ∈ C([0,T ]; X) :
f (t) ∈ A}, then At is open in C([0,T ]; X).
Proof. Let us fix t ∈ [0,T ]. Then the map
it : C([0,T ]; X) 3 f 7−→ f (t) ∈ X
is linear and bounded and so is continuous. Thus i−1t (A) is open in C([0,T ]; X).
The equality
i−1t (A) = { f ∈ C([0,T ]; X) : f (t) ∈ A}
concludes the proof of Lemma 5.40. 
Proposition 5.41. For t ∈ [0,T ], L(E′n(t)) = L(En(t)) on Yn and L(B′n(t)) =
L(Bn(t)) on Yn.
Proof. We will only proveL(E′n(t)) = L(En(t)), the proof of the result corresponds
Bn is the same.
For t ∈ [0,T ], we only need to show that for all A ⊂ Yn open, we have P(En(t) ∈
A) = P′(E′n(t) ∈ A). Let us fix such an open set A and let At := { f ∈ C([0,T ]; Yn) :
f (t) ∈ A}, then by the Lemma 5.40, At is open in C([0,T ]; Yn). We have
{En(t) ∈ A} = {ω ∈ Ω : En(t, ω) ∈ A}
= {ω ∈ Ω : En ∈ C([0,T ]; Yn), En(t, ω) ∈ A}
= {ω ∈ Ω : En(ω) ∈ At}.
Hence
P({En(t) ∈ A}) = P({En ∈ At}).
By Proposition 5.38, L(En) = L(E′n) on C([0,T ]; Yn), so
P({En ∈ At}) = P′({E′n ∈ At}).
Therefore
P{En(t) ∈ A} = P′{E′n ∈ At} = P′{E′n(t) ∈ A}.
This completes the proof of Proposition 5.41. 
The next result shows that the sequence (M′n, B′n, E′n) satisfies the similar a’priori
estimates as (Mn, Bn, En) in Proposition 5.23.
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Theorem 5.42. Let us define
ρ′n := pin
[ − φ′(M′n) + 1D(B′n − piYn M˜′n)] + ∆M′n,
Then for all m ≥ 1, b > 14 , there exists C > 0 such that for all n ∈ N,
(5.63) ‖M′n‖L∞(0,T ;H) ≤ ‖M0‖H , P′ − a.s.,
(5.64) E′‖B′n − piYn M˜′n‖mL∞(0,T ;L2(R3)) ≤ C,
(5.65) E′‖E′n‖mL∞(0,T ;L2(R3)) ≤ C,
(5.66) E′‖M′n‖mL∞(0,T ;H1(D)) ≤ C,
(5.67) E′‖M′n × ρ′n‖mL2(0,T ;L2(D)) ≤ C,
(5.68) E‖B′n‖mL∞(0,T ;L2(R3)) ≤ C,
(5.69) E′
(∫ T
0
∥∥∥M′n(t) × (M′n(t) × ρ′n(t))∥∥∥2L 32 (D) dt
)m
2
≤ C,
(5.70) E′
∫ T
0
∥∥∥pin [M′n(t) × (M′n(t) × ρ′n(t))]∥∥∥2X−b dt ≤ C,
(5.71) E′
∥∥∥∥∥ dE′ndt
∥∥∥∥∥m
L∞(0,T ;Y′)
≤ C.
(5.72) E′
∥∥∥∥∥ dB′ndt
∥∥∥∥∥m
L∞(0,T ;Y′)
≤ C.
Proof. Hn and Yn are finite dimensional spaces, so the norms on them are all equiv-
alent. Therefore by the Proposition 5.38 and Proposition 5.23, we got the estimates
(5.63)-(5.72). 
Notation 5.43. We will use F′ to denote the filtration generated by M′ and W′ in
the probability space (Ω′,F ′,P′).
Remark 5.44. From now on will set p = q = 4 and b = 12 . And that will be enough
to show the existence of the solution of the Problem 5.10.
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Proposition 5.45. As defined in Theorem 5.36, the M′ satisfies the following esti-
mates:
(5.73) ess sup
t∈[0,T ]
‖M′(t)‖H ≤ ‖M0‖H , P′ − a.s.,
And for some constant C > 0,
(5.74) ess sup
t∈[0,T ]
‖M′(t)‖X−b ≤ C‖M0‖H , P′ − a.s..
Proof of (5.73). Since M′n converges to M′ in L4(0,T ;L4) ∩ C([0,T ]; X−b) P′-
almost surely,
lim
n→∞
∫ T
0
|M′n(t) − M′(t)|4L4 dt = 0, P′ − a.s.
Since L4 ↪→ L2, we infer that
lim
n→∞
∫ T
0
|M′n(t) − M′(t)|2H dt = 0.
Hence M′n converges to M′ in L2(0,T ;L2) P′-almost surely. Therefore by (5.35),
ess sup
t∈[0,T ]
|M′(t)|L2 ≤ |M0|L2 , P′ − a.s.

Proof of (5.74). Since L2 ↪→ X−b continuously, there exists some constant C > 0,
such that |M′n(t)|X−b ≤ C|M′n(t)|L2 for all n ∈ N. By (5.35), we have
sup
t∈[0,T ]
|M′n(t)|X−b ≤ C sup
t∈[0,T ]
|M′n(t)|L2 ≤ |M0|L2 , P′ − a.s.
And by Theorem 5.36 (ii), M′n(t) converges to M′(t) in C([0,T ]; X−b) we infer that
sup
t∈[0,T ]
|M′(t)|X−b ≤ C|M0|L2 , P′ − a.s.

We continue with investigating properties of the process M′, the next result and
it’s proof are related to the estimate (5.66).
Proposition 5.46. The process M′ define in Theorem 5.36 satisfies:
(5.75) E′
[
ess sup
t∈[0,T ]
‖M′(t)‖2rV
]
< ∞, r ≥ 2.
Proof. Since L2r(Ω′; L∞(0,T ; V)) is isomorphic to
[
L
2r
2r−1 (Ω′; L1(0,T ; X− 12 ))
]∗, by
the estimate (5.66) and the Banach-Alaoglu Theorem we infer that the sequence
{M′n} contains a subsequence, denoted in the same way as the full sequence, and
there exists an element v ∈ L2r(Ω′; L∞(0,T ; V)) such that M′n → v weakly∗ in
L2r(Ω′; L∞(0,T ; V)). In particular, we have
〈M′n, ϕ〉 → 〈v, ϕ〉, ϕ ∈ L
2r
2r−1 (Ω′; (L1(0,T ; X−
1
2 ))).
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This means that∫
Ω′
∫ T
0
〈M′n(t, ω), ϕ(t, ω)〉 dt dP′(ω)→
∫
Ω′
∫ T
0
〈v(t, ω), φ(t, ω)〉 dt dP′(ω).
On the other hand, if we fix ϕ ∈ L4(Ω′; L 43 (0,T ;L 43 )), by the inequality (4.45)
we have
sup
n
∫
Ω′
∣∣∣∣∣∣
∫ T
0
L4〈M′n(t), ϕ(t)〉L 43 dt
∣∣∣∣∣∣2 dP′(ω) ≤ supn
∫
Ω′
∣∣∣∣∣∣
∫ T
0
|M′n|L4 |ϕ|L 43 dt
∣∣∣∣∣∣2 dP′(ω)
≤ sup
n
∫
Ω′
|M′n|2L∞(0,T ;L4)|ϕ|2L1(0,T ;L 43 ) dP
′(ω) ≤ sup
n
|M′n|2L4(Ω′;L∞(0,T ;L4))|ϕ|2L4(Ω′;L1(0,T ;L 43 )) < ∞.
So by Lemma 2.104 the sequence
∫ T
0 L4〈M′n(t), ϕ(t)〉L 43 dt is uniformly integrable
on Ω′. Moreover, by the P′ almost surely convergence of M′n to M′ in L4(0,T ;L4),
we get P′-a.s.∣∣∣∣∣∣
∫ T
0
L4〈M′n(t), ϕ(t)〉L 43 dt −
∫ T
0
L4〈M′(t), ϕ(t)〉
L
4
3
dt
∣∣∣∣∣∣
≤
∫ T
0
∣∣∣∣L4〈M′n(t) − M′(t), ϕ(t)〉L 43 ∣∣∣∣ dt ≤
∫ T
0
|M′n(t) − M′(t)|L4 |ϕ(t)|L 43 dt
≤ |M′n(t) − M′(t)|L4(0,T ;L4)|ϕ|L 43 (0,T ;L 43 ) → 0.
Therefore we infer that
∫ T
0 L4〈M′n(t), ϕ(t)〉L 43 dt converges to
∫ T
0 L4〈M′(t), ϕ(t)〉L 43 dt
P′ almost surely. Thus by Lemma 2.129,∫
Ω′
∫ T
0
L4〈M′n(t, ω), ϕ(t, ω)〉L 43 dt dP
′(ω)→
∫
Ω′
∫ T
0
L4〈M′(t, ω), ϕ(t, ω)〉
L
4
3
dt dP′(ω).
Hence we deduce that∫
Ω′
∫ T
0
L4〈v(t, ω), ϕ(t, ω)〉
L
4
3
dt dP′(ω) =
∫
Ω′
∫ T
0
L4〈M′(t, ω), ϕ(t, ω)〉
L
4
3
dt dP′(ω)
By the arbitrariness of ϕ and density of L4(Ω′; L 43 (0,T ;L 43 )) in L 2r2r−1 (Ω′; L1(0,T ; X− 12 )),
we infer that M′ = v and since v satisfies (5.75) we infer that M′ also satisfies
(5.75). In this way the proof (5.75) is complete. 
We also investigate the following property of B′.
Proposition 5.47.
(5.76) E′
∫ T
0
‖B′(t)‖2
L2(R3) dt < ∞.
Proof. Since L2(Ω′; L2(0,T ;L2(R3))) is isomorphic to the dual space of itself, by
the Banach-Alaoglu Theorem we infer that the sequence {B′n} contains a subse-
quence, denoted in the same way as the full sequence, and there exists an element
A STUDY OF STOCHASTIC LANDAU-LIFSCHITZ EQUATIONS 157
v ∈ L2(Ω′; L2(0,T ;L2(R3))) such that B′n → v weakly∗ in L2(Ω′; L2(0,T ;L2(R3))).
In particular, we have
〈B′n, ϕ〉 → 〈v, ϕ〉, ϕ ∈ L2(Ω′; L2(0,T ;L2(R3))).
This means that∫
Ω′
∫ T
0
〈B′n(t, ω), ϕ(t, ω)〉 dt dP′(ω)→
∫
Ω′
∫ T
0
〈v(t, ω), φ(t, ω)〉 dt dP′(ω).
On the other hand, if we fix ϕ ∈ L4(Ω′; L2(0,T ;L2(R3))), by the inequality (5.68)
we have
sup
n
∫
Ω′
∣∣∣∣∣∣
∫ T
0
〈B′n(t), ϕ(t)〉L2(R3) dt
∣∣∣∣∣∣2 dP′(ω) ≤ supn
∫
Ω′
∣∣∣∣∣∣
∫ T
0
|B′n|L2 |ϕ|L2 dt
∣∣∣∣∣∣2 dP′(ω)
≤ sup
n
∫
Ω′
|B′n|2L∞(0,T ;L2)|ϕ|2L2(0,T ;L2) dP′(ω) ≤ supn |M
′
n|2L4(Ω′;L∞(0,T ;L2))|ϕ|2L4(Ω′;L2(0,T ;L2)) < ∞.
So by Lemma 2.104 the sequence
∫ T
0 〈M′n(t), ϕ(t)〉L2 dt is uniformly integrable
on Ω′. Moreover, by the P′ almost surely convergence of B′n to M′ in L2w(0,T ;L2)
and by Lemma 2.129,∫
Ω′
∫ T
0
〈B′n(t, ω), ϕ(t, ω)〉L2 dt dP′(ω)→
∫
Ω′
∫ T
0
L2〈B′(t, ω), ϕ(t, ω)〉L2 dt dP′(ω).
Hence we deduce that∫
Ω′
∫ T
0
〈v(t, ω), ϕ(t, ω)〉L2 dt dP′(ω) =
∫
Ω′
∫ T
0
〈B′(t, ω), ϕ(t, ω)〉L2 dt dP′(ω)
By the arbitrariness of ϕ and density of L4(Ω′; L2(0,T ;L2)) in L2(Ω′; L2(0,T ;L2(R3)),
we infer that B′ = v and since v satisfies (5.76) we infer that M′ also satisfies (5.76).
In this way the proof (5.76) is complete. 
Next we will strength part (ii) and (iv) of Theorem 5.36 about the convergence.
Proposition 5.48.
(5.77) lim
n→∞E
′
∫ T
0
‖M′n(t) − M′(t)‖4L4(D) dt = 0.
Proof of (5.77). By the Theorem 5.36, M′n(t) −→ M′(t) in L4(0,T ;L4)∩C([0,T ]; X−b)
P′-almost surely, M′n(t) −→ M′(t) in L4(0,T ;L4) P′-almost surely, that is
lim
n→∞
∫ T
0
|M′n(t) − M′(t)|4L4 dt = 0, P′ − a.s.,
and by (5.66) and (5.75),
sup
n
E′
(∫ T
0
|M′n(t) − M′(t)|4L4 dt
)2
≤ 27 sup
n
(
|M′n|8L4(0,T ;L4(D)) + |M′|8L4(0,T ;L4(D))
)
< ∞,
hence by Theorem 2.129,
lim
n→∞E
′
∫ T
0
|M′n(t) − M′(t)|4L4 dt = E′
(
lim
n→∞
∫ T
0
|M′n(t) − M′(t)|4L4 dt
)
= 0.
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This completes the proof. 
Corollary 5.49. There is a subsequence of {M′n} which we can still denote by {M′n},
such that M′n −→ M′ almost everywhere in Ω′ × [0,T ] × D.
Proof. By (5.77), we have∫
Ω′×[0,T ]×D
|M′n(ω, t, x) − M′(ω, t, x)|4 dx dt dω −→ 0.
Then by the Proposition 2.153, there is a subsequence of {M′n} which we can still
denoted by {M′n}, such that M′n −→ M′ almost everywhere in Ω′ × [0,T ] × D. 
Proposition 5.50.
(5.78) lim
n→∞E
′
∫ T
0
‖pinφ′(M′n(s)) − φ′(M′(s))‖2L2 ds = 0.
Proof of (5.78). By Corollary 5.49, M′n −→ M′ almost everywhere in Ω′× [0,T ]×
D. And since φ′ is continuous,
lim
n→∞
∣∣∣φ′(M′n) − φ′(M′)∣∣∣2 = 0,
almost everywhere in Ω′ × [0,T ] × D. Moreover, φ′ is bounded, so there exists
some constant C > 0 such that |φ′(x)| ≤ C for all x ∈ R3. Therefore for almost
every (ω, s) ∈ Ω′ × [0,T ],∫
D
∣∣∣φ′(M′n(ω, s, x)) − φ′(M′(ω, s, x))∣∣∣4 dx ≤ 16C4m(D) < ∞.
Hence
∣∣∣φ′(M′n(ω, s)) − φ′(M′(ω, s))∣∣∣2 is uniformly integrable on D, so
lim
n→∞
∥∥∥φ′(M′n(ω, s)) − φ′(M′(ω, s))∥∥∥2H = 0, Ω′ × [0,T ] − a.e..
Therefore for almost every (ω, s) ∈ Ω′ × [0,T ],∥∥∥pinφ′(M′n(ω, s)) − φ′(M′(ω, s))∥∥∥2H
≤ 2 ∥∥∥φ′(M′n(ω, s)) − φ′(M′(ω, s))∥∥∥2H + 2 ∥∥∥pinφ′(M′(ω, s)) − φ′(M′(ω, s))∥∥∥2H → 0.
Moreover since
E′
∫ T
0
∥∥∥pinφ′(M′n(ω, s)) − φ′(M′(ω, s))∥∥∥4H ds ≤ 16TC4m(D) < ∞,∥∥∥pinφ′(M′n) − φ′(M′)∥∥∥2H is uniformly integrable on Ω′ × [0,T ]. Hence
lim
n→∞E
′
∫ T
0
‖pinφ′(M′n(s)) − φ′(M′(s))‖2L2 ds = 0.
This completes the proof of (5.78). 
Proposition 5.51. For any u ∈ L2(0,T ; H), we have
(5.79) lim
n→∞E
′
∣∣∣∣∣∣
∫ T
0
〈
u(s), pin1D(B′n − B′)(s)
〉
H ds
∣∣∣∣∣∣ = 0.
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Proof of (5.79). By (iv) of Theorem 5.36, we have
lim
n→∞
∣∣∣∣∣∣
∫ T
0
〈
u(s), pin1D(B′n − B′)(s)
〉
H ds
∣∣∣∣∣∣ = 0, P′ − a.s..
Moreover, by (5.68) and (5.76) we have
E′
∣∣∣∣∣∣
∫ T
0
〈
u(s), pin1D(B′n − B′)(s)
〉
H ds
∣∣∣∣∣∣2
≤ 2‖u‖2L2(0,T ;H)E′
(∫ T
0
‖1DB′n(s)‖2H ds +
∫ T
0
‖1DB′(s)‖2H ds
)
< ∞.
Hence
∣∣∣∣∫ T0 〈u(s), pin1D(B′n − B′)(s)〉H ds∣∣∣∣ is uniformly integrable on Ω′, so
lim
n→∞E
′
∣∣∣∣∣∣
∫ T
0
〈
u(s), pin1D(B′n − B′)(s)
〉
H ds
∣∣∣∣∣∣ = 0.
The proof of (5.79) has been complete. 
Proposition 5.52.
(5.80)
∂M′n
∂xi
−→ ∂M
′
∂xi
weakly in L2(Ω′; L2(0,T ;L2)), i = 1, 2, 3.
Proof. Let us fix ϕ ∈ L2(Ω′; L2(0,T ; V)), then since M′n −→ M′ in L2(Ω′; L2(0,T ;L2(D))),
we have:
E′
∫ T
0
〈
M′,
∂ϕ
∂xi
〉
H
dx = lim
n→∞E
′
∫ T
0
〈
M′n,
∂ϕ
∂xi
〉
H
dx = − lim
n→∞E
′
∫ T
0
〈
∂M′n
∂xi
, ϕ
〉
H
dx.
By the estimate (5.38), {M′n}∞n=1 is bounded in L2(Ω′; L2(0,T ;H1)), so the limit of
the right hand side of above equation exists. Hence the result follows. 
Lemma 5.53. There exists a unique Λ ∈ L2(Ω′; L2(0,T ; H)) such that for v ∈
L2(Ω′; L2(0,T ;W1,4(D))),
(5.81) E′
∫ T
0
〈Λ(t), v(t)〉H dt =
3∑
i=1
E′
∫ T
0
〈Diu′(t), u′(t) × Div(t)〉H dt.
Proof. We will omit“(t)” in this proof. Let us denote Λn := M′n × AM′n. By the
estimate (5.39), there exists a constant C such that
‖Λn‖L2(Ω′;L2(0,T ;H)) ≤ C, n ∈ N.
Hence by the Banach-Alaoglu Theorem (Lemma 2.143), there exists Λ ∈ L2(Ω′; L2(0,T ; H))
such that Λn → Λ weakly in L2(Ω′; L2(0,T ; H)).
Let us fix v ∈ L2(Ω′; L2(0,T ;W1,4(D))). Since M′n(t) ∈ D(A) for almost every
t ∈ [0,T ] and P′-almost surely, by the Proposition 2.167 and estimate (5.39) again,
we have
E′
∫ T
0
〈Λn, v〉H dt =
3∑
i=1
E′
∫ T
0
〈DiM′n,M′n × Div〉H dt.
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Moreover, by the results: (5.80), (5.38) and (5.77), we have for i = 1, 2, 3,∣∣∣∣∣∣E′
∫ T
0
〈DiM′,M′ × Div〉H dt − E′
∫ T
0
〈DiM′n,M′n × Div〉H dt
∣∣∣∣∣∣
≤
∣∣∣∣∣∣E′
∫ T
0
〈DiM′ − DiM′n,M′ × Div〉H dt
∣∣∣∣∣∣ +
∣∣∣∣∣∣E′
∫ T
0
〈DiM′n, (M′ − M′n) × Div〉H dt
∣∣∣∣∣∣
≤
∣∣∣∣∣∣E′
∫ T
0
〈DiM′ − DiM′n,M′ × Div〉H dt
∣∣∣∣∣∣ + (E′
∫ T
0
‖DiM′n‖2H dt
) 1
2
×
(
E′
∫ T
0
‖M′ − M′n‖4L4(D) dt
) 1
4
(
E′
∫ T
0
‖Div‖4L4(D) dt
) 1
4
→ 0.
Therefore we infer that
lim
n→∞E
∫ T
0
〈Λn, v〉H dt =
3∑
i=1
E
∫ T
0
〈DiM′,M′ × Div〉 dt.
Since on the other hand we have proved Λn → Λ weakly in L2(Ω′; L2(0,T ; H)) the
equality (5.81) follows.
It remains to prove the uniqueness of Λ, but this, because L2(Ω′; L2(0,T ;W1,4(D)))
is dense in L2(Ω′; L2(0,T ; H)), follows from (5.81). This complete the proof of
Lemma 5.53. 
Notation 5.54. The process Λ introduced in Lemma 5.53 will be denoted by M′ ×
∆M′. Note that M′ ×∆M′ is an element of L2(Ω′; L2(0,T ; H)) such that for all test
functions v ∈ L2(Ω′; L2(0,T ;W1,4(D))) the following identity holds
E′
∫ T
0
〈(M′ × ∆M′)(t), v(t)〉H dt =
3∑
i=1
E′
∫ T
0
〈DiM′(t),M′(t) × Div(t)〉H dt.
Notation 5.55. Since by the estimate (5.38), M′ ∈ L2(Ω′, L∞(0,T ; V)) and by No-
tation 5.54, Λ ∈ L2(Ω′; L2(0,T ; H)), the process M′×Λ ∈ L 43 (Ω′; L2(0,T ;L 32 (D))).
And M′ × Λ will be denoted by M′ × (M′ × ∆M′).
Let us denote:
ρ′ := −φ′(M′) + 1D(B′) − M′ + ∆M′.
Next we will show that the limits of {M′n × ρ′n}n, {M′n × (M′n × ρ′n)}n and
{
pin
(
M′n ×
(M′n × ρ′n)
)}
n are actually M
′ × ρ′, M′ × (M′ × ρ′) and M′ × (M′ × ρ′).
Proposition 5.56. For p ≥ 1, we can assume that there exist Z1 ∈ L2p(Ω′; L2(0,T ; H)),
Z2 ∈ L2(Ω′; L2(0,T ;L 32 )) and Z3 ∈ L2(Ω′; L2(0,T ; X−b)), such that
(5.82) M′n × ρ′n −→ Z1 weakly in L2p(Ω′; L2(0,T ; H)),
(5.83) M′n × (M′n × ρ′n) −→ Z2 weakly in L2(Ω′; L2(0,T ;L
3
2 )),
(5.84) pin(M′n × (M′n × ρ′n)) −→ Z3 weakly in L2(Ω′; L2(0,T ; X−b)).
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Proof. By Theorem 2.147, the spaces L2p(Ω′; L2(0,T ; H)), L2(Ω′; L2(0,T ;L 32 ))
and L2(Ω′; L2(0,T ; X−b)) are reflexive. Then by equations (5.67), (5.69), (5.70)
and by the Banach-Alaoglu Theorem (Lemma 2.143), we get equations (5.82),
(5.83) and (5.84). 
Proposition 5.57.
Z2 = Z3 ∈ L2(Ω′; L2(0,T ; X−b)).
Proof. Notice that (L
3
2 )∗ = L3, and by Proposition 2.172, Xb = H2b. By Theorem
2.98, Xb ⊂ L3 for b > 14 , hence L
3
2 ⊂ X−b, so
L2(Ω′; L2(0,T ;L
3
2 )) ⊂ L2(Ω′; L2(0,T ; X−b)).
Therefore Z2 ∈ L2(Ω′; L2(0,T ; X−b)) as well as Z3 ∈ L2(Ω′; L2(0,T ; X−b)).
Since Xb = D(Ab) and A is self-adjoint, we can define
Xbn =
pinx =
n∑
j=1
x je j :
∞∑
j=1
λ2bj x
2
j < ∞
 ,
where e j, j = 1, 2, . . . are eigenvectors of A, λ j are eigenvalues of A and x j =
〈X, e j〉L2(D). Then Xb =
⋃∞
n=1 X
b
n , L
2(Ω′; L2(0,T ; Xb)) =
⋃∞
n=1 L
2(Ω′; L2(0,T ; Xbn)).
For un ∈ L2(Ω′; L2(0,T ; Xbn)), we have for m ≥ n,
L2(Ω′;L2(0,T ;X−b))〈pim(M′m × (M′m × ρ′m)), un〉L2(Ω′;L2(0,T ;Xb))
= E′
∫ T
0
X−b〈pim(M′m(t) × (M′m(t) × ρ′m(t))), un(t)〉Xb dt
= E′
∫ T
0
〈pim(M′m(t) × (M′m(t) × ρ′m(t))), un(t)〉L2(D) dt
= E′
∫ T
0
〈M′m(t) × (M′m(t) × ρ′m(t)), un(t)〉L2(D) dt
= E′
∫ T
0
X−b〈M′m(t) × (M′m(t) × ρ′m(t)), un(t)〉Xb dt
= L2(Ω′;L2(0,T ;X−b))〈M′m × (M′m × ρ′m), un〉L2(Ω′;L2(0,T ;Xb)).
Hence
L2(Ω′;L2(0,T ;X−b))〈Z3, un〉L2(Ω′;L2(0,T ;Xb)) =L2(Ω′;L2(0,T ;X−b)) 〈Z2, un〉L2(Ω′;L2(0,T ;Xb)),
∀un ∈ L2(Ω′; L2(0,T ; Xbn)). For any u ∈ L2(Ω′; L2(0,T ; Xb), there exists L2(Ω′; L2(0,T ; Xbn)) 3
un −→ u as n −→ ∞, hence for all u ∈ L2(Ω′; L2(0,T ; Xb),
L2(Ω′;L2(0,T ;X−b))〈Z3, φ〉L2(Ω′;L2(0,T ;Xb)) = limn→∞ L2(Ω′;L2(0,T ;X−b))〈Z3, un〉L2(Ω′;L2(0,T ;Xb))
= lim
n→∞ L2(Ω′;L2(0,T ;X−b))〈Z2, un〉L2(Ω′;L2(0,T ;Xb))
= L2(Ω′;L2(0,T ;X−b))〈Z2, u〉L2(Ω′;L2(0,T ;Xb))
Therefore Z2 = Z3 ∈ L2(Ω′; L2(0,T ; X−b)) and this concludes the proof. 
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Lemma 5.58. For any measurable process u ∈ L4(Ω′; L4(0,T ;W1,4(D))), we have
the equality
lim
n→∞E
′
∫ T
0
〈M′n(s) × ρ′n(s), u(s)〉L2(D) ds
= E′
∫ T
0
〈Z1(s), u(s)〉L2(D) ds
= E′
∫ T
0
〈
M′(s) × ρ′(s), u(s)〉L2(D) ds.
Proof. Firstly we show that
lim
n→∞E
′
∫ T
0
〈M′n(t) × ∆M′n(t), u(t)〉L2 dt = E′
∫ T
0
〈M′(t) × ∆M′(t), u(t)〉L2 dt.
For each n ∈ N we have
(5.85) 〈M′n(t) × ∆M′n(t), u〉L2 =
3∑
i=1
〈
∂M′n(t)
∂xi
,M′n(t) ×
∂u(t)
∂xi
〉
L2
for almost every t ∈ [0,T ] and P′ almost surely. By Propostion 5.38, P′(M′n ∈
C([0,T ]; Hn)) = 1. For each i ∈ {1, 2, 3} we may write〈
∂M′n
∂xi
,M′n ×
∂u
∂xi
〉
L2
−
〈
∂M′
∂xi
,M′ × ∂u
∂xi
〉
L2
(5.86)
=
〈
∂M′n
∂xi
− ∂M
′
∂xi
,M′ × ∂u
∂xi
〉
L2
+
〈
∂M′n
∂xi
, (M′n − M′) ×
∂u
∂xi
〉
L2
Since L4 ↪→ L2 and W1,4 ↪→ L2, so there are constants C1 and C2 < ∞ such that〈
∂M′n(t)
∂xi
, (M′n(t) − M′(t)) ×
∂u(t)
∂xi
〉
L2
≤
∣∣∣∣∣∂M′n(t)∂xi
∣∣∣∣∣
L2
∣∣∣∣∣(M′n(t) − M′(t)) × ∂u(t)∂xi
∣∣∣∣∣
L2
≤ ∣∣∣M′n(t)∣∣∣H1 C1|M′n(t) − M′(t)|L4C2|u(t)|W1,4
Hence
E′
∫ T
0
∣∣∣∣∣∣
〈
∂M′n(t)
∂xi
, (M′n(t) − M′(t)) ×
∂u(t)
∂xi
〉
L2
∣∣∣∣∣∣ dt
≤ C1C2E′
∫ T
0
|M′n(t)|H1 |M′n(t) − M′(t)|L4 |u(t)|W1,4
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And by the Ho¨lder’s inequality,
E′
∫ T
0
|M′n(t)|H1 |M′n(t) − M′(t)|L4 |u(t)|W1,4
≤
(
E′
∫ T
0
|M′n(t)|2H1 dt
) 1
2
(
E′
∫ T
0
|M′n(t) − M′(t)|4L4 dt
) 1
4
(
E′
∫ T
0
|u(t)|4
W1,4
dt
) 1
4
≤ T 12
E′ sup
t∈[0,T ]
|M′n(t)|2H1
 12 (E′ ∫ T
0
|M′n(t) − M′(t)|4L4 dt
) 1
4
(
E′
∫ T
0
|u(t)|4
W1,4
dt
) 1
4
By (5.38), (5.77) and u ∈ L4(Ω′; L4(0,T ;W1,4)), we have
lim
n→∞
E′ sup
t∈[0,T ]
|M′n(t)|2H1
 12 (E′ ∫ T
0
|M′n(t) − M′(t)|4L4 dt
) 1
4
(
E′
∫ T
0
|u(t)|4
W1,4
dt
) 1
4
= 0
Hence
(5.87) lim
n→∞E
′
∫ T
0
∣∣∣∣∣∣
〈
∂M′n(t)
∂xi
, (M′n(t) − M′(t)) ×
∂u(t)
∂xi
〉
L2
∣∣∣∣∣∣ dt = 0
Both M′ and ∂u∂xi are in L
2(Ω′; L2(0,T ;L2)), so M′ × ∂u∂xi ∈ L2(Ω′; L2(0,T ;L2)).
Hence by Lemma 2.145, we have
(5.88) lim
n→∞E
′
∫ T
0
〈
∂M′n(t)
∂xi
− ∂M
′(t)
∂xi
,M′(t) × ∂u(t)
∂xi
〉
L2
dt = 0.
Therefore by (5.86), (5.87), (5.88),
(5.89)
lim
n→∞E
′
∫ T
0
〈
∂M′n(t)
∂xi
,M′n(t) ×
∂u(t)
∂xi
〉
L2
dt = E′
∫ T
0
〈
∂M′(t)
∂xi
,M′(t) × ∂u(t)
∂xi
〉
L2
dt
Then by (5.85), and Notation 5.54 we have
lim
n→∞E
′
∫ T
0
〈M′n(t) × ∆M′n(t), u(t)〉L2 dt
= E′
∫ T
0
3∑
i=1
〈
∂M′(t)
∂xi
,M′(t) × ∂u(t)
∂xi
〉
L2
dt
= E′
∫ T
0
〈M′(t) × ∆M′(t), u(t)〉L2 dt.(5.90)
Secondly we show that
lim
n→∞E
′
∫ T
0
〈M′n(t) × pinφ′(M′n(t)), u(t)〉L2 dt = E′
∫ T
0
〈M′(t) × φ′(M′(t)), u(t)〉L2 dt.
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Proof of the above inequality: By (5.77) and (5.78), we have∣∣∣∣∣∣E′
∫ T
0
〈M′n(s) × pinφ′(M′n(s)) − M′(s) × φ′(M′(s)), u(s)〉H ds
∣∣∣∣∣∣
≤ E′
∫ T
0
∣∣∣〈[M′n(s) − M′(s)] × u(s), pinφ′(M′n(s))〉H ∣∣∣ ds
+E′
∫ T
0
∣∣∣〈M′(s) × u(s), pinφ′(M′n(s)) − φ′(M′(s))〉H ∣∣∣ ds
≤
(
E′
∫ T
0
‖M′n(s) − M′(s)‖4L4 ds
) 1
4
(
E′
∫ T
0
‖u(s)‖4
L4
ds
) 1
4
(
E′
∫ T
0
‖φ′(M′n(s))‖2L2 ds
) 1
2
+
(
E′
∫ T
0
‖M′(s)‖4
L4
ds
) 1
4
(
E′
∫ T
0
‖u(s)‖4
L4
ds
) 1
4
(
E′
∫ T
0
‖pinφ′(M′n(s)) − φ′(M′(s))‖2L2 ds
) 1
2
→ 0.
Finally, we will show that
lim
n→∞E
′
∫ T
0
〈M′n(t)×pin1D(B′n−piYn M˜′n)(t), u(t)〉L2 dt = E′
∫ T
0
〈M′(t)×1D(B′−M˜′)(t), u(t)〉L2 dt.
Proof of the above equality: By (5.77) and (5.79), we have∣∣∣∣∣∣E′
∫ T
0
〈M′n(s) × pin1D(B′n − piYn M˜′n)(s) − M′(s) × 1D(B′ − M˜′)(s), u(s)〉H ds
∣∣∣∣∣∣
≤ E′
∫ T
0
∣∣∣〈[M′n(s) − M′(s)] × u(s), pin1D(B′n − piYn M˜′n)(s)〉H ∣∣∣ ds
+E′
∣∣∣∣∣∣
∫ T
0
〈M′(s) × u(s), pin1D(B′n − piYn M˜′n)(s) − 1D(B′ − M˜′)(s)〉H ds
∣∣∣∣∣∣
≤
(
E′
∫ T
0
‖M′n(s) − M′(s)‖4L4 ds
) 1
4
(
E′
∫ T
0
‖u(s)‖4
L4
ds
) 1
4
(
E′
∫ T
0
‖1D(B′n − piYn M˜′n)(s)‖2L2 ds
) 1
2
+
(
E′
∫ T
0
‖M′(s)‖4
L4
ds
) 1
4
(
E′
∫ T
0
‖u(s)‖4
L4
ds
) 1
4
(
E′
∫ T
0
‖pin1DpiYn M˜′n(s) − 1DM˜′(s)‖2L2 ds
) 1
2
+E′
∣∣∣∣∣∣
∫ T
0
〈
M′(s) × u(s), pin1D(B′n − B′)(s)
〉
H ds
∣∣∣∣∣∣ −→ 0.
Hence
lim
n→∞E
′
∫ T
0
〈M′n(s) × ρ′n(s), u(s)〉L2(D) ds = E′
∫ T
0
〈M′(s) × ρ′(s), u(s)〉L2(D) ds.
This completes the proof. 
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Lemma 5.59. For any process η ∈ L4(Ω′; L4(0,T ;L4(D)) we have
lim
n→∞E
′
∫ T
0 L
3
2
〈M′n(s) × (M′n(s) × ρ′n(s)), η(s)〉L3(D) ds
= E′
∫ T
0 L
3
2
〈Z2(s), η(s)〉L3(D) ds(5.91)
= E′
∫ T
0 L
3
2
〈M′(s) × Z1(s), η(s)〉L3(D) ds(5.92)
Proof. Put Z1n := M′n×ρ′n for each n ∈ N. L4(Ω′; L4(0,T ;L4)) ⊂ L2(Ω′; L2(0,T ;L3))
which is the dual space of L2(Ω′; L2(0,T ;L 32 )). Hence (5.83) implies that (5.91)
holds.
|η × M′|2
L2
=
∫
D
|η(x) × M′(x)|2 dx
≤
∫
D
|η(x)|2|M′(x)|2 dx
=
∥∥∥∥η| · |M′|∣∣∣∣2
L2
.
By the Ho¨lder’s inequality ∥∥∥∥η| · |M′|∣∣∣∣2
L2
≤ |η|2
L4
|M′|2
L4
.
Therefore
|η × M′|2
L2
≤ |η|2
L4
|M′|2
L4
≤ |η|4
L4
+ |M′|4
L4
.
By (5.77) M′ ∈ L4(Ω′; L4(0,T ;L4)). Then we have
E′
∫ T
0
|η × M′|2
L2
dt
≤ E′
∫ T
0
|η|4
L4
dt + E′
∫ T
0
|M′|4
L4
dt < ∞.
So η × M′ ∈ L2(Ω′; L2(0,T ;L2)) and similarly η × M′n ∈ L2(Ω′; L2(0,T ;L2)).
By (5.82), Z1n ∈ L2(Ω′; L2(0,T ;L2)). And η × M′n ∈ L2(Ω′; L2(0,T ;L2)). Hence
L
3
2
〈M′n × Z1n, η〉L3 =
∫
D
〈M′n(x) × Z1n(x), η(x)〉 dx
=
∫
D
〈Z1n(x), η(x) × M′n(x)〉 dx(5.93)
= 〈Z1n, η × M′n〉L2
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By (5.82), Z1 ∈ L2(Ω′; L2(0,T ;L2)). And η × M′ ∈ L2(Ω′; L2(0,T ;L2)). So
L
3
2
〈M′ × Z1, η〉L3 =
∫
D
〈M′(x) × Z1(x), η(x)〉 dx
=
∫
D
〈Z1(x), η(x) × M′(x)〉 dx(5.94)
= 〈Z1, η × M′〉L2
By (5.93) and (5.94),
L
3
2
〈M′n × Z1n, η〉L3 − L 32 〈M
′ × Z1, η〉L3 = 〈Z1n, η × M′n〉L2 − 〈Z1, η × M′〉L2
= 〈Z1n − Z1, η × M′〉L2 + 〈Z1n, η × (M′n − M′)〉L2 .
By (5.82), and since η × M′ ∈ L2(Ω′; L2(0,T ;L2)),
lim
n→∞E
′
∫ T
0
〈Z1n(s) − Z1(s), η(s) × M′(s)〉L2 ds = 0.
By the Cauchy-Schwartz inequality
〈Z1n, η × (M′n − M′)〉2L2
≤ |Z1n|2L2 |η × (M′n − M′)|2L2
≤ |Z1n|2L2(|η|4L4 + |M′n − M′|4L4)
→ 0, as n −→ ∞.
Hence
lim
n→∞E
′
∫ T
0
〈Z1n(s), η × (M′n − M′)(s)〉L2 ds = 0.
Therefore,
lim
n→∞E
′
∫ T
0 L
3
2
〈M′n(s)×(M′n(s)×ρ′n(s)), η(s)〉L3 ds = E′
∫ T
0 L
3
2
〈M′(s)×Z1(s), η(s)〉L3 ds.
This completes the proof of the Lemma. 
Remark 5.60. Lemma 5.59 has proved that
Z2 = M′ × (M′ × ρ′)
in L2(Ω′; L2(0,T ;L 32 )). So
M′n × (M′n × ρ′n) −→ M′ × (M′ × ρ′) weakly in L2(Ω′; L2(0,T ;L
3
2 )).
The next result will be used to show that the process M′ satisfies the condition
|M′(t, x)|R3 = 1 for all t ∈ [0,T ], x ∈ D and P′-almost surely.
Lemma 5.61. For any bounded measurable function ϕ : D −→ R, we have
〈Z1(s, ω), ϕM′(s, ω)〉L2(D) = 0,
for almost every (s, ω) ∈ [0,T ] ×Ω′.
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Proof. Let B ⊂ [0,T ] × Ω′ be a measurable set and 1B be the indicator function of
B. Then
E′
∫ T
0
|1BϕM′n(t) − 1BϕM′(t)|L2 dt
= E′
∫ T
0
|1Bϕ[M′n(t) − M′(t)]|L2 dt
≤ |ϕ|L∞E′
∫ T
0
|M′n(t) − M′(t)|L2 dt
≤ C|ϕ|L∞E′
∫ T
0
|M′n(t) − M′(t)|L4 dt,
for some constant C > 0. Hence by (5.77), we have
lim
n→∞E
′
∫ T
0
|1BϕM′n(t) − 1BϕM′(t)|L2 dt = 0.
Together with the fact that M′n × ρ′n converges to Z1 weakly in L2(Ω′; L2(0,T ;L2))
we can infer that
0 = lim
n→∞E
′
∫ T
0
1B(s)〈M′n(s)×ρ′n(s), ϕM′n(s)〉L2 ds = E′
∫ T
0
1B(s)〈Z1(s), ϕM′(s)〉L2 ds.
This proves the Lemma. 
5.6. Prove that the limit process is a weak solution. Our aim in this subsection
is to prove that the process (M′, B′, E′) from Theorem 5.36 is a weak solution of
the Problem 5.10.
We define a sequence of H-valued process (ξn(t))t∈[0,T ] on the probability space
(Ω,F ,P) by
ξn(t) := Mn(t) − Mn(0) −
∫ t
0
{
pin
[
λ1Mn × ρn] − λ2pin [Mn × (Mn × ρn)]
+
1
2
∞∑
j=1
[
α2pin
[
(Mn × h j) × h j
]
+αβψ(Mn)pin
[[
Mn × (Mn × h j)] × h j]
+β2ψ(Mn)pin
[
Mn × [Mn × (Mn × h j) × h j]]
+αβψ(Mn)pin
[
Mn × [(Mn × h j) × h j]]
+β2ψ(Mn)pin
[
Mn × (Mn × h j) × (Mn × h j)
] ]}
ds.
By (5.22), we have
ξn(t) =
∞∑
j=1
{∫ t
0
[
αpin
[
Mn × h j
]
+ βpin
[
ψ(Mn)Mn × (Mn × h j)
]]
dW j(s)
}
.
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We also define a sequence of H-valued process (ξ′n(t))t∈[0,T ] on the probability
space (Ω′,F ′,P′) by
ξ′n(t) := M′n(t) − M′n(0) −
∫ t
0
{
pin
[
λ1M′n × ρ′n
] − λ2pin [M′n × (M′n × ρ′n)]
+
1
2
∞∑
j=1
[
α2pin
[
(M′n × h j) × h j
]
+αβψ(M′n)pin
[[
M′n × (M′n × h j)
] × h j]
+β2ψ(M′n)pin
[
M′n ×
[
M′n × (M′n × h j) × h j
]]
+αβψ(M′n)pin
[
M′n ×
[
(M′n × h j) × h j
]]
+β2ψ(M′n)pin
[
M′n × (M′n × h j) × (M′n × h j)
] ]}
ds.
Lemma 5.62. For each t ∈ [0,T ] the sequence of random variables ξ′n(t) converges
weakly in L2(Ω′; X−b) to the limit
ξ′(t) := M′(t) − M0 −
∫ t
0
{ [
λ1M′ × ρ′] − λ2 [M′ × (M′ × ρ′)]
+
1
2
∞∑
j=1
[
α2
[
(M′ × h j) × h j
]
+αβψ(M′)
[[
M′ × (M′ × h j)] × h j]
+β2ψ(M′)
[
M′ × [M′ × (M′ × h j) × h j]]
+αβψ(M′)
[
M′ × [(M′ × h j) × h j]]
+β2ψ(M′)
[
M′ × (M′ × h j) × (M′ × h j)
] ]}
ds.
as n→ ∞.
Remark 5.63. There is term B′ in ρ′, so we can not simply repeat the argument in
Section 4. However, the terms contains B′n have already been dealt with in Lemma
5.58 and Lemma 5.59.
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Proof of Lemma 5.62. By Theorem 2.130, the dual space of L2(Ω′; X−b) is L2(Ω′; Xb).
Let t ∈ (0,T ] and U ∈ L2(Ω′; Xb). We have
L2(Ω′;X−b)〈ξ′n(t),U〉L2(Ω′;Xb)
= E′
[
X−b〈ξ′n(t),U〉Xb
]
= E′
{
〈M′n(t),U〉H − 〈Mn(0),U〉H
−λ1
∫ t
0
〈M′n(s) × ρ′n(s), pinU〉H ds
+λ2
∫ t
0
〈(M′n(s) × (M′n(s) × ρ′n(s))), pinU〉H ds
−1
2
∞∑
j=1
[
α2
∫ t
0
〈(M′n(s) × h j) × h j, pinU〉H ds
+αβ
∫ t
0
〈ψ(M′n(s))[M′n(s) × (M′n(s) × h j)] × h j, pinU〉H ds
+β2
∫ t
0
〈ψ(M′n(s))
[
M′n(s) × [M′n(s) × (M′n(s) × h j) × h j]
]
, pinU〉H ds
+αβ
∫ t
0
〈ψ(M′n(s))
[
M′n(s) × [(M′n(s) × h j) × h j]
]
, pinU〉H ds
+β2
∫ t
0
〈ψ(M′n(s))
[
M′n(s) × (M′n(s) × h j) × (M′n(s) × h j)
]
, pinU〉H ds
]}
.
By the Theorem 5.36, M′n −→ M′ in C([0,T ]; X−b) P′-a.s., so
sup
t∈[0,T ]
|Mn(t) − M(t)|X−b −→ 0, P′ − a.s.
so M′n(t) −→ M′(t) in X−b P′-almost surely for any t ∈ [0,T ]. And X−b〈·,U〉Xb is a
continuous function on X−b, hence
lim
n→∞ X−b〈M
′
n(t),U〉Xb = X−b〈M′(t),U〉Xb , P′ − a.s.
By (5.63), supt∈[0,T ] |M′n(t)|H ≤ |M0|H , since H ↪→ X−β continuously, we can find a
constant C such that
sup
n
E′
[∣∣∣X−b〈M′n(t),U〉Xb ∣∣∣2] ≤ sup
n
E′‖U‖2XbE′‖M′n(t)‖2X−b
≤ CE′‖U‖2XbE′ supn ‖M
′
n(t)‖2H ≤ CE′‖U‖2XbE′‖M0‖2H < ∞.
Hence the sequence X−b〈M′n(t),U〉Xb is uniformly integrable. So the almost surely
convergence and uniform integrability implies that
lim
n→∞E
′[X−b〈M′n(t),U〉Xb] = E′[X−b〈M′(t),U〉Xb].
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By (5.82),
lim
n→∞E
′
∫ t
0
〈M′n(s) × ρ′n(s), pinU〉H ds = E′
∫ t
0
〈Z1(s),U〉H .
By (5.84)
lim
n→∞E
′
∫ t
0
X−b〈pin(M′n(s) × (M′n(s) × ρ′n(s))),U〉Xb ds = E′
∫ t
0
〈Z2(s),U〉Xb ds.
By the Ho¨lder’s inequality 2.141,
|M′n(t) − M′(t)|2L2 ≤ |M′n(t) − M′(t)|2L4 .
Hence by (5.77) and
∑∞
j=1 ‖h j‖2L∞ < ∞,
∣∣∣∣∣∣∣∣
∞∑
j=1
E′
∫ t
0
〈((M′n(s) − M′(s)) × h j) × h j, pinU〉H ds
∣∣∣∣∣∣∣∣
≤ ‖U‖L2(Ω′;L2(0,T ;H))
∞∑
j=1
(
E′
∫ t
0
(‖(M′n(s) − M′(s)) × h j) × h j‖2H ds
) 1
2
≤
 ∞∑
j=1
‖h j‖2L∞
 ‖U‖L2(Ω′;L2(0,T ;H))
(
E′
∫ t
0
‖M′n(s) − M′(s)‖2H ds
) 1
2
≤
 ∞∑
j=1
‖h j‖2L∞
 ‖U‖L2(Ω′;L2(0,T ;H))
(
E′
∫ t
0
‖M′n(s) − M′(s)‖2L4 ds
) 1
2
≤
 ∞∑
j=1
‖h j‖2L∞
 ‖U‖L2(Ω′;L2(0,T ;H))
(
E′t
∫ t
0
‖M′n(s) − M′(s)|4L4 ds
) 1
4
−→ 0.
By Corollary 5.49, M′n −→ M′ almost everywhere on Ω′×[0,T ]×D. ψ : R3 −→ R
is continuous, so
E′
∫ t
0
|ψ(M′n(s)) − ψ(M′(s))| ds −→ 0, as n −→ ∞.
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So ∣∣∣∣∣∣ ∞∑
j=1
E′
∫ t
0
〈ψ(M′n(s))
[
M′n(s) × (M′n(s) × h j)
] × h j
−ψ(M′(s))[M′(s) × (M′(s) × h j)] × h j, pinU〉H ds∣∣∣∣∣∣
≤ ‖U‖L2(Ω′;L2(0,T ;H))
∞∑
j=1
‖h j‖L∞(D)E′
∫ t
0
∥∥∥∥ψ(M′n)[M′n × (M′n × h j)]
−ψ(M′)[M′ × (M′ × h j)]∥∥∥∥
H
ds
≤ ‖U‖L2(Ω′;L2(0,T ;H))
∞∑
j=1
‖h j‖L∞(D)E′
∫ t
0
∣∣∣ψ(M′n) − ψ(M′)∣∣∣∥∥∥M′n × (M′n × (M′n × h j)∥∥∥H
+
∥∥∥M′n × (M′n × h j) − M′ × (M′ × h j)∥∥∥H ds
≤ ‖U‖L2(Ω′;L2(0,T ;H))E′
∫ t
0
∣∣∣ψ(M′n) − ψ(M′)∣∣∣‖M′n‖2L4(D)
+‖M′n − M′‖2L4(D)
(‖M′n‖2L4(D) + ‖M′‖2L4(D)) ds ∞∑
j=1
‖h j‖2L∞(D) −→ 0.
Noticed that we can assume that |M′n|R3 < 5 and |M′|R3 < 5, we also have:∣∣∣∣∣∣ ∞∑
j=1
E′
∫ t
0
〈ψ(M′n(s))M′n(s) ×
[
M′n(s) × (M′n(s) × h j) × h j
]
−ψ(M′(s))M′ × [M′(s) × (M′(s) × h j) × h j], pinU〉H ds −→ 0,
∣∣∣∣∣∣ ∞∑
j=1
E′
∫ t
0
〈ψ(M′n(s))M′n(s) ×
[
(M′n(s) × h j) × h j
]
−ψ(M′(s))M′ × [(M′(s) × h j) × h j], pinU〉H ds −→ 0,
and
∣∣∣∣∣∣ ∞∑
j=1
E′
∫ t
0
〈ψ(M′n(s))
[
M′n(s) × (M′n(s) × h j)
] × (M′n × h j)
−ψ(M′(s))[M′(s) × (M′(s) × h j)] × (M′ × h j), pinU〉H ds −→ 0.
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Hence
lim
n→∞ L2(Ω′;X−b)〈ξ
′
n(t),U〉L2(Ω′;Xb)
= E′
[
X−b〈M′(t),U〉Xb − X−β〈M0,U〉Xb
−λ1
∫ t
0
〈Z1(s),U〉H ds
+λ2
∫ t
0
X−b〈Z2(s),U〉Xb ds
−1
2
∞∑
j=1
[
α2
∫ t
0
〈(M′(s) × h j) × h j,U〉H ds
+αβ
∫ t
0
〈ψ(M′(s))[M′(s) × (M′(s) × h j)] × h j,U〉H ds
+β2
∫ t
0
〈ψ(M′(s))[M′(s) × [M′(s) × (M′(s) × h j) × h j]],U〉H ds
+αβ
∫ t
0
〈ψ(M′(s))[M′(s) × [(M′(s) × h j) × h j]],U〉H ds
+β2
∫ t
0
〈ψ(M′(s))[M′(s) × (M′(s) × h j) × (M′(s) × h j)],U〉H ds]}.
Since by Lemma 5.58 and Lemma 5.59, we have Z1 = M′ × ρ′ and Z2 = M′ ×
(M′ × ρ′). Therefore for any U ∈ L2(Ω′; Xb),
lim
n→∞ L2(Ω′;X−b)〈ξ
′
n(t),U〉L2(Ω′;Xb) = L2(Ω′;X−b)〈ξ′(t),U〉L2(Ω′;Xb).
This concludes the proof. 
Lemma 5.64. For j = 1, 2, . . ., suppose the W′jn defined in (Ω
′,F ′,P′) has the
same distribution as the Brownian Motion W j defined in (Ω,F ,P) as in Propsition
5.36. Then W′jn is also a Brownian Motion.
Proof. This is same as the proof of Lemma 4.34. 
Lemma 5.65. For j = 1, 2, . . ., the processes (W′j(t))t∈[0,T ] are real-valued Brown-
ian Motion on (Ω′,F ′,P′) and if 0 ≤ s < t ≤ T then the increment W′j(t)−W′j(s) is
independent of the σ-algebra generated by M′(s1) and W′(s1) for s1 ∈ [0, s].
Proof. This is same as the proof of Lemma 4.35. 
Lemma 5.66. For each m ∈ N, we define the partition {smi := iTm , i = 0, . . . ,m} of
[0,T ]. Then for any ε > 0, We can choose m ∈ N large enough such that:
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(i)
lim
n→∞
(
E′
∥∥∥∥∥∥ ∞∑
j=1
∫ t
0
[
αpin
[
M′n(s) × h j
]
+ βpin
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]]
−
m−1∑
i=0
[
αpin
[
M′n(smi ) × h j
]
+ βpin
[
ψ(M′n(smi ))M
′
n(s
m
i )
×(M′n(smi ) × h j)
]]
1(smi ,smi+1](s) dW
′
jn(s)
∥∥∥∥∥∥2
X−b
) 1
2
<
ε
2
;
(ii)
lim
n→∞
(
E′
∥∥∥∥∥∥ ∞∑
j=1
m−1∑
i=0
[
αpin
[
M′n(smi ) × h j
]
+ βpin
[
ψ(M′n(smi ))M
′
n(s
m
i )
×(M′n(smi ) × h j)
]]
(W′jn(t ∧ smi+1) −W′jn(t ∧ smi ))
−
∞∑
j=1
m−1∑
i=0
[
αpin
[
M′n(smi ) × h j
]
+ βpin
[
ψ(M′n(smi ))M
′
n(s
m
i )
×(M′n(smi ) × h j)
]]
(W′j(t ∧ smi+1) −W′j(t ∧ smi ))
∥∥∥∥∥∥2
X−b
) 1
2
= 0;
(iii)
lim
n→∞
(
E′
∥∥∥∥∥∥
∫ t
0
∞∑
j=1
m−1∑
i=1
[
αpin
[
M′n(smi ) × h j
]
+βpin
[
ψ(M′n(smi ))M
′
n(s
m
i ) × (M′n(smi ) × h j)
]]
1(smi ,smi+1](s)
−
∞∑
j=1
[
αpin
[
M′n(s) × h j
]
+ βpin
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
] ]
dW′j(s)
∥∥∥∥∥∥2
X−b
) 1
2
<
ε
2
;
(iv)
lim
n→∞
(
E′
∥∥∥∥∥∥
∫ t
0
∞∑
j=1
[
αpin
[
M′n(s) × h j
]
+ βpin
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]]
−
∞∑
j=1
[
αM′(s) × h j + βψ(M′(s))M′(s) × (M′(s) × h j)
]
dW′j(s)
∥∥∥∥∥∥2
X−b
) 1
2
= 0.
Proof.(i) Firstly let us consider:
lim
n→∞
(
E′
∥∥∥∥∥∥ ∞∑
j=1
∫ t
0
αpin
[
M′n(smi ) × h j
]
−
m−1∑
i=0
[
αpin
[
M′n(smi ) × h j
]
1(smi ,smi+1](s) dW
′
jn(s)
∥∥∥∥∥∥
X−b
) 1
2
.
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By the Itoˆ isometry,
E′

∥∥∥∥∥∥∥∥
∞∑
j=1
∫ t
0
(pin(M′n(s) × h j) −
m−1∑
i=0
pin(M′n(smj ) × h j)1(smi ,smi+1](s)) dW′jn(s)
∥∥∥∥∥∥∥∥
2
X−b


1
2
≤
∞∑
j=1
E′

∫ t
0
∥∥∥∥∥∥∥∥(pin(M′n(s) × h j) −
m−1∑
j=0
pin(M′n(smi ) × h j)1(smi ,smi+1](s))
∥∥∥∥∥∥∥∥
2
X−b
ds


1
2
≤
∞∑
j=1
E′

∫ t
0
∥∥∥∥∥∥∥∥M′n(s) × h j −
m−1∑
j=0
M′n(smi ) × h j1(smi ,smi+1](s)
∥∥∥∥∥∥∥∥
2
X−b
ds


1
2
≤
∞∑
j=1
(
E′
∫ t
0
∥∥∥M′n(s) × h j − M′(s) × h j∥∥∥2X−b ds)
1
2
+
∞∑
j=1
E′ ∫ t0
∥∥∥∥∥∥∥M′(s) × h j −
m−1∑
i=0
(M′(smi ) × h j)1(smi ,smi+1](s)
∥∥∥∥∥∥∥
2
X−b
ds

1
2
+
∞∑
j=1
E′ ∫ t0
∥∥∥∥∥∥∥
m−1∑
i=0
(
M′(smi ) − M′n(smi )
) × h j1(smi , smi+1](s)
∥∥∥∥∥∥∥
2
X−b
ds

1
2
.
There exists some constant C > 0 such that
lim
n→∞
∞∑
j=1
(
E′
∫ t
0
∥∥∥M′n(s) × h j − M′(s) × h j∥∥∥2X−b ds)
1
2
≤
∞∑
j=1
‖h j‖W1,∞ limn→∞
(
E′
∫ t
0
‖M′n(s) − M′(s)‖2X−b ds
) 1
2
≤ C
∞∑
j=1
‖h j‖W1,∞ limn→∞
(
E′
∫ t
0
‖M′n(s) − M′(s)‖2L4(D) ds
) 1
2
≤ C
∞∑
j=1
‖h j‖W1,∞T limn→∞
(
E′
∫ t
0
‖M′n(s) − M′(s)‖4L4(D) ds
) 1
4
= 0.
M′ ∈ C([0,T ]; X−b) P′ − a.s., so
lim
m→∞ sups∈[0,T ]
∥∥∥∥∥∥∥M′(s) −
m−1∑
i=0
M′(smi )1(smi ,smi+1](s)
∥∥∥∥∥∥∥
X−b
= 0, P′ − a.s.
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Hence ∫ t
0
∥∥∥∥∥∥∥M′(s) −
m−1∑
i=0
M′(smi )1(smi ,smi+1](s)
∥∥∥∥∥∥∥
2
X−b
ds −→ 0, P′ − a.s.
And by Sobolev embedding,
sup
m
E′
∫ t0
∥∥∥∥∥∥∥M′(s) −
m−1∑
i=0
M′(smi )1(smi ,smi+1](s)
∥∥∥∥∥∥∥
2
X−b
ds

2
≤ sup
m
E′
∫ T0 2‖M′(s)‖2X−b + 2
∥∥∥∥∥∥∥
m−1∑
i=0
M′(smj )1(smi ,smi+1](s)
∥∥∥∥∥∥∥
2
X−b
ds

2
≤ · · ·
Then by (5.63), supt∈[0,T ] ‖M′(t)‖X−b ≤ ‖M0‖H , P′-almost surely,
· · · ≤ 16T 2E′(‖M0‖4H) = 16T 2‖M0‖4H < ∞.
Hence
∫ t
0
∥∥∥M′(s) −∑m−1i=0 M′(smi )1(smi ,smi+1](s)∥∥∥2X−b ds is uniform integrable. There-
fore
lim
m→∞
∞∑
j=1
E′ ∫ t0
∥∥∥∥∥∥∥M′(s) × h j −
m−1∑
i=0
(M′(smi ) × h j)1(smi ,smi+1](s)
∥∥∥∥∥∥∥
2
X−b
ds

1
2
≤
∞∑
j=1
‖h j‖W1,∞ limm→∞
E′ ∫ t0
∥∥∥∥∥∥∥M′(s) −
m−1∑
i=0
M′(smi )1(smi ,smi+1](s)
∥∥∥∥∥∥∥
2
X−b
ds

1
2
= 0.
Hence for ε > 0 we can choose m ∈ N such that
∞∑
j=1
E′ ∫ t0
∥∥∥∥∥∥∥M′(t) × h j −
m−1∑
i=0
(M′(smi ) × h j)1(smi ,smi+1](s)
∥∥∥∥∥∥∥
2
X−b
ds

1
2
<
ε
4α
.
Again since M′n −→ M′ in C([0,T ]; X−b), we have
lim
n→∞ sups∈[0,T ]
‖M′(s) − M′n(s)‖2X−b = 0.
There exists a constant C > 0 such that supt∈[0,T ] ‖M′(t)‖X−b ≤ C‖M0‖H , P′-almost
surely, we have
sup
n
E′
 sup
s∈[0,T ]
‖M′(s) − M′n(s)‖2X−b
2
≤ sup
n
E′
 sup
s∈[0,T ]
‖M′(s)‖X−b + sup
s∈[0,T ]
‖M′n(s)‖2X−b
2 ≤ 4C4‖M0‖4H < ∞.
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Hence by Theorem 2.104, sups∈[0,T ] ‖M′(s) − M′n(s)‖2X−b is uniformly integrable.
Hence
lim
n→∞
∞∑
j=1
E′ ∫ t0
∥∥∥∥∥∥∥
m−1∑
i=0
(
M′(smi ) − M′n(smi )
) × h j1(smi ,smi+1](s)
∥∥∥∥∥∥∥
2
X−b
ds

1
2
≤
∞∑
j=1
‖h j‖W1,∞ limn→∞
E′ ∫ t0
∥∥∥∥∥∥∥
m−1∑
i=0
(
M′(smi ) − M′n(smi )
)
1(smi ,smi+1](s)
∥∥∥∥∥∥∥
2
X−b
ds

1
2
≤
∞∑
j=1
‖h j‖W1,∞ limn→∞
m−1∑
i=0
(smi+1 − smi )E′
∥∥∥M′(smi ) − M′n(smi )∥∥∥2X−b

1
2
= 0.
Therefore we have get for any ε > 0 we can choose large enough m, such that
lim
n→∞
E′

∥∥∥∥∥∥∥
∫ t
0
(pin(M′n(s) × h j) −
m−1∑
i=0
pin(M′n(smi ) × h j)1(smi ,smi+1](s)) dW′jn(s)
∥∥∥∥∥∥∥
2

1
2
<
ε
4α
;
Secondly, we consider
lim
n→∞
(
E′
∥∥∥∥∥∥ ∞∑
j=1
∫ t
0
pin
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]
−
m−1∑
i=0
pin
[
ψ(M′n(smi ))M
′
n(s
m
i ) × (M′n(smi ) × h j)
]
1(smi ,smi+1](s) dW
′
jn(s)
∥∥∥∥∥∥2
X−b
) 1
2
.
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Similar as before, we have(
E′
∥∥∥∥∥∥ ∞∑
j=1
∫ t
0
pin
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]
−
m−1∑
i=0
pin
[
ψ(M′n(smi ))M
′
n(s
m
i ) × (M′n(smi ) × h j)
]
1(smi ,smi+1](s) dW
′
jn(s)
∥∥∥∥∥∥2
X−b
) 1
2
≤
∞∑
j=1
(
E′
∫ t
0
∥∥∥∥∥∥ψ(M′n(s))M′n(s) × (M′n(s) × h j)
−
m−1∑
i=0
ψ(M′n(smi ))M
′
n(s
m
i ) × (M′n(smi ) × h j)1(smi ,smi+1](s)
∥∥∥∥∥∥2
X−b
ds
) 1
2
≤
∞∑
j=1
(
E′
∫ t
0
∥∥∥ψ(M′n(s))M′n(s) × (M′n(s) × h j) − ψ(M′(s))M′(s) × (M′(s) × h j)∥∥∥2X−b ds)
1
2
+
∞∑
j=1
(
E′
∫ t
0
∥∥∥∥∥∥ψ(M′(s))M′(s) × (M′(s) × h j)
−
m−1∑
i=0
ψ(M′(smi ))M
′(smi ) × (M′(smi ) × h j)1(smi ,smi+1](s)
∥∥∥∥∥∥2
X−b
ds
) 1
2
+
∞∑
j=1
(
E′
∫ t
0
∥∥∥∥∥∥ m−1∑
i=0
[
ψ(M′(smi ))M
′(smi ) × (M′(smi ) × h j)
−ψ(M′n(smi ))M′n(smi ) × (M′n(smi ) × h j)
]
1(smi ,smi+1](s)
∥∥∥∥∥∥2
X−b
ds
) 1
2
.
There exists a constant C > 0, such that
∞∑
j=1
(
E′
∫ t
0
∥∥∥ψ(M′n(s))M′n(s) × (M′n(s) × h j) − ψ(M′(s))M′(s) × (M′(s) × h j)∥∥∥2X−b ds)
1
2
≤ C
∞∑
j=1
(
E′
∫ t
0
∥∥∥ψ(M′n(s))(M′n(s) − M′(s)) × (M′n(s) × h j)∥∥∥2H ds)
1
2
+C
∞∑
j=1
(
E′
∫ t
0
∥∥∥ψ(M′n(s))M′(s) × ((M′n(s) − M′(s)) × h j)∥∥∥2H ds)
1
2
+C
∞∑
j=1
(
E′
∫ t
0
∥∥∥[ψ(M′n(s)) − ψ(M′(s))]M′(s) × (M′(s) × h j)∥∥∥2H ds)
1
2
−→ 0, as n→ ∞.
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For
∞∑
j=1
(
E′
∫ t
0
∥∥∥∥∥∥ψ(M′(s))M′(s) × (M′(s) × h j)
−
m−1∑
i=0
ψ(M′(smi ))M
′(smi ) × (M′(smi ) × h j)1(smi ,smi+1](s)
∥∥∥∥∥∥2
X−b
ds
) 1
2
There exists a constant C > 0 such that:
∞∑
j=1
sup
m
(
E′
∫ t
0
∥∥∥∥∥∥ψ(M′(s))M′(s) × (M′(s) × h j)
−
m−1∑
i=0
ψ(M′(smi ))M
′(smi ) × (M′(smi ) × h j)1(smi ,smi+1](s)
∥∥∥∥∥∥2
X−b
ds
) 1
2
≤ C
∞∑
j=1
sup
m
{(
E′
∫ t
0
∥∥∥∥∥∥ψ(M′(s))M′(s) × (M′(s) × h j)
∥∥∥∥∥∥2
H
ds
) 1
2
+
(
E′
∫ t
0
∥∥∥∥∥∥ m−1∑
i=0
ψ(M′(smi ))M
′(smi ) × (M′(smi ) × h j)1(smi ,smi+1](s)
∥∥∥∥∥∥2
H
ds
) 1
2
}
Since
(
E′
∫ t
0
∥∥∥∥∥∥ψ(M′(s))M′(s) × (M′(s) × h j)
∥∥∥∥∥∥2
H
ds
) 1
2
≤
(
E′
∫ T
0
‖ψ(M′(s))M′(s)‖4
L4
ds
) 1
4
(
E′
∫ T
0
‖M′(s)‖4
L4
‖h j‖4L∞ ds
) 1
4
≤
(
E′
∫ T
0
‖M′(s)‖4
L4
ds
) 1
2
‖h j‖L∞
and
(
E′
∫ t
0
∥∥∥∥∥∥ m−1∑
i=0
ψ(M′(smi ))M
′(smi ) × (M′(smi ) × h j)1(smi ,smi+1](s)
∥∥∥∥∥∥2
H
ds
) 1
2
≤
E′ m−1∑
i=0
∫
D
|ψ(M′(smi , x))|2|M′(smi , x)|4|h j(x)|2 dx
T
m

1
2
≤ T 12 R2‖h j‖H ,
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we have
∞∑
j=1
sup
m
(
E′
∫ t
0
∥∥∥∥∥∥ψ(M′(s))M′(s) × (M′(s) × h j)
−
m−1∑
i=0
ψ(M′(smi ))M
′(smi ) × (M′(smi ) × h j)1(smi ,smi+1](s)
∥∥∥∥∥∥2
X−b
ds
) 1
2
≤ C
∞∑
j=1
{(
E′
∫ T
0
‖M′(s)‖4
L4
ds
)
1
2
‖h j‖L∞ + T 12 R2‖h j‖H
}
< ∞.
Let us denote
η j,m :=
(
E′
∫ t
0
∥∥∥∥∥∥ψ(M′(s))M′(s) × (M′(s) × h j)
−
m−1∑
i=0
ψ(M′(smi ))M
′(smi ) × (M′(smi ) × h j)1(smi ,smi+1](s)
∥∥∥∥∥∥2
X−b
ds
) 1
2
> 0.
Then we have
∑∞
j=1 supm η j,m < ∞. And since ψ(M′)M′×(M′×h j) : [0,T ] −→ X−b
is continuous and
∑m−1
i=0 ψ(M
′(smi ))M
′(smi ) × (M′(smi ) × h j)1(smi ,smi+1] is the approxi-
mation function of ψ(M′)M′ × (M′ × h j), we have limm→∞ η j,m = 0. So by the
Lebesgue’s Dominated Convergence Theorem, we have limm→∞
∑∞
j=1 η j,m = 0. So
we can choose m large enough such that
(
E′
∫ t
0
∥∥∥∥∥∥ψ(M′(s))M′(s) × (M′(s) × h j)
−
m−1∑
i=0
ψ(M′(smi ))M
′(smi ) × (M′(smi ) × h j)1(smi ,smi+1](s)
∥∥∥∥∥∥2
X−b
ds
) 1
2
<
ε
4β
.
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And there exists some constant C > 0 such that
lim
n→∞
∞∑
j=1
(
E′
∫ t
0
∥∥∥∥∥∥ m−1∑
i=0
[
ψ(M′(smi ))M
′(smi ) × (M′(smi ) × h j)
−ψ(M′n(smi ))M′n(smi ) × (M′n(smi ) × h j)
]
1(smi ,smi+1](s)
∥∥∥∥∥∥2
X−b
ds
) 1
2
≤ lim
n→∞
√
T
m
∞∑
j=1
{ E′ m−1∑
i=0
∥∥∥∥[ψ(M′(smi ))M′(smi ) − ψ(M′n(smi ))M′n(smi )] × (M′(smi ) × h j)∥∥∥∥2X−b

1
2
+
E′ m−1∑
i=0
∥∥∥∥ψ(M′n(smi ))M′n(smi ) × [(M′n(smi ) − M′n(smi )) × h j]∥∥∥∥2X−b

1
2 }
≤ C
√
T
m
lim
n→∞
( ∞∑
j=1
m−1∑
i=0
(
E′
∥∥∥ψ(M′(smi ))M′(smi ) − ψ(M′n(smi ))M′n(smi )∥∥∥4L4) 14 (E′ ∥∥∥M′(smi ) × h j∥∥∥4L4) 14
+R
m−1∑
i=0
 ∞∑
j=1
‖h j‖L∞
 (E′ ∥∥∥M′(smi ) − M′n(smi )∥∥∥4L4) 14
)
= 0.
So, we can choose m large enough such that
(
E′
∥∥∥∥∥∥ ∞∑
j=1
∫ t
0
pin
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]
−
m−1∑
i=0
pin
[
ψ(M′n(smi ))M
′
n(s
m
i ) × (M′n(smi ) × h j)
]
1(smi ,smi+1](s) dW
′
jn(s)
∥∥∥∥∥∥2
X−b
) 1
2
<
ε
4β
.
Therefore, we can choose m large enough such that
lim
n→∞
(
E′
∥∥∥∥∥∥ ∞∑
j=1
∫ t
0
[
αpin
[
M′n(s) × h j
]
+ βpin
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]]
−
m−1∑
i=0
[
αpin
[
M′n(smi ) × h j
]
+ βpin
[
ψ(M′n(smi ))M
′
n(s
m
i )
×(M′n(smi ) × h j)
]]
1(smi ,smi+1](s) dW
′
jn(s)
∥∥∥∥∥∥2
X−b
) 1
2
<
ε
2
.
(ii) We only need to prove:
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(a)
lim
n→∞
(
E′
∥∥∥∥∥∥ ∞∑
j=1
m−1∑
i=0
pin
[
M′n(smi ) × h j
]
(W′jn(t ∧ smi+1) −W′jn(t ∧ smi ))
−
∞∑
j=1
m−1∑
i=0
pin
[
M′n(smi ) × h j
]
(W′j(t ∧ smi+1) −W′j(t ∧ smi ))
∥∥∥∥∥∥2
X−b
) 1
2
= 0.
And
(b)
lim
n→∞
(
E′
∥∥∥∥∥∥ ∞∑
j=1
m−1∑
i=0
pin
[
ψ(M′n(smi ))M
′
n(s
m
i ) × (M′n(smi ) × h j)
]
(W′jn(t ∧ smi+1) −W′jn(t ∧ smi ))
−
∞∑
j=1
m−1∑
i=0
pin
[
ψ(M′n(smi ))M
′
n(s
m
i ) × (M′n(smi ) × h j)
]]
(W′j(t ∧ smi+1) −W′j(t ∧ smi ))
∥∥∥∥∥∥2
X−b
) 1
2
= 0.
Proof of (a) :(
E′
∥∥∥∥∥∥ ∞∑
j=1
m−1∑
i=0
pin
[
M′n(smi ) × h j
]
(W′jn(t ∧ smi+1) −W′jn(t ∧ smi ))
−
∞∑
j=1
m−1∑
i=0
pin
[
M′n(smi ) × h j
]
(W′j(t ∧ smi+1) −W′j(t ∧ smi ))
∥∥∥∥∥∥2
X−b
) 1
2
≤
∞∑
j=1
m−1∑
i=0
(
E′
∥∥∥∥pin [M′n(smi ) × h j]∥∥∥∥2X−b ∣∣∣W′jn(t ∧ smi+1) −W′jn(t ∧ smi )
−W′j(t ∧ smi+1) + W′j(t ∧ smi )
∣∣∣2) 12
≤
∞∑
j=1
m−1∑
i=0
(
E′
∥∥∥M′n(smi )∥∥∥2X−b ‖h j‖2W1,∞ ∣∣∣W′jn(t ∧ smi+1) −W′jn(t ∧ smi )
−W′j(t ∧ smi+1) + W′j(t ∧ smi )
∣∣∣2) 12
≤
∞∑
j=1
‖h j‖W1,∞
m−1∑
i=0
(
E′
∥∥∥M′n(smi )∥∥∥4X−b) 14 (E′∣∣∣W′jn(t ∧ smi+1) −W′jn(t ∧ smi )
−W′j(t ∧ smi+1) + W′j(t ∧ smi )
∣∣∣4) 14
By (5.66),
sup
n
E′
∥∥∥M′n(smi )∥∥∥4X−b < ∞.
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By Theorem 5.36, W′jn −→ W′j in C([0,T ]; R) P′ almost surely, so
lim
n→∞
∣∣∣W′jn(t ∧ smi+1) −W′jn(t ∧ smi ) −W′j(t ∧ smi+1) + W′j(t ∧ smi )∣∣∣4 = 0.
And since
sup
n
E
∣∣∣W′jn(t ∧ smi+1) −W′jn(t ∧ smi ) −W′j(t ∧ smi+1) + W′j(t ∧ smi )∣∣∣8 < ∞,∣∣∣∣W′jn(t ∧ smi+1) −W′jn(t ∧ smi ) −W′j(t ∧ smi+1) + W′j(t ∧ smi )∣∣∣∣4 is uniformly integrable.
So
lim
n→∞E
∣∣∣W′jn(t ∧ smi+1) −W′jn(t ∧ smi ) −W′j(t ∧ smi+1) + W′j(t ∧ smi )∣∣∣4 = 0.
Therefore
lim
n→∞
(
E′
∥∥∥∥∥∥ ∞∑
j=1
m−1∑
i=0
pin
[
ψ(M′n(smi ))M
′
n(s
m
i ) × (M′n(smi ) × h j)
]
(W′jn(t ∧ smi+1) −W′jn(t ∧ smi ))
−
∞∑
j=1
m−1∑
i=0
pin
[
ψ(M′n(smi ))M
′
n(s
m
i ) × (M′n(smi ) × h j)
]]
(W′j(t ∧ smi+1) −W′j(t ∧ smi ))
∥∥∥∥∥∥2
X−b
) 1
2
≤ lim
n→∞
∞∑
j=1
‖h j‖L∞(D)
m−1∑
i=0
(
E′
∥∥∥M′n(smi )∥∥∥4X−b) 14 (E′∣∣∣W′jn(t ∧ smi+1) −W′jn(t ∧ smi )
−W′j(t ∧ smi+1) + W′j(t ∧ smi )
∣∣∣4) 14 = 0.
Proof of (b) :(
E′
∥∥∥∥∥∥ ∞∑
j=1
m−1∑
i=0
pin
[
ψ(M′n(smi ))M
′
n(s
m
i ) × (M′n(smi ) × h j)
]
(W′jn(t ∧ smi+1) −W′jn(t ∧ smi ))
−
∞∑
j=1
m−1∑
i=0
pin
[
ψ(M′n(smi ))M
′
n(s
m
i ) × (M′n(smi ) × h j)
]]
(W′j(t ∧ smi+1) −W′j(t ∧ smi ))
∥∥∥∥∥∥2
X−b
) 1
2
≤
∞∑
j=1
m−1∑
i=0
(
E′
∥∥∥pin[ψ(M′n(smi ))M′n(smi ) × (M′n(smi ) × h j)]∥∥∥2X−b
∣∣∣W′jn(t ∧ smi+1) −W′jn(t ∧ smi ) −W′j(t ∧ smi+1) + W′j(t ∧ smi )∣∣∣2 ) 12
≤
∞∑
j=1
m−1∑
i=0
(
E′
∥∥∥ψ(M′n(smi ))M′n(smi ) × (M′n(smi ) × h j)∥∥∥4X−b) 14(
E′
∣∣∣W′jn(t ∧ smi+1) −W′jn(t ∧ smi ) −W′j(t ∧ smi+1) + W′j(t ∧ smi )∣∣∣4) 14 .
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Because we can find some constant C > 0 such that
E′
∥∥∥ψ(M′n(smi ))M′n(smi ) × (M′n(smi ) × h j)∥∥∥4X−b
≤ C4E′ ∥∥∥ψ(M′n(smi ))M′n(smi ) × (M′n(smi ) × h j)∥∥∥4H ≤ C4‖h j‖4L∞R4µ(D)2 < ∞.
And since we have proved
lim
n→∞
(
E′
∣∣∣W′jn(t ∧ smi+1) −W′jn(t ∧ smi ) −W′j(t ∧ smi+1) + W′j(t ∧ smi )∣∣∣4) 14 = 0
in part (a), we have
lim
n→∞
(
E′
∥∥∥∥∥∥ ∞∑
j=1
m−1∑
i=0
pin
[
ψ(M′n(smi ))M
′
n(s
m
i ) × (M′n(smi ) × h j)
]
(W′jn(t ∧ smi+1) −W′jn(t ∧ smi ))
−
∞∑
j=1
m−1∑
i=0
pin
[
ψ(M′n(smi ))M
′
n(s
m
i ) × (M′n(smi ) × h j)
]]
(W′j(t ∧ smi+1) −W′j(t ∧ smi ))
∥∥∥∥∥∥2
X−b
) 1
2
≤ CRµ(D) 12
∞∑
j=1
‖h j‖L∞ lim
n→∞
(
E′
∣∣∣W′jn(t ∧ smi+1) −W′jn(t ∧ smi ) −W′j(t ∧ smi+1) + W′j(t ∧ smi )∣∣∣4) 14 = 0.
Hence we have proved (ii).
(iii) The proof of (iii) is same as the proof of (i).
(iv) By the Itô isometry, we have(
E′
∥∥∥∥∥∥
∫ t
0
∞∑
j=1
[
αpin
[
M′n(s) × h j
]
+ βpin
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]]
−
∞∑
j=1
[
αM′(s) × h j + βψ(M′(s))M′(s) × (M′(s) × h j)
]
dW′j(s)
∥∥∥∥∥∥2
X−b
) 1
2
=
(
E′
∫ t
0
∥∥∥∥∥∥ ∞∑
j=1
[
αpin
[
M′n(s) × h j
]
+ βpin
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]]
−
∞∑
j=1
[
αM′(s) × h j + βψ(M′(s))M′(s) × (M′(s) × h j)
]∥∥∥∥∥∥2
X−b
d(s)
) 1
2
≤ α
E′
∫ t
0
∥∥∥∥∥∥∥∥pin
∞∑
j=1
[
M′n(s) × h j
] − ∞∑
j=1
M′(s) × h j
∥∥∥∥∥∥∥∥
2
X−b
d(s)

1
2
+β
(
E′
∫ t
0
∥∥∥∥pin ∞∑
j=1
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
] − ∞∑
j=1
ψ(M′(s))M′(s) × (M′(s) × h j)
∥∥∥∥2
X−b
ds
) 1
2
.
Hence to prove (iv), we only need to prove
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(a)
lim
n→∞
E′
∫ t
0
∥∥∥∥∥∥∥∥pin
∞∑
j=1
[
M′n(s) × h j
] − ∞∑
j=1
M′(s) × h j
∥∥∥∥∥∥∥∥
2
X−b
d(s)

1
2
= 0,
(b)
lim
n→∞
(
E′
∫ t
0
∥∥∥∥pin ∞∑
j=1
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]
−
∞∑
j=1
ψ(M′(s))M′(s) × (M′(s) × h j)
∥∥∥∥2
X−b
ds
) 1
2
= 0.
Proof of (a). Notice that
lim
n→∞
∫ t
0
∥∥∥∥∥∥∥∥pin
∞∑
j=1
[
M′n(s) × h j
] − ∞∑
j=1
M′(s) × h j
∥∥∥∥∥∥∥∥
2
X−b
ds = 0.
This is because
∫ t
0
∥∥∥∥∥∥∥∥pin
∞∑
j=1
[
M′n(s) × h j
] − ∞∑
j=1
M′(s) × h j
∥∥∥∥∥∥∥∥
2
X−b
ds

1
2
≤

∫ t
0
∥∥∥∥∥∥∥∥pin
∞∑
j=1
[
M′n(s) × h j
] − pin ∞∑
j=1
M′(s) × h j
∥∥∥∥∥∥∥∥
2
X−b
ds

1
2
+

∫ t
0
∥∥∥∥∥∥∥∥pin
∞∑
j=1
M′(s) × h j −
∞∑
j=1
M′(s) × h j
∥∥∥∥∥∥∥∥
2
X−b
ds

1
2
≤
∞∑
j=1
‖h j‖W1,∞
(∫ t
0
‖M′n(s) − M′(s)‖2X−b ds
) 1
2
+C

∫ t
0
∥∥∥∥∥∥∥∥pin
∞∑
j=1
M′(s) × h j −
∞∑
j=1
M′(s) × h j
∥∥∥∥∥∥∥∥
2
H
ds

1
2
→ 0.
And
sup
n
E′

∫ t
0
∥∥∥∥∥∥∥∥pin
∞∑
j=1
[
M′n(s) × h j
] − ∞∑
j=1
M′(s) × h j
∥∥∥∥∥∥∥∥
2
X−b
d(s)

2
< ∞.
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This is because: By (5.63) and (5.74), there exist some constant C > 0 such that
sup
n
E′

∫ t
0
∥∥∥∥∥∥∥∥pin
∞∑
j=1
[
M′n(s) × h j
] − ∞∑
j=1
M′(s) × h j
∥∥∥∥∥∥∥∥
2
X−b
d(s)

2
≤ 8
 ∞∑
j=1
‖h j‖W1,∞

2
sup
n
E′
(∫ T
0
‖M′n(s)‖2X−b ds
)2
+
(∫ T
0
‖M′(s)‖2X−b ds
)2
≤ 16
 ∞∑
j=1
‖h j‖W1,∞

2
T 2C2‖M0‖2H < ∞.
So
∫ t
0
∥∥∥∥pin ∑∞j=1 [M′n(s) × h j] −∑∞j=1 M′(s) × h j∥∥∥∥2X−b ds is uniformly integrable. Hence
we have
lim
n→∞
E′
∫ t
0
∥∥∥∥∥∥∥∥pin
∞∑
j=1
[
M′n(s) × h j
] − ∞∑
j=1
M′(s) × h j
∥∥∥∥∥∥∥∥
2
X−b
d(s)

1
2
= 0.

Proof of (b). Similar as the previous proof. Notice that
lim
n→∞
∫ t
0
∥∥∥∥pin ∞∑
j=1
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]
−
∞∑
j=1
ψ(M′(s))M′(s) × (M′(s) × h j)
∥∥∥∥2
X−b
ds = 0.
And
sup
n
E′
( ∫ t
0
∥∥∥∥pin ∞∑
j=1
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]
−
∞∑
j=1
ψ(M′(s))M′(s) × (M′(s) × h j)
∥∥∥∥2
X−b
ds
)2
< ∞.
So ∫ t
0
∥∥∥∥pin ∞∑
j=1
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]
−
∞∑
j=1
ψ(M′(s))M′(s) × (M′(s) × h j)
∥∥∥∥2
X−b
ds
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is uniformly integrable. Hence we have
lim
n→∞
(
E′
∫ t
0
∥∥∥∥pin ∞∑
j=1
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]
−
∞∑
j=1
ψ(M′(s))M′(s) × (M′(s) × h j)
∥∥∥∥2
X−b
ds
) 1
2
= 0.

Therefore we have proved (iv).

Lemma 5.67. For each t ∈ [0,T ], we have
ξ′(t) =
∞∑
j=1
{∫ t
0
[
α
[
M′ × h j
]
+ β
[
ψ(M′)M′ × (M′ × h j)
]]
dW′j(s)
}
,
in L2(Ω′; X−b).
Proof. Firstly, we show that
ξ′n(t) =
∞∑
j=1
{∫ t
0
[
αpin
[
M′n(s) × h j
]
+ βpin
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]]
dW′n j(s)
}
P′ almost surely for each t ∈ [0,T ] and n ∈ N.
Let us fix that t ∈ [0,T ] and n ∈ N. For each m ∈ N we define the partition
{smi := iTm , i = 0, . . . ,m} of [0,T ]. (M′n,W′jn) and (Mn,W j) have same distribution
on L4(0,T ;L4) ∩C([0,T ]; X−b) ×C([0,T ];R), so for each m the random variables
in H = L2(D):
ξn(t) −
∞∑
j=1
{ m−1∑
i=0
[
αpin(Mn(smi ) × h j) +
βpin
[
ψ(Mn(smi ))Mn(s
m
i ) × (Mn(smi ) × h j)
]]
(W j(t ∧ smi+1) −W j(t ∧ smi ))
}
and
ξ′n(t) −
∞∑
j=1
{ m−1∑
i=0
[
αpin(M′n(smi ) × h j) +
βpin
[
ψ(M′n(smi ))Mn(s
m
i ) × (M′n(smi ) × h j)
]]
(W′n j(t ∧ smi+1) −W′n j(t ∧ smi ))
}
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have the same distribution. For each j, we have
lim
m→∞
∣∣∣∣∣∣ m−1∑
i=0
[
αpin(Mn(smi ) × h j) + βpin
[
ψ(Mn(smi ))Mn(s
m
i ) × (Mn(smi ) × h j)
]]
(W j(t ∧ smi+1) −W j(t ∧ smi ))
−
∫ t
0
[
αpin(Mn(s) × h j) + βpin
[
ψ(Mn(s))Mn(s) × (Mn(s) × h j)
]]
dW j(s)
∣∣∣∣∣∣
L2(Ω;H)
= 0
and
lim
m→∞
∣∣∣∣∣∣ m−1∑
i=0
[
αpin(M′n(smi ) × h j) + βpin
[
ψ(M′n(smi ))M
′
n(s
m
i ) × (M′n(smi ) × h j)
]]
(W′n j(t ∧ smi+1) −W′n j(t ∧ smi ))
−
∫ t
0
[
αpin(M′n(s) × h j) + βpin
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]]
dW′n j(s)
∣∣∣∣∣∣
L2(Ω′;H)
= 0,
ξn −
∞∑
j=1
∫ t
0
[
αpin(Mn(s) × h j) + βpin
[
ψ(Mn(s))Mn(s) × (Mn(s) × h j)
]]
dW j(s)
and
ξ′n −
∞∑
j=1
∫ t
0
[
αpin(M′n(s) × h j) + βpin
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]]
dW′n j(s)
have the same distribution. But
ξn =
∞∑
j=1
∫ t
0
[
αpin(Mn(s) × h j) + βpin
[
ψ(Mn(s))Mn(s) × (Mn(s) × h j)
]]
dW j(s)
P-almost surely, so we have
ξ′n =
∞∑
j=1
∫ t
0
[
αpin(M′n(s) × h j) + βpin
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]]
dW′n j(s)
P′-almost surely. Secondly, we show that ξ′n(t) converges in L2(Ω′; X−b) to
∞∑
j=1
∫ t
0
[
αM′(s) × h j + βψ(M′(s))M′(s) × (M′(s) × h j)
]
dW′j(s)
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as n→ ∞. Notice that
E′
∥∥∥∥∥∥∥∥ξ′n(t) −
∞∑
j=1
∫ t
0
[
αM′(s) × h j + βψ(M′(s))M′(s) × (M′(s) × h j)
]
dW′j(s)
∥∥∥∥∥∥∥∥
2
X−b

1
2
=
(
E′
∥∥∥∥∥∥ ∞∑
j=1
∫ t
0
[
αpin
[
M′n(s) × h j
]
+ βpin
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]]
dW′n j(s)
−
∞∑
j=1
∫ t
0
[
αM′(s) × h j + βψ(M′(s))M′(s) × (M′(s) × h j)
]
dW′j(s)
∥∥∥∥∥∥2
X−b
) 1
2
≤
(
E′
∥∥∥∥∥∥ ∞∑
j=1
∫ t
0
[
αpin
[
M′n(s) × h j
]
+ βpin
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]]
−
∞∑
j=1
m−1∑
i=0
[
αpin
[
M′n(smi ) × h j
]
+ βpin
[
ψ(M′n(smi ))M
′
n(s
m
i ) × (M′n(smi ) × h j)
]]
1(smi ,smi+1](s) dW
′
jn(s)
∥∥∥∥∥∥
X−b
) 1
2
+
(
E′
∥∥∥∥∥∥ ∞∑
j=1
m−1∑
i=0
[
αpin
[
M′n(smi ) × h j
]
+ βpin
[
ψ(M′n(smi ))M
′
n(s
m
i ) × (M′n(smi ) × h j)
]]
(W′jn(t ∧ smi+1) −W′jn(t ∧ smi ))
−
∞∑
j=1
m−1∑
i=0
[
αpin
[
M′n(smi ) × h j
]
+ βpin
[
ψ(M′n(smi ))M
′
n(s
m
i ) × (M′n(smi ) × h j)
]]
(W′j(t ∧ smi+1) −W′j(t ∧ smi ))
∥∥∥∥∥∥2
X−b
) 1
2
+
(
E′
∥∥∥∥∥∥
∫ t
0
∞∑
j=1
[
αpin
[
M′n(smi ) × h j
]
+ βpin
[
ψ(M′n(smi ))M
′
n(s
m
i ) × (M′n(smi ) × h j)
]]
1(smi ,smi+1](s)
−
∞∑
j=1
[
αpin
[
M′n(s) × h j
]
+ βpin
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
] ]
dW′j(s)
∥∥∥∥∥∥2
X−b
) 1
2
+
(
E′
∥∥∥∥∥∥
∫ t
0
∞∑
j=1
[
αpin
[
M′n(s) × h j
]
+ βpin
[
ψ(M′n(s))M′n(s) × (M′n(s) × h j)
]]
−
∞∑
j=1
[
αM′(s) × h j + βψ(M′(s))M′(s) × (M′(s) × h j)
]
dW′j(s)
∥∥∥∥∥∥2
X−b
) 1
2
.
And then by Lemma 5.66, we conclude the result. 
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Remark 5.68. Observe that the Lemma 5.67 means that:
M′(t) = M0 +
∫ t
0
{ [
λ1M′ × ρ′] − λ2 [M′ × (M′ × ρ′)]
+
1
2
∞∑
j=1
[
α2
[
(M′ × h j) × h j
]
(5.95)
+αβψ(M′)
[[
M′ × (M′ × h j)] × h j]
+β2ψ(M′)
[
M′ × [M′ × (M′ × h j) × h j]]
+αβψ(M′)
[
M′ × [(M′ × h j) × h j]]
+β2ψ(M′)
[
M′ × (M′ × h j) × (M′ × h j)
] ]}
ds
+
∞∑
j=1
{∫ t
0
[
α
[
M′ × h j
]
+ β
[
ψ(M′)M′ × (M′ × h j)
]]
dW′j(s)
}
,
in L2(Ω′; X−b).
Lemma 5.69. [40](Th. 1.2) Let V and H be two separable Hilbert spaces, such
that V ↪→ H continuously and densely. We identify H with it’s dual space. And
let M2(0,T ; H) denote the space of H-valued measurable process with the filtered
probability space (Ω, (Ft)t∈[0,T ],P) which satisfy: φ ∈ M2(0,T ; H) if and only if
(i) φ(t) is Ft measurable for almost every t;
(ii) E
∫ t
0 |φ(t)|2 dt < ∞.
We suppose that
u ∈ M2(0,T ; V), u0 ∈ H, v ∈ M2(0,T ; V ′),
E
∫ T
0
∞∑
j=1
‖z j(t)‖2H dt < ∞,
with
u(t) = u0 +
∫ t
0
v(s) ds +
∞∑
j=1
∫ t
0
z j(s) dW j(s).
Let γ be a twice differentiable functional on H, which satisfies:
(i) γ, γ′ and γ′′ are locally bounded.
(ii) γ and γ′ are continuous on H.
(iii) Let L 1(H) be the Banach space of all the trace class operators on H. Then
∀Q ∈ L 1(H), Tr[Q ◦ γ′′] is a continuous functional on H.
(iv) If u ∈ V, ψ′(u) ∈ V; u 7→ γ′(u) is continuous from V (with the strong topology)
into V endowed with the weak topology.
(v) ∃k such that ‖γ′(u)‖V ≤ k(1 + ‖u‖V ), ∀u ∈ V.
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Then P almost surely,
γ(u(t)) = γ(u0) +
∫ t
0
V∗〈v(s), γ′(u(s))〉V ds +
∞∑
j=1
∫ t
0
H〈γ′(u(s)), z j(s)〉H dW j(s)
+
1
2
∞∑
j=1
∫ t
0
H〈γ′′(u(s))z j(s), z j(s)〉H ds.
Theorem 5.70. The M′ defined in Theorem 5.36 satisfies: for each t ∈ [0,T ], we
have P′-almost surely
(5.96) |M′(t, x)|R3 = 1, for Lebesgue a.e. x ∈ D.
Proof. Let η ∈ C∞0 (D,R). Then we consider
γ : H 3 M 7−→ 〈M, ηM〉H ∈ R.
It’s easy to see that γ is of C2 class and γ′(M) = 2ηM and γ′′(M)(v) = 2ηv for
M, v ∈ H.
Next we check the assumptions of Lemma 5.69 with u, v, z j in Lemma 5.69 from
(5.95). By previous work (See details below), we can see M′ satisfies:
E′
∫ T
0
∥∥∥M′(t)∥∥∥2V dt < ∞, by (5.66),
E′
∫ T
0
∥∥∥(M′ × ρ′)(t)∥∥∥2X−β dt < ∞, by (5.67),
E′
∫ T
0
∥∥∥M′(t) × (M′ × ρ′)(t)∥∥∥2X−β dt < ∞, by (5.70),
and by the assumption
∑∞
j=1 ‖h j‖2L∞(D) < ∞ and the definition of ψ, we have
E′
∫ T
0
∥∥∥∥∥∥∥∥
∞∑
j=1
(M′(s) × h j) × h j
∥∥∥∥∥∥∥∥
2
X−β
dt < ∞,
E′
∫ T
0
∥∥∥∥∥∥∥∥
∞∑
j=1
ψ(M′(s))[M′(s) × (M′(s) × h j)] × h j
∥∥∥∥∥∥∥∥
2
X−β
dt < ∞,
E′
∫ T
0
∥∥∥∥∥∥∥∥
∞∑
j=1
ψ(M′(s))M′(s) × [M′(s) × (M′(s) × h j) × h j]
∥∥∥∥∥∥∥∥
2
X−β
dt < ∞,
E′
∫ T
0
∥∥∥∥∥∥∥∥
∞∑
j=1
ψ(M′(s))M′(s) × [(M′(s) × h j) × h j]
∥∥∥∥∥∥∥∥
2
X−β
dt < ∞,
E′
∫ T
0
∥∥∥∥∥∥∥∥
∞∑
j=1
ψ(M′(s))[M′(s) × (M′(s) × h j)] × M′(s) × h j
∥∥∥∥∥∥∥∥
2
X−β
dt < ∞,
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and
E′
∫ T
0
∥∥∥∥∥∥∥∥
∞∑
j=1
M′(s) × h j
∥∥∥∥∥∥∥∥
2
H
dt < ∞,
E′
∫ T
0
∥∥∥∥∥∥∥∥
∞∑
j=1
ψ(M′(s))M′(s) × [M′(s) × h j]
∥∥∥∥∥∥∥∥
2
H
dt < ∞.
And γ satisfies:
(i) γ, γ′, γ′ are locally bounded.
(ii) Since γ′, γ′′ exist, γ, γ′ are continuous on H.
(iii) ∀Q ∈ L 1(H),
Tr[Q ◦ γ′′(a)] =
∞∑
j=1
〈Q ◦ γ′′(a)e j, e j〉H = 2
∞∑
j=1
〈Q(ηe j), e j〉H ,
which is a constant in R, so the map H 3 a 7−→ Tr[Q ◦ γ′′(a)] ∈ R is a continuous
functional on H.
(iv) If u ∈ V , γ′(u) ∈ V; u 7→ γ′(u) is continuous from V (with the strong topology)
into V endowed with the weak topology.
This is because: For any v∗ ∈ X−b, we have
Xb〈γ′(u + v) − γ′(u), v∗〉X−b = Xb〈2ηv, v∗〉X−b ≤ 2|η|C(D,R)Xb〈v, v∗〉X−b ,
hence γ′ is weakly continuous. Let us denote τ as the strong topology of V and τw
the weak topology of V . Take B ∈ τw, by the weak continuity (γ′)−1(B) ∈ τw, but
τw ⊂ τ. Hence (γ′)−1(B) ∈ τ, which implies (iv).
(v) ∃k such that ‖γ′(u)‖V ≤ k(1 + ‖u‖V ), ∀u ∈ V .
Hence by Lemma 5.69, we have that for t ∈ [0,T ] and P′ almost surely,
〈M′(t), ηM′(t)〉H − 〈M0, ηM0〉H
=
∫ t
0
X−b
〈
λ1M′ × ρ′ − λ2M′ × (M′ × ρ′)
+
1
2
∞∑
j=1
[
α2(M′ × h j) × h j + αβψ(M′)[[M′ × (M′ × h j)] × h j]
+β2ψ(M′)
[
M′ × [M′ × (M′ × h j) × h j]] + αβψ(M′)[M′ × [(M′ × h j) × h j]]
+β2ψ(M′)
[
M′ × (M′ × h j)] × (M′ × h j)], 2ηM′(s)〉
Xb
ds
+
∞∑
j=1
∫ t
0
〈2ηM′(s), αM′ × h j + βψ(M′)M′ × (M′ × h j)〉H dW′j(s)
+
∞∑
j=1
∫ t
0
〈ηαM′ × h j + βψ(M′)M′ × (M′ × h j), αM′ × h j + βψ(M′)M′ × (M′ × h j)〉H ds = 0.
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Hence we have
〈η, |M′(t)|2
R3
− |M′0|2R3〉L2(D;R) = 〈M′(t), ηM′(t)〉H − 〈M′0, ηM′0〉H = 0.
Since η is arbitrary and |M0(x)| = 1 for almost every x ∈ D, we infer that
|M′(t, x)| = 1 for almost every x ∈ D as well. 
Finally we are ready to give the proof of the main result.
Theorem 5.71. The process (M′, E′, B′) is a solution of Problem 5.10. That is,
(M′, E′, B′) satisfies the following equations: (5.14), (5.12) and (5.13).
Proof of (5.14). By Lemma 5.67 and Lemma 5.70, we have ψ(M′(t)) ≡ 1 for
t ∈ [0,T ]. Hence we deduce that for t ∈ [0,T ], the following equation holds in
L2(Ω′; X−b).
M′(t) = M0 +
∫ t
0
{ [
λ1M′ × ρ′] − λ2 [M′ × (M′ × ρ′)]
+
1
2
∞∑
j=1
[
α2
[
(M′ × h j) × h j
]
+ αβ
[[
M′ × (M′ × h j)] × h j]
+β2
[
M′ × [M′ × (M′ × h j) × h j]] + αβ [M′ × [(M′ × h j) × h j]]
+β2
[
M′ × (M′ × h j) × (M′ × h j)
] ]}
ds
+
∞∑
j=1
{∫ t
0
[
α
[
M′ × h j
]
+ β
[
M′ × (M′ × h j)
]]
dW′j(s)
}
= M0 +
∫ t
0
[
λ1M′ × ρ′ − λ2M′ × (M′ × ρ′)] ds
+
∞∑
j=1
{∫ t
0
[
αM′ × h j + βM′ × (M′ × h j)
]
◦ dW′j(s)
}
.

Proof of (5.12). By Proposition 5.41 and the equation (5.24), we have
(5.97) B′n(t) − B′n(0) = −
∫ t
0
piYn [∇ × E′n(s)] ds, P′ − a.s.
By Theorem 5.36, we also have
(a) E′n −→ E′ in L2w(0,T ;L2(R3)) P′ almost surely, and
(b) B′n −→ B′ in L2w(0,T ;L2(R3)) P′ almost surely.
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Hence for any u ∈ H1(0,T ; Y),∫ t
0
〈B′(s), du(s)
ds
〉L2(R3) ds = limn→∞
∫ t
0
〈B′n(s),
du(s)
ds
〉L2(R3) ds
= − lim
n→∞
∫ t
0
〈 dB
′
n(s)
ds
, u(s)〉L2(R3) ds = limn→∞
∫ t
0
〈piYn
[∇ × E′n(s)], u(s)〉L2(R3) ds
= lim
n→∞
∫ t
0
〈∇ × E′n(s), piYn u(s)〉L2(R3) ds = limn→∞
∫ t
0
〈E′n(s),∇ × piYn u(s)〉L2(R3) ds
Since
lim
n→∞
∣∣∣∣∣∣
∫ t
0
〈E′n(s),∇ × piYn u(s)〉L2(R3) − 〈E′(s),∇ × u(s)〉L2(R3) ds
∣∣∣∣∣∣
≤ lim
n→∞
∫ t
0
∣∣∣∣〈E′n(s),∇ × (piYn u(s) − u(s))〉L2(R3)∣∣∣∣ ds
+ lim
n→∞
∣∣∣∣∣∣
∫ t
0
〈E′n(s) − E′(s),∇ × u(s)〉L2(R3) ds
∣∣∣∣∣∣
≤ lim
n→∞
(∫ t
0
‖E′n(s)‖2L2(R3) ds
) 1
2
(∫ t
0
‖piYn u(s) − u(s)‖2Y ds
) 1
2
+ 0 = 0, P′ − a.s.,
we have
lim
n→∞
∫ t
0
〈E′n(s),∇ × piYn u(s)〉L2(R3) ds =
∫ t
0
〈E′(s),∇ × u(s)〉L2(R3) ds.
Therefore ∫ t
0
〈B′(s), du(s)
ds
〉L2(R3) ds =
∫ t
0
〈E′(s),∇ × u(s)〉L2(R3) ds,
for all u ∈ H1(0,T ; Y).
Hence for t ∈ [0,T ],
B′(t) = B0 −
∫ t
0
∇ × E′(s) ds, ∈ Y ′, P′ − a.s..

Proof of (5.13). Similar as in the proof of (5.12). Let p = q = 2 in Theorem 5.36,
we have
(a) M′n −→ M′ in L2(0,T ;L2(D)) P′ almost surely,
(b) E′n −→ E′ in L2w(0,T ;L2(R3)) P′ almost surely, and
(c) B′n −→ B′ in L2w(0,T ;L2(R3)) P′ almost surely.
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Hence by (5.23) we have for all u ∈ H1(0,T ; Y),
∫ t
0
〈E′(s), du(s)
ds
〉L2(R3) ds = limn→∞
∫ t
0
〈E′n(s),
du(s)
ds
〉L2(R3) ds
= − lim
n→∞
∫ t
0
〈piYn [1D(E′n(s)) + f (s)] − piYn [∇ × (B′n(s) − piYn (M˜′n(s)))], u(s)〉L2(R3) ds
=
∫ t
0
〈B′(s) − M˜′(s),∇ × u(s)〉L2(R3) − 〈1DE′(s) + f (s), u(s)〉L2(R3) ds.
Hence for t ∈ [0,T ],
E′(t) = E0 +
∫ t
0
∇× [B′(s)− M˜′(s)] ds−
∫ t
0
[1DE′(s) + f˜ (s)] ds, ∈ Y ′, P′ − a.s..

Next we will show some regularity of M′.
Theorem 5.72. For t ∈ [0,T ] the following equation holds in L2(Ω′; H).
M′(t) = M0 +
∫ t
0
{ [
λ1M′ × ρ′] − λ2 [M′ × (M′ × ρ′)]
+
1
2
∞∑
j=1
[
α2
[
(M′ × h j) × h j
]
+ αβ
[[
M′ × (M′ × h j)] × h j]
+β2
[
M′ × [M′ × (M′ × h j) × h j]] + αβ [M′ × [(M′ × h j) × h j]]
+β2
[
M′ × (M′ × h j) × (M′ × h j)
] ]}
ds
+
∞∑
j=1
{∫ t
0
[
α
[
M′ × h j
]
+ β
[
M′ × (M′ × h j)
]]
dW′j(s)
}
= M0 +
∫ t
0
{
λ1M′ × ρ′ − λ2M′ × (M′ × ρ′)} ds(5.98)
+
∞∑
j=1
{∫ t
0
[
αM′ × h j + βM′ × (M′ × h j)
]
◦ dW′j(s)
}
.
Proof. By (5.67) and (5.96), there exists some constant C > 0 such that
E
∫ T
0
‖M′n(t) × ρ′n(t)‖2H dt ≤ C2, ∀n.
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By Lemma 5.58, for u ∈ L2(Ω′; L2(0,T ; H)) we have
(
E′‖M′ × ρ′‖2L2(0,T ;H)
) 1
2 = sup
‖u‖L2(Ω′ ;L2(0,T ;H))≤1
E
∫ T
0
〈M′(t) × ρ′(t), u(t)〉H dt
= sup
‖u‖L2(Ω′ ;L2(0,T ;H))≤1
lim
n→∞E
∫ T
0
〈M′n(t) × ρ′n(t), u(t)〉H dt
≤ sup
n
(
E′‖M′n × ρ′n‖2L2(0,T ;H)
) 1
2 ≤ C.
Hence for almost every t ∈ [0,T ], M′(t) × ρ′(t) ∈ L2(Ω′; H). Again by (5.96) we
have
‖M′(t) × (M′(t) × ρ′(t))‖2L2(Ω′;H) = E′
∫
D
|M′(t, x) × (M′(t, x) × ρ′(t, x))|2 dx
≤ E′
∫
D
|M′(t, x)|2|M′(t, x) × ρ′(t, x)|2 dx ≤ ‖M′(t) × ρ′(t)‖2L2(Ω′;H) < ∞.
Therefore all the terms of (5.98) are in L2(Ω′; H), so the proof has been complete.

Finally we will prove that M′ has more regularity time-wise.
Theorem 5.73. The process M′ introduced in Theorem 5.36 satisfies the following
condition: for θ ∈ (0, 12 ),
M′ ∈ Cθ(0,T ; H), P′ − a.s..
Proof. The proof is based on the Kolmogorov test (Lemma 2.134). By (5.98), we
have
M′(t) − M′(s) =
∫ t
s
{ [
λ1M′ × ρ′] − λ2 [M′ × (M′ × ρ′)]
+
1
2
∞∑
j=1
[
α2
[
(M′ × h j) × h j
]
+ αβ
[[
M′ × (M′ × h j)] × h j]
+β2
[
M′ × [M′ × (M′ × h j) × h j]] + αβ [M′ × [(M′ × h j) × h j]]
+β2
[
M′ × (M′ × h j) × (M′ × h j)
] ]}
dτ
+
∞∑
j=1
{∫ t
s
[
α
[
M′ × h j
]
+ β
[
M′ × (M′ × h j)
]]
dW′j(τ)
}
,
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for 0 ≤ s < t ≤ T , in L2(Ω′; H). Hence for fixed q ≥ 1, we have{
E′
∥∥∥M′(t) − M′(s)∥∥∥2qH } 12q
≤ |λ1|
E′
∥∥∥∥∥∥
∫ t
s
M′(τ) × ρ′(τ) dτ
∥∥∥∥∥∥2q
H

1
2q
+ |λ2|
E′
∥∥∥∥∥∥
∫ t
s
M′(τ) × [M′(τ) × ρ′(τ)] dτ
∥∥∥∥∥∥2q
H

1
2q
+
1
2
α2
∞∑
j=1
E′
∥∥∥∥∥∥
∫ t
s
[M′(τ) × h j] × h j dτ
∥∥∥∥∥∥2q
H

1
2q
+
1
2
|αβ|
∞∑
j=1
E′
∥∥∥∥∥∥
∫ t
s
(
M′(τ) × [M′(τ) × h j]) × h j dτ∥∥∥∥∥∥2q
H

1
2q
+
1
2
β2
∞∑
j=1
E′
∥∥∥∥∥∥
∫ t
s
{
M′(τ) × (M′(τ) × [M′(τ) × h j])} × h j dτ∥∥∥∥∥∥2q
H

1
2q
+
1
2
|αβ|
∞∑
j=1
E′
∥∥∥∥∥∥
∫ t
s
M′(τ) × ([M′(τ) × h j] × h j) × h j dτ∥∥∥∥∥∥2q
H

1
2q
+
1
2
β2
∞∑
j=1
E′
∥∥∥∥∥∥
∫ t
s
(
M′(τ) × [M′(τ) × h j]) × [M′(τ) × h j] dτ∥∥∥∥∥∥2q
H

1
2q
+|α|
∞∑
j=1
E′
∥∥∥∥∥∥
∫ t
s
M′(τ) × h j dW′j(τ)
∥∥∥∥∥∥2q
H

1
2q
+ |β|
∞∑
j=1
E′
∥∥∥∥∥∥
∫ t
s
M′(τ) × [M′(τ) × h j] dW′j(τ)
∥∥∥∥∥∥2q
H

1
2q
.
We also have the following results: By (5.82), ∃C > 0 such that
E′
∥∥∥∥∥∥
∫ t
s
M′(τ) × ρ′(τ) dτ
∥∥∥∥∥∥2q
H
≤ (t − s)qE′
(∫ t
s
‖M′(τ) × ρ′(τ)‖2H dτ
)q
≤ Cq(t − s)q.
By (5.96), ‖M′(t) × (M′(t) × ρ′(t))‖2H ≤ ‖M′(t) × ρ′(t)‖2H . So
E′
∥∥∥∥∥∥
∫ t
s
M′(t) × (M′(t) × ρ′(t)) dτ
∥∥∥∥∥∥2q
H
≤ Cq(t − s)q.
By (5.73),
∞∑
j=1
E′
∥∥∥∥∥∥
∫ t
s
[M′(τ) × h j] × h j dτ
∥∥∥∥∥∥2q
H

1
2q
≤
∞∑
j=1
‖h j‖L∞(D)
(
E′
∫ t
s
‖M′(τ)‖2H dτ
) 1
2
(t − s) 12 ≤ C 12 (t − s) 12 .
Using (5.96) and similarly as before we also have:
∞∑
j=1
E′
∥∥∥∥∥∥
∫ t
s
(
M′(τ) × [M′(τ) × h j]) × h j dτ∥∥∥∥∥∥2q
H

1
2q
≤ C 12 (t − s) 12 ,
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∞∑
j=1
E′
∥∥∥∥∥∥
∫ t
s
{
M′(τ) × (M′(τ) × [M′(τ) × h j])} × h j dτ∥∥∥∥∥∥2q
H

1
2q
≤ C 12 (t − s) 12 ,
∞∑
j=1
E′
∥∥∥∥∥∥
∫ t
s
M′(τ) × ([M′(τ) × h j] × h j) × h j dτ∥∥∥∥∥∥2q
H

1
2q
≤ C 12 (t − s) 12 ,
∞∑
j=1
E′
∥∥∥∥∥∥
∫ t
s
(
M′(τ) × [M′(τ) × h j]) × [M′(τ) × h j] dτ∥∥∥∥∥∥2q
H

1
2q
≤ C 12 (t − s) 12 .
By Theorem 2.127,
∞∑
j=1
E′
∥∥∥∥∥∥
∫ t
s
M′(τ) × h j dW′j(τ)
∥∥∥∥∥∥2q
H

1
2q
≤ (q(2q − 1)) 12 ( 2q
2q − 1
)2q ∞∑
j=1
E′
(∫ t
s
∥∥∥M′(τ) × h j∥∥∥2H dτ)
1
2
≤ ‖u0‖H
∞∑
j=1
‖h j‖L∞(q(2q − 1)) 12 ( 2q2q − 1
)2q
(t − s)1
2
≤ C 12 (t − s) 12 .
And
∞∑
j=1
E′
∥∥∥∥∥∥
∫ t
s
M′(τ) × [M′(τ) × h j] dW′j(τ)
∥∥∥∥∥∥2q
H

1
2q
≤ C 12 (t − s) 12 .
Therefore there exists C1 > 0 such that
E′
[∥∥∥M′(t) − M′(s)∥∥∥2qH ] ≤ C1(t − s)q, q ≥ 1.
Then by the Kolmogorov test (Lemma 2.134),
M′ ∈ Cα([0,T ];L2), α ∈
(
0,
1
2
)
.
This completes the proof of Theorem 5.73. 
5.7. Main theorem. Summarizing, we state all the results in this section in the
following Theorem:
Theorem 5.74. There exists a filtered probability space (Ω′,F ′,F′ = (F ′t )t≥0,P′)
with pairwise independent, real valued, F′-adapted Wiener process (W′j)
∞
j=1. And
there exist processes M′ : Ω′ × [0,T ] −→ V, B′ : Ω′ × [0,T ] −→ L2(R3) and
E′ : Ω′ × [0,T ] −→ L2(R3) in this probability space such that:
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(i) For every t ∈ [0,T ],
M′(t) = M0 +
∫ t
0
{
λ1M′ × ρ′ − λ2M′ × (M′ × ρ′)} ds
+
∞∑
j=1
{∫ t
0
[
αM′ × h j + βM′ × (M′ × h j)
]
◦ dW′j(s)
}
.
in L2(Ω′; H).
B′(t) = B0 −
∫ t
0
∇ × E′(s) ds, ∈ Y ′, P′ − a.s..
E′(t) = E0 +
∫ t
0
∇× [B′(s)− M˜′(s)] ds−
∫ t
0
[1DE′(s) + f˜ (s)] ds, ∈ Y ′, P′ − a.s..
(ii)
|M′(t, x)|R3 = 1, for Lebesgue a.e. (t, x) ∈ [0,T ] × D and P′ − a.s..
(iii) For every θ ∈ (0, 12 ),
M′ ∈ Cθ([0,T ]; H), P′ − a.s..
Proof. The claim (i) is from Theorem 5.71 and Theorem 5.72. The claim (ii) is
from Theorem 5.70 and the claim (iii) is from Theorem 5.74. 
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