New display principles aim at supreme image quality. The temporal aspects of these devices sometimes remain underexposed in the literature, and the paper presents an overview of new artifacts and possible remedies with signal processing.
INTRODUCTION
Over the years, a large number of new display principles have emerged from the search for flat, high quality, or low cost alternatives for the successful Cathode Ray Tube (CRT). The various properties of a good display should include high static resolution, high peak brightness, high contrast, high lumen efficacy, and favourable dynamic behaviour. Of these, it is the last item which gains least exposure. Nevertheless, the temporal aspects of a video display determine important properties like flicker, dynamic resolution and motion portrayal.
In this paper, we shall discuss typical artifacts due to unfavourable properties of emerging television displays. We introduce a processing model that eliminates or at least reduces the various artifacts that result from temporal imperfections of CRTs with alternative scanning, Liquid Crystal Displays (LCDs), tiled displays, Plasma Display Panels (PDPs), and colour sequential displays.
We shall conclude that knowledge of the motion in the scene, i.e. motion estimation, is essential to at least partially repair the often unfavourable temporal behaviour of these displays. Such repair is realistic, as these displays have appeared on the market at the moment motion vector estimation has come to maturity for consumer applications [1, 2, 3, 4] .
In Section 2, we model the display artifacts due to scanning mismatches, and in Section 3 the artifacts due to integration of the display. Section 4 introduces a general processing model for artifact reduction, which is elaborated in Section 5 for individual display types. In Section 6, we draw our conclusions.
TEMPORAL ARTIFACTS IN DISPLAYS RESULTING FROM SCANNING MISMATCHES
In the early days of television, both the imaging and the display device used an electron beam to scan the scene, and it was only logical that the scanning had the same parameters, i.e. line time, picture time and interlace factor. In such a system, the delay between the registration of an input pixel and the display of an output pixel is the same for all pixels. Over time, the technologies for imagers and displays diverged, and the delay for every displayed pixel no longer had the same value. Figure 1 illustrates the scanning process in imager and display.
Linear delay variations
In a first category of displays, we can model the delay variation ∆t resulting from the scanning mismatch as a linear function of the position on the screen. To determine the scanning mismatch, we first have to model the scanning process, i.e. the time of recording/displaying each pixel in a video frame. The scanning mismatch is then defined for each pixel as the delay between recording and displaying (neglecting any constant contribution 1 ). The scanning process of imaging and display devices that use electron beams as described above is a linear function of the display co-ordinates, with:
where the scanning parameters S n are constants, and x and y describe the horizontal and vertical position of the pixel respectively. For example, the scanning process for a CRT display is described by:
where t f and t l = t f /h are frame-and line times, and w and h are the number of pixels horizontally (width) and vertically (height). The electron beam fly-back times are neglected for simplicity, and the pixel at the co-ordinate origin is defined to have a recording/displaying time of zero by neglecting the constant delay contribution (S 0 = 0).
1. A constant delay between imager and display has no influence on image quality, it merely determines to which extent the video is said to be "live". Since both imaging and display device have identical scanning parameters, their scanning mismatch is zero (again neglecting a constant delay). However, when the scanning parameters are not identical, there will be delay variations across the screen due to the scanning mismatch:
where C n = S n,display − S n,imager A typical example is the scanning mismatch between a CCD camera (S n ≈ 0) and a CRT display, leading to ∆t CCD/CRT = t CRT (Eq.2).
Due to motion in the scene, delay variations are translated into spatial variations via the local velocity of the objects in the scene:
and as a consequence, positional errors are a function of the velocity:
In this first category of display and imager combinations, motion results in a geometrical distortion of the moving object. This distortion varies smoothly as a function of the spatial position, and therefore is considered mild and acceptable at least for consumer vision applications. Figure 2a illustrates the effect of scanning mismatches in this category. The figure shows the perceived image when making a horizontal pan over a scene with a frame-transfer CCD camera, and displaying the resulting video on a scanned display (e.g. a CRT). The smoothly varying delay error as a function of the screen position causes a skew distortion of the image content. For higher speeds this effect can be quite noticeable, but it is seldom annoying.
Non-linear delay variations
In a second category of imager and display combinations, the parameters C n are not constant (C 0 can therefore no longer be neglected). This relation may vary per colour (for colour sequential displays, as shown in Figure 2b ), per picture portion (for tiled displays like vidiwall screens, see Figure 2c ), or may depend on the picture number (for broadcast film material on any known display and for video in PCs, see Figure 2d ). Another example is interlaced video on a progressive display, where the delay depends on the line number (odd/even). As these delay variations and, from Equation 5, positional errors do not necessarily vary smoothly, correction gives a clear improvement that is almost necessary for acceptable image quality.
The delay may even depend on the displayed data, as is typical for displays with an on/off character that realize gray scale representation with pulse-width modulation,(e.g. PDPs). In this type of display, each bit-slice has a different delay. The artifacts for this type are even stronger than in the previous examples, as can be seen in Figure 2f and in Figure 8 . Typically, brightly coloured "dynamic" contours appear in low detail areas. Repair therefore leads to an obvious quality improvement. In a more elaborate paper dedicated to the artifacts in PDPs [5] we have shown that this improvement, although feasible, is more difficult to achieve. Section 5.5 gives a summary of these artifacts and improvements.
Recently, correction algorithms have reached a level of maturity allowing introduction of dedicated ICs [1, 2] for consumer video equipment and software packages enabling real time correction on digital signal processors (DSPs) [4] .
TEMPORAL ARTIFACTS DUE TO INTEGRATION
The CRT is a "stroboscopic" display device: the light for an individual pixel is generated as a pulse which is very short compared to the picture time. For non-stroboscopic displays like many emerging types including LCDs and PDPs, each image , where n is the picture number, is displayed during a display time t i in a sample-and-hold manner 1 . For an LCD this display time equals the picture 1. Other effects are left out for simplicity, but lead to similar artifacts.
F x n , ( )
time T, while for a PDP it varies with the brightness of the pixel. When there is motion in the image, the viewer tracks the motion and hence integrates the intensity produced by each image along the motion trajectory:
The displacement vector is the product of the object velocity and the picture period:
If t i is constant, the integration can also be written as a convolution of the original image and a motion tracking / temporal sample-and-hold function h(α):
where is a 1D block function oriented along the motion vector .
It is therefore actually a 2D function , which has value zero outside the line segment (0 ≤ k < t i /T). The 2D integral (area) is normalized to 1. 
We can now see that the effect of the motion tracking / temporal sample-and-hold characteristic is a low pass filtering with a sinc-frequency response, where the width of the pass-band decreases proportionally to the quantity . Figure 2e shows the perceived artifact for our panning scene on an LCD. The blurring is clearly visible.
TEMPORAL ARTIFACT REDUCTION
From the previous sections, weaknesses in the temporal behaviour of emerging displays result in spatial impairments such as distortions, blurring or even tearing of moving image parts. Moreover, the effects are proportional to the velocity of the motion. Possible reduction methods must therefore have knowledge of the motion of objects in the scene. This knowledge can be obtained from motion estimation algorithms. Devices implementing these algorithms calculate whether there is motion at a certain part of the screen and, if so, in which direction and how fast. Evidently, the ability to design high quality truemotion estimators is essential for remedial processing.
The model for temporal artifacts can be divided into two parts: the variable delay and the integration "filter" at the right of Figure 3 . Consequently, the remedy for all the
described artifacts consists of a cascaded inverse variable delay and inverse integration filter to counteract the effects of integration of non-stroboscopic displays, shown at the left of Figure 3 .
The inverse variable delay is provided by a motion compensated picture interpolation module, e.g.:
where β is determined by the delay to be compensated.
The principle of inverse filtering has been suggested by Bitzakidis [6] . From the analysis in the Fourier domain (Eq.10 and 11), we can see that this inverse filtering is defined by:
In practise, the inverse filtering cannot be perfect because the transfer resulting from the integration along the motion trajectory has zeroes, and the dynamic range of the display is limited. Nevertheless, accurate knowledge of the motion in the scene can provide the key to counteracting the motion blurring introduced by these non-stroboscopic displays.
In addition to the imperfections of the inverse filter due to the nature of the integration filter, the pulse width modulation techniques for gray level generation cause data dependencies of the artifacts which can be reduced, but not completely eliminated. This will be explained in Section 5.5.
ELABORATION OF THE REQUIRED PROCESSING FOR INDIVIDUAL DISPLAY TYPES
In the previous sections, we have derived a general model that describes the temporal behaviour of a display. We extended this model with two modules, a variable delay
and an inverse filter, that describe the ideal video display processing to remedy imperfect temporal characteristics of emerging display principles.
In this section, we elaborate these two modules for some interesting display types belonging to the non-linear category introduced in Section 2.2. The linear devices as mentioned in Section 2.1 will not be discussed in more detail, since the perceived defects of these displays are hardly ever annoying.
Colour sequential displays
In a colour sequential display, the light from the 3 primary colours is not emitted simultaneously for a given pixel, but rather alternates in separate pictures.
We shall use , , and to indicate the red, green and blue video input signals at position and of picture number n. As an example, we shall assume that the picture rate of the colour sequential display is 3 times the input picture rate. So, one of the colours, e.g. red, is emitted at the correct position in time 1 , while green and blue are emitted with a delay of one-third and two-thirds of the picture period respectively.
To compensate for the temporal mis-positioning of green and blue, we have to interpolate the green and blue video signals to the display using motion compensated interpolation. Applying Equation 12 to this specific example leads to:
It is possible, and advisable, to use an interpolation technique that is more robust for erroneous motion vectors, as discussed in [7] . However, from the case discussed, it is clear that the remedy for the typical artifact of a colour sequential display (i.e. colour break-up at moving edges in the scene) is straightforward and absolutely feasible with current video processing technology.
Tiled displays
In a tiled display, adjacent parts of the picture are shown on individual display units tiled together to form the total screen. If the individual display units are of the scanning type, like the CRTs in a vidiwall, moving objects in the image break up at the boundary of two vertically neighbouring display elements, as shown in Figure 2c. 1. We neglect here the possible delay between pixels in an image due to increased vertical scanning frequency per colour, as this only gives rise to mild geometrical distortion as discussed before. Figure 4 shows a tiled display formed of 4 CRTs, each showing a quadrant of the picture. Let us assume that the CRTs are synchronously scanned from top to bottom in exactly one picture period, i.e. we neglect the vertical flyback interval. In this case, a delay step of exactly one picture period occurs between the last lines of the upper two display elements and the first lines -half way down the picture -of the lower two display elements. Similarly, a delay step of one line time occurs between the last pixel of every line on the left two display elements and the first pixel of every line on the right two display elements. Since this last delay step is roughly 3 orders of magnitude smaller than the first (Eq.2), the resulting artifact is negligible.
To compensate for the delay step between neighbouring lines on the upper and lower display elements, we can interpolate the video signals to the lower display elements using a motion compensated interpolation. Applying again Equation 12 to this specific example leads to:
Again, a more robust interpolation technique as discussed in [7] can be used, but the correction of the artifact is straightforward and absolutely feasible for a consumer price.
PC-monitors and other CRTs with an increased picture frequency
To prevent large area flicker, PC-monitors are usually operated at a picture frequency that lies well above that of the picture rate of broadcast video. The straightforward way to deal with this scanning mismatch is to repeat pictures until a new one becomes available. Evidently, the F bottom x n ( , )
repeated images are delayed in time, which leads to a spatial mis-positioning of moving objects. For moderate speeds this can be perceived as a more or less acceptable blurring, but for somewhat higher speeds the artifact is perceived as annoying echoes seen behind moving edges. Again Equation 12 provides the recipe to eliminate this artifact:
(16) but now β changes dynamically over time.
The same technique is being used in flicker-free television display driver ICs, like that discussed in [2] , and in studio equipment for standards conversion between 50 Hz and 60 Hz material. However, PCs still use the (in our opinion) outdated technique of picture repetition [8] .
Liquid crystal displays
In contrast with the previous examples, the LCD is not a stroboscopic display: it does not emit the luminance of a given pixel at a discrete point in time, but rather emits the light during the entire picture time. The result can be interpreted as a stroboscopic display with an infinitely high picture rate using picture repetition to deal with the scanning mis-match. Unfortunately, this interpretation does not help us, as motion compensation cannot be applied to the individually repeated images to perfectly correct for the delay errors in the repeated images.
The inverse filtering according to Equation 13, where t i equals the picture period, can be considered as a theoretical remedy. In practise, a modified filter is required since the sinc-function in Equation 13 contains zeroes in the transfer characteristic. A general approach that can be realized in practise is a filter that boosts the high frequencies which will be reduced by the sinc-behaviour of the display, as defined by: 
where the second term on the right hand side of this equation is a high-pass FIR filter, the coefficients of which depend on the local motion .
The risk of using a high-frequency boosting filter is that variations of the filter in areas where the motion vector is unreliable become visible as a modulation of the noise. This is particularly a danger in flat areas, where most motion estimators have difficulty in finding a valid vector since the region is invariant for shifts. Figure 5 shows the resulting modulation. To prevent such noise modulation, Equation 17 can be modified to suppress peaking in areas
that cannot suffer from blurring because they contain no detail: (18) where Th is a threshold value that prevents peaking in low contrast areas. Figure 6 illustrates this processing showing a block diagram of a possible implementation.
Alternatives to remedy the motion blurring effect of LCDs generally do not use video processing, but rely on methods like a flashing/scanning back-light. This eliminates the integration (reduces t i ) but brings back the flicker which was so conveniently absent because of the sample and hold character of the LCD.
As a final example, the motion artifacts of LCDs can be reduced by increasing the picture frequency. This does not influence the quantity t i /T in Equation 11, but reduces blurring by decreasing (Eq.7), since the speed of objects in pixels per second does not change. However, doubling the picture frequency halves , but at the same time introduces a variable delay depending on image number (odd/even). If this delay is not compensated for, e.g. when picture repetition is applied, increasing the picture rate has no effect. Each input image is still "sampled-and-held" for the same amount of time. Using the methods introduced in this paper, we now know that motion compensated interpolation is a prerequisite to counteract these motion artifacts.
Plasma display panels
Motion artifacts in PDPs are caused by the sub-field driving method for generating gray levels. This implies that each pixel in the image is distributed over a number of subfield pixels, and each sub-field pixel can be switched on to emit light during a period depending on the sub-field weight. The viewer is unable to perceive the individual sub-fields because their light is integrated for each pixel to the correct luminance value. Figure 7 shows the sub-field principle and the integration for a still image.
However, when there is motion, the viewer will track the moving object and hence integrate sub-fields along the motion trajectory, instead of along the temporal axis. So: (19) where is the perceived intensity, while W j and SF j are respectively the weight and state (0 or 1) of subfield j at position in picture n. The total number of subfields is N SF , and the delay of sub-field j is given by t j . 
In terms of the model, each sub-field ("bit-slice") has a different delay that causes a spatial mis-positioning due to the motion (Eq.5). Consequently, the bit-slices corresponding to each image in the sequence are perceived at different positions. This leads to the artifact described as "dynamic false contours" illustrated in Fig.7 and Fig.8b . Although this contouring artifact is far more annoying, the mis-positioning also causes a blurring effect similar to the "double image" in Figure 8d .
To prevent these motion artifacts, we have to compensate for the delay of each sub-field. The problem of motion compensation for PDPs is discussed in more detail in [5] , and here we only give a short summary in terms of the model introduced in this paper. 
From Equation 20 we can see the first problem: since a pixel in a subfield can only be on or off, we cannot simply interpolate (spatially and temporally) a value for the motion compensated sub-field. Such an interpolation would cause a mixing of bits from two different words, which can produce quite unexpected results since even the smallest differences in value of the words can completely change the value of the individual bits. This problem can be circumvented by modifying the motion compensation: 
The interpolation in the temporal direction is removed, and the spatial interpolation is reduced to a rounding operation. This will always result in a binary value for , but the rounding errors can be quite visible (Fig.8c) . These rounding errors can be prevented by re-calculating the value for each sub-field from the full-intensity motion compensated value (Eq.12). Nevertheless, although they are now aligned along the motion vector, the subfields are still taken from different words (due to the rounding) and there is still a chance that the sub-fields along the motion vector do not produce the intended luminance. In [5] we explain this and introduce a feedback mechanism to control the intensity that will be seen by a motion-tracking viewer to give the optimum subfield delay compensation. Pictures showing the typical PDP motion artifact and results of the remedial processing discussed in this sub-section are shown in Figure 8 .
A second problem is the sensitivity to motion errors. Since the artifacts are very annoying, any error in the estimation motion vectors will lead to (similar) artifacts that are consequently also annoying, even more so than in the case of LCDs (Fig.5 ). An effective remedy against this sensitivity cannot easily be found by only using motion compensation. The severity of these artifacts should be reduced by using more suitable sub-field distributions. Nevertheless, as argued in the previous sections, motion compensation is the only way to correct the sub-field delay variations.
A third problem with PDPs is the data-dependency of the duration of the light emission. The processing shown in Figure 8 only compensates for the delay variations, i.e. it aligns the sub-fields along the motion trajectory. On top of that, the light pulses have a finite length which causes motion blur. In Section 4, we introduced inverse filtering as the remedy for this non-stroboscopic image rendering. However, the blurring due to integration of a certain image detail depends on the length of the light pulses that carry the information of this detail, i.e. the bit-slices involved. If we assume that the main blurring is caused by the most significant bit that varies due to the image detail, we can use this information in combination with the motion vector to determine the coefficients of the "inverse filter". In a possible implementation, shown in Figure 9 , the mean signal value and the peak-to-peak value of a highfrequency video component are used to determine the most significant active bit.
Clearly, the correction for the motion blur of a PDP can only be an approximation. Fortunately, the length of the pulses is relatively short compared to the picture time, and therefore the de-blurring is not too critical. Fig.8 
