Abstract-High-brightness laser diode technology is progressing rapidly in response to competitive and evolving markets. The large volume resonators required for high-power, high-brightness operation makes their beam parameters and brightness sensitive to thermal-and carrier-induced lensing and also to multimode operation. Power and beam quality are no longer the only concerns for the design of high-brightness lasers. The increased demand for these technologies is accompanied by new performance requirements, including a wider range of wavelengths, direct electrical modulation, spectral purity and stability, and phase-locking techniques for coherent beam combining. This paper explores some of the next-generation technologies being pursued, while illustrating the growing importance of simulation and design tools. The paper begins by investigating the brightness limitations of broadarea laser diodes, including the use of asymmetric feedback to improve the modal discrimination. Next, tapered lasers are considered, with an emphasis on emerging device technologies for applications requiring electrical modulation and high spectral brightness.
I. INTRODUCTION
T HERE is a growing demand for high-power diode lasers in a variety of fields today. Traditionally, the largest application for high-power diode lasers has been as pump sources for solid-state lasers, fiber amplifiers in telecommunications, and more recently, fiber lasers [1] . Diode lasers are used because they have a high electrical to optical conversion efficiency and can be designed to fit the absorption band of these applications. They have advantages in terms of reliability, compactness, and cost. In recent years, high-brightness laser technology has been strongly driven by an increasing number and variety of applications, including medicine (e.g., photodynamic therapy, fluorescence spectroscopy, and surgery), display technology (laser displays and mobile projectors), free-space optical wireless communication, and direct-diode materials processing.
As the range of applications increases, the performance demands on high-brightness laser diodes are also becoming more stringent. Performance requirements for next-generation highbrightness laser diodes include good modulation performance, narrow spectral linewidth, and nearly diffraction-limited powers of 20-100 W. At the same time, laser simulation tools are becoming essential for achieving the desired performance. These tools provide an understanding of the physics and operation of the device and permit the exploration of novel designs and concepts needed to provide more than an incremental improvement in the device performance.
In this paper, we provide an overview of recent trends in the design and simulation of next-generation high-power, highbrightness laser diodes. Section II begins with a cursory discussion of the applications, performance requirements, and current state of the art of high-brightness diode lasers and systems, followed by an overview of approaches for achieving high power and brightness, and a discussion of the increased role and demands on simulation and design tools. Section III briefly describes the high-brightness laser diode simulation tools used in this paper and how the simulation parameters are calibrated and validated. Section IV considers a few examples to provide insight into the approaches and design considerations currently being pursued. These include an asymmetric feedback external cavity laser, a multiple section tapered laser, a self-organizing cavity laser, and a laser array in an external Talbot cavity.
II. BACKGROUND

A. Applications and Performance Requirements
The most important performance target for high-power laser diodes continues to be the combination of power and beam quality, known as brightness. The brightness of a laser beam is defined as the optical power density P per emission area A and per unit of solid angle Ω in the output beam. The brightness B describes how well the optical power can be collimated into a narrow beam, and can be described as
The brightness is also related to M 2 and the beam parameter product Q (product of the minimum beam diameter ω 0 and its divergence θ f ). The current state of the art for power and brightness of diode lasers and systems is shown in Fig. 1 . The comparison with other high-power lasers (e.g. CO 2 and solidstate lasers) in Fig. 1 shows that diode lasers are approaching the level of power and brightness achievable by other laser systems.
As the variety of applications for high-brightness laser diodes increases, so does the range of performance specifications, which generally depend upon the intended application. For example, most high-brightness diode lasers operate at 808 or 980 nm, but other wavelengths are emerging for applications such as medicine, displays, printing, and marking/cutting/welding of plastics. Display and optical wireless applications also require that the laser has a controlled emission spectrum and beam quality during high-frequency modulation (0.1-1 GHz) and a large modulation efficiency (power/current ratio). Applications requiring frequency doubling (e.g., blue and green lasers for displays, blue/near-UV lasers for fluorescence spectroscopy) are driving the pursuit of ultimate brightness combined with spectral purity/stability. The efficiency of frequency doubling depends on the square of the optical electric field and requires a nearly diffraction-limited beam to achieve a high optical field intensity and good beam coherence. As indicated in Fig. 1 , applications involving the direct processing of materials are driving the development of laser systems with high output power and brightness. These include marking (P = 10-100 W, Q = 0.3-2 mm·mrad), cutting, and welding of sheet metal (P = 0.3-10 kW, Q = 2-100 mm·mrad). Currently, the best power and brightness results for single emitters are from tapered lasers (P = 12 W, Q = 1.5 mm·mrad [2] ). Generally, power levels greater than 10-20 W must be achieved by combining the beams from multiple emitters. For the most demanding high-power applications, the beams must be combined coherently through stable phase-locking of an array of emitters to achieve power densities >10 5 W/mm 2 .
B. Approaches for High Power and Brightness
The simplest laser diode to fabricate is the broad-area laser diode (BA-LD), which is still widely used to provide high power with high efficiency. However, they are known to have a large slow-axis far-field divergence and poor beam qualityprimarily due to beam filamentation. This process has been studied intensively both experimentally and theoretically, e.g., in [3] and references therein. Spatial filamentation leads to a complicated multilobed near-field pattern, which negatively affects the brightness. Furthermore, filamentation is sometimes accompanied by unwanted periodic or chaotic variations in the laser power. Hence, BA-LDs are fundamentally unsuitable for high-brightness applications without some form of filtering to provide a mechanism for modal discrimination.
To overcome the deficiencies of the BA-LD, numerous designs have been proposed to increase the brightness of highpower laser diodes. One technique adopted from traditional nondiode lasers is the unstable resonator concept, such as lasers with a curved mirror resonator [4] , [5] . Lasers with multiple sections have also been explored to increase the brightness, including master oscillator power amplifier (MOPA) lasers [6] , tapered lasers [7] , and bow-tie lasers [8] . The α-DFB laser showed early promise [9] , but has only achieved an output power of 3 W with M 2 = 3.2 (Q = 2 mm·mrad) from a single emitter [10] , [11] . The far-field divergence of a BA-LD can also be reduced using asymmetric feedback from an external cavity [12] , [13] .
The easiest way to scale the power from laser diodes is to employ an array of emitters. To achieve high brightness, however, phase locking is needed to coherently combine their output beams. Common approaches include positive guiding [14] (evanescent-wave coupling) and antiguiding (leaky-wave coupling) arrays [15] , with the latter showing stronger in-phase coupling. Phase locking can also be achieved through diffractive coupling using the Talbot effect. This can be done monolithically [16] or using an external cavity [17] . Another phase locking method using diffractive coupling employs a multimode interference (MMI) coupling section [18] .
C. Role of Simulation and Design Tools
Numerous laser models have been reported in the literature. These models vary in complexity and have typically been developed to target specific applications. Early models ignored current spreading in the cladding layers of the device and typically solved the 1-D unipolar diffusion equation in the lateral direction. These tools were used to explain spatial hole burning and carrier lensing effects and were also applied to explain the filamentary nature of broad-area lasers [19] . Later, full 2-D cross-sectional models were introduced, which were borrowed from modeling techniques developed for silicon device simulators [20] - [22] . These 2-D cross-sectional laser models solved the electrical, thermal, and optical problems self-consistently, making them more accurate-especially for ridge waveguide (RW) lasers. However, since they only considered a single cross section, they were unsuitable for longitudinally nonuniform structures and high-power operation, where longitudinal spatial hole burning and carrier/thermal lensing effects are significant. Early models based on beam propagation methods (BPMs) were developed to handle nonuniform structures, but typically only solved the 1-D electrical problem in the lateral direction [23] - [25] . Sophisticated models were also introduced that solved the spatiotemporal dynamics of the lasers, but these models also used a 1-D electrical model in the lateral direction [26] , [27] . Quasi-3-D models were introduced in [28] and [29] , with the optical model separated into 1-D in the longitudinal direction and 2-D in the transverse cross section. The combination of the 2-D cross-section electrothermal model with the BPM was then introduced [30] , [31] . By including the longitudinal direction and accounting for current and heat spreading effects, these models have become predictive and useful design tools for high-brightness lasers. By including the spectral and/or the dynamic properties of the laser, design tools are reaching new levels of accuracy and reliability.
III. LASER DIODE MODEL AND ITS CALIBRATION
Ideally, to capture the complete physical behavior of the device, laser models should include all three spatial dimensions of the device, as well as their spectral and/or dynamic behavior. Short design cycles are often needed to respond to market demands, so compromises must be made between accuracy and efficiency. Models with reduced dimensionality and/or complexity are often useful early in the design cycle, where the emphasis is on designing first-generation devices. For design optimization, it is important to model the device more accurately.
For advanced simulations and design optimization, the characteristics to be modeled (apart from the light-current characteristic) include the near-and far-field patterns, the M 2 beam quality factor, and the astigmatism-all as a function of current. In addition to these external device characteristics, internal properties such as the temperature and carrier and photon density distributions are needed for a physical understanding of the operation of the device. At very high power densities, even This section begins by describing our simulation tools for high-brightness laser diodes. This is followed by a description of initial calibration procedures and ends with a discussion of advanced validation for more comprehensive simulations.
A. Description
Our principal model for high-brightness lasers consists of a 2.5-D spectral laser model [32] . This model has been derived from a monochromatic 2.5-D laser model [33] . The term 2.5-D is used to indicate that the model is quasi-3-D, consisting of 2-D optical (x-z) and electrothermal (x-y) solvers (the flow diagram and definition of axes are given in Fig. 2 ). The flow of carriers and heat in the longitudinal direction is neglected. Comparison with a full 3-D electrothermal model [30] , [31] has shown that this approximation is valid for structures that are slowly varying in the longitudinal direction (as investigated in this paper). The electrothermal model is coupled to the optical model through stimulated emission/absorption and spontaneous emission coupling and also through the carrier-and temperature-induced changes in the complex refractive index. The optical model propagates multiple wavelengths between electrothermal slices using the 2-D wide-angle finite-difference BPM (WA-FD-BPM) [34] , the effective index approximation, and PML boundary conditions. The BPM projects the lateral modes onto the same field. Through mode competition, the multiwavelength model responds to both spectral and spatial variations in the gain distribution. The electrothermal and optical models are solved self-consistently, following an accelerated Fox-Li iterative approach [23] .
The electrical model calculates the bipolar carrier density profiles for 2-D transverse slices along the laser cavity and includes drift-diffusion transport and the capture/escape processes between the bound and unbound states of the quantum well(s) (QWs). The thermal model, based upon the solution of the Boltzmann transport equation for heterostructures, solves the lattice heat flux equation (including thermal boundary resistances) and all relevant heat sources [35] . In addition, our thermal solver provides the option of including nonequilibrium effects by solving for the electron, hole, and longitudinal optical (LO) phonon temperatures in the QW active region(s) [36] . Surface recombination, Fermi level pinning, and surface depletion are included self-consistently [37] , [38] . The photon density distribution at each wavelength is provided as an input to the electrical solver. The gain, spontaneous emission, and change in refractive index spectra, which depend on the electron and hole densities, temperature, and photon density, are parameterized in a look-up table and used by the optical model to propagate the fields to the next electrothermal slice.
An accurate spectral simulation requires a reliable model for the gain, spontaneous emission, and carrier-induced refractive index change. Our model uses the parabolic approximation for the conduction band and a 4 × 4 k.p band mixing model for the valence band to calculate the QW band structure. Examples of the spontaneous emission and carrier-induced index change spectra for a 1060-nm QW are shown in Fig. 3 . The band parameters were taken from the literature [39] and a band offset ratio of ∆E c /∆E g = 0.65 was used. The spontaneous emission spectra were calculated and convolved with a sech linewidth broadening function, as shown in Fig. 3(a) . The intraband relaxation lifetime was taken to vary as a function of carrier density and temperature [40] . Next, the gain spectra were obtained by transforming the spontaneous emission spectra using Einstein's relation. The spectral change in the real index of the QW [ Fig. 3(b) ] was calculated with the Kramers-Kronig relation from the change in the calculated gain spectra, but does not include smaller changes due to intraband absorption. The effective index change is obtained by multiplying the QW index change by the confinement factor, but more accurate treatments should also account for index changes in the waveguide and cladding.
The 2.5-D spectral laser model can also be coupled to an external optics module to simulate external cavity lasers. This is particularly relevant for high-power lasers, where external cavities can be used to improve the beam quality of the laser. As the output facet reflectivity of a high-brightness laser diode is often <1%, this scheme can also be used to evaluate the impact of back reflections from the external optics.
Various simplifications of the 2.5-D spectral laser model exist to increase the efficiency of the simulation, depending on the application. These include isothermal, unipolar, monochromatic, and reduced dimensionality models, which are useful for obtaining qualitative results or when the size of the problem becomes computationally intractable. For example, the 1.5-D model is used in Section III to simulate large structures such as laser arrays and (in some cases) when the spectral characteristics of the device are required. The 1.5-D model is quasi-2-D in the sense that the optical problem is solved in the x-z plane and the electrical problem is reduced to 1-D in the lateral (x) direction. The 1-D electrical model solves the unipolar carrier-diffusion equation given as
(2) where D a , J, d, n, R nr , R spon , g, and S are the ambipolar diffusion coefficient, injection current density, active region thickness, carrier density, nonradiative recombination, spontaneous emission rate, optical gain, and photon density, respectively. The spontaneous emission rate and optical gain data are the same as those used in the 2-D bipolar electrical model for consistency and accuracy. In the 1-D electrical model, J(x) is constant inside the stripe and zero outside the stripe.
The laser model used in this paper improves upon previous beam-propagation-based laser models [30] , [31] , [33] by solving the emission spectra of the laser and including the spectral dependence of the gain, spontaneous emission, and carrier-induced index change. It also has additional flexibility by including the option to couple to external optics modules to allow the simulation of a variety of external cavity lasers.
B. Calibration Procedure
Proper calibration is essential for a predictive laser model. A carefully calibrated simple model can be even more predictive than a poorly calibrated sophisticated model. In this section, an example of the calibration of the laser model is presented for a device emitting at 1060 nm [41] .
The first step is to calibrate the simulated gain and spontaneous emission spectra with gain spectra measured using the Hakki-Paoli [42] , Cassidy [43] , or segmented contact [44] methods. This usually involves slight adjustments to the QW energy levels and linewidth broadening. Next, the internal loss is determined. The internal loss can be obtained from lengthdependent measurements of the external differential efficiency of BA-LDs. For this structure, the internal loss α i was 0.9 cm −1 . At long wavelengths, the internal loss is dominated by intervalence band absorption. Therefore, the absorption cross section for holes in the QW was used as a fitting parameter and a value of 3 × 10 −17 cm 2 gave an α i that agreed with experiment. The nonradiative recombination parameters are determined next-in particular, the Shockley-Read-Hall (SRH) carrier lifetime and the Auger recombination coefficient. These parameters can be obtained from length-dependent measurements of the threshold current of BA-LDs. From these measurements, the transparency current density J tr and the modal gain coefficient Γg 0 are extracted. Using the calculated gain and spontaneous recombination spectra, the SRH carrier lifetime and Auger recombination parameter were adjusted to obtain agreement with the experimental values of Γg 0 and J tr . The SRH carrier lifetime for electrons and holes was set equal to each other (τ n = τ p = τ SRH ). Only the Auger coefficient for holes C p was adjusted, as it is generally dominant at long wavelengths. By keeping τ SRH fixed and increasing C p , we find that Γg 0 decreases and J tr increases according to the direction indicated by the line "increasing C p " in Fig. 4 . Instead, if we keep C p fixed and decrease τ SRH , Γg 0 and J tr both increase in the direction of the line labeled "decreasing τ SRH " in Fig. 4 . If we search the entire parameter space of τ SRH and C p , the set of recombination parameters τ SRH = 2.48 ns and C p = 4.2 × 10 −29 cm 6 s −1 can be uniquely linked to the set of measured device parameters Γg 0 = 27.1 cm −1 and J tr = 187 A/cm 2 .
C. Advanced Validation for Accurate Device Simulation
In this section, we discuss the general approach we follow for the experimental validation and calibration of more advanced simulation parameters. (Please note that the examples presented in Section IV represent very recent work, for which this validation is still being performed.)
The electrical and optical properties of laser diodes both depend upon temperature. Thus, their behavior is sensitive to selfheating, and it is important to validate the parameters used in the thermal model. As the rise in internal temperature usually causes a red-shift in emission wavelength above threshold [45] - [47] , this can often be used to determine the thermal resistivity of the laser diode package. (Frequency-stabilized lasers are an exception.) Next, carrier-and temperature-induced lensing effects are investigated by comparing the simulated and measured near-and far-field profiles. Fig. 3(b) shows that the refractive index change near the ground state transition energy of the QW is highly sensitive to temperature. Thus, an a priori calculation of the refractive index change requires precise knowledge of the thermal environment (e.g., heat sink performance). Good agreement can usually be achieved by adjusting the proportionality constants relating the index change and changes in carrier density and temperature [30] , [31] , so that the model is able to predict the evolution of the far field with bias current with reasonable reliability.
Direct validation of the carrier distribution inside the cavity can be obtained from intracavity spontaneous emission measurements, which provide spectral and spatial information about the spontaneous emission distribution in the cavity. The intensity profiles reveal spatial hole burning and electrical overpumping effects. The spontaneous emission spectra provide information about the local lattice temperature, carrier heating, and spectral hole burning effects. Fig. 5(a) shows the spontaneous emission distribution obtained through a windowed contact in a 975-nm tapered laser [48] . Fig. 5(b) compares the simulated and experimental spontaneous emission distributions for a lateral slice near the output facet. The spatial hole in the center of the cavity observed in the experimental measurement is also seen in the simulation. Good quantitative agreement was also obtained. The difference in the integrated intensity was ∼12.4%, which translates to ∼6% error in the carrier density.
Figs. 6 and 7 show experimental and simulated intracavity spontaneous emission spectra from the same device for different bias levels [32] . The measured spectra were taken from a 5 µm × 5 µm point through a window in the back contact. The spikes in the experimental spectra taken above threshold are scattered stimulated emission. The simulated spectra have a steeper edge on the low energy side than the measured spectra. This is because inhomogeneous broadening due to alloy and QW width fluctuations has not been accounted for, nor have the line shape broadening parameters in the simulation been adjusted to obtain agreement with the measured spectra. Nevertheless, similar trends are observed in the experiment and the simulation. First, the spontaneous emission intensity increases with bias, due to spectral hole burning. The gain, and hence, carrier density are pinned at the lasing energy (i.e., bottom of the spectral hole). As the bias increases, so does the carrier density around the spectral hole. Second, the CB1-LH1 transition also increases with bias, which can be attributed to carrier heating. This conclusion can be obtained from the simulated spectra, where a larger increase in the CB1-LH1 transition is observed when a nonequilibrium gain model is used, which includes the carrier heating effect.
IV. APPLICATION EXAMPLES
In this section, application examples are used to demonstrate the role of modeling for the design, simulation, and evaluation of next-generation high-brightness laser diode technologies.
A. Broad-Area Laser Diodes
Conceptually, the simplest and most obvious way to increase the brightness of a BA-LD is to increase its width, since the far-field and near-field widths are inversely related. The prob- lem is that filaments start to form in the laser. This leads to reduced beam quality, since the narrow filaments cause a large far-field divergence. Furthermore, the number and position of the filaments change both with time and from device to device.
In this study, we investigate the brightness limitations of broad-area lasers by investigating the effect of the resonator geometry on the single-mode operation of a BA-LD. The BA-LD investigated in this paper is a gain-guided laser with a current stripe defined by deep ion implantation to eliminate current spreading in the cladding layers.
To investigate the operating regime of the BA-LD dominated by the fundamental mode, we employed the Prony method to extract the lateral modes of the BA-LD [49] . The eigenvalues extracted with the Prony method are the round-trip gain/loss of the individual eigenmodes. Thus, if the BA-LD is to operate in a single mode, the fundamental mode should have an eigenvalue equal to unity (λ 0 = 1), while the first-order mode should have an eigenvalue less than unity (λ 1 < 1). If we define the modal discrimination as MD = |λ 0 |/|λ 1 |, the BA-LD operates in the single fundamental lateral mode when MD is greater than unity. Thus, to obtain strong single-mode operation, the modal discrimination should be as large as possible. Before investigating the effect of the other geometrical parameters, the thickness of the vertical waveguide W g needs to be determined. It was shown in [33] that increasing the waveguide thickness allows for higher modal discrimination by reducing the confinement factor, and subsequently, the carrier lensing effect. The carrier lens excites higher order modes in the cavity and promotes the formation of optical filaments. Only a symmetrical vertical structure was considered here with a total vertical waveguide thickness of 2 µm. To reduce the confinement factor further, it is also possible to employ asymmetric structures, where the QW is positioned closer toward the p-cladding [50] .
Having determined the vertical waveguide thickness, the effect of the cavity length is investigated. Fig. 8 shows the variation of modal discrimination and single-mode output power versus bias current. The emitter width is fixed at 30 µm and the cavity length is varied from 1 to 6 mm. The longer the cavity length, the higher the modal discrimination is at threshold. Also, as the bias current is increased, the modal discrimination decreases less rapidly for the longer cavity BA-LDs. This can be understood in terms of the round-trip loss of a particular mode n given by r f r b exp(−α n L), where r f and r b are the facet reflectances, α n is the net modal loss, and L is the cavity length. The roundtrip loss of the fundamental mode is unity (fixed by the lasing condition), so the modal discrimination increases with cavity length as the loss of the first-order mode increases.
Next, the effect of emitter width is investigated. The cavity length is fixed at 2 mm and the emitter width is varied from 14 to 28 µm (Fig. 9) . For narrower emitter widths, the modal discrimination is higher at threshold and decreases less rapidly as a function of bias current. For an emitter width of 14 µm, the modal discrimination is greater than unity for powers up to ∼2 W. This maximum single-mode output power is equivalent to a facet load of ∼15 MW/cm 2 , which is close to the reported catastrophic optical mirror damage (COMD) values of 18-19 MW/cm 2 [51] . In addition, since thermal effects and spontaneous emission coupling were not included in these simulations, this represents an upper limit on the maximum bright- ness that can be achieved by a BA-LD. By comparison, tapered lasers (discussed in Section III-C and III-D) have achieved nearly diffraction-limited operation for powers up to 12 W [2] . Thus, although single-emitter broad-area lasers can produce high output powers, their ultimate brightness is limited by the lack of strong modal discrimination for wide emitters and is restricted by COMD for narrow emitters.
B. Asymmetric Feedback External Cavity Laser
In this section, an external cavity laser with asymmetric feedback is investigated to improve the modal discrimination and beam quality of a BA-LD. The external cavity laser configuration is shown in Fig. 10 . The BA-LD has an emitter width of 100 µm, a cavity length of 1.5 mm, and an emission wavelength of 975 nm. Details of the epitaxial structure are given in [52] . The front and back facets are antireflection (AR) and high reflection (HR) coated, respectively. A lens with a focal length of 75 mm is placed at the focal plane to collimate the laser beam along the slow axis. A 0.9-mm-wide mirror is placed in a far-field plane located 75 mm from the lens for selective spatial feedback. The 1.5-D isothermal unipolar laser model is used to simulate the BA-LD and is coupled to an external optics module, which models the free-space propagation of the optical beam by solving the Fresnel diffraction equations.
A stable operating condition is found when the mirror stripe is positioned 5.85 mm from the center. The near-field pattern in Fig. 11(a) has an asymmetric shape, in agreement with experiment. The far-field pattern in Fig. 11(b) consists of a narrow main lobe with a full-width at half-maximum (FWHM) of 1.26
• , which is offset from the center by ∼4.69
• . The experimental far-field profile shows a double lobed feature with both a significant output lobe (left) and feedback lobe (right). Such a behavior is uncommon for this asymmetric feedback technique. Usually, a strong and narrow output lobe is observed in the far field [53] , in agreement with the simulation, and the feedback lobe is strongly suppressed. The peculiar behavior of this particular laser is due to degradation observed on the front facet AR coating. Nevertheless, the position and width of the experimental lobe coincide well with the simulated profile. Fig. 12 shows the carrier density (at the front facet) and farfield intensity distributions for different output powers. With increasing power, larger spatial hole burning occurs at the output facet on the opposite side of the feedback mirror. A slight movement of the peak position of the far-field lobe away from the optical axis is seen with increasing power. This is due to spatial hole burning and carrier lensing, which result in a slightly modified waveguiding behavior in the BA-LD.
The simulated M 2 value using the second moment definition (ISO Standard 11146) is only 2.62, which is small compared to that of a typical BA-LD (M 2 ≈ 30) [9] . This dramatic improvement is attributed to the increased modal discrimination provided by the mirror stripe, which provides selective feedback to a specific lateral mode. The value of M 2 ∼ 2.6 is outstanding for a BA-LD, but many applications require even better beam quality. This can be achieved with tapered lasers, which use a spatial filter to improve the modal discrimination.
C. Tapered Laser
Tapered lasers are currently the most popular high-brightness laser diodes. Their superior performance is due to several factors inherent in their design. First, the straight RW section serves as a modal filter, which discriminates against higher order modes. Next, a single lateral mode is allowed to expand adiabatically in the tapered section, minimizing spatial hole burning and filamentation. Finally, its complexity is relatively low compared to other high-brightness lasers, making it suitable for low-cost manufacturing with a high process yield and reliable operation.
Tapered lasers demonstrate clear performance advantages, but filamentation can still be an issue if they are not designed properly. For instance, the RW section geometry must be designed to support a single lateral mode. Figs. 13 and 14 show the 2.5-D spectral simulation of a 5-µm-wide RW laser, which just supports two lateral modes. Although the central mode prefers the fundamental lateral mode, the modes at the edges of the emission spectrum clearly show mode beating between the first and second lateral modes. (From the gain profile, it is clear that this is mode beating and not gain or index guiding.) The laser is able to efficiently use the spatial gain distribution in this way, but the result is not good for the modal filtering properties of the RW--particularly as the backward wave from the taper will excite both modes. A narrower RW is needed to suppress the higher order transverse mode, or the loss of the higher order transverse mode must be increased to improve the modal discrimination. Furthermore, to achieve good modal filtering, the taper angle should match the free diffraction angle of the mode launched into the tapered section, and the epitaxial structure should have a low modal gain to reduce carrier lensing effects.
Along with the RW design, the front facet reflectivity and beam spoiler also affect the modal filtering performance of the tapered laser. From earlier investigations on a 2-mm-long 
4
• gain-guided tapered laser (using a different monochromatic 2.5-D laser model [30] ), it was shown that a front facet reflectivity R f = 1% produced filamentation in the near-field profile. This filamentation is caused by optical pumping of the regions adjacent to the RW, which become transparent and reduce the modal filtering efficiency of the RW section. This resulted in small side lobes in the forward propagating wave in the RW section, which seed the filamentation process and create a multilobed near-field pattern. When R f is reduced to 0.1%, the optical bleaching of the RW section is avoided. This improves the modal filtering in the RW and eliminates the filamentation in the taper. Beam spoilers were also shown to prevent the optical bleaching of the regions adjacent to the RW. Even with the original front facet reflectivity of 1%, a 6-µm aperture placed 100 µm from the rear facet filtered the high-order modes out of the relatively intense backward wave and prevented filamentation and beam quality degradation.
D. Multisection Tapered Laser
There is growing interest in using tapered lasers in display and optical wireless applications due to their good beam quality and high output power. These applications require a high modulation efficiency (dP/dI) to minimize the cost and complexity of the laser driver. This can be achieved through the use of separate contacts for the RW and tapered amplifier sections. By using a small modulation bias on the RW and keeping the tapered section bias fixed, higher modulation bandwidths and efficiency can be achieved. To satisfy the targeted applications, these lasers should have a stable beam quality and astigmatism for all bias conditions, since the lenses that collimate and focus the output beam of the laser are designed for fixed beam parameters.
Here, we investigate a 1060-nm DBR tapered laser intended for generating 530 nm light by second harmonic generation (SHG) for laser displays [41] . At the end of the RW, the DBR tapered laser includes a passive DBR section to fix the emission wavelength, as shown in Fig. 15 . High spectral brightness and stability (i.e., a narrow and stable spectral linewidth) is required by the nonlinear crystal for SHG. Since the DBR section locks the emission wavelength, we have only simulated a single wavelength fixed at 1060 nm. The lasing wavelength was measured to be stable with RW current within 130 pm [41] . The good wavelength stability with respect to current is due to efficient thermal management and the small temperature and index change in the passive DBR section. The index-guided RW has an index step of ∼1.5 × 10 −3 , while the taper is gain guided with a shallow implant for electrical isolation.
The DBR section is passive (unpumped), so it has been represented by a fixed reflectivity at the end of the RW. The reflectivity of the sixth-order DBR grating of DBR RW lasers was found to be around 31% [41] . We used a top-hat profile (in the lateral direction) for the reflectivity with a value of 31% for the region within the RW and a value of 0.01% outside the RW. The low reflectivity of the region outside the RW was used, since any backward traveling light is strongly absorbed in the unpumped region in the DBR section and very little light is reflected back from the AR-coated back facet (<0.1%). The front facet was AR-coated to 1%.
The DBR tapered laser is simulated using the 2.5-D monochromatic laser model, employing the material parameters determined in Section II-B. Fig. 16 compares (a) the experimental and (b) simulated output power versus taper current characteristics of a split-contact 1060-nm DBR tapered laser. Good agreement is obtained over the range of RW and taper currents investigated. The saturation of the output power with increasing RW current is reproduced in the simulations and is due to the depletion of carriers in the tapered amplifier with increasing optical injection from the RW.
The photon density distributions for the combined forward and backward waves are plotted in Fig. 17 for RW currents of (a) 0 mA and (b) 345 mA at a fixed taper current of 1.6 A. The output powers are 100 and 938 mW, respectively. For these conditions, the simulated modulation efficiency is 2.43 W/A, which is slightly smaller than experiment (2.6 W/A). The simulated extinction ratio is 9.4, which is bigger than the experimental value of 7.7. (The extinction ratio is expected to be squared for the frequency-doubled green output.) No filamentation is observed for either RW current, due to the good modal filtering by the passive DBR and low AR coating on the back facet. The lack of filamentation is also partly due to the use of a taper angle that matches the free diffraction angle of the beam from the RW. A larger increase in photon density toward the front facet in the tapered section is observed for I RW = 0 mA compared to I RW = 345 mA, which demonstrates the saturation of the tapered amplifier as the RW current is increased.
The experimental and simulated far-field patterns are shown in Fig. 18 . There are discrepancies between the simulated and measured far-field patterns, especially at the larger RW currents. The lack of perfect agreement is probably because the simulations were performed with calculated carrier-induced changes in the refractive index spectra, which do not include index changes in the waveguide core or cladding. Furthermore, index changes near the emission wavelength are very sensitive to temperature changes. The thermal conductivity of the package was not independently measured, since this is usually extracted from changes in the emission wavelength above threshold. (As the emission wavelength is fixed by the DBR, this does not work here.) Fig. 19 shows a plot of the beam quality factor and the astigmatism versus I RW at a fixed output power of 1 W. The M 2 factor (determined using the 1/e 2 level) is in reasonable agreement with experiment and stays at a fairly constant value of ∼1.2. Fig. 19 shows that the simulated astigmatism of the beam stays fairly stable versus I RW , while the experimental data increase slightly with I RW . The agreement with experiment seems reasonable, but is expected to improve once the spectral index change is experimentally validated and calibrated.
The stability of the M 2 factor and the astigmatism with respect to I RW is due to the use of a thick vertical waveguide (4.8 µm), since the carrier-induced index depression is reduced by the small confinement factor. The exceptional beam quality and modulation efficiency are, in part, due to the use of an AR coating instead of an HR coating on the rear facet and the presence of the passive DBR section. This improves the filtering of the higher order modes in the RW section-an approach not previously considered. 
E. Self-Organizing External Cavity Laser
In laser technology, photorefractive (PR) crystals are typically used in two situations: 1) in tunable external cavity semiconductor lasers, where the PR crystal relaxes the alignment tolerances and 2) in self-organizing external cavity lasers, where it is used to make an adaptive Fabry-Perot mirror to enhance the side mode suppression ratio.
The schematic diagram of a self-organizing external cavity laser is shown in Fig. 20 , where a PR crystal is placed between a high reflectivity mirror and the rear facet of the high-power tapered amplifier. The purpose of assembling a laser cavity in this particular configuration is to deliver a beam with high spectral and spatial brightness. By using a PR crystal instead of a fixed DBR, the laser cavity self-adapts to its operating conditions and ensures maximum efficiency.
The model of this self-organizing external cavity laser consists of a PR crystal model, which relies on a phenomenological plane wave approach [54] , and the 1.5-D spectral laser model. (A 1-D unipolar, isothermal electrical model is used for numerical efficiency.) In the simulation, the PR crystal and the rear mirror are treated as a single adaptive Fabry-Perot filter, which provides wavelength-dependent feedback to the tapered amplifier. The filter reflectivity was calculated by solving a set of coupled wave equations [54] . The main approximation of the model is that the mode with the largest power writes the grating. The other longitudinal modes are scattered from this grating.
The simulation of the self-organizing high-power external cavity laser is performed in three stages. Initially, the resonant Fig. 21 . Dependence of the Fabry-Perot filter reflectivity on wavelength [55] .
wavelength of the main longitudinal mode is determined by the spectral simulation of the free running laser, i.e., while neglecting the formation of the grating in the PR crystal. This simplification is justified because there is no phase shift (and hence also no resonant wavelength shift) introduced by the PR grating for the main mode. A 1-D simulation cannot be used for this purpose, since the energy of the gain maximum depends on the carrier density distribution in the tapered amplifier, which depends strongly on position.
Once the wavelength of the main longitudinal mode is determined, the reflectivity of the PR crystal grating is obtained, along with the values of the resonant wavelengths of all the side modes. The calculated values of the resonant wavelength for the cavity modes are shown in Fig. 21 . The resonant wavelengths were calculated with and without the phase shift introduced by the grating. These results confirm that the recorded PR crystal grating has a significant impact on the position and the reflectivity of the cavity modes. Without the induced grating, the reflectivity of all the modes would be equal to that of the mirror.
After the wavelengths of all the cavity modes and the corresponding reflectivities are known, the full spectral simulation of the laser is performed. Fig. 22 compares the output power spectra, calculated for a bias current of 0.32 A, for an external cavity laser with and without PR crystal. The simulations show that the PR crystal produces single longitudinal mode operation. The spectral linewidth is less than 18 pm, since the longitudinal mode spacing is only 9 pm. Single-mode operation was also found experimentally, where the instantaneous linewidth was measured to be ∼80 MHz (<0.3 pm) and is stable up to <2 pm. The simulated side mode suppression ratio is high (>50 dB), as seen experimentally (>30 dB limited by the spectrum analyzer).
Previously, self-organized cavity laser diodes have only been modeled with 0-D rate equations. The results reported here demonstrate the 1.5-D spectral simulation of the spectral brightness of these devices. The next challenge is to make the wavelength selection respond to changes in the operating conditions. This requires a more advanced model for the PR crystal. 
F. External Talbot Cavity Laser
Phase-locking of an array of emitters has received great attention for achieving highly coherent emission with high output power. Phase-locking can be induced using the Talbot effect [17] , where the out-of-phase mode is self-imaged and the in-phase mode is imaged with a lateral shift of p/2 (where p is the emitter pitch) after traveling half the Talbot distance (Z T = 2p 2 /λ). By placing a mirror in an external cavity at a distance Z T /4 with a tilt of λ/2p (Fig. 23) , the in-phase mode is self-imaged while the out-of-phase mode is laterally displaced by p/2. This increases the modal discrimination between the in-phase and out-of-phase modes, thus phase-locking the emitters in the in-phase mode.
The array studied here consists of ten narrow index-guided tapered lasers emitting at 975 nm. Further details of the tapered laser and epitaxial structure can be found in [52] and [56] .
For the simulations, the 1.5-D isothermal unipolar laser model was coupled to a free-space propagation model (based on the Fresnel diffraction equations) for the external cavity [57] . The reflectivity of the tilted output mirror was 40%. The operation of the Talbot cavity was confirmed by investigating the effect of the tilt of the mirror. With an untilted mirror, the laser oscillates in the out-of-phase mode, but with a tilt angle of λ/2p, the laser operates in the in-phase mode. This confirms the strong modal discrimination of the Talbot cavity.
The front facet near-field distribution (intensity and phase) for the in-phase and out-of-phase modes are shown in Fig. 24 . Comprehensive modeling of the beam propagation in the whole cavity predicts some interesting features of the spatial modes under external cavity operation and leads to better understanding of the laser array behavior. The asymmetry of the intensity profile of the in-phase mode is a consequence of the tilt of the mirror. In both cases, the phase distributions show the expected in-phase and out-of-phase behavior. Fig. 25 shows that the simulated L-I characteristics for the in-phase supermode operation of the laser bar agree well with experiment. The slight discrepancies are probably due to current spreading and self-heating effects in the experiments. In Fig. 26 , the simulated far-field profile for lasing of the in-phase mode shows interference peaks, which agree with experiment. The simulated and measured interference peaks have a width of 0.07
• . The envelope of the simulated profile has a Gaussian shape, corresponding to the output of a single emitter. The experimental far-field envelope is wider due to the presence of multimode emission from the tapered emitters.
These results demonstrate the model's ability to reproduce the experimental characteristics and provide insight into the field distribution in the array. Further work will include the detailed investigations of the modal discrimination behavior of the laser and the use of the 2.5-D model to accurately investigate the impact of carrier and thermal lensing effects.
V. CONCLUSION
To satisfy increasing application demands and enter new markets, next-generation high-brightness laser diodes require not only good beam quality but also high spectral brightness and added functionality (e.g., direct modulation). Several nextgeneration high-brightness laser diodes were considered, including the asymmetric feedback broad-area laser, the multisection tapered laser, the self-organizing cavity laser, and the external Talbot cavity laser.
Using the Prony method, it was shown that the modal discrimination of BA-LD improves as the cavity width decreases and the cavity length and waveguide thickness increase. To achieve high power levels, the devices must be quite long (up to 6 mm) and the width of the cavity must be narrow. This results in a high facet load of >100 mW/µm. Using asymmetric feedback to increase the modal discrimination dramatically improves the beam quality and reduces M 2 from ∼30 to ∼2.6, without strong limitations on cavity length or width. Nevertheless, their performance falls short of that of recent tapered lasers. Still, asymmetric feedback may play a role in external cavity approaches for the phase coupling of high-power BA-LD arrays.
Methods to improve the brightness of tapered lasers were demonstrated, including optimizing the RW design to improve the modal discrimination, reducing the front facet AR coating, and using a beam spoiler. Through proper calibration, the laser simulator is able to reproduce the experimental operating characteristic of the multisection 1060-nm DBR tapered laser with good accuracy. The DBR tapered laser has stable spectrum, M 2 , and astigmatism versus RW current, which are important for efficient frequency doubling through a nonlinear crystal. The rear reflector, comprised of a passive DBR with an AR-coated back facet, improved the modulation efficiency of the device.
The spatial and spectral brightness of a tapered selforganizing cavity laser was simulated for the first time. This approach provides a mechanism for improving the spectral brightness of lasers without incurring strict alignment constraints. Finally, we demonstrated the simulation of phase-locking in an array of independent tapered lasers through the use of an external Talbot cavity. The in-phase and out-of-phase modes can be selected by changing the tilt of the external mirror In summary, the complexity of the devices and increasing range of exacting performance specifications make the use of accurate simulation tools essential for the design and optimization of next-generation high-brightness laser diodes and systems. The examples presented demonstrate the need for laser models that include beam propagation and spectral effects. The beam propagation model is needed to reproduce the evolution with temperature and current of the near-and far-field distributions, M 2 , and the astigmatism. It is also needed for diffraction effects, which are important for the phase coupling of emitters. Spectral models are needed to evaluate the spectral brightness of a laser and the dependence of the lasing wavelength on temperature and current. Finally, models that are able to handle more general structures are needed to simulate a wider range of devices such as multicontact lasers, external cavity lasers, and phase-coupled arrays to address new and emerging applications.
