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CRM has been realized as a core for the growth of any
enterprise. This requires both the customer satisfaction
and fulfillment of customer requirement, which can only
be achieved by analyzing consumer behaviors. The
data mining has become an effective tool since often
the organizations have large databases of information
on customers. However, the traditional data mining
techniques have no relevant mechanism to provide guid-
ance for business understanding, model selection and
dynamic changes made in the databases. This article
helps in understanding and maintaining the requirement
of continuous data mining process for CRM in dynamic
environment. A novel integrative model, Constraint
Guided Progressive Sequential Mining Waterfall (CGP-
SMW) for knowledge discovery process is proposed.
The key performance factors that include management of
marketing, sales, knowledge, technology among others
those are required for the successful implementation of
CRM. We have studied how the sequential pattern min-
ing performed on progressive databases instead of static
databases in conjunction with these CRM performance
indicators can result in highly efficient and effective
useful patterns. This would further help in classification
of customers which any enterprise should focus on to
achieve its growth and benefit. An organization has
limited number of resources that it can only use for valu-
able customers to reap the fruits of CRM. The different
steps of the proposed CGP-SMW model give a detailed
elaboration how to keep focus on these customers in
dynamic scenarios.
Keywords: customer relationship management, key per-
formance indicators, data mining techniques, constraints,
sequential patterns, progressive databases, incremental
mining
1. Introduction
In the competitive market today, it has become
essential to maintain regular customers along
with the effort made to acquire new ones. This
necessitates developing long-term and pleasant
relationships with regular customers. The main
objective of any customer relationship manage-
ment application is to understand and satisfy
the requirements of customers. Data mining
brings various techniques together to discover
rules and construct models from databases. It is
the process in which the enterprise extracts its
useful knowledge from a lot of incomplete and
random information generated through various
processes of the enterprise. This information
also includes the customer purchasing behavior,
a must for the customer relationship manage-
ment. In the past, researchers generally applied
traditional data mining methods like statistical
surveys to study customer behavior. However,
now the need for advanced techniques of data
mining like sequential pattern extraction is well
realized. These techniques search through a
database to obtain implicit, previously unknown
and potentially useful information. It is a must
for an enterprise to provide high quality prod-
ucts and services, but it also must react appro-
priately to changes in customer needs. Data
mining techniques can be applied to identify
useful regular customer behavior patterns from
large amounts of customers’ transaction data for
better decision making. However, most of them
are used to generate predictions and describe be-
haviors. Relatively little research has focused
on mining changes in the databases collected
over time. Moreover, the customer behavior
has been studied often from the customer demo-
graphic perspective. There are customer behav-
ioral variables, like monetary, specific time du-
ration that can be used to differentiate customer
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contributions to a business. These aspects need
to be incorporated as constraints while mining
to achieve business specific information regard-
ing the CRM.
This study attempts to integrate the constraints
identified from the customer value analysis,
along with the sequential pattern mining on pro-
gressive database. So, it establishes a method of
mining customer behavior rules in the dynamic
environment. In this study, we have proposed
the Constraint Guided Progressive Sequential
Mining Waterfall (CGP-SMW) model that can
assist managers in developing better market-
ing strategies and planning for successful im-
plementation of CRM. The contribution of this
research article can be summarized as below:
1. To understand the need of customer value
analysis for CRM.
2. To study the importance of sequential pattern
mining over other data mining technique for
analyzing consumer behavior.
3. To signify the role of incorporating con-
straints in mining process referred to as con-
straint-based sequential pattern mining (CB-
SPM).
4. To focus on applyingCBSPM on progressive
databases instead of static databases. This
would aid in getting useful knowledge un-
der dynamic environment.
5. To identify the key performance parameters
for CRM. These factors could be used to de-
cide the frequency for application of mining
technique on progressive databases.
6. To establish aConstraintGuided Progressive
Sequential Mining Waterfall (CGP-SMW)
model for CRM that can be used by business
managers for decision-making.
The rest of this article is organized as follows:
In Section 2, we briefly cover the association
of customer relationship management (CRM)
and the data mining. In Section 3, the re-
lated work based on different data mining tech-
niques used for CRM is cited. The constraint
based sequential pattern mining on progressive
databases is induced in Section 4. Integration
of CRM key performance indicators along with
the mining process is discussed in Section 5 to
have dynamic useful results. Based on these
concepts, we have proposed CGP-SMW model
for successful implementation of CRM, using
constraint based sequential pattern mining in
Section 5. We have concluded our study in Sec-
tion 6.
2. Customer Relationship Management
and Data Mining
Customer Relationship Management (CRM) is
being used by any organization to identify the
problems of customers and to improve the con-
sistency with them. CRM is the utilization of
customer related information or knowledge to
deliver relevant products or services to cus-
tomers (Parvatiyar et al., 2001; Collins, K.
2001). The main objective of CRM is to re-
tain high value customers and to acquire new
customers by providing high satisfaction. This
further requires meeting customer needs, im-
proving customer service and performing cus-
tomer analysis. It also helps in maximizing the
corporate profit to a measurable extent. Cus-
tomer satisfaction provides results in the form
of increased purchased volumes, repetitive pur-
chases by regular and new customers, genera-
tion of new business in the form of references
and word of mouth. However, due to the indus-
trial automation, most enterprises have gener-
ated a mass of business data. Often the useful
and valuable information is hidden in the enter-
prise database which is required for customer
analysis.
To achieve the benefits of CRM, many enter-
prises are using data mining techniques. Data
mining is a decision support process that allows
finding valuable information from a huge raw
data in the database. It helps decision-makers
in getting useful regular patterns and forecasting
trends for repeating purchases by regular or new
customers. It provides useful information in an
easy to understand form for decision-making.
Themain feature of datamining involves extrac-
tion, transformation, analysis, and formulation
of models for the masses of commercial data in
the customer databases. Different data mining
methods are available to extract the information
and analyze the problem of any organization to
attract more customers for buying their prod-
ucts. Statistical analysis, probability theory, re-
gression analysis, factor analysis, discriminant
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analysis and cluster analysis are some of them.
In recent times, methods like decision tree, arti-
ficial neural networks and rules induction have
become quite popular.
Rule induction is an area of machine learning
in which formal rules are extracted from a set
of observations. The rules extracted may rep-
resent a full scientific model of the data, or
merely local patterns in the data. These rules
could be formulated based on association min-
ing or sequential pattern mining. Sequential
pattern mining algorithms address the problem
of discovering the existent frequent sequences
in a given database. Sequential pattern min-
ing is different from association rule mining,
where the events are linked by time. Sequential
patterns are generated using the correlation be-
tween transactions while association rule min-
ing gives patterns based on intra transaction re-
lationships. Sequential pattern is a sequence
of item sets that frequently occur in a specific
order; all items in the same item set are sup-
posed to have the same transaction time value
or a value within a time gap. A sequential pat-
tern is a sequence having support greater than or
equal to a minimum threshold, called the mini-
mum support. The support of a sequence is the
percentage of data sequences containing the se-
quence. The support calculation for association
rules mining is transaction-based. However, se-
quential pattern mining makes use of sequence-
based support calculation. It is obvious from
this discussion that the sequential pattern min-
ing is more useful than any other data mining
technique for CRM. It can play a vital role in
studying the customer purchasing behavior due
to its sequential tendencies to formulate strate-
gies and marketing plans.
3. Related Work
Many previous CRM-related researches used
different data mining techniques to analyze and
understand customer behavior and characteris-
tics. For example, Kim, Jung, Suh, and Hwang
(2006) adopted decision tree to classify the
customers and further develop CRM strategies.
This study is based on customer segmentation
in accordance with their lifetime value so as to
facilitate CRM. Hwang, Jung, and Suh (2004)
used logistic regression to segment customers.
They used customer loyalty as the basis of seg-
mentation. Kim and Street (2004) proposed
a system which makes use of neural networks
and genetic algorithm for customer targeting.
Kim (2006) used logistic regression and neural
networks for feature selection to predict churn.
However, Baesens (2004) identified the slope of
the customer lifecycle based on Bayesian net-
work classifier. Sinha and Zhao (2008) adopted
decision tree and logistic regression for churn
prediction by incorporating domain knowledge
into data mining. Tsai and Lu (2009) used hy-
brid neural network for churn prediction. How-
ever, customer value analysis is required when
the focus is on retaining valuable customers and
acquiring new customers for CRM. This further
mandates studying and analyzing customer pur-
chasing behavior. Association rule mining and
sequential pattern mining can only be useful in
such cases of CRM.
For different purposes in CRM, there have been
researches on the utilization of association rules
and sequential patterns. Sequential patterns can
be used to predict future complaint (Lariviere
& Van den Poel, 2005) and network banking
churn (Chiang,Wang, Lee, & Lin, 2003). Ag-
garwal, Procopiuc, and Yu (2002) conducted
market basket analysis to identify association
rules. Changchien, Lee, and Hsu (2004) used
neural networks and association rules obtained
from market basket analysis to develop on-line
personalized sales promotion. Tsai and Chen
(2010) used association rules to select variables
for churn prediction. There are limited stud-
ies based on customer value analysis using se-
quential pattern mining in the literature. Those
available have shortcoming as discussed in next
section.
4. Problem Formulation
The research studies based on sequential pat-
tern mining may generate huge or very few pat-
terns based on the support threshold provided.
For a larger support threshold, the mining re-
sult could have almost no or very few patterns
that satisfy the threshold. While in case there
is a small support threshold, the mining would
result in generating enormous patterns. Incor-
poration of additional constraints into mining is
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a possible and effective solution to this prob-
lem. There is much importance of the mech-
anism of constraint-based mining as it allows
the user to have focused results in form of ap-
plication semantics and business specific pat-
terns. Besides allowing user exploration and
control, the paradigm allows many of these con-
straints to be pushed deep inside mining. This
prunes the search space of patterns to those of
interest to the user and achieves superior per-
formance. The mining process which incorpo-
rates user-specified constraints to reduce search
space and derive only the user-interested pat-
terns is called constraint-based sequential pat-
tern mining (CBSPM). There has been some
research work in the area of CBSPM. Hosseini,
Maleki, and Gholamian (2010) used RFM val-
ues with K-means algorithm to classify the cus-
tomer loyalty. Cheng and Chen (2009) used
RFM values with K-means and rough set the-
ory to segment customers. Chen, Kuo, Wu, and
Tang (2009) identified purchasing patterns in
the form of sequential patterns. Huang, Chang,
and Wu (2009) adopted K-mean and cluster-
ing to analyze the characteristics of customers
based on RFM values. Chiang (2010) mined
association rules of customer values. Mallick et
al (2012) used CFM with the mining algorithms
to give constraint based sequential patterns.
However, a big question arises how to decide
for the constraints that should be incorporated
within the mining process? These studies have








Compact, Frequent and Monetary Sequential Patterns
Figure 1. Identification of constraints based on
Customer Value Analysis (core) of CRM.
plication. The relevance of constraints from
CRM perspective is not well studied. This ques-
tion is addressed in our previous work, Mallick
et al (2013). It is well justified in this study
that customer value analysis for CRM can be
vital for the selection and incorporation of con-
straints in the mining of the customers’ se-
quential databases. In our study, it has been
proved that the use of compactness, frequency
and monetary constraints can help to acquire
new customers, retain regular customers and
preserve valuable customers. Once the con-
straints are identified, we can use them within
the mining process itself to get the constraint-
based sequential patterns (CBSP) [as shown in
Figure 1]. These discovered patterns can fur-
ther be given scores or priority to classify the
customers based on purchasing patterns.
However, this method works in a one-time fash-
ion, that is, mine the entire database and obtain
the set of results. It handles mining on static
databases, the one that does not change with
time. Needless to state for CRM, databases are
not static and are usually appended with new
data sequences, conducted by either existing or
new customers. The appendingmight invalidate
some existing patterns whose supports become
insufficient with respect to the currently updated
database, or might create some new patterns due
to the increased supports. It is obvious that the
customer shopping transaction database grows
daily due to the appending of newly purchased
items by existing customers. It can also be due
to the insertion of new shopping sequences for
new customers. The constraint based sequen-
tial pattern mining method is not suitable for
handling this situation because the result mined
from the old database is no longer valid on the
updated database. Moreover, it is inefficient to
mine the updated databases from scratch.
Transaction appending, deletions and modifi-
cations are the possible updates that lead to
sequence databases grow incrementally. As
databases evolve, the problem of maintaining
sequential patterns over a significantly long pe-
riod of time becomes essential. The information
from the old frequent sequences, i.e., the sup-
port of frequent sequences can be re-used to
minimize the computational cost. With respect
to the same support threshold, the incremen-
tal mining aims to find out the new set of se-
quential patterns after database updating with-
out re-mining the whole customer purchasing
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database. But, the problem to have the current
state of the database persists with the incremen-
tal constraint based sequential pattern mining.
This is due to the presence of previous sequen-
tial patterns that would become irrelevant and
new sequential patterns might appear. When
sequential patterns are generated, the newly ar-
riving patterns may not be identified as frequent
sequential patterns. This is because of the exis-
tence of old data and sequences. Further to the
problem, the results may depict the obsolete se-
quential patterns that are not frequent recently.
The incremental constraint based mining does
not consider deletion of the obsolete data from
the sequence database. This may cause lack of
interest among the CRM users. It is noted that
CRM users are usually more interested in the
recent data than in the old ones.
The solution comes in form of progressive se-
quential pattern mining which deals with a pro-
gressive database. This type of mining not only
adds new data to the original database, but also
removes obsolete data from the database. The
sequential pattern mining with a static database
finds sequential patterns in the database that
do not change over time. The sequential pat-
tern mining with an incremental database cor-
responds to the mining process where there are
new data arriving with time. As for the sequen-
tial pattern mining with a progressive database,
new data are added into the database and ob-
solete data are removed simultaneously [detail
study is done in Figure 2]. Therefore, one can
find the most up-to-date sequential patterns that
are not influenced by obsolete data. This has
been well justified in our study made on pro-
gressive databases, Mallick et al. (2013).
 
 Constraints are incorporated
in the mining process itself.
 Appropriate for static
databases.
 For every change, updating in
the database with time
generates the updated
sequential patterns by re
mining the database from
scratch.
 Involves much computational
cost, as the previous mining
results are discarded, and re
mining is done to get the
updated result from the
database that has changed
with time.
 Tedious and time consuming
for dynamic databases.
 Constraints are incorporated
in the mining process itself.
 Appropriate for dynamic
databases with only new data
sequences added/appended.
 For every change, updating in
the database with time
generates the updated
sequential patterns by using
the results of previous mining
along with sequential mining
applied only on the updated
database.
 Involves less computational
cost, as the previous mining
results are utilized, and mining
is done only for updated
database.
 The mining results are
affected by the old and
obsolete data sequences.
 Constraints are incorporated
in the mining process itself.
 Appropriate for dynamic
databases with new data
added and obsolete sequences
deleted.
 For every change, updating in
the database with time
generates the updated
sequential patterns by using
the results of previous mining
along with sequential mining
applied only on the updated
database with obsolete
sequences removed.
 Involves far less
computational cost, as the
previous mining results are
utilized, and mining is done
only for updated database
with obsolete sequences
removed.











Figure 2. Characteristics of constraint-based sequential mining on normal, incremental and progressive databases.
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5. Proposed Work
With this discussion, the significance of CB-
SPM on progressive databases for CRM has
been realized. There are other important as-
pects, as mentioned below, that requires to be
studied in detail:
1. Who are the CRM users to make use of
customers’ purchasing progressive sequence
databases?
2. What are the different ways in which CRM
users access the customers’ purchasing pro-
gressive sequence databases?
3. How is it decided on the frequency of access
to the customers’ purchasing progressive se-
quence databases?
The answers to all these queries could be made
by identifying the factors that contribute to
the successful implementation of CRM. The
type/number of CRM users will depend on the
nature of CRM factors. These CRM features
will also cause difference in the access methods
and the frequency of usage of the customers’
purchasing progressive sequence databases. In
the next section, we have identified the key per-
formance contributors for CRM.
5.1. CRM Key Performance Indicators
Different factors contribute to the implementa-
tion of best CRM. These include management
of different aspects, that is, technology, sales,
marketing, customer service, supply chain, in-
ventory control, knowledge and retail. Technol-
ogy can help to reach market and publicize the
products to the customers. It could be used to
make convenient, easier and better services to
them like making use of online payment, main-
taining customer call centers for feedbacks and
complaints etc. The sales management is often
the backbone of CRM as it is responsible for
enhancing the sales of the products. To achieve
it, it could make use of efficient planning and
strategy formulation. The other important fac-
tor is marketing management which ensures the
appropriate suggestions for new products. It
takes care of the strategy based on customers,
company and competitor analysis. Every ef-
fort goes in vain if we are not able to main-
tain the customer once acquired. This requires
good customer support and service. It includes
answering the customer’s query, satisfying the
customers for their complaints and assessing
their valuable suggestions for future improve-
ments and advancements.
The very first level of customer satisfaction is
achieved by delivering the required product on
time. This could only be maintained by ap-
propriate inventory control and supply chain
management. Appropriate inventory control
ensures timely delivery of new and fresh prod-
ucts without the need of much storage require-
ment. However, the supply chain management
requires proper coordination of all departments
of organization. The storage of raw materi-
als, production and delivery to customers that
is from point-of-origin to point-of-consumption
needs to be well managed. Knowledge man-
agement is another crucial factor of CRM, as
it helps to make forecast of products based on
previous data. It also enables to attract the cus-
tomers for the products and ideas of the enter-
prise. The employees of the organization can
improve their future by making benefit for the
same. Lastly, retail management contributes for
the CRM by delivering the manufactured prod-
ucts to the customers through short and con-
venient channels. Due to the importance and
relevance of these factors to the success of the
CRM, we have termed them as the Key Perfor-
mance Indicators (KPIs) for the CRM in this
article.
Figure 3 depicts the identified eight key perfor-
mance indicators along with their desired and
minimum priorities for CRM implementation
of any enterprise on a scale from 1 to 10. The
desired priority level specifies a specific KPI to
achieve in normal scenarios for the successful
execution of CRM. However, under any circum-
stances, the KPI should at least maintain the
minimum priority level for the CRM.
CRM through constraint based sequential min-
ing ismore efficient in acquiring newcustomers,
increasing value of existing customers and re-
taining good customers. But this mining has to
be performed on progressive database with the
frequency and access mechanism governed by
the CRM key performance indicators.
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Figure 3. CRM key performance indicators along with the desired and minimum priority level for any enterprise.
5.2. Constrained Guided Progressive
Sequential Mining Waterfall
(CGP-SMW) Model
It has already been mentioned in Section 3 and
Section 4 that incorporation of constraints in the
mining process itself could give useful andmore
relevant business- centric patterns. There has to
be a basis for the selection of constraints and for
the CRM application the customer value analy-
sis is recommended. The identified constraints
should be further used to generate sequential
patterns by using them within the mining pro-
cess. This will improve the value of the results
obtained. The discovered patterns could be fur-
ther used to classify the customers based on the
scores or priority assigned to each resultant se-
quential pattern. These customers are the ones
on which any enterprise should focus and con-
centrate their limited resources to achieve the
goals of the CRM. However, looking at the dy-
namic and versatile nature of the CRM due to
customer purchasing behavior, the discovered
patterns lose their significance with time. So it
becomes necessary to maintain the progressive
databases, instead of static or incremental. This
will generate the most relevant and useful pat-
terns giving valuable customers for CRM. This
leads to an obvious query how to maintain the
progressive database, that is, are we required
to change and modify the database with every
addition, modification or deletion? If we are to
follow this, then the progressive database man-
agement would become tedious, expensive and
time consuming process itself. To take this into
account, the frequency of maintaining the pro-
gressive database could be decided based on
the CRM’s key performance indicators. The
factors which are significant for the successful
implementation of the CRM have been identi-
fied. Based on the requirements of these KPIs
the progressive database could be maintained.
To get valuable customers for any enterprise for
the objectives of CRM relevant in both scalable
and dynamic environments, the steps as given
below, can be followed:
1. Perform the customer value analysis.
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2. Identify the constraints relevant for the busi-
ness based on step 1.
3. Conduct the sequential mining by incorpo-
rating the constraints in step 2.
4. Classify the customers based on the patterns
generated in step 3.
5. Identify KPIs for CRM and use them to de-
cide the frequency of maintaining progres-
sive database.
6. Perform sequential mining on progressive
databases to get the valuable customers with
the changing environment.
As prominent, these steps need to be performed
in a specific sequence, that is, each step needs to
be executed after the successful completion of
the previous one. At the same time, the results
of earlier step are being used by the next step
for its implementation. It is the typical behav-
ior of the waterfall model. We can, therefore,
consider our model as a Constraint Guided Pro-
gressive – Sequential Mining Waterfall (CGP-
SMW) model, as given in Figure 4.
This model is iterative in nature to take care of
the changes with time. The parameters of cus-
tomer value analysis could differ in dynamic
environment. For example, we have suggested
acquiring new customers, maintaining regular
customers and preserving valuable customers as
important parameters for customer value anal-
ysis. These could be modified, added or ap-
pended with other parameters by any enterprise
in competitive market. It would require further
analysis and this would lead to identification of
different constraints altogether. For example,
for our suggested parameters compactness, fre-
quency and monetary constraints are identified.
However, if the enterprise intends to change the
parameter of customer value analysis based on
the number of purchases made by the customer
in single transaction, then the length constraint
has to be incorporated in the mining process. As
the sequential pattern mining is based on con-
straints, it is to be performed again with every
alteration in step 1, leading to change in step 2
and all the following steps, as the model inherits
waterfall nature. In fact, it is not necessary that
we need to always transform from step 1 to take
care of scalability in modern business scenario.
For example, if required to change the CRM’s













Figure 4. Constraint guided progressive-sequential mining waterfall (CGP-SMW) model.
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of progressive databases, then the iteration is
limited to steps 5 and 6.
We can conclude that the CGP-SMW model is
hence iterative waterfall model as shown in Fig-
ure 4. The detailed and elaborative version of
this model is given in Figure 5.
6. Conclusions
Customer relationship management is essential
effectively to compete today’s market. The















































































































































Figure 5. The detailed version with each step elaborated for the proposed CGP-SMW model.
54 A Constraint Guided Progressive Sequential Mining Waterfall Model for CRM
use of information about customers and meet-
ing their needs effectively. CRM based on CB-
SPM can help enterprises obtain and maintain
competitive advantage. CRM based on CBSPM
can understand customer’s needs, improve cus-
tomer’s satisfaction, gain more share in the mar-
ket for the enterprise and ultimately promote its
profitability. The constraints could be identified
based on customer value analysis and applied on
progressive databases to take care of the scal-
able market. Studies reveal that almost 70% of
the efforts put in the CRM initiative goes down
the drain and the CRM fails due to inability of
the performing companies to resolve certain key
issues (D. K. Rigby and D. Ledingham, 2004).
So the performance factors for CRM like sales,
marketing, technology etc. should be utilized to
decide on the access mechanism and frequency
of using the progressive database. The pro-
posed model, CGP-SMW, if used appropriately,
will help in getting the information about the
customers any enterprise should focus on for
achieving the objectives of CRM.
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