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Abstract
The Nakanishi perturbative integral representation of the four-dimensional T-matrix is investi-
gated in order to get a workable treatment for scattering states, solutions of the inhomogeneous
Bethe-Salpeter Equation, in Minkowski space. The projection onto the null-plane of the four-
dimensional inhomogeneous Bethe-Salpeter Equation plays a key role for devising an equation for
the Nakanishi weight function (a real function), as in the homogeneous case that corresponds to
bound states and it has been already studied within different frameworks. In this paper, the whole
formal development is illustrated in detail and applied to a system, composed by two massive
scalars interacting through the exchange of a massive scalar. The explicit expression of the scat-
tering integral equations are also obtained in ladder approximation, and, as simple applications of
our formalism, some limiting cases, like the zero-energy limit and the Wick-Cutkosky model in the
continuum, are presented.
PACS numbers: 11.10.St,11.80.-m,03.65.Pm,03.65.Ge
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I. INTRODUCTION
The Bethe-Salpeter equation (BSE) [1] (see also [2] for an early and detailed review) is
an important tool for investigating the non perturbative regime of many important issues
in physics, within a relativistic framework. The huge tower of difficulties for obtaining solu-
tions has been bravely faced with very different degrees of approximation and with different
mathematical tools, e.g. by exploiting the classic Wick rotation trick [3] and free propagators
(see e.g. Ref. [4]), by three-dimensional (3D) reductions (see, e.g., Ref. [5]) or by applying,
in Euclidean space, the combination of Dyson-Schwinger and Bethe-Salpeter equations (see
e.g. Ref. [6] for a recent review). The peculiar field of application is the description of
bound states, but one can find attempts for solving also the scattering-state problem (see,
e.g., [2, 7–9]). As mentioned above, the number of approaches for achieving solutions is
quite large, and in this paper we focus on a particular scheme in Minkowski space. In order
to avoid the well-known difficulties related to the cumbersome analytical behavior of the
four-dimensional (4D) BSE, we adopt the framework proposed by Nakanishi in his seminal
work [10], the so-called perturbation theory integral representation (PTIR) of i) the vertex
function (that leads to the BSE for bound states), ii) the T-matrix (relevant for the present
investigation of the scattering states) and iii) the general, multi-leg transition amplitudes.
He carefully studied the parametric form of any Feynman diagram that contributes to the
multi-leg transition amplitudes for interacting bosons, focusing on the denominator, since it
governs the overall analytic behavior.
Nakanishi was able, through a clever change of variable, to give a common form to
any denominator appearing in the parametric expressions, and then he formally summed
up the infinite series of Feynman diagrams. The final result, aside from the convergence
problem of the perturbation series [10], makes it possible to single out real, multi-variable
weight functions (the Nakanishi amplitudes in what follows) modulating the denominator
that generates the analytic behavior in Minkowski space of multi-leg transition amplitudes.
It is noteworthy that a uniqueness theorem was proved for the PTIR transition amplitudes
for bosonic systems [10].
Summarizing, PTIR yields a well-defined framework where classes of approximations to
the multi-leg transition amplitude can be implemented in a systematic way, as shown, e.g.,
in Refs. [11, 12], where the BSE was investigated first within a ladder approximation of the
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kernel and then the cross-ladder class of diagrams was added. One could wonder if PTIR
be able to deal with the analytic behavior of the non perturbative multi-leg amplitudes.
For the scattering case, typical singularities like cuts, are certainly present in PTIR. For
the bound states, one is interested in describing the vertex functions, which is related to
the residue of the T-matrix at the bound-state poles. Moreover, numerical investigations
performed till now [11–13] have shown that PTIR is able to accurately obtain both bound-
state BS amplitude and corresponding masses. This strongly indicates [14] that solutions of
the BSE, i. e. eigenfunctions obtained in a non perturbative framework, can be put in the
form suggested by Nakanishi PTIR. In nuclear and hadronic physics, the Nakanishi PTIR
has been applied to a wide range of physical problems, but so far restricted to the bound-
state case, as shown, e.g., in Refs. [9, 11–13, 15–20]. The relativistic scattering states play
a relevant role in many hadronic processes, like in the light-meson decays of heavy hadron
resonances (see, e.g., for a recent study [21]), or even in more exotic cases (see e.g. [22]).
Therefore, the extension of the Nakanishi PTIR for solving the BSE in the continuum region,
as one of the possible tools to deal with the 4D Minkowski structure without approximations,
is appealing and deserves dedicated efforts.
Recently, Carbonell and Karmanov proposed a new approach for obtaining, within PTIR,
solutions of the BSE with truncated kernel, for bound states of both bosonic [11, 12, 18] and
fermionic [19, 20] two-body systems, interacting through the exchange of a massive scalar
boson (Yukawa Model). As in the case of Ref. [13] (where only the bosonic case was investi-
gated), they didn’t make use of the Wick rotation, but, for the first time, they exploited the
covariant formulation of the Light-front (LF) field theory [23], obtaining a compact form for
the kernel of the BSE, in both ladder [11] and cross-ladder [12] approximations. Within such
an approach, it is possible to quickly get rid of the difficulties related to the analytic behavior
of the BS amplitude in the Minkowski space, focusing the numerical efforts on determining
a proper Nakanishi weight function, that remarkably are real functions, as mentioned above.
The equation that determines such a weight function is directly related to the 3D integral
equation for the valence component of the interacting-system state. In turn, such a 3D
equation is obtained by projecting onto the null-plane the full BSE, after expressing the BS
amplitude in terms of the Nakanishi PTIR. One may wonder how the valence wave function
be able to generate the whole physical complexity of the full BS amplitude. Indeed, within
a non perturbative framework, it formally turns out [24–29] that by introducing the pro-
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jection onto the null-plane, namely the analytic integration over the variable k− = k0 − k3,
the full BS amplitude can be expressed in terms of the valence component and an operator,
producing the richness of the Fock states on top of the lowest one. It must be emphasized
that such a result has been obtained for both bound and scattering states of bosonic and
fermionic systems. This gives us confidence that the PTIR approach, adopted for the bound
state, could be extended to the scattering states.
Aim of this work is to construct the integral equation that determines the Nakanishi
weight function for the scattering states of two massive scalar bosons, exchanging a massive
scalar (cf [11] for the bound state). The main tool for obtaining the scattering equation is
the projection onto the null-plane (LF-projection) of the BSE, as developed in a series of
papers [24–28]. This method, not explicitly covariant, can be applied also to the bound-state
case, obviously getting the same result like in Ref. [11], where the explicitly-covariant LF
framework is considered. Moreover, the new integral equation is applied to the simple ladder
approximation for the Yukawa model, and the extension of the Wick-Cutkosky model [3, 30]
(a massless exchanged boson in ladder approximation) to the scattering region, is proposed.
The paper is organized as follows. In Sect. II, it is introduced both the general formalism
of the BSE and the integral transform adopted for projecting both bound and scattering
BSE’s onto the LF hyper-plane (a short review on this topic can be found in Ref. [29]).
In Sect. III, a new integral equation for determining the Nakanishi weight function for
4D scattering states is found, after briefly reviewing the bound state case. In Sect. IV,
explicit expressions for both the inhomogeneous term and the kernel in ladder approximation
are given for the scalar Yukawa model with an exchanged massive boson. Within such a
framework, some relevant cases are discussed in Sect. V: i) in subsect. VA, the zero energy
scattering amplitude, ii) in subsect. VB, the Wick-Cutkosky model for scattering states
and iii) in subsect. VC, a new form for the integral equation determining the Nakanishi
amplitude for bound states, in ladder approximation. Sect. VI contains concluding remarks.
In Appendices A and B more details on the formal developments of Sect. IV are given.
II. GENERAL FORMALISM AND LF PROJECTION OF THE BSE
The ingredients of our approach are in order: i) the PTIR of the BS amplitude, Φ(k, p),
and ii) the LF projection of the BSE introduced for obtaining a 3D equation for the valence
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wave function, ψ(ξ,k⊥), for both bound and scattering states. Once the 3D equation is
obtained, one can determine the Nakanishi amplitude, that in turn it yields the 4D BS
amplitude within the PTIR [10]. It should be emphasized that the LF projection of the
BSE in Minkowski space represents a smart way to deal with the singularities of the 4D
Φ(k, p) once its analytic structure is known.
The inhomogeneous BSE for a scattering state of two scalar particles with equal mass m,
total momentum p = p1+ p2, total mass M =
√
p2 and relative momentum k = (p1− p2)/2
reads as follows
Φ(+)(k, p, ki) = (2π)
4δ(4)(k − ki) +G(12)0 (k, p)
∫
d4k′
(2π)4
i K(k, k′, p)Φ(+)(k′, p, ki), (1)
where Φ(+) is the BS amplitude for the scattering state, i K the interaction kernel, and ki the
relative incoming momentum. It is worth noting that the matrix elements of the T-matrix
involved in the scattering process are the half-off-shell ones, since the incoming particles are
on their mass shell. This implies that the square of the intrinsic four-momentum is given by
k2i = m
2 −M2/4 ≤ 0 (cf Sect. III). The normalization of the free states is
〈k|q〉 = (2π)4δ(4)(k − q) (2)
and the free propagator of the two constituent particles is given by
G
(12)
0 (k, p) = G
(1)
0 G
(2)
0 =
i
(p
2
+ k)2 −m2 + iǫ
i
(p
2
− k)2 −m2 + iǫ . (3)
As well known, for a bound state one has the following homogeneous integral equation
Φb(k, p) = G
(12)
0 (k, p)
∫
d4k′
(2π)4
i K(k, k′, p)Φb(k′, p), (4)
The above equations represent the starting point of our investigation.
In the rest of the Section, the integral transform adopted for projecting both bound and
scattering BSE’s onto the LF hyper-plane is described. A reader already acquainted of both
the Bethe-Salpeter formalism and the LF projection method can move directly to Section III.
A. The BS amplitude and the LF wave-functions
As well known, the BS amplitude is defined as the matrix element between the vacuum
〈0| and a state |p〉, with total momentum pµ, of the time ordered product of two Heisenberg
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operators. For a two-boson system, one has
Φ(xµ1 , x
µ
2 , p
µ) = 〈0|T {ϕH(xµ1 )ϕH(xµ2 )} |p〉. (5)
In general, the state vector |p〉 can be taken in different representations, but within the
LF quantization with only massive quanta, it can be written in terms of an infinite sum
over Fock components (see, e.g. [31]), i.e. the Fock vacuum is an exact eigenstate of
the full LF Hamiltonian (see also [32] for a recent discussion of the simplicity of the LF
vacuum). The weights of the Fock states in the infinite sum are the LF wave functions
(LFWFs), ψn/p, that have a probabilistic interpretation, namely the proper integral over
|ψn/p|2 yields the probability of the corresponding Fock state. It should be pointed out that
the LFWFs provide an intrinsic representation of the composite system, as a consequence
of the possibility to separate the global motion from the intrinsic one, since the LF boosts
belong to the kinematical subgroup, and the mass operator is a Lorentz scalar.
In terms of the four-momentum operator p̂ = (p̂+, p̂−, p̂⊥), with p̂± = p̂0±p̂3, the invariant
square mass operator reads (see e.g.[31])
M̂2 = p̂−p̂+ − p̂2⊥ (6)
The eigenvalue problem to be solved is
M̂2|p〉 =M2|p〉, (7)
where M2 is the eigenvalue. The eigenstate, |p〉, can be expanded in multiparticle Fock
eigenstates {|n〉} of the free LF Hamiltonian, i.e a basis constructed by using the LF plane
waves,
∣∣q˜〉. The single particle free state describes the motion of a particle with mass m
and it is an eigenstate of the LF momentum operators p̂+ and p̂⊥, i.e. q˜ ≡ {q+,q⊥}. The
dependence upon the minus component, given by q− = (m2 + |q⊥|2)/q+, is understood in
the notation we have adopted. The free-state normalization is
〈
k˜
∣∣q˜〉 = 2k+(2π)3 δ(k+ − q+) δ(2)(k⊥ − q⊥) = 2k+(2π)3 δ3(k˜ − q˜) (8)
with the completeness given by ∫
d3q˜
2q+(2π)3
∣∣q˜〉 〈q˜∣∣ (9)
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One should also recall that for a particle with mass m, one has∫
d4qδ(q2 −m2) θ(q0) = 1
2
∫
d3q˜
∫
dq− δ(q+q− − |q⊥|2 −m2) θ(q+) =
=
∫
d3q˜
2q+
θ(q+) (10)
where the positivity of q+ follows from the positivity of q0, since the delta imposes that
q0 = [q+ + (m2 + |q⊥|2)/q+]/2.
Actually, each state |p〉 of the composite system is expanded in a complete Fock basis of
non interacting n-particle states |n〉 with n ≥ 2, since we are dealing with the BS amplitude
of a composite two-boson system. Then one has
|p〉 = 2 (2π)3
∞∑
n≥2
∫ [
dξi
] [
d2ki⊥
]
ψn/p(ξi,ki⊥)
∣∣n; ξip+, ki⊥ + ξip⊥〉, (11)
where the properly symmetrized free state with n particles are normalized, ξi = q
+
i /p
+ and
qi⊥ = ki⊥ + ξi p⊥, with ki⊥ the intrinsic transverse momentum of the i − th constituent,
ψn/p(ξi,ki⊥) are the LFWFs (see below). It should be pointed out that {ξi,ki⊥} is the set
of intrinsic variables, fulfilling the following relations
n∑
i=1
ξi = 1
n∑
i=1
ki⊥ = 0 (12)
In Eq. (11), the phase-space factors are given by∫ [
dξi
] ≡ n∏
i=1
∫
dξi
2 (2π)ξi
δ
(
1−
n∑
j=1
ξj
)
,
∫ [
d2ki⊥
] ≡ n∏
i=1
∫
d2ki⊥
(2π)2
δ2
( n∑
j=1
kj⊥
)
. (13)
Moreover, the kinematical nature of the LF boosts allows one to write the overlap〈
n; ξip
+, ki⊥ξip⊥
∣∣p〉 in terms of the global motion and an intrinsic function, i.e. the
corresponding LFWF, ψn/p(ξi,ki⊥), viz〈
n; ξip
+, ki⊥ + ξip⊥
∣∣p〉 = 2p+(2π)3δ3( n∑
i=1
q˜i − p˜
)
ψn/p(ξi,ki⊥) =
= 2(2π)3δ
(
1−
n∑
i=1
ξi
)
δ(2)
( n∑
i=1
ki⊥
)
ψn/p(ξi,ki⊥) (14)
For a bound system, the LFWFs are normalized according to∑
n
∫ [
dξi
] [
d2ki⊥
] ∣∣ψn/p(ξi,ki⊥)∣∣2 = 1. (15)
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Thus, given the Fock projection (14), the state of a composite system can be determined
by reaching through a suitable LF boost the intrinsic frame, where p⊥ = 0, and then
solving the eigenvalue problem for the invariant mass operator M̂2, in order to obtain the
set of LFWFs. It should pointed out that if one applies a dynamical LF rotation to the
composite-system state, but still maintaining the Fock basis relative to the old orientation
of the hyperplane, then the Fock content of the state changes. The content returns to be the
same as before applying a dynamical rotation, if one adopts the Fock basis corresponding
to the new orientation of the hyperplane. This is analogous to the Wigner transformations
of the angular states, but generalized to the Fock space.
Summarizing, from Eqs. (5) and (11), one recognizes that all the Fock components with
n ≥ 2 are required for reconstructing the BS amplitude in Minkowski-space. This is easily
understood, since the mass operator (6) is non-diagonal in the Fock space, due to the non
commutativity of the interaction with respect to the particle-number operator. However,
only the valence component (n = 2) is active in the calculation of the BS amplitude, (5), if
we restrict the analysis to the equal LF-times case (x+1 = x
+
2 ) (see below for details).
B. The BS amplitude and its Fock content
The general picture deduced from Eqs. (5) and (11), can be made more complete, if we
take into account the results obtained in Refs. [24–28] for bound and scattering states of
both two-boson and two-fermion systems. There, by using the LF projection technique (see
also [29]), it was shown that the valence component of the LF bound and scattering states
contains enough information for reconstructing the corresponding BS amplitudes. It should
be pointed out that a similar result for the bound state of both two-boson and two-fermion
systems, has been obtained in Refs. [11, 12, 19], but by applying the Nakanishi PTIR to
the BS amplitude.
In what follows, the above mentioned relation between the valence component and the BS
amplitude is briefly illustrated. From the field theoretical point of view, the states of the Fock
basis, |n〉, are constructed by applying free-field creation operators to the vacuum state |0〉.
Indeed, for a massive particle within the LF framework (let us recall that the quantization
rules for the LF field theory [31] are given at fixed LF time τ = t+ z/c [33]), the eigenvalue
of p̂+ must be at least m, since the eigenvalues of p̂2 and p̂0 are both positive (the mass of
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the particle yields the lower bound). Then, the vacuum, that has a vanishing eigenvalue of
p̂+, cannot contain massive particles, given the conservation of the longitudinal momentum.
This simple kinematical chain makes the Fock expansion meaningful (for a new vistas on the
condensate in QCD see Ref. [32]). It should be pointed that the presence of the so-called
zero-modes, that can be associated to particles with vanishing masses, spoils the triviality
of the LF vacuum, i.e. p̂+|0〉 = 0 does not more entail a vanishing number of particles. This
means that the eigenvalue of p̂+ is not sufficient for identifying the vacuum with respect to
a degenerate state populated by zero modes. In this Section, we are considering a massive
theory.
In the composite system we are considering, the fundamental constituents appear in
LF quantization as the excitations of the dynamical fields, ϕ(x), expanded in terms of
bosonic creation and annihilation operators on the null-plane, with coordinates x− = x0−x3
and x⊥, at fixed LF time x+ = x0 + x3 [31]. For x+ = 0, the Heisenberg oper-
ators turn into the Schro¨dinger one, and therefore the field can be written in terms
of non interacting creation and annihilation operators as follows (notice that ϕH(x) =
exp(iP−x+/2) ϕ(x˜) exp(−iP−x+/2))
ϕ(x˜) =
∫
dk+√
2k+
d2k⊥
(2π)3/2
θ(k+)
(
a†(k˜)e−ik˜·x˜ + a(k˜)eik˜·x˜
)
, (16)
where x˜ = (x−,x⊥) and x˜ · k˜ = k+x−/2− x⊥ · k⊥ (in this notation x+ = 0 is dropped off).
The creation and annihilation operators satisfy the following commutation relations[
a(k˜), a†(k˜′)
]
= δ(k+ − k′+)δ(2)(k⊥ − k′⊥) . (17)
A one-particle free state is defined by |k˜〉 = (2π)3/2√2k+ a†(k˜)|0〉, given the adopted
normalization (cf Eq. (8)), and 〈x˜|k˜〉 = eik˜·x˜.
Let us express Φ(x1, x2, p) in (5) through its Fourier transform. Translational invariance
imposes to Φ the following form
Φ(x1, x2, p) = Φ˜(x, p) e
−ip·X, (18)
where Xµ = (xµ1 + x
µ
2 )/2, x
µ = xµ1 − xµ2 and Φ˜(x, p) the reduced amplitude. It is related to
its Fourier transform, Φ(k, p), as follows
Φ˜(x, p) =
∫
d4k
(2π)4
eik·x Φ(k, p) (19)
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where
pµ = pµ1 + p
µ
2 k
µ =
pµ1 − pµ2
2
(20)
with p2i 6= m2 (see Eq. (1)). The amplitude Φ(k, p) satisfies the homogeneous, (4), or the
inhomogeneous, (1), BS equation depending if one is considering bound or scattering states.
For Xµ = 0, one has
Φ˜(x, p) = 〈0|T {ϕH(xµ/2)ϕH(−xµ/2)} |p〉 =
= θ(x+) 〈0|ϕ(x˜/2) e−iP−x+/2 ϕ(−x˜/2)|p〉 eip−x+/4 +
+ θ(−x+) 〈0|ϕ(−x˜/2) eiP−x+/2 ϕ(x˜/2)|p〉 e−ip−x+/4 =
= θ(x+)
∑
n,n′
eip
−x+/4〈0|ϕ(x˜/2)|n′〉 〈n′|e−iP−x+/2|n〉 〈n|ϕ(−x˜/2)|p〉 +
+ θ(−x+)
∑
n,n′
e−ip
−x+/4〈0|ϕ(−x˜/2)|n′〉 〈n′|eiP−x+/2|n〉 〈n|ϕ(x˜/2)|p〉 (21)
where |n〉 and |n′〉 are states of the Fock basis used in Eq. (11). It is easily realized that the
matrix elements 〈n′|e−iP−x+/2|n〉 are not diagonal in the Fock space, apart the case x+ = 0,
since the operator P− contains the interaction in its full glory. Therefore, all the Fock
components are acting in BS amplitude of the composite system.
C. The BS amplitude and the valence wave-function
The interesting case x+ = 0 leads straightforwardly to the relation between the valence
component, ψn=2/p, and the BS amplitude (see also [23]). In particular, one has
lim
x+→0+
Φ˜(x, p) = 〈0|ϕ(x˜/2) ϕ(−x˜/2)|p〉 (22)
If we perform the 4D Fourier transform of the quantity Φ˜(x, p) δ(x+) (i.e restricting the
reduced amplitude to the LF hypersurface, or equal LF-times case (x+ = x+1 − x+2 = 0)),
one can extract the valence wave function ψn=2/p(ξ,k⊥). As a matter of fact, on one hand,
one can write∫
d3x˜ e−iq˜·x˜ Φ˜(x˜, x+ = 0, p) =
1
2
∫
dk−
2π
∫
d3k˜
(2π)3
Φ(k, p)
∫
d3x˜ei(k˜−q˜)·x˜ =
=
∫ ∞
−∞
dk−
2π
Φ(k, p) . (23)
10
On the other hand, one has∫
d3x˜ e−ik˜·x˜ Φ˜(x˜, x+ = 0+, p) =
∫
d3x˜ e−ik˜·x˜ 〈0|ϕ(x˜/2)ϕ(−x˜/2)|p〉 =
=
∫
d3p˜1√
2p+1
∫
d3p˜2√
2p+2
2 δ3(k˜ − p˜1 − p˜2
2
)
∫
d3q˜1
2q+1 (2π)
3
∫
d3q˜2
2q+2 (2π)
3
2p+ (2π)3 ×
δ3(p˜− q˜1 − q˜2) 1√
2
ψn=2/p(ξ,k⊥)
√
2q+1
√
2q+2 (2π)
3 〈0|a(p˜1) a(p˜2) a†(q˜1) a†(q˜2)|0〉 =
=
p+
√
2
(p
2
+ k)+ (p
2
− k)+ ψn=2/p(ξ,k⊥) (24)
Summarizing, the valence component is given by the Fourier transform of Φ˜(x˜, x+ = 0+, p),
and it reads (cf [23])
ψn=2/p(ξ,k⊥) =
p+√
2
ξ (1− ξ)
∫ ∞
−∞
dk−
2π
Φ(k, p) =
p+√
2
ξ (1− ξ) φLF (ξ,k⊥) (25)
where ξ = ξ1 and we have introduced the notation φLF (ξ,k⊥) for future purpose (see the next
subsection). The expression (25) can be considered as a first bridge between the Fock state
decomposition of a composite-system state, Eq. (11), and the BS amplitude. In particular,
the integration over k− projects the BS amplitude Φ(k, p) onto the LF-hyperplane, i.e.
x+ = 0, and it leads to the valence wave-function.
The LF projection can be directly applied to both the homogeneous and inhomogeneous
BSE (see Refs. [11, 12] for the LF covariant approach for the bound state case). For instance,
from Eq. (4) one has for the bound state∫
dk−
2π
Φb(k, p) =
∫
dk−
2π
G
(12)
0 (k, p)
∫
d4k′
(2π)4
i K(k, k′, p)Φb(k′, p), (26)
This mathematical step is a fundamental one in order to get an equivalent equation that
allows one to determine the Nakanishi amplitude, eventually leading to the BS equation
treated within PTIR framework[10], (as discussed in detail in the next Section). In what
follows, the LF projection is applied to both bound and scattering valence wave-functions.
D. The LF projection of the BS equation
The LF projection, applied to the BS amplitudes for bosonic and fermionic states, can
be embedded in a more general framework [24–28], where the relation (25) can be extended
to the scattering BSE without relying on any perturbative approach: we reiterate that this
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represents the main motivation of the present paper. It should be also mentioned that the
general formalism of Refs.[24–28] allows one to fully reconstruct the 4D BS amplitude in
Minkowski space from the 3D valence component (cf the following Eqs. (39) and (40)).
Let us briefly review the results for an interacting two-boson system [24, 26, 27] (see Refs.
[25, 28] for the generalization to a fermionic system and Ref. [29] for an introduction to the
three-boson case). In order to get the 3D eigenfunction for the valence component from the
4D BSE, the LF projection technique is combined with a Quasi-potential treatment of the
BS interacting kernel (see [34]). This new ingredient makes it possible to single out from
the 4D Green’s function of the interacting system the ”trivial” global propagation. Such a
formal step is accomplished by using the LF projection, i.e. the proper integration over the
k− variable. Then, one remains with the valence dynamics described by a 3D effective LF
interaction directly related to the BS kernel, through suitable projection operators.
The main outcome for bound and scattering states is given by the 3D LF eigenequation
for the valence component that can be obtained by applying the LF-projection technique to
the BS equation. This can be rewritten as follows
G−1(p) |Ψ〉 = [G−10 (p)− V (p)] |Ψ〉 = 0 (27)
where an overall delta function for the total four-momentum conservation has been factorized
out, G0(p) is the free propagator and V (p) is the 4D interaction, obtained from some given
Lagrangian [35].Their matrix elements are given by
〈p1|G0(p)|p′1〉 = δ4(p′1 − p1) G(12)0 (k, p)
〈p1|V (p)|p′1〉 = iK(k, k′, p) . (28)
where p = p1 + p2 = p
′
1 + p
′
2, k = (p1 − p2)/2 and k′ = (p′1 − p′2)/2 . Then, following Refs.
[24–28] and the resume´ in Ref. [29], one obtains the following 3D LF eigenequation (that
holds for bound and scattering states, depending upon the boundary conditions)
〈k+,k⊥|g−10 (p)− w(p) |ψn=2/p〉 = 0 (29)
where the 3D free Green’s function, g0(p) describes the global propagation and w(p) is the
effective 3D interaction, related to the 4D Quasi-potential (cf [34]).
W (p) = V (p) + V (p)∆0(p)W (p) (30)
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where the key ingredients is contained in ∆0(p) = G0(p) − G˜0(p) and it is represented by
the auxiliary Green’s function G˜0(p), that is nothing else but the 4D image of the 3D g0(p).
Through ∆0(p), one can factorize the intrinsic free motion, after subtracting the ”trivial”
global one. The 3D free Green’s function is defined by
g0(p) = ℓ↓ G0(p) ↓r (31)
where the two new symbols ℓ↓ and ↓r , that indicate a projection onto the LF hyperplane
x+ = 0, are given by
ℓ↓ ≡
∫
dk−1
2π
〈k−1 | , ↓r ≡
∫
dk−1
2π
|k−1 〉 (32)
Then, 3D quantities in Eq. (29) have the following expressions
g0(p)
−1 = Π0(p) [G0(p)]
−1 Π0(p)
w(p) := Π0(p) W (p) Π0(p) (33)
where the free reverse LF projection operator and its LF-conjugated, are
Π0(p) := G0(p) ↓r g0(p)−1 , Π0(p) := g0(p)−1 ℓ↓ G0(p). (34)
Finally, the 4D auxiliary Green’s function reads
G˜0(p) = Π0(p) g0(p) Π0(p) (35)
It has to point out that Π0(p) action is 3D → 4D, while Π0(p) acts in the reverse way. The
explicit expression of g−10 (p) is
g−10 (p) = − i θ(k̂+1 ) θ(p+ − k̂+1 ) k̂+1 (p+ − k̂+1 )
[
p− − k̂−1on − k̂−2on + iǫ
]
. (36)
where
k̂−1on|k˜1〉 =
m2 + |k1⊥|2
k+1
|k˜1〉 (37)
and the analogous for particle 2. The diagrammatic content (in the Fock space) of the
Quasi-potential can be argued from the following formal solution of the integral equation
that determines W (p)
W (p) = V (p) + V (p)∆0(p)W (p) = V (p)
∞∑
N=0
[∆0(p)V (p)]
N , (38)
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where the ∆0(p) insertions bring information on the intermediate particle propagations.
A corresponding analysis can be performed for the LF effective interaction w(p), and it is
physically quite transparent, since it can be carried out within a LF-time ordered framework.
In particular, w(p) contains all possible LF-time ordered exchanges, corresponding to a sum
over diagrams with any number of intermediate particles: this happens even for the ladder
BSE. It should be pointed out that the ladder approximation of the LF eigenequation, Eq.
(29), where w(p) is approximated by the first term in the power expansion in Eq. (38), does
not account for the full complexity of the 4D ladder BSE. The physical reason lies in the fact
that the iterations of the 4D ladder kernel and the 3D LF ladder kernel (time-ordered graphs)
generate different intermediate states. The LF ladder kernel and its iterations contain only
one exchanged particle (at a given global LF-time ) in the intermediate state, whereas the
iterations of the ladder 4D kernel contain also many-body states, with increasing number of
exchanged particles (stretched boxes, see e.g. [36]). This leads to a difference in the binding
energies, which is however small [24, 37, 38]. In principle, for any 4D kernel given by a
finite set of irreducible graphs, both BS (27) and LF equation, Eq. (29), gives the same
eigenvalue, once w(p) comes from the solution of (38).
In the Quasi-potential framework the interacting LF reverse projection operator (see Ref.
[28])
Π(p) = [1 + ∆0(p) W (p) ] Π0(p) (39)
leads to the following relations between the 3D valence component and the 4D BS amplitude
|Ψ〉 = Π(p) |φLF 〉 (40)
ℓ↓ |Ψ〉 = |φLF 〉. (41)
The 3D valence wave-function, φLF , has been already introduced in Eq. (25). The analogous
relations for the free case read
|Ψ0〉 = Π0(p) |ψ0〉 (42)
ℓ↓ |Ψ0〉 = |ψ0〉. (43)
It turns out that the full complexity of the Fock-space in the 4D BS amplitude appears,
not only through the effective interaction that determines the valence wave function, but
also through the interacting reverse projection operator, Π(p).
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Finally, let us remind the 3D integral equations that follow from the eigenequation (29),
for both the bound and the scattering states, viz
φbLF (ξ,k⊥) = 〈k+,k⊥|g0(p)w(p) |φbLF 〉 ,
φ
(+)
LF (ξ,k⊥) = 〈k+,k⊥|1 + g(p)w(p) |ψ0〉 , (44)
with g−10 (p) |ψ0〉 = 0.
III. INTEGRAL EQUATION FOR THE NAKANISHI WEIGHT FUNCTION FOR
BOUND AND SCATTERING STATES
In this Section, we illustrate how to obtain an integral equation for the Nakanishi weight
functions for scattering states, starting from a BS equation for a system composed by two
massive scalars, exchanging a scalar particle. The kernel is composed by the infinite sum of
two-particle irreducible diagrams [35, 39], and the self-energy contribution to the massive
two-particle propagation are discarded, at the present stage.
In order to have a suitable introduction to the scattering case, we first briefly discuss
the S-wave bound-state case, within our LF approach. The same integral equation for the
Nakanishi weight function has been devised by Carbonell and Karmanov [11, 12], but within
the explicitly covariant LF approach [23].
A. The bound states
In this subsection the S-wave bound-state integral equation for determining the Nakanishi
weight function is presented by using the LF language introduced in the previous Section
(namely a non explicitly covariant formalism). The BS amplitude is written in terms of the
Nakanishi PTIR [2, 10, 11], gb(γ
′, z′; κ2), as follows
Φb(k, p) = − i
∫ 1
−1
dz′
∫ ∞
0
dγ′
gb(γ
′, z′; κ2)[
γ′ +m2 − 1
4
p2 − k2 − p · k z′ − iǫ]2+n =
= i(−1)n
∫ 1
−1
dz′
∫ ∞
0
dγ′
gb(γ
′, z′; κ2)
[k2 + p · kz′ − γ′ − κ2 + iǫ]2+n (45)
where p2 =M2 is the invariant mass of the interacting system and
κ2 = m2 − M
2
4
. (46)
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with m the constituent mass. For bound states κ2 > 0, while for the scattering ones κ2 ≤ 0.
In general, the power n in the denominator is a dummy integer parameter, and in Refs.
[11, 12] the minimal value n = 1 was chosen for the sake of simplicity. Bigger values of n
may result in a more smooth solution for gb(γ
′, z′; κ2) [13, 20].
The LF projection allows one to readily get rid of the singularity in Eq. (45), eventually
obtaining the valence wave function, within the PTIR framework. In agreement with Ref.
[11], one can define ψb =
√
2 ψn=2/p as follows (cf Eq. (25))
ψb(ξ, k⊥) = p
+ ξ (1− ξ)
∫
dk−
2π
Φb(k, p) =
= ξ (1− ξ)
∫ ∞
0
dγ′
gb(γ
′, 1− 2ξ; κ2)
[γ′ + k2⊥ + κ
2 + (2ξ − 1)2 M2
4
]2
. (47)
It should be pointed out that the denominator is always positive, and one can safely drop
out the iǫ term.
In order to strictly follow the notation of Ref. [11], let us use the variables (γ, z), related
to the standard LF momentum as follows:
γ = k2⊥ 1 ≥ z = 1− 2ξ ≥ −1 . (48)
Then, one can rewrite
ψb(z, γ) =
(1− z2)
4
∫ ∞
0
dγ′
gb(γ
′, z; κ2)
[γ′ + γ + z2m2 + (1− z2)κ2]2 (49)
The integral equation for the Nakanishi weight function, gb(γ, z; κ
2), is obtained by inserting
(45) in both sides of (26), and using Eqs. (47) and (49)(see Appendix A of [11]) for details).
One gets∫ ∞
0
dγ′
gb(γ
′, z; κ2)
[γ′ + γ + z2m2 + (1− z2)κ2]2 =
∫ ∞
0
dγ′
∫ 1
−1
dz′ V LFb (γ, z; γ
′, z′)gb(γ
′, z′; κ2).(50)
where the kernel Vb, appearing in the right-hand side of Eq. (50), is related to the kernel iK
in the BS equation, (1), as follows
V LFb (γ, z; γ
′, z′) = ip+
∫ ∞
−∞
dk−
2π
G
(12)
0 (k, p)
∫
d4k′
(2π)4
iK(k, k′, p)[
k′2 + p · k′z′ − γ′ − κ2 + iǫ]3 =
= − ip+
∫ ∞
−∞
dk−
2π
1[
(p
2
+ k)2 −m2 + iǫ] 1[(p
2
− k)2 −m2 + iǫ] ×∫
d4k′
(2π)4
iK(k, k′, p)[
k′2 + p · k′z′ − γ′ − κ2 + iǫ]3 (51)
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Its explicit expression within both the ladder and the cross-ladder approximation for the
kernel K can be found in Refs. [11, 12].
We emphasize that Eq. (50) is equivalent to the initial BS equation (1), within the
PTIR framework. Moreover, it should be pointed out that the mass, M , of the interacting
system appears on both sides of Eq. (50) and is contained in the parameter κ2. Once the
weight function gb(γ
′, z; κ2) is obtained, then we can reconstruct the BS amplitude (see Eq.
(45)). As already mentioned in the Introduction, the ability of the valence wave function
to reconstruct the full BS amplitude is not only restricted to a perturbative framework, but
it holds also in a non perturbative analysis, and even more for both bound and scattering
states [24–28]. This observation represented our motivation to face with the investigation
of the scattering sates.
Finally some important remarks. It turns out [11, 13] that gb(γ, z; κ
2) may be zero in
an interval 0 ≤ γ ≤ γ0, and that the exact value where it differs from zero is determined
by Eq. (50) itself. Moreover, the uniqueness of the Nakanishi weight function is ensured
by a theorem (see [10]). Following Refs. [13, 14], one can extract from (50) the following
eigenequation
gb(γ, z; κ
2) =
∫ ∞
0
dγ′
∫ 1
−1
dz′ Vb(γ, z; γ′, z′; κ2)gb(γ′, z′; κ2) (52)
For a discussion of the above equation within the ladder-approximation framework, see
subsect. VC.
B. The scattering states
The LF-projection technique, combined with the PTIR framework, has the appealing
feature of systematically removing singularities, that appear in both BS amplitude and ker-
nel, by integrating over k− more simple analytical structures. We notice that the quadratic
k0 dependence in the propagators translates into a linear dependence upon k− (see, e.g.
[40, 41]). Since within PTIR approach, the analytical form of any multi-leg amplitude is
made explicit, the linearity of the pole structure attained through the LF technique is ad-
vantageous. Then, it is natural to extend the investigation to the scattering case, increasing
the complexity of the problem.
According to the general treatment of a four-leg amplitude, as developed in Ref. [2, 10],
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one can write the off-shell T-matrix as follows
〈k′µ|T (p)|kµ〉 = Πi=1,7
∫ 1
0
dzi δ
(
1−
∑
j=1,7
zj
) ∫ ∞
0
dγ ×
G+(γ, zi)
γ − [z1 (p/2 + k′)2 + z2 (p/2− k′)2 + z3 (p/2 + k)2 + z4 (p/2− k)2 + z5 s+ z6t+ z7u]− iǫ
(53)
where the Mandelstam variables are
s = p2 t = (k′ − k)2 u = (k′ + k)2 (54)
and they satisfied the four-momentum conservation, that reads
s+ t+ u = p2 + 2(k2 + k′2) (55)
Equation (53) has a redundant dependence upon the seven invariant squares, in order to have
a compact form of the fully-off-shell four-leg amplitude (namely, without a decomposition
in s, t and u channels). It is understood that the actual dependence is upon a set of six
independent variables, given the constraint in Eq. (55).
Indeed, for evaluating the scattering states we need half-off-shell T-matrix, i.e. one has
to put on their-own mass shell the two incoming particles with four-momenta p/2±ki. Then
one has
〈kµ|T (p)|kµi 〉 = Πi=1,7
∫ 1
0
dzi δ
(
1−
∑
j=1,7
zj
) ∫ ∞
0
dγ ×
G+(γ, zi)
γ − [z1 (p/2 + k)2 + z2 (p/2− k)2 + z3m2 + z4m2 + z5 p2 + z6t+ z7u]− iǫ (56)
where (p/2 + ki)
2 = (p/2 − ki)2 = m2. As a consequence p · ki = 0, and therefore k2i =
m2 − p2/4 = κ2 ≤ 0.
Let us analyze in detail the z-dependent part of the denominator in Eq. (56). By
exploiting the presence of the delta function in Eq. (56) for eliminating z5, it can be rewritten
as follows
z1 (p/2 + k)
2 + z2 (p/2− k)2 + (z3 + z4)m2 + z5 p2 + z6t + z7u =
= (2− 2z1 − 2z2 − 2z3 − 2z4 − 3z6 − 3z7)p
2
2
+ (z1 + z2 + z3 + z4 + 2z6 + 2z7)m
2 +
+(z1 + z2 + z6 + z7)
[
(k2 +
p2
4
−m2) + ζ ′p · k + ζ2k · ki
]
(57)
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where ζ = (z7 − z6)/(z1 + z2 + z6 + z7) and ζ ′ = (z1 − z2)/(z1 + z2 + z6 + z7) belong to
[−1, 1]. Remind that the variables zi fulfill i)
∑
i=1,7 zi = 1 and ii) 0 ≤ zi ≤ 1. Furthermore
by introducing a new variable
γ′′ =
γ + (p2 −m2) (z1 + z2 + z3 + z4 + 2z6 + 2z7)
(z1 + z2 + z6 + z7)
− p
2
2
(2− z6 − z7)
(z1 + z2 + z6 + z7)
that belongs to [−∞,∞], recalling that (z1 + z2 + z6 + z7) ∈ [0, 1], then one can rewrite the
half off-shell T-matrix as follows
〈kµ|T (p)|kµi 〉 =
∫ 1
−1
dζ
∫ 1
−1
dζ ′
∫ ∞
−∞
dγ′′
G˜+(γ′′, ζ, ζ ′)
γ′′ −
[
k2 + p
2
4
−m2 + ζ ′p · k + ζ2k · ki
]
− iǫ
(58)
where the weight function, G˜+(γ′′, ζ, ζ ′), is the result of multifold integrations and changes
of variables, as suggested by the previous calculation. The scattering wave can be obtained
by considering the following vertex function
〈kµ|G0(p)T (p)|kµi 〉 =
i(
p
2
+ k
)2 −m2 + iǫ i(p
2
− k)2 −m2 + iǫ ×∫ 1
−1
dζ
∫ 1
−1
dζ ′
∫ ∞
−∞
dγ′′
G˜+(γ′′, ζ, ζ ′)[
k2 + p
2
4
−m2 + ζ ′p · k + ζ2k · ki
]
− γ′′ + iǫ
=
=
∫ 1
−1
dζ
∫ 1
−1
dζ ′
∫ ∞
−∞
dγ′′
∫ 1
0
dα1
∫ 1−α1
0
dα2
G˜+(γ′′, ζ, ζ ′)
[D + iǫ]3
(59)
where the Feynman trick
1
ABC
=
∫ 1
0
dα1
∫ 1−α1
0
dα2
1
[α1A+ α2B + (1− α1 − α2)C + iǫ]3
(60)
has been used. Hence, the denominator D is given by
D = (1− α1 − α2)
[
k2 +
p2
4
−m2 + ζ ′p · k + ζ2k · ki − γ′′
]
+
+α1
[(p
2
+ k
)2
−m2
]
+ α2
[(p
2
− k
)2
−m2
]
=
= k2 +
p2
4
−m2 + p · k z′′ + 2k · ki z′ − γ′ (61)
with z′′ = ζ ′(1 − α1 − α2) + α1 − α2 and z′ = ζ(1 − α1 − α2) belonging to [−1, 1] and
γ′ = γ′′(1− α1 − α2). Then, the vertex function becomes
〈kµ|G0(p)T (p)|kµi 〉 = − i
∫ 1
−1
dz′
∫ 1
−1
dz′′
∫ ∞
−∞
dγ′
g(+)(γ′, z′, z′′)[
k2 + p
2
4
−m2 + p · k z′′ + 2k · ki z′ − γ′ + iǫ
]3
(62)
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where a factor (−i) has been inserted for convenience (cf [11] for the bound state) and
g(+)(γ′, z′, z′′) = i
∫ 1
0
dα1
∫ 1−α1
0
da
1
a3
G˜+
(
γ′
a
,
z′
a
,
z′′
a
)
(63)
with a = 1 − α1 − α2. The vanishing behavior of G˜+ for values of its arguments at infinity
makes finite the twofold integration.
A similar representation can be introduced for the scattering state by using Eq. (62),
with the same power as in the case of the bound state analyzed in Refs. [11, 12], viz
Φ(+)(k, p) = (2π)4δ(4)(k − ki) +
− i
∫ 1
−1
dz′
∫ 1
−1
dz′′
∫ ∞
−∞
dγ′
g(+)(γ′, z′, z′′)[
γ′ +m2 − 1
4
M2 − k2 − p · k z′′ − 2k · ki z′ − iǫ
]3 =
= (2π)4δ(4)(k − ki)− i
∫ 1
−1
dz′
∫ 1
−1
dz′′
∫ ∞
−∞
dγ′ ×
g(+)(γ′, z′, z′′)[
γ′ + γ + κ2 − k−(k+ + M
2
z′′ − M
2
ziz′)− k+(M2 z′′ + k−i z′) + 2z′cosθ
√
γγi − iǫ
]3 (64)
where we adopt the frame p˜ = {M, 0}. Following the formalism of Ref. [11, 12], zi =
−2k+i /M (1 ≥ |zi| since the incoming particles have positive longitudinal momenta, i.e.
p+/2 ± k+i ≥ 0), cosθ = k̂⊥ · k̂i⊥, γ = |k⊥|2 and γi = |ki⊥|2. It should be pointed out that
for the variable γ′ a lower bound different from −∞ could be possible, as discussed in Sect.
IV (below Eq. (100)).
The 3D LF scattering wave function is given by (ψ(+) =
√
2 ψ
(+)
n=2/p)
ψ(+) (z, γ, cosθ) = p+
(1− z2)
4
∫
dk−
2π
Φ(+)(k, p) =
= p+
(1− z2)
4
(2π)3δ(3)(k˜ − k˜i) + (1− z
2)
4
∫ 1
−1
dz′ ×∫ ∞
−∞
dγ′
g(+)(γ′, z′, z; γi, zi)
[γ′ + γ + z2m2 + (1− z2)κ2 + M
2
z z′(M
2
zi + k
−
i ) + 2z
′cosθ
√
γγi − iǫ]2
(65)
where the dependence upon the initial variables {γi, zi} in g(+) has been made explicit, for
the sake of clarity. The result in Eq. (65) can be obtained by integrating over k− the singular
integral in Eq. (64) as follows (cf Appendix A in Ref. [11])∫ ∞
−∞
dk−
2π
1[
γ′ + γ + κ2 − k−(k+ + M
2
z′′ − M
2
ziz′)− k+(M2 z′′ + k−i z′) + 2z′cosθ
√
γγi − iǫ
]3 =
=
i
2
δ(k+ + M
2
z′′ − M
2
ziz
′)
[γ′ + γ + κ2 − k+(M
2
z′′ + k−i z′) + 2z′cosθ
√
γγi − iǫ]2
=
=
i
M
δ(−z + z′′ − ziz′)
[γ′ + γ + z2m2 + (1− z2)κ2 + M
2
z z′(M
2
zi + k
−
i ) + 2z
′cosθ
√
γγi − iǫ]2
(66)
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where z = −2k+/M , with 1 ≥ |z| (from the request of dealing with particles only, i.e.
p+/2± k+ ≥ 0 in the valence wave-function).
It should be pointed out that the new term, k · ki, in the denominator of Eq. (64) does
not produce substantial differences in the formal treatment that we applied to the bound-
state case (cf Eq. (45)). Therefore, performing analogous formal steps, one obtains an
inhomogeneous integral equation for the Nakanishi weight function, g(+)(γ, z, z′; γi, zi). In
particular, the inhomogeneous integral equation is obtained by inserting (64) in both sides
of the following 4D equation, obtained from Eq. (1)[
Φ(+)(k, p)− (2π)4δ(4)(k − ki)
]
= G
(12)
0 (k, p) iK(k, ki, p) +
+G
(12)
0 (k, p)
∫
d4k′
(2π)4
i K(k, k′, p) [Φ(+)(k′, p)− (2π)4δ(4)(k′ − ki)] (67)
and then by projecting onto the LF plane, as shown in Eq. (26) for the bound states, viz∫
dk−
2π
[
Φ(+)(k, p)− (2π)4δ(4)(k − ki)
]
=
∫
dk−
2π
G
(12)
0 (k, p) iK(k, ki, p) +
+
∫
dk−
2π
G
(12)
0 (k, p)
∫
d4k′
(2π)4
i K(k, k′, p) [Φ(+)(k′, p)− (2π)4δ(4)(k′ − ki)] (68)
After introducing Eq. (64) in Eq. (68) and integrating over k−, one obtains the following in-
tegral equation for the Nakanishi amplitude, g(+)(γ, z′, z; γi, zi), without angular momentum
decomposition, viz∫ 1
−1
dz′
∫ ∞
−∞
dγ′
g(+)(γ′, z′, z; γi, zi)
[γ′ + γ + z2m2 + (1− z2)κ2 + M
2
z z′(M
2
zi + k
−
i ) + 2z
′cosθ
√
γγi − iǫ]2
=
= ILF (γ, z; γi, zi, cosθ) +
+
∫ ∞
−∞
dγ′
∫ 1
−1
dζ
∫ 1
−1
dζ ′ V LFs (γ, z; γi, zi, γ
′, ζ, ζ ′, cosθ) g(+)(γ′, ζ, ζ ′; γi, zi). (69)
where the inhomogeneous term is given by
ILF (γ, z; γi, zi, cosθ) = p+
∫
dk−
2π
G
(12)
0 (k, p) iK(k, ki, p) =
= −p+
∫
dk−
2π
1[
(p
2
+ k)2 −m2 + iǫ] 1[(p
2
− k)2 −m2 + iǫ] iK(k, ki, p) (70)
and the kernel V LFs is related to the kernel iK of the BS equation by (cf Eq. (51) for the
bound state)
V LFs (γ, z; ; γi, zi, γ
′, ζ, ζ ′, cosθ) = ip+
∫ ∞
−∞
dk−
2π
G
(12)
0 (k, p) ×∫
d4k′′
(2π)4
iK(k, k′′, p)
[k′′2 − κ2 + p · k′′ ζ ′ + 2k′′ · ki ζ − γ′ + iǫ]3
(71)
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It is worth noting that, modulo the value of κ2, one formally has for the S-wave
lim
ζ→0
V LFs (γ, z; γi, zi, γ
′, ζ, ζ ′, cosθ) = V LFb (γ, z; γ
′, ζ ′) (72)
Notice that the dependence upon γi and zi is washed out by putting ζ = 0. (see subsct. VC
for a discussion in ladder approximation).
C. The scattering amplitude
In order to complete the theoretical analysis, let us present the relation between the
scattering amplitude and the Nakanishi weight function. For the sake of simplicity, the
frame where the z− axis is perpendicular to the scattering plane has been chosen, then the
scattering amplitude f(s, θ) (with s =M2), can be calculated from the BS amplitude. As a
matter of fact, one has (cf [39])
f(s, θ) =
1
kr
∑
ℓ
(2ℓ+ 1) eiδℓ sinδℓ Pℓ(cosθ) =
= − 1
M 8π
lim
k′→kf
〈p′1, p′2| iK(p)|Φ(+); p, ki〉 =
= − 1
M 8π
lim
k′→kf
〈k′, p|G−10 (p)|Φ(+); p, ki〉 (73)
where kr =
√
s/4−m2, k′ = (p′1 − p′2)/2 =, p′1 + p′2 = p and the orthogonality of the plane
waves has been adopted (cf Eq. (1)). By using the LF projection method (Refs.[24, 25, 28]),
one can move from the 4DMinkowski space to the 3D LF hyperplane, simplifying the analytic
integration, without approximations. Then, one can rewrite the scattering amplitude in
terms of the LF 3D scattering wave function as follows
f(s, θ) = − 1
M 8π
lim
k′→kf
〈k′, p|G−10 (p)|Φ(+); p, ki〉 =
= − 1
M 8π
lim
k˜′→k˜f
〈k˜′|Π0(p) G−10 (p) Π(p)|φ(+)LF ; p, k˜i〉 (74)
where, from Eqs. (40) and (42), one has
|p, k′〉 = Π0 |k˜′〉 , |Φ(+); p, ki〉 = Π(p) |φ(+)LF ; p, k˜i〉 (75)
Recalling that (see Eqs. (33) and (39), and Ref. [28])
Π0(p) G
−1
0 (p) Π(p) = Π0(p) G
−1
0 (p) [1 + ∆0(p) W (p) ] Π0(p)
= Π0(p) G
−1
0 (p) Π0(p) = g
−1
0 (p) (76)
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since
Π0(p) G0(p)
−1∆0(p) = Π0(p)− Π0(p) G0(p)−1Π0(p)g0(p)Π0(p) = 0 , (77)
one can write
f(s, θ) = − 1
M 8π
lim
k˜′→k˜f
〈k˜′|g−10 (p)|φ(+)LF ; p, k˜i〉 (78)
Finally, by inserting Eq. (36) one gets
f(s, θ) =
i
M 8π
lim
(γ,z)→(γf ,zf )
p+
4
(1− z2)
(
M2 − 4m
2 + γ
1− z2
)
φ
(+)
LF (z, γ, cosθ) =
=
i
M 8π
lim
(γ,z)→(γf ,zf )
(
M2 − 4m
2 + γ
1− z2
)
ψ(+) (z, γ, cosθ) , (79)
where ψ(+) is given by Eq. (65) and the dependence upon γi = |ki⊥|2 is understood.
Equation (79) can be written in terms of the Nakanishi representation by using i) the
distorted part of ψ(+) and ii) Eq. (69), viz
f(s, θ) = − i
M 8 π
lim
(γ,z)→(γf ,zf )
[
γ + (1− z2)κ2 + z2m2] [ ILF (γ, z; γi, zi)+
+
∫ ∞
−∞
dγ′
∫ 1
−1
dζ
∫ 1
−1
dζ ′ V LFs (γ, z; γi, zi, γ
′, ζ, ζ ′, cosθ)g(+)(γ′, ζ, ζ ′; γi, zi)
]
, (80)
where γf = γi and zf = zi. Notice that the factor γ + (1 − z2)κ2 + z2m2 vanishing for
(γ, z) → (γf , zf), is canceled out by the corresponding one in ILF and V LFs . This will be
illustrated in the next section within the ladder approximation.
IV. SCATTERING STATES IN LADDER APPROXIMATION
In this Section, we present the ladder approximation of the integral equation (69), in order
to determine the corresponding Nakanishi amplitude, g
(+)
L (γ
′, z′, z; γi, zi). We also illustrate
how uniqueness can be explicitly exploited in order to get a simpler integral equation, but
with a more elaborated kernel.
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A. The Nakanishi weight function integral equation
In ladder approximation (starting from now, we drop the superscript LF to simplify the
notation), Eq. (69) reads∫ 1
−1
dz′
∫ ∞
−∞
dγ′
g
(+)
L (γ
′, z′, z; γi, zi)
[γ′ + γ + z2m2 + (1− z2)κ2 + M
2
z z′(M
2
zi + k
−
i ) + 2z
′cosθ
√
γγi − iǫ]2
=
= I(L)(γ, z; γi, zi, cosθ) +
+
∫ ∞
−∞
dγ′′
∫ 1
−1
dζ
∫ 1
−1
dζ ′ V (L)s (γ, z; γi, zi, γ
′′, ζ, ζ ′, cosθ) g(+)(γ′′, ζ, ζ ′; γi, zi) . (81)
where I(L) is given by (see Appendix A for details)
I(L)(γ, z; γi, zi, cosθ) = g2 1
[γ + (1− z2)κ2 + z2m2 − iǫ]G
(L)(γ, z; γi, zi, cosθ) (82)
with
G(L)(γ, z; γi, zi, cosθ) = θ(z − zi)(1− z)
β(z, zi) + γ(1− zi)− 2(1− z)cosθ √γγi − iǫ +
+
θ(zi − z)(1 + z)
β(−z,−zi) + γ(1 + zi)− 2(1 + z)cosθ √γγi − iǫ (83)
and
β(z, zi) = (1− z)
[
µ2 +
M2
4
(1− z)(1 + zi)− 2m2
]
+ (1− zi)m2 . (84)
In Eq. (81), V
(L)
s (cf Appendix B for details) is given by
V (L)s (γ, z; γi, zi, γ
′′, ζ, ζ ′, cosθ) =
g2
2(4π)2
1
[γ + (1− z2)κ2 + z2m2 − iǫ] ×∫ 1
0
dv v2 F(v, γ, z; γ′′, ζ, ζ ′, cosθ) (85)
where (dropping the dependence upon the external variables zi, and γi for the sake of
simplicity)
F(v, γ, z; γ′′, ζ, ζ ′, cosθ) = C(v, γ, z; γ′′, ζ, ζ ′, zi, cosθ) + C(v, γ,−z; γ′′, ζ,−ζ ′,−zi, cosθ)
(86)
with
C(v, γ, z; γ′′, ζ, ζ ′, zi, cosθ) = (1 + z)
2
X2(v, zi, ζ, ζ ′)
×
θ(ζ ′ − z − ziζ)[
γ + z2m2 + κ2(1− z2) + Γ(v, z, zi, ζ, ζ ′, γ′′) + Z(z, ζ, ζ ′; zi)
[
M2
2
zzi + 2cosθ
√
γγi
]− iǫ]2
(87)
24
In Eq. (87), one has
X(v, zi, ζ, ζ
′) = v(1− v)(1 + ζ ′ − ziζ)
Γ(v, z, zi, ζ, ζ
′, γ′′) =
(1 + z)
(1 + ζ ′ − ziζ)
{
v
(1− v)
[
ζ ′2
M2
4
+ κ2(1 + ζ2) + γ′′
]
+
µ2
v
+ γ′′
}
Z(z, ζ, ζ ′; zi) = ζ
(1 + z)
(1 + ζ ′ − ziζ)
(88)
Collecting the above results, one obtains the following integral equations for the Nakanishi
amplitude in ladder approximation, g
(+)
L ,∫ 1
−1
dz′
∫ ∞
−∞
dγ′
g
(+)
L (γ
′, z′, z; γi, zi)
[γ′ + γ + z2m2 + (1− z2)κ2 + M2
2
z z′zi + 2z′cosθ
√
γγi − iǫ]2
=
= g2
1
[γ + (1− z2)κ2 + z2m2 − iǫ]G
(L)(γ, z; γi, zi, cosθ) +
+
g2
2(4π)2
1
[γ + (1− z2)κ2 + z2m2 − iǫ]
∫ ∞
−∞
dγ′′
∫ 1
−1
dζ
∫ 1
−1
dζ ′ ×∫ 1
0
dv v2F(v, γ, z; γ′′, ζ, ζ ′, cosθ) g(+)L (γ′′, ζ, ζ ′; γi, zi) (89)
A solution of Eq. (89), obtained by retaining only the inhomogeneous term and assuming
the uniqueness of the solution, is discussed in the following Section. Such a solution can
yield some insights on the the analytic structure of the ladder approximation of the equation
for determining the Nakanishi amplitude g
(+)
L , i.e. Eq. (89). In particular, one could argue
that a finite lower bound for the variable γ′ could exist in order to reproduce the analytic
structure of the inhomogeneous term. In particular, the inhomogeneous term is proportional
to the global propagator
1
M2 − 4(m2+γ)
(1−z2) + iǫ
= − 1
γ + (1− z2)κ2 + z2m2 − iǫ
that generates a cut starting at γ = −(1−z2)κ2−z2m2. The lowest value is γmin = −m2 ≤ 0
recalling that z2 ∈ [0, 1]. Therefore, since γ = |k⊥|2, the lowest bound is zero.
To conclude this subsection, it is shown the scattering amplitude, Eq. (80), in ladder
approximation,viz
f (L)(s, θ) = − i g
2
M8π
[
G(L)(γf , zf ; γi, zi, cosθ) + 1
25π2
∫ ∞
−∞
dγ′′
∫ 1
−1
dζ
∫ 1
−1
dζ ′ ×∫ 1
0
dv v2F(v, γf , zf ; γ′′, ζ, ζ ′, cosθ) g(+)L (γ′′, ζ, ζ ′; γi, zi)
]
(90)
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where G(L) and F are given in Eqs. (83) and (86), respectively.
B. Applying uniqueness to the integral equation
Eq. (89) can be rewritten in such a way that the denominator appearing in the lhs can
be present in both the terms in the rhs. This allow to explicitly use the uniqueness of the
solution of the integral equation and to obtain a simpler equation, as shown in what follows.
By using the standard Feynman trick, one can rewrite I(L) in a useful form for the
following elaboration, namely (see Appendix A for a detailed discussion)
I(L)(γ, z; γi, zi, cosθ) = g2
∫ 1
−1
dz′ θ(−z′)
∫ ∞
−∞
dγ′ ×
δ(γ′ − γa(z′))[
γ′ + γ + (1− z2)κ2 + z2m2 + M2
2
z z′zi + 2z′cosθ
√
γγi − iǫ
]2 ×
{θ(z − zi) θ[1− z + z′(1− zi)] + θ(zi − z) θ[1 + z + z′(1 + zi)]} (91)
where
γa(z
′) = z′
(
2κ2 − µ2) (92)
As for V
(L)
s , one can proceed through more subtle mathematical steps. This is thoroughly
discussed in Appendix B, here the final expression is given. One has
V (L)s (γ, z; γi, zi, γ
′′, ζ, ζ ′, cosθ) = − g
2
2(4π)2
×∫ ∞
−∞
dγ′
∫ 1
−1
dz′
1[
γ + z2m2 + κ2(1− z2) + γ′ + z′ (M2
2
zzi + 2cosθ
√
γγi
)− iǫ]2 ×[
(1 + z)
(1 + ζ ′ − ziζ) θ(ζ
′ − z − ziζ) Q′(z, zi; γ′′, γ′, z′, ζ, ζ ′, µ2)+
+
(1− z)
(1− ζ ′ + ziζ) θ(z − ζ
′ + ziζ) Q′(−z,−zi; γ′′, γ′, z′, ζ,−ζ ′, µ2)
]
(93)
where
Q′(z, zi; γ′′, γ′, z′, ζ, ζ ′, µ2) = θ
(
1 + z
1 + ζ ′ − ziζ − z
′ζ
)
θ(z′) θ(ζ)− θ(−z′) θ(−ζ)
z′
×
Λ
(
z,
z′
ζ
, ζ, ζ ′; γ′′, γ′; zi, µ
2
)
(94)
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where
Λ
(
z,
z′
ζ
, ζ, ζ ′; γ′′, γ′; zi, µ
2
)
=
∑
i=±
∂
∂λ
yi(0)
{
δ(yi(0))
y2i (0)
|y2i (0)A(ζ, ζ ′, γ′′, κ2)− µ2|
+
−θ(yi(0)) 2µ
2 yi(0)
(y2i (0)A(ζ, ζ ′, γ′′, κ2)− µ2)|y2i (0)A(ζ, ζ ′, γ′′, κ2)− µ2|
}
(95)
with y±(0) solutions of the following second order equation
y2 A(ζ, ζ ′, γ′′, κ2) + y B(z, z′, zi, ζ, ζ ′, γ′′, γ′, µ2, λ) + µ2 = 0 (96)
The dependence upon z′/ζ ≥ 0 will become clear from what follows.
In Eq. (96) the coefficients are given by
A(ζ, ζ ′, γ′′, κ2) = ζ ′2M
2
4
+ κ2(1 + ζ2) + γ′′
B(z, z′, zi, ζ, ζ ′, γ′′, γ′, µ2, λ) = µ2 + γ′ − γ′′ ζ
z′
+ λ
(1 + ζ ′ − ziζ)
(1 + z)
(97)
In Eq. (94), one explicitly has
y±(0) =
1
2A(ζ, ζ ′, γ′′, κ2) ×[
−B(z, z′, zi, ζ, ζ ′, γ′′, γ′, µ2, 0)±
√
B2(z, z′, zi, ζ, ζ ′, γ′′, γ′, µ2, 0)− 4µ2 A(ζ, ζ ′, γ′′, κ2)
]
∂
∂λ
yi(0) = ∓ (1 + ζ
′ − ziζ)
(1 + z)
y±(0)√B2(z, z′, zi, ζ, ζ ′, γ′′, γ′, µ2, 0)− 4µ2A(ζ, ζ ′, γ′′, κ2) (98)
Notice that for λ = 0, the dependence upon zi in B(z, z′, zi, ζ, ζ ′, γ′′, γ′, µ2, 0) is dummy.
Eq. (94) can be simplified, noting that the first term, proportional to y2i (0) δ(yi(0)), does
not contribute if µ2 6= 0, while for µ2 = 0 (Wick-Cutkosky model, see the next Section) the
second term, proportional to θ(yi(0)), is vanishing.
By using Eq. (91) and Eqs (93), (89) can be rewritten putting in evidence the analytic
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behavior of all the terms, namely∫ 1
−1
dz′
∫ ∞
−∞
dγ′
g
(+)
L (γ
′, z′, z; γi, zi)
[γ′ + γ + z2m2 + (1− z2)κ2 + M2
2
z z′zi + 2z′cosθ
√
γγi − iǫ]2
=
= g2
∫ 1
−1
dz′ θ(−z′)
∫ ∞
−∞
dγ′
δ[γ′ − z′(2κ2 − µ2)][
γ′ + γ + (1− z2)κ2 + z2m2 + M2
2
z z′zi + 2z′cosθ
√
γγi − iǫ
]2 ×
{θ(z − zi) θ[1− z + z′(1− zi)] + θ(zi − z) θ[1 + z + z′(1 + zi)]}+
− g
2
2(4π)2
∫ 1
−1
dz′
∫ ∞
−∞
dγ′
1[
γ + z2m2 + κ2(1− z2) + γ′ + z′ (M2
2
zzi + 2cosθ
√
γγi
)− iǫ]2 ×∫ 1
−1
dζ
∫ 1
−1
dζ ′
∫ ∞
−∞
dγ′′
[
(1 + z)
(1 + ζ ′ − ziζ) θ(ζ
′ − z − ziζ) Q′(z, zi; γ′′, γ′, z′, ζ, ζ ′, µ2)+
+
(1− z)
(1− ζ ′ + ziζ) θ(z − ζ
′ + ziζ) Q′(−z,−zi; γ′′, γ′, z′, ζ,−ζ ′, µ2)
]
g
(+)
L (γ
′′, ζ, ζ ′; γi, zi) (99)
From the uniqueness of the solution of the integral equation (99), that we expect once the
Nakanishi theorem for the vertex function (cf [10]) is extended to the scattering case, one
could write (see also [14])
g
(+)
L (γ
′, z′, z; γi, zi) = g
2 θ(−z′) δ[γ′ − z′(2κ2 − µ2)] {θ(z − zi) θ[1 − z + z′(1− zi)] +
+θ(zi − z) θ[1 + z + z′(1 + zi)]} − g
2
2(4π)2
∫ ∞
−∞
dγ′′
∫ 1
−1
dζ
∫ 1
−1
dζ ′ g(+)L (γ
′′, ζ, ζ ′; γi, zi)×[
(1 + z)
(1 + ζ ′ − ziζ) θ(ζ
′ − z − ziζ) Q′(z, zi; γ′′, γ′, z′, ζ, ζ ′, µ2)+
+
(1− z)
(1− ζ ′ + ziζ) θ(z − ζ
′ + ziζ) Q′(−z,−zi; γ′′, γ′, z′, ζ,−ζ ′, µ2)
]
(100)
The first term in the rhs of Eq. (100) yields the lowest order approximation to g
(+)
L . The
following support for 0 ≤ γ′ ≤ µ2 + 2|κ2| can be obtained by inspecting the delta function,
combined with the constraint on z′.
V. APPLICATIONS
In this Section, some relevant limiting cases, i) the Nakanishi amplitude for scattering
states at zero-energy (κ2 → 0, µ2 6= 0), ii) the Nakanishi amplitude for the Wick-Cutkosky
model in the continuum (µ2 → 0 and κ2 ≤ 0), and iii) a revisiting of the ladder kernel
for bound states are illustrated in details. It is worth noting that at the end of the Wick-
Cutkosky model subsection, it is presented a formal comparison between the kernel for zero
energy, obtained within our approach and the kernel that one can find in Ref. [16], for a
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S-wave bound state, putting a vanishing binding energy energy. It is rewarding to find a
successful comparison with our formalism. Moreover, as shown in the last subsection, a new
form of the integral equation that determines the Nakanishi amplitude for bound states, in
ladder approximation, is obtained. This simple integral equation could suggest a different
numerical investigation of the issue.
A. The Nakanishi Integral Equation for the zero-energy scattering
The choice zi = γi = 0 yields κ
2 = −γi − z2iM2/4 = 0, namely a zero-energy scattering,
given the physical meaning of κ2 = m2−M2/4. For such values of zi and γi, one can simplify
Eq. (99), obtaining the Nakanishi integral equation for the weight function at zero energy.
Notice that such a weight amplitude determines the scattering length through Eq. (90).
After inserting zi = γi = κ
2 = 0 in Eq. (99), one gets∫ 1
−1
dz′
∫ ∞
−∞
dγ′
g
(+)
L (γ
′, z′, z; γi = zi = 0)
[γ′ + γ + z2m2 − iǫ]2 =
= g2
∫ 1
−1
dz′ θ(−z′)
∫ ∞
−∞
dγ′
δ(γ′ + z′µ2)
[γ′ + γ + z2m2 − iǫ]2 ×
{θ(z) θ(1− z + z′) + θ(−z) θ(1 + z + z′)}+
− g
2
2(4π)2
∫ 1
−1
dz′
∫ ∞
−∞
dγ′
1
[γ′ + γ + z2m2 +−iǫ]2 ×∫ 1
−1
dζ
∫ 1
−1
dζ ′
∫ ∞
−∞
dγ′′
[
(1 + z)
(1 + ζ ′)
θ(ζ ′ − z) Q′(z, zi = 0; γ′′, γ′, z′, ζ, ζ ′, µ2)+
+
(1− z)
(1− ζ ′) θ(z − ζ
′) Q′(−z, zi = 0; γ′′, γ′, z′, ζ,−ζ ′, µ2)
]
g
(+)
L (γ
′′, ζ, ζ ′; γi = zi = 0)(101)
One immediately realizes that the integration over z′ can be performed in the lhs, introducing
the suitable S-wave Nakanishi amplitude for the present case. Then, one gets∫ ∞
−∞
dγ′
g
(+)
0L (γ
′, z)
[γ′ + γ + z2m2 − iǫ]2 =
=
g2
µ2
∫ ∞
−∞
dγ′
θ(γ′)
[γ′ + γ + z2m2 − iǫ]2
{
θ(z) θ(1− z − γ′/µ2) + θ(−z) θ(1 + z − γ′/µ2)}+
− g
2
2(4π)2
∫ ∞
−∞
dγ′
1
[γ′ + γ + z2m2 +−iǫ]2 ×∫ 1
−1
dζ ′
∫ ∞
−∞
dγ′′
[
(1 + z)
(1 + ζ ′)
θ(ζ ′ − z) T (z, γ′′, γ′, ζ ′, µ2)+
+
(1− z)
(1− ζ ′) θ(z − ζ
′) T (−z, γ′′, γ′,−ζ ′, µ2)
]
g
(+)
0L (γ
′′, ζ ′) (102)
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where
g
(+)
0L (γ
′, z) =
∫ 1
−1
dz′ g(+)L (γ
′, z′, z; γi = zi = 0)∫ 0
−1
dz′ δ(γ′ + z′µ2) =
1
µ2
θ(γ′)
g
(+)
0L (γ
′′, ζ ′) =
∫ 1
−1
dζ g
(+)
L (γ
′′, ζ, ζ ′; γi = zi = 0) (103)
and the possibility to integrate over ζ the function g
(+)
L (γ
′′, ζ, ζ ′; γi = zi = 0) is related to
the independence upon ζ of the function
T (z, γ′′, γ′, ζ ′, µ2) =
∫ 1
−1
dz′ Q′(z, zi = 0; γ′′, γ′, z′, ζ, ζ ′, µ2) .
As a matter of fact, from Eq. (94) one has
T (z, γ′′, γ′, ζ ′, µ2) =
∫ 1
−1
dz′
z′
θ
(
1 + z
1 + ζ ′
− z
′
ζ
)
[θ(z′) θ(ζ)− θ(−z′) θ(−ζ)]×
Λ0
(
z,
z′
ζ
, ζ ′, γ′, γ′′, µ2
)
=
=
{
θ(ζ)
∫ ζ (1+z)
(1+ζ′)
0
dz′
z′
− θ(−ζ)
∫ 0
ζ
(1+z)
(1+ζ′)
dz′
z′
}
Λ0
(
z,
z′
ζ
, ζ ′, γ′, γ′′, µ2
)
(104)
where
Λ0
(
z,
z′
ζ
, ζ ′, γ′, γ′′, µ2
)
=
∑
i=±
∂
∂λ
yi(0)
1
|y2i (0)A0(ζ ′, γ′′)− µ2|
×[
δ(yi(0))y
2
i (0)− θ(yi(0))
2µ2 yi(0)
y2i (0)A0(ζ ′, γ′′)− µ2
]
(105)
with the dependence upon z′/ζ (always positive !) explained in what follows. From Eqs.
(97) and (98), one can explicitly write
A0(ζ ′, γ′′) = ζ ′2M
2
4
+ γ′′ = ζ ′2m2 + γ′′
B(z, z′, 0, ζ, ζ ′, γ′, γ′′, µ2, 0) = µ2 + γ′′ − γ′ ζ
z′
y±(0) =
1
2A0(ζ ′, γ′′) ×−(µ2 + γ′′ − γ′ ζ
z′
)
±
√(
µ2 + γ′′ − γ′ ζ
z′
)2
− 4µ2A0(ζ ′, γ′′)

∂
∂λ
yi(0) = ∓ (1 + ζ
′)
(1 + z)
y±(0)√
(µ2 + γ′′ − γ′ ζ
z′
)2 − 4µ2A0(ζ ′, γ′′)
(106)
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This allows one to single out the dependence upon z
′
ζ
of the integrand in Eq. (104) and,
after introducing the variable
x =
z′
ζ
(1 + ζ ′)
(1 + z)
one has
T (z, γ′′, γ′, ζ ′, µ2) = [θ(ζ) + θ(−ζ)]
∫ 1
0
dx
x
Λ0
(
z, x
(1 + z)
(1 + ζ ′)
, ζ ′, γ′, γ′′, µ2
)
(107)
This completes the proof that T does not depend upon ζ . Finally, from uniqueness, one can
rewrite the inhomogeneous integral equation (102) in a simpler form, viz
g
(+)
0L (γ
′, z) =
g2
µ2
θ(γ′)
[
θ(z) θ(1− z − γ′/µ2) + θ(−z) θ(1 + z − γ′/µ2)]+
− g
2
2(4π)2
∫ 1
−1
dζ ′
∫ ∞
−∞
dγ′′
[
(1 + z)
(1 + ζ ′)
θ(ζ ′ − z) T (z, γ′′, γ′, ζ ′, µ2)+
+
(1− z)
(1− ζ ′) θ(z − ζ
′) T (−z, γ′′, γ′,−ζ ′, µ2)
]
g
(+)
0L (γ
′′, ζ ′) (108)
Such an equation could have a direct application in the study of the relativistic effects of
the scattering length.
B. The Nakanishi amplitude for the Wick-Cutkosky model in the continuum
The Wick-Cutkosky model [3, 30], namely two massive scalars interacting through a
massless one (µ2 = 0) in ladder approximation, can be extended to the scattering case. The
integral equation for the Nakanishi amplitude, for this widely adopted model, was known so
far only for the bound state case (cf [2, 3, 30] and [16] for a LF approach). Equation (100)
becomes
g
(+)
LW (γ
′, z′, z; γi, zi) = g
2 θ(−z′) δ(γ′ − 2z′κ2) [θ(z − zi) θ[1− z + z′(1− zi)] +
+θ(zi − z) θ[1 + z + z′(1 + zi)]] +
− g
2
2(4π)2
∫ ∞
−∞
dγ′′
∫ 1
−1
dζ
∫ 1
−1
dζ ′ g(+)LW (γ
′′, ζ, ζ ′; γi, zi)×[
(1 + z)
(1 + ζ ′ − ziζ) θ(ζ
′ − z − ziζ) Q′(z, zi; γ′′, γ′, z′, ζ, ζ ′, µ2 = 0)+
+
(1− z)
(1− ζ ′ + ziζ) θ(z − ζ
′ + ziζ) Q′(−z,−zi; γ′′, γ′, z′, ζ,−ζ ′, µ2 = 0)
]
(109)
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where
Q′(z, zi; γ′, γ′′, z′, ζ, ζ ′, µ2 = 0) = θ
(
1 + z
1 + ζ ′ − ziζ − z
′ζ
)
θ(z′) θ(ζ)− θ(−z′) θ(−ζ)
z′
×
∂
∂λ
y0(0) δ(y0(0))
1
|A(ζ, ζ ′, γ′′)| (110)
with y0(0) being the non trivial the solution of the following second order equation
A(ζ, ζ ′, γ′′)y2 + yB(z, z′, zi, ζ, ζ ′, γ′′, µ2 = 0, λ) = 0 (111)
Notice that the trivial solution, y = 0 for any λ, does not contribute, due to the presence of
∂y0(0)/∂λ. In Eq. (111) the coefficients are given by
A(ζ, ζ ′, γ′′) = ζ ′2M
2
4
+ κ2(1 + ζ2) + γ′′
B(z, z′, zi, ζ, ζ ′, γ′′, µ2 = 0, λ) = γ′′ − γ′ ζ
z′
+ λ
(1 + ζ ′ − ziζ)
(1 + z)
(112)
Then, one explicitly has
y0(0) =
γ′ ζ
z′
− γ′′
A(ζ, ζ ′, γ′′, κ2)
∂
∂λ
y0(0) = − (1 + ζ
′ − ziζ)
(1 + z)
1
A(ζ, ζ ′, γ′′, κ2) (113)
It has to be pointed out that, if A(ζ, ζ ′, γ′′) = 0, one has only the trivial solution y = 0 for
any λ.
Equation (109) can be rewritten as follows
g
(+)
LW (γ
′, z′, z; γi, zi) = g
2 θ(−z′) δ(γ′ − 2z′κ2) [θ(z − zi) θ[1− z + z′(1− zi)] +
+θ(zi − z) θ[1 + z + z′(1 + zi)]] +
+
g2
2(4π)2
θ(z′)
∫ ∞
−∞
dγ′′
∫ 1
0
dζ
z′
∫ 1
−1
dζ ′
δ
(
γ′ ζ
z′
− γ′′)
A(ζ, ζ ′, γ′′, κ2) g
(+)
LW (γ
′′, ζ, ζ ′; γi, zi)×{
θ(ζ ′ − z − ziζ) θ
(
1 + z
1 + ζ ′ − ziζ −
z′
ζ
)
+ θ(z − ζ ′ + ziζ) θ
(
1− z
1− ζ ′ + ziζ −
z′
ζ
)}
− g
2
2(4π)2
θ(−z′)
∫ ∞
−∞
dγ′′
∫ 0
−1
dζ
z′
∫ 1
−1
dζ ′
δ
(
γ′ ζ
z′
− γ′′)
A(ζ, ζ ′, γ′′, κ2) g
(+)
LW (γ
′′, ζ, ζ ′; γi, zi)×{
θ(ζ ′ − z − ziζ) θ
(
1 + z
1 + ζ ′ − ziζ −
z′
ζ
)
+ θ(z − ζ ′ + ziζ) θ
(
1− z
1− ζ ′ + ziζ −
z′
ζ
)}
(114)
Notice that the extrema of the integration on ζ in the second and third terms are different.
It is easily seen that, in the rhs, the positive z′ decouples from the negative one, obtaining
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a homogeneous integral equation for θ(z′) g(+)LW (γ
′, z′, z; γi, zi) and an inhomogeneous one for
θ(−z′) g(+)LW (γ′, z′, z; γi, zi). Therefore, the Nakanishi amplitude for scattering states within
the Wick-Cutkosky model is given by the following inhomogeneous integral equation (it is
inhomogeneous for matching the boundary condition for scattering states)
g
(+)
LW (γ
′, z′, z; γi, zi) = g
2 θ(−z′) δ(γ′ − 2z′κ2) [θ(z − zi) θ[1 − z + z′(1− zi)] +
+θ(zi − z) θ[1 + z + z′(1 + zi)]] +
− g
2
2(4π)2
θ(−z′)
∫ ∞
−∞
dγ′′
∫ 0
−1
dζ
z′
∫ 1
−1
dζ ′
δ
(
γ′ ζ
z′
− γ′′)
A(ζ, ζ ′, γ′′, κ2) g
(+)
LW (γ
′′, ζ, ζ ′; γi, zi)×{
θ(ζ ′ − z − ziζ) θ
(
1 + z
1 + ζ ′ − ziζ −
z′
ζ
)
+ θ(z − ζ ′ + ziζ) θ
(
1− z
1− ζ ′ + ziζ −
z′
ζ
)}
(115)
Let us assume the following separable form for
g
(+)
LW (γ
′, z′, z; γi, zi) = θ(−z′) δ(γ′ − 2z′κ2) h(+)LW (z′, z; γi, zi) .
Then, by integrating both sides of Eq. (115) on γ′, one has (recalling that ζ/z′ ≥ 0)
h
(+)
LW (z
′, z; γi, zi) = g
2 {θ(z − zi) θ[1 − z + z′(1− zi)] + θ(zi − z) θ[1 + z + z′(1 + zi)]}+
− g
2
2(4π)2
∫ 0
−1
dζ
ζ
∫ 1
−1
dζ ′
1
ζ ′2M
2
4
+ κ2(1 + ζ)2
h
(+)
LW (ζ, ζ
′; γi, zi)×{
θ(ζ ′ − z − ziζ) θ
(
1 + z
1 + ζ ′ − ziζ −
z′
ζ
)
+ θ(z − ζ ′ + ziζ) θ
(
1− z
1− ζ ′ + ziζ −
z′
ζ
)}
(116)
It is worth noting that the solution h
(+)
LW is perfectly compatible with the separable form we
assumed, and that ζ ′2M
2
4
+κ2(1+ ζ)2 = A(ζ, ζ ′, 2ζκ2, κ2) is different from zero, as discussed
below Eq. (113).
Summarizing, the solution of Eq. (116), together with the separable form mentioned
above, allows one to obtain the Nakanishi amplitude for scattering states within the Wick-
Cutkosky model in the continuum.
As a formal check of our previous elaboration, in what follows we devise the same kernel,
one has for the Wick-Cutkosky model for bound states in the limit κ2 → 0. This allows us
to make a successful comparison with the result for the S-wave, in the limit of zero-binding
energy, that one can get from Ref. [16].
In the limit
κ2 = m2 − M
2
4
= −γi − z2i
M2
4
→ 0
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Eq. (116) becomes (dropping the dependence upon zi = γi = 0)
h
(+)
LW (z
′, z) = g2 [θ(z) θ[1− z + z′] + θ(−z) θ[1 + z + z′]] +
− g
2
2(4π)2
∫ 0
−1
dζ
ζ
∫ 1
−1
dζ ′
1
ζ ′2m2
h
(+)
LW (ζ, ζ
′)×{
θ(ζ ′ − z) θ[z′ − ζ (1 + z)
(1 + ζ ′)
] + θ(z − ζ ′) θ[z′ − ζ (1− z)
(1− ζ ′) ]
}
(117)
By integrating over z′ (let us recall that 0 ≥ z′ ≥ −1), in order to match the S-wave
dependence, one can write
a
(+)
LW (z) = g
2 [θ(z) (1− z) + θ(−z) (1 + z)]− g
2
2(4π)2
∫ 0
−1
dζ
ζ
∫ 1
−1
dζ ′
1
ζ ′2m2
h
(+)
LW (ζ, ζ
′)×∫ 0
−1
dz′
{
θ(ζ ′ − z) θ[z′ − ζ (1 + z)
(1 + ζ ′)
] + θ(z − ζ ′) θ[z′ − ζ (1− z)
(1− ζ ′) ]
}
=
= g2 [θ(z) (1− z) + θ(−z) (1 + z)] + g
2
2(4π)2
×∫ 1
−1
dζ ′
1
ζ ′2m2
{
θ(ζ ′ − z) (1 + z)
(1 + ζ ′)
+ θ(z − ζ ′) (1− z)
(1− ζ ′)
}
a
(+)
LW (ζ
′) (118)
where 0 ≤ (1± z)/(1± ζ ′) < 1 and
a
(+)
LW (z) =
∫ 0
−1
dz′ h(+)LW (z
′, z)
a
(+)
LW (ζ
′) =
∫ 0
−1
dζ h
(+)
LW (ζ, ζ
′) (119)
The S-wave Nakanishi amplitude is even for z → −z transformation.
It should be pointed out that the inhomogeneous term has the same form, when the
zero-energy limit is performed first, and the limit µ2 → 0, as briefly shown below. As a
matter of fact, from the inhomogeneous term in Eq. (108) (corresponding to κ2 → 0), one
gets
lim
µ2→0
g2
µ2
θ(γ′)
[
θ(z) θ(1− z − γ′/µ2) + θ(−z) θ(1 + z − γ′/µ2)] =
= g2δ(γ′) [θ(z)(1− z) + θ(−z)(1 + z)] (120)
where the the following representation of the delta function has been used
lim
µ2→0
1
µ2
θ(γ′) θ
[
µ2(1− |z|)− γ′] = (1− |z|) δ(γ′) (121)
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Such a relation can be deduced by i) introducing the infinitesimal quantity (1 − |z|)µ2, ii)
folding the previous limit with a generic function f(γ′) and iii) integrating over γ′.
As to the kernel, as above anticipated, it coincides with the one given in Ref. [16],
for a bound S-wave state, but in the limit of zero binding-energy. This comparison, even
if it does not apply to a physically meaningful case, due to the presence of an essential
singularity, ζ ′2m2, gives us confidence in our formalism, since it is able to reproduce the
result corresponding to a well known case, after performing the non trivial limits µ2 → 0
and then κ2 → 0.
Finally, it is important to remark that even the non relativistic Coulomb problem, for pos-
itive energies, studied through the Lippman-Schwinger equation, has an infrared divergence
that must be treated carefully. In the Wick-Cutkosky model this problem is present and
has to be addressed to provide meaningful solutions for the relativistic case in the scattering
region.
C. The S-wave bound state in ladder approximation revisited
The integral equation that determines the Nakanishi amplitude for a S-wave bound state,
in ladder approximation, can be rewritten in a simplified form, with respect to the one
presented in Ref. [11], once the uniqueness of the solutions is exploited. In particular, one
can start with the expression of V
(L)
s given in Eq. (93), carefully performing the limit ζ → 0
and taking a negative value for κ2 in the final result.
From Ref. [11], one has for a S-wave bound state∫ ∞
0
dγ′
gb(γ
′, z; κ2)
[γ′ + γ + z2m2 + (1− z2)κ2 − iǫ]2 =
=
∫ ∞
0
dγ′′
∫ 1
−1
dζ ′ Vb(γ, z; γ
′′, ζ ′)gb(γ
′′, ζ ′; κ2) (122)
A direct comparison between Eq. (B1) and Eq. (B2), modulo the value of κ2, leads to the
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following relation for the interaction kernel V
(L)
b
V
(L)
b (γ, z; γ
′′, ζ ′) = lim
ζ→0
V (L)s (γ, z; γi, zi, γ
′′, ζ, ζ ′, cosθ) = − g
2
2(4π)2
×
lim
ζ→0
∫ ∞
−∞
dγ′
∫ 1
−1
dz′
1[
γ + z2m2 + κ2(1− z2) + γ′ + z′ (M2
2
zzi + 2cosθ
√
γγi
)− iǫ]2 ×[
(1 + z)
(1 + ζ ′ − ziζ) θ(ζ
′ − z − ziζ) Q′(z, zi; γ′′, γ′, z′, ζ, ζ ′, µ2)+
+
(1− z)
(1− ζ ′ + ziζ) θ(z − ζ
′ + ziζ) Q′(−z,−zi; γ′′, γ′, z′, ζ,−ζ ′, µ2)
]
(123)
where Q′ can be found in Eq. (B37).
Indeed the limit on ζ must be carefully performed, since Q′ contains two terms, in the first
one there is θ(ζ) and in the second one there is θ(−ζ). Therefore the limit in the two contri-
butions must be ζ → 0+ and ζ → 0−, respectively. In what follows this is understood. The
relevant limit to be investigated is (the one corresponding to Q′(−z,−zi; γ′′, γ′, z′, ζ,−ζ ′, µ2)
can be carried out analogously)
Hb(z; γ′′, γ′, ζ ′, µ2, κ2) = lim
ζ→0
(1 + z)
(1 + ζ ′ − ziζ) θ(ζ
′ − z − ziζ) ×∫ 1
−1
dz′
Q′(z, zi; γ′′, γ′, z′, ζ, ζ ′, µ2)[
γ + z2m2 + κ2(1− z2) + γ′ + z′ (M2
2
zzi + 2cosθ
√
γγi
)− iǫ]2 =
= lim
ζ→0
(1 + z)
(1 + ζ ′ − ziζ) θ(ζ
′ − z − ziζ) ×
∫ 1
−1
dz′
z′
Λ
(
z, z
′
ζ
, ζ, ζ ′, γ′′, γ′, zi, γi, µ2
)
[
γ + z2m2 + κ2(1− z2) + γ′′ + z′ (M2
2
zzi + 2cosθ
√
γγi
)− iǫ]2 ×
θ
(
1 + z
1 + ζ ′ − ziζ −
z′
ζ
)
[θ(z′) θ(ζ)− θ(−z′) θ(−ζ)] =
= lim
ζ→0
(1 + z)
(1 + ζ ′ − ziζ) θ(ζ
′ − z − ziζ) θ(ζ)
∫ 1
ζ
0
dx
x
θ
(
1 + z
1 + ζ ′ − ziζ − x
)
×
Λ (z, x, ζ, ζ ′, γ′′, γ′, zi, γi, µ2)[
γ + z2m2 + κ2(1− z2) + γ′ + xζ (M2
2
zzi + 2cosθ
√
γγi
)− iǫ]2 +
− lim
ζ→0
(1 + z)
(1 + ζ ′ − ziζ) θ(ζ
′ − z − ziζ) θ(−ζ)
∫ 0
− 1
ζ
dx
x
θ
(
1 + z
1 + ζ ′ − ziζ − x
)
×
Λ (z, x, ζ, ζ ′, γ′′, γ′, zi, γi, µ2)[
γ + z2m2 + κ2(1− z2) + γ′ + xζ (M2
2
zzi + 2cosθ
√
γγi
)− iǫ]2 (124)
where the change of variable x = z′/ζ has been inserted. By recalling that
1
|ζ | ≥
1 + z
1 + ζ ′ − ziζ (125)
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since 1 ≥ |ζ | and θ(ζ ′ − ziζ − z) one can write
Hb(z; γ′′, γ′, ζ ′, µ2, κ2) = lim
ζ→0
(1 + z)
(1 + ζ ′ − ziζ) θ(ζ
′ − z − ziζ) [θ(ζ) + θ(−ζ)] ×∫ 1+z
1+ζ′−ziζ
0
dx
x
Λ (z, x, ζ, ζ ′, γ′′, γ′, zi, γi, µ2)[
γ + z2m2 + κ2(1− z2) + γ′ + xζ (M2
2
zzi + 2cosθ
√
γγi
)− iǫ]2 (126)
where the following identity has been exploited
−θ(−ζ)
∫ 0
− 1
ζ
dx
x
= θ(−ζ)
∫ 1
|ζ|
0
dx
x
(127)
Then, one gets
Hb(z; γ′′, γ′, ζ ′, µ2, κ2) = (1 + z)
(1 + ζ ′)
θ(ζ ′ − z)
[γ + z2m2 + κ2(1− z2) + γ′ − iǫ]2 ×∫ (1+z)
(1+ζ′)
0
dx
x
Λ˜
(
z, x, ζ ′, γ′′, γ′, µ2, κ2
)
(128)
where
Λ˜
(
z, x, ζ ′, γ′′, γ′, µ2, κ2
)
=
∑
i=±
∂
∂λ
y˜i(0)
1
|y˜2i (0)Ab(ζ ′, γ′′, κ2)− µ2|
×[
δ(y˜i(0))y
2
i (0)− θ(y˜i(0))
2µ2 y˜i(0)
y˜2i (0)Ab(ζ ′, γ′′, κ2)− µ2
]
(129)
with
y˜±(0) =
1
2Ab(ζ ′, γ′′, κ2) ×[
−Bb(z, x, ζ ′, γ′′, γ′, µ2, 0)±
√
B2b (z, z′, zi, ζ, ζ ′, γ′′, γ′, µ2, 0)− 4µ2Ab(ζ ′, γ′′, κ2)
]
∂
∂λ
y˜i(0) = ∓ (1 + ζ
′)
(1 + z)
y˜±(0)√B2b (z, x, ζ ′, γ′′, γ′, µ2, 0)− 4µ2Ab(ζ ′, γ′′, κ2) (130)
and
Ab(ζ ′, γ′′, κ2) = ζ ′2M
2
4
+ κ2 + γ′′
Bb(z, x, ζ ′, γ′′, γ′, µ2, 0) = µ2 + γ′′ − γ
′
x
(131)
The positivity of γ′′ in Eq. (122) leads to the positivity of Ab. This implies that Bb be
negative (cf the end of Appendix B), and eventually γ′ be positive, consistently with Eq.
(122), analyzed in Ref. [11]. This could also be expected on physical grounds, since the
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particle production, or a cut in the mathematical language, must be avoided in the bound
state kernel V
(L)
b (γ, z; γ
′′, ζ ′), namely in the denominator appearing in Eq. (132). Therefore
the interaction kernel V
(L)
b becomes
V
(L)
b (γ, z; γ
′′, ζ ′) = − g
2
2(4π)2
∫ ∞
0
dγ′
1
[γ + z2m2 + κ2(1− z2) + γ′ − iǫ]2 ×{
(1 + z)
(1 + ζ ′)
θ(ζ ′ − z)
∫ 1+z
1+ζ′
0
dx
x
Λ˜
(
z, x, ζ ′, γ′′, γ′, µ2, κ2
)
+
+
(1− z)
(1− ζ ′) θ(z − ζ
′)
∫ 1−z
1−ζ′
0
dx
x
Λ˜
(−z, x,−ζ ′, γ′′, γ′, µ2, κ2)} (132)
The new form of the integral integration for gb(γ
′, z; κ2) is given by
gb(γ
′, z; κ2) = − g
2
2(4π)2
∫ ∞
0
dγ′′
∫ 1
−1
dζ ′ gb(γ
′′, ζ ′; κ2) ×
×{
(1 + z)
(1 + ζ ′)
θ(ζ ′ − z)
∫ 1+z
1+ζ′
0
dx
x
Λ˜
(
z, x, ζ ′, γ′′, γ′, µ2, κ2
)
+
+
(1− z)
(1− ζ ′) θ(z − ζ
′)
∫ 1−z
1−ζ′
0
dx
x
Λ˜
(−z, x,−ζ ′, γ′′, γ′, µ2, κ2)} (133)
VI. CONCLUSION
We analyzed the Bethe-Salpeter equation for scattering states by exploiting the Nakanishi
perturbation theory integral representation of the multi-leg transition amplitudes[10]. In this
way, one has the possibility to single out their analytic behavior in Minkowski space and to
exactly project (namely explicitly integrating over the variable k−) any multi-leg amplitude
onto the null plane, so that the relative Light-front time (between free legs) can be eliminated.
In this context, we have addressed the BSE for the scattering states, in Minkowski space,
extending the work of Ref. [11, 12], where the explicitly-covariant Light-front approach
was applied to obtain bound states for a massive two-scalar system, interacting through a
massive scalar exchange.
A key ingredient of our work is the one-to-one correspondence between the BS amplitude
and the LF valence wave function of the interacting system. Such a relation is implemented
through an operator that is able to produce the full complexity of the Fock space on top of
the valence component [24–29], and noteworthily it makes feasible the study of the Nakanishi
amplitude through the valence component, without loosing any physical content.
38
The LF projection technique allows us to write down an exact 3D equation for the valence
component from the 4D BSE, both for bound and scattering states. In turn, given the re-
lation between BS amplitude and valence component on one side, and the Nakanishi weight
function on the other side, one can determine the last one, through a more simple math-
ematical treatment, namely by using the 3D equation for the valence component without
facing with the complexity of the 4D Minkowski space (see for the bound case [13]).
In the case of scattering states, it has been necessary to consider the PTIR of the half-
off-shell T-matrix, i.e. a four-leg amplitude (while, for the bound state, it is needed the
PTIR of the vertex function [11, 12]). Then, applying the projection method, the four-
dimensional inhomogeneous BSE has been exactly reduced to a three-dimensional equation
for the valence component, that in turn it has allowed to devise an equation for the Nakanishi
weight function (a real function), without angular momentum decomposition. The relevant
equation, for a massive two-scalar system, interacting through a massive scalar exchange in
the continuum, is Eq. (69), that for the sake of clarity we report in this Conclusion, viz∫ 1
−1
dz′
∫ ∞
−∞
dγ′
g(+)(γ′, z′, z; γi, zi)
[γ′ + γ + z2m2 + (1− z2)κ2 + M
2
z z′(M
2
zi + k
−
i ) + 2z
′cosθ
√
γγi − iǫ]2
=
= ILF (γ, z; γi, zi, cosθ) +
+
∫ ∞
−∞
dγ′
∫ 1
−1
dζ
∫ 1
−1
dζ ′ V LFs (γ, z; γi, zi, γ
′, ζ, ζ ′, cosθ) g(+)(γ′, ζ, ζ ′; γi, zi)
where the inhomogeneous term, ILF , and the kernel, V LFs , are given in Eqs. (70) and (71),
respectively. As a by-product, we have obtained the scattering amplitude in terms of the
g(+), ILF and V LFs . This relation will be useful for phenomenological studies.
The explicit expression of the previous integral equation has been also obtained for the
4D BS kernel in ladder approximation, preparing the matter for forthcoming numerical
investigations. In particular, a simpler integral equation for determining the Nakanishi
amplitude, in ladder approximation, has been worked out by explicitly applying uniqueness,
see Eq. (100). It is worth noting that, in ladder approximation, the validity of the uniqueness
in the continuum can be checked by obtaining the Nakanishi weight function, through the
two possibilities given by the integral equation in (99) and the one in (100). Moreover, it
should be emphasized, from one side, the simplicity and the benefit of the LF method for
obtaining the kernel of the integral equation for scattering states, and from the other side
the elaborated mathematical steps necessary to explicitly use uniqueness in order to simplify
the form of integral equation (99) (see e.g. the work of ref. [13]).
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We explored our formalism in ladder approximation, by investigating two limits: i) the
zero energy limit κ2 → 0 and ii) the Wick-Cutkosky model in the continuum, that corre-
sponds to an exchanged massless scalar, namely µ2 → 0, obtaining for this case a separable
form for the Nakanishi weight function. The cross-ladder contribution will be considered
elsewhere. Moreover, a new form of the ladder kernel for bound states has been provided,
allowing a simplified form for the integral equation determining the Nakanishi weight.
Nakanishi conjectured [14] that his approach could be valid beyond the perturbative
regime. Indeed, numerical solutions of the bound-state problem have shown that, for trun-
cated kernels, his method can be successfully applied. The investigation of the validity of
the Nakanishi approach to non perturbative problems in the continuum, as a reasonable
extension of what has been already done for the bound-state poles of the transition matrix,
can be performed by solving the integral equations obtained in this work.
Finally, the Nakanishi PTIR, applied to bound and scattering states, opens the possi-
bilities of studying many new issues, since it is not constrained to 3+1 dimensions or to
two interacting particles. For instance, let us mention that it could be applied to three-
interacting bosons (see e.g. [21] for the three-boson BSE and the investigation of the final
state interaction in three-body decays of heavy mesons), or to consider the extension to 2+1
dimensions and fermionic systems (useful, e.g., to treat the Dirac electrons in graphene, for
reviews see [42, 43]).
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Appendix A: The inhomogeneous term in ladder approximation
The inhomogeneous term, present in the 3D LF equation for scattering states (cf Eq.
(69)), is given by
ILF (γ, z; γi, zi, cosθ) = p+
∫
dk−
2π
G
(12)
0 (k, p) iK(k, ki, p) =
= i2 p+
∫
dk−
2π
1[
(p
2
+ k)2 −m2 + iǫ] 1[(p
2
− k)2 −m2 + iǫ] iK(k, ki, p) (A1)
Let us calculate the term in ladder approximation. Within such an approximation, the
kernel iK is given by (cf Ref. [11])
iK(L)(k, ki) = i(−ig)
2
(k − ki)2 − µ2 + iǫ (A2)
where µ is the mass of the exchanged scalar (g2 = 16πm2α) and the momentum transfer
is given by p1 − p1i = (p/2) + k − (p/2) − ki. Let us recall that ki = (p1i − p2i)/2 and
p = p1i + p2i = p1 + p2.
Then, in a reference frame where p⊥ = 0 and p± = M , one has
I(L)(γ, z; γi, zi, cosθ) = ig2 p+ ×∫
dk−
2π
1[
(p
2
+ k)2 −m2 + iǫ] 1[(p
2
− k)2 −m2 + iǫ] 1(k − ki)2 − µ2 + iǫ =
= ig2 p+
∫
dk−
2π
1
(M/2 + k+) (M/2− k+) (k+ − k+i )
×
1[
(p
2
+ k)− − (p
2
+ k)−on + iǫ/(M/2 + k+)
] 1[
(p
2
− k)− − (p
2
− k)−on + iǫ/(M/2− k+)
] ×
1
(k − ki)− − (k − ki)−on + iǫ/(k+ − k+i )
=
= −ig2 p+
∫
dk−
2π
8
M3(1− z2) (z − zi) ×
1
M
2
+ k− − (p
2
+ k)−on + i2ǫ/[M/(1− z)]
1
M
2
− k− − (p
2
− k)−on + i2ǫ/[M(1 + z)]
×
1
k− − k−i − (k − ki)−on − i2ǫ/[M(z − zi)]
(A3)
with z = −2k+/M , zi = −2k+i /M = 2k−i /M (since p · ki = 0) and
(
p
2
+ k)−on = p
−
1on =
2(m2 + γ)
M(1 − z)
(
p
2
− k)−on = p−2on =
2(m2 + γ)
M(1 + z)
(k − ki)−on = −
2(µ2 + γ + γi − 2cosθ
√
γγi)
M(z − zi) (A4)
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where cosθ = k̂⊥ · k̂i⊥, since we have chosen x̂ = k̂i⊥, γ = k2⊥ and γi = k2i⊥. It should be
pointed out that 1 ≥ |z| and 1 ≥ |zi| since we are considering only particles, i.e (p+/2)±k+ ≥
0 and (p+/2)± k+i ≥ 0.
In order to perform the analytic integration, one has to consider the following three poles
k−L =
2(m2 + γ)
M(1 − z) −
M
2
− i 2ǫ
M(1 − z)
k−U = −
2(m2 + γ)
M(1 + z)
+
M
2
+ i
2ǫ
M(1 + z)
k−LU = k
−
i −
2(γ + γi + µ
2 − 2cosθ √γγi)
M(z − zi) + i
2ǫ
M(z − zi) =
=
M
2
zi −
2(γ + γi + µ
2 − 2cosθ √γγi)
M(z − zi) + i
2ǫ
M(z − zi) (A5)
First of all, let us mention that the cases |z| = 1 and |zi| = 1 lead to a vanishing
contributions, as one can check by properly recombining the factors 1/(1−z2) and 1/(z−zi) in
the integral (A3) and the previous poles. When 1 > z > zi > −1 one can close the integration
contour in the lower plane, taking the residue at k− = k−L . While for 1 > zi > z > −1 one
can choose k− = k−U . Then, one has
I(L)(γ, z; γi, zi, cosθ) = ig2
∫
dk−
2π
8
M2(1− z2) (z − zi) ×
1(
k− − k−L
) 1(
k− − k−U
) 1
(k− − kLU) =
= i2g2
8
M2(1− z2) (z − zi)
{
− θ(z − zi)
2(m2+γ)
M(1−z) − M2 + 2(m
2+γ)
M(1+z)
− M
2
− iǫ
×
1
2(m2+γ)
M(1−z) − M2 (1 + zi) +
2(γ+γi+µ2−2cosθ √γγi)
M(z−zi) − iǫ
+
+
θ(zi − z)
−2(m2+γ)
M(1+z)
+ M
2
− 2(m2+γ)
M(1−z) +
M
2
+ iǫ
×
1
−2(m2+γ)
M(1+z)
+ M
2
(1− zi) + 2(γ+γi+µ
2−2cosθ √γγi)
M(z−zi) + iǫ
 (A6)
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Finally, one can rewrite
I(L)(γ, z; γi, zi, cosθ) = −g2 8
M2(1− z2) (z − zi)
1
M − 2(m2+γ)
M(1+z)
− 2(m2+γ)
M(1−z) + iǫ
× θ(z − zi)2(m2+γ)
M(1−z) − M2 (1 + zi) +
2(γ+γi+µ2−2cosθ √γγi)
M(z−zi) − iǫ
+
+
θ(zi − z)
−2(m2+γ)
M(1+z)
+ M
2
(1− zi) + 2(γ+γi+µ
2−2cosθ √γγi)
M(z−zi) + iǫ
 =
= g2
1
γ + (1− z2)κ2 + z2m2 − iǫ
1
(z − zi) × θ(z − zi)(m2+γ)
(1−z) − M
2
4
(1 + zi) +
(γ+γi+µ2−2cosθ √γγi)
(z−zi) − iǫ
+
+
θ(zi − z)
− (m2+γ)
(1+z)
+ M
2
4
(1− zi) + (γ+γi+µ
2−2cosθ √γγi)
(z−zi) + iǫ
 =
= g2
1
γ + (1− z2)κ2 + z2m2 − iǫ G
(L)(γ, z; γi, zi, cosθ) (A7)
where G(L)(γ, z; γi, zi, cosθ) is given by
G(L)(γ, z; γi, zi, cosθ) = 1
(z − zi)
 θ(z − zi)(m2+γ)
(1−z) − M
2
4
(1 + zi) +
(γ+γi+µ2−2cosθ √γγi)
(z−zi) − iǫ
+
+
θ(zi − z)
− (m2+γ)
(1+z)
+ M
2
4
(1− zi) + (γ+γi+µ
2−2cosθ √γγi)
(z−zi) + iǫ
 =
=
θ(z − zi)(1− z)
(z − zi)
[
m2 + γ − M2
4
(1 + zi)(1− z)
]
+ (1− z)(γ + γi + µ2 − 2cosθ √γγi)− iǫ
+
+
θ(zi − z)(1 + z)
(z − zi)
[
M2
4
(1− zi)(1 + z)− (m2 + γ)
]
+ (1 + z)(γ + γi + µ2 − 2cosθ √γγi)− iǫ
=
=
θ(z − zi)(1− z)
β(z, zi) + γ(1− zi)− 2(1− z)cosθ √γγi − iǫ +
+
θ(zi − z)(1 + z)
β(−z,−zi) + γ(1 + zi)− 2(1 + z)cosθ √γγi − iǫ (A8)
where β(z, zi)is given by:
β(z, zi) = (1− z)
[
γi + µ
2 − (z − zi)(1 + zi)M
2
4
−m2
]
+ (1− zi)m2 =
= (1− z)
[
µ2 +
M2
4
(1− z)(1 + zi)− 2m2
]
+ (1− zi)m2 (A9)
43
where M2/4 = (m2+γi)/(1− z2i ) has been used. For further purposes, the denominator can
written as
β(z, zi) + γ(1− zi) =
= (1− zi)[γ + (1− z2)κ2 + z2m2] + β(z, zi)− (1− zi)[(1− z2)κ2 + z2m2] =
= (1− zi)A+ (1− z)
[
µ2 +
M2
4
(1− z)(1 + zi)− 2m2
]
+ (1− zi)(1− z2)M
2
4
=
= (1− zi)A+ (1− z)B (A10)
where A = γ + (1− z2)κ2 + z2m2 and B = µ2 − 2κ2 − zziM2/2
By using the Feynman trick to reduce I(L)(γ, z; γi, zi, cosθ) to a single denominator, one
has
I(L)(γ, z; γi, zi, cosθ) = g2
∫ 1
0
dα ×[
θ(z − zi)(1− z)[
Aα +
(
(1− zi)A + (1− z)B − 2(1− z)cosθ √γγi
)
(1− α)− iǫ]2 +
+
θ(zi − z)(1 + z)[
Aα +
(
(1 + zi)A + (1 + z)B − 2(1 + z)cosθ √γγi
)
(1− α)− iǫ]2
}
=
= g2
∫ 1
0
dα
[1− zi(1− α)]2
θ(z − zi)(1− z)[
A +
(
B − 2cosθ √γγi
) (1−z)(1−α)
[1−zi(1−α)] − iǫ
]2 +
+g2
∫ 1
0
dα
[1 + zi(1− α)]2
θ(zi − z)(1 + z)[
A+
(
B − 2cosθ √γγi
) (1+z)(1−α)
[1+zi(1−α)] − iǫ
]2 , (A11)
where [1 ± zi(1 − α)] ≥ 0 since 1 > |zi| (|zi| = 1 can be excluded for physical motivation,
since this amounts to an infinite energy for one of the incoming particle). The change of
variable in the first integral is
y =
(1− z)(1− α)
[1− zi(1− α)]
and in the second one is
y =
(1 + z)(1− α)
[1 + zi(1− α)]
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Then, one has
I(L)(γ, z; γi, zi, cosθ) = g2
∫ 1
0
dy
θ(z − zi) θ [1− z − y(1− zi)][
A + yB − 2ycosθ √γγi − iǫ
]2 +
+g2
∫ 1
0
dy
θ(zi − z) θ [1 + z − y(1 + zi)][
A + yB − 2ycosθ √γγi − iǫ
]2 =
= g2
∫ 1
−1
dy θ(y)
{
θ(z − zi) θ [1− z − y(1− zi)][
A+ yB − 2ycosθ √γγi − iǫ
]2+
+
θ(zi − z) θ [1 + z − y(1 + zi)][
A + yB − 2ycosθ √γγi − iǫ
]2
}
(A12)
Let us change y → −y, then one gets
I(L)(γ, z; γi, zi, cosθ) = g2
∫ 1
−1
dy θ(−y)
{
θ(z − zi) θ [1− z + y(1− zi)][
A− yB + 2ycosθ √γγi − iǫ
]2+
+
θ(zi − z) θ [1 + z + y(1 + zi)][
A− yB + 2ycosθ √γγi − iǫ
]2
}
=
= g2
∫ 1
−1
dy
∫ ∞
−∞
dγ′
θ(−y) δ(γ′ − γa(y))[
γ′ + γ + (1− z2)κ2 + z2m2 + yM2
2
zzi + 2ycosθ
√
γγi − iǫ
]2 ×
{θ(z − zi) θ [1− z + y(1− zi)] + θ(zi − z) θ [1 + z + y(1 + zi)]} , (A13)
where the term y(M2/2)zzi has been inserted for obtaining the same denominator in Eq.
(89) and
γa(y) = −yB − yM
2
2
zzi = y(2κ
2 − µ2) (A14)
Appendix B: The kernel V LFs in ladder approximation
In the ladder approximation of the 3D LF equation for bound states (cf Eq. (50)) it is
present the following kernel V
(L)
b
V
(L)
b (γ, z; γ
′, z′) = i2 g2p+
∫ ∞
−∞
dk−
2π
1[
(p
2
+ k)2 −m2 + iǫ] 1[(p
2
− k)2 −m2 + iǫ] ×∫
d4k′′
(2π)4
1[
k′′2 + p · k′′z′ − γ′ − κ2 + iǫ]3 1(k − k′′)2 − µ2 + iǫ =
= − g2p+
∫
d4k′′
(2π)4
1[
k′′2 + p · k′′z′ − γ′ − κ2 + iǫ]3 ×∫ ∞
−∞
dk−
2π
1[
(p
2
+ k)2 −m2 + iǫ] 1[(p
2
− k)2 −m2 + iǫ] 1(k − k′′)2 − µ2 + iǫ (B1)
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An explicit expression can be found in Ref. [11]. Another explicit expression can
be obtained from V
(L)
s as given in subsect. VC, and recalling that Vb(γ, z; γ
′, ζ ′) =
limζ→0 Vs(γ, z; γi, zi, γ′, ζ, ζ ′, cosθ).
In this Appendix, it will be illustrated in detail the kernel for the scattering-state equation
(cf Eq. (69)). In this case, the kernel acquaints new dependencies: i) upon another compact
variable z′′ and ii) the cosθ = k̂⊥ · k̂i⊥. Moreover, there is an understood dependence upon
γi, zi and p. In ladder approximation, one has the following expression for V
(L)
s
V (L)s (γ, z; γi, zi, γ
′, ζ, ζ ′, cosθ) = − p+
∫ ∞
−∞
dk−
2π
G
(12)
0 (k, p) ×∫
d4k′′
(2π)4
K(L)(k, k′′, p)[
k′′2 + p
2
4
−m2 + p · k′′ ζ ′ + 2k′′ · ki ζ − γ′ + iǫ
]3 =
= − g2p+
∫ ∞
−∞
dk−
2π
1[
(p
2
+ k)2 −m2 + iǫ] 1[(p
2
− k)2 −m2 + iǫ] ×∫
d4k′′
(2π)4
1[
k′′2 + p · k′′ζ ′ + 2k′′ · kiζ − γ′ − κ2 + iǫ
]3 1(k − k′′)2 − µ2 + iǫ =
= − g2p+
∫ ∞
−∞
dk−
2π
1[
(p
2
+ k)2 −m2 + iǫ] 1[(p
2
− k)2 −m2 + iǫ] ×
P(k, γ′, ζ, ζ ′, cosθ) (B2)
where
P(k, γ′, ζ, ζ ′, cosθ) =
∫
d4k′′
(2π)4
1[
k′′2 + p · k′′ζ ′ + 2k′′ · kiζ − γ′ − κ2 + iǫ
]3 ×
1
(k − k′′)2 − µ2 + iǫ (B3)
Adopting the formula (see also Ref. [11])
1
ab3
=
∫ 1
0
3v2dv
[a(1− v) + bv]4 (B4)
where
a = (k − k′′)2 − µ2 + iǫ
b = k′′2 + p · k′′ζ ′ + 2k′′ · kiζ − γ′ − κ2 + iǫ
(1− v)a+ vb = (1− v)[(k − k′′)2 − µ2] + v[k′′2 + p · k′′ζ ′ + 2k′′ · kiζ − γ′ − κ2] =
= k′′2 − 2k′′ · [(1− v)k − vζ ′p
2
− vkiζ ] + (1− v)(k2 − µ2)− v(γ′ + κ2) + iǫ =
= q2 − [(1− v)k − vζ ′p
2
− vkiζ ]2 + (1− v)(k2 − µ2)− v(γ′ + κ2) + iǫ (B5)
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with
q = k′′ − (1− v)k + vζ ′p
2
+ vkiζ
Then one has
P(k, γ′, ζ, ζ ′, cosθ) = 1
(2π)4
∫ 1
0
3v2dv
∫
d4q
[q2 + A(k, ζ, ζ ′, cosθ) + iǫ]4
=
i
2(4π)2
∫ 1
0
v2dv
[A(k, ζ, ζ ′, cosθ) + iǫ]2
(B6)
where
A(k, ζ, ζ ′, cosθ) = −[(1 − v)k − vζ ′p
2
− vkiζ ]2 + (1− v)(k2 − µ2)− v(γ′ + κ2) =
= k2v(1− v) + 2(1− v)v k · [ζ ′p
2
+ kiζ ]− v2[ζ ′p
2
+ kiζ ]
2 − (1− v)µ2 − v(γ′ + κ2) =
= v(1− v)
[
k−
(
k+ + ζ ′
M
2
− ziζM
2
)
− M
2
4
zζ ′ − zζM
2
k−i − γ − 2ζcosθ
√
γγi
]
+
−v2[ζ ′p
2
+ kiζ ]
2 − (1− v)µ2 − v(γ′ + κ2) =
= v(1− v)k−
(
k+ + ζ ′
M
2
− ziζM
2
)
− ℓD(v, z, γ′, ζ, ζ ′, cosθ) (B7)
with (dependence upon γi, zi and µ are understood)
ℓD(v, z, γ
′, ζ, ζ ′, cosθ) = v(1− v)
[
M2
4
zζ ′ + zζ
M
2
k−i + γ + 2ζcosθ
√
γγi
]
+ v2[ζ ′
p
2
+ kiζ ]
2 +
+(1− v)µ2 + v(γ′ + κ2) =
= v(1− v)
[
M2
4
zζ ′ + γ
]
+ v2(ζ ′2
M2
4
+ κ2ζ2) +
+(1− v)µ2 + v(γ′ + κ2) + v(1− v)ζ
[
zzi
M2
4
+ 2cosθ
√
γγi
]
=
= v(1− v)
[
M2
4
zζ ′ + γ + κ2
]
+ v2
[
ζ ′2
M2
4
+ κ2(1 + ζ2)
]
+
+(1− v)µ2 + vγ′ + v(1− v)ζ
[
zzi
M2
4
+ 2cosθ
√
γγi
]
(B8)
Let us recall that p · ki = 0 leads to k+i + k−i = 0 and γi = M2(1− z2i )/4−m2 as mentioned
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in the previous Appendix. Then the kernel for obtaining the scattering state becomes
V (L)s (γ, z; γi, zi, γ
′, ζ, ζ ′, cosθ) =
= − g2 p+ i
2(4π)2
∫ ∞
−∞
dk−
2π
1[
(p
2
+ k)2 −m2 + iǫ] 1[(p
2
− k)2 −m2 + iǫ] ×∫ 1
0
v2dv
[A(p, k, ζ, ζ ′, cosθ) + iǫ]2
= − g2 p+ i
2(4π)2
1
(M
2
+ k+) (M
2
− k+)
∫ 1
0
v2 dv
∫ ∞
−∞
dk−
2π
×
1[
(p
2
+ k)− − (p
2
+ k)−on + iǫ/(M/2 + k+)
] 1[
(p
2
− k)− − (p
2
− k)−on + iǫ/(M/2− k+)
] ×
1[
v(1− v)k− (k+ + ζ ′M
2
− ziζM2
)− ℓD(v, γ, z, γ′, ζ, ζ ′, cosθ) + iǫ]2 =
= − g2 i
2π2
1
M3(1− z2)
∫ 1
0
v2 dv
∫ ∞
−∞
dk−
2π
×
1[
(p
2
+ k)− − (p
2
+ k)−on + i2ǫ/[M(1 − z)
] 1[
(p
2
− k)− − (p
2
− k)−on + i2ǫ/[M(1 + z)])
] ×
1{
v(1− v)(ζ ′ − z − ziζ)
[
k− − k−D + i2ǫ/[Mv(1− v)(ζ ′ − z − ziζ)]
]}2 = (B9)
where
(
p
2
+ k)−on = p
−
1on =
2(m2 + γ)
M(1 − z)
(
p
2
− k)−on = p−2on =
2(m2 + γ)
M(1 + z)
k−D =
2 ℓD(v, γ, z, γ
′, ζ, ζ ′, cosθ)
Mv(1− v)(ζ ′ − z − ziζ) (B10)
One has the following three poles (1 > z > −1)
kn = (
p
2
+ k)−on −
M
2
− iǫ
kp = −(p
2
− k)−on +
M
2
+ iǫ
kd = k
−
D − i
ǫ
(ζ ′ − z − ziζ) (B11)
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If ζ ′ > z + ziζ one can close in the upper plane taking the residue at kp, i.e.∫ ∞
−∞
dk−
2π
1[
(p
2
+ k)− − (p
2
+ k)−on + iǫ
] 1[
(p
2
− k)− − (p
2
− k)−on + iǫ)
] ×
1[
v(1− v)(ζ ′ − z − ziζ)(k− − k−D) + iǫ
]2 =
= −i 1[
M − (p
2
− k)−on − (p2 + k)−on + iǫ
] ×
1{
v(1− v)(ζ ′ − z − ziζ)[M2 − (p2 − k)−on − k−D] + iǫ
}2 =
= −i M[
M2 − 4 (m2+γ)
(1−z2) + iǫ
] 1[
v(1− v)(ζ ′ − z − ziζ)(M2 − 2M m
2+γ
1+z
− k−D) + iǫ
]2 (B12)
If z + ziζ > ζ
′ one can close in the lower plane taking the residue at kn, i.e.∫ ∞
−∞
dk−
2π
1[
(p
2
+ k)− − (p
2
+ k)−on + iǫ
] 1[
(p
2
− k)− − (p
2
− k)−on + iǫ)
] ×
1[
v(1− v)(ζ ′ − z − ziζ)(k− − k−D − iǫ)
]2 = −i 1[M − (p
2
+ k)−on − (p2 − k)−on + iǫ
] ×
1{
v(1− v)(ζ ′ − z − ziζ)[−M2 + (p2 + k)−on − k−D − iǫ]
}2 =
= −i M[
M2 − 4 (m2+γ)
(1−z2) + iǫ
] 1[
v(1− v)(ζ ′ − z − ziζ) (M2 − 2M m
2+γ
(1−z) + k
−
D + iǫ)
]2 (B13)
Then, by exploiting Eq. (B10) one has
V (L)s (γ, z; γi, zi, γ
′, ζ, ζ ′, cosθ) = − g
2
2(2π)2 (1− z2)
1[
M2 − 4 (m2+γ)
(1−z2) + iǫ
] ×
∫ 1
0
dv v2F(v, γ, z; γ′, ζ, ζ ′, cosθ) =
=
g2
2(4π)2
1
[γ + (1− z2)κ2 + z2m2 − iǫ]
∫ 1
0
dv v2F(v, γ, z; γ′, ζ, ζ ′, cosθ) (B14)
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where
F(v, γ, z; γ′, ζ, ζ ′, cosθ) =
=
θ(ζ ′ − z − ziζ)[
v(1− v)(ζ ′ − z − ziζ)
(
M2
4
− m2+γ
1+z
)
− ℓD(v, γ, z, γ′, ζ, ζ ′, cosθ) + iǫ
]2 +
+
θ(z + ziζ − ζ ′)[
v(1− v)(z + ziζ − ζ ′)
(
M2
4
− m2+γ
1−z
)
− ℓD(v, γ, z, γ′, ζ, ζ ′, cosθ) + iǫ
]2 =
=
(1 + z)2 θ(ζ ′ − z − ziζ)[D(v, z, zi, ζ, ζ ′) + v(1− v)(1 + z)ζ (M22 zzi + 2cosθ√γγi)− iǫ]2 +
+
(1− z)2 θ(z + ziζ − ζ ′)[D(v,−z,−zi, ζ,−ζ ′) + v(1− v)(1− z)ζ (M22 zzi + 2cosθ√γγi)− iǫ]2 (B15)
with
D(v, z, zi, ζ, ζ ′) = v(1− v)(ζ ′ − z − ziζ)
(
m2 + γ − (1 + z)M
2
4
)
+
+(1 + z)ℓD(v, γ, z, γ
′, ζ, ζ ′, cosθ)− v(1− v)(1 + z)ζ
(
M2
2
zzi + 2cosθ
√
γγi
)
=
= v(1− v)
[
(ζ ′ − z − ziζ)(κ2 + γ) + z2M
2
4
(1 + ζ ′ − ζzi) + (1 + z)(γ + κ2)
]
+
+(1 + z)
{
v2
[
ζ ′2
M2
4
+ κ2(1 + ζ2)
]
+ (1− v)µ2 + vγ′
}
=
= v(1− v)
[
(1 + ζ ′ − ziζ)(κ2 + γ) + M
2
4
z2(1 + ζ ′ − ζzi)
]
+
+(1 + z)
{
v2
[
ζ ′2
M2
4
+ κ2(1 + ζ2)
]
+ (1− v)µ2 + vγ′
}
=
= X(v, zi, ζ, ζ
′)
[
γ + z2m2 + κ2(1− z2) + Γ(v, z, zi, ζ, ζ ′, γ′)
]
(B16)
In Eq. (B16), the following notation has been used
X(v, zi, ζ, ζ
′) = v(1− v)(1 + ζ ′ − ziζ)
Γ(v, z, zi, ζ, ζ
′, γ′) =
(1 + z)
(1 + ζ ′ − ziζ) ×{
v
(1− v)
[
ζ ′2
M2
4
+ κ2(1 + ζ2) + γ′
]
+
µ2
v
+ γ′
}
(B17)
Notice that
3
4
≥ X(v, zi, ζ, ζ ′, ) ≥ 0 , 3
4
≥ X(v,−zi, ζ,−ζ ′, ) ≥ 0 (B18)
where the positivity follows from the presence of the theta functions in Eq. (B15).
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Then one can rewrite
F(v, γ, z; γ′, ζ, ζ ′, cosθ) = (1 + z)
2
X2(v, zi, ζ, ζ ′)
×
θ(ζ ′ − z − ziζ)
[γ + z2m2 + κ2(1− z2) + Γ(v, z, zi, ζ, ζ ′, γ′) + Z(z, ζ, ζ ′; zi)C − iǫ]2
+
+
(1− z)2
X2(v,−zi, ζ,−ζ ′) ×
θ(z + ziζ − ζ ′)
[γ + z2m2 + κ2(1− z2) + Γ(v,−z,−zi, ζ,−ζ ′, γ′) + Z(−z, ζ,−ζ ′;−zi)C − iǫ]2
(B19)
where
C =
M2
2
zzi + 2cosθ
√
γγi
and
Z(z, ζ, ζ ′; zi) = ζ
(1 + z)
(1 + ζ ′ − ziζ) (B20)
Once more, the presence of the theta functions in Eq. (B15) helps to find the following
constrain
|Z(z, ζ, ζ ′, zi)| ≤ |ζ | , |Z(−z, ζ,−ζ ′,−zi)| ≤ |ζ | (B21)
Notice that one can always put ǫ→ X(v, zi, ζ, ζ ′) ǫ, given the limits on X(v, zi, ζ, ζ ′).
The kernel V
(L)
s can be evaluated by slightly elaborating the standard Feynman trick.
Indeed one can use
1
B A2
= lim
λ→0
1
λ
[
1
BA
− 1
B(A+ λ)
]
=
= lim
λ→0
1
λ
{∫ 1
0
dξ
1
[B − ξ(B −A)]2 −
∫ 1
0
dξ
1
[B − ξ(B −A) + ξλ]2
}
(B22)
By applying the above relation with the following identifications
A± = γ + z
2m2 + κ2(1− z2) + Γ(v, z, zi, ζ, ζ ′, γ′) + Z(z, ζ, ζ ′; zi)C − iǫ
B± = γ + z
2m2 + κ2(1− z2)− iǫ (B23)
one gets
V (L)s (γ, z; γi, zi, γ
′, ζ, ζ ′, cosθ) = − g
2
2(4π)2
×[
(1 + z)
(1 + ζ ′ − ziζ) θ(ζ
′ − z − ziζ) H′(γ, z, zi; γ′, ζ, ζ ′, cosθ, µ2)+
+
(1− z)
(1− ζ ′ + ziζ) θ(z − ζ
′ + ziζ) H′(γ,−z,−zi; γ′, ζ,−ζ ′, cosθ, µ2)
]
(B24)
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where
H′(γ, z, zi; γ′, ζ, ζ ′, cosθ, µ2) =
= lim
λ→0
1
λ
[ H(γ, z, zi; γ′, ζ, ζ ′, cosθ, µ2, λ)−H(γ, z, zi; γ′, ζ, ζ ′, cosθ, µ2, 0)] (B25)
with
H(γ, z, zi; γ′, ζ, ζ ′, cosθ, µ2, λ) = (1 + z)
(1 + ζ ′ − ziζ)
∫ 1
0
dv
(1− v)2
∫ 1
0
dξ ×
1
{γ + z2m2 + κ2(1− z2) + ξ [Γ(v, z, zi, ζ, ζ ′, γ′) + Z(z, ζ, ζ ′; zi)C + λ]− iǫ}2
=
=
(1 + z)
(1 + ζ ′ − ziζ)
∫ 1
0
dv
(1− v)2
∫ 1
0
dξ
∫ ∞
−∞
dγ′′ ×
δ [γ′′ − ξΓ(v, z, zi, ζ, ζ ′, γ′)− ξλ]
[γ + z2m2 + κ2(1− z2) + γ′′ + ξZ(z, ζ, ζ ′; zi)C − iǫ]2
(B26)
It should be pointed out that, in order to obtain Eq. (B24), the limit on λ has been
exchanged with the integral over v.
By inserting the following change of variable
z′ = ξZ(z, ζ, ζ ′; zi) (B27)
such that |z′| ≤ |ζ | ≤ 1 from Eq. (B21), one gets
H(γ, z, zi; γ′, ζ, ζ ′, cosθ, µ2, λ) = (1 + z)
(1 + ζ ′ − ziζ)
∫ 1
0
dv
(1− v)2
∫ ∞
−∞
dγ′′
∫ 1
−1
dz′
Z(z, ζ, ζ ′; zi)
×
θ(z′) θ(Z(z, ζ, ζ ′; zi)− z′)− θ(−z′) θ(z′ − Z(z, ζ, ζ ′; zi))
[γ + z2m2 + κ2(1− z2) + γ′′ + z′C − iǫ]2 δ
[
γ′′ − z′Γ(v, z, zi, ζ, ζ
′, γ′) + λ
Z(z, ζ, ζ ′; zi)
]
=
=
(1 + z)
(1 + ζ ′ − ziζ)
∫ 1
0
dv
(1− v)2
∫ ∞
−∞
dγ′′
∫ 1
−1
dz′
|Z(z, ζ, ζ ′; zi)|
Z(z, ζ, ζ ′; zi)
×
δ [γ′′Z(z, ζ, ζ ′; zi)− z′Γ(v, z, zi, ζ, ζ ′, γ′)− z′λ] ×
θ(z′) θ(Z(z, ζ, ζ ′; zi)− z′)− θ(−z′) θ(z′ − Z(z, ζ, ζ ′; zi))
[γ + z2m2 + κ2(1− z2) + γ′′ + z′C − iǫ]2 (B28)
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Finally, let us perform the change v → y/1 + y, then one has
H(γ, z, zi; γ′, ζ, ζ ′, cosθ, µ2, λ) = (1 + z)
(1 + ζ ′ − ziζ)
∫ ∞
0
dy
∫ ∞
−∞
dγ′′ ×∫ 1
−1
dz′ δ
[
γ′′Z(z, ζ, ζ ′; zi)− z′Γ˜(y, z, ζ, ζ ′, γ′)− z′λ
]
×
θ(z′) θ(Z(z, ζ, ζ ′; zi)− z′) + θ(−z′) θ(z′ − Z(z, ζ, ζ ′; zi))
[γ + z2m2 + κ2(1− z2) + γ′′ + z′C − iǫ]2 =
=
∫ ∞
−∞
dγ′′
∫ 1
−1
dz′
θ(z′) θ(Z(z, ζ, ζ ′; zi)− z′) + θ(−z′) θ(z′ − Z(z, ζ, ζ ′; zi))
[γ + z2m2 + κ2(1− z2) + γ′′ + z′C − iǫ]2 ×∫ ∞
0
dy δ
[
γ′′ ζ − z′Γ˜(y, ζ, ζ ′, γ′)− z′ (1 + ζ
′ − ziζ)
(1 + z)
λ
]
=
=
∫ ∞
−∞
dγ′′
∫ 1
−1
dz′
z′
θ(z′) θ(Z(z, ζ, ζ ′; zi)− z′)− θ(−z′) θ(z′ − Z(z, ζ, ζ ′; zi))
[γ + z2m2 + κ2(1− z2) + γ′′ + z′C − iǫ]2 ×∫ ∞
0
dy δ
[
1
y
(
y2 A+ y B + µ2)] (B29)
where
Γ˜(y, ζ, ζ ′, γ′) = y
[
ζ ′2
M2
4
+ κ2(1 + ζ2)
]
+
(1 + y)
y
µ2 + (1 + y)γ′ (B30)
and the argument of the delta has been recast in the following form
Γ˜(y, ζ, ζ ′, γ′) +
(1 + ζ ′ − ziζ)
(1 + z)
λ− γ′′ ζ
z′
=
=
1
y
[
y2 A(ζ, ζ ′, γ′, κ2) + y B(z, z′, zi, ζ, ζ ′, γ′, γ′′, µ2, λ) + µ2
]
(B31)
with
A(ζ, ζ ′, γ′, κ2) = ζ ′2M
2
4
+ κ2(1 + ζ2) + γ′
B(z, z′, zi, ζ, ζ ′, γ′, γ′′, µ2, λ) = µ2 + γ′ − γ′′ ζ
z′
+ λ
(1 + ζ ′ − ziζ)
(1 + z)
(B32)
The integral over y is readily done, obtaining
H(γ, z, zi; γ′, ζ, ζ ′, cosθ, µ2, λ) =
∫ ∞
−∞
dγ′′
∫ 1
−1
dz′
z′
×
θ
(
1 + z
1 + ζ ′ − ziζ −
z′
ζ
)
θ(z′) θ(ζ)− θ(−z′) θ(−ζ)
[γ + z2m2 + κ2(1− z2) + γ′′ + z′C − iǫ]2 ×∑
i=±
θ(yi(λ))
y2i (λ)
|y2i (λ)A(ζ, ζ ′, γ′, κ2)− µ2|
(B33)
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where we have used Eq. (B20) (exploiting the theta functions for determining the signs of
ζ) and
δ(f(y)) =
∑
i
δ(y − yi)
|f ′(yi)| (B34)
with f(yi) = 0 and f
′(yi) the derivative evaluated at y = yi. Notice that θ(yi(λ)) comes
from the lower extrema in the integral on y. Moreover, for simplifying the notation, we have
dropped the dependence upon some variables in y±, that represent the two solutions of the
second order equation
y2 A(ζ, ζ ′, γ′, κ2) + y B(z, z′, zi, ζ, ζ ′, γ′, γ′′, µ2, λ) + µ2 = 0 (B35)
Once H(γ, z, zi; γ′, ζ, ζ ′, cosθ, µ2, λ) is formally obtained, its derivative with respect to λ, at
λ = 0, can be evaluated as follows
H′(γ, z, zi; γ′, ζ, ζ ′, cosθ, µ2) =
∫ ∞
−∞
dγ′′
∫ 1
−1
dz′
z′
×
θ
(
1 + z
1 + ζ ′ − ziζ −
z′
ζ
)
θ(z′) θ(ζ)− θ(−z′) θ(−ζ)
[γ + z2m2 + κ2(1− z2) + γ′′ + z′C − iǫ]2 ×∑
i=±
∂
∂λ
yi(0)
{
δ(yi(0))
y2i (0)
|y2i (0)A(ζ, ζ ′, γ′, κ2)− µ2|
+
−θ(yi(0)) 2µ2 yi(0)
(y2i (0)A(ζ, ζ ′, γ′, κ2)− µ2)|y2i (0)A(ζ, ζ ′, γ′, κ2)− µ2|
}
=
=
∫ ∞
−∞
dγ′′
∫ 1
−1
dz′
Q′(z, zi; γ′, γ′′, z′, ζ, ζ ′, cosθ, µ2)
[γ + z2m2 + κ2(1− z2) + γ′′ + z′C − iǫ]2 (B36)
where
Q′(z, zi; γ′, γ′′, z′, ζ, ζ ′, µ2) = θ
(
1 + z
1 + ζ ′ − ziζ −
z′
ζ
)
θ(z′) θ(ζ)− θ(−z′) θ(−ζ)
z′
×
Λ
(
z,
z′
ζ
, ζ, ζ ′; γ′, γ′′; zi, µ
2
)
(B37)
with
Λ
(
z,
z′
ζ
, ζ, ζ ′; γ′, γ′′; zi, µ
2
)
=
∑
i=±
∂
∂λ
yi(0)
{
δ(yi(0))
y2i (0)
|y2i (0)A(ζ, ζ ′, γ′, κ2)− µ2|
+
−θ(yi(0)) 2µ
2 yi(0)
(y2i (0)A(ζ, ζ ′, γ′, κ2)− µ2)|y2i (0)A(ζ, ζ ′, γ′, κ2)− µ2|
}
(B38)
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and
y±(0) =
1
2A(ζ, ζ ′, γ′, κ2) ×[
−B(z, z′, zi, ζ, ζ ′, γ′, γ′′, µ2, 0)±
√
B2(z, z′, zi, ζ, ζ ′, γ′, γ′′, µ2, 0)− 4µ2 A(ζ, ζ ′, γ′, κ2)
]
∂
∂λ
yi(0) = ∓ (1 + ζ
′ − ziζ)
(1 + z)
y±(0)√B2(z, z′, zi, ζ, ζ ′, γ′, γ′′, µ2, 0)− 4µ2A(ζ, ζ ′, γ′, κ2)(B39)
Let us recall that yi(0) still depends upon z, zi, ζ and ζ
′, and therefore the proper changes,
dictated by the arguments of Q′, must be performed in order to get the final expression for
V
(L)
s . The necessity of real solutions for getting non vanishing Nakanishi amplitude imposes
a constraint on the discriminant of Eq. (B35), viz
B2(z, z′, zi, ζ, ζ ′, γ′, γ′′, µ2, 0)− 4µ2 A(ζ, ζ ′, γ′, κ2) =
=
(
µ2 + γ′ − γ′′ ζ
z′
)2
− 4µ2
[
ζ ′2
M2
4
+ κ2(1 + ζ2) + γ′
]
≥ 0 (B40)
More constraints can be obtained from the positivity of the solutions yi(0). In particular
one has
• if A(ζ, ζ ′, γ′, κ2) ≥ 0, then one has to consider B(z, z′, zi, ζ, ζ ′, γ′, γ′′, µ2, 0) ≤
−2µ√A(ζ, ζ ′, γ′, κ2). In this case, two solution for yi(0) are allowed;
• if A(ζ, ζ ′, γ′, κ2) < 0, then B(z, z′, zi, ζ, ζ ′, γ′, γ′′, µ2, 0) ≥ 0. Only one solution is
allowed.
In conclusion, from Eq. (B24) and using Eq. (B36), one has
V (L)s (γ, z; γi, zi, γ
′′, ζ, ζ ′, cosθ) = − g
2
2(4π)2
∫ ∞
−∞
dγ′
∫ 1
−1
dz′ ×
1[
γ + z2m2 + κ2(1− z2) + γ′ + z′ (M2
2
zzi + 2cosθ
√
γγi
)− iǫ]2 ×[
(1 + z)
(1 + ζ ′ − ziζ) θ(ζ
′ − z − ziζ) Q′(z, zi; γ′′, γ′, z′, ζ, ζ ′, µ2)+
+
(1− z)
(1− ζ ′ + ziζ) θ(z − ζ
′ + ziζ) Q′(−z,−zi; γ′′, γ′, z′ζ,−ζ ′, µ2)
]
(B41)
where for the sake of notation adopted in Sect. IV the change γ′′ → γ′ has been performed.
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