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Cook posed the question of finding a natural problem that is complete for AC’. It is shown 
here that a certain two-person game of perfect information is such a problem. Variants of this 
game are shown to be complete for P and for LOGCFL. 
1. Short games 
For any k2 1, ACk is the class of languages recognizable by alternating Turing 
machines [3] that use O(log n) space and O(logk,) alternations simultaneously. 
This class is important in part due to its robustness as a parallel complexity class, 
as illustrated in Theorem 1.1 at the end of this section. Cook [4] posed the open 
question of finding a “natural” problem that is complete for AC’. The purpose of 
this paper is to show that “short” (i.e., O(log n) move) two-person games of perfect 
information provide a source for such problems. An example is presented in Section 2. 
It is well known that ordinary two-person games of perfect information provide 
a rich source of problems complete for PSPACE. (See Schaefer [lo] or Garey and 
Johnson [6] for a discussion.) Since AC’ is a microcosm of PSPACE (in the sense 
that the latter is the class of languages accepted by alternating Turing machines that 
use polynomial space and polynomial alternations simultaneously) it is natural that 
short games should prove to be complete for AC’. 
Other evidence of the connection between AC’ and short games comes from 
Venkateswaran and Tompa [16], who introduced a short pebble game that 
characterizes AC’. Indeed, that work motivated the discovery of the game presented 
in Section 2, making it clear that a source of short games complete for AC’ are 
those in which the permissible moves of the two players are dual. (Examples of 
games possessing such duality include Tic-Tat-Toe, Checkers, Nim, and all 
“impartial” games [l]. Examples lacking duality include the original two-person 
pebble game [5], Quadraphage [2], Pusher-Chooser [ 111, and the game introduced 
in Section 4.) The game introduced in Section 2 is more “natural” than Venkates- 
waran and Tompa’s AC1 pebble game; for instance, the phrase “log n” doesn’t 
occur in the definition of the new game. 
In Section 3 it is shown that a slight variation on this new game is complete for 
P. In Section 4 a different variation is shown to be complete for LOGCFL. 
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This section ends with the promised equivalent definitions of AC?. The first is in 
terms of uniform families of unbounded fan-in circuits [4, 121. In this model, OR 
and AND gates are allowed arbitrary fan-in. The second characterization is in terms 
of CRCW PRAMS (concurrent-read, concurrent-write, parallel random access 
machines). (For a definition see Stockmeyer and Vishkin [12].) 
Theorem 1.1 (Cook and Ruzzo [4], Stockmeyer and Vishkin [12]). For any kz 1, 
(1) ACk is the class of languages each recognizable by a log-space uniform 
family of unbounded fan-in circuits having polynomial size and O(logkn) depth; 
(2) ACk is the class of languages each recognizable by a CRC W PRAM that uses 
polynomially many processors and O(logkn) time. 
2. A game complete for AC’ 
In tribute to the similar game Cutcake of Berlekamp, Conway, and Guy [l], the 
short game introduced in this section is called Shortcake. Two Players Hand Splay 
Shortcake by alternately moving a single token on an m x n Boolean matrix M. A 
configuration of the game is a contiguous submatrix of M, together with an 
indication of which corner of the current submatrix the token is on and whose turn 
it is. (Initially the submatrix is all of M, the token is on (1, l), and it is H’s turn.) 
H’s turn consists of moving the token horizontally within the current submatrix to 
some entry (i,j) satisfying Mi,j = 1. At this point either all columns to the left of j 
or all columns to the right of j are removed from the current submatrix, whichever 
number of columns is greater, leaving the token once again on a corner of the 
current submatrix. F’s turn is defined in a similar manner, substituting “vertically” 
for “horizontally” and “rows” for “columns”. The first player with no move left 
loses. 
To define the game more precisely, a configuration is a septuple (iO, il, j,, j,, Z, J, t), 
where 1 ~i,~i, urn; 1 sj,lj, in; Z,JE (0, l}; and te {H, V}. (The token currently 
occupies the corner (i,, j,) and it is t’s turn to move.) 
If t = H, H chooses any j satisfying (1) j,lj% j, , (2) j#j,, and (3) Mi,,j= 1. If 
there is no such j, then H loses. Otherwise, the new configuration is either 
(iO, i,, j,, j, Z, 1, V) or (iO, i,, j, j,, Z, 0, V), depending respectively on whether j-j, < 
j, -j or not. 
If t = V, V chooses any i satisfying (1) i,, I ice il, (2) i # i,, and (3) Mi,j, = 1. If 
there is no such i, then I’ loses. Otherwise, the new configuration is either (iO, i, 
jO,j,, 1, J, H) or (i, il, j,, j,, 0, J, H), depending respectively on whether i - i,< il - i 
or not. 
The initial configuration is (1, m, 1, n, O,O, H). Let 
SHORTCAKE = (hrl 1 H has a winning Shortcake strategy on M}. 
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The main result of this section, Theorem 2.3, is that SHORTCAKE is complete for 
AC’ under many-one NC’ reducibility. (An NC’ reduction is one that can be 
computed by a uniform family of bounded fan-in circuits of O(log n) depth. See 
Ruzzo [9] for an appropriate definition of uniformity, and for an alternating Turing 
machine characterization of NC’. The reader is assumed to be familiar with basic 
facts concerning alternating Turing machines and circuits [3, 4, 91.) 
We begin with a problem that, given Theorem 1.1, is surely a plausible candidate 
for completeness in AC’, namely the “log-depth, monotone, strictly alternating, 
unbounded fan-in circuit value problem”. Toward this end, any monotone circuit 
a with Z gates will be represented as a triple (A,, u,, d,), where 
(1) A, is the ZxZ adjacency matrix of a, 
(2) u, E {OR, AND, 0, l}’ is the vector of gate types and input values for a, and 
(3) &E (9 1, . . . . Z-l}’ is the vector of vertex depths (i.e., length of longest 
path from any input) for a. 
It will be assumed that vertex 1 is the output. A circuit is said to be strictly 
alternating if and only if 
(1) no AND gate has an AND gate as its immediate predecessor, 
(2) no OR gate has an OR gate or a circuit input as its immediate predecessor, and 
(3) the output is an OR gate. 
Let 
AClCVP = {(A,, u,, c&J / da is consistent and has no entry exceeding 
log2 Z, and cr is monotone, is strictly 
alternating, and evaluates to 1 on the 
inputs specified within u,}. 
The reason to include the vertex depths & is to allow the NC’ transducer of 
Lemma 2.2 to be able to check the acyclicity and depth of (Y. Without this necessity, 
the proof of Lemma 2.1 could be simplified by appealing to Theorem 1.1 and 
reducing a generic unbounded fan-in circuit computation to AClCVP. As it is, the 
proof of Lemma 2.1 reconstructs one quarter of the proof of Theorem 1.1. 
Lemma 2.1. AClCVP is complete for AC’ under many-one NC’ reducibility. 
Proof. A straightforward alternating Turing machine implementation accepts 
AClCVP in O(log Z) space and O(log Z) alternations, so AC~CVPEAC’. To 
demonstrate that AClCVP is hard for AC’, suppose L c (0, l} * is recognized by an 
alternating Turing machine M using S(n) = O(log n) space, A(n) = O(log n) alterna- 
tions, and T(n) = no(‘) time. Assume without loss of generality that A4 begins in an 
existential configuration, that A(n) is odd, that every computation path alternates 
exactly A(n) times, and that S(n), A(n), and T(n) are NC’ computable. (Entering 
a halting configuration is considered an alternation for the purposes of this proof.) 
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Given an input XE (0, l}*, the task of the NC’ transducer is to produce a circuit a 
whose representation is in AClCVP if and only if XEL. Let n = /xl. 
The construction is similar to Borodin and Ruzzo’s theorem [9, Proposition 11. 
The circuit a has gates REACHJP, Q, t) and REACH,(P, Q, t) for every pair (P, Q) 
of configurations of M on input x and every 15 t 5 T(n). (REACHJP, Q, t) will 
evaluate to 1 if and only if M, on input x, can reach Q from P by a computation 
of length at most t whose last transition, and only the last transition, is an alternation. 
REACHJP, Q, t) is the logical negation of REACHJP, Q, t).) REACHJP, Q, 1) is 
an input vertex with the appropriate value. For t> 1, REACH,(P, Q, t) is the 
unbounded OR, over all configurations R, of 
REACH,@& [;I) AND REACH,(R,Q, [;I). 
The depth of REACH,(P, Q, t) is 2rlogz tl. REACH,(P, Q, 1) is the unary AND of 
an input vertex with the appropriate value. (This ensures strict alternation in what 
follows.) For t > 1, REACHJP, Q, t) is the unbounded AND, over all configura- 
tions R, of 
REACH@, [;I) OR REACH,(R,Q, [;I). 
The depth of REACH,(P, Q, t) is 1 + 2 rlo&tl. 
The circuit a also has a gate ACCEPT,(P, k) for every configuration P of M on 
input x and every 0 5 k IA (n). (ACCEPTJP, k) will evaluate to 1 if and only if M, 
on input x, has an accepting subtree with root P and k alternations.) ACCEPT,(P, 0) 
is an input vertex whose value is 1 if and only if P is an accepting configuration of 
M on x. For k>O, if P is existential, then ACCEPT,(P, k) is an unbounded OR, 
over all configurations Q, of 
REACH,(P, Q, T(n)) AND ACCEPT,(Q, k - 1). 
For k > 0, if P is universal, then ACCEPT,(P, k) is an unbounded AND, over all 
configurations Q, of 
REACH,(P, Q, T(n)) OR ACCEPT,(Q, k - 1). 
The circuit as described is not strictly alternating, as the binary gate associated 
with ACCEPTJP, k) has the same type as its immediate predecessor ACCEPT,(Q, 
k - 1). It can be made strictly alternating by simply coalescing these pairs of adjacent 
gates. The depth of ACCEPTJP, k) is therefore k + 1 + 2 [log, Al. 
The output is the gate ACCEPT,(Z,A(n)), where Z is the initial configuration of 
M on X. Its depth D is A(n) + 1 + 2rlog, T(n)1 = O(log n). The size Z of (Y is n’(l); 
by adding 2O = no(l) d ummy gates the condition DS logzZ can be assured. 
The correctness of this construction can be proved by induction on k and t. It is 
also straightforward to show that the function mapping x to (A,, u,, d,) can be 
computed in NC’. 0 
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The next step is a simple transformation to a short, acyclic version of Schaefer’s 
Geography game [lo]. This game is played by two players on an acyclic directed 
graph G = (V, E). A configuration of the game is a vertex u E v. (Initially, u = 1.) 
Players alternate, choosing any edge (u, o) E E, thereby changing the game con- 
figuration from u to u. The first player with no move loses. 
Let A, denote the adjacency matrix of G, and let doe (91, . . . . /VI -l}l” 
denote a vector whose uth component is the maximum length of any path from u 
to any sink of G. Let 
SHORTGEOG = { (Ao, do) 1 G = (V, E) is acyclic, do is consistent 
and has no entry exceeding 2 + log, 1 VI, 
and the first player has a winning 
Geography strategy on G}. 
Lemma 2.2. SHORTGEOG is complete for AC’ under many-one NC’ reducibility. 
Proof. A straightforward alternating Turing machine implementation shows that 
SHORTGEOG E AC’. A simple reduction from AClCVP completes the proof. 
Given (Aa, o,, d,) representing the circuit (Y, the NC’ transducer first checks that 
the circuit is strictly alternating, and that the vertex depths given in d, are consis- 
tent and do not exceed log2Z. The transducer then 
(1) reverses the orientation of each edge, 
(2) adds two new vertices y and z, 
(3) adds an edge (s, y) for each input vertex s of a, 
(4) adds an edge (s,z) for each input vertex s of (Y with value 1, 
(5) adds the edge (y,z), and 
(6) sets 
1 
0, if u = z, 
&bl = 1, if u = y, 
d,[u] + 2, otherwise. 
By a straightforward induction on d,[u], there is a winning strategy starting from 
vertex u if and only if, in cz, u corresponds to an OR gate (AND gate, input) that 
evaluates to 1 (respectively, 0, 1). 0 
Theorem 2.3. SHORTCAKE is complete for AC’ under many-one NC’ reducibility. 
Proof. Given an m x n matrix M, an alternating Turing machine can decide if H 
has a winning strategy by simulating H’s moves (V’s moves) with existential 
(respectively, universal) transitions, and accepting if and only if H wins. The work 
tapes are used to record the current game configuration and the new token position, 
which can be done in O(log(mn)) space. Since the current submatrix is approximately 
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Fig. 1. A hard instance of Shortcake. 
halved by each move, the game cannot take more than O(log(mn)) alternations of 
the players. Therefore, SHORTCAKE E AC’. 
The proof will be completed by showing that SHORTGEOG is many-one NC’ 
reducible to SHORTCAKE. Given (A,d) representing the Geography graph G, 
where A is n x n, the NC’ transducer first checks that the vertex depths given in d 
are consistent, and none exceeds D=2+log,n. The transducer then outputs a 
Shortcake matrix M that is m x m, where m = 22+ro’21 - 1 = 0(n”2), and whose 
entries are n x n Boolean matrices. An example of the reduction with D = 6 is given 
in Fig. 1, where a blank represents the zero matrix and Z represents the identity 
matrix. In general, for iE { 1,2, . . . , [+D]}, the submatrix AT appears in entry 
(( 1 - 2-‘)(m + 1) + 1, (1 - 2-‘)(m + 1) + 1) 
of M, the submatrix A appears in entry 
(( 1 - 2-j+ ‘)(m + 1) + 1, (1 - 2P)(m + 1) + l), 
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and identity submatrices appear in entries 
((1-2-‘+‘)(m+1)+1,(1-2-‘-‘)(m+1)+1), 
((1-2-‘+‘)(m+1)+2,(1-2-‘-‘)(m+1)+1), 
((1-2-‘-‘)(m+1)+1,(1-2-‘+‘)(m+1)+1), 
and 
((1-2-‘-‘)(m+1)+1,(1-2-‘+‘)(m+1)+2). 
Any player who leaves the token in the same A or AT submatrix cuts off most 
of the game configuration, and loses in the next turn by a move into the nearest 
identity matrix. Any player who otherwise moves into an identity matrix loses in the 
next turn by a move into the adjacent identity matrix. Any other play moves from 
an A submatrix to the AT submatrix below it, or from an AT submatrix to the A 
submatrix to the right, corresponding to a legal Geography move. More formally, 
it is not difficult to prove by induction on dG[u] that there is a winning strategy in 
Geography starting from o if and only if there is a winning strategy in Shortcake 
from both 
((1-2-‘+‘)(m+l)n+o,mn,(1-2-‘+‘)(m+l)n+u,mn,O,O,H), 
for any l<uln and 15i+(D-d&1+1)1, and 
(( 1 - 2-l + ‘)(m + 1)n + 24, mn, (1 - 2-‘)(m + 1)n + 0, mn, 0, 0, V), 
for any lluln and lsiir+(D-d,[o])l. 0 
3. A variant complete for P 
The variant that is complete for P will be called Longcake, for obvious reasons. 
This game is identical to Shortcake, except that after each move of the token the 
smaller of the two submatrix portions demarcated by the token is discarded (rather 
than the larger portion, as in Shortcake). In order to prevent infinite plays, neither 
player is permitted to move the token into a corner of the current submatrix. Let 
LONGCAKE = {M / H has a winning Longcake strategy on M}. 
The main result of this section is that LONGCAKE is complete for P. This will only 
be sketched here, as the reductions are analogous to those of Section 2, but without 
the depth bounds. The role of Lemma 2.1 is played by Goldschlager’s result [7] that 
the monotone circuit value problem is complete for P. The role of Lemma 2.2 is 
played by a similar reduction to ACYCLICGEOG, the acyclic version of Geography 
without the depth constraint of SHORTGEOG. 
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Fig. 2. A hard instance of Longcake. 
Theorem 3.1. LONGCAKE is complete for P under many-one NC’ reducibility. 
Proof. Given an m X n matrix M, an alternating Turing machine can decide if H 
has a winning strategy by simulating H’s moves (V’s moves) with existential (respec- 
tively, universal) transitions. The work tapes are used to record the current game 
configuration and the new token position, which can be done in O(log(mn)) space. 
Therefore, LONGCAKE E P. 
The proof is completed by showing that ACYCLICGEOG is many-one NC’ 
reducible to LONGCAKE. Let A be the n x n adjacency matrix of some Geography 
graph G. The Longcake matrix is then 4n x 4n, and each entry is an n x n Boolean 
matrix. An example of the reduction with n = 8 is given in Fig. 2. The identity 
matrices straddle lines with slopes -2 and -4. As in Theorem 2.3, any player who 
leaves the token in the same A or AT submatrix loses 2 turns later by moves into 
3 adjacent identity matrices. Any player who otherwise moves into an identity 
matrix cuts off the third identity matrix, losing in the next turn. Any other play 
moves from an A submatrix to the AT submatrix below it, or from an AT sub- 
matrix to the A submatrix to the right, corresponding to a legal Geography 
move. 0 
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4. A variant complete for LOGCFL 
The complexity class LOGCFL was introduced and first studied by Sudborough 
[13]. LOGCFL is the class of languages each recognizable by a log-space uniform 
family of semi-unbounded fan-in circuits having polynomial size and O(log n) 
depth, where a semi-unbounded fan-in circuit is one whose OR gates are allowed 
arbitrary fan-in, whose AND gates have fan-in 2, and whose NOT gates take only 
circuit inputs as operands [ 151. From this definition it is clear that LOGCFL c AC’. 
An equivalent formulation was given by Ruzzo [8], who showed that LOGCFL is 
the class of languages each recognizable by an alternating Turing machine having 
polynomial tree-size and O(log n) space, where the tree-size is the size of the smallest 
accepting subtree of the alternating Turing machine’s computation tree. 
This section introduces a variant of Shortcake and Longcake called Semicake, 
which is shown to be complete for LOGCFL. This result reiterates the distinction 
between LOGCFL and AC’ made by Venkateswaran and Tompa [16] since, unlike 
Shortcake, Semicake’s two players P and C have very asymmetric roles in the game. 
In particular, P pushes the token, while C chooses which portion demarcated by the 
token to discard. 
The two players P and C play Semicake on an m x n matrix M with entries in 
{ -l,O, l}. A configuration of the game is a contiguous submatrix of A4, together 
with the coordinates of the entry of this submatrix occupied by the token and an 
indication of whose turn it is. (Initially the submatrix is all of M, the token is on 
(1, l), and it is P’s turn.) P’s turn consists of moving the token horizontally (or 
vertically) within the current submatrix to some noncorner entry (i,j) satisfying 
AJ$~#O. C’s turn consists of removing either all columns to the left of j or all 
columns to the right of j (respectively, either all rows above i or all rows below i) 
from the current submatrix, leaving the token once again on a corner of the current 
submatrix. P wins if the token ever occupies a - 1 entry, and loses if no legal move 
remains. 
To define the game more precisely, a configuration is a septuple (io,i,,jo,jl, 
Z,J, t), where 1 ~i~<Z<i,srn, l~j,cJ~j,~n, and tE{P,C}. (The token currently 
occupies the entry (Z, J) and it is t’s turn to move.) 
If t =P, P either chooses 
l any j satisfying j, < j< j, and Ml,j # 0, in which case the new configuration is 
(i0, ilJO,.A,l,j, Cl, or 
l any i satisfying io< i< il and Mi,/#O, in which case the new configuration is 
. 
(io, rdo,Jbi, -4 Cl. 
If there is no such i or j, then C wins. If MI,j (respectively, MiJ) is -1, then P 
wins. 
If t = C, C does the following: 
l if jo< .Z<j,, C chooses the next configuration to be either (io, i,,jo, J, Z, J, P) or 
(i0,4, J,ji, I, 4 P), 
30 A.K. Chandra, M. Tompa 
l if i,< I< i,, C chooses the next configuration to be either (ic, I,j,,j,, 1, J, P) or 
U,~,J,J,,I,J,~). 
The initial configuration is (1, m, 1, n, 1, 1,P). Let 
SEMICAKE = {M 1 P has a winning Semicake strategy on M}. 
Theorem 4.1. SEMICAKE is complete for LOGCFL under many-one NC’ 
reducibility. 
Proof. Given an m x n matrix M, an alternating Turing machine can decide if P has 
a winning strategy by simulating P’s moves (C’s moves) with existential (respectively, 
universal) transitions, and accepting if and only if P wins. The work tapes are used 
to record the current game configuration and the new token position, which can be 
done in O(log(mn)) space. To analyze the tree-size of this alternating Turing 
machine, consider the leaves of any accepting subtree. Each leaf has an associated 
Semicake configuration (iO, i,,j,,j,, Z, J, t), and the pair (io,jO) cannot occur in the 
configurations associated with more than one leaf. Thus, any accepting subtree has 
at most mn leaves, and hence polynomial size. Therefore, SEMICAKE E LOGCFL. 
The proof will be completed by showing how the computation of an arbitrary 
semi-unbounded fan-in circuit can be embedded in a Semicake game. One curiosity 
about this reduction is that it uses the “H-tree” embedding of balanced binary trees 
in the plane, which had heretofore been used in VLSI layout [14]. 
Let A be the transpose of the n x n adjacency matrix of a semi-unbounded fan-in 
circuit IY Assume, without loss of generality, that r is strictly alternating (in the 
sense of Section 2), that all input-output paths in r have the same length D= 
O(log n), that the output is vertex 1, and that no vertex is both a left operand of 
some gate and a right operand of some gate. (This last property can be ensured by 
making two copies of each vertex.) Let L be A with rows corresponding to all right 
operands zeroed out, that is, 
Lu,, = 
0, if u is used as a right operand, 
A u, 0 9 otherwise. 
Let R be defined dually with “right” replaced by “left”. Let L’be a diagonal matrix 
with 
-1, if u is an input vertex with value 1 and u is used as a 
J%,U = left operand, 
0, otherwise. 
Let R’ be defined dually with “left” replaced by “right”. 
The NC’ transducer outputs a Semicake matrix M that is m xm, where m = 
1+21+D/2=nO(‘) , and whose entries are n x n matrices. An example of the reduction 
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R’ L’ A?‘ R’ 
Fig. 3. A hard instance of Semicake. 
with D = 6 is given in Fig. 3, where a blank represents the zero matrix. Notice that 
C has a straightforward winning strategy if P ever deposits the token in one of the 
submatrices for a second time, so it can be assumed that the token advances along 
some branch of the H-tree at each of P’s moves. P’s horizontal move to position 
(Z, J) in an A, L, or R submatrix corresponds to the existential choice of an operand 
gate J from the unbounded fan-in OR gate I. C’s next choice to retain the columns 
to the left or right of J corresponds to the choice of either the left operand G or 
the right operand H, respectively, of the AND gate .Z. P’s next vertical move into 
A r is forced, since there are only two nonzero entries (G, J) and (H, J) in column 
.Z of that submatrix and, by the definitions of L and R, one of these (depending on 
C’s last move) will cause P to lose in the next turn. C’s choice at this point is 
immaterial, by the symmetry of the matrix, and we return to the next horizontal 
move of P. This argument may be formalized along the lines of Theorem 2.3. 0 
5. Open problems 
It seems likely that there should be additional examples of natural problems 
complete for AC’ among the short two-person games in which the players’ roles 
are symmetric. It would be particularly appealing to find one whose membership in 
AC’ is not as transparant as Shortcake’s. That is, some plays could proceed for 
o(log n) moves, but there is always a winning move that cuts the configuration 
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approximately in half. One possible example is the following game. Two players H 
and V play on an m x n matrix M with entries in {H, V}. A configuration is a 
quadruple (ie, i,,je,j,) with 15 it,5 ii I m and 1 rj,<j, in. An H-move consists of 
H choosing j satisfying j,<j <j, and V choosing the new game configuration to be 
either (ie, i,,j,,j) or (i,,, i,,j+ l,j,). A V-move is defined dually. If, at the beginning 
of some move, iO= il and j, =j,, then Mio,jo is the winner. If, at the beginning of 
an H-move, j,, =j, but &it ii, then H loses; and dually for a V-move. There are 
certainly long plays in this game, but if any player doesn’t cut near the middle, that 
player can be forced to run out of cuts before the other player. 
Cook [4] pointed out that the shortest path problem in edge-weighted graphs is 
a natural example of a problem that is in AC’ but not known to be in any lower 
complexity class such as LOGCFL. Is this problem complete for AC’? 
To complete the package, it would be pleasing to show that the following variant 
of these games is PSPACE-complete. A configuration of the game is the value of 
the current matrix. Every move by H or V to some entry (i,j) with Mi,j = 1, instead 
of reducing the size of the matrix, simply changes A4i,j to 0. This game corresponds 
exactly to Schaefer’s Geography game [lo] when played on bipartite, undirect 
graphs. 
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