Abstract. A knot is called minimal if its knot group admits epimorphisms onto the knot groups of only the trivial knot and itself. In this paper, we determine which two-bridge knot b(p, q) is minimal where q ≤ 6 or p ≤ 100.
Introduction
Recently, many papers have investigated epimorphisms between knot groups. In particular, Simon's conjecture, which was one of our main interests, was settled affirmatively in [1] . Namely, every knot group maps onto at most finitely many knot groups. Then the next problem will be to determine the number of knot groups onto which a given knot group maps. Silver and Whitten in [17] gave a necessary and sufficient condition for admitting an epimorphism from the knot group of a torus knot. Ohtsuki, Riley, and Sakuma in [15] studied a systematic construction of epimorphisms between two-bridge knot groups. In [8] and [7] all the pairs of prime knots with up to 11 crossings which admit meridional epimorphisms between their knot groups were determined. However, it is not easy to determine whether there exists an epimorphism between knot groups in general.
A knot is called minimal if its knot group admits epimorphisms onto the knot groups of only the trivial knot and itself. It is already known that infinitely many knots are minimal. For example, it is proved in [10] that all the prime knots with up to 6 crossings are minimal. This result has been extended to two-bridge knots with up to 8 crossings in [18] . Besides, the previous papers [4] , [11] , [13] , and [14] showed that twist knots and b(p, 3) are minimal.
In this paper, we will discuss the minimality of two-bridge knots. To be precise, we determine which two-bridge knot b(p, q) is minimal where q ≤ 6 or p ≤ 100, in Theorem 3.13 and Theorem 4.1. For this purpose, we show two sufficient conditions on the minimality of a knot. One is given by the SL 2 (C)-character variety of a knot and the other heavily relies on the irreducibility of the Alexander polynomial.
Some sufficient conditions
In this section, we show some sufficient conditions on the minimality of a knot. First, we consider the nonabelian SL 2 (C)-character variety of a knot, which is the non-abelian part of the SL 2 (C)-character variety.
For a knot K in S 3 , we denote by G(K) its knot group and X(K) its SL 2 (C)-character variety. For brevity, in the rest of the paper, character varieties always mean SL 2 (C)-character varieties. 
is a union of the irreducible components X red (K) consisting entirely of the reducible characters and the irreducible components X irr (K) including the irreducible characters. Since K is hyperbolic, X irr (K) includes the irreducible component X 0 containing a discrete faithful character χ ρ0 coming from the holonomy representation. Note that dim C (X 0 ) = 1. By the assumption of Proposition 2.1, X irr (K) has only a single irreducible component and thus X irr (K) = X 0 . It is obvious that φ * maps irreducible (resp. reducible) characters in X(K ′ ) to irreducible (resp. reducible) characters in X(K). This indicates that X(K ′ ) must be a union of the irreducible components X red (K ′ ) consisting entirely of the reducible characters and a single (complex) 1-dimensional irreducible component X ′ containing the irreducible characters because φ * is an injection. (Note that the character variety of a non-trivial knot always has an irreducible character.) Moreover, φ * (X ′ ) = X 0 as φ * is a closed map in Zariski topology, which can be shown as follows (see also [3, Lemma 2.1]). Suppose that the set C :
For example, we can consider a sequence {χ ρn } in φ
Then taking the preimage of χ ρn under φ * , we can obtain a blow-up {χ ρ ′ n }. By definition, the above behavior of φ * (χ ρ ′ n ) at infinity can be transformed as follows:
for any g ∈ G(K). Note that since x 0 is in X 0 , the right side of the above equation does not diverge for any g ∈ G(K). As φ :
is surjective, for some g 0 ∈ G(K) we have φ(g 0 ) = h and thus the equality
holds. The left side of the equality diverges, meanwhile the right side converges, a contradiction. Now we have φ * (X ′ ) = X 0 . In this situation, there must exist an irreducible character χ ρ ′ ∈ X ′ such that φ * (χ ρ ′ ) = χ ρ0 , i.e., χ ρ ′ •φ = χ ρ0 . Since ρ ′ • φ and ρ 0 are irreducible, they are conjugate. So there exists a matrix A ∈ SL 2 (C) such that
must be bijective and thus a group isomorphism.
In this situation, We have another sufficient condition for a knot to be minimal, which heavily relies on the Alexander polynomial. It is well-known that if there exists an epimorphism from the knot group of K onto that of K ′ , then the Alexander polynomial ∆ K (t) of K is divisible by that of K ′ . This property gives us a useful criterion to show the non-existence of an epimorphism between knot groups. Moreover, we can refine this condition on two-bridge knots.
Proposition 2.2. Let K be a two-bridge knot. If the Alexander polynomial of K is irreducible over the integers Z, then K is minimal.
A two-bridge knot can be represented by a fraction q/p. Then we denote by b(p, q) the two-bridge knot, where p and q are coprime (see [5] , [12] for details). Using this presentation, Schubert classified two-bridge knots as follows. (
In order to prove Proposition 2.2, we recall the following remarkable result.
Theorem 2.4 (Boileau-Boyer [3]). If there exists an epimorphism from
, where p = kp ′ and k > 1.
Proof of Proposition 2.2.
Suppose that the knot group of a two-bridge knot b(p, q) admits an epimorphism onto the knot group of another non-trivial knot K. By Theorem 2.4, K is a two-bridge knot b(p ′ , q ′ ), where, in particular, p ′ is less than p. It is easy to see that if G(b(p, q)) admits an epimorphism onto G(K), then the Alexander polynomial of b(p, q) is divisible by that of K. However, by assumption, the Alexander polynomial of b(p, q) is irreducible over Z. Therefore the Alexander polynomial of K is the same as that of b(p, q). Note that the Alexander polynomial of a two-bridge knot is not trivial. On the other hand, it is known that the determinant |∆ b(p,q) (−1)| of a two-bridge knot b(p, q) is p. This implies the Alexander polynomials of b(p, q) and K are not the same. This is a contradiction.
Corollary 2.5. If the degree of the Alexander polynomial of a two-bridge knot
K is 2, then K is minimal.
Main theorem I
In this section, we determine which two-bridge knot b(p, q) is minimal where q ≤ 6.
First of all, we can determine whether two-bridge knots b(p, 1) are minimal or not, since b(p, 1) is a torus knot and the existence of an epimorphism from a torus knot group is studied in [17] . Namely, b(p, 1) is minimal if and only if p is prime.
Next, two-bridge knots b(2k +1, 2) are minimal, since these knots are twist knots and their minimalities were already shown in [4] , [11] , [13] , and [14] . Proof. It was shown in [11] that if k = l, the nonabelian character variety of the double twist knot J(k, l) is irreducible, in which case J(k, l) is minimal by Proposition 2.1. Now we consider the double twist knot J(2k, 2k). By [11] , the nonabelian character variety of J(2k, 2k) is reducible. However, it is easy to see that the Alexander polynomial of J(2k, 2k) is
which is irreducible over Z. By Proposition 2.2, we obtain the statement.
In general, two-bridge knots b(kq + 1, q) and b(kq − 1, q) are the double twist knots as depicted in Figure 2 . Next, we discuss two-bridge knots b(p, 5). As stated above, two-bridge knots b(5k + 1, 5) and b(5k + 4, 5) are double twist knots and hence they are minimal. For two-bridge knots b(5k + 2, 5) and b(5k + 3, 5), we need to investigate their nonabelian character varieties. The proof of (2) of Theorem 3.3 is similar to that of (1) and so we present only the proof of (1).
Let K denote the two-bridge knot b(5(2n + 1) + 2, 5). The knot group of K admits the following standard two-generator presentation:
We make use of the Chebyshev polynomials to describe the nonabelian character variety. Let S k (y) be the Chebychev polynomials of the second kind defined by S 0 (y) = 1, S 1 (y) = y and S k (y) = yS k−1 (y) − S k−2 (y) for all integers k.
Note that S k (2) = k + 1 and
Lemma 3.5 (cf. [13] ). For all k ≥ 1 we have
Lemma 3.6 (cf. [19] ). For all integers k we have
where y = tr M .
is a nonabelian representation. By Riley's result [16] , up to conjugation we may assume that
where (s, z) ∈ C 2 satisfies the matrix equation ρ(wa) − ρ(bw) = O. Note that z = tr ρ(ba).
We first compute ρ((ba) n ).
Lemma 3.8. We have
Proof. The lemma follows from
and Lemma 3.7.
We now compute ρ(wa) − ρ(bw). Let x = tr ρ(a) = tr ρ(b) = s + s −1 , X = S n (z) and Y = S n−1 (z).
Proposition 3.9. We have
where R(x, z) = αx 4 + βx 2 + γ and α, β, γ ∈ C[z] given by
Proof. By Lemma 3.8 we have
, by a direct computation (using computer) we have
By substituting s 4 + s −4 = x 4 − 4x 2 + 2 and s 2 + s −2 = x 2 − 2, we obtain the desired formula for R(x, z). Now let us consider the factorization of R(x, z) ∈ C[x, z]. We first focus on the coefficients α, β, γ of R(x, z).
Proof. We first note that γ(2) = S n (2) − S n−1 (2) 5 = 1 and hence z − 2 ∤ γ.
Assume gcd(α, β, γ) has a nontrivial prime factor P ∈ C[z].
Since P | α, there are 2 cases to consider: P | X and
. This implies that P | X. Hence P | gcd(X, Y ) = 1 by Lemma 3.6, which contradicts the assumption. If
Since gcd(X, Y ) = 1, we must have P | z − 1. From Lemma 3.5 we see that z − 1 | S n (z) if and only if n ≡ 2 (mod 3). The lemma follows, since X = S n (z) does not have any repeated factors by Lemma 3.5. Proof. We first note that it suffices to show that R = R(x, z) does not have any prime factors of degree 1, 2 in x.
Assume R has a prime factor P = ax 2 +bx+c of degree 2 in x, where a, b, c ∈ C[z] and a = 0. There are 2 cases to consider: b = 0 and b = 0.
Suppose b = 0. Since R is even in x, Q = ax 2 − bx + c is also a prime factor of R. This implies that P Q = a 2 x 4 + (2ac − b 2 )x 2 + c 2 is a factor of R. In particular, we have a
where neither α ′′ nor γ ′′ is divisible by z − 2. This cannot occur, since the left hand side is a square in C(z).
Suppose b = 0. In this case we must have R = (ax 2 + c)(
. This implies that α = ad, β = af + cd and γ = cf . In particular, we have β 2 − 4αγ = (af − cd) 2 . By a direct computation we have
By the above argument, this should be a square in C[z] and so z − 2 must divide
Then we obtain a contradiction, since
Assume R has a prime factor P ′ = ax + b of degree 1 in x, where a, b ∈ C[z] and a = 0. Note that b = 0, as γ = 0. Since R is even in x, Q ′ = ax − b is also a prime factor of R. This implies that
is not a prime factor of R, but we can show that it is not a factor of R by a similar argument to the previous case. This completes the proof of the lemma.
Lemmas 3.10 and 3.11 imply the following. This implies that there exist epimorphisms from their knot groups onto the trefoil knot group by Ohtsuki-Riley-Sakuma construction [15] (see also [18] ). Finally, two-bridge knots b(6k + 1, 6) and b(6k + 5, 6) are minimal by Corollary 3.2.
As a consequence of the above arguments, we obtain the following theorem. 
Main theorem II
In this section, we determine which two-bridge knot b(p, q) is not minimal where p ≤ 100.
As mentioned in Section 2, if either p is not divisible by
). In [18] , a relationship between epimorphisms of two-bridge knot groups and their crossing numbers is studied. To be precise, if there exists an epimorphism from the knot group of a two-bridge knot K onto that of another knot K ′ , then the crossing number of K is greater than or equal to three times of that of K ′ . For example, b(45, 14) is minimal as follows. Pairs (p, q) satisfying that p is a divisor of 45 and ∆ b(45,14) (t) is divisible by ∆ b(p,q) (t) are only (5, 1) and (9, 2) . However, the crossing number of b(45, 14) is 10 which is less than three times of the crossing numbers of b(5, 1) and b(9, 2). Hence there exists an epimorphism from G(b (45, 14) ) onto neither G(b (5, 1) ) nor G(b (9, 2) ).
Furthermore, in [18] all epimorphisms between two-bridge knot groups with up to 30 crossings are determined. For example, by using this result, there does not exist an epimorphism from G(b (51, 16) ) onto G(b (3, 1) ), although ∆ b(51,16) (t) is divisible by ∆ b(3,1) (t) and the crossing number of b(51, 16) is 11 which is bigger than three times of the crossing number of b (3, 1) .
By these arguments, we obtain the following theorem. 
