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Abst rac t - -H igh  order error estimates are obtained for both function and derivative when the 
coefficients and right hand side of a given initial or boundary value problem are replaced by piece- 
wise polynomial functions. These estimates are given for partition points and also continuously on 
subintervals. Based on our results for linear case, we propose a new technique to solve nonlinear 
differential equations. Numerical examples demonstrate the accuracy of our estimates. 
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1. INTRODUCTION 
Coefficient perturbation methods are highly accurate techniques for solving ordinary differential 
equations (ODE) associated with initial, boundary or multipoint conditions. These methods 
are based on the idea of approximating the coefficients of a given ODE by piecewise functions 
defined on a prescribed partition ~, so that the approximate problem can be solved exactly on 
each subinterval of ~. 
This problem has been treated by several authors in the literature; results of considerable 
interest have been reported in [1-4]. Recently, E1-Daou, Namasivayam and Ortiz [5] analyzed 
the local truncation error of the approximate problem and derived estimates of order O(h) for 
functions and derivatives. In this paper, we follow closely the treatment given in [5] to develop 
sharp estimates of any desired order O(h p) where p is a positive integer depending on the degree 
of differentiability of the coefficients of the given ODE. The sharpness of our estimates have been 
tested on several numerica! examples. We have also shown, through numerical examples, how 
our results can be used to integrate nonlinear initial value problems. 
We note that our results apply to all approximation methods which use differential equations 
with approximate coefficients, such as the Tau Method (see [6-9]) and the methods which are 
equivalent o it such as Collocation, Galerkin's method, Chebyshev expansions techniques and 
spectral methods (see [11-13]). 
2. COEFF IC IENTS APPROXIMATION OF ODE'S  
(1) In i t ia l  va lue prob lems 
Let us consider the initial value problem (IVP) defined by the second order differential opera- 
tor D: 
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Dy(x) : = y"(x) + b(x)y'(x) + c(x)y(x) = f(x), x e I := [a, b], 
(1) y(a) = % 
where y(a) := (y(a), yl(a)), Z :-- (71,72) E R × R and where b(x), c(x) and f(x) are some given 
functions. Given an integer m _> 1, let 
?r := {a < xl < x2 <. . -  < xm < b} (2) 
be a part it ion of [a, b] with the property that  l imm-~ h = 0, where 
h:=max{h i : i= l ,2 , . . . ,m},  h i :=x i -x i -1 ,  i=1 ,2 , . . . ,m.  
Let yi(x) be implicitly defined by the differential equation: 
yT(x) + b~(x)y~(~) + c,(x)y~(~) = £(~),  • e I~ := [x~_l, ~],  
y A(xi-1) = yi-l(xi-1), i = 1 ,2 , . . .  ,m,  (3) 
yo(z0) = ~_, 
where bi(x), ci(z) and f i (x)  are approximations of b(z), c(x) and f(x), respectively, chosen for 
y~(x) to be found analytically. 
Let ei(z) := y(x) - yi(z) be the error function. Subtract ing (1) and (3), we see that  ei(x), 
i = 1 ,2 , . . . ,  m, satisfy the differential equations 
Dei(x) = Fi(x),  x e / i ,  
~(x i -1 )  = ei -1(x i -1) ,  i = 1 ,2 , . . .  ,m 
e0(z0) = 0, 
where 
Fi(x) := [f(x) - fi(x)] - [b(x) - b~(x)] y~(x) - [c(x) - ci(z)] y,(x). (4) 
Notat ion  and  assumpt ions  
(1) The Green's .function of the initial value problem, 
Du(x)=O; x• I ,  u (a )=0 
is defined as 
c(~, t )  : :  ~(~)u~(t )  - u~(t)~(~) 
w(t )  
where Ul(X) and u2(x) are two linearly independent solutions of Du(x) = 0 and 
W (t) := ui (t)u2(t ) - ul (t)u~(t). 
(2) Let H(x, t) and li(x) be defined as 
H(x, t) := ui(t)u2(x) - ul(x)u~2(t) 
w(t) 
l~(z) := G(z,t)Fdt)dt.  (5) 
i - -1  
(3) Throughout  this paper, we assume that, for some given n, the functions b(x) and e(x) 
belong to • C n -  1 (I), the space of (n - 1)-continuously differentiable functions on the in- 
terval I .  (If this is not the case, we take as I each of the subintervals where the assumption 
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holds.) Then we introduce the sets {Bk(x); k = 0, 1 , . . . ,  n} and {Ck(x); k = 0, 1 , . . . ,  n} 
as follows: 
Bo(x) = O, Bl(x) = -1,  B2(x) = b(x), 
Co(x) = -1,  e l (x )  = o, C2(x) = c(x), 
and for k - -  2 ,3 , . . . ,n  
Bk(X) = B'k_l(x) + Ck-t(x) - S2(x)Sk_l(Z), (6) 
ck(z )  = c 'k_ l ( z )  - C2(z)Bk_l(X). (7) 
Let us now recall the following theorem, the proof of which is given by E1-Daou, Ortiz and 
Namasivayam [5]. 
THEOREM 1. The error function of problem (3) is given by 
ei(x) =- li(x) + G(x, Xi_l)e~_x(Xi_l ) + g(x ,  x i -1)ei - l (z i - t ) ,  i = 1, 2 , . . . ,  m. (S) 
DEFINITION 1. The local truncation error (1.t.e.) at xi is the error computed under the (unreal- 
istic) assumption that no previous errors have been made at points x0, x l , . . . ,  xi-1. H no such 
assumption is made, the error is called global truncation error (g.t.e.). The accumulated error 
(a.e.) at x~ is the difference between l.t.e, and g.t.e. Accordingly, the 1.t.e. and g.t.e, are given by 
/i(xi) and ei(xi), respectively. 
In [5], we gave estimates of the functions ei(x) and e~(x) of Theorem 1 replacing G(x, xi-1) and 
H(x, xi-1) by their respective Taylor's series of order one. In this chapter, we increase the order 
of error estimation of ei(x) and its derivative by using a more precise Taylor's approximation. 
But first let us prove the following lemma. 
LEMMA 1. Under the above notation, the following Taylor's expansions hold true: 
c(x,t) -~  ~Bk(t)(x-t) k +o(Ix-tl~+~), (9) 
k=0 
H(x,t)  = - ~ 1Ck(t ) (x  - t) k + O([x - t[~+l). (10) 
k=0 
PROOF. The Taylor's expansion of G(x, t) in a neighborhood of x = t is 
e(x , t )  = ~ OkG(x't) (x - t)____~ k + O(ix _ tp+l  ) (11) 
k=o Okx x=t k! " 
Since ul and u2 are particular solutions of Du = O, we have 
G(x,t)[x= t = u l ( t )u2( t )  -U l ( t )u2( t )  
w(t )  = o, 
OG(x, t) ~=t u'l(t)u2(t) - ul(t)u'2(t) W(t) 
Ox = W(t) - W(t---] = 1, 
OkG(x't) x=t u~k)(t)u2(t) - ut(t)u(2k)Ct) 
ox k = w( t )  , (k > 2). 
For k = 2, 3 . . . .  , n, we proceed as follows. We have 
~"(t) + b( t )~( t )  + c( t )~,( t )  = o, i = 1,2. (12) 
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The assumption that b(t) and c(t) E Cn-1(1) allows the differentiation of (12) sufficiently many 
times. We find then 
u~k) (t) + Bk(t)u'l (t) + Ck(t)ul (t) = O, (13) 
u~k)(t) + Bk(t)u'2(t) + Ck(t)u2(t) = 0, (14) 
where Bk(t) and Ck(t) are given by (6) and (7). Multiplying (13) and (14) by u2(t) and ul(t), 
respectively, and then subtracting one from another we get 
u~ k~(t)u2(t) - Ul(t)u~ ~(t)  
W(t) = -B~(t). 
Using the latter in (12) and then substituting in (11), we obtain the required expansions for 
a(z,t). 
Similarly, multiplying (13) and (14) by u'2(t ) and U'l(t ), respectively, we obtain 
u~ k~(t)u~(t) - ui(t)u~ k) (t) = _ck  (t), 
w(t) 
and then the expansion of H(x, t) follows. | 
Notat ion  
For any x E/~ := [xi_l,xi], there exists ~z := (x -x i -1 ) /h i  E [0, 1]. Hence, we define 
Mki(x) := - Bk(t)(~z - ~t)kF~(t) dr, 
i - -1  
/i M~(x) := - Bk(t)(~z - ~t)k-lFi(t) dt. 
i - -1  
LEMMA 2. For a11 x EI~, i = 1, 2,. . . ,  m, we have 
-~ hk Oth "+1~ (15) l~(x) "~-~S'Mk ( ) A" + , i ,, 
k=O 
dMk~(z) ~ 
-~x = MI'(x)" 
PROOF. Expansion (15)follows using (9) in (5). The other assertion is obtained applying Leib- 
niz's differentiation rule. 
We now prove the main result of this paper. 
THEOREM 2. If  b(x) and c(x) e Cn- l( I ) ,  then for a// x := x~-i + ~xh~ e /~, ~z e [0, 1], 
i = 1, 2, . . . ,  m, we have 
= ~.I [Mki(x) - ¢zkEk,i-l(Xi-1)] + O,+1,,-1, (16) 
• k----0 
e;(x) ~ h~-' [MI,(x ) k_lE = - ¢, k,,- l(X,_l)] + on i - i ,  (17) 
~=1 (g-T)! 
where 
Em,~Czj) = B.,(z~)e~Cz~) + C.,(x~)e~Cz~), (18) 
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and 
i X o,,,,, = [~ j - l ( , - , )  + ~J-,(: , : ,- ,)] o(h?) 
PROOF. Let us substitute (9) and (10) in (8): 
e i (x )= l i (x ) - [~=oBk(x i -1 ) (x -x~- l )k+O(h~+l ) ]e~- l (X i -1 )~.  
= li(X) -- £ (x -- Xi_l) k [Bk(Xi_l le~_l(Xi_l ) Jr Ck(x i - l l e i - l (X i - l ) ]  
k~ 
k=O 
+ o(hr +1) [4_,(xi-,) + ~,_,(x~_,)] 
= li(X ) -- £ (X -- Xi-1) k k! Ek,i-1 + 0,+1,~. 
k=0 
Since x - xi-1 = ~xhi, the latter yields 
k k 
ei(z) =/ i ( z )  - ~k , i - , tX i - l j  + O,~+la. 
k=O 
Substituting (15) in the latter, we get 
h~ 
ei(~) = ~ ~ [Mk,(~) - ~E~,,-1(~,-1)] +O.+l,i-1, 
k=0 
which is (16). Assertion (17) follows by differentiating (16) with respect o x. | 
We now give quantitative formulae to estimate the error of function and derivative at arbitrary 
points of the given interval [a, b]. 
DEFINITION 2. For any positive integer p <: n, i = 1, 2 , . . . ,  m, x • Ii, 
p h~ 
- ~xEk#_y(x~_l)], (19) e.,i(~) := ~ V' [M~i(x) 
k=0 
P k-1 ~k- lE  'x ~1 (20) ep,i(x) := ~ hi [Mki(x)-gx k,i-lt i-1]], 
k=l (k - 1)! 
will be called, respectively, the es t imated  error funct ion and the es t imated  error  der ivat ive 
of order p. 
EXAMPLE 1. The accuracy of our estimates were tested on the following IVP: 
v"(x) - (2 + 4x~)v(x) = o, x • [0,1], 
y(0) = (1, 0), (21) 
of which y(x) = exp(x 2) is the exact solution. Let r := {0 = xo < Xl < .. .  < xrn = 1}, m = 5, 
be a uniform partition of [0,1]. Let us associate with problem (21) a sequence of problems with 
perturbed coefficients: 
y~'(x) - (2 + 4x~_l)yi(x ) ---- O, x • Ii, 
y_A(xi-1) = Yi-l(Xi-l), i = 1,2 . . . .  ,5, (22) 
yo(x0) = (1, 0). 
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Table i. Approximation of IVP (21) by (22): [0,i] is partioned into 5 equal subin- 
tervais. Exact and estimated values of the function and derivative error at some 
partition points xi are obtained using (19)~(20). 
Error function at zi. 
xi e3,~(x~) es,~(xi) ei(x~) 
0.2 5.433563E-4 5.433953E-5 5.433054E-5 
0.4 5.73111E-3 5.73602E-3 5.73603E-3 
0.6 2.43964E-2 2.44639E-2 2.44640E-2 
0.8 7.13109E-2 7.17552E-2 7.17564E-2 
1. 1.75701E-1 1.77719E-2 1.77725E-1 
Error derivative at xi. 
s t t 
0.2 1.0968035E-2 1.0969600E-2 1.0969602E-2 
0.4 5.98128E-2 5.99211E-2 5.99214E-2 
0.6 1.65806E- 1 1.66795E- 1 1.66798E- 1
0.8 3.7667E- 1 3.8138E- 1 3.8140E- 1
1. 8.0530E- 1 8.2270E- 1 8.2274E- 1
For all i = 1, 2 . . . .  ,5, we have 
y~(x) = At exp(rix) + Bi exp(-r~x), 
where ri = V/2 + 4x 2_ 1 and Ai and Bi are constants required to satisfy the side conditions at 
the ith step. 
We have calculated, through (19),(20), the estimated errors e3,i(x~) (i.e., of order O(h3)) and 
e6,i(xi) (i.e., of order O(h6)) and the exact error ei(xi) and their corresponding derivatives. Our 
numerical results are displayed in Table 1. 
(2) Boundary  value prob lems 
We shall now discuss the case of boundary value problems. Let us consider the differential 
equation given by (1) to which we associate the boundary conditions 
Ay(a) + By(b) = 2, (23) 
where A and B are two real 2 × 2 matrices. We assume that the operator D and the boundary 
conditions (23) ensure the existence and uniqueness of the solution y(x); sufficient conditions are 
given, for example, in Keller [14]. 
Let 7r be defined by (2) and let yi(x) be the exact solution of the problem 
l l  I~' .  y~ ( ) + b~(x)y~(x) + ci(x)yi(x) = f i (x),  x 6 Ii, 
y..!(xi-1) = y i - l (x i -1) ,  i -- 1,2 , . . . ,m,  (24) 
AY_0(a ) + By~n(b) = _% 
Then the error function e~(x) will satisfy the BVP's 
De~(x) = F~(x), z 6 I~, 
~(x i -1 )  = e~-l(X~-l), i = 1,2, . . .  ,m, (25) 
Ae_0(a ) + Be_a(b ) = _0. 
The estimation of ~(x)  can be achieved through (19),(20). But to implement the latter we need 
know the starting value e0(a) which is not necessarily provided by (23). An estimation of e0(a) 
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will be given in Theorem 3 for which we need the following notations and lemma: 
P h.k P hk-1 
P~ = E ~TMk'(x')'k. P: = E (~i)I M~i(xi)' 
k=0 k=l  
P P 
/3, = E Bk(xO' /3: = E Bk(x~), 
k=0 k=l  
P P 
7, = 7: = E 
k=0 k=l  
LEMMA 3. The following identities hold true: 
1. e/(xi) = P_A/+ A i - le~- l (x i -1) ,  
2. N(b)  = v + Re0(a) ,  
where 
and 
n--1 
~ = P__~n + E An- inn -2  " " ' An-k+lPn-k. 
k=l  
PROOF. 
1. This follows from (19)-(24) using matricial notation and setting (x, = 1 for all i. 
2. We have 
en(b) = P._.~n + An-1 (.Pn-1 + An-2en-2(xn-2)) 
= P_._~n +An-lPn-1 + An-lAn-2en-2(xn-2) 
~ _  . . . 
n-1 
= P._~n + E An- lAn-2 . . .  An-kPn-k+l + An- iNn-2 . . .  Aoeo(a). 
k----1 
THEOREM 3. I f  the matrix A + B R is invertible, then 
en(a) = - (A  + BR)- iBv_. 
PROOF. Using part 2 of the previous lemma in the boundary conditions (25), we can write 
Aeo(a) + Ben(b) = Aeo(a) + B(v + Reo(a)) = (A + BR)eo(a) + Bv = 0, 
which gives the required result. | 
EXAMPLE 2. Let us now consider the following BVP: 
y"(x) - 100y(x) = 100 cos 2 7rx + 27r 2 cos 27rx, x E [0, 1], 
(26) 
y(0)  = y(1)  = 0, 
of which y(x) = (exp(10x - 10) + exp( -10x) ) / (1  + exp(-10)) - cos 2 7rx is the exact solution. 
The derivative of y(x) is very large near the boundary points as y(x) exhibits boundary layers 
there. So let ~r := {0 = x0 < xl < ".. < xl0 = 1} given by 
0.5 2 j = 0 ,1 ,  5, 
Xj  ---- 2 (27) ) , j=6 , . . . , l o ,  where .= 10. 
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Th is  grad ing par t i t ion  is f iner near the boundary  points. Let us associate wi th  prob lem (21) a 
sequence of prob lems wi th  per turbed  coefficients, 
- 100y i (x )  = • • 
y~(xi-x) = Yi-1 (xi), i ---- 1, 2 , . . . ,  10, (28) 
yo(xo) = yi(x lo)  = O, 
where f~(x) := f (x i -1 )  + (x - x~- l ) f ' (x i -1 )  =- a~ + bix; f (x )  is the r ight side of p rob lem (21). 
For all i -- 1, 2, . . . ,  10, we have 
yi(x) =A ie  -]°x + Bie l°x ai + bix 
100 ' 
where A i and  B~ are constants  required to satisfy the condit ions at the i th step. 
Table 2. Approximation ofBVP (26) by (26): [0,1] is partitioned into 10 subintervals 
defined by (27). Exact and estimated values of the function and derivative rror at 
some partition points xi are obtained using (19),(20). 
Error function at xi. 
Xi e4,i(xi) e6,i(xi) e8,i(xi) ei(xi) 
0 0 0 0 0 
0.02 2.4752E-3 2.5197E-3 2.5243E-3 2.5245E-3 
0.08 9.263E-3 9.468E-3 9.488E-3 9.489E-3 
0.18 1.19948E-2 1.27954E-2 1.28646E-2 1.28682E-2 
0.32 -1.9542E-2 -1.6449E-2 -1.6175E-2 -1.6160E-2 
0.5 -1.0007E-1 -9.383E-2 -9.307E-2 -9.302E-2 
0.68 -9.63108E-2 -9.69415E-2 -9.69333E-2 -9.69338E-2 
0.82 -2.1609E-2 -2.5257E-2 -2,5524E-2 -2.5535E-2 
0.92 1.696E-3 2.67E-4 1.72E-4 1.69E-4 
0.98 1.3637E-3 1.0391E-3 1.0177E-3 1.0169E-3 
1. 0 0 0 0 
Error derivative at xi. 
0 1.2385E-1 0.1.2606E-1 0.12629E-1 1.2630E-1 
0.02 1.2266E-1 0.1.2492E-1 0.12515E-1 1.2516E-1 
0.08 6.225E-2 6.588E-2 6.619E-2 6.621E-2 
0.18 -1.7728E-1 -1.6638E-1 -1.6556E-1 -1.6552E-1 
0.32 -4.3525E-1 -4.2155E-1 -4.1999E-1 -4.1989E-1 
0.5 2.941E-1 2.236E-1 2.154E-1 2.149E-1 
0.68 9.2723E-1 8.9845E-1 8.9616E-1 8.9608E-1 
0.82 3.541E- 1 3.876E- 1 3.903E- 1 3.904E- 1 
0.92 1.13E-2 3.28E-2 3.42E-2 3.43E-2 
0.98 -6.818E-2 -5.174E-2 -5.065E-2 -5.061E-2 
1. -7.046E-2 -5.434E-2 -5.328E-2 -5.324E-2 
We have calculated,  through (19),(20), the est imated errors ep,i(xi) for p = 4, 6, 8 and  the exact  
error ei(xi) and their  corresponding derivatives. The  est imat ions  ep,o(0 ) are ca lcu lated through 
Theorem 3. The  results are reported in Table 2. 
3. NONL INEAR PROBLEMS 
In  this  section, we show, through numer ica l  examples,  how our  previous results can be used to 
approx imate  solut ions of nonlinear differential equat ions.  
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EXAMPLE 3. Let us consider the following IVP: 
y"(x)  - y2(x)  = 0, • e [0, l],  
2 
y(0) = 3' (29) 
4 
f (0 )  = -~,  
which definesy(x) = 6/ (x+3)  2 . Let ~r = {0 = xo < xi < x2 < -.. < Xm = 1}. We look for 
approximate values of y(x) and its derivative at each point of r .  To this end we start by reducing 
problem (29) to the interval [x0,xi] and find the approximation at xi. In order to solve this 
problem we use an iterative process based on linearization. Given a polynomial yo(x) satisfying 
the supplementary conditions of (29), let yi(x) be defined by the differential equation 
y~'(~) - yo(~)y l ( z )  = 0, x e [x0, ~1], 
2 
yl(0) = 3' (P-l) 
4 
y~ = -~, 
and for each n > 0 let yn(x) be the solution of 
y"(~) - v,~- l (~)v,~(x) = o, z e [zo ,~l ] ,  
2 
yn(0) = ~, (P-n) 
4 y-  = -~. 
For each cycle of the above iterations, a solution yn(x) approximating y(x) is constructed, and 
this process is repeated until n reaches a certain integer N which satisfies a prescribed convergence 
tolerance, i.e., [[YN -- Yg-l[][xo,Zl] ~-- e for some e > 0. 
Since finding the exact yn(x), n > 0, is not always possible, we propose a procedure, based on 
Theorem 2, which enables us to estimate yn(x) at any point of [xi-l,xi] for all i = 1, 2, . . .  ,m. 
Let n = 1 and let us assume that yo(x) := 2/3-4x/9,  then yo(x) satisfies the following differential 
equation: 
It/x', Yo [ ) = 0, x ~ [z0, zl], 
2 
yo(O) = 5' (P-0) 
4 
y~ = -~.  
Clearly (P-0) is derived from (P-l) by replacing, in the latter, the coefficient yo(x) by 0. Thus, 
(P-l) and (P-0) play the roles of (1) and (3), respectively, with k = 1, since we have one step 
only; therefore, 
B(z )  = 0, C (z )  = -y0(x ) ,  f ( z )  = 0, 
and 
BI (~)  = 0, C~(x) = 0, f~(z)  = 0. 
With these functions, we form 
F~(z)  = - (C(z )  - C~(x) )yo(z )  
required by Theorem 2. Applying the latter, we obtain the error vector ei(~c) :~ Y__2i(x) - yo(x), 
and hence, 
y~(z ) (z )  ~ yo(z )  + e0(z) .  (P i - i )  
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Table 3. Approximated solutions of nonlinear IVP (30), and their derivatives, at 
some points xi = i/50, i = 1(1)50 are given. (30) is linearized on each [xi_ 1, xi] and 
solved iteratively (two iterations only on each step) by means of Theorem 2. Exact 
values at xl axe also shown. 
Ex y(xi) Ex y'(xi) 
Es y(X~) Y~x - Yes Es y (~)  , • y~ - yL 
1 .65786588307 -.435672770 
.65786588305 2.101E-11 -.435672775 5.250E-9 
3 .6407792 -.4188099 
.6407793 -7 .729E-8  -.4188084 -1 .565E-6  
5 .6243500 -.402806 
.6243501 -4 .411E-7  -.402800 -6 .077E-6  
8 .600865 -.38029 
.600867 -2 .009E-6  -.38028 -1 .795E-5  
10 .585940 -.36621 
.585941 -4 .036E-6  -.36618 -2 .905E-5  
15 .55096 -.33392 
.55098 -1 .391E-5  -.33385 -6 .711E-5  
18 .53146 -.31635 
.53149 -2 .401E-5  -.31625 -9 .665E-5  
20 .51903 -.3053 
.51906 -3 .281E-5  -.3052 -1 .190E-4  
23 .50119 -.2897 
.50123 -4 .952E-5  -.2895 -1 .565E-4  
25 .48980 -,2799 
.48986 -6 .322E-5  -,2797 -1 .842E-4  
28 .47342 -.2660 
.47351 -8 .797E-5  -.2657 -2 .240E-4  
30 .4630 -.2572 
.4631 -1 .075E-4  -.2569 -2 ,626E-4  
33 .4479 -.2448 
.4480 -1 .416E-4  -.2444 -3 ,160E-4  
35 .4383 -.2369 
.4384 -1 .679E-4  -.2366 -3 .544E-4  
38 .4244 -.2257 
.4246 -2 .128E-4  -.2253 -4 .162E-4  
40 .4155 -.2187 
.4158 -2 .466E-4  -.2182 -4 .602E-4  
42 .4069 -.2119 
.4072 -2 .838E-4  -.2114 -5 .066E-4  
45 .3945 -.2023 
.3948 -3 .460E-4  -.2017 -5 .808E-4  
48 .3826 - .  1932 
.3830 -4 .166E-4  -.1926 -6 .606E-4  
50 .3750 -.1875 
.3755 -4 .685E-4  -.1868 -7 .172E-4  
To  get  y2(x) ,  we rep lace  (P I -1 )  in to  (P -n )  for n---2 and  app ly  the  same procedure  to  prob lems 
(P -2) ,  (P - l )  ins tead  of  (P - l ) ,  (P-0) ,  respect ively ,  w i th  
B(x)  = o, c (x )  = -y l (Z ) ,  / (x )  = o, 
B l (X)  = o, C l (x )  = -y0(x ) ,  l~(z )  = 0, 
to  get  
y2(x)  ~ y l (x )  q- e_kl(x). (P I -2 )  
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Th is  techn ique can be cont inued to get yn(x) for any n > 0 by app ly ing Theorem 2 to (P  - n) -  
(P  - [n - 1]) w i th  
B(x) - o, C(x) : :  -yn - l (x ) ,  f ( z )  : 0, 
B I ( z )  = 0, e l (x )  := fl( ) : 0. 
Once n reaches N and y l (x l )  and  y'l(Xl) are evaluated up to the desired to lerance ~, we shift 
prob lems (P-n) ,  n >_ 0, to the interval  [Xl, x2] and repeat  the same procedure by impos ing  yN(xl )  
and y~v(xl) as init ia l  condi t ions on the latter  interval. We cont inue unt i l  the or iginal  interval  
[a, b] is covered. Table 3 displays the approx imated values of y(x) and y'(x) at selected points  of 7r 
where k = 40, and  consequent ly  xi = i/40, i = 1 ,2 , . . . ,  40, obta ined by apply ing Theorem 2. The  
displayed numer ica l  values were computed  after two iterations only on each subinterval .  Also, we 
give their  cor responding exact values. 
Table 4. Approximated solutions of nonlinear IVP (30), and their derivatives, at some 
points xi : i/200, i = 1(1)200 are given. IVP (30) is linearized on each [xi- l ,xi] 
and solved iteratively by means of Theorem 2. Exact values at xi are also shown. 
Ex y(xi) Ex y'(xi) 
Es y(x~) Yex - Yes Es y'(xi) Y~z - Y'es 
2 0.990099010 -0.98029600 
0.990099011 1.445E-9 -0.98029604 1.668E-7 
4 0.98039215 -0.961169 
0.98039217 2.244E-8 -0.961167 -1.628E-6 
6 0.9708739 -0.942596 
0.9708737 8.811E-8 -0.942592 -4.325E-6 
8 0.961538 -0.924556 
0.961539 2.224E-7 -0.924548 -8.203E-6 
10 0.9523818 0.907029 
0.9523819 4.483E-7 -0.907016 -1.321E-5 
12 0.943396 -0.889996 
0.943397 7.877E-7 -0.889977 -1.931E-5 
20 0.909091 -0.826445 
0.909095 -3.689E-6 -0.826392 -5.381E-5 
40 0.833333 -0.694444 
0.833361 -2.799E-5 -0.694242 -2.020E-4 
60 0.769231 -0.591716 
0.7693.2 -8.881E-5 -0.591287 -4.288E-4 
80 0.714286 -0.510204 
0.714485 -1.994E-4 -0.509472 -7.316E-4 
100 0.666667 -0.444444 
0.667039 -3.724E-4 -0.44333 -1.114E-3 
120 0.625 -0.390625 
0.625621 -6.205E-4 -0.389042 -1.583E-3 
140 0.588235 -0.346021 
0.589192 -9.571E-4 -0.343876 -2.145E-3 
160 0.555556 -0.308642 
0.556952 -1.396E-3 -0.305832 -2.809E-3 
180 0.526316 -0.277008 
0.528269 -1.953E-3 -0.273424 -3.584E-3 
200 0.5 -0.25 
0.502645 -2.644E-3 -0.245522 -4.478E-3 
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EXAMPLE 4. We solve the following nonl inear IVP: 
y" -  2y 3 = 0, x E [0,1], 
y(0) = 1, (30) 
y'(0) = -1 ,  
of which the exact solution is y(x) = 1/(x + 1). In order to solve this, we shall write it as a 
sequence of l inear equations 
y;: - 2yn-lY  = 0, x [0,1]. 
Then we apply the same procedure described in the previous nonl inear example. In Table 4, 
we report the approximate values of functions and derivatives at points xi = i/200, i = 1(1)200. 
The displayed values were computed after two iterations only on each subinterval. 
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