Cryptochromes (CRYs) are UVA and blue light photoreceptors present in all major evolutionary lineages ranging from cyanobacteria to plants and animals, including mammals. In plants, blue light activates CRYs to induce photomorphogenesis by inhibiting the CRL4 Cop1 E3 ligase complex which regulates the degradation of critical transcription factors involved in plant development and growth. However, in mammals, CRYs do not physically interact with Cop1, and of course mammals are not photomorphogenic, leading to the belief that the CRY-Cop1 axis is not conserved in mammals. This belief was recently overturned by Rizzini et al., who showed that although mammalian CRYs do not inhibit Cop1 activity in a light-dependent manner, they antagonize Cop1 activity by displacing Cop1 from CRL4 E3 ligase complex. Because CRYs oscillate, they act in a circadian manner resulting in daily oscillations in Cop1 substrates and the downstream pathways that they regulate. The conserved antagonism of Cop1 by CRY indicates that the CRY-Cop1 axis has an ancient origin, and was repurposed by evolution to regulate photomorphogenesis in plants and circadian rhythms in mammals.
Background
The Cop1 E3 ubiquitin ligase complex is at the heart of light-mediated signaling pathways that promote development and growth in plants [1, 2] . In both plants and mammals, Cop1 is the substrate-binding subunit in the protein complex that contains other conserved components such as Det1, Ddb1, Cul4 and Rbx1 [3] [4] [5] . In darkness, the plant Cop1 is active and targets photomorphogenic transcription factors such as HY5, LAF1 and HFR1 for ubiquitination and degradation. In the presence of blue light, cryptochromes (CRYs) are activated, and CRYs inhibit Cop1 activity resulting in stabilization of those photomorphogenic transcription factors [1, 2] . Although key components are conserved between plant and mammalian CRL4 Cop1 E3 ligase complexes, there is little overlap in their substrates [1, 6] . Moreover, the mammalian CRYs are core components of the autonomous molecular clock and are not involved in photic entrainment of the clock, unlike CRYs in plants and insects [7, 8] .
Circadian rhythms in mammalian physiology and behavior, such as wake-sleep cycles, are governed by a molecular circuit called the circadian clock [7, 9, 10] . The backbone of the circadian clock is a transcriptional negative feedback loop with interacting positive and negative elements [11, 12] . CLOCK (or NPAS2) and BMAL1 are the positive elements, activating transcription of diverse clock-controlled genes (ccgs), including many transcription factors and metabolic genes, as well as the main negative elements, Period (Per, including Per1 and Per2) and Cryptochrome (Cry, including Cry1 and Cry2). In the feedback loop, PER and CRY are complexed along with Casein Kinase 1δ and ε (CK1δ/ε) to form an inhibitory complex [11, 12] . Among all essential clock components, PER is the stoichiometrically rate-limiting component; oscillations in PER drive rhythmic inhibition of the transcriptional feedback loop [13, 14] . In the inhibitory complex, CRY provides inhibitory activity by recruiting chromatin remodeling molecules such as HDACs and mSin3B [15, 16] , while CK1δ/ε generate circadian time cues by regulating temporal nuclear entry and stability of the inhibitory complex [17, 18] .
The canonical view of circadian rhythms is that they are generated by the molecular clock at the transcriptional level through the transcriptional negative feedback loop [7] . However, recent studies have revealed the generation of rhythms at posttranscriptional levels including RNA processing/stability and posttranslational mechanisms [19] [20] [21] [22] . For example, only 22% of mRNA cycling genes are driven by the oscillating de novo transcriptional activity in mouse liver [19] . This was revealed through RNAlevel analysis of the cistrome and transcriptome, which is relatively straightforward. However, it has been technically challenging to unravel the oscillating proteome and interactome genomewide. Abundance or activity of a protein can be regulated in a circadian manner without oscillations in mRNA levels because the protein can be affected by other oscillating, interacting molecules such as kinases and E3 ligases. The circadian transcriptome is highly enriched for metabolic genes, but some of these genes may not exhibit oscillations at the protein level due to their protein stability [19, 23] . In addition, many genes that do not oscillate at the RNA level may oscillate at the protein or activity level because many proteins in metabolic pathways are regulated by oscillating hormones and metabolites. The main advantage of having a circadian clock is about generating phases of oscillations at the right times of the day to separate non-compatible reactions into different time windows and maximize the efficiency of cellular resources by matching timing between activity of pathways and availability of their target molecules. Therefore, a complete understanding of circadian physiology will be possible only when we will understand how activity phases of clock and their ccgs are established by posttranslational mechanisms.
Discussion
Stability is a major determining factor in setting amplitude and phase of protein and mRNA oscillations which in turn define the robustness of circadian rhythms. Many genes do not oscillate at mRNA levels, even though their transcription is modulated in a circadian manner at the de novo transcription level, because their mRNA is probably too stable [19] . Similarly, the majority of essential clock genes exhibit robust circadian oscillations at mRNA levels, yet the amplitude of their protein rhythms varies dramatically because their half-lives are all different [13, 24] . PER is the clock protein with the highest turnover rate and, in fact, it exhibits the most dramatic oscillations among all clock proteins, even though the mRNA levels for Bmal1 and Cry1 show oscillations as dramatic as that of Per.
Several E3 ubiquitin ligases have been implicated as essential clock components because they regulate the half-lives of the core clock proteins, CLOCK, BMAL1, CRY and PER [24] [25] [26] [27] [28] . For example, in the absence of SCF βTrcp1 and SCF βTrcp2 , two redundant E3 ligases for PER ubiquitination and degradation, the molecular clock stops functioning because the rate-limiting PER does not oscillate anymore [24] . Although numerous studies have demonstrated how the ubiquitin-proteasome system (UPS) can affect the stability of core clock proteins and thus affect clock function, little is known about how the core clock proteins could affect UPS. To my knowledge, the study led by Rizzini et al. [29] is the first case showing that the core clock components regulate UPS at the posttranslational level, thus showing that circadian regulation of E3 ligases at the posttranslational level could play important roles in circadian physiology. Each E3 ligase usually regulates the stability of multiple substrates, and some of them must be precisely regulated because they are at nodal points of critical pathways.
Because the CRY-Cop1 axis is critical for plant physiology and both components are conserved in mammals, Rizzini et al. tested the hypothesis that CRY functionally regulates Cop1 activity in mammals, even in the absence of the CRY-Cop1 physical interaction that is present in plants. The authors first tested if Cop1 is involved in the CRY-regulated glucocorticoid receptor (GR) transcriptional network. Glucocorticoid production and signaling are regulated by the circadian clock at transcriptional and posttranslational levels [30, 31] . The Evans and Lamia groups rigorously demonstrated that CRYs inhibit transcriptional activity of many nuclear receptors (NRs) including GR by direct protein-protein interaction between CRY and NRs [31, 32] . However, Rizzini et al. hypothesized that CRY inhibition of GR signaling could be mediated by the potentially conserved CRY-Cop1 axis. Consistent with the hypothesis, the authors observed that dexamethasone-induced GR signaling was inhibited significantly when CRY is overexpressed or Cop1 is knocked down in a well-established cell culture model (mouse embryonic fibroblasts, or MEFs). CRY inhibition of GR was dependent on Cop1. When Cop1 is knocked down, CRY overexpression did not significantly inhibit transcription of GR downstream genes in either wt or Cry1/2 ko cells suggesting that CRY mediates the inhibition through Cop1 similar to the CRY-Cop1 pathway in plants. Interestingly, not all of dexamethasone-induced GR downstream genes were regulated by CRY-Cop1 pathway. Motif enrichment analysis revealed that the affected genes identified by RNA-seq were highly enriched for AP-1 transcription factor binding sites in their promoters. Because c-Jun forms AP-1 complexes with Fos family members, which inhibits GR-mediated transcription, and c-Jun is a well characterized substrate of Cop1 [3, [33] [34] [35] , the authors proposed that CRY-Cop1 axis is functional in mammalian system and is responsible for transrepression of dexamethasone-induced transcription by GR through the regulation of c-Jun stability. These data can explain why CRYs only affect a subset of GR downstream genes and do not interfere with the GRregulated NF-κB inflammatory gene network. Glucocorticoids affect diverse aspects of physiology through GR activation and are used to repress over-reactive inflammation because they can repress pro-inflammatory genes including NF-κB downstream genes [36] . Lamia et al. [31] showed that CRYs repress dexamethasone-induced activation of Pck-1 transcription (a rate-limiting enzyme in gluconeogenesis), but did not interfere with dexamethasone-repressed inflammatory genes such as Tnfα and Ccl4. Because c-Jun does not regulate NF-κB, the data from Rizzini et al. can explain why CRYs only affect a subset of GR downstream genes, which do not include those regulated by NF-κB. The authors further showed that CRY-Cop1 axis may affect pathways other than GR because other canonical substrates of Cop1, such as Ets-1 and p53 are also stabilized by CRY inhibition of Cop1. They speculated that CRY-Cop1 axis may regulate many other important pathways in diverse tissues. Consistent with this speculation, they showed that the CRY-Cop1 pathway also inhibits Pck-1 transcription induced by glucagon signaling, not by GR, in the liver (Fig. 1 ).
Conclusions
Circadian clocks allow organisms to anticipate daily changes in the environment by generating diverse phases in activity of important signaling pathways. Transcriptome analysis in different tissues indicated that many genes are expressed in a circadian and tissue-specific manner. Temporal phases of these transcripts are widely distributed throughout a 24-h period, suggesting that many signaling pathways have unique temporal phases in a tissue-specific manner. However, temporal transcript phases of some of the oscillating genes may not correlate well with temporal activity of the signaling pathway they control. For example, a maximum CRY inhibition of GRinduced Pck-1 transcription correlates with peak times of CRY proteins, not those of Cry transcripts. Because physiology is ultimately regulated by proteins not by transcripts in most cases, understanding circadian mechanisms at the posttranslational level would give the clearest insights into why temporal regulation of a specific circadian pathway is significant in overall physiology and why it is an advantage to have that unique phase in relation to other pathways. . CRY levels slowly increase and peak during night, which will maximally inhibit Cop1 activity during night. This will allow accumulation of Cop1 substrates. For Pck-1, a rate-limiting enzyme for gluconeogenesis, its transcription will be upregulated during daytime when GR and Glucagon signaling are not highly counteracted by inhibitors such as c-Jun and unknown substrate(s) of Cop1. In contrast, Pck-1 transcription is low during the night because these inhibitors accumulate at their peak levels
