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“Science, my boy, is made up of
mistakes, but they are mistakes
which it is useful to make,
because they lead little by little
to the truth.”.





This thesis describes a new experimental methodology, the Escape Time Elec-
trometry (ETe) approach, developed to measure the effective charge of single
macromolecules in solution. This method is based on the Electrostatic Fluidic
Trap technique [1, 2], previously used to confine the 3D location of nanometer
sized objects in free solution, and relies on simple wide-field fluorescence detec-
tion.
Our single molecule trap is created in a fluid-filled gap between two charged
walls. Nanoscale patterning of one of the surfaces leads to a modulation of the
local electrostatic potential, creating a deep thermodynamic potential well for
a like-charged entity. With ETe we measure the time that a charged molecule
takes to leave the potential well, whose depth is linearly proportional to the ef-
fective charge of the molecule [3]. This technique can be applied to a variety of
macromolecules, ranging from small DNA fragments to highly charged proteins,
and used to measure them at the single-molecule level, in real time.
Different macromolecules can be measured simultaneously and distinguished by
spectrally splitting their fluorescence emission signal [4]; by doing so, minute
differences (< 5%) between species can be easily detected and we can perform
a fast, high throughput, “calibrated measurement”, which requires minimum
characterization of the system parameters.
i
We have further expanded the concept of Single-Molecule Electrometry in order
to obtain a simultaneous measurement of hydrodynamic radius from the same
escape-time trajectory [5]. Finally, tuning the geometry of the trapping cavity,
we have been able to study molecules as small as single dye [6], increasing
the dynamic range of the technique. This, combined with an unprecedentedly
high measurement precision and extremely low amount (pM concentrations)
of molecules required, makes ETe a great new tool for ultrasensitive, rapid
structural studies on biological macromolecules in the fluid phase.
ii
Die Kurzfassung
Die vorliegende Arbeit beschreibt die Fluchtzeitelektrometrie (Escape Time
Electrometry, ETe) – eine neue experimentelle Methode zur Bestimmung der ef-
fektiven Ladung von einzelnen Makromoleku¨len in Lo¨sung. Die Methode basiert
auf der elektrostatischen Fluidfalle [1, 2], die bereits genutzt wurde, um die 3D-
Position von nanometergrossen Objekten in Lo¨sung zu ermitteln, und verwendet
Fluoreszenz als Detektionsmechanismus.
Unsere Einzelmoleku¨lfalle wird in einem flu¨ssigkeitsgefu¨llten Spalt zwischen
zwei geladenen Oberfla¨chen generiert. Das lokale elektrostatische Potential
wird durch Nano-Strukturierung einer dieser Oberfla¨chen so vera¨ndert, dass ein
tiefer thermodynamischer Potentialtopf fu¨r ein gleichgeladenes Objekt geschaf-
fen wird. ETe misst die Zeit, die ein geladenes Moleku¨l braucht, um den Poten-
tialtopf zu verlassen. Die Tiefe des Potentialtopfes – und damit die Verweildauer
in der Falle – ist linear proportional zur effektiven Ladung des Moleku¨ls [3]. Wir
zeigen, dass die Ladung einzelner biologischer Makromoleku¨le (DNA und stark
geladene Proteine) damit in Echtzeit bestimmt werden kann.
Verschiedene Makromoleku¨le ko¨nnen im gleichen Experiment gemessen werden,
indem ihr Fluoreszenzemissionssignal nach Wellenla¨nge gesplittet wird [4]. Auf
diese Weise ko¨nnen kleine Ladungsunterschiede (< 5%) zwischen verschieden
iii
Spezies zuverla¨ssig detektiert werden. Wir nutzen diese Pra¨zision fu¨r eine
schnelle Kalibrierung der Messzelle, die eine minimale Charakterisierung der
Systemparameter erfordert.
Daru¨ber hinaus haben wir das Konzept der Einzelmoleku¨l-Elektrometrie um die
gleichzeitige Messung des hydrodynamischen Radius des gefangenen Moleku¨ls
erweitert [5]. Weiterhin konnten wir durch Anpassung der Fallengeometrie sogar
sehr kleine Objekte wie einzelne organische Farbstoffe einfangen, und den Dy-
namikumfang der Technik damit erho¨hen [6]. Diese Eigenschaften, sowie die
beispiellose Messpra¨zision und der extrem niedrige Probenverbrauch (pikomo-
lare Konzentrationen), machen ETe zu einem vielversprechenden Werkzeug fu¨r
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“Research is what I’m doing
when I don’t know what I’m
doing.”
Wernher von Braun
1.1 Studying Biomolecules in Solution
Studying the properties of biomolecules holds incredible significance in chem-
istry, biology and medicine. Understanding the function and structure of pro-
teins or nucleotide strands has huge practical bioengineering relevance, allowing
us to manipulate soft matter at the nanometer scale with application ranging
from molecular motors [7, 8] and DNA scaffolds [9], to bio-transistors [10]. Bi-
ological entities like proteins are dynamic systems which may undergo large
conformational changes to fulfil their function [11]. For enzymes, for example,
activity and structure are deeply connected [12] and the ability to investigate
their configuration can guide the design of ligand-protein docking process for
drug delivery applications [13].
But what are the important parameters that define a biomolecule? For example
1
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we can study how big the molecule is, what is its shape, its function and under
which conditions it is active. Local parameters such as pH, salt concentration,
temperature or macromolecular crowding can affect the overall response [14].
Another important aspect of macromolecules, focus of this dissertation, is their
charge in solution. Electrostatic interactions play an important role in biochem-
istry [15] and are responsible, for example, for protein solubility, complexes for-
mation, selective ion transport or even crystallization [16]. As a matter of fact,
on average a third of the aminoacids on the surface of a globular protein are
charged [17]. Furthermore, high surface charge can impart increased stability
against aggregation or precipitation: a recent work from Liu and collaborators
has shown that supercharged mutants of Green Fluorescent Protein are char-
acterized by unusual resilience to abrupt temperature changes [18]. Effective
charge (discussed in the next section) and structure of a molecule in solution
are quantities deeply related [19] and, as mentioned above, the 3D structure is
a key parameter for predicting the molecule behaviour [20].
Over the years a number of characterization techniques have been developed to
investigate different aspects of macromolecules. These methods include NMR,
crystallography, spectroscopy, mass-spec and chromatography, to name only a
few. These ensemble-averaging approaches usually necessitate high amounts of
biomolecules (∼ micrograms), a requirement that is often challenging to meet
in the case of samples which are inherently difficult to express or purify (e.g.
hydrophobic membrane proteins or toxic proteins).
At the single molecule level, the challenge is posed by the necessity of “cap-
turing” a molecule for long enough time to perform, at all, a measurement. In
solution, nanometer sized objects undergo fast thermal fluctuations, making it
hard to detect them either optically or electrically (e.g. through a solid state
nanopore [21]). Alternatively, single molecule studies of molecules tethered to
a surface have explored fundamental molecular properties such as kinetics of
protein folding [22, 23], and conformational changes in DNA strands [24, 25].
1.1.1 The Effective Charge of Biomolecules
The structural charge, qstr, of a biomolecule in solution is of trivial calculation,
and corresponds to the sum of all the chargeable groups as a function of pH as
follows:







here Ki is the negative logarithm of the acid dissociation constant, e is the
elementary charge and zi = +1 or −1 indicates the valence of a basic or an
acidic group.
While the building blocks of proteins are neutral, negatively and positively
aminoacids with various pKas, DNA owes its negative charge to phosphates
groups on its backbone, which are very acidic (pKa ∼ 2) and thus fully charged
in physiological conditions. In this case, the number of structural charges simply
correspond to the number of bases, plus any additional phosphate groups at the
5’ ends.
A novel approach to calculating charge in solution, intended as an “interaction
charge”, was recently published by M. Krishnan [19] and includes two distinct
phenomena, namely charge regulation and charge renormalization, which have
been long studied theoretically. Both affect the molecular structural charge in
solution, resulting in a reduced, “effective” charge, qeff.
Charge regulation deals with an alteration of the charged state of a ionizable
group, due to its surrounding in the molecular environment. For a molecule,
immersed in an electrolyte and carrying identical ionizable groups on its surface,
interaction among these solvent-exposed groups leads to a local non-zero sur-
face electrical potential, ψ0. Given constant chemical potential of the protons
throughout the system, for high value of ψ0 the local pH experienced by the
groups will be different from the pH in the bulk, causing a departure of their
degree of ionization, by a factor αr [26]:
αr =
1
1 + 10zi(pH−pK)exp(zieψ0/kBT )
(1.2)
Here kB is Boltzmann’s constants and T is the temperature of the system. This
factor predicts significant regulation for example for compact, densely charged
globular proteins in solution [19].
Charge renormalization, on the other hand, has been extensively modelled for
various shape of charged entities, and deals with the non-linear charge screening
due to the counterions in the surrounding electrolyte [27, 28].
A key length scale for this phenomenon is the Bjerrum length, distance upon
with two charges within a medium of dielectric constant m experience a kBT
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worth of interaction. The Bjerrum length is defined as lB,m = (e
2/4pim0kBT )
and is 7.14 A˚, in water at 25° C. In the case of a long rod of linear constant charge
density, b, (e.g. for DNA) this distance defines the degree of renormalization as
b/lB,m.
It results that qeff, in absence of regulation, is ≈ (b/lB,w)qstr [27, 29], with
corrections for finite-size effects [30].
Double-stranded DNA has a charge spacing b of 1.7 A˚, while for ssDNA b ∼
4 A˚. For infinitely long nucleotide strands, the effective charge of dsDNA is
expected to be roughly a quarter of its structural charge. It is worth noting
that for ssDNA, given that the distance between bases is not clearly defined, a
measurement of effective charge would directly yield the unknown parameter b.
While we have theoretical predictions of qeff, this quantity has long been chal-
lenging to directly determine at the experimental level. Simple approaches like
pH-titration, based to the reversible binding of protons and hydroxyls ions to
the charged groups of the molecule of interest, only give qualitative results [31].
Capillary electrophoresis has also been implemented to measure charge ladders
in solution, but the electrophoretic mobility response is typically at best linear
with effective charge and tends to saturate for higher qeff ranges [32] or even
show a non-monotonic behaviour [33].
Given the limited scope of available experimental techniques, the goal of this
thesis work has been to develop a novel method, capable to directly determine
the effective charge of a molecule in solution with high precision, and on a
single-molecule scale. This quantity, thus far elusive, can yield important in-
formations about the molecule structure. The next section will focus on the
general experimental methodology used.
1.2 Other Trapping Techniques
As mentioned at the beginning of this chapter, single molecule imaging meth-
ods, ranging from super-resolution microscopy to FRET (Fo¨rster resonant en-
ergy transfer) [34], often require immobilization of the molecule of interest to
a substrate, in order to be able to observe it for long enough time. The im-
mobilization scheme used however may introduce unwanted surface artifacts
and some efforts are required in order to minimize interactions of the molecules
with the substrate [35, 36]. To circumvent the need of surface immobilization
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altogether, and to be able to study molecule in their free-solution state, alter-
native approaches involving single molecule trapping have been developed over
the years. To this end, in most cases an external field – e.g. optical [37, 38],
electrical [39, 40], hydrodynamic [41] or thermophoretic [42] – is applied in order
to confine the location of a nanometer sized object in solution. Importantly, the
trapped object is still free to undergo thermal fluctuations. As well as imag-
ing, the trapping principle has been also combined with electrical detection, for
example in the context of nanopores [43, 44] or optical antennas [45].
1.3 The Electrostatic Fluidic Trap
Trapping techniques based on polarizability dependent external-field suffer from
an unfavourable a3 scaling of trap depth [46], where a is the size of the object,
and thus often limit their range of applicability. It has also been reported that
high external fields can be disruptive for small biological molecules [47]. Further-
more, feed-back based techniques [40] heavily relies on the ability to image and
track the object of interest, often challenging for fast diffusing nanometer-sized
entities.
The Electrostatic Fluidic Trap principle, first shown by Krishnan and collabora-
tors [1, 2], relies of the electrostatic potential that naturally developes between
two parallel plates in contact with aqueous solution, without any further field
applied. The strength of the trap, in this case, depends weakly on the size of the
object, while it scales strongly with the molecule effective charge – our measur-
able of interest. Recently we have applied it to molecule of charge magnitude
ranging from 1 to 100e and size as small as a single fluorophore [6].
In our case, the electrostatic potential is due to the charging of two SiO2 surfaces
in contact with aqueous solution, which occurs via ionization/dissociation of the
surface groups [48]. Recently, the same trapping concept has been also imple-
mented with different surface coatings, such as negatively charged polymers [49]
and cationic polyelectrolytes [50].
In order to maintain electroneutrality in the system, the surface charge is bal-
anced in the solution by equal amount of counterions of opposite charge, par-
tially absorbed to the surface in the so called Stern Layer, partially forming the
diffuse electrical double-layer.
The distribution of counterions of valence z at any coordinate x is arranged
according to the Boltzmann formulation:
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Figure 1.1: (a) Electrostatic potential, ψ calculation in the trapping nanostruc-
ture (cross-sectional view). The geometry is axis-symmetric. Solid grey indicates
the charged silica surfaces. ψm,r is the midplane potential at any radial coordinate,
r =
√
x2 + y2. (b) Electrostatic full PB calculation across the red dashed line in (a)
in the half-slit space are compared with the analytical linearized form of Eqn.1.8 (solid
blue line), using an effective surface potential ψs. A charged object sampling the slit is
typically confined within a middle region of extent ∼ 1−2κ−1 [6], where the linearized
and full PB expression are in excellent agreement.
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n = n0exp(−zeψ/kBT ) (1.3)
Where ψ is the electrostatic potential and n0 is the number density of molecules
at the surface.
Combining Eqn.1.3 with the following Poisson Equation for the net excess charge
density ρ at any coordinate x:
ρ = zen = −0(d2ψ/dx2) (1.4)
we obtain the Poisson-Boltzmann (PB) equation in 1D,
d2ψ/dx2 = −(zen0/0)exp(−zeψ/kBT ) (1.5)
where  is the dielectric constant of the medium and 0 the dielectric constant
of vacuum.
This expression can be generalized for any aqueous electrolyte containing dif-
ferent types of ions i of valency zi, as long as the total ionic number density at
any point x is taken in account as
∑
nxi [48].




Where κ is the inverse Debye length. κ−1 =
√
w0kBT/2cNAe2 is typically 10-
30 nm in our work. NA is Avogadro’s number, w = 78.5 the dielectric constant
of water and c is the bulk salt concentration in the experiment, expressed in
moles per liter.
For potential lower than 25 mV, PB is well approximated by the linearized
Debye-Hu¨ckel expression:
∇2ψ = κ2ψ (1.7)
Furthermore, in the case of flat surfaces, the electrostatic potential in 1D can
be approximated by ψ = ψsexp(−κx).
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We essentially exploit the electrostatic potential described so far as follows: if a
– negatively – charged object is placed between two close – negatively – charged
surfaces of gap 2h, it will be repelled by both surfaces and experience a poten-
tial minimum at the half slit, h, resulting in a confinement in that dimension.
By creating a local indentation (the pocket) of depth, d, and radius, R, the
electrostatic potential is modulated also in the (x, y) plane, creating effectively
a thermodynamic potential well (Fig. 1.1a), which confines the position of the
test object in 3D.
The electrostatic potential in z (Fig. 1.1a) far away from the charged surfaces
at any radial location in the slit, can be approximated by two overlapping ex-
ponentially decaying functions [51]:
ψr(z) = ψs[exp(−κz) + exp(−κ(2h− z)] (1.8)
Figure 1.1b compares the result of a finite-element calculation of the potential
from Eqn.1.6 with the linearized version of Eqn.1.8. The single pK charge
regulation model for silica [52], with pK = 9.5 and chargeable group density
Γ = 8e/nm2 (see Chapter 2.2.3), corresponds to an effective surface potential
ψs = 2.8kBT .
The midplane potential ψm represents the electrostatic barrier per unit of charge
and according to Eqn.1.8 is espressed by:
ψm = 2ψsexp(−κh) (1.9)
assuming that the potential minimum in the pocket region is zero. The midplane
potential can be tuned by means of κh in order to increase the trap depth [3].
The total electrostatic free-energy for a molecule of charge qeff is thus given by
qeffψm [19].
1.3.1 First Steps Toward Trapping and Studying a Small
Molecule: Quantum Dots
The initial aim of this PhD project has been to use the Electrostatic Fluidic
Trap technique – previously applied to nanoparticles of ∼ 20 nm in size and
lipid vesicles [1, 2] – for studying smaller and lesser charged molecules. As a
first step, we optimized the experimental conditions. We have increased the
midplane potential by working in a regime of κh ∼ 4 and using a high pH
buffer, suited for biomolecules (1 mM Tris, pH ∼ 8.8), which also results in
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Figure 1.2: (a) The panel depict the (x, y) coordinates of 14 Quantum Dots trapped
for 24 hours and monitored once every minute. The individual scatterplots are over-
layed over an Scanning Electron Microscopy (SEM) image of the patterned surface.
(b) The bottom left scatterplot in (a) is presented together with the normalized ra-
dial position probability distribution, Pn(r) of the particle. (c) The plot presents the
fluorescence intensity fluctuations of a trapped Quantum Dot over time, in a separate
experiment in which we imaged the particle with higher time resolution. The blinking
behaviour observed is typical of a single emitter [56].
a higher surface charge for the SiO2 nanoslit walls, whose pKa is estimated as
∼ 7.5−9.5 [53, 54, 55]. We patterned nanoslits of 5-20 µm in width with circular
indentation of R = 150−300 nm and d = 100−300 nm, creating pocket lattices
of regular pitch λ ≈ 1−2 µm. In order to achieve the desired low κh conditions,
we mostly worked with channel heights, 2h ∼ 70 nm. By doing so, we have been
able to stably trap biomolecules ranging from small DNA fragments, proteins
and even individual fluorophores carrying down to a single charge.
Our first result of stable trapping of a small, weakly charged objects was achieved
studying Fluorescent Nanocrystal (Trilite Cytodiagnostic, emission = 575 nm)
which are ∼ 6 nm in diameter and are functionalized with approximately 25
carboxylic acid group per particle, thus reminiscing in both size and charge of a
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small protein. In particular, we have managed to trap and track the position of
few trapped Quantum Dots over the course of 24 hours (Fig.1.2). Achieved this
first milestone, we have focused our efforts to develop a new method to precisely
measure the effective charge of trapped entities.
Charge measurement of passively trapped nanoparticles was shown by Mojarad
and Krishnan in previous work [2]. This experimental approach relied on 3D
tracking of confined gold nanospheres in order to infer the trap stiffness k ∝ qeff.
However, the relationship between measured stiffness and effective charge, which
is linear and tend to saturate for high qeff, only offers limited precision and hinges
on careful localization of the object. In the case of weak emitters with limited
photon budget, such as fluorescently labelled biomolecules, tracking cannot be
achieved with the required nanometer precision for an extended period of time.
Our recently developed Escape-Time Electrometry (ETe) approach sidesteps
the need of tracking and uses a telegraphic “on-off” approach (see Chapter 4)
which works for Signal-to-Noise Ratio (SNR) down to ∼ 3. Importantly, with
ETe we measure a quantity, the escape time tesc, which depends exponentially
on the molecule charge, yielding unprecedented precision and capability of dis-
tinguishing minute differences between molecular species.
1.4 The Escape-Time Electrometry Approach
In brief, the ETe approach consists in measuring the time that a charged
molecule takes to leave our geometry-induced thermodynamic potential, once
first captured: this is the so-called escape-time, tesc.
A molecule undergoing Brownian motion will reside in a trap of depth W for a
time, tesc, given by Kramers’ analytical expression [57]:
tesc = trexp(W/kBT ) (1.10)
where tr is the position relaxation time of the molecule, a quantity that depends
on the diffusion coefficient, D = kBT/6piηrH, of the molecule and the geometry
of the trapping lattice. Here rH is the molecule hydrodynamic radius and η is
the viscosity of the medium. In essence, this quantity roughly represents the
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Figure 1.3: Figure adapted from Ref.[3] (a) Escape time probability distribution
P (∆t), where ∆t is the duration of an escape event, obtained monitoring an electro-
static landscape of traps. The inset shows a schematic of the trapping device. The
molecules, which carry two fluorophores, give a high fluorescence signal when confined
within a trap. The free energy minimum profile is indicated by a black dashed line.
(b) tesc is readily converted into a measurement of effective charge, qm.
time a particle would take to diffuse across a distance corresponding to the
width of the well, in absence of any thermodynamic potential.
In turn the well depth W is function of the molecule effective charge as follows:
W = qeffψm + f (1.11)
Here ψm is the electrostatic potential minimum in the slit, described above, and
f is the contribution to the well depth due to the spatial fluctuations in z of
the molecule, which is mostly entropic in origin. This quantity can be tuned by
varying the physical depth of the trapping nanostructure [6] and it’s typically
∼ 30% of the total well depth.
A fluorescently-labelled molecule or radius ∼ 5 nm, monitored with wide-field
microscopy (see Chapter 3), will spread its signal over an area of a ∼ 4 µm2
during an observation time of a few milliseconds, when freely diffusing: in these
case, its signal is likely be lost in the background [5]. On the other hand, when
the molecule gets captured in any of the traps in the lattice, its intensity is
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confined within a much tighter area, comparable with the Point Spread Func-
tion (PSF) size of the imaging system, giving rise to an higher signal within a
Region-Of-Interest (ROI) centered around the occupied pocket (see Details in
Chapter 4). When the molecule escapes due to thermal fluctuations, returning
in the “field-free” area or getting captured in a neighbouring trap, the inten-
sity within the ROI decreases again. The duration of the intensity bursts thus
correspond to the duration of the trapping events, or hops, which follow an
exponentially decaying probability distribution and can be averaged to obtain
the mean escape-time tesc (Fig. 1.3a).
The measured timescale is then converted into a measured welldepth – and thus
qeff – by means of a Brownian Dynamics simulation (Fig.1.3b). It is worth point-
ing out that the exponential relationship between escape time and charge allows
unprecedented precision in the determination of qeff. To give a rough estimate,
for a modest number of event N = 100, the expected error on qeff is lower than
2% [3] (See Section 3.3 for details). It is clear however that accurate determina-
tion of this quantity depends on the knowledge of the midplane potential, ψm
(Eqn. 1.11), since they affect the measured W in a multiplicative fashion. In
turn this quantity, expressed by Eqn.1.9, is function of the salt concentration
(κ ∝ √c), and channel height (2h) as well as the SiO2 surface potential (ψs).
All these parameters can be accurately measured or estimated, as illustrated in
the next Chapter.
1.5 Dissertation Outline
Chapter 2 describes how we fabricate the nanofluidic trapping device and
thoroughly characterize it.
Chapter 3 illustrates our simple optical setup and describes the experimental
protocol of an ETe experiment.
Chapter 4 shows our data analysis procedure and the key features that need to
be captured by a Brownian Dynamics simulation in order to correctly convert
the experimental tesc into a measured charge value.
Chapter 5 introduces the our first published application of ETe, the paper
Single-molecule electrometry [3], in which we measure the effective charge of a
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variety of molecules, distinguish between charge mutants of a small protein and
monitor the charge of a single molecule in real-time.
In Chapter 6 we introduce the concept of Spectrally resolved single-molecule
electrometry [4]. With the aid of a second excitation wavelength, we can image
and measure at the same time two populations of molecules, each labelled with
a different dye. This allow us to perform a “calibrated” experiment, in which
one molecule – of known charge – is used as standard, circumventing the need
of knowing the midplane potential and substantially improving the accuracy of
the method.
Chapter 7 expands on the concept of configurational entropy in the trap,
effectively captured by the quantity f in Eqn.1.11. By increasing this quantity,
by means of effectively making the trapping nanostructure geometrically deeper,
we are able to trap a small singly charged molecule and to improve the dynamic
range of the method, as described in our recently published work ”Entropic
trapping of a singly charged molecule in solution”.
Chapter 8 introduces the finding of our paper ”Lattice diffusion of a single
molecule in solution” [5]. Here we explain how, by expanding the concept of
single-molecule ETe, we can look at a single molecular trajectory determine not
only charge, but also the hydrodynamic radius of the object.
Finally Chapter 9 describes future potential applications of ETe.
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2
Device Fabrication and Characterization
“In One Dimensions, did not a
moving Point produce a Line
with two terminal points? In two
Dimensions, did not a moving
Line produce a Square with four
terminal points? In Three
Dimensions, did not a moving
Square produce - did not the eyes
of mine behold it - that blessed
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Figure 2.1: Fabrication flowchart: the 4 panels represent the main stages of fab-
rication, described in details in the main text. We typically pattern substrates of
20x20mm in size. Each substrate gives approximately 20 individual ETe devices.
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2.1 Fabrication of Microfluidic Devices
The fabrication process of the ETe devices used for trapping and studying single
molecules is based on standard silicon nanofabrication techniques. The protocol
flowchart, depicted in Fig. 2.1, is described below (for further details see also
Appendix).
 1. The starting point is a silicon wafer with 400 nm of thermal oxide.
The wafer is covered by a Chrome layer 40 nm thick, deposited using
an Electron Beam Evaporator.
2. The wafer is covered by the positive resist AZ1505, span to a thickness
of approximately 300 nm and patterned with DUV lithography in
order to define the nanoslits.
3. The exposed area of the Chrome Layer are then etched using chemical
Chrome Etch. The Chrome acts as a hard mask so that the under-
lying silicon oxide can be etched using Reactive Ion Etching (RIE)
during Step 13. The channels typically have a width, wc, ranging
from 5 to 20µm, alternating with supporting walls of the same width.
4. The residual resist is removed from the substrate.
Figure 2.2: Design of lattice of trapping nanostructures pockets for E-beam lithog-
raphy. The circular features, in green, will be etched in the silica substrate.
In order to avoid collapsing of the nanoslits (discussed later in Section 2.2.1)
as well as facilitating the entry of the molecules in the bonded device (see
Chapter 3), we create a deeper region along the sides of each device, that
we refer to as the “Step Region” (Fig. 2.4).
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 5. The substrate is span with the negative resist AZ2020, to a thickness
of approximately 2µm.
6. This resist protects the middle ∼ 600 µm of the devices (later pat-
terned with trapping nanostructures).
7. The exposed area of the slits is etched with RIE to a depth, 2hs of
∼ 250 nm in order to create a the Step Region.
8. The residual resist is cleaned off.
The cleaned substrate is now ready to be patterned with nanostructures,
typically of circular shape.
 9. The substrate is span with a resist suitable for Electron Beam Lithog-
raphy (E-beam), namely PMMA 950K diluted 1:1 in Ethyl Lactate.
The thickness of the span resist is ∼ 100 nm.
10. Circular pockets of typical radius, R = 150−300 nm are patterned in
a regular arrangement in the middle area of the device with E-beam.
We typically pattern an area of 300 x100 µm, with ∼ 2000 pockets
per device.
11. After developing the resist, the substrate is etched in the RIE to
define the pocket depth, d.
12. The substrate is stripped of any residual resist.
13. Final the channel depth of the middle region, 2h is defined with a fur-
ther RIE etch. The Chrome layer, patterned previously, protects the
area in between channels, which acts as supporting walls (Fig. 2.4).
 14. The Chrome layer is removed, and the substrate is ready to be diced
in individual devices of typical size 6x2.2mm. Each device is anodi-
cally bonded to a small glass substrate. During bonding, the device
is placed on a hotplate at 350°C and 1400 V are applied between the
glass and the Si- SiO2 device for 3 minutes. The combination of high
voltage and heat creates a covalent bond at the interface.
The high electrical field created in the nanoslits during bonding can be strong
enough to pull the glass, made more fluid by the high temperature, and for the
nanostructure to collapse (see Section 2.2.1).
Figure 2.3 shows the dimensions of a bonded device.
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Figure 2.3: (a) Schematic of a bonded device. (b) The cross-section view shows the
typical channel width (5 µm). The middle region of the device, which is patterned
with circular indentations, is shallower than the “Step Region”.
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Figure 2.4: The 3D schematic presents a small section of a bonded device, in which
the main geometrical parameters are indicated. The inset indicates the important
features of the circular indentations, such as the radius R, the pocket depth d, and the




Figure 2.5: (a) A profilometer scan of the channels. (b) The underlying noise is fit to
a sinusoidal shape and subtracted from the trace. The channel height, 2h, is defined
as the average distance from the top of the walls to the channels bottom.
Before bonding, every devices is mapped using a Profilometer (Dektak Pro-
filometer, Bruker) in order to precisely determine the average channel height,
2h, in the region patterned with pockets. We usually scan a 300x100 µm area,
with 20 scan lines and at a scanning speed of 5µm/s. As discussed in Chap-
ter 3, the channel height variability is the dominant source of error in an ETe
measurement. Each scan line is then analyzed separately.
Figure 2.5 shows a representative profilometer scan. The underlying noise is
most probably an artifact due to how the sample is mounted in the instrument,
rather than to a real etch heterogeneity. To eliminate this noise, every scan is
fit to a sinusoidal function and baseline-subtracted: 2h is then defined as the
average difference in height from the bottom and the top of a given channel (see
Figure 2.5b), averaged over all channels and scans. We find that the typical
height Standard Deviation, S.D., is 1-2% of the total height, which corresponds
to 1 nm for 2h = 70 nm, typical in our experiments.
This value however probably overestimates the real height variability across a
given device, which is supposedly much smaller when using an RIE etch [4]
and is estimated to be roughly ∼ 0.3 nm across a millimeter-sized substrate.
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Figure 2.6: Schematic of the bonding configuration. A voltage V is applied across
the device, developing an Electric Field at the gap, V/2h, which combined with high
temperature can induce sag or complete collapse of the glass substrate.
In fact, we register the same height variability even when simply repeating a
profilometer scan multiple times over the same channel: this indicates that
the recorded heterogeneity is mostly due to an instrumental imprecision, which
defines how accurately we can know the channel height in an absolute sense.
Even though we are able to determine the channel height before bonding with
nanometer precision, it is not clear whether the same gap height will be main-
tained upon bonding. In fact, the use of high temperature, combined with the
high electric field which develops at the interface, are known to create either
sag or complete collapse of the glass substrate [58].
Some efforts have been dedicated to being able to create narrow gaps (< 100 nm)
for nanofluidics application [59]. It has been previously shown that the expected
degree of collapse for an anodically bonded slit is function of its width, height,
and the electrical field developed at the gap, as well as the dimension of the
supporting walls [60] (Fig. 2.6).
We have ourselves investigated this effect by comparing the slit height measured
with profilometer before bonding, with a direct observation of the gap – after
bonding – via cleavage of the device. By doing so, we could study the channels
cross-section in SEM, as depicted in Figure 2.7. As a first step, we indented the
bonded devices with a diamond scriber and then proceeded to separate the two
halves with a blade, applying pressure through the middle. We then sputter-
coated the two halves of the device with Au/Pd for enhancing contrast in SEM.
By varying temperature, voltage and duration of the bonding, we observed the
effects on channel of different widths (wc = 5-100 µm).
We have found that bonding for relatively short times (3 min), under fairly low
temperature (350° C) and high voltage (1400 V), gives the most reproducible
results. Channels of wc = 100µm always appear fully collapsed for 2h = 200 nm
under these bonding conditions. 20 µm channels appear slightly sagged, while
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Figure 2.7: (a) A home-made cleaving apparatus is used to break the devices in
half, perpendicular to the channel direction, after bonding. A blade is connected to
a metallic arm that can be used in order to impart enough force to break the chip
(highlighted in light blue) cantilevered between two metallic slides, across the breakage
line (dashed white line). (b) The two halves of the device are then sputter-coated
with Au/Pd to enhance contrast in SEM. We can directly image the cross-section
of the channels and compare the gap, 2h, with the value obtained by profilometer
measurements. (c) The table summarizes a few representative results, showing that
the channel height is not affected by the bonding procedure for wc = 5 µm and gaps
2h > 65 nm.
Chapter 2. Device Fabrication and Characterization 24
Figure 2.8: An SEM image of the cross section of a 10 µm semi-collapsed channel.
The profilometer measured height was 73±1nm. The middle of the slit is clearly
narrower than the left edge.
Figure 2.9: An SEM image of the cross section of a 5µm partially collapsed chan-
nel. The cross-section of two trapping nanostructure is also visible. The profilometer
measured height was 55±1nm in this case. Clearly the whole structure has sagged,
particularly in the center.
10 µm slits typically survive. For shallower channel heights, close to our range of
interest (∼ 70-80 nm), even 10 µm channels show signs of severe sag (Fig. 2.8).
Finally we have found that narrower channels of 5 µm in width can withstand
the bonding procedure without any sign of collapse for a large range of height
(65 nm and above), as shown in Fig. 2.7c and Fig. 2.11, and were in fact used
for vast majority of our ETe experiments. For narrower gaps, even 5 micron
channels tend to collapse as shown in Fig. 2.9.
We found that the presence of sag and collapse can be also assessed by fluores-
cence imaging with our wide-field microscopy setup. When exciting the area of
the devices with a 532 nm laser, we find high fluorescence in the wall region,
bonded to the glass. This fluorescence is broad, red-shifted, and partially over-
laps with the fluorescence of the dye used to label our macromolecules (ATTO
532). In the channels, instead, usually the auto-fluorescence signal is weak and
can be attenuated using a short pass filter, cutting emission above 694 nm (de-
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tails about the fluorescence setup can be found in Chapter 3. This ensures high
SNR (∼ 10) for double-labelled fluorescent molecules trapped in the patterned
slits.
Interestingly, in the case of severe sag, the auto-fluorescence in the channel
region dramatically increases, as shown in Figure 2.10b. Here the spurious
signal from the device is high and uniform across both channel and wall regions
– so much so that the position of the pockets, etched deeper, is clearly visible.
Figure 2.11 summarizes the regime of slit height in which 5 micron channels
have been studied, and survive bonding. The sag behaviour limits, for now,
the range of midplane potentials that can be explored reproducibly in a ETe
measurement, as discussed later in Section 5.3.
2.2.2 Trapping Nanostructures
The shape of the pockets patterned with E-beam (Fig. 2.12) is characterized
via both Atomic Force Microscopy (AFM)(Fig. 2.13) and direct imaging of
both the top view and cross-section in SEM (Fig. 2.14). We have found both
shape and depth of the pockets to be very homogeneous across the patterned
area (Fig. 2.12b).
From the SEM cross-sectional view (Fig. 2.14a, bottom panel) it is clear that
pockets have a slightly tapered shape, as previously reported in literature for
similar etching recipe [61]. In order to obtain a straighter etch, we have veri-
fied that the usage of Argon gas, as well as CHF3, is a good etching strategy
(Fig. 2.14b). In this case, however, it is necessary to use a thicker resist layer;
for example non diluted PMMA gives a 4-fold increase in thickness. The selec-
tivity of the RIE etch in the case of CHF3 alone is 1.5:1 for SiO2:PMMA, while
is about 1:1 when including Argon.
Finally, looking closely at the cross-section of a pocket etched without Argon,
we also noted a slight micro-trenching, as reported in literature for etching of
small cavities with chlorine gas [62]. This phenomenon, due to reflection of ions
by the sides of the patterned cavity, creates a slightly deeper etch (by ∼6% in
our case) at the very edges, as shown in Fig. 2.15.
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Figure 2.10: (a) Fluorescence image recorded with an Electron Multiplying CCD
Camera, under 532 nm laser excitation, of a representative nanoslit during an ETe
experiment. Under typical illumination conditions – laser power 0.5kW/cm2, detector
exposure time = 5ms – the background in the channel is usually low: if we examine
an area of 15x15 pixels (corresponding to roughly 2x2 µm in our field of view, square
“A”), we record on average 100±40 counts. In the region of the silica walls, bonded to
glass, we always record high auto-fluorescence, of spectrum mostly overlapping with
the emission of the fluorophore used to label the molecules. The intensity in the this
region (“B”), is 700±150. The same area, centered on a trapped molecule (“C”), gives
400±100 counts, ensuring a Signal-to-Noise Ratio ∼ 10. In this frame we clearly see 4
trapped molecules. (b) A fluorescence image, under the same illumination conditions
as (a), of a sagged channel, of nominal height 55 nm. In this height range, even
5 µm channels cannot withstand the bonding procedure, and the collapsing behaviour
results in high background, ∼ 600 counts, everywhere.
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Figure 2.11: The plot summarizes the sag behaviour for slits of wc = 5µm, by com-
parison of their height before bonding – via profilometer characterization – and after
bonding, imaging their cross-section in SEM. The green dashed line indicates identity.
For 2h > 65 nm the channels withstand bonding without any sign of deformation,
while narrower gaps tend to collapse.
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Figure 2.12: (a) E-beam lithography design. The array of circular indentations to be
patterned onto the SiO2 wafer are arranged in a regular zig-zag pattern to maximize
space within a 5 µm channel. (b) The resulting array, after RIE etching, imaged with
SEM. Scale bar is 1 µm. (c) Once occupied by a fluorescent molecules, the intensity of
the lattice – observed via wide-field microscopy – reveals the location of the pockets.
Monitoring the intensity fluctuations within a given ROI centered on a trap allow us
to study tesc, as described in Chapter 3.
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Figure 2.13: (a) Atomic Force Microscopy (AFM) scan of a trapping nanostructure
of R = 400 nm. The z-profile is depicted in the bottom panel. (b) 3D view of the
half-structure.
Figure 2.14: (a) Top-view (top panel) and cross-sectional view (bottom panel) of a
pocket etched in SiO2 using CHF3 gases. The profile appears tapered in this case. The
bottom of a pocket of d = 330 nm is almost 200 nm narrower in diameter, compared
to the mouth of the aperture. This correspond to a taper of ∼ 66% (cone angle ∼
35°).(b) The addition of Argon gas during the etching process gives straighter edges
and reduces tapering. The top and bottom diameter of the indentation are comparable.
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Figure 2.15: SEM image of half of the cross-section of a circular nanostructure of
d = 150 nm and R = 300 nm, etched with CHF3. Microtrenching effect gives a deeper
etch at the edges of the structure, by ∼10 nm.
It’s worth pointing out that this peculiar shape might explain the skewed radial
position probability distribution, P (r), of a large trapped nanoparticle sampling
a similar nanostructure reported in Ref.[1]. In this work, instead of a smooth
sigmoidal distribution – expected given the shape of the underlying potential –
the probability maximum was found shifted toward the edge, approximately 50
nm away from the physical boundary of the pocket. This is in fact roughly where
we also observe the deeper point of the pocket cross-section, due to the combined
effect of tapering and microtrenching during the etch process. However it is also
possible that the effect arises from imaging conditions [63] or other unknown
effects.
2.2.3 Surface potential
After we have characterized all the geometrical parameters of an ETe device,
we need to evaluate the response of the SiO2 walls in our system to estimate an
effective surface potential, ψs, needed as input of Eqn.1.9.
To do so, we have used the classical single pK Charge Regulation Model, de-
veloped by Behrens and Grier [52]. This model, which describes the oxide
behaviour with salt concentration and pH, has been previously applied to sil-
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ica particles measurement [64] and nanoslits systems similar to ours [53]. The
surface charge of silica originates from the de-protonation of silanol groups ac-
cording to:
SiOH↔ SiO− + H+ (2.1)
The single pK model for the wall surface potential, ψw describes the dissociation
of the silanol groups using a constant, pK, and discarding the contribution of











(pK − pH) (2.2)
where Γ is the density of chargeable groups and σ the surface charge density.
In the case of an isolated surface, where no double layer overlap occurs, the








Solving Eqn.2.2 and Eqn.2.3 gives σ and ψw. The linearized PB equation in
this case yields the simplified expression σ = κψw [65].
In our system, where κ−1 ≈ h and double layer overlap occurs, no analytical
solution is available and we solve the non-linear PB equation (Eqn.1.6) numer-







In our calculations, we initially assumed Γ = 8e/nm2 and pK = 7.5, resulting
in a surface charge density of ∼ 0.3e/nm2 and an “effective” linearized surface
potential ψs = 3.7kBT at pH = 8.8 and 1 mM salt [3].
In order to obtain an experimental estimate of σ, we have measured conduc-
tance of two aqueous solutions in our devices at different pH values (see Figure
2.16). In the case of low salt concentration (∼ mM) and for small gaps, the
number of mobile counterions – that effectively balance the surface charge of
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the slit – dominates over the bulk ion contribution. Therefore when we apply
a voltage, these counterions are responsible for the measured current. The I-V
measurement can then be used to estimate the surface charge density of the
nanoslit wall, given that the conductance scales as ≈ σµiwc(1 + 40kBTeµiη ), where
µi the ions mobility [66].
Figure 2.16: I-V curve measurement of the nanoslits of an ETe device. The slope car-
ries information on the conductance of each channel. The experiment was performed
filling the device with 2 solutions, of different pH and salt concentrations. The applied
voltage across the slits was increased from 5 to 30 Volts in steps of 5V. 3 repetitions
were performed for of each measurement point, here indicated by different symbols.
Black symbols represent measurement of high pH, Tris buffer (pH = 8.4), while grey
symbols indicate measurement performed with water at pH = 6.2. The measured
conductance values are in good agreement with the results previously reported from
Stein et al. [66]
In order to perform this measurement, we have inverted the typical configu-
ration of the device, patterning the glass substrate instead of the silica wafer,
33 2.2. Characterization
in order to avoid contact of the water with the highly conductive silicon layer
on the back (Figure 2.16). We have applied an increasing voltage (5 to 30 V)
across 75 nanochannels of 2.2 mm in length and 20 µm in width and measured
a current at each point, inferring the conductance from the slope of the fitted
line according to Ohm’s law. The conductance per nanoslit is obtained scaling
the measurement by the number of slits. We have found good agreement with
the measurements published by Stein et al. [66], who have reported a value
of conductance of ∼40E-12S/nanoslit for an aqueous solution at pH ∼ 8 and
corresponding to the aforementioned value of σ ∼ 0.3e/nm2.
Conductance measurements on the other hand might not provide an accurate
enough description of surface charge. The applied voltage may induce accu-
mulation or depletion of ions at the channel inlets, creating a concentration
gradient and hence transient or non-linear responses of the measured currents
[67]. Moreover the analytical description of conductance above, treats the ions
as point charges, discarding other complicating effects due for example to the
finite ions size, which would alter the nominal ion mobility [68].
Furthermore a recent work which involved direct optical measurement of the pK
of a glass capillary [54], has shown a broad distribution of pK within a fairly
small area of the substrate (∼ 100 µm) and suggested that sample preparation
might have a strong impact on the result.
In order to precisely characterize the surface potential in an ETe experiment
in equilibrium, we have used a molecule of known effective charge as “calibra-
tor” and directly measured the midplane potential [5, 4]. This experimental
approach has actually suggested an higher SiO2 pK = 9.5, corresponding to a
surface potential ψs = 2.8kBT . We note however that, since we are not able
to independently measure Γ and pK, it is possible that other combinations of
these two parameters yield the same value of surface potential.
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3
Optical Setup and Experimental Protocols
“Life isn’t black and white. It’s a




The Optical Setup used to perform ETe measurement is a simple home-build
wide-field fluorescence microscope. Figure 3.1 illustrates the setup. The laser
source used is a diode-pumped solid-state (DPSS) laser from Pusch OptoTech
GmbH. We purchased Achromatic Lenses and Silver Mirrors from Thorlabs.
We used an high Numerical Aperture (NA = 1.32) Objective from Leitz (Leitz
Wetzlar PL Fluator), with 100X Magnification. The beam was expanded 5
times, before being focused on the back-focal aperture of the objective by the
Wide-Field lens (focal length = 25 cm) upon reflection by a Dichroic Mirror
(F38-532, AHF). The emission was then band-passed by a combination of Long
Pass (F76-534, AHF) and Short Pass filters (FF01-694/SP-25, Semrock) – the
latter used to reduce red auto-fluorescence arising from the silicon oxide sub-
strate – and then focused on the Electron Multiplying CCD Camera (EMCCD,
35
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Figure 3.1: Schematic of the wide-field fluorescence setup used for electrometry
measurements. We have a single wavelength (532nm) to excite the molecules – here
depicted in orange – typically carrying two ATTO 532 dyes. The setup was later
modified to incorporate a second laser source (488 nm), as described in Chapter 6.
Ixon Ultra, Andor) with a lens of 50 cm focal length. The obtained pixel size
on the detector was ∼ 120 nm, close to the size of the PSF of the system [69],
illuminating a field of view of approximately 20 by 20µm. We typically use a
laser power of 0.5kW/cm2 and camera exposure times of 5-10 ms, with a EM
gain = 150.
3.2 Experimental Procedures
3.2.1 Biomolecules Purification and Labeling
We have used ETe to measure a variety of biomolecules, including DNA frag-
ments and proteins (Figure 3.2). The ssDNA strands were purchased already
labelled and purified via high-pressure liquid chromatography from either Mi-
crosynth AG, or IBA-lifescience. We annealed the complementary strands to
form dsDNA in a buffer of 10 mM Tris pH 7.5, 5 mM MgCl2 and 50 mM NaCl,
heated at 95°C for 3 minutes and cooled down to room-temperature. The DNA
purity was verified with Native Polyacrylamide gel electrophoresis (PAGE)(see
also Chapter 6 and Ref.[4]). All molecules were stored in water at -20°C. For long
storage, stock solutions were kept either lyophilized or dissolved in annealing
buffer.
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Figure 3.2: PyMol Surface representation of the molecules used, adapted from
Ref.[3]. Negatively charged aminoacids are colored in red, positively charged in blue.
The intrinsically disordered protein (IDP) ProTα [70] (Fig. 3.2) was mutated
with site-directed mutagenesis, according to the Protocol in Ref.[71] to produce
the E59K mutant [3], carrying a Lysine (K) residue instead of a Glutamate
(E) on position 59. This created a difference of +2e in the structural charge
of the mutant (see Supporting Information of Ref.[3] for further details). We
also generated a second mutant, E59KE60K, carrying a similar mutation on the
next Glutamate (∆qstr = −4e)
These proteins were labelled at the two cysteine residues with either ATTO 532
(ATTO-TEC GmbH, qstr = -1e), Cy3B (Lumiprobe, qstr = 0e) or Alexa 546
(Thermo Fisher Scientific, qstr = −2e).
The intrinsically disordered Starmaker-like protein (Stm-l) was generously gifted
to us from Prof. Andrzej Oz˙yhar [72]. Stock solutions of both IDPs were stored
in 10 mM Tris (pH 7.5). The globular protein β-glucuronidase (Gusβ) was
purchased from Sigma Aldrich and purified with Size Exclusion Chromatogra-
phy (column: Superdex200 10/300, GE Healthcare) and labelled at the exposed
cysteine residues with an average of ∼ 2 ATTO 532 dyes per molecule. The
molecule, prone to aggregation, was kept in a buffer of 100 mM NaCl, 150 mM
Tris and 2-fold excess of 2-Mercaptoethanol and dissolved in measuring buffer
only shortly before each experiment.
All proteins were stored at -80°C.
3.2.2 ETe: from Escape Time to Effective Charge
Once the nanofluidic devices are ready (Chapter 2), an ETe measurement re-
quires little further preparation. The bonded devices are prepared applying
hydrophobic ink (Super PAP Pen, Cat. no. 24230-1 from Polysciences) along
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Figure 3.3: Schematic of the experimental procedure. (a) Hydrophobic ink is applied
along the edges of the silica chip and a reservoir ring is used to enclose the aqueous
buffer. (b) The solution is loaded on one side of the device and fills the channels by
capillary force. (c) Adding solution to the other side of the device stops the flow. (d)
The reservoir is filled with buffer, sealed and a weak Argon gas flow protects the buffer
from oxidation.
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Figure 3.4: Schematic of the experimental procedure: different species can be mea-
sured in the same device, one after the other, using capillary flow to load them and
flushing with empty buffer in between measurements. Adapted from Ref. [3].
the sides of the silica chip – perpendicularly to the channels – in order to create
a barrier for the buffer (Fig.3.3a). We typically also create a buffer reservoir
by sticking on the device either a home made plexiglass ring or a commercial
plastic well (Press-to-Seal Silicone Isolator, Cat. no. P-24743 from Thermo
Scientific). The device is first loaded with buffer via capillary flow; the buffer is
left to fill and rinse the channels for about 10 minutes (Fig.3.3b). We then swap
the solution to a buffer containing the molecule of interest, at a concentration
of 50-100 pM. In a few tens of seconds, the molecules will reach the area of
the device containing the pockets; once the desired molecule density is obtained
(2-3 per nanoslit), the flow is stopped adding liquid to the other side (Fig.3.3c).
Finally the reservoir is filled with about 200 µL of the same buffer, sealed with
Parafilm tape and flooded with Argon in order to avoid oxidation of the buffer
(Fig.3.3c). After approximately 20 minutes of equilibration time, we proceed to
measure, imagining the molecule in the active area.
We usually monitor an area of 20x20 µm, which spans 3 nanoslits, populated by
2-3 molecules each. We use an exposure time, texp = 5-10 ms and a vari-
able lag-time between frames, tlag, such that the total cycle-time, tcycle is
≈ 0.25tesc. For single-molecule measurements, characterized by fast dynam-
ics, usually tcycle = texp. We have characterized the bleaching time of the fluo-
rophores used to label the macromolecules (see SI of Ref. [3]): under our typical
illumination conditions, described above, the number of frames to bleaching for
a molecule double-labelled with ATTO 532 is approximately 300, much larger
than the number of frames-to-escape, which is typically 4. After the movies are
recorded, we measure conductivity and pH of the buffer in the reservoir. We
find that, upon sealing and under continue Argon flow, a device is stable and
impervious to salt concentration drift for at least 30 min to 1 hour.
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An ETe nanofluidic device can be used several times in order to measured
different molecular species, in a sequential fashion. In order to exchange to
a new molecule solution, we simply repeat the capillary flow step in Fig.3.3b
for approximately 10-20 minutes, loading empty buffer in order to completely
remove the first species. Afterwards, a solution containing the second type of
macromolecules of interest is added (see Fig.3.4) and the sealing procedure is
repeated as above. We can routinely measure 3-4 molecular species sequentially
in the same device.
3.3 The Sources of Error in the ETe Experiment
This section illustrates the dominant sources of uncertainty in an ETe experi-
ment.
In general, the measurement error, xe on a quantity x, which is a function of the

















h2e + ... (3.1)
In the regime of W ≥ 5kBT , the relationship between measured escape time,
tesc, and molecule effective charge, noted here as q, is well described by Kramers’
analytical expression, given by:






In the regime of W < 5kBT however the dependence of tesc on W is weaker and











This fit parameter ν is < 1 for W ≤ 5kBT and is equal to 1 for W > 5kBT , where
the Kramers’ prediction well describes the behavior. Most of the experimental
results presented in this thesis were performed in the high well depth regime,
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except the data included in Chapter 7 [6], corresponding to weakly charged
molecules, and performed in a regime of W < 4kBT , where ν ≈ 0.6.




























The first term on the RHS of Eq.3.4, represents the uncertainty in determining
the electrical potential at the midplane of the slit, ψm. This aspect has been
discussed at length in the Supporting Information of Ref.[3]. Given ψm ≈
2ψsexp(−κh), the dominant source of error resides in the estimation of the





c/0.301 at room temperature, via measuring the
conductivity of the aqueous solution, with an uncertainty of roughly ∼ 0.5%.
We then convert the conductivity into a molar concentration value, c, using a
calibration curve [3].
On the other hand, as described in Chapter 2, we are not able of determining
the slit height (2h) with an accuracy better than he = 1 nm. The corresponding
error on ψm is thus estimated to be about 5% when averaging over 4-5 indepen-
dent experiments, and for κh ∼ 3.5. In a single experiment however where the
nominal height of the slit may depart from the mean value by as much as 2 or
3he, so this (single) measurement inaccuracy can be as large as 15%.
The second term of Eqn.3.4, that we denote as (qe/q)tesc , arises from statistical
uncertainty in measuring tesc in a temporally limited experiment. Given that
the escape events ∆t are exponentially distributed, the measurement error tesc,e
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Note that in this analysis we assume that f in Eq.3.3 is constant, since the
fluctuation contribution is largely charge-independent as discussed in Chapter
7.
We finally analyze the last term of Eqn.3.4, denoted by (qe/q)tr , which represents
the fractional error contribution given by the uncertainty in determining the
position relaxation time, tr.
This quantity represents the time a molecule, under purely diffusive conditions,
would take to move away from a region of the same spatial extent as the trap.
The effective radial extent, L, of the trap is function of both pocket radius R and
lattice pitch λ and is a fit parameter that can be inferred from a 2D Brownian
Dynamics simulation. Hence tr ≈ L2/4D, and according to the Stokes-Einstein
formula the molecule diffusion coefficient D = kBT/6piηrH, therefore tr,e ∝ rH,e.
The hydrodynamic radius, rH, of the molecules measured is typically determined
with an independent two-focus Fluorescence Correlation Spectroscopy (2fFCS)
measurement [73] and carries ∼ 5% uncertainty. As described in Chapter 8, we
can also directly determine the size of the molecule during and ETe experiment.




















The ratio of ln(tesc/tr) is approximately 5 for a molecule of rH = 5 nm and
tesc = 0.5 s, resulting in an overall contribution of ∼ 1%, given the nominal
2fFCS error on rH.
The following table summarizes the error contribution of each term discussed,
for two experimental cases which only differ by the system parameter κh. This
affects both the midplane potential, which is ∼ 3 times lower when increasing
κh by a unit and – holding the other experimental conditions constant – the
escape time, which in this case is decreased by a factor 20.
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Table 3.5: Error contributions in a ETe measurement. The statistical error on
the measurement of tesc limits the precision of the method, while uncertainty on the
determination of the midplane potential and rH affects the measurement accuracy.
rH,e in this example is the nominal 2fFCS error, 5%. Working with high ψm (low κh)
is desirable to reduce the overall error.
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4
Data Analysis and Brownian Dynamics
Simulations
“Science walks forward on two
feet, namely theory and
experiment. Sometimes it is one
foot which is put forward first,
sometimes the other, but
continuous progress is only made
by the use of both...”
Robert A. Millikan
4.1 Data Analysis
In our experiment ETe, we introduce the molecular species of interest labelled
with two fluorescent dye molecules in the patterned nanoslit and after an equi-
libration time of approximately 20 minutes, we image the dynamics using wide-
field fluorescence microscopy. We use a sampling time smaller than the expected
tesc, which typically ranges from tens of milliseconds to a few seconds. The traps
lattices are usually populated by 5-6 molecules at a time in the case of the “en-
45
Chapter 4. Data Analysis and Brownian Dynamics Simulations 46
semble” measurement, in which we achieve an high throughput, fast and precise,
population-averaged qm determination.
Furthermore, if we are interested in the charge of the individual molecules in
the sample, either because the population is expected to be heterogenous (see
Spectrally Resolved ETe work in Ref. [4]) or because we want to follow the
charge evolution of the same molecule over time, ETe can be also used to perform
a “single-molecule” measurement.
4.1.1 The ETe Ensemble-averaged Measurement
At the practical level, after recording a movie of the dynamics in a lattice of
pockets, observed with wide-field microscopy, we can locate the position of the
traps by summing the intensity of each frame in the stack. In the resulting
image the lattice points, populated by the molecules for longer time compared
to the “diffusive” inter-well space, will appear very bright. In the data analysis
routine, we center an ROI on each lattice point and monitor the fluorescence
intensity over the duration of the recorded movie. The ROI contour roughly
corresponds to the radial escape criterion resc, discussed later.
We use two intensity thresholds to determine the beginning and the end of an
escape event, ∆t. The background intensity for each ROI (corresponding to
when the trap is empty) is subtracted prior to the analysis, and the background
noise, S.D.bg, is calculated as the intensity standard deviation over a stretch of
10-20 “dark” frames. The Start of an event is defined when the fluorescence
intensity overcomes 30 times S.D.bg, while the End is set when the fluorescence
then falls below 15 times S.D.bg (Figure 4.1). In general we find that, given the
high SNR (∼ 10) typically achieved, the length, ∆t,, of an event is very robust
to small variations of the intensity thresholds position.
The escape events, exponentially distributed, are then averaged in order to
obtain the mean escape-time tesc, which can be converted into a measured well
depth, W (and thus qm), with the aid of BD simulations.
4.1.2 The Single-Molecule ETe Measurement
Instead of monitoring many molecules at the same time, we can also operate
in a regime in which only one molecule samples the trapping landscape. Doing
so, we can directly measure the effective charge of a single molecule and even
monitor its evolution over time.
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Figure 4.1: (a) Graphic representation of a trapping lattice and a COMSOL calcu-
lation of the Electrostatic Free Energy across a row of traps. (b) When the molecules
reside in the trap, their fluorescence intensity can be detected. Here a representative
fluorescence wide-field image is superimposed with an SEM of the underlying patterned
surface. (c) An ETe trace of an ROI centered on a trap. Monitoring the intensity over
time reveals the presence of trapped molecules. The background standard deviation,
S.D.bg, is used to set un upper threshold (red dashed line), which has to be overcome
to define the beginning of a trapping event, or “hop”. The event, shaded in grey, ends
when the intensity falls below the lower intensity threshold (grey dashed line).
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In brief, instead of collecting all the escape events for a final reading of tesc and
qm, we can split the molecule trajectory in intervals of N hops each, measure
a tesc,N, and have a reading of charge in real time. This approach results in a
time resolution which is ∼ Ntesc.
In order to do so we have to:
1. Ensure we are following the same object over time.
2. Speed up tesc in order to improve the time resolution.
To satisfy the first point, we work under very diluted conditions, making sure
that only one molecule is sampling each nanoslit. Furthermore, when analysing
the trajectory, we ensure that each translation from one lattice site to another
don’t exceed the diffusion length in 2D of the molecule during the observation
time texp, ldiff =
√
4Dtexp.
The second point is achieved by decreasing the radius of the pocket and creating
a very dense lattice (small λ), effectively reducing the position relaxation time
of the molecule and thus tesc, without affecting ψm. The midplane potential
needs to be kept high, since the measurement error on charge goes as ∝ 1/ψm
(Chapter 3.3).
When the dimensions of the lattice pitch become comparable with the size of the
Point Spread Function of our optical system, it is challenging to assess the exact
position of the traps in our field of view, condition needed to define ROIs for
the telegraphic “on-off” approach. To sidestep this problem, we directly track
the position of the molecule in the lattice. Note, however, that the method is
still suited for weak emitters: the required spatial information on the location of
the molecule doesn’t need to be better than ∼ 100 nm, dimension comparable
with the radius of a pocket. The tracking routine, in fact, only needs to know
in which trap the molecule is residing and for how much time, while the exact
spatial location within a trap is superfluous for our purpose. In general we find
that molecules labelled with ATTO 532 dye can be tracked with ∼ 20− 30 nm
precision for tens of seconds under our typical illumination conditions [74].
In the case of SNR > 6, we are able to perform 2D Gaussian fitting of the raw
fluorescence images using a standard tracking routine. When the SNR is lower,
the images are usually spot enhanced with a Mexican Hat filter [75] prior to
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Figure 4.2: (a) The panel present a series of images depicting, from left to right: a
raw fluorescence image of a trapped molecule; the same image filtered via a Mexican
Hat; a binirized version of the image, based on an intensity threshold. The filtering
methods have been implemented in order to facilitate tracking when the SNR is low.(b)
Trajectory of a single molecule, overlayed on the SEM images of the nanostructured
surface sampled. Scale bar is 500 nm.
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Figure 4.3: (a) Experimental single 60ss DNA trace acquired with different time
resolution. The “hops” are bunched in group of N events, that are then averaged and
converted into a well depth to infer qm over time. Error bar indicates standard error
of the mean (s.e.m.) and N sets the time resolution of the measurement, which is
approximately Ntesc. In the top trace, in grey N = 3 and the average time resolution
= 150 ms, while for the points in black N = 20 and the average time resolution = 1
s. (b) The simulation result is also presented. (c) The fractional standard deviation,
S.D., for both tesc and charge measurement are very close in the two cases, pointing
out the detected fluctuations in the experiment are also mostly statistically limited.
fitting. Alternatively, we can set an intensity threshold for each image in the
stack and perform a blob fitting of the binirized frame (Fig. 4.2a).
The frames in which the fitting routine fails typically correspond to the times
when the molecule is freely diffusing between traps, and can be discarded. This
inter-well travel time is what we have named “tOFF” and exploited to infer the
molecule rH in a subsequent work [5]. The occurrence of off-times is rare in the
dense lattices used in Ref. [3], where R = 150 nm and λ = 700 nm, smaller
than ldiff of a typical molecule, ∼ 1 µm. Similarly as in the ensemble approach,
the number of frames spent by the molecule within a given well corresponds to
an escape event.
In order to better understand the scope and limits of single-molecule ETe, which
could be potentially applied to detect charge and structural fluctuations, we have
investigated the origin of measurement noise. To rule out small heterogeneity
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in the underlying potential landscape sampled by a molecule – e.g. channel
height or pocket size variability, which could affect the local escape time and
create a larger noise in the measurement – we have compared our experimental
and simulated results. In particular we have studied a molecule designed not to
form any stable secondary structure, and therefore expected to carry the same
qeff throughout the observation time. Figure 4.3 shows an experimental trace
and compares it with an ideal noise-free case, in which the hops are generated
via a BD simulation (Details in the next Section). This “in silico” experiment
doesn’t suffer from any other external sourcea of noise than the statistically
limited one, and thus represents an “ideal” case.
We studied two scenarios, averaging over a number of hops N = 3 and N = 21.
Panel c in Figure 4.3 reports the fractional standard deviation of the measured
tesc and qm over the observation time, for both experiment and simulation. The
S.D. on tesc is expected to scale like 1/
√
N , resulting in 57% and 21% error for
N = 3 and N = 21 respectively. Both simulation and experiment are in excel-
lent agreement with these expected values. The fractional standard deviation in
the measurement of effective charge, expected to trend like 1/qeffψm
√
N , with
qeffψm = 4.4kBT in this case, is thus also in very good agreement with pre-
dictions. Given the strong similarities between experiment and simulation, the
fluctuations observed in the measured single-molecule trace can be attributed
purely to statistical noise, confirming that our method is shot-noise limited.
4.2 Brownian Dynamics Simulations
In order to quantitatively relate the average measured escape time, tesc, of a par-
ticle to the depth of the potential well, W , we performed Brownian Dynamics
simulations of the escape process. Transport coefficients in a landscape are gen-
erally only available for particular analytical functional forms of the underlying
potential [76, 77], with closed form expressions limited to 1D problems.
In our system, the features that hinder an analytical, a priori, determination of
the Kramers’ escape prefactor, tr, are the following:
 The shape of the well is not described by an analytical function
 Experimentally we use a finite observation time of the escape process
 In an experiment, the molecule doesn’t sample a single-well, but rather a
landscape of traps
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4.2.1 “Instantaneous” BD Simulation of Escape from a
Single-Well
As a first step, in order to determine the full three-dimensional distribution of
electrical potential in a single trap, we solve the nonlinear Poisson-Boltzmann
equation in the fluidic nanostructure (Eqn.1.6). Since we have verified by simu-
lation that the dimensionality of the problem can be reduced to two by including
an entropic correction for axial fluctuations, f , to the well depth [6], the molecule
effectively samples a 2D energy manifold whose value at any point (x, y) is given
by the minimum electrostatic energy in z at every radial coordinate.
The molecule, of charge qeff, experiences both thermal fluctuations and a force
given by −∇qeffψ(r) at any point r in the landscape. Here ψ(r) is the local the
electrical potential at r in the absence of the particle [19].
We simulate a particle trajectory by iteratively solving the discretized over-
damped Langevin equation, which reads as follows in one dimension:
x(t+ δt) = x(t)− µ∇qeffψ(x(t)) +
√
2Dδt w(t) (4.1)
Here, x(t) represents the instantaneous position of the molecule at time, t in
one dimension, and D is the molecule’s diffusion coefficient. w(t) represents
a displacement due to the random thermal force acting on the particle that
satisfies 〈w(t)〉 = 0 and 〈w(t)w>(t′)〉 = I if | t− t′ |≤ δt, 0 otherwise. Further
µ =δt/6piηrH, where the simulation time-step, δt = 1-10 µs is much larger than
the momentum relaxation time ∼10 ns for a typical molecule.
This is the simplest version of the simulation – referred to here as “instanta-
neous”. At t = 0, the particle is located in the middle of the pocket, x = y = 0.
We use Eqn.4.1 to propagate the instantaneous position of the particle, x(t), for-
ward in time for each spatial dimension, until its radial position r =
√
x2 + y2
exceeds an arbitrary radial escape threshold, resc [5]. The time needed to reach
resc from the bottom of the well corresponds to an escape event, or hop, ∆t.
Once the molecule has escaped, the simulation restarts and another escape tra-
jectory is computed: we typically average over a number of hops, N ∼ 103, to
obtain the average instantaneous escape time t′esc.
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4.2.2 “Time-averaged” BD Simulation
As mentioned, working with an instantaneous trajectory is an over-simplification
of the problem. In order to relate experimentally measured escape times, tesc, to
measured well depths, we actually perform a 2D BD simulation analysis using
time-averaged co-ordinates < r >texp , rather than instantaneous positions, r.
The simulated trajectory is time-averaged over the experimental finite observa-
tion time, the exposure time texp, which is typically 5 ms in our experiments
(Figure 4.4).
Figure 4.4: The plot, adapted from Ref. [5], represents a simulated x-trajectory
of a molecule sampling a trap. R indicates the radius of the pocket circumference,
while resc is the escape boundary. The position of the escape boundary is discussed at
length in Ref. [5]. The instantaneous trajectory (grey) shows fast excursion outside
resc, while the time-averaged trajectory (black) is confined in the trap bottom for
longer time. (b) The “instantaneous” escape time, t′esc, in grey, is significantly shorter
than the “time-averaged” one. Furthermore the ratio of the two timescales depends
on well depth, as depicted in the inset.
We point out that in the experiment, a molecule must reside in a given trap
for ∆t ≥ texp in order to accumulate enough signal on the detector and be
recognized as trapped. In the simulation, we use the same criterion on the
minimum residence time when analyzing a particle position trajectory [5].
Comparing simulated “instantaneous” and “time-averaged” trajectories (see
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Figure 4.5: (a) Schematics of the important parameters in a single-well simulation.
The blue solid line indicate the circumference of the pocket. The blue dashed line de-
lineate the escape boundary resc. The red dotted line indicates the absorbing boundary
condition, rabs. An escape event is concluded when either the particle time-averaged
radial position < r >texp exceeds resc, or when the instantaneous coordinate r > rabs.
(b) We consider a landscape of traps, of same geometry as in the experiment. The
pitch λ is the distance between pocket centers.
Fig.4.4) it is clear why in general, for a given well depth, the “time-averaged”
tesc is substantially longer than the “instantaneous” t
′
esc. This difference is ef-
fectively due to a finite return probability of the molecule to the bottom of
the trap after an instantaneous, undetectable excursion (Fig.4.4a): this effect is
also weakly dependent on well depth (inset in Fig.4.4b). It is intuitive that a
particle sampling a shallow trap undergoes more frequent excursions out of the
trap, compared with an object sampling a deeper well, tightly confined at the
trap bottom and thus less likely to escape, even “instantaneously”.
4.2.3 BD Simulation in a Landscape of Traps
Further, we compare a “time-averaged” simulation including only one well (Fig-
ure 4.5a), with the translational dynamics in a 2D landscape of traps (Figure
4.5b), corresponding to the experimental geometry.
For the “time-averaged” escape from a single well, we have set – similarly as in
the instantaneous case – a radial escape criterion that must be exceeded in order
to conclude an escape event. Furthermore we have defined a radial absorbing
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boundary condition, rabs > resc, which also determines the end of an the escape
event, if the instantaneous radial position transverses it (Figure 4.5a).
With the “landscape” approach, instead, we study a molecule sampling an array
of traps, arranged according to the experimental e-beam design. Furthermore,
we find that the time-averaged escape time is fairly insensitive to the position
of the escape criterion resc for both the “single-well” and the “landscape” ap-
proaches. However, in the “landscape” case, tesc increases with increasing pitch
λ, and we find that two methods give the same simulated escape times only
when the position of the instantaneous absorbing boundary conditions rabs is
≈ λ. This observation indicates that the overall dynamic is dominated by the
location of the instantaneous absorbing boundary condition, rather than the
time-averaged radial escape criterion.
Moreover this suggests that neighbouring wells in the landscape effectively act
as equivalent absorbing boundaries for molecules sampling a given well, affecting
the instantaneous probability of the particle escaping and returning to the same
trap, and needs to be included in order to accurately reconstruct the escape
process [5] (see Figure 4.6). Since experimentally we use different trapping
geometries and the nanostructures may be arranged in square, rectangular or
hexagonal lattices, it is not always straightforward to find the equivalent “single-
well” absorbing boundary condition, hence we typically use the 2D “landscape”
approach to interpret the experimental data. Furthermore, in our simulation,
we also include the effect of the walls at either side of the nanoslit as reflecting
boundary conditions.
To verify that the simulation captures correctly the effect of the pitch in the our
experiment, we have performed ETe measurements in pocket lattices of identical
R but increasing λ (Fig. 4.6) and found that the experimental results show a
very similar trend.
In order to give a more general description, instead of decoupling λ and the
molecule hydrodynamic radius, we illustrate the observed trends of tesc as a
function of a single parameter, λ/ldiff, where the second term is the average




When λ/ldiff is large, out-of-the-well instantaneous excursions are unlikely to
result in a “capture” in the next trap during texp. These fast, undetectable
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Figure 4.6: Normalized probability distribution of measured escape times for 60
dsDNA molecules sampling 3 different lattices, characterized by the same pocket ra-
dius, but different pitch, λ. The inset compares the measurement (full symbols) with
the simulation prediction (empty symbols). The top x-axis (in red) denotes the ratio
λ/ldiff over the range explored. (b) If we don’t include the right geometry in our BD
simulation and only study escape from a single well with the same absorbing boundary
conditions, rabs placed approximately 2 µm away from the center of the trap in all 3
cases, the correct effective charge is inferred only in the case where λ ≈ rabs. This
suggests that the neighbouring traps effectively act as absorbing boundary conditions
for a particle sampling a well. In the other cases the effective charge inferred from
a single well approach, qm,sw, strongly departs from the true effective charge of the
molecule. The values reported in the last column, qm,lc, which are obtained interpret-
ing the measured timescale via a BD simulation which takes in account the different
geometries of the lattices, are all in excellent agreement with the calculated value of
charge for 60ds DNA, qc = −43.4e.
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excursions simply result in a return into the same well and naturally inflate the
“time-averaged” escape time, as if the molecule had actually never left the trap
(Fig. 4.8b). A molecule sampling a more densely packed lattice (λ/ldiff ≤ 1),
instead, has a comparatively lower return probability: this is because, once
it instantaneously crosses the escape boundary of a well, it is very likely to be
captured in another trap, thus concluding a – shorter – escape event (Fig. 4.8a).
Figure 4.7: Simulated “time-averaged” escape times for a molecule sampling a land-
scape of traps of well depth, W = 4kBT , normalized against the value of tesc obtained
for λ/ldiff = 3.5. The regime of λ/ldiff = 1 − 2 was also investigated experimentally
(Figure 4.6a). The value of λ/ldiff = 2 mark the onset of the regime in which capture
in a neighbouring pocket is highly unlikely and the trap can be thought as isolated.
To understand this effect more deeply, we have investigated a larger range of
λ/ldiff by simulation (Figure 4.7). With increasing λ/ldiff > 2, the simulated
data shows that the escape time no longer monotonically increases.
The diffusion length ldiff represents the standard deviation of a gaussian prob-
ability distribution for two-dimensional diffusion, according to Fick’s second
law; thus for a particle initially located at (x, y) at time t, and which diffuses
to (x′, y′) at time t′ = t + texp (Figure 4.8), the probability of displacement
P (
√
(x′ − x)2 + (y′ − y)2 > 2ldiff) < 5%. Consequently, capture in a neighbour-
ing pocket happens very rarely from this regime onwards and tesc is maximized.
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In essence, while for λ/ldiff < 2 the neighbouring traps strongly influence tesc,
when this parameter is larger than 2, the pocket can be thought as isolated. The
escape events, in this case, are not concluded when the molecule has reached
another thermodynamic well, but rather when it is found in the “field-free” area
between traps. (Fig. 4.8c). We point out that our typical ETe experiments are
performed in the regime of λ/ldiff ≈ 1, and for this reason the geometry of the
lattice is crucial to the right interpretation of the measured timescale.
Figure 4.8: (a) Solid blue circle of radius R indicates the physical border of the
pocket. Blue dashed circle of radius resc delimits the escape position threshold. The
red dot indicates the (x, y) position at a time t, while the green one is the coordinate
after one observation time, t′ = t + texp. For λ < ldiff, as soon as the instantaneous
radial coordinate of the particle crosses resc, instantaneous return to the same well is
unlikely due to capture a neighbouring trap, resulting in shorter average escape time.
(b) Frequent instantaneous returns to the same well when λ is large inflate tesc. (c)
tesc is constant with increasing λ, for λ > 2ldiff. At t
′, the molecule is found freely
diffusing in the inter-well space.
We have also found that the time spent by the molecule diffusing from one trap
to another, can be exploited to study another property of the object, namely
its hydrodynamic radius. We call the “off-time”, or tOFF, the time spent by a
molecule in the inter-well region, from the moment it escapes the resc of a pocket
to when it is captured in the next well. This timescale is directly related to the
diffusion constant of the object and scales roughly as λ2/4D. Experimentally,
the off-time is easily defined, since a small molecule (of rH < 10 nm), freely
diffusing in the nanoslit, typically doesn’t accumulate as much signal on the
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detector as when its fluorescence intensity is confined within a small trap: in
practice, when it’s not trapped, the molecule is almost invisible.
To conclude, the relationship between input well depth and simulated “time-
averaged” tesc in a 2D landscape of traps, gives an effective position relaxation
time, depending on both rH and array geometry, which we use to convert the
experimentally measured timescales into W according to Eqn.1.10. Furthermore
studying the resulting “on-off” signal of a molecule sampling a landscape of
carefully spaced traps, we are able to correlate the high intensity stretches with
the time spent in a well, while the low intensity intervals, in the same trace,
simply correspond to the time spent freely diffusing. These two timescales,
understood and modelled via comparison with BD simulations, can give both
the molecule charge and its hydrodynamic radius [5].
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5
ETe: Escape Time Electrometry
“How did I escape? With
difficulty. How did I plan this
moment? With pleasure.”
The Count of Montecristo
Alexandre Dumas
5.1 Electrometry
In the paper presented in this chapter, “Single-molecule electrometry”, [3], we
introduce ETe as a novel detection method and apply it to several biomolecu-
lar species, ranging from small, weakly charged 10 bases single-stranded DNA
to an highly charged intrinsically disordered protein, Stm-l [72]. In order to
validate the technique, we have compared the measured charge, qm, with the-
oretical models and with calculated effective charge, qc, obtained from free-
energy calculations. In general, we find that our measured effective charge for
DNA molecules is in remarkable agreement with existing theoretical predic-
tions that take charge renormalization into account, depending on the molecule
structural charge density. This suggests that ETe can serve to readout the inter-
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nucleotides spacing of an arbitrary nucleic acid molecule or polyelectrolyte. Our
measurements on ProTα, a disordered one-dimensional polypeptide, also pro-
vides unique insight into the charge renormalizing behaviour of short, strongly
charged segments within the molecule (see also Section 5.2).
The study of the enzyme Gusβ suggests substantial regulation of the structural
charge in a globular molecule, due to the shifted pH experienced by its charged
groups, as a result of the local dielectric environment.
Furthermore the exponential dependence of tesc on the charge of the molecule
permits us to distinguish between two ProTα variants that differ by a mutation
of a single amino acid (E59K, 4% of the structural charge).
The figure below compares the results of effective charge measurements, qm, vs.
calculated values, qc.
Figure 5.1: Values of measured vs. calculated effective charge for the molecules
studied. The dashed line indicates the identity line.
Our manuscript concludes illustrating how ETe can also be applied to measure
a single molecule in real time. We ensure that the trapping lattice is sparsely
populated and follow the trajectory of an individual molecule, hopping from a
lattice site to another. By averaging over few hops at the time (N ∼ 3 − 10),
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we obtain a reading of charge in real time, with a time resolution which is
approximately Ntesc, and is currently around 100 ms to 1 s. Our following
paper, introduced in Chapter 8 (see Ref. [5]), develops further the concept
of single-molecule ETe measurement and shows the ability of measuring both
charge and size of the object from the same trajectory.
We point out that the ability to study a single molecule in real time opens up the
possibility of detecting charge (and structure) fluctuations. This concept has
been examined in silico and is illustrated in the final Chapter of this dissertation.
5.2 Measuring Differences between Protein Mutants
The unparalleled high sensitivity of ETe to the charge of a molecule, combined
with the ability of measuring several molecular species one after the other in
the same electrometry device, allow us to distinguish minute differences between
them. The ability to detect small differences between proteins could have great
relevance in biology: point mutations in enzymes, for example, can strongly
affect their function and even cause genetic diseases [78].
With ETe we have compared the molecule ProTα (qstr = −46e) with a variant
that only differs from the original sequence by a point mutation (Glutamate
E59 was mutated into a Lysine, K) and has a slightly lower structural charge,
qstr = −44e. This small difference in structural charge (< 4%) produces a
remarkable distinction in escape time. The E59K mutant escapes twice as fast
as the original, difference easily detectable in a sequential ETe experiment [3].
In a further investigation, not included in our manuscript, we have also gen-
erated an additional ProTα variant, which carries a second mutation on the
neighbour Glutamate E60, similarly changed into a Lysine (E59KE60K) and
resulting in a structural charge, qstr = −42e. (See Figure 5.2). Given this,
naively we would expect this mutant to escape with an even faster timescale
than the other two proteins, under the same experimental conditions. Interest-
ingly, however, in this case we observed a less intuitive behaviour. Figure 5.3
reports the results of two sequential ETe measurements. While the protein
E59K, as reported above [3], shows a considerably faster average escape time
compared to the non mutated ProTα moiety – correlated with a lower effective
charge – tesc of E59KE60 mutant doesn’t simply trend with qstr. The escape
time of E59KE60K seems to be still slightly faster than the non-mutated ProTα
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Figure 5.2: Aminoacid sequence of the protein ProTα, of qstr = −46e, and its mutant
created with site-directed mutagenesis. The molecule E59K, qstr = −44e, contains a
single point mutation, while E59KE60K, qstr = −42e was modified on two subsequent
Glutamates, both mutated into Lysines and creating a difference of structural charge
of -4e compared to the un-mutated sequence. Highlighted in red are the high negative
charge density aminoacid stretches within the molecule. Square indicates positions of
the mutated residues.
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Figure 5.3: Summary of sequential ETe experiments performed with ProTα (black)
and its mutants E59K (blue) and E59KE60K (light grey). In each experiment the
molecules were measured sequentially, in the same order as in the table (from top to
bottom). Repetitions of the same molecule were performed in order to ensure the
absence of artifacts, potentially given by repeatedly flushing the device. Differences in
κh from one measurement to another within one round of sequential ETe are due to
small variabilities in the measured salt concentration at the end of each measurement.
The symbol # indicates that the measured charge of the first molecule was set equal to
its calculated value, in order to perform a calibrated measurement of the subsequent
ones.
molecule, yet consistently longer that the E59K species.
This behaviour might be due to the specific position of the mutations in the
molecule, and could be explained via a more refined calculation of the protein
effective charge.
At the moment, in most cases, the input of the calculations of qeff is a uniform net
charge distributed over the length of the molecule [19]. This is a good description
for a molecule like DNA, in which the chargeable groups – the phosphate on the
backbone – are indeed uniformly spaced; for a protein instead the distribution of
charged aminoacids within the molecule is unlikely to be so constant. In the case
of ProTα, most of the negatively charged aminoacids are actually contained in a
stretch of 31 residues at the C-term and two smaller stretches of approximately
10 residues, which renormalize substantially (Figure 5.2). The calculations have
already been refined by modeling the segments of the protein with different
charge densities, and we in fact found good agreement of the predictions with
our measurement of qeff for the un-mutated protein and the E59K variant [3].
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Yet, to capture the minute renormalization effects given by neighbouring charged
residues, the calculation model would need to be refined further and in the future
it will entail assigning the net charge of every individual aminoacid separately.
There may be interesting effects in the electrostatics due to the two adjacent
aminoacids, both mutated right at the beginning of an “high charge density”
stretch within the molecule – as our measurements seem to suggest: this insight,
given by the our new precise and fast method, will guide future modeling efforts
and likely offer unprecedented understanding of the charge distribution within
the molecule.
5.3 Measuring Effective Charge at low κh
As described at the beginning of this chapter, we have measured tesc for a variety
of biomolecules; furthermore, we have explored this timescale for a broad range
of electrostatic midplane potentials.
Eqn.1.9 indicates that, ψs remaining constant, the measured well depth is solely
a function of κh. We have been able to verify this in experiments (Figure 5.4b),
observing that large variation of both salt concentration (and thus κ) and the
slit height, 2h, tuned in order to give the same multiplicative factor κh, result
in identical measured well depths and, consequently qeff, for all molecules. On
this account, we describe our system – holding the geometry of the trapping
nanostructures and the surface potential constant – by a single parameter, κh.
Assuming that the effective charge of a molecule is also constant in our range of
interest (c = 0.25− 2 mM, pH = 8.8 [28]), tesc is expected to increase exponen-
tially with κh. To give a rough estimate, for κh = 3, a molecule of rH = 4 nm
carrying 40 charges should experience about 13 kBT worth of well depth, and
thus trap for many hours.
Contrarily, when we started exploring this low κh regime, we have observed a
rather unexpected behavior. For all molecules studied, tesc grows in the ex-
pected fashion only when the electrostatic free energy, qeffψm, is lower than a
certain empirical energy threshold F ∗ ∼ 4kBT (Figure 5.5, 5.6). This is the
typical regime in which we perform our ETe measurements, which anyway take
advantage of the fast dynamics of molecules sampling shallow wells. For higher
interaction potentials however, a much weaker dependance is observed: if we
take, for example, a 60ds DNA fragment (qc = −43.4e), measured at κh = 2.4,
we would expect the molecule to experience a well depth of approximately 22
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Figure 5.4: ETe measurement of effective charge, qm for ssDNA (a), dsDNA (b),
and weakly charged fluorophores (c) [6], over a broad range of κh. Each point repre-
sent a single, non calibrated measurement. Error bars indicate the precision of each
experimental measurement, arising from statistical noise alone, and are standard error
of the mean. All molecules show a considerable reduction of measured charge below
a certain κh, noted as κh∗. The saturation value agrees well with calculated values
of qeff (dashed lines). Solid lines are a guide to the eye. In (b) the arrows draw at-
tention to a few representative measurements, performed under similar κh conditions,
but modulating either κ or 2h. We find that the measured qeff responds to variations
of these parameters is an identical fashion, as long as the multiplicative factor, κh, is
kept constant.
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Figure 5.5: The κh threshold, κh∗, above which qm saturates to the calculated value
of effective charge, is estimated from Figure 5.4. We have plotted κh∗ vs. the measured
effective charge of each molecule examined. The error bars correspond to the average
resolution at which we measured qeff as function of κh, ∼ 0.25κh. From a fit of the
form κh∗ = ln(2ψsqeff)− ln(F ∗) (dashed line) we find an overall free energy threshold
value, F ∗, same for all molecule of approximately 3.9 kBT , above which tesc departs
from the behaviour expected and consequently qm < qc.
kBT , which corresponds to many days worth of trapping time. Interestingly, the
timescale we measure experimentally in this case is only a few tens of seconds,
which points to a well depth more than twice as small, ≈ 9kBT . If we simply
convert this well depth to a measurement of charge, assuming the nominal mid-
plane potential, this gives a qm value of ∼ −15e, significantly smaller than the
value measured at high κh (Figure 5.4b).
We point out that the inaccuracy of the charge measurement under these con-
ditions is estimated to be fairly small, around 2%. The large discrepancy in
the experimentally observed well depth compared to the theoretical expectation
could be attributed to a mis-estimation of the system parameters – for example
a channel height 50% larger than the value measured with Profilometer – which
is highly unlikely. Tuning of the Silicon Oxide charge regulation model for the
surface potential (See Eqn.2.4) doesn’t give a satisfactory explanation of the
overall behaviour, especially in the regime of κh < 3 where a deficit of interac-
69 5.3. Measuring Effective Charge at low κh
Figure 5.6: Measurement of the electrostatic free energy, F , for a range of molecule,
using the nominal midplane potential and the values of effective charge measured
previously [3, 4, 6] (Fig. 5.4). The dashed lines indicate the expected behaviour given
the our usual midplane potential model and assuming the same qeff of the object over
the whole range of κh; the measurement however reveals a strong departure from the
expected behaviour above an energy threshold F ∗, shaded in grey. Solid lines serve as
a guide to the eye.
tion free energy, ∆F , of tens of kBT is clearly shown from our measurements
(Figure 5.7). In addition, we consistently observe this decreasing trend of qm
vs. κh for all the molecules studied (Figure 5.4 and Figure 5.6), even down to
a weakly charged fluorophores (Figure 5.4c).
We note a κh threshold, κh∗, above which qm saturates to the calculated value
of effective charge and is different for each molecule (Figure 5.5). Given the
typical fractional error on qm, σq = qm,e/qm = 6% [3], we estimate κh
∗ as
the lowest point in which a measurement falls within qc ± 2σq. Analyzing the
relationship of κh∗ with the effective charge of the molecules studied, we find
an underlying common free energy limit, F ∗, above which the measurement
of electrostatic free energy, F , strongly departs from the theoretical prediction
(Figure 5.6). We remark that F is the component of W due to electrostatics
alone. Nevertheless, our ETe experiments intended to accurately measure effec-
tive charge [3, 4, 5, 6] are performed in the regime of κh > κh∗ for each molecule.
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Figure 5.7: Measured electrostatic free energy for 60bp dsDNA compared with the
expected behaviour from the SiO2 regulation model Eqn.2.4, varying chargeable group
density, Γ, and pKa. A simple variation of these two parameters cannot reconcile the
behaviour across the whole κh range examined. Deficit in free energy is plot in the
negative y axis, relative to two SiO2 models. The values of effective surface potential,
ψs, for each model are also reported. A deficit of almost 20 kBT of energy at κh =
2 suggests a missing term in our electrostatic free energy model. Error bars – arising
from statistical error alone – on each measurement point are smaller than symbols.
Additional error in the measurement is due to inaccuracy in the estimation of the
midplane potential, mainly due to uncertainty in the channel height, 2h (see Supp.
Info in Ref. [3]). This inaccuracy is ∼ 2% for κh = 2 , ∼ 6% for κh = 3.5 and ∼ 25%
for κh = 5.
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Preliminary observation in the regime of even higher electrostatic interaction
(κh < 1 and ψm > 2kBT ), indicate absence of trapping. The molecules, includ-
ing the weakly charged ATTO dyes, probably freely diffuse in the landscape,
without experiencing any confining force. The electrostatic potential seems to
have vanished, and the small entropic contribution to the well depth arising from
z-fluctuations of the object in the nanostructure is simply not enough to provide
significant confinement (f ∼ 2kBT for a typical pocket geometry of β ∼ 3 [6]).
It is worth mentioning that low values of κh are typically obtained by creating
very shallow nanochannels, since the minimum inverse Debye length we have
been able to achieve in water, with no added salt, is ∼ 0.04nm−1. This implies
the need of gaps as narrow as 60 nm to have κh ∼ 1. As we have discussed in
Chapter 2, channels of height < 65 nm are challenging to fabricate, since they
typically either sag or fully collapse upon anodic bonding (Fig. 2.8). When this
occurs, the experimental results are unpredictable, since often the fluorescence
background in the channels is too high to assess the presence of the molecules
in the slit (see Fig. 2.10). Alternative approaches to performing experiments in
the regime 2h < 65 nm were not explored in this work.
Finally, by fitting the measured deficit of electrostatic free energy, | ∆F | to an
exponential function of κh (Figure 5.8), we find the this term grows strongly
with κh, as exp(−Bκh), where B = 1.45, while F only grows as exp(−κh). This
implies that, if we compare the expected behaviour of F (Figure 5.8 inset) and
the deficit term at low κh, for κh < 1.5, the latter overcomes in magnitude the
electrostatic free energy (Figure 5.8 inset, shaded in red), effectively canceling
the trapping potential, as we have experienced experimentally. This measure-
ment of deficit of free energy (Figure 5.7), resulting even in a complete loss of
trapping, to our knowledge cannot be reconciled by varying the parameters of
the electrostatic model used so far (e.g. SiO2 pKa value or chargeable group
density, Γ, Figure 5.7). We believe that additional effects at low κh may need
to be considered in order to justify this unexpected behaviour and describe the
whole parameter space: further experimental analysis, investigating for example
the response of different materials as well as SiO2, might unravel the physics of
this interesting regime.
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Figure 5.8: Deficit in free energy for the molecules studied, 10ssDNA (black), 20b
ssDNA (red), 60bp dsDNA (blue) and Stm-l (green). The data from 60 dsDNA, which
spans the larger range of κh, is fit with an exponential form Aexp(−Bκh). The deficit
term grows faster with κh than the electrostatic free energy, overcoming it for κh
lower than 1.5 and hence predicting no trapping under these conditions. We have
indeed observed absence of trapping, for this molecule, already in the regime of κh
∼ 1.2, although in an irreproducible fashion due to experimental uncertainty on the
slit height.
Single-molecule electrometry
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Mass and electrical charge are fundamental properties of biological macromolecules. Although molecular mass has long been
determined with atomic precision, a direct and precise determination of molecular charge remains an outstanding challenge.
Here we report high-precision (<1e) measurements of the electrical charge of molecules such as nucleic acids, and globular
and disordered proteins in solution. The measurement is based on parallel external ﬁeld-free trapping of single
macromolecules, permits the estimation of a dielectric coefﬁcient of the molecular interior and can be performed in real time.
Further, we demonstrate the direct detection of single amino acid substitution and chemical modiﬁcations in proteins. As the
electrical charge of a macromolecule strongly depends on its three-dimensional conformation, this kind of high-precision
electrometry offers an approach to probe the structure, ﬂuctuations and interactions of a single molecule in solution.
The electrostatic properties of macromolecules—speciﬁcally,their electrical charge and interior dielectric characteristics—are a vital component of their function as they contribute to
the physical basis of mechanisms that range from molecular recog-
nition, signalling and enzymatic catalysis to protein folding and
aggregation, and are of fundamental relevance in experiment and
theory1–4. ‘Supercharged’ isoforms of evolutionarily conserved
proteins are known to confer extreme physiological capacities on
certain species, presumably because of their enhanced stability to
aggregation at high concentrations5,6. Moreover, the addition and
removal of small amounts of structural charge—in the form of
phosphate groups or other post-translational modiﬁcations—
modulates not only such a basic phenomenon as protein stability,
but also subcellular localization or function, and can regulate
macroscopic processes such as metabolism at the systemic level4.
A recent study demonstrated that the addition of as few as two phos-
phate groups to a protein induced a folding–unfolding transition
and altered its binding afﬁnity by orders of magnitude3. Not surpris-
ingly, several disease states are correlated with altered phosphoryl-
ation of proteins, for example, disordered proteins, such as tau
and α-synuclein involved in Alzheimer’s and Parkinson’s disease,
and multimeric proteins, such as the stress-activated p53 implicated
both in ageing and cancer7,8. A high-precision, direct measurement
of the effective charge of a macromolecule in solution would not
only permit the detection of minute differences of chemical compo-
sition in molecules, but would also offer a new physical dimension
to systematically probe three-dimensional (3D) molecular structures
and monitor structural changes in real time, which has important
biochemical and biophysical implications.
At the simplest level, a direct sum over a macromolecule’s
charged groups yields a qualitative estimate of its net electrical







where i denotes each ionizable group, pKi is the negative logarithm
of its acid dissociation constant and j = +1 or −1 for basic or acidic
groups, respectively. In practice, however, collective interactions in a
densely packed system of charges can dramatically modify the mol-
ecule’s effective charge in solution via two separate phenomena—
namely, charge regulation and charge renormalization. The
former concerns an alteration in the charged state of an ionizable
group in the context of the molecular environment, whereas the
latter deals with the highly nonlinear screening of molecular
charge by counterions in the surrounding electrolyte phase. Both
phenomena generally result in a reduced effective charge of an elec-
trically charged object, and have received extensive theoretical atten-
tion, from polyelectrolytes9,10 and proteins11,12 to colloidal
particles10,13–15 and charged surfaces in solution.
Here we present a methodology to measure a macromolecule’s
electric charge with the precision of a single charge and below
(<1e) by exploiting the electrostatic ﬂuidic trap for nanoscale matter
in solution16,17.
Trapping charged macromolecules in solution
The trap is created in a ﬂuid-ﬁlled gap between two electrically
charged walls. Nanoscale structuring of one of the surfaces leads
to a modulation of the local electrostatic potential, which creates a
deep thermodynamic potential well for a like-charged molecule
(Fig. 1a,b). In our experiment, we introduce the molecular species
of interest labelled with two ﬂuorescent dye molecules, at a typical
concentration of 50 pM in a solution of total salt concentration
c ∼ 1–3 mM (up to 2.5 mM NaCl, 1 mM Tris, pH 8.7–9.1), into
an array of electrostatic ﬂuidic traps and image the dynamics
using wide-ﬁeld ﬂuorescence microscopy. In our current work,
the physical dimensions of the geometric perturbation that creates
the trap (nanostructure depth and diameter generally 200–600 nm)
are much larger than the Debye length, κ−1 ∼ 10 nm, the character-
istic length scale of electrostatic interactions. As a result, a molecule
in a trap inhabits a region of zero electric ﬁeld and zero electrical
potential, and chemical equilibrium ensures that the solution
conditions at the bottom of the potential well, where the molecule
spends most of its time, are identical to those in the bulk solution.
We achieve stable trapping of biomolecules such as 10–60 base
oligonucleotides of ssDNA, dsDNA and intrinsically disordered
proteins (IDPs) (prothymosin α (Protα, 10 kDa) (refs 18,19) and
starmaker-like protein (Stm-l, 40 kDa) (ref. 20)), and a globular
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tetrameric enzyme, β-glucuronidase (Gusβ, 290 kDa) in aqueous
solution. The physical properties of interest for all the molecules
are summarized in Supplementary Table 1. Figure 1a presents
single Stm-l molecules conﬁned in an array of electrostatic ﬂuidic
traps on timescales longer than 30 min.
The depth of the potential well, W, determines the time, tesc,
spent by the molecule in the trap21, and can be modulated using
either the geometry of the well or the ionic strength of the solution,
or both. Decreasing W to approximately 6kBT, where kB is
Boltzmann’s constant and T is the temperature, permits a transition
from the regime of long-term trapping to short dwell times, tesc ≤ 1 s.
The escape-time electrometry approach
Operating in the rapid escape regime, with a sampling time in imaging
smaller than tesc, we can, on timescales of ∼100 ms to 1 s, acquire ade-
quate statistics on the escape process (∼100 escape events). An expo-
nential ﬁt to the histogram of residence times yields a measurement of
tesc that is precise to within 5% (Fig. 2c and Supplementary Movie 1).
Thus, we achieve an accurate measurement of the average escape
time, tesc, of a few molecules, thermally sampling a high-density
array of shallow traps (Fig. 2c and Supplementary Fig. 7).
The depth of the trap, W, links the experimentally measured tesc
with the electrical charge of a trapped molecule. In thermally
activated escape from a deep potential well, the mean escape time of
an object, tesc, depends exponentially on the well depth, W, as illus-
trated by a Kramers-type expression, tesc = tr exp(W/kBT) (ref. 21).
Here tr is a timescale that depends on the position relaxation of
the particle in the well (which depends on its experimentally
measured hydrodynamic radius, rH) (Supplementary Fig. 3 and
Supplementary Table 1) and the geometry of the trapping potential.
The dominant contribution to W in our experiment is the
molecule’s spatial electrostatic free energy, F(r). Calculating F(r) as
previously described22, we ﬁnd that it is well expressed by the relation
F(r) = qeffψ(r) (Supplementary Section 1), where ψ(r) is the local elec-
trostatic potential caused by the nanostructure and qeff denotes the
effective electrical charge of the molecule. The nanostructure geometry
and salt concentration in the experiment together determine ψ(r)
(ref. 16). 3D Brownian dynamics (BD) simulations of the escape of
a point object with a friction coefﬁcient 6πηrH, from a potential well
whose morphology is given by F(r), yields the theoretically expected
relationship between a simulated escape time, tsim, and qeff (Fig. 2d).
The tsim versus qeff functional dependence thus readily converts the
experimentally measured timescale tesc into a measured effective
charge, qm. BD simulations are a one-time effort and the obtained
tsim versus qeff relationship can be simply rescaled to account for
variations in trap geometry and salt concentration. Further, although
Intrisically disordered proteins Globular proteinNucleic acids
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Figure 1 | Long-term trapping of single nucleic acid and protein molecules in solution. a, Schematic representation of ﬂuorescently labelled disordered
protein Stm-l conﬁned in an electrostatic ﬂuidic trap (top), with a slit height of 2h = 75 nm, a trapping nanostructure diameter of 600 nm and a depth of
160 nm in a solution of 1 mM Tris (salt concentration, c = 0.25 mM). The bottom panels present spatial scatter plots of single conﬁned molecules
superimposed on a scanning electron micrograph (SEM) of the surface topography. Scale bar, 1 µm (left panel). Scatter plots were generated from
stroboscopic images acquired using exposure times, texp = 10 ms, at a sampling rate of 70 mHz over a total measurement period >30 min using wide-ﬁeld
ﬂuorescence microscopy and single-particle tracking. b, The inferred x–y distribution of the minimum axial (z) electrostatic free energy in the conﬁning





models of the various biomolecules considered in this study, with charged residues highlighted in red (negative) and in blue (positive).
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the molecule is treated as a point object from the standpoint of the
electrostatics, its ﬁnite hydrodynamic radius, rH, is required in the
BD simulation to correctly capture the timescales of its diffusive
motion in the free-energy landscape.
Crucially, the exponential dependence of tesc on the molecule’s
solution-phase electrical charge renders possible charge measure-
ments with a precision much better than the elementary charge, e.
We thus introduce the concept of ‘escape from a potential well’ as
a measurement principle that offers major advantages over the pre-
viously described tracking-based approach to determine the charge
of single colloidal particles in solution17. Using the functional form
of the spatial conﬁning potential to determine the charge of a
trapped object requires high signal-to-noise ratio detection of the
particle, with the experimentally measured quantity, for example,
a spring constant of conﬁnement, depending at best linearly on
the entity’s charge. The escape-time approach we describe here uti-
lizes a telegraphic ‘on–off’ signal trace (Fig. 2a,b) and is ideally
suited to the measurement of weak emitters, thus enabling the
investigation of single molecules.
Overall, the statistically limited experimental error of <5% on tesc
implies a precision of <2% in the charge determination in a single
measurement. In practice, however, the experimental uncertainty,
he ≈ 1 nm, on the slit height (Supplementary Fig. 1) results in an esti-
mated overall single-measurement uncertainty of ∼10%, as evidenced
by the spread in the measured values from one experiment to the
next (Supplementary Fig. 8). This device-related measurement
uncertainty can, however, be reduced to the level of 2–6% by
averaging, as reﬂected in Fig. 3. However, a sequential (parallel)
measurement on spectrally identical (separable) molecules in a
single device would permit us to attain a statistically limited measure-
ment precision and thus distinguish molecular species that carry very
similar amounts of charge (see below). Escape-time electrometry
(ETe) thus offers a direct, rapid, highly sensitive and precise measure-
ment of the charge of a single nano-object or macromolecule in sol-
ution. The measurement does not require knowledge of the
molecule’s composition or structure. Given a protein’s amino acid
composition, however, we show that the measured charge, qm, can
be compared with the calculated effective charge, qc, determined
from free-energy calculations22 (Supplementary Section 1), and
used to infer the 3D distribution of the charge in the molecule, as
well as to estimate a dielectric coefﬁcient of the molecular interior
for folded molecules. Thus, observing the ‘hopping dynamics’ of a
single molecule in a well-determined free-energy landscape should
yield a wealth of information on its physical and structural properties.
Measuring the effective electrical charge of biomolecules
Double-stranded DNA (dsDNA), a uniformly charged
linear polyelectrolyte that possesses negatively charged phosphate
a






























































Figure 2 | ETe to determine the electrical charge of a trapped species. a, A single snapshot of ﬂuorescently labelled ProTα molecules sampling a 3 × 3 array
of electrostatic ﬂuidic traps (left) with slit height 2h = 76.4 nm (scale bar, 1 µm). The shape of the inferred conﬁning potential well is given on the right.
A series of snapshots of the array acquired using an exposure time of texp = 30 ms at a frequency of 33 Hz over a period of ∼30 s is analysed by recognizing
the regions of interest deﬁned by the locations of single traps (red squares) and monitoring the average intensity in the region as a function of time.
b, A representative time trace of a single region-of-interest. The time traces are analysed using a step-ﬁnding algorithm that identiﬁes and determines the
duration of residence of a molecule in a trap, Δt. c, Residence- (escape-) time data recorded for ∼10–15 molecules (N = 300 escape events) are pooled and
the normalized histogram ﬁt with a single exponential of the form P(Δt) = (A/tesc)exp(−Δt/tesc), which represents a Poisson process, in which tesc denotes the
average measured escape time and A≈ 1 (further details in Supplementary Fig. 7). d, 3D BD simulation result of the average escape time, tsim, of a molecule
as a function of its effective charge, qeff (black squares). The Brownian walk begins at the electrostatic potential minimum at rt = 0 and the molecule is
considered to have escaped the well when it traverses the dotted contour line in a. The black line is a linear ﬁt of the obtained tsim versus qeff dependence in
the range of interest. In this case, the measured tesc = 0.35 ± 0.023 s (red circle) converts into a measured charge, qm= −30.9 ± 0.4e (Supplementary Fig. 8).
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groups (pKa = 2.2), serves as an ideal test object for our effective
charge measurement. A key length scale in the analysis of the effective
charge of polyelectrolytes is the Bjerrum length, lB,m = (e
2/
4πɛmɛ0kBT), which denotes the distance over which two unit
charges that interact via a medium of dielectric coefﬁcient, ɛm,
experience kBTworth of interaction energy, where ɛ0 is the permit-
tivity of free space (lB,w = 7.14 Å in water at 25 °C). Single-stranded
DNA (ssDNA) and dsDNA are assumed to have uniform charge
spacings, b = 4 and 1.7 Å, smaller than lB,w, which means that
strong charge renormalization is expected9,23.
We take the structural charge, qstr of an unlabelled DNA frag-
ment n bases in length as n + 1 for ssDNA and 2n + 2 for dsDNA,
which accounts for an additional negative charge on the 5′-end
phosphate group. Further, all the DNA oligomers in our measure-
ments are labelled ﬂuorescently with two Atto 532 dye molecules,
which adds an additional two negative charges to the molecule in
all cases but one (Supplementary Fig. 4). Measurements were
performed in a regime in which the total observation time of a
single molecule is much shorter than the photobleaching time of
the ﬂuorescent labels (Supplementary Fig. 7). dsDNA fragments
40 base pairs (bp) and 60 bp in length reveal measured effective
charges, qm = −37.1 ± 0.8e and −42.9 ± 2.5e, respectively, that
compare well with the corresponding calculated values of qc =
−32.4e and −45.7e. These values are substantially larger than the
expected qeff = (b/lB,w)qstr for inﬁnitely long charged rods9 because
in our experiments we probe the molecules in the regime κ−1 ≃ L,
the fully extended length of the molecule. Here ﬁnite-size effects
make important contributions to the electrostatics24, as evident in
the electrical potential distributions presented in Fig. 3. For 10 base
and 60 base fragments of ssDNA, however, our measurements
surprisingly reveal values of effective charge that are around 30%
smaller than both our calculated qc values and other theoretical pre-
dictions (Supplementary Table 2). The reasons for this discrepancy
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Figure 3 | The effective electrical charge of nucleic acids and proteins measured using ETe. Columns from left to right: structures of the biomolecules in
Fig. 1c; the size of the molecule; the structural charge, qstr, calculated from equation (1) at the experimental pH, including the contribution of Atto 532 dye
molecules; the effective electrical charge, both measured, qm (top), and calculated, qc (bottom) (Supplementary Section 1); a molecular electrostatic view
with a schematic representation of the modelled molecular geometry on the left, in which the dotted line denotes the axis of cylindrical symmetry, the
regions of net negative charge are coloured red and the spatial solution-phase counterion density is in shades of grey, L and D denote the full contour length
and diameter for the linear polyelectrolytes (Supplementary Table 1), and (right) the calculated spatial electrostatic potential distributions, ψ(r), for each
molecule under the conditions of the measurement. Spatial scale for Stm-l is reduced by a factor of two. The values for qm denote averages over several
independent measurements listed in Supplementary Fig. 8 and the quoted errors are s.e.m.
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transient long-range intramolecular base pairing, which together
render the rigid uniformly charged rod an inadequate description
of the electrostatics.
Turning our attention to proteins—macromolecules that can
possess complex 3D structures and contain a mixture of charged
groups of different pKa values—we consider the IDPs ProTα and
Stm-l and the folded protein Gusβ. ProTα and Stm-l are similar
in that both are disordered polyelectrolytes with no secondary
structure, but they differ widely in structural charge. Stm-l and
the globular protein Gusβ, on the other hand, have nearly the
same value of qstr , but may be regarded as representing two limiting
cases at the level of 3D structure (Fig. 1c). All the proteins are ﬂuor-
escently labelled with Atto 532, and each dye molecule is chemically
coupled to a cysteine residue on the protein. The IDPs carry exactly
two dyes per molecule and Gusβ an average of 2.1 dyes per mol-
ecule. Performing measurements at pH 8.8 ensures that the labelling
leaves the structural charge of the molecule essentially unchanged.
For ProTα and Stm-l, estimates of the mean intercharge spacing,
b = 10 Å and 12.7 Å > lB,w, suggest that, unlike a strongly charged
polyelectrolyte like DNA, the electrostatic interactions within
these disordered proteins are relatively weak, and charge renorma-
lization is unlikely to play as signiﬁcant a role. For example,
consider ProTα with a structural charge of qstr = −46e. Assuming
a uniform average linear charge density of 1e nm−1, our calculation
suggests an effective charge of around −37.5e. The measurement,
however, reveals qm = −28.5 ± 1.2e, a substantially smaller value.
Interestingly, we ﬁnd that the observation can be explained largely
by considering the pattern of charge within the primary structure
of the molecule, as opposed to merely its residue composition.
Rather than a uniformly distributed net charge, ProTα carries most
of its net negative charge (−25e) within a C-terminal stretch of 31
amino acids, ﬂanked by two shorter stretches of high net negative-
charge density (shaded red in Fig. 3, and see Supplementary Fig. 4).
With b = 3.6 Å, these highly charged segments show substantial
charge renormalization, resulting in a calculated effective charge of
qc = −31e, which is close to the experimental measurement.
For Stm-l, with a structural charge of qstr = −102.7e and b > lB,w,
Manning theory predicts no renormalization9, whereas Netz and
Orland10 predict some renormalization, with qtheory = −96e
(Supplementary Table 2). Indeed, our experimental observation of
a comparatively large effective charge, qm = −88.8 ± 3.5e, reveals
little charge renormalization, and agrees remarkably well with our
calculated value, qc = −89.6e (Supplementary Table 2).
We then studied IDPs with sequential ETe on distinct molecular
species with the aim of measuring small differences in structural
charge between closely related molecular isoforms in a single
experiment. We performed escape-time measurements on each
molecular species of interest in a sequential manner in a single
ETe device, with intermediate steps of ﬂushing with buffer solution,
as shown in Fig. 4. We focus on four modiﬁed versions of ProTα,
three that are labelled with different ﬂuorescent dye molecules,
and a fourth carrying a mutation that replaces a negatively
charged glutamate (E) residue with a positively charged lysine (K)
at a single site. The dye molecules are organic entities that carry
net charges of 0 (Cy3B), −1e (Atto 532) or −2e (Alexa 546) per
molecule (Supplementary Fig. 4). Our results demonstrate the
ability to easily resolve ∼5% differences in charge in the electro-
statics of molecular isoforms by direct measurement (Fig. 4),
which is much larger than the ∼1% precision of the method.
Finally, we focus on Gusβ, a globular tetrameric protein whose
charge is dominated by acidic groups distributed fairly uniformly
throughout its 3D structure (Protein Data Bank entry 3K46,
Supplementary Fig. 5). At pH 8.8, the expected net charge based
purely on the molecule’s amino acid composition is qstr = −133.8 e.
Approximating a globular protein of total charge qstr by a dielectric
sphere of radius R ﬁlled with a uniform density of acidic groups
Alexa 546  4.64 ± 0.21
Atto 532     2.49 ± 0.19
 Cy3B          0.87 ± 0.38
tesc (s)








Atto 532               2.30 ± 0.12











































Figure 4 | Sequential ETe to detect chemical modiﬁcations and amino acid exchanges in a disordered protein. a, Schematic depiction of sequential ETe in
a single device. The measurements were performed in 1 mM Tris, ∼1 mM NaCl, in slits of height 2h = 65–72 nm. The device is ﬂushed with buffer between
measurements of different species. b, Measured escape-time histograms, Pn(Δt) = (P(Δt)/Pmax(Δt)), and ﬁt values of tesc for ProTα labelled with Cy3B (0e),
Atto 532 (−1e) and Alexa 546 (−2e). The chemical structures of the dye moieties are presented in Supplementary Fig 4. c, Histograms and ﬁt values of tesc
for ProTα and ProTαE59K, which carry a single amino acid exchange. d, Tabulated measured charge differences, Δqm, for the dye-derivatized molecules and
single amino acid exchange, relative to ProTα-Atto 532 (Δqm = qm,mol − qm,ProTα-Atto 532). Uncertainties are s.e.m. over 2–3 series of measurements in
different devices.
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of pKa ≅ 4, an analysis at pH 7 suggests a threshold criterion
(|qstr|lB,p/eR) ≃ 10−15 for the onset of charge regulation, where
lB,p = (e2/4πɛpɛ0kBT) (using Supplementary equation (1)). Taking
qstr = −133e and R = rH= 5.1 nm, even assuming a high value of
ɛp = 78.5 for the dielectric constant of the interior of the protein,
suggests substantial charge regulation in the molecule. Remarkably,
the measurement reveals tesc values for Gusβ comparable rather to
those of ProTα than of Stm-l, with an associated experimentally
inferred charge of qm = −21.5 ± 0.9e. Tuning the value of ɛp in our
free-energy calculation, we ﬁnd that the measurement implies
ɛp = 11, which serves as a physical indication of the molecule’s
compact folded state. By way of comparison, an atomistic
calculation of the net charge of Gusβ under the experimental
conditions and assuming ɛp = 11 yields qtheory = −24.3e (ref. 25)
(Supplementary Section 1), which agrees very closely with our
prediction. The measurement thus reveals substantial charge
regulation for the globular protein, which conﬁrms the theoretical
expectations based on a low dielectric interior26,27.
Measuring the charge of a single molecule in real time
As escape times are exponentially distributed, the fractional
measurement uncertainty on tesc from a sample of N statistically
independent ‘hops’ of a molecule is simply N−1/2 (Supplementary
Fig. 7). For N = 100, the logarithmic dependence of qm on tesc
implies ∼2% precision in determining qm. Speeding up the escape
process so that tesc < 20 ms and binning the entire time trace into
consecutive blocks of N = 2–100 hops permits a real-time read out
of the charge of a single molecule at a time resolution of ∼20 ms
to 1 s with respective uncertainties on qm of ∼20–2%. From a
study of single 60 b ssDNA and ProTα molecules in this fashion,
b
19 30.2 ± 1.3
133 26.7 ± 0.8
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Figure 5 | Real-time measurement of the electrical charge of a single molecule. a, Optical snapshots of a single 60 base ssDNA molecule (false colour)
sampling an array of traps, superimposed on an SEM of the trapping topography where the nanostructure diameter is 300 nm. b, The trajectory of the
molecule in time is used to generate its escape-time histogram. Scale bars, 500 nm. c, qm for single molecules determined from N recorded escape events or
hops. The fractional uncertainty on each measurement, qm,e/|qm|, is plotted below. The red line denotes the dependence (N
−1/2/w) where, as expected, the
ﬁt parameter w= 5 ± 0.6 is close to (〈W〉/kBT) = 6.8 ± 0.8, the average measured trap depth over all molecules in these measurements. d, Binning a long
single-molecule trajectory into groups of N = 3 and 20 consecutive events yields real-time measurements of qm at overall average temporal resolutions of
∼150 ms (grey symbols) and ∼1 s (black symbols) for ssDNA (top), and 370 ms (grey symbols) and 2.5 s (green symbols) for ProTα (bottom). Data are
presented for molecule no. 4 in each group. Time-averaged qm values are plotted as dashed lines in each case. All the images were acquired using exposure
times of texp = 5 ms; the experimental timescales were tesc,60 b = 34 ms and tcycle≈ 5 ms for 60 base ssDNA and tesc, ProTα = 72 ms and tcycle = 25 ms for
ProTα. For a given species, the average qm over all single molecules compares well with the ensemble measurements of Fig. 3. Error bars, s.e.m.
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we demonstrate the ability to measure the effective charge of a single
molecule in real time (Fig. 5 and Supplementary Movie 2).
Comparingourmeasurementswithsimulationsshowsthat the temporal
charge ﬂuctuations presented in Fig. 5d are largely statistical in origin
(Supplementary Fig. 9). At the fundamental level, the concept we
propose would enable, for the ﬁrst time, the observation of equilibrium
effective-charge ﬂuctuations of a single molecule in solution that arise
from, for example, reactions, interactions or conformational changes.
Conclusions
The similarity in structural charge of Stm-l and Gusβ, but the
enormous difference in their measured effective charge, highlights
a central feature of this work, namely the experimental demon-
stration that 3D structure plays a decisive role in the solution-
phase electrical charge of a biological macromolecule.
Furthermore, in conjunction with atomistic models of the protein
interior, a direct measurement of a protein’s net charge using ETe
could be used to probe the local dielectric environment of the
protein, and thereby contribute substantially to the calibration of
force-ﬁeld parameters in fully atomistic approaches28.
Although the measurements reported here were performed in a low
salt environment (∼2 mM), future experiments with an optimized
trap design and the use of alternative dielectrics or lipid bilayers as
surface materials will enable charge measurements in the higher salt
regime. Moreover, even though a comparison of the resulting
measured value of qm = −88.8e for Stm-l, for instance, with the
corresponding theoretically expected value of qc = −89.6e implies
excellent accuracy in the technique, it is nonetheless possible that
the measured values in Fig. 3 carry an underestimate of up to
∼10%. The uncertainty in a single measurement could be reduced,
and the accuracy of the method improved further, by including a
calibration molecule in the measurement whose effective charge is
accurately known. One possibility would be a linear polyelectrolyte
that carries a known number of ionizable groups spaced at a
uniform distance, b, signiﬁcantly larger than the Bjerrum length, lB.
Doing so would circumvent residual uncertainties in slit height and
salt concentration, and enable the attainment, in a single measure-
ment, of an accuracy that potentially approaches the high precision
offered by the escape-time principle. Additionally, the requirement
of the method for a relatively low signal-to-noise ratio of about
three is ideally suited to the use of direct optical detection techniques,
for example, scattering interferometry, which could in future obviate
the need for chemical labelling of the molecule of interest29,30.
Beyond the individual molecule, these measurements can be
readily applied to monitor intermolecular interactions, for
example, measuring binding free energies associated with molecular
recognition31,32. Finally, as previously implemented in mass spec-
trometry, sequence-speciﬁc chemical modiﬁcation, introduction of
amino acid exchanges or proteolytic cleavage could be used to probe
the 3D structure of the object of interest, enabling ultrasensitive,
rapid structural studies on biological macromolecules and molecular
complexes in the ﬂuid phase33,34.
Data availability. The data that support the plots within this paper
and other ﬁndings of this study are available from the corresponding
author on reasonable request.
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1. Materials and Methods 
Experimental Methods 
Device fabrication and escape-time electrometry (ETe) experimental procedure 
Devices were fabricated as previously described 1. Surface nanostructures and nanoslit 
were extensively characterized by atomic force microscopy (AFM), profilometry and 
scanning electron microscopy (SEM) (Supplementary Fig. 1). DNA and proteins were 
purified and labelled as described below. A suspension of the test molecule at a 
concentration of 50 pM was loaded into the nanoslits by capillary flow. The inlet and 
outlet reservoirs were filled with fluid to arrest the flow. The device was then sealed, 
allowed to equilibrate for ca. 10 minutes and maintained in an Argon atmosphere during 
optical measurements.  
Trap arrays were imaged with standard wide-field fluorescence microscopy using a 100 
X, NA=1.32 oil immersion objective (Leitz Wetzlar, Germany), 532 nm excitation from 
a DPSS laser (Pusch OptoTech GmbH, Germany) and an EMCCD camera (iXon, Andor 
Inc., United Kingdom) for detection. Arrays were illuminated with an intensity of  
4 W/m2 and time-lapse videos were recorded using an exposure time, 
exp 5t  or 10 ms and a variable lag-time, lagt  between frames, such that 
cycle exp lag esc0.25t t t t   , typically. Solution pH and conductivity of the reservoirs were 
measured before and after every experiment using microconductivity (Laquatwin, 
Horiba Scientific, Japan) and micro-pH (Orionstar 215, Thermo Scientific, USA) 
meters. Calibration of the conductivity meter was performed using NIST-certified NaCl 
concentration standards (<0.2% uncertainty, Ricca Chemical Co., USA) 
(Supplementary Fig. 2). Intensity time traces for regions of interest corresponding to the 
trap locations (Fig. 2b) were analyzed using a step-finding algorithm with tunable 
threshold values. A single- exponential fit to the histogram of residence times 
representing 300 escape events in a single measurement yielded the escape time, esct  
presented in Fig. 2c. 
In the sequential ETe experiments, following the measurements of esct , solution pH and 
conductivity for one molecular species, the reservoirs were drained and the nanoslits 
flushed with buffer of the same composition for 5-10 minutes before the second species 
was loaded and measured as before (Fig. 4a). Hydrodynamic radii ( Hr ) of all molecules 
in this work were measured using two-focus Fluorescence Correlation Spectroscopy, in 
solution conditions identical to the ETe measurement. The obtained Hr  values were 
confirmed in direct single molecule diffusion measurements in one-dimensional “line-





Biochemical procedures for purification and labelling of nucleic acids and proteins 
DNA 
All DNA oligomers were purchased from Microsynth AG (Switzerland) with Atto 532 
attached to the 3’ and 5’ termini (see Supplementary Fig. 4). The 40 bp ds DNA 
molecule however carried the Atto532 label only at the 5' end of both strands. The 
complementary strand for the 60 bp ssDNA was purchased without labels. The integrity 
of the DNA was examined with anion exchange chromatography on a DNAPac PA100 
4x250 mm column (Dionex, USA)  at 85 °C (low salt buffer: 5 M urea, 12.5 mM Tris-
HCl, pH 7.4; high salt buffer: 5 M urea, 12.5 mM Tris-HCl, 0.5 M sodium perchlorate, 
pH 7.4). The 40 bp and 60 bp dsDNA was annealed in 10 mM Tris-HCl pH 7.5, 5 mM 
MgCl2 and 50 mM NaCl at a concentration of 8.5 µM with a 2-fold molar excess of 
unlabelled complementary strand by heating the sample to 95°C for 3 min and letting it 
slowly cool down to room temperature.  
Fluorescent dyes 
The following fluorescent dyes were used in the preparation of labelled protein: Atto 
532 maleimide (Atto-Tec, Germany), Alexa Fluor 546 C5 maleimide (Thermo Fisher 
Scientific, USA), and Cy3B maleimide (GE Healthcare, USA). Prior to labelling, the 
dyes were dissolved to 10 mg/ml in dry DMSO and sonicated for 2 min to dissociate 
oligomers. 
Protein preparation 
ProTα. A double-cysteine mutant of human prothymosin alpha, ProTα, was expressed 
and purified with an N-terminal His6-Tag according to published protocols 2. The 
protein was enriched with IMAC chromatography, reduced with 5 mM TCEP and 
purified further with RP-HPLC (Reprosil-Gold 200 C18, 5 µm, 250x4.6 mm, Dr. 
Maisch, Germany), using gradient elution with water + 0.1% trifluoroacetic acid 
/acetonitrile. Electro-spray ionization mass spectrometry (ESI-MS) of the purified 
protein confirmed that the N-terminal methionine was cleaved off during expression. 
The lyophilized protein was dissolved in 100 mM potassium phosphate buffer (pH 7.0) 
to a concentration of 150-250 µM. An equimolar amount of fluorescent dye (Atto 532, 
AlexaFluor 546 or Cy3B) was added to the protein solution. The reaction was incubated 
for 3 h at room temperature and quenched with 50 mM 2-mercaptoethanol (2-ME) 
before purification with RP-HPLC (see above). The fraction containing double-labelled 
protein was collected and dissolved in 20 mM Tris-HCl (pH 7.5) after freeze drying.  
Proper labelling was confirmed with ESI-MS.  
ProTα E59K. A plasmid encoding the E59K mutant of ProTα was produced with site-
directed mutagenesis. The protein was expressed and purified analogously to the 
original ProTα. The E59K variant was double-labelled at the cysteines with Atto 532. 
The molecular weight of the double-labelled protein was confirmed with ESI-MS. 
Starmaker-like. A double-cysteine mutant (A14C/A70C) of the Starmaker-like protein 
(Stm-l) of Oryzias latipes was purified according to published protocols 3. The protein 
(200 µM) was labelled for 2 h at room temperature with a 4.5 fold molar excess of Atto 
4 
532 in 20 mM Tris-HCl pH 7.5, 150 mM NaCl. After that, the reaction was quenched 
with 50 mM 2-ME. The free dye was separated from the protein by passing the reaction 
over a PD MiniTrap G-25 column (GE Healthcare), equilibrated with 20 mM Tris-HCl 
pH 7.5, 50 mM NaCl. The double-labelled protein was further purified with anion 
exchange chromatography on a MonoQ 5/50 GL column (GE Healthcare), using a 
gradient from 50 mM to 1 M NaCl in 20 mM Tris-HCl pH 7.5. The protein was desalted 
on a G-25 column into 20 mM Tris-HCl, 50 mM NaCl. Double labelling was confirmed 
by ESI-MS.  
β-Glucuronidase. E. coli β-Glucuronidase (Gusβ) was purchased from Sigma (G8295). 
The protein was dissolved in 50 mM sodium phosphate pH 7, reduced with 5 mM DTT 
and loaded onto a Superdex 200 10/300 GL column (GE Healthcare) equilibrated with 
50 mM sodium phosphate buffer (pH 7.0). The fraction corresponding to tetrameric 
GUS was collected. The protein (2.5 µM) was labelled immediately after elution with a 
threefold molar excess of Atto 532. The reaction was incubated at room temperature for 
3 h and quenched with 14 mM 2-ME. Residual free dye was removed on a G-25 column 
equilibrated with 20 mM Tris-HCl pH 7.5, 50 mM NaCl, followed by purification on a 
Superdex 200 increase 10/300 GL column (GE Healthcare) in the same buffer. The 
degree of labelling was determined to be 2.1 dyes/molecule via UV/Vis absorbance. The 
integrity of the protein under ETe measurement conditions was confirmed with 
analytical size-exclusion chromatography on a Superdex 200 increase column in 
running buffer of composition 20 mM Tris-HCl pH 7.3, 50 mM NaCl (Supplementary 
Fig. 5a). 
 
Dual-focus fluorescence correlation spectroscopy  
Dual-focus fluorescence correlation spectroscopy (2f-FCS) measurements 4 of Atto 532-
labelled molecules were performed according to published procedures 5,6 on a MT200 
instrument (PicoQuant, Germany). Alternating excitation of the sample with 483 nm 
was achieved with two orthogonally polarized lasers (LDH-D-C-485, PicoQuant) with a 
repetition rate of 20 MHz. A differential interference contrast prism (U-DICR, 
Olympus, Japan) was inserted into the beam to split the two polarization directions into 
two laser foci. The emitted photons from both foci were separated from the excitation 
light with a dichroic mirror (HC Triple laser beam splitter BS R405/488/594, Semrock, 
USA), split according to their polarization and color (595 DCXR (Chroma)) and 
detected with two avalanche photodiodes for each angle. The two detectors in each path 
were equipped with either an ET 525/50 filter (Chroma) or a HQ 650/100 filter 
(Chroma). The signal of the two channels was combined for data analysis, as Atto 532 
shows significant emission in both spectral regions. To match the spectral properties of 
ProTα-Cy3B and ProTα-Alexa 546, the sample was excited alternatingly with two white 
light continuum sources (SC-450AOTF, Fianium, UK; Solea, PicoQuant) pulsing at 20 
MHz, with 15 µW (Alexa 546) or 5 µW (Cy3B) excitation power each (measured at the 
back aperture of the objective). The appropriate wavelength was selected with a laser 
cleanup filter for the Fianium lightsource (BrightLine HC 532/3, Semrock) and by 
setting the tunable bandpass filter of the Solea to 528/7 nm. Emitted photons were 
separated from the excitation light with a dichroic mirror (triple line beam splitter 
5 
zt405/530/630rpc, Chroma), split according to their polarization and distributed onto 
two avalanche photodiodes, both equipped with a 585/65 ET bandpass filter (Chroma). 
The detected photons were combined into 100 ms bins to assess signal stability. 
Occasional aggregates (detectable by a spike in the fluorescence intensity trajectory) 
were removed from the photon trace prior to further analysis. The data analysis of the 
auto- and cross-correlation functions of the two foci was conducted according to Refs. 4 
and 5 with the addition of a triplet state component 6. From the molecular diffusion 
coefficient mD , the hydrodynamic radius, Hr , of the protein was calculated according to 
the Stokes-Einstein equation, B
6πH m
k Tr
D , where η is the viscosity of water at 22°C. 
The dominant uncertainty in the diffusion coefficient originates from the uncertainty on 
the inter-focus distance, an input parameter for the fit which was quantified as 436±20 
nm from a calibration based on dynamic light scattering7. To assess the resulting 
uncertainty, we obtained the diffusion coefficient from fitting the correlation functions 
1000 times with the inter-focus distance varied randomly by 5% according to a normal 
distribution with a mean of 436 nm. The standard deviation of this fit corresponds to the 
error in Hr  given in Supplementary Table 1. All measurements were conducted at 2 nM 
concentration of the labelled species in the relevant buffer conditions (1 mM Tris, ~1 
mM NaCl) as in ETe experiments.  
 
Theoretical approach 
Poisson-Boltzmann model for the spatial electrostatic potential in the trapping 
nanostructure  
We begin modelling our electrostatic single molecule trap by calculating the 3D 
distribution of electrostatic potential ( ) r throughout the trapping nanostructure using 
COMSOL Multiphysics as previously described 1,8. We model the molecule as a 3D 
object as schematically depicted in Fig. 3, with the relevant geometric parameters listed 
in Supplementary Table 1. In previous work we treated the surface charge of the trapped 
object and walls of the system using constant charge or constant potential boundary 
conditions. Here we employ the charge regulation formalism 9 that permits us to account 
for the response of the ionizable groups to the local dielectric environment within the 
molecule as well as the pH of the surrounding electrolyte.  
We treat a globular protein as a salt-free sphere of uniform dielectric coefficient p , and 
radius, R equal to the molecule’s measured Stokes radius, Hr . The structural charge of 
the molecule arising from its chemical groups is considered as a charge density 
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This relation incorporates the response of the charged groups to the local electrical 
potential, ( ) r  and importantly reflects the uniform chemical potential of the protons 
throughout the system. Here, i  represents the volumetric number density of ionizable 
species i, p iK represents its acid dissociation constant,  j=+1 or -1 indicates a basic or an 
acidic species, Bk is Boltzmann’s constant and T is temperature. For proteins, we use 
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  denotes the difference in solvation energy of the ionized group 
between the exterior electrolyte and interior dielectric. Here B,ml denotes the Bjerrum 
length in the electrolyte phase,  r -A  is the radius of the ionized group and m  and p  
denote the dielectric constants of the exterior electrolyte and interior dielectric medium 
respectively. 0  in turn can be used to incorporate additional non-electrostatic energy 
contributions to the ionization equilibrium, but is set to zero in this work. Electrolyte 
ions are not permitted to enter the dielectric sphere, and the Poisson equation 
p 0
( )( )     
rr  describes the electrical potential, ( ) r within the sphere, where 0  is 
the permittivity of free space.  
Polypeptide chains, single-stranded and double-stranded nucleic acids are treated as 
rigid, hollow cylinders of diameters, D = 0.5 nm, 1 nm and 2 nm respectively, whose 
lengths, L correspond to full extension. We consider the charge of the molecule as a 
uniform density, ( ) r  all over the cylindrical surface representing the molecule, unless 
otherwise stated. Thus analogous to the spherical globular protein we have 
 
(pH-p ) s 0
B
( )
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 rr r , where  i r  represents the local 
surface number density of ionizable species i, and ( ) r  is the local surface potential. 
In the solution phase exterior to the object, the non-linear Poisson-Boltzmann equation 






    
denotes the inverse Debye length. Here AN  is Avogadro’s number, and we assume a 
uniform dielectric coefficient of m  78.5 representing water at 25 C, with pH and 
bulk salt concentration, c, corresponding to the experimental conditions. Note that 
similar to traditional treatments, our dielectric sphere is impervious to salt ions in the 
aqueous phase 11-13. But by contrast, protons are permitted to penetrate the sphere, 
enabling us to account for the pH- and interior dielectric coefficient-dependent titration 
of charged groups in a single calculation.  
Numerically solving for the spatial electrostatic potential and integrating the electric 
field over the surface of the sphere or cylinder representing the molecule directly yields 
the charge enclosed by the molecular surface, sq  under a given set of conditions. A low 
7 
dielectric coefficient entails strong coulombic coupling between charges embedded in 
the medium. The large excess of negative residues in a globular protein like Gus thus 
leads to strong charge regulation via Supplementary Equation (1), and as a result, sq  
departs significantly from the structural value, strq . We have validated the net charge 
predictions of our simple model of the protein interior against a fully atomistic 
calculation for Lysozyme using the H++ platform14 (http://biophysics.cs.vt.edu/H++, 
version 3.2) which employs the methodology proposed in Ref.12. The pK-1/2 values for 
individual groups generated by the same atomistic calculation platform were used to 
determine the value theory 24.3 q e   reported for Gus in Supplementary Table 2.  
Furthermore our model also captures experimentally measured trends of apK shifts 
reported for acidic10 and basic proteins15. Details on the validation of the model will be 
presented in a separate publication.  
Note that throughout this work we model the SiO2 walls of the trap using a single pK 
charge regulation model which, in conjunction with Poisson-Boltzmann equation 
describing the bulk electrolyte, models the response of the SiO2 surfaces to both the 
solution ionic strength and pH. The charge density on the walls of the slits is thus
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r
r
, where = -8 e/nm2 is the number density of 
surface ionizable groups and pK=7.5 16. Supplementary Fig. 6 illustrates the influence of 
w  on the electrical potential difference   between the shoulders and center of the 
trap. 
Spatial maps of the electrostatic potential due to a single molecule, calculated using the 
above approach, are shown in Fig. 3. 
Numerical model for the effective electrical charge and interior dielectric coefficient of 
a trapped macromolecule 
In order to address the question of how the measured charge mq  compares with 
theoretical expectations, we first calculate ( )F r , the electrostatic free energy as a 
function of spatial position r of the molecule in the landscape. The electrostatic free 
energy calculation incorporates the mixing entropy of the counterions in solution as 
previously described8.  
Since we find that sq  remains constant regardless of the object’s spatial location in the 
trap, we calculate differences in the system electrostatic free energy, F between states 
where the molecule is situated at axial potential minima at the center of the trap and 
outside the trap - at the shoulders of the potential well - using the constant charge 
approach previously described8. We find that the calculated spatial electrostatic 
interaction free energy can be cast in the form c( ) ( )F qr r  (2), where cq  can be 




  , where F  denotes the difference in calculated electrostatic free 
energy for positions of the molecule at the bottom and shoulders of the potential well 
and  in turn is the difference in minimum axial (z) electrical potential, between the 
bottom and shoulders of the trap, in the absence of the molecule. Note that the equality 
in Supplementary Equation (2) also forms the basis of our Brownian Dynamics 
simulation of escape of a point object of charge, effq from a trap potential landscape 
given by ( ) r , where ( ) r again refers to the spatial electrostatic potential distribution 
due to the nanostructure alone, in the absence of the molecule.  As such, Supplementary 
Equation (2) represents a parametrization of the electrostatic free energy of interaction 
in terms of an effective molecular charge which can not only be directly calculated as 
described above but as we show in our work experimentally inferred from an escape-
time measurement. 
For low object charge densities we note that c strq q , which is expected in the linear 
regime 17. For large charge densities however we find that cq  is smaller than strq , 
indicating charge renormalization. In particular in the point object regime, i.e., object 
radius, R < Debye length, 1  , we find that our calculated effective charge, cq  agrees 
very closely with the “effective charge” discussed in charge renormalization and 
counterion condensation theories17-20 (Supplementary Table 2). Thus in our work cq
denotes a calculated effective molecular charge. 
For the disordered proteins and double stranded nucleic acids we find remarkable 
agreement between the measured and calculated charges, mq  and cq , without any 
adjustable parameters (Supplementary Table 2). We further note that mq  – or its 
theoretical counterpart, cq – is the quantity of interest in “far-field” interactions, e.g., 
intermolecular or intersegment forces in a long polyelectrolyte or polyampholyte. The 
true charge of the molecule however is given by the actual charge enclosed by or 
distributed over the molecular surface, sq . Depending on the molecule’s charge density, 
its 3D structure, and solution conditions such as ionic strength and pH, sq  can itself on 
occasion be substantially less than the nominal strq , and may thus be thought of as a 
regulated molecular charge (Table S2). Finally, while the free energy calculation for 
linear polyelectrolytes is free of adjustable parameters, for a compactly folded molecule 
such as a globular protein we do in fact tune the interior dielectric coefficient, p  in 
order to obtain agreement of cq  with mq .  
The numerical error in cq  stems from the error in calculating F . Currently this 
uncertainty is generally of the order 1%, but can be up to 3-5% for highly charged 






2. Supplementary Text 
Experimental parameters and measurement precision  
The inputs to the overall measurement process are the object’s Stokes radius, Hr , 
nanostructure geometry, salt concentration in the electrolyte, c and slit surface charge 
density, w: all these parameters can be directly measured and/or controlled. We point 
out that although w can be measured, for highly charged surfaces, the non-linearity of 
the governing PB equation makes  relatively robust to large variations in this 
parameter (Supplementary Fig. 6). Thus, uncertainties on the slit height, 2h 
hydrodynamic radius of the particle, Hr  and solution ionic strength, c are the main 
sources of error in the overall measurement (see section below). We emphasize that 
unlike other approaches, the escape-time methodology circumvents uncertainty on 
molecular size (or equivalently, the drag coefficient) in a unique way. The mean escape 
time, esct  depends exponentially on an object’s charge but only linearly on its viscous 
drag. This means that as long as esct  is much longer than tr, the relaxation time in the 
trap, even a relatively large uncertainty in the drag coefficient only results in a small 
correction to the measured charge, e.g., for escape times 100 ms and relaxation times  
100 s, as in these experiments, 10% uncertainty in the drag coefficient results in 1% 
error in charge measurement. Thus with the salt concentration known to within 0.5% 
(Supplementary Fig. 2), the error in the measurement could stem solely from the 
statistical nature of escape time determination. In our present work the 1 second 
measurement time results in an overall average error of <5% on esct  which in turn 
translates to <0.5% error in charge determination. In absolute terms this statistical 
uncertainty ranges from 0.05 e for weakly charged matter such as 10 base ssDNA (
eff 10 q e ) to 0.5 e for a highly charged molecule such as Stm-l ( eff 100 q e ). 
Below we present a more detailed error analysis for the ETe measurement that takes 
into account uncertainties on the system parameters and experimentally measured 
quantities. 
Measurement accuracy and error propagation analysis for ETe measurements 
The overall uncertainty, ge on a quantity, ( , ,..)g x y  that is a function of observables x, y, 
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In our experiment the measured electrical charge on an object, mq  which we denote 
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Here,m denotes the slit mid-plane potential, which well approximates the trap potential 
difference , since the electrical potential at the bottom of the trap is zero by design. 
Further, esct  is the measured escape time, and rt , the particle’s position relaxation time 
in the trap which depends inversely on the measured hydrodynamic radius, Hr . 
B2f k T in turn is a fluctuation-governed, predominantly entropic, contribution to the 
trap depth, W which arises from position fluctuations of the molecule in the axial 
dimension, and can be regarded as effectively independent of q. 
The fractional uncertainty eq
q
 on the measured charge can thus be written as 
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   (3) 
Of the 3 terms in Supplementary Equation (3) the latter two contain experimental 
measurables esct  and tr and can therefore be directly estimated. The first term 
Supplementary Equation on the other hand is a function of 3 additional experimental 
parameters, namely, the inverse Debye length, , the height of the channel, 2h, denoted 
for now as H, with a corresponding error he, and the surface charge density of the slit-
walls, w. Thus, we write in addition, 
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We find that the following linear functions well describe the dependence of m on the 
parameters , H and w for perturbations about the nominal values: 
m
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  , holding  and h constant. 
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In experiments where c = 1 mM NaCl in slits of height 2h = H = 66.2 nm, we find the 
following values for the coefficients: A = 1, B = 0.11, C = 9.15 nm2/e and D = 37.91 
nm2/e. 





  , where the measured uncertainty on 
the salt concentration, e 0.5%c
c
  (Supplementary Fig. 2). 
Thus the fractional error on the mid-plane potential, m can be written as 
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  , with 
1 9.5   nm, the measured error in slit height he=1 nm (Supplementary Fig. 1d) and 
assuming a rather large (30%) uncertainty on the value of w =0.3 e/nm2, namely, 
e=0.1 e/nm2, we obtain 
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We now refer back to Supplementary Equation (3) to determine the total error. 
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, we find that the estimated overall error in the charge 
measurement works out to    2 2e 5.97 2 0.71  % 6.05%q
q
    
The main contribution to the measurement error thus stems from the uncertainty on the 
mid-plane potential, m which in turn depends most strongly on a geometric parameter, 






List of variables and parameters 
 
Symbol Variable or parameter name 
  
A Escape-time probability density distribution fit parameter 
b Mean inter-charge spacing in linear polyelectrolytes 
c Salt concentration 
D Diameter of cylinder in quasi-1D molecular model of polyelectrolytes 
Dm Molecular diffusion coefficient 
tlag  Lag-time in SMD measurement 
e Elementary unit charge 
0 Permittivity of free space 
m Dielectric coefficient of a medium m 
p Dielectric coefficient of the interior of a protein 
f Fluctuation contribution to the trap depth 
F(r) Spatial electrostatic free energy as a function of particle position, r 
Fz(rt) Axial (z)-minimum of electrostatic free energy as a function of radial position of particle in trap, rt 
0 Non-electrostatic contribution to ionization equilibrium 
s Solvation energy of an ionized group 
 Structural charge density due to surface ionizable groups on the slit walls  
H 2h 
-1 Debye length 
Ka Acid dissociation constant 
kB Boltzmann's constant 
L  Fully extended length of a nucleic acid or intrinsically disordered protein molecule  
lb,m Bjerrum length in a medium, m 
N Number of escape events or hops  
ndye Number of frames to bleaching for a given dye species 
q*str Net electrical charge of the molecule estimated prior to chemical modification by dye 
qc Calculated effective charge 
qeff Effective electrical charge 
qm Measured effective charge 
qs Charge enclosed by or distributed over the molecular surface 
qstr Net structural electrical charge including the contribution of dye molecules 
qtheory Effective charge predicted by other theoretical approaches 
R Radius of sphere representing a globular protein 
 Volumetric number density of ionizable species 
rH Hydrodynamic radius 
rt Radial location of particle in trap 
w Regulated charge density of the slit walls 
13 
T Temperature 
tcycle Cycle time in fluorescence imaging 
tesc Average escape time of the molecule 
texp Exposure time in fluorescence imaging 
tlag  Lag time in fluorescence imaging 
tr Position relaxation time of the trapped molecule 
tsim  Average escape time from Brownian-Dynamics simulation 
t'sim Inferred simulated escape time after camera sampling 
W Depth of the trap or potential well 
xe Error on a parameter or variable, x 
(r) Local electrostatic potential 




3. Supplementary figures and tables 
 
 
Supplementary Fig. 1. Characterization of a representative escape-time 
electrometry device. (a) SiO2 surface-topography was measured using profilometry 
and AFM, prior to fabrication of closed fluidic slits by bonding to an optical-
microscopy-compatible glass substrate. (b) Subsequent to bonding, nanoslits were 
cleaved and the cross-section subjected to scanning electron microscopy. An automated 
analysis of the height of the gap in the SEM images was performed using various edge 
detection criteria. (c) An SEM of the cross-section of the trapping nanostructure. (d) Slit 
height measurements agree remarkably in the profilometry and SEM approaches, with 
the more noisy SEM values rather reflecting edge roughness created by breakage. 
Profilometry measurements of average slit height, 2h and corresponding uncertainty, he 






Supplementary Fig. 2. Converting measured solution conductivity to ionic 
strength. The solid line denotes the calibration function used to convert measured 
reservoir conductivity to solution ionic strength, c.  The uncertainty on concentrations of 
the calibration standards (<0.2%) are smaller than the data symbols. The overall 







Supplementary Fig. 3. Single molecule diffusion (SMD) measurements on ProT 
and Stm-1. Diffusion of single molecules confined in 1-dimensional “line” traps in an 
ETe device 1 was imaged over a period of ~1 s using continuous illumination with 
exp 10t  ms. Mean square displacement, 2lag( )x t     values were determined for 
each trajectory and plotted as a function of lag-time, lagt , with symbol color 
identifying data from a single molecule. A global linear fit to all the data series (black 
line) performed according to Ref. 21 yields the molecular diffusion coefficient, m, SMDD . 
The obtained values for ProT and Stm-1 are tabulated below and compared with the 
respective measurements from FCS. The inferred hydrodynamic radii, Hr are in good 




Supplementary Fig. 4. Sequences of DNA fragments and IDPs. (a) DNA sequences 
and chemical structures of Atto 532-derivatized ssDNA and dsDNA, with charge 
carrying atoms highlighted in blue and red. A labelled ssDNA n bases in length carries a 
structural charge, str ( 3) q n e    after labelling, while a dsDNA fragment n bp in 
length carries an additional structural charge of ( 1) n e   from the unlabeled 
hybridized strand. (b) Chemical structures of the fluorescent dyes Atto 532, Cy3B and 
Alexa 546. (c) Amino acid sequences of ProT and Stm-l, with the single amino acid 
exchange site in ProT indicated by a rectangle and dye-coupling sites by a grey ellipse. 
Negatively charged residues are colored red and positive, blue. Stretches of negatively 




Supplementary Fig. 5. Structural characterization and analysis of Gus. (a) Size-
exclusion chromatography of Gus in 50 mM NaCl, 20 mM Tris Buffer on a Superdex 
200 Increase column, after pre-incubation for 1 hour in the indicated buffers. (b) Radial 
number density distribution, ( )i r of charged residues, D+E (red) and K+R (blue), 
relative to the geometric center of Gus (left). m ( ) r represents the corresponding 
distribution for a single monomer (right), clearly demonstrating the presence of charged 
residues in the globular interior. Insets display charge-carrying atoms in 1.5 nm and 1.1 




Supplementary Fig. 6. Dependence of the unit charge trap depth, Δe ψ on slit 
surface charge density. For example for measurements in 0.8 mM NaCl + 1 mM Tris 
(total salt concentration, c  1 mM), pH 9, and slits of height 2h = 66 nm, we use a slit 
surface charge density of w = -0.3 e/nm2, which comes from a single apK  charge 
regulation boundary condition for silica surfaces 16, and agrees well with our own and 
literature measurements of silica nanoslit conductance 22. Including a 0.15 nm thick 




Supplementary Fig. 7. In silico validation of the ETe experimental method. (a) A 
distribution of 410N   escape times with a mean value simt generated from a Brownian 
Dynamics simulation (black trace) is sampled by a rectangular pulse train representing 
the time-structure of the camera’s sampling (grey trace), yielding a simulated recorded 
21 
escape trace below (blue line). (b) The histogram of these escape times is fit with a 
single exponential, 
sim sim
( ) expA tP t
t t
      (black trace). The decay rate corresponds to 
the inferred escape time, simt , which can be compared under various camera sampling 
conditions with that of the input Poisson process, simt (see parts (d,e)). (c) Dependence 
of the expected fractional uncertainty on sim ( )t N on the number of recorded escape 
events, N. The red line denotes 1/2sim ( )t N N
 . The inset presents simulated histograms 






 examined for 2000N   recorded events using a range of sampling times 
given by cycle exp lagt t t  , reveals the possibility of accurate reconstruction of simt  over a 
wide range of sampling conditions, i.e., sim simt t   over a wide range of cyclet . The fit 
value of A however depends strongly on sampling conditions, and increases with cyclet . 
Note that using cycle sim0.1t t  gives a fit value sim simt t  . The average 3% uncertainty on 




 reflects the statistical expectation rather 
well, see (c). (e) Experimental measurements of esct  acquired with different sampling 
times, cyclet  indeed reflect the simulation prediction well (solid and dotted grey lines in 
(d)). (f) Experiments were performed to measure the bleaching time of the Atto 532 
label. Fluorescently labelled, trapped ProT molecules were illuminated continuously (
lag 0t  ), with the same optical intensity as in the ETe measurements and using the same 
exposure time, exp 10t  ms. The number of frames to bleaching, ndye was recorded for 
20-30 molecules. The measured values nAtto 532 = 344, nAlexa 546= 193 and nCy3B= 80 far 
exceed the mean number of frames-to-escape in the ETe measurements, which was 
typically 4.  
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Supplementary Fig. 8. Experimental details on all measurements contributing to 
mq  in Figure 3. The column “Buffer” details the range of salt concentrations and pH 
probed over all listed measurements for each species. On the right are normalised 
histograms of recorded escape times and corresponding exponential fits of esct  for a 




Supplementary Fig. 9. Simulation of a real-time escape-time electrometry 
experiment. We simulated a series of single-molecule trapping events for a 60 b 
ssDNA molecule, as shown in Supplementary Fig. 7. Binning the trace of escape times 
in groups of N = 3 (grey data) and 21 (black data) consecutive events, for a well of 
depth, B6.4W  k T  - corresponding to the experimental measurement in Fig. 5d (top 
panel) - yields values of inferred temporal charge with corresponding uncertainties. The 
statistical variation in the inferred real-time charge values, mq is very close to the 





Supplementary Table 1. Structural charge and geometric parameters of measured 
molecules. strq
  represents a sequence-based estimate from equation (1) at the 
experimental pH, prior to chemical modification by fluorescent dye moieties, and using 
intrinsic pKa values from Ref. 10. L denotes the full contour length of the molecule, D 
the diameter and b the average spacing between charges in fully extended linear 
polyelectrolytes. b,wl    0.714 nm is the Bjerrum length in water at 25 °C and Hr  





Supplementary Table 2. The effective electrical charge of nucleic acids and 
proteins measured using ETe, and compared with our calculations and other 
theoretical predictions. All values of charge in units of –e. †sequence-based estimate 
from equation (1) at experimental pH, including the contribution of dye moieties. For 
DNA, the contribution of dyes is taken as additive in all theoretical estimates, while for 
proteins, strq remains effectively unaltered. 
‡4-7 Å base-spacing; theoryq  lists the 
predicted effective charge from effective charge (charge renormalization) theories, and 
from an atomistic structure-based calculation for the globular protein. ||Ref. 18; ¶Ref. 23; 
§Ref. 24 ; #calculated from pK-1/2 values based on PDB structure 
(http://biophysics.cs.vt.edu/H++, version 3.2) 14. sq  represents the electrical charge of 
the molecule resulting from charge regulation of the ionizable groups, calculated using 
our model (see section on ‘Theoretical approach’). Our calculated effective charge, cq
carries an estimated 1-5% uncertainty due to numerical error in F . Measurement 
errors reported for mq are s.e.m. Complete experimental details on the measurements are 






4. Captions for Videos 
Supplementary Video 1 
The video displays a time series of images of fluorescently labelled single ProT 
molecules thermally sampling an array of electrostatic traps, superimposed on an SEM 
of the nanostructured trapping topography (Panel A, scale bar denotes 2 m). The 
sampling rate in the experiment was 20 Hz ( cycle 50t  ms), but displayed frames 
represent a sampling of 4 Hz. Panel B displays the fluorescence signal (red trace) from a 
single trap (demarcated by a white box in (A)). In a typical experiment, escape-time 
data from all traps in an array are pooled and fit with a single exponential to give the 
measured escape time, esct  (Panel C). The video is slowed down by 5. 
Supplementary Video 2 
The video presents a short stretch of a real time ETe measurement on a single 60 b 
ssDNA molecule (molecule #4 in Fig. 5). Panel A presents fluorescence images of a 
single molecule and its trajectory in real-time superimposed on an SEM of the 
nanostructured surface. Scale bar denotes 500 nm. The sampling rate in the experiment 
was around 200 Hz ( cycle 5t  ms).  All frames are displayed. Panel B displays durations, 
esc,it  of individual escape events, i. In this case, every 3 escape events or ‘hops’ yields 
an average escape time measurement, esct (dashed green line) which is converted into a 
measurement of mq  (black symbols, panel (C)). Panel C presents real-time 
measurements of  esct  and mq  at an average time resolution of 130 ms. Note that the 
third measurement point arises from relatively rapid escape of the molecule indicating a 
lower than average temporal effective charge. The video is slowed down by 60. 
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“One gets to the heart of the
matter by a series of experiences
in the same pattern, but in
different colors.”
Robert Graves
This chapter introduces the findings presented in our paper “Spectrally resolved
single-molecule electrometry” [4], in which we have used ETe to measure two
molecular species at the same time. As discussed in Chapter 3.3, the main source
of error in an ETe measurement arises from the uncertainty in the determination
of the electrostatic midplane potential ψm. The precision of the method is
function of the number of escape events, N , and scales as 1/(
√
Nqeffψm). For
a molecule of qeff = −30e, in a typical experiment performed at κh = 3.5
(ψm = 0.17kBT ), this statistical error is ∼ 2% for 100 escape events.
Under the same conditions, the uncertainty on the midplane potential – partic-
ularly the channel height – inherently limits the accuracy. In a single measure-
ment, where the nominal channel height may depart from the mean value by
2-3 standard deviations, the inaccuracy can be up to ∼ 15% (see Section 3.3 for
further details).
In order to achieve high accuracy – as well as precision – and to circumvent the
need to extensively characterizing every device, we use the second molecular
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Figure 6.1: Schematic of the double color fluorescence setup, adapted from Ref.[4].
The green and blue laser (and their respective emission filter sets) are toggled to image
and measure molecules labelled with two different ATTO dyes.
species as a “calibration molecule”. This is typically a 60bp dsDNA molecule
of well characterized qeff. Given the charge of the calibrator, once we measure
the well depth W ≈ qeffψm, the midplane potential is easily inferred. Measuring
two molecules at the same time, in the very same area of the device, ensures
that the electrostatic potential experienced by both species is indeed the same
and the effective charge of the unknown species can be determined with both
precision and accuracy.
The wide-field setup was updated in order to incorporate a second excitation
wavelength (Laser MDL-III-488, PhotonTec Berlin GmbH). The two laser lines
were alternated toggling between two dichroic and filter sets. The green compo-
nents are described in Chapter 3, while the blue filter set consists of a Dichroic
(LPXR H488, Semrock) and a combination of a Shortpass (FESH0550, Thor-
labs) and few Longpass filters (FGL495 and FELH0500, Thorlabs and F76-490,
AHF) in the emission path, as depicted in Figure 6.1.
6.1 The Dyes
The dyes chosen in order to label the macromolecules, ATTO 532 and ATTO
488 (ATTO-TEC GmbH), are very bright and similar in both structure and net
109 6.1. The Dyes
Figure 6.2: The figure depicts emission (solid lines) and absorbance (dashed lines)
spectra of the ATTO dyes used in this work. The vertical lines indicate the laser lines.
The area highlighted shows the effective area of the emission spectra that will reach
the detector, given the filter set used for the blue molecules.
charge. The molecules studied were labelled with either of the ATTO dyes (we
attached two of the same dye per each molecule), and measured in the same
area of a ETe device in an alternating fashion, for a few seconds each.
In order to make sure to clearly separate the species, we have verified that
only the ATTO 532 labelled molecules were visible under green excitation and
viceversa. Inspection of the two dyes emission and excitation spectra reveals
that, under green excitation, the ATTO 488 dye is only weakly excited (<
5% excitation efficiency, see Fig.6.2) and therefore any bleed-through of the
emission of the blue molecule is unlikely to be detected. However, under 488
nm excitation, the ATTO 532 dye can be excited with 25% excitation efficiency
and might contribute to a weak spurious fluorescence signal in the other emission
channel. To give an estimate, if we were to collect all the emission above 500 nm,
under our typical blue illumination conditions the ATTO488-labelled molecules
would have an SNR ∼ 10, while the green molecule (excited sub-optimally but
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characterized by higher brightness, see Figure 6.2), would have an SNR ∼ 3.5,
high enough to be detected and potentially skew the measured average tesc of
the blue species.
In order to avoid any artifact in the measurement, we collected the blue signal
only up to 550 nm, losing roughly 30% of the blue emission but, importantly,
reducing > 75% of the green signal bleed-through. Overall we find that doing
so, under blue excitation, the chosen combination of filters attenuates the spu-
rious green fluorescence by a factor ∼ 7− 8, compared to the desired blue one.
Adjusting the 488 nm laser power and the detector exposure-time in order to
obtain an SNR of ∼ 6 for the blue molecules, the green bleed-through is lost in
the background noise and does not create any artifact in the measurement.
6.2 Spectrally resolved ETe vs PAGE
We used Spectrally-resolved ETe to distinguish minute differences between ds-
DNA fragments. The preparation of dsDNA molecule via annealing (Chapter
3.2.1) demands exact mixing of complementary ssDNA strands, each carrying
an ATTO dye. This process relies on precise determination of each strand con-
centration (via UV-VIS spectrometry) and careful pipetting of the two in the
annealing buffer. Clearly, due to imperfect mixing, a small fraction of ssDNA
might remain in the sample, un-annealed. As shown in Fig.4 of our manuscript
[4], Native Polyacrylamide Gel Electrophoresis (PAGE) can easily distinguish
between few bp differences in dsDNA and even detect small contamination of
ssDNA, which tends to run slightly faster in an electrophoretic field than its
double stranded counterpart.
By performing a single-molecule, spectrally resolved ETe measurement, we
can also distinguish between dsDNA fragment that only differ by 4 bp (60bp-
ATTO488, the “calibrator molecule” vs. 56bp-ATTO532). Furthermore, we
observe the presence of weakly emitting, fast escaping, molecules in both the
green and blue emission channels. These are most likely ssDNA molecules,
which only carry one dye and our independent ETe measurements have indi-
cated to carry roughly half of the effective charge, resulting in shorter tesc [3].
Note that in fact charge renormalization would predict the same qeff for ss and
dsDNA of the same length, but we find that this is not the case: ssDNA is
in general less charged than its double stranded counterpart. This is probably
due to geometric features of ssDNA that render the rigid rod description of the
electrostatic inadequate.
111 6.2. Spectrally resolved ETe vs PAGE
Figure 6.3: Comparison of PAGE and ETe results. The image is adapted from
Ref.[19]; the gel in the bottom is represented in false color. The red arrow indicates
the direction of the electrophoretic mobility.
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A typical PAGE experiment requires micromolar concentration of DNA (1022
molecules) and several hours of run-time in order to separate minute differences;
in addition DNA mobility in gel may show anomalous behaviours, due to un-
desirable interaction of the molecules with the gel matrix [79]. For example, we
have observed that our double-labelled fragments tend to run detectably slower
than the corresponding ladder band, probably due to the presence of the at-
tached dyes.
On the other hand, spectrally resolved ETe has a few key advantages: it requires
very low amounts of molecules (we typically measure ∼ 10 for each color) and it
is remarkably fast, needing only few minutes of measuring-time in total (Figure
6.3). By distinguishing molecules not only by color, but also by other more
subtle detection features like fluorescence intensity, we foresee the application
of this novel technique for detecting and sorting mixtures of macromolecules, at
the single-molecule level.
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Escape-time electrometry is a recently developed experimental technique that offers the ability to mea-
sure the effective electrical charge of a single biomolecule in solution with sub-elementary charge
precision. The approach relies on measuring the average escape-time of a single charged macro-
molecule or molecular species transiently confined in an electrostatic fluidic trap. Comparing the
experiments with the predictions of a mean-field model of molecular electrostatics, we have found
that the measured effective charge even reports on molecular conformation, e.g., folded or disor-
dered state, and non-uniform charge distribution in disordered proteins or polyelectrolytes. Here we
demonstrate the ability to use the spectral dimension to distinguish minute differences in electrical
charge between individual molecules or molecular species in a single simultaneous measurement,
under identical experimental conditions. Using one spectral channel for referenced measurement, this
kind of photophysical distinguishability essentially eliminates the need for accurate knowledge of key
experimental parameters, otherwise obtained through intensive characterization of the experimental
setup. As examples, we demonstrate the ability to detect small differences (∼5%) in the length of
double-stranded DNA fragments as well as single amino acid exchange in an intrinsically disordered
protein, prothymosin α. Published by AIP Publishing. https://doi.org/10.1063/1.5008936
I. INTRODUCTION
Electrical charge is a fundamental property of biological
matter and plays a central role in the function and interaction
of biological molecules.1,2 For example, “supercharged” iso-
forms of evolutionarily conserved proteins are known to confer
extreme physiological capacities on certain species, presum-
ably owing to their enhanced stability to aggregation at high
concentration.3–5 It is also well known that the addition and
removal of small amounts of structural charge in the form
of phosphate groups or other post-translational modifications
modulate not only such basic phenomena as protein stability
but also sub-cellular localization or function and can regulate
macroscopic processes such as metabolism at the systemic lev-
els.6 A recent study demonstrated at the molecular level that
the addition of as few as two phosphate groups to a protein
induced a folding-unfolding transition and altered its bind-
ing affinity by orders of magnitude.7 Not surprisingly, several
disease states are correlated with altered phosphorylation of
proteins, e.g., disordered proteins such as tau and α-synuclein
involved in Alzheimer’s and Parkinson’s disease, and mul-
timeric proteins such as the stress-activated p53, implicated
both in ageing and cancer.8,9 Furthermore there is strong evi-
dence that molecular electrostatics plays a dominant role in
phase segregation processes mediated by charged disordered
proteins and nucleic acids in the cell.10,11 The ability to per-
form a direct, sensitive, high-resolution measurement of the
charge of a macromolecule in solution would thus have strong
a)Electronic mail: madhavi.krishnan@uzh.ch
implications from both a fundamental as well as a biomedical
perspective.
Contrary to the situation in vacuum, the electrical charge
of a macromolecule in solution is governed strongly by ther-
modynamic processes in the electrolyte that render both the-
oretical predictions and experimental measurements of the
quantity non-trivial. At the simplest level, a direct sum over
a macromolecule’s charged groups yields a qualitative esti-








Here i denotes each ionizable group, pK i is the negative loga-
rithm of its acid dissociation constant, zi = +1 or ☞1 indicates
the valence of charge of a basic or an acidic group, respectively,
and e is the elementary charge. In practice however, collective
interactions in a densely packed system of charges can dra-
matically modify the molecule’s effective charge in solution
via two separate phenomena, namely, charge regulation and
charge renormalization. The former concerns an alteration in
the charged state of an ionizable group in the context of the
molecular environment, while the latter deals with the highly
non-linear screening of molecular charge by counterions in
the surrounding electrolyte phase. Both phenomena generally
result in a reduced “effective” charge of an electrically charged
object and have each received extensive theoretical attention,
from polyelectrolytes and proteins to colloidal particles and
charged surfaces in solution.12–19
A variety of experimental approaches have been applied to
the problem of electrical charge measurement on a nanoscale
entity in the fluid phase. Electrokinetic methods that probe
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the electrical potential (ζ-potential) near the surface of an
object in an applied electric field yield qualitatively correct
results, but the measurement is not highly sensitive at the
quantitative level. This is due at least in part to the highly
non-linear and even non-monotonic response of a particle’s
electrical mobility to its charge.20 Along similar lines, capil-
lary electrophoresis can offer single-charge resolved detection
of weakly charged species, but the strong dependence of mobil-
ity on an a priori unknown drag coefficient renders direct
determination of charge on an unknown molecule difficult; in
some instances, chemically generated “charge ladders” of the
protein of interest circumvent this issue.21 Notwithstanding,
polarization fields and molecular deformation in an applied
field inherently limit the ability of the electrokinetic approach
to sensitively probe the charge of a macromolecule in solu-
tion.20 Moving out of the solution-phase, native electrospray-
ionization mass spectrometry can generate high resolution
charge spectra of a macromolecule of interest, but there is con-
siderable debate on whether and how the measured spectrum
relates to the charge of the molecule in solution, with measure-
ments often contradicting each other even at the qualitative
level.22,23
We recently demonstrated the ability to measure the effec-
tive charge of a single macromolecule in solution with sub-
elementary charge precision and in real time.24 The method
relied on our recently developed equilibrium thermodynamics-
based approach to trapping electrically charged matter in solu-
tion.25 Such a trap does not require externally applied fields,
but rather exploits the equilibrium repulsive electrostatic inter-
action between a charged object in solution and like-charged
confining parallel plates. Geometric tailoring of the parallel
plates results in a local interaction potential minimum that is
capable of confining an electrically charged molecule for long
periods.25,26
For an object confined in a potential well in the fluid phase,
the escape process is governed by overdamped diffusive cross-
ing of an energy barrier and is well described by Kramers’
theory in the regime W > 6kBT.24 Here the average time to
escape the potential well is given by




where tr is a time scale representing the position relaxation
time of the molecule, which in turn depends not only on geo-
metric features of the potential well but also on the molecule’s
diffusion coefficient, D = kBT /6πηrH. Here, rH is the hydrody-
namic radius of an equivalent sphere that experiences the same
frictional drag as the object of interest, and η is the viscosity
of the medium.27
Relying on this strong non-linear dependence, we con-
verted the measured average escape time of a trapped molecule
into a highly precise measurement of the barrier height, W.
We note that the barrier height in our case is in essence
the interaction free energy of the molecule with the confin-
ing parallel-plate slit relative to infinite separation.28,29 It is
also worth noting that this electrostatic interaction energy, W,
expressed as W = qeffψm + f, directly depends on qeff, the
molecule’s effective charge. qeff is in turn not only a function
of the molecule’s true structural charge but notably also of its
3D conformation.29 Here ψm is the electrical potential at the
midplane of the slit and f is a small contribution to the total
free energy from the finite out-of-plane thermal fluctuations of
the molecule.
Importantly, the high measurement precision offered by
the approach stems from the exponential dependence of the
measurand (the escape time, tesc) on the measurable (the mea-
sured effective charge of the molecule, qm), as reflected in
Eq. (2). Since escape times are exponentially distributed, the
fractional measurement uncertainty on tesc from a sample of N
statistically independent “hops” of a molecule is simply 1/
√
N .





, the corresponding fractional uncer-




24 Thus for N = 100, the
logarithmic dependence of qm on tesc implies ∼2% precision
in determining qm in a measurement time on the order of 10 s.
This level of measurement precision on the electrical charge
of an entity in solution is unprecedented.
Furthermore, the ability to perform the measurement on a
single molecule immediately raises the prospect of detecting
tiny differences between individual molecules in a heteroge-
neous distribution of molecular states arising from, e.g., differ-
ent phosphorylation patterns, mutations in charged residues,
or different conformational states. Thus the Escape-Time
Electrometry (ETe) approach offers tremendous scope for
detection and measurement of structural, conformational, and
compositional heterogeneity of macromolecules in solution,
e.g., folding intermediates, mutations in proteins, and post-
translational modifications such as phosphorylation, to name
a few.
Although a statistically limited experimental error of say
<5% on tesc implies a precision of <2% in charge deter-
mination in a single measurement, the accuracy in a single
measurement is not expected to be as high. This is because in
practice, under our experimental conditions, the experimental
uncertainty of ∼1 nm on the slit height results in an esti-
mated overall peak-to-peak single-measurement uncertainty
of 20% in charge determination.24 In our original demonstra-
tion, this device-related measurement uncertainty was reduced
to the level of 2%–6% by averaging over several indepen-
dent measurements.24 We did note however that a sequential
electrometry measurement on different molecular species in
a single device permitted us to address some of the variabil-
ity in experimental parameters and to thus approach statisti-
cally limited precision in a single measurement. Thereby, we
demonstrated the ability to distinguish between species carry-
ing very similar amounts of charge.24 Nonetheless, given the
high precision offered by the method, the prospect of attain-
ing both precision and accuracy in a single measurement on
different species or molecules in parallel would be highly
desirable.
Here we examine the possibility of a parallel electrometry
measurement on spectrally distinguishable molecules under
identical experimental conditions in a single experiment. If
one of the molecules in the measurement serves the function
of a “calibrator,” then the charge of the other spectrally dis-
tinct species—or single molecule—can be determined with
an accuracy approaching the statistically limited precision.
Alternatively, if absolute values of effective charge are not
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of interest, but the aim is rather to detect minute differences
between molecules, here again the parallel, spectrally distin-
guishable approach would eliminate all other potential sources
of variation and enable the attainment of measurement reso-
lution approaching the statistical limit. We demonstrate this
new measurement principle and approach using fluorescently
labeled nucleic acid fragments and an intrinsically disordered
protein, prothymosin α (ProTα).30,31
II. MATERIALS AND METHODS
A. Fluorescently labeled biomolecules
All DNA oligomers in our experiments were purchased
from either Microsynth AG (Switzerland) or IBA GmbH (Ger-
many) and carried two fluorescent labels, either ATTO 488 or
ATTO 532. The dyes were linked to the 5′ and 3′ termini
in the case of ssDNA and to both 5′ termini for the double-
stranded fragments. We also examine a 60bp dsDNA fragment
carrying a single ATTO 488 label on the 5′ end of a single
strand and a second identical dye an interior location of the
complementary strand [Fig. 3(a)]. In the latter case, the dye
was linked via an amino dT C6 modification to Thymine
30. A modified version of the intrinsically disordered pro-
tein, prothymosin α (ProTα),30,31 carrying a single amino acid
exchange E59K was produced using site directed mutagenesis
as previously described.24 Both ProTα species were labeled
with either ATTO 488 or ATTO 532 maleimide (ATTO-Tec,
Germany) at cysteine residues.
B. Optical setup and electrometry measurements
In this work, we use free energy landscapes cre-
ated in parallel-plate SiO2 slits of typical nominal height,
2h = 70–90 nm, containing surface nanostructured indenta-
tions of diameter 600 nm [Fig. 1(b)] and depth 150 nm, as
previously described.24 A suspension of fluorescently labeled
DNA or protein in a buffer containing 1 mM Tris and
0.5-1.5 mM NaCl is introduced into the lattice at a concen-
tration of 10-50 pM by capillary flow.24 After a few minutes,
the flow is arrested and molecular motion in lattices of traps
is imaged under purely diffusive conditions by wide-field
FIG. 1. (a) Schematic representation of the optical setup used for a spectrally resolved single-molecule electrometry experiment. Wide-field fluorescence
microscopy employing temporally alternating excitation beams at 488 nm and 532 nm is used to image single macromolecules labeled with ATTO 488 and
ATTO 532 diffusing in a lattice of electrostatic fluidic traps. M: silver mirror, DM: dichroic mirror, L: lens, BP: bandpass filter, EMCCD: camera. (b) Representative
calculation of the free energy landscape, W (r) in the lattice of traps. 2h denotes the height of the parallel-plate slit, and the typical nanostructure diameter is
600 nm. (c) The fluorescence intensity of a Region of Interest (ROI) given by the dashed contour in (a), centered on a single trap, monitored in time in both
emission channels, clearly shows longer-lived trapped states for 60bp dsDNA-ATTO488 (blue) and shorter trapping times for 50bp dsDNA-ATTO532 (green)
(see the supplementary material). (d) Single-particle tracking trajectories of a representative single molecule of each species superimposed on a scanning electron
micrograph (SEM) of the underlying nanostructured surface. Scale bar is 1 µm. (e) Probability density distributions, P(∆t) = At exp(−∆t/t), of experimentally
recorded escape times ∆t, where A ≈ 1. The distributions are normalized such that Pn(∆t) = P(∆t)Pmax(∆t) . (f) Measured average escape time, tesc, in a single
lattice over 2-3 molecules for each species (N ∼ 30), and calculated and measured values of effective charge, qc and qm, respectively, for 60bp-ATTO488
and 50bp-ATTO532. # denotes that qm for 60bp DNA has been set equal to qc, permitting a direct calibrated measurement for the other species (50bp DNA).
Measurement uncertainties are standard error of the mean (s.e.m.). Values indicated in parentheses for 50bp DNA include the measurement uncertainty on the
60bp DNA “calibration molecule.”
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fluorescence microscopy. We typically work with landscapes
created by a hexagonal lattice of approximately 40 traps
where the extent of each lattice is typically 15 µm × 15 µm.
In this work, we study molecules in 3-10 lattices for each
measurement.
We use optical excitation at 488 nm from a diode laser
(PhotonTec Berlin, Germany) and at 532 nm from a diode-
pumped solid-state (DPSS) laser (Pusch OptoTech GmbH,
Germany). We collect fluorescence emission in two spectral
bands—500-550 nm and 540-650 nm—using two temporally
alternating dichroic mirrors. The excitation wavelength alter-
nates synchronously with the corresponding emission filters
[Fig. 1(a)]. Images of molecular diffusion in the lattice are
acquired using a back-illuminated electron multiplying charge
coupled device (EMCCD) camera (iXon, Andor, Inc., United
Kingdom) with exposures of duration texp = 5–20 ms and sam-
pling time of 20-100 ms during a total observation time of
about 10 s per molecular trajectory. The depth of the wells,
W in this work, is typically 5 kBT, yielding trap residence
times of∼200 ms. Furthermore, in this work, the Debye length
κ−1 ≈ 0.3/
√
C = 10 nm and is the characteristic length scale
of screening of electric fields in an electrolyte containing
monovalent salt at a concentration C = 10☞3 mol/L.
III. RESULTS
A. Measurements on the same molecular species
labeled with different fluorescent dyes
A key goal of our electrometry approach is to be able
to routinely attain close to 1% measurement precision, and
corresponding resolution, in the measured effective charge
on two different molecular species, or even two individual
molecules of each species, in a single measurement. Spectral
splitting of the signal from the species under consideration
seems to offer a promising route to this end, as it offers
simultaneous measurement under virtually identical exper-
imental conditions—mainly, slit height, salt concentration,
and pH.
In an electrometry measurement using two spectrally dis-
tinct labels however, a central interest concerns the contribu-
tions of the dye molecules themselves to the total molecular
charge. Most water-soluble fluorescent dyes used to label
biomolecules carry some amount of net charge (typically
1-2e), either positive or negative. In previous work, we pre-
sented measurements of the effective charge of ProTα, labeled
with spectrally comparable fluorescent dyes carrying different
net charge.24 Our measurements did in fact reveal net charge
values for molecules labeled with Cy3B and Alexa 546 that
were different from those labeled with ATTO 532, showing that
the measurement is sensitive to the charge state of the label. An
ideal spectrally referenced measurement would involve the use
of spectrally distinguishable dye species that alter the charge of
the molecule of interest in a quantitatively identical fashion,
if they do so at all. In this work, we focus on two fluores-
cent dye labels ATTO 488 and ATTO 532 whose structures
are shown in Fig. 2(a). We chose ATTO 488 and ATTO 532
as they are chemically very similar and are both expected to
carry a net charge of ☞1e, over a wide pH range. They also
offer excellent brightness and the required photostability for
our measurement.32,33
In order to examine the contribution of spectrally distinct
dye molecules to the measurement, we performed parallel ETe
measurements as described in Sec. II. We find that the vari-
ation in slit height, 2h, from one lattice of traps to the next
is reflected in the measured time scales and corresponding
effective charges of both species are measured in parallel. To
further motivate this point, we present dual color ETe data
in experiments where the slits are etched by two different
methods: a solution phase wet-etch process using Hydroflu-
oric (HF) acid and a gas-phase reactive-ion etch (RIE). The
former is known to result in large variations of slit height from
one lattice of traps to the next (he ∼ 2–3 nm), while RIE—
our method of choice, in general—yields uniform slit heights,
albeit with an expected nominal rms uncertainty, he, of around
1 nm.
First, we studied two species of 10 base ssDNA molecules,
each labeled at both ends with either ATTO 488 or ATTO 532
in slits fabricated using RIE. We find that parallel spectrally
resolved electrometry on both species agrees within the sta-
tistically expected precision [Fig. 2(b)] and the variations in
the measured average escape time from one lattice to the next
are mainly statistically limited, as expected. We find that the
uncalibrated values of measured charge for both species, q∗m,
inferred from averaging over N ∼ 200 escape events recorded
in each spectral channel over all lattices, reveal no measurable
difference in charge between the two species (<0.2e), in keep-
ing with the statistical expectation. This suggests that the two
dye species affect the total electrical charge of the molecule in
an identical fashion [Fig. 2(c)].
We then studied two species of 60bp dsDNA molecules,
each labeled at both 5′ ends with either ATTO 488 or ATTO
532, in a device where the slits were fabricated using etch-
ing in HF. Here large correlated variations in the measured
escape time scale from one lattice to the next for both mea-
sured species reflect common measurement conditions, most
likely the local slit height, 2h [Figs. 2(d) and 2(e)]. This results
in a broad distribution of inferred uncalibrated charge values,
q∗m [Fig. 2(e)]. Using the effective charge of 60bp dsDNA
labeled with ATTO 532, known both from a calculation as
well as measurements under the same experimental conditions
in previous work, we infer the “true” local slit height in each
lattice. This permits a calibrated measurement of the charge
of the blue-labeled species (qm). Figure 2(e) displays both the
uncalibrated and spectrally calibrated measured values for the
ATTO 488 labeled species. Not only is the mean calibrated
value significantly different from the direct measurement but
importantly the distribution of measured values is also signif-
icantly narrower. These observations exemplify how spectral
referencing eliminates a significant source of uncertainty in a
single measurement and ultimately enables both accurate and
precise measurements on a single molecule [Fig. 2(f)]. We note
however that these ensemble-averaged measurements reveal a
slightly lower measured charge for the 60bp-ATTO488 species
as compared to the ATTO 532 labeled counterpart. This may
be due to either residual measurement noise from the large slit
height variation that has not averaged out or more likely the
presence of a few weakly charged molecules (possibly a small
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FIG. 2. (a) Schematic representations of end-labeled nucleic acid molecules, and the chemical structures of the dyes ATTO 488 and ATTO 532, indicating the
expected charged state of the ionizable groups under our measurement conditions (light blue and light red). (b) Values of tesc for 10 base ssDNA labeled with
two different dyes, measured in several lattices of traps in the same experiment, normalized by the average measured value of the ATTO 532 labeled species,
〈tesc,g〉 (green). The dashed line indicates the average tesc for both species in each lattice. Indicated in parentheses are the locations of the ATTO labels for
each molecular species. Histograms of tesc for each species (right panel) show nearly statistically limited measurement precision (orange curve) in both cases.
The blue and green gaussian curves indicate average and standard deviations for each species. (c) The table displays measured tesc for 10 base ssDNA labeled
with either ATTO 488 or 532, averaged over the measurements on 8 lattices (N ∼ 200) shown in panel (b). Also indicated are the calculated and measured
(uncalibrated) effective charge values, qc and q∗m, respectively. The values of q∗m are in remarkable mutual agreement, suggesting that the two dyes most likely
affect the overall effective charge of the molecule in a quantitatively identical fashion. Measurement uncertainties are s.e.m. (d) Values of tesc for 60bp dsDNA
labeled with two different dyes measured in several independent lattices of traps in slits fabricated using HF etching, normalized by the average value of the
ATTO 532 labeled species (green). Histograms of tesc for each species (right) reveal a measurement uncertainty that is larger than the expected statistically
limited precision (orange) in both cases. However the mean values for each species averaged over all lattices in both (b) and (d) are in good agreement. While
the cross-relation coefficient, ρ, is high in (d) indicating strongly correlated variation in measurement due to the variation in slit height, ρ is lower in (b) where
the lattice-to-lattice measurement variation is mostly statistically limited. (e) Uncalibrated charge measurements, q∗m, on 60bp-ATTO488, inferred from about
5 to 10 molecules per lattice, using the nominal measured slit height, 2h (gray histogram). Calibrated measured values, qm, obtained by fixing the charge of
the simultaneously measured 60bp-ATTO532 to the calculated value, qc = ☞43.4e (blue histogram). The distribution of measured qm (blue gaussian curve) is
much narrower that q∗m (dashed gray curve). (f) The table presents uncalibrated directly measured effective charge values, q∗m in 6 lattices, averaged over 5-10
molecules per lattice, and the corresponding values obtained upon calibration, qm. Measurement uncertainties are s.e.m.
fraction of unannealed ssDNA) in the 60bp-ATTO488 sample,
as will be discussed later.
B. Exploring the effect of dye position: Probing
local molecular electrostatics
For a hypothetical molecule carrying identical ionizable
groups on its surface, interaction among the solvent-exposed
groups leads to a local non-zero surface electrical potential,
ψs. Since the chemical potential of the protons is constant
throughout the system, the non-zero potential in the vicinity
of the groups results in a local pH, different from that in the
bulk. In fact the greater the magnitude of electrical poten-
tial at the charged groups, the stronger the departure of their




1 + 10zi(pH−pK) exp (zieψs/kBT )
. (3)
This behavior essentially embodies the phenomenon termed
“charge regulation.” Equation (3) can be generalized to any
local potential, ψ, and can therefore be used to describe
the behavior of more complex charge distributions and local
environments, including a low-dielectric, non-solvent-exposed
milieu representing the interior of folded molecules.29
Previous studies have discussed the effect of “supramolec-
ular pKa shift” according to which the photophysics and/or
charged state of organic dye molecules is altered by the dielec-
tric environment of neighbouring molecules in the host matrix
or the local electrostatic environment due to molecule to which
the dyes are chemically conjugated. In fact studies on the
fluorescein dye have shown that conjugation to ssDNA and
dsDNA molecules shifts the dye pKa up by ∼0.5 as well as
alters the charged state of the fluorophore.35 In fluorescein,
the phenolic group (pKa = 6.5) dissociates to form a dianion
which is responsible for intense fluorescence at neutral pH
under excitation at 490 nm. Conjugation to a strongly nega-
tively charged polyelectrolyte molecule such as DNA creates
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a lower pH in the local environment of the dye moiety as
compared to the bulk, which shifts its pKa to an apparently
higher value, affecting the dye’s photophysics. The pKa shift of
conjugated fluorescein is thus taken to be indicative of the local
environment and has even been used to spatially map the local
electrostatic potential in RNA molecules.36,37
Assuming the linker introduces approximately 1 nm dis-
tance between the nucleic acid and the dye, the electrostatic
potential at the end-labeled dye molecule under our measure-
ment conditions is ψ ∼ ☞75 mV (3kBT /e) [Fig. 3(a)]. Since
the dyes are highly acidic (pKa ∼ 3) and the measurement
pH = 8.8, Eq. (3) suggests that the charged state of each end-
coupled ATTO dye molecule is not different from its value
in free solution. Therefore each dye molecule is expected to
add a net structural charge of ☞1e to the derivatized molecule
[Fig. 2(a)]. However the renormalized charge contribution of
each dye attached to the molecule could be as low as around
☞0.5e. Indeed our measurements on end-labeled molecules
have convincingly demonstrated that the two labels ATTO 488
and ATTO 532 affect the total charge of the molecule in an
identical fashion and thus probably have the same ionization
behavior. We further address the possibility that local electro-
static effects at the interior of the macromolecule may alter
the protonation/deprotonation equilibria of the dye molecule
and therefore its charge. If this indeed were the case, the mea-
surement would have to potentially contend with a spurious
label-placement dependent contribution to the measured total
charge of the molecule.
Figure 3(a) displays the local electrostatic environment of
a dye molecule conjugated to an end and an interior location
FIG. 3. (a) Schematic representation of two species of
60bp dsDNA molecules, one labeled with ATTO 532
at both 5′ ends and the other labeled with ATTO 488
at the 5′ end and an internal location (T-30). Calcu-
lated electrostatic potential distribution, ψ(r), around a
60bp dsDNA molecule under our experimental condi-
tions. Gray squares indicate expected approximate loca-
tions of the dye molecule relative to the dsDNA fragment,
assuming the length of the linker attaching the dye to
the molecule is ∼1 nm. (b) Normalized probability dis-
tributions, Pn(∆t), of measured trap times, ∆t, for the
two species. (c) The measurements agree within the sta-
tistical uncertainty suggesting that dye location has no
influence on the measured effective charge. Measurement
uncertainties are s.e.m.
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of a dsDNA fragment. The calculation suggests a difference in
electrical potential of around 100 mV between the bulk solu-
tion and the interior site of dye attachment. Although these
values of local electrical potential (75 and 100 mV) imply
pKa shifts of 1.3 units and 1.7 units, respectively, the effect
on the charged state of the ATTO dyes is not expected to
be significant, especially at our relatively high measurement
pH ∼ 8.
In order to experimentally probe the influence of local
electrostatics on the charged state of the dye label, we com-
pared the measured effective charge of two species of double-
labeled dsDNA molecules. One species of dsDNA carries
a single dye label at each end of the molecule, while the
other carries a single label at one end and a second label
at an interior location. If the comparatively large negative
local electrical potential at the interior site were to influ-
ence the ionization equilibria of the dye molecule strongly
enough to alter its net charge, this would be an important
consideration in an electrometry measurement that seeks to
measure differences of ∼1e between molecules or molecular
species.
Our spectrally split parallel electrometry measurement
on the two molecular species, which differ only in the loca-
tion of a single, otherwise effectively identical dye molecule
[Fig. 3(a)], reveals no measurable difference in effective charge
[Figs. 3(b) and 3(c)]. The reported effective charges of both
species of 60bp dsDNA molecules are based on measure-
ments where the number of hops N = 160. We expect 3%
measurement resolution under these conditions, which places
the expected measurable charge difference between the two
spectrally distinguishable species at ∼1.3e.
We further point out that the midplane electrical poten-
tial, ψm, in this experiment was small by design, resulting
in a smaller value of tesc for 60 bp dsDNA compared to
the measurements in Figs. 1(e), 1(f), and 2(d)–2(f). Under
these conditions, any spurious weakly charged species in
solution (as discussed later) would be very unlikely to con-
tribute a detectable trapped state to the ensemble measure-
ment. Our observations thus strongly suggest that the location
of the label does not measurably influence the total effec-
tive charge of the molecule. This confirms that the charge of
both ATTO 488 and ATTO 532 is unaffected by the highly
FIG. 4. (a) Histograms of spectrally resolved single-
molecule measurements on 56bp-ATTO532 and 60bp-
ATTO488. Measurements are reported for individual
molecules with N ∼ 20 hops per molecule, resulting in a
typical uncertainty of ∼2e per measurement on an indi-
vidual molecule. Solid lines depict gaussian distributions
of mean and standard deviation corresponding to the mea-
sured dominant fraction of each sample. We also detect
the presence of a low abundance weakly charged and
weakly emitting species (gray bars). Typical images for
molecules in the two fractions are presented in each case
for 60bp-ATTO488. Red circles denote the occupied trap.
Scale bar is 1 µm. (b) Typical intensity profiles for the
stably trapped, bright and highly charged species (solid
line) and the weakly trapped, poorly emitting, low abun-
dance species (dashed line). Bars represent average ROI
intensities over all frames where the molecules register
as trapped. The combination of weak emission and short-
lived trapping suggests that the low abundance species
represents a small excess of unannealed single-labeled
ssDNA fragments in solution. (c) 20% native polyacry-
lamide gel electrophoresis of 5bp DNA ladder (lane 1),
56bp-ATTO532 (lane 2), 50bp-ATTO532 (lane 3), and
60bp-ATTO488 (lane 4) reveal the presence of a rapidly
migrating species of low abundance in the 56 bp sam-
ple. Molecules in lanes 2-4 display lower mobility than
the corresponding fragments in lane 1, likely due to the
presence of the dye labels. (d) qm values of both species,
obtained by setting the charge of the dominant fraction of
60bp-ATTO488 to qc =☞43.4e. The measurements reveal
a difference of about 2e between the species, in excel-
lent agreement with the theoretical expectation. Reported
errors are s.e.m. over 11 single-molecule measurements
per species.
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negative local electrical potential due to the strongly charged
macromolecule.
The insensitivity of these ATTO dyes to local electro-
statics is likely the result of their highly acidic sulfonate
groups (pKa << pH, generally). This key feature in combina-
tion with their excellent brightness and photostability renders
these ATTO dyes excellent labels for spectrally referenced
fluorescence-based electrometry measurements.
C. Measuring small differences of charge
in biomolecules
Finally we explore the prospect of using spectrally
resolved single-molecule electrometry in order to detect small
differences of charge (∼5%) in biomolecules such as nucleic
acids and proteins.
Parallel electrometry measurements on 50bp dsDNA-
ATTO532 and 60bp dsDNA-ATTO488 reveal a factor 4 dif-
ference in tesc for a modest difference in effective charge of
∼12% [Figs. 1(e) and 1(f)]. This suggests that a measurement
uncertainty on tesc of ∼10%, corresponding to N = 100 hops,
should place a charge resolution of ∼5% well within reach.
We therefore performed parallel ETe on 56bp dsDNA-
ATTO532 and 60bp dsDNA-ATTO488, which are expected to
differ in effective charge by 2e. The histogram in Fig. 4(a)
displays the results of ∼10 single molecule measurements
that on average yield a difference in electrical charge close
to the theoretically expected value. Note that in these mea-
surements, we fix the charge of one species to the theoretical
value. As before, this permits us to minimize the uncer-
tainty on the remaining system parameters, thereby enabling
both accurate and precise measurements on the unknown
molecule.
The data in Fig. 4(a) show that while the two sam-
ples are dominated by a species with a long-lived trapped
state, the measurement also detects a second, low-abundance
species with very rapid escape dynamics. This “fast fraction”
also has a much lower optical intensity than the dominant
fraction and we find that its effective charge is very close to
our previous measurements on doubly labeled 60 base ssDNA
(qm = ☞26.7± 1.9e). Thus we believe that the species rep-
resents a sparse population of singly labeled unannealed
ssDNA also present in solution. Gel electrophoresis data
indeed confirm the presence of a closely migrating species
of slightly higher mobility in the 56bp dsDNA sample
[Fig. 4(c)].
Interestingly, examining the measurements on isolated
molecules—as opposed to an analysis of pooled single-
molecule signals—is key not only to being able to detect small
differences between species in different channels but also ulti-
mately to distinguishing different molecular species or states
in a given spectral channel.
It is worthwhile to note here that the spatial dimen-
sion in the experiment enters the measurement in a subtle
way, permitting a chain of nearest neighbor hops in the lat-
tice to be assigned to a distinct molecule. Pooling the mea-
sured ∆t on individual single molecules and extracting an
average value for the measurand would wash out small dif-
ferences between similar species and make it hard, if not
impossible, to glean the underlying charge distribution from
the escape time measurement. Indeed an ensemble-level mea-
surement of this kind on the two species reveals statistically
indistinguishable time scales, tesc,60bp = 530 ± 20 ms and
tesc,56bp = 550 ± 15 ms. Thus we report a preliminary real-
ization of “charge spectrometry” on an ensemble of single
molecules in solution.
FIG. 5. (a) Histograms of escape times measured for two species of the disordered protein ProTα, where the ATTO 488 labeled species carries a single amino
acid exchange denoted by E59K [residue highlighted in red (E) and blue (K)]. The histograms represent N ≃ 60 events for each species. The blue labeled
species clearly reveals a value of tesc measurably smaller than that of its unmodified counterpart. Control measurements of ProTα-E59K, labeled with either
ATTO 488 or ATTO 532, reveal no measurable difference in molecular effective charge (top panel). (b) Measured tesc from (a), converted to qm, setting
q∗
m,ATTO532 = qc = ☞31e, reveal good agreement with theoretical expectations. Measurement uncertainties are s.e.m. (c) Values of tesc for each species measured
in three lattices of traps in the same experiment, normalized by the average value of the ATTO 532 labeled species (green). ProTα mutant E59K displays a
systematically lower tesc even at the level of the single lattice. (d) Histograms of measured qm values over 6 lattices, sampled by 2-3 molecules each. Gaussian
curves indicate mean and standard deviation for each dataset.
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Finally, we demonstrate the detection of single amino
acid exchange in the acidic intrinsically disordered protein
ProTα. ProTα is a disordered polypeptide 128 amino acids
in length, with a nominal net structural charge of ☞46e. Most
of this charge is contained within a C-terminal stretch of 31
amino acids. Previously we have performed sequential elec-
trometry measurements of ProTα and a mutant version, E59K,
which contains a single Glutamate(E) residue replaced by a
Lysine(K).24 Both species were labeled with the same fluores-
cent dye, ATTO 532, and the measurement revealed a clear
separation of escape time scales with a ratio of a factor 2, cor-
responding to a difference in charge, ∆qm = 3e, between the
species.
We performed spectrally referenced measurements on
ATTO 488-labeled ProTα-E59K and ATTO 532-labeled
ProTα. Measuring the two species in parallel we collected
N ≃ 60 hops on ∼5 molecules and determine the charge of
each species. We find an average difference in effective charge
of ∆qm = 2.6 ± 1.5e between the two species, which is in
reasonable agreement with the theoretically expected value of
∆qc = 1.4e [Fig. 5].
IV. CONCLUSIONS
We have demonstrated the ability to perform spec-
trally referenced high-precision measurements of the effec-
tive charge of single biological macromolecules in solution.
Spectral calibration of the electrometry measurement is a key
development that enables facile, direct measurements that are
both accurate and precise.
Although the parameters that quantitatively influence the
experiment are considered well known by direct measure-
ment, the residual uncertainty in a key quantity, such as the
slit height, has a non-negligible effect on the measurement
accuracy. For example, spatial variations of the slit height
of the order of about 1 nm, which can occur over a dis-
tance of ∼50 µm, imply that unless the local height in the
vicinity of a single molecule is accurately known, a single
direct measurement under our current experimental condi-
tions could carry an inaccuracy of 20%–30%. The inaccuracy
would increase for experiments performed at higher salt con-
centrations where the ratio he
κ−1 is even larger. While white
light interferometry is capable of delivering direct measure-
ments of gap heights and can even achieve sub-Angstrom
precision on this measure, the accuracy is not expected to be
better that about 1 nm. Thus we use a molecule of known
charge and size, and spectral characteristics distinct from the
molecule of interest, in order to calibrate the entire measure-
ment. This eliminates the need for averaging over multiple real-
izations in order to obtain an accurate result24 and could also
potentially entirely obviate more demanding forms of setup
characterization.
Future experiments will seek to simultaneously measure
a large number of single molecules in parallel in order to
characterize the spectrum of stable conformational or charged
states populated by an ensemble of putatively identical macro-
molecules in solution. Since the current time resolution of
the charge measurement is around 100 ms, the approach
will accurately probe molecular conformations that are
stable over this observation timeframe. Tracking a molecule’s
transport in the lattice for a long enough total observation
time will also permit real time monitoring of slow struc-
tural changes that occur on time scales of around 100 ms or
longer.
SUPPLEMENTARY MATERIAL
See supplementary material for an example of spectrally
resolved single-molecule electrometry measurement of 60bp-
ATTO488 and 50bp-ATTO532.
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7
Entropic Trapping
“I think you should always bear
in mind that entropy is not on
your side.”
Elon Musk
This Chapter introduces our recently published manuscript ”Entropic trap-
ping of a singly charged molecule in solution” [6]. Here we have exploited the
molecule translational entropy contribution, f , to the total well depth W (see
Eqn.1.11), to increase the dynamic range of the ETe technique and quantify the
configurational entropy of a trapped molecule.
The use of conformational entropy, which is the entropy related with the num-
ber of conformations a molecule can assume, has been extensively studied for
biomolecules [80, 81]. Practical applications range from nanoparticle functional-
ization [82, 83], to polymer brushes coating [84], to name a few. Configurational
entropy however, which is relevant to our work, has to do with the location of
the constituents in the system, which are considered as hard spheres and have
no internal degrees of freedom.
An early description of configurational entropy for colloidal systems was given by
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Figure 7.1: Escape time probability distribution of 3 short ssDNA molecules - 5,10
and 20 bases - measured under the same conditions using traps of well depth largely
due to configurational entropy. The inset table summarizes the measured well depth
and qm for each molecule.
Onsager [85], who explained how the apparent higher ordering state of a mixture
of long rods, which tend to align, is actually due to a minimization of their
excluded volume, which increases the translational entropy of each individual
rod. Of similar nature are also depletion forces [86] and phase transitions in
colloidal mixtures. Configurational entropy is also a relevant parameter for
describing the fusion process in glass forming liquids [87, 88].
We have studied and exploited the configurational entropy of a particle in the
trap by varying the geometry of the trapping nanostructure and in particular
the ratio of heights inside and outside the pocket, β = (2h+ d/2h).
Chapter 5.3 has shown that tuning of the midplane potential, in order to achieve
an higher total well depth, is limited by the range of system parameters – namely
κ and 2h – that we can achieve experimentally. The nanofluidic channels, for
example, tend to collapse for very shallow gaps (see Fig.2.8), hindering the
measurement.
Tailoring of the pocket geometry, on the other hand, offers a simple alternative
to expand the applicability of ETe to weakly charged molecules (Fig.7.1), down
to a singly charged fluorophore. At the practical level, this has been achieved by
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modifying our fabrication procedure, in order to create deeper indentations in
the channels. We have used a thicker PMMA E-beam resist to pattern the SiO2
substrate and included Argon gas in our Reactive Etch recipe, giving straighter
etch profiles (see details about Fabrication in Chapter 2.2.2). The maximum
depth of pockets we have achieved is d ∼ 330 nm, which gives a geometrical
factor β ∼ 6.
An uncharged object, which doesn’t experience any electrostatic interaction in
the patterned nanoslit, is still more likely to be found in a pocket than in the slit
region, simply because of its larger height, that allows more “states” or “con-
figurations” in the z-dimension. The resulting “entropic trap”, corresponding
in this case to the “ideal-gas” description, is given by kBT lnβ and is roughly 2
kBT for β = 6.
Instead a charged object, tightly confined in the middle of the slit space –
usually within the first few Debye lengths, ακ−1, where α ∼ 1− 2 – will expe-
rience an even higher configurational entropy contribution, given by kBT lnβ
′ ≈
kBT ln(ακ
−1 + d/ακ−1) > kBT lnβ. This additional trap depth can be as high
as 4 kBT for a molecule carrying roughly 100 charges.
By performing ETe we have measured the total well depth and thus – for the
first time to our knowledge – directly characterized this additional entropic
contribution, which has allowed us to trap a larger range of molecules under the
same experimental conditions, dramatically increasing the dynamic range of the
technique.
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ABSTRACT: We demonstrate the ability to conﬁne a single
molecule in solution by spatial modulation of its local
conﬁgurational entropy. Previously we established electrostatic
trapping of a charged macromolecule by geometric tailoring of
a repulsive electrical interaction potential in a parallel plate
system. However, since the lifetime of the trapped state
depends exponentially on the electrical charge of the molecule,
the electrostatic interaction alone is often insuﬃcient in
magnitude to stably conﬁne molecules carrying a net charge
of magnitude ≤5e. Here we show that the conﬁgurational
entropy of a thermally ﬂuctuating molecule in a geometrically modulated system can be exploited to spatially conﬁne weakly
charged molecules in solution. Measurement of the conﬁgurational entropy contribution reveals good agreement with theoretical
expectations. This additional translational contribution to the total free energy facilitates direct optical imaging and measurement
of the eﬀective charge of molecules on the size scale of ∼1 nm and a charge as low as 1e, physical properties comparable with
those of a monovalent ion in solution.
KEYWORDS: Conﬁgurational entropy, single-molecule trapping, eﬀective charge measurement, electrostatic double layer forces
The development of new experimental approaches to thespatial control and manipulation of single nanoscale
entities in the ﬂuid phase remains an area of great current
interest. A wealth of techniques exploiting externally applied
optical ﬁelds,1−7 time-dependent electrical ﬁelds, both
deterministic8−10 and stochastic,11 as well as thermophoretic12
and hydrodynamic ﬁelds13 have been reported to address this
experimental need.
We recently introduced an external-ﬁeld-free technique to
trap electrically charged molecular scale matter in solution.14−16
The approach utilized a geometry induced local minimization
of an electrostatic interaction free energy for an object in
solution and thus circumvented the unfavorable a3 scaling of
trap depth with an object size, a, common to polarizability
dependent external-ﬁeld-based approaches.17 Here we demon-
strate that an additional contribution to the well depth from the
translational entropy of the object itself may be harnessed to
substantially enhance trap stability. Exploiting conﬁgurational
entropy enables us to extend the operation of the geometry-
driven trapping concept into the regime of weakly charged
entities, which carry a charge on the order of 1e, where the
electrostatic contribution to the interaction energy is very small,
∼1 kBT, where kB is the Boltzmann’s constant and T is
temperature.
The use of entropy to spatially conﬁne long polymer
molecules in a geometrically tailored landscape has been
reported previously, primarily in the context of polyelectrolyte
separations.18−20 Local variations in height in a conﬁned system
modulate the conformational entropy of a polymer by altering
the number conformational states accessible to the molecule.
The deeper regions in the system give rise to entropic traps that
retain molecules for a period much longer than the typical
diﬀusive transport time scale. In general, one relevant conﬁning
length scale has to be at least of the same order as the
molecule’s radius of gyration in order to eﬀectively probe its
conformational degrees of freedom.21−23
Here we show that the entropic principle may be applied to
spatially trap “hard-sphere” entities such as globular macro-
molecules, and even small organic molecules, that possess no
relevant internal conformational degrees of freedom. This is
due to the conf igurational entropy of the hard-sphere object,
arising from translational freedom in the axial dimension, which
can change substantially as a function of spatial position in a
corrugated landscape. We ﬁnd that with the appropriate choice
of dimensions, well depths of up to 5 kBT may be expected due
to conﬁgurational entropy alone. In terms of time scales, this
implies a ∼100-fold enhancement of the residence time given
by free diﬀusion. The eﬀect has been previously examined in
theoretical studies on particle transport in corrugated channels,
and the local enhancement of states accessible by the particle is
sometimes interpreted in terms of a reduction in a local or
overall diﬀusion coeﬃcient.24−26 Although conﬁgurational
entropy in many body systems has been examined extensively
in thermodynamic measurements at the macroscopic scale,27−31
few experiments thus far have probed the translational entropy
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associated with the spatial ﬂuctuations of a single entity, e.g., an
atom, or molecule in solution.
Experimental Setup and Measurement Approach. In
order to explore the possibility of using conﬁgurational entropy
to trap a single molecule, and to experimentally measure this
quantity, we employ our recently developed thermodynamic
approach to trapping electrically charged matter in aqueous
solution.14,15 The working principle of such a trap is based on
the equilibrium repulsive electrostatic interaction between a
charged object in solution and like-charged conﬁning parallel
plates (Figure 1a). Geometric tailoring of the parallel plates, by
a nanostructured indentation of depth, d, and radius, R, both
larger than the Debye length, results in a local interaction
energy minimum that is capable of conﬁning an electrically
charged molecule for long periods. The Debye length
κ = ϵ ϵ− k T cN e/21 m 0 B A 2 represents the range of the electro-
static interaction in solution and is typically 10 nm in this work.
Here NA is Avogadro’s number, ϵm = 78.5 is the dielectric
constant of water, ϵ0 is the permittivity of free space, and c is
the bulk salt concentration in the experiment. In the limit of
strong electrostatic interactions (e.g., high molecular charge),
we have measured molecular residence times in the trap as long
as ∼30 min.16 Residence times can be tuned by the geometry of
the trapping nanostructure and salt concentration in
solution.16,32,33
In this work, we use free-energy landscapes created in a
parallel plate slit of typical height, 2h = 70−80 nm. One of the
conﬁning surfaces carries lattices of nanostructured indenta-
tions of the radius, R = 200−400 nm (Figure 1a), and depth, d
= 100−330 nm. Fluorescently labeled macromolecules in
solution are introduced into the lattice at a concentration of
150 pM by capillary ﬂow in a buﬀer containing 1 mM Tris and
0.25−2 mM NaCl.16 The ﬂow is arrested, and molecular
motion in the lattice is imaged under purely diﬀusive conditions
by wide-ﬁeld ﬂuorescence microscopy as previously de-
scribed.16 We study charged macromolecules such as short
DNA fragments, namely, 10 and 20 b ssDNA and 60 bp
dsDNA (Microsynth AG, Switzerland), intrinsically disordered
proteins, Starmaker-like (Stm-l)34 and Prothymosin α
(ProTα),35,36 and also examine small ﬂuorescent organic dye
molecules with diﬀerent nominal structural charges, qstr,
namely, ATTO 532-maleimide (qstr = −1e), ATTO 532-
carboxy (−2e), and ATTO 542-carboxy (−4e) (ATTO-Tec,
Germany). Prior to the experiment, the ATTO 532-maleimide
dye dissolved in buﬀer was reduced with a 2-fold molar excess
of 2-mercaptoethanol and sonicated extensively, in order to
minimize aggregation.
For an object conﬁned in a potential well in the ﬂuid phase,
overdamped diﬀusive crossing of a barrier is well described by
Kramers’ theory in the regime W > 5kBT, where the average
t ime to escape the potent ia l wel l i s g iven by
=t t W k Texp( / )esc r B .16,37 Here tr is a time scale representing
the position relaxation time of the molecule. Brownian
dynamics simulations that take into consideration the full 3D
morphology of the potential well are used to convert the
measured average escape time, tesc, of a trapped molecule to a
well depth, W.16,33 (See the Supporting Information for further
details.) Since the well depth in turn depends directly on the
eﬀective charge of the molecule, qeff,
38 we have previously
achieved highly precise measurements (precision ∼1%) of the
eﬀective charge of a variety of biomolecules using the escape-
time-based measurement approach described above, which we
term “escape-time electrometry” (ETe).16 The depth of the
wells, W, in previous work is typically 5−6 kBT, yielding trap
residence times of ∼50−200 ms.
For molecules of eﬀective charge |qeff| < 5e, under comparable
experimental conditions, the electrostatic interaction alone
contributes not more than about 1 kBT to the trap depth, W.
This is often too small to yield molecular residence times of
about 5−10 ms, a minimum to facilitate observation of trapping
and long-term imaging using conventional detectors and
ﬂuorophore labels.39 We demonstrate that conﬁgurational
entropy can be used to greatly enhance trapping times in the
Figure 1. (a) Schematic representation of the experimental setup. We measured the average escape time, tesc, of 60 ds DNA in a device where
nanoslits of height 2h are patterned in an alternating fashion with lattices of nanostructured circular indentations of depths, d1 = 130 nm and d2 = 330
nm, and radius, R = 200 nm. (b) While the electrostatic well depth, qeffψm, is the same in both cases, the trap created by the deeper indentation
entails a larger ﬂuctuation contribution, Δf = f 2 − f1, by approximately 1 kBT in this case. (c) Probability density distributions of experimentally
recorded escape times, Δt, ﬁt with a form Δ = −ΔP t t t( ) exp( / )A
t
, where A ≈ 1. (d) Measured average escape time, tesc, well depth, W, ﬂuctuation
contribution, f, and measured values of eﬀective charge, qm, for 60ds DNA for the two cases. The ratio of the measured escape times, tesc,2/tesc,1 = 2.66
± 0.44, is in excellent agreement with the expected value, =Δ( )exp 2.72fk TB . (See text for details and the Supporting Movie.)
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regime of weak electrostatic interactions. Interestingly,
inclusion of the conﬁgurational entropic contribution also
enables measurements of the eﬀective charge on single
molecules in the weak electrostatic regime, albeit with a
comparatively lower precision (5−20%) in a single measure-
ment. Subtracting the electrostatic contribution to the trap
depth, characterized in previous work, we report measurements
of the conﬁgurational entropy of single molecules in a conﬁned
spatially modulated system.
Free Energy of a Single Molecule in a Geometrically
Tailored Landscape. The single-particle partition function
serves as an appropriate starting point for a complete
thermodynamic analysis of a particle in a spatially modulated
free-energy landscape.40 We write the partition function for a
point particle whose center is located at r(x,y) in the landscape
as ∫= −q F z k T dzexp( ( )/ )r
z
r0 B
max where zmax denotes the
maximum axial extent of the gap at r. In the “slit” region,
zmax = 2h, while in the “pocket” region, zmax = 2h + d (Figure
2a). The local axial occupation probability density of the
particle is given by = −p z( )r
F z k T
q
exp( ( ) / )r
r
B .
In our analysis, = −F z U z TS z( ) ( ) ( )r r r represents the
electrostatic interaction free energy of the particle located at
(r,z). Where needed for comparison with the measurement,
Fr(z) can be calculated for a given set of experimental
parameters as previously described.16,41 Brieﬂy, it is a volume
integral over the whole system, including contributions from
both the electrical ﬁeld energy, U, as well as the entropy of
mixing of the ions in solution, S, as originally derived by
Overbeek.42 As has been shown already, for all practical
purposes, the electrostatic interaction free energy for an object
in the landscape may be written in a simpler form as Fr(z) =
qeffψr(z).
38 Here, the parameter qeff represents the eﬀective
charge of a molecule carrying a structural charge, qstr, and ψr(z)
is the electrical potential in the slit at (r,z), in the absence of the
particle.
The total free energy, w, of the particle as a function of its
location in the landscape, r, is thus = −w k T qlnr B r . This total
Figure 2. (a) Cross-sectional view of a trapping nanostructure. β denotes the ratio of heights in the system. Representative axial probability
distributions of particle position, P(z), in the “pocket” and “slit” domains (blue). (b) Calculated axial ﬂuctuation entropy, f S, for various
combinations of β, system size, κh, and qeff. qeff = 0 depicts the “ideal-gas” case. (c) f S vs ln β for values of qeff = −1e (gray), −10e (light blue), −30e,
−50e, and −80e (green) from bottom to top, and κh = 3. The behavior between qeff = −10e (light blue) and qeff = −80e (green), in the regime β > 4,
is better captured by a phenomenological expression of the form ακ
ακ
+−
−( )k T ln dB 1 1 , where α ≃ 1−2 (dashed lines). (d) Normalized probability
distributions, Pn(z), in the slit half-space for various qeff and β = 10. Calculations yield the magnitude of eﬀective slit height, 2heff, underlying the
obtained value of f S, and we ﬁnd that ∼98% of the total axial sampling probability is contained within heff. Note that, in the limit of a large particle
charge, 2heff = ακ
−1 in the slit, and the corresponding eﬀective height in the “pocket” region is ακ−1 + d. (e) f S vs qeff for various combinations of β











eff , where b = 0.5 for larger values of κh and β (circles c = 0.18, d = 5.6; squares c =
0.4, d = 4.1); b = 0.3 for small κh (inverted triangles c = 0.24, d = 1.8). For small values of both κh and β, f is essentially independent of qeff (upright
triangles, inset). κh = 4, β = 6 (squares) is typical for these experiments.
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free energy includes the contribution of axial position
ﬂuctuations of the particle and can be decomposed into an
electrostatic interaction energy part and a spatial ﬂuctuation
entropy component, such that wr = ur − Tsr. Here u and s refer
to the average electrostatic interaction energy and entropy,
respectively, of an axially ﬂuctuating particle at r and are given
by




∫= −s k p z p z dz( )ln ( )r z r rB 0
max
(2)
For a given value of qeff, the above integrals are all a function
of spatial electrical potential, ψ(x,y,z) alone, which is readily
obtained by solving the nonlinear Poisson−Boltzmann
equation in the nanostructure as previously described.14 We
use constant charge boundary conditions on the slit walls that
correspond to a value of ψs = −2.8kBT/e for the surface
potential of the walls, which we have found to hold under our
experimental conditions.33 From eq 1, we further note that
ﬂuctuations render the particle’s mean electrostatic energy,
∫ ψ=u q p z z dz( ) ( )r
z
r reff 0
max slightly larger than its electrostatic
energy at the midplane of the slit, qeffψm,r, typically by about 5%.
Here ψm,r denotes the electrical potential midway between the
parallel surfaces at any lateral location r(x,y) (Figure 1b).
We may thus write wr in a more physically intuitive form as
wr = qeffψm,r + f r, where the ﬁrst term indicates the total particle
free energy at r in the absence of particle position ﬂuctuations.
The second term, f r = f S,r + f U,r, denotes the ﬂuctuation
contribution, consisting of a larger entropic part, f S,r = −Tsr,
and a smaller energetic component, f U,r = ur − qeffψm,r. Finally,
we write the total well depth as the diﬀerence between the
particle free energy outside and inside the trap, W = wr|slit −
wr|pocket = qeffψm + f. Here f = f S + f U, and the absence of the
subscript r denotes a quantity that is the diﬀerence between
values at two in-plane spatial locations r, namely, the “slit” and
the “pocket” (Figure 2a). In general, we use ψm to simply refer
to the electrical potential at the midplane in the slit region, as
the corresponding electrical potential in the “pocket” region is
zero in most experimental situations.
The Gibbs entropy eq 2 gives the additional entropy due to
position ﬂuctuations of the center of mass of the particle. Note
that, as we are interested in free-energy diﬀerences, we have
dropped a multiplicative constant in the arguments of the
logarithms. We ﬁnd that in the “ideal-gas” limit of a point
particle with no interactions, or equivalently, for an uncharged
system, the well depth, W = wr|slit − wr|pocket = f S, reduces to
kBTln β as expected, where the parameter β = +( )h dh2 2 denotes
the ratio of heights in the system (Figure 2a). Analyzing further
the dependence of f S on experimental parameters, namely, β,
κh, and qeff (Figure 2), we ﬁnd an interesting dependence of the
conﬁgurational entropy on the charge of the object, qeff, and the
system size parameter, κh. We note that for strongly charged
entities the translational entropy contribution can be
substantially larger that the “ideal-gas” expectation. This
essentially implies that the eﬀective height, heff, available for
particle ﬂuctuations in the slit region is much smaller than the
physical hard-wall slit height (Figure 2a,d). In fact, we ﬁnd that,
in the regime of strong electrostatics, the slit region provides
conﬁnement within an axial extent on the order of the Debye
length, κ−1. Since in this work κ−1 ∼ 10 nm is much smaller
than the slit height 2h ∼ 70 nm, the conﬁgurational entropic
contribution increases by about 2 kBT for a highly charged
object (Figure 2c).
Furthermore, under a given set of experimental conditions,
namely, κh and β, we ﬁnd that f S also displays some
dependence on the charge of the object (Figure 2e). The
strongest dependence we encounter is a q eln /eff in the
regime of large β and intermediate value of κh ∼ 3. This
behavior can be explained by the fact that, in the pocket region,
the molecule encounters an approximately square-well potential
of axial extent 2h + d, regardless of its charge (Figure 2a). In the
slit, however, the same molecule encounters a parabolic
electrical interaction energy, F(z) = qeffψ(z) ∝ qeff(z − h)2,
resulting in the observed overall q eln /eff dependence.
Interestingly in the limit of weak screening, κh = 1.5, and
moderate height ratio, β = 3, although electrostatic interactions
are strong per se, the conﬁgurational entropy in both spatial
domains responds in a similar fashion to molecular charge,
rendering the overall behavior of f S essentially independent of
eﬀective charge, over a 2 order of magnitude range in qeff
(Figure 2e, inset). Finally we note that particle position
ﬂuctuations in the radial dimension in the trap are explicitly
accounted for in BD simulations of the 2D escape process
(Supporting Information, Section I).
Probing the Eﬀect of Conﬁgurational Entropy. Initially
we probed the contribution of conﬁgurational entropy, f S, to
the total trap depth, W, by measuring escape times of a given
molecular species in traps created by nanostructured
indentations of two diﬀerent depths (β1 = 2.85, β2 = 5.71) in
the same device and observed a ratio of average escape times
that agreed well with the theoretical expectation (Figure 1d,
Supporting Movie). In order to perform a broader quantitative
comparison of measurements of f S with the theoretical
expectation, we measured tesc on diﬀerent molecules, 60bp
dsDNA, ProTα, and Stm-l, and obtained measured values of W
for values of β ranging from 2 to 6 and κh ranging from 3.8 to
5.6 (Supporting Information).
The calculated values of eﬀective charge, qc, for 60ds DNA,
ProTα, and Stm-l are −43.4e, −31e, and −89.6e, respectively,
under our experimental conditions.16,32 We assumed that the
molecules carry an eﬀective charge qeff = qc in each case and
determined the theoretically expected value of the ﬂuctuation
entropy using eq 2 in the expression f S,c = Tsr|pocket − Tsr|slit.
The experimentally measured value of f S,m in turn was obtained
using the measured value of W and eq 1 in the relation f S,m =
W−(ur|slit − ur|pocket). Note that previous measurements of the
eﬀective charge of these molecular species agreed well with the
calculated qc values.
16
Figure 3a displays a comparison of measurements and
theoretically expected values of f S for the three molecular
species for various values of β. We note good agreement
between theory and experiment with an r.m.s. deviation over all
measurements considered within ∼10%. We point out that the
measured values presented are from single experiments using
the nominal value of 2h in eqs 1 and 2.16,32 Since the nominal
slit height in a given measurement may diﬀer from the true
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Eﬀective Charge Measurements on Weakly Charged
Molecules. Using our model described above, which we ﬁnd
correctly accounts for the additional particle ﬂuctuation
entropy, we demonstrate that it is possible to operate in the
entropy-governed trapping regime and still determine the
unknown eﬀective charge of a molecule using the ETe
approach. Conﬁgurational entropy enhances molecular resi-
dence times in the trap by at least a factor of 3 compared to the
electrostatic limit. Figure 3b reports measurements of the
eﬀective charge of various biomolecular species in the regime
where the trap depth is dominated by conﬁgurational entropy,
i.e., f S/W ≥ 0.4. The obtained qeff values compare well with
previous measurements in the electrostatically dominated limit
(Figure 3c).16 The ability to use ETe to measure the molecular
eﬀective charge in a regime dominated by conﬁgurational
entropy suggests the feasibility of applying the approach not
only to highly charged macromolecules (|qeff| > 5e) but also to
weakly charged, small organic molecules or even ions in
solution.
To conclude, we demonstrate the ability to spatially conﬁne
and measure the eﬀective charge of single organic molecules
that are typically about 1 nm in diameter and carry a net
structural charge of qstr = −1e, − 2e, and −4e (Figure 4). Since
these molecules have a hydrodynamic radius of ∼0.5 nm, both
their size and charge are reminiscent of hydrated monovalent
and multivalent ions in solution.43,44 Performing ETe on these
molecular species, we note very comparable average escape
times despite the large disparity in charge in these molecules
(Figure 4b−d). This is due to the fact that W in these
measurements arises largely from conﬁgurational entropy and is
thus essentially charge independent. Nonetheless, the weak
electrostatic contribution to W permits eﬀective charge
measurements on these molecules. We ﬁnd that our measured
values are indeed close to the nominal qstr values. The
measurements also agree with the calculated eﬀective charge
values, qc obtained by modeling each dye as a sphere of radius
given by the hydrodynamic radius, carrying a uniformly
distributed total net charge of qstr, as previously described.
38
Despite the fact that the measurement uncertainty on tesc is
statistically limited, given by
N
1 , where N is the number of
escape events recorded, we note a rather large uncertainty on
qm of around 10−15% in a single measurement on weakly
charged molecules (Figure 4d). This is due to the fact that, in
the low well-depth regime, W < 5kBT, and particularly for a
small molecule where tesc is close to the sampling time,
simulations show that the measured tesc displays a dependence
on W much weaker than exp(W/kBT) (Supporting Informa-
tion, Figure S2b). It follows that the fractional uncertainty of a
single measurement in this regime can be approximated as
ψ ∼ −k T q N/(0.6 ) 5 20%B eff m , with qeffψm ranging from 0.4 to
1 kBT. (See the table in the Supporting Information.) The
overall accuracy can be improved either by including a
“calibration molecule” in a single measurement or by averaging
over several independent measurements.16,32 Our observations
suggest that, by using ion sensitive ﬂuorescent dyes, it should
be possible in the future to trap and measure the eﬀective or
renormalized charge of inorganic ions in solution.45,46 It may
also be possible to use these measurements to infer the spatial
distribution of charge or to better understand the interplay of
individual ionizable groups in small molecules in solution.
Conclusions. A quantitative view of the role of conﬁgura-
tional entropy could play an important role in optical
microscopy-based measurements of interaction energies of
particles and molecules in solution. Moreover, the ability to
trap and visualize single molecules in the regime of negligible
electrostatic repulsion (electrostatic part of well depth as low as
about 0.4 kBT, Figure 4d and the table in the Supporting
Information) strongly suggests that trapping based on
conﬁgurational entropy alone should be possible in a
completely uncharged system, where neither the molecule
nor the surfaces carry electrical charge. For instance, in an
“entropic ﬂuidic trap” composed of slit surfaces coated with a
Figure 3. (a) Comparison of measured, f S,m, and calculated, f S,c, values
of the axial ﬂuctuation entropy, f S, for three molecular species, 60bp
dsDNA (circles), ProTα (squares), and Stm-l (triangles) using values
of β from 2 to 6. (b) Measurements of average escape times, tesc, for
10b ssDNA, 20b ssDNA, ProTα, and 60ds DNA, under the same
experimental conditions (β = 5.6 and κh ∼ 4). (c) The table presents
the fractional contribution of f S,m to the total well depth, W, the
number of escape events, N, recorded for each species, and the average
measured escape time, tesc. # denotes that qm for 60bp DNA was set
equal to qc = −43.4e, permitting a calibrated measurement of all of the
other species in the same experiment. Measurement uncertainties are
standard error of the mean (s.e.m.). The values obtained for qm in the
ﬂuctuation entropy dominated regime are in excellent agreement with
previous measurements (last column16).
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neutral lipid bilayer, for a molecule of radius, a, conﬁned in a
slit such that h − a = 10 nm with a nanostructure depth d = 600
nm, well depths of over 4kBT can be achieved due to
conﬁgurational entropy alone.
Our ﬁndings also carry strong implications for the electro-
static trap-based biomolecular charge measurement principle
we recently introduced. This work establishes the applicability
of the ETe approach for molecular eﬀective charge measure-
ments of magnitude |qeff| ranging from 1 to 100e. The ability to
measure the eﬀective charge in the regime of very weak
electrostatics (qeffψm < 1kBT) suggests that the ETe measure-
ment principle can be readily applied to charged biomolecules
in solutions with higher salt concentrations, where electrostatic
interactions are typically diminished. Conﬁgurational entropy
also greatly enhances the dynamic range of the measurement in
a single experiment. This opens up the possibility of measuring
in real-time changes over an order of magnitude (Figure 3) in
the eﬀective charge of a single diﬀusing entity using, e.g., the
previously described lattice diﬀusion approach.33 This ability
would be useful in studying a number of dynamic inter- and
intramolecular processes that strongly impact biomolecular
electrostatics, including binding, nucleation and aggregation,
folding and conformational changes, and ion-speciﬁc eﬀects.
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1ENTROPIC TRAPPING OF A SINGLY CHARGED MOLECULE IN SOLUTION
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SECTION I: BROWNIAN DYNAMICS SIMULATIONS IN 2D AND 3D
In order to quantitatively relate the average measured escape time, tesc of a particle to the depth
of the potential well, W , we perfomed Brownian Dynamics (BD) simulations of the escape process
as described previously [1, 2]. We first determine the full three-dimensional distribution of electrical
potential in a single trap by solving the nonlinear Poisson-Boltzmann equation in the fluidic nanos-
tructure. A molecule of charge qeff, noted as q from hereafter, sampling the free energy landscape,
experiences both thermal fluctuations in 3 dimensions and a force given by −∇qψ(r) at any point
r in the landscape. Here ψ(r) is the local the electrical potential at r in the absence of the particle
[3].
Figure S1: (a) Axisymmetric representation of the trapping nanostructure. 2h is the slit height, d is the pocket depth
and R the pocket radius = 300 nm. Red dashed trace indicates a representative z-trajectory of a particle of charge q
sampling the 3D space of the trap. ψm is the electrostatic midplane potential in the slit region. (b) In the equivalent
2D simulation, the total well depth W (in black) experienced by the trapped molecule is W = qψm + f , where f is
the additional entropic contribution due to axial fluctuation of the molecule. r is a radial coordinate referenced to the
center of the nanostructure. The escape boundary, resc (black dashed line), which must be crossed for an escape event
to occur, is placed 300 nm away from the physical boundary of the nanostructure, resc = R+ 300 nm [2]. t
′
esc denotes
the escape time based on instantaneous particle position. (c) Comparison of escape times based on instantaneous
particle positions, t′esc for both 3D and 2D approaches. In the regime of W = 5 − 8kBT , the behaviour can be fit
with the form t′esc = trexp(W/kBT ) according to Kramers’ theory (overlapping black and dashed red lines).Here tr
is the position relaxation time of the particle which depends on the particle hydrodynamic radius, rH, and is a fit
parameter [1, 2]. The simulation results shown correspond to parameter values: rH = 4.5 nm, β = (2h+ d)/2h = 1.5
and κh = 2.5, where κ is the inverse Debye length. The is no significant difference between a full 3D simulation (red
squares) and a 2D simulation (black circles) in the regime of W > 5kBT , as the fit parameter tr is almost identical in
the two cases. Error bars are smaller than the symbols. For W < 5kBT the data is better represented by a fit of the
form t′0exp (ν
′W/kBT ) (dashed grey line), where ν′ < 1 and t′0 ∼ 1.4tr, discussed later in Section II.
We simulate a particle trajectory by iteratively solving the discretized overdamped Langevin equa-
tion, which reads as follows in one dimension:
2x(t+ δt) = x(t)− µ∇qψ(x(t)) +
√
2Dδt w(t) (S1)
Here, x(t) represents the instantaneous position of the molecule at time, t in one dimension, and
D is the molecule’s diffusion coefficient which depends on its hydrodynamic radius, rH, and the
viscosity of the medium, η as D = kBT/6piηrH. w(t) represents a displacement due to the random
thermal force acting on the particle that satisfies 〈w(t)〉 = 0 and 〈w(t)w>(t′)〉 = I if | t− t′ |≤ δt,
0 otherwise. Further µ =δt/6piηrH, where the simulation time-step, δt = 10 µs is much larger than
the momentum relaxation time ∼10 ns for a typical molecule.
At t = 0, the particle is located at x = y = 0 and z = (2h + d)/2, where 2h is the slit height and
d the nanostructure depth. We use Eq.S1 to propagate the instantaneous position of the particle,
x(t), forward in time for each spatial dimension, until its radial position r =
√
x2 + y2 exceeds
an arbitrary radial escape threshold, resc [2] (Fig.S1(b)). The time needed to reach resc from the
bottom of the well corresponds to an escape event, or hop, ∆t. Once the molecule has escaped, the
simulation restarts and another escape trajectory is computed. The durations of the escape events
are exponentially distributed and we typically average over a number of hops, N ∼ 103, to obtain
the average escape time t′esc. Note that this analysis is performed without time-averaging of the
spatial position and the simulation is repeated for different values of q.
We then compare the results of t′esc vs q from a full 3D simulation, which is computationally very
demanding, with an equivalent 2D simulation (Fig.S1(c)), in which a molecule of charge q is only
permitted motion in (x, y). Here the molecule is forced to sample a two-dimensional energy manifold
whose value at any point (x, y) is given by the minimum electrostatic energy in z at every radial
coordinate. Importantly in order to simulate 3D behavior using an equivalent 2D problem we add
to the depth of the well, which would otherwise be simply qψm, the fluctuation contribution f .
Thus in the 2D simulations we use a well depth given by W = qψm + f , where f is the fluctuation
contribution calculated for each case as described in the main text (Fig.S1(b)). Identical to the 3D
case, the molecule is considered to have escaped when its samples the region outside the radially
symmetric boundary given by resc. We find excellent agreement (r.m.s. within 2%) between the
average escape times, t′esc computed using the two approaches in the regime of W ≥ 5kBT , where
most of our experiments are performed. A representative molecular trajectory in z depicted in
Fig.S1(a) clearly reveals that the axial fluctuation of the molecule in the “slit” are of much smaller
amplitude than in the “pocket” region. This difference gives rise to the configurational entropy
contribution to the total trap depth.
We point out that in order to relate experimentally measured escape times, tesc to measured well
depths, we perform the 2D BD simulation analysis using time-averaged co-ordinates < r >texp , rather
than instantaneous positions r, as previously described [2]. The duration of an exposure time, texp
is typically 5 ms in our experiments. Further, we examine the motion process in a 2D landscape
of traps, corresponding to the experimental situation. This is because neighbouring wells in the
landscape effectively act as absorbing boundaries for molecules and need to be included in order to
accurately reconstruct the escape process [2].
3SECTION II: ESTIMATING UNCERTAINTIES IN THE CHARGE MEASUREMENT ON WEAKLY
CHARGED MOLECULES
The measurement error, xe on a quantity x, which is a function of the variables f , g, h, etc., each
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In the regime of W ≥ 5kBT , the relationship between measured escape time, tesc, and molecule
effective charge, noted here as q, is well described by Kramers’ theory and is given by:






However the experiments shown in Fig.4, in which we measure the effective charge of 3 dye
molecules, were performed in the regime of W < 5kBT , where the dependence of tesc on W de-
parts from that given in Eq.S3.
Figure S2: (a) The plot presents simulated t′esc in the low W regime (W ≤ 5kBT ) for molecules of rH ranging from
0.3 to 1.2 nm, analyzing the instantaneous coordinates of an object escaping from a single well. The fits shown are
of the form t′0exp (ν
′W/kBT ). (b) Simulated tesc using time-averaged coordinates of molecules sampling a landscape
of traps. In general, for a given combination of W and rH, tesc is substantially larger in this case. The inset table
shows the values of the fit parameter t0 and ν for different rH. Inset plot shows ν vs rH, fit by a logarithmic form,
ν = B + Cln(rH).
In order to study this behaviour, we performed BD simulations in the range of W ∼ 3− 5kBT , as
described in Section I (Fig.S2(a)). Figure S2 compares the results of simulated escape from a single
well, obtained using instantaneous positions (as in Section I), and time-averaged approach, which
also includes the effects given by the trap landscape geometry. In the experiment, a molecule must
reside in a given trap for ∆t ≥ texp in order to accumulate enough signal on the detector and be
recognized as trapped. In the simulation, we use the same criterion on the minimum residence time
when analyzing a particle position trajectory, as previously described [2]. In general, for a given well
depth, the “time-averaged” tesc is substantially longer than the “instantaneous” t
′
esc (Fig.S2).
4In both cases, we find - as expected - that in the low well depth regime tesc depends less strongly
on W , by a factor ν. This fit parameter is < 1 for W ≤ 5kBT and is equal to 1 for W > 5kBT
where the Kramers’ prediction well describes the behavior (Fig.S1(c)). Fitting the simulation with











we find that, when operating with instantaneous positions (Fig S2(a)), the prefactor t′0, depends
linearly on the size of the molecule (inset in Fig.S2(a)), and is also slightly larger than the relaxation
time, tr at high well depths by a factor ∼1.4 (Fig.S1(c)). Upon position averaging, however, the
escape time no longer depends in a simple linear fashion on rH. The inset Table in Fig.S2(b)
shows that in this case the prefactor t0 is a constant, larger in magnitude and close to texp, that no
longer carries information on the radius of the molecule. The fit parameter ν captures the weaker
response of the measured timescale on well depth. This different tesc vs. W behaviour is most likely
due to a finite (size-dependent) return probability of the molecule during the observation time [2].
For molecule of rH = 0.6nm, which corresponds to the size the dyes measured [4], we find that
ν = 0.6± 0.02.




























The first term on the RHS of Eq.S5, from now on denoted as (qe/q)ψm , represents the uncertainty
in determining the electrical potential at the midplane of the slit, ψm. This aspect has been discussed
at length in our previous work [1], and arises from the uncertainty in determining the slit height
(2h) with an accuracy better than he = 1 nm and is estimated at about 5% when averaging over 4-5
independent experiments (typical Debye length κ−1 ∼ 9nm and 2h ∼ 70nm). In a single experiment
however where the height of the slit may depart from the mean value by as much as 2 or 3he,
this (single) measurement inaccuracy can be as large as 15%. For the measurement of the dye
ATTO532-maleimide, performed using a larger Debye length (κ−1 ∼ 20 nm) and thus higher ψm,
the estimated fractional uncertainty on a single measurement is calculated to be as low as 6% (∼ 2%
upon averaging).
The second term of Eq.S5, that we denote as (qe/q)tesc , arises from statistical uncertainty in
measuring tesc in a temporally limited experiment. Given that the escape events ∆t are exponentially
distributed, the measurement error tesc,e on their average value, tesc, is function of the number of



































5Note that in this analysis we assume that f in Eq.S4 is constant, since the fluctuation contribution
is largely charge-independent as discussed in the main text. We finally analyze the last term of Eq.S5,
denoted by (qe/q)rH , which represents the fractional contribution of the uncertainty on hydrodynamic
radius, rH to the total single measurement charge error.
As shown above (Fig.S2(b)), in the BD time-averaged approach at low W , the fit parameter ν in
Eq.S4 captures the dependance of tesc on the size of the molecule and scales with rH in a logarithmic
fashion, ν = B+Cln(rH), where B = 0.7±0.02 and C = 0.2±0.02. Therefore we can write (qe/q)rH




















































The fractional error (rH,e/rH) in Eq.S9 is estimated from an independent Dual-focus Fluorescence
Correlation Spectroscopy (2fFCS) measurement [2] and is typically 5%.
The following Table summarizes the fractional errors for each dye molecule, and the overall uncer-
tainty, (qe/q).
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Measuring the Size of a Single Molecule
“These motions were such as to
satisfy me, after frequently
repeated observation, that they
arose neither from currents in the
fluid, nor from its gradual
evaporation, but belonged to the
particle itself.”
Robert Brown
8.1 A brief Overview of Alternative Techniques
Fluorescence Correlation Spectroscopy (FCS) is a sensitive ensemble-averaged
method which estimates the molecule hydrodynamic radius via auto-correlating
the fluorescence fluctuations given by a small number of molecule (nM concen-
tration) passing through the detection volume of a confocal microscope [89]. We
have used 2-focus FCS (2fFCS) – which has the advantage of a better defined
detection volume resulting in more accurate measurements [73] – to characterize
most of the molecules then studied with ETe [3] (Fig.8.1).
139
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Short fragments of dsDNA (<100 bp), which has a persistence length of ∼ 40
nm [90], can be thought as rigid rods under our experimental conditions. Indeed
our FCS measurement of rH – which is in essence the radius of a hard sphere
diffusing as fast as the molecule under observation – is in good agreement with
the predicted size for the equivalent cylinders [91](see inset in Fig.8.1b).
On the other hand we have found that the radius of ssDNA, of persistence
length ∼ 3nm – corresponding to roughly 10 bases under low salt concentration
conditions [92] – follows a power law behaviour as previously shown by Doose
and collaborators. [93].
Figure 8.1: (a) The table summarizes the structural charge, qstr, the molecular
weight and the measured hydrodynamic radius, rH, for all the molecules studied in
Refs. [3, 4, 5]. The values of rH result from and independent 2fFCS measurement. (b)
The values of rH for ssDNA from (a) are fit with a polynomial form y = ax
b, similarly
as in Ref.[93](red solid line). The dsDNA data instead is compared with a cylindrical
model prediction [94], rH = lc/2ln(lc/dDNA) (red dashed line). Here the diameter,
dDNA = 2 nm and the contour length, lc, is 0.34 nm per base pair.
Alternative techniques to infer the size of a biomolecule in solution include
the study of the object trajectory to obtain a Means Squared Displacement
(MSD) value, which scales with the molecule diffusion coefficient, D [95, 96].
Direct tracking of a nanometer sized object, however, is often challenging in an
unbounded system: one needs long observation times to collect enough signal,
but small macromolecules typically diffuse beyond the imaging depth of a single-
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molecule microscope in less than a millisecond [97]. Tracking of small molecules
can be achieved in the case of diffusion at a solid-liquid interface, where motion
is substantially reduced by local adsorption or subdiffusion [98, 99].
Mobility measurements using the Anti-Brownian Electrokinetic (ABEL) trap
have characterized molecules as small as a single fluorophore [40], but require
a fairly complicated setup. An alternative experimental approach consists in a
“single-image” diffusion measurement [100, 97]: the signature of the molecule
diffusion in 2D is given by a single fluorescence snapshot, in which the “blob”
width contains information on the molecular motion during the observation
time, convolved with the instrument PSF.
8.2 Lattice Diffusion of a Single Molecule in Solution
Combined information about the effective charge and size of a biomolecule could
yield valuable insight into its structure in solution. The charge per unit length
is a crucial parameter to determine the degree of charge renormalization in a
polyelectrolyte [101]. Given the same structural charge, the effective charge
in solution for a globular biomolecule is expected to be significantly reduced
compared to an equivalent one dimensional polyelectrolyte. Additional charge
regulation effects, depending on the geometry of the molecule, may decrease qeff
further [19, 3]. Given this, it is clear that the molecule structure in 3D and
its effective charge are quantities deeply related, and knowledge of the molecule
dimensions would be important to understand its electrostatic properties.
We note that, at the practical level, information on the molecule radius is also
necessary to determine its position relaxation time, tr (see Eqn.1.10) and thus
crucial for our BD simulations. A simultaneous determination of qeff and rH
not only eliminates the need of an independent FCS measurement, but is also
highly desirable to evaluate possible hydrodynamic effects due to confinement,
which might result in an apparent smaller D [102].
The “on-off” concept proposed in our recently published work “Lattice diffu-
sion of a single molecule in solution” allows us to measure both size and charge
from a single molecule trajectory at the same time. In brief, the time spent
by the molecule in a trap, as usual, gives qeff. The inter-well travel time, in
which the molecule fluorescence intensity is spread over a larger area, appearing
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too weak to be detected (the “off” state), directly yields the molecule hydro-
dynamic radius. We have modelled transport across a 2D landscape of traps
[103, 104, 105, 106] with BD simulations, in order to correctly interpret the
experimentally measured timescales (see Chapter 4) and we have validated the
method with fluorescent nanospheres, which are very bright and easy to char-
acterize by a simultaneous MSD measurement. Finally, we have compared our
experimental results with previous 2fFCS measurements finding excellent agree-
ment, and suggesting no measurable confinement-induced hydrodynamic effects
under our experimental ETe conditions.
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Lattice diffusion of a single molecule in solution
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The ability to trap a single molecule in an electrostatic potential well in solution has opened up new possibilities
for the use of molecular electrical charge to study macromolecular conformation and dynamics at the level
of the single entity. Here we study the diffusion of a single macromolecule in a two-dimensional lattice of
electrostatic traps in solution. We report the ability to measure both the size and effective electrical charge of
a macromolecule by observing single-molecule transport trajectories, typically a few seconds in length, using
fluorescence microscopy. While, as shown previously, the time spent by the molecule in a trap is a strong function
of its effective charge, we demonstrate here that the average travel time between traps in the landscape yields its
hydrodynamic radius. Tailoring the pitch of the lattice thus yields two different experimentally measurable time
scales that together uniquely determine both the size and charge of the molecule. Since no information is required
on the location of the molecule between consecutive departure and arrival events at lattice sites, the technique is
ideally suited to measurements on weakly emitting entities such as single molecules.
DOI: 10.1103/PhysRevE.96.062406
I. INTRODUCTION
Diffusion in a free-energy landscape is a phenomenon of
central importance in condensed matter physics, chemical
reactions, and molecular biology. Highly disparate natu-
ral phenomena such as atom migration on surfaces or in
crystals, molecular chemical transformation, macromolecular
interactions, and protein folding can in fact be described in
terms of common underlying statistical principles governing
transport across energy barriers. Indeed, surface science offers
a most tangible example of the phenomenon [1]. Atoms
preferentially adsorb at specific sites on the periodic surface
lattice which represent locations of the lowest potential energy
for adsorption. Driven by thermal energy, adsorbed atoms hop
in a random fashion across relatively small energy barriers
from one minimum to the next. Depending on the height
of the barrier relative to the thermal energy scale, transport
of the surface adsorbate can be substantially slowed down
or virtually unimpeded as in a fully mobile two-dimensional
gas. Direct imaging of atomic and molecular migration using
field-ion and scanning-tunneling microscopy has facilitated
the measurement of important physical parameters in the
transport process such as the activation energy and the attempt
frequency. These studies have been instrumental in exploring
fundamental features of transition state theory [2–6].
Furthermore, transport in periodic potentials is ubiquitous
in biological systems. For example, thermal migration of motor
proteins along the periodic interaction energy landscape of a
microtubule plays an important role in regulating microtubule
length in the cellular cytoskeleton [7]. DNA-binding proteins
and enzymes use diffusion along the molecular contour in
order to locate specific binding sites. This diffusive search
strategy is thought to include a “hopping” mode of transport
reminiscent of the classic lattice diffusion problem [8].
Previous experimental studies on particle motion in periodic
potentials in the fluid phase have examined diffusive and
*madhavi.krishnan@uzh.ch
field-driven transport of single colloidal particles and DNA,
in spatially modulated gravitational and optical fields, and
configurational entropy landscapes [9–13]. Typically these
investigations use field-driven transport to separate a mixture
of molecular species, exploiting the nonlinear response in
object mobility to a spatially varying potential [14,15]. How-
ever, not much prior effort has been directed at quantitative
studies on purely diffusive transport of a single molecule in
a well-defined free-energy landscape. A microscopic view of
this transport process under well-controlled conditions is not
only highly relevant for direct measurements on the properties
and interactions of an isolated macromolecule in solution, as
we show in our work, but may also contribute toward an
improved understanding of molecular transport in naturally
occurring modulated systems, e.g., living cells [16,17].
Here we examine diffusive transport of single nanometer-
scale molecules in a 2D free-energy landscape in the fluid
phase. Analogous to the experiments on atom diffusion on
a surface, we use optical microscopy to study the thermal
migration of a single fluorescently labeled macromolecule in
a well-controlled electrostatic interaction free-energy land-
scape in solution. We further exploit the principles of
overdamped transport in a periodic free-energy landscape in
order to directly measure the physical properties of a sin-
gle macromolecule—namely, its size and effective electrical
charge in solution.
II. EXPERIMENTAL METHODS
A. Experimental design and measurement principle
In order to create an ordered landscape of potential wells
for a single macromolecule, we employ our recently developed
thermodynamic approach to trapping electrically charged
matter in aqueous solution [18]. The working principle of
such a trap is based on the equilibrium repulsive electrostatic
interaction between a charged object in solution and like-
charged confining parallel plates (Fig. 1). Geometric tailoring
of the parallel plates results in a local interaction potential
minimum that is capable of confining an electrically charged
2470-0045/2017/96(6)/062406(15) 062406-1 ©2017 American Physical Society
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FIG. 1. (a) Schematic representation of the experimental setup displaying a single biomolecule in a lattice of electrostatic traps, observed
using wide-field fluorescence microscopy. 2h indicates the slit height while 2R is the diameter of the nanostructured surface indentations that
create local electrostatic potential minima. (b) A simulated trajectory of a diffusing molecule superimposed on a representative free-energy
landscape, W (r). (c) The same trajectory as in panel (b) superimposed on a scanning electron micrograph (SEM) of the underlying nanostructured
surface. Closed symbols denote locations of the particle at lattice sites and open symbols denote free-diffusive transport in the interwell region.
λ denotes the the lattice pitch. Scale bar denotes 1μm.
molecule for long periods (∼30 min). Molecular residence
time scales in a trap can be tuned by the geometry of
the trapping nanostructure and salt concentration in solution
[18,19].
Briefly, in our experiment, we work with free-energy
landscapes created in a gap of typical height, 2h = 73–75 nm,
containing surface nanostructured indentations of radius, R =
150 or 300 nm [Fig. 1(a)] and depth, 150 nm, as previ-
ously described [19]. Fluorescently labeled macromolecules
or particles in solution are introduced into the lattice at a
concentration of 10–50 pM by capillary flow in a buffer
containing 1 mM Tris and 0.5–2 mM NaCl [19]. We studied
fluorescent nanoparticles and macromolecules, such as short
DNA fragments (10 b ssDNA and 40 and 60 bp dsDNA,
purchased from Microsynth AG, Switzerland) as well as an
intrinsically disordered starmaker-like protein, Stm-l [20]. The
molecules in our work are labeled with the fluorescent dye
Atto532 while the nanoparticles (FluoSpheres, ThermoFisher
Scientific) are carboxylated latex spheres labeled with Nile
Red. The flow is arrested and molecular motion in the lattice
is imaged under purely diffusive conditions by wide-field
fluorescence microscopy.
We use optical excitation at 532 nm from a DPSS laser
(Pusch OptoTech GmbH, Germany) and collect fluoresence
emission beyond 552 nm. Images of object motion are
acquired using a back-illuminated Electron Multiplying CCD
(EMCCD) camera (iXon, Andor Inc., United Kingdom) with
continuous exposures of duration texp = 5 ms during a total
observation time of about 1 s per molecular trajectory. The
depth of the wells, W, in this work is typically 5 kBT , yielding
trap residence times of ∼50 ms. For an object in a potential
well in the fluid phase, overdamped diffusive crossing of a
barrier is well described by Kramers’ theory in the regime
W > 6 kBT , where the average time to escape the potential
well is given by [19]
tesc = trexp W
kBT
. (1)
Here tr is a time scale representing the position relaxation
time of the molecule, which in turn depends not only on
geometric features of the potential well but also importantly on
the molecule’s diffusion coefficient, D = kBT/6πηrH. Here,
rH is the hydrodynamic radius of an equivalent sphere that
experiences the same frictional drag as the object of interest,
andη is the viscosity of the medium [21]. Relying on this strong
nonlinear dependence, we converted the measured average
escape time tesc of a trapped molecule into a highly precise
(∼1%) measurement of the barrier height, W [19]. Note that
the barrier height in our case is in essence the interaction free
energy of the molecule with the confining parallel-plate slit
[22,23]. It is also worth emphasizing that this electrostatic
interaction energy directly reflects the molecule’s effective
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charge, qeff , which is in turn a function not only of its total
structural charge but notably also of its three-dimensional (3D)
conformation [23].
In our original proof-of-concept electrometry experiment
on single molecules, conversion of the measured escape
time to a well depth also required accurate knowledge of
the free diffusion coefficient or hydrodynamic radius rH of
the molecule [19]. This information was therefore obtained
from an independent fluorescence correlation spectroscopy
or single-molecule diffusion measurement. Furthermore, al-
though we have shown previously that the electrical charge
as well as the size of a particle in an electrostatic potential
well can be obtained in a single measurement by, e.g., high-
precision tracking of particle position [24] or alternatively
by high-temporal resolution optical monitoring of particle
fluctuations, doing so typically requires a high signal-to-noise
ratio (SNR > 10) in detection, which is generally out of reach
in experiments involving weakly emitting single molecules. In
addition, the limited photon count rate and overall photon
budget would pose a challenge for precise measurements
on molecular-scale entities where the position fluctuation
dynamics can be up to two orders of magnitude faster than
for nanoparticles.
We emphasize that in this work the Debye length, κ−1 ≈
0.3/
√
C = 10 nm, is the characteristic length scale of screen-
ing of electric fields in an electrolyte containing monovalent
salt at a concentration, C = 10−3 mol/L. Since in these
experiments, the lattice pitch, λ ∼ 300 κ−1 [Fig. 1(c)], the
interwell region of the landscape, is free of electrical fields in
the xy plane and the in-plane transport of the molecule should
be well described by free diffusion in two dimensions. We
show later using validation experiments on nanoparticles that
this is indeed the case. There are, however, strong axial forces
(in z) in these regions which keep the particle tightly confined
to the midplane of the slit. The solution-phase two-dimensional
(2D) free-energy landscapes in our present work therefore
differ significantly from those encountered in surface-atom
diffusion in that in our case the wells are local regions of
potential energy minima in an otherwise curvature-free energy
landscape [Figs. 1(b) and 2(a)].
Crucially, such a design permits us to observe molecular
transport in both the trapped and freely diffusive regimes.
Monitoring the thermal migration of a single macro-
molecule in the lattice, we indeed observe two different
regimes in molecular transport: a trapped state and a free-
diffusive state that alternate in time and whose durations can
be readily measured. The acquired images of lattice migration
are analyzed using an intensity threshold to yield “on times,”
tON, where the molecule is confined at a trap location and
a large signal accumulates locally on the detector (the same
as tesc in our previous work), and “off-times,” tOFF, where it
performs free diffusion traveling from one trap to the next
and no substantial signal is received [Fig. 3(b)]. Comparing
measurements of these two time scales with the predictions
of a Brownian dynamics (BD) simulation, we demonstrate
the ability to extract information on both the size and effective
charge of the molecule from a single transport trajectory. Inter-
estingly, the hopping motion of a molecule in the lattice yields
a telegraphic on-off signal in optical detection which permits
FIG. 2. (a) A simulated single-molecule trajectory superimposed
on a two-dimensional lattice of electrostatic traps. λ denotes the lattice
pitch, while A demarcates a single unit cell. (b) A simulated diffusive
trajectory (black trace) in a one-dimensional periodic potential (blue
vertical trace) along the solid blue line shown in panel (a). Shaded
gray regions depict the part of molecular trajectory confined to
the bottom of a given well. (c) The effective diffusion coefficient,
Deff, extracted from a mean-squared-displacement (MSD) analysis of
simulated trajectories in both one (black circles, bottom axis) and two
dimensions (red squares, top axis). The resulting D/Deff values com-
pare with the Lifson-Jackson expression, Eq. (2) (solid black line).
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FIG. 3. (a) Experimental raw fluorescence images and corre-
sponding schematic representations depicting a single 60 bp dsDNA
molecule sampling a lattice of traps. (b) A simulated temporal
trace of the total optical intensity from the lattice sites. The signal
is high for a duration tON when the molecule is trapped at a
lattice site and sufficient photons accumulate locally on the detector
(green bands); the signal is low for a period tOFF during free
diffusion of the molecule between lattice sites. (c) Probability density
distributions, P (t) = Afit
t
exp(−t/t), of experimentally recorded
times tOFF (white bars) and tON (green bars), for a single trajectory
of a 60 bp dsDNA molecule, where Afit ≈ 1. The distributions are
normalized such that Pn(t) = P (t)Pmax(t) . The fits yield average values
tOFF = 25 ± 2 ms and tON = 38 ± 4 ms.
precise measurements to be performed at very low SNR (∼3)
[Fig. 3(a) and Fig. 12 in Appendix B]. We thus introduce a
lattice-diffusion principle that is ideally suited to measure-
ments on weakly emitting single macromolecules in solution.
B. Interpreting the detected single-molecule signal
We define the signal received from the molecule as the
difference between the total optical intensity due to the
FIG. 4. (a) A simulated particle trajectory at a time resolution of
1μs (gray dashed line), time averaged to a resolution of 5 ms (black
solid line) in order to reflect experiments where the exposure time
texp = 5 ms. The accompanying schematics depict the circumference
of the surface indentations (solid blue lines) and various escape
boundaries (dotted blue lines). We highlight transient rapid excursions
of the molecule out of and back into the trap which go undetected
(light gray arrow), as well as transitions of the molecule from one
trap to the next which are detected in the simulation and experiment
as a “hop” between lattice sites (black arrow). (b) Generation of a
series of optical images corresponding to molecular coordinates in
a trajectory (black trace, left axis) shows that the signal from the
lattice is high when a molecule is trapped at a lattice site and low
otherwise (green dashed trace, right axis). The location of the escape
boundary, resc, applied to the simulated trajectory data is tuned such
that the resulting on and off-time scales agree with those from the
simulated optical signal. These time scales are then compared with
the corresponding experimental measurements.
molecule and that due to the detector background. When a
weakly emitting entity occupies a potential well, its radius of
spatial confinement (∼250 nm) is comparable with the optical
point spread function. As a result, a measurable local signal
builds up on a spatially sensitive detector such as a camera. In
contrast, when the molecule leaves a well and diffuses in the
“field-free” interwell zone of the landscape, the received signal
does not exceed the local detector background and therefore
gives rise to a “dark time” during the measurement, which we
term tOFF (see the movie in the Supplemental Material [25]).
Analysis of the detected optical signal from a single
molecule diffusing in a 2D lattice yields the two average
time scales: an on time, tON, and an off-time, tOFF [Figs. 3(a)
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FIG. 5. [(a), (b)] Simulated tON and tOFF values for relevant combinations of W and rH. (c) Plots of tON vs W at rH = 8 nm (black circles,
bottom and right axis) and tON vs rH for W = 6.6 kBT (red squares, top and left axis) along the contour lines shown in panel (a). tON depends
linearly on rH but is exponential in W . (d) tOFF vs rH for various values of W . The relationship is linear in the high well-depth regime
(W > 5kBT ), but starts to plateau for low rH and W < 6kBT . Dashed lines are guides to the eye. (e) The hatched regions on the plots in panels
(a) and (b) depict combinations of W and rH that satisfy a measured tON and tOFF value independently, including measurement uncertainty (here
shown for a single Stm-l molecule of tON = 0.2 ± 0.065 s and tOFF = 0.023 ± 0.005 s). The intersection of the set of solutions for both time
scales yields mean measured values of rH and W (and thus qm) (solid black lines). The statistical error on the measurements are given by the
lateral and vertical extents of the hatched regions (dashed black lines) (see Appendix D).
and 4(b)]. Similar to memoryless escape from a potential well,
we find that, as expected, off-times are also exponentially
distributed [Fig. 3(c)]. Importantly, the mean off-time, tOFF,
depends linearly on the molecular hydrodynamic radius, rH,
while tON depends exponentially on the effective charge of
the molecule and relatively weakly on rH [Fig. 5(c)]. A BD
simulation of the hopping process yields tON and tOFF times
over the {W (qeff),rH} space of interest and thereby serves to
convert an experimental measurement of the two measured
time scales into unique values of qm and rH, with respective
uncertainties for a single molecule.
III. BROWNIAN DYNAMICS SIMULATION OF PARTICLE
DIFFUSION IN A FREE-ENERGY LANDSCAPE
Analytical expressions for the average escape time for
a particle in a potential well, or transport coefficients in a
landscape, are generally only available for particular analyt-
ical functional forms of the underlying potential and entail
landscapes of infinite extent [21,26,27]. As escape times do
depend on subtle features such as local curvatures of the
landscape, e.g., at the bottom of the well and at the barrier
[28], and our experiments involve lattices of finite extent in
both dimensions, we performed BD simulations of particle
motion in periodic landscapes in order to extract quantitative
predictions that accurately reflect our experiments.
A. Generating the free-energy landscape
The first step in the simulation study is to determine the
full three-dimensional distribution of electrical potential in a
single well by solving the nonlinear Poisson-Boltzmann (PB)
equation in the fluidic trapping nanostructure [18]. We have
verified that in our work, the spatial electrostatic free energy
for a charged object can be simply obtained by multiplying
the local electrical potential ψ(r) by a parameter qeff, which is
the effective charge of the object [23]. We point out that since
the position of the particle is strongly weighted toward the
local minimum of interaction energy, the electrical potential
in the region of the midplane of the slit largely determines the
overall behavior. Thus, the electrostatic free energy, which is
the dominant contribution to W in this work, is well estimated
by qeffψm, where ψm is the electrical potential at the midplane
of the slit.
Furthermore, the problem has a free-energy contribution
of typically 30% from particle spatial fluctuations in the
axial (z) dimension. We have verified by simulation that the
dimensionality of the problem can be reduced to two by
including an entropic correction for axial fluctuations both
inside and outside the trap, and an additional ∼6% contribution
to the electrostatic energy arising from axial fluctuations in
the slit region [19]. Thus, the depth, W, of each well in the
landscape can be expressed as W = qeffψm + f , where the
first term is due to the electrostatic interaction free energy of
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a particle at the midplane of the slit and f is the contribution
to the total free energy from the finite out-of-plane thermal
fluctuations of the particle. Note that in formulating the well
depth, W , we deliberately ignore the system free energy when
the particle is at the bottom of the well, as the electrical
potential here is zero by design.
The geometry of a single potential well is further influenced
by the diameter of the surface nanostructure, height of the slit,
and the salt concentration in solution, which are all included in
the PB calculation. We thus obtain the free-energy landscape
for a single primitive cell in the lattice which we then use
to generate a 2D landscape of the required lateral pitch and
spatial extent in x and y for the simulation [Fig. 2(a)].
B. Effective diffusion coefficient of a particle in the lattice
The experiments we report here involve a square or
rectangular lattice of effectively identical radially symmetric
potential wells of depth, W, with each well occupying a single
lattice site. Analytical treatments of diffusive transport in an
infinite one-dimensional periodic arrangement of wells show
that the effective diffusion coefficient, Deff , of a molecule
strongly depends on W and in the overdamped limit is given















where D is the particle’s free diffusion coefficient.
We use the effective diffusion coefficient as the starting
point of our analysis of single-molecule transport in a periodic
potential. We iteratively solve the discretized overdamped
Langevin equation for particle motion in a 2D free-energy
landscape of “infinite” extent:
x(t + δt) = x(t) − μ∇W [x(t)] + √2Dt w(t). (3)
Here, x(t) represents the instantaneous position of a particle
at time, t , in one dimension, and μ = δt/6πηrH. w(t) repre-
sents a displacement due to the random thermal force acting
on the particle that satisfies 〈w(t)〉 = 0 and 〈w(t)w(t ′)〉 = I
if |t − t ′| 6 δt , and 0 otherwise. Note that the simulation time
step, δt = 10μs, is much larger than the momentum relaxation
time, which is ∼10 ns for a typical molecule.
At t = 0, the particle is located at the center of a trap in the
landscape. We then use Eq. (3) to propagate the instantaneous
position of the particle, x(t), forward in time over a typical
observation period of 30 s. A typical such trajectory in one
dimension, time averaged over the exposure time texp, is shown
in Fig. 2(b). In order to validate our simulations against the-
oretical expectations, we apply a mean-squared-displacement
(MSD) analysis to about five particle trajectories and extract
effective lattice diffusion coefficients, Deff, for the particle. We
verify that the simulated Deff values satisfy the Lifson-Jackson
relation in both one and two dimensions for values of W
ranging from 3 to 8 kBT [29,33] [Fig. 2(c)]. Experiments on
micron-scale particles in a periodic landscape have verified the
Lifson-Jackson relation [34] and demonstrated a measurement
of the effective diffusion coefficient, Deff, of a particle [9].
However, knowledge of Deff alone yields neither the well
depth, W, nor the particle’s free diffusion coefficient, D, which
reflects its hydrodynamic radius, rH.
C. Trapped and free diffusive-state lifetimes for a single particle
Our study requires us to go beyond the analysis of an
effective diffusion coefficient for molecular transport in a
lattice. Our goal is to accurately determine both the trapped
and free diffusive time scales for a single particle migrating
in a periodic lattice in order to obtain measures for both
W and D (rH) from a single transport trajectory. A recent
study on colloidal particle transport in a quasicrystalline lattice
illustrates the subtleties involved and shows how the lack of
crystalline order in the landscape introduces more complex
free diffusive behavior, thus necessitating averaging over an
ensemble of particles in order to measure both W and rH [34].
In order to correctly relate the time scales of interest
observed in experiment to those available from simulations, we
perform further analysis of the simulated trajectories involving
important additional features. One such feature is the definition
of an absorbing “escape boundary” represented by a radially
symmetric contour at resc centered on the trap [Fig. 4(a)].
When analyzing a simulated transport trajectory of an
object diffusing in the landscape, we register a trapped state
of duration tON when the particle enters the region within
the predefined domain circumscribed by resc at time t, then
reaches the bottom of the trap - denoted by a circular region
of radius, R/2 centered on the trap - and subsequenty leaves
the domain given by resc at a time t ′ > t . Here tON = t ′ − t .
tOFF is then the interval between two sequential on-states.
In addition, since the imaging process involves a finite time
window of observation, the experimentally measured particle
position in fact physically reflects its location averaged over
the duration of an exposure time 〈r〉texp , rather than its
instantaneous position, r . Furthermore, in the escape-from-
a-potential well problem, it is well known that the location of
the absorbing boundary condition can strongly influence the
value of the average escape time or the trapped state lifetime
[35] (Appendix A). Simulation results presented in Fig. 4(a)
illustrate two important features: (1) The average escape time
of the instantaneous position, r, depends strongly on the
location of the escape boundary, and (2) escape times based on
a time-averaged position, 〈r〉texp , should be substantially longer
than that based on an instantaneous position, r .
We analyze via simulation the dependence of tON on resc
the location of the escape boundary (Fig. 11 in Appendix A).
Given the average diffusion length during an exposure time
of duration, texp, is ldiff =
√
4Dtexp, we find that for λ < ldiff ,
the measured time scale tON does not strongly depend on the
location of the boundary. This is because the proximity of traps
ensures that escape from one well is highly likely to result
in absorption at the neighboring lattice site. When λ > ldiff ,
however, as in these experiments reported here, the simulated
escape time, tON, does strongly depend on the location of the
escape boundary (see Fig. 11 in Appendix A). This is due to
the fact that in this regime a particle that escapes a given well
and crosses resc has, on short time scales, a finite probability
of return to the same well rather than diffusion to and capture
at the neighboring well [34].
Furthermore, as already described, the experimental read-
out in the case of single molecules is not a temporally varying
particle position in the lattice but rather a high or low optical
signal at the lattice sites [Fig. 3(a)]. It is therefore essential
to determine the true location of the absorbing boundary
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condition in the simulation that would correctly reflect
the optical on-off time scales measured in experiments. In
addition, other experimental factors such as SNR and detector
background could also influence the measurement of the time
scales of interest. Since time averaging and subtle features of
the optical detection described above make it a priori unclear
where to place the escape boundary in the particle-coordinate
output of the BD simulation, resc has to be obtained by
matching particle position-based predictions of the on-off
time scales against those from simulated optical signal data.
We therefore also perform an image-based analysis of simu-
lated thermal migration of the molecule in the lattice including
most, if not all, of the important attributes of the imaging pro-
cess and system, e.g., exposure time, typical signal and back-
ground intensities, background noise, and the optical point
spread function [Fig. 4(b)]. These simulated images of molec-
ular transport are generated in an additional step after the BD
simulation, using trajectories generated for various values of
particle size and charge. An example of a particle position trace
and the corresponding optical signal are shown in Fig. 4(b).
The optical traces are analyzed in terms of intensity
thresholds on the signal, in a manner identical to the
experimental data, to yield values of tOFF and tON for a
single hopping trajectory about 30 s in length. Importantly,
the time scales obtained from this full image-based analysis
can be compared with those from the corresponding “raw”
particle coordinates in order to determine the location of
the escape boundary, resc, that accurately recovers the same
tON and tOFF values [Fig. 4(b)]. As a general rule for the
lattices in these experiments, we find that a radially symmetric
absorbing boundary located at resc = R + 300 nm yields values
of tOFF and tON within 10% of the full image-based analysis.
The advantage of working with simulations based on the
coordinates of the particle, 〈r〉texp , rather than detected optical
images is that the former approach is computationally less
demanding and faster than the image-based route.
Interestingly, we find that for strongly emitting objects
(photon count rate >10 kHz), where particle motion can
be directly tracked at all times, self-consistent results are
obtained as long as the experimentally measured position
traces are analyzed using the same escape boundary criterion
as the simulated traces, regardless of the actual location of the
boundary.
As tOFF and tON each depend on both qeff and rH, the
simulation analysis yields two surface plots for the time
scales as a function of the two measurables of interest
(Fig. 5). We note that tOFF not only depends linearly on
the molecular hydrodynamic radius, rH, but also depends
strongly on geometric parameters such as the lattice pitch,
λ, and further displays a weak dependence on the depth of
the traps, W [Fig. 5(d)]. tON in turn, as previously shown,
depends exponentially on W (or qeff) and only linearly on rH
[Fig. 5(c)]. The simulation result thus serves to convert an
experimental measurement of the two time scales tON and
tOFF into unique values of the two unknowns, namely the
measured effective charge, qm, and hydrodynamic radius, rH,
with respective uncertainties for a single molecule.
Finally, we point out that the precision on the inferred
value of qm is ultimately limited by the statistical uncertainty
inherent to determining the diffusion coefficient, D, of
a single molecule from a temporally limited migration
trajectory in the lattice. Measurement precision improves with
the number of recorded transitions, Nhop. For example,
Nhop = 100 in a measurement with tOFF = tON =
25 ms implies precision of 9% and 17% in the charge
and size measurements, respectively, in a total measurement
time of ∼2 s (see Appendix D). Armed with a full-fledged
simulation-based quantitative analysis of the problem, we
then proceed to an experimental validation of the predictions
as well as measurements of the properties of single molecules.
IV. EXPERIMENTAL VALIDATION USING
FLUORESCENT NANOSPHERES
The simulations reveal a linear dependence of tOFF on
rH in the large-W regime, reflecting the fact that tOFF is
nothing but the average diffusion time of the object over a
distance given by an effective lattice pitch, λ′ [Fig. 6(a)]. In
order to experimentally test the accuracy of the relationship
between tOFF and rH predicted by the simulation, we performed
measurements of nanoparticle diffusion in a free-energy
landscapes created in slits of height 2h = 200 nm.
In contrast to molecules, nanoparticles emit strong signals
in optical excitation and can therefore be spatially tracked with
high precision during the entire transport trajectory. A mean-
squared-displacement (MSD) analysis of nanosphere motion
in the free-diffusive regime directly yields its hydrodynamic
radius, rH. The same data can also be used to extract average
interwell travel times, which we have referred to as tOFF for
a weakly emitting molecule. Thus we compare the value of
rH obtained from tOFF measurements in a given lattice, with
a parameter-free, direct determination of the same quantity
in the same measurement via the MSD approach and find
good agreement [Fig. 6(d)]. This result validates our rH
measurement principle and warrants its further application to
measurements on single molecules. Note that at a particle
diameter to slit height ratio of a/h 	 0.2 the viscous drag
on the particle is expected to increase by 20% [37,38]. The
slightly inflated value of particle radius, rH, obtained in the
lattice MSD measurement compared to bulk measurements is
in fact in line with this expectation.
For the measurements on macromolecules, described in
the following section, assuming the molecules behave as hard
spheres of radius, rH, we expect drag enhancement factors due
to confinement ranging from 6% for 10 base DNA to 23% for
the disordered protein Stm-l [39]. The measurement averages
for rH (Table I), however, reveal no systematic departure
from the free solution measurements, suggesting that the true
reduction in diffusion coefficient is probably much smaller
than the above estimates for hard spheres.
V. MEASUREMENTS ON SINGLE MACROMOLECULES
IN SOLUTION
We now focus on measurements of effective charge and
hydrodynamic radius on single macromolecules in solution.
We have verified using simulations that quantitatively identical
escape times are obtained by replacing the spatial electrical
potential distribution in the slit from the nonlinear PB equation
by an axial potential given by the superposition of two simple
062406-7
FRANCESCA RUGGERI AND MADHAVI KRISHNAN PHYSICAL REVIEW E 96, 062406 (2017)
FIG. 6. (a) A representative trajectory of a fluorescent nanosphere of nominal radius a = 24 nm diffusing in a square lattice of pitch,
λ = 2μm and R = 150 nm, overlaid on an SEM image of the nanostructured surface. The effective pitch λ′ inferred from the fit in panel (c)
is close to the value λ − 2R, which corresponds to the edge-to-edge distance of two neighboring traps. The trapped (solid green symbols)
and free-diffusive regimes (open symbols) of the particle trajectory are identified. Scale bar denotes 2μm. (b) Single-particle trajectories in
the free-diffusive regime (open symbols) are used to evaluate the mean-squared displacement (MSD), r(tlag), as a function of lag time,
tlag, in two dimensions. A fit of the form 〈[(r(tlag)]2〉 = 4Dtlag + 	2, where 	 represents the particle localization uncertainty, yields D
[36]. Here, tlag = 5.5 ms and each symbol represents a different nanosphere. (c) Normalized probabilty distributions Pn(tOFF) are presented
for two particles in panel (b). The open bars correspond to circular symbols and solid bars to square symbols in panel (b). The simulated
tOFF vs rH is linear in the large W regime (inset, gray symbols). The intercept of the linear fit (black line) corresponds to the exposure time,
texp, used in the simulation and experiment, while the slope, as expected, carries information on the effective pitch λ′. Here we find from the
experimental dataset λ′ = 1.6 ± 0.01μm. (d) Both MSDlattice and tOFF approaches yield independent measures for rH for individual particles
that are in good agreement. Data for individual nanospheres (left to right) correspond to the data series in panel (b) from top to bottom. (e)
The hard sphere radius of the beads was characterized via atomic force microscopy (AFM). The height of a sample of spheres spin coated
on a glass slide averaged over 90 particles agrees well with the nomimal diameter of the sample. (f) Comparison of size values measured by
different approaches including dynamic light scattering (DLS) are in excellent mutual agreement. Please note that while AFM measurements
provide information on the hard sphere radius of a particle, the other four approaches directly measure rH.
TABLE I. Measurements of hydrodynamic radius, rH, and ef-
fective charge, qm, averaged over all single-molecule measurements
reported for each species in Fig. 7. For comparison, we include
independent rH measurements using ensemble-averaging techniques,
and theoretically expected values of effective charge, qc, including
the contribution of the dyes.
rH
(nm) qc qm
FCS/DLS tOFF (−e) (−e)
Nanospheres 23.4 ± 10 20.9 ± 4.8 181.7 ± 12.6
Stm-l 8.7 ± 0.5 7.9 ± 2.1 89.6 105.5 ± 21.6
60 bp 4.5 ± 0.2 4.7 ± 0.9 43.4 37.9 ± 4
40 bp 3.2 ± 0.2 2.4 ± 0.4 32.7 32.1 ± 5.1
10 base 1.8 ± 0.1 1.5 ± 0.8 10.9 8.3 ± 1.9
exponentials of the form
ψ(z) = ψs{exp(−κz) + exp[−κ(2h − z)]}, (4)
where ψs is an effective surface potential at each surface of
the slit and 2h is the height of the slit. This approximation
works well because the Boltzmann distribution ensures that
the molecule essentially never samples the region very close
to the surfaces, where differences in the electrical potential
between the nonlinear PB solution and the equivalent linear
theory could arise.
We know from our previous measurements in this
system that setting ψs = 2.8kBT/e in Eq. (4) yields
qm = −88.8 ± 3.5e, which is nearly identical to the theoreti-
cally expected effective charge qc = −89.6e for the disordered
protein Stm-l [19,23]. Stm-l thus serves as the “calibration
molecule,” which determines the value of the surface potential
in Eq. (4) that should hold for all measurements under the same
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FIG. 7. Measurements of hydrodynamic radius and effective
electrical charge of single biomolecules in solution. Each data
symbol corresponds to the information obtained for a single object,
from top to bottom: 24-nm-radius FluoSpheres (light blue), an
intrinsically disordered protein, Stm-l (gray), 60 bp dsDNA (blue),
40 bp dsDNA (red), and 10 base ssDNA (green). Error bars are
standard error of the mean (s.e.m.) and are presented for one molecule
of each species. Vertical lines denote the theoretically expected
charge, qc, while horizontal bands correspond to radius measurements
from fluorescence correlation spectroscopy (FCS) on molecules and
DLS for particles (band thickness indicates measurement standard
deviation). On the right, structural representations of the measured
species are reduced by the scaling factor noted.
conditions. Note that an effective surface potential of 2.8kBT/e
corresponds to a value of pKa = 9.5 in a charge regulation
model of the silica-water interface surface, excluding the Stern
layer [23,40]. This value is consistent with trends emerging
from the most recent experimental and theoretical work on
amorphous silica surfaces [41,42].
We introduce solutions of each molecular species into
the free-energy landscape and record typically 10 molecular
migration trajectories in each case. We report measurements on
10 base single-stranded (ss) DNA, 40 bp double-stranded (ds)
DNA, 60 bp dsDNA, and and the starmaker-like intrinsically
disordered protein (Stm-l, molecular weight 40 kDa) [20].
The effective charge and hydrodynamic radius values for
these molecular species span a range of about one order of
magnitude. The combination of measured tON and tOFF values
for each molecule together determines its measured effective
charge qm as well as its hydrodynamic radius, rH, as shown in
Fig. 7. qm and rH values averaged over about 10 molecules for
each species are shown in Table I.
Note that since the data on each molecular species were not
averaged over several independent experiments, the accuracy
on all the reported charge values in this work is not expected
to be better than within ∼20% due to the ca. 1 nm uncertainty
in determining the slit height, 2h, in a single experiment.
The accuracy at the level of the single measurement can be
improved using sequential measurement in the same lattice that
FIG. 8. (a) SEM images of two lattices of pitch λ = 2μm and
nanostructure radius, R1 = 150 nm (left) and R2 = 300 nm (right).
Solid circles represent the circumferences of the surface nanos-
tructures and the effective lattice pitch, λ′i = λ − 2Ri , is indicated
in blue. (b) The plot compares the experimentally measured time
scales (circles) for the Stm-l molecule with those expected from the
simulation (squares), where qeff = qc = −89.6e and rH = rH,FCS =
8.7 nm. Filled symbols represent tON and open symbols give tOFF
values. Reported experimental values are averages over data from
five molecules. The errors on the simulated values are smaller than
the symbols.
entails first measuring a known standard and then the molecule
of interest, or by parallel measurement on spectrally resolvable
molecules [19]. Doing so would permit highly accurate single
measurements with statistically limited precision.
We further subjected the measurement concept to a test of
robustness with respect to the choice of landscape parameters,
namely effective lattice pitch and radius of the potential wells.
We report measurements performed on the Stm-l molecule
in lattices with different nanostructure radii, R1 = 150 nm
and R2 = 300 nm, but identical pitch λ = 2μm [Fig. 8(a)].
We expect both time scales to respond to this change in
lattice geometry: on-times, tON, depend on the area of the
trapping nanostructures, while off-times, tOFF, are expected to
scale with the area of the “field-free” region of the lattice.
In fact, we find that tON values measured in lattice 2 are 3.6
times larger than in lattice 1, close to the expected value,
(R2/R1)2 = 4. Conversely, in lattice 2, the measured tOFF is
smaller than the value in lattice 1 by a factor 2. Here, the ratio
of off-times is expected to correspond to the squared ratio of
the effective lattice pitch values, (λ′1/λ′2)2 = 1.8 ± 0.1, where
λ′i ≈ λ − 2Ri . The measured data are in remarkable agreement
with the simulation predictions for a molecule of effective
charge, qeff = qc = −89.6e and rH = rH,FCS = 8.7 nm, which
correspond to the properties of Stm-l [Fig. 8(b)].
062406-9
FRANCESCA RUGGERI AND MADHAVI KRISHNAN PHYSICAL REVIEW E 96, 062406 (2017)
FIG. 9. (a) Measurements of tOFF (empty symbols) and tON (solid
green symbols) for representative single 60 bp dsDNA molecules.
Error bars denote s.e.m. over the number of hops, Nhop, indicated
by each symbol. (b) Inferred rH and qm values for each molecule in
panel (a). (c) Plots of measured fractional errors on rH and qm vs
Nhop for the data in panel (a). The lines represent fits of the form
|xe/x| = Ax/
√
Nhop, where x denotes the measurable: either qm or rH.
For rH, we find Ar = 1.7 ± 0.1, in good agreement with the expected
value of 1.9 ± 0.15, while for qm we obtain Aq = 0.87 ± 0.05, close
to the expected value of 0.82 (see Appendix D for error propagation).
Next we focus on the experimentally attained precision
in our single molecule measurements. Data acquired on
representative single molecules of 60 bp dsDNA with the
values of Nhop ranging from 5 to 100 are shown in Fig. 9.
FIG. 10. (a) Measurements of tOFF and tON compared for ∼5
molecules of 40 bp (red symbols) and 60 bp dsDNA (blue symbols).
While the values of tOFF are nearly indistinguishable (〈tOFF,40bp〉 =
24.4 ± 3 ms and 〈tOFF,60bp〉 = 25 ± 4 ms), the simultaneously mea-
sured on-times, tON, are well resolved (〈tON,40bp〉 = 15 ± 2 ms and
〈tON,60bp〉 = 32 ± 3 ms). (b) A surface plot of tOFF = f (W,rH) reveals
nonmonotonic behavior of tOFF in the low (W,rH) regime which results
in similar 〈tOFF〉 values for the two species, despite their different
hydrodynamic radii. Overlapping isobands of measured 〈tOFF〉 for 40
and 60 bp dsDNA molecules are demarcated by dotted (60 bp) and
solid (40 bp) contour lines. Including information on tON, however,
permits unique values of W and rH to be assigned to each species
(square symbols). (c) Tabulated averages of measured qm and rH
reveal good agreement with the theoretically expected values of qc
and rH, independently measured via FCS.
Figure 9(c) shows that the precision we obtain on measure-
ments of both qm and rH is statistically limited, with Nhop
currently determined by the field of view in the imaging
system. Clearly, improvements on this front will lead to more
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precise measurements on a single molecule, approaching at
least the precision shown in the measurements in Table I.
Finally, we demonstrate an interesting effect in the ex-
periment that can arise in the measurement of two similar
molecular species. We observe that the comparatively weak
trapping of a smaller, less charged molecule—say, species 1
(40 bp DNA)—can result in a measured tOFF value comparable
in magnitude to that obtained for the larger, more highly
charged, and more stably trapped molecule of species 2
(60 bp DNA) [Fig. 10(a)]. An intuitive conclusion from the
magnitudes of the measured (tON, tOFF) data would point to
different effective charges but the same hydrodynamic radius
for both species. Notably, however, the simulation analysis
assigns (qm, rH) values to the measured (tON, tOFF) data
that are in very good agreement with expectations for both
molecules, where not only the effective charge values but also
the hydrodynamic radii are significantly different [Fig. 10(c)].
The reason behind this counterintuitive observation is due to
a well-depth-dependent effect on the dynamics. Free-diffusive
transport terminates once a molecule is absorbed or trapped
at a lattice site. If the field at the periphery of the potential
well is strong, which generally implies that W is large, the
capture probability is high, which means that a molecule that
samples this region will very likely be rapidly drawn to the
bottom of the well and free diffusive transport terminates. For
low values of W, however, the force toward the bottom of
the well is smaller, and on short time scales the molecule is
statistically highly likely to return to the free diffusion zone;
this inflates the measured tOFF in an experiment (Fig. 13 in
Appendix C). In general, we find that return probabilities
broadly defined, within the finite observation window, strongly
influence measured time scales. Correctly accounting for the
time-averaged dynamics and well-depth-dependent effects is
therefore critical for accurate conversion of the measured time
scales into physical parameters of interest.
VI. CONCLUSIONS
Our study introduces lattice diffusion in an electrostatic
landscape as a new experimental route to simultaneously
measure both the hydrodynamic radius and the effective
electrical charge of a single molecule in solution. The approach
relies on standard wide-field optical microscopic observation
of single fluorescently labeled molecules and also lends
itself well to label-free imaging and measurement techniques
[43,44]. Although our initial effort to establish the concept
required an in-depth simulation-based analysis of Brownian
motion in a 2D landscape, we point out that such studies
yield simple functional dependences of the expected time
scales on the magnitudes of the relevant physical properties
of interest [Figs. 5(c) and 5(d)]. These relationships can then
be broadly and directly applied to future measurements with
simple rescaling to account for variations in experimental or
system parameters.
Our combination of experiment and simulation in a periodic
landscape has further revealed interesting features relevant
for interpreting and understanding experimental observations
on diffusive transport in a periodic potential. For example,
while for large values of W, tOFF decreases monotonically with
decreasing rH and is independent of well depth, as intuitively
expected, we find interesting nonmonotonic behavior for small
W (< 5 kBT ). Here the measured time spent by an object of a
given rH in the field-free region of the lattice can be larger than
that expected for high W [Figs. 5(d) and 10(b)]. We find that
this effect is due to the finite return probability of the molecule
spatially sampling the edge of the well (Appendix C). In other
words, the behavior in the regimes of high and low W (or
equivalently, effective charge, qeff) are qualitatively delineated
by the gradient of the potential at the periphery of the trap.
Further, the experiment we report holds significance for
single-molecule studies, both in terms of direct optical mea-
surement of static and dynamic molecular structural properties
as well as in order to understand and interpret experimental ob-
servations of molecular transport in natural periodic systems.
Since both the hydrodynamic radius and effective charge of
a macromolecule depend on molecular 3D conformation, our
new measurement principle paves the way toward experiments
that explore static 3D conformation, or slow temporal changes
of conformation, in a single macromolecule in solution.
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APPENDIX A: DEPENDENCE OF ON-TIME ON
THE LOCATION OF THE ESCAPE BOUNDARY
We analyzed the dependence of tON on the location of the
the escape boundary, resc using BD simulations. For a lattice
of pitch λ = 2μm, we examine molecular residence times in
two different regimes: ldiff & λ, corresponding to a molecule
of rH = 1 nm, and ldiff < λ for a molecule of rH= 20 nm. In
the former regime, we find that tON is nearly insensitive to resc
while in the latter we note up to a factor 2 variation in tON
depending on resc [Fig. 11(b)].
APPENDIX B: DETECTED OPTICAL SIGNAL FROM
MOLECULAR MIGRATION IN THE LATTICE
A lattice area of 100μm2, typically containing ∼20 lattice
sites, is monitored via wide-field fluorescence microscopy.
Figure 12(a) shows a subset of a typical array that can be
sampled by a single molecule during 1–10 s of observation
time. The mean fluorescence intensity of each trap is monitored
separately in time. The traces are then rescaled, binarized, and
superimposed on each other in order to obtain the overall
temporal lattice intensity signal [bold black line in Fig. 12(b)].
The high-intensity bursts in the trace give the time spent at
a lattice site and the average thereof yields tON. The average
“dark time” in the trace in which none of the lattice sites
appears occupied gives tOFF.
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FIG. 11. (a) An SEM image of two trapping nanostructures of
radius, R = 150 nm at a pitch λ = 2μm. The solid circle denotes the
circumference of the nanostructure, while the broken circle of radius
resc indicates the escape boundary. The red solid line in the lower
panel represents the radial electrostatic free energy profile along the
red line in the image above. (b) The simulated value of tON obtained
for each resc is normalized by the value obtained for resc = 800 nm.
The simulated dataset for rH = 1 nm (λ ≈ ldiff ) shows a weak
dependance on resc (black symbols). For rH = 20 nm, we find a strong
variation in this time scale, as the average molecular diffusion length is
smaller than the lattice pitch (gray open symbols). The vertical dotted
line indicates the resc used for the analysis of the single-molecule
transport for the depicted lattice geometry.
APPENDIX C: DEPENDENCE OF OFF-TIME
ON WELL DEPTH
In order to study the dependance of tOFF on well depth
W and in particular its nonlinear behavior for W < 5kBT ,
we performed BD simulations. We studied the probability
of capture of a molecule at traps in the lattice. The capture
probability is defined as the ratio of the number of trapped
events, n(tON) to the total number of events capable of
resulting in capture. The latter quantity is given by the number
of instances in the trajectory that satisfy 〈r〉texp < resc, with
reference to each trap in the lattice.
For a molecule of rH = 3 nm, we find than the probability of
being captured by a well decreases with decreasing well depth
FIG. 12. (a) Wide-field fluorescence images of a lattice of four
trapping nanostructures of R = 150 nm and λ = 2μm. The average
intensity of each circular region of interest (ROI) (black), centered
on the lattice sites, is monitored in time. (b) Temporal intensity
traces corresponding to three individual lattice sites are denoted by
a different color. When the molecule occupies a lattice, the intensity
recorded in the corresponding ROI is high, while the others appear
dark. Each recorded trace is rescaled and binarized in order to com-
pensate for heterogeneity in the illumination across the entire field of
view.
[Fig. 13(b)]. This is due to the fact that when the trapping
force is weak, a small rapidly diffusing molecule sampling the
edge of the potential well can evade escape and return to the
“field-free” zone, all within a time period < texp. This gives
rise to a longer lived tOFF state. By contrast, at greater well
depths a molecule sampling the edge of the well is very likely
to reach the bottom and remain trapped for at least t = texp, as
reflected in the increased capture probability. In general, for
larger molecules [e.g., rH= 9 nm, Fig. 13(b)], given the same
exposure time in the observation, the influence of well depth
on the capture probability is weaker, as the diffusive dynamics
is slower.
APPENDIX D: ESTIMATING MEASUREMENT
UNCERTAINTIES
The measurement error, xe on a quantity x, which is a
function of the variables f , g, h, etc., each with uncertainties
















h2e + · · · (D1)
In our experiment, the main source of error in the determina-
tion of both molecular effective charge, qeff , and hydrodynamic
radius, rH, arises from the statistical uncertainty in measuring
tON and tOFF in a temporally limited experiment. Here both
time scales, tx (where x is either ON or OFF) are exponentially
distributed. Thus, the measurement error tx,e on their average
value, tx, is function of the number of detected events or hops,
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FIG. 13. (a) Schematic of a particle sampling a lattice of four
traps. The blue solid line indicates the circumference of the surface
indentations of radius R, while the dotted blue line shows the escape
boundary resc. The molecule is considered “captured” if its trajectory
results in a trapped state for a period > texp once it traverses resc.
(b) The probability of a molecule being trapped once it samples the
area within the escape boundary of a given pocket increases with
increasing well depth for a molecule of rH = 3 nm (black squares),
while the response is less pronounced for a molecule of larger radius





First, we consider the measurement error on rH. The
measurement uncertainty on rH is nearly entirely due to
the statistical error in measuring an average off-time from
a limited number of hops. We have established that the
relationship between tOFF and the diffusion coefficient of the
molecule of interest, D, is well described by tOFF = λ′2/4D,
where λ′ is the effective lattice pitch. This expression can be
rewritten in terms of rH using the Stokes-Einstein relation as
follows:
rH = 4kBT6πηλ′2 tOFF = a1tOFF. (D3)







t2OFF,e = a1tOFF,e. (D4)
Using the expression for tOFF,e given by Eq. (D2), we have










Holding other parameters constant, the measurement error
may be decreased by tuning the parameter a1, which is
inversely proportional to the squared effective pitch λ′. Clearly,
a large lattice pitch would improve the accuracy of the method;
however, the lattice pitch is limited by the field of view
in the measurement. On the other hand, for very small λ′,
the molecule would see a landscape of contiguous potential
wells and never appear in the off-state, thus hindering the
measurement. For the conditions of the experiment illustrated
in Fig. 9, we determine the value of Ar = a1tOFF/rH to be
1.9 ± 0.15 (λ′ = 1.6 ±0.05μm, rH = 4.7 nm, and tOFF =
25.5 ms). This is in good agreement with the experimental fit
value 1.7 ± 0.1 in Fig. 9(c). Thus, 10% measurement error on
tOFF (Nhop = 100) would correspond to ∼17% error on rH.
Next, we estimate the error on the measured effective
charge, qm, of the molecule. As described in the Supporting
Information of our previous work [19], qeff , hereafter referred
to as q, depends on the measured time scale tON as follows:






Here ψm denotes the electrical potential at the midplane of
the slit and f is a particle fluctuation contribution to the total
trap depth, W . This contribution is almost entirely entropic in
origin and is essentially independent of q. tr in turn reflects
a position relaxation time of the particle, which again can be
written in terms of a diffusion time scale, tr = L2/4D. Here
L is a length scale on the order of resc, the radius of the
escape boundary. The position relaxation time can therefore
be rewritten in terms of rH as tr = L24kBT 6πηrH = a2rH.
Equation (D6) now reads



































The first term in Eq. (D8) represents the uncertainty in
the determination of the midplane potential. This aspect has
been discussed at length in our previous work [19], and arises
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from the uncertainty in determining the slit height with an
accuracy better than he = 1 nm. For a molecule whose radius
is known a priori from an independent measurement, and
where the escape dynamics is well sampled (Nhop > 100), as
in our previous work, this first term would be the main source
of error, and is estimated at about 6% when averaging over
four to five independent experiments. In a single experiment,
however, where the height of the slit maybe depart from the
mean value by as much as 2 or 3he, this (single) measurement
inaccuracy can be as large as 18%.
In the current experiment, short single-molecule trajectories
are also affected by the statistical noise on tON (second term). It
turns out that the total measurement error is in fact dominated
by the measurement error on rH (third term), which is measured
simultaneously here.
As reflected in Eq. (D5), rH,e itself is a function of the
number of hops, Nhop. The second and third terms thus
essentially represent the error due to statistical noise, (q/qe)N,










































The first term in Eq. (D9) represents the contribution of
statistical noise on tON to the overall measurement error. As
noted in previous work, the logarithmic dependence of q on
the escape time (on-time) means that poorly sampled dynamics
will still give a relatively precise charge measurement. Also,
as the electrostatic well depth qψm is larger, the attenuation of
the statistical noise, 1/
√
Nhop, is greater. In this experiment,
we have 〈qψm〉 = 2.6 kBT . Thus 10% error in determining
tON corresponds to only ∼4% error on q. However, the
second term in Eq. (D9)—which arises from the uncer-
tainty on rH—contributes predominantly to the overall error.
Under the experimental conditions concerned, we calculate
Aq = 0.82, which is very close to the fit value 0.87 ± 0.05
from Fig. 9(c).
To conclude, given Nhop = 100, we expect ∼9% error
on the measured q value arising from statistical uncertainty
alone. Including the contribution from the uncertainty on the
midplane potential, ψm, we estimate an overall uncertainty or
measurement inaccuracy of ∼20% in a single measurement.
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ETe: what could be achieved?
“To a synthetic chemist, the
complex molecules of nature are
as beautiful as any of her other
creations. The perception of that
beauty depends on the
understanding of chemical
structures and their
transformations, and, as with a
treasured work of art, deepens as
the subject is studied, perhaps
even to a level approaching
romance.”
Elias James Corey
We have shown how ETe can be used to measure the effective charge and the
size of a molecule in solution. In particular, by following the trajectory of a
single molecule, we can measure its charge evolution over time [3].
Given the large dynamic range of the technique, which can measure molecules
of qeff spanning 2 orders of magnitude under the same conditions [6], ETe could
159
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be a powerful tool to observe biomolecules conformational changes in real time,
at the single-molecule level.
9.1 Detecting Charge Fluctuations
We have simulated a single-molecule ETe trajectory of a molecule that fluctuates
between two “states” of different effective charge. To simplify the problem, we
have assumed that the lifetimes of the states are the same (Figure 9.1).
As a case study, we have considered the same experimental conditions shown in
“Single-molecule electrometry” [3]. A 60 bases ssDNA fragment (qeff ≈ −26e,
rH = 4.5 nm), sampling a densely patterned lattice of pockets of R = 150
nm and λ ∼ 700 nm and for κh = 3.8 will experience a midplane potential of
∼ 0.13kBT , corresponding to a total well-depth of 5kBT and giving the measured
average tesc ≈ 25 ms. Under these conditions, a modest variation in effective
charge (e.g. ∼ 10%) produces a large response in tesc, by a factor two. The
statistical error, which is the dominant source of noise in a single-molecule
measurement as we have verified in Chapter 4.1.2, is in this case < 10% for a
number of hops N = 5, so this small amount of events should suffice to resolve
the aforementioned difference in effective charge.
The simulated trajectory in Figure 9.1 corresponds to the behaviour of a molecule
alternating between two “states”, each characterized by a different qeff (−26e
and −29e) and average escape times of ∼ 25 ms and ∼ 50 ms respectively, for
stretches of approximately 4 seconds at a time. We averaged over a number of
hops N = 5, 20 and 50, and studied whether we could reconstruct the underlying
timescales (Figure 9.1). For large number of events, the individual average es-
cape time measurement, tesc,N (Fig. 9.1b,c) are well separated in the two cases.
The probability density P (tesc,N) also clearly reveals two distinct “populations”.
As expected, even for N = 5, corresponding to a time resolution of ∼150 ms
(Fig. 9.1a), the average tesc in the two states are clearly distinguishable.
Protein folding kinetics span several order of magnitudes in time [107]. While
fast, ro-vibrational transitions usually occur in the picosecond regime [108],
large conformational changes, for example due to allosteric regulation [109], can
develop over many seconds [110], a regime in which our novel single molecule
ETe method could easily detect them.
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Figure 9.1: Simulated average escape time over N events, tesc,N, of a molecule which
fluctuates between two “states” of average tesc = 26ms (solid red line) and 52 ms
(solid green line) for 4 seconds at a time. Dashed line indicated the S.D. of tesc,N
during each “state”. The right hand plot shows the probability distribution P (tesc,N)
over the entire observation time. In the top panel (a), the dynamics is averaged over
N = 5 events. Panel b, where we have averaged over N = 20 events, shows clearly
two distinct populations. The bottom panel (c) shows the result for N = 50, which
corresponds to a time resolution of approximately 1 s.
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Not only protein, but also DNA conformational changes are of great interest
in biology. The transient formation of DNA and RNA secondary structure is
ubiquitous in cellular processes [111] and holds great significance in synthetic
biology, e.g. in the context of DNA origami and molecular machines [112].
By carefully tuning the length and sequence, a ssDNA can be designed to ar-
range into stable secondary structures, which can be implemented for creating
DNA motors [113] or nanoscaffolds for drug delivery [114]. DNA hairpins for
example can form transiently on a timescale of a few seconds: the length of the
hairpin stem, created by the two complementary sections at the extreme of the
dna fragment, governs the opening time of the hairpin, while the size of the
loop dominates the closing rate [115]. Using the additional information given
by an auxiliary FRET signal, achieved by labeling the ends of the DNA frag-
ment with appropriate fluorophores which would give a modulated fluorescence
emission depending on their distance [25, 116], ETe could accurately distinguish
and characterize the conformations and even measure transition rates.
To conclude, with this thesis we have shown that ETe can measure effective
charge and hydrodynamic radius of a single molecule, in real-time. It is fast,
precise and accurate, and requires unprecedentedly low amounts of sample (pM
concentration). Furthermore, ETe is a versatile technique that can be applied
to study many different biomolecules, ranging from big globular proteins (e.g.
the enzyme Gusβ, of molecular weight ∼ 300 kDa [3]), down to a single dye
(1 kDa) [6]. While this technique has already shown the ability of trapping,
characterizing and distinguishing a number of macromolecules, we believe it
has the potential of being used as a novel tool for structural biology studies,
providing new insight on single molecules in solution.
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1. Spin positive Resist AZ1505 at 6000rpm for 45s (6s ramp).
2. Bake for 60s.
3. DUV Exposure: Wavelength = 220nm, Power = 20mW/cm
2
, Expo-
sure time = 1.7s.
4. Develop with AZ ® 726 MIF (Microchemicals) for 60s.
 Resist AZ2020
1. Spin negative Resist AZ2020 at 3000rpm for 45s (3s ramp).
2. Bake for 60s.
3. DUV Exposure: Wavelength = 365nm, Power = 16mW/cm
2
, Expo-
sure time = 0.5s.
4. Bake for 60s.
5. Develop with AZ ® 826 MIF (Microchemicals) for 60s.
 Resist PMMA




2. Bake for 10min.
3. E-beam exposure (double the dose when using pure PMMA)
4. Develop with MIBK:IPA(30:70).
Materials Used:
 Si/SiO2 wafer (Si-Mat)
Diameter: 100mm
Type/Dopant: P/Bor




Particle: < 10 @0.3µm
 Glass for anodic bonding BOROFLOAT® 33 Borosilicate Glass (Plan
Optik AG)
11
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ABEL trap Anti-Brownian Electrokinetic Trap
αr Regulation Factor
β Ratio of Depth in the Slit, 2h over the Depth in
the Pocket, 2h+ d
c Salt Concentration
d Pocket Depth




E-beam Electron Beam Lithography
EMCCD Electron Multiplying CCD Camera
ETe Escape-Time Electrometry
Γ Silica Surface Chargeable Groups Density
FRET Fo¨rster Resonant Energy Transfer
f Fluctuations Contribution to the Well Depth
κ−1 Debye Length




MSD Mean Squared Displacement
µi Ion Mobility
n Number Density
N Number of Escape Events
NA Avogadro’s Number
PAGE Polyacrylamide Gel Electrophoresis
pK Negative Logarithm of the Dissociation Con-
stant
PSF Point Spread Function
qc Calculated Effective Charge
qeff Effective Charge
qm Experimentally Measured Effective Charge
qstr Structural Charge
R Pocket Radius
RIE Reactive Ion Etching
ROI Region Of Interest




SEM Scanning Electron Microscopy
s.e.m. Standard Error of the Mean
SNR Signal-to-Noise Ratio
179 List of Symbols and Abbreviations
σ Charge Density of Silica
tesc Escape Time




ψs Effective Surface Potential
z Valence
2h Slit Height
2hs Slit Height in the Step Region of the Device
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