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Abstract
A one-parameter family of spirals that can match planar, two-point G1 Hermite data is presented. These spirals can be used as an
alternative to the biarc, which is also a one-parameter family of curves that can match two-point G1 Hermite data. Some suggestions
on choosing the free parameter of the family of spirals is given. It is shown that there is a unique G1 Hermite interpolating spiral
that passes through a given point in an allowable region. Three examples of the use of these spirals are given: curve completion
with spirals, design with spirals, and approximation of the clothoid by spirals.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
A one-parameter family of spirals that can match planar, two-point G1 Hermite data is presented. These spirals
will henceforth be called i-spirals, the “i” standing for “involute”. The i-spiral was identified in [11], and a pair was
used in [4] for two-point G2 Hermite interpolation. The i-spiral was also used for G2 Hermite interpolation in [2].
The one-parameter family of G1 Hermite interpolating i-spirals can be used as an alternative to the biarc, which is
also a one-parameter family of G1 Hermite interpolating curves. Some suggestions on choosing the free parameter of
the family of spirals is given. It is shown that there is a unique G1 Hermite interpolating spiral that passes through a
given point in an allowable region. An algorithm is given for finding this spiral.
The usefulness of G1 Hermite interpolation for “curve completion” is discussed in [5] (here illustrated in
Example 1). In that paper, a curve segment that can fill in a hidden interior part of a longer curve is sought. The
authors use a clothoid for the curve and a system of nonlinear equations must be solved to find the curve. A biarc,
which can also be used for curve completion, was thought to be not as pleasing as a smoother curve [13]. However,
biarcs have the advantage that they are given by explicit formula. The i-spirals can be used for curve completion when
a spiral is an appropriate curve. The i-spirals are smoother than biarcs and are given by explicit formulas.
G1 Hermite interpolation is useful in designing free form curves (here illustrated using i-spirals in Example 2).
The user specifies point and unit tangent vector data at many points and then creates the curve by finding the family
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Fig. 1. Two-point G1 Hermite data.
of i-spirals that matches the Hermite data of each neighbouring pair of points. A particular i-spiral of the family may
be chosen to pass through a given point distinct from the G1 Hermite data points. The result will be a G1 continuous
spline made of spiral segments.
Finally, G1 Hermite interpolation can be used as a technique for approximating curves with a chosen curve. In
Example 3, the i-spiral is used to approximate part of the clothoid, a spiral used in highway route design. The result
is again a G1 continuous spline approximation made of spirals. The asymptotic accuracy of this approximation is
examined.
2. Notation and two-point G1 Hermite data
Points and vectors are indicated by bold letters as in A =
(
Ax
Ay
)
. The length of a vector is |v| =
√
v2x + v2y . The
scalar cross product of two vectors is u× v = ux vy − u y vx . Positive angles correspond to counterclockwise rotation.
Two-point G1 Hermite data are two distinct points A and B with unit tangent vectors TA and TB at those two points
(see Fig. 1). The qualifier “two-point” is assumed below and will usually be omitted. Let α be the angle from TA to
B − A and let β be the angle from B − A to TB . The points A and B can be switched if necessary so that |α| ≤ |β|.
The data can be reflected across the TA axis, if necessary, so it can be assumed that α and β are positive. Further,
assume that the rotation of the unit tangent vector, α + β, is less than 2pi . α = 0 is a degenerate curve; henceforth
assume that the angles α and β satisfy
0 < α ≤ β, and α + β < 2pi. (2.1)
(2.1) allows a set of G1 Hermite data where the rotation of the unit tangent vector is between 0 and 2pi , not including
0 or 2pi . When the G1 Hermite data are fitted with a spiral, α ≤ β means that the spiral will have non-decreasing
curvature (Vogt’s theorem, [3, p. 49]). If α = β, the spiral is a circular arc; this is a special case in some of the formulas
below.
Let r(θ) be the unit vector that results from rotating TA counterclockwise by θ about A,
r(θ) =
(
cos θ − sin θ
sin θ cos θ
)
TA. (2.2)
A coordinate system with origin at A and basis vectors r(α+β2 ) and r(
pi
2+ α+β2 )will be used in subsequent calculations.
This system was found to simplify many subsequent expressions. Let r = |B− A| > 0, then B can be expressed as
B = A+ rr(α)
= A+ r cos
(
β − α
2
)
r
(
α + β
2
)
− r sin
(
β − α
2
)
r
(
pi
2
+ α + β
2
)
= r
 cos
β − α
2
− sin β − α
2
 . (2.3)
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Similarly, TA and TB can be expressed
TA = r(0) =
 cos
α + β
2
− sin α + β
2
 , TB = r(α + β) =
cos
α + β
2
sin
α + β
2
 . (2.4)
Note the variables α, β, and r , express the G1 Hermite data in this coordinate system.
A two-point G1 Hermite interpolating curve is a curve that matches given G1 Hermite data at two distinct points.
Both the i-spiral and the biarc are one-parameter families of curves that match given G1 Hermite data. A comparison
of the i-spiral and the biarc follows.
(i) Shape
The i-spiral is a spiral, never an S-shaped curve, while the biarc may be C-shaped or S-shaped [9].
(ii) Smoothness
The i-spiral is C∞ whereas the biarc is C1. The biarc generally has a jump in curvature at the joint of the two
circular arcs.
(iii) Reproduce a circular arc
The i-spiral is a circular arc if the G1 Hermite data is such that α = β. Similarly, the biarc is a single circular arc
for such data.
(iv) Range of G1 Hermite data
The i-spiral can match G1 Hermite data with a rotation of the unit tangent vector up to 2pi . The biarc can match
G1 Hermite data with a rotation of the unit tangent vector up to 4pi .
(v) Algebraic form of curve
The i-spiral is a parametric, rational curve (quartic over quadratic). Algebraically it is much more difficult to work
with than the biarc. For example, it is not very easy to find the distance from a point to an i-spiral, but it is fairly easy
to find the distance from a point to the circular arcs of a biarc.
(vi) Family of curves
Both the G1 Hermite interpolating i-spiral and the G1 Hermite interpolating biarc are one-parameter families of
curves. The members of the families completely fill a region without any two members intersecting each other. This
is proven for the i-spiral in Section 3.4 and was proven for the biarc in [9].
(vii) Choosing the free parameter
Several possibilities for choosing the parameter of the family of i-spirals are given in Section 4. Su and Liu [15]
give a good list of possibilities for the parameter of the family of biarcs.
3. The involute spiral (i-spiral)
An involute of a curve is any one of the infinite number of curves traced out by the end of a string tightly wound
or unwound about the curve [10, p. 364]. Fig. 2 illustrates the formation of several involute curves. The original curve
segment is CAECB . One involute segment starts at A and ends at B, while two other involute segments with longer
initial “string” lengths are shown. The “string” when tangent at the pointE is shown. The evolute of a curve is the curve
traced out by the centres of curvature [10, p. 360]. The evolute of any involute is the original curve. Guggenheimer [3]
shows that the involute of a convex curve is a spiral. As in [2], the involute of the Tschirnhausen cubic (T -cubic) is a
rational curve and also a spiral. Although the formulas were developed in that paper with the restriction α + β < pi ,
they are valid for α + β < 2pi .
3.1. The evolute (a T -cubic)
If rA and rB are the radii of curvature at A and B, the centres of curvature are
CA = A+ rAr
(pi
2
)
= rA
sin
α + β
2
cos
α + β
2
 , (3.1)
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Fig. 2. The involute of a curve.
CB = A+ rr(α)+ rBr
(pi
2
+ α + β
)
= r
 cos
β − α
2
− sin β − α
2
+ rB
− sin
α + β
2
cos
α + β
2
 . (3.2)
As in [2], let λ be the parameter that distinguishes members in the family of i-spirals. Later (Eqs. (3.12) and (3.13)),
rA and rB will be expressed in terms of the G1 Hermite data (α, β, and r ) and the parameter λ. The T -cubic E(t, λ),
the evolute that generates the i-spiral, is defined as follows. Let the three vectors P,Q,R be defined
P = −q
λ
sin
α + β
2
cos
α + β
2
 , Q = −q (01
)
, R = −λq
− sin
α + β
2
cos
α + β
2
 , 0 < λ, 0 ≤ q. (3.3)
Later (Eq. (3.11)), the scaling factor q is expressed in terms of the given G1 Hermite data (α, β, and r ). The evolute
E(t, λ) can be expressed in terms of P,Q,R, and CA. Fig. 3 shows a segment of this evolute (E(t, λ), 0 ≤ t ≤ 1) on
the left that corresponds to the vectors P,Q, and R, shown on the right.
E(t, λ) = 1
3
[(t3 − 3t2 + 3t)P+ (−2t3 + 3t2)Q+ t3R] + CA, 0 ≤ t ≤ 1. (3.4)
The partial with respect to t of the evolute is
Et (t, λ) = (1− t)2P+ 2(1− t)tQ+ t2R, 0 ≤ t ≤ 1. (3.5)
The norm of the above partial is
|Et (t, λ)| = q
[
(1− t)2
λ
+ 2(1− t)t cos α + β
2
+ λt2
]
. (3.6)
The arc length of the evolute from point E(0, λ) to point E(t, λ) is
σ(t, λ) =
∫ t
0
|Et (τ, λ)|dτ = q3
[
t3 − 3t2 + 3t
λ
+ (−2t3 + 3t2) cos α + β
2
+ λt3
]
. (3.7)
The arc length of the evolute from CA to CB is
σ(1, λ)− σ(0, λ) = q
3
[
1
λ
+ cos α + β
2
+ λ
]
. (3.8)
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Fig. 3. Evolute E(t, λ) and involute I(t, λ) with α = 0.2, β = 0.3, r = 200, λ = 0.9.
Although the evolute E(t, λ) has been treated somewhat generally in the above, it has some restrictions in the
present use. It is required that E(0, λ) = CA, E(1, λ) = CB , R(pi2 )Et (0, λ) is parallel to and points in the same
direction as TA, and R(pi2 )Et (1, λ) is parallel to and points in the same direction as TB . All but the second of these
conditions are already satisfied. From (3.4), that condition can be written
E(1, λ)− E(0, λ) = CB − CA = 13 (P+Q+ R).
Using (3.1)–(3.3), the above gives two equations in rA, rB , and q,
r
 cos
β − α
2
− sin β − α
2
− rA
sin
α + β
2
cos
α + β
2
+ rB
− sin
α + β
2
cos
α + β
2
 = −q
3

1
λ
sin
α + β
2
− λ sin α + β
2
1
λ
cos
α + β
2
+ 1+ λ cos α + β
2
 .
(3.9)
In addition, the difference in radii of curvature must equal the arc length of the evolute, so another equation in rA, rB ,
and q is from (3.8),
rA − rB = q3
[
1
λ
+ cos α + β
2
+ λ
]
. (3.10)
Eq. (3.10) with the second component of (3.9) gives
q = 3r sin
β−α
2
sin2 α+β2
. (3.11)
The first component of (3.9) gives the sum rA + rB , while (3.10) gives the difference, so
rA = r
sin2 α+β2
[
1
λ
sin
β − α
2
+ sinβ
2
]
, (3.12)
rB = r
sin2 α+β2
[
sinα
2
− λ sin β − α
2
]
. (3.13)
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Table 1
Extreme values of λ and the corresponding values for rA and rB
λ = 0 λ = sinα
2 sin β−α2
rA ∞ r
2 sinα sin2 α+β2
[
3 sin2 β−α2 + sin2 α+β2
]
rB
r sinα
2 sin2 α+β2
0
Now with (3.1), (3.3), (3.11) and (3.12), E(t, λ), and its derived functions Et (t, λ) and σ(t, λ), can be expressed
in terms of the G1 Hermite data (α, β, and r ) and the parameter λ. In summary, E(t, λ), 0 ≤ t ≤ 1, is a family of
T -cubics, which are the evolutes of spirals that match the given G1 Hermite data.
Since rB in (3.12) must be positive, there is an upper bound on λ when α 6= β,
λ <
sinα
2 sin β−α2
. (3.14)
The range for λ and the corresponding ranges for rA and rB are shown in Table 1.
3.2. The G1 Hermite interpolating i-spiral
The i-spiral I(t, λ) derived from the evolute curve E(t, λ) is
I(t, λ) = E(t, λ)+ [rA − σ(t, λ)] Et (t, λ)|Et (t, λ)| , 0 ≤ t ≤ 1. (3.15)
An example of the pair of curves I(t, λ) and E(t, λ) is shown in Fig. 3. Some of the properties of the i-spiral are
briefly verified below. Note the relation
∂
∂t
(
Et (t, λ)
|Et (t, λ)|
)
= K|Et (t, λ)|R
(pi
2
) Et (t, λ)
|Et (t, λ)| , K = 2q sin
α + β
2
= 6r sin
β−α
2
sin α+β2
. (3.16)
A first partial derivative of I(t, λ) is from (3.15) and (3.16)
It (t, λ) = [rA − σ(t, λ)] ∂
∂t
(
Et (t, λ)
|Et (t, λ)|
)
= K rA − σ(t, λ)|Et (t, λ)| R
(pi
2
) Et (t, λ)
|Et (t, λ)| . (3.17)
(i) From (3.15) and (3.17), it is easy to check that I(t, λ) satisfies the G1 Hermite data:
I(0, λ) = A, I(1, λ) = B, It (0, λ) = 2λrA sin α + β2 TA, and It (1, λ) =
2rB
λ
sin
α + β
2
TB . (3.18)
(ii) From (3.17), the length of the vector It (t, λ) is expressible as a rational,
|It (t, λ)| = K rA − σ(t, λ)|Et (t, λ)| ,
which shows that I(t, λ) is a Pythagorean hodograph. This interesting property is not exploited in this paper.
(iii) The arc length of I(t, λ) is∫ t
0
|It (τ, λ)|dτ = K
∫ t
0
rA − σ(τ, λ)
|Et (τ, λ)| dτ.
Since |Et (t, λ)| is a quadratic polynomial in t and σ(t, λ) is a polynomial in t , this integral can be expressed in closed
form. This interesting property is not exploited in this paper.
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Fig. 4. The spiral I(t, λ) for various λ, α = 0.2pi , β = 0.5pi . Axes x = r( α+β2 ), y = r(pi2 + α+β2 ) are shown.
(iv) The curvature of I(t, λ) can be found as follows. The second partial of I(t, λ) with respect to t is from (3.17)
and (3.16)
It t (t, λ) = ∂
∂t
{
K
rA − σ(t, λ)
|Et (t, λ)|
}
R
(pi
2
) Et (t, λ)
|Et (t, λ)| − K
2 rA − σ(t, λ)
|Et (t, λ)|2
Et (t, λ)
|Et (t, λ)| .
Assuming that |Et (t, λ)| and rA − σ(t, λ) are nonzero, the curvature of I(t, λ) is
κ(t, λ) = It (t, λ)× It t (t, λ)|It (t, λ)|3 =
[rA − σ(t, λ)]2 K 3|Et (t, λ)|3
[rA − σ(t, λ)]3 K 3|Et (t, λ)|3
= 1
rA − σ(t, λ) , 0 ≤ t ≤ 1.
The last equation is what should be expected; the curvature of the involute is the reciprocal of the original length of
string, rA, minus the length of string used so far, σ(t, λ) (see Figs. 2 and 3).
Expressing (3.15) in terms of the G1 Hermite data (α, β, and r ) and parameter λ, and using the abbreviations (A.1),
the formula for the involute is the rational curve (quartic over quadratic)
I(t, λ) = r t
Sg(t, λ)
([−Cst2 + sinβ]tλ2 + [2s(1− t)t + C sinβ](1− t)λ+ Cs(2− t)(1− t)2
−Sst3λ2 − S(sinβ)(1− t)λ− Ss(2− t)(1− t)2
)
,
g(t, λ) = (1− t)2 + 2C(1− t)tλ+ t2λ2,
which is given in Appendix A as (A.7). Examples of this family of spirals are shown in Figs. 4 and 5.
If the given G1 Hermite data indicates a circle, α = β, the spiral is given in (A.8). Here, the spiral is the same
circular arc for any value of λ.
3.3. Limiting curves of the family of i-spirals
As λ approaches 0 (the lower limit of λ), the i-spiral approaches a curve made of a straight line segment and a
circular arc. Using the abbreviations (A.1), the straight line segment runs from A to the point rsS
(
C
−S
)
and the circular
arc has radius r sinα
2S2
, passes through B, and is tangent to A + tTA at the above point. This limiting spiral is badly
parameterized in t as the whole circular arc part is described by t very near 1. See Appendix A for the details.
As λ approaches sinα2s (the upper limit of λ), the i-spiral approaches the curve I(t,
sinα
2s ). This special value of λ
used in formula above ((A.7) in Appendix A) does not seem to give any dramatic simplification of that formula.
3.4. The i-spirals fill the region R
Let the region between the two limiting curves in Section 3.3 be R. It will now be shown that the G1 Hermite
interpolating i-spirals fill R completely and in such a way that there is exactly one i-spiral that passes through each
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Fig. 5. The spiral I(t, λ) for various λ, α = 0.2pi , β = 1.4pi . Axes x = r( α+β2 ), y = r(pi2 + α+β2 ) are shown.
Fig. 6. The region R and an interior point Z.
interior point in R. The latter property means that no two i-spirals cross each other in the interior of R. Fig. 6 gives
an example of the region R with an interior point Z through which one spiral passes.
Theorem 3.1. The Jacobian of I(t, λ) is nonzero in R.
Proof. The Jacobian of I(t, λ) can be expressed as the scalar cross product of the two partial derivatives It (t, λ) and
Iλ(t, λ). I(t, λ) is a rational function, so it is convenient to express it as
I(t, λ) = r
Sg(t, λ)
F(t, λ),
where g(t, λ) is positive for 0 < t < 1, 0 < λ. The sign of the Jacobian of I(t, λ) is the same as the sign of
g3(t, λ)(It (t, λ)× Iλ(t, λ)) = r
2
S2
{g(t, λ)(Ft (t, λ)× Fλ(t, λ))− gt (t, λ)(F(t, λ)× Fλ(t, λ))
− gλ(t, λ)(Ft (t, λ)× F(t, λ))}.
Unexpectedly, the expression
−gt (t, λ)(F(t, λ)× Fλ(t, λ))− gλ(t, λ)(Ft (t, λ)× F(t, λ))
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has a factor of g(t, λ) (see (A.10)), so a simpler expression for the Jacobian is (A.11)
It (t, λ)× Iλ(t, λ) = 2sr
2(1− t)2t2
Sg(t, λ)2
[−2s(λ2 − 2Cλ+ 1)t3 − 6s(Cλ− 1)t2 − 6st + (sinβ)λ+ 2s],
t ∈ (0, 1), λ ∈
(
0,
sinα
2s
)
.
Some analysis in Appendix A shows that the expression on the right is positive, which means that the Jacobian is
nonzero in R. 
The result in Theorem 3.1 shows that the mapping from parameter space (t, λ) to image space I(t, λ), or
(0, 1)× (0, sinα2s ) to R, is locally one-to-one. The next theorem shows that the mapping is globally one-to-one.
Theorem 3.2. There is a unique i-spiral through a given point in the interior of R.
Proof. Widder [16, p. 208] quotes a theorem that shows that a mapping is globally one-to-one (see also 8). The
theorem states that if the Jacobian of a mapping is nonzero, if a traversal of the boundary of parameter space (t, λ)
corresponds to a simple closed curve ∂R in image space, and if one traversal of the boundary in parameter space
corresponds to one traversal of the curve ∂R, then the mapping (t, λ) to I(t, λ) is one-to-one inside R.
Here when t = 0 and t = 1, I(t, λ) is a fixed point as λ varies. Thus, ∂R consists of the two limiting i-spirals in
Section 3.3. Since these curves are spirals, they cannot intersect themselves. Using arguments and terminology like
those in [7], the nonzero Jacobian implies that the two limiting spirals cannot intersect each other, no intersection
“from inside”, and the fact that all curves are spirals with the same endpoints means the region cannot have an
intersection “from outside”. Thus, the boundary is a simple closed curve. It is clear that if one traverses the boundary
of parameter space once, one traverses ∂R once.
These results show that the mapping from (t, λ) to I(t, λ) is globally one-to-one. If one picks any point in the
interior of R, there is a unique pair (t, λ) corresponding to it. In other words, there is a unique i-spiral that passes
through any point in the interior of R. 
3.5. Accuracy of approximation
The i-spiral can be used to approximate another smooth curve. Simply match pairs of G1 Hermite data read from
the curve with i-spirals. The Lemma below shows how the accuracy of that approximation behaves asymptotically.
Lemma 3.1. The approximation of a smooth parametric curve by a two-point G1 Hermite interpolating i-spiral is
O(h4), where h is the difference between the parameters at the two points on the smooth curve.
Proof. From [1], a cubic polynomial that interpolates G2 Hermite data from a smooth curve at two points that are
parametric distance of h apart approximates that curve with an accuracy of O(h6). A similar proof shows that a
quadratic polynomial that interpolates G1 Hermite data from a smooth curve at two points has accuracy O(h4) [14,
p. 229]. If G1 Hermite data is chosen, the quadratic that matches it is O(h4) away from both any given smooth curve
and from the i-spiral. Thus the i-spiral approximates any smooth curve to accuracy O(h4). 
4. Choosing λ in the family of i-spirals
Since i-spirals belong to a one-parameter family, some suggestions are needed on how to choose the parameter λ.
(i) If the bound in (3.14) is greater than 1, one can choose λ = 1. A few reasons to support this choice are given
below.
Lemma 4.1. The value of λ that makes rA as close to rB as possible is λ = 1.
Proof. Referring to (3.12), (3.13), and using the abbreviations in (A.1),
rA − rB = r
S2
{
s
λ
+ sinβ
2
− sinα
2
+ sλ
}
= rs
S2
{
1
λ
+ C + λ
}
.
It is easy to show that this quantity is minimized when λ = 1. 
106 D.S. Meek, D.J. Walton / Journal of Computational and Applied Mathematics 223 (2009) 97–113
Fig. 7. A partly obscured violin scroll with “curve completion”.
The G1 Hermite interpolating i-spiral can be used to approximate a segment of any smooth curve. The i-spiral
does not necessarily match the curvature of the curve at the endpoints of the segment. The next lemma examines this
mismatch.
Lemma 4.2. The value of λ that gives the i-spiral with the most accurate approximation to the end curvatures of a
short segment of a smooth curve is λ = 1.
Proof. The upper bound on λ in (3.14) goes to ∞, so for small enough segment, any value of λ is permissible.
Generally, the end curvatures of a smooth curve are approximated to accuracy O(h) by the G1 Hermite interpolating
i-spiral curvatures, 1/rA and 1/rB . However, for λ = 1, the curvatures of a smooth curve are approximated to accuracy
O(h2). This asymptotic analysis, detailed in Appendix B, shows that λ = 1 is the best value for small segments. 
(ii) Let L be the upper bound on λ given in (3.14). For any segment, use λ = LL+1 . This gives a value for λ that is
always in the range and that avoids the two limits of the range. As the segment gets short, this value approaches 1, so
that the properties in Lemmas 4.1 and 4.2 are approximately exhibited.
(iii) λ can be chosen so that the i-spiral passes through a given point in the allowable region R. Theorem 3.2 shows
that there is a unique G1 Hermite interpolating i-spiral. Thus, numerical methods can be used with the assurance that
the solution that is found is unique.
In [6], an algorithm called WhichSide is described. Suppose a parametric, convex curve segment whose tangent
vector does not rotate more than pi is given. That algorithm can decide (to error tolerance) which side of the curve a
given point is. The algorithm divides the plane into regions of “convex side”, “concave side”, and “don’t know”. It
refines the “don’t know” regions by subdivision until they are as small as one wishes. Thus, it is a guaranteed method
that can decide which side of a curve a given point is.
The λ that makes the i-spiral pass through a given point can be found using a bisection process. The process follows
the pattern of the bisection method for approximating the root of an equation in [12, p. 357]. The limits on λ are known.
If the given point is in region R, the middle value of λ gives an i-spiral. The WhichSide algorithm tells whether the λ
should be increased or decreased. Here, one has an iterative algorithm whose basic step is another iterative algorithm,
so the whole process a little complicated. However, both algorithms are guaranteed to work (within the computer’s
floating point precision).
5. Examples
Examples 1 and 2 are experiments with the scroll of a violin handle. The curves are expected to be spirals, so this
is an appropriate application of the i-spiral.
Example 1 (Curve Completion). A part of the diagram of a violin scroll was obscured by a polygon object (see Fig. 7).
The point and unit tangent values at the edges of the obscured portion of the curves were read. An i-spiral was created
from the G1 Hermite data at the edges of the obscuring polygon to fill in the missing parts. It must be noted that since
the i-spiral is actually a family of curves, there is a whole family of spirals to choose from. Only one member of the
family is shown in Fig. 7.
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Fig. 8. A violin scroll with i-spirals specified as in Table 3.
Fig. 9. Segments of a clothoid A = H(a), B1 = H(a + 0.25), B2 = H(a + 0.125), and so on.
Example 2. Point and unit tangent values were read from a diagram of a violin scroll (see Table 2). i-spirals that pass
through given points (shown by small, open circles) on Fig. 8 were found (see Table 3). The calculations involved a
bisection algorithm to find the appropriate λ; the WhichSide algorithm is used at each step of the bisection.
Example 3. The clothoid is a curve used in highway route design. It can be expressed in terms of an angle-of-tangent
parameter as in [8]
H(θ) =
(
C(θ)
S(θ)
)
, where C(θ) =
∫ θ
0
cos u√
u
du, S(θ) =
∫ θ
0
sin u√
u
du.
The i-spiral can be used to approximate a clothoid by reading G1 Hermite data from closely spaced points
on the clothoid. Although the combination of such approximations forms a spline of only G1 continuity, it is an
approximation of a spiral by a collection of spirals. The numerical results suggest that there is a very slight drop in
curvature from one i-spiral to the next in this type of approximation to the clothoid. Thus, the G1 continuous collection
of i-spirals does not itself form a spiral. The accuracy result in Lemma 3.1 shows how fast an i-spiral approaches
another curve when G1 Hermite interpolation is used. The table below shows the error between a segment of the
clothoid of decreasing length and the G1 Hermite interpolating i-spiral. For the error measurement, a routine that
calculates the closest point on the i-spiral to a given point on the clothoid was written. 100 points on the clothoid were
chosen (equal parameter spacing), and the minimum distance was calculated. This was reported as the error between
the two curves.
The following numerical example approximates parts of the clothoid by an i-spiral with λ = 1. Increasingly shorter
intervals of the clothoid H(a) to H(a + h) were approximated by a G1 Hermite interpolating i-spiral. Fig. 9 shows
the clothoid (in standard form with H(a) at A and H′(a) parallel to the x-axis) and the segments over which the
approximation is done, while Table 4 shows the numerical results. The differences between the clothoid and the i-
spiral are too small to show on the diagram. However, the numerical results seem to agree with the theory that the
approximation is O(h4).
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Table 2
The points and unit tangent vectors for the violin scroll
Item Values
A,TA (524, 86), (0.776756, 0.629802)
B,TB (532, 85), (0.707107, −0.707107), (−0.707107, −0.707107), (0.707107, 0.707107)
C (520, 57)
D,TD (557, 20), (1, 0)
E (602, 72)
F,TF (546, 128), (−1, 0)
G,TG (497, 114), (−0.857493, −0.514496)
H (553, 92)
I,TI (582, 61), (0, −1)
J (557, 36)
K,TK (537, 54), (0, 1)
L, (552, 74)
M,TM (568, 60), (0, −1)
N (557, 20)
O,TO (550, 59), (0, 1)
PTP (555, 66), (1, 0)
Table 3
Details of the i-spirals in Fig. 8
Segment λ Remarks
AB 0.50 λ arbitrarily chosen
BD 0.17 Spiral passes through C
DF 4.88 Spiral passes through E
FG 0.50 λ arbitrarily chosen
BI 7.18 Spiral passes through H
IK 2.00 Spiral passes through J
KM 0.35 Spiral passes through L
MO 8.87 Spiral passes through N
OP 0.5 λ arbitrarily chosen
Table 4
Approximation of the segments of a clothoid by a G1 Hermite interpolating i-spiral
a h Error Ratio
0.4 0.25 3.96339e−05
0.4 0.125 3.31609e−06 12
0.4 0.0625 2.44795e−07 13.5
0.4 0.03125 1.67397e−08 14.6
0.4 0.015625 1.09659e−09 15.3
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Appendix A. Formula for the i-spiral
Handy notation for many of the calculations in this paper:
c = cos β − α
2
, s = sin β − α
2
, C = cos α + β
2
, S = sin α + β
2
. (A.1)
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In this notation:
Sc − Cs = sinα, Sc + Cs = sinβ, S2 − s2 = sinα sinβ, 2Cs = sinβ − sinα, (A.2)
S > 0, s > 0 for 0 < α ≤ β and α + β < 2pi .
Formulas in 2
With the origin at A and basis vectors r(α+β2 ) and r(
pi
2 + α+β2 ) (see (2.3), (2.4)),
A =
(
0
0
)
, B = r
(
c
−s
)
, TA =
(
C
−S
)
, TB =
(
C
S
)
. (A.3)
Formulas in 3.1
From (3.1), (3.3),
CA = rA
(
S
C
)
, P = −q
λ
(
S
C
)
, Q = −q
(
0
1
)
, R = −qλ
(−S
C
)
. (A.4)
From (3.11), (3.12), (3.13),
q = 3rs
S2
, rA = r
S2
[
s
λ
+ sinβ
2
]
, rB = r
S2
[
sinα
2
− sλ
]
. (A.5)
From (3.4),
E(t, λ) = rs
S2λ
{[
(1− t)3 + sinβ
2s
λ
](
S
C
)
+ (2t3 − 3t2)λ
(
0
1
)
− t3λ2
(−S
C
)}
.
From (3.5),
Et (t, λ) = − 3rs
S2λ
{
(1− t)2
(
S
C
)
+ 2(1− t)tλ
(
0
1
)
+ t2λ2
(−S
C
)}
.
From (3.6),
|Et (t, λ)| = 3rs
S2λ
g(t, λ), (A.6)
where
g(t, λ) = (1− t)2 + 2C(1− t)tλ+ t2λ2 = [(1− t)− tλ]2 + 2(1+ C)(1− t)tλ > 0.
rA − σ(t, λ) = rs
S2λ
{
(1− t)3 +
[
C(2t3 − 3t2)+ sinβ
2s
]
λ− t3λ2
}
.
Formulas in 3.2
From (3.15),
I(t, λ) = r t
Sg(t, λ)
([−Cst2 + sinβ]tλ2 + [2s(1− t)t + C sinβ](1− t)λ+ Cs(2− t)(1− t)2
− Sst3λ2 − S(sinβ)(1− t)λ− Ss(2− t)(1− t)2
)
= r t
Sg(t, λ)
{
[(sinβ)λ+ s(2− t)(1− t)](1− t)
(
C
−S
)
+ [(sinβ)λ+ 2s(1− t)2]tλ
(
1
0
)
− st3λ2
(
C
S
)}
. (A.7)
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In the circular arc case, α = β, c = 1, s = 0, S = sinα, C = cosα,
I(t, λ) = r tλ
g(t, λ)
(
tλ+ (cosα)(1− t)
−(sinα)(1− t)
)
, g(t, λ) = (1− t)2 + 2(cosα)(1− t)tλ+ t2λ2. (A.8)
The above expression for the spiral can be written
I(t, λ) = r
2 sinα
(
sinα
cosα
)
+ r
2g(t, λ) sinα
(
(sinα)t2λ2 − (sinα)(1− t)2
−(cosα)t2λ2 − 2(1− t)tλ− (cosα)(1− t)2
)
.
A short calculation shows∣∣∣∣( (sinα)t2λ2 − (sinα)(1− t)2−(cosα)t2λ2 − 2(1− t)tλ− (cosα)(1− t)2
)∣∣∣∣ = g(t, λ).
Thus, (A.8) is a circle with centre r2 sinα
(
sinα
cosα
)
and radius r2 sinα .
Formulas in 3.3
From (A.7) with t in [0, 1) and λ = 0,
I(t, 0) = rst (2− t)
S
(
C
−S
)
.
Referring to Fig. 10, this is a straight line segment from A to D. Now let t = 1− ε and λ = mε, where ε is small and
m is any positive number.
I(1− ε,mε) = r
S(m2 + 2Cm + 1)
(
Scm2 + C(sinβ)m + Cs
−Ssm2 − S(sinβ)m − Ss
)
+
(
O(ε)
O(ε)
)
.
As m and ε approach 0, I(1 − ε,mε) approaches point D; as m approaches ∞ and ε approaches 0, I(1 − ε,mε)
approaches B. Noting that cos β = Cc − Ss, the above expression for the spiral can be written
I(1− ε,mε) = r
2S2
(
S sinβ
S cosβ − s
)
+ r sinα
2S2(m2 + 2Cm + 1)
(
Sm2 − S
−Cm2 − 2m − C
)
+
(
O(ε)
O(ε)
)
. (A.9)
A short calculation shows∣∣∣∣( Sm2 − S−Cm2 − 2m − C
)∣∣∣∣ = m2 + 2Cm + 1.
Thus, as m varies from 0 to∞ and ε approaches 0, (A.9) describes points on a circular arc from D to B where the
centre is r
2S2
(
S sinβ
S cosβ − s
)
and the radius is r sinα
2S2
.
Formulas in 3.4
From
−gt (t, λ)(F(t, λ)× Fλ(t, λ))− gλ(t, λ)(Ft (t, λ)× F(t, λ))
= 2Sg(t, λ)[2s2(λ2 − 2Cλ+ 1)t4 + 10s2(Cλ− 1)t3 + 2s(−(sinβ)λ3 − sλ2 + (sinα)λ+ 9s)t2
+ s(−2C(sinβ)λ2 + (sinα − 7 sinβ)λ− 14s)t + ((sin2 β)λ2 + 4s(sinβ)λ+ 4s2)]t3. (A.10)
Ft (t, λ)× Fλ(t, λ) = 2S[−4s2(λ2 − 2Cλ+ 1)t5 + 4s2(λ2 − 6Cλ+ 5)t4 + 2s((sinβ)λ3
+ (−5 sinα + 4 sinβ)λ− 19s)t3 + s(2C(sinβ)λ2 + (2 sinα + 5 sinβ)λ+ 34s)t2
+ (−(sin2 β)λ2 − 6s(sinβ)λ− 14s2)t + s((sinβ)λ+ 2s)]t2.
It (t, λ)× Iλ(t, λ)
= 2sr
2(1− t)2t2
Sg(t, λ)2
[−2s(λ2 − 2Cλ+ 1)t3 − 6s(Cλ− 1)t2 − 6st + (sinβ)λ+ 2s]. (A.11)
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Fig. 10. Limiting i-spiral as λ approaches 0. B = r
(
c
−s
)
, CB = r2S2
(
S sinβ
S cosβ − s
)
, D = rsS
(
C
−S
)
. Axes x = r( α+β2 ), y = r(pi2 + α+β2 ) are shown.
Normalize λ with the following substitution:
0 < λ <
sinα
2s
, λ = l sinα
2s
, 0 < l < 1.
The Jacobian of I(t, λ) is
It (t, λ)× Iλ(t, λ) = r
2(1− t)2t2
Sg(t, λ)2
p(t, l), (A.12)
where the polynomial p(t, l) is
p(t, l) = −(sin2 α)t3l2 + sinα((sinβ − sinα)(2t3 − 3t2)+ sinβ)l + 4s2(1− t)3
= (sin2 α)t3(1− l)l + (1− t){(sinα)((−2t2 + t + 1) sinβ + 3t2 sinα)l + 4s2(1− t)2}
= (sin2 α)t3(1− l)l + (1− t){[4s2(1− t)2](1− l)
+ [4s2(1− t)2 + (sinα)((−2t2 + t + 1) sinβ + 3t2 sinα)]l}.
The expression in braces is of the form A(1− l)+ Bl. This expression is positive for 0 < l < 1 if and only if both A
and B are positive. The coefficient of (1− l) is positive, so examine the coefficient of l. Let
q(t) = 4s2(1− t)2 + (sinα)((−2t2 + t + 1) sinβ + 3t2 sinα)
= [4s2 + (sinα)(sinβ)](1− t)2 + 3(sinα)(sinβ)(1− t)t + 3(sin2 α)t2
= (S2 + 3s2)(1− t)2 + 3(sinα)(sinβ)(1− t)t + 3(sin2 α)t2
=
[√
S2 + 3s2(1− t)−√3(sinα)t
]2 + [2√3S2 + 9s2 + 3 sinβ] (sinα)(1− t)t.
If sin β > 0, this is clearly positive. If sin β < 0, rationalize the numerator of the coefficient of (sinα) (1− t)t to get
3
4(S2 + 3s2)− 3(S2c2 + 2C Scs + C2s2)
2
√
3S2 + 9s2 − 3 sinβ
= 34S
2c2 + 4S2s2 + 12C2s2 + 12S2s2 − 3C2s2 − 6C Scs − 3S2c2
2
√
3S2 + 9s2 − 3 sinβ
= 316S
2s2 + S2c2 − 6C Scs + 9C2s2
2
√
3S2 + 9s2 − 3 sinβ = 3
16S2s2 + (Sc − 3Cs)2
2
√
3S2 + 9s2 − 3 sinβ > 0.
Since q(t) is positive, p(t, l) is positive, and the Jacobian (A.12) is positive.
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Appendix B. Asymptotic analysis
Examine a section of the spiral of increasing curvature Q(t) from t = a to t = a + h, for h small. The terms up to
and including those involving Q′′′(t) will be kept.
Q(a + h)−Q(a) = hQ′(a)+ h
2
2
Q′′(a)+ h
3
6
Q′′′(a)+
(
O(h4)
O(h4)
)
,
Q′(a + h) = Q′(a)+ hQ′′(a)+ h
2
2
Q′′′(a)+
(
O(h3)
O(h3)
)
,
Q′′(a + h) = Q′′(a)+ hQ′′′(a)+
(
O(h2)
O(h2)
)
.
Define the dot and cross products of Q(t) and its derivatives at t = a as
Dpq = Q(p)(a) •Q(q)(a), C pq = Q(p)(a)×Q(q)(a).
Further, let D11 = N 2, N positive, (D11 is replaced by N ), note that D22 = C
2
12+D212
N 2
, and define P = C13 N 2 −
3C12 D12 (C13 is replaced by P). Then
|Q′(a)| =
√
Q′(a) •Q′(a) = √D11 = N ,
|Q′(a + h)| = N
[
1+ D12
N 2
h + 1
2N 2
(
D13 + C
2
12
N 2
)
h2
]
+ O(h3),
k(a) = Q
′(a)×Q′′(a)
|Q′(a)|3 =
C12
N 3
, k(a + h) = C12
N 3
+ P
N 5
h + O(h2). (B.1)
Since the curvature is increasing, P must be positive. The points Q(a) and Q(a + h) are the points A and B in the
previous notation. Thus
r = |Q(a + h)−Q(a)| = Nh
{
1+ D12
2N 2
h +
(
D13
6N 2
+ C
2
12
8N 4
)
h2
}
+ O(h4). (B.2)
Three unit vectors:
Q′(a)
|Q′(a)| =
1
N
Q′(a),
Q′(a + h)
|Q′(a + h)| =
1
N
Q′(a)+
[
−D12
N 3
Q′(a)+ 1
N
Q′′(a)
]
h
+
[(
− D13
2N 3
+ D
2
12
N 5
− C
2
12
2N 5
)
Q′(a)− D12
N 3
Q′′(a)+ 1
2N
Q′′′(a)
]
h2 +
(
O(h3)
O(h3)
)
,
Q(a + h)−Q(a)
|Q(a + h)−Q(a)| =
1
N
Q′(a)+
[
− D12
2N 3
Q′(a)+ 1
2N
Q′′(a)
]
h
+
[(
− D13
6N 3
+ D
2
12
4N 5
− C
2
12
8N 5
)
Q′(a)− D12
4N 3
Q′′(a)+ 1
6N
Q′′′(a)
]
h2 +
(
O(h3)
O(h3)
)
.
The angles α and β can be found from the above unit vectors
sinα = Q
′(a)
|Q′(a)| ×
Q(a + h)−Q(a)
|Q(a + h)−Q(a)| =
C12
2N 2
h + 3C12 D12 + 2P
12N 4
h2 + O(h3),
sinβ = Q(a + h)−Q(a)|Q(a + h)−Q(a)| ×
Q′(a + h)
|Q′(a + h)| =
C12
2N 2
h + 3C12 D12 + 4P
12N 4
h2 + O(h3),
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giving
α = C12
2N 2
h + 3C12 D12 + 2P
12N 4
h2 + O(h3),
β = C12
2N 2
h + 3C12 D12 + 4P
12N 4
h2 + O(h3).
With α and β known,
sin2
α + β
2
= C
2
12
4N 4
h2 + C12(C12 D12 + P)
4N 6
h3 + O(h4), (B.3)
sin
β − α
2
= P
12N 4
h2 + O(h3). (B.4)
The upper limit on λ (3.14) is
sinα
2 sin β−α2
= 3C12 N
2
P
1
h
+ O(h0).
If h approaches 0, the range for λ grows without bound. The differences between the curvatures of Q(t) and of the
spiral I(t) are (3.12), (3.13) and (B.1)–(B.4)
1
rA
− k(a) = sin
2 α+β
2
r
(
sin β−α2
1
λ
+ sinβ2
) − k(a) = P
3N 5
(
1− 1
λ
)
h + O(h2), (B.5)
1
rB
− k(a + h) = sin
2 α+β
2
r
(
sinα
2 − sin β−α2 λ
) − k(a + h) = P
3N 5
(λ− 1)h + O(h2). (B.6)
The two formulas (B.5) and (B.6) suggest that λ = 1 is a good value to use if h is small. That value will tend to give
the most accurate values for the curvature at the two endpoints.
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