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A Common Extension of the Erdo˝s–Stone Theorem and the Alon–Yuster
Theorem for Unbounded Graphs†
YOSHIYASU ISHIGAMI
The Erdo˝s–Stone theorem (1946, Bull. Am. Math. Soc., 52, 1089–1091) and the Alon–Yuster
theorem (1992, Graphs Comb., 8, 95–102 ) are both very fundamental in extremal graph theory. We
give a common extension of them, which states as follows: For every ε > 0 and r ≥ 2, there exists
c = cε,r > 0 such that, for any 0 ≤ θ ≤ 1, if H is a graph of order |H | ≤ c log n and with chromatic
number r then every n-vertex graph G with minimum degree at least (1 − 1
r−1 + θr(r−1))n contains
at least (θ − ε)n/|H | vertex-disjoint copies of H.
When θ = εr(r − 1) or θ = 1, it would imply the two theorems.
The important point is that our theorem enables us to deal with a larger graph H of order |H | → ∞
(as n →∞), while |H | was fixed in the Alon–Yuster theorem (and in another common extension by
Komlo´s (2000, Combinatorica, 20, 203–218)).
The bounds c log n and (1 − 1
r−1 + θr(r−1))n are both essentially the best possible.
c© 2002 Elsevier Science Ltd. All rights reserved.
1. INTRODUCTION
All graphs considered in this paper are finite and undirected and have neither multiple edges
nor loops. We use standard terminology and notation as used in [3] and [4]. Also see the first
paragraph of Section 2 for additional terminology and definitions.
Extremal graph theory is a central field in graph theory or combinatorics, having many
applications in combinatorics and computer science. This field consists of problems that can
be written as the form ‘given a parameter φ and a property P , how large (or how small) can
φ(G) be when graph G satisfies P?’. In many cases, φ(G) expresses, in a sense, a ‘size’
of a graph G (e.g., minimum degree, the number of edges, connectivities and others) and P
is written in the form that G does not contain a certain graph H (or a member of a certain
family of graphs). Such problems can be rewritten as the form ‘how large should φ(G) be to
guarantee that any graph G with this value φ(G) contains a certain subgraph H?’. Since it
is often difficult to determine the extremal value of φ for a ‘general’ graph H , most papers
restrict H to a specific graph with quite simple structure (e.g., a Hamilton cycle, disjoint
cycles, paths, a matching, etc.). However, there is a fundamental theorem which gives the
extremal value of an important parameter φ for a general graph H if the order |H | (i.e., the
number of the vertices) is constant. It is called the Erdo˝s–Stone theorem or the fundamental
theorem of extremal graph theory, which reads as follows.
THEOREM A ([14], also see [13]). For any integers r ≥ 2, h ≥ 1 and any real ε > 0,
there exists an n0 such that if H is a graph of order |H | ≤ h and with chromatic number
χ(H) ≤ r , then every graph G of order n > n0 and with the minimum degree δ(G) ≥
(1 − 1
r−1 + ε)n contains a copy of H.
Most papers and books, including the original paper [14], state the theorem in terms of the
number of edges e(G). That is, the condition of the degree is replaced with the minimum
number of edges e(G) ≥ (1 − 1
r−1 + ε)
(
n
2
)
. However, it is well known that both are equiv-
alent, which comes from the quick exercise that for any 0 < a < a + ε < 1, there exist an
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η > 0 and an n0 such that any graph G of order n ≥ n0 with e(G) ≥ (a + ε)
(
n
2
)
contains a
subgraph H of order h ≥ ηn with δ(H) ≥ (a + 0.99)h. See, e.g., [4, Lemma VI.3.2].
After Erdo˝s [12] improved |H |, the correct order of |H | was determined by Bolloba´s and
Erdo˝s [6] as follows.
THEOREM B ([6]). For any integer r ≥ 2 and any real ε > 0, there exist a c = cr,ε and
an n0 such that if H is a graph with |H | ≤ c log n and χ(H) ≤ r then every graph G of order
n > n0 with δ(G) ≥ (1 − 1r−1 + ε)n contains a copy of H.
The magnitude O(log n) of |H | is the best possible. See [4, Chapter VI] for its construction.
The theorem was further extended by Bolloba´s–Erdo˝s–Simonovits [7], Chva´tal–Szemere´di
[10], Bolloba´s–Kohayakawa [8], and Ishigami [17]. The reader may overview them in [5,
Section 1] and [21, Section 3]. We will discuss them in the final section.
On the other hand, the so-called Alon–Yuster theorem presents a sharp degree condition
guaranteeing many disjoint copies of H as follows.
THEOREM C ([1]). For every fixed integer r, h, and real ε > 0, there exists an n0 such
that if H is a graph with |H | ≤ h and χ(H) ≤ r then every graph G of order n > n0 and
with δ(G) ≥ (1 − 1/r)n contains at least (1 − ε)n/h vertex-disjoint copies of H.
If a set of disjoint copies of H covers all (or almost all) vertices of G, then the set is
called an H -factor (or an almost H-factor). Some extensions for deleting the word ‘almost’
in Theorem C are given in Alon–Yuster [2] and Komlo´s–Sa´rko¨zy–Szemere´di [20] (though we
will not attempt such a direction in this paper). It follows from [20] that the number of H ’s in
Theorem C can be improved from the above n/h − o(n) to n/h − O(1) when h = O(1).
As far as the author knows, until Theorem C appeared, most papers in graph theory had
only dealt with (almost) spanning subgraphs having ‘trivial structures’, like cycles, paths, and
matchings. It is probable that Theorem C is the first theorem for an almost spanning subgraph
with ‘non-trivial’ structure.
Recently, Komlo´s [18] discovered a common extension of Theorems A and C (let θ =
εr(r − 1) < 1 or θ = 1 to see that the following extends the two).
THEOREM D ([18], A WEAKENED FORM). For every ε > 0, r ≥ 2, and h ≥ 1, there
exists an n0 such that, for any 0 ≤ θ ≤ 1, if H is a graph of order |H | ≤ h and with
χ(H) ≤ r then every graph G of order n > n0 and with δ(G) ≥ (1 − 1r−1 + θr(r−1))n
contains at least (θ − ε)n/|H | vertex-disjoint copies of H.
In fact, Komlo´s gave a weaker degree condition that is essentially the best possible (as ε →
0) for all fixed H , using not only the chromatic number but also another parameter of H .
However it is clear that the above degree condition is still essentially the best possible in a
sense when H is a complete r -partite graph whose color classes have the same order. For
details, see [18].
Unfortunately, |H | is fixed in Theorem D, and thus it does not contain Theorem B. Our main
theorem enables us to apply a bigger H and implies Theorems A, B, C, and D as follows.
THEOREM 1. For every ε > 0 and r ≥ 2, there exist a c > 0 and an n0 such that, for any
0 ≤ θ ≤ 1, if H is a graph with |H | ≤ c log n and χ(H) ≤ r then every graph G of order
n > n0 and with δ(G) ≥ (1 − 1r−1 + θr(r−1))n contains at least (θ − ε)n/|H | vertex-disjoint
copies of H.
The order log n of |H | and the degree condition are both the best possible because of the same
reasons as in Theorem B and Theorem D, respectively. When θ = 1, we get the following as
a corollary, which is stronger than Theorem C.
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COROLLARY 1. For every ε > 0 and r ≥ 2, there exist a c > 0 and an n0 such that if H is
a graph of order |H | ≤ c log n with chromatic number r then every graph G of order n > n0
with minimum degree at least (1 − 1/r)n contains more than (1 − ε)n/|H | vertex-disjoint
copies of H.
The original proof of Theorem C does not seem to work when |H | → ∞ as n → ∞ even
when |H | grows slowly. Theorem D was proven with the blow-up lemma [19], which works
only on bounded degree subgraphs. Thus it would appear hopeless to improve |H | essentially
by slight modification of the proof method of Theorem C or Theorem D. In fact, our approach
is quite different from theirs though all three theorems make use of Semere´di’s regularity
lemma. We prove the main result with the technique developed in [10] and [17], together with
another technique of [15].
Most of the rest of this paper is devoted to proving Theorem 1. After the proof, we present
conjectures in the final section.
2. NOTATION AND PRELIMINARIES
We set [m] := {1, 2, . . . ,m} for an integer m. If m ≤ 0 then [m] = ∅. For a function
g and a set A, g(A) denotes the set {g(a)|a ∈ A}. We call a set (or a subset) of order r
simply an r-set (or an r-subset). For a set A and a real number β, we define (A
β
) := {S ⊂
A : |S| = β}, ( A≥β) := {S ⊂ A : |S| ≥ β}, and ( A≤β) := {S ⊂ A : |S| ≤ β}. For
a graph G, V (G), E(G), and e(G) denote the vertex set, the edge set, and the number of
the edges, respectively. For a vertex u and vertex set W ⊂ V (G), N (u) = NG(u) refers
to the neighborhood of u (the vertices adjacent to u), and deg(u, W ) refers to the number
of edges from u to W , i.e., deg(u, W ) := |NG(u) ∩ W |. For disjoint vertex sets V, W , we
define e(V, W ) := |{vw ∈ E(G)|v ∈ V, w ∈ W }| and d(V, W ) := e(V,W )|V ||W | . Given positive
integers b and t , let Kb(t1, . . . , tb) denote the complete b-partite graph whose vertex classes
have cardinality t1, . . . , tb. In particular, we write Kb(t) = Kb(t, . . . , t).
LEMMA A (SZEMERE´DI’S REGULARITY LEMMA [22]). For any ε > 0 and m ≥ 1, there
exist integers M and n0 such that any graph G on n ≥ n0 vertices has a partition V (G) =
V0 ∪ · · · ∪ Vk with m ≤ k ≤ M such that
(i) |V0| < εn, |V1| = · · · = |Vk |, and
(ii) all but at most ε
(k
2
)
of pairs {Vi , V j }(1 ≤ i < j ≤ k) are ε-regular, where ‘ε-regular’
means that
|d(Vi , V j )− d(Wi , W j )| < ε for any (Wi , W j ) ∈
(
Vi
≥ ε|Vi |
)
×
(
V j
≥ ε|V j |
)
.
Fact 1 is a well-known basic fact for ε-regular pairs, which is trivial to prove but very useful.
FACT 1. Let {A, B} be ε-regular with density d = d(A, B). Then for any B ′ ∈ ( B≥ε|B|),|{a ∈ A| deg(a, B ′) ≤ (d − ε)|B ′|}| < ε|A|.
PROOF. Let A′ := {a ∈ A| deg(a, B ′) ≤ (d − ε)|B ′|}. If |A′| ≥ ε|A| then ε > |d(A, B)−
d(A′, B ′)| ≥ ∣∣d − (d−ε)|A′||B′||A′||B′| ∣∣ = ε, a contradiction. 2
Using Lemma A, we have the following fact. The proof is so straightforward and standard
that the readers can omit this section if they are familiar with techniques of -regular pairs.
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FACT 2. Given c > 0, ε > 0, r ≥ 1 and m ≥ 1, there exist integers M and n0 with the
following property: Any graph G of n(≥ n0) vertices and of minimum degree at least cn
contains a spanning subgraph G ′ with a partition V (G) = V (G ′) = V0 ∪ · · · ∪ Vrk with
m ≤ rk ≤ M such that
• |V0| < εn, |V1| = · · · = |Vrk |,
• all pairs {Vi , V j }(1 ≤ i < j ≤ rk) are ε-regular,
• for all 0 ≤ i ≤ rk, G ′[Vi ] has no edges,
• for all 1 ≤ i ≤ rk, ∑ j∈[rk]: j 6=i dG ′(Vi , V j ) ≥ (c − ε)rk.
PROOF OF FACT 2. For ε˜ and m˜, the Regularity Lemma (Lemma A) guarantees that there
exist an M = M (˜ε, m˜) and an n ≥ n0 such that any graph G of n ≥ n0 vertices has a vertex
partition V0 ∪ · · · ∪ V˜k = V (G)(m˜ ≤ k˜ ≤ M) such that
(i) |V0| < ε˜n, t := |V1| = · · · = |V˜k |, and
(ii) all but at most ε˜
(˜k
2
)
pairs (Vi , V j )(1 ≤ i < j) are ε˜-regular.
We delete all edges in each Vi (i ≥ 0) and all edges in ε˜-irregular pairs (Vi , V j )(1 ≤ i < j ≤
k˜). Denote the resulting graph by G ′. We define
I := {i ∈ [˜k] : |{ j ∈ [˜k] − {i} : (Vi , V j ) is ε˜-irregular}| ≥
√˜
ε · k˜}.
Assume that k˜−|I | = rk+q for some integers k and 0 ≤ q < r and choose a set J ∈ ([˜k]−|I |q ).
We define a new partition V (G) = U0 ∪⋃i∈[˜k]−I Vi by U0 := V0 ∪⋃i∈I∪J Vi .
Note that |I | < √˜ε ·k˜ since √˜ε ·k˜ ·|I | ≤ 2·(the number of ε˜-irregular pairs) ≤ 2˜ε(˜k2) < ε˜k˜2.
Therefore, when we suppose
m˜ ≥ max{(m + r)/(1 − √˜ε), √˜ε/r},
we have that |I ∪ J | < √˜ε · k˜ + r ≤ √˜ε · k˜ + r
m˜
k˜ ≤ 2√˜ε · k˜ and that
m ≤ rk ≤ M
since m = (1 − √˜ε)m˜ − r ≤ (1 − √˜ε)˜k − r < k˜ − |I | − q ≤ M .
We check the first property. Clearly,
|U0| < ε˜n + |I ∪ J |((n − |V0|)/˜k)
< ε˜n + 2√˜ε · k˜(n/˜k)
< 3
√˜
εn. (1)
Therefore, the first property holds if
ε˜ ≤ ε2/9. (2)
It is obvious that G ′ satisfies the second and third properties when ε˜ ≤ ε or (2) holds.
We verify the last property. Remember that the definition of I implies that, for i, j ∈
[˜k] − (I ∪ J ), {Vi , V j } is ε˜-regular. Since we deleted all edges from ε˜-irregular pairs and
the minimum degree of G is at least cn, it follows from (1) that, for any i ∈ [˜k] − (I ∪ J ),∑
j∈[˜k]−(I∪J∪{i})
dG ′(Vi , V j ) =
∑
j∈[˜k]−(I∪J∪{i})
eG ′(Vi , V j )/t2
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≥ 1
t2
(( ∑
j∈[˜k]−(I∪J∪{i})
eG(Vi , V j )
)
− (2√˜ε · k˜)t2)
≥ 1
t2
(
eG(Vi , V (G)− Vi )− t |U0| −
(
2
√˜
ε · k˜)t2)
≥ 1
t2
(
t · cn − t (t − 1)− (3√˜ε · n)t − (2√˜ε · k˜)t2)
> c(n/t)− 1 − 3√˜ε(n/t)− 2√˜ε · k˜
= (c − 3√˜ε)(n/t)− 2√˜ε · k˜ − 1
≥ (c − 6√˜ε)˜k
≥ (c − ε)k,
when we suppose
ε˜ ≤ ε2/36 and (˜k ≥)m˜ ≥ 1/√˜ε.
Therefore, given ε, r, and m, if we choose ε˜ = ε2/36 and m˜ = ⌈max {m/(1 − ε˜), √˜ε/r,
1/
√˜
ε
}⌉
then all of the four desired properties hold, completing the proof. 2
3. A LEMMA OF FUZZY GRAPHS
Erdo˝s [11] conjectured a sharp minimum degree condition guaranteeing the existence of a
vertex decomposition into complete graphs Kr (1)’s. After Corra´di and Hajnal [9] settled the
case when r = 3, Hajnal and Szemere´di [16] proved it for all r . Called the Hajnal–Szemere´di
theorem, it has been a very useful tool in graph theory. It reads as follows.
THEOREM E ([16]). Any graph of order n and minimum degree at least (1 − 1/r)n con-
tains bn/rc vertex-disjoint copies of the r-vertex complete graph Kr (1).
The proof of this theorem is rather involved, but recently Fischer [15] gave a simple proof
of a slightly weaker asymptotic version of it. Extending the technique of [15], we show the
following lemma, which is an asymptotic result of fuzzy graphs.
LEMMA 1. Given any positive integer r ≥ 2 and any positive real numbers ε, η > 0, 0 <
θ ≤ 1, let V be a vertex set of order kr , where k ≥ r
η+ε is an integer, and w :
(V
2
) → [0, 1]
be a function such that for all v ∈ V ,∑
u∈V−{v}
w(uv) ≥
(
1 − 1
r − 1 +
θ
r(r − 1) − ε
)
kr.
Then there exist at least (θ − r2(η + ε))k one-to-one mappings, gi : [r ] → V (i = 1, 2, . . .),
such that
(i) for any i 6= j , two r-sets gi ([r ]) and g j ([r ]) are vertex-disjoint, and
(ii) for all i and all x ∈ [r ], ∑
y:x<y∈[r ]
(1 − w(gi (x)gi (y))) < 1 − ηr.
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PROOF OF LEMMA 1. For a vertex v ∈ V and a set S ⊂ V , we say that v is fractionally
adjacent (or f -adjacent) to S if and only if ∑s∈S(1 − w(vs)) < 1 − ηr. For a vertex
set W ∈ ( V≤r), a set R of |W | integers, and a bijection g : R → W , we call (W ; R, g) afractional clique (or an f -clique) if and only if for all x ∈ R, g(x) is f -adjacent to the set
{g(y)|x < y ∈ R}. Sometimes we call the set W ∈ ( V≤r) an f -clique if there exist R, g which
form an f -clique together with W . The f -clique W is called a maximal f -clique if and only
if |W | is maximal. Obviously, any single vertex forms an f -clique of order one. It suffices to
give a procedure producing a vertex partition V = V1 ∪ · · · ∪ Vk(|Vi | = r) such that, (when
Wi ⊂ Vi is chosen to be a maximal f -clique in Vi for each i ≤ k), for any j (1 ≤ j < r), at
most λ j k among Wi ’s are of order j where
∑
1≤ j<r λ j < 1−θ+r2(η+ε). First we describe
a procedure and then show that it is the desired one.
PROCEDURE 1.
• Step 0. Take an arbitrary partition V = V1 ∪ · · · ∪ Vk(|Vi | = r).
• Step 1. For any b(1 ≤ b ≤ r), let λb be the real number such that there exist (exactly)
λbk classes (Vi ’s) in each of which a maximal f -clique is of order b. There exists some
1 ≤ j < r such that
∑
1≤b≤ j
λb ≥ j (1 − θ)
(r − j)(r − 1) +
(η + ε)r2
r − j . (3)
If there does not exist a j , then halt. Let j be the smallest j (1 ≤ j < r) with inequal-
ity (3). For each 1 ≤ i ≤ k, let (Wi ; Ri , gi ) be a maximal f -clique of Vi (without loss
of generality, Ri = [|Wi |]).
• Step 2. Case 1 (there exist 1 ≤ p 6= q ≤ k such that some vertex v ∈ Vp is f -adjacent
to Wq and |Wp| ≤ j, |Wq | = j . If p, q do not exist then go to Step 3.
Take a w ∈ Vq − Wq and set Vp := (Vp − {v}) ∪ {w}, Vq := Vq ∪ {v} − {w}. Go to
Step 1.
• Step 3. Case 2 (otherwise): Assume the following sentence:
(*) There exist an index i , distinct vertices v1, . . . , vr− j+1 ∈ Vi , and 1 ≤ i1 < · · · <
ir− j+1 ≤ k such that |Wi | > j and, for all 1 ≤ ` ≤ r − j + 1, |Wi` | = j and v` is f -adjacent
to Wi` .
We prove (*) later. Take w` ∈ Vi` − Wi`(1 ≤ ` ≤ r − j + 1) and set Vi1 := Vi1 ∪{v1}−w1, . . . , Vir− j+1 := Vir− j+1 ∪ {vr− j+1}−wr− j+1 and Vi := (Vi −{v1, . . . , vr− j+1})∪{w1, . . . , wr− j+1}. Go to Step 1.
It is clear that, when the procedure halts at Step 1, it outputs the desired partition, since we
see that λr k = k −∑1≤b≤r−1 λbk ≥ k − (1 − θ + (η + ε)r2)k = (θ − (η + ε)r2)k. All we
have to do is to show (*) and guarantee that the procedure stops.
First we show (*). We let w(vv) = 0 for all v ∈ V for convenience. Let m` be the number
of vertices of V which are f -adjacent to W`. Suppose |W`| = j . If v ∈ V is not f -adjacent
to W` then
∑
u∈W` w(uv) ≤ j − 1 + ηr. Thus we have that(
1 − 1
r − 1 +
θ
r(r − 1) − ε
)
kr j ≤
∑
v∈V
∑
u∈W`
w(uv)
=
∑
v∈W`
∑
u∈W`
w(uv)+
∑
v∈V : f -adjacent to W`
∑
u∈W`
w(uv)
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+
∑
v∈V :not f -adjacent to W`
∑
u∈W`
w(uv)
≤ j ( j − 1)+ m` j + (kr − j − m`)( j − 1 + ηr)
= (1 − ηr)m` + kr( j − 1 + ηr)− ηr j
< m` + kr( j − 1 + ηr).
Therefore
m` >
(
j − j
r − 1 +
θ j
r(r − 1) − ε j
)
kr − kr( j − 1 + ηr)
=
(
1 − j
r − 1
(
1 − θ
r
)
− ε j − ηr
)
kr.
Let ci be the number of pairs (v, `) such that v ∈ Vi is f -adjacent to W` and |W`| = j. We see
that
∑k
i=1 ci =
∑
`:|W`|= j m` > λ j k(1 − jr−1(1 − θr )− ε j − ηr)kr. Since the condition of
Case 1 does not hold, we have ci = 0 whenever |Wi | ≤ j. Therefore, there exists an i > λ j k
such that
ci > λ j k
(
1 − j
r − 1
(
1 − θ
r
)
− ε j − ηr
)
kr
/(
1 −
∑
1≤b≤ j
λb
)
k
> λ j k
r − j
r−1 (r − θ)− (ε + η)r2
1 − j (1−θ)
(r− j)(r−1) − (η+ε)r
2
r− j
= λ j k(r − j)
r − j − j
r−1 (1 − θ)− (ε + η)r2
(r − j)− j (1−θ)
(r−1) − (η + ε)r2
= λ j k(r − j). (4)
Since j is the smallest with the property (3), if j > 1 then
λ j >
j (1 − θ)
(r − j)(r − 1) +
(η + ε)r2
r − j −
( j − 1)(1 − θ)
(r − j + 1)(r − 1) −
(η + ε)r2
r − j + 1
≥ (η + ε)r
2
(r − j)(r − j + 1)
> η + ε.
If j = 1 then λ j ≥ (η+ε)r2r−1 > ε + η. Therefore k ≥ r/(η + ε) implies that
r ≤ λ j k. (5)
We make use of the following fact.
FACT 3. Every bipartite graph G = (U, V ; E) with |U | ≤ |V | ≤ m and with |E | > `m
edges contains a matching of size `+ 1.
PROOF. Consider a graph G = (U, V ; E) without a matching of size `0 + 1, which has a
matching uivi (1 ≤ i ≤ `0) of size `0 where `0 ≤ `. Obviously there are no edges between
U−{u j }`0j=1 and V−{v j }`0j=1. For each i , N (ui )∩V−{v j }`0j=1 = ∅ or N (vi )∩U−{u j }`0j=1 = ∅.
Thus |E | ≤ `0m ≤ `m. 2
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Letting ` = r − j and m = λ j k, Fact 3, together with (4) and (5), gives us distinct vertices
v1, . . . , vr− j+1 ∈ Vi and 1 ≤ i1 < · · · < ir− j+1 ≤ k such that |Wi | > j and, for 1 ≤ s ≤
r − j + 1, vs is f -adjacent to Wis and |Wis | = j. Thus (*) holds.
Finally, we show that the procedure stops. Define the weight function a( j) :=∑1≤h≤ j a0(h)
for j = 1, . . . , r where a0( j) := 1− (r − j + 2)!/(r + 1)!. We call∑1≤i≤k a(|Wi |) the price
of the partition Vi ’s where Wi is a maximal f -clique of Vi . The price is always between 0 and
kr . It is sufficient to show that the price increases by at least 1/(r + 1)! in each step, which
implies that the procedure halts within at most kr(r + 1)! steps.
Consider Step 2. Let j ′ := |Wp| ≤ j. By putting gq(0) := v, it is easy to see that, after
exchanging v and w at Step 2, new Vp contains an f -clique of order at least j ′ − 1 and new
Vq contains an f -clique of order at least j + 1, since old Vp and old Vq contained f -cliques
of order exactly j ′ and j , respectively. Therefore, the price of the partition obtains at least
a( j + 1)+ a( j ′ − 1)− a( j)− a( j ′) = a0( j + 1)− a0( j ′)
≥ a0( j + 1)− a0( j)
= (r − j + 2)!/(r + 1)! − (r − j + 1)!/(r + 1)!
= (r − j + 2)(r − j + 1)!/(r + 1)!
≥ 6/(r + 1)!.
Consider Step 3. Let j ′ = |Wi | > j . It is easy to verify that, after defining the new partition
at Step 3, for 1 ≤ ` ≤ r − j + 1, each new Vi` contains an f -clique of order at least j + 1
and new Vi contains an f -clique of order at least max{ j ′ − (r − j + 1), 1}. The price obtains
at least
(r − j + 1)a( j + 1)+ a(max{ j ′ − (r − j + 1), 1})− (r − j + 1)a( j)− a( j ′)
≥ (r − j + 1)a0( j + 1)− a0( j ′)− a0( j ′ − 1)− · · · − a0(max{ j ′ − (r − j + 1)
+ 1,min{ j ′, 2}})
≥ (r − j + 1)a0( j + 1)− a0(r)− a0(r − 1)− · · · − a0( j)
> (r − j + 1)(−(r − j + 1)!/(r + 1)!)+ (r − j + 2)!/(r + 1)!
= 1/(r + 1)!.
Therefore within kr(r + 1)! steps, the procedure stops, outputting the desired f -cliques. The
proof of Lemma 1 has completed. 2
4. THE FIRST COMPLETE r -PARTITE SUBGRAPH
The purpose of this section is to prove the following lemma, which is the engine of the proof
of the main theorem.
LEMMA 2. There exist (positive-valued) functions ε0(·, ·) and L0(·, ·, ·) such that every
choice of positive integers r ≥ 1, k ≥ 1, positive numbers 0 < η < 1/2, 0 < ε < ε0(r, η),
and a positive integer L ≥ L0(r, η, ε) satisfies the following proposition:
Let G be an r-partite graph with partite sets C1, . . . ,Cr with L = |C1| = · · · = |Cr | such
that
(2-i) each pair {Ci ,C j }(i < j) is ε-regular, and
(2-ii) for all i ∈ [r ], ∑ j∈[r ]:i< j (1 − di j ) < 1 − η where we define di j := d(Ci ,C j )− η.
Further, we suppose that
(2-iii)
ki · 2
∑
1≤ j<i k j ≤ εL
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where we set
ki :=
⌈
8k
min j∈[r ]:i< j di j
⌉
for all 1 ≤ i < r, and
kr :=
⌈
εL
2
∑
1≤ j<r k j
⌉
.
Then there exist vertex sets M1, . . . , Mr with M j ∈
(C j
k
)
(1 ≤ j < r) and Mr ∈
(Cr
kr
)
such
that any two vertices in distinct Mi ’s are adjacent (therefore Mi ’s form a Kr (k, . . . , k, kr )).
This lemma is quite similar to a lemma given in [17]. We can prove Lemma 2 by the same
method. However we describe the full proof here since the method of proof is so involved that
readers’ time might be required to modify it for this lemma.
For its proof, we prepare the following notation.
DEFINITION 1.
(i) For two vertex sets U, V , denote by δ(U, V ) the minimum number of edges between
{u} and V over all u ∈ U . When U ⊂ Ci and V ⊂ C j , we let
δ˜(U, V ) := δ(U, V )− di j |V |.
(ii) For any disjoint (non-empty) vertex sets S and X and real q(0 < q < 1), we define
set S[X, q] ∈ ( Sdq|S|e) by S[X, q] := {v1, . . . , vdq|S|e} where S = {v1, . . . , v|S|} and
degG(v1, X) ≥ · · · ≥ degG(v|S|, X). 2
That is, S[X, q] consists of dq|S|e vertices of S having large degrees into X. For a rigorous
definition of (ii), we need to prevent the possibility that there might be more than one candidate
for S[X, q] when some vertices have the same degree. However, it is easy to define S[X, q]
uniquely, given the index order in V (G).
FACT 4. For two disjoint (non-empty) vertex sets S, X and 0 < ε < η < 1/2, if |S| > 1/ε
and d(S, X) ≥ d(Ci ,C j )− ε then
(i) δ(S[X, 12 + η], X) > (2di j − 1)|X | if 2di j − 1 > 2ε/η, and
(ii) δ˜(S[X, η], X) > 0 if di j > 2ε/η.
PROOF. It suffices to show that δ(S[X, 1− 1h + η], X) > (hdi j − (h − 1))|X | for h = 1, 2.
By way of contradiction, assume that it does not hold. We see that
(di j + η − ε)|S||X | ≤ e(S, X) ≤
(⌈(
1 − 1
h
+ η
)
|S|
⌉
− 1
)
|X |
+
(⌊(
1
h
− η
)
|S|
⌋
+ 1
)
(hdi j − h + 1)|X |
≤
(
1 − 1
h
+ η +
(
1
h
− η
)
(hdi j − h + 1)
)
|S||X |
+ (hdi j − h + 1)|X |
≤ (di j + η − η(hdi j − h + 1))|S||X | + |X |
< (di j + η − 2ε)|S||X | + |X |
< (di j + η − ε)|S||X |,
a contradiction. 2
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5. PROOF OF LEMMA 2
We take positive numbers ε and µi (1 ≤ i ≤ r) such that
ε  µ1  · · ·  µr  η. (6)
This means that µi = µi (µi+1, . . . , µr , η, c, r) is sufficiently small with respect to µi+1
and that ε = ε(µ1, . . . , µr , η, r) is sufficiently small with respect to µ1. (The functions are
implicitly defined by the rest of the proof.)
First, we describe a procedure which consists of r rounds, and then show that the procedure
outputs the desired subgraph.
5.1. Procedure for finding candidates for Mi ’s
5.1.0. Step 0 [Initialization]. Set t = 1 and S1j = C j (1 ≤ j ≤ r). At the beginning of the
t th round, we assume that we already have sets K1, . . . , Kt−1, N ji ’s (1 ≤ i < j < t), M ji ’s
(i < j < t), and Stt , . . . , Str such that
(b1) Stj ∈
( C j
≥µt−12 |St−1j |
)
(if t > 1)(where j ≥ t), Ki ⊂ Ci (|Ki | ≤ ki ), N ji ∈
( Ki
δ(S jj ,Ki )
)
, and
M ji := ∩1≤l≤ j N li (where i < j < t),
(b2) each pair of N ji and K j forms a complete bipartite subgraph, and
(b3) δ˜(Stj , Ki ) ≥ 0 for any i, j (i < t ≤ j).
Note that the index j plays two roles in the above (i.e., j ≥ t and j < t). (The lower index
j of Stj is always at least the upper index t while the indices of K j , N ji , and M ji are always
smaller than t.) The purpose of this t th round is to construct Kt , N ti (i < t), M ti (i < t), and
St+1j ( j > t). After the r th round, we will show that Mr1 , . . . , Mrr−1, and Mrr := Kr are the
desired partite sets.
5.1.1. Step 1 [Construct N ti ’s and M ti ’s (1 ≤ i < t)]. Let St := {v ∈ Stt | deg(v, Stj ) ≥
(d(Ct ,C j )− ε)|Stj | for all j > t}. That is, for all j ( j > t),
δ(St , Stj ) ≥ (d(Ct ,C j )− ε)|Stj |. (7)
Fact 1 and (6) imply that
|St | ≥ |Stt | − (r − t)εL > (µt − rε)L > εL
since {Ct ,C j } is ε-regular and |Stj | ≥
(∏t−1
`=1
µ`
2
)
L > εL . Since (b3) implies that δ(St , Ki ) ≥
δ(Stt , Ki ) ≥ di t |Ki |, for each v ∈ Kt , we choose set N ti (v) ∈
(Ki∩NG (v)
δ(Stt ,Ki )
)
for 1 ≤ i ≤ t − 1.
We define the color of v by the family of sets N ti (v)(i < t). Clearly St is colored with at most
2
∑
1≤i<t ki
distinct colors. The upper bound implies that there exists a ‘monochromatic’ set K ′t ∈
(St
kt
)
with respect to the colors since⌈ |St |
2
∑
i<t ki
⌉
≥
⌈
εL
2
∑
i<t ki
⌉
≥ kt .
That is, all of the kt vertices have the same color. Therefore, we can take N ti ⊂ Ki (i < t)
such that N ti = N ti (v) for every v ∈ K ′t . We set M ti := M t−1i ∩ N ti = ∩ j≤t N ji .
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5.1.2. Step 2 [Construct a Kt ]. Choose a (non-empty) subset K ∗t ⊂ K ′t such that∑
j :t< j≤r δ˜(Stj [K ∗t , µt ], K ∗t ) is maximal. If we have∑
j :t< j≤r
δ˜(Stj [K ∗t , µt ], K ∗t ) ≥ k (8)
then we let Kt := K ∗t and this Kt is called good. If (8) does not hold, let Kt := K ′t and this
Kt is called bad.
5.1.3. Step 3 [Construct St+1j ’s (t < j ≤ r)]. First, define S∗tj (t < j ≤ r) by
S∗tj :=
{
Stj [Kt , µt ] if Kt is good, and
Stj [Kt , η] if Kt is bad.
(9)
Since (2-ii) and (6) imply that
di j > η > 2ε/η for all i < j, (10)
it follows from (7) and Fact 4 (ii) that
δ˜(S∗tj , Kt ) ≥ 0 for all j (t < j ≤ r) (11)
whether Kt is good or bad.
Second, define T ti j := S∗tj [Ki − M ti , 14r ](i < t < j) and take St+1j := S∗tj − ∪i :i<t T ti j .
We observe that |St+1j | ≥ |S∗tj | − r( 14r |S∗tj | + 1) ≥ 12 |S∗tj |, since we take large L so that
|S∗tj | ≥ µt |Stj | ≥ µt
(∏
`<t
µ`
2
)
L ≥ 4r . Thus
|St+1j | ≥
{
µt
2 |Stj | whether Kt is good or bad, and
η
2 |Stj | when Kt is bad.
(12)
5.1.4. Step 4 [End of the t th round]. Note that it is clear that
(b1′) St+1j ∈
( C j
≥µt2 |Stj |
)
, Kt ⊂ Ct (|Kt | ≤ kt ), N ti ∈
( Ki
δ(Stt ,Ki )
)
, and M ti = ∩1≤`≤t N `i ,
(b2′) each pair of N ti and Kt forms a complete bipartite subgraph, and
(b3′) δ˜(St+1j , Ki ) ≥ 0 for any i < t + 1 ≤ j .
At this point, if t = r then stop and output Mr0 , . . . , Mrr−1, and Mrr := Kr . Otherwise,
because of (b1′)–(b3′), we can return to Step 1 after replacing t by t + 1.
5.2. Estimating the size of each partite set Mrt . It is sufficient to show that |Mrt | ≥ k for all
t < r. If t = r then Kr must be bad and |Mrr | = |Kr | = kr , which is the desired bound.
Since S∗tj ⊃ St+1j ⊃ S jj (t < j) implies that δ(S jj , Kt ) ≥ δ(S∗tj , Kt ), it follows from (2-ii)
and (11) that, for any h(t < h ≤ r),
|Mht | ≥ |Kt | −
∑
j :t< j≤h
|Kt − N jt |
≥ |Kt | −
∑
j :t< j≤h
(|Kt | − δ(S jj , Kt ))
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≥ |Kt | −
∑
j :t< j≤h
(|Kt | − dt j |Kt |)+
∑
j :t< j≤h
δ˜(S jj , Kt )
≥ |Kt |
(
1 −
∑
j :t< j≤h
(1 − dt j )
)
+
∑
j :t< j≤h
δ˜(S∗tj , Kt )
≥ max
{
kt
(
1 −
∑
j :t< j≤h
(1 − dt j )
)
,
∑
j :t< j≤h
δ˜(S∗tj , Kt )
}
. (13)
Suppose that Kt is good. Because of (8), (9), and (13), we see that
|Mrt | ≥
∑
j :t< j≤r
δ˜(S∗tj , Kt ) ≥ k.
Therefore Kt must be bad.
Note that the definition of T ht j implies that δ(T
h
t j , Kt − Mht ) ≥ |N jt − Mht |. So we see that,
for any h satisfying t + 1 ≤ h ≤ r ,
|Mrt | ≥ |Mht | −
∑
j :h< j≤r
|Mht − N jt |
= |Mht | −
∑
j :h< j≤r
(|Mht | − |N jt | + |N jt − Mht |)
≥ |Mht | −
∑
j :h< j≤r
(|Mht | − dt j |Kt | + δ(T ht j , Kt − Mht ))
= |Mht | − |Mht |
∑
j :h< j≤r
(1 − dt j )−
∑
j :h< j≤r
(δ(T ht j , Kt − Mht )− dt j |Kt − Mht |)
≥ |Mht |
∑
j :t< j≤h
(1 − dt j )−
∑
j :h< j≤r
δ˜(T ht j , Kt − Mht ). (14)
Observe that T ht, j ⊂ Shj ⊂ Stj and that
|T ht, j | ≥
1
4r
|S∗hj | ≥
µh
4r
|Shj | ≥
µh
4r
( ∏
t+1≤`<h
µ`
2
)
|St+1j |
≥ µh
4r
( ∏
t+1≤`<h
µ`
2
)
η
2
|Stj | > µt |Stj |,
using (6) and (12). So, we have that δ(T ht, j , Kt − Mht ) ≤ δ(Stj [Kt − Mht , µt ], Kt − Mht ) for
j satisfying h < j ≤ r. Since Kt is bad, it follows from Fact 4, (7), and (10) that∑
j :h< j≤r
δ˜(T ht, j , Kt − Mht ) ≤
∑
j :t+1≤ j≤r
δ˜(Stj [Kt − Mht , µt ], Kt − Mht ) < k.
Therefore it follows from (13) and (14) that
|Mrt | > kt
{
max
h:t<h≤r
(
1 −
∑
j :t< j≤h
(1 − dt j )
)( ∑
j :t< j≤h
(1 − dt j )
)}
− k. (15)
Let pt := min j∈[r ]:t< j dt j and ft (h) :=∑ j :t< j≤h(1 − dt j ). We can assume that
ft (r) > 1 − pt/8 ≥ 7/8(> 1/2)
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since if ft (r) ≤ 1 − pt/8 then (13) and the definition of kt imply that
|Mrt | ≥
8k
pt
(1 − (1 − pt/8)) = k.
We can also assume that ft (t + 1) < 1/2 since if ft (t + 1) = 1 − dt,t+1 ≥ 1/2 then (15)
implies that
|Mrt | >
8k
pt
dt,t+1(1 − dt,t+1)− k ≥ 8kpt pt (1 − pt )− k ≥ 4k − k = 3k ≥ k.
Since ft (t + 1) < 1/2 < ft (r) and 0 ≤ ft (h + 1) − ft (h) ≤ 1 − pt , there exists an
h(t < h ≤ r) such that pt2 ≤ ft (h) ≤ 1− pt2 , implying ft (h)(1− ft (h)) ≥ (1− pt/2)pt/2 =
pt (2 − pt )/4 ≥ pt/4. Hence it follows from (15) that
|Mrt | > kt
(
max
t<h≤r ft (h)(1 − ft (h))
)
− k ≥ 8k
pt
· pt
4
− k = k,
completing the proof of Lemma 2. 2
6. MORE COMPLETE r -PARTITE SUBGRAPHS
We first modify Lemma 2 as follows:
LEMMA 3. There exist (positive-valued) functions ε0(·, ·) and L0(·, ·, ·) such that every
choice of a positive integer r ≥ 2, positive real numbers 0 < ηˆ < 1, 0 < ε < ε0(r, ηˆ), and a
positive integer L ≥ L0(r, ηˆ, ε) satisfies the following proposition:
Let G be an r-partite graph on partite sets C1, . . . ,Cr and with L = |C1| = · · · = |Cr |
such that
(3-i) each pair {Ci ,C j }(i < j) is ε-regular,
(3-ii) for all i ∈ [r ],∑ j∈[r ]:i< j (1−di j ) < 1− ηˆ/r2 where we set di j := d(Ci ,C j )− ηˆ/r2.
Then G contains Kr
(b ηˆ9r3 log2 Lc).
PROOF. This is a straightforward consequence of Lemma 2. It is clear that all of the
assumptions of Lemma 2 except (2-iii) are satisfied. Letting k = b ηˆ9r3 log2 Lc, we have (2-iii),
since ki 2
∑
1≤ j<i k j ≤ 8r2k
ηˆ
2
8r3k
ηˆ ≤ ( 89 log2 L)2 89 log2 L ≤ L 8.19 ≤ εL , completing the proof. 2
Applying Lemma 3 repeatedly, we can easily obtain many disjoint complete r -partite sub-
graphs that cover almost all vertices as follows.
LEMMA 4. There exist (positive-valued) functions ε1(·, ·, ·) and L1(·, ·, ·, ·) such that every
choice of a positive integer r ≥ 2, positive numbers σ > 0, 0 < ηˆ < 1, 0 < ε < ε1(r, ηˆ, σ ),
and a positive integer L ≥ L1(r, ηˆ, ε, σ ) satisfies the following proposition:
Let G be an r-partite graph with partite sets C1, . . . ,Cr and with L = |C1| = · · · = |Cr |
such that
(4-i) each pair {Ci ,C j }(i < j) is ε-regular and,
(4-ii) for all i ∈ [r ],∑ j∈[r ]:i< j (1−di j ) < 1− ηˆ/r2 where we set di j := d(Ci ,C j )− ηˆ/r2.
Then for any
k ≤ ηˆ
9r3
log L,
G contains more than (1 − σ)L/k vertex-disjoint copies of Kr (k).
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PROOF. We set ε1(r, ηˆ, σ ) := ε0(r, ηˆ)σ, and L1(r, ηˆ, ε, σ ) := L0(r, ηˆ, ε)/σ .
Suppose that we already have (exactly) (1 − s)L/k disjoint copies of Kr (k) for some real
s ≥ σ . By deleting those Kr (k)’s, we obtain a new graph G ′ on r partite sets C ′i ’s of order
L ′ = L − ((1 − s)L/k)k = sL each. It holds that L ′ = sL ≥ σ L ≥ σ L1 = L0. Each pair
C ′i ,C ′j is ε′-regular where ε′ := ε/s ≤ ε/σ < ε1/σ = ε0. Therefore Lemma 3 gives another
Kr (k).
We start this procedure at s = 1 and repeat it until s < σ. It completes the proof. 2
7. PROOF OF THE MAIN THEOREM
It is easy to see that if H is an h-vertex graph with chromatic number χ(H) = r then
the vertices of Kr (h) can be decomposed to r disjoint copies of H . Therefore, the following
theorem implies Theorem 1.
THEOREM 2. For any ξ > 0, r ≥ 2, if n is sufficiently large then, for any ξ < θ ≤ 1, every
n-vertex graph G with minimum degree at least
(
1 − 1
r−1 + θr(r−1)
)
n contains (θ − ξ)n/|H |
vertex-disjoint copies of H := Kr (k) for any k ≤ ξ10r3 log n.
This is easily deduced from Fact 2 and Lemmas 1 and 4.
PROOF OF THEOREM 2. By Fact 2, given ε > 0, r ≥ 2, and m ≥ 1, there exist integers
M and n0 with the following property that any graph G of n(≥ n0) vertices and of minimum
degree at least
(
1− 1
r−1 + θr(r−1)
)
n contains a spanning subgraph G ′ with a partition V (G) =
V (G ′) = V0 ∪ · · · ∪ Vrk with m ≤ rk ≤ M such that
• |V0| < εn, |V1| = · · · = |Vrk |,
• all pairs {Vi , V j }(1 ≤ i < j ≤ rk) are ε-regular,
• for all 0 ≤ i ≤ rk, G ′[Vi ] has no edges, and
• for all 1 ≤ i ≤ rk, ∑ j∈[rk]: j 6=i dG ′(Vi , V j ) ≥ (1 − 1r−1 + θr(r−1) − ε)rk.
By Lemma 1, there exist at least (θ − (ηˆ + r2ε))k one-to-one mappings, gi : [r ] → [rk](i =
1, 2, . . .), such that
• for any i 6= j , two r -sets gi ([r ]) and g j ([r ]) are vertex-disjoint, and
• for all i and all x ∈ [r ], ∑
y:x<y∈[r ]
(1 − dgi (x),gi (y)) < 1 − ηˆ/r2
where di j := d(Vi , V j )− ηˆ/r2.
Let
ηˆ := ξ/1.01.
By Lemma 4, for any
h ≤ ηˆ
9r3
log L,
G contains more than (1 − σ)L/h vertex-disjoint copies of Kr (h). Note that
L > (1 − ε)n/k ≥ (1 − ε)n/M.
The Erdo˝s–Stone and the Alon–Yuster theorems 445
When n is sufficiently large, we have that
ηˆ
9r3
log L ≥ ηˆ
9r3
log[(1 − ε)n/M] ≥ ξ
10r3
log n.
Therefore G contains more than s disjoint copies of Kr (h) where h ≤ b ξ10r3 log nc and
s = (1 − σ) L
h
(θ − (ηˆ + r2ε))k
≥ (1 − σ)(1 − ε)n/rk
h
(θ − (ηˆ + r2ε))k
= (1 − σ)(1 − ε)(θ − (ηˆ + r2ε)) n
rh
≥ (θ − σ − ηˆ − (r2 + 1)ε) n
rh
≥ (θ − 1.01ηˆ) n
rh
= (θ − ξ) n
rh
since we can choose the parameters such that σ = 0.012 ηˆ and ε < 0.012 ηˆ/(r2 + 1). We have
completed the proof of Theorem 2. 2
8. CONCLUDING REMARKS
The Blow-up Lemma [19] has been very useful while it does not work for the case that the
desired subgraph does not have a constant maximum-degree. In such a case, Lemmas 3 and 4
in Section 6 would be useful, together with the Regularity Lemma (Lemma A).
It is worthwhile to compare Theorem 1 and the following theorem which is equivalent to
Theorem E.
THEOREM E′ ([16]). For every 0 ≤ θ ≤ 1 and r, n ≥ 1, any graph G of order n and
δ(G) ≥ (1 − 1
r−1 + θr(r−1))n contains bθn/rc vertex-disjoint copies of the r-vertex complete
graph Kr (1).
PROOF. Let s = bθn/rc and n = rs + (r − 1)t + q for some integers t, q(0 ≤ q ≤ r − 2).
Add new t vertices that are adjacent to all the n vertices. The resulting graph G ′ of order
n+ t has minimum degree at least ⌈(1 − 1
r−1 + θr(r−1))n
⌉+ t ≥ ⌈(1 − 1
r−1)n + sr−1 + t
⌉ =⌈
(1 − 1
r−1)n + n−q−(r−1)tr(r−1) + t
⌉ ≥ ⌈(1 − 1
r
)(n + t)− r−2
r(r−1)
⌉ = ⌈(1 − 1
r
)(n + t)⌉. Theo-
rem E gives b(n + t)/rc ≥ s + t copies of the Kr (1) in G ′. Deleting the new vertices, G has
s copies of the Kr (1). 2
We present our conjectures. First, note that Theorem B can be restated as follows.
THEOREM B′ ([6]). For any integer r ≥ 2 and any real ε > 0, there exist a c = cr,ε and
an n0 such that any graph G of order n > n0 and with δ(G) ≥ (1 − 1r−1 + ε)n contains a
copy of Kr (bc log nc).
After Bolloba´s and Erdo˝s [6] determined the correct order of |H |, the constant cr,ε in The-
orem B′ became the target to research. Bolloba´s, Erdo˝s, and Simonovits [7] improved the cr,ε
and conjectured the following, which was proved by Chva´tal and Szemere´di [10].
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Turan
Erdos-Stone (Thm A)
Bollobas-Erdos
(Thm B, B’)
Bollobas-Erdos-Simonovits
Chvatal-Szemeredi(Thm F)
Theorem G
Hajnal-Szemeredi
(Thm E)
Alon-Yuster
(Thm C)
Theorem 1
Conjecture 1
Conjecture 2
(Find One Copy of H) (Find Many Copies of H)
(Complete graph)
(Any fixed graph)
(K_r(c log n))
Bollobas-Kohayakawa
Komlos 
(Thm D)
(H)
Corollary 1
U
U
Hajnal-Szemeredi
(Thm E’)
FIGURE 1. Relations between theorems and conjectures.
THEOREM F ([10]). There exists an absolute constant β > 0 such that, for any integer
r ≥ 2 and any real ε > 0, any n-vertex graph G with δ(G) ≥ (1 − 1
r−1 + ε)n contains a
copy of Kr
(b βlog(1/ε) log nc) when n is sufficiently large.
It is known that there is an example showing that we cannot take the β such that β > 2.
Ishigami [17] showed that, for any ξ > 0, we can take the β such that β > 1 − ξ when ε is
sufficiently small. (He conjectures that it is possible to take β > 2 − ξ for small ε).
Our Theorem 2 successfully contains Theorem B′ but unfortunately not Theorem F. We
propose the following which contains Theorem F.
CONJECTURE 1. There exists an absolute constant β > 0 such that, for any 0 < ε < θ ≤
1, and r ≥ 2, if n is sufficiently large then every n-vertex graph G with minimum degree at
least
(
1 − 1
r−1 + θr(r−1)
)
n contains (θ − ε)n/|H | vertex-disjoint copies of H := Kr (k) for
any integer k ≤ βlog (r/θ) log n.
A further extension of Theorem F was conjectured by Bolloba´s and Kohayakawa [8] and
proved by Ishigami [17]. It is written as follows.
THEOREM G ([17]). There exists an absolute constant β > 0 such that, for any integer
r ≥ 2 and any real ε > 0, 0 < γ < 1, any n-vertex graph G with δ(G) ≥ (1 − 1
r−1 + ε)n
contains a copy of
Kr
(⌊
(1 − γ )β
log(1/ε)
log n
⌋
,
⌊
(1 − γ )β
log r
log n
⌋
, . . . ,
⌊
(1 − γ )β
log r
log n
⌋
,
⌊
nγ
⌋)
when n is sufficiently large.
It may be the strongest extension of the Erdo˝s–Stone theorem at this moment. The author also
believes the following which is stronger than Conjecture 1 and Theorem G.
CONJECTURE 2. There exists an absolute constant β > 0 such that, for any 0 < ε <
θ ≤ 1, 0 < γ < 1, and r ≥ 2, if n is sufficiently large then every n-vertex graph G with
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minimum degree at least
(
1 − 1
r−1 + θr(r−1)
)
n contains (θ − ε)n/|H | vertex-disjoint copies
of H := Kr (k1, k, . . . , k, kr ) for any integers k1 ≤ (1−γ )βlog (r/θ) log n, k ≤ (1−γ )βlog r log n, and
kr ≤ nγ .
Figure 1 summarizes the theorems and conjectures. In the figure, an arrow means that (a weak
form of) a theorem or a conjecture is obtained from another theorem or conjecture when
n is huge. ‘Tura´n’ means the well-known Tura´n’s theorem that gives the exact minimum
degree (and the exact minimum number of edges) guaranteeing to contain a Kr (1), which is
asymptotically equal to the one obtained from the Erdo˝s–Stone theorem when n is huge.
It seems plausible that the degree conditions in the conjectures can be replaced with the
stronger degree condition by Komlo´s [18].
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