Abstract. J.J. Schäffer proved that for any induced matrix norm and any invertible T = T (n) the inequality
Introduction
It is a classical task in matrix analysis and operator theory to find good estimates for inverses. A well-established line of research related to this topic was initiated by studies of B. L. van der Waerden [SJ] and J. J. Schäffer [SJ] : let M n be the set of complex n × n matrices acting on the Banach space C n equipped with a norm. What is the best S = S(n) so that | det T | T −1 ≤ S ||T || n−1 holds for any invertible T ∈ M n and any induced norm ||·|| = ||·|| C n →C n ? Schäffer [SJ, Theorem 3.8] proved that S ≤ √ en, and he conjectured that S is bounded. This claim was refuted by lower estimates on S derived by E. Gluskin, M. Meyer and A. Pajor [GMP] as well as J. Bourgain [GMP] . The currently best lower estimate is due to H. Queffelec [QH] , where it is shown that inequality. The construction of explicit solutions to such inequalities appears to be a wellstudied but open problem in number theory [TP, MH, ER, AJ1, AJ2] . Accordingly the construction of explicit sequences of matrices with growing S remained open, see [GMP, and [QH, final Remark p. 158] . In this article we introduce an entirely constructive approach to Schäffer's conjecture that avoids the hard slog through power sum theory. While previous publications focused on demonstrating the existence of spectra (without reference to explicit matrix representations) in this article we systematically determine the optimal class of operators for the study of S. Computing explicit matrix representations we present a sequence of Toeplitz matrices T λ ∈ M n with singleton spectrum {λ} ∈ D − {0} such that
We also study upper estimates, where we leverage on an approach established in [NFBK, NN1] to obtain new upper bounds on the resolvent ||(ζ − T ) −1 || of a matrix T with given spectrum, with |ζ| ≤ ||T ||. This includes the case ζ = 0 (Schäffer's bound) and the wellstudied Davies-Simon type estimates for |ζ| = ||T || [DS, NN1, ZR, SO1] . For ζ = 0 we derive new upper estimates on ||T −1 || in terms of the eigenvalues of T which slightly refine Schäffer's original estimate.
Gluskin-Meyer-Pajor's approach to Schäffer's problem and Bourgain's trick
Gluskin-Meyer-Pajor [GMP] gave an analytic expression for S in terms of a "max-mintype" optimization problem, which we shall discuss in detail in the main body of the paper. Speaking briefly, S can be written as
S = sup
(λ 1 ,...,λn)∈D n φ (λ 1 , . . . , λ n ) , (2.1) where D is the open unit disk and φ is given by φ (λ 1 , . . . , λ n ) := inf
As we will discuss later (λ 1 , . . . , λ n ) can be interpreted as the spectrum of a sequence T = T (n) ∈ M n with φ (λ 1 , . . . , λ n ) = ||(det T ) · T −1 ||. Any choice of sequence (λ 1 , . . . , λ n ) provides a lower bound to the supremum in (2.1). Thus to show that S grows unboundedly Gluskin-Meyer-Pajor employed a probabilistic method establishing the existence of a sequence (λ 1 , . . . , λ n ) with φ(λ 1 , ...., λ n ) ≥ c 1 n log n 1 log log n , c 1 > 0.
The argument was refined by a short and elegant computation of J. Bourgain, see [GMP, proof of Theorem 5] , that yields
The key to lower bound this expression lies in finding (λ 1 , ..., λ n ) such that max k≥1 n i=1 λ k i remains bounded by √ n. In essence this is Turán's tenth problem, which to date has no constructive solution [AJ1, TP] . Moreover (λ 1 , ..., λ n ) must depend on n or else n i=1 |λ i | would decay exponentially. Bourgain established existence of suitable (λ 1 , ..., λ n ) by a probabilistic argument and thereby proved that
The currently strongest estimates are due to H. Queffelec [QH] and build on the above inequality by Bourgain. Queffelec uses a number theoretic method of H. Montgomery [MH, Example 6, p. 101 ] to approach the power sum problem: first he shows that (λ 1 , ...., λ n ) can be chosen so that
By an application of Bertrand's postulate, saying that for each n ≥ 2 there exists a prime number p with n < p < 2n, he concludes
Gluskin-Meyer-Pajor explicitly regret [GMP, ] that they were not able to construct an example of (λ 1 , . . . , λ n ) for which φ(λ 1 , ...., λ n ) is growing. For p prime and n = p − 1 Montgomery's example (λ 1 , . . . , λ p−1 ), on which [QH] is footed, cannot be made explicit even assuming the generalized Riemann hypothesis [QH, final Remark p. 158] .
The main contribution of this article may be viewed as a new approach to lower estimate φ(λ 1 , ...., λ n ) that is not related to Bourgain's estimate. As a consequence we (1) find that the trivial choice of fixed singleton spectrum λ 1 = · · · = λ n = λ ∈ D−{0} suffices to demonstrate that φ(λ, ...., λ) grows like √ n and we circumvent Turán's problem; and we (2) provide the first explicit class of counter-examples to Schäffer's conjecture: a sequence of invertible Toeplitz matrices T λ ∈ M n with singleton spectrum {λ} and
see Theorem 6 for details. Our trick to lower bound φ(λ 1 , ...., λ n ) is so simple that we can present it already now.
A constructive method to lower estimate S
Before going into the details of our construction we present our method to lower bound φ in the most simple language. Together with the results of [GMP] this yields the first entirely constructive lower estimate on S. Let Hol(D) be the set of holomorphic functions on D and let L 2 (∂D) be the usual L 2 space of the boundary ∂D equipped with the standard scalar product
see [NN1] for details. The Wiener algebra is the subset of Hol(D) of absolutely convergent Taylor series,
With this notation we can write the Gluskin-Meyer-Pajor expression for φ more concisely
To lower bound φ we will apply Hölder's inequality in the form
denote a finite Blaschke product. B maps the unit disk onto itself and satisfies
, z ∈ ∂D, [GJ] . It is well known [NN1] that for any h ∈ W with h(λ i ) = 0 we have h B ∈ W , which is sometimes called the "division property" of the Wiener algebra.
We are ready to lower bound φ. Let h ∈ W with h(λ i ) = 0 and h(0) = n i=1 λ i and let g = h B ∈ W . We have
Applying Hölder's inequality and observing that ||z 2 h|| W = ||h|| W we conclude that
It follows that any candidate function h in the definition of φ satisfies
This is our analogue of Bourgain's lower estimate to φ (λ 1 , . . . , λ n ). It relates Schäffer's problem to a well-defined question in asymptotic analysis. The task is to determine the asymptotic n-dependence of the Fourier coefficient of (1−z 2 )B with slowest decay. We have developed the tools for this in a preliminary article [SZ2] . Of course the question about the "right" eigenvalues remains but as we will find the trivial choice
The asymptotic analysis for the proof of the lemma is conducted in Section 6. We conclude this section with a take-home formulation of our constructive lower estimate on S. It is an immediate consequence of Equation (2.1), our lower estimate on φ and Lemma 1.
Proposition 2. Given any fixed λ ∈ D − {0} we have
where c(λ) > 0 depends only on λ.
Not only does this circumvent Turan's problem, but the estimate holds for any fixed λ. This avoids the n-dependence of the spectrum present in previous lower bounds.
An interpolation-theoretic approach to Schäffer's question
From now on our goal is to determine a class of "worst" operators that achieve φ (λ 1 , . . . , λ n ) making thereby Proposition 2 entirely explicit. To this aim we start with a detailed discussion of Equation (2.1) along the lines of Gluskin-Meyer-Pajor.
4.1. Glusking-Meyer-Pajor's max-min problem. By homogeneity Schäffer's problem is to find the best S such that ||(det T ) · T −1 || ≤ S holds for any invertible T with ||T || ≤ 1. For a given T let N = N (T ) denote the collection of norms on C n such that for the induced norm we have ||T || ≤ 1. It is clear that N is not empty if and only if the set {T l | l ≥ 0} is bounded. Operators that have this property are commonly called power bounded, i.e. there exists a constant C such that each power of T can be bounded by this constant, sup l≥0 T l ≤ C. As a consequence S can be written as a double supremum [GMP] 
For given T the inner supremum is over all norms such that ||T || ≤ 1. The outer supremum is over all T , where power-boundedness is added or else the inner supremum would be over an empty set. Gluskin-Meyer-Pajor continue by proving [GMP, Proposition 2] that if T is power-bounded then
An operator on finite dimensional space is power bounded iff its spectrum is contained in the closed unit disk and no eigenvalues on the boundary carry degeneracy. This reduces the task of lower bounding S to the "max-min-type" optimization problem stated in Equation (2.1). The problem can be split into two components: i) Given (λ 1 , ...., λ n ) ∈ D n find the least Wiener-norm function h with h(λ i ) = 0 and h(0) = 1, see Equation (3.1). This is a Nevanlinna-Pick interpolation problem in the Wiener algebra W . ii) Find a suitable sequence (λ 1 , ...., λ n ) ∈ D n . The articles [GMP] and [QH] focus on the latter leaving the computation of T an open task. Below we explicitly solve i) using an operator-theoretic approach in terms of the norm a the so-called model operator. Computing matrix representations of this model will provide us with explicit matrices T that achieve φ(λ 1 , ...., λ n ).
4.2.
Interpolation and the right class of operators. Let m = |m| i=1 (z − λ i ) be a polynomial of degree |m| with zeros λ 1 , ..., λ |m| in D. The Blaschke product associated with m is
and has numerator m. The |m|-dimensional model space (for W , see [NN1, p. 127] ) is defined as the quotient vector space
where BW := {Bf | f ∈ W }. W/BW inherits the Banach algebra properties from W and the norm on K B is defined as
We denote by S the multiplication operator by z on W S :
The model operator M S is "the compression" of S to the model space
We will also use the operator norm ||M S || := ||M S || K B →K B . As K B is an algebra it follows that multiplication by z is an operator on W/BW . It is known [NN1, p. 127 ] that the minimal polynomial of M S is equal to the numerator of B and that ||M S || ≤ 1. Interpolation problems in function algebras have been studied in detail in the literature. For us most interesting is an extension of the Nagy-Foiaş commutant lifting aproach to interpolation theory [FF, NF, NF1] to general function algebras by N.K. Nikolski [NN1, Theorem 3.4] . For completeness the result is stated for general function algebras A (see [NN1] ) but we will use is only for W .
Lemma 3. [NN1, Theorem 3.4] Let m be a monic polynomial, B the Blaschke product associated with m, A a function algebra and C ≥ 1. We have for a ∈ A that
where the supremum is taken over all algebraic operators T with minimal polynomial m obeying an A functional calculus with constant C.
The proof is as simple as clever.
Proof. If a ∈ A and T admits an A functional calculus with constant C then we can bound
By definition m is the monic polynomial of least degree such that m(T ) = 0. Therefore we have (a + mg)(T ) = a(T ) for any function g ∈ A. Together with the functional calculus inequality we conclude
The inequality is achieved by the model operator M S acting on K B = A/BA. Clearly M S is annihilated by m and obeys an A functional calculus with constant 1. Moreover since A is a unital algebra, ||a(M S )|| = ||a|| A/BA .
Remark 4. The lemma is limited to holomorphic functions but here we are interested in inverses and resolvents. The trick that extends the lemma to rational functions ψ was provided in [SO1] . Suppose ψ has a set of poles {ξ i } p i=1 distinct from the zeros of m. One can apply Lemma 3 to the polynomial
where all singularities are lifted.
This shows how the interpolation problem (3.1) is related to the model operator M S . We choose ψ = 1/z, A = W and we apply Lemma 3 to the above a. We get
|λ i | and comparing to (3.1) we find the following lemma. Lemma 5. In the notation introduced above we have that
This representation provides an explicit class of operators, which are optimal for the computation of φ |m| λ 1 , . . . , λ |m| . This way the inner supremum in the representation of S is covered. The remaining supremum over sequences (λ 1 , ...., λ n ) corresponds to finding a suitable sequence of eigenvalues of M S . The construction of such sequences is a crucial step in [GMP, QH] , where one might expect the hard work also in this article. However, we have already seen in Proposition 2 that the simple choice of the singleton spectrum {λ} suffices to demonstrate that φ(λ 1 , ...., λ n ) grows like √ n. From a theoretical point of view the proof of the lemma is more interesting than its content. We wrote it out for ψ = 1/z but the method works for any rational function ψ, which generalizes Lemma 3 to rational function. The theoretical consequence is that the Nagy-Foiaş commutant lifting approach to interpolation theory is not limited to holomorphic functions but is also suitable for interpolation with rational functions. See [SO1] for Lemma 3 written out for general rational functions.
4.
3. An explicit counterexample to Schäffer's conjecture. In this section we compute the matrix entries of M S in a natural orthonormal basis for K B . This makes Propostion 2 explicit in that it provides a sequence of power-bounded Toeplitz matrix T λ ∈ M n with φ(λ, ..., λ) = det(T λ )T −1 λ . Theorem 6. For any fixed λ ∈ D − {0} the Toeplitz matrix
is an explicit counter-example to Schäffer's conjecture. T λ is power-bounded, i.e. there exists a norm ||·|| ∈ N (T λ ) with ||T λ || ≤ 1 and
In the course of the proof of the theorem we will also show the mentioned norm explicitly. The lower estimate of Section 3 can be viewed as a simple way to lower bound
is given explicitly in [SO1, Theorem III.2] . This way det(T λ )T −1 λ can in principle be computed with the support of appropriate software. 
The empty product is defined to be 1 i.e. e 1 (z) =
. Making use of the fact that W ⊂ H 2 and that rational functions are contained in W it is not hard to see that the equivalence classes [e j ] := {e j + Bf | f ∈ W } with j = 1, ..., |m| constitute an orthonormal basis of W/BW (with respect to the scalar product inherited from L 2 (∂D)) . We introduce a norm | · | on C |m| ∼ = W/BW by
Let ||·|| be the matrix norm induced by |x|. Lemma 5 yields
The entries of M S with respect to {e j } j=1,...,|m| have been computed in [SO1, Proposition III.5] . For λ 1 = λ 2 = · · · = λ |m| = λ this matrix representation is exactly T λ . To complete the proof it remains only to choose |m| = n and apply Lemma 1.
4.4. Lower bounds for the resolvent. We conclude this section studying Schäffer's question in a broader context applying the new method to bound the resolvent
with given ζ ∈ D. To obtain a finite bound some kind of regularity regarding the location of eigenvalues of T with respect to ζ must be assumed. In Schäffer's original discussion this regularization is achieved through multiplication by the determinant. When ζ is shifted away from the origin a natural generalization of Schäffer's question is to find the best S ζ so that
holds for any T ∈ M n with ||T || ≤ 1 and σ(T ) ∩ ζ = ∅. Applying Lemma 3 to the polynomial a(z) =
and following the steps that led us to Theorem 6 we find the more general result stated below.
Theorem 7. Let T λ ∈ M n and ||·|| ∈ N (T λ ) be as in Theorem 6, let λ ∈ (0, 1) and
where d = d(λ, ζ) > 0 depends only on λ and ζ.
Upper estimates related to Schäffer's question
In this section we derive upper estimates for the resolvent of an algebraic power-bounded operator. This is motivated by studying sharpness of the prefactor √ e in Schäffer's upper bound but also by continuing the existing line of research on this topic [DS, NN1] . Given n ≥ 1 and 1 ≤ C < ∞ let P n (C) denote the set of power-bounded matrices/algebraic operators T with respect to any particular Banach norm ||·||, sup k≥0 T k ≤ C. To ensure a finite bound ζ must be separated from the spectrum σ(T ) of T . It will be convenient to measure this separation in Euclidean distance d(z, w) = |z − w| or pseudo-hyperbolic distance p(z, w) = z−w 1−zw depending on the magnitude |ζ|. We write briefly r ∈ (0, 1) for the pseudo-hyperbolic distance between ζ and σ(T ).
Theorem 8. Let T ∈ P n (C) with minimal polynomial m = |m| i (z − λ i ) of degree |m|. The following assertions hold:
(1) If |λ i | = 1 for all i = 1, ..., |m| then for any ζ ∈ C \ {zeros(m)} we have that
(2) If ζ = 0 and r = min i |λ i | > 0 we have that
(3) For ζ ∈ D we have that
where r = p(ζ, σ). (4) In case that ζ ∈ ∂D we have
Recall that for ζ = 0 Schäffer's original estimate reads ||T −1 || ≤ √ en r n . Theorem 5 point (2) is a slightly stronger bound. To date all operators that served to provide lower bounds with regards to Schäffer's conjecture had eigenvalues on a circle of radius 1 − const n . In this case the term r n does not go to zero and we conclude that this class of examples has no hope to achieve Schäffer's upper bound. More precisely we have the following corollary, which is a direct consequence of the proof of Theorem 8.
Lemma 9. Let T ∈ P n (C) with minimal polynomial m of degree |m|. Let λ 1 , λ 2 , ..., λ |m| denote the zeros of m. For any fixed ζ ∈ C \ {zeros(m)} and ρ ∈ (0, 1), we have that
The proof of Theorem 8 is based on the following lemma.
Proof of Lemma 9. Without loss of generality we assume that T can be diagonalized [NN1] . As T ∈ P n (C) its spectrum σ(T ) = λ 1 , λ 2 , ..., λ |m| is contained in the closed unit disk D. We can suppose that σ(T ) ⊂ D as the general case will follow by continuity. Let H 2 ⊂ L 2 (∂D) denote the standard Hardy space of the boundary ∂D. Given any function f ∈ H 2 and ρ ∈ (0, 1), we write f ρ (z) := f (ρz) = k≥0f (k)ρ k z k and observe that by the Cauchy-Schwarz inequality and Plancherel's identity
This inequality was used to obtain bounds on the inverse and resolvent of a power-bounded operator in [NN1, SO1] and to study spectral convergence bounds for Markov chains in [SRB] . From Remark 4 above we have that
We fix ρ ∈ (0, 1) and consider the Blaschke productB := n i=1 z−ρλ i 1−ρλ i z , whose zeros are contracted by a factor of ρ. The corresponding Malmquist-Walsh basis for KB is
We write P S for the projector from H 2 to a subspace S ⊂ H 2 . Clearly any f ∈ H 2 can be decomposed as f = P BH 2 f +P K B f , where we write P K B = n k=1 ·|e k e k for the orthogonal projector onto K B . Here ·|· means the scalar product on L 2 (∂D), which is consistent with the notation in Section 3. Note that (P BH 2 f )(λ i ) = 0 such that
Now Equation (5.2) implies that
On the other hand we have
and we conclude that
Together with the inequality in (5.1) this observation allows us to bound the resolvent as
The last equality is exploiting orthonormality of Malmquist-Walsh basis. A further straight forward computation shows that
which proves Lemma 9.
Proof. [Proof of Theorem 8] Direct applications of Lemma 9 prove the assertions of Theorem 8.
(1) In case that |λ i | = 1 ∀i we have for any ρ ∈ (0, 1) that
and taking the limit ρ ↑ 1 we find that ||R(ζ,
(2) If ζ = 0 we have that
and summing the geometric series we find
concludes the proof. and bound
The maximum of the function λ → . Note that for the optimization is it sufficient to consider real ζ. Therefore . is increasing. We obtain that the resolvent is bounded by
6. Asymptotic analysis: On the l
In this section we determine the asymptotic behavior of
Recall the contour integral representation of Fourier coefficients
From this representation it is immediate that one can split
In a preliminary work [SZ2] we developed the tools from asymptotic analysis and we determined the asymptotic growth of the Taylor coefficients b n λ (k) both with respect to k and n. Holomorphy of b n λ implies that for any fixed n the coefficients b n λ (k) decay exponentially when k grows large. In similar vein at fixed k the coefficients b n λ (k) decay exponentially in n. The interesting behavior, which is relevant for the l A ∞ -norm, therefore occurs when k = k(n) is a sequence, see [SZ1] for details. We have shown [SZ1, Proposition 2] 
Bounding by triangular inequality we conclude that if k / ∈ [αn, α −1 n] then (1 − z 2 )b n λ (k) decays exponentially in n. Moreover for any sequence k = k(n) we find that (1 − z 2 )b n λ (k) decays at most as O(n −1/3 ). Building on the methods developed for b n λ (k) the goal of this section is to determine more precisely the asymptotics of (1 − z 2 )b n λ (k). Our findings are contained in below proposition and summarized in Table 6 below. and choose fixed α ∈ (0, α 0 ) and β ∈ (α 0 , 1). In the following we consider sequences k = k(n) and all assertions are meant to hold for large enough n. and α ∈ (0, α 0 ) arbitrary but fix.
) then we have the following asymptotic growth estimate
To determine the upper bounds for k ∈ [αn, α −1 n] we rely on methods from the asymptotic analysis of Fourier integrals. We introduce a function f a with a ∈ R + by
where log denotes the principal branch of the complex logarithm. Using f a we can write
where g(z) = (1−z −2 ). Determining the asymptotic behavior of such integrals as n → +∞ is a relatively standard task when f is fixed, see e.g. [WR, BlHa] . For us the situation is slightly more complicated as f a depends on k and n but even here we can rely on existing methodology. It is common that the dominant contribution to such integrals comes from a small neighborhood around the stationary points of f . We begin by identifying those points for f a = f k/n . For notational convenience we shall write f a with an additional argument instead of the index f a (z) = f (z, a).
Lemma 11. Let f a (z) = f (a, z) be as defined above and let a = k n . We have the following assertions.
(1) If a ∈ (α 0 , α
then f (·, a) has one stationary point z 0 ∈ {−1, 1} of order two i.e, ∂f ∂z
0 ] then f (·, a) has two stationary points z ± ∈ R of order one, i.e.
∂f ∂z
+ . The stationary points z + and z − are given explicitly by
Proof. Computing derivatives we confirm
The function f (z, a) has a stationary point if and only if ∂f /∂z = 0, i.e. iff
Solving the latter for z yields the representation (6.2) for the roots z ± of ∂f ∂z
. If a / ∈ α 0 , α
The lemma shows that the location of stationary points of f a in C is determined by the location of a = k n relative to the critical interval [α 0 , α −1 0 ]. As a approaches the boundary the stationary points degenerate. Thus we treat the situations, where a is separated from the boundary and where a approaches the boundary individually. The former scenario corresponds to point 5) in Proposition 10, i.e. there is a β ∈ (α 0 , 1) that separates a from the boundary, a ∈ (β, β −1 ). In the second scenario, where a approaches the boundary, the asymptotic behavior depends on the speed at which a approaches the boundary. This is reflected in the points 2), 3), 4) from Proposition 10. Speaking roughly we employ the following methods to determine the asymptotics.
• If a is separated from the boundary then the stationary points z ± of f a belong to the contour of integration ∂D. Since z k/n 1−λz z−λ = 1 for any z ∈ ∂D we can introduce the real function
to write the integral as a generalized Fourier integral,
Since a is separated from the critical boundary we have
where ϕ a is the unique critical point of h a in (0, π). To determine the asymptotic behavior of this integral we will rely on the method of stationary phase [EA] .
• When a approaches the critical boundary we are faced with coalescing saddle points. If a approaches the boundary from the inside the two saddle points z ± remain on ∂D. However, when a approaches the boundary from the outside the saddle points z ± move along the real line. While in the former situation we can rely on a modified version of the method of stationary phase, in the latter case we first deform the contour of integration such that is passes through z ± . The asymptotic behavior in this situation is determined using the method of steepest descents. To capture the asymptotic behavior we also take account of the speed at which a approaches the boundary. To achieve this we employ a uniform version of the method of stationary phase/ steepest descents as is introduced in [CFU] .
Proof of Proposition 9, Point 5). To determine an asymptotic upper estimate we suppose a situation where a is fixed in an interval K ⊂ [β, β −1 ]. The stationary points of h = h a are given by (see Lemma 11 point 1))
and we write z +,− = e iϕ +,− with ϕ + ∈ [0, π] and ϕ − ∈ (−π, 0]. Only z + is interesting because we integrate over [0, π] . For the second derivative we have that
It follows from (6.3) that
To find the asymptotics we apply a standard result by A. Erdélyi [EA, Theorem 4 ] (see also F. Olver [OF, Theorem 1] for a more explicit form), which however requires that the stationary point is an endpoint of the interval of integration. Hence we begin by splittinĝ
For the second integral [EA, Theorem 4 ] (see also [OF, Theorem 1] 
For the first integral´ϕ + 0 g(ϕ)e inh(ϕ) dϕ we change the variable of integration ϕ → −ϕ as suggested in [EA, p. 23] . We get
Applying [EA, Theorem 4 ] (see also [OF, Theorem 1] 
where we made use of |z + − λ| = 1−λ 2 a and 2ℑ(z + ) = |z
. We conclude that for fixed a we have
We are interested in an asymptotic bound to sup k∈[βn,
If n is large we see from the above formula that the supremum is attained at k = a * n.
The situation is more complicated when k approaches the boundary of [α 0 n, α
0 n]. When a varies in a domain of the complex plane the saddle points z ± vary with a and coalesce when a approaches the critical boundary. If a was fixed the method of stationary phase / steepest descents would apply but if a approaches the critical boundary the radius of convergence of the resulting asymptotic expansions goes to 0. The so-called uniform method of steepest decent [CFU] was developed to provide asymptotic expansions that are uniform in a. According to Lemma 11 the integral
has two simple saddle points when k is separated from the boundary. The saddle points coalesce into a single saddle point of order two as a approaches the boundary. We assume that k approaches the right boundary, lim n→∞ k n = α −1 0 , the reasoning for the left one being similar. In this situation the main contribution to the contour integral comes from a small arc around z = 1. We deform the circle ∂D such that the new contour of integration C passes through the saddle points z ± . We write D ± for a small neighborhood containing z = 1 and z ± . We have
This is a consequence of [SZ1, Lemma 7] where it is shown that for any fixed ǫ ∈ (0, π)
To simplify the dependence of the saddle points on a we change the variable of integration via a locally one-to-one transformation of the form
The parameters γ and ρ are determined such that t = 0 is mapped to z = 1 and the saddle points z ± are mapped symmetrically to t = ±γ. The below proposition is from [CFU] stated in the formulation of [WR, Theorem 1 p. 368] . has exactly one branch t = t(z, a) that can be expanded into a power series in z with coefficients that are continuous in a. On this branch the points z = z ± correspond to t = ±γ. The mapping of z to t is one-to-one on a small neighborhood D ± of z = 1 containing z + and z − . This is proved in [SZ1, Appendix] for a near α + γ 2 t dt, i.e. with G 0 replaced by G 1 we find that R 1 (n) can be neglected 1 2iπ˛∂ D g(z) exp (nf a (z)) dz z ∼ A 0 n 1/3 Ai(n 2/3 γ 2 ) + A 1 n 3/3 Ai ′ (n 2/3 γ 2 ), n → ∞.
To estimate A 0 and A 1 it remains to explicit G 0 (±γ) = G 0 (t ± ) = z −2 ± (z ∓ − z ± )z ′ (t ± ).
Observe that as k/n approaches α as x → +∞ we find Ai ′ (n 2/3 γ 2 ) n 2/3 A 1 n 1/6 (α
n 2/3 .
We conclude this section with the desired upper estimate on the l A ∞ -norm of (1 − z 2 )b n λ .
