In battery-operated portable or implantable digital devices, where battery life needs to be maximized, it is necessary to minimize not only power consumption but also energy dissipation. Typical energy optimization measures include voltage reduction and operating at the slowest possible speed. We employ additional methods, including hybrid asynchronous dynamic design to enable operating over a wide range of battery voltage, aggregating large combinational logic blocks, and transistor sizing and reordering. We demonstrate the methods on simple adders, and discuss extension to other circuits. Three novel adders are proposed and analyzed: A two-bit PTL adder and two dynamic two-bit adders. Circuit simulations on a 0.18μm process at low voltage show that leakage energy is below 1% and that short-circuit energy depends on circuit topology and can be as high as 50% of total energy when operating at low voltage and low fanout. The proposed adders achieve up to 40% energy savings relative to previously published results, while also operating faster.
Introduction
Certain digital battery-operated portable or implanted systems require maximum battery life. To achieve that goal, the designer needs to minimize energy dissipation (rather than optimizing for low power). One useful means is to allow operating at the slowest possible computational speed, and this is possible in devices such as hearing aids in which the computational requirements are limited. Another obvious method is operating at the lowest possible supply voltage. In addition, many batteries provide a varying level of voltage over their lifetime, and the circuit be better designed to accommodate a wide range of supply voltages. Such voltage variation results in wide delay variation.
Common approaches to low power and low energy design include the following. Asynchronous, delayinsensitive circuits [1] - [13] enable operation over a wide voltage range. Some of them employ dual rail logic [1] - [4] , others use single-rail design [5] - [9] [26] , while still others combine single-and dual-rail for further energy minimization [10] - [13] . General purpose programmable instruction-execution based processors are avoided when possible, to eliminate the energy required for instruction fetch and decode [1] [2] [14] [15] . A variety of low power / low energy circuit techniques are proposed in [14] [16]- [20] .
Adders are representative of signal processing architectures, and the results can be extended to other data path circuits. Fast static, bundled-data asynchronous adders are described in [26] [27] . Both papers describe various speed-up techniques that may trade-off power efficiency for speed. These techniques are best avoided when the lowest energy per computation is sought. Thus, we focus on ripple-carry adders. References [26] [27] also indicate power and energy advantages of asynchronous adders, but are inconclusive regarding whether static or dynamic circuits would dissipate lower energy. In this paper we focus on dynamic adders.
We consider some previously published low energy dynamic adders [11] [21]- [23] and apply a number of transformations to them, resulting in three novel architectures. The transformations include various topology changes, the aggregation of full-adders into larger combinational circuits, the combination of dual-and single-rail asynchronous logic, proper transistor sizing, and transistor reordering to minimize the charge drawn from the supply. We operate the circuits at the lowest possible voltage, and consider their operation over a wide range of voltages.
We discuss four previously published low power adders in Section 2, and introduce three novel adders in Section 3. Circuit simulation analysis on a 0.18μm process is presented in Section 4, where we show that leakage energy is negligible, short-circuit energy can be significant depending on circuit topology, and in general our Minimum Energy Dual-Bit Dynamic adder achieves up to 40% energy savings while operating up to 60% faster than the other adders.
Existing Asynchronous Low Energy Dynamic Adders
Common fast adder architectures, such as carry-select, carry-look-ahead and parallel-prefix adders consume excessive energy for the sake of speed, due to circuits that speed up the logic and introduce additional transitions. The slower ripple-carry adder (comprising only full adder cells) typically consumes the least amount of energy per addition thanks to the absence of "redundant" logic that is used in other adder architectures to speed up and parallelize calculations. The energy dissipation can be further minimized by using larger blocks of logic. For instance, each basic cell can add two or more pairs of bits at once. Larger blocks reduce wire and transistor counts, thus minimizing the number of transitions.
Asynchronous adders can be implemented employing either bundled-data static circuits, or dynamic ones. Bundled data asynchronous adders were described in [26] , showing potential for logic size minimization and low power. Comparison of the two types was described in [27] , showing similar energy consumption: The dynamic adder had fewer transistors and less capacitance to charge, because only one PMOS transistor is used for each logic gate. Another example is Martin's adder [21] , which is more energy hungry due to the larger number of PMOS transistors. When the delay line is added to a static adder (to make it bundled data), its energy advantage is further diminished. If the static logic is not hazard-free, glitches may dissipate additional energy. On the other hand, dynamic dual rail logic dissipates energy on pre-charging and on completion detection. Thus, there is no clear winner that always dissipates less energy than the other, and a detailed comparison is recommended when the two approaches are evaluated. In this paper we focus on dynamic asynchronous adders.
In this section we analyze four previously proposed asynchronous dynamic low energy full-adder cells: A dynamic dual-rail adder, a dynamic hybrid adder combining dual and single rail encodings, a dual-bit dynamic adder, and a PTL adder.
A Dynamic Dual-rail Adder
Martin's adder [21] minimizes the number of signals that must be considered for completion detection [21] based on the evaluation of guaranteed dependencies. Note that none of the full adder (FA) cells can complete the calculation before the arrival of the Carry-in signal from the previous stage. Thus, if the S and Cout signals are valid, it means that Carry-in is valid, and current S and Cout provide indication also for Carry-in. In an n-bit adder, it is sufficient to observe the n sum outputs and the final carry-out in order to detect completion. The drawback of this method is that the Completion Detection (CD) logic is organized as a tree having n inputs (n being the number of bits) and hence it grows at a rate of O(n). 
Martin's adder circuits
Martin's adder ( Figure 1 ) employs dynamic pre-charged dual-rail logic. Note that each complex gate requires multiple PMOS transistors in its pre-charge path. To minimize the size of the completion detection and pre-charge logic, it uses weak indication. Due to using dual-rail logic, this adder consumes more energy than the remaining circuits below.
Another possible asynchronous dual rail adder can be implemented using DIMS (Delay Insensitive Minterm Synthesis) logic [13] . But since DIMS is based on strong indication, it dissipates more energy and hence it is not considered in this paper.
A Dynamic Single-Bit Adder
Nielsen's [11] [12] ripple carry adder produces only a single-rail output s.t for the sum, since completion is indicated by cout signals. This is a hybrid approach, where sum is single-rail, and the inputs, carry in and carry out are all dual-rail.
Figure 2. Nielsen's dynamic adder schematics
It can be observed in Figure 2 that the adder is reset by Req, which is common to all stages. This allows quick execution of the return-to-zero part of the handshake. Likewise, when Req rises, all the stages in the chain start their calculation simultaneously. sum1,2,3 and cout1,2,3 are complex gates consisting merely of NMOS pull down logic. Using Req signal allows reducing the Reset logic size, using a single PMOS transistor per complex gate, and consequently dissipating less energy than Martin's Adder.
A detailed CMOS implementation of the cell circuit is described in Figure 3 . A low output is retained by the keeper transistor. The circuit is based on Nielsen's Adder but we have eliminated some logically redundant transistors that were originally included for timing symmetry but consumed more energy.
A Dynamic Dual-Bit Adder
Chong [22] describes a low transition count, low energy adder based on dual-bit adder cells. Similar to Nielsen's adder, completion detection is based only on the last dual-rail CarryOut signal. All Sum signals are single-rail ( Figure 4 ). The dual-bit adder circuit is shown in Figure 5 .
A PTL Single-Bit Adder
PTL (Pass Transistor Logic) is claimed to provide a low energy solution for arithmetic functions [19] [23], because arithmetic functions include many XOR gates, and PTL implements XOR gates in an efficient manner. PTL circuits supposedly dissipate low energy thanks to using a small number of pass transistors, which are usually NMOS. 
Chong's dynamic dual-bit adder
Another reason that PTL circuits dissipate low energy is the absence of V DD -to-GND paths, thus eliminating short-circuit energy dissipation during slow transitions. The voltage degradation (V DD -V Tn ) associated with NMOS PTL further reduces energy thanks to reducing the charge being transferred. This is compromised somewhat by the need for inverters and buffers for swing restoration. In addition, the fact that the same charge is transferred through long NMOS chains also contributes to energy savings.
We examine an asynchronous PTL full adder circuit following [19] , implementing dual rail Cout and single rail Sum ( Figure 6 ). The output is pre-charged by Req; when Req=0 all outputs show empty tokens, and Req=1 produces valid outputs. The output is separated from the evaluation PTL circuit with a path transistor, also driven by Req, to prevent contention (and short-circuit current) on the pre-charged node. Completion is detected by Cout. 
Novel Low Energy Dynamic Adders
While exploring various low energy adders, we have noted that the following set of rules help minimize the energy consumed by the adders. These rules are applied below in the design of our novel circuits:
• Hybrid single / dual rail circuits save energy, if dual rail is limited to indicating the completion of critical paths and single-rail is used elsewhere.
• Larger blocks of combinational logic save energy thank to reducing logic size and the number of buffers, and eliminating some transitions.
• In pre-charged dynamic logic, the input signal that changes the latest should gate the switching transistor that is nearest the pre-charged output node. This rule minimizes the total charge deposited during pre-charge and thus minimizes energy dissipation.
The following adders have been designed using the above rules. A modified Chong's adder is presented in Section 3.1. Novel dual-bit PTL and dynamic adders are discussed in Sections 3.2 and 3.3, respectively.
A Dynamic Dual-Bit Reordered Adder
Chong's adder may be improved by applying some topological transistor reordering (a similar idea has been proposed in [17] [18] ). Typically, the Req signal triggers evaluation only after all signals (except possibly carry-in in all but the first block) are ready. Consider the transition from pre-charge to the computation phase in Figure 5 . Eight transistors are connected to the precharged nodes. Inputs that become ready (high) before Req is set may turn on some of these and other transistors and increase the number of nodes that are precharged, thus increasing the total charge in the circuit. This problem can be mitigated by transistor reordering as in the Dynamic Dual-Bit Reordered (DDBR) adder of Figure 7 . Req transistors now separate the precharged output node from the rest of the NMOS pull-down logic. As a result, as long as Req is low, only the output node is precharged. Once Req rises, the NMOS logic is charged only by the keepers, consuming less energy than in the original Chong's adder. The contribution of this transistor reordering is analyzed in Section 4.8.
A Dual-Bit PTL Adder
An asynchronous Dual-Bit PTL (DBPTL) adder is shown in Figure 8 . It employs dual-rail for carry-out and single-rail for the two sum outputs. This circuit applies the dual-bit addition rule to PTL, resulting in improved energy dissipation, as discussed in Section 4.8 below. Figure 8 .
A dual-bit PTL adder
A Minimum Energy Dual-Bit Dynamic Adder
A novel Minimum Energy asynchronous Dual-Bit dynamic (MEDB) adder cell ( Figure 9 ) was implemented using all the rules defined above. Since we employ ripple carry addition, the last valid input at each full adder cell is its carry-in input. We take advantage of this fact by placing the transistors gated by carry-in closest to the pre-charged output node. This completely eliminates any unnecessary charge distribution in the internal nodes. In addition, the MEDB adder cell is dual-bit, employing a complex gate to produce s0 and s1. The cell combines dual-and single-rail: only Carry-out provides completion indication. As is shown in Section 4.8 below, this exploitation of all the energy saving rules leads to the most energy efficient adder circuit. 
Simulation Methodology
All adders were designed using the same 0.18μm TSMC CMOS process and simulated using Cadence Spectre. We chose that process because the leakage and variations in delay and process parameters in 0.18μm and older technologies can be ignored, as opposed to newer technologies such as 90 and 65 nm. Moreover, due to high leakage, using newer processes may be less advantageous in "slow" applications where the idle time is very long.
The adders were simulated under various combinations of supply voltage, capacitive load and input values. The conditions and the assumptions were the same for all simulated circuits. Supply voltage was varied from 1.5V to 0.7V (while the nominal supply voltage is 1.8V). Capacitive loads represented fan-out of 1-10 gates. A set of one hundred random input values was applied in all simulations.
Delay and energy per computation cycle for each input vector were recorded, and averaged over the 100 random input vectors. While general purpose computing applications can favor small numbers (as shown in [28] ), this may not be the case in DSP applications where special purpose low-energy circuits are desirable, such as in hearing aids and medical implantable devices. In addition, when dual-rail circuits are used, all inputs and outputs are reset each evaluation cycle, eliminating correlation between vectors. Consequently, we have opted for random inputs.
All adders were simulated using the same environment: The same interface circuit drives all the inputs, the supply voltages are the same, and the output loads are the same. The same completion detection was used for all circuits.
The adders are compared based on transistor level simulations. No layout was performed, and no wire parasitics are included. The transistor models, however, include all transistor parasitic parameters. In ripple carry adder circuits the wires are short, because most of the transistors are NMOS and layout area utilization is high. Most of the adders studied in this paper have a similar structure, leading to similar total wire length. Thus, topology and fanout constitute the principal differences when comparing the adders.
All adders were driven by the same external logic. All outputs were loaded by the same typical 5-transistors fanout load to achieve fair comparison. A standard four-phase input-output protocol was employed [13] .
Transistor Sizing for Low Energy
In this study we employ minimal size transistors for the various low energy adders. This can be justified as follows. Minimum size transistors are suggested in [16] for minimal energy in a cascade of logic gates, where the total load capacitance is dominated by active gates rather than the interconnect. This is also the case in dynamic asynchronous adders. Consisting mostly of minimal size NMOS transistors, the compact layout minimizes the interconnect and helps diminish parasitic capacitance.
Martin et al. [25] estimates the computational energy as
where E 0 is the minimal possible energy corresponding to minimizing E without regard for T, n=C/P where C is the total gate capacitance and P is the total parasitic capacitance, T n is the computation time given n, and T ∞ is the theoretical minimal computation time at any energy, namely for very large n. As transistors are made smaller, n decreases and T n increases. E n is thus minimized when transistor sizes approach zero.
Pedram [17] shows that if performance was not a design constraint, design for low (dynamic) power would be achieved by using minimum sized gate versions everywhere. When the principal energy component is due to dynamic switching (
, energy is minimized by employing minimum transistors, regardless of the delay penalty. In our case, where performance is not a design goal, we use minimal size transistors in all circuits (excluding the keepers).
Two-Bit Adder Simulation
First, single and dual-bit adder cells were simulated, to establish the baseline, to verify leakage effects, to explore the correlation between energy dissipation and the number of transistors, and to investigate circuit behavior over all possible input values. For fair comparison with Chong's dual-bit adder cell, three of the cells of Section 2 (Nielsen's, Chong's and PTL) were simulated as two-bit circuits.
The simulated circuits included completion detection. All outputs were loaded by 10fF capacitors, representing an average fan-out of 4 to 5 transistor gates. Since voltage scaling serves as the principal means for energy reduction, all simulations were conducted while sweeping V DD from 1.5V down to 0.7V (while 1.8V is the nominal V DD for the technology). The energy was averaged over all 32 possible input combinations.
The simulated ten cycles of valid-then-empty inputs consist of a sequence of five data cycles, followed by a long idle period in the middle, and concluded by the remaining five cycles. By varying the idle period we were able to determine that leakage accounts for less than 1% of the total energy consumed by those adder cells.
Low voltage operation, essential for low energy dissipation, necessarily leads to slow switching, thus increasing the risk of energy dissipation through short-circuit currents. Short circuit currents could be reduced or eliminated by using high V TH transistors and by stacking. These techniques are also useful for leakage current minimization; however, we have not employed them in this study. In Section 4.5 below we show that short circuit energy cannot be neglected. Figure 10 presents the total energy dissipation of the three circuits versus V DD , averaged over 32 runs of ten additions each.
We examined transistor counts ( Figure 11 ) in order to study their impact on energy. Evidently, mere transistor count is not a sufficient predictor of energy dissipation. The PTL adder requires the largest number of transistors (40% of them were employed in the Request-enabled output buffer that was required to make it "asynchronous"). Still, the PTL adder dissipates on average 14% less energy than Nielsen's adder. Also, despite the fact that PTL FA requires 17% more transistors than Chong's FA, it dissipates only about 10% more energy. Chong's FA contains 8.5% fewer transistors but consumes 20% less energy than the (single-bit) dynamic FA, thanks to producing only one carry-out signal. The dynamic FA calculates a carry-out signal per every bit, thus dissipating more energy.
We can learn from the simulations ( Figure 10 ) that Chong's adder dissipates the least amount of energy. PTL dissipates a bit more, but less than Nielsen's FA. All circuits demonstrate robustness to a wide variation of voltage levels. Chong's FA produces the best result thanks to its dual-bit structure, reducing the logic size, eliminating redundant wiring and consequentially reducing the number of transitions. These observations provide a strong incentive to design larger blocks of logic in order to gain maximal energy reduction. 
Average Energy vs. VDD

32 Bit Adder Simulation
In order to get more precise results of energy and time measurements, more complex structures have to be simulated. The circuit we chose is 32 bit ripple-carry adder (RCA). Different two-bit adders were used as a base of 32 bit RCA along with regular full-adder cells. Three existing adders (Chong, Dynamic and PTL) and three novel adders (a dual-bit reordered, a dual-bit PTL and minimum energy dynamic adders) were described in Sections 2 and 3, respectively.
The simulation environment was the same as for two-bit adders (Section 4.1), except for the timing diagram-only one cycle was used to assess delay (T) and energy (E) per calculation. We also consider ET and ET
2
, as discussed in Section 4.6. Figure 12 and Table 1 show the energy consumption of the six adders. One can observe that the simple transistor reordering in Chong's adder leads to energy reduction of about 10%. Using dual-bit PTL cells rather than single-bit ones results in 15% less energy. The advantage of larger blocks in dynamic adders is even higher: Chong's adder consumes 20% less energy than Nielsen's.
Energy Comparison
The novel DBPTL adder requires less energy than Chong's, and the novel MEDB adder consumes even less energy. The latter was designed following all the rules proposed in Section 3. The MEDB adder dissipates 20% less energy than Chong's, although it is based on the same set of formulas [22] . This advantage is achieved thanks to reducing the pre-charged capacitance and, consequently, the amount of charge deposited during the pre-charge stage. The reason for the difference in energy between the DBPTL and MEDB adders is as follows: While PTL is typically optimized for XOR gates, two-bit adders require either OR/NOR or AND/NAND gates rather than XOR, rendering DBPTL somewhat less energy efficient than the MEDB adder. Figure 13 and Table 2 depict the delay of all simulated adders, showing that the novel MEDB adder is the fastest one. This is thanks to the reduced amount of charge that is deposited during pre-charge and removed during evaluation. Note that this is the same argument that led to the same circuit being the most energy efficient! MEDB is 50% faster than Chong's adder thanks to transistor reordering, and 65% faster than Nielsen's thanks to the dual-bit architecture.
Delay Comparison
DDBR adder operates 25% faster than the original Chong adder. The dual-bit PTL saves 25% time compared to the single-bit PTL adder. 
bit adders' energy measurements
Short Circuit Energy
Short-circuit (SC) energy has typically been ignored or estimated as a fixed percentage of the dynamic energy [14] [17] when transition times at the input and output ports of a gate are about equal. In addition, while dynamic energy is perceived as quadratically dependent on voltage, SC energy is considered to be a linear function of the supply voltage. However, it appears that in circuits with low fan-out, those general guidelines should be revisited.
We measured the simulated SC energy on a chain of inverters in order to estimate the portion of SC in the total energy dissipation of low-energy adders. The inverter chain generates a "typical" slope at the input of the measured gate, and its output is loaded by varying levels of fan-out, from one to ten gates. Switching energy depends linearly on fan-out, while short-circuit energy is almost independent of the output load. It is evident that at low fan-out, SC energy is close in magnitude to the switching energy. In circuits where most fan-out levels are low, it is hence unrealistic to consider SC energy to be less than 10% of the total dissipated energy [14] , irrespective of the supply voltage. At high fan-out, the switching energy depends approximately quadratically on voltage, and the SC energy appears to be negligible. At low fan-out, the two energy components are about equal in this voltage range, rather than exhibiting respective quadratic and linear dependence on voltage. As summarized in Figure 14 , short circuit energy (at least in the case of inverters) constitutes a certain portion of total energy, depending on fan-out but independent of voltage. At fan-out levels of 1-4 (typical in the adder circuits discussed above), short circuit energy is 20%-40% of total energy dissipation.
Short circuit energy evaluation in adders is more complicated, but in general the adder can be designed to minimize SC energy. First, the higher transistor stacks result in lower short circuit currents. Second, it is feasible to reduce the probability of a short circuit path; for instance, in the MEDB adder, the carry in signal (which drives only an NMOS gate) is designed to arrive last (after the rising transition of Request). 
ET and ET 2 Comparison
Martin et al. [25] suggest optimizing ET 2 instead of minimizing either component separately, because in CMOS ET 2 is roughly independent of the supply voltage over a wide range. This is based on the observation that E=CV 2 and the gate delay T ∝ C/V. Thus, ET 2 ∝ C 3 , independent of V. Once optimized, energy and delay can be freely traded off against each other through supply-voltage adjustment.
Observing the graphs of ET 2 ( Figure 15 ), note that the graphs are not as flat in this voltage range as expected. This is due to the fact that we operate at voltage levels significantly lower than nominal values, causing the following deviations. First, we operate the transistors deep into their triode region near cutoff, rather than in their normal saturation or cutoff modes. Second, the ET 2 model assumes that V TH scales with the supply voltage, but we consider normal V TH transistors regardless of the reduced voltage. Third, while energy is indeed proportional to CV 2 , as supported by simulation, the simulated delay is not linear in 1/V. Last, the ET 2 model ignores short-circuit and leakage energy, but we show in Section 4.5 above that in low fan-out cases short-circuit energy is significant. Thus, voltage independence of ET 2 does not hold for low supply voltage. Figure 16 charts ET for all simulated adders. The ET graphs are flatter than the ET 2 ones over a wide range of supply voltage, from about 1.5 down to 0.9V, allowing a simple linear tradeoff between energy and delay over that range. Below 0.9V, however, any further savings in energy incurs a higher delay penalty.
Both ET and ET 2 models show that the three proposed novel adders are superior to previous adders.
Charge Sharing
The proposed adders in Section 3 might suffer of charge sharing. The charge deposited on the gate and diffusion capacitors of the transistors connected to the precharged node may be distributed among the internal nodes (diffusions) through NMOS transistors. As a result, the voltage of the precharged node decreases. If the precharged voltage drops by more than ½VDD, it may erroneously switch the output.
Consider the Cout.f circuit of Figure 9 . The worst case happens when the Req transistor opens last. Some input values may have been previously set to high, and when Req rises the charge is distributed over the internal nodes, decreasing the voltage of the precharged node. The keeper may have difficulty handling the simultaneous sharp increase in node capacitance.
A simulation of the voltage drop and its influence on the outputs demonstrates that the effect is relatively minor in our circuits. The total precharged capacitance is C pre =22.4fF. In the worst case, c.t and a0.t are set to '0', while the rest of the inputs are set to '1'. Cout.f output should remain '0' during the evaluation. Tracking the path of open transistors in cout.f NMOS tree we counted 10 diffusions that share charge with the precharged node. The total capacitance of the internal diffusions is 19fF (~1.9fF per diffusion).
Since charge is shared through an NMOS transistor (gated with Req), the voltage of its source node is degraded to (V DD -V Tn ). In order to simplify calculations, we assume that the voltage does not change, but capacitance is adjusted accordingly. Then, since Q CV = , we find that the equivalent capacitance of the NMOS tree diffusions is ( )
Thus, for supply voltage of 1.5V, the equivalent capacitance equals to:
C eq =19fF×(1.5-0.45)/1.5=13.3fF
and the voltage drop is about:
For 0.7V:
When comparing estimated values with simulation results as presented in Figure 17 and Figure 18 , we can conclude that these estimations are too pessimistic. The simulated voltage drops for two extreme supply voltages of 1.5V and 0.7V are 370mV and 25mV, respectively. These observed values of voltage drop do not affect the outputs and thus the voltage drop due to charge sharing does not cause any malfunction. The output node voltage in both simulations is hardly changed: 13.4mV for 1.5V supply and 5mV for 0.7V (less than 1%), not only because of the relatively small change in the precharged node voltage, but also thanks to the high keeper gate capacitance (L keeper =4×L min ), which serves as a decoupling capacitor. 
32-bit adders' ET simulation result
We showed that the voltage drop due to charge sharing among internal nodes is indeed present, but it is small enough not to affect the output value. Extra energy is spent by the keeper and the output NOT buffer to "restore" the voltages at the buffer's input and the output. Nevertheless we still benefit from total energy savings thanks to exploiting the last transitioning signal.
In higher bit count adders, e.g. when each module performs an addition of three, four or more bits, the voltage drop can be more significant due to the deeper NMOS tree, which is expected in 3-bits adder to reach a depth of seven (for comparison in MEDBD and Chong adders it is five transistors deep). This can lead to malfunction of the circuits, and should be carefully checked during the design. 
Summary
In this work we describe some existing techniques for energy minimization and their application to asynchronous dynamic adders. These techniques include simpler ripple-carry adders without redundant logic (which consumes extra energy), using minimal size transistors for capacitance reduction, and selecting circuit topologies that minimize switching activity. Some existing adders are introduced in Section 2 and low energy characteristics of each one are emphasized. Based on these techniques and some additional methods described in Section 3, we have defined and proposed the following rules for energy minimization:
• Combine asynchronous dual-and single-rail circuits
• Employ large blocks of combinational logic
• Connect the last transitioning input signal as close as possible to the precharged output
The advantages and energy minimization contribution can be summarized as follows.
Energy dissipation simulation results ( Table 1) show that larger blocks of logic save 16-20% of energy thanks to reducing the number of wires and transistors, as well as the number of blocks. Buffers are eliminated and consequently the number of transitions is reduced (cf. the Chong and DBPTL columns relative to Nielsen and PTL, respectively, and consider also Figure 12 ). This observation provides a strong incentive to design larger blocks of logic in order to gain maximal energy reduction.
Correct transistor ordering provides additional energy savings, thanks to decreasing the number of charged/discharged nodes. Thus, the DDBR adder consumes 10% less energy than the Chong adder and the MEDB adder saves up to 20% energy, despite the fact that it was implemented using the same set of logic expressions [22] .
Decreasing supply voltage contributes about 20% energy savings per each 0.1V (see Figure 12 ).
We conclude that the proposed set of rules can lead of up to 40% energy reduction, as can be observed by comparing the Nielsen and MEDB adder columns in the table.
Regarding delay simulations ( Table 2) , for most levels of supply voltage (above 0.8V), the dual-bit basic adder cells in Chong and DBPTL reduce delay by 13% and 27% relative to their single-bit dynamic and PTL counterparts, respectively, thanks to using fewer blocks and buffers. Optimal transistor ordering improves performance almost twofold, thanks to the fact that the amount of charge in the output nodes is smaller than in the original Chong's adder and charging and discharging are faster.
The energy and delay results are combined in Figure 16 and Figure 15 : The MEDB adder exhibits more than 60% savings in ET and more than 80% in ET 2 , relative to the Nielsen and Chong adders.
Having considered adders, we take advantage of the fact that the carry signal arrives last. Other circuits do not necessarily have this characteristic. However, it might be worthwhile to delay one of the input signals relative to the others and use it to gate an NMOS transistor placed as close as possible to the output node, to save precharge and evaluation energy.
Conclusions
Novel asynchronous low energy dynamic adder circuits have been introduced and analyzed: A dynamic dual-bit reodered (DDBR) adder, an asynchronous dual-bit PTL (DBPTL) adder, and a minimum energy asynchronous dual-bit dynamic (MEDB) adder. We first reviewed some existing circuits, which exploited large combinational blocks, dynamic logic, hybrid single-and dual-rail, and path-transistor logic. We employed similar techniques, and also added transistor reordering to assure that the last transitioning signal is connected as close as possible to the precharged output. We eliminated redundant logic, employed only minimum size transistors, and sought to minimize transitions whenever possible. As a result, we show that larger blocks of logic saved up to 20% energy, transistor reordering saved about 20% energy, and operating at the lowest supply voltage enabled even further energy savings. The circuits are shown superior not only in terms of energy but also in terms of ET and ET
2
. The adder that consumes the least amount of energy (MEDB) is also shown to be faster than the other ones.
Other types of asynchronous adder circuits, such as bundled data adders, may also be considered and compared with the dual rail adders presented in this paper.
While the paper demonstrates the application of low-energy design rules to adders, they are largely applicable to other circuits as well. For instance, while in the adder we exploited the fact that carry arrives last, in other circuits it may be possible to either identify such an input or to delay one of the inputs relative to others.
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