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Statistical methods of process improvement have found numerous valuable applications 
in manufacturing and non-manufacturing processes. This thesis contributes to statistical 
process monitoring and process adjustment methods for quality control and quality 
improvement of industrial processes. One of the problems associated with process 
adjustment in product industry is unavailability of in-situ data. The delay in measurement 
is due to the time taken to measure the process quality characteristic, queue at metrology 
machines, multistage processes etc. The process adjustment strategies for processes with 
measurement delay are discussed in Chapter 3. It is crucial to consider the economic 
aspect of process adjustment such as adjustment costs and off target costs. The bounded 
and unbounded feedback adjustment methods are proposed. The adjustment schemes as a 
compromise between increase in process variance and adjustment costs are given. 
The processes experience various types of disturbances depending on the prevailing 
production environment. Intermittent process disturbances are one of the commonly 
experienced types of disturbances. The process operates under stable conditions and is 
affected intermittently by disturbances. The multivariate process adjustment method 
under such disturbances is considered in Chapter 4. It is proposed to integrate recursive 
estimation and the multivariate exponentially weighted moving average control chart. 
The process is monitored on the multivariate exponentially weighted moving average 
control chart. Once a shift in process is detected, the shift size is recursively estimated 
and process is adjusted sequentially.  Unlike other multivariate controllers, this method 
does not actuate the process adjustment every period. Hence, suitable for processes where 
adjustment at every run is not desirable. 
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Another problem encountered in practice is the uncertainty in process disturbance 
distribution. The uncertainty may be attributed to several upstream machines, raw 
material variability, several suppliers and changing process conditions. The process 
adjustment under uncertain disturbance distribution is considered in Chapter 5. The 
process adjustment strategies for processes with known and unknown initial state under 
symmetric and asymmetric off target costs are given.  
Multivariate process monitoring methods have found several valuable applications in 
industry. One of the crucial needs of multivariate process monitoring methods is an 
efficient graphical display of the process. A chart which simultaneously displays the 
information about individual variables and its multivariate description yet remains easily 
interpretable. A novel graphical representation of multivariate control charts integrating 
line and column charts is discussed in Chapter 6. The proposed method efficiently 
displays the process information and is easier & economical for practical implementation. 
The proposed graphical display assists in identifying the components of multivariate 
process that have caused the out of control signal. 
In some processes it is desirable to monitor the relationship between a response variable 
and a set of explanatory variables. This relationship is referred to as profile. The profile 
monitoring control charts based on Fisher’s central and non-central F-distributions are 
proposed in Chapter 7. The proposed control charts perform better than the existing 
methods in detection of shift in profile variation and perform competitively in detecting 
the shift in profile parameters. The run length performances of the proposed charts are 
obtained analytically and generalized to various cases. The proposed monitoring method 
is very well-suited for practical implementation. 
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The world is witnessing a phenomenal change in the business environment through 
globalization and technological advances. A successful organization is challenged to stay 
ahead of its competitors by producing high quality products at low cost. This can only be 
achieved through continuous improvement of organization’s processes. Statistical quality 
improvement methods are the answers to these challenges. Industry has adopted various 
quality improvement methods. Statistical tools have been at the heart of these quality 
improvement methods. These statistical quality improvement methods have found 
countless useful applications. The results of implementing these methods have been 
reduced defects, reworks, scraps, improved customer satisfactions, reputation, brand 
value and savings. The success of these statistical methods has not been limited to 
manufacturing industries alone. These methods have also found equally useful 
applications in non-manufacturing industries. To name a few successful results, with 
adoption these methods industries have experienced improved safety, reduced inventory, 
reduced customer complaints, reduced call drops and improved efficiency. 
Statistical process monitoring and process adjustment methods have definitely helped in 
improving the quality of processes. The modern manufacturing processes are increasing 
in complexity and reducing in process margin.  Hence, a continuous effort from academia 
is needed to develop better methods to address the problems arising out of these 
manufacturing processes. This will help industries to produce better quality products 
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using minimum resources, thus benefiting society. Aligning with these efforts, this thesis 
contributes to the statistical process monitoring and process adjustment methods for 
quality and performance improvement.  
1.2 STATISTICAL PROCESS ADJUSTMENT 
Statistical process control (SPC) is widely used to keep the quality characteristic of a 
process close to the desired target. The purpose is to differentiate between the inevitable 
random causes and the assignable causes affecting the process. If random causes alone 
are at work, the process is continued. If assignable causes are present, the process is 
stopped to detect and eliminate them. When such sources of disturbances cannot be 
eliminated economically, process adjustment or engineering process control (EPC) is 
employed. The aim of engineering process control is to apply corrective action to bring 
the output close to the desired target. This involves forecasting the process deviation from 
target and adjusting the process to cancel out the deviation. The control in EPC is 
achieved by an appropriate feedback or feed forward controller. EPC is commonly used 
in the process control of continuous production processes, while SPC is commonly used 
in product industries. Though SPC and EPC have developed in different fields for 
respective objectives, they share the common objective of reducing of variability. They 
can be good compliment to each other. To effectively implement EPC in machine tool 
environment, several issues need to be addressed. Several papers have addressed the 
issues of optimal adjustment strategies considering adjustment costs, off target costs, 
sampling costs, adjustment errors and production length etc. Box and Kramer (1992), 
Box and Luceño (1994) studied optimal dead band length considering fixed adjustment 
costs, sampling costs and quadratic off target costs. Crowder (1992) solved the process 
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adjustment problem under finite production length assumption. Jensen and Vaderman 
(1993) further studied the problem with inclusion of adjustment errors. Lian and del 
Castillo (2006) studied the dead band policies for unknown process parameters. del 
Castillo (2002) and Box and Luceño (1997) provide detailed overview on process 
adjustment problems. A detailed literature survey on engineering process control can be 
found in del Castillo (2006) and Butte and Tang (2008).  
1.2.1 Feedback Adjustment for Processes with Measurement Delay 
One of the assumptions in most of the statistical process adjustment methods is that, the 
measurement data is available in situ. That is, there is no delay in obtaining the 
measurement. In product industries often the data on quality characteristic is not available 
instantly due to the time taken to obtain accurate measurements. The finished products 
after machining need to be dismounted, cleaned, taken to high precision measurement 
tools and carefully measured. Several products are produced in multiple stages. The 
quality characteristic of one stage cannot be obtained until all the subsequent stages are 
finished. At the final stage the measurement is done and the quality characteristic related 
to each stage is obtained. This induces delay in obtaining the measurement of quality 
characteristic at each stage. Often same metrology tool is used to serve multiple 
processes, hence finished products experience queue at metrology steps. As metrology is 
considered as non-value added activity, the capital investments in metrology equipments 
receive secondary preference. Hence, the metrology tools operate under tight capacity 
and experience queue. In some processes product may require post processing. For 
example, the product may be hot and the measurements can only be obtained after it 
cools down. These factors induce metrology delay for each of waiting processes. 
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Unavailability of in situ data on quality characteristic is stated as one of the major 
problems for implementation of engineering process control in many product industries. 
See, for example (Edgar et al. (2000), (del Castillo (2002), (Moyne et al. (2001). This 
problem is of high practical importance and has not received the deserved attention. 
Measurement delay has been studied in reference to run to run controllers in 
semiconductor manufacturing. The effect of measurement delay on the stability of single 
input single output and multiple input single output exponentially weighted moving 
average (EWMA) controller was studied by Adivikolanu and Zafirious(1998, 2000). 
Wang et al (2005) studied recursive least square estimator of run to run controllers with 
measurement delay. Measurement delay is not unique to semiconductor industry alone. It 
is commonly experienced in other product industries as well.  Run to run controllers aim 
to maintain process on target assuming the adjustment costs are insignificant. In contrast 
in many product industries the adjustment costs are significant. Hence, it is not advisable 
to adjust the process often. In such cases a control strategy that solely functions on the 
objective of reducing off target cost and neglects the adjustment costs is of limited 
practical value. In Chapter 3 the process adjustment strategy under measurement delay is 
addressed. The bounded and unbounded feedback adjustment schemes are proposed. The 
chapter derives two propositions to choose bound length. The first proposition will be 
useful when the cost parameters of the off target cost and adjustment costs are not known 
explicitly. The adjustment schemes are obtained as a compromise between increase in 
process variance and average adjustment interval. The second proposition is convenient 
when the cost parameters are explicitly known. The optimal bound length in this case is 
obtained by minimizing the total expected cost. It is shown that the effect of 
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measurement delay is to increase process variation and decrease average adjustment 
intervals. Measurement delay has more adverse effect on increase in process variation at 
lower value of bound length. In case of average adjustment interval the delay has more 
adverse effect on adjustment interval at higher value of bound length. 
1.2.2 Multivariate Statistical Process Adjustment Integrating Monitoring & Control 
Processes with multivariate quality characteristics are frequently encountered in practice. 
The area of multivariate process adjustment has been discussed by Tseng et al.  (2002a, 
2002b), del Castillo and Rajagopal (2002), and Good and Qin (2006). Tseng et al. (2001) 
proposed multivariate exponentially weighted moving average (MEWMA) for linear 
multiple input multiple output (MIMO) models. They obtained the stability conditions 
and feasible region of its discount factor. del Castillo and Rajagopal (2002) proposed 
extension of univariate double EWMA controller to multivariate double MEWMA 
controllers for trending multivariate processes. Good and Qin (2006) studied stability of 
MEWMA run to run controllers. The cases of disturbances discussed in context of 
multivariate processes are, 1) the process is offset by an unknown amount at the 
beginning of run, 2) the process is experiencing the continuous drift due to disturbances, 
and 3) the process is initially offset and is also experiencing continuous drift. The other 
commonly encountered disturbances are intermittent mean shifts attributed to changing 
production conditions.  Further, in several processes it is not desirable to adjust the 
process every run. Under such cases the continuous multivariate process adjustment 
strategies will not be appropriate. The process adjustment strategies under these situations 
by integrating multivariate statistical process monitoring, recursive estimation and 
process adjustment methods are addressed in Chapter 4. The process is monitored using 
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multivariate exponentially weighted moving average (MEWMA) control charts and once 
the shift is detected the process is adjusted sequentially by estimating the shift 
recursively. Chapter 4 also discusses the cost aspects of adjustment decision considering 
adjustment costs, off target costs and signal run. It is shown that the proposed method 
performs better than MEWMA controller when the process experiences high chances of 
intermittent shifts.  In many processes adjustment at every run is not desirable due to 
operational constraints and associated costs. Unlike other multivariate controllers in 
literature the proposed adjustment scheme does not require adjustment for every run.  
1.2.3 Process Adjustment under Disturbance Uncertainty 
One of the challenges faced in some manufacturing processes is that the disturbance 
characteristics will be uncertain and change over the production run length. Several 
products are produced in multistage processes, at each stage the processing is carried out 
on one of the available machine and the processed product is sent to any of the available 
machine at the next stage (or downstream). It is desirable to have exactly same machine, 
chamber or production conditions for the complete group of tools at one level so that 
identical parts are produced at same stage. This may not be possible in practice. Each 
machine, chamber and tool operates under its own production conditions. The shift and 
variability induced by each of the upstream machine is different. This induces uncertainty 
in disturbance distribution. In other processes the uncertainty in disturbance distribution 
may be due to raw material variability, suppliers’ variability, upstream machine 
variability, change in process behavior or variation in manufacturing environment. 
Chapter 5 addresses the problem of process adjustment when there is uncertainty in the 
disturbance distribution and proposes appropriate adjustment strategies under symmetric 
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and asymmetric loss functions. The estimation of relevant process parameters in the 
absence of prior process knowledge is discussed. It is shown that if there is significant 
uncertainty in the disturbance distribution, the standard control strategy will not be 
optimal. Hence the proposed process adjustment method needs to be adopted.  
1.3 STATISTICAL PROCESS MONITORING 
The objective of a process is to produce products on target but the process is being 
affected by numerous factors that induce variation in the process. This causes the 
products to deviate from target. The variation in the process is due to random causes and 
special causes. The aim in statistical process monitoring is to detect if the process is being 
affected by a special cause. If the process is being affected by random causes alone the 
process is continued. If the process is being affected by a special cause then the process 
needs to be stopped and the sources of the special cause need to be identified and 
removed. Control charts are the most commonly used statistical process monitoring tools 
which signal when the process is being affected by a special cause. Control charts plot the 
output of the process over time and compare the current process state with control limit to 
decide if or not the process is working under stable conditions. If the plotted statistics are 
out of control limit, it indicates that interference has occurred in the process. These 
signals call in for search of the assignable cause and removal of it. The control charts can 
be classified as control charts for attributes and control charts for variables. The other 




1.3.1 Multivariate Statistical Process Monitoring 
Multivariate control charts are crucial for monitoring the sate of multivariate processes. 
They help to identify and remove special causes affecting the process. T-square, 
multivariate exponentially weighted moving average (MEWMA), multivariate 
cumulative sum (MCUSUM) statistics are used to monitor and detect the changes in the 
process from its incontrol state. The most commonly used statistics to monitor the change 
in mean is T-square statistics proposed by Hotelling (1947). T-square statistic is based on 
the most recent observation alone. So, it is less sensitive to small and moderate shifts in 
mean vector. Several alternative procedures have been proposed that use the additional 
information from the recent history of the process (Woodall and Ncube (1985), Crosier 
(1988), Lowry et al (1992)). Cumulative sum and EWMA control charts developed to 
provide more sensitivity to small shifts in univariate cases were extended to multivariate 
quality control problems (Crosier (1988), Lowry et al. (1992)). Prabhu and Runger 
(1997) provided detailed analysis of the average run length performances of the 
MEWMA control charts. They provided tables and charts to guide selection of upper 
control limits. MEWMA control charts are relatively easy to apply and design. Like their 
univariate counterparts, properly designed MEWMA control charts are also robust to the 
assumption of normality (Montgomery (2005)). MCUSUM procedure and incorporation 
of the head start feature was discussed by Lucas and Crosier (1982). Multivariate 
counterparts of EWMA and CUSUM, MEWMA and MCUSUM are highly effective in 
detecting small and moderate shifts. Developing appropriate graphical display for the 
multivariate processes using MEWMA and MCUSUM has received less than deserved 
attention. When the out of control signal is prompted, the search for the component or a 
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group of components that have gone out of control is begun and the required corrective 
action is taken. The statistical approaches for identifying the out of control component 
variables were studied in Wierda (1994), Doganaksoy et al (1991) and Kourti and 
Macgregor (1996).  
The control chart forms a very valuable tool in process monitoring of multivariate 
processes. It is a crucial medium of communication between the process engineer and the 
process. Any problem in the process is articulated to the process engineer through these 
control charts. Hence an efficient graphical display is very important for practical 
multivariate process monitoring. The importance of efficient graphical display for 
successful implementation of multivariate process monitoring methods was well 
identified by various authors. Several methods have been proposed in literature to 
improve graphical display of multivariate control charts viz Ployplots (Blazek et al 
(1987)), Starplots (Statgraphics 3.0 (1988)), Profileplots (Bertin (1967)), Line graphs 
(Subramanyam and Houshmand (1995)), multivariate profile charts (Fuchs and 
Benjamini (1994)), multivariate boxplot- 2T control charts (Atienza, Tang and Ang 
(1998), (2002)).  All these are discussed in reference to 2T  control charts. However, the 
proposed methods have various weaknesses. The Polyplots are not easily plottable. They 
require separate control charts for each period and it is difficult to perform run tests. 
Though Starplots have Shewhart chart type look but they are also difficult to plot and 
cannot display negative deviations. The Line graphs are easy to plot but their 
interpretation becomes difficult as number of variables increases. Multiprofile plots 
efficiently display process information but they are also difficult to be plotted. In Chapter 
7 Line-Column on two axes charts are proposed to overcome the weaknesses of existing 
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methods. The Line-Column on two axes charts are easy to plot, facilitate run tests and 
minimize the perceptual effort required to obtain quantitative information about the 
process. With use of proposed chart the 2T /MEWMA/MCUSUM statistics can be 
represented simultaneously with other corresponding univariate components. This will 
make it easier to interpret the process. The components of multivariate quality 
characteristics responsible for out of control signal are intuitively displayed. The process 
shifts are easily distinguishable compared to any other methods. Further, the amount by 
which a variable has gone out of control can be determined from Line-Column 
multivariate control charts. The Line-Column multivariate control chart also helps to 
combat sensitivity 2T  for shits in covariance matrix. 
1.3.2 Profile Monitoring 
The quality of a process is not always described by a univariate or multivariate quality 
characteristics. The quality characteristics of several processes are defined as relationship 
between the response variable and the explanatory variable. In such processes it is 
required to monitor the relationship between the response variable and explanatory 
variables. This relationship is defined as a profile. Some of the examples of profile 
relations quoted in literature are torque as function of revolutions per minute (rpm), 
pressure as function of flow, vertical density as function of depth,  tonnage sampling in 
stamping, torque signal in tapping, force signal in welding etc. A need for profile 
monitoring arises such in several processes. Various studies and practical application of 
profile monitoring have been reported in studies by Zou et al (2007), Kang and Albin 
(2000), Kim et al (2003), Mohmoud and Woodal (2004), Mestek et al (1994), Stover and 
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Brill (1998), Chang and Gan (2006), Chicken and Pignatiello (2009), Jensen and Birch 
(2009), Yeh et al (2009),  and Noorossana et al (2010). 
The objective in profile monitoring is to detect any changes in the desired relationship 
between response variable and profile parameters. The profile monitoring control charts 
are systematically set up by phase I and phase II analysis. The phase I analysis involves 
finding the in-control process variation and model the in-control processes using the 
available data set. In-control profile variation is the variation in the profile when no 
assignable causes are present. The prevailing sources of variations are only natural 
sources of variation that cannot be removed from the process easily. Phase II involves 
monitoring of the process in real time. The profile parameter estimation is carried out in 
phase I study. The pre-requisite to estimate the profile parameters from the data is that, 
the process must have been in control truly representing the actual process without any 
outliers and influential observations. Mohamoud and Woodall (2004) studied phase I 
method of monitoring linear profile. Mahamoud et al (2005) proposed a change point 
method based on likelihood ratio statistic to detect sustained shift in linear profile for 
phase I. Zou et al (2006) proposed control chart based on change point model when the 
profile parameters are unknown but estimated from historical data. Kang and Albin 
(2000) proposed two phase II control charting procedures for profile monitoring. The first 
was to use multivariate T-square control chart. The second procedure was a combination 
of EWMA and Range chart to monitor regression residuals and standard deviation 
respectively. Kim et al (2003) proposed control charting procedure based by a 
combination of three EWMA control charts. They coded independent variable to average 
value of zero and used them to estimate the regression coefficients for each run. The two 
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EWMA control charts were used to monitor slope and intercept. The third EWMA chart 
was used to monitor increase in standard deviation. Zou et al (2007) proposed MEWMA 
control chart to monitor general linear profiles. The estimated profile parameters and 
standard deviations are transformed to achieve a vector that is multivariate normal 
distributed with mean zero and identity variance covariance matrix when the process is in 
control. The obtained vector is monitored on MEWMA control chart. In some 
applications of profile monitoring, autocorrelation in the profile data is observed. 
Noorossanna et al (2008) studied effect of ignoring autocorrelation on profile monitoring.  
In terms of applications, Kang and Albin (2000) discussed profile monitoring in the 
context of calibration in semiconductor manufacturing. Walker and Wright (2002) 
discussed the vertical density of engineered wood boards with respect to depth. Chang 
and Gan (2006) discussed monitoring of relationship between measurement processes to 
assure their accuracy. Staudhammer, Maness and Kozak (2007) proposed profile 
monitoring for lumber manufacturing. The other aspects of profile monitoring have been 
monitoring of shapes and surfaces. Jensen and Birch (2009) discussed nonlinear profile 
monitoring using nonlinear mixed model. Yeh et al (2009) discussed profile monitoring 
under binary responses using logistic regression model and illustrated with an example. A 
good review of profile monitoring was given in Woodall et al. (2004) and Woodall 
(2007). Profile monitoring has found several applications beyond manufacturing 
processes. Woodall (2006) proposed profile monitoring application in public health 
surveillance to detect clusters of increased disease rate over time.  Jiang et al (2007) 
considered profile monitoring in context of change in the customer time series over time.  
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Among the proposed linear profile monitoring methods in literature, the Kim et al (2003) 
requires three or more charts depending on number of profile variables. EWMA-Range 
charts require two charts. In both these methods the control limits to obtain overall 
incontrol average run length (ARL) is determined by simulations. T-square MEWMA 
schemes require only one chart to be monitored. ARL performance of T-square and 
MEWMA methods are difficult to obtain. To overcome these limitations in Chapter 7 
Fisher’s F control charts for general linear profile monitoring is proposed. The ARL 
performance evaluation and comparisons show that the F control charts detect shifts in 
process variation more efficiently than other methods. The proposed control charts 
perform competitively in detecting profile intercept and non-intercept shifts for moderate 
to large sample sizes. Unlike other profile monitoring methods which use simulations to 
obtain ARL performance, ARL performance of the proposed charts can be obtained 
analytically. The implementation aspects of the existing profile monitoring charts are also 
discussed. It is shown that the proposed control charts are most suitable for practical 
implementation. 
1.4 THESIS STRUCTURE 
The thesis has been organized in the following way. The Chapter 2 begins by giving a 
detailed review of engineering process control and discusses various aspects of statistical 
process adjustment. In Chapter 3, feedback adjustment for process with measurement 
delay is discussed. It is followed by Chapter 4 discussing on multivariate statistical 
process adjustment strategy by integrating multivariate process monitoring and 
adjustment methods. In Chapter 5 process adjustment under disturbance uncertainty is 
discussed. In the context of process monitoring, in Chapter 6 multivariate charting 
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techniques are reviewed in detail and a novel Line-Column approach is presented. The 
topic of profile monitoring is discussed in Chapter 7 and control charts for general profile 
monitoring based on Fisher’s central and noncentral F-distributions are given. Finally, the 

















ENGINEERING PROCESS CONTROL: A REVIEW 
2.1 INTRODUCTION 
2.1.1 Process control in product and process industries 
In manufacturing processes an objective is to keep the quality characteristics on the 
desired target. The exact conformance to the target value is not achievable owing to 
nonstationary manufacturing environment. Statistical Process Control (SPC) is used to 
monitor the process and detect assignalbe causes. SPC mainly involves plotting and 
interpretation of statistical control charts. The quality characteristic of the process  is 
sampled over time and monitored on statistical control charts. A center line and control 
limits are established using the process measurements. As long as the measurement falls 
within the control limits, no action is taken. Whenever the process measurement exceeds 
the control limits, search for the assignable causes is begun. SPC takes a binary view of 
the condition of a process, that is, the process is either running satisfactorily or not. The 
purpose is to differentiate between common causes and assignable causes in the process. 
If common causes alone are at work, the process is continued. If assignable causes are 
present, the process is stopped to detect and eliminate them. SPC tools such as Shewhart 
control charts, exponential weighted moving average (EWMA) charts and cumulative 
sum (CUSUM) charts are employed of this purpose. 
Engineering process control (EPC) is used in process control of continuous production 
processes. EPC is a collection of techniques to manipulate the adjustable variable of the 
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process to keep the output of the process as close to target as possible. The aim of 
engineering process control is to provide an instantaneous response, counteracting 
changes in the balance of a process and apply corrective action to bring the output close 
to the desired target. The approach is to forecast the output deviation from target which 
would occur if no control action is taken and act to cancel out this deviation. The control 
is achieved in EPC by an appropriate feedback or feed forward control that indicate when 
and by how much the process should be adjusted to achieve the objective.  
This chapter shall study EPC for product industries. The quality objective of the process 
is met by systematic application of feedback process adjustment. The first step in 
feedback adjustment is to build a predictive model for the process determining how 
process output and inputs are related. It is an important task as it provides the basis for a 
good adjustment policy. Design of experiment (DOE) and regression analysis are used to 
construct the relationship between the response variables and the control variables. In this 
chapter responsive processes are considered in which, the dynamic behavior of output is 
only due to disturbance dynamics and the control excercised comes into full effect 
immediately. It is assumed that control variables are available. In descrete part 
manufacturing problems, the control factor will  typically be the machine set point. The 
change in steady state output that will be obtained by unit change in input is called gain. 
Value of gain is obtained offline after conducting designed experiments and regression 
analysis before proceeding to process adjustment. The literature available on process 
adjustment can be broadly classified according to the problems addressed below, 
 Feedback adjustment for machine tool problems 
 Setup adjustment problems 
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 Run to run process control in application to semiconductor industry 
Broadly speaking, the machine tool problems address the processes which are affected by 
disturbances, the setup problems address processes that are offset during initial setting up, 
while the run to run problems address the processes which are affected by process 
disturbance in addition be being offset at the beginning of run. 
2.1.2 Need for Complementing EPC-SPC 
Though SPC and EPC have developed in different fields for respective objectives, they 
can be good compliment to each other as both share the objective of reducing of 
variability. The following points highlight the need for process adjustment in product 
manufacturing industry. 
1. Practical production environments are nonstationary and process is subject to 
occasional shifts. Though the causes of the shifts are known, it may be either 
impossible or uneconomical to remove them. Few examples are raw material 
variability, change of process behavior due to maintenance, variation in ambient 
temperature and humidity etc. Such sources of variability are unavoidable and cannot 
be eliminated from process monitoring alone. Process adjustment can be applied to 
minimize process variability under such circumstances. 
2. A process may undergo slow drift. The drift might be due to known causes such as, 
tool wear, build up of deposition inside the reactor, aging of components etc, or due 
to causes which can not be precisely identified. SPC alone is not well suited to control 
process with slow drift. When statistical control charts alone are used, the process 
must drift a certain distance before the control action is taken in response to an alarm. 
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If the product’s off target cost is high or the adjustments are inexpensive, there is no 
need to wait for long time to observe out of control point and take control action. 
3. In a few processes the state of statistical control may be an ideal case and difficult to 
achieve. In some processes it is difficult to tell if the process is in statistical control. 
In such cases, it would be beneficial to have mild control with process adjustment. 
4. Process adjustment alone is not suited to eliminate special causes that may affect the 
process. When special causes occur such as, sudden change in environment 
conditions or mistake in readings etc, process adjustment alone will not handle such 
situations. It will result in off target bias and increase variability of output. The 
process monitoring may be utilized to detect assignable causes. 
Hence, the objective on quality requirement can be better realized by integrating SPC and 
EPC. This is especially true in this contemporary time where hitherto the border line 
between product and process based industries has faded. There are several industries 
where a combination of product and process manufacturing techniques are employed. 
Semiconductor manufacturing industry is one of such industries. Modern manufacturing 
processes are complex and narrow in process margin. The process monitoring coupled 
with process adjustment will form a better tool to achieve process control.  
The control steps can be stated as follows, 
1. Detect the process performance from a stable process. 




3. If all the assignable causes cannot be removed economically, process engineer has 
to find a variable to adjust the process so as to maintain quality characteristics as 
close to target as possible. 
2.1.3 Early Arguments against Process Adjustments and  Contradictions 
Earlier statisticians and process engineers adhered to the notion of “do not interfere with 
the process that is in statistical control”. Such notion was also advocated by Deming 
through popular Deming’s funnel experiment (Deming (1986)). The experiment was 
conducted by monitoring a funnel over a target bull’s eye placed on flat surface. The 
marbles were continuously dropped through funnel and their position with respect to 
target is measured. The aim was to keep the balls on target with minimum variance. The 
position of funnel relative to target can be adjusted from drop to drop. Deming studied 
the effect of no adjustments to adjustments on the variance of the process. It was found 
that the strategy of no adjustment produced minimum variance and process remained on 
target. However, deeper insights on the experiment can be obtained by understanding the 
assumptions made in the experiment. 
The assumptions in Deming’s experiments were 
1. The process producing deviations from target is in statistical control 
2. Process is initially on target 
3. It is possible to aim the funnel on the target 
The same experiment was further analyzed and useful information was obtained 
(MacGregor (1990)). The process that is on target and statistical control should not be 
adjusted. However, if the uncontrolled process exhibits autocorrelation the feedback 
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control rules would prove beneficial. In case of nonstationary process the mean itself is 
moving, if left uncontrolled process mean will move away from target, hence feedback 
control is needed. This case is analogous to funnel experiment with the target itself is 
moving. Keeping the funnel fixed will not be the best alternative. 
The process variance would double if one applies full adjustment equal to deviation on a 
process that is in statistical control. Policy of adjustment would be better if process is 
nonstationary. In such cases, introduction of mild control would greatly reduce the 
variance of output. Implementing mild control on process under statistical control would 
increase the variance slightly (Box and Luceño (1997)). The suitability of process 
adjustment for a process also depends on adjustment cost, adjustment errors and 
measurement errors (Hunter (1994)) 
1. When adjustment costs and/or adjustment errors are high it is better to not to 
adopt process adjustment.  
2. When the measurement errors are high it is not advisable to implement EPC. 
EPC uses the feedback controller for process control. The deviations from the target are 
usually autocorrelated and this information is used to forecast the future deviation from 
target. The time series model is fitted to the autocorrelated output. Using historical data 
the model is identified and then the model parameters are estimated. This model is used 
to get the forecast of future disturbance and the controller is set to cancel out the 
deviation. An efficient process adjustment strategy has to take into account the 
economical aspects of process adjustment. The following few sections shall elaborate the 
above mentioned steps. 
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2.2 STOCHASTIC MODELS  
The important need for process adjustment is to model the stochastic disturbances 
accurately. It is necessary to understand the behavior of disturbances and their effect on 
quality characteristics. Most valuable contributions to model dynamic behavior of 
process were from Box and Jenkins ((Box and Jenkins (1962), (Box and Jenkins (1965), 
(Box and Jenkins (1970), Box et al (1974, 1994)). In their contributions stochastic time 
series modeling was adopted. The disturbances were envisaged as result of sequence of 
independent random shocks entering the system.  
2.2.1 Time Series Modeling for Process Disturbances 
Stochastic disturbances are most conveniently modeled as time series. This section shall 
briefly review time series analysis. In-depth analysis can be obtained from (Box and 
Jenkins (1962), (Box and Jenkins (1965), (Box and Jenkins (1970), Box et al (1974), 
Chartfield (1989), Box et al (1994), Montgomery et al (1990), Ljung(1999), Ljung and 
Soderstrom (1983), Richard and Brockwell (1996).  
The simplest time series is a sequence of values of 1 1, ...t ta a a , which are normally 
independently distributed with mean zero and standard deviation a . Such series is called 
white noise. Let us define disturbance as t tz y T  , where ty   is the quality characteristic 
to be maintained on target T. Time series model is an equation that relates the sequence 
of disturbance values tz  to white noise ta . 
Time series models are broadly classified into two classes  
1. Stationary time series models 
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2. Nonstationary time series models 
The stationary time series are the time series that oscillate around a fixed mean while the  
nonstationary time series do not stay around a fixed mean but gradually move away.  
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Figure 2.1 Stationary and nonstationary time series 
Stationary Time Series Models 
A stationary time series is a time series whoes statistical properties such as mean, 
variance and autocorrelation are constant over time. Stationary time series models assume 
that the process is in equilibrium and oscillates about a constant mean. The three 
stationary models are autoregressive models, moving average models and autoregressive 
moving average models. 
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In autoregressive AR (p) models the current value of the process is expressed as function 













B B B B
B z z






    (2.1)           
In moving average MA(q) models ݖ௧Ԣݏ is a linear function of finite number (q) of 










B B B B

   

        (2.2)             
Autoregressive moving average ARMA (p, q) models include both AR and MA terms in 
the model. It is represented as 
 ( ) ( )t tB z B a      (2.3)                       
Nonstationary Time Series Models 
Many series came across in practice in various fields exhibit nonstationarity, i.e., they do 
not oscillate around a fixed mean but drift. The most commonly assumed process 
disturbances are of nonstationary time series family. Once the time series makes 
excursion from mean it does not return unless a control action is taken.  
Autoregressive integrated moving average ARIMA models are nonstationary time series 
models and are of great help in representing nonstationary time series. ARIMA has AR, 
MA and an Integrating operator. 
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It is represented as 
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    ARIMA (p, d, q) can be regarded as a relation transforming highly dependent and 
possibly nonstationary process ݖ௧ to a sequence white noise ܽ௧. 
2.2.2 Stochastic Model Building 
Box et al (1994) proposed three stage iterative procedures to model time series data. The 
three steps are identification, estimation, and diagnostic checking of model. 
1. Use the data efficiently to identify the promising subclass of parsimonious model. 
2. Use the data effectively to estimate the parameters of the identified model. 
3. Carry out a diagnostic check on the fitted model and its relation with the data to 
find the model inadequacies and analyze need for model improvement. 
Model Identification 
The task at model identification stage is to estimate parameters p, d & q. It is most 
convenient to estimate model parameters based on autocorrelation function and partial 
autocorrelation function graphs. The first step would be to check for the time series 
stationarity. If the time series is not stationary, reduce it to stationary time series by 
differencing to appropriate degree. The stationarity of time series can be inferred by 
looking at the time series plot. However, a statistical way may also be adopted. If the 
25 
 
estimated autocorrelation function of the time series does not become insignificant, it 
suggests that underlying stochastic process is nonstationary. If the time series is found to 
be nonstationary the differencing is done d times until the estimated autocorrelation of 
differenced series become insignificant after small lag. The reduced time series would be 
of the form  
( ) ( )t tB z B a   
The next step would be to identify the resultant stationary ARMA process. The various 
subclasses of the time series model have following autocorrelation and partial 
autocorrelation properties. 
 For an AR(p) process, 
Autocorrelation function of a AR(p) process tails off and partial autocorrelation function 
of a AR(p) process cuts off after lag p. 
 For a MA(q) process, 
Autocorrelation function of a MA(q) process cuts off after lag q,  and the partial 
autocorrelation function of a MA (q) process tails off. 
 For an ARMA(p, q) process, 
     Both Autocorrelation function and partial autocorrelation function tail off. 
AR(p) parameter p and MA(q) parameter q are easier to identify than ARMA ( p, q) 
parameters p & q. In practice ARMA model is fixed after trying with the pure AR and 
MA processes. Most time series encountered in practice have parameters p, d, q less than 
or equal to 2. 
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Model Parameter Estimation 
The parameters of the model identified are to be estimated. If the estimation is carried out 
using historical data set it is called offline estimation. The parameters are estimated by 
maximum likelihood estimates. 
Diagnostic Checking 
If the model fitted is appropriate, the residuals should not have any information concealed 
in them. If the autocorrelation is completely captured the residuals will be white noise. In 
diagnostic checking the autocorrelation function of residuals is analyzed. Ljung-Box-
Pierce statistic is used to test the null hypothesis of no autocorrelation for any lag. If the 
residuals show significant autocorrelation then, the model must be refit and all the three 
steps should be repeated until satisfactory model is fit. 
2.2.3 ARIMA (0 1 1): Integrated Moving Average 
Integrated moving average IMA (0 1 1) is a special class of ARIMA (p, d, q) model. It is 
capable of representing wide range of time series encountered in practice such as, 
chemical process characteristics temperature, viscosity, concentration etc. It is also most 
suitable for modeling process disturbances. With AR parameter zero and I and MA 
parameter one each, the ARIMA becomes 
 1 ttt aaz       (2.5)                         
The integrated moving average model is defined by two parameters ߠ & ߪ௔ଶ. 
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    (2.6)                         
Intuitively ݖ௧ is a mixture of current random shocks and sum of previous shocks. 
The obtained model is used to forecast disturbances and characterize the transfer function 
of the dynamic process.  It is easy to show that EWMA provides minimum mean square 
error forecast for IMA (0 1 1). It is used for feedback control in EPC. 
Justification for IMA (0 1 1) Model 
Nonstationary time series model IMA (0 1 1) is most commonly used to model industrial 
disturbances. We shall justify the use of IMA(0 1 1) disturbance assumptions in deriving 
control actions to be used in practical cases. 
A good way to explain the nonstationary model and justify its adoption is by variogram. 
The variogram tells how much bigger the variance is for values m steps apart ሺ ௠ܸሻ than 
for values one step apart ሺ ଵܸሻ. The plot of 1( / )mV V  against m is called variogram (Cressie 
(1998)). For a white noise the 1( / )mV V  ratio is equal to unity for any value of m as data 
are uncorrelated. For a stationary series the ratio 1( / )mV V  rapidly increases initially and 
then flattens out. This would imply that the variance of values for initial m shall differ but 
for far values the ratio reaches a steady value. This is not practically justifiable as, once 
the process goes out of control the variance goes on increasing. For example if one crack 
appears on a shaft the crack goes on increasing till shaft breaks down. For nonstationary 
models the 1( / )mV V ratio goes on increasing as m increases and this represents a more 
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practical case (Box and Kramer (1992)). Stationarity would imply that once process goes 
out of control the process wanders just about the mean value. Nonstationary model will 
imply that once the process goes out of control the process keeps on drifting away from 
target unless a control action is taken. 
Study on ARMA and IMA models for discrete adjustment scheme has shown that a) IMA 
model leads to a much easier analysis, b) Almost exactly same average adjustment 
interval (AAI) and mean square deviation (MSD) are obtained under both disturbance 
models in the region of interest of the action limits, c) For wider action limits the ARMA 
disturbances overestimate the AAI and MSD with respect to the results provided by IMA 
disturbances and, d) The IMA model is robust against model misspecification compared 
with ARMA (Luceño (1998)). Hence, IMA (0, 1, 1) model is adopted to represent the 
process disturbance. 
2.3 OPTIMAL FEEDBACK CONTROLLERS 
The objective of EPC is to minimize the variance of quality characteristic around the 
target. It is assumed that a control variable is available which can be adjusted to 
compensate for the disturbances. It is also commonly assumed that the effect of change in 
control variable is observed fully in the next period on quality characteristic. Such 
responsive systems are common in discrete parts manufacturing. The expected deviation 
from the target for the next period is forecasted at the end of every period and the control 
variable is set so as to cancel out the deviation. Similar to any intuitive controllers, the 
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The parameter ߚ is called process gain. It is similar to regression coefficient representing 
the relative effect of change in input on output. The value of ߚ may be determined from 
classical design of experiments and response surface methodology (Box et al (1978)). In 
machine tool setting gain is usually assumed to be unity. The parameter ̂ݖ௧ାଵ is the 
minimum mean square error forecast of next deviation from target. The controller is 
known as minimum mean square error controller. 
EXAMPLE 2.1 
Consider a hypothetical industrial process shown in Figure 2.2, whose quality 
characteristic has to be maintained on Target = 0. The process is affected by disturbances 
from various sources and the quality characteristic drifts away from the target. The graph 
shown in figure depicts the process. This chapter shall demonstrate EPC methodologies 
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Time Series Plot of yd=1






















Autocorrelation Function for yd=1
(with 5% significance limits for the autocorrelations)
 



























Partial Autocorrelation Function for yd=1
(with 5% significance limits for the partial autocorrelations)
 
Figure 2.5 Partial autocorrelation function (5% significance limits) 
Model Identification 
The first step is to identify and estimate the time series model for the process 
disturbances. From the graph in Figure 2.2 it can be seen that the process is 
nonstationary, as the process is drifting away from target. The first differencing operation 
is carried out on the data. The graph of the differenced series shows that the series is 
reduced to stationary time series (Figure 2.3). To identify the time series model further, 
the autocorrelation and partial autocorrelation graphs are plotted as shown in Figure 2.4 
and Figure 2.5. The following observations are made, 
1. The autocorrelation function cuts off after lag 1. 
2. The partial autocorrelation function tails off. 
These are the characteristics of a MA (q) model and the order of MA series is 1 (q=1). 
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The parameter of this MA(1) series is 0.75  . 
Minimum Mean Squares Error Control  
In minimum mean squares error (MMSE) control, at the end of each period the next 
period disturbance (deviation from target) is forecasted and the control is applied against 
the forecasted disturbance. EWMA provides one step ahead MMSE forecast for IMA (0 1 
1) processes.   Figure 2.6 shows the MMSE controlled process. The deviations from 





















Figure 2.6 MMSE controlled process 
 
Robustness against Suboptimal Model Parameter Estimation 
Integrated moving average IMA(0 1 1) is commonly used model for process 
disturbances. The optimal value of smoothing constant, which produces minimum mean 
square error at the output is 1G     . 
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In industrial settings estimates from the available data set may not be accurate due to lack 
of data set.  Minimum mean square error control is robust against the use of inaccuracy of 
the damping factor (Box (1991a)). The sum of square curve tends to be flat in the 
neighborhood of the theoretical minimum. So a moderate departure from theoretical 
optimal damping factor would produce relatively lower increase in mean square error. 
The control applied using these estimates will produce the output variance very close to 
the theoretical minimum. The graph illustrates the sum of squared forecast errors (SSE) 
for the assumed process data. It can be noted that the minima is not a sharp point but a 
smooth flat curve near the optimal value of 0.25  . Even if one had chosen any value in 
the most general interval of industrial disturbance  ~[0.2, 0.4], the increase in sum of 
squared forecast errors from the minimum possible SSE would have been just 4.47%. 





































Further, the robustness is well explained as follows (Box and Luceño (1997)). Consider a 
IMA (0 1 1) disturbance model with true value of smoothing constant T . Let the value of 
G used in control scheme be a suboptimal value different from 1T T   . The variance 












       (2.8)                         
The equation depicts the inflation in the process variance as a consequence of using 
suboptimal smoothing constant. The two important points can be noted from the analysis. 
1. If the process that is in the state of statistical control (i.e., ߣ் ൌ 0) is adjusted 
equal to the deviation (i.e., G=1), the variance of the process would be inflated by 
a factor of 2. This point reaffirms the Deming’s funnel experiment; a process 
which is already in the state of statistical control should not be tampered. 
2. If the process is slightly nonstationary(i.e., ߣ் ൐ 0), the use of mild control (i.e., 
G=0.2~0.4) will greatly reduce the process variance comparing with no control 
strategy. In some processes the state of statistical control is difficult to maintain as 
the manufacturing environments are not static. Process engineer may not be sure 
if the process is under state of statistical control. Under these cases it is a better 
strategy to adopt some mild process adjustment. 
2.3.1 Economic Aspects of EPC 
The aim of EPC is to adjust the process to keep the quality characteristic on target. In 
practice, there are various costs incurred. These costs have to be taken into account to 
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make a rational decision. The major cost parameters involved in engineering process 
control are as off taget costs, adjustment costs and sampling costs. 
Off Target Costs 
Off target costs are the costs incurred when the quality characteristic deviates from target. 
These costs are proportional to the deviation from the target. They are linear functions. 
Off target costs are usually assumed to be quadratic. The cost function are also assumed 
to be symmetric. The costs of deviation above target and below target by same amount 
are same. However, it is not rare to come across the cases where the loss function is not 
symmetric about target. 
Adjustment Costs 
Adjusting a process may incur significant costs in real life processes. The adjustments 
may require the process to be stopped and some costly manipulations to be made. This 
consumes resources and valuable time. Frequent adjustments are hence not encouraged. It 
may be noted that adjustment is also shunned because it may induce additional variability 
in the process. The adjustment costs in EPC are assumed to be fixed and independent of 
the magnitude of adjustment. 
Sampling Costs 
Sampling costs is the cost incurred in obtaining the final numerical value of the quality 
characteristic. It includes the costs incurred in sampling the process and making physical 
and chemical analysis to obtain the reading from high precision measurements accurately. 




These costs are highly situation and case dependent. While producing a costly product off 
target costs may dominate adjustment and sampling costs. In one types of processes the 
sampling costs may be high while in other types of processes the required output data 
easily available from digital display. Similarly some process adjustment costs may be 
high requiring the process to be stopped or some costly repair to be done, while in some 
processes the adjustment may involve just turning a knob, making the adjustment costs 
insignificant. The rational decision, on whether to adjust the process and how often to 
sample the process should be based on various cost factors such as off target costs, 
adjustment costs and sampling costs. 
2.3.2 Bounded Feedback Adjustment 
If there are no adjustment costs and sampling costs, and adjustment is accurate, it is 
advisable to adjust the process at every period. In such cases the minimum variance 
controllers will be appropriate and effective in keeping the process on target. In several 
practical cases it is undesirable to adjust and sample the process often due to respective 
costs. To accommodate cost parameters into feedback adjustment, bounded feedback 
adjustment is proposed. In bounded feedback adjustment a deadband is placed around the 
target. The process is adjusted only if the forecasted deviation from target exceeds the 
bound length. This bound length is a function of off target costs, adjustment costs and 
sampling costs. 
2.3.3 Bounded Feedback Adjustment Short  Production Runs 
The current markets the usage life of several products is short. The products become 
outdated with entry of better quality products at reasonable costs. In such cases it is not 
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reasonable to assume infinite production length. The rapid development of technology, 
product innovation, use of just in time manufacturing etc have made the production run 
length short. To control such processes, applying the bound lengths obtained based on 
infinite production run length may prove to be suboptimal. There is a need to solve this 
under finite production length assumption. It is shown that length of production 
significantly influences adjustment strategy. Use of control limits based on assumption of 
infinite run process can significantly inflate expected cost. The short run limits were 
computed using dynamic programming and an algorithm was developed. It is shown that 
optimal dead band limit funnel out as the end of production run approaches. It is less 
attractive to adjust towards end of run (Crowder (1992)). Owing to lack of data available 
under short production model the parameters are to be estimated recursively. 
Same cost function was further studied with inclusion of adjustment errors. The effects of 
adjustment costs, adjustment variance and drift rate on the obtained optimal policy were 
studied. The following two results were given in the study.  Firstly, in case of non zero 
adjustment error there will be a dead band in optimal policy even when there is no fixed 
adjustment cost. It is advantageous to not to make adjustments if the adjustment is 
imprecise even if there is no fixed adjustment cost. Secondly, for relatively small non 
zero deterministic drifts their optimal policy calls for a certain amount of over 
compensation with each ordered process adjustment to anticipate drift that will occur in 
future time period.  
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2.4 SETUP ADJUSTMENT PROBLEM 
In manufacturing process it is crucial to setup the machine accurately at the beginning of 
production run. The effect of setup error is to induce mean shift in the output. It is 
necessary to adjust and correct the process that has setup error induced at the beginning 
of the run. Consider a process where machine is setup before the production run and the 
setup is subject to setup errors. The setup error will result in step deviation in the output 
quality characteristic ݕ௧ from its desired target T. Suppose that a control variable x is 
available and the control exercised comes into effect immediately without delay. In setup 
adjustment problems the objective is to bring the process on target quickly by estimating 
the offset accurately. The magnitude of offset is estimated from the observed data. The 
observations are subject to inherent process variation and measurement errors. The 
accuracy of the offset estimate can be improved with increase in the available data. 
Waiting for long time to collect data conflicts with the objective of bringing the process 
on target quickly. An optimal strategy for this situation is to sequentially estimate the 
offset and adjust the process accordingly. Grubbs (1983) proposed an elegant sequential 
adjustment rule to solve the setup error adjustment problem. It is popularly known as 
Grubb’s harmonic rule. The proposed adjustment strategy is to adjust the process 
according to following equation 
1
( )




   
   (2.9) 
The adjustment rule implies that, after the first part is measured, the machine is adjusted 
against the full observed deviation. After the second part is measured, the machine is 
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adjusted against the half the observed deviation and so on. The adjustment follows a 
harmonic series 1 11, , ,...
2 3
    , thus called as Grubb’s harmonic rule. 
 The following assumptions were made, 
1. Process is stable with no autocorrelation or drift in mean. 
2. Adjustments modify process mean. 
3. Adjustments are precise and implemented on every part. 
Sullo and Vandevan (1999) studied optimal adjustment strategies for short run 
manufacturing process with run to run variation and 0-1 quality loss function. They 
considered the case of fixed setup error being induced at the beginning of each. The 
strategy depends on the actual process parameters such as adjustment error, run size, and 
adjustment and sampling costs. They specified both the time and magnitude of 
adjustment for 0-1 quality loss function under short run manufacturing environment. Pan 
and del Castillo (2003) studied the setup adjustment problem and presented scheduling 
methods to determine the optimal time instants for adjusting a process. They compared 
three scheduling methods in terms of expected manufacturing cost and computational 
effort of each method. The adjustment methods were based on estimates of offset and 
process variance. The robustness of these methods under biased estimates of process 
variance and setup error was discussed. They recommended silver-meal heuristic method 
used in inventory control based on performance analysis. 
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2.5 RUN TO RUN PROCESS CONTROL 
Run to run control is a discrete form of feedback control in which control action is 
exercised between runs or batches to minimize deviation from target and process 
variability. It is mostly referred in context with semiconductor manufacturing. Run to run 
control problems have some characteristic differences with the machine tool control 
problem discussed in preceding sections. A review on run to run control literature can be 
found in references del Castillo and Hurwitz (1997), Moyne et al (2001). 
One of the differences between machine tool problem and run to run (R2R) control 
problem is in adjustment costs. In machine tool problem the adjustment costs are 
assumed to be significant. In R2R problems the adjustment costs are insignificant. The 
machine tool problems often assume long production runs. The parameters of the process 
disturbance are assumed to be determined to satisfactory degree of accuracy offline. In 
R2R problems production runs are short. There is no luxury of large historical data set to 
accurately estimate the model parameters. The parameters are roughly estimated offline 
with limited data set and are updated online. R2R control has found several successful 
applications in semiconductor manufacturing processes such as diffusion, 
photolithography, dry etch, implant, reactive ion itching and chemical mechanical 
polishing. In the following sections we shall discuss various aspects of run to run 
controllers. 
2.5.1 EWMA Controllers 
Single EWMA controllers are the most widely used controllers in semiconductor 
manufacturing industry. These controllers are simple and yet highly effective in keeping 
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the process on target and reducing variability. The procedure of adjusting process by 
using EWMA controllers is as follows (Ingolfsson and Sachs (1993)) 
Consider a process which is offset and interfered by process disturbance. Let the process 
be described by following equation 
1t t ty x         (2.10) 
where, 
ty  : Value of process quality characteristics (output) for batch number t 
1tx   : Control variable (input) chosen at the end of run 
t  :  Process disturbance 
  : Intercept or offset of the process. 
  : Slope or gain. 
The parameters ߙ & ߚ are assumed to be constant through time. They are unknown and 
are to be estimated from available data. The process gain is similar to regression 
coefficient depicting the amount of change in output for corresponding change in input. 
The process gain is estimated through design of experiments (DOE), regression analysis 
and response surface methodology (RSM). 
Let ݌଴ and b denote initial estimates of ߙ & ߚ; ݌଴& b are typically chosen to be least 
square estimates of ߙ & ߚ based on historical data. Like in any other controller, in run to 








    (2.11)                        
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Where T is the desired target value of output. 
In the proposed EWMA controller, the estimate of unknown parameter ߙ (intercept or 
offset) is updated and input variable is determined at the end of each run. The equation 
for estimation is as follows 
 1 1( ) (1 )t t t tp w y bx w p         (2.12)                         
where 0 1w   is called the discount factor. 
The estimated intercept is substituted into the following equation to determine the value 






   (2.13)
 
As it can be noted, the key idea in EWMA controller is that for a predetermined process 
gain, the intercept and input variables are updated recursively. The expected value will 
then asymptotically converge to desired target. 
If the process disturbances follow nonstationary IMA(0 1 1) model  
1 1 1
2~ (0, )     1,2,...






   
    (2.14)
 
The gain estimate bias be represented as b
   
Under the condition that the gain estimation is biased not more that two times original 
value i.e., 0 2b







   (2.15)
 
However, inaccurate estimation of unknown parameter &  lead to large value of initial 




   (2.16)
 
 Under inaccurate estimate it will take several runs for EWMA controller to bring process 
back to target. 
EXAMPLE 2.2 
Consider a process which in addition to being interfered by IMA(0 1 1)  process 
disturbance let the process be offset 2  . Suppose that the gain estimate is determined 
and found to be unity 1  . The objective is to bring process on target by process 
adjustment. Single-EWMA controller with 0.25w  is employed to control the process and 
keep it near target. The control is started with initial estimate of offset 0 0p   and is 
recursively updated in subsequent steps. Figure 2.8 shows the uncontrolled and single 
EWMA controlled process. It may be noted that EWMA controller efficienty brings 




















EWMA controlled Y(t) Uncontrolled Y(t)
 
Figure 2.8 Uncontrolled and EWMA controlled process 
2.5.2 Double EWMA Controllers 
Manufacturing process may experience deterministic drift with time and trend away from 
target. Such phenomenon may be due to aging machine or deterioration of ideal 
manufacturing conditions with time. The goal of the feedback control is to adjust control 
variable so that output will be as close to target as possible. The single EWMA in this 
case will not be optimal, as it can not compensate for deterministic trend. Hence, such 
processes are not efficiently controlled using single EWMA controllers.  
Consider a process which is offset, interfered by process disturbance and drifting with 
runs. Let the process be described by following equation 
 1t t ty x t            (2.17)                         
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As defined earlier, 1, , , ,t t ty x     denote output, intercept, slope, process disturbance and 
input recipe determined at the end of (t-1)th run respectively. The parameter   denotes 
the deterministic drift rate. The following double EWMA controllers are applied for such 




       (2.18)  
1 1 1 1 1
2 1 1 2 1 2
( ) (1 )             0<w 1
( ) (1 )  0<w 1
t t t t
t t t t t
p w y bx w p
D w y bx p w p
 
  
    
            (2.19)             
A double EWMA controller consists of filter to estimate the true output mean as well as a 
fileter to estimate trend. The forecast is equal to smoothed value plus smoothed trend. 
EXAMPLE 2.3 
Consider a process which is being interfered by IMA(0,1,1) process disturbance, offset 
by 3    and experiencing a deterministic trend of 0.5   per period. Suppose that the 
gain estimate is determined and found to be unity 1  . The objective is to bring process 
on target by process adjustment.  First, a Single-EWMA controller with 0.25w  is 
employed to control the process and keep it near target. The control is started with initial 
estimate of offset 0 0p   and is recursively updated in subsequent steps. It can be 
observed in Figure 2.9 that single- EWMA control leaves the process with considerable 
offset. This is because unlike double EWMA controllers, single-EWMA is not equipped 
to control process with high deterministic drift. A double-EWMA controller with 
ݓଵ ൌ 0.25 ܽ݊݀ ݓଶ ൌ 0.05 is employed to control the process. The control is started with 
the initial estimate of ݌଴ ൌ 0 ܽ݊݀ ܦ௧ ൌ 0. They are recursively updated in subsequent 
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steps. The following graph shows the single EWMA controlled and double EWMA 
controlled process. 
















dEWMA controlled Y(t) single EWMA controlled Y(t)
 
Figure 2.9 Single EWMA and dEWMA controlled process with deterministic drift 
 
The weights in double EWMA controller are selected considering transient and long term 
stability conditions (del Castillo (1999), del Castillo (2002)).  The exact expression for 
process output under double EWMA control, stability conditions and feasibility region 
for ARIMA(p,d,q) are obtained by Tseng et al(2002b). They derived optimal discount 
factor by minimizing the rework rate of process output instead of minimizing mean 
square error criteria used in del Castillo (1999). In case of double EWMA control 
scheme, the predicted model is constructed by a random sample to input output variables, 
the strength of the linear relationship between input output play a important role in 
determining the validation of the stability conditions. Tseng and Hsu (2005) derived the 
formula for an adequate sample size required to construct the predicted model in case of 
47 
 
single input single output and multiple input single output systems. They demonstrated 
the effectiveness of the covariance structure of input output variables in determining the 
sample size. The stability conditions of single and double EWMA feedback controllers 
are invariant with respect to large class of process disturbances that model the drift. 
However, the strategy of adopting double EWMA in place of single EWMA has 
significant advantage only if the drift rate is sever (del Castillo (2001)). 
2.5.3 Run To Run Control For Short Production Runs 
Single EWMA controllers and double EWMA controllers presented above guarantee long 
term stability under suitable discount factors but it may takes large number of runs to 
bring the process output to meet its target. This will have sever consequences in short 
production runs, frequently encountered in semiconductor industry. To overcome this 
shortcoming and reduce high rework rate during initial runs internal intercept iteratively 
adjusted and variable EWMA controllers can be adopted. In this section internal intercept 
iteratively adjusted (IIIA) controllers and Variable EWMA controllers are briefly 
discussed.  
Internal Intercept Iteratively Adjusted (IIIA) Controllers  
A double EWMA guarantee long term stability under suitable fixed discount factors but it 
takes large number of runs to bring the process output to meet its target. The quality 
characteristics may be out of specification limit at the beginning first few run. This makes 
double EWMA controllers inefficient for short production runs. This weakness is 
overcome by adopting IIIA controllers (Tseng et al.(2005)). The equation is similar to 
double EWMA controllers. IIIA controller updates the double EWMA filter to remove 
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initial nonrandom bias for short production runs. It is found that mean square error of 
IIIA controllers is less than the mean square error of double EWMA controllers. 
Variable EWMA Controllers 
EWMA controller with small discount factor can guarantee long term stability under 
fairly regular conditions but it usually requires a large number of runs to bring the 
process output to its target. Variable EWMA controllers overcome this weakness (Tseng 
et al.(2003). In variable EWMA instead of using a fixed discount factor a variable 
discount factor is used. To accelerate convergence, a larger discount factor is used in first 
few runs of R2R control. Optimal variable discount factor is obtained by minimizing the 
total mean square error within first few runs. Tseng et al. (2010) proposed adaptive 
variable EWMA controller for drifted processes focusing on minimizing total mean 
square deviation from target. 
2.5.4 Related Research 
Patterson et al. (2003a) addressed the problem of selecting variable to feedback for 
applying feedback control to semiconductor manufacturing process. They proposed an 
empirical methodology for selecting the best process variable for feedback in order to 
minimize variation in product variables. Patterson et al. (2003b) illustrated the practical 
aspects of utilizing the Patterson et al (2003a) methodology to self aligned gate etch 
process. Firth et al.(2006) presented just in time adaptive disturbance estimation which 
uses recursive least square parameter estimation method to identify the contributions to 
variation that depend on manufacturing context.  
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Chen and Guo (2001) analyzed that controllers based on the EWMA statistic are not 
sufficient for controlling a wearing out process. They proposed predictor corrector 
controller (PCC) to enhance run to run control capability. del Castillo (1999) showed that 
double EWMA controllers for single output and single input can be extended to multiple 
input single output models. Tseng et al. (2002a) proposed multivariate EWMA for linear 
MIMO models. They obtained the stability conditions and feasible region of its discount 
factor. Fan and Wang (2008) proposed neural network based tuning system for 
multivariate double EWMA controllers. Ye et al. (2009) discussed regression model 
based automatic process control design to obtained specified process performance with 
reduced adjustment frequency. Mannar and Ceglarek (2010) discussed functional process 
capability analysis and mean adjustment for the processes that have in-spec failures. 
Wang and Tsung (2010) proposed Bayesian framework for recursive parameter 
estimation of processes with categorical observation in process control.  
2.6 SPC AND EPC AS COMPLEMENTARY TOOLS 
Greater benefits are obtained when SPC and EPC are used as complementary tools. This 
combination helps to verify adequacy of adjustment and also helps to identify assignable 
causes of change in process performance.  It is criticized that EPC implementation 
deprives us of the opportunity of improving process by identifying the assignable cause 
and removing it. Few even compared EPC as a bandage to cover the wound not to cure it. 
The implementation of EPC and feedback control may conceal the true nature of 
disturbance affecting the process. This may be avoided by monitoring the control variable 
and the deviation from target. Any out of control points in the controller variable 
corresponding to an unusual large compensation for a disturbance may alarm the engineer 
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of a special cause in the system. The same way, any unusual errors will be notified 
through the charts monitoring deviation from target. SPC charts can be effective in 
reducing process variation when assignable causes exist in EPC controlled processes. 
Algorithmic statistical process control (ASPC) is a framework which unifies EPC and 
SPC. It is a control system which employs EPC to regulate the processes and then uses 
SPC methods to monitor the EPC controlled processes to detect any departure from 
assumed system model and revise if necessary (Vander weil and Vaderman (1992), 
Vander Weil et al (1992), Tucker et al (1993)). There are two methods used to integrate 
SPC and EPC, the first one is to monitor the output of the EPC controlled process. 
Second is to monitor the EPC control action. One of the issues with monitoring output of 
EPC controlled process is, when assignable causes exist, outputs are contaminated by 
control action and are autocorrelated. This results in small window of opportunity for 
detection of assignable causes. However monitoring control action can be more efficient 
in some autocorrelated processes while monitoring output can be more efficient in other 
autocorrelated processes (Jing (2002)). The performance of monitoring and EPC 
controlled process depends on 
1. Monitoring data stream- controlled output or control action 
2. EPC control scheme employed- MMSE control of PID control 
3. Underlying autocorrelation structure. 
 Proportional-integral feedback control and various feed forward sachems are appropriate 
or inappropriate depending on the choice of the parameters in the model, nature of noise, 
process dynamics, off target costs, adjustment costs and observation costs of the process 
(Box and Kramer (1990)).  Joint monitoring schemes using either Hotelling’s  approach 
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or Bonferroni’s approach can overcome the short comings of conventional SPC for 
controlled processes and both are quite efficient over a wide region of parameter space 
(Tsung et al (1999)). Pan and del Castillo (2003) studied sequential adjustment strategies 
based on stochastic observation techniques and combined it with control chart. Among 
the various multivariate procedures for joint monitoring of process output and control 
actions combined oU U  charts (Jiang (2004), Jiang et al (2006)) show good 
performance followed by 2T   and M charts (Hayter and Tsui (1994)). More recently, in 
the area of integration of monitoring and control, Lu et al. (2008) discussed development 
of neural network model with independent component analysis to identify the 
disturbances and recognize shifts in correlated process parameters. Park (2007) studied 
the performance of integrated process control procedure in terms of expected cost per 
unit interval. Wang et al. (2007) analyzed dynamic patterns that are observed in feedback 
control loop. Nembharad and Chen (2007) discussed cuscore control chart for generalized 
feedback control system. Yang and Sheu (2007) discussed performance evaluation of 
integrated EPC and SPC charts based on statistical and economic criterion such as 
Euclidean distance from target vector and average quality cost. Runger et al. (2006) 
studied relationship among control charts used with feedback control. Jiang et al. (2006) 




FEEDBACK ADJUSTMENT FOR PROCESS WITH MEASUREMENT 
DELAY 
3.1 INTRODUCTION 
In product industries often the data on quality characteristic is not available instantly due 
to time taken to obtain accurate measurements. The finished products after machining 
need to be dismounted, cleaned, taken to high precision measurement tools and carefully 
measured. Several products are produced in multiple stages; the quality characteristic of 
one stage cannot be obtained until all the subsequent stages are finished. At the final 
stage the measurement is done and the quality characteristic related to each stage is 
obtained. This induces delay in obtaining the measurement of quality characteristic at 
each stage. Such delay can be illustrated using sequential drilling process. In these 
manufacturing processes the plate is drilled with multiple holes of specified diameter at 
specific locations. The drilling is carried out sequentially using a manufacturing line. The 
plate is fed into this production line and different machine heads are designed to drill 
holes according to the specifications. The finished product is obtained at the end of 
production line and the quality characteristic corresponding to each of the drill head is 
measured at this stage hence there is a delay in obtaining the measurement of quality 
characteristic. However, due to continuous manufacturing set up, the plates will be fed to 
the process sequence continuously. 
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In some processes product may be hot and the measurements can only be obtained after it 
cools down. Owing to capital investment constraints the metrology tools operate under 
tight capacity. Often one metrology tool has to serve multiple processes. The products 
have to queue at metrology tool for measurement, as the metrology process is slower than 
the product arrival rate. Hence, measurement delay is frequently experienced in practical 
production settings. In this chapter the process adjustment strategies in case of 
measurement delay are addressed. Unavailability of in situ data on quality characteristic 
is stated as one of the major problems for implementation of engineering process control 
in many product industries (Edgar et al (2000)) (del Castillo (2002)) (Moyne et al. 
(2001)). This problem is of practical importance and has not received deserved attention. 
Measurement delay has been studied in reference to run to run controllers in 
semiconductor manufacturing. The effect of measurement delay on the stability of single 
input single output and multiple input single output EWMA controller was studied by 
Adivikolanu and Zafirious(1998),(2000). Good and Qin (2006) studied stability of 
multiple input multiple output EWMA run to run controllers. Wang et al (2005) studied 
recursive least square estimator of run to run controllers with measurement delay. Run to 
run controllers aim to maintain process on target assuming the adjustment costs are 
insignificant. In contrast, in many product industries the adjustment costs are significant 
and it is not advisable to adjust the process often. In such cases a control strategy that 
solely functions on the objective of reducing off target cost neglecting the adjustment 
costs is of limited practical value.  
 This chapter shall develop process adjustment strategy for processes with measurement 
delay. The optimal control schemes first based on compromise between increase in 
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standard deviation & average adjustment interval and then on minimum overall cost 
criteria are provided. Finally its application is demonstrated with an illustrative process. 
3.2 EPC FOR PROCESS WITH MEASUREMENT DELAY 
Consider a process whose period t quality characteristic ty  is to be maintained on target 
T. Let us define disturbance as Tyz tt  . Suppose that a control variable x is available. 
The aim of control equation is to keep the quality characteristic close to target. This 
requires forecasting next period disturbance and taking the control action to cancel its 
effect. The change in output variable produced by unit change in control variable is called 
process gain and denoted by  . Assume that the control is exercised at the end of each 
period and comes into effect immediately. Such responsive systems are common in 
production processes. The control equation ensures that the total compensation 1tx   will 
be equal to forecasted disturbance of the period.  
1 ˆt tx z          (3.1) 
The value of tz  will not be available at the beginning of the period but it can be 
forecasted with the available set of data. Thus, the crucial task is to forecast the next 
disturbance accurately by using the available data efficiently. We are considering a 
process with measurement delay wherein, at the end of any period t  the t d  period’s 
quality characteristic will be observed. Apt way to forecast the disturbance is by 
modeling the stochastic disturbances by time series approach. Time series model is an 
equation that relates the sequence of disturbance values tz  to white noise 2~ (0, )t aa N  . 
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Time series models and methods to obtain the appropriate time series models for practical 
processes are studied in, Box et al (1994), Chatfield (1989), Montgomery et al. (1990). 
We shall use integrated moving average model (IMA) of order (0 1 1) to model stochastic 
disturbances. The IMA (0 1 1) is a special class of time series models. It is most suitable 
for modeling industrial disturbances occurring in process and widely used in the 
literature. The IMA (0 1 1) model with parameter 2 and a  can be represented as below 
11   tttt aazz        (3.2) 
Intuitively, tz  is a mixture of current random shocks and sum of previous shocks. The k  
step ahead forecast for the period t  can be obtained by exponential moving average of 
past and current observation with parameter 1   . 
1ˆ ˆ( ) (1 ) ( )t t tz k z z k          (3.3) 
Forecast function can be written as a weighted average of previous observations is 
written as 
2
1 2ˆ ( ) (1 ) (1 ) ...t t t tz k z z z               (3.4) 
It can be noted that for IMA (0, 1, 1) model, the forecast for all future time is an 
exponentially weighted moving average of current and past realizations. The variance of 
lead k  forecast is obtained as 
2 2( ) [1 ( 1) ]aV k k         (3.5) 
The IMA(0 1 1)  is the most commonly used time series model for industrial 
disturbances. Box & Kramer (1992) justified use of these models using variograms. 
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3.2.1 Unbounded Feedback Adjustment For Process With Measurement Delay 
If there are no adjustment costs, sampling costs, and the adjustment is accurate, it is 
advisable to adjust the process at every period. In such cases the minimum variance 
controllers will be appropriate and effective in keeping the process on target.  
Steps for process control with measurement delay   
1. At the end of a period t , ( )t d  period’s quality response t dy   would be observed. 
2. Forecast 1 2 1, ...t d t d ty y y     . If disturbances follow IMA (0 1 1) model, EWMA will 
give forecast for all subsequent periods. However, the variance of forecast error 
increases with lead time. 
3. The control is applied against the forecasted deviation obtained from the t d  
observation. However, forecast 1ˆty   would be updated in subsequent steps depending 
on the observations 1 2, ...t d t d ty y y    . 
In several practical cases it is undesirable to adjust the process often due to adjustment 
costs. In the next section we discuss bounded feedback adjustment. 
3.2.2 Bounded Feedback Adjustment For Process With Measurement Delay 
In many processes it not encouraged to adjust process often due to operational reasons 
and associated costs. In such processes the costs involved and times consumed for 
adjustment are significant. Our aim is to keep the output closer to target without adjusting 
process frequently. We intend to develop control strategy for the process with 
measurement delay. The value of quality characteristic of interest at period t ty will be 
known at the end of ( )t d  period. So, there will be d period measurement delay. A 
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suitable policy would be to place a dead band around the target and the control is applied 
only when the forecasted quality characteristic falls beyond the dead band. No control 
action is taken as long as the forecasted quality characteristic falls within the dead band. 
This bound length is a function of off target costs and adjustment costs.  
 Steps for process control with measurement delay 
1. At the end of a period t, ( )t d  period’s quality response  t dy   would be observed. 
2. Forecast 1 2 1, ...t d t d ty y y     . If disturbances follow IMA (0 1 1) model, EWMA will 
give forecast for all subsequent periods. However, the variance of forecast error 
increases with lead time. 
3. If the forecasted quality characteristic 1ˆty   falls out of dead band L, control is applied. 
If not, the forecast is updated. The control is applied against the forecasted deviation 
obtained from ( )t d  observation. The forecast 1ˆty   would be updated in subsequent 
steps depending on the observations 1 2, ...t d t d ty y y    . 
3.2.3 Evaluation Of Average Adjustment Interval (AAI) And Mean Square 
Deviation (MSD) 
As discussed above, it is not desirable to adjust the process every period due to the cost 
and time associated with the adjustment. It is necessary to place a dead band around the 
target within which no control action is taken. The length of dead band is a critical 
decision variable. The dead band limit is a compromise between increase in standard 
deviation of process for less frequent adjustment. We provide following propositions and 
corresponding proofs to choose bound length. The derivations are extension of Box & 
Luceño (1994) for process with measurement delay. The first proposition is useful when 
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the cost parameters of the off target cost and the adjustment costs are not known 
explicitly. The second proposition is convenient to use when the off target costs and the 
adjustment costs ratio is known. The optimal bound length in this case is obtained by 
minimizing the overall cost function in the proposition.  
 
Proposition 1 
For a process with IMA (0,1,1) disturbance with parameter   , measurement delay d, 
quadratic off target costs, fixed adjustment costs and a chosen bound length L, the 
average adjustment interval (AAI) and increase in standard deviation (ISD) are given by 
 2 .3 21 1.1( / ) ( / ) 1 0.115exp 9.2(( / ) 0.88)e e eAAI L L L                (3.6) 
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2 2 1 0.06( / )1 1











              (3.7) 
Where (.) is the standard normal cdf, 2 2 2(1 )e a d    ,  2e  is the variance of 
disturbance forecast and 2a  is the variance of white noise. The value of L is chosen to 
achieve allowable ISD and desired AAI.  
Proof: At the end of each period the disturbance for the next period is forecasted. If the in 
situ data is available, the forecast error may be written as 11 1 1 1ˆˆ tt t t te z z          
where 1t t tz x    . Denoting remaining adjustment interval after t-2 as A(u,L),  where u 
is the one step ahead forecast and L is the dead band length. If the forecasted deviation is 
out of the deadband corrective action is taken by adjusting the process. If the forecasted 
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deviation is less than the deadband the process is not adjusted for that period. The 
adjustment after that depends of subsequent forecasts. The next period forecast would be 
1 1ˆ ˆt t te     . So the remaining adjustment interval after t-2 would be ˆ1 ( , )tA L  
| |
( , ) 1 ( , ) ( )
u e L




        (3.8) 
where ( )f e  is the pdf of the computed 1te  . The above equation can be rewritten as 
1( , )= 1 ( , )   
L
L
x uA u L A x L f dx 
          (3.9) 
Similarly mean squared deviation can be obtained as 
2 2 1( , ) 2 ( ) ( ) ( , )
L
L
x uM u L u uE e E e M x L f dx 
           (3.10) 
Assuming that ( )f e does not depend on u and E (e) =0, 




x uM u L u M x L f dx  
         
 (3.11) 
Where ߪ௘ଶ is the variance of forecast error. 
The details of methods of obtaining numerical solutions to integral equations were taken 
from Baker (1977). The solution obtained was 
( / )aAAI h L                                                             (3.12) 
2 2[1 ( / )]a aMSD g L                                           (3.13) 
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For measurement delay process and IMA model (.)f  is the normal density function with 
mean zero and variance 2 2 2[1 ]e ad    . For process with no measurement delay and 
IMA model (.)f  is the normal density function with mean zero and variance 2a . Hence 
for measurement delay processes we arrive at following formulas. 
( / )eAAI h L                                                                  (3.14) 
2 2[1 ( / )]e eMSD g L                                                (3.15)        
Methods of obtaining approximations to h(.) and g(.) suggested in Box and Jenkins 
(1963), Kramer(1989). We use the approximation suggested by Kramer (1989) which are 
checked by extensive simulations 
2 .3 2( / ) (1 1.1( / ) ( / ) ) {1 0.115exp[ 9.2(( / ) 0.88) ]}e e e eh L L L L          (3.16)   
    
21 0.06( / )( / ) 1







                        (3.17)                         
Where (.) is the standard normal cdf. 
By substituting the equations (3.16) and (3.17) in equations (3.12) and (3.13) we get the 
following expressions 
2 .3 2(1 1.1( / ) ( / ) ) {1 0.115exp[ 9.2(( / ) 0.88) ]}e e eAAI L L L               (3.18) 
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           
                  (3.19)              
We know that Increase in standard deviation is given by 1/ 2 / 1aISD MSD   .                            
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                           (3.20)      
 
 Explicit monetary cost consideration 
The following proposition provides L so that the bound lines will produce minimum 
overall cost. In many practical processes it may not be easy to assess the exact dollar 
value impact of increase or decrease of output mean square error. However, in some 
processes these costs can be arrived at explicitly. Following proposition can be used to 
obtain bound length L directly by minimizing the given overall cost functions. 
Proposition 2 
The minimum overall cost adjustment scheme bound length L, for a process with ARIMA 
(0,1,1) disturbance with parameter   , measurement delay d , is that value which 
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 (3.21) 






 , TC   is the cost of being off 
target for one period by a  and AC  is the cost of making adjustment. The above function 
is to be minimized w.r.t. L. 








AAI          (3.22) 
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       
 (3.25) 
The objective is to choose L that minimizes the above cost function.  
3.3 BOUNDED ADJUSTMENT SCHEMES AND DISCUSSION 
The adjustment schemes for various , / aL   and measurement delay are presented in 
Figures 3.1-3.4 and Tables 3.1-3.4. In the charts the AAI are to be read on primary axis 
(left axis) while ISD is read on the corresponding curve and secondary axis (right axis). 
The appropriate graph is used to select the suitable adjustment schemes. The bound 
length is chosen as a compromise between ISD and AAI. A low value of bound length L 
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would reduce off target cost but increase adjustment costs. The selection depends on the 
cost parameters of process. For example, while producing a costly product the off target 
costs may dominate the adjustment costs. Similarly, some process adjustment costs may 
be high requiring the process to be stopped or some costly repair to be done. Hence, the 
bound length L value achieving balance between these two costs is chosen from the 
graphs. It is observed from that AAI is very sensitive to change in   value. AAI for a 
fixed value of L decreases with increase in  . This rate of change decreases with 
increasing   value. ISD of schemes increases with increase in   value. ISD is less 
sensitive to change in   value compared to AAI. Figure 3.5-3.6 shows adjustment 
schemes for fixed   value and various measurement delays. It is noted that effect of 
measurement delay is to increase ISD and decrease AAI. Measurement delay has more 
adverse effect on ISD at lower value of bound length. In case of AAI the delay has more 













Table 3.1 AAI and ISD for one period measurement delay 
ߣ ܮ/ߪ௔ I AAI ISD% 
0.4 0.5 1.16 3.30 10.09 
0.4 1.0 1.16 8.72 17.15 
0.4 1.5 1.16 16.86 27.42 
0.4 2.0 1.16 27.63 40.02 
0.4 2.5 1.16 41.05 54.27 
0.3 0.5 1.09 4.99 6.93 
0.3 1.0 1.09 14.59 13.91 
0.3 1.5 1.09 29.18 24.05 
0.3 2.0 1.09 48.79 36.46 
0.3 2.5 1.09 73.49 50.50 
0.2 0.3 1.04 3.53 2.62 
0.2 0.5 1.04 9.50 4.54 
0.2 0.8 1.04 18.49 7.48 
0.2 1.0 1.04 30.41 11.31 
0.2 1.3 1.04 45.29 15.89 
0.2 1.5 1.04 63.17 21.12 
0.2 1.8 1.04 84.06 26.93 
0.2 2.0 1.04 107.94 33.24 
0.2 2.5 1.04 164.72 47.12 
0.1 0.3 1.01 9.72 1.15 
0.1 0.5 1.01 31.20 2.94 
0.1 0.8 1.01 64.90 5.67 
0.1 1.0 1.01 110.96 9.25 
0.1 1.3 1.01 169.38 13.61 
0.1 1.5 1.01 240.19 18.69 
0.1 1.8 1.01 323.37 24.40 
0.1 2.0 1.01 418.93 30.66 




Table 3.2 AAI and ISD for two periods measurement delay  
ߣ ܮ/ߪ௔ I AAI ISD% 
0.4 0.50 1.32 3.06 17.11 
0.4 1.00 1.32 7.89 23.82 
0.4 1.50 1.32 15.13 33.65 
0.4 2.00 1.32 24.68 45.81 
0.4 2.50 1.32 36.56 59.66 
0.3 0.50 1.18 4.73 11.06 
0.3 1.00 1.18 13.66 17.83 
0.3 1.50 1.18 27.22 27.70 
0.3 2.00 1.18 45.41 39.84 
0.3 2.50 1.18 68.29 53.64 
0.2 0.25 1.08 3.44 4.55 
0.2 0.50 1.08 9.22 6.44 
0.2 0.75 1.08 17.91 9.34 
0.2 1.00 1.08 29.41 13.11 
0.2 1.25 1.08 43.78 17.63 
0.2 1.50 1.08 61.02 22.80 
0.2 1.75 1.08 81.15 28.54 
0.2 2.00 1.08 104.18 34.78 
0.2 2.50 1.08 158.91 48.54 
0.1 0.25 1.02 9.65 1.65 
0.1 0.50 1.02 30.93 3.43 
0.1 0.75 1.02 64.31 6.14 
0.1 1.00 1.02 109.93 9.71 
0.1 1.25 1.02 167.80 14.06 
0.1 1.50 1.02 237.93 19.11 
0.1 1.75 1.02 320.31 24.80 
0.1 2.00 1.02 414.94 31.05 




Table 3.3 AAI and ISD for three periods measurement delay  
ߣ ܮ/ߪ௔ I AAI ISD% 
0.5 1.00 1.75 4.63 40.13 
0.5 1.50 1.75 8.41 49.28 
0.5 2.00 1.75 13.33 60.75 
0.5 2.50 1.75 19.37 74.00 
0.4 0.50 1.48 2.87 23.73 
0.4 1.00 1.48 7.22 30.14 
0.4 1.50 1.48 13.76 39.59 
0.4 2.00 1.48 22.36 51.36 
0.4 2.50 1.48 33.02 64.84 
0.3 0.50 1.27 4.49 15.04 
0.3 1.00 1.27 12.86 21.61 
0.3 1.50 1.27 25.53 31.25 
0.3 2.00 1.27 42.49 43.14 
0.3 2.50 1.27 63.81 56.70 
0.2 0.25 1.12 3.37 6.44 
0.2 0.50 1.12 8.96 8.31 
0.2 0.75 1.12 17.36 11.16 
0.2 1.00 1.12 28.49 14.88 
0.2 1.25 1.12 42.36 19.35 
0.2 1.50 1.12 59.02 24.46 
0.2 1.75 1.12 78.45 30.13 
0.2 2.00 1.12 100.68 36.31 
0.2 2.50 1.12 153.50 49.94 
0.1 0.25 1.03 9.57 2.14 
0.1 0.50 1.03 30.67 3.91 
0.1 0.75 1.03 63.74 6.62 
0.1 1.00 1.03 108.93 10.17 




Table 3.4 AAI and ISD for four periods measurement delay  
ߣ ܮ/ߪ௔ I AAI ISD% 
0.4 0.50 1.64 2.72 30.01 
0.4 1.00 1.64 6.69 36.16 
0.4 1.50 1.64 12.65 45.27 
0.4 2.00 1.64 20.47 56.69 
0.4 2.50 1.64 30.16 69.83 
0.3 0.50 1.36 4.29 18.88 
0.3 1.00 1.36 12.16 25.28 
0.3 1.50 1.36 24.05 34.69 
0.3 2.00 1.36 39.96 46.36 
0.3 2.50 1.36 59.92 59.70 
0.2 0.25 1.16 3.30 8.31 
0.2 0.50 1.16 8.72 10.14 
0.2 0.75 1.16 16.86 12.95 
0.2 1.00 1.16 27.63 16.63 
0.2 1.25 1.16 41.05 21.04 
0.2 1.50 1.16 57.15 26.09 
0.2 1.75 1.16 75.94 31.70 
0.2 2.00 1.16 97.42 37.82 
0.2 2.50 1.16 148.46 51.33 
0.1 0.25 1.04 9.50 2.63 
0.1 0.50 1.04 30.41 4.39 
0.1 0.75 1.04 63.17 7.09 
0.1 1.00 1.04 107.94 10.63 
0.1 1.25 1.04 164.72 14.94 
0.1 1.50 1.04 233.53 19.96 
0.1 1.75 1.04 314.35 25.62 
0.1 2.00 1.04 407.19 31.82 




Table 3.5 Minimum overall cost schemes for one period measurement delay 
ߣ Ct/Ca ܮ/ߣߪ௘ AAI ISD % 
0.4 4 1.06 2.97 9.67 
0.4 2 1.39 4.15 11.20 
0.4 0.2 2.94 12.72 22.27 
0.4 0.1 3.61 17.89 28.68 
0.4 0.05 4.41 25.26 37.35 
0.4 0.025 5.38 35.79 48.87 
0.3 4 1.36 4.04 6.24 
0.3 2 1.74 5.66 7.42 
0.3 0.4 2.89 12.38 12.32 
0.3 0.2 3.55 17.41 15.93 
0.3 0.1 4.34 24.57 20.94 
0.3 0.05 5.29 34.81 27.75 
0.3 0.025 6.43 49.40 36.82 
0.2 4 1.84 6.13 3.45 
0.2 2 2.30 8.59 4.25 
0.2 0.4 3.72 18.88 7.61 
0.2 0.2 4.55 26.68 10.13 
0.2 0.1 5.54 37.82 13.62 
0.2 0.05 6.73 53.69 18.38 
0.2 0.025 8.14 76.19 24.78 
0.1 4 2.87 12.21 1.36 
0.1 2 3.52 17.16 1.77 
0.1 0.4 5.59 38.39 3.53 
0.1 0.2 6.78 54.49 4.84 
0.1 0.1 8.20 77.32 6.65 
0.1 0.05 9.88 109.57 9.14 




Table 3.6 Minimum overall cost schemes for two periods measurement delay 
ߣ Ct/Ca ܮ/ߣߪ௘ AAI ISD% 
0.4 2 1.327357 3.90 18.27 
0.4 0.4 2.287681 8.52 24.70 
0.4 0.2 2.827185 11.94 29.38 
0.4 0.1 3.472641 16.78 35.82 
0.4 0.05 4.249016 23.68 44.58 
0.4 0.025 5.182232 33.54 56.25 
0.3 4 1.324527 3.89 10.43 
0.3 2 1.69651 5.44 11.60 
0.3 0.4 2.822379 11.91 16.51 
0.3 0.2 3.466869 16.74 20.13 
0.3 0.1 4.24207 23.61 25.15 
0.3 0.05 5.173898 33.44 31.99 
0.3 0.025 6.288648 47.46 41.14 
0.2 4 1.818254 6.02 5.38 
0.2 2 2.2717 8.43 6.18 
0.2 0.4 3.682801 18.53 9.55 
0.2 0.2 4.501908 26.18 12.06 
0.2 0.1 5.485393 37.11 15.56 
0.2 0.05 6.659937 52.68 20.33 
0.2 0.025 8.055537 74.75 26.75 
0.1 4 2.856766 12.15 1.85 
0.1 2 3.508168 17.07 2.27 
0.1 0.4 5.574641 38.20 4.03 
0.1 0.2 6.766209 54.22 5.33 
0.1 0.1 8.181551 76.94 7.14 
0.1 0.05 9.858112 109.03 9.64 





 Figure 3.1 Process adjustment schemes (no delay) 
 
 














Figure 3.5 Effect of measurement delay on AAI ( 0.4  ) 
 
Figure 3.6 Effect of measurement delay on ISD ( 0.4  ) 
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3.4 ILLUSTRATION : BOUNDED  FEEDBACK ADJUSTMENT FOR A 
PROCESS WITH MEASUREMENT DELAY OF TWO PERIOD 
Consider a process with quality characteristic ty . The aim is to maintain process quality 
characteristic ݕ௧on the target value of 0. The process is interfered by IMA (0 1 1) 
disturbance. The unadjusted output is as shown in Figure 3.7. Considering a case of 
measurement delay of two periods ݕ௧ will be observed at the end of period t+2. The 
observed ݕ௧ is the sum of unadjusted y and accumulated adjustment at that period. Value 
of   for EWMA used is 0.3. The bound length L is set equal to 2 so, the adjustment 
boundaries are 0 2. At the end of each period t we have the data up to t-2 using the most 
recent available data we update our forecast on ݕ௧and ݕ௧ାଵboth of which are yet to be 
observed. In the following figure we demonstrate the adjusted and unadjusted process. 
 




In economic considerations the results are compared based on criteria 1) Output standard 
deviation, 2) Number of adjustments, 3) Average adjustment interval (AAI), 4) Mean 
squared deviation (MSD) from target and 5) Increase in standard deviation (ISD). 
 
Figure 3.8 EPC with measurement delay: Bounded and unbounded process adjustment 
 
The Table 3.7 shows the results of EPC on the process. The unbounded feedback is when 
the data set is used to suggest adjustment chart without dead band i.e. adjusting the 
process every period, the obtained mean squared deviation and standard deviation of the 
adjusted quality characteristic are as tabulated below. The bounded feedback adjustment 
is used with dead band of 2 units around the target. The process is adjusted only if the 
forecast exceeds the bound length. Unadjusted output standard deviation is 2.17 and 




Table 3.7 Feedback adjustment with two periods delay 
 






Unbounded FBA 0 99 1.063 1.214 
Bounded FBA 2 2 1.107 2.566 




In this chapter process adjustment of processes with measurement delay was discussed. 
Control strategy using unbounded and bounded feedback control was given. Two 
propositions to choose bound length were given. The first proposition will be useful when 
the cost parameters of the off target cost and adjustment costs are not known explicitly. 
The second proposition is convenient when the cost parameters are explicitly known. If 
the cost parameters are explicitly known, the optimal bound length is obtained by 
minimizing the expected cost given in the second proposition. Finally, the proposed 








MULTIVARIATE STATISTICAL PROCESS ADJUSTMENT 
INTEGRATING MONITORING AND CONTROL  
4.1 INTRODUCTION  
Processes with multivariate quality characteristics are commonly encountered in practice. 
Process adjustment of multivariate processes has been discussed by several authors. 
Tseng et al (2002a) proposed multivariate exponentially moving average (MEWMA) 
controllers. del Castillo and Rajagopal (2002) proposed double MEWMA controllers for 
trending multivariate processes. Good and Qin (2006) studied stability of MEWMA run 
to run controllers. Broadly, the three cases of disturbances discussed in context of 
multivariate processes are, a) the process is offset by an unknown amount at the 
beginning of run, b) the process is experiencing a continuous drift due to disturbances, 
and c) the process is initially offset and experiencing continuous drift. The other 
commonly encountered disturbances are intermittent disturbances. The process operates 
under stable conditions and shifts to a new level after a period of time. That is, the 
process is being affected by a shift of random size in random time. We consider process 
adjustment under such conditions. In this chapter we propose process adjustment of 
multivariate process by integrating monitoring and control. In the proposed multivariate 
statistical process adjustment strategy, the process is first monitored to detect the shifts 
using MEWMA control chart. Once an out of control is obtained, the size of shift is 
estimated recursively and the process is adjusted sequentially until the offset is balanced. 
The performance of proposed method is compared with MEWMA controllers using 
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hybrid microcircuit manufacturing process. Unlike MEWMA controllers the proposed 
method does not require the process to be adjusted for each run. The economic aspects of 
multivariate process adjustments are discussed considering the adjustment cost, off target 
cost, production run length and signal run. 
4.2 MULTIVARIATE PROCESS ADJUSTMENT 
Consider a multivariate process described by the following equation 
ࢅ࢚ ൌ ࣂ࢚ ൅ ࡮ࢄ࢚ି૚ ൅ ࢿ࢚     (4.1) 
where ࢅ௧ ൌ ሺݕଵ௧, ݕଶ௧, … , ݕ௣௧ሻ denotes a p-variate quality characteristics at run t, 
ࢄ௧ିଵ ൌ ሺݔଵ௧ିଵ, ݔଶ௧ିଵ, … , ݔ௠௧ିଵሻ denotes the m-variate control variable with ݉ ൒ ݌, 
ࢿ࢚ ൌ ൫ߝଵ௧, ߝଶ௧, … , ߝ௣௧൯ denote process disturbance ܰሺ૙, ઱ሻ, 
ࣂ௧ ൌ ሺߠଵ௧, ߠଶ௧, … , ߠ௣௧ሻ deontes the process offset at run t, 
࡮ ൌ ൫ߚ௜௝൯௣ൈ௠ are the process gains. 
In literature mostly the common offset processes are considered. However, many 
processes experience intermittent shifts what is commonly known as base line shift. The 
reasons for this include change in incoming units, change in production conditions, or 
change in process recipe. These disturbances shift the mean of the process to a new level 
and process remains at this level unless an adjustment is actuated. We consider such a 
random time, random size general stochastic shift vector affecting the process. The 
probability of multivariate process shifting to a new level any run t is  Ե. The magnitude 
of shift vector is ࢈௧. If the process is not adjusted the process evolves as 
ࢅ௧ ൌ ࣂ௧  ൅ ࢿ௧       (4.2) 
ࣂ௧ ൌ ࣂ௧ିଵ ൅ ሺ1 െ I୲ሻ࢈௧     (4.3) 
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ሺI୲ሻ & ࢈௧ are independent random variables. Under this disturbance model the process 
mean changes at each run with a probability of Ե. 
ԵሺI௧ ൌ ݅ሻ ൌ ቊԵ
ଵି௜ሺ1 െ Եሻ࢏      ݂݋ݎ ݅ ൌ 0,1
0                     ݋ݐ݄݁ݎݓ݅ݏ݁     (4.4) 
We model disturbances using this model. The occurrence of shift at each run t is a 
Bernoulli trial with probability Ե.  
As the sources of disturbances intermittent and uneconomical to remove, the process in 
this case needs a customized adjustment strategy. Neither a continuous adjustment nor a 
simple monitoring scheme is well suited for this case. In the following section we shall 
discuss the control strategy for such processes. 
4.3 MULTIVARIATE STATISTICAL PROCESS ADJUSTMENT 
In multivariate statistical process adjustment (MVSPAD) scheme, we propose integration 
of monitoring and control. First the process is monitored using multivariate exponentially 
weighted moving average (MEWMA) control chart to detect the disturbance or offset. 
MEWMA control charts use weighted moving average of current and past observations. 
MEWMA control charts use the information from the current and past observations and 
are more sensitive to small and medium shifts. MEWMA was introduced in Lowry et al 
(1992) and various aspects were discussed in Prabhu and Runger (1997), Molnau et al 
(2001), Stoumbos & Sullivan (2002), Testik, Runger & Borror (2003) and Testik & 
Borror (2004). The monitored statistics in MEWMA control charts is 
     (4.5) 
where  ࢆ௜ ൌ ߣࢅ௜ ൅ ሺ1 െ ߣሻࢆ௜ିଵ , 0 ൑ ߣ ൑ 1 & ܼ଴ ൌ 0 
2 ' 1
ii i i
T  zZ Z
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 and  
The control charts signals when > L. The values of L &   are chosen to 
achieve desired ARL performances of the control chart. The details on ARL 
performances of MEWMA can be obtained from Prabhu and Runger (1997). 
Consider a process operating on target with appropriate control being monitored on 
control chart. However, at the end of run (t-1), the processes mean shifts to a new level 
causing process to be off target. 
ࣂ௧ ൌ ࣂ௧ିଵ ൅ ࢈௧     (4.6) 
The shifts in the process mean due to disturbances are detected using control chart. The 
speed of detection of shift depends on the control chart parameters ߣ & ܮ. Once an out of 
control signal is obtained, the magnitude of shift must be estimated quickly and control 
action must be taken. The process is adjusted by estimating the shift recursively for 
successive n runs. After the offset is eliminated the monitoring is carried out till the 
process is shifted by new disturbance. When the control chart signals out of control, the 
process adjustment is also actuated. The actual process shift needs to be estimated 
accurately and the control action is to be taken to bring the process back to target. 
Suppose the control chart signals at time t, our goal is to find the posterior distribution of 
ࣂ௧ା௝ once we have observed ঙ௧ା௝ ൌ ࢅ௧ାଵ, ࢅ௧ାଶ … ࢅ௧ା௝. Let us denote the distribution as 
ܲ൫ࣂ௧ା௝/ঙ௧ା௝൯. To bring the process on target, let us obtain the posterior distribution of  
ࣂ௧ା௝ିଵ given  ঙ௧ା௝ିଵ 
ࣂ௧ା௝ିଵ|ঙ௧ା௝ିଵ~ܰሺࣂ෡௧ା௝ିଵ, ઱௧ା௝ିଵሻ   (4.7) 
21 (1 )
2i
i        z
2 ' 1
ii i i
T  zZ Z 
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where ࣂ෡௧ା௝ିଵ and ઱௧ା௝ିଵ are respectively the expectations and variances of 
ࣂ௧ା௝ିଵ|ঙ௧ା௝ିଵ 
Before observing is ࢅ௧ା௝   we have from the above equations that 
ࣂ௧ା௝|ঙ௧ା௝ିଵ~ܰ൫ࣂ෡௧ା௝ିଵ, ઱௧ା௝ିଵ൯    (4.8) 
At the subsequent run after observing the quality characteristics prediction errors are 
obtained as 
ࢋ௧ା௝ ൌ ࢅ௧ା௝ െ ࢅ෡௧ା௝|ሺ௧ା௝ିଵሻ     (4.9) 




  (4.10) 
Further we have 
൫ࣂ௧ା௝หࢋ௧ା௝, ঙ௧ା௝ିଵ൯~ܰሺࣂ෡௧ା௝, ઱෡௧ା௝ሻ     (4.11) 
൫ࣂ෡௧ା௝หঙ௧ା௝൯~ܰሺࣂ෡௧ା௝, ઱௧ା௝ሻ     (4.12) 
The mean of posterior of ൫ࣂ௧ା௝หঙ௧ା௝൯ is given by (del Castillo (2002)) 
ࣂ෡௧ା௝ ൌ ࣂ෡௧ା௝ିଵ ൅ ࡷ௧ା௝ࢋ௧ା௝     (4.13) 
where ࡷ௧ା௝ ൌ ሾ઱ࡼ଴ି ଵ ൅ ሺݐ ൅ ݆ሻࡵሿିଵ 
Thus the offset is estimated recursively by using a priori ࣂ~ሺࣂ෡଴ , ࡼ଴ሻ.  
When an out of control signal is obtained the observed quality characteristic is taken as 
priori estimate of the offset. The associated covariance matrix ࡼ଴ is related to the degree 
of confidence on the priori. A very large values of ࡼ଴ imply low confidence. However, 
the ࡼ଴ will converge to low values in few runs.  The adjustment rule is given by 
ࢄ௧ା௝ ൌ െ࡮ିଵࣂ෡௧ା௝     (4.14) 
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Once an out of control signal is obtained from the control chart, the process will be 
adjusted for n successive runs by estimating the shift recursively. The process is 
continued to be monitored using control chart until the next offset is detected and the 
procedure is repeated. 
4.4 PARAMETER SELECTION – MULTIVARIATE STATISTICAL PROCESS 
ADJUSTMENT 
The production run in multivariate statistical process adjustment (MVSPAD) scheme 
consists of cycles. The first part of the cycle is the in control state, where the process 
stays in control for a period of time. The second part of the cycle consists of period in 
which the shift occurs in the process and the control chart has not signaled. Finally, when 
the control chart signals at the end of second part of cycle the process adjustment is 
actuated to bring the process on target. 
Let us denote expected number of runs the process is on target before the shift occurs by 
ICR (in-control run). ICR is a function of disturbance characteristic Ե as described in the 
previous section. When the shift occurs in the process, the number of runs required to 
detect this shift is denoted as ARL1. The value of ARL1 depends on the control limit, 
shift size of interest, value of ߣ  used in control chart and number of components in 
quality characteristics p.  
In addition there will be occurrences of false alarms. The number of false alarm during 
the cycle depends on the length of in-control period.  The in-control average run length is 
denoted as ARL0.  
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Once an out of control signal is obtained from the chart the control is actuated and 
process is adjusted. The false alarm will cause the process to be adjusted wrongly, hence 
causing the following product to be away from target. The subsequent control actions will 
bring the process on target.  Suppose we are interested in adjusting for the shifts of 
magnitude d, Let us denote the deviation from target as  
∆ൌ √ࢊᇱΣିଵࢊ     (4.15) 
In this section we shall discuss on selection of MVSPAD parameters for 0-1 loss 
functions models. The product is considered satisfactory if it is within the desirable limits 
and the product is reworked or scrapped if it falls beyond these limits.  
The cost per cycle (CPC) is the cost incurred while the shift had occurred and the no 
control action was taken and the cost incurred due to adjusting for false alarms. It is 
assumed that one product is produced per run and effect of false alarm adjustment is to 
cause one product loss due to wrong adjustment and the subsequent products are adjusted 
back to target. 
ܥܲܥ ൌ ሺܣܴܮ1ሻ ൅ ܫܥܴ/ܣܴܮ0   (4.16) 
The values of ARL1 and ARL0 for MEWMA control chart are obtained from Markov 
chain approach as discussed in Prabhu and Runger (1997) and Monalu et al (2001). The 
MVSPAD scheme is constructed by defining the ARL0. The values of L and ߣ are 
obtained to minimize the total cost incurred. Table 4.1 shows the minimum cost values of 






Table 4.1 MVSPAD schemes selection for desired shift, p & ARL0=200 
∆ 
p = 2 p = 4 p = 6 p =10 
L ߣ L ߣ L ߣ L ߣ 
0.5 7.35 0.05 11.22 0.05 14.6 0.05 20.72 0.05 
1 8.64 0.1 12.17 0.1 16.27 0.1 22.67 0.1 
1.5 10.08 0.3 13.87 0.2 17.51 0.2 24.07 0.2 
2 10.31 0.4 14.34 0.3 18.01 0.3 24.62 0.3 
3 10.52 0.6 14.78 0.6 18.39 0.5 25.03 0.5 
 
4.5 ECONOMIC ASPECT OF PROCESS ADJUSTMENT 
If the adjustments costs are insignificant and the adjustments are accurate, the process can 
be adjusted for each run to compensate for external disturbances. The economic aspects 
of process adjustment cannot be ignored in several processes. The cost of adjustment may 
be in terms of the time consumed for adjustments, interference with the running process, 
requiring the process to recipe change or material consumed etc. In such cases it is not 
advisable to adjust the process for each run. The adjustment decision is to be made 
considering the costs involved. 
Consider Taguchi’s loss function for univariate case, the expected loss per unit is defined 
as 
ܧܮ ൌ ܥ்ߥଶ      (4.17) 
where ߥଶ  is mean squared deviation and ܥ் is the cost coefficient. 
Mean squared deviation is given by  
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ߥଶ ൌ ߪଶ ൅ ሺߤ െ ߬ሻଶ     (4.18) 
where ߪଶ : Process variance; ߤ : Process mean; ߬ : Proces target 
The multivariate extension of Taguchi’s loss function is given by 
ܧܮ ൌ ܥ் ቂ൫ݐݎሺ઱ሻ൯ ൅ ∑ ൫ݕ௝ െ ௝߬൯ଶ௣௝ୀଵ ቃ    (4.19) 
Consider the process with total run length of N. When MEWMA signals process to be out 
of control at run t, the decision to adjust is made considering the off target cost function 
and the adjustment cost function. Once an out of control signal is obtained from the 
control chart a decision to adjust or not to adjust the process needs to be made. The signal 
from the control chart may either be due to a genuine shift or a false alarm. The rate of 
false alarm from the control chart is controlled by its parameters L and ߣ. The probability 
of false alarm is denoted by f. To begin proposed control strategy these values are chosen 
to achieve the desired in-control average run length. Let ܥ஺ be the fixed cost associated 
with adjustment of the process. Considering short production runs, one shift per run is 
assumed and the process comes back to target after the first adjustment and subsequent 
deviations from target are negligible. If the process is adjusted for a false signal the in-
control process is shifted away from target due to first errant control action. The 
subsequent sequential control actions bring the process on target. 
For a given total run length of N and control chart signal obtained at t, the cost of an 
adjustment is given by 




   (4.20) 
The cost of not adjusting the process after an out of control signal is obtained is 
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ሺܰ െ ݐሻܥ் ቎൫ݐݎሺ઱ሻ൯ ൅ ෍൫ሺݕ௝ െ ௝߬ሻ െ ݔ௝൯ଶ
௣
௝ୀଵ
቏ ሺ1 െ ݂ሻ 
   (4.21) 
The adjustment is actuated only if 
 
ቐሺܰ െ ݐሻܥ் ቎൫ݐݎሺ઱ሻ൯ ൅ ෍൫ሺݕ௝ െ ௝߬ሻ െ ݔ௝൯ଶ
௣
௝ୀଵ
቏ ሺ1 െ ݂ሻቑ




   (4.22) 
Let us assume the target vector to be null matrix. The control action is begun by setting 
the control variable to the observed deviation from the target. Simplifying the above 





቏ ൐ ܥ஺ሾሺܰ െ ݐሻሺ1 െ ݂ሻ െ ݂ሿܥ் െ ሺݐݎሺ઱ሻሻ 
(4.23) 
It may be noted that not only the magnitude of shift but also the time of shift plays an 
important role in adjustment decisions. Figure 4.1 and Figure 4.2 show the effect of 





Figure 4.1 Effect of signal run and adjustment cost on adjustment decision N=50, ݂ ൌ
0.005, ܥ் ൌ 0.025, ݐݎሺ઱ሻ ൌ 3 
 
 
Figure 4.2 Effect of signal run and off-target cost on adjustment decision N=50, ݂ ൌ





Figure 4.3 Effect of signal run and ݐݎܽܿ݁ሺ઱ሻon adjustment decision N=50, ݂ ൌ 0.005, 
ܥ஺ ൌ 10, ܥ் ൌ 0.025, ݐݎሺ઱ሻ ൌ 3 
 
The figures show the effect of various cost parameters on adjustment decisions. The 
adjustment cost influences the control decision requiring higher magnitude of disturbance 
for higher adjustment costs to actuate a control action. Even though the adjustment costs 
are high adjustments are called in if an out of control signal is obtained during initial 
production runs. As the production advances adjustment costs influence control decisions 
significantly.  
The off target cost influence the adjustment decision in similar way. Generally, if the off 
target costs are higher the adjustment is actuated for relatively smaller magnitude of 
disturbance. At the initial production runs relatively smaller magnitude of disturbances 
also actuate adjustment decision. The effect of off target costs is more prominent in 
adjustment decision as the production runs advance. Some disturbances are tolerated 
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without adjustment as a trade off for the cost associated with process adjustment; more 
prominently so towards the end of production runs. 
The process variance also influences adjustment decision. The higher process variance 
will require a greater magnitude of disturbance to actuate adjustments. For the same 
process variance the magnitude of disturbance required to adjust the process is higher as 
the production advances. 
 
 
Figure 4.4 Effect of signal run and adjustment cost on adjustment decision 





Figure 4.5 Effect of signal run and off-target cost on adjustment decision 
N=25, ݂ ൌ 0.005, ܥ஺ ൌ 10, ݐݎሺ઱ሻ ൌ 3 
 
 
Figure 4.6 Effect of signal run and variation on adjustment decision 




Figure 4.7 below shows the effect of ratio of adjustment cost to off target cost and signal 
run on the adjustment decision. 
 
Figure 4.7 Effect of adjustment cost/ off target cost ration on adjustment decision 
 
When the control chart signals out of control signal toward the end of the process, though 
the magnitude of shift is large, the process may not be adjusted. Since, it may not be 
economical to adjust the process. 
4.6 MULTIVARIATE DISTURBANCE MODEL –PARAMETER ESTIMATOIN 
We introduced a general multivariate disturbance model in the previous section. In this 
section we shall briefly discuss on the estimation of parameter of the disturbance model. 
Suppose that it is planned to study the disturbances and collect data by running study runs 
on the process. Let ݔଵ, ݔଶ, ݔଷ … be the data collected for each run. ݔ௜ ൌ 1 if a shift is 
observed in the run and ݔ୧ ൌ 0 if the shift is not observed in the run.   
݌ݎሺݔ௜ ൌ 1ሻ ൌ Ե and ݌ݎሺݔ௜ ൌ 0ሻ ൌ 1 െ Ե 
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The estimation problem for this case were considered in Bhattacharya and Mallik (1973), 
Alvo(1977), Cabilio (1977) and Whittle and Lane (1967).  
For each run we have the distribution 
݌ݎሺݔ|Եሻ ൌ Ե௫ ሺ1 െ Եሻଵି௫ ሺݔ ൌ 0,1ሻ   (4.24) 
ܧሺݔሻ ൌ Ե    (4.25) 
The conjugate distribution is 
݂ሺԵሻ ൌ ܿ݋݊ݏݐ ൈ ݁ బ்ሺ1 െ Եሻேబି బ்   (4.26) 
where ଴ܰ& ଴ܶ are constants. 
The posterior distribution on Ե given that there were r shifts in n runs is given by 
݂ሺԵ|ݎሻ ൌ Եೝశ೅బሺଵିԵሻሺ೙శಿబሻషሺೝశ೅బሻ׬ Եೝశ೅బሺଵିԵሻሺ೙శಿబሻషሺೝశ೅బሻௗԵభబ     (4.27) 
The optimal estimate is obtained as   ௥ା బ்௡ାேబ. 
4.7 PERFORMANCE ANALYSIS 
We shall demonstrate the performance of multivariate controllers using hybrid 
microcircuit manufacturing process. Hybrid microcircuits are manufactured by 
combining two or more circuit types such as film and semiconductor circuits, or a 
combination of one or more circuit types and discrete elements. This combined circuit is 
mounted on a ceramic base. Hybrid microcircuits have found several special applications 
such as military and communications applications. The raw materials used in its 
manufacturing process are components, dyes, pastes, and ceramic substrates. The 
substrate undergoes a process of printing and firing during these processes layers of 
conductors, dielectric, resistors and platinum gold are added to the plates. The succeeding 
steps are laser trimming, mounting and chip bounding. Final step is packing and sealing 
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the complete module. We shall consider the laser inscribing process for analysis of this 
study. The three dimensions of the ceramic substrate plates shown in figure are 
determined by the laser inscribing process.  
 
Ceramic substrate Layout Hybrid Microcircuit
Figure 4.8 Ceramic substrate layout and hybrid microcircuits 
 
The data in case study is taken from Fuchs and Kenett (1998). The reference lot was 
produced under very good production conditions and the output of lot was of extremely 
good quality yielding no scrap and repair. We take this as in-control conditions.  The 
mean and covariance matrix of the reference samples are given below.  









We shall take the reference means as targets and generate 50 samples of under various 
shifts and calculate the effect of adjustment strategies. This process is repeated for 10000 
times for each case and results are compared with mean Euclidean distance. The 
Euclidean distance is used as measure of performance. 
ܧܦ ൌ ∑ ൫ݕ௝ െ ௝߬൯ଶ௣௝ୀଵ                                         ሺ4.28ሻ  
The figures show the performance of MEWMA control scheme and MVSPAD schemes. 
In MEWMA control scheme the value of ߱was chosen to be 0.1. For MVSPAD scheme, 
the ߣ value used was 0.4 and control limit of 14 was chosen to achieve the desired 
incontrol ARL of 200. The process is adjusted 5 successive runs each time an out of 
control signal was detected. The Figures 4.9-4.11 show that, if the probability of shift is 
low the MVSPAD is does not have advantage over MEWMA controller. MVSPAD 
performance is comparable to MEWMA controller but MVSPAD required additional 
control chart to be monitored. When the probability of shift increases MVSPAD out 






Figure 4.9 Performance comparison MEWMA and MVSPAD 
Shift size = (N(1,1), N(1,1), N(1,1)) 
 
 
    Figure 4.10 Performance comparison MEWMA and MVSPAD 







































Figure 4.11 Performance comparison MEWMA and MVSPAD 
Shift size = (N(3,1), N(3,1), N(3,1)) 
4.8 CONCLUSION 
We proposed multivariate statistical process adjustment by integrating monitoring and 
control. The process is monitored using MEWMA control charts and once the shift is 
detected the process is adjusted sequentially by estimating the shift recursively. We 
discussed the cost aspects of adjustment decision considering adjustment costs, off target 
costs and signal run. It was shown that the proposed method performs better than 
MEWMA controller when the process experiences high chances of intermittent shifts.  
Unlike MEWMA controller the proposed adjustment scheme does not require adjustment 





















PROCESS ADJUSTMENT UNDER DISTURBANCE UNCERTAINTY 
5.1 INTRODUCTION 
The processes in real life are affected by various types of disturbances. The nature of 
these disturbances depends on the type of processes and production environment in which 
the process operates. In several practical manufacturing processes the disturbance 
characteristics will be uncertain and change over the run length. Several products are 
produced in multistage processes. At each stage the processing is carried out on one of 
the available machine and the processed product is sent to any of the available machine at 
the next stage (or downstream). It is desirable to have exactly same machine, chamber or 
production conditions for the complete group of tools at one level so that identical parts 
are produced at same stage. This may not be possible in practice. Each machine, chamber 
and tool operates under its own production conditions. This induces uncertainty in 
disturbance distribution as the variability induced by each of the upstream machine is 
different. In other processes the uncertainty in disturbance distribution may be due to raw 
material variability, suppliers’ variability, upstream machine variability, change in 
process behavior, variation in manufacturing environment etc. This chapter addresses the 
problem of process adjustment when there is uncertainty in the disturbance distribution 
and proposes the optimal adjustment strategy under symmetric and asymmetric loss 
functions. In Section 5.2 the control strategy under such situations is proposed. First the 
case where initial state of the disturbance is known is addressed followed by the case 
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where the initial state of the system in not known. The optimal control strategies under 
symmetric and asymmetric loss functions are given. Section 5.3 illustrates the proposed 
strategy with an example. Section 5.4 provides a discussion on sensitivity analysis. 
Section 5.5 briefly discusses on parameter estimation of transition matrix. 
5.2 PROCESS CONTROL UNDER DISTURBANCE UNCERTAINTY 
 Let us consider a process to be maintained on target of zero and the observed quality 
characteristic y. The process will be in any one of the possible states during the run hence 
the quality characteristic observed after each part machined is the random effect model. 
ݕ௜ ൌ ߠ௝ ൅ ߝ௜     (5.1) 
ݕ௜: Observed quality characteristic deviation from target. 
ߠ௝: Disturbance which causes the process to shift to state j,~ ܰሺߤ௝, ߪ௝ଶሻ . 
ߝ: White noise affecting the process, ~ . 
Once the distribution disturbance affects the process, it reaches state j;  ߠ௝~ܰ൫ߤ௝, ߪ௝൯ 
shall be the distribution of shift induced. It is assumed that the process may change its 
state at most once during the run. This is not a strict assumption in the modern 
manufacturing processes where the runs or inspection intervals are short. The time until 
occurrence of change in state of the process is assumed to be exponentially distributed 
with mean  ଵఒ೐ೣ೛. 
Considering each run length as a period, given the occurrence of change in state in the 
݊௧௛ and ݊ ൅ 1௧௛ run, the average fraction of time ݂ݐ before change in disturbance state 




݂ݐ ൌ ׬ ݁
ିఒ೐ೣ೛௧ߣ௘௫௣ሺݐ െ ݊ሻ݀ݐ௡ାଵ௡
׬ ݁ିఒ೐ೣ೛௧ߣ௘௫௣݀ݐ௡ାଵ௡
ൌ 1 െ ൫1 ൅ ߣ௘௫௣൯݁
ିఒ೐ೣ೛
ߣ௘௫௣ሺ1 െ ݁ିఒ೐ೣ೛ሻ                  ሺ5.2ሻ 
The objective of process adjustment is to minimize the expected off off target cost of 
quality characteristic. To keep the quality of parts produced on target, the process must be 
adjusted to eliminate the induced offset.  It is assumed that a control variable is available 
which can be adjusted to compensate for the disturbances. It is assumed that the effect of 
change in control variable is observed fully in the next period on quality characteristic. 
Such responsive systems are common in discrete parts manufacturing. A typical 
adjustment equation may be represented as 
ߚܺ ൌ െݕො    (5.3) 
 is called the process gain. It is similar to regression coefficient showing relative effect 
of change in input on output. Without loss of generality lets assume it to be unity. The 
value of  may be determined from classical design of experiments. 
The process equation will be 
ݕ௜ ൌ ߠ௝ ൅ ௜ܺ ൅ ߝ௜    (5.4) 
Let us consider two cases of uncertainty. First let us consider the process where the initial 
state of the process is known. Next we shall consider the processes where initial state of 
the process is not known but parameter ߣ௘௫௣௝ for corresponding possible state j is known. 






5.2.1 Run Disturbance Distribution for Known Initial State 
Let us consider a process whose initial state is known at the beginning of each run. The 
information on initial state may be known through process knowledge or initial state of 
equipment. Let state 0 represent the state of the process at the beginning of run. The 
parameter ݌଴଴ ൌ ݁ିఒ೐ೣ೛ represents the probability of process staying in state 0 throughout 
the run. The parameters ݌଴ଵ, ݌଴ଶ, … , ݌଴௞ represent the probability of process shifting to 
corresponding state during the run. 
Suppose that there are k different probability distributions of disturbances one which 
randomly becomes the disturbance affecting the process. In other words, the process may 
shift to any one of these states during the run. The process may be represented as shown 
in Figure 5.1. 




In each run length the fraction of time before change in disturbance state occurs is given 
by  
݂ݐ ൌ ଵି൫ଵାఒ೐ೣ೛൯௘షഊ೐ೣ೛ఒ೐ೣ೛ቀଵି௘షഊ೐ೣ೛ቁ      (5.5) 
The probability of change in initial state increases with increase in the value of ߣ௘௫௣. 
These parameters will depend on the particular production process and prevailing 
conditions. It is assumed that process has been stabilized by removing assignable causes 
and good knowledge of the process is obtained. We shall begin with the assumption that 
parameters ݌଴଴, ݌଴ଵ, ݌଴ଶ, … , ݌଴௞are known. In later part of the chapter we shall discuss on 
estimation of these parameters. The expected fraction of time that the process is in state j 
during the run  
ߛ଴ ൌ ݌଴଴ ൅ ݂ݐሺ1 െ ݌଴଴ ሻ    (5.6) 
ߛ௝ ൌ ݌଴௝ሺ1 െ ݂ݐሻ   ݆ ൌ 1,2, … , ݇    (5.7) 
The disturbance distribution of the process for the whole period is given by 
ߤ் ൌ ∑ ߛ௝ߤ௝௞௝ୀ଴  and ߪଶ் ൌ ∑ ߛ௝ߪ௝ଶ௞௝ୀ଴     (5.8) 
 
5.2.2 Run Disturbance Distribution for Unknown Initial State 
Consider a process that has k possible states. The run of the process begins with any one 
of these possible states and the distribution may shift to the other possible states through 





Figure 5.2 Process with uncertain disturbance distribution: Unknown initial state 
 
The probability for the process being in state j at the beginning of the run is ݌௝ and 
probability of process continuing to stay in the same state is given by ݌௝଴. To begin with 
the probabilities  ݌௝ and ݌௝଴ are assumed to be known from the process knowledge. In 
later part of the chapter we shall discuss on estimation of these parameters. It is assumed 
that the time until occurrence of such change is assumed to be exponentially distributed 
with mean 1/ߣ௘௫௣௝. The average fraction of time ݂ݐ before the change in disturbance 






    (5.9) 
Now let us define the transition probability matrix between different states during the run. 
݌௝௝= Probability of run starting in state j and remaining in state j through the run 
݌௝௝ ൌ ݌௝݌௝଴                                                     (5.10) 
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݌଴௝ ൌ ݁ିఒ೐ೣ೛ೕ represents the probability of process staying in same state through the run 
 = Probability of run starting in state i and shifting to state j during the run. 
In some processes it may be reasonable to set the probability of process shifting to state a 
state j during the run as proportional to the probability of run starting in that state. In such 
cases the probability of process shifting to other state in proportion of their initial 
distribution.  
  ݌௜௝ ൌ ݌௜ ቂሺଵି௣బ೔ሻ௣ೕଵି௣೔ ቃ                                         (5.11) 
Through the equation above the transition probability matrix is obtained. Expected 
fraction of time the process is in state i during the run is given by 
 
ߛ௜ ൌ ݌௜௜ ൅ ݌௜൫1 െ ݌଴௝൯݂ݐ௜ ൅ ሺ1 െ ݂ݐ௜ሻሾሺ∑ ݌௞௜௡௞ୀଵ ሻ െ ݌௜௜ሿ                     (5.12) 
Distribution for whole period will be normally distributed with parameters , 
ߤ் ൌ ∑ ߛ௝ߤ௝௞௝ୀ଴ and ߪଶ் ൌ ∑ ߛ௝ߪ௝ଶ௞௝ୀ଴     (5.13) 
After obtaining the run length disturbance distribution the decision on control variable 
depends on minimizing an expected quality loss function. The Control strategy is 
discussed in the following sub section. 
5.2.3 Control Strategy under Uncertain Disturbances 
The control strategy for each run can now be designed. The control strategy depends on 
the type of the loss functions and cost associated with being off target. Most of the 
literature assumes symmetric loss functions, i.e., the cost of being above target and below 
ijp
Probability of process starting probability of process starting Proba
in state i and staying at same  in state i but not staying in state 
 state through the run i through the run
i f
                 
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shifting  to state i from (1 )
other states during the run
f
      
2( , )T TN  
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target by same amount is same. However, asymmetric loss functions are often 
encountered in practice. Taguchi (1989), Harris (1992) discussed such loss functions. In 
this chapter first the control strategy for asymmetric loss function are given and 
symmetric loss function is discussed as special case.  
Consider the linear loss function 
    (5.14) 
Expected cost is function of control variable. We need to adjust the process by setting the 
control variable to minimize the expected cost. The disturbance distribution for run 
length can be found from equations (5.8) or (5.13) for respective cases. 
Let  be the probability density function and cumulative distribution 
function. In the process the expected costs is function of adjustment variable X 
  (5.15) 
Where a is the unit cost of being below target and b is the unit cost of being above target. 
EC(X) is minimized when the control variable is chosen according to critical percentage 
point of the run disturbance distribution.  
Since  is the density of a normal random variable (Hadley and Whitin (1963), Serel 
and Moskowitz (2001)) 
   (5.16) 
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Where  and  are the density and cdf of the standard normal 
distribution. Further we have 
   (5.17) 
Using (5.16) and (5.17) the expected cost (5.15) can be rewritten as 
  (5.18) 
Under the first order condition EC(X) is minimized when the control variable is chosen 
according to critical percentile point of the run length disturbance distribution 
    (5.19) 
The overall control strategy would be to choose control variable X according to above 
equation at the beginning of each run. 
Symmetric loss function: In case of symmetric loss functions, where the cost of being 
above target and below target by same amount is same, the control strategy is to set the 
control variable to nullify the mean of the run length distribution. 
 
5.3 ILLUSTRATIVE EXAMPLE 
Consider a process which is subjected to uncertain disturbances with three possible states. 
Let the parameters of the process be ߣ௘௫௣ ൌ 1, ݌଴଴ ൌ 0.367, ݌଴ଵ ൌ 0.561, ݌଴ଶ ൌ 0.07, 
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5.3.1 Process with Known Initial State 
Let us first consider that the initial state is known at the beginning of run. Let the 
parameters of disturbance distributions be 
. The average fraction of time within the run before a change in the disturbance state 
occurs is given by equation (5.5) ft=0.418. The expected fraction of time that the process 
is in state j during the run is calculated from the equations  
ߛ଴ ൌ ݌଴଴ ൅ ݂ݐሺ1 െ ݌଴଴ ሻ &ߛ௝ ൌ ݌଴௝ሺ1 െ ݂ݐሻ   ݆ ൌ 1,2, … , ݇  
 
Finally, the disturbance distribution for the whole run is calculated from equation (5.12) 
to be . The control variable X obtained to minimize the expected 
cost is 10.763. 
5.3.2 Process with Unknown Initial State 
Considering the same problem for unknown initial state, the process has the three 
possible states . The parameters obtained 
would be , the transition probability matrix 
obtained is . Expected percentage of time the process is in state j 
during the run is . Finally, the disturbance distribution 
for the whole run calculated from equation (5.13) is .The control 
variable X obtained for minimizing the expected cost is 10.906.  
2 2 2
0 0 1 1 2 210, 2; 12, 1.5; 8, 3          
0 1 20.632, 0.327, 0.04    
210.572, 1.877T T  
2 2 2
1 1 2 2 3 310, 2; 12, 1.5; 8, 3          




     
1 2 30.573, 0.392, 0.034    
210.717, 1.837T T  
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Let us now compare the results of the proposed control strategy with normal methods. 
For known initial state the optimal adjustment policy in this case considering the 
asymmetric off target costs is found form (5.19). For known initial state X is found to be 
10.763. The expected cost is minimized when the control is set to cancel out the 
disturbance of 10.763. The expected cost in this case is 9.746. If the process engineer had 
neglected the uncertainty in the disturbance the control would have been suboptimal and 
costlier. Neglecting the uncertainty, using the parameters  to make the 
decision the control variable would have to been set for 10.196, substituting this into 
expected cost equation the expected cost is 10.586. The resulting expected cost is 8.6% 
costlier than the optimal strategy. In case of unknown initial state if the control is adopted 
according to the proposed strategy of 10.906, the expected cost would be 9.64. If the 
control was set ignoring uncertainty and using parameters  the resulting 
strategy would have been costlier. In this case a 12.08% savings in costs is achieved by 
considering uncertainty in disturbance distribution. 
 
5.4 DISTURBANCE PARAMETER IMPACT AND ANALYSES 
In this section the disturbance parameter impact on expected cost for various model 
parameters is analyzed. We demonstrate this analysis with the help of the example used 
in last section. We shall consider known initial state case, the conclusion obtained as 
same for unknown initial state case. 
1. Impact of ߣ௘௫௣: 
2
0 010, 2  
2
0 010, 2  
107 
 
As 1/ߣ௘௫௣ is the expected time until disturbance distribution changes, with increase in 
value of ߣ௘௫௣ the probability of disturbance change during the run increases. The 
calculation for various ߣ௘௫௣ and transition probabilities values are shown in Table 5.1. It 
can be observed that percentage of savings increase with increase in ߣ௘௫௣. The savings 
are less sensitive to value of ߣ௘௫௣ as the ߣ௘௫௣ value increases.  
2. Impact of disturbance distribution characteristic 
The percentage savings in expected cost for disturbance distributions are tabulated in 
Table 5.2. As expected, it was observed that percentage savings in expected costs are 
greater when the disturbance distributions are more dissimilar to initial state of the 
process. 
3. Impact of ݌௜௝ 
It may be recalled that ݌௜௝ influences the movement of process to different states. Impact 
of ݌௜௝ on percentage savings can be analyzed from Table 5.2. It is observed that impact of 
transition probabilities on expected cost is higher when the value of ݌௜௝ implies a higher 
probability of process moving to states far away from initial state. 
4. Impact of change in mean and variance of disturbance distribution 
From Table 5.2 it can be observed that the expected cost is more sensitive to change in 








Table 5.1 Effect of disturbance parameter ߣ௘௫௣ on expected cost 
  ݌௜௝    




݌଴଴    ݌଴ଵ    ݌଴ଶ 
0.6065 0.34975 0.0437 0.5 10.331 1.929 9.8791 2.83103 10.52547
0.3679 0.56188 0.0702 1 10.572 1.8774 9.7461 8.62316 10.76368
0.1353 0.76859 0.0961 2 10.883 1.8108 9.5716 21.0351 11.07104
0.0067 0.8829 0.1104 5 11.247 1.7329 9.3635 42.7379 11.43045
0.0009 0.88808 0.111 7 11.334 1.7142 9.313 49.0625 11.51646
0.6065 0.2951 0.0984 0.5 10.213 1.9734 9.9921 1.15892 10.40932
0.3679 0.47409 0.158 1 10.368 1.954 9.943 3.47138 10.56317
0.1353 0.6485 0.2162 2 10.568 1.929 9.8793 8.33515 10.76171
0.0067 0.74495 0.2483 5 10.801 1.8998 9.8042 16.7355 10.99392
0.0009 0.74932 0.2498 7 10.857 1.8928 9.7861 19.177 11.04949
0.6065 0.22484 0.1686 0.5 10.061 2.0304 10.136 0.10102 10.25995
0.3679 0.36121 0.2709 1 10.105 2.0526 10.191 0.29186 10.30527
0.1353 0.49409 0.3706 2 10.162 2.0811 10.261 0.67896 10.36374
0.0067 0.56758 0.4257 5 10.229 2.1145 10.343 1.32528 10.43211
0.0009 0.57091 0.4282 7 10.245 2.1225 10.363 1.50988 10.44847
0.6065 0.13116 0.2623 0.5 9.858 2.1065 10.324 0.00432 10.06073
0.3679 0.21071 0.4214 1 9.7547 2.1839 10.512 0.01249 9.961213
0.1353 0.28822 0.5764 2 9.6216 2.2838 10.749 0.02842 9.83269 
0.0067 0.33109 0.6622 5 9.4658 2.4007 11.021 0.05361 9.682237
0.0009 0.33303 0.6661 7 9.4285 2.4286 11.085 0.06056 9.64621 
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Table 5.2 Effect of disturbance distribution parameters and ݌௜௝ on expected cost 
݌௜௝ EC(X) %savings X 
݌଴଴ ൌ 0.368 0.5 0.5 9.140947 76.94358 8.436955 
݌଴ଵ ൌ 0.599    1 9.140947 0.008146 10.17954 
݌଴ଶ ൌ 0.0322    2 9.140947 260.2507 13.66472 
  1 0.5 10.05933 64.07467 8.454993 
    1 10.05933 0 10.19758 
    2 10.05933 227.8379 13.68275 
  2 0.5 11.68147 47.55228 8.486854 
    1 11.68147 0.020813 10.22944 
    2 11.68147 183.7078 13.71461 
 0.5 0.5 9.889693 2.874517 9.859812 
݌଴଴ ൌ 0.368   1 9.889693 7.48E-05 10.19425 
݌଴ଵ ൌ 0.115    2 9.889693 11.54396 10.86312 
݌଴ଶ ൌ 0.517  1 0.5 10.05933 2.725054 9.863144 
    1 10.05933 0 10.19758 
    2 10.05933 11.27174 10.86645 
  2 0.5 10.39031 2.457834 9.869645 
    1 10.39031 0.00155 10.20408 





1 0/  1 0/ 
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5.5 PARAMETER ESTIMATION TRANSITION MATRIX 
In this section we shall discuss estimation of transition probabilities discussed in the 
previous sections. In case of known initial state, it is required to determine the transition 
probability of process shifting to the other states. In case of unknown initial state, it is 
required to know the probability of process starting in any one of possible states and 
shifting to the other state. In both the cases it is required to model the multinomial 
transition probability of process given the explanatory variables ݒଵ, ݒଶ, … , ݒ௣. We shall 
model these transition probabilities using multinomial logistic regression.  
In case of known initial states, State 0 represents the state of the process at the beginning 
of run. The task is to estimate the probability of process shifting to one the k possible 
states. The historical data consists of points where the process had started with the known 
initial state 0 and shifted to other states during the run and the corresponding process 
variates. The probability of process shifting to other states is modeled as function of 
process variates using multinomial logistic regression. Consider a three state process 
where the process had started in state 0 and shifted to state 1, state 2 or remained in state 
0. We shall form states 0 as reference category and form logits for comparing the other 
states. The two logit function are denoted as 
ଵ݃ሺ࢜ሻ ൌ ݈݊ ቂሺ௣ሺఏୀఏభ|࢜ሻሺ௣ሺఏୀఏబ|࢜ሻቃ    (5.20) 
    ߚଵ଴ ൅ ߚଵଵݒଵ ൅ ߚଵଶݒଶ ൅ ڮ ൅ ߚଵ௣ݒ௣ ൌ ࢜′ࢼ૚  (5.21) 
   ݃ଶሺ࢜ሻ ൌ ݈݊ ቂሺ௣ሺఏୀఏమ|࢜ሻሺ௣ሺఏୀఏబ|࢜ሻቃ    (5.22) 
ߚଶ଴ ൅ ߚଶଵݒଵ ൅ ߚଶଶݒଶ ൅ ڮ ൅ ߚଶ௣ݒ௣ ൌ ࢜′ࢼ૛   (5.23) 
The conditional probability of each state given the covariates are given below 
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ܲሺߠ ൌ 0|࢜ሻ ൌ ଵଵାୣ୶୮൫௚భሺ࢜ሻ൯ାୣ୶୮൫௚మሺ࢜ሻ൯  (5.24) 
ܲሺߠ ൌ 1|࢜ሻ ൌ ୣ୶୮ሺ௚భሺ࢜ሻሻଵାୣ୶୮൫௚భሺ࢜ሻ൯ାୣ୶୮൫௚మሺ࢜ሻ൯  (5.25) 
ܲሺߠ ൌ 2|࢜ሻ ൌ ୣ୶୮ሺ௚మሺ࢜ሻሻଵାୣ୶୮൫௚భሺ࢜ሻ൯ାୣ୶୮൫௚మሺ࢜ሻ൯  (5.26) 
Let us denote ߨ௝ሺ࢜ሻ ൌ ܲሺߠ ൌ ߠ௝|࢜ሻ for j = 0, 1, 2. The general expression for the 
conditional probability in the three state cases is given by 
ܲ൫ߠ ൌ ߠ௝ห࢜൯ ൌ ୣ୶୮ቀ௚ೕሺ࢜ሻቁ∑ ୣ୶୮൫௚ೖሺ࢜ሻ൯మೖసబ    (5.27) 
The likelihood function is created by coding the category of process states in the 
available data set. If the state of the process in data point is state 0, then ߠ଴ ൌ 1, ߠଵ ൌ
0, ߠଶ ൌ 0 , if the state of the data point is state 1, then ߠ଴ ൌ 0, ߠଵ ൌ 1, ߠଶ ൌ 0; similarly, 
if the state of the data point is state 2, then ߠ଴ ൌ 0, ߠଵ ൌ 0, ߠଶ ൌ 1. The conditional 
likelihood function for a sample of n independent observations is  
݈ሺࢼሻ ൌ ∏ ൣߨ଴ሺݒ௜ሻఏబ೔ߨଵሺݒ௜ሻఏభ೔ߨଶሺݒ௜ሻఏమ೔൧௡௜ୀଵ    (5.28) 
Taking the log and using the fact that sum of probabilities for each observation is unity 
the likelihood is  
ܮሺࢼሻ ൌ ∑ ߠଵ௜ ଵ݃ሺ࢜௜ሻ࢔࢏ୀ૚ ൅ ߠଶ௜݃ଶሺ࢜௜ሻ െ ln ሺ1 ൅ exp ሺ݃ଵሺ࢜௜ሻ ൅ exp ሺ݃ଶሺ࢜௜ሻሻ (5.29) 
Likelihood equations are found by taking the first derivative of  ܮሺࢼሻ with respect to each 
of unknown parameters. The maximum likelihood estimators are then obtained by setting 
these equations to zero. Details on these estimation algorithms can be obtained from 
Hosmer and Lemeshow (2000) and Chatterjee and Ali (2006). Once these estimates are 
obtained the value of  ߣ௘௫௣ is calculated using equation   
݌଴଴ ൌ ݁ିఒ೐ೣ೛     (5.30) 
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where ݌଴଴denotes the probability of process staying in initial state through the run.  
In case of unknown initial state, it is required to determine the probability of process 
starting in one of the possible states, probability of process shifting to other states during 
the run and corresponding values of ߣ௘௫௣. The probability of process starting in any of the 
possible states is multinomial distributed. The historical data set of consists of data points 
of process having started in these states for the corresponding process variates. The 
probability of process starting in any of these states is again modeled using multinomial 
logistic regression as described above. The estimate of transition probability is can be 
carried out in two ways. The probability of process shifting to other states during the run 
is proportional to the probability of process starting in that run (Eq (5.11)). This may be a 
reasonable estimate in some process. The other way of estimating the transition 
probability is using the historical data set. The data set consists of the data points where 
the process had started in one state and shifted to other states during the run. The 
probability can now be estimated as a function of process variates using multinomial 
logistic regression. The transition probabilities are the obtained as the product of process 
starting in state j and probability of process shifting to state k given that the process had 
started in state j. 
Once the above estimate is available the value of  ߣ௘௫௣௝  is obtained by equation  
݌௝଴ ൌ ݁ఒ೐ೣ೛ೕ     (5.31) 
where ݌௝଴ represents the probability of process staying in state j through the run given 




This chapter discussed the control strategy under uncertainty in disturbance distribution. 
It was shown that if there is significant uncertainty in the disturbance distribution, the 
standard control strategy will not minimize the expected cost. Actual application to 
ongoing process requires good process knowledge. The estimation of parameters in 

















MULTIVARIATE CHARTING TECHNIQUES: A REVIEW AND A 
LINE-COLUMN APPROACH 
6.1 INTRODUCTION 
The quality of a product is often determined by several quality characteristics. In these 
cases it is necessary to monitor these related quality characteristics simultaneously using 
multivariate control charts. The objective is to detect changes observed quality vector 
from its in-control quality vector. The multivariate control charts are highly valuable 
tools for quality control in industry. The multivariate description statistic plotted on 
control chart produce signal when a statistically significant shift in the process occurs. 
When an out of control signal is prompted, the search for the component variables that 
have gone out of control will begin and the corrective actions follow suit. The 
multivariate control charts such as Hotelling’s T-squareሺܶଶሻ, multivariate exponentially 
weighted moving average (MEWMA), multivariate cumulative sum (MCUSUM) control 
charts are used for this purpose. 
Hotelling’s 2T  control chart 
Hotelling’s 2T  control charts were introduced in Hotelling (1947). The monitored 
statistics in 2T  control chart is 
2 ' 1( ) ( )T n   y y S y y     (6.1) 













     (6.2) 
The control chart signals out of control when 2T UCL . Various aspects of ܶଶ are 
discussed in Alt(1985), Lowry & Montgomery (1995), Tracy Yong & Mason(1992).  As 
2T  is based on only the most recent observation it is insensitive to small and moderate 
shifts in mean vector. MEWMA and MCUSUM control charts were developed to 
overcome this weakness. 
MEWMA Control charts 
MEWMA was introduced in Lowry et al (1992). The monitored statistics is 
2 ' 1
ii i i
T  zZ Z       (6.3) 
where 1(1 )i i i    Z y Z , 0 ൏ ߣ ൑ 1 , ࢆ଴ ൌ 0 and 21 (1 )2i
i        z  
The control chart signals when  
2 ' 1
ii i i
T  zZ Z > 4h      (6.4) 
The values of  4h  is chosen to give desired in control average run length (Prabhu and 
Runger (1997). Various aspects of MEWMA control chart were discussed in Prabhu and 
Runger (1997), Molnau et al (2001), Stoumbos & Sullivan (2002), Testik, Runger & 
Borror (2003) and Testik & Borror (2004). 
MCUSUM Control charts 
The monitored statistics in MCUSUM control charts is (Crossier (1988)) 
' 1 .5[ ]i i iY
  S S      (6.5) 
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where  1 0.51 1[( ) ' ( )]i i i i iC       S x μ S x μ  , 
1
    if 
( )(1 / )  if  
i i
i i i i i
C k
k C C k
 
    
S 0
S S x μ  and 
0 & 0k S 0 . Control chart signals when 
 ' 1 .5[ ]i i iY h
   S S     (6.6) 
The value of h is chosen to achieve desired performance of the chart Crossier (1988). 
These MCUSUM chart has very similar ARL performances to MEWMA but MEWMA is 
much easier to implement, so MEWMA are preferred for practical implementation 
(Montgomery (2005)). Detailed literature survey on multivariate statistical process 
control charts can be obtained from Bersimis et al (2007). 
Multivariate control charts suffer from the deficiency that out of control signal from them 
is not immediately interpretable. When the chart gives an out of control signal, it is not 
obvious to tell which of the component variables have been responsible for out of control 
state. One of the crucial needs of industry is an efficient graphical display of state of the 
process. A graphical display that not only tells when the process has gone out of control 
but also helps to identify the variables that have gone out of control. In addition, to be of 
greater advantage to small and medium enterprises, such method should not demand 
special software or complicated coding. In this chapter, we propose Line-Column charts 
which meet these needs and remain simple to implement and interpret. 
6.2 GRAPHICAL DISPLAYS FOR MULTIVARIATE QUALITY CONTROL 
Several methods have been proposed for efficient graphical display of multivariate 
control charts viz Ployplots (Blazek, Novic and Scott (1987)), Starplots (statgraphics 3.0 
(1988)), Profileplots (Bertin (1967)), Line graphs (Subramanyam and Houshmand 
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(1995)), multivariate profile charts (Fuchs and Benjamin (1994)), multivariate boxplot-
2T control charts (Atienza, Tang and Ang (1998), Atienza, Tang and Ang (2002)). All 
these are discussed in reference to 2T  control charts. The Starplot, Polyplot, Line graphs 
and Multiprofile (MP) plots, display the information about individual variables with its 
multivariate statistic. Polyplots are not easily plottable, they require separate control 
charts for each period and it is difficult to perform run tests. Starplots have Shewhart 
chart type look and are convenient of online monitoring but they are difficult to plot and 
cannot display negative deviations. Line graphs can be plotted on simple spread sheet 
based software but their interpretation becomes difficult as number of variables increases. 
Multiprofile plots efficiently display process information but they are also difficult to be 
plotted. In this chapter Line-Column on two axes charts which overcome the weaknesses 
of existing methods is proposed.  
A Polyplot is in the shape of a polygon with ray emanating from the vertices (Figure 6.1, 
Blazek et al (1987)). The number of sides of polygon corresponds to number of variables 
being monitored. Each vertex and ray emerging from that vertex is associated with a 
specific variable. The length of the ray emerging from the vertex corresponds to 
standardized value of corresponding variable. The standardized value is aligned in the 
direction of the line passing from center of polygon through the corresponding vertex. If 
the standardized deviation is negative the line is drawn from vertex towards center and if 
the standardized deviation is positive (observation more than mean) the line is drawn 
from vertex away from the center. The 2T value is plotted beside the polygons. The line 
is dotted when 2T  is less than 2 , dashed when line is between 2  & 3 , and bold 




Figure 6.1 Polyplot 
Polyplots are not easily potable and require separate plots for each period and it is 
difficult to perform run test. 
The Startplot uses star symbols on the graph (Figure 6.2, Statgraphics 3.0 (1988)). The 
2T  value is displayed in regular way on Y-axis. The rays are proportional to the scaled 
deviation from the minimal value across all observations. Starplots plot similar 
information as that of Polyplot but Starplots have a Shewhart type look and are more 
convenient for online process monitoring. In Startplots the indication of out of control 
variable needs to be inferred from the size of the emanating ray. The size of emanating 





Figure 6.2 Starplot 
In profile charting (Bertin (1967)) variables are collectively plotted as bar graph. The 
weakness of this method is that, the comparison becomes difficult and there is no 
provision to depict 2T  value on the chart. It is difficult to perform run tests and each 
batch requires a separate chart. 
Chernoff faces method represents each variable as a face feature. Each variables are 
assigned the facial characteristics such as length of eye brow, length of nose, curvature of 
mouth, eye size etc. This representation is prone to causes confusion and highly 
subjective. It has no provision for plotting 2T  statistic and limits cannot be depicted and 
difficult to carry run tests. 
In simultaneous line graphs (Subramanyam and Houshmand (1995)) the univariate and 
multivariate statistics are monitored on a line graph. The line graph plots 2T  statistic on 
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Y-axis on RHS (secondary axis) and the p process variable on the left Y-axis (primary y 





























X1Bar X2Bar X3Bar X4Bar UCL(X1bar) UCL(X2bar)
UCL(X3bar) UCL(X4bar) T-Sq UCL(Tsq)  
Figure 6.3 Line graph 
The graph has the advantage of simple plotting using spread sheet based software. The 
weaknesses are, the interpretation becomes difficult and as the p increases the graph is 
confusing. 
The multivariate profile (MP) (Fuchs and Benjamin (1994)) charts plot the standardized 




Figure 6.4 Multiprofile chart 
 The chart is efficient and displays the vital information of the process and easily 
interpretable. The chart is cumbersome to plot and cannot be plotted on simple spread 
sheet based software and require special coding. 
6.3 LINE-COLUMN MULTIVARIATE CONTROL CHARTS 
In this section Line-Column on two axis chart for monitoring multivariate processes is 
proposed. The proposed method overcomes the weaknesses of the existing methods yet 
retains the valuable process information. This method is simple for practical application 
and reduces the perceptual task to retrieve the quantitative information from the chart.  
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6.3.1 Line-Column T-Square Control Chart  
In the Line-Column 2T  control charts, 2T  is plotted on the primary Y-axis (left axis) and 
the control limits for  2T  is plotted on the same axis. The standardized deviations are 
plotted on the secondary Y-axis (right axis). The scaling is appropriately chosen to place 
the standardized deviations above the upper control limit of 2T  chart. The standardized 
deviations are chosen to be column graphs, which attract deserved visual attention. These 
standardized deviations are shown only when the 2T  value exceeds the control limit. 
Thus, when the process is in control and 2T  value is within control limits the control 
chart attracts less attention. When the 2T value exceeds control limit appropriate 
standardized deviations are shown on the control charts, thus facilitating the detection of 
source variable responsible for out of control signal. It is proposed to plot a two sigma 
control limit for the standardized deviations. If desired, the standardized deviations can 
be plotted for each period simultaneously with the 2T  value to facilitate trend tests on 
individual variables. The aim is to keep the simplicity. It may be remembered that one of 
the chief advantages of Shewhart charts is also simplicity (Wetherill (1977)). This 
advantage is attributed to the popularity of Shewhart charts in industry. It may be noted 
that is possible for 2T  value to be too high and may interfere with z chart. This may make 
the chart clumsy. The 2T  value can be restricted to a comfortable high value above UCL. 
The proposed charts are demonstrated with the help of a four dimensional normal 





 0.711    0.210    0.013    -0.003
 0.21      4.125    0.083    -0.017
 0.031    0.083    0.386     0.008
-0.003   -0.017    0.008     0.281
 
        
 
The same distribution was used in Subramanym and Houshmand (1995). A total of 200 
vectors were simulated from the above distribution. Each five successive vectors were 
classified as a batch, resulting in a total of 40 batches. The sample mean and standard 
deviation of each batch was computed. A shift of magnitude 5 was introduced in the 
second variable on the last 10 observations. In other words to demonstrate outage in the 
chart a value 5 was added to observations 31 through 40 of 2X . The 
2T  values and 
standardized deviations of each component variables are calculated. 
 The Line-Column 2T  chart for the simulated process is as shown in Figure 6.5. The 
chart is drawn using MS Excel software. In this process it can be noted that when 2T  
goes out of control, the standardized deviations are plotted. It can be intuitively inferred 
that the source of out of control signal is second variable 2X . The Polyplot, Line graphs, 
Mulitprofile plots, Starplots are drawn for the same data set (Figure 6.6-6.9). Ployplots 
consume much space so it is restricted to first 20 observations. Among all the methods, 
only Line-Column charts and line graphs can be drawn by a simple spread sheet based 
software. Polyplots, Multiprofile (MP) plots and Starplots are cumbersome to plot. These 
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6.3.1.1 Combating 2T  sensitivity to change in covariance matrix 
The 2T  Statistic is not sensitive to shift in mean alone. It is also sensitive to change in 
covariance matrix. It is not obvious to know whether the signal is due to mean shift or due 
to change in covariance matrix. Line-Column chart is also efficient in combating 
sensitivity of 2T  control chart towards change in covariance matrix. If there is a change in 
covariance matrix from base sample an out of control 2T  is obtained, simultaneously the 
standardized deviations are also plotted. If the standardized deviations do not signal of 
having shifted, the process is in control with mean and the cause of out of control signal 
can be attributed to change in covariance matrix or false alarm.  
This is demonstrated with the help of an industrial example of adhesive process data 
(Wheeler (1995)). In this process pH and viscosity of an adhesive are being monitored. 
Line- Column 2T  control chart is constructed as shown in Figure 6.10. It may be noted 
that the 2T  values signals out of control at second period, but the standardized deviations 
of the variables are in control. This signal can be attributed to change is covariance 
structure from the base sample. If the covariance relation is important to be retained as the 
base sample, this signal is an indication of something unusual happening in the process. 
The corrective action for the signal is taken. If the covariance structure is not critical to be 
maintained, then such signal is of less interest and can be ignored. 
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Figure 6.10 Line-Column 2T  control chart 
6.3.2 Comparison and Discussion 
Line-Column (LC) chart retains most of the strengths of the other methods and overcomes 
the weaknesses. 
 When the process is under control among all the available methods, LC chart 
attracts least visual attention. When the process is out of control, the chart will 
clearly show the out of control components; or for a group of component variables 
which go out of control simultaneously. The relative magnitude of shifts in each of 
them can also be easily inferred. 
 The representation of multivariate statistic from the reference value is superior in 
LC charts, Multiprofile (MP) charts, Line graphs and Starplots as compared to the 
Polyplot. The representation in the first four methods is done on a common scale. 
The overall representation is further enhanced in LC charts, Line graphs and 
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Starplot, as the statistics are connected by a guiding line. The other methods 
involving visual leaping and increased distances reduce the accuracy of 
comparison (Cleveland and McGill (1984)). Starplots are cumbersome to plot 
compared to LC charts and Starplots cannot plot negative individual deviations. 
 To determine out of control variables, Polyplot and Startplot involve comparison 
of lengths. LC charts and MP plots involve comparison of heights. Comparison of 
heights is far more accurate way of retrieving quantitative information (Cleveland 
and McGill (1984)). In case of Line graphs, the out of control variable is detected 
by checking each of the variables and their respective upper control limits. The 
Line graph becomes difficult to interpret as the number of individual variables 
increase. However, it has added advantage of having a Shewhart chart type control 
limit. In Multiprofile charts there is no provision to draw control limits for 
individual variables. The size of the shifts in individual variables is inferred from 
changing colors of the symbols. In LC charts, the relative comparison of individual 
variables is comparison of heights and the control limits specify the variables that 
have gone out of control limit. Line-Column chart is much easier to be plotted 
compared to Multiprofile chart. 
 Non-data elements of a control chart drive the attention away from process 
information (Tufte (1986)). The LC charts display very little non-data ink.  
 In the proposed method the run tests on individual variables cannot be conducted 
as standardized deviations are shown only when 2T  value goes out of control. 
However, if required this can be easily accommodated by displaying the 
standardized deviations along with the 2T  value. 
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 As the number of variables increase the Line-Column chart can accommodate 
fewer measurements per sheet or screen. This is a weakness common with all the 
other methods. 
 Colors can be very useful in reducing the perceptual task. The selection of color 
schemes can be highly subjective and differ from person to person. 
Choosing/changing of color is much easier in Line-Column charts and line graphs 
compared to other methods (Figure 6.10). 
In summary, the Line-Column charts reduce the perceptual task requited to retrieve 
quantitative information of the process. Unlike other methods Line-Column chart is, easy 
to plot, easy to interpret and visually clean. It requires no special coding and can be 
constructed on a simple spreadsheet. In addition there is no constraint on number of 
variables. 
6.3.3 Line-Column MCUSUM & MEWMA Control Charts  
Line-Column charts for MEWMA and MCUSUM control charts will enable us to harness 
the advantages these control charts while being able to interpret the out of control signals. 
The Line-Column charts for MCUSUM and MEWMA are constructed similar to the as 
explained in previous section by replacing 2T  statistic by respective statistics. The limits 
for standardized deviation is set to be 1, as the motivation for using MCUSUM and 
MEWMA is to detect smaller shifts.  
The Line-Column charts for MCUSUM and MEWMA are demonstrated with the 
simulated data used in Crosier (1988) and Lowry et al (1992).   A bivariate normal 
distribution is considered with unit variance and correlation coefficient of 0.5. The process 
mean target is on (0,0) for the first five observations and shifts to (1,2) for the last five 
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observations. The corresponding MCUSUM statistics and MEWMA statistics are 
calculated and plotted on the charts. The control limits for both the charts are chosen on to 
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Figure 6.12 Line-Column MEWMA control chart 
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The respective charts for MCUSUM and MEWMA monitored processes are as shown in 
Figure 6.11 and Figure 6.12. From both the charts it can be observed that MEWMA 
signals out of control at period 9, MCUSUM chart signals out of control at period 10, and 
a 2T  charts would not have signaled out of control at all. When these charts signal out of 
control, it can be observed from respective Line-Column charts that the source of signal is 
due to shift in both the variables. Inference on magnitude of shift is also derived. There is 
stronger evidence of shift for the second variable than for the first variable. Recall that in 
this example there was a shift in the mean of both variables with higher shift in second 
variable. 
6.4 CONCLUSION 
The Line-Column on two axis control chart is a very useful tool in multivariate SPC 
application. The proposed graphical method can be used to improve graphical display of 
several multivariate control charts such as 2T  charts, MCUSUM charts and MEWMA 
charts. The 2T /MEWMA/MCUSUM statistics can be represented simultaneously with 
other corresponding univariate components, making it easier to interpret the process. The 
components of multivariate quality characteristics responsible for out of control signal are 
intuitively displayed.  Shifts are easily distinguishable compared to any other methods. As 
the standardized variables are used the amount by which a variable has gone out of control 
can be determined from Line-Column multivariate control charts. The Line-Column 






CONTROL CHARTS FOR GENERAL PROFILE MONITORING BASED 
ON FISHER’S CENTRAL AND NONCENTRAL F-DISTRIBUTIONS 
7.1 INTRODUCTION 
In several applications the quality of a process or product is characterized by a relationship 
between the response variable and a set of explanatory variables. This relationship is 
referred to as a profile. It is important to monitor the profile relationship of such 
processes. A departure from the in-control profile relation is a signal of problems in the 
process warranting corrective action. The area of profile monitoring has received attention 
from number of researchers. The studies and practical application of profile monitoring 
have been reported in Zou et al (2007), Kang and Albin (2000), Kim et al (2003), 
Mohmoud and Woodal (2004), Jensen et al (2004), Mestek (1994), Strover and Brill 
(1998), Chicken and Pignatiello (2009), Jensen and Birch (2009), and Yeh et al (2009). 
In this chapter we propose profile monitoring based on Fisher’s central and non-central F 
distribution. In Section 7.2, we propose Fisher’s F control chart for general linear profile 
monitoring in phase II. In Section 7.3, the average run length (ARL) performance of the 
proposed chart under various sample sizes and shift sizes are discussed. In Section 7.4, we 
compare the performance of proposed control chart with MEWMA control charting 
procedure. Chi-square control charts for profile monitoring are discussed in Section 7.5. 
The implementation aspects of the existing profile monitoring methods are discussed in 
Section 7.6. The phase I aspect of profile monitoring is discussed in Section 7.7. In section 
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7.8, profile monitoring under autocorrelation is discussed. Finally, we illustrate proposed 
control chart in section 7.9. 
7.2 FISHER’S F CONTROL CHARTS 
The objective in profile monitoring is to detect any changes in the desired relationship 
between the response variable and the profile parameters. Consider a process with quality 
characteristic Y as a function of a set of explanatory variables X’s. Assume that the process 
is sampled over time. Let the jth sample collected over time be ( ଵܻ௝, ଶܻ௝ … ௡ܻ௝ሻ. It is 
assumed that when the process is in statistical control, the profile relation of the process is 
modeled as 
௜ܻ௝ ൌ ߚଵ ൅ ߚଶܺଶ௜ ൅ ڮ ൅ ߚ௣ܺ௣௜ ൅ ߝ௜௝                              (7.1) 
The parameters ሺߚଵ, … ߚ௣ሻ are coefficients known as profile parameters. The profile 
response is related to the explanatory profile variables through these coefficients. The 
profile model represents linear profile relationship. Though non-linear relationship is 
observable in practice, often within the operating range of interest the relationship is 
linear. It is commonly assumed in literature (Kang and Albin (2000), Kim et al (2003), 
Zou et al (2007)) that ߝ௜௝ are independent, identically distributed normal random variables 
with mean zero and variance ߪଶ. At each run j we monitor random profile with the 
objective of detecting any changes in the parameters ሺߚଵ, … ߚ௣ሻ and variance of the 
process profile. Let ሺ ෠ܻଵ௝ … ෠ܻ௡௝ሻ be the profile values predicted from incontrol model. 
෠ܻ௜௝ ൌ ߚመଵ ൅ ߚመଶܺଶ௜ ൅ ڮ ൅ ߚ௣ܺ௣௜     (7.2) 
Let us define the statistic ௝ܵ to monitor profiles in phase II as, 
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௝ܵ ൌ ቆ 1௝݊ቇ ෍




                                                                ሺ7.3ሻ 
It is shown that when the process is in control and ෠ܻ௜௝ are known, the above statistic 
follows Fisher’s F- distribution with degrees of freedom ௝݊ and N-p. Where N is number 
of data points used in estimating the profile parameters in phase I study.  It can be shown 
that when the profile is in control the monitored statistic is actually ratio of two chi-square 
distributed random variables. Let us define 
ܣ௜௝ ൌ ቆ ௜ܻ௝ െ
෠ܻ௜௝
ߪ ቇ                                                              ሺ7.4ሻ 
௜ܸ௝ ൌ ܣ௜௝ଶ                                                                              ሺ7.5ሻ 
Assuming that ෠ܻ௜௝ is known, when the profile is in-control, ܣ௜௝ will follow normal 
distribution with zero mean and variance ߪଶ however to determine cdf of ௜ܸ௝ we note that, 
ܨ௏೔ೕ൫ݒ௜௝൯ ൌ ܲ൫ ௜ܸ௝ ൑ ݒ௜௝൯ ൌ ܲ൫ܣ௜௝ଶ ൑ ݒ௜௝൯                                        ሺ7.6ሻ 
ܨ௏೔ೕ൫ݒ௜௝൯ ൌ ܲ൫ܣ௜௝ଶ ൑ ݒ௜௝൯ ൌ ܲሺെඥݒ௜௝ ൑ ܣ௜௝ ൑ ඥݒ௜௝ሻ 
ܨ௏೔ೕ൫ݒ௜௝൯ ൌ ܨ஺೔ೕ൫ඥݒ௜௝൯ െ ܨ஺೔ೕ൫െඥݒ௜௝൯                                                ሺ7.7ሻ 
Differentiating this yields 
௏݂೔ೕ൫ݒ௜௝൯ ൌ
1
2ඥݒ௜௝ ൬ ஺݂೔ೕ൫ඥݒ௜௝൯ ൅ ஺݂೔ೕ൫െඥݒ௜௝൯൰                                             ሺ7.8ሻ 
We note that the equation ݃൫ܽ௜௝൯ ൌ ܽ௜௝ଶ ൌ ݒ௜௝ has two real solutions ቀܽ௜௝ଵ ൌ ඥݒ௜௝ቁ and 




൅ ஺݂೔ೕ ቀܽ௜௝ଶቁቚ݃′ ቀܽ௜௝ଶቁቚ
ቍ                                             ሺ7.9ሻ 
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Where ݃′ሺܽ௜௝ሻ is the first derivative of ݃ሺܽ௜௝ሻ, ቚ݃′ ቀܽ௜௝ଵቁቚ ൌ 2ܽ௜௝ଵ andቚ݃′ ቀܽ௜௝ଶቁቚ ൌ 2ܽ௜௝ଶ 















ି௩೔ೕଶ                                                              ሺ7.11ሻ 
The characteristic function for the above is obtained as 
߰ሺݐ߱ሻ ൌ 1ඥሺ1 െ 2ݐ߱ሻ                                                                   ሺ7.12ሻ 
  Further, let us define another statistic at run j 
ܯ௝ ൌ ෍ ௜ܸ௝
௡
௜ୀଵ
                                                                                ሺ7.13ሻ 
The characteristic function of  ܯ௝ under above stated conditions is obtained as 
߰ሺݐ߱ሻ ൌ 1
ሺ1 െ 2ݐ߱ሻ௡ଶ
                                                                   ሺ7.14ሻ 







ଶ                                                           ሺ7.15ሻ 
The above is the pdf of a central chi-square distribution with n degrees of freedom. 
Further, we know from the phase I study that  ሺேି௣ఙమ  ሻߪොଶ is also chi-square distributed with 
degrees of freedom (N-p), where N is the number of data points used in phase I study. 
ሺܰ െ ݌ߪଶ  ሻߪො
ଶ~߯ଶሺܰ െ ݌ሻ                                                      ሺ7.16ሻ 
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Hence, taking the ratio of equation (7.13) to equation (7.16) both of which are chi-square 
distributed we obtain the monitored statistic 
௝ܵ ൌ ൬1݊൰ ෍




                                                                ሺ7.17ሻ 
The above statistic will be Fisher’s F distributed with degrees of freedom ௝݊ and (N-p). 
The statistic ௝ܵ is plotted on control chart with appropriate control limits. Since the 
statistic is always positive the lower control limit is fixed to be zero. The upper control 
limit is chosen achieve the desired in control average run length performance. The 
probability of obtaining ௝ܵ or a higher value if ( ଵܻ௝, ଶܻ௝ … ௡ܻ௝ሻ  is drawn from a distribution 
described by in control process is ܲ൫ ௝ܵ ൐ ܷܥܮ൯ ൑ ߙ. The appropriate value of α is chosen 
to achieve desired incontrol average run length 
ܣܴܮ ൌ 1ߙ                                                                              ሺ7.18ሻ 
The in-control average run length (ARL0) of the proposed control chart is determined by 
the sample size and the type I error. The control limit for a given sample size and desired 
ARL0 are tabulated in the Table 7.1. One of the advantages of proposed statistics is that, it 
is sensitive to both location parameters and variance parameters. The objective in profile 
monitoring is to detect shift in both the profile parameters and the variance of the process. 
Hence, single control chart can efficiently monitor the process profile. In the next section 







Table 7.1 Control limits for given sample size and desired ARL0 
N-p n 
ARL0 
250 300 350 400 450 500 
10 2.66 2.71 2.76 2.80 2.83 2.86 
20 2.12 2.15 2.18 2.20 2.23 2.24 
30 1.90 1.93 1.95 1.97 1.98 2.00 
40 1.78 1.80 1.82 1.84 1.85 1.86 
300 50 1.70 1.72 1.73 1.75 1.76 1.77 
60 1.64 1.66 1.67 1.69 1.70 1.71 
70 1.60 1.62 1.63 1.64 1.65 1.66 
80 1.56 1.58 1.59 1.61 1.62 1.62 
90 1.54 1.55 1.57 1.58 1.59 1.59 
100 1.52 1.53 1.54 1.55 1.56 1.57 
10 2.61 2.66 2.70 2.74 2.77 2.80 
20 2.06 2.10 2.12 2.15 2.17 2.18 
30 1.84 1.87 1.89 1.91 1.92 1.94 
40 1.72 1.74 1.76 1.77 1.79 1.80 
900 50 1.64 1.66 1.67 1.69 1.70 1.71 
60 1.58 1.60 1.61 1.62 1.63 1.64 
70 1.54 1.55 1.56 1.57 1.58 1.59 
80 1.50 1.52 1.53 1.54 1.54 1.55 
90 1.47 1.49 1.50 1.51 1.51 1.52 
100 1.45 1.46 1.47 1.48 1.49 1.49 
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7.3 PERFORMANCE EVALUATIONS 
The performance of a control chart is commonly evaluated by average runs length 
required to detect a given shift in the monitored parameters. In this section we shall 
discuss out of control average run length (ARL1) performance of the proposed control 
chart for linear profile monitoring. 
Consider a general linear profile  
௜ܻ௝ ൌ ߚଵ ൅ ߚଶܺଶ௜ ൅ ڮ ൅ ߚ௣ܺ௣௜ ൅ ߝ௜௝                        (7.19) 
The out of control profile is denoted by 
௜ܻ௝ ൌ ሺߚଵ ൅ ݇଴ߪሻ ൅ ሺߚଶ ൅ ݇ଶଵߪሻܺଶ௜ ൅ ڮ ൅ ሺߚ௣ ൅ ݇௣ଵߪሻܺ௣௜ ൅ ߝ௜௝כ  (7.20) 
ߝ௜௝כ ൌ ܰሺ0, ݇ଷߪሻ 
where at least one of  ݇଴, ݇ଶଵ … ݇௣ଵ, ݇ଷ is not zero. The profile is out of control in intercept 
term if ݇଴ is not equal to zero, out of control in non-intercept terms if at least one on 
݇ଶଵ … ݇௣ଵ is not zero, and out of control in variation if ݇ଷ is not equal to unity. Let us 
discuss the average run length to detect these three types of shifts individually in 
following sub sections. 
The process that is out of control in its intercept term is represented as  
௜ܻ௝ ൌ ሺߚଵ ൅ ݇଴ߪሻ ൅ ߚଶܺଶ௜ ൅ ڮ ൅ ߚ௣ܺ௣௜ ൅ ߝ௜௝  (7.21) 
It is shown that the monitored statistic under shift in intercept term will follow non-central 
F distribution with degrees of freedom n, N-p and non-centrality parameter ߣ௡௖ ൌ ݊݇଴ଶ.  
When the process shifts in intercept or non-intercept terms the monitored statistic is a ratio 
of non-central chi-square distributed random variable to the central chi-square distributed 
random variable. Hence, the monitored statistic follows singly non-central F distribution. 
The shifted profile is represented as 
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௜ܻ௝ ൌ ሺߚଵ ൅ ݇଴ߪሻ ൅ ሺߚଶ ൅ ݇ଶଵߪሻܺଶ௜ ൅ ڮ ൅ ሺߚ௣ ൅ ݇௣ଵߪሻܺ௣௜ ൅ ߝ௜௝ (7.22) 
Let us consider the case of intercept term shift for the proof. The process that is out of 
control in its intercept term at jth run is represented as  
௜ܻ௝ ൌ ሺߚଵ ൅ ݇଴ߪሻ ൅ ߚଶܺଶ௜ ൅ ڮ ൅ ߚ௣ܺ௣௜ ൅ ߝ௜௝  (7.23) 
Under shift in intercept the statistic ܣ௜௝ will be normally distributed with mean ݇଴ and unit 
variance. The pdf of ௜ܸ௝ is obtained by substituting the pdf of this normal distribution. 
௏݂೔ೕ൫ݒ௜௝൯ ൌ ଵଶඥଶగ௩೔ೕ ݁
ିሺೡ೔ೕశೖబ
మሻ
మ coshሺඥݒ௜௝ ݇଴ ሻ                                 (7.24) 
The characteristic function corresponding to this pdf is  
߰ሺݐ߱ሻ ൌ ଵඥሺଵିଶ௧ఠሻ ݁
ି ሺ೟ഘೖబమሻሺభషమ೟ഘሻ                                                         (7.25) 
Using the above function and the property of characteristic for sum of variables 
ଵܸ௝ , ଶܸ௝ … ௡ܸ௝ we obtain the characteristic function of ܯ௝ as 
߰ௌሺݐ߱ሻ ൌ ଵሺଵିଶ௧ఠሻ೙మ ݁
ିሺ೟ഘ ∑ ೖబ
మ೙೔సభ ሻ
ሺభషమ೟ഘሻ                                                   (7.26) 
The inverse-Fourier transform of this characteristic function yields the pdf (Proakis 
(2001)) 







మିଵ൫√ߣ௡௖ ܯ௜௝ ൯                                  (7.27) 
where ߣ௡௖ ൌ ∑ ݇଴ଶ௡௜ୀଵ  and ܫ௖ሺܽሻ is the cth order modified Bessel function of the first kind 
represented by an infinite series (Norman et al (1995)). The above pdf is the non-central 
chi-square pdf with n degrees of freedom. Now the monitored statistic under shift in 
profile parameters is ratio of non-central chi-square random variable with parameters 
ሺ݊, ߣ௡௖ሻ to chi-square random variable with degrees of freedom (N-p). Hence, this statistic 
will be singly non-central F distributed with parameters ሺ݊, ܰ െ ݌, ߣ௡௖ሻ. 
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The average run length to detect a desired shift in intercept terms is function of control 
limit, sample size and cumulative distribution function of non-central F distribution.  
The following tables show the average run length to detect a various shift in intercept for 
desired incontrol average run length and given sample size. The shifts in intercept for the 
values of ݇଴ were taken as ݇଴ ൌ 0.2, 0.4, … , 2. The results of out of control ARL1 
performance are tabulated in Table 7.2 for incontrol run length of 250, 350 and 450. 
When the profile goes out of control in non-intercept terms the profile takes the form 
௜ܻ௝ ൌ ሺߚଵሻ ൅ ሺߚଶ ൅ ݇ଶଵߪሻܺଶ௜ ൅ ڮ ൅ ሺߚ௣ ൅ ݇௣ଵߪሻܺ௣௜ ൅ ߝ௜௝   (7.28) 
Where at least one of ݇ଶଵ … ݇௣ଵ is non zero. It case of shift in non-intercept terms the 
plotted statistic not only depends on the magnitude of shift and sample size but also on the 
profile variables. It can be shown that the plotted statistic will follow non-central F 
distribution with degrees of freedom of (n, N-p) and non-centrality parameter of  






                                                                     ሺ7.29ሻ 
Table 7.3 provide the average run length to detect a various shift in non-intercept for 
desired in-control average run length and given sample size. The most commonly used 
profile relation ௜ܻ௝ ൌ ߚଵ ൅ ߚଶܺଶ௜ ൅ ߝ௜௝ is considered for tabulation. Let us fix profile 
variable ܺଶ௜ in the range of [0, 10] and obtain the run length performance under various 
shifts. The ܺଶ௜ values for the sample size are suitably taken by dividing the range into n 
equal intervals.  The shifts in non-intercept were given from 0.1 ߪ to 0.3 ߪ in steps of 
0.15 ߪ, i.e., the values for ݇ଵ were taken as ݇ଵ ൌ 0.1, 0.15, … , 3. The results of out of 
control ARL1 performance are tabulated in Table 7.3 for in-control run length of 250, 350 
and 450.  As stated before the ARL1 performance of the chart for non-intercept terms will 
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also depend on the profile variables. Further, when there is a simultaneous shift in 
intercept and non-intercept terms the plotted statistic will follow non-central F distribution 
with non-centrality parameter,  






                                                  ሺ7.30ሻ 
Table 7.4 below tabulate the average runs to signal the desired shift for a given sample 
size and ARL0. When there is simultaneous shift in the parameters, it will be much 
quickly detected even at small shift and small sample size. 
The changes in variation of profile is represented as 
௜ܻ௝ ൌ ߚଵ ൅ ߚଶܺଶ௜ ൅ ڮ ൅ ߚ௣ܺ௣௜ ൅ ߝ௜௝כ                               (7.31) 
ߝ௜௝כ ൌ ܰሺ0, ݇ଷߪሻ 
If the profile goes out of control in variation in run j the statistic will be of the form 









                                                                ሺ7.32ሻ 
The average run lengths to detect the shifts in variance for a given incontrol run length and 










Table 7.2 ARL performance of F control charts for shift in intercept term 
N-p ݇଴ 
ARL0= 250 ARL0= 350 ARL0= 450 
n=30 n=60 n=90 n=30 n=60 n=90 n=30 n=60 n=90 
  0.4 47.61 31.59 24.41 62.15 40.61 31.07 75.91 49.06 37.27 
  0.6 12.39 6.57 4.58 15.19 7.81 5.33 17.71 8.90 5.99 
  0.8 3.90 2.06 1.55 4.48 2.26 1.65 4.98 2.43 1.74 
  1 1.77 1.17 1.05 1.92 1.21 1.07 2.03 1.24 1.08 
300 1.2 1.18 1.01 1.00 1.22 1.02 1.00 1.25 1.02 1.00 
  1.4 1.03 1.00 1.00 1.04 1.00 1.00 1.04 1.00 1.00 
  1.6 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
  1.8 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
  2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
  0.4 44.07 27.12 19.54 57.22 34.53 24.53 69.61 41.41 29.12 
  0.6 11.09 5.40 3.52 13.47 6.32 4.02 15.61 7.12 4.44 
  0.8 3.49 1.77 1.32 3.96 1.91 1.39 4.37 2.03 1.44 
900 1 1.63 1.10 1.02 1.75 1.12 1.02 1.84 1.14 1.03 
  1.2 1.13 1.01 1.00 1.16 1.01 1.00 1.19 1.01 1.00 
  1.4 1.02 1.00 1.00 1.02 1.00 1.00 1.03 1.00 1.00 
  1.6 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
  1.8 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 






Table 7.3 ARL performance of F Control chart under shift in non-intercept term 
N-p k1 
ARL0= 250 ARL0= 350 ARL0= 450 
n=30 n=60 n=90 n=30 n=60 n=90 n=30 n=60 n=90
  0.1 13.08 7.35 5.22 16.07 8.78 6.13 18.77 10.06 6.93
  0.15 2.63 1.55 1.25 2.93 1.66 1.31 3.19 1.75 1.35
300 0.2 1.21 1.02 1.00 1.25 1.03 1.00 1.28 1.03 1.01
  0.25 1.01 1.00 1.00 1.01 1.00 1.00 1.02 1.00 1.00
  0.3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
  0.1 11.70 6.04 4.01 14.26 7.11 4.61 16.56 8.05 5.13
  0.15 2.37 1.38 1.13 2.62 1.45 1.16 2.83 1.51 1.19
900 0.2 1.16 1.01 1.00 1.19 1.01 1.00 1.21 1.01 1.00
  0.25 1.01 1.00 1.00 1.01 1.00 1.00 1.01 1.00 1.00
  0.3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
 
Table 7.4 ARL performance of F control charts for simultaneous shift in intercept & non-
intercept term 
k0,k1 ARL0 n= 10 n= 20 n= 30 n= 40 n= 50 n= 60 n= 70 n= 80 n= 90 n= 100
k0= 0.2 250 22.23 13.51 9.45 7.17 5.73 4.77 4.07 3.56 3.17 2.86 
k1= 0.1 350 27.87 16.56 11.38 8.51 6.73 5.53 4.69 4.06 3.58 3.21 
  450 33.03 19.31 13.11 9.70 7.60 6.20 5.22 4.49 3.94 3.51 
k0= 0.2 250 1.06 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
k1= 0.3 350 1.07 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
  450 1.08 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
k0= 2 250 1.01 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
k1= 0.1 350 1.02 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
  450 1.02 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
k0= 1 250 1.26 1.03 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
k1= 0.2 350 1.31 1.03 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
  450 1.35 1.04 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
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Table 7.5 ARL performance of F control chart for change in profile variation 
N-p 
  ARL0=250 ARL0= 350 ARL0= 450 
݇ଷ n=30 n=60 n=90 n=30 n=60 n=90 n=30 n=60 n=90 
  1.1 30.36 18.89 14.08 38.68 23.63 17.42 46.39 27.99 20.45
  1.2 7.77 4.17 2.96 9.20 4.79 3.33 10.46 5.32 3.65
  1.3 3.28 1.85 1.43 3.68 2.00 1.51 4.02 2.12 1.58
  1.4 1.94 1.26 1.09 2.09 1.30 1.12 2.21 1.34 1.13
300 1.5 1.42 1.08 1.02 1.49 1.09 1.02 1.54 1.10 1.03
  1.6 1.19 1.02 1.00 1.23 1.02 1.00 1.25 1.03 1.00
  1.7 1.09 1.00 1.00 1.11 1.01 1.00 1.12 1.01 1.00
  1.8 1.04 1.00 1.00 1.05 1.00 1.00 1.06 1.00 1.00
  1.9 1.02 1.00 1.00 1.02 1.00 1.00 1.03 1.00 1.00
  2 1.01 1.00 1.00 1.01 1.00 1.00 1.01 1.00 1.00
  1.1 27.67 15.84 10.97 35.00 19.58 13.34 41.77 22.98 15.46
  1.2 6.93 3.46 2.35 8.14 3.92 2.59 9.19 4.30 2.79
  1.3 2.97 1.62 1.26 3.29 1.73 1.31 3.57 1.81 1.35
  1.4 1.79 1.17 1.05 1.91 1.20 1.06 2.02 1.23 1.06
900 1.5 1.35 1.04 1.01 1.40 1.05 1.01 1.45 1.06 1.01
  1.6 1.16 1.01 1.00 1.18 1.01 1.00 1.20 1.01 1.00
  1.7 1.07 1.00 1.00 1.08 1.00 1.00 1.09 1.00 1.00
  1.8 1.03 1.00 1.00 1.04 1.00 1.00 1.04 1.00 1.00
  1.9 1.01 1.00 1.00 1.02 1.00 1.00 1.02 1.00 1.00
  2 1.01 1.00 1.00 1.01 1.00 1.00 1.01 1.00 1.00
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The performance of proposed control chart under shift in process variation is given in 
Table 7.5. It is observed that F control charts detect shifts in process variation at relatively 
lower sample size. See for example, at sample size of 30 a shift of order of 0.5 ߪ is 
detected within 2 runs even at high in-control ARL0 value of 500. The graphs in figures 
7.1-7.18 depict the performance of proposed charts under various conditions. 
 
 
















ARL performance of F chart for shift in intercept term 
(ARL0=250)
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Figure 7.2 ARL performance of F control chart intercept shift (ARL0=350; N-p=900)  
 
 













ARL performance of F chart for shift in intercept term (ARL0=350)
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ARL performance of F chart for shift in intercept term (ARL0=450)
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Figure 7.4 ARL performance of F control chart for intercept shift (ARL0=250; N-p=300)  
 
 
















ARL performance of F chart for shift in intercept term 
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ARL performance of F chart for shift in intercept term 
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Figure 7.6 ARL performance of F control chart for intercept shift (ARL0=450; N-p=300)  
 
 














ARL performance of F chart for shift in intercept term 
(ARL0=450)
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ARL performance of F chart for shift in non-intercept term 
(ARL0=250)
n=10 n=20 n=30 n=40 n=50
























ARL performance of F chart for shift in non-intercept term 
(ARL0=350)
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ARL performance of F chart for shift in non-intercept term 
(ARL0=450)
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Fig 7.10 ARL performance of F control chart non-intercept shift (ARL0=250; N-p=300)  
 
 














ARL performance of F chart for shift in non-intercept term 
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ARL performance of F chart for shift in non-intercept term 
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Fig 7.12 ARL performance of F control chart non-intercept shift (ARL0=450; N-p=300)  
 
 

















ARL performance of F chart for shift in non-intercept term 
(ARL0=450)
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Figure 7.14 ARL performance of F control chart: Variation shift (ARL0=350; N-p=300)  
 
 











































Figure 7.16 ARL performance of F control chart: Variation shift (ARL0=250; N-p=900)  
 
 






































Figure 7.18 ARL performance of F control chart: Variation shift (ARL0=450; N-p=900)  
 
The results reveal that F control chart performance is satisfactory for practical 
implementation in real life processes. At a moderate sample size of 30, moderate and high 
shifts in profile parameters are efficiently detected. The efficiency of detecting smaller 
shifts increases rapidly as the sample size increases. 
7.4 PERFORMANCE COMPARISION 
In Gupta et al(2006) it was shown that Kim et al (2003) performs better than Kang and 
Albin (2000). Zou et al (2007) showed that their MEWMA method performs better than 
Kim et al (2003). We shall use MEWMA method as a benchmark in comparing the run 
length performance of proposed control chart. The control limits of both the control charts 






















MEWMA chart were obtained using Markov chain approximations. The detailed 
procedure on Markov chain approximations for MEWMA can be obtained from Prabhu 
and Runger (1997). When the process variation changes, in MEWMA scheme the 
distribution of ܼሺߚሻ & ܼሺߪሻ  would also change and ܼሺߪሻ will not be normal anymore. 
Thus, Markov chain approximations cannot be used directly. Zou et al (2007) proposed 
modification to obtain ARL performance under these conditions.  
Let us first consider case of shifts in process variation. The Table 7.6 shows the ARL 
performance of MEWMA schemes and F control chart schemes for the same sample size. 
It may be noted that the F charts detects shifts in process variation much quicker than 
MEWMA charts. 
 
Table 7.6 ARL performance comparison of F and MEWMA: Shift in variation 
k3 
    
F MEWMA
1.1 65.52 76.2 
1.15 42.01 48.7 
1.2 28.58 33.2 
1.25 20.43 24.1 
1.3 15.22 18.4 
1.4 9.36 12.1 
1.6 4.72 7 
1.8 3.04 4.9 
2.2 1.84 3.1 
2.6 1.44 2.3 





Table 7.7 & 7.8 ARL performance comparison of F and MEWMA control charts 
k1 
          
F MEWMA k2 F MEWMA
0.4 5.25 2.4 0.02 2.291 1 
0.6 2.31 1 0.03 1.027 1 
0.8 1.47 1 0.04 1 1 
1 1.17 1 0.05 1 1 
1.2 1.06 1 0.06 1 1 
1.4 1.02 1 0.07 1 1 
1.6 1.00 1 0.08 1 1 
1.8 1.00 1 0.09 1 1 
2 1.00 1 0.1 1 1 
 
The results of performances both charts under shift in intercept and slope parameter at 
sample size of 60 and (N-p = 300) are tabulated in Table 7.7 & 7.8.  As expected 
MEWMA control chart performs better than F control chart when the sample size is small, 
however when the sample size increases efficiency of detecting small shifts increases.  For 
a moderate shifts of unit standard deviation and above, the performance of both the 
methods same. It may also be noted that process owners will be interested in detecting 
shifts of unit standard deviation and above. In most of processes any smaller shifts will 
have limited incentive of detection. Though smaller than unit standard deviation shifts can 




7.5 CHI-SQUARE CONTROL CHARTS FOR PROFILE MONITORING  
In cases where both ෠ܻ௜௝ and ߪොଶ are assumed to be known and treated as constants, the 
phase II profile would be monitored using statistic,  





                                                                ሺ7.33ሻ 
The monitored statistic would follow chi-square distribution when the profile is in control. 
The upper control limit can be chosen to achieve desired in-control run length. 
The monitored statistic under shift in intercept term will follow non-central chi-square 
distribution with degrees of freedom n and non-centrality parameter ߣ௡௖ ൌ ݊݇଴ଶ.  
It case of shift in non-intercept terms the plotted statistic not only depends on magnitude 
of shift and sample size but also will depend on the profile variables X. It can be shown 
that the plotted statistic will approximately follow non-central chi-square distribution with 
degrees of freedom of n and non-centrality parameter of ߣ௡௖ ൌ ∑ ൫∑ ݇௟ଵ ௟ܺ௜௣௟ୀଵ ൯ଶ௡௜ୀଵ . 
Further, when there is a simultaneous shift in intercept and non-intercept terms the plotted 
statistic will approximately follow non-central chi-square distribution with non-centrality 
parameter ߣ௡௖ ൌ ݊݇଴ଶ ൅ ∑ ൫∑ ݇௟ଵ ௟ܺ௜௣௟ୀଵ ൯ଶ௡௜ୀଵ . The average run length to detect a desired 
shift in intercept and/or non-intercept terms is function of control limit, profile variables, 
sample size and cumulative distribution function of non-central chi-square distribution.  
The monitored statistic under shift in profile variation will follows gamma distribution 
with shape parameter ߙ ൌ ሺ௡ଶሻ and scale parameter ߚ ൌ 2ሺ݇ଷሻଶ. The average run lengths 




7.6 IMPLEMENTATION OF PROFILE MONITORING SCHEMES 
The ARL performance is undoubtedly a crucial factor for determining usefulness of a 
control chart. However, simplicity and ease of implementation are no less important 
factors when determining usefulness of a control chart for practical implementations. It 
may be pointed out that Shewhart charts are the most popular and successful in industry. 
The chief advantage of Shewhart charts is their simplicity (Wetherill (1977)). In this 
section we discuss the implementation issues of various phase II profile monitoring 
schemes available in literature. 
Kang and Albin(2000) and Kim et al (2003) considered simple linear profiles model with 
one intercept term and one non-intercept term. Kang and Albin(2000) proposed 
monitoring of average regression residuals at each run using EWMA control chart. The 
two shortcomings of sole EWMA chart are first, EWMA chart is not sensitive to shift in 
process variations. Secondly, the above chart is not sensitive to shifts in profile parameters 
when the magnitudes of residuals are large but tend to average out to be small average 
residuals. To overcome these shortcomings they proposed Range charts. Control limit for 
the above schemes is chosen to achieve the desired overall performance of the scheme. 
The overall in-control ARL of EWMA-R scheme for a given L is determined from 
simulation. This scheme requires two charts to be monitored and updated for each run. 
Fisher’s F control chart requires single control chart to be monitored. The in-control ARL 
of Fisher’s F chart is easy to determine from tables and equation.  
Kim et al (2003) obtained the alternative form of the underlying model by coding 
explanatory variables. The least square estimated parameters are independent, hence they 
proposed monitoring them on three separate EWMA control charts 
ሺܧܹܯܣூ, ܧܹܯܣ௦, ܧܹܯܣாሻ to detect the shifts in intercept slope and standard deviation 
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parameters. In the proposed method three EWMA charts are simultaneously used to 
monitor the profile and the process is deemed out of control when any one of these charts 
signals.  This mean that for each run process engineer has to monitor each of them 
simultaneously. This method requires 3 control charts to be monitored for a simple linear 
profile with 3 parameters. If the parameters in profile model increase the method becomes 
increasingly complex to handle. Note that for this method the in-control run length is 
determined by simulations. The control limits of each of the control charts are chosen such 
that individual charts have same in-control ARL while jointly achieving overall ARL for 
the scheme. It may also be noted that determination of control limits for this scheme is 
laborious requiring large number of simulation runs to achieve acceptable standard error. 
Incontrol ARL of Fisher’s F control chart can be easily obtained as described in Section 2. 
In addition to above univariate control chart methods, two multivariate charting 
procedures for profile monitoring are available in literature. Zou et al (2007) and Kang 
and Albin (2000) proposed multivariate control charts to monitor profile parameters. Kang 
and Albin (2000) proposed ܶଶcontrol chart to be monitored. They considered simple two 
parameter linear profile. The monitoring scheme was based on the fact that the profile 
parameters estimated by regression are bivariate normal distributed. The out of control 
average run length were discussed with the help of an example using simulation, hence the 
results cannot be generalized. Zou et al (2007) proposed MEWMA control charts for 
general linear profiles. The design of these charts is investigated using Markov chain 
approximation as suggested in Prabu and Runger (1997). The in-control ARL 
performances of proposed MEWMA schemes have to be obtained using a computer 
program. The Markov chain approximations of conventional MEWMA cannot be directly 
used for out of control ARL calculations of the proposed method. The out of control 
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average run length to detect a given shift in desired profile parameter is much difficult to 
obtain.  In Fisher’s F control chart the in-control and out of control average run lengths 
can be easily obtained without much computational effort. 
 Multivariate control charts are computationally demanding compared to Fisher’s F 
control charts. Implementation of multivariate control charts require specially designed 
software or special coding in existing software. This may not be an option for small and 
medium enterprises who have limited capital to invest in such software or skilled coding 
professionals. Fisher’s F control charts can easily be implemented on a simple spread 
sheet based software and require least computational efforts. The depth of technical 
expertise required for implementation of multivariate charts is higher than Fisher’s F 
control charts. In our informal survey of statistical quality control module offered reputed 
universities in the area, we found that most of them did not include multivariate statistical 
process control in the syllabus in undergraduate or even in graduate level courses. Though 
an ideal case would be to employ a highly trained statistician engineer for quality control 
not all enterprises can afford it. A control chart which requires very high level of technical 
expertise may not be highly preferred in practice. It is desirable that a control chart should 
be understandable by wide audience ranging from floor operators to the department head. 
Kim et al (2003) requires 3 or more charts, EWMA-R charts require 2 charts. In both 
these methods the control limits to obtain overall in-control ARL is determined by 
simulations. T-square MEWMA and Fisher’s F schemes require only one chart to be 
monitored. ARL performance of T-square and MEWMA methods are difficult to obtain. 
In addition, Fisher’s F is the only univariate control chart requiring monitoring of single 
control chart. When the sample size is rather small F control chart has disadvantage. With 
metrology equipments and sensors developing at a fast rate large data samples are easily 
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and cost effectively available in many processes. Hence, among various methods proposed 
for profile monitoring F chart is very competitive and it is easiest to implement. 
7.7 PHASE I ANALYSIS PROFILE CONTROL CHARTS 
In this section we shall briefly discuss on phase I study. A detailed discussion on phase I 
study was given in Mohmoud and Woodall (2004). To begin with the data for the k 
number of profiles is collected from the process. The pre-requisite to estimate the profile 
parameters from the data is that, the process must have been in control truly representing 
the actual process without any outliers and influential observations. The first step is to 
ensure that the variation in the data is stable. Once the variation stability is established, the 
second step is to make sure that the profile parameters are incontrol. The variation stability 
is analyzed using ratio of mean square error of the given profile and the average mean 
square error of the all the remaining profiles. Once the stability of variation is established, 
the second step is to ensure that the profile parameters are in control. This can be 
expressed as a problem of comparing several regression lines. Details can be obtained 
from (Myers (1990), Kleinbaun and Kupper (1978), Mohmoud and Woodall (2004)). If 
any out of control signal is obtained from the variation stability analysis and the 
comparison of profiles, the investigation is carried out and the data set is removed. Once 
all the collected profile data shows to be incontrol the estimation of profile parameters and 
profile variation is carried out using regular regression procedure on the available data set 
of N data points.  
ࢼ෡ ൌ ሺሺࢄࢀࢄሻି૚ࢄࢀࢅ                                                                       ሺૠ. 34ሻ 
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ߪොଶ ൌ ൫ࢅ െ ࢄࢼ෡൯
ࢀሺࢅ െ ࢄࢼ෡ሻ
ܰ െ ݌                                                             ሺ7.35ሻ 
7.8 PROFILE MONITORING UNDER AUTOCORRELATION  
In some processes autocorrelation is observed in profiles. Profile monitoring under 
autocorrelation has been discussed by various authors Soleimani et al. (2009), Noorossana 
et al.  (2008), Qiu (2010) Amiri et al. (2010). The method of generalized difference form 
is one of the most commonly used methods to address the issue of autocorrelation. The 
details on methodology can be obtained from Cochrane and Orcutt(1949), Neter et al. 
(1990), Montgomery et al. (2001). 
Under presence of autocorrelation the in-control profile is described by  
௜ܻ௝ ൌ ߚଵ ൅ ߚଶܺଶ௜ ൅ ڮ ൅ ߚ௣ܺ௣௜ ൅ ݒ௜                              (7.36) 
ݒ௜ ൌ ߩݒ௜ିଵ ൅ ߝ௜ 
The parameter ߩ is the autocorrelation coefficient satisfyingെ1 ൑ ߩ ൑ 1. Note that when 
ߩ ൌ 0 there is no autocorrelation in the profile and model reduces to general linear profile 
described in (7.1). The method of generalized differencing can be used to address the issue 
of autocorrelation in profile monitoring. It allows transformed equation to be developed 
from which standard profile monitoring procedures can be adopted. From the above 
equation it follows that 
௜ܻ௝ ൌ ߚଵ ൅ ߚଶܺଶ௜ ൅ ڮ ൅ ߚ௣ܺ௣௜ ൅ ߩݒ௜ିଵ ൅ ߝ௜           (7.37) 
Laging the above equation and then multiplying it by ߩ gives us 
ߩ ௜ܻିଵ,௝ ൌ ߩߚଵ ൅ ߩߚଶܺଶ௜ିଵ ൅ ڮ ൅ ߩߚ௣ܺ௣௜ିଵ ൅ ߩଶݒ௜ିଶ ൅ ߩߝ௜ିଵ  (7.38) 
Further subtracting the lagged equation from unlagged equation we obtain 
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௜ܻ௝ െ ߩ ௜ܻିଵ,௝ ൌ ߚଵ െ ߩߚଵ ൅ ߚଶܺଶ௜ െ ߩߚଶܺଶ௜ିଵ ൅ ڮ ൅ ߩݒ௜ିଵ ൅ ߝ௜ െ ߩଶݒ௜ିଶ െ ߩߝ௜ିଵ 
 (7.39) 
௜ܻ௝ െ ߩ ௜ܻିଵ,௝ ൌ ߚଵሺ1 െ ߩሻ ൅ ߚଶሺܺଶ௜ െ ߩܺଶ௜ିଵሻ ൅ ڮ ൅ ߝ௜  (7.10) 
Since ߩݒ௜ିଵ െ ߩଶݒ௜ିଶ ൅ ߝ௜ െ ߩߝ௜ିଵ ൌ ݒ௜ െ ߩݒ௜ିଵ and ݒ௜ ൌ ߩݒ௜ିଵ ൅ ߝ௜ 
Rewriting the equation for familiar form we obtain 
௜ܻ௝כ ൌ ߚଵכ ൅ ߚଶܺଶ௜כ ൅ ڮ ൅ ߝ௜                                               (7.41) 
Where ௜ܻ௝כ ൌ ሺ ௜ܻ௝ െ ߩ ௜ܻିଵ,௝ሻ; ߚଵכ ൌ ߚଵሺ1 െ ߩሻ; ܺଶ௜כ ൌ ሺܺଶ௜ െ ߩܺଶ௜ିଵሻ 
The estimation of parameter ߩ has been a well studied area Hildreth-Lu method can be 
used for this estimation. When the profile data is obtained the monitoring of process 
profile is carried out using the transformed profile as below. 
௝ܵ ൌ ቆ 1௝݊ቇ ෍ ቆ




                                                      ሺ7.42ሻ 
This way the proposed F control charts will be used for profile monitoring of processes 
with autocorrelation. 
7.9 ILLUSTRATIVE APPLICATION: SEMICONDUCTOR MANUFACTURING 
WET ETCHING PROCESS 
Wet Etching is an important process module in semiconductor manufacturing. It involves 
chemically removing layers from the surface of wafer during manufacturing processes. 
The wet etching processes involve three steps. In the first step wafers are etched using a 
caustic chemical immersion bath for a specified period of time. The etch time is chosen to 
achieve desired depth depending on the etch rate of the etchant. The second step is to 
purge with de-ionized water. The final step is to dry using spin-drying or gas purging and 
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heating. Wet etching is cheap and it can be conveniently used for mass production or 
batch processes. The etching speed and selectivity of wet etching processes are also high. 
In addition the wet etching process can be easily automated. However, one of the 
disadvantages of wet etching is that it is isotrope and etches in all direction hence etching 
some undesirable material also. This results in undesirable undercuts and sloping walls. 
 
Figure 7.19 Wet etching process 
In wet oxide etch buffer oxide etch solution is used to remove the SiO2. In this process a 
solution is formed with addition of hydrofluoric acid and ammonium fluoride to create 
buffer oxide etch (BOE). In BOE etching process the wafer is immersed in the BOE for 
specified period of time. The time of immersion is decided based on the BOE etch rate and 
the oxide thickness. After desired period of time the wafer is removed and rinsed well 
with DI water and finally blown dry using nitrogen.  In BOE process it is important to 
monitor the chamber pressure as a function of time. It is required that the pressure time 
profile be maintained according to the the defined profile. Any deviation in the profile 
relationship is a signal of abnormality in the chamber and be detected. 
The relationship is obtained by collecting the “golden” profiles or the profiles of runs in 
which the wafers showed good yield and were good inputs to the downstream processes. 
The obtained liner profile relationship in the process step had intercept of -436.63 and 
slope of 1.31 for the step time of 351Sec to 410Sec. The values of the response are taken 
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for every second of production and the step lasts for one minute. The values are simulated 
to follow the actual process and coded to maintain the confidentiality of the data. The 
profile is monitored on F control chart. The UCL =1.56 was chosen to achieve in-control 
ARL of 200. In the figure below the profile is in-control for first 10 runs while intercept is 
shifted to value of -433.63. It may be seen that the profile is out of control at the 11th run, 
this is signalled via the F control chart and process equipment engineer is alerted for the 
same and necessary corrective actions are taken. 
 
 
Figure 7.20 F control charts: Shift in intercept 
 
The chart below demonstrates the process that is in-control during the first 11 runs while 















Figure 7.21 F control charts: Shift in slope 
 
The chart below demonstrates the process that is in-control during the first 10 runs while 
the profile is shifted in 11th run in variation parameter. 
 






























In this study an F control chart to monitor general linear profile was proposed. The ARL 
performance evaluation and comparisons showed that the proposed control charts perform 
competitively when enough samples are available. F control charts detect shifts in process 
variation more efficiently than other methods. Unlike other profile monitoring methods 
which use simulations to obtain ARL performance, ARL performance of the proposed 
charts can be obtained analytically. The implementation aspects of the existing profile 
monitoring charts were discussed. It was found that proposed control charts are most 















Statistical methods of process improvement are very valuable tools for manufacturing 
processes. However, these tools have to evolve continuously with time to meet the 
changing needs of the industry.  Several contributions to statistical process monitoring and 
adjustment methods were made through this thesis.   
It was noted that measurement delay is very commonly encountered in practice. This 
delay is attributed to queue at metrology tools and multistage processes. The process 
adjustment strategies under measurement delay were given in Chapter 3. In many practical 
processes, process adjustment at every run is not desirable. This is due to operational 
reasons and process adjustment costs. To meet these needs for various situations the 
bounded and unbounded feedback adjustment methods were developed.  It was noted that 
it is crucial to consider the economic aspect of process adjustment by considering the 
adjustment costs and off target costs. The process adjustment strategies considering the 
economic aspect of process adjustments were given. Further, in some processes the cost 
parameters are known explicitly while in some processes the cost parameters are not 
known explicitly. Two propositions to choose bound length for these scenarios were 
given. The first proposition will be useful when the cost parameters of the off target cost 
and adjustment costs are not known explicitly. The second proposition is convenient when 
the cost parameters are known explicitly. The optimal bound length is obtained by 
minimizing the expected cost given in the second proposition. 
The manufacturing processes experience various types of disturbances. One of the 
commonly encountered types of disturbances is intermittent disturbance. The process 
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operates under stable conditions and is affected intermittently by disturbances. 
Multivariate process adjustment method under random time random size process 
disturbances are considered in Chapter 4. It is proposed to integrate the recursive 
estimation methods and multivariate exponentially weighted moving average control 
chart. The process is monitored on multivariate exponentially weighted moving average 
control chart and once the shift in process is detected the shift size is recursively estimated 
and process is adjusted sequentially. The adjustment decisions considering the production 
length, size of shift and adjustment costs are discussed in the chapter. Unlike other 
multivariate controller, this method does not actuate the process adjustment every period. 
Another commonly experienced problem in manufacturing processes is the uncertainty in 
the disturbance distribution. The uncertainty may be attributed to several upstream 
machines, raw material variability, several suppliers and changing process conditions. The 
process adjustment under uncertain disturbance distribution was considered in Chapter 5. 
It is also observed that not all the processes have symmetric off target costs. The 
asymmetric off target costs are very commonly encountered in practice where the costs of 
being off target on different sides of a process target are different.  The process adjustment 
strategies for processes with known and unknown initial state for symmetric and 
asymmetric off target costs are discusses. It was shown that if there is significant 
uncertainty in the disturbance distribution, the standard control strategy will not minimize 
the expected cost. Actual application to manufacturing process and estimation of 
parameters in absence of prior process knowledge is discussed.  
In modern manufacturing processes often the quality of a process is determined by several 
quality characteristics. Under these situations all the related quality characteristics must be 
monitored simultaneously. One of the crucial needs of multivariate process monitoring 
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methods is an efficient graphical display of the process. A chart which simultaneously 
displays the information about individual variables and its multivariate description yet 
remains easily interpretable. A novel Line-Column on two axis control chart for 
multivariate process monitoring is developed in Chapter 6. The proposed method 
efficiently displays the process information and is easier and economical for practical 
implementation. The proposed graphical display assists in identifying the component of 
multivariate process that has caused the out of control signal. The Line-Column on two 
axis control chart is a very useful tool in multivariate SPC application. The proposed 
graphical method can be used to improve graphical display of several multivariate control 
charts such as 2T  charts, MCUSUM charts and MEWMA charts. The 2T
/MEWMA/MCUSUM statistics can be represented simultaneously with other 
corresponding univariate components, making it easier to interpret the process. The 
components of multivariate quality characteristics responsible for out of control signal are 
intuitively displayed.  Shifts are easily distinguishable compared to any other methods. As 
the standardized variables are used the amount by which a variable has gone out of control 
can be determined from Line-Column multivariate control charts. The Line-Column 
multivariate control chart also helps to combat the sensitivity of 2T  control charts to shifts 
in covariance matrix. 
In several applications the quality of a process or product is characterized by a relationship 
between the response variable and a set of explanatory variables. This relationship is 
referred to as profile. In such processes it is important to monitor the process profile. It 
was also noted that for successful practical implementation, it is very important that the 
monitoring method be efficient in detecting shifts at the same time be simple to 
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implement. In Chapter 7 control chart based on Fisher’s central and non-central F-
distributions to monitor general linear profile was proposed. One of the advantages of 
proposed control chart is that a single control chart can be used to monitor both location 
parameters and variance parameters. The ARL performance evaluation and comparisons 
showed that the proposed control charts perform competitively when enough samples are 
available. F control charts detect shifts in process variation more efficiently than other 
methods. Unlike other profile monitoring methods which use simulations to obtain ARL 
performance, ARL performance of the proposed charts can be obtained analytically. The 
implementation aspects of the existing profile monitoring charts were discussed. It was 
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