Abstract This paper proposes a novel scalable authentication scheme that utilizes the progressive enhancement functionality in JPEG 2000 scalable image coding. The proposed method first models the wavelet-based quality scalable coding to identify the effect of the quantization and de-quantization on wavelet coefficient magnitudes and the data embedded within such coefficients as a watermark. A relationship is then established between the watermark extraction rule and the embedding rule, using the magnitudes of the reconstructed and original coefficients. It ranks the wavelet coefficients according to their ability to retain the embedded watermark data intact under various quantization levels corresponding to quality enhancements. Then watermark data is embedded into wavelet coefficients according to their rank followed by JPEG 2000 embedded coding. At the decoder as more and more quality and resolution layers are decoded the authentication metric is improved, thus resulting in gradually increasing complexity of the authentication process according to the number of quality and resolution enhancements. The low complexity authentication is available at low quality low resolution decoding, enabling real-time authentication for resource constrained applications without affecting the authentication metric. Compared to the existing methods, the proposed method results in highly robust scalable authentication of JPEG 2000 coded images.
Introduction
Image authentication based on watermarks involves embedding an unique logo or a fingerprint data into the host image and extracting them at the time of authentication. Influenced by its success in scalable image coding, the discrete wavelet transform (DWT) has been widely used in image watermarking . Based on the embedding methodology, wavelet-based image watermarking can be categorized into two main classes: uncompressed domain algorithms [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] and joint compression-watermarking algorithms [14] [15] [16] [17] [18] [19] [20] [21] . In the former, the authentication requires decoding the image to its pixel level to perform the forward DWT (FDWT) again to extract the watermark to carry out authentication. This two step process increases the complexity of the authentication and makes it difficult for real-time authentication. The second approach integrates watermarking into the compression process, mainly considering JPEG 2000 [22] , by avoiding the repeating of the FDWT. The watermark is embedded into quantized wavelet coefficients followed by embedded coding. Although their main aim is to improve the robustness of watermarking to JPEG 2000 compression, these algorithms do not utilize the quality and resolution scalability functionalities available in JPEG 2000. JPEG 2000 Part 8 (ISO/IEC 15444-8, T.807) Secure JPEG 2000 (JPSEC) [15] specifies a framework, concepts, and methodology for securing JPEG 2000 bit streams considering capabilities of JPEG 2000 and also proposes watermarking in the coding pipeline with aim of achieving high robustness as a solution [21, 23] .
The scalability in bit streams produced by scalable coding enables progressive enhancement of quality and resolution of image and video content being displayed. Scalable image coding consists of multi-resolution decomposition of images (using the DWT), followed by hierarchical layered representation considering the scalability requirements: quality and resolution, mainly. In JPEG 2000, the hierarchical layered representation is based on the progressive coding of bit planes of wavelet coefficients and increasing wavelet decomposition scales. The most common application scenario is that the image is encoded to the highest quality and highest resolution generating a bit stream, followed by adapting the bit stream according to the available bandwidth before transmission. The quality and the resolution of the decoded image are enhanced when more and more bits are received from the scalable bit stream. If the watermark embedding algorithm does not consider the scalability of the host image bit stream, such content adaptations result in loss of watermark data embedded within the affected coefficients, thus, diminishing the robustness of the watermarking schemes [24] .
In this paper, we propose a novel scalable authentication scheme that utilizes the progressive enhancement functionality in JPEG 2000. The proposed method first models the wavelet-based quality scalable coding to estimate the effect of the quantization and de-quantization on wavelet coefficient magnitudes and the data embedded within such coefficients as a watermark. A relationship is then established between the watermark extraction rule and the embedding rule, using the magnitudes of the reconstructed and original coefficients. This relationship ranks the wavelet coefficients according to their ability to retain the embedded watermark data intact under various quantization levels corresponding to quality enhancements. The watermark data is embedded into wavelet coefficients according to their rank, followed by embedded coding of coefficients in JPEG 2000. We propose different conditions considering the two extraction scenarios: blind and nonblind. Since the watermark data is embedded in wavelet coefficients chosen according to the hierarchy of quality resolution layers, as opposed to the coefficients chosen by raster scanning of wavelet subbands as in other methods, meaningful authentication data can be extracted even from the very low bit rate decoding. As more and more quality and resolution layers are decoded at the decoder, the authentication metric is improved, thus resulting in gradually increasing complexity of the authentication process with respect to the increasing quality and resolution enhancements. Due to its low complexity authentication at low quality low resolution decoding, the proposed algorithm enables real-time authentication for resource constrained applications without affecting the authentication metric.
The rest of the paper is organized as follows: Sect. 2 presents the background preliminaries for the proposed work. The model considering non-blind extraction for magnitude alteration-based watermark embedding is presented in Sect. 3, while the model considering blind extraction for re-quantization-based watermark embedding is presented in Sect. 4. The experimental verification of the proposed models are shown in Sect. 5. The performance evaluation of the proposed scalable authentication is presented in Sect. 6, followed by the concluding remarks in Sect. 7.
Preliminaries

Watermarking preliminaries
In wavelet-based watermarking, the watermark embedding can be done prior to compression (also known as uncompressed domain watermarking) or along with compression pipeline as joint compression-watermarking. In the first scenario, the watermark is embedded independent of the compression algorithm. Many examples of this type of watermarking algorithms can be found in the literature [1-13, 25, 26] . The major steps in such an algorithm include the FDWT and wavelet coefficient modification according to watermark data followed by the inverse DWT (IDWT) to produce the watermarked image. In modern multimedia usage chains, the watermarked image may be scalable coded and adapted to lower quality/resolution versions. Watermark extraction includes the FDWT and recovery of the watermark as a blind or a non-blind extraction algorithm, followed by authentication by comparing with the original watermark.
As JPEG 2000 scalable image coding is based on the DWT, joint compression-watermarking algorithms [14, [16] [17] [18] [19] [20] [21] incorporated into JPEG 2000 have also become a more efficient way of image watermarking. In most algorithms, the watermark data is embedded by modifying the quantized wavelet coefficients. This makes such algorithms robust to a given compression level. The watermark is extracted during the image decoding operation. The main difference in joint compression-watermarking algorithms compared to the uncompressed domain algorithms in the context of JPEG 2000-based image consumption framework is that in the latter case there might be a mismatch in the DWT kernel used for watermark embedding and image coding algorithms. This kernel mismatch may be a problem for making them robust for quantization in JPEG 2000 compression. Current joint compression-watermarking algorithms provide a solution for this problem, but they make robust for only for a given compression. They do not address further compression or content adaptation scenarios. Another interesting observation is that the use of JPEG 2000 lossless mode in a joint watermarking-compression scheme is similar to uncompressed-domain watermarking that uses the same DWT kernel for both compression and watermark embedding. That means, if the same DWT kernel is used and the compression is modelled into watermarking, both these types merge into a single framework. An elaborate discussion and an analysis of wavelet-based watermarking algorithms can be found in our previous work [27] .
In this paper, we model the effect of compression on watermarked wavelet coefficients, use the model to predict the ability of each un-quantized wavelet coefficient for robustly retaining the watermarked data and rank the unquantized wavelet coefficients according to this ability. Since the modeling is for un-quantized coefficients, this approach is applicable to both classes of algorithms. The system architecture of the proposed watermarking-based content authentication used within scalable coding is shown in Fig. 1 . The embedding process includes three steps: the FDWT, the embedding algorithm that modifies the host wavelet coefficients and the IDWT. The watermark extraction process includes the FDWT and the recovery of the watermark as a blind or a non-blind extraction. In the proposed scheme the watermark embedding and extraction have been pipelined into the JPEG 2000 encoding and decoding, respectively. Therefore, it avoids unnecessary steps of the IDWT at the watermark embedding and the FDWT at the watermark extraction, thus reducing the complexity.
In the proposed scheme after the FDWT in JPEG 2000, the coefficients are firstly ranked according to the proposed models for non-blind and blind extractions, shown in Sects. 3 and 4, respectively. Subsequently the watermark data is embedded into coefficients chosen according to the rank, by modifying their magnitudes as follows:
where C m,n is the original value of the host wavelet coefficient at the position with (m, n) coordinate indices, C 0 m;n is the corresponding modified wavelet coefficient and D m;n is the corresponding amount of modification. In non-blind extraction, since the original copy of the host image is available as reference, the watermark data is usually embedded by directly altering the magnitude of wavelet coefficients [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] , which can be represented as follows:
where a and b are watermark strength parameters and w b m;n is the watermark embedding value corresponding to the watermark bit b. In blind extraction, since the original copy of the host image is not used in extraction, the modifications have to be referenced to the existing wavelet coefficients themselves. In the most common approach, this is achieved by re-quantizing the host coefficient with respect to two reference coefficients, C min and C max , i.e., the minimum and maximum values in a chosen group [1] [2] [3] [4] 17] . Following the same form as in (1), the median coefficient of a group of three coefficients is modified as jD m;n j d;
where c is the watermark strength parameter chosen by the user. That means the modification value D m;n is typically a function of the coefficients, C min and C max , for each group of coefficients. The current watermarking literature suggests various functions for computing d [1, 3] . After watermark data is embedded according to the coefficient ranking, they are JPEG 2000 embedded coded using the Embedded Block Coding with Optimal Truncation (EBCOT) followed by arithmetic coding. For nonblind algorithms, since the original image is available for the extraction, the coefficient ranking maps can be reconstructed. Alternatively, as for the blind extraction algorithms, the coefficient ranking data can be sent as auxiliary side information. At the decoder the received portions of the bit stream are entropy decoded and the wavelet coefficients are reconstructed by using the EBCOT reconstruction on the received quality resolution layers. Finally using either the generated or received side information coefficient rank data, the watermark is extracted from the reconstructed wavelet coefficients corresponding to received quality resolution layers. In the following sections, we present the proposed models and their use in generating the coefficient ranking maps for the non-blind and blind extraction.
Quality scalability modeling preliminaries
The resolution-quality layers in the scalable bit stream lead into two types of content enhancement: quality scalability and resolution scalability. The proposed model considers the quality scalability in JPEG 2000 scalable image coding. The simplest form of quality layers used in JPEG 2000 coding corresponds to bit plane-based coding of wavelet coefficients. Choosing certain quality layers up to a certain number of bit planes corresponds to the quantization of the wavelet coefficients. In general, the coefficient quantization due to bit plane discarding, in its simplest form, can be formulated as follows:
where C q is the quantized coefficient, C is the non-zero original coefficient, Q is the quantization factor and bxc denotes rounding of x to the largest integer smaller than x (called downward rounding). Embedded quantizers often use Q = 2 N , where N is a non-negative integer that corresponds to the number of bit planes being discarded.
At the decoder side, the coefficient reconstruction, often referred to as de-quantization, is represented as multiplying by the quantization factor Q and allowing for the uncertainty due to downward rounding as follows:
whereĈ is the de-quantized coefficient. The outcome of the combined quantization and de-quantization processes iŝ
Thereby, one can show that the original coefficient values in the range kQ B C \ (k ? 1)Q, where k [ {0, ±1, ±2, …}, are quantized using N bit planes discarding, i.e., Q = 2 N , are mapped toĈ ¼ C k ; which is the center value of the region marked by kQ and (k ? 1)Q as shown in Fig. 2 . Thus, the center value, C k , is given by
N = 0 correspond to discarding the bit planes corresponding to fractional decimals, i.e., just rounding downwards towards zero. The above relationship in (7) is further exploited in Sects. 3 and 4, in order to model the watermark robustness to hierarchical bit plane discarding corresponding to quality layers in JPEG 2000 quality scalable decoding by considering the two extraction scenarios, namely non-blind and blind, respectively.
The model for non-blind extraction
For magnitude alteration algorithms we combine (1) and (2), ignoring the index subscripts (m, n), to get
for the usual case of b = 1 and b [ {0,1} for a binary watermark logo. The two values, w 0 and w 1 , are usually chosen as
Since (1 ? a w b ) [ 0, both C and C 0 share the same sign. The corresponding modification D is
Thus, the extracted watermark value, w 0 b ; is computed as
Then the recovered watermark value, b 0 , is
where the threshold T ¼ w 0 þw 1 2 :
The model
Now considering the quantization and de-quantization processes in the compression and decompression, letĈ 0 Fig. 2 The effect of quantization and de-quantization processes in wavelet domain considering discarding of N bit planes be the reconstructed watermarked coefficient after decompression. As shown in (7) in Sect. 2.2, for discarding N bit planes,Ĉ 0 represents re-mapping of the original watermarked coefficients, C 0 , to the center points,
The proposed model aims to identify coefficients with magnitude values that fall into regions where the accurate watermark extraction is possible after the quantization and de-quantization processes as follows:
The original wavelet coefficients, C, for embedding a bit with value b = 1 and retain intact when N bit planes are discarded are in the range
Proof To extract b = 1 accurately, we need w
Since both C 0 and C share the same sign and |C 0 | [ |C|,
If there is no compression, the value of C 0 is given by (8) . But due to compression, only the reconstructed coefficients,Ĉ 0 ; are available. The correct extraction of b = 1 is possible if
Considering the values in the region, k2
Therefore, the condition in (16) is true when
which in terms of the original coefficients, C, is
However, even ifĈ 0 \C 0 ; the correct extraction of b = 1 is still possible if (by considering (15))
This means,
We know that w 1 [ T. Therefore,
and thus we can merge the ranges in (19) and (21), as summarized in Fig. 3 , to get the range of original coefficients capable of robust extraction of b = 1 to
h Proposition 2 The original wavelet coefficients, C, for embedding a bit with value b = 0 and retain intact when N bit planes are discarded are in the range
Proof To extract b = 0 accurately, we need w 
The correct extraction of b = 0 from the reconstructed coefficients,Ĉ 0 ; is possible if
Therefore, considering the values in the region, (k -1)2
Therefore, the condition in (25) is true when
However, even ifĈ 0 ! C 0 ; the correct extraction of b = 0 is still possible if
as suggested by (24) . This means,
Since w 0 \ T, we can write
: Thus we can merge the ranges in (28) and (30), as summarized in Fig. 4 , to get the range of original coefficients capable of robust extraction of b = 0 to
h Finally, as shown in Fig. 5 , the above two results in (22) and (31) are combined to derive the region of coefficient magnitudes that are capable of retaining both b = 1 and b = 0 when N bit planes are discarded as follows:
Examples
As an example, we choose w 1 = 0.8, w 0 = 0.3, the threshold T = 0.55 and a data set containing coefficient values, C from -512 to 512, and show the ranges of coefficient values that can robustly retain the embedded watermark bits after discarding N = 7 bit planes in Table 1 . Two scenarios of a = 0.5 and a = 0.05 are shown. First, the coefficient selection for embedding b = 1 using (22) are shown followed by the coefficient selection for embedding b = 0 using (31). Finally the common region is found for embedding any value of b as shown in (32).
Ranking maps
This section presents how we use the above derived model to generate the coefficient ranking maps for scalable watermark embedding corresponding to the hierarchical quality layers, which correspond to bit planes. The model considers various values for N, i.e., the number of bit planes being discarded. As an example, we start with The resulting suitability map consists of two classes, namely, coefficients that are suitable for watermarking in the current quality layer and coefficients that are not suitable for watermarking in the current layer. Then for the next quality enhancement layer, i.e., N = 5, we generate a cumulative map with three classes: (1) coefficients that have already been watermarked in the previous quality layers (AW); (2) coefficients that become suitable for watermarking in the current quality layer corresponding to Nth bit plane (SW); and (3) coefficients that are not suitable for watermarking yet (NS). For each quality enhancement layer, we update a global ranking map by labeling the S-type coefficients in that quality layer with a unique quality layer number N that corresponds to the associated bit plane discarding as found by the model. This global ranking map can either be sent as auxiliary key information or can be recreated at the decoder using the reference image for non-blind extraction. Figure 6 shows the suitability and cumulative maps of wavelet coefficients for the LL subband of a two-level decomposition for different quality layers corresponding to N = 6, 5, 4, 3, 2. In the suitability map white corresponds to suitable coefficients while black corresponds to unsuitable coefficients. In the cumulative maps gray, white and black correspond to AW, SW and NS coefficient classifications, respectively. Figure 7 shows the global ranking map for LL subband wavelet coefficients of Lena image for seven quality layers corresponding to N = 6, 5, 4, 3, 2, 1, 0 bit planes discarding. White corresponds to coefficients ranked as suitable for N = 6 bit plane discarding and black corresponds to coefficients ranked as suitable for N = 0 bit plane discarding. The intermediate gray values corresponding to other N values.
The model for blind extraction
For the blind extraction, we consider re-quantization-based modification (e.g., [1, 2, 17] ), where a group of coefficients (usually 3 coefficients) is ranked ordered to identify the minimum (C 1 ), the maximum (C 3 ) and the median (C 2 ) coefficients to modify C 2 to obtain C 0 2 as follows:
where b is binary watermark bit, b [ {0, 1}, c is a parameter corresponding to the watermark strength and f() is a non-linear transformation process which is described as follows. This process first partitions the coefficient range, r, where
by the quantization bin size, d, defined by
into quantization bins with indexes, i ¼ 0; 1; . . .; 
where % denotes the modulo operator. To extract the watermark bit, b, back from C 1 , C 0 2 and C 3 ,
The model
After compression and decompression, only the reconstructed coefficients,Ĉ 1 ;Ĉ 0 2 andĈ 3 ; are available to the watermark extraction process. In order for the successful extraction, i.e., to maintain the robustness to quality scalable compression, the relationship,Ĉ 1 Ĉ0 2 Ĉ 3 ; must be maintained whileĈ 1 6 ¼Ĉ 0 2 6 ¼Ĉ 3 and
As we discussed earlier, the original coefficient values in the range kQ B C \ (k ? 1)Q, where k [ {0, ±1, ±2, ±3, …} are quantized using N bit plane discarding, i.e., Q = 2 N , are mapped toĈ ¼ C k ; which is the center value of the region marked by kQ and (k ? 1)Q as shown in Fig. 2 . The center value, C k , of the clusters is given by (7) . In line with this definition, we assume that the mapped Fig. 6 LL subband coefficients' suitability maps (left column) and cumulative maps (right column) for non-blind extraction for quality layers corresponding to discarding of N = 6, 5, 4, 3, 2 bit planes (from top row to bottom row, respectively). Suitability maps: white and black correspond to suitable and not suitable for watermarking, respectively. Cumulative maps: gray, white and black correspond to AW, SW and NS coefficient types, respectively Fig. 8 . Therefore, the robustness model needs to estimate the extracted watermark bit,b; as a function of m, with respect to discarding N bit planes at the time of embedding the watermark.
Proposition 3
The estimated extracted watermark bit,b; with respect to discarding N bit planes, is given bŷ
where y = 0, if C k and C k?m have the same sign and y = 2 -2 1-N , if otherwise.
Proof C k in (7) can be represented in the sign magnitude form as follows:
With reference to (39), the reconstructed watermark quantization step value,d; after discarding N bit planes can now be defined as:d
The usual values of c are in the range, 0.05 B c B 0.1. Therefore, c 2 ( c2 NÀ1 ðjkj þ jk þ nj þ 1Þ: Thus, we can rewrite (41) aŝ
Using (40) and (42) in (38), the estimated extracted watermark bit,b; with respect to discarding N bit planes, can be formulated as, 
h Thus, using (44), it is possible to predictb for a given number of discarded bit planes, N, for particular modifications of C 2 to C 0 2 during embedding. This relationship is used for identifying the ranges of values for C 0 2 ; i.e., the value of C 2 after embedding the watermark bit, b, by considering the value of m for given k, n and N. Similarly the optimal values of C 0 2 for other N -t, where t [ {1, 2, 3, …, N -1} lower bit planes being discarded are calculated to maintain the robustness for discarding of any bit plane up to the Nth bit plane. Table 3 .
Ranking maps
Using the proposed model for blind extraction, we generate the suitability maps and cumulative maps for each quality layers corresponding to different N bit plane discarding scenarios as shown in Sect. 3.3. For the blind extraction we choose three coefficients corresponding to the same spatial location in three high frequency subbands, HL, LH and HH. The suitability and cumulative maps for the spatial locations considering the first level of decomposition are shown in Fig. 9 . Figure 10 shows the global ranking maps for high frequency subband spatial locations for three levels of wavelet decomposition of Lena image for seven quality layers corresponding to N = 6, 5, 4, 3, 2, 1, 0 bit planes discarding. White corresponds to coefficients ranked as suitable for N = 6 bit plane discarding and black Fig. 9 Suitability maps (left column) and cumulative maps (right column) for blind extraction for quality layers corresponding to discarding of N = 5, 4, 3, 2, 1 bit planes (from top row to bottom row, respectively). Suitability maps: white and black correspond to suitable and not suitable for watermarking, respectively. Cumulative maps: gray, white and black correspond to AW, SW and NS coefficient types, respectively 
Verification of the proposed models
This section presents the results of experimental verification of the proposed two models by simulating wavelet domain bit plane discarding corresponding to quality scalability. In the experiments, firstly the watermark data is embedded by considering different values of N, i.e., the maximum number of bit planes that can be discarded without affecting the accuracy of extraction. Then for each case of N, the robustness to different quality scalable decoding scenarios using different quantization factors, Q, where Q = 2 p and p is the corresponding number of bit planes being discarded for quality scalability, is evaluated. The extracted watermark data is compared with the original watermark data by comparing the Hamming distance, which is also another form of bit error rate (BER) measurement. The lower the Hamming distance, the higher the accuracy of extraction, thus high robustness.
The proposed model for non-blind watermarking is evaluated using the magnitude alteration algorithm presented in [12] as the control algorithm. The proposed model is incorporated into the algorithm in [12] for generating the global rank map of the coefficients for embedding the watermark. Then the extraction accuracy for quality scalability is compared with that of the original algorithm that does not use the proposed model under various quality scalability scenarios, e.g., starting from p = 6 and gradually enhancing quality for decreasing p. The experimental setup includes the 9/7 wavelet, three levels of decomposition and embedding within the LL frequency subbband using a = 0.01.
Similarly, we use the blind watermarking scheme presented in [1] as the control algorithm to verify the model proposed for blind watermarking algorithms. The experimental setup includes the 9/7 wavelet, three levels of decomposition and embedding using c = 0.02 within the high frequency subbband coefficients from a single level Fig. 13 Scalable watermark extraction against quality enhancements by reducing the number of bit planes being discarded ðpÞ. Left column shows the non-blind model performance and right column shows the blind column performance maximum number of bit planes to be discarded (N) against the case of without using the model for different number (p) of actual bit planes being discarded at the decoder for four different images: Lena, Barbara, Gold Hill and Boats. From the plots in both figures it is evident that the extraction accuracy remains high for any p B N, i.e., when the number of bit planes being actually discarded is smaller than or equal to the maximum value of N considered in the model. This verifies the correct performance of the model and the high robustness to various bit plane discarding levels.
Performance evaluation
In this section, we present the performance of the proposed scalable watermark extraction that utilizes the scalable decoding functionality of JPEG 2000. The proposed models in previous sections address the quality scalability of JPEG 2000. In order to address the resolution scalability, before embedding the watermark logo, we partition it into segments and different segments are embedded within different wavelet decomposition levels. If the segment spread is made known to the extractor as a key with auxiliary information, the watermark extraction can be made scalable to resolution scalability of the JPEG 2000 coded images. Finally, JPEG 2000 quality scalability and resolution scalability-based extraction experiments are performed using our watermark evaluation bench for content adaptation modes (WEBCAM) framework [27, 28] to evaluate the performance of the proposed models in actual quality-resolution scalability scenarios.
Firstly, in order to demonstrate scalable extraction, we embed watermarking data using the model considering N = 6 maximum number of bit plane discarding and show in Fig. 13 the percentages of watermark bits extraction when the quality is enhanced. We start with p = 6 bit planes being discarded and reducing the number of bit planes being discarded by 1 till it becomes p = 0. Left column shows the non-blind model performance and right column shows the blind column performance for the four test images. For both models, the plots show the increasing watermarking [9] . For fair comparison, we use the same coefficient modification method for obtaining the results shown in all three plots in these figures. For blind-methods, we have considered the joint compression-watermarking algorithm presented in [17] and compare its performance without using any model and with using the proposed model. We also compare with another wavelet-based quantization-based algorithm presented in [3] . In all cases, the plots demonstrate the superior performance of the proposed models resulting in very low Hamming distances. Further with more and more bits extracted when the host image quality is enhanced, thus resulting in scalability. For example, a very low Hamming distance can be achieved only by decoding a stream up to compression ratios of 32:1 With quantisation algorithm in [17] With quantisation algorithm in [3] With proposed model (for non-blind case) or 24:1 (for blind case), i.e., only extracting about 10% of the total logo. The scalable authentication of the proposed scheme can be demonstrated by taking the ratio of Hamming distances in Fig. 15 to the extracted logo percentages in the corresponding compression ratios in the left column plots in Fig. 14 for non-blind extractions. This ratio becomes smaller when the compression ratio is reduced, i.e., when updated more quality layers. However, for the existing watermark extraction algorithms, that do not utilize the quality scalable decoding and the proposed model to compute the Hamming distance, one has to extract all watermarked data as it is not possible to know which watermark bits were received first or which were affected due to quality discarding or enhancements. A similar relationship can be observed comparing Fig. 16 with the right column plots in Fig. 14 for blind extractions.
We further demonstrate the advantage of the proposed scheme by comparing the extracted logos under different compression ratios with increasing quality and resolution enhancements for both with the model and without the model. Figures 17, 18 and 19 show the scalable extraction of logo data with increasing quality enhancements corresponding to various compression ratios (CR) for three resolution scalability layers of the host image Lena, respectively. The top row shows the logo reconstruction for existing algorithms, that do not use the proposed model, while the bottom rom shows the result for the proposed model. In these figures for the proposed model, since the extraction algorithm knows exactly which watermark bits are extracted at a given resolution-quality layer, the nonrelevant locations are marked in gray in the extracted logos to indicate the scalable extraction. It is evident from these reconstructed logos the scalability and the higher accuracy of the extraction process. Similarly, the scalable watermark logo reconstruction for blind extraction and its comparison with existing algorithm not using the model are shown in Figs. 20, 21 and 22. All these figures show the scalable extraction and authentication of the work proposed in this paper.
Conclusions
In this paper, we have presented a scalable watermark embedding and extraction method for fast, scalable and low complexity authentication of JPEG 2000 images leading to real-time operations. We proposed novel models for estimating the coefficients' ability to retain watermark information intact under the embedded quantization corresponding to various quality enhancement in JPEG 2000 scalable coding and decoding for both blind and non-blind extraction. Using the model, the embedding algorithm generates a global ranking map of suitable wavelet coefficients for watermark embedding that supports scalable extraction. The simulations verifies the superior performance of the proposed models under quality scalability scenarios compared to the performance of algorithms that do not use such a model, i.e., not considering the quality scalability functionality of JPEG 2000 bit streams. The performance, in terms of Hamming distance and the quality of the reconstructed watermark logo, of the proposed methodology is much better than other exiting algorithms which do not consider the quality and resolution scalability in JPEG 2000. At the decoder when more and more quality and resolution layers are decoded the authentication metric is improved, thus resulting in gradually increasing complexity of the authentication process according to the number of quality and resolution enhancements. The low complexity authentication is available at low quality low resolution decoding, enabling real-time authentication for resource constrained applications without affecting the authentication metric. Compared to the existing methods, the proposed method results in fast, low complexity, highly robust and scalable authentication of JPEG 2000 coded images.
