On the gamma factor of the triple product L-functions  by Okubo, Satoshi
Journal of Number Theory 131 (2011) 385–409Contents lists available at ScienceDirect
Journal of Number Theory
www.elsevier.com/locate/jnt
On the gamma factor of the triple product L-functions
Satoshi Okubo
Graduate School of Mathematics, Kyoto University, Kitashirakawa, Kyoto 606-8502, Japan
a r t i c l e i n f o a b s t r a c t
Article history:
Received 22 March 2010
Revised 27 August 2010
Accepted 28 August 2010
Available online 10 November 2010
Communicated by Wenzhi Luo
Keywords:
Triple product L-function
Gamma factor
Let π1 and π2 be essentially (limit of) discrete series represen-
tations of GL2(R), and π3 be a principal series representation of
GL2(R). We calculated the gamma factor of the triple product L-
function L(s,π1 × π2 × π3) by constructing the normalized good
sections and Whittaker functions for πi explicitly and showed that
they coincide the functions which have been predicted by Lang-
lands philosophy.
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1. Introduction
The study of triple product L-functions was started by Garrett [1]. For three normalized Hecke
eigen cusp forms f i ∈ Sκi (SL2(Z)) of weight κi (i = 1,2,3, and κ1  κ2  κ3), the triple product L-
function is given by
L(s, f1 × f2 × f3) =
∏
p<∞
det
(
18 − A1,p ⊗ A2,p ⊗ A3,p · p−s
)−1
,
where Ai,p ∈ GL2(C) is the Satake parameter of f i , that is,
L(s, f i) =
∏
p<∞
det
(
12 − Ai,p · p−s
)−1
.
For Maass forms, the triple product L-function of them is deﬁned similarly.
Garrett [1] and Orloff [5] calculated the archimedean local integral explicitly. Ikeda calculated
the gamma factor of the triple product L-function in the following two cases; one is that πi is an es-
E-mail address: okubo@math.kyoto-u.ac.jp.0022-314X/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jnt.2010.08.006
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series representation ρ(| · |σi , | · |−σi ) (i = 1,2,3) [4].
For the study of the special values of the triple product L-function, it is quite important to in-
vestigate the gamma factor of them. In this paper, using the same method as the one in [3], we
calculate the gamma factor of the triple product L-functions in new two cases. One case is that π1
and π2 are essentially (limit of) discrete series representations on GL2(R), and π3 is a principal series
representation ρ(| · |σ , | · |−σ ) on GL2(R). Another case is that π1 and π2 are essentially (limit of)
discrete series representations on GL2(R), π3 is a principal series representation ρ(| · |σ , sgn(·)| · |−σ )
on GL2(R).
Langlands philosophy implies that the gamma factor of the triple product L-functions in these
cases would be
ΓC(s + ρ1 + ρ2 + σ − 1)ΓC(s + ρ1 + ρ2 − σ − 1)ΓC(s + ρ1 − ρ2 + σ)ΓC(s + ρ1 − ρ2 − σ),
where ρi = κi/2. We will show that some explicit local integrals coincide them up to constant.
We deﬁne the triple product L-function following Ikeda [4]. Let G be an algebraic group over R
deﬁned by
G = {g = (g1, g2, g3) ∣∣ gi ∈ GL2(R), det g1 = det g2 = det g3},
Z be the identity component of the center of G , and deﬁne the embedding map ι of G into H = GSP3
by
ι
((
a1 b1
c1 d1
)
,
(
a2 b2
c2 d2
)
,
(
a3 b3
c3 d3
))
=
⎛
⎜⎜⎜⎜⎜⎜⎝
a1 0 0 b1 0 0
0 a2 0 0 b2 0
0 0 a3 0 0 b3
c1 0 0 d1 0 0
0 c2 0 0 d2 0
0 0 c3 0 0 d3
⎞
⎟⎟⎟⎟⎟⎟⎠
.
We denote by P the Siegel parabolic subgroup of H and by KH the standard maximal compact sub-
group of H , that is,
KH =
{(
U V
−V U
) ∣∣∣ U · t V = V · tU , U · tU + V · t V = 13
}
.
Note that an Iwasawa decomposition H = P KH holds, and that KH can be naturally identiﬁed to
U(3) by (
U V
−V U
)
→ U + √−1V .
Piatetski-Shapiro and Rallis [6] showed that the set of double cosets P\H/ι(G) contains a unique
open double coset and the others are all “negligible” in their sense [6]. We ﬁx a representative
η0 =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 0 −1 0 0
0 1 −1 0 0 0
0 0 1 0 0 0
1 1 −1 0 0 0
0 0 0 −1 1 0
0 0 0 0 1 1
⎞
⎟⎟⎟⎟⎟⎟⎠
of the unique one.
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R0 =
{
g ∈ G ∣∣ η0ι(g)η−10 ∈ P},
and N0 be the unipotent radical of R0. Then
N0 =
{
(g1, g2, g3) ∈ R0
∣∣∣ gi =
(
1 ni
0 1
)
, n1 + n2 + n3 = 0
}
.
Let πi be an irreducible admissible representation of GL2(R), W (πi,ψ) be the Whittaker space for
πi with respect to ψ(x) = exp(2πx
√−1 ), and we put W (Π,ψ) = W (π1,ψ)⊗W (π2,ψ)⊗W (π3,ψ).
Let σi be the representation of the Weil group WR on GL2(C) corresponding to πi (i = 1,2,3). We
deﬁne
L(s,Π) = L(s,π1 × π2 × π3) = L(s,σ1 ⊗ σ2 ⊗ σ3).
Now we consider the integral
Ψ
(
f (s);W )= ∫
ZN0\G
f (s)
(
η0ι(g)
)
W (g)dg
for a normalized good section (see [3]) f (s)(g) ∈ I(ω, s) and an (SO(2))3-ﬁnite Whittaker functions
W ∈ W (Π,ψ).
Ikeda proved that there exist a normalized good section f (s) and an (SO(2))3-ﬁnite Whittaker
function W which satisﬁes
Ψ
(
f (s);W )= L(s,π1 × π2 × π3)
in the two cases that πi are all essentially (limit of) discrete series representations [3], and that πi are
all principal series representations ρ(| · |σi , | · |−σi ) [4]. Now we add the following conclusion which is
the main theorem of this paper.
Main theorem. Let π1 and π2 be essentially (limit of ) discrete series representations, and π3 be a princi-
pal series representation. Then there exist a normalized good section f (s) and an (SO(2))3-ﬁnite Whittaker
function W which satisﬁes
Ψ
(
f (s);W )= L(s,π1 × π2 × π3).
The proof for this main theorem will be given in Sections 4 and 5.
In order to complete all possible cases, the case that π1 is an essentially (limit of) discrete series
representation and π2 and π3 are principal series representations, and certain cases that πi is a prin-
cipal series representation (i = 1,2,3) are remained yet. However I believe that, even in the remained
cases, the gamma factor of the triple product L-function can be given by the local integral explicitly
in the similar way. I express my gratitude to Prof. Ikeda for his advise and encouragement.
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In this section we prepare some lemmata for the calculation. The following two lemmata are taken
from [3].
Lemma 2.1. Let N be a non-negative integer. Then
N∑
k=0
(−1)k
(
N
k
)
Γ (A + k)
Γ (B + k) =
Γ (A)Γ (B − A + N)
Γ (B − A)Γ (B + N) .
Corollary 2.1. Let M,N be non-negative integers. Then
M∑
j=0
N∑
l=0
(−1) j+l
(
M
j
)(
N
l
)
Γ (A + j)Γ (B + l)
Γ (A + B + j + l) =
Γ (A + N)Γ (B + M)
Γ (A + B + M + N) .
Lemma 2.2. Let μ,ν be non-negative integers. Then
[μ/2]∑
i=0
2−2i
(μ − 2i)!i!(ν + i)! = 2
−μ (2μ + 2ν)!
μ!(μ + 2ν)! .
The following two are taken from [1].
Lemma 2.3. For |arg z| < π,0 < Re(β) < Re(α),
∞∫
0
(t + z)−αtβd×t = zβ−αΓ (α)−1Γ (α − β)Γ (β).
Lemma 2.4. For Re(α) > 0, Re(β) > 0, Re(α + β − 1) > 0,
∞∫
−∞
(1+ √−1n)−α(1− √−1n)−β dn = 22−α−βπΓ (α)−1Γ (β)−1Γ (α + β − 1).
Now we introduce the following notation for products of gamma functions and deﬁne the gener-
alized geometric function p Fq;
Γ
[
a1, . . . ,ap
b1, . . . ,bq
]
= Γ (a1) · · ·Γ (ap)
Γ (b1) · · ·Γ (bq) ;
p Fq
[
a1, . . . ,ap
b1, . . . ,bq
; z
]
= Γ
[
b1, . . . ,bq
a1, . . . ,ap
] ∞∑
m=0
Γ (a1 +m) · · ·Γ (ap +m)
Γ (b1 +m) · · ·Γ (bq +m) z
m.
Lemma 2.5. If p = q + 1, then p Fq
[ a1,...,ap
b1,...,bq
;1] is absolutely convergent for Re(∑qj=1 b j −∑pi=1 ai) > 0.
Then the following two formulae hold.
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2F1
[
a,b
c
;1
]
= Γ (c)
Γ (a)Γ (b)
∞∑
m=0
Γ (a +m)Γ (b +m)
Γ (c +m) =
Γ (c)Γ (c − a − b)
Γ (c − a)Γ (c − b) .
Lemma 2.7. (See [7, (2.3.3.7)].) Put f = e + d − a − b − c. Then we have
3F2
[
a,b, c
d, e
;1
]
= Γ
[
d, e, f
a, f + b, f + c
]
3
F2
[
d − a, e − a, f
f + b, f + c ;1
]
,
for Re( f ) > 0 and Re(a) > 0.
For the proof of Lemmata 2.5, 2.6, and 2.7, see Slater [7]. Note that Lemma 2.7 is equivalent to the
following formula
∞∑
m=0
Γ (a +m)Γ (b +m)Γ (c +m)
m!Γ (d +m)Γ (e +m)
= Γ (b)Γ (c)
Γ (e − a)Γ (d − a)
∞∑
m=0
Γ (d − a +m)Γ (e − a +m)Γ ( f +m)
m!Γ ( f + b +m)Γ ( f + c +m) , (1)
where f = d + e − a − b − c.
We recall the deﬁnition of the modiﬁed Bessel functions;
Iν(z) = exp(−ν
√−1/2) Jν
(
exp(π
√−1 )z)
=
∞∑
n=0
(z/2)ν+2n
n!Γ (ν + n + 1) ;
Kν(z) = π
2
I−ν(z) − Iν(z)
sinνπ
.
We also need the following lemma from [2, (6.621.3)].
Lemma 2.8. For Re(μ) > |Re(ν)|, Re(a + b) > 0, we have
∞∫
0
xμe−axKν(bx)d×x =
√
π(2b)ν
(a + b)μ+ν
Γ (μ + ν)Γ (μ − ν)
Γ (μ + (1/2)) 2F1
[
μ + ν,ν + (1/2)
μ + (1/2) ;
a − b
a + b
]
.
Finally we prove the following key lemma.
Lemma 2.9. For α,β ∈ R, l1, l2, l3, τ ∈ C, put
I(α,β; l1, l2, l3;τ ) =
∞∫
0
∞∫
0
∞∫
0
∞∫
−∞
(x+ y + z + √−1n)−s−α(x+ y + z − √−1n)−s−β
× e−2π(x+y−
√−1n)xs+l1 ys+l2 zs+l3 Kτ (2π z)dnd×xd× y d×z.
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Re(s + l1 + l2 + l3) − α − β + 1 − |Re(τ )| > 0, Re(2s) + α + β − 1 > 0. Moreover, if these conditions are
satisﬁed, then I(α,β; l1, l2, l3;τ ) is equal to the absolutely convergent series
2−4s−2l0+α+βπ−s+α+β−l0+(1/2)Γ (s + l1)Γ (s + l2)Γ (s + l3 − τ )Γ (s + α)−1
× Γ (s + l0 + τ − α − β + 1)Γ (s + l1 + l2 − α + 1)−1Γ
(
1
2
− τ
)−1
×
∞∑
m=0
Γ (s + l1 + l2 − α + 1+m)Γ ((1/2) − τ +m)
m!Γ (2s + l0 − τ − α + 1+m) ×
Γ (s + l0 − τ − α − β + 1+m)
Γ (s + l0 − α − β + (3/2) +m) ,
where l0 = l1 + l2 + l3 .
Proof. We ﬁrst consider the absolute convergence. We may assume s, l1, l2, l3 ∈ R. For z  0,
we have an estimate |Kτ (t)| = O (e−t). Conversely, if t > 0 is suﬃciently small, then we have
|Kτ (t)| = O (| log t|t−|Re(τ )|). Therefore, for any 0 < A < 1 and τ ′ > |Re(τ )|, there exists a constant
C such that |Kτ (t)| < Ct−τ ′e−At for 0 < t < ∞. It follows that the absolute value of the integrand of
I(α,β; l1, l2, l3;τ ) is estimated by
(
(x+ y + z)2 + n2)−(2s+α+β)/2e−2π A(x+y+z)xs+l1 ys+l2 zs+l3−τ ′ ,
up to constant. Note that
∞∫
0
∞∫
0
∞∫
0
∞∫
−∞
(
(x+ y + z)2 + n2)−(2s+α+β)/2e−2π A(x+y+z)xs+l1 ys+l2 zs+l3−τ ′ dnd×xd× y d×z
=
∞∫
−∞
(
1+ n2)−(2s+α+β)/2 dn
∞∫
0
∞∫
0
∞∫
0
(x+ y + z)−2s−α−β+1e−2π A(x+y+z)
× xs+l1 ys+l2 zs+l3−τ ′ d×xd× y d×z
= π1/2Γ ((2s + α + β − 1)/2)Γ ((2s + α + β)/2)−1
× Γ (2s + α + β − 1)−1
∞∫
0
∞∫
0
∞∫
0
∞∫
0
e−t(x+y+z)e−2π A(x+y+z)
× t2s+α+β−1xs+l1 ys+l2 zs+l3−τ ′ d×t d×xd× y d×z.
It is not hard to show that
∞∫
0
∞∫
0
∞∫
0
∞∫
0
e−t(x+y+z)e−2π A(x+y+z)t2s+α+β−1xs+l1 ys+l2 zs+l3−τ ′ d×t d×xd× y d×z
= (2π A)−s−l1−l2−l3+τ ′+α+β−1Γ (s + l1)Γ (s + l2)Γ
(
s + l3 − τ ′
)
× Γ (3s + l1 + l2 + l3 − τ ′)−1Γ (2s + α + β − 1)Γ (s + l1 + l2 + l3 − τ ′ − α − β + 1)
by using Lemma 2.3. Hence we have proved the ﬁrst part of the lemma.
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(2π)−s+α+β−l0−1
and the integral:
∞∫
0
∞∫
0
∞∫
0
∞∫
−∞
(1+ √−1n)−s−α(1− √−1n)−s−β
× e−(x+y+z−
√−1n)ezxs+l1 ys+l2 zs+l3 Kτ (z)dnd×xd× y d×z. (2)
Then (2) is equal to
Γ (2s + α + β − 1)−1
∞∫
0
∞∫
0
∞∫
0
∞∫
0
∞∫
−∞
(1+ √−1n)−s−α(1− √−1 )−s−β
× e−(x+y+z)(t+1−
√−1n)ezt2s+α+β−1xs+l1 ys+l2 zs+l3 Kτ (z)dnd×t d×xd× y d×z
= Γ (2s + α + β − 1)−1Γ (s + l1)Γ (s + l2)
×
∞∫
0
∞∫
0
∞∫
−∞
(1+ √−1n)−s−α(1− √−1 )−s−βe−z(t−
√−1n)t2s+α+β−1
× (t + 1− √−1n)−2s−l1−l2 zs+l3 Kτ (z)dnd×t d×z.
We apply Lemma 2.8 for
μ = s + l3, ν = τ , a = t −
√−1n, b = 1.
In addition, noting the identity
t − 1− √−1n
t + 1− √−1n = 1− 2(t + 1−
√−1n)−1,
and the deﬁnition of 2F1, we have that I(α,β; l1, l2, l3;τ ) is equal to the product of
2−s+α+β−l0+τ−1π−s+α+β−l0−(1/2)Γ (2s + α + β − 1)−1
× Γ (s + l1)Γ (s + l2)Γ (s + l3 − τ )Γ
(
τ + 1
2
)−1
(3)
and the sum of integrals:
∞∑
m=0
m∑
l=0
∞∫
0
∞∫
−∞
(1+ √−1n)−s−α(1− √−1n)−s−βt2s+α+β−1
× (t + 1− √−1n)−3s−l0−l−τ
(
m
l
)
(−2)l
× Γ (s + l3 + τ +m)Γ (τ + (1/2) +m) dnd×t. (4)
m!Γ (s + l3 + (1/2) +m)
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Γ (2s + α + β − 1)
∞∑
m=0
Γ (s + l3 + τ +m)Γ (τ + (1/2) +m)
m!Γ (s + l3 + (1/2) +m)
×
m∑
l=0
Γ (3s + l0 + τ + l)−1Γ (s + l0 + τ − α − β + 1+ l)
(
m
l
)
(−2)l
×
∞∫
−∞
(1+ √−1n)−s−α(1− √−1n)−2s−l0+α−1−τ−l dn
= 2−3s−l0−τ+1πΓ (2s + α + β − 1)Γ (s + α)−1
∞∑
m=0
Γ (s + l3 + τ +m)Γ (τ + (1/2) +m)
m!Γ (s + l3 + (1/2) +m)
×
m∑
l=0
(−1)l
(
m
l
)
Γ (s + l0 + τ − α − β + 1+ l)
Γ (2s + l0 − α + 1+ τ + l) . (5)
Applying Lemma 2.1, we have that (5) is equal to
2−3s−l0−τ+1πΓ (2s + α + β − 1)Γ (s + α)−1Γ (s + l0 − α − β + τ + 1)Γ (s + β)−1
×
∞∑
m=0
Γ (s + l3 + τ +m)Γ (τ + (1/2) +m)Γ (s + β +m)
m!Γ (s + l3 + (1/2) +m)Γ (2s + l0 − α + τ + 1+m) . (6)
We apply (1) for a = s+ l3 + τ , b = τ + (1/2), c = s+β , d = s+ l3 + (1/2), and e = 2s+ l0 −α + τ +1.
Then (6) is equal to
2−3s−l0−τ+1πΓ (2s + α + β − 1)Γ (s + α)−1Γ (s + l0 − α − β + τ + 1)
× Γ
(
τ + 1
2
)
Γ (s + l1 + l2 − α + 1)−1Γ
(
1
2
− τ
)−1
×
∞∑
m=0
Γ (s + l1 + l2 − α + 1+m)Γ ((1/2) − τ +m)
m!Γ (2s + l0 − α − τ + 1+m)
× Γ (s + l0 − α − β − τ + 1+m)
Γ (s + l0 − α − β + (3/2) +m) . (7)
By (3) and (7), Lemma 2.9 was proved. 
Corollary 2.2.
I(α + 1, β;α + 1, l2, l3;τ ) = 2−1 I(α,β;α, l2, l3;τ ).
3. Settings for calculation
We ﬁx a character ψ(x) = exp(2πx√−1 ) of R. Let πi be an essentially (limit of) discrete series
representation of GL2(R) (i = 1,2), π3 be a principal representation of GL2(R). We denote by Π the
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(3.1) the restriction of πi to SL2(R) is D+κi ⊕ D−κi (i = 1,2),
(3.2) ωi = sgnκi (i = 1,2),
(3.3) κ1  κ2 > 0.
Here D+κi (resp. D−κi ) is a lowest (resp. highest) weight module of SL2(R) with lowest weight (resp.
highest weight) κi .
For λ = (λ1, λ2, λ3) with λ1 ≡ λ2 ≡ λ3 mod 2, we deﬁne a map Hλ : U(3) → C by
Hλ(u) = (detu)λ3 det
(
H11 H12
H21 H22
)(λ2−λ3)/2
H (λ1−λ2)/211
= (detu)λ2H (λ1−λ2)/211 H (λ2−λ3)/233 .
Here (Hij) = tuu, Hij is its complex conjugate.
The complexiﬁed Lie algebra of U(3) is identiﬁed with M3(C). Let ∂i j be the left invariant differ-
ential operator on U(3) corresponding to the elementary matrix Eij . For each weight κ = (κ1, κ2, κ3)
with κ1  κ2  κ3 > 0, κ1 + κ2 + κ3 = λ1 + λ2 + λ3, we put
Hλ|κ (u) = ∂λ1−κ121 ∂κ3−λ332 Hλ(u).
Then Hλ|κ is a spherical function on SO(3)\U(3) of weight κ , which generates an irreducible repre-
sentation of U(3) with highest weight λ under right translation.
We put
f (s)λ|κ (g) = ω(mdet A)
∣∣m3 det A2∣∣s+(1/2)Hλ|κ (k),
g = pk ∈ H, p ∈ P , k ∈ KH ∼= U(3).
We deﬁne normalization factor dλ(s) by
dλ(s) = 22sΓR
(
2s + |λ1 + 1|
)
ΓR
(
2s + |λ2|
)
ΓR
(
2s + |λ3 − 1|
)
,
where ΓR(s) = π−s/2Γ (s/2).
Then dλ(s) f
(s)
λ|κ is normalized good section of I(ω, s) (see [3, Corollary 1.5]).
For x, y, z > 0 and n ∈ R, we put
P(x, y, z;n) = ι
((√
x 0
0
√
x
−1
)
,
(√
y 0
0
√
y−1
)
,
(√
z
√
z
−1
n
0
√
z
−1
))
.
Then an Iwasawa decomposition of η0P(x, y, z;n) = pk, p ∈ P , k ∈ KH is given by
p =
(
A ∗
03 t A−1
)
, A =
(√zQ −1 0 nP Q −1R−1
0
√
xyP−1 −xP−1Q R−1
0 0 P Q R−1
)
,
k =
(
U V
−V U
)
,
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( 0 0 −Q −1n
−√yP−1 √xP−1 0√
xP−1Q R−1 √yP−1Q R−1 √zP Q −1R−1(x+ y + z)
)
,
V =
( −√xzQ −1 −√yzQ −1 zQ −1
0 0 0
−√xnP Q −1R−1 −√ynP Q −1R−1 √znP Q −1R−1
)
.
Here P = √x+ y, Q =√n2 + z(x+ y + z), R =√n2 + (x+ y + z)2.
We put R± = x+ y + z ±
√−1n, u = U + √−1V ∈ U(3), tuu = (Hij). Then
R = R1/2− R1/2+ , det A =
√
xyzR−1 = √xyzR−1/2− R−1/2+ ,
detu = −√−1R1/2+ R−1/2− ,
(Hij) = tuu = 13 − 2R−1−
( x √xy −√xz√
xy y −√yz
−√xz −√yz z
)
,
det
(
H11 H12
H21 H22
)
= (detu)2H33 = 1− 2R−1− (x+ y).
4. The case of ρ(| · |σ , | · |−σ )
In this section, we consider the case that π3 is a principal series representation ρ(| · |σ , | · |−σ ). In
order to obtain a correct normalized good section in this case, we consider the case of κ3 = 0.
Recall that we have normalized πi (i = 1,2) so that the following (1) and (2) hold:
(1) the restriction of πi to SL2(R) is D+κi ⊕ D−κi ;
(2) the central character of πi is sgnκi .
Then for a > 0, the (SO(2))3-ﬁnite Whittaker function Wi of weight κi satisﬁes
Wi
(√
a 0
0
√
a
−1
)
= 2aκi/2e−2πa (i = 1,2),
and for a > 0 and n ∈ R, the class-one Whittaker function W3 satisﬁes
W3
((√
a
√
a
−1
n
0
√
a
−1
)
k
)
= 2ψ(n)√aKσ (2πa).
For terminological simplicity we denote κi/2 by ρi . We put
μ = κ1 − κ2,
ν =
{
ρ2 if κ2 ≡ 0 mod 2,
ρ2 − (1/2) if κ2 ≡ 1 mod 2,
λ =
{
(κ1, κ1, κ2 − κ1) if κ2 ≡ 0 mod 2,
(κ1 + 1, κ1 − 1, κ2 − κ1) if κ2 ≡ 1 mod 2.
We ﬁrst consider the case κ2 ≡ 0 mod 2. Then
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= (detu)κ1
[μ/2]∑
i=0
2μ−2iμ!(μ + ν)!
i!(μ − 2i)!(ν + i)!H
ν+i
33 H
μ−2i
23 H
i
22,
and
dλ(s) = 21−κ1π−3s−3ρ1+ρ2−(1/2)Γ (2s + κ1)Γ
(
s + ρ1 − ρ2 + 1
2
)
. (8)
In the previous section, we took an Iwasawa decomposition η0P(x, y, z;n) = pk. Let u ∈ U(3) be a
corresponding element to k, that is,
k =
(
U V
−V U
)
, u = U + √−1V , H = tuu.
Then
Hλ|κ (u) = (−
√−1 )κ1
[μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l22μ−4i+ j+lμ!(μ + ν)!
(μ − 2i)! j!(ν + i − j)!l!(i − l)!
× R−ρ1− R−ρ1+κ2+2i− j−l+ yl−i+ρ1−ρ2 z j−i+ρ1−ρ2 .
We put f (s)λ|κ (g) = f (s)Hλ|κ (g), then
f (s)λ|κ
(
η0P(x, y, z;n)
)= (√−1 )κ1 [μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l22μ−4i+ j+lμ!(μ + ν)!
(μ − 2i)! j!(ν + i − j)!l!(i − l)!
× R−s−ρ1−(1/2)+ R−s−ρ1+κ2+2i− j−l−(1/2)−
× xs+(1/2) ys+l−i+ρ1−ρ2+(1/2)zs+ j−i+ρ1−ρ2+(1/2).
Note that
Ψ
(
f (s)λ|κ ;W
)= ∫
ZN0\G
f (s)λ|κ
(
η0ι(g)
)
W (g)dg
= 8
∞∫
0
∞∫
0
∞∫
0
∞∫
−∞
f (s)λ|κ
(
η0P(x, y, z;n)
)
× xρ1−1 yρ2−1z−1/2e−2π(x+y−
√−1n)Kσ (2π z)dnd×xd× y d×z
is, up to constant, estimated by
∞∫
0
∞∫
0
∞∫
0
∞∫
−∞
(
(x+ y + z)2 + n2)−Re(s)−(1/2)
× xRe(s)+ρ1−(1/2) yRe(s)+ρ2−(1/2)zRe(s)e−2π(x+y)K |σ |(2π z)dnd×xd× y d×z,
which is absolutely convergent for Re(s) > 0, Re(s) + ρ1 + ρ2 − 1− |Re(σ )| > 0.
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Ψ
(
f (s)λ|κ ;W
)= 8
∞∫
0
∞∫
0
∞∫
0
∞∫
−∞
f (s)λ|κ
(
η0P(x, y, z;n)
)
× xρ1−1 yρ2−1z−1/2e−2π(x+y−
√−1n)Kσ (2π z)dnd×xd× y d×z
= 8(√−1 )κ1
[μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l22μ−4i+ j+lμ!(μ + ν)!
(μ − 2i)! j!(ν + i − j)!l!(i − l)!
× I
(
ρ1 + 1
2
,ρ1 − κ2 − 2i + j + l + 1
2
;ρ1 − 1
2
, l + ρ1 − 1
2
− i,ρ1 − ρ2 − i + j;σ
)
.
Here W (g) = W (g1, g2, g3) = W1(g1)W2(g2)W3(g3). By Lemma 2.9, Ψ ( f (s)λ|κ ;W ) is equal to the
product of
2−4s+2κ2+6π−s−ρ1−ρ2+(5/2)(
√−1 )κ1μ!(μ + ν)! × Γ (s + ρ1 + ρ2 + σ − 1)
(s + ρ1 − (1/2))Γ ((1/2) − σ) (9)
and the sum of gamma functions:
[μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l2−2i
(μ − 2i)! j!(ν + i − j)!l!(i − l)!Γ (s + ρ1 − ρ2 − σ − i + j)
×
∞∑
m=0
Γ ((1/2) − σ +m)Γ (s + ρ1 − (1/2) − i + l +m)
m!Γ (2s + κ1 − ρ2 − σ − (1/2) − 2i + j + l +m)
× Γ (s + ρ1 + ρ2 − σ − 1+m)
Γ (s + ρ1 + ρ2 − (1/2) +m)
=
∞∑
m=0
[μ/2]∑
i=0
2−2i
(μ − 2i)!(ν + i)!i!
Γ ((1/2) − σ +m)Γ (s + ρ1 + ρ2 − σ − 1+m)
m!Γ (s + ρ1 + ρ2 − (1/2) +m)
×
ν+i∑
j=0
i∑
l=0
(−1) j+l
(
ν + i
j
)(
i
l
)
Γ (s + ρ1 − ρ2 − σ − i + j)
× Γ (s + ρ1 − (1/2) − i +m+ l)
Γ (2s + κ1 − ρ2 − σ − (1/2) − 2i +m+ j + l) . (10)
Applying Corollary 2.1 with respect to j, l for M = ν + i,N = i, A = s + ρ1 − ρ2 − σ − i, B = s + ρ1 −
(1/2) − i −m, and Lemma 2.2 with respect to i, (10) is equal to
Γ (s + ρ1 − ρ2 − σ)
[μ/2]∑
i=0
2−2i
(μ − 2i)!(ν + i)!i!
×
∞∑ Γ ((1/2) − σ +m)Γ (s + ρ1 + ρ2 − σ − 1+m)
m!Γ (s + ρ1 + ρ2 − (1/2) +m)m=0
S. Okubo / Journal of Number Theory 131 (2011) 385–409 397= (2μ + 2ν)!2
−μΓ (s + ρ1 − ρ2 − σ)
μ!(μ + ν)!(μ + 2ν)!
×
∞∑
m=0
Γ ((1/2) − σ +m)Γ (s + ρ1 + ρ2 − σ − 1+m)
m!Γ (s + ρ1 + ρ2 − (1/2) +m) . (11)
By Gauss summation formula (Lemma 2.6), (11) is equal to
(2μ + 2ν)!2−μΓ (s + ρ1 − ρ2 − σ)
μ!(μ + ν)!(μ + 2ν)!
× Γ (s + ρ1 − ρ2 − σ)Γ
(
1
2
− σ
)
Γ (s + ρ1 + ρ2 − σ − 1)Γ (s + ρ1 − ρ2 + σ)
× Γ (2s + κ1 − 1)−1Γ
(
s + ρ1 − ρ2 + 1
2
)−1
. (12)
By (9) and (12), Ψ ( f (s)λ|κ ;W ) is equal to
2−4s−κ1−κ2+7π−s−ρ1−ρ2+(5/2)(
√−1 )κ1 (2κ1 − κ2)!
κ1! Γ (2s + κ1)
−1Γ
(
s + ρ1 − ρ2 + 1
2
)−1
× Γ (s + ρ1 + ρ2 + σ − 1)Γ (s + ρ1 + ρ2 − σ − 1)
× Γ (s + ρ1 − ρ2 + σ)Γ (s + ρ1 − ρ2 − σ).
Getting together (8), then we have
Ψ
(
dλ(s) f
(s)
λ|κ ;W
)= 2−4s−2κ1−κ2+8π−4s−2κ1+2(√−1 )κ1 (2κ1 − κ2)!
κ1! Γ (s + ρ1 + ρ2 + σ − 1)
× Γ (s + ρ1 + ρ2 − σ − 1)Γ (s + ρ1 − ρ2 + σ)Γ (s + ρ1 − ρ2 − σ)
= 22−κ2(√−1 )κ1 (2κ1 − κ2)!
κ1! ΓC(s + ρ1 + ρ2 + σ − 1)
× ΓC(s + ρ1 + ρ2 − σ − 1)ΓC(s + ρ1 − ρ2 + σ)ΓC(s + ρ1 − ρ2 − σ)
= 22−κ2(√−1 )κ1 (2κ1 − κ2)!
κ1! L(s,π1 × π2 × π3).
Here ΓC(s) = 2(2π)−sΓ (s).
Next we consider the case κ2 ≡ 1 mod 2. In this case, Hλ|κ = ∂21∂μ32Hλ(u) is equal to
(detu)κ1−1
[μ/2]∑
i=0
2μ−2i+1μ!(μ + ν)!
i!(μ − 2i)!(ν + i)! H12H
ν+i
33 H
μ−2i
23 H
i
22
+ (detu)κ1−1
[μ/2]∑
i=0
2μ−2iμ!(μ + ν)!
i!(μ − 2i − 1)!(ν + i)!H11H13H
ν+i
33 H
μ−2i−1
23 H
i
22
+ (detu)κ1−1
[μ/2]∑ 2μ−2i+1μ!(μ + ν)!
(i − 1)!(μ − 2i)!(ν + i)!H11H12H
ν+i
33 H
μ−2i
23 H
i−1
22i=0
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[μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l+122μ−4i+ j+l+2μ!(μ + ν)!
(μ − 2i)! j!(ν + i − j)!l!(i − l)!
× R−ρ1−(1/2)− R−ρ1+κ2+2i− j−l−(1/2)+ x1/2 yl−i+ρ1−ρ2+(1/2)z j−i+ρ1−ρ2
+ (−√−1 )κ1−1(1− 2R−1− x)
[μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l22μ−4i+ j+lμ!(μ + ν)!
(μ − 2i − 1)! j!(ν + i − j)!l!(i − l)!
× R−ρ1+(1/2)− R−ρ1+κ2+2i− j−l−(3/2)+ x1/2 yl−i+ρ1−ρ2−(1/2)z j−i+ρ1−ρ2
+ (−√−1 )κ1−1(1− 2R−1− x)
[μ/2]∑
i=0
ν+i∑
j=0
i−1∑
l=0
(−1) j+l+122μ−4i+ j+l+2μ!(μ + ν)!
(μ − 2i)! j!(ν + i − j)!l!(i − l − 1)!
× R−ρ1+(1/2)− R−ρ1+κ2+2i− j−l−(3/2)+ x1/2 yl−i+ρ1−ρ2+(1/2)z j−i+ρ1−ρ2 ,
and normalization factor is equal to
dλ(s) = 22−κ1π−3s−3ρ1+ρ2−(1/2)(2s + κ1)Γ (2s + κ1 − 1)Γ
(
s + ρ1 − ρ2 + 1
2
)
. (13)
Then we have
f (s)λ|κ
(
η0P(x, y, z;n)
)
= (√−1 )κ1−1
[μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l+122μ−4i+ j+l+2μ!(μ + ν)!
(μ − 2i)! j!(ν + i − j)!l!(i − l)!
× R−s−ρ1−1+ R−s−ρ1+κ2+2i− j−l−1− xs+1 ys+l−i+ρ1−ρ2+1zs+ j−i+ρ1−ρ2+(1/2)
+ (√−1 )κ1−1(1− 2R−1+ x)
[μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l22μ−4i+ j+lμ!(μ + ν)!
(μ − 2i − 1)! j!(ν + i − j)!l!(i − l)!
× R−s−ρ1+ R−s−ρ1+κ2+2i− j−l−2− xs+1 ys+l−i+ρ1−ρ2 zs+ j−i+ρ1−ρ2+(1/2)
+ (√−1 )κ1−1(1− 2R−1+ x)
[μ/2]∑
i=0
ν+i∑
j=0
i−1∑
l=0
(−1) j+l+122μ−4i+ j+l+2μ!(μ + ν)!
(μ − 2i)! j!(ν + i − j)!l!(i − l − 1)!
× R−s−ρ1+ R−s−ρ1+κ2+2i− j−l−2− xs+1 ys+l−i+ρ1−ρ2+1zs+ j−i+ρ1−ρ2+(1/2). (14)
Lemma 4.1. The contribution of the second and the third terms in (14) to the integral Ψ ( f (s)λ|κ ;W ) is zero.
Proof. We treat only the second term. The case for the third term is similar. The integral involving
the second term is
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√−1 )κ1−1
[μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l22μ−4i+ j+lμ!(μ + ν)!
(μ − 2i − 1)! j!(ν + i − j)!l!(i − l)!
×
∞∫
0
∞∫
0
∞∫
0
∞∫
−∞
(
1− 2R−1+ x
)
R−s−ρ1+ R
−s−ρ1+κ2+2i− j−l−2−
× xs+ρ1 ys+l−i+ρ1−1zs+ j−i+ρ1−ρ2e−2π(x+y−
√−1n)Kσ (2π z)dnd×xd× y d×z
= 8(√−1 )κ1−1
[μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l22μ−4i+ j+lμ!(μ + ν)!
(μ − 2i − 1)! j!(ν + i − j)!l!(i − l)!
× {I(α,β;α, l2, l3;τ ) − 2I(α + 1, β;α + 1, l2, l3;τ )}.
Here α = ρ1, β = ρ1 − κ2 − 2i + j + l + 2, l2 = l − i + ρ1 − 1, l3 = j − i + ρ1 − ρ2, τ = σ .
This is zero by Corollary 2.2. 
Therefore we calculate the integral involving the ﬁrst term of (14).
Applying Lemma 2.9 for α = ρ1 + 1, β = ρ1 − κ2 − 2i + j + l + 1, l1 = ρ1, l2 = l − i + ρ1, l3 =
j− i+ρ1−ρ2, τ = σ , and Corollary 2.1 for M = ν+ i, N = i, A = s− i+ρ1−ρ2−σ , B = s+ρ1− i+m,
we have that Ψ ( f (s)λ|κ ;W ) is equal to
8(
√−1 )κ1−1
[μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l+122μ−4i+ j+l+2μ!(μ + ν)!
(μ − 2i)! j!(ν + i − j)!l!(i − l)!
×
∞∫
0
∞∫
0
∞∫
0
∞∫
−∞
R−s−ρ1−1+ R
−s−ρ1+κ2+2i− j−l−1−
× xs+ρ1 ys+l−i+ρ1 zs+ j−i+ρ1−ρ2e−2π(x+y−
√−1n)Kσ (2π z)dnd×xd× y d×z
= 2−4s+2μ−2κ1+7π−s−ρ1−ρ2+(5/2)(√−1 )κ1+1μ!(μ + ν)!
× (s + ρ1)−1Γ (s + ρ1 + ρ2 + σ − 1)Γ
(
1
2
− σ
)−1
×
∞∑
m=0
[μ/2]∑
i=0
2−2i
(ν + i)!i!(μ − 2i)!m!
Γ ((1/2) − σ +m)Γ (s + ρ1 + ρ2 − σ − 1+m)
Γ (s + ρ1 + ρ2 − (1/2) +m)
×
ν+i∑
j=0
i∑
l=0
(−1) j+l
(
ν + i
j
)(
i
l
)
Γ (s − i + ρ1 − ρ2 − σ + j)Γ (s + ρ1 − i +m+ l)
Γ (2s + κ1 − ρ2 − 2i − σ +m+ j + l) . (15)
By Lemma 2.2, and Gauss summation formula (Lemma 2.6), (15) is equal to
2−4s−μ−2κ2+7π−s−ρ1−ρ2+(5/2)(
√−1 )κ1+1 (2μ + 2ν)!
(μ + 2ν)! (s + ρ1)
−1
× Γ (s + ρ1 + ρ2 + σ − 1)Γ
(
1
2
− σ
)−1
Γ (s + ρ1 − ρ2 − σ)
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∞∑
m=0
Γ ((1/2) − σ +m)Γ (s + ρ1 + ρ2 − σ − 1+m)
m!Γ (2s + κ1 − (1/2) − σ +m)
= 2−4s−κ1−κ2+7π−s−ρ1−ρ2+(5/2)(√−1 )κ1+1 (2κ1 − κ2 − 1)!
(κ1 − 1)!
× (s + ρ1)−1Γ (2s + κ1 − 1)−1Γ
(
s + ρ1 − ρ2 + 1
2
)−1
× Γ (s + ρ1 + ρ2 + σ − 1)Γ (s + ρ1 + ρ2 − σ − 1)
× Γ (s + ρ1 − ρ2 + σ)Γ (s + ρ1 − ρ2 − σ). (16)
By (13) and (16), we have
Ψ
(
dλ(s) f
(s)
λ|κ ;W
)= 2−4s−2κ1−κ2+10π−4s−2κ1+2(√−1 )κ1+1 (2κ1 − κ2 − 1)!
(κ1 − 1)!
× Γ (s + ρ1 + ρ2 + σ − 1)Γ (s + ρ1 + ρ2 − σ − 1)
× Γ (s + ρ1 − ρ2 + σ)Γ (s + ρ1 − ρ2 − σ)
= 24−κ2(√−1 )κ1+1 (2κ1 − κ2 − 1)!
(κ1 − 1)!
× ΓC(s + ρ1 + ρ2 + σ − 1)ΓC(s + ρ1 + ρ2 − σ − 1)
× ΓC(s + ρ1 − ρ2 + σ)ΓC(s + ρ1 − ρ2 − σ)
= 24−κ2(√−1 )κ1+1 (2κ1 − κ2 − 1)!
(κ1 − 1)! L(s,π1 × π2 × π3).
One can check all the expressions in this calculation are absolutely convergent for Re(s)  0.
5. The case of ρ(| · |σ , sgn(·)| · |−σ )
In this section, we consider the case that π3 is a principal series representation ρ(| · |σ ,
sgn(·)| · |−σ ). In order to obtain a correct normalized good section in this case, we consider the case
of κ3 = 1.
Recall that we have normalized πi (i = 1,2) so that
(1) the restriction of πi to SL2(R) is D+κi ⊕ D−κi ,
(2) the central character of πi is sgnκi .
Then for a > 0, the (SO(2))3-ﬁnite Whittaker function Wi of weight κi satisﬁes
Wi
(√
a 0
0
√
a
−1
)
= 2aκi/2e−2πa (i = 1,2),
and for a > 0 and n ∈ R, the class-one Whittaker function W3 satisﬁes
W3
((√
a
√
a
−1
n
0
√
a
−1
)
k
)
= 2ψ(n)a(Kσ+(1/2)(2πa) + Kσ−(1/2)(2πa)).
For terminological simplicity we denote κi/2 by ρi . We put
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ν =
{
ρ2 − (1/2) if κ2 ≡ 1 mod 2,
ρ2 − 1 if κ2 ≡ 0 mod 2,
λ =
{
(κ1, κ1, κ2 − κ1 + 1) if κ2 ≡ 1 mod 2,
(κ1 + 1, κ1 − 1, κ2 − κ1 + 1) if κ2 ≡ 0 mod 2.
We ﬁrst consider the case κ2 ≡ 1 mod 2. Then
Hλ|κ (u) = ∂μ32Hλ(u)
= (detu)κ1
[μ/2]∑
i=0
2μ−2iμ!(μ + ν)!
i!(μ − 2i)!(ν + i)!H
ν+i
33 H
μ−2i
23 H
i
22,
and
dλ(s) = 21−κ1π−3s−3ρ1+ρ2Γ (2s + κ1)Γ (s + ρ1 − ρ2). (17)
As in Section 4, we have
Hλ|κ (u) = (−
√−1 )κ1
[μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l22μ−4i+ j+lμ!(μ + ν)!
(μ − 2i)! j!(ν + i − j)!l!(i − l)!
× R−ρ1− R−ρ1+κ2+2i− j−l+ yl−i+ρ1−ρ2 z j−i+ρ1−ρ2 ,
therefore
f (s)λ|κ
(
η0P(x, y, z;n)
)= (√−1 )κ1 [μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l22μ−4i+ j+lμ!(μ + ν)!
(μ − 2i)! j!(ν + i − j)!l!(i − l)!
× R−s−ρ1−(1/2)+ R−s−ρ1+κ2+2i− j−l−(1/2)−
× xs+(1/2) ys+l−i+ρ1−ρ2+(1/2)zs+ j−i+ρ1−ρ2+(1/2).
Now we compute
Ψ
(
f (s)λ|κ ;W
)= ∫
ZN0\G
f (s)λ|κ
(
η0ι(g)
)
W (g)dg
= 8
∞∫
0
∞∫
0
∞∫
0
∞∫
−∞
f (s)λ|κ
(
η0P(x, y, z;n)
)
xρ1−1 yρ2−1
× e−2π(x+y−
√−1n){Kσ+(1/2)(2π z) + Kσ−(1/2)(2π z)}dnd×xd× y d×z
= 8(√−1 )κ1
[μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l22μ−4i+ j+lμ!(μ + ν)!
(μ − 2i)! j!(ν + i − j)!l!(i − l)! (I+ + I−).
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I± = I
(
ρ1 + 1
2
,ρ1 − κ2 − 2i + j + l + 1
2
;ρ1 − 1
2
, l + ρ1 − 1
2
− i,ρ1 − ρ2 − i + j + 1
2
;σ ± 1
2
)
.
Note that, as in the last section, one can show that Ψ ( f (s)λ|κ ;W ) is absolutely convergent for Re(s) > 0,
Re(s) + ρ1 + ρ2 − |Re(σ )| − 1 > 0. We ﬁrst calculate the summation involving I+ . By Lemma 2.9, the
summation involving I+ is equal to the product of
2−4s+2μ−2κ1+5π−s−ρ1−ρ2+2(
√−1 )κ1μ!(μ + ν)! Γ (s + ρ1 + ρ2 + σ)
(s + ρ1 − (1/2))Γ (−σ) (18)
and the sum of gamma functions:
[μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l2−2i
(μ − 2i)! j!(ν + i − j)!l!(i − l)!Γ (s + ρ1 − ρ2 − σ − i + j)
×
∞∑
m=0
Γ (−σ +m)Γ (s + ρ1 − (1/2) − i + l +m)Γ (s + ρ1 + ρ2 − σ − 1+m)
m!Γ (2s + κ1 − ρ2 − σ − (1/2) − 2i + j + l +m)Γ (s + ρ1 + ρ2 +m)
=
[μ/2]∑
i=0
2−2i
(μ − 2i)!(ν + i)!i!
∞∑
m=0
Γ (−σ +m)Γ (s + ρ1 + ρ2 − σ − 1+m)
m!Γ (s + ρ1 + ρ2 +m)
×
ν+i∑
j=0
i∑
l=0
(−1) j+l
(
ν + i
j
)(
i
l
)
Γ (s + ρ1 − ρ2 − σ − i + j)Γ (s + ρ1 − (1/2) − i +m+ l)
Γ (2s + κ1 − ρ2 − σ − (1/2) − 2i +m+ j + l) .
(19)
Applying Corollary 2.1 with respect to j, l for M = ν + i, N = i, A = s+ ρ1 − ρ2 − σ − i, B = s+ ρ1 −
(1/2) − i −m, and Lemma 2.2 with respect to i, (19) is equal to
Γ (s + ρ1 − ρ2 − σ)
[μ/2]∑
i=0
2−2i
(μ − 2i)!(ν + i)!i!
×
∞∑
m=0
Γ (−σ +m)Γ (s + ρ1 + ρ2 − σ − 1+m)Γ (s + ρ1 + ρ2 − 1+m)
m!Γ (s + ρ1 + ρ2 +m)Γ (2s + κ1 − σ − 1+m)
= (2μ + 2ν)!2
−μ
μ!(μ + ν)!(μ + 2ν)!Γ (s + ρ1 − ρ2 − σ)
×
∞∑
m=0
Γ (−σ +m)Γ (s + ρ1 + ρ2 − σ − 1+m)Γ (s + ρ1 + ρ2 − 1+m)
m!Γ (s + ρ1 + ρ2 +m)Γ (2s + κ1 − σ +m− 1) . (20)
Since the term involving I− in Ψ ( f (s)λ|κ ;W ) is obtained by replacing σ with σ − 1 in (20), Ψ ( f (s)λ|κ ;W )
is equal to the product of
2−4s−κ1−κ2+5π−s−ρ1−ρ2+2(
√−1 )κ1 (2μ + 2ν)!
(s + ρ − (1/2))(μ + 2ν)! (21)1
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∞∑
m=0
Γ (s + ρ + ρ2 − 1+m)
m!Γ (s + ρ1 + ρ2 +m)
× {(Γ (−σ +m)Γ (s + ρ1 + ρ2 − σ − 1+m)Γ (s + ρ1 − ρ2 − σ)
× Γ (s + ρ1 + ρ2 + σ)Γ (−σ)−1Γ (2s + κ1 +m − 1− σ)−1
+ Γ (1− σ +m)Γ (s + ρ1 + ρ2 − σ +m)Γ (s + ρ1 − ρ2 − σ + 1)
× Γ (s + ρ1 + ρ2 + σ − 1)Γ (1− σ)−1Γ (2s + κ1 +m − σ)−1
)}
=
∞∑
m=0
Γ (s + ρ1 + ρ2 − 1+m)
m!Γ (s + ρ1 + ρ2 +m)
× {(s + ρ1 − ρ2 − σ)m − σ(3s + 3ρ1 − ρ2 − σ − 1)}(s + ρ1 + ρ2 − 1+m)
× Γ (−σ +m)Γ (s + ρ1 + ρ2 − σ − 1+m)Γ (s + ρ1 − ρ2 − σ)
× Γ (s + ρ1 + ρ2 + σ − 1)Γ (1− σ)−1Γ (2s + κ1 − σ +m)−1
=
∞∑
m=0
Γ (1− σ)−1Γ (s + ρ1 − ρ2 − σ)Γ (s + ρ1 + ρ2 + σ − 1)
×
{
(s + ρ1 − ρ2 − σ)Γ (−σ +m)Γ (s + ρ1 + ρ2 − σ − 1+m)
(m − 1)!Γ (2s + κ1 − σ +m)
− σ(3s + 3ρ1 − ρ2 − σ − 1)Γ (−σ +m)Γ (s + ρ1 + ρ2 − σ − 1+m)
m!Γ (2s + κ1 − σ +m)
}
. (22)
By Gauss summation formula (Lemma 2.6), (22) is equal to
Γ (s + ρ1 − ρ2 − σ)Γ (s + ρ1 + ρ2 + σ − 1)Γ (2s + κ1)−1Γ (s + ρ1 − ρ2 + 1)−1
× {(s + ρ1 − ρ2 − σ)Γ (s + ρ1 + ρ2 − σ)Γ (s + ρ1 − ρ2 + σ)
+ (3s + 3ρ1 − ρ2 − σ − 1)Γ (s + ρ1 + ρ2 − σ − 1)Γ (s + ρ1 − ρ2 + σ + 1)
}
= 22Γ (2s + κ1)−1
(
s + ρ1 − 1
2
)
Γ (s + ρ1 − ρ2 − σ)Γ (s + ρ1 + ρ2 + σ − 1)
× Γ (s + ρ1 − ρ2 + 1)−1(s + ρ1 − ρ2)Γ (s + ρ1 + ρ2 − σ − 1)Γ (s + ρ1 − ρ2 + σ)
= 22Γ (2s + κ1)−1
(
s + ρ1 − 1
2
)
Γ (s + ρ1 − ρ2 − σ)Γ (s + ρ1 + ρ2 + σ − 1)Γ (s + ρ1 − ρ2)−1
× Γ (s + ρ1 + ρ2 − σ − 1)Γ (s + ρ1 − ρ2 + σ). (23)
Therefore, by (17), (21) and (23),
Ψ
(
dλ(s) f
(s)
λ|κ ;W
)= 22−κ2(√−1 )κ1 (2κ1 − κ2 − 1)!
(κ1 − 1)!
× ΓC(s + ρ1 + ρ2 + σ − 1)ΓC(s + ρ1 + ρ2 − σ − 1)
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= 22−κ2(√−1 )κ1 (2κ1 − κ2 − 1)!
(κ1 − 1)! L(s,π1 × π2 × π3).
Next we consider the case κ2 ≡ 0 mod 2. In this case
Hλ|κ = ∂21∂μ32Hλ(u)
= (detu)κ1−1
[μ/2]∑
i=0
2μ−2i+1μ!(μ + ν)!
i!(μ − 2i)!(ν + i)! H12H
ν+i
33 H
μ−2i
23 H
i
22
+ (detu)κ1−1
[μ/2]∑
i=0
2μ−2iμ!(μ + ν)!
i!(μ − 2i − 1)!(ν + i)!H11H13H
ν+i
33 H
μ−2i−1
23 H
i
22
+ (detu)κ1−1
[μ/2]∑
i=0
2μ−2i+1μ!(μ + ν)!
(i − 1)!(μ − 2i)!(ν + i)!H11H12H
ν+i
33 H
μ−2i
23 H
i−1
22
= (−√−1 )κ1−1
[μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l+122μ−4i+ j+l+2μ!(μ + ν)!
(μ − 2i)! j!(ν + i − j)!l!(i − l)!
× R−ρ1−(1/2)− R−ρ1+κ2+2i− j−l−(1/2)+ x1/2 yl−i+ρ1−ρ2+(1/2)z j−i+ρ1−ρ2
+ (−√−1 )κ1−1(1− 2R−1− x)
[μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l22μ−4i+ j+lμ!(μ + ν)!
(μ − 2i − 1)! j!(ν + i − j)!l!(i − l)!
× R−ρ1+(1/2)− R−ρ1+κ2+2i− j−l−(3/2)+ x1/2 yl−i+ρ1−ρ2−(1/2)z j−i+ρ1−ρ2
+ (−√−1 )κ1−1(1− 2R−1− x)
[μ/2]∑
i=0
ν+i∑
j=0
i−1∑
l=0
(−1) j+l+122μ−4i+ j+l+2μ!(μ + ν)!
(μ − 2i)! j!(ν + i − j)!l!(i − l − 1)!
× R−ρ1+(1/2)− R−ρ1+κ2+2i− j−l−(3/2)+ x1/2 yl−i+ρ1−ρ2+(1/2)z j−i+ρ1−ρ2 ,
and the normalization factor is
dλ(s) = 22−κ1π−3s−3ρ1+ρ2(2s + κ1)Γ (2s + κ1 − 1)Γ (s + ρ1 − ρ2). (24)
Then we have
f (s)λ|κ
(
η0P(x, y, z;n)
)
= (√−1 )κ1−1
[μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l+122μ−4i+ j+l+2μ!(μ + ν)!
(μ − 2i)! j!(ν + i − j)!l!(i − l)!
× R−s−ρ1−1+ R−s−ρ1+κ2+2i− j−l−1− xs+1 ys+l−i+ρ1−ρ2+1zs+ j−i+ρ1−ρ2+(1/2)
+ (√−1 )κ1−1(1− 2R−1+ x)
[μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l22μ−4i+ j+lμ!(μ + ν)!
(μ − 2i − 1)! j!(ν + i − j)!l!(i − l)!
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+ (√−1 )κ1−1(1− 2R−1+ x)
[μ/2]∑
i=0
ν+i∑
j=0
i−1∑
l=0
(−1) j+l+122μ−4i+ j+l+2μ!(μ + ν)!
(μ − 2i)! j!(ν + i − j)!l!(i − l − 1)!
× R−s−ρ1+ R−s−ρ1+κ2+2i− j−l−2− xs+1 ys+l−i+ρ1−ρ2+1zs+ j−i+ρ1−ρ2+(1/2). (25)
Lemma 5.1. The contribution of the second and the third terms in (25) to the integral Ψ ( f (s)λ|κ ;W ) is zero.
Proof. Almost similarly as Lemma 4.1, it is easy to show that the integrals involving the second and
the third terms of (25) are the summation of the form
I(α,β;α, l2, l3;τ ) − 2I(α + 1, β;α + 1, l2, l3;τ ),
which are zero by Corollary 2.2. 
Therefore we calculate the integral involving the ﬁrst term of (25), which is
22μ+5(
√−1 )κ1+1μ!(μ + ν)!
[μ/2]∑
i=0
ν+i∑
j=0
i∑
l=0
(−1) j+l2−4i+ j+l
(μ − 2i)! j!(ν + i − j)!l!(i − l)! { J+ + J−}. (26)
Here
J± = I
(
ρ1 + 1,ρ1 − κ2 − 2i + j + l − 1;ρ1, l − i + ρ1, j − i + ρ1 − ρ2 + 1
2
;σ ± 1
2
)
.
Applying Lemma 2.9 for
α = ρ1, β = ρ1 − κ2 − 2i + j + l + 1,
l1 = ρ1, l2 = l − i + ρ1, l3 = j − i + ρ1 − ρ2 + 1
2
, τ = σ + 1
2
,
and Corollary 2.1 for
M = ν + i, N = i, A = s − i + ρ1 − ρ2 − σ , B = s + ρ1 − i +m,
and Lemma 2.2, the term involving J+ in (26) is equal to the product of
2−4s+2μ−2κ1+6π−s−ρ1−ρ2+2(
√−1 )κ1+1μ!(μ + ν)!(s + ρ1)−1Γ (s + ρ1 + ρ2 + σ)Γ (−σ)−1
(27)
and the sum of gamma functions:
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m=0
ν+i∑
i=0
2−2i
(μ − 2i)!(ν + i)!i!
Γ (−σ +m)Γ (s + ρ1 + ρ2 − σ − 1+m)
m!Γ (s + ρ1 + ρ2 +m)
×
ν+i∑
j=0
i∑
l=0
(−1) j+l
(
ν + i
j
)(
i
l
)
Γ (s + ρ1 − ρ2 − i − σ + j)Γ (s + ρ1 − i +m+ l)
Γ (2s + κ1 − ρ2 − σ − 2i +m+ j + l)
= 2
−μ(2μ + 2ν)!
μ!(μ + ν)!(ν + 2ν)!Γ (s + ρ1 − ρ2 − σ)
×
∞∑
m=0
Γ (−σ +m)Γ (s + ρ1 + ρ2 − σ − 1+m)Γ (s + ρ1 + ρ2 − 1+m)
m!Γ (s + ρ1 + ρ2 +m)Γ (2s + κ1 − σ − 1+m) . (28)
Since the term involving J− in (25) is obtained by replacing σ with σ − 1 in (27) and (28),
Ψ ( f (s)λ|κ ;W ) is equal to the product of
2−4s−κ1−κ2+6π−s−ρ1−ρ2+2(
√−1 )κ1+1 (2μ + 2ν)!
(s + ρ1)(μ + 2ν)! (29)
and the sum of gamma functions:
∞∑
m=0
Γ (s + ρ + ρ2 − 1+m)
m!Γ (s + ρ1 + ρ2 +m)
× {Γ (−σ +m)Γ (s + ρ1 + ρ2 − σ − 1+m)Γ (s + ρ1 − ρ2 − σ)
× Γ (s + ρ1 + ρ2 + σ)Γ (−σ)−1Γ (2s + κ1 +m− 1− σ)−1
+ Γ (1− σ +m)Γ (s + ρ1 + ρ2 − σ +m)Γ (s + ρ1 − ρ2 − σ + 1)
× Γ (s + ρ1 + ρ2 + σ − 1)Γ (1− σ)−1Γ (2s + κ1 +m− σ)−1
}
=
∞∑
m=0
Γ (s + ρ1 + ρ2 − 1+m)
m!Γ (s + ρ1 + ρ2 +m)
× {(s + ρ1 − ρ2 − σ)m − σ(3s + 3ρ1 − ρ2 − σ − 1)}(s + ρ1 + ρ2 − 1+m)
× Γ (−σ +m)Γ (s + ρ1 + ρ2 − σ − 1+m)Γ (s + ρ1 − ρ2 − σ)
× Γ (s + ρ1 + ρ2 + σ − 1)Γ (1− σ)−1Γ (2s + κ1 − σ +m)−1
=
∞∑
m=0
Γ (1− σ)−1Γ (s + ρ1 − ρ2 − σ)Γ (s + ρ1 + ρ2 + σ − 1)
×
{
(s + ρ1 − ρ2 − σ)Γ (−σ +m)Γ (s + ρ1 + ρ2 − σ − 1+m)
(m− 1)!Γ (2+ κ1 − σ +m)
− σ(3s + 3ρ1 − ρ2 − σ − 1)Γ (−σ +m)Γ (s + ρ1 + ρ2 − σ − 1+m)
m!Γ (2s + κ1 − σ +m)
}
. (30)
By Gauss summation formula (Lemma 2.6), (30) is equal to
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× {(s + ρ1 − ρ2 − σ)Γ (s + ρ1 + ρ2 − σ)Γ (s + ρ1 − ρ2 + σ)
+ (3s + 3ρ1 − ρ2 − σ − 1)Γ (s + ρ1 + ρ2 − σ − 1)Γ (s + ρ1 − ρ2 + σ + 1)
}
= 2Γ (2s + κ1)−1(2s + κ1 − 1)Γ (s + ρ1 − ρ2 − σ)Γ (s + ρ1 + ρ2 + σ − 1)
× Γ (s + ρ1 − ρ2 + 1)−1(s + ρ1 − ρ2)Γ (s + ρ1 + ρ2 − σ − 1)Γ (s + ρ1 − ρ2 + σ)
= 2Γ (2s + κ1 − 1)−1Γ (s + ρ1 − ρ2 − σ)Γ (s + ρ1 + ρ2 + σ − 1)
× Γ (s + ρ1 − ρ2)−1Γ (s + ρ1 + ρ2 − σ − 1)Γ (s + ρ1 − ρ2 + σ). (31)
Therefore, by (24), (29) and (31),
Ψ
(
dλ(s) f
(s)
λ|κ ;W
)= 24−κ2(√−1 )κ1+1 (2κ1 − κ2 − 2)!
(κ1 − 2)! ΓC(s + ρ1 + ρ2 + σ − 1)
× ΓC(s + ρ1 + ρ2 − σ − 1)ΓC(s + ρ1 − ρ2 + σ)ΓC(s + ρ1 − ρ2 − σ)
= 24−κ2(√−1 )κ1+1 (2κ1 − κ2 − 2)!
(κ1 − 2)! L(s,π1 × π2 × π3).
Note that, as in the last section, all the expressions are absolutely convergent for Re(s)  0.
6. Summary of our calculation
Since our calculations in Sections 4 and 5 are very complicated, it is better to summarize them.
Without loss of generality, we assume that π1 and π2 satisﬁes the following conditions:
(1) the restriction of πi to SL2(R) is D+κi ⊕ D−κi ;
(2) central character ωi = sgnκi ;
(3) κ1  κ2 > 0.
Here D+κi (resp. D−κi ) is a lowest (resp. highest) weight module of SL2(R) with lowest weight (resp.
highest weight) κi .
We consider four cases:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
π3 = ρ
(| · |σ , | · |−σ ), κ2 ≡ 0 mod 2 (Case E1);
π3 = ρ
(| · |σ , | · |−σ ), κ2 ≡ 1 mod 2 (Case O1);
π3 = ρ
(| · |σ , sgn(·)| · |−σ ), κ2 ≡ 1 mod 2 (Case E2);
π3 = ρ
(| · |σ , sgn(·)| · |−σ ), κ2 ≡ 0 mod 2 (Case O2).
The Γ -factor L(s,π1 × π2 × π3) is given by
L(s,π1 × π2 × π3) = ΓC(s + ρ1 + ρ2 + σ − 1)ΓC(s + ρ1 + ρ2 − σ − 1)
× ΓC(s + ρ1 − ρ2 + σ)ΓC(s + ρ1 − ρ2 − σ),
where ρi = κi/2, and ΓC(s) = 2(2π)−sΓ (s). We put
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ν =
⎧⎨
⎩
ρ2 (Case E1),
ρ2 − (1/2) (Cases O1, E2),
ρ2 − 1 (Case O2),
λ =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(κ1, κ1, κ2 − κ1) (Case E1),
(κ1 + 1, κ1 − 1, κ2 − κ1) (Case O1),
(κ1, κ1, κ2 − κ1 + 1) (Case E2),
(κ1 + 1, κ1 − 1, κ2 − κ1 + 1) (Case O2).
The spherical function Hλ|κ on u ∈ SO(6) ∩ Sp3(R) ∼= U(3) is given by
(detu)κ1
[μ/2]∑
i=0
2μ−2iμ!(μ + ν)!
i!(μ − 2i)!(ν + i)!H
ν+i
33 H
μ−2i
23 H
i
22
in Case E, and
(detu)κ1−1
[μ/2]∑
i=0
2μ−2i+1μ!(μ + ν)!
i!(μ − 2i)!(ν + i)! H12H
ν+i
33 H
μ−2i
23 H
i
22
+ (detu)κ1−1
[μ/2]∑
i=0
2μ−2iμ!(μ + ν)!
i!(μ − 2i − 1)!(ν + i)!H11H13H
ν+i
33 H
μ−2i−1
23 H
i
22
+ (detu)κ1−1
[μ/2]∑
i=0
2μ−2i+1μ!(μ + ν)!
(i − 1)!(μ − 2i)!(ν + i)!H11H12H
ν+i
33 H
μ−2i
23 H
i−1
22
in Case O. Here Hij is the i j-entry of tuu, and Hij is its complex conjugate.
Let g = (mA ∗03 t A−1 )( U V−V U ), m ∈ R× , A ∈ GL3(R), ( U V−V U ) ∈ KH be an Iwasawa decomposition of
g ∈ GSp3(R). The function f (s)λ|κ on GSp3(R) is given by
f (s)λ|κ(g) = ω(mdet A)
∣∣m3 det A2∣∣s+(1/2)Hλ|κ (u).
Here u = U + √−1V ∈ U(3).
The normalization factor dλ(s) is given by⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
21−κ1π−3s−3ρ1+ρ2−(1/2)Γ (2s + κ1)Γ
(
s + ρ1 − ρ2 + (1/2)
)
(Case E1),
22−κ1π−3s−3ρ1+ρ2−(1/2)(2s + κ1)Γ (2s + κ1 − 1)Γ
(
s + ρ1 − ρ2 + (1/2)
)
(Case O1),
21−κ1π−3s−3ρ1+ρ2Γ (2s + κ1)Γ (s + ρ1 − ρ2) (Case E2),
22−κ1π−3s−3ρ1+ρ2(2s + κ1)Γ (2s + κ1 − 1)Γ (s + ρ1 − ρ2) (Case O2).
Then dλ(s) f
(s)
λ|κ is a normalized good section (see Introduction). Let Wi be a Whittaker function of πi
with weight κi (i = 1,2).
For a > 0, Wi satisﬁes
Wi
(√
a 0
0
√
a
−1
)
= 2aρi e−2πa.
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W3
(√
a
√
a
−1
n
0
√
a
−1
)
= 2ψ(n)a1/2Kσ (2πa)
in Cases E1 and O1, and
W3
(√
a
√
a
−1
n
0
√
a
−1
)
= 2ψ(n)a{Kσ+(1/2)(2πa) + Kσ−(1/2)(2πa)}
in Cases E2 and O2.
W (g) = W1(g1)W2(g2)W3(g3). Then the local integral Ψ (dλ(s) f (s)λ|κ ;W ) (see Introduction) is equal
to
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
22−κ2(
√−1 )κ1{(2κ1 − κ2)!/κ1!}L(s,π1 × π2 × π3) (Case E1),
24−κ2(
√−1 )κ1+1{(2κ1 − κ2 − 1)!/(κ1 − 1)!}L(s,π1 × π2 × π3) (Case O1),
22−κ2(
√−1 )κ1{(2κ1 − κ2 − 1)!/(κ1 − 1)!}L(s,π1 × π2 × π3) (Case E2),
24−κ2(
√−1 )κ1+1{(2κ1 − κ2 − 2)!/(κ1 − 2)!}L(s,π1 × π2 × π3) (Case O2).
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