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Abstract
This thesis is divided into two parts. In the first part, we study co-rotational wave maps
from the (1 + d)-dimensional Minkowski space into the d-sphere for all odd integers d ≥ 3.
This model reads
ψtt(t, r)− ψrr(t, r)− d− 1
r
ψr(t, r) +
d− 1
2
sin (2ψ(t, r))
r2
= 0,
for t ∈ I, an open interval in R and r ≥ 0. Shatah [74], Turok-Spergel [89] (for d = 3)
and Bizoń-Biernat [7] (for d ≥ 4), showed that there exist smooth, self-similar, initial data
which lead to solutions that blowup in finite time. However, this is an energy-supercritical
model meaning that the energy norm is too weak to detect the self-similar break down.
Relying on a method developed by Donninger and Schörkhuber [29–32], we prove the
asymptotic nonlinear stability of the “ground-state” self-similar solution. Our method is
also based on the results of Costin-Donninger-Xia [19] and Costin-Donninger-Glogić [20].
This result constitutes the main result of the first part and is a joint work of the author
with Donninger and Glogić [18]. In the second part, we consider the wave equation with a
focusing cubic nonlinearity in higher odd space dimensions
−utt(t, x) + ∆xu(t, x) + u3(t, x) = 0,
for t ∈ I, an open interval in R and x ∈ Rd, without symmetry restrictions on the data.
This equation also exhibits finite-time blowup from smooth, compactly supported initial
data. Starting from spatially homogeneous solutions which develop a singularity in finite
time, we use the symmetries of the equation to construct a larger family of blowup so-
lutions. Donninger and Schörkhuber developed intense research on the stability of the
blowup solutions. Their study resulted in a series of papers: in three space dimensions
for radial initial data [29, 30], for all space dimensions and radial initial data [33] and in
three space dimensions without symmetry restrictions [31]. The latter relies on an integral
identity over the 2-sphere that is only valid in three space dimensions. Our main result of
the second part completes the picture and concentrates around the stability of the blowup
solutions in all odd space dimensions without symmetry restrictions on the data [17]. More
precisely, we prove that there exists an open set of initial data for which the solution exists
in a backward light-cone and approaches the blowup profile described by the ODE. This
is a joint work of the author with Donninger [17].
This thesis is structured into three chapters. In Chapter 1, we introduce the wave maps
and the cubic wave equation, the setting in which we work and give a brief overview of some
related results that have been obtained. Then, we state Theorem 1.1.1 [18] and Theorem
1.2.1 [17] which are the main results of the present thesis, give an outline of the proofs and
discuss the main difficulties encountered. We do not claim originality of any kind concern-
ing the results presented in Chapter 1 besides Theorem 1.1.1 [18] and Theorem 1.2.1 [17].
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To the best knowledge of the author, these two results are original. In Chapter 2, we focus
on the blowup of co-rotational wave maps from the (1 + d)-dimensional Minkowski space
into the d-sphere in odd space dimensions d ≥ 3 odd and prove our first result. This chap-
ter contains the result of the paper [18]. In Chapter 3, we turn our attention to the stable
blowup for the cubic wave equation in higher dimensions without symmetry restrictions on
the data and prove our second result. This chapter contains the result of the paper [17].
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Chapter 1
Introduction and statement of the main
results
In this chapter, we begin by introducing the wave maps and the cubic wave equation.
Then, we state our main results and discuss the main ideas involved in the proofs.
1.1 Wave Maps
Let (M, g) be a Lorentzian spacetime and (N, h) any curved Riemannian manifold of
dimensions 1 +m and n respectively. The wave maps equation is a coupled system of non-
linear wave equations for a smooth map u : (M, g) −→ (N, h). This system has attracted a
lot of interest due to its pure geometric structure: it involves certain types of non-linearities
which contain the Christoffel symbols of the underlying target manifold and consequently
information about the curvature. Due to its geometric character, the wave maps equation
was proposed as a toy-model for some aspects of the critical behavior in the formation of
black holes, see Bizoń-Chmaj-Tabor [9].
1.1.1 Variational formulation
Specifically, wave maps arise naturally as functions for which the action functional
Sg[u] :=
1
2
∫
M
|dgu|2 dµg (1.1)
is stationary. Here, dµg is the volume form of the domain manifold determined by the
metric g. For all x ∈ M , the differential dgu(x) : TxM −→ Tu(x)N is a linear map and
hence it can be identified with an element of T ?xM ⊗ Tu(x)N . Moreover,
|dgu(x)|2 = |dgu(x)|2T ?xM⊗Tu(x)N := trg (u? (h))
9
that is the trace with respect to g of u? (h), the pullback metric on (M, g) via the map u.
In local coordinates {xµ}mµ=0 on (M, g), this expression reads
trg (u? (h)) = gµν (u? (h))µν = g
µν(∂µu
a)(∂νu
b)hab(u).
Here and in the following, we adopt the Einstein summation convention. This means that
repeated indices are summed over. In particular, we use the Latin alphabet for spatial
components only, for example
AjBjkC
k =
n∑
j=1
n∑
k=1
AjBjkC
k, DijEij =
n∑
i=1
n∑
j=1
DijEij,
whereas the Greek alphabet is used for space and time components, namely
aµb
µνcν =
m∑
µ=0
m∑
ν=0
aµb
µνcν , d
µνeµν =
m∑
µ=0
m∑
ν=0
dµνeµν .
1.1.2 Euler-Lagrangian equations
In this section, we are going to derive the Euler-Lagrangian equations corresponding to
the first variation of the action (1.1). To this end, we follow [40,75,81] and reproduce the
computation for sake of completeness. We vary a fixed wave map u : (M, g) −→ (N, h)
by allowing it to be a member of an one-parameter family of maps. For any function
φ ∈ C∞c (M), we define
u : (M, g) −→ (N, h), u := u+ φ.
Notice that u0 = u on all of (M, g) and u = u outside a compact set. Let Ω ⊂ M be a
compact set such that supp(φ) ⊆ Ω. Then, u is a wave map if and only if
d
d
∣∣∣
=0
Sg[u] = 0. (1.2)
We compute
d
d
∣∣∣
=0
Sg[u] =
1
2
∫
Ω
d
d
∣∣∣
=0
(
gµν(∂µu
a)(∂νu
b)hab(u)
)
dµg
=
1
2
∫
Ω
(
gµν
∂hab
∂uc
φc∂µu
a∂νu
b + gµνhab(u)∂µφ
a∂νu
b
+ gµνhab(u)∂µu
a∂νφ
b
)
dµg
=
1
2
∫
Ω
gµν
∂hab
∂uc
φc∂µu
a∂νu
bdµg +
∫
Ω
gµνhab(u)∂µφ
a∂νu
bdµg
=
1
2
∫
Ω
∂hab
∂uc
φc∂µu
a∂µubdµg +
∫
Ω
hab(u)∂µφ
a∂µubdµg, (1.3)
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where the contravariant metric tensor gµν is used to raise the index, ∂µ := gµν∂ν . We focus
on the second integral and define the vector field
Xµ := hab(u)φ
a∂µub.
We compute
∇µXµ = hab(u)∂µφa∂µub + hab(u)φa2gub + ∂µubφa∂hab
∂uc
∂µu
c
where ∇µXµ stands for the divergence of the vector field X,
∇µXµ = ∂µXµ + ΓνµνXµ =
1
|g|∂µ (|g|X
µ)
and 2g is the Laplace-Beltrami operator on (M, g),
2g := ∇µ∇µ := ∇µ∂µ := 1|g|∂µ(|g|∂
µ), |g| :=
√
|det(gµν)|.
Now, X = 0 on ∂Ω since φ = 0 on ∂Ω and Stokes’s theorem yields∫
Ω
∇µXµdµg = 0.
Therefore, we can rewrite the second integral in (1.3) as∫
Ω
hab(u)∂µφ
a∂µubdµg = −
∫
Ω
(
hab(u)φ
a2gu
b + ∂µubφa
∂hab
∂uc
∂µu
c
)
dµg
and using (1.2) we are left with
−
∫
Ω
(
−1
2
∂hab
∂uc
φc∂µu
a∂µub + hab(u)φ
a2gu
b + ∂µubφa
∂hab
∂uc
∂µu
c
)
dµg = 0.
Observe that the third term can be written as
∂µubφa
∂hab
∂uc
∂µu
c = ∂µu
c∂µub
(
1
2
∂hab
∂uc
φa +
1
2
∂hac
∂ub
φa
)
and therefore
0 = −
∫
Ω
(
hab(u)φ
a2gu
b +
1
2
∂µu
b∂µuc
(
∂hab
∂uc
+
∂hac
∂ub
− ∂hbc
∂ua
)
φa
)
dµg
= −
∫
Ω
(
haf (u)φ
a2gu
f +
1
2
∂µu
b∂µuc
(
∂heb
∂uc
+
∂hec
∂ub
− ∂hbc
∂ue
)
φaδea
)
dµg
= −
∫
Ω
(
haf (u)φ
a2gu
f +
1
2
∂µu
b∂µuc
(
∂heb
∂uc
+
∂hec
∂ub
− ∂hbc
∂ue
)
φahef (u)hfa(u)
)
dµg
= −
∫
Ω
hafφ
a
(
2gu
f +
1
2
∂µu
b∂µuc
(
∂heb
∂uc
+
∂hec
∂ub
− ∂hbc
∂ue
)
hfe(u)
)
dµg.
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Using the fact that
Γik` :=
1
2
him(∂`hmk + ∂khm` − ∂mhk`)
are the Christoffel symbols associated to the metric h on the target manifold, we infer
−
∫
Ω
hafφ
a
(
2gu
f + Γfbc(u)∂µu
b∂µuc
)
dµg = 0.
We conclude that the Euler-Lagrange equations associated to the functional (1.1) are
2gu
a + Γabc(u)∂µu
b∂µuc = 0 (1.4)
and they constitute a system of semi-linear wave equations
2gu
1 + Γ1bc(u)∂µu
b∂µuc = 0
2gu
2 + Γ2bc(u)∂µu
b∂µuc = 0
...
...
2gu
n + Γnbc(u)∂µu
b∂µuc = 0.
(1.5)
This system of equations is called the wave maps equation.
1.1.3 Equivariant ansatz
The full system of semi-linear wave equations (1.5) can be reduced to a single semi-
linear wave equation with a singular non-linear term under the so called equivariant or
co-rotational ansatz. To introduce this ansatz, we first need to fix the domain and the
target manifolds. Let (M, g) = (Rd, g) be the Minkowski space and (N, h) = (Sd, h) the
standard round d−sphere. In particular, we assume that d ≥ 3. With respect to spherical
coordinates on the Minkowski space
(t, r, ω) ∈ R× [0,∞)× [0, pi)d−1 × [0, 2pi) ' R× [0,∞)× Sd−1 ' R× Rd = R1+d
the metric on the base manifold is given by
g(t, r, ω) = −dt2 + dr2 + r2dω2,
where dω2 stands for the standard round metric on Sd−1. In addition, with respect to the
hyper-spherical coordinates
(Ψ,Ω) ∈ [0, pi)× [0, pi)d−1 × [0, 2pi) ' S1 × Sd−1 ' Sd
the metric on the target is given by
h (Ψ,Ω) = dΨ2 + sin2(Ψ)dΩ2,
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where dΩ2 stands for the standard round metric on Sd−1. Now, any map from the
Minkowski space to the d−sphere can be written with respect to these coordinates as
u(t, r, ω) = (Ψ(t, r, ω),Ω(t, r, ω))
and the equivariant ansatz suggests
Ω(t, r, ω) = ω.
Adopting this ansatz, we get
Ψ(t, r, ω) = ψ(t, r)
and, most importantly, the wave maps system for functions u : (R1+d, g) −→ (Sd, h) reduces
to the single semi-linear wave equation
ψtt − ψrr − d− 1
r
ψr +
d− 1
2
sin(2ψ)
r2
= 0. (1.6)
Note that the non-linear term involved occurs due to the Christoffel symbols on the
d−sphere. Due to this singular non-linear term, we ask for the solutions of (1.6) to satisfy
the boundary condition ψ(t, 0) = 0, for all times, so that we can ensure the regularity of
the solutions. However, we do not require ψr(t, 0) = 0 due to a special cancellation in the
Taylor series expansion.
1.1.4 Blowup solutions
Now, we are interested in the future development of smooth initial data. In other words,
we prescribe initial data on the t = 0 slice
(f, g) = (ψ(0, ·), ψt(0, ·)) ∈ H˙s(Rd)× H˙s−1(Rd)
and consider the Cauchy problem
ψtt(t, r)− ψrr(t, r)− d−1r ψr(t, r) = −d−12 sin(2ψ(t,r))r2 , in I × [0,∞)
ψ(0, r) = f(r), ψt(0, r) = g(r), on {t = 0} × [0,+∞)
ψ(t, 0) = 0, on I × {0},
where I ⊆ R is an open interval with 0 ∈ I. In the study of the Cauchy problem the
following questions arise: Does the solution exists? What is the domain in which it is
defined? Is the solution unique? Can it become singular in the future? To begin with,
we first turn our attention to the symmetries of the equation. Equation (1.6) is invariant
under dilations: if ψ = ψ(t, r) is a solution, so is
ψλ(t, r) := ψ
(
t
λ
,
r
λ
)
, λ > 0. (1.7)
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Due to this symmetry, it is natural to expect self-similar solutions, that is solutions of the
form
ψ(t, r) = f
(r
t
)
.
Other symmetries of the equation include time translation and reflection symmetry i.e., if
ψ = ψ(t, r) is a solution, so is
ψτ (t, r) := ψ(t+ τ, r), τ > 0
and
ψ−(t, r) := ψ(−t, r),
respectively. Taking into account all the symmetries, we see that a generic self-similar
solution can be written as
ψ(t, r) = f
(
r
T − t
)
.
Indeed, it is well known that there exist smooth self-similar solutions. To be precise,
Shatah [74], Turok-Spergel [89] and Bizoń-Biernat [7] showed that the function
ψT (t, r) := f0
( r
T − t
)
= 2 arctan
(
r
(T − t)√d− 2
)
solves (1.6). However, ψT develops a singularity in finite time. Notice that ψT is perfectly
smooth for all 0 < t < T but it breaks down at t = T in the sense that
∂
∂r
∣∣∣
r=0
ψT (t, r) =
2√
d− 2
1
T − t −→ +∞, as t −→ T
−.
For small dimensions, d ∈ {3, 4, 5, 6}, there exists a sequence of self-similar solutions{
fn
(
r
T − t
)}
n∈N∪{0}
of (1.6) and ψT is the first member of this family, corresponding to n = 0, see [3,5]. For this
reason, we call ψT the “ground-state” solution and it constitutes an one-parameter family
of solutions for singularity formation. Furthermore, notice that the break down occurs at a
single spacetime event, that is (T, 0). By finite speed of propagation and radial symmetry,
only information within the backward light-cone
CT := {(t, r) : 0 < t < T, 0 ≤ r ≤ T − t}
can influence this point. Therefore, a natural first step is to restrict our interest to the
Cauchy problem
ψtt(t, r)− ψrr(t, r)− d−1r ψr(t, r) = −d−12 sin(2ψ(t,r))r2 , in CT
ψ(0, r) = f(r), ψt(0, r) = g(r), on {t = 0} × [0,+∞)
ψ(t, 0) = 0, on (0, T )× {0}.
(1.8)
14
1.1.5 Main result
One can use the “ground-state” as initial data to obtain a solution which blows up in finite
time as t −→ T . Now, a natural question arises: How generic is this break down? How
special are these initial data? Does the singularity occurs only for ψT or is it stable with
respect to perturbations? The main goal is to establish estimates that prove the latter,
namely the existence of an open set of initial data centered at ψT which lead to blowup via
ψT . In other words, we prove the asymptotic non-linear stability of the blowup described
by the “ground-state” solution. We formulate our main result in terms of the function ψ
as follows.
Theorem 1.1.1 (Chatzikaleas-Donninger-Glogić, [18]) Fix T0 > 0 and d ≥ 3 odd.
Then there exist constants M, δ,  > 0 such that for any radial initial data ψ[0] satisfying∥∥∥| · |−1(ψ[0]− ψT0 [0])∥∥∥
H
d+3
2 (Bd+2T0+δ)×H
d+1
2 (Bd+2T0+δ)
≤ δ
M
the following statements hold:
1. T ≡ Tψ[0] ∈ [T0 − δ, T0 + δ],
2. the solution ψ : CT −→ R satisfies
(T − t)k− d2
∥∥∥| · |−1(ψ(t, ·)− ψT (t, ·))∥∥∥
H˙k(Bd+2T−t)
≤ δ(T − t)
(T − t)`+1− d2
∥∥∥| · |−1(∂tψ(t, ·)− ∂tψT (t, ·))∥∥∥
H˙`(Bd+2T−t)
≤ δ(T − t)
for all k = 0, 1, 2, . . . , d+3
2
and ` = 0, 1, 2 . . . , d+1
2
.
Notice that the Sobolev spaces for the rescaled functions involved in Theorem 1.1.1 are
in d + 2 dimensions. To motivate this, we give an alternative formulation which is more
compact and convenient. To do so, we rescale the function ψ and define
χ(t, r) :=
1
r
ψ(t, r).
Then, the Cauchy problem transforms into{
χtt(t, r)− χrr(t, r)− d+1r χr(t, r) = −d−12 sin(2rχ(t,r))−2rχ(t,r)r3 , in CT
χ(0, r) = f(r)
r
, χt(0, r) =
g(r)
r
, on {t = 0} × [0,+∞).
(1.9)
Note that, since rχ(t, r) = O(r) as r → 0+, the nonlinearity is a smooth function and the
radial Laplacian is in d+ 2 dimensions. We also rescale the ground-state solution
χT (t, r) :=
1
r
ψT (t, r) =
2
r
arctan
(
r
(T − t)√d− 2
)
15
and write
χ[t] = (χ(t, ·), ∂tχ(t, ·))
for convenience. Now, Theorem 1.1.1 can be formulated in terms of the variable χ as
follows.
Theorem 1.1.2 (Alternative formulation of Theorem 1.1.1, [18]) Let d ≥ 3 be an
odd integer and fix T0 > 0. There exist constants M, δ,  > 0 such that for any radial initial
data
χ[0] ∈ H d+32 (Bd+2T0+δ)×H
d+1
2 (Bd+2T0+δ)
satisfying ∥∥∥χ[0]− χT0 [0]∥∥∥
H
d+3
2 (Bd+2T0+δ)×H
d+1
2 (Bd+2T0+δ)
≤ δ
M
the following statements hold:
1. T ≡ Tχ[0] ∈ [T0 − δ, T0 + δ],
2. the solution χ : CT −→ R satisfies the estimates
(T − t)k− d2 ∥∥χ(t, ·)− χT (t, ·)∥∥
H˙k(Bd+2T−t)
≤ δ(T − t),
(T − t)`+1− d2 ∥∥∂tχ(t, ·)− ∂tχT (t, ·)∥∥H˙`(Bd+2T−t) ≤ δ(T − t),
for all k = 0, 1, 2, . . . , d+3
2
and ` = 0, 1, 2 . . . , d+1
2
.
1.1.6 Outline of the proof
The proof of Theorem 1.1.1 is contained in Chapter 2. Essentially, it is based on suitable
perturbation theory around the rescaled ground-state solution χT . In other words, we are
interested in the evolution of the rescaled perturbation
φ(t, r) := χ(t, r)− χT (t, r).
However, plugging this ansatz into (1.9) yields a second order partial differential equation
with respect to the variable φ with T−dependent coefficients. For this reason, we switch
to similarity coordinates. This is a new coordinate system (t, r) 7→ µ(t, r) =: (τ, ρ) which
maps the backward light-cone
CT := {(t, r) : 0 < t < T, 0 ≤ r ≤ T − t}
to the cylinder
C := {(τ, ρ) : 0 < τ < +∞, 0 ≤ ρ ≤ 1} .
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Recall that the break down occurs at (T, 0). In particular, this spacetime event is mapped
to τ = ∞. Now, we get a second order partial differential equation with respect to the
variable φ ◦ µ−1 with T−independent coefficients and the blowup time T appears only in
the initial data. Then, we transform the second order partial differential equation for the
rescaled perturbation φ ◦ µ−1 into a first-order vector-valued evolution equation. We get{
∂τΦ(τ) = L˜Φ(τ) + N
(
Φ(τ)
)
, for τ ∈ (0,+∞)
Φ(0) = U(v, T ),
where the linear operator consists of two parts
L˜ := L˜0 + L
′.
Here, L˜0 stands for the free wave operator, see (2.9), whereas L′ is a compact perturbation
containing the linear terms produced from the linearization around the rescaled blowup
solution χT , see (3.18). The desired estimates in Theorem 1.1.2 follow from a fixed point
argument. However, to make the fixed point argument feasible, we must ensure the decay
of the solutions.
First, we focus on the free wave operator and study the evolution equation
∂τΦ(τ) = L˜0Φ(τ).
However, the energy norm is not the right candidate to ensure the decay of the solutions
for this problem. This fact is a manifestation of the energy-supercritical character of the
problem. To explain what this means, we write
ψ[t] := (ψ(t, ·), ∂tψ(t, ·))
and recall that equation (1.6) is invariant under dilations: the functions
ψλ(t, r) := ψ
(
t
λ
,
r
λ
)
, λ > 0
are solutions provided that ψ = ψ(t, r) is a solution and the scaling property holds
‖ψλ(t, ·)‖H˙s(Rd) = λ
d
2
−s
∥∥∥∥ψ( tλ, ·
)∥∥∥∥
H˙s(Rd)
.
This property defines the space
H˙sc(Rd)× H˙sc−1(Rd), sc := d
2
as the critical Sobolev space, that is the unique L2-based homogeneous Sobolev space
preserved by this scaling. On the other hand, for any Schwartz function ψ, multiplying
(1.6) by rd−1ψt(t, r) and integrating by parts yields that the energy
E(ψ[t]) :=
1
2
∫ ∞
0
(
ψ2t + ψ
2
r + (d− 1)
sin2(ψ)
r2
)
rd−1dr
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is conserved in time. Now, the energy defines the energy space
H˙1(Rd)× L2(Rd)
that is, the space of initial data for which the energy is known to be finite. Indeed, for any
ψ[t] in the energy space, the first two terms involved in the energy are obviously bounded.
For the third term, we use the condition ψ(t, 0) = 0 and Hardy’s inequality to infer∫ ∞
0
sin2(ψ(t, r))
r2
rd−1dr '
∫
Rd
(
sin(ψ(t, |x|))
|x|
)2
dx
≤
∫
Rd
(
ψ(t, |x|)
|x|
)2
dx
.
∫
Rd
|∇xψ(t, |x|)|2dx,
which is finite for ψ(t, ·) ∈ H˙1(Rd). We call the equation (1.6) energy-supercritical if the
critical regularity sc = d2 is larger than the energy-critical regularity se = 1. Obviously,
our initial restriction on d is equivalent to the the validity of this condition,
d ≥ 3 ⇐⇒ sc > se.
A consequence of the energy-supercriticality is the fact that the energy norm is too weak
to detect the self-similar blowup. To illustrate this phenomenon, we follow [34] and add
the term (d− 1) ψ
r2
to both sides of (1.6) to smooth out the non-linearity
ψtt − ψrr − d− 1
r
ψr + (d− 1) ψ
r2
= −d− 1
2
sin(2ψ)− 2ψ
r2
and we are left with the free wave equation
ψtt − ψrr − d− 1
r
ψr + (d− 1) ψ
r2
= 0. (1.10)
Now, for any Schwartz function ψ, multiply (1.10) with rd−1ψt and integrate by parts. We
infer that the energy
E(ψ[t]) :=
1
2
∫ ∞
0
(
ψ2t + ψ
2
r + (d− 1)
ψ2
r2
)
rd−1dr
is conserved in time. As before, the energy space is
H˙1(Rd)× L2(Rd).
We define the local energy
Eloc(ψ[t]) :=
1
2
∫ T−t
0
(
ψ2t + ψ
2
r + (d− 1)
ψ2
r2
)
rd−1dr
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and compute ∥∥ψTt (t, ·)∥∥L2(BdT−t) =
∥∥∥∥f ′0( | · |T − t
) | · |
(T − t)2
∥∥∥∥
L2(BdT−t)
= (T − t) d2−1 ‖| · |f ′0 (| · |)‖L2(Bd1)
' (T − t) d2−1,∥∥ψT (t, ·)∥∥
H˙1(BdT−t)
=
∥∥∥∥f0( | · |T − t
)∥∥∥∥
H˙1(BdT−t)
= (T − t) d2−1 ‖f0(| · |)‖H˙1(Bd1)
' (T − t) d2−1,∥∥∥∥ψT (t, ·)| · |
∥∥∥∥
L2(BdT−t)
=
∥∥∥∥ 1| · |f0
( | · |
T − t
)∥∥∥∥
L2(BdT−t)
= (T − t) d2−1
∥∥∥∥ 1| · |f0 (| · |)
∥∥∥∥
L2(Bd1)
' (T − t) d2−1.
Hence,
Eloc(ψ
T [t]) ' ∥∥ψTt (t, ·)∥∥2L2(BdT−t) + ∥∥ψT (t, ·)∥∥2H˙1(BdT−t) +
∥∥∥∥ψT (t, ·)| · |
∥∥∥∥2
L2(BdT−t)
' (T − t)d−2.
Since d ≥ 3, our self-similar blowup solution ψT does not blowup in this norm and, on the
contrary, it decays, as t −→ T−. On the other hand, the local energy of any solution to
the free wave maps equation (1.10) does not decay. For this fact also, we refer the reader
to [34] and we reproduce the result here for sake of completeness. Indeed, we fix a solution
ψ to the free wave equation and use the fact that the energy is conserved to obtain
Eloc(ψ[t]) ≤ E(ψ[t]) . 1.
However, this result cannot be strengthened. As pointed out in [34],
∀ > 0,∃ a solution ψ to (1.10) : Eloc(ψ[t]) ' (T − t)
and consequently
@γ > 0 : Eloc(ψ[t]) . (T − t)γ, ∀ solutions ψ to (1.10).
In conclusion, the self-similar blowup solution ψT does not blowup in the energy norm, the
local energy of ψT decays while the same energy of any solution to the free wave equation
only stays bounded.
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Another way to interpret the energy-supercritical character of the problem is to consider
the conserved energy of the original equation (1.6), namely
E(ψ[t]) :=
∫ ∞
0
(
ψ2t + ψ
2
r + (d− 1)
sin2(ψ)
r2
)
rd−1dr,
for any Schwartz function ψ. As before, the energy space is
H˙1(Rd)× L2(Rd).
However, the minimum regularity required on the initial data
(f, g) = (ψ(0, ·), ψt(0, ·)) ∈ H˙s(Rd)× H˙s−1(Rd)
to ensure local well-posedness is
s >
d
2
.
For this result, we refer the reader to the works of Klainerman-Machedon [47], Klainerman-
Selberg [49] and Keel-Tao [44] for d ≥ 3, d = 2, d = 1 respectively. Therefore, for d ≥ 3,
the problem is ill-posed at the energy regularity se = 1 and consequently the energy cannot
be used to control the evolution.
Consequently, we need a stronger topology to detect the blowup. In other words, we need
to find a norm such that
‖ψ[t]‖ −→ ∞, as t −→ T−.
Furthermore, it would be advantageous if this norm follows form a suitable conserved
quantity. To motivate the choice of the suitable inner product, we refer the reader to
the works of Donninger-Schörkhuber [32] and Donninger-Schörkhuber-Aichelburg [34] and
reproduce the result here for sake of completeness. According to [32, 34], the main idea is
to map the free part of the equivariant wave maps equation
ψtt − ψrr − d− 1
r
ψr + (d− 1) ψ
r2
= 0
to the one-dimensional wave equation
ψˆtt − ψˆrr = 0. (1.11)
This can be done via the transformation
ψˆ := Ddψ :=
(
1
r
∂
∂r
) d−1
2 (
rd−1ψ
)
,
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see [34] for d = 3 and [32] for d ≥ 3. Now, (1.11) has the conserved energy
Eˆ(ψˆ[t]) :=
∫ ∞
0
(
ψˆ2t + ψˆ
2
r
)
dr
and the local energy
Eˆloc(ψˆT [t]) :=
∫ T−t
0
(
ψˆT
2
t + ψˆ
T
2
r
)
dr
blows up as t −→ T . For more details, see [34] for d = 3 and [32] for d ≥ 3. Now,
this “higher energy norm” yields the desired decay for the solutions to the free wave maps
equation, see Proposition 1.1.3 below. Then, we turn our attention to the full linear
problem
∂τΦ(τ) =
(
L˜0 + L
′)Φ(τ),
prove that the operator L′ is in fact a compact perturbation, and that the solution to the
full linear evolution exists in the backward light-cone. We summarize these results in the
following proposition.
Proposition 1.1.3 (Proposition 2.4.1, [18]) The operator L˜0 : D(L˜0) ⊂ H −→ H is
closable and its closure L0 : D(L0) ⊂ H −→ H generates a strongly continuous one-
parameter semigroup (S0(τ))τ≥0 of bounded operators on H satisfying the growth estimate
‖S0(τ)‖ ≤Me−τ (1.12)
for all τ ≥ 0 and some constant M ≥ 1. In addition, the operator L := L0 + L′ : D(L) ⊂
H −→ H, D(L) = D(L0), is the generator of a strongly continuous semigroup (S(τ))τ≥0
on H and L′ : H → H is compact.
The proof of this result relies on the Lumer-Phillips theorem (Theorem 3.15, page 83, [36])
and the bounded perturbation theorem (Theorem 1.3, page 158, [36]). Using the result of
Proposition 1.1.3, together with Hadamard’s equality (Theorem 1.10, p. 55, [36]), we can
now locate the spectrum of free linear operator. We obtain
σ(L0) ⊆ {λ ∈ C : Reλ ≤ −1} (1.13)
and see that it consists only of “stable” spectrum points, that is spectrum points with
strictly negative real part. On the other hand, the bounded perturbation theorem yields a
growth estimate also for the solution operator to the full linear evolution, namely
‖S(τ)‖ ≤Me(−1+M‖L′‖)τ ,
for all τ ≥ 0 and some constant M ≥ 1, and Hadamard’s equality implies
σ(L0 + L
′) ⊆ {λ ∈ C : Reλ ≤ −1 +M‖L′‖}.
21
Contrary to (1.13), such a result does not guarantee the decay of the solutions to the full
linear problem and hence it is not useful for our purposes.
For this reason, we focus on the spectrum of the generator L := L0 + L′ and note that the
full linear operator is highly nonself-adjoint. Consequently, the spectral analysis needed
here requires advanced tools from ordinary differential equations as well as asymptotic
resolvent estimates. First, we consider the point spectrum and prove the following result.
Proposition 1.1.4 (Proposition 2.4.2, [18]) We have
σp(L) ⊆ {λ ∈ C : Reλ < 0} ∪ {1}.
We note that the “unstable” eigenvalue λ = 1 occurs due the time translation symmetry.
Our proof heavily relies on the works of Costin-Donninger-Xia [19] and Costin-Donninger-
Glogić [20]. Then, we use the fact that L′ is compact and semigroup theory to pass from
the point spectrum to the whole spectrum.
Lemma 1.1.5 (Corollary 2.4.3, [18]) We have
σ(L) ⊆ {λ ∈ C : Reλ < 0} ∪ {1}.
To establish the desired decay for the solutions to the full linear operator we must ensure
that the distance
d (σ(L), iR) := inf {|λ− ζ| : λ ∈ σ(L), ζ ∈ iR} ,
where iR stands for the imaginary axis, is uniformly bounded from below by a strictly
positive number. To this end, we continue our analysis on the spectrum of L and show
absence of spectral points wihtin the region
Ω,R := {λ ∈ C : Reλ ≥ −1 + , |λ| ≥ R}
for  > 0 sufficiently small and R > 0 sufficiently large.
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Figure 1.1: The set Ω,R.
Such a result follows immediately once we have a uniform bound for the resolvent operator
associated to L on Ω,R.
Proposition 1.1.6 (Proposition 2.4.4, [18]) Let  > 0. Then there exist constants
R, C > 0 such that the resolvent RL exists on Ω,R and satisfies
‖RL(λ)‖ ≤ C
for all λ ∈ Ω,R.
Therefore, for sufficiently small  > 0 and sufficiently large R > 0, we have
σ(L) ⊆ C \ Ω,R .
Now, recall Proposition 1.1.3. The full linear operator L is closed and consequently σ(L)
is a closed set. Hence, there exists a sufficiently small  > 0 such that
d (σ(L), iR) ≥ d (σ(L), {it : t ∈ [−R, R]}) ≥  > 0.
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Figure 1.2: Gap between σ(L) and the imaginary axis
Finally, we obtain
σ(L) ⊆ {λ ∈ C : Reλ ≤ −} ∪ {1},
for some fixed and sufficiently small  > 0.
Due to the “unstable” eigenvalue λ = 1, a subspace of the initial data will lead to a
solution to the full linear evolution generated by L which grows exponentially in time
whereas all the other initial data will lead to exponential decay. In the following, we study
the time evolution of the linearized equation and we prove this result rigorously. First, we
introduce a (non-orthogonal) Riesz projection P on the space of initial data H,
P : H −→ H, P := 1
2pii
∫
γ
RL(µ)dµ,
where γ : [0, 2pi] −→ C is a fixed positively orientated circle around λ = 1 with sufficiently
small radius so that γ
(
[0, 2pi]
) ⊆ ρ(L), see [43]. This projection splits the Hilbert space of
initial data into the unstable rg P and the stable rg (1−P) space,
H = rg P⊕ rg (1−P).
Recall that the full linear operator L is highly nonself-adjoint. Hence, we do not know
appriori that g, the eigenfunction associated to the isolated eigenvalue λ = 1, is the only
unstable direction in H. This fact together with growth estimates on the stable and
unstable spaces is the result of the following proposition.
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Proposition 1.1.7 (Proposition 2.4.5, [18]) There exists a projection
P ∈ B(H), P : H −→ 〈g〉,
which commutes with the semigroup
(
S(τ)
)
τ≥0. In addition, we have
S(τ)Pf = eτPf , (1.14)
and there exist constants C,  > 0 such that
‖(1−P)S(τ)f‖ ≤ Ce−τ‖(1−P)f‖, (1.15)
for all f ∈ H and τ ≥ 0.
Next, we focus on the non-linear evolution
∂τΦ(τ) = L˜Φ(τ) + N
(
Φ(τ)
)
and formulate this problem as an anstract integral equation via Duhamel’s principle
Φ(τ) = S(τ)u +
∫ τ
0
S(τ − s)N(Φ(s))ds. (1.16)
For the purposes of the fixed point argument, we introduce the Banach space
X := {Φ ∈ C([0,∞);H) : ‖Φ‖X := sup
τ>0
eτ‖Φ(τ)‖ < +∞}
and the closed ball of radius δ in X ,
Xδ =
{
Φ ∈ C([0,∞);H) : ‖Φ(τ)‖ ≤ δe−τ , ∀τ > 0} .
Notice that  is the decay rate from Proposition 1.1.7. However, due to the one-dimensional
subspace 〈g〉 from which solutions to the linear problem grow exponentially, a fixed point
argument to (1.16) is hopeless. For this reason, we change the initial data
u 7−→ u? := u−C(Φ,u).
Here, u? is a carefully chosen element defined by subtracting the correction term
C(Φ,u) := P
(
u +
∫ ∞
0
e−sN
(
Φ(s)
)
ds
)
from the original data. Moreover, notice that this correction term delongs to the unstable
space rg P and therefore u? is a suitable candidate to stabilize the evolution. Now, we
consider the modified integral equation
Φ(τ) = K(Φ,u)(τ) (1.17)
where
K(Φ,u)(τ) := S(τ)u? +
∫ τ
0
S(τ − s)N(Φ(s))ds
and together with Lipschitz-type estimates for the non-linear term (which follow from
Moser’s inequality, see Lemma 2.4.6, [18]) we prove the following result.
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Theorem 1.1.8 (Theorem 2.4.7, [18]) There exist constants δ, C > 0 such that for
every u ∈ H with ‖u‖ ≤ δ
C
, there exists a unique Φ(u) ∈ Xδ that satisfies
Φ(u) = K(Φ(u),u).
Finally, we turn our attention to the initial data we prescribe, Φ(0) = U(v, T ). First, we
prove that the original initial data are small provided that the perturbed rescaled initial
data
| · |−1v := 1| · |
(
F
G
)
=
1
| · |
(
f − ψT0(0, ·)
g − ∂0ψT0(0, ·)
)
are sufficiently small.
Lemma 1.1.9 (Lemma 2.4.8, [18]) Fix T0 > 0. Let δ > 0 be sufficiently small and v
with | · |−1v ∈ HT0+δ. Then, the map
U(v, ·) : [T0 − δ, T0 + δ] −→ H, T 7−→ U(v, T )
is continuous. Furthermore, for all T ∈ [T0 − δ, T0 + δ],∥∥| · |−1v∥∥HT0+δ ≤ δ =⇒ ∥∥U(v, T )∥∥ . δ.
Second, given T0 > 0, sufficiently small δ > 0 and any T ∈ [T0 − δ, T0 + δ], we can apply
Theorem 1.1.8 to u = U(v, T ). For all T ∈ [T0 − δ, T0 + δ], we get a unique solution to
the modified integral equation (1.17). Now, we look at the correction term and use an
additional fixed point argument to show that
∃Tv ∈ [T0 − δ, T0 + δ] : C(ΦTv ,U(v, Tv)) = 0, (1.18)
see (3.61), and the discussion thereafter. In summary, given T0 > 0, sufficiently small δ > 0
and sufficiently large M > 0, we have
‖| · |−1v‖ ≤ δ
M
Lemma 1.1.9
=======⇒ ‖U(v, T )‖ ≤ δ
C
, ∀T ∈ [T0 − δ, T0 + δ]
Theorem 1.1.8
========⇒ ∃!ΦT := Φ(U(v, T )) ∈ Xδ to (1.17), ∀T ∈ [T0 − δ, T0 + δ]
(1.18)
===⇒ ∃!ΦTv := Φ(U(v, Tv)) ∈ Xδ to (1.16).
The desired estimates for χ(t, ·)−χT (t, ·) and ∂tχ(t, ·)−∂tχT (t, ·) follow immediately from
the fact that Φ(U(v, Tv)) ∈ Xδ. This concludes the proof.
1.2 Cubic wave equation
In the second part, we focus on the semi-linear wave equation with a focusing nonlinearity
in higher space dimensions without symmetry assumptions on the data. We consider the
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Minkowski spacetime (R1+d, η) endowed with the standard Minkowski metric
η(t, x) : = −dt2 + |dx|2
:= −dt2 +
d∑
i=1
(dxi)2
with respect to the Cartesian coordinates (x0 = t, x1, . . . , xd) ∈ R1+d and study the wave
equation
2ηu(t, x) = − |u(t, x)|p−1 u(t, x), (1.19)
with (t, x) ∈ I × Rd. Here, I is an open interval in R, p > 1 and 2η stands for the
Laplace-Beltrami operator with respect to the Minkowski metric η on R1+d,
2η : = −∂2t + ∆x
:= −∂2t +
d∑
i=1
∂2xi .
Equation (1.19) is invariant under conformal transformations [38] if and only if it is of the
form
2ηu(t, x) = − |u(t, x)|
4
d−1 u(t, x),
which defines the conformal exponent
pc :=
d+ 3
d− 1 ,
see [38], and distinguishes the following three cases: we call equation (1.19) subconformal,
conformal, or superconformal if p < pc, p = pc, or p > pc, respectively. Furthermore,
equation (1.19) is invariant under the following scaling: if u = u(t, x) is a solution, so is
uλ(t, x) := λ
− 2
p−1u
(
t
λ
,
x
λ
)
, λ > 0 (1.20)
and the scaling property holds
‖uλ(t, ·)‖H˙s(Rd) = λ
d
2
− 2
p−1−s
∥∥∥∥u( tλ, ·
)∥∥∥∥
H˙s(Rd)
.
This property defines the critical Sobolev space
H˙sc(Rd)× H˙sc−1(Rd)
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where
sc :=
d
2
− 2
p− 1 ,
that is the unique L2-based homogeneous Sobolev space preserved by this scaling. As
before, we write
u[t] := (u(t, ·), ∂tu(t, ·))
for convenience. In addition, for any Schwartz function u, multipling (1.19) by ∂tu and
integrating by parts yields that the energy
E(u[t]) :=
1
2
∫
Rd
(|∂tu(t, x)|2 + |∇xu(t, x)|2) dx− 1
p+ 1
∫
Rd
|u(t, x)|p+1 dx. (1.21)
is conserved in time. The energy defines the energy space
H˙1(Rd)× L2(Rd) (1.22)
that is the space of initial data for which the energy is finite. We call equation (1.19)
energy-subcritical, critical, or supercritical if the critical regularity is smaller, equal or
larger than the energy regularity, namely if sc < 1, sc = 1, or sc > 1, respectively. This is
equivalent to p < pe, p = pe, or p > pe, respectively, where
pe :=
d+ 2
d− 2
is the unique exponent for which the energy (1.21) is invariant under the scaling (1.20). In
the following, we are interested in the superconformal, energy supercritical wave equation,
i.e.,
(p, d) ∈ A
where
A :=
{
(p, d) ∈ [1,∞)× N : p > pc := d+ 3
d− 1 , p > pe :=
d+ 2
d− 2
}
.
For simplicity, we set
p = 3
and study the equation
2ηu(t, x) = −u3(t, x), (1.23)
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for (t, x) ∈ I × Rd. Note that (3, d) ∈ A if and only if
d ≥ 5 .
Figure 1.3: The set {(3, d) : d ∈ N} ∩A .
1.2.1 Blowup solutions
Equation (1.23) admits smooth and compactly supported solutions which blowup in finite
time. To construct such blowup solutions, we look for x−independent solutions and plug
the ansatz
u(t, x) = v(t)
into (1.23). We obtain the ordinary differential equation
d2
dt2
v(t) = v3(t)
which can be solved explicitly and generates the solution
u1(t, x) =
√
2
1− t .
Obviously, u1 breaks down at t = 1. Now, we use the symmetries of the equation to obtain
a much larger family of blowup solutions. Observe that (1.23) enjoys time translation
symmetry as well as time reflection symmetry, that is, if u = u(t, x) is a solution, so are
uτ (t, x) = u(t+ τ, x),
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for all τ > 0, and
u−(t, x) := u(−t, x),
respectively. Hence, for T ∈ R, the function
uT (t, x) =
√
2
T − t (1.24)
defines a one-parameter family of solutions which blowup at (T, x0), for all x0 ∈ Rd. When
studying the evolution in a backward light-cone, we can assume, that the tip of the cone
is (T, 0) due to the space translation symmetry i.e., if u = u(t, x) is a solution, so is
uy(t, x) = u(t, x+ y),
for any fixed y ∈ Rd. In addition, (1.23) is invariant under the Lorentz transformations
ΛT (α) : R1+d −→ R1+d,
for any α ∈ Rd. These transformations are similar to rotations in the d−dimensional
Euclidean space but in the context of a (1 + d)−dimensional Lorentzian spacetime. In
particular, the spacetime event (T, 0) is a fixed point and light-cones with vertex (T, 0),
C(T,0) :=
{
(t, x) ∈ [0, T )× Rd : |x| ≤ T − t} ,
remain invariant. For any fixed “angle” of rotation α = (α1, . . . , αd) ∈ Rd and for all
j = 1, 2, . . . , d, the Lorentz transformation in the j−direction is given by(
t
x
)
7−→ ΛjT (αj)
(
t
x
)
=
(
s
y
)
,
where
yi := xi, i = 1, 2, . . . , d, i 6= j
and (
s− T
yj
)
:=
(
cosh(αj) sinh(αj)
sinh(αj) cosh(αj)
)
·
(
t− T
xj
)
.
Now, the Lorentz transformation is defined by
ΛT (α) := Λ
d
T (α
d) ◦ Λd−1T (αd−1) ◦ · · · ◦ Λ1T (α1).
Taking into account all the previous symmetries, we infer that, if u = u(t, x) is a solution,
so is
uT,α(t, x) := u ◦ ΛT (α)
(
t
x
)
, (1.25)
30
for T ∈ R and α = (α1, · · · , αd) ∈ Rd. In conclusion, we combine (1.24) with (1.25) and
get a (1 + d)−parameter family of explicit blowup solutions
uT,α(t, x) =
√
2
A0(α)(T − t)− Aj(α)xj (1.26)
to (1.23), where 
A0(α) := cosh(α
d) · · · cosh(α3) cosh(α2) cosh(α1),
A1(α) := cosh(α
d) · · · cosh(α3) cosh(α2) sinh(α1),
A2(α) := cosh(α
d) · · · cosh(α3) sinh(α2),
...
Ad−1(α) := cosh(αd) sinh(αd−1),
Ad(α) := sinh(α
d).
Same useful observations are in order. First, it holds uT,0 = uT as well as A0(α) = O(1)
and Aj(α) = O(α) for all sufficiently small α ∈ Rd. Second, notice that
uT,α(t, x) =
1
T − tψα
(
x
T − t
)
where
ψα(ξ) :=
√
2
A0(α)− Aj(α)ξj
which implies the blowup of the solutions uT,α as t −→ T in the sense that
(T − t)k− d2 ‖uT,α(t, ·)‖H˙k(BdT−t) = (T − t)
k− d
2
∥∥∥∥ 1T − tψα
( ·
T − t
)∥∥∥∥
H˙k(BdT−t)
' (T − t)−1 ‖ψα‖H˙k(Bd1)
' (T − t)−1,
for all k ∈ N ∪ {0} and α 6= 0, see Remark 3.3.4. As before, the energy norm (1.22) is too
weak to detect the blowup of uT,α. Indeed, the energy norm corresponds to k = 1 and the
energy-super-criticality to d ≥ 5. We have
‖uT,α(t, ·)‖2H˙1(BdT−t) ' (T − t)
d−4.
1.2.2 Main result
By finite speed of propagation, one can use the explicit blowup solutions uT,α as initial data
to construct a solution to the cubic wave equation which develops a singularity in finite
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time from smooth and compactly supported initial data. Our main result is concentrated
around the stability of the blowup of uT,α. We consider the Cauchy problem{
2u(t, x) + u3(t, x) = 0,
u[0] = (f, g),
(1.27)
where
(f, g) = uT0,α0 [0] + (f˜ , g˜)
and
T0 > 0, α0 ∈ Rd, u[t] = (u(t, ·), ∂tu(t, ·)).
More precisely, we prove the existence of an open, sufficiently small neighbourhood of uT,α
from which all initial data lead to the same type of blowup described by the ODE blowup
profile.
Theorem 1.2.1 (Chatzikaleas-Donninger, [17]) Fix d ∈ {5, 7, 9, 11, 13}, T0 > 0 and
α0 ∈ Rd. There exist constants M, δ > 0 such that the following holds. Suppose that the
initial data
(f, g) ∈ H d+12 (BdT0+δ)×H
d−1
2 (BdT0+δ)
satisfy ∥∥∥(f, g)− uT0,α0 [0]∥∥∥
H
d+1
2 (BdT0+δ)×H
d−1
2 (BdT0+δ)
≤ δ
M
.
Then, T = Tu[0] ∈ [T0 − δ, T0 + δ] and there exists an α ∈ Bd3Mδ(α0) such that the solution
u : CT −→ R to (1.27) satisfies the estimates
(T − t)k− d2+1
∥∥∥u(t, ·)− uT,α(t, ·)∥∥∥
H˙k(BdT−t)
≤ δ(T − t) 12 ,
(T − t)`− d2+2
∥∥∥∂tu(t, ·)− ∂tuT,α(t, ·)∥∥∥
H˙`(BdT−t)
≤ δ(T − t) 12 ,
for all k = 0, 1, · · · , d+1
2
and ` = 0, 1, · · · , d−1
2
.
1.2.3 Outline of the proof
The proof of Theorem 1.2.1 is contained in Chapter 3. In this section, we will present
an outline of the proof and discuss the main ideas involved. Without loss of generality
we assume that T0 = 1 and α0 = 0. As before, we are interested in the evolution of the
perturbation
u(t, ·)− uT,α(t, ·).
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First, we switch to similarity coordinates, namely a new coordinate system (t, x) 7→
µ(t, x) =: (τ, ξ) which maps the backward light-cone
C(T,0) :=
{
(t, x) ∈ [0, T )× Rd : x ∈ BdT−t
}
to the cylinder
C := {(τ, ξ) : 0 ≤ τ < +∞, ξ ∈ Bd1} .
Notice in particular that T is mapped to∞. Second, we obtain a second order partial differ-
ential equation for the variable u◦µ−1 and rescale the function to cancel the τ−dependent
factors. Now, the blowup time T appears only in the initial data. Then, we transform
the second order partial differential equation for the rescaled variable into a first-order
vector-valued evolution equation. We infer
∂τΦ(τ) = L˜Φ(τ) + N
(
Φ(τ)
)
, τ ∈ (0,+∞).
Following the same transformations to the blowup solutions (1.26), we obtain the τ -
independent blowup solution Ψα = Ψα(ξ), see (3.10). As before, the desired estimates
in Theorem 1.2.1 follow from a fixed point argument and hence we must first ensure the
decay of the solutions.
First, we start with the linear free evolution generated by L˜, namely
∂τΦ(τ) = L˜Φ(τ), τ ∈ (0,+∞)
and would like to construct a suitable inner product
(·∣∣·) : (C d+12 (Bd)× C d−12 (Bd))2 −→ R, (u∣∣v) := d∑
i=1
(
u
∣∣v)
i
, (1.28)
which yields the desired decay of the solutions to the free linear evolution. However, for a
generic d ≥ 5, the inner products(·∣∣·)
i
:
(
C
d+1
2 (Bd)× C d−12 (Bd)
)2
−→ R, i ∈ {1, 2, . . . , d}
are defined via inconvenient recurrence relations causing technical difficulties and make
the proof rather involved. For this reason, we focus on small odd spatial dimensions,
d ∈ {5, 7, 9, 11, 13}, and define the inner products explicitly. For example, for d = 5, we
define
(·∣∣·) : (C3(B5)× C2(B5))2 −→ R, (u∣∣v) := 5∑
i=1
(
u
∣∣v)
i
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where (
u
∣∣v)
1
:=
∫
B5
∂i∂j∂ku1(ξ)∂i∂j∂kv1(ξ)dξ +
∫
B5
∂i∂ju2(ξ)∂i∂jv2(ξ)dξ
+
∫
S4
∂i∂ju1(ω)∂i∂jv1(ω)dσ(ω),(
u
∣∣v)
2
:=
∫
B5
∂i∂
k∂ku1(ξ)∂i∂j∂jv1(ξ)dξ +
∫
B5
∂i∂ju2(ξ)∂i∂jv2(ξ)dξ
+
∫
S4
∂ju2(ω)∂jv2(ω)dσ(ω),(
u
∣∣v)
3
:= 5
(
u
∣∣v)
1
+
(
u
∣∣v)
2
+
∫
S4
u2(ω)v2(ω)dσ(ω),(
u
∣∣v)
4
:=
(
u
∣∣v)
1
+
(
u
∣∣v)
2
+
∫
S4
∂iu1(ω)∂iv1(ω)dσ(ω),(
u
∣∣v)
5
:=
(∫
S4
ζ (ω,u(ω)) dσ(ω)
)(∫
S4
ζ (ω,v(ω))dσ(ω)
)
,
for all u,v ∈ C3(B5)× C2(B5), where

ζ (ω,w(ω)) : = D5w1(ω) + D˜5w2(ω),
D5w1(ω) : = ω
iωj∂i∂jw1(ω) + 5ω
i∂iw1(ω) + 3w1(ω),
D5w1(ω) : = ω
iωj∂i∂jw1(ω) + 5ω
i∂iw1(ω) + 3w1(ω).
For more details, see section 3.5.1 for d = 5 and the discussion at the end of section 3.10 for
d ∈ {7, 9, 11, 13}. To establish the decay of the solutions we use Lumer-Phillips theorem
(see Theorem 3.15, page 83, [36]). To proceed, we fix d = 5 and prove the following result.
Proposition 1.2.2 (Proposition 3.5.1, [17]) The free operator L˜ : D(L˜) ⊆ H −→ H
is densely defined, closable and its closure L : D(L) ⊆ H −→ H generates a strongly
continuous one-parameter semigroup of bounded operators S : [0,∞) −→ B (H) which
satisfies the decay estimate
‖S (τ) ‖ ≤Me−τ
for all τ ≥ 0 and for some constant M ≥ 1.
The proof of this proposition is divided into three parts. In the first part, we consider the
inner products
(·∣∣·)
i
for i ∈ {1, 2, 3, 4} and we use an elementary inequality to show the
following estimate.
Lemma 1.2.3 (Lemma 3.5.4, [17]) For all u ∈ D(L˜) and i ∈ {1, 2, 3, 4}, we have
Re
(
L˜u
∣∣u)
i
≤ −3
2
‖u‖2i .
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Second, we consider the inner product
(·∣∣·)
5
and note that ζ is a carefully chosen function
so that the sum (1.28) induces a norm, see Lemma 3.5.3, and the following decay property
holds.
Lemma 1.2.4 (Lemma 3.5.5, [17]) For all u ∈ D(L˜), we have
Re
(
L˜u
∣∣u)
5
= −‖u‖25.
The latter is based on the integral identity∫
S4
ζ
(
ω, L˜u(ω)
)
dσ(ω) = −
∫
S4
ζ (ω,u(ω)) dσ(ω).
The analogous result in d = 3 has been proved by Donninger and Schörkhuber [31] but
their argument works only in three space dimensions.
Third, we prove the last ingredient of the Lumer-Phillips theorem, namely the density
of rg(3
2
− L˜) in H, see Lemma 3.5.7 and Lemma 3.5.8. These results constitute the proof
of Proposition 1.2.2. As a consequence, we locate the spectrum L, i.e.,
σ (L) ⊆ {λ ∈ C : Reλ ≤ −1} ,
see (3.34) and Hadamard’s equality, [36], p. 55, Theorem 1.10.
Next, we consider the Lorentz symmetry and use a modulation ansatz. We vary the
vector α ∈ R5 by allowing it to depend on time, set α(0) = 0 and assume that the limit
α∞ := limτ→∞ α(τ) exists. Later we chose our Banach spaces so that these assumptions
are verified, see (3.50) and (3.51). Then, we find an evolution equation for the perturbation
Φ(τ) := Ψ(τ)−Ψα(τ).
Here, Ψα(τ) are variations in time of Ψα, the Lorentz transformations of the static blowup
solution solution Ψ0. We obtain the modulation equation
∂τΦ(τ)−
(
L + L′α∞
)
Φ(τ) = Lˆα(τ)Φ(τ) + Nα(τ)(Φ(τ))− ∂τΨα(τ),
where Lˆα(τ) := L′α(τ)−L′α∞ , L′α(τ) is the linearized part of the nonlinearity N, see (3.29), and
Nα(τ) stands for the remaining full nonlinearity, see (3.30). Our intention is to formulate
the modulation equation as an abstract integral equation via Duhamel’s principle and
apply a fixed point argument. To do so, we first prove that the linear operator generates
a solution for sufficiently small α ∈ R5.
Lemma 1.2.5 (Lemma 3.6.1, [17]) Let α ∈ R5 be sufficiently small. Then, the operator
L′α defined in (3.29) is compact. In particular, the operator
Lα := L + L
′
α (1.29)
generates a strongly continuous one parameter semigroup of bounded operators Sα : [0,∞) −→
B(H).
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To establish the decay for the solutions to the full linear operator (1.29) we turn our at-
tention to the spectrum of Lα for sufficiently small α ∈ R5.
First, we consider the case where α = 0 and prove the following result.
Proposition 1.2.6 (Lemma 3.7.2, [17]) We have
σ (L0) ⊆ {λ ∈ C : Reλ ≤ −1} ∪ {0, 1}.
To prove this result, it suffices to consider the point spectrum of L0, see Lemma 3.7.1. We
write the spectral equation, switch to spherical coordinates, expand in spherical harmonics
and find a decoupled system of ODEs, see (3.35), which has four singular points. First, we
reduce the singular points to three, transform the spectral equation into a hypergeomet-
ric differential equation and finally rely on the connection formula for the coefficients [68]
which is well-known for this class. We note that the eigenvalue λ = 0 occurs due to Lorentz
symmetry whereas the eigenvalue λ = 1 due to time translation symmetry.
Second, we pass to the spectrum of Lα for α 6= 0 sufficiently small and prove the fol-
lowing result.
Proposition 1.2.7 (Proposition 3.7.5, [17]) Let α ∈ R5 be sufficiently small. Then,
σ(Lα) ⊆
{
λ ∈ C : Reλ ≤ −3
4
}
∪ {0, 1}.
For the proof of this result, we define the total projection
Ptotalα :=
1
2pii
∫
∂Ωk0,ω0
RLα(ζ)dζ
and rely on Lemma 3.7.4 (dim rg Ptotal0 = 6), Lemma 3.7.6 (continuous dependence of L′α
with respect to α), Lemma 3.7.7 (σ(Lα) ⊆ σ(L0) for sufficiently small α 6= 0), Lemma
3.7.8 (absence of spectrum for Lα away from the origin) which imply that the ranges
of Ptotalα are all isomorphic to one another for sufficiently small α and in addition the
rank Ptotalα := dim rg P
total
α are constant in α, see Lemma 4.10 page 34, [43]. Hence, we
infer rank Ptotalα := dim rg Ptotalα = dim rg Ptotal0 = 6.
Third, we study the time evolution for the full linearized problem. As before, we de-
fine (non-orthogonal) projections Pα, Qα,1,Qα,2,Qα,3,Qα,4,Qα,5 which split the space of
initial data into the stable and unstable spaces and obtain useful growth estimates on the
corresponding subspaces.
Proposition 1.2.8 (Proposition 3.7.10, [17]) Let α ∈ R5 be sufficiently small. Then,
the projections Pα and Qα,j for j ∈ {1, 2, 3, 4, 5} have rank one and commute with the
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semigroup. In addition,
Sα(τ)Pα = e
τPα,
Sα(τ)Qα,j = Qα,j,
‖Sα(τ)P˜α‖ . e− 23 τ‖P˜α‖,
where P˜α := I−Pα −Qα. Furthermore,
rg(Pα) = 〈gα〉,
rg(Qα,j) = 〈hα,j〉, j ∈ {1, 2, 3, 4, 5},
where gα and hα,j are eigenfunctions of Lα with eigenvalues 1 and 0, respectively.
We note that the unstable subspaces occur due to the symmetries of the original equation,
i.e. the Lorentz and time-translation symmetry.
Next, we choose our Banach spaces in such a way so that the limit α∞ exists and in
addition
|α∞| . δ,
see section 3.9.1 and (3.51). We choose δ sufficiently small and use Lemma 1.2.5 to write
the modulation equation as an abstract integral equation
Φ(τ) = Sα∞(τ)u +
∫ τ
0
Sα∞(τ − σ)
(
Lˆα(σ)Φ(σ) + Nα(σ)(Φ(σ))− ∂σΨα(σ)
)
dσ. (1.30)
The desired estimates in Theorem 1.2.1 follow from a fixed point argument to (1.30).
However, the solution operator Sα∞ generated by the linearized operator L + L′α∞ has two
unstable subspaces rg Pα∞ and rg Qα∞ meaning that the future development of initial data
from rg Pα∞ and rg Qα∞ do not decay but rather stay constant and grow exponentially in
time, respectively, see Proposition 1.2.8. These instabilities render the solvability of (1.30)
hopeless from the very beginning. To make the fixed point argument feasible, we proceed
as follows. In the case of the Lorentz symmetry, we use a fixed point argument and choose
the unknown parameter α = α(τ) to prevent the development of the instability, see section
3.9.2 and Proposition 3.9.4. In the case of the time translation symmetry, we stabilize the
evolution by changing the initial data. This can be done by subtracting the correction term
(3.57) from the original data. Then, we obtain a modified integral equation (3.55) and use
another fixed point argument to guarantee the existence of the solution, see Proposition
3.9.5. Next, we rely on an additional fixed point argument to ensure that the correction
term vanishes, see Lemma 3.9.8 provided that the perturbed initial data are sufficiently
small. For more details, see section 3.9.3. All the fixed point arguments are based on a
series of Lipschitz-type estimates, Lemma 3.8.1, Lemma 3.8.2, Lemma 3.9.2 and Lemma
3.9.3. In summary, we obtain the following result.
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Theorem 1.2.9 (Theorem 3.10.1, [17]) Let δ > 0 be sufficiently small, c sufficiently
large and pick an arbitrary v ∈ H3(B51+δ/c)×H2(B51+δ/c) such that ‖v‖H3(B51+δ/c)×H2(B51+δ/c) ≤
δ
c2
. Then, there exists T = Tv ∈ [1 − δc , 1 + δc ] such that the full, non-corrected equation
(3.49) with initial data u = U(Tv,v), that is
Φ(τ) = Sα∞(τ)U(Tv,v) +
∫ τ
0
Sα∞(τ − σ)
(
Lˆα(σ)Φ(σ) + Nα(σ)(Φ(σ))− ∂σΨα(σ)
)
dσ,
has a solution (Φ, α) = (ΦTv , αTv) ∈ Xδ ×Xδ.
Finally, we prove our main result, see section 3.10. The desired estimates follow from the
fact that the solution (Φ, α) = (ΦTv , αTv) belongs in Xδ ×Xδ.
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Chapter 2
On blowup of co-rotational wave maps
in odd space dimensions
This chapter contains the result of the paper [18] and is a joint work of the author with
Donninger and Glogić.
2.1 Abstract
We consider co-rotational wave maps from the (1 + d)-dimensional Minkowski space into
the d-sphere for d ≥ 3 odd. This is an energy-supercritical model which is known to exhibit
finite-time blowup via self-similar solutions. Based on a method developed by the second
author and Schörkhuber, we prove the asymptotic nonlinear stability of the “ground-state”
self-similar solution.
2.2 Introduction
Let (M, g) be a Lorentzian spacetime and (N, h) a Riemannian manifold. In this paper,
we study wave maps u : (M, g) −→ (N, h), that is, critical points of the geometric action
functional
Sg[u] :=
1
2
∫
M
|dgu|2 dµg.
Here,
|dgu(x)|2 ≡ |dgu(x)|2T ?xM⊗Tu(x)N := trg (u? (h))
is the trace (with respect to g) of the pullback metric on (M, g) via the map u. The integral
is understood with respect to the standard measure dµg on the domain manifold. In local
coordinates (xµ) on (M, g), this expression reads
Sg[u] =
∫
M
gµν(∂µu
a)(∂νu
b)hab ◦ u dµg
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where the Einstein summation convention is used. The Euler-Lagrange equations associ-
ated to this functional are
2gu
a + gµν(Γabc ◦ u)(∂µub)(∂νuc) = 0 (2.1)
and they constitute a system of semi-linear wave equations. Here, 2g is the Laplace-
Beltrami operator on (M, g)
2g :=
1
|g|∂µ(g
µν |g|∂ν), |g| :=
√
|det(gµν)|
and Γabc are the Christoffel symbols associated to the metric h on the target manifold.
Eq. (2.1) is called the wave maps equation (known in the physics literature as non-linear
σ model) and is the analog of harmonic maps between Riemannian manifolds in the case
where the domain is a Lorentzian manifold instead. For more details, we refer the reader
to [71] and [81].
2.2.1 Intuition
Recently, the wave maps equation has attracted a lot of interest. On the one hand, the
wave maps equation is a rich source for understanding nonlinear geometric equations since
it is a nonlinear generalization of the standard wave equation on Minkowski space. In
addition, the wave maps equation has a pure geometric interpretation: it generalizes the
notion of geodesic curves. Notice that, if M = (α, β) is an open interval and (N, h) any
curved Riemannian manifold, the wave maps equation is the geodesic equation
d2ua
dt2
(t) + (Γabc ◦ u(t))
dub
dt
(t)
duc
dt
(t) = 0.
On the other hand, the Cauchy problem for the wave maps system provides an attractive
toy-model for more complicated relativistic field equations. Specifically, wave maps con-
tain many features of the more complex Einstein equations but are simple enough to be
accessible for rigorous mathematical analysis. Further details on the correlation between
the wave maps system and the Einstein equations can be found in [46,65,66,90].
Being a time evolution equation, the fundamental problem is the Cauchy problem: given
specified smooth initial data, does there exist a unique smooth solution to the wave maps
equation with this initial data? Furthermore, does the solution exist for all times? On the
other hand, if the solution only exists up to some finite time T , how does the solution blow
up as t approaches T? The investigation of questions of global existence and formation
of singularities for the wave maps equation can give insight into the analogous, but much
more difficult, problems in general relativity.
2.2.2 Equivariant wave maps
Now, we turn our attention to the Cauchy problem in the case where the domain is the
Minkowski spacetime (R1+d, g) and the target manifold is the sphere (Sd, h) for d ≥ 3.
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Hence, we pick g =diag(−1, 1, . . . , 1) and h to be the standard metric on the sphere.
Furthermore, we choose standard spherical coordinates on Minkowski space and hyper-
spherical coordinates on the sphere. The respective metrics are given by
g = −dt2 + dr2 + r2dω2, h = dΨ2 + sin2(Ψ)dΩ2,
where dω2 and dΩ2 are the standard metrics on Sd−1. Moreover, a map u : (R1+d, g) −→
(Sd, h) can be written as
u(t, r, ω) =
(
Ψ(t, r, ω),Ω(t, r, ω)
)
.
We restrict our attention to the special subclass known as 1-equivariant or co-rotational,
that is
Ψ(t, r, ω) ≡ ψ(t, r), Ω(t, r, ω) = ω.
Under this ansatz, the wave maps system for functions u : (R1+d, g) −→ (Sd, h) reduces to
the single semi-linear wave equation
ψtt − ψrr − d− 1
r
ψr +
d− 1
2
sin(2ψ)
r2
= 0. (2.2)
By finite speed of propagation and radial symmetry it is natural to study this equation in
backward light-cones with vertex (T, 0), that is
CT := {(t, r) : 0 < t < T, 0 ≤ r ≤ T − t}
where T > 0. Consequently, we consider the Cauchy problem
{
ψtt(t, r)−∆radr,d ψ(t, r) = −d−12 sin(2ψ(t,r))r2 , in CT
ψ(0, r) = f(r), ψt(0, r) = g(r), on {t = 0} × [0,+∞)
(2.3)
where ∆radr,d stands for the radial Laplacian
∆radr,d ψ(t, r) := ψrr(t, r) +
d− 1
r
ψr(t, r).
To ensure regularity of solutions, equations (2.3) must be supplemented by the boundary
condition
ψ(t, 0) = 0, for all t ∈ (0, T ). (2.4)
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2.2.3 Self-similar solutions
A basic question for the Cauchy problem (2.3) is whether solutions starting from smooth
initial data
(f, g) = (ψ(0, ·), ∂tψ(0, ·))
can become singular in the future. Note that Eq. (2.2) has the conserved energy
E[ψ] :=
∫ ∞
0
(
ψ2t + ψ
2
r + (d− 1)
sin2(ψ)
r2
)
r2dr.
However, the energy cannot be used to control the evolution since Eq. (2.3) is not well-posed
at energy regularity, cf. [77]. Indeed, Eq. (2.2) is invariant under dilations
ψλ(t, r) := ψ
(
t
λ
,
r
λ
)
, λ > 0 (2.5)
and the critical Sobolev space for the pair (ψ(t, ·), ∂tψ(t, ·)) is H˙ d2 × H˙ d2−1. Consequently,
Eq. (2.2) is energy-supercritical for d ≥ 3.
In fact, due to the scaling (2.5) and the supercritical character it is natural to expect self-
similar solutions and indeed, it is well known that there exist smooth initial data which
lead to solutions that blowup in finite time in a self-similar fashion. Specifically, Eq. (2.2)
admits the self-similar solution
ψT (t, r) := f0
( r
T − t
)
= 2 arctan
(
r√
d− 2(T − t)
)
, T > 0.
This example is due to Shatah [74], Turok-Spergel [89] for d = 3, and Bizoń-Biernat [7] for
d ≥ 4 and provides an explicit example for singularity formation from smooth initial data.
Indeed, the self-similar solution ψT is perfectly smooth for all 0 < t < T but breaks down
at t = T in the sense that
∂rψ
T (t, r)|r=0 ' 1
T − t −→ +∞, as t −→ T
−.
We note in passing that for d ∈ {3, 4, 5, 6}, ψT is just one member of a countable family
of self-similar solutions, see [3, 5].
2.2.4 The main result
By finite speed of propagation one can use ψT to construct smooth, compactly supported
initial data which lead to a solution that blows up as t −→ T . Our main theorem is
concerned with the asymptotic nonlinear stability of ψT . In other words, we prove the
existence of an open set of radial data which lead to blowup via ψT . In this sense, the
blowup described by ψT is stable. To state our main result, we will need the notion of the
blowup time at the origin. From now on we use the abbreviation ψ[t] = (ψ(t, ·), ∂tψ(t, ·)).
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Definition 2.2.1 Given initial data (ψ0, ψ1), we define
T(ψ0,ψ1) := sup
{
T > 0
∣∣∣ ∃ solution ψ:CT−→R to (2.3) in the sense ofDefinition 3.9.1 with initial data ψ[0]=(ψ0,ψ1)|Bd
T
}
∪ {0}.
In the case where T(ψ0,ψ1) <∞, we call T ≡ T(ψ0,ψ1) the blowup time at the origin.
We remark that the effective spatial dimension for the problem (2.3) is d+ 2. To see this,
recall that, by regularity, we get the boundary condition (2.4). Therefore, it is natural to
switch to the variable ψ̂(t, r) := r−1ψ(t, r). Then (2.3) transforms into{
ψ̂tt(t, r)−∆radr,d+2ψ̂(t, r) = −d−12 sin(2rψ̂(t,r))−2rψ̂(t,r)r3 , in CT
ψ̂(0, r) = f(r)
r
, ψ̂t(0, r) =
g(r)
r
, on {t = 0} × [0,+∞)
Note that the nonlinearity is now generated by a smooth function and the radial Laplacian
is in d+ 2 dimensions.
Theorem 2.2.2 Fix T0 > 0 and d ≥ 3 odd. Then there exist constants M, δ,  > 0 such
that for any radial initial data ψ[0] satisfying∥∥∥| · |−1(ψ[0]− ψT0 [0])∥∥∥
H
d+3
2 (Bd+2T0+δ)×H
d+1
2 (Bd+2T0+δ)
≤ δ
M
the following statements hold:
1. T ≡ Tψ[0] ∈ [T0 − δ, T0 + δ],
2. the solution ψ : CT −→ R satisfies
(T − t)k− d2
∥∥∥| · |−1(ψ(t, ·)− ψT (t, ·))∥∥∥
H˙k(Bd+2T−t)
≤ δ(T − t)
(T − t)`+1− d2
∥∥∥| · |−1(∂tψ(t, ·)− ∂tψT (t, ·))∥∥∥
H˙`(Bd+2T−t)
≤ δ(T − t)
for all k = 0, 1, 2, . . . , d+3
2
and ` = 0, 1, 2 . . . , d+1
2
.
Remark 2.2.3 Note that the normalizing factors on the left-hand sides appear naturally
and reflect the behavior of the self-similar solution ψT in the respective homogeneous Sobolev
norms, i.e.,
‖| · |−1ψT (t, ·)‖H˙k(Bd+2T−t) =
∥∥∥∥| · |−1f0( | · |T − t
)∥∥∥∥
H˙k(Bd+2T−t)
= (T − t) d2−k‖| · |−1f0 (| · |) ‖H˙k(Bd+21 )
and
‖| · |−1∂tψT (t, ·)‖H˙`(Bd+2T−t) = (T − t)
−2
∥∥∥∥f ′0( | · |T − t
)∥∥∥∥
H˙`(Bd+2T−t)
= (T − t) d2−`−1‖f ′0 (| · |) ‖H˙`(Bd+21 ).
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2.2.5 Related results
The question of singularity formation for the wave maps equation attracted a lot of interest
in the recent past, in particular in the energy-critical case d = 2. Bizoń-Chmaj-Tabor
[10] were the first to provide numerical evidence for the existence of blowup for critical
wave maps with S2 target. Rigorous constructions of blowup solutions for this model are
due to Krieger-Schlag-Tataru [50], Rodnianski-Sterbenz [72], and Raphaël-Rodnianski [69].
Struwe [82] showed that blowup for equivariant critical wave maps takes place via shrinking
of a harmonic map. This result was considerably generalized to the nonequivariant setting
by Sterbenz-Tataru [79, 80], see also Krieger-Schlag [52] for a different approach to the
large-data problem and e.g. [21–23,39,53,73] for more recent results on blowup and large-
data global existence.
The energy-supercritical regime d ≥ 3 is less understood. The small-data theory at min-
imal regularity is due to Shatah-Tahvildar-Zadeh [77] in the equivariant setting whereas
Tataru [86, 87] and Tao [83, 84] treat the general case, see also [48, 51, 67, 76, 88]. Self-
similar blowup solutions were found by Shatah [74], Turok-Spergel [89], Cazenave-Shatah-
Tahvildar-Zadeh [16], and Bizoń-Biernat [7]. The stability of self-similar blowup was in-
vestigated numerically in [3, 7,9] and proved rigorously in [19,20,26,35] in the case d = 3.
Furthermore, Dodson-Lawrie [24] proved that solutions with bounded critical norm scatter.
Finally, concerning the method, we remark that our proof relies on the techniques developed
in the series of papers [26, 27, 29–32, 35]. However, we would like to emphasize that the
present paper is not just a straightforward continuation of these works. In fact, new
interesting issues arise, e.g. in the spectral theory part, see Proposition 2.4.5 below.
2.3 Radial wave equation in similarity coordinates
To start our analysis, we rewrite the initial value problem (2.3) as an abstract Cauchy
problem in a Hilbert space. First, we rescale the variable ψ ≡ ψ(t, r) and switch to
similarity coordinates. Then, we linearize around the rescaled blowup solution and derive
the evolution problem satisfied by the perturbation.
2.3.1 Rescaled variables
We define
χ1(t, r) :=
T − t
r
ψ(t, r), χ2(t, r) :=
(T − t)2
r
ψt(t, r).
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Using the fact that ψ is a solution to (2.3), we get
∂tχ1(t, r) =− 1
T − tχ1(t, r) +
1
T − tχ2(t, r),
∂tχ2(t, r) =− 2
T − tχ2(t, r) + (T − t)∆
rad
r,d χ1(t, r) +
2(T − t)
r
∂rχ1(t, r)
+ (d− 1)T − t
r2
χ1(t, r)− d− 1
2
(T − t)2 sin
(
2r
T−tχ1(t, r)
)
r3
.
We introduce similarity coordinates
µ : CT −→ C, (t, r) 7−→ µ(t, r) = (τ, ρ) :=
(
log
( T
T − t
)
,
r
T − t
)
,
which map the backward light-cone CT to the cylinder C := (0,+∞)× [0, 1]. By the chain
rule, the derivatives transform according to
∂t =
eτ
T
(∂τ + ρ∂ρ), ∂r =
eτ
T
∂ρ, ∂
2
r =
e2τ
T 2
∂2ρ , ∆
rad
r,d =
e2τ
T 2
∆radρ,d .
Finally, setting
ψj(τ, ρ) := χj(t(τ, ρ), r(τ, ρ)) = χj(T (1− e−τ ), Tρe−τ ),
for j = 1, 2, we obtain the system(
∂τψ1(τ, ρ)
∂τψ2(τ, ρ)
)
=
( −ψ1(τ, ρ) + ψ2(τ, ρ)− ρ∂ρψ1(τ, ρ)
∆radρ,d+2ψ1(τ, ρ)− ρ∂ρψ2(τ, ρ)− 2ψ2(τ, ρ)
)
(2.6)
− d− 1
2ρ3
(
0
sin(2ρψ1(τ, ρ))− 2ρψ1(τ, ρ)
)
,
for (τ, ρ) ∈ C. Note that the linear part is the free operator of the (d+2)−dimensional wave
equation in similarity coordinates and the nonlinearity is perfectly smooth. Furthermore,
the initial data transform according to(
ψ1(0, ρ)
ψ2(0, ρ)
)
=
1
ρ
(
f(Tρ)
Tg(Tρ)
)
=
1
ρ
(
ψT0(0, Tρ)
T∂0ψ
T0(0, Tρ)
)
+
1
ρ
(
F (Tρ)
TG(Tρ)
)
,
for all ρ ∈ [0, 1]. Here, T0 > 0 is a fixed parameter and
ψT0(0, Tρ) = 2 arctan
(
T
T0
ρ√
d− 2
)
, ρ ≡ ρ(t, r) := r
T − t ,
F := f − ψT0(0, ·), G := g − ∂0ψT0(0, ·).
We emphasize that the only trace of the parameter T is in the initial data.
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2.3.2 Perturbations of the rescaled blowup solution
We linearize around the rescaled blowup solution and use the initial value problem for
(ψ1, ψ2)
T to obtain an initial value problem for the perturbation as an abstract Cauchy
problem in a Hilbert space. For notational convenience we set
Ψ(τ)(ρ) :=
(
ψ1(τ, ρ)
ψ2(τ, ρ)
)
.
The blowup solution is given by
Ψres(τ)(ρ) =
( T−t
r
ψT (t, r)
(T−t)2
r
ψTt (t, r)
) ∣∣∣∣∣
(t,r)=µ−1(τ,ρ)
=
(
1
ρ
f0(ρ)
f ′0(ρ)
)
,
i.e., it is static. We linearize around Ψres by inserting the ansatz Ψ = Ψres + Φ into (2.6).
For brevity we write
η(x) := sin(2x)− 2x, x ∈ R
and use Taylor’s theorem to expand the nonlinearity around 1
ρ
f0(ρ). We get
sin (2ρψ1)− 2ρψ1 = η (ρψ1) = η (f0 + ρφ1) = η (f0) + η′ (f0) ρφ1 +N(ρφ1),
where, by definition,
N(ρφ1) := η(f0 + ρφ1)− η(f0)− η′(f0)ρφ1.
We plug the ansatz and the Taylor expansion into Eq. (2.6) which yields the abstract
evolution equation{
∂τΦ(τ) = L˜
(
Φ(τ)
)
+ N
(
Φ(τ)
)
, for τ ∈ (0,+∞)
Φ(0) = U(v, T ),
(2.7)
for the perturbation
Φ(τ)(ρ) =
(
φ1(τ, ρ)
φ2(τ, ρ)
)
=
(
ψ1(τ, ρ)− 1ρf0(ρ)
ψ2(τ, ρ)− f ′0(ρ)
)
where
L˜ := L˜0 + L
′, (2.8)
L˜0u(ρ) :=
( −ρu′1(ρ)− u1(ρ) + u2(ρ)
∆radρ,d+2u1(ρ)− ρu′2(ρ)− 2u2(ρ)
)
, (2.9)
L′u(ρ) :=
(
0
−d−1
2
η′(f0(ρ))
ρ2
u1(ρ),
)
, (2.10)
N(u)(ρ) :=
(
0
−d−1
2
N(ρu1(ρ))
ρ3
)
, (2.11)
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for u = (u1, u2) and
η′(f0(ρ)) = 2 cos(2f0(ρ))− 2 = −16(d− 2) ρ
2
(ρ2 + d− 2)2 .
Furthermore, the initial data are given by
Φ(0)(ρ) = U(v, T )(ρ) =
(
1
ρ
f0(
T
T0
ρ)
T 2
T 20
f ′0(
T
T0
ρ)
)
−
(
1
ρ
f0(ρ)
f ′0(ρ)
)
+ V(v, T )(ρ) (2.12)
where
V(v, T )(ρ) :=
( 1
ρ
F (Tρ)
T
ρ
G(Tρ)
)
, v :=
(
F
G
)
.
2.3.3 Strong light-cone solutions
To proceed, we need to define what it means to be a solution to the evolution problem
(2.7). We introduce the Hilbert space
H := H
d+3
2
rad (B
d+2)×H
d+1
2
rad (B
d+2).
In Section 4.3 we prove that the closure of the operator L˜, augmented with a suitable
domain, generates a semigroup S(τ) on H. This allows us to formulate (2.7) as an abstract
integral equation via Duhamel’s formula,
Φ(τ) = S(τ)U(v, T ) +
∫ τ
0
S(τ − s)N(Φ(s))ds. (2.13)
Eq. (3.33) yields a natural notion of strong solutions in light-cones.
Definition 2.3.1 We say that ψ : CT −→ R is a solution to (2.3) if the corresponding
Φ : [0,∞) −→ H belongs to C([0,∞);H) and satisfies (3.33) for all τ ≥ 0.
2.4 Proof of the theorem
2.4.1 Notation
Throughout we denote by σ(L), σp(L) and σe(L) the spectrum, point spectrum, and
essential spectrum, respectively, of a linear operator L. Furthermore, we write RL(λ) :=
(λ− L)−1, λ ∈ ρ(L), for the resolvent operator where ρ(L) := C \ σ(L) stands for the
resolvent set. As usual, a . b means a ≤ cb for an absolute, strictly positive constant c
which may change from line to line. Similarly, we write a ' b if a . b and b . a.
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2.4.2 Functional setting
In the following we consider radial Sobolev functions uˆ : Bd+2R → C, that is, uˆ(ξ) = u(|ξ|)
for all ξ ∈ Bd+2R where u : (0, R)→ C. In particular, we define
u ∈ Hmrad(Bd+2R ) ⇐⇒ uˆ ∈ Hm(Bd+2R ) := Wm,2(Bd+2R ).
The function space Hmrad(B
d+2
R ) becomes a Banach space endowed with the norm
‖u‖Hmrad(Bd+2R ) = ‖uˆ‖Hm(Bd+2R ).
From now, we shall not distinguish between u(| · |) and uˆ. In addition, we introduce the
Hilbert space
H := Hmrad(Bd+2)×Hm−1rad (Bd+2), m ≡ md :=
d+ 3
2
(2.14)
associated with the induced norm
‖u‖2 = ‖(u1, u2)‖2 := ‖u1‖2Hmrad(Bd+2) + ‖u2‖
2
Hm−1rad (Bd+2)
.
2.4.3 Well-posedness of the linearized problem
We start with the study of the linearized problem and we convince ourselves that it is
well-posed. Recall that the linear operator is given by (3.16). To proceed, we follow [32]
and define the domain of the free part by
D(L˜0) :=
{
u ∈ C∞(0, 1)2 ∩H : w2 ∈ C2 ([0, 1]) , w1 ∈ C3 ([0, 1]) , w′′1(0) = 0
}
,
where, for all ρ ∈ [0, 1] and j = 1, 2,
wj(ρ) := Dd+2uj(ρ) :=
(1
ρ
d
dρ
) d−1
2 (
ρduj(ρ)
)
=
d−1
2∑
n=0
cnρ
n+1u
(n)
j (ρ),
for some strictly positive constants cn (n = 0, 1, . . . , d−12 ). Note that the density of
C∞(Bd+2) in Hm(Bd+2) implies the density of(
C∞even[0, 1]
)2
:=
{
u ∈ (C∞[0, 1])2 : u(2k+1)(0) = 0, k = 0, 1, 2, . . .} ⊂ D(L˜0)
in H which in turn proves the density of D(L˜0) in H. In other words, D(L˜0) = H and L˜0
is densely defined.
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Proposition 2.4.1 The operator L˜0 : D(L˜0) ⊂ H −→ H is closable and its closure L0 :
D(L0) ⊂ H −→ H generates a strongly continuous one-parameter semigroup (S0(τ))τ≥0 of
bounded operators on H satisfying the growth estimate
‖S0(τ)‖ ≤Me−τ (2.15)
for all τ ≥ 0 and some constant M ≥ 1. In addition, the operator L := L0 + L′ : D(L) ⊂
H −→ H, D(L) = D(L0), is the generator of a strongly continuous semigroup (S(τ))τ≥0
on H and L′ : H → H is compact.
Proof. The fact that L˜0 is closable and its closure generates a semigroup satisfying the
growth estimate (2.15) follows from Proposition 4.9 in [32] by replacing d in [32] with d+2
and setting p = 3. It remains to apply the Bounded Perturbation Theorem to show that
L := L0 + L
′ is the generator of a strongly continuous semigroup (S(τ))τ≥0. In fact, we
prove that L′ : H −→ H, defined in (3.18), is compact. We pick an arbitrary sequence
(un)n∈N ⊆ H that is uniformly bounded. By Lemma 4.2 in [32], (Dd+2u1,n)n∈N is uniformly
bounded in H2(0, 1) and the compactness of the Sobolev embedding H2(0, 1) ↪−→ H1(0, 1)
implies the existence of a subsequence, again denoted by (Dd+2u1,n)n∈N, which is Cauchy
in H1(0, 1). Hence, for any n,m ∈ N sufficiently large, we get
‖L′un − L′um‖ . sup
ρ∈(0,1)
∣∣∣∣∣η′(f0(ρ))ρ2
∣∣∣∣∣ ‖Dd+2u1,n −Dd+2u1,m‖H1(0,1)
' sup
ρ∈(0,1)
1
(ρ2 + d− 2)2 ‖Dd+2u1,n −Dd+2u1,m‖H1(0,1)
' ‖Dd+2u1,n −Dd+2u1,m‖H1(0,1),
which shows that (L′un)n∈N is Cauchy in H. This proves that L′ is compact.
2.4.4 The spectrum of the free operator
We can use the previous decay estimate for the semigroup (S0(τ))τ≥0 to locate the spectrum
of the free operator L0. Indeed, by [36], p. 55, Theorem 1.10, we immediately infer
σ(L0) ⊆ {λ ∈ C : Reλ ≤ −1}. (2.16)
2.4.5 The spectrum of the full linear operator
Next, we need to derive a suitable growth estimate for the semigroup S(τ) and therefore
turn our attention to the spectrum of the operator L. To begin with, we consider the point
spectrum.
Proposition 2.4.2 We have
σp(L) ⊆ {λ ∈ C : Reλ < 0} ∪ {1}.
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Proof. We argue by contradiction and assume there exists a λ ∈ σp(L)\{1} with Reλ ≥ 0.
The latter means that there exists an element u = (u1, u2) ∈ D(L) \ {0} such that u ∈
ker(λ − L). A straightforward calculation shows that the spectral equation (λ − L)u = 0
implies
(
1− ρ2)u′′1(ρ) +
(
d+ 1
ρ
− 2(λ+ 2)ρ
)
u′1(ρ)−
(
(λ+ 1)(λ+ 2) +
d− 1
2
V (ρ)
)
u1(ρ) = 0,
for ρ ∈ (0, 1), where
V (ρ) :=
η′(f0(ρ))
ρ2
=
−16(d− 2)
(ρ2 + d− 2)2 .
Since u ∈ H, we see that u1 must lie in H
d+3
2
rad (Bd+2). To proceed, we set v1(ρ) := ρu1(ρ). A
straightforward computation implies that v1 solves the second order ordinary differential
equation
(
1− ρ2)v′′1(ρ) +
(
d− 1
ρ
− 2(λ+ 1)ρ
)
v′1(ρ)−
(
λ(λ+ 1) +
d− 1
2
Vˆ (ρ)
)
v1(ρ) = 0, (2.17)
for ρ ∈ (0, 1), where
Vˆ (ρ) := 2
ρ4 − 6(d− 2)ρ2 + (d− 2)2
ρ2(ρ2 + d− 2)2 .
We remark that this is the spectral equation studied in [19, 20]. Since all coefficients
in (2.17) are smooth functions in (0, 1), we immediately get the a priori regularity v1 ∈
C∞(0, 1). We claim that v1 ∈ C∞[0, 1]. To prove this, we employ Frobenius’ method. The
point ρ = 0 is a regular singularity with Frobenius indices s1 = 1 and s2 = −(d − 1).
Therefore, by Frobenius theory, there exists a solution of the form
v11(ρ) = ρ
∞∑
i=0
xiρ
i =
∞∑
i=0
xiρ
i+1,
which is analytic locally around ρ = 0. Moreover, since s1 − s2 = d ∈ Nodd, there exists a
second linearly independent solution of the form
v21(ρ) = C log(ρ)v
1
1(ρ) + ρ
−(d−1)
∞∑
i=0
yiρ
i
for some constant C ∈ C and y0 = 1. However, v21(ρ)/ρ does not lie in the Sobolev
space H
d+3
2
rad (Bd+2) due to the strong singularity in the second term, no matter the value
of the constant C. Consequently, v1 must be a multiple of v11 and we infer v1 ∈ C∞[0, 1).
Similarly, the point ρ = 1 is a regular singularity with Frobenius indices s1 = 0 and
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s2 =
d−1
2
− λ. Now we need to distinguish different cases. If d−1
2
− λ /∈ Z, we have two
linearly independent solutions of the form
v11(ρ) =
∞∑
i=0
xi(1− ρ)i,
v21(ρ) = (1− ρ)
d−1
2
−λ
∞∑
i=0
yi(1− ρ)i
with x0 = y0 = 1. The solution v21(ρ)/ρ does not belong to the Sobolev space H
d+3
2
rad (Bd+2)
and thus, v1 ∈ C∞[0, 1]. In the case d−12 −λ := k ∈ N0, we have two fundamental solutions
of the form
v11(ρ) = (1− ρ)k
∞∑
i=0
xi(1− ρ)i, x0 = 1
v21(ρ) =
∞∑
i=0
yi(1− ρ)i + C log(1− ρ)v11(ρ), y0 = 1
near ρ = 1. By assumption, Reλ ≥ 0 and thus, k ≤ d−1
2
. Hence, v21(ρ)/ρ does not lie in
the Sobolev space H
d+3
2
rad (Bd+2) unless C = 0 and we conclude v1 ∈ C∞[0, 1]. Finally, if
d−1
2
− λ =: −k is a negative integer, the fundamental system around ρ = 1 has the form
v11(ρ) =
∞∑
i=0
xi(1− ρ)i
v21(ρ) = C log(1− ρ)v11(ρ) + (1− ρ)−k
∞∑
i=0
yi(1− ρ)i
with x0 = y0 = 1. Again, v21(ρ)/ρ does not belong to H
d+3
2
rad (Bd+2) and we infer v1 ∈ C∞[0, 1]
also in this case. In summary, we have found a nontrivial solution v1 ∈ C∞[0, 1] to
Eq. (2.17) with Reλ ≥ 0, λ 6= 1, but this contradicts [19,20].
The fact that L′ is compact implies that the result on the point spectrum from Proposition
2.4.2 is already sufficient to obtain the same information on the full spectrum.
Corollary 2.4.3 We have
σ(L) ⊆ {λ ∈ C : Reλ < 0} ∪ {1}.
Proof. Suppose there exists a λ ∈ σ(L) \ {1} with Reλ ≥ 0. Then λ /∈ σ(L0) and
thus, RL0(λ) exists. From the identity λ − L = [1 − L′RL0(λ)](λ − L0) we see that
1 ∈ σ(L′RL0(λ)). Since L′RL0(λ) is compact, it follows that 1 ∈ σp(L′RL0(λ)) and
thus, there exists a nontrivial f ∈ H such that [1 − L′RL0(λ)]f = 0. Consequently,
u := RL0(λ)f 6= 0 satisfies (λ−L)u = 0 and thus, λ ∈ σp(L). This contradicts Proposition
2.4.2.
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Next, we provide a uniform bound on the resolvent. To this end, we define
Ω,R := {λ ∈ C : Reλ ≥ −1 + , |λ| ≥ R}
for , R > 0.
Proposition 2.4.4 Let  > 0. Then there exist constants R, C > 0 such that the resol-
vent RL exists on Ω,R and satisfies
‖RL(λ)‖ ≤ C
for all λ ∈ Ω,R.
Proof. Fix  > 0 and take λ ∈ Ω,R for an arbitrary R > 0. Then λ ∈ ρ(L0) and the identity
(λ − L) = [1 − L′RL0(λ)](λ − L0) shows that RL(λ) exists if and only if 1 − L′RL0(λ) is
invertible. By a Neumann series argument this is the case if ‖L′RL0(λ)‖ < 1.
To prove smallness of L′RL0(λ), we recall the definition of L′, Eq. (3.18),
L′u(ρ) =
(
0
−d−1
2
V (ρ)u1(ρ)
)
, V (ρ) =
η′(f0(ρ))
ρ2
=
−16(d− 2)
(ρ2 + d− 2)2 .
Let u = RL0(λ)f or, equivalently, (λ− L0)u = f . The latter equation implies
(λ+ 1)u1(ρ) = u2(ρ)− ρu′1(ρ) + f1(ρ).
Now we use Lemma 4.1 from [32] and ‖V (k)‖L∞(0,1) . 1 for all k ∈ {0, 1, . . . ,m − 1} to
obtain
|λ+ 1|‖L′RL0(λ)f‖ = |λ+ 1|‖L′u‖ '
∥∥V (u2 − (·)u′1 + f1)∥∥Hm−1rad (Bd+2)
. ‖u2‖Hm−1rad (Bd+2) + ‖(·)u
′
1‖Hm−1rad (Bd+2) + ‖f1‖Hm−1rad (Bd+2)
. ‖u2‖Hm−1rad (Bd+2) + ‖u1‖Hmrad(Bd+2) + ‖f1‖Hm−1rad (Bd+2)
' ‖u‖+ ‖f‖ .
( 1
Reλ+ 1
+ 1
)
‖f‖
. ‖f‖,
where we have used the bound
‖u‖ = ‖RL0(λ)f‖ ≤
1
Reλ+ 1
‖f‖
which follows from semigroup theory, see [36], p. 55, Theorem 1.10. In other words,
‖L′RL0(λ)‖ .
1
|λ+ 1| ≤
1
|λ| − 1 ≤
1
R− 1
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and by choosing R sufficiently large, we can achieve the desired ‖L′RL0(λ)‖ < 1. As a
consequence, [1− L′RL0(λ)]−1 exists and we obtain the bound
‖RL(λ)‖ = ‖RL0(λ)[1− L′RL0(λ)]−1‖
≤ ‖RL0(λ)‖‖[1− L′RL0(λ)]−1‖
≤ ‖RL0(λ)‖
∞∑
i=0
‖L′RL0(λ)‖i
≤ C.
2.4.6 The eigenspace of the isolated eigenvalue
In this section, we convince ourselves that the eigenspace of the isolated eigenvalue λ = 1
for the full linear operator L is spanned by
g(ρ) :=
(
g1(ρ)
g2(ρ)
)
=
(
1
ρ2+d−2
2(d−2)
(ρ2+d−2)2
)
, ρ ∈ [0, 1]. (2.18)
Consequently, we are looking for all u = (u1, u2) ∈ D(L) \ {0} such that u ∈ ker(1 − L).
A straightforward calculation shows that the spectral equation (1− L)u = 0 is equivalent
to the following system of ordinary differential equations,{
u2(ρ) = ρu
′
1(ρ) + 2u1(ρ),(
1− ρ2)u′′1(ρ) + (d+1ρ − 6ρ)u′1(ρ)− (6 + d−12 η′(f0(ρ))ρ2 )u1(ρ) = 0,
for ρ ∈ (0, 1). One can verify that a fundamental system of the second equation is given
by { 1
ρ2 + d− 2 ,
Qd−1(ρ)
ρd(ρ2 + d− 2)
}
where Qd−1 is a polynomial of degree d − 1 with non-vanishing constant term. We can
write the general solution for the second equation as
u1(ρ) = C1
1
ρ2 + d− 2 + C2
Qd−1(ρ)
ρd(ρ2 + d− 2) .
We must ensure that u ∈ D(L) which in particular implies that u1 must lie in the Sobolev
space H
d+3
2
rad (Bd+2). This requirement yields C2 = 0 which in turn gives u ∈ 〈g〉. In
conclusion,
ker(1− L) = 〈g〉, (2.19)
as initially claimed.
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2.4.7 Time evolution for the linearized problem
We now focus on the time evolution for the linearized problem (2.7). Due to the presence
of the eigenvalue λ = 1, there exists a one dimensional subspace 〈g〉 of initial data for
which the solution grows exponentially in time. We call this subspace the unstable space.
On the other hand, initial data from the stable subspace lead to solutions that decay
exponentially in time. As we will show now, this time evolution estimates can be established
using semigroup theory together with the previous results on the spectrum of the linear
operators L0 and L. To make this rigorous, we follow [32] and use the fact that the unstable
eigenvalue λ = 1 is isolated to introduce a (non-orthogonal) projection P. This projection
decomposes the Hilbert space of initial data H into the stable and the unstable space.
Most importantly, we must ensure that 〈g〉 is the only unstable direction in H. This is the
key statement of the following proposition and it is equivalent to the fact that the algebraic
multiplicity of the isolated eigenvalue λ = 1,
ma(λ = 1) := rank P = dim rg P,
is equal to one. We denote by B(H) the set of bounded operators from H to itself and
prove the following result.
Proposition 2.4.5 There exists a projection
P ∈ B(H), P : H −→ 〈g〉,
which commutes with the semigroup
(
S(τ)
)
τ≥0. In addition, we have
S(τ)Pf = eτPf , (2.20)
and there exist constants C,  > 0 such that
‖(1−P)S(τ)f‖ ≤ Ce−τ‖(1−P)f‖, (2.21)
for all f ∈ H and τ ≥ 0.
Proof. We argue along the lines of [32]. Since the eigenvalue λ = 1 is isolated, we can
define the spectral projection
P : H −→ H, P := 1
2pii
∫
γ
RL(µ)dµ,
where γ : [0, 2pi] −→ C is a positively orientated circle around λ = 1 with radius so small
that γ
(
[0, 2pi]
) ⊆ ρ(L), see e.g. [43]. The projection P commutes with the operator L and
thus with the semigroup S(τ). Moreover, P decomposes the Hilbert space as H =M⊕N ,
where M := rg P and N := rg(1 − P) = ker P. Most importantly, the operator L
is decomposed accordingly into the parts LM and LN on M and N , respectively. The
spectra of these operators are given by
σ (LN ) = σ(L) \ {1}, σ (LM) = {1}. (2.22)
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We refer the reader to [43] for these standard results.
To proceed, we break down the proof into the following steps:
Step 1: We prove that rank P := dim rg P < +∞. We argue by contradiction and as-
sume that rank P = +∞. Using [43], p. 239, Theorem 5.28, the fact that L′ is compact
(see Proposition 2.4.1), and the fact that the essential spectrum is stable under compact
perturbations ( [43], p. 244, Theorem 5.35), we obtain
rank P = +∞ =⇒ 1 ∈ σe(L) = σe(L− L′) = σe(L0) ⊆ σ(L0).
This contradicts (2.16).
Step 2: We prove that 〈g〉 = rg P. It suffices to show rg P ⊆ 〈g〉 since the reverse in-
clusion follows from the abstract theory. From Step 1, the operator 1 − LM acts on the
finite-dimensional Hilbert space M = rg P and, from (3.37), λ = 0 is its only spectral
point. Hence, 1− LM is nilpotent, i.e., there exists a k ∈ N such that(
1− LM
)k
u = 0
for all u ∈ rg P and we assume k to be minimal. Recall (2.19) to see that the claim
follows immediately if k = 1. We proceed by contradiction and assume that k ≥ 2. Then,
there exists a nontrivial function u ∈ rg P ⊆ D(L) such that (1 − LM)u is nonzero and
belongs to ker(1 − LM) ⊆ ker(1 − L) = 〈g〉. This means that u ∈ rg P ⊆ D(L) satisfies
(1 − L)u = αg, for some α ∈ C \ {0}. Without loss of generality we set α = −1 and a
straightforward computation shows that the first component of u solves the second order
differential equation
(
1− ρ2)u′′1(ρ) + (d+ 1ρ − 6ρ
)
u′1(ρ)−
(
6 +
d− 1
2
η′(f0(ρ))
ρ2
)
u1(ρ) = G(ρ),
for ρ ∈ (0, 1), where
G(ρ) :=
ρ2 + 5(d− 2)
(ρ2 + d− 2)2 , ρ ∈ [0, 1].
In order to find the general solution to this equation, recall (2.18) to see that
uˆ1(ρ) := g1(ρ) =
1
ρ2 + d− 2 , ρ ∈ (0, 1)
is a particular solution to the homogeneous equation
(
1− ρ2)u′′1(ρ) + (d+ 1ρ − 6ρ
)
u′1(ρ)−
(
6 +
d− 1
2
η′(f0(ρ))
ρ2
)
u1(ρ) = 0.
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To find another linearly independent solution, we use the Wronskian
W(ρ) := (1− ρ2) d−52 ρ−d−1
to obtain
uˆ2(ρ) := uˆ1(ρ)
∫ ρ
ρ1
(1− x2) d−52 x−d−1(x2 + d− 2)2dx,
for some constant ρ1 ∈ (0, 1) and for all ρ ∈ (0, 1). Note that we have the expansion
uˆ2(ρ) = ρ
−d
∞∑
j=0
ajρ
j, a0 6= 0
near ρ = 0. Furthermore, if d ≥ 5, uˆ2 ∈ C∞(0, 1] and we choose ρ1 = 1 which yields the
expansion
uˆ2(ρ) = (1− ρ) d−32
∞∑
j=0
bj(1− ρ)j, b0 6= 0
near ρ = 1. For d = 3, we set ρ1 = 12 and the expansion of uˆ2 near ρ = 1 contains a term
log(1−ρ). We invoke the variation of constants formula to see that u1 can be expressed as
u1(ρ) = c1uˆ1(ρ) + c2uˆ2(ρ)
+ uˆ2(ρ)
∫ ρ
0
uˆ1(y)G(y)y
d+1
(1− y2) d−32
dy − uˆ1(ρ)
∫ ρ
0
uˆ2(y)G(y)y
d+1
(1− y2) d−32
dy,
for some constants c1, c2 ∈ C and for all ρ ∈ (0, 1). The fact that u1 ∈ H
d+3
2
rad (Bd+2) implies
c2 = 0 and we are left with
u1(ρ) = c1uˆ1(ρ) + uˆ2(ρ)
∫ ρ
0
uˆ1(y)G(y)y
d+1
(1− y2) d−32
dy − uˆ1(ρ)
∫ ρ
0
uˆ2(y)G(y)y
d+1
(1− y2) d−32
dy. (2.23)
If d = 3, uˆ2(ρ) ' log(1− ρ) near ρ = 1 and thus, the last term in Eq. (2.23) stays bounded
as ρ→ 1− whereas the second term diverges unless∫ 1
0
uˆ1(y)G(y)y
d+1
(1− y2) d−32
dy = 0,
which, however, is impossible since the integrand is strictly positive on (0, 1). This contra-
dicts u1 ∈ H
d+3
2
rad (Bd+2) and we arrive at the desired k = 1.
Next, we focus on d ≥ 5, where the last term in Eq. (2.23) is smooth on [0, 1]. To analyze
the second term, we set
Id(ρ) := uˆ2(ρ)
∫ ρ
0
Fd(y)
(1− y) d−32
dy, Fd(y) :=
uˆ1(y)G(y)y
d+1
(1 + y)
d−3
2
=
yd+1(y2 + 5(d− 2))
(1 + y)
d−3
2 (y2 + d− 2)3
.
(2.24)
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Note that F5(1) 6= 0 and thus, the expansion of I5(ρ) near ρ = 1 contains a term of the form
(1−ρ) log(1−ρ). Consequently, I ′′5 /∈ L2(12 , 1) and this is a contradiction to u1 ∈ H4rad(B7).
The general case is postponed to the appendix (Proposition 2.5.2) where it is shown that
the function Id is not analytic at ρ = 1. This implies that the expansion of Id(ρ) near
ρ = 1 contains a term (1− ρ) d−32 log(1− ρ) which again contradicts u1 ∈ H
d+3
2
rad (Bd+2).
Step 3: Finally, we prove the estimates (2.20) and (2.21) for the semigroup. First, note
that (2.20) follows immediately from the facts that λ = 1 is an eigenvalue of L with eigen-
function g and rg P = 〈g〉. Furthermore, from Corollary 2.4.3 and Proposition 2.4.4 we
infer the existence of C,  > 0 such that
‖RL(λ)(1−P)‖ ≤ C
for all λ ∈ C with Reλ ≥ −2. Consequently, the Gearhart-Prüss Theorem, see [36], p. 302,
Theorem 1.11, yields the bound (2.21).
2.4.8 Estimates for the nonlinearity
The aim of this section is to establish a Lipschitz-type estimate for the nonlinearity. Recall
that the nonlinear term in (2.7) is given by
N(u)(ρ) =
(
0
Nˆ(ρ, u1(ρ))
)
:=
(
0
−d−1
2
N(ρu1(ρ))
ρ3
)
.
To begin with, we claim that
Nˆ(ρ, u1(ρ))
= 4(d− 1)u21(ρ)
∫ 1
0
∫ 1
0
∫ 1
0
cos (2z (f0(ρ) + xyρu1(ρ)))
(
f0(ρ)
ρ
+ xyu1(ρ)
)
xdzdydx.
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To see this, we use the fundamental theorem of calculus and the fact that η′′(0) = 0 to
write
N(ρu1(ρ)) = η(f0(ρ) + ρu1(ρ))− η(f0(ρ))− η′(f0(ρ))ρu1(ρ)
=
∫ f0(ρ)+ρu1(ρ)
f0(ρ)
η′(s)ds− η′(f0(ρ))ρu1(ρ)
= ρu1(ρ)
∫ 1
0
η′(f0(ρ) + xρu1(ρ))dx− η′(f0(ρ))ρu1(ρ)
= ρu1(ρ)
∫ 1
0
(η′(f0(ρ) + xρu1(ρ))− η′(f0(ρ))) dx
= ρu1(ρ)
∫ 1
0
(∫ f0(ρ)+xρu1(ρ)
f0(ρ)
η′′(s)ds
)
dx
= ρ2u21(ρ)
∫ 1
0
x
∫ 1
0
η′′(f0(ρ) + xyρu1(ρ))dydx
= ρ2u21(ρ)
∫ 1
0
x
∫ 1
0
∫ f0(ρ)+xyρu1(ρ)
0
η′′′(s)dsdydx
= ρ2u21(ρ)
∫ 1
0
x
∫ 1
0
∫ 1
0
η′′′ ((f0(ρ) + xyρu1(ρ))z) (f0(ρ) + xyρu1(ρ)) dzdydx
= ρ3u21(ρ)
∫ 1
0
x
∫ 1
0
∫ 1
0
η′′′ ((f0(ρ) + xyρu1(ρ))z)
(
f0(ρ)
ρ
+ xyu1(ρ)
)
dzdydx.
For later purposes, we note that the function
Nˆ(ρ, ζ) = 4(d− 1)ζ2
∫ 1
0
∫ 1
0
∫ 1
0
cos (2z (f0(ρ) + xyρζ))
(
f0(ρ)
ρ
+ xyζ
)
xdzdydx,
defined for all (ρ, ζ) ∈ [0, 1]× R, is perfectly smooth in both variables since
f0(ρ)
ρ
=
2
ρ
arctan
(
ρ√
d− 2
)
is smooth at ρ = 0. Moreover, we define
M(ρ, ζ) := ∂ζNˆ(ρ, ζ) = 4(d− 1) (A(ρ, ζ) +B(ρ, ζ) + C(ρ, ζ) +D(ρ, ζ)) , (2.25)
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where
A(ρ, ζ) := 2
f0(ρ)
ρ
ζ
∫ 1
0
∫ 1
0
∫ 1
0
cos (2z (f0(ρ) + xyρζ))xdzdydx,
B(ρ, ζ) := −2f0(ρ)ζ2
∫ 1
0
∫ 1
0
∫ 1
0
sin (2z (f0(ρ) + xyρζ))x
2yzdzdydx,
C(ρ, ζ) := 3ζ2
∫ 1
0
∫ 1
0
∫ 1
0
cos (2z (f0(ρ) + xyρζ))x
2ydzdydx,
D(ρ, ζ) := −2ρζ3
∫ 1
0
∫ 1
0
∫ 1
0
sin (2z (f0(ρ) + xyρζ))x
3y2zdzdydx.
We denote by Bδ ⊆ H the ball of radius δ in H centered at zero, i.e.,
Bδ :=
{
u ∈ H : ‖u‖ = ‖(u1, u2)‖
H
d+3
2
rad (Bd+2)×H
d+1
2
rad (Bd+2)
≤ δ
}
.
The main result of this section is the following Lipschitz-type estimate.
Lemma 2.4.6 Let δ > 0. Then we have∥∥N(u)−N(v)∥∥ . (‖u‖+ ‖v‖)‖u− v‖ (2.26)
for all u,v ∈ Bδ.
Proof. We start by fixing a δ > 0, we pick two elements u,v ∈ Bδ and define the auxiliary
function
ζ(σ)(ρ) = σu1(ρ) + (1− σ)v1(ρ),
for ρ ∈ (0, 1) and σ ∈ [0, 1]. The triangle inequality implies
u,v ∈ Bδ =⇒ ‖u1‖
H
d+3
2
rad (Bd+2)
≤ δ, ‖v1‖
H
d+3
2
rad (Bd+2)
≤ δ =⇒ ‖ζ(σ)‖
H
d+3
2
rad (Bd+2)
≤ δ,
for all σ ∈ [0, 1]. In other words,
ζ(σ) ∈ Bδ :=
{
f ∈ H
d+3
2
rad (B
d+2) : ‖f‖
H
d+3
2
rad (Bd+2)
≤ δ
}
,
for all σ ∈ [0, 1]. Now, we claim that to show (3.45), it suffices to establish the estimate
‖M(·, f(·))‖
H
d+3
2
rad (Bd+2)
. ‖f‖
H
d+3
2
rad (Bd+2)
(2.27)
for all f ∈ Bδ, where M is given by (2.25). To see this, we use the algebra property
‖fg‖
H
d+3
2 (Bd+2)
. ‖f‖
H
d+3
2 (Bd+2)
‖g‖
H
d+3
2 (Bd+2)
,
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which holds since d+3
2
> d+2
2
, to estimate∥∥N(u)−N(v)∥∥ = ∥∥Nˆ(·, u1(·))− Nˆ(·, v1(·))∥∥
H
d+1
2
rad (Bd+2)
≤ ∥∥Nˆ(·, u1(·))− Nˆ(·, v1(·))∥∥
H
d+3
2
rad (Bd+2)
=
∥∥∥∥∥
∫ u1(·)
v1(·)
∂2Nˆ(·, ζ)dζ
∥∥∥∥∥
H
d+3
2
rad (Bd+2)
=
∥∥∥∥∥∥∥(u1(·)− v1(·))
∫ 1
0
∂2Nˆ(·, σu1(·) + (1− σ)v1(·)︸ ︷︷ ︸
ζ(σ)
)dσ
∥∥∥∥∥∥∥
H
d+3
2
rad (Bd+2)
. ‖u1 − v1‖
H
d+3
2 (Bd+2)
∥∥∥∥∫ 1
0
∂2Nˆ(·, ζ(σ))dσ
∥∥∥∥
H
d+3
2
rad (Bd+2)
. ‖u1 − v1‖
H
d+3
2 (Bd+2)
∫ 1
0
‖M(·, ζ(σ)(·))‖
H
d+3
2
rad (Bd+2)
dσ
. ‖u1 − v1‖
H
d+3
2
rad (Bd+2)
∫ 1
0
‖ζ(σ)‖
H
d+3
2
rad (Bd+2)
dσ
. ‖u1 − v1‖
H
d+3
2
rad (Bd+2)
∫ 1
0
(
σ ‖u1‖
H
d+3
2
rad (Bd+2)
+ (1− σ) ‖v1‖
H
d+3
2
rad (Bd+2)
)
dσ
. ‖u1 − v1‖
H
d+3
2
rad (Bd+2)
(
‖u1‖
H
d+3
2
rad (Bd+2)
+ ‖v1‖
H
d+3
2
rad (Bd+2)
)
. ‖u− v‖ (‖u‖+ ‖v‖) .
It remains to prove (2.27). To this end we use a simple extension argument (see e.g. Lemmas
B.1 and B.2 in [32]) and Moser’s inequality ( [70], p. 224, Theorem 6.4.1) to infer the
existence of a smooth function h : [0,∞)→ [0,∞) such that
‖M(·, f(·))‖
H
d+3
2
rad (Bd+2)
≤ h (‖f‖L∞(Bd+2)) ‖f‖
H
d+3
2
rad (Bd+2)
for all f ∈ Bδ. By Sobolev embedding we have ‖f‖L∞(Bd+2) . ‖f‖
H
d+3
2
rad (Bd+2)
≤ δ for all
f ∈ Bδ and (2.27) follows. This concludes the proof.
2.4.9 The abstract nonlinear Cauchy problem
In this section, we focus on the existence and uniqueness of solutions to the Cauchy problem
(2.7). In fact, by appealing to Definition 3.9.1, we consider the integral equation
Φ(τ) = S(τ)u +
∫ τ
0
S(τ − s)N(Φ(s))ds, (2.28)
60
for all τ ≥ 0 and u ∈ H. We introduce the Banach space
X := {Φ ∈ C([0,∞);H) : ‖Φ‖X := sup
τ>0
eτ‖Φ(τ)‖ < +∞}
with  > 0 from Proposition 2.4.5. Moreover, we denote by Xδ the closed ball
Xδ := {Φ ∈ X : ‖Φ‖X ≤ δ} =
{
Φ ∈ C([0,∞);H) : ‖Φ‖ ≤ δe−τ , ∀τ > 0} .
In the following, we will only sketch the rest of the proof and discuss the main arguments
since they are analogous to [26, 27, 29, 30, 32]. To prove the main theorem, we would like
to apply a fixed point argument to the integral equation (2.28). However, the exponential
growth of the solution operator on the unstable subspace prevents from doing this directly.
We overcome this obstruction by subtracting the correction term1
C(Φ,u) := P
(
u +
∫ ∞
0
e−sN
(
Φ(s)
)
ds
)
(2.29)
from the initial data. Consequently, we consider the fixed point problem
Φ(τ) = K(Φ,u)(τ) (2.30)
where
K(Φ,u)(τ) := S(τ)[u−C(Φ,u)] +
∫ τ
0
S(τ − s)N(Φ(s))ds. (2.31)
This modification stabilizes the evolution as the following result shows.
Theorem 2.4.7 There exist constants δ, C > 0 such that for every u ∈ H with ‖u‖ ≤ δ
C
,
there exists a unique Φ(u) ∈ Xδ that satisfies
Φ(u) = K(Φ(u),u).
In addition, Φ(u) is unique in the whole space X and the solution map u 7→ Φ(u) is
Lipschitz continuous.
Proof. The proof is based on a fixed point argument and the essential ingredient is the
Lipschitz estimate (2.26) for the nonlinearity. Although the proof coincides with the one
of Theorem 4.13 in [32], we sketch the main points for the sake of completeness. We pick
δ > 0 sufficiently small and fix u ∈ H with ‖u‖ ≤ δ
C
, where C > 0 is sufficiently large.
First, note that the continuity of the map
K(Φ,u) : [0,∞) −→ H, τ 7−→ K(Φ,u)(τ)
1All integrals here exist as Riemann integrals over continuous functions.
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follows immediately from the strong continuity of the semigroup (S(τ))τ>0. Next, to show
that K(·,u) maps Xδ to itself, we pick an arbitrary Φ ∈ Xδ and decompose the operator
according to
K(Φ,u)(τ) = PK(Φ,u)(τ) + (1−P)K(Φ,u)(τ).
The Lipschitz bound (2.26) implies
‖N (Φ(τ))‖ . δ2e−2τ
and together with the time evolution estimates for the semigroup on the unstable and
stable subspaces (see Proposition 2.4.5), we get
‖PK (Φ,u) (τ)‖ . δ2e−2τ , ‖(1−P) K (Φ,u) (τ)‖ . ( δ
C
+ δ2)e−τ .
Clearly, these estimates imply that K(Φ,u) ∈ Xδ for sufficiently small δ and sufficiently
large C > 0. Finally, we need to show the contraction property. To this end, we pick two
elements Φ, Φ˜ ∈ Xδ. As before, the Lipschitz estimate (2.26) together with Proposition
2.4.5 imply ∥∥∥P(K(Φ,u)(τ)−K(Φ˜,u)(τ))∥∥∥ . δe−τ ∥∥∥Φ− Φ˜∥∥∥
X
,∥∥∥(1−P)(K(Φ,u)(τ)−K(Φ˜,u)(τ))∥∥∥ . δe−τ ∥∥∥Φ− Φ˜∥∥∥
X
and by choosing δ sufficiently small we conclude∥∥∥K(Φ,u)−K(Φ˜,u)∥∥∥
X
≤ 1
2
∥∥∥Φ− Φ˜∥∥∥
X
.
Consequently, the claim follows by the contraction mapping principle. Uniqueness in the
whole space X and the Lipschitz continuity of the solution map are routine and we omit
the details.
Now we turn to the particular initial data we prescribe. To this end, we define the space
HR := Hmrad(Bd+2R )×Hm−1rad (Bd+2R ), m ≡ md =
d+ 3
2
for R > 0, endowed with the induced norm
‖w‖2HR = ‖(w1, w2)‖2HR = ‖w1‖Hmrad(Bd+2R ) + ‖w2‖Hm−1rad (Bd+2R ) .
Recall the definition of the initial data operator U(v, T ) from Eq. (2.12).
Lemma 2.4.8 Fix T0 > 0. Let δ > 0 be sufficiently small and v with | · |−1v ∈ HT0+δ.
Then, the map
U(v, ·) : [T0 − δ, T0 + δ] −→ H, T 7−→ U(v, T )
is continuous. Furthermore, for all T ∈ [T0 − δ, T0 + δ],∥∥| · |−1v∥∥HT0+δ ≤ δ =⇒ ∥∥U(v, T )∥∥ . δ.
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Proof. The statements are straightforward consequences of the very definition of U(v, T ),
the smoothness of f0(ρ)
ρ
, and the continuity of rescaling in Sobolev spaces. We omit the
details.
Finally, given T0 > 0 and v ∈ HT0+δ with ‖| · |−1v‖HT0+δ ≤ δM for δ > 0 sufficiently small
and M > 0 sufficiently large, we apply Lemma 2.4.8 to see that u := U(v, T ) satisfies the
assumptions of Theorem 2.4.7 for all T ∈ [T0− δ, T0 + δ]. Hence, for all T ∈ [T0− δ, T0 + δ],
the map K(·,U(v, T )) has a fixed point ΦT := Φ(U(v, T )) ∈ Xδ. In the last step we
now argue that for each v, there exists a particular Tv ∈ [T0 − δ, T0 + δ] that makes the
correction term vanish, i.e., C(ΦTv ,U(v, Tv)) = 0. Since C has values in rg P = 〈g〉, the
latter is equivalent to
∃Tv ∈ [T0 − δ, T0 + δ] :
〈
C (ΦTv ,U (v, Tv)) ,g
〉
H
= 0. (2.32)
The key observation now is that
∂T
(
1
ρ
f0(
T
T0
ρ)
T 2
T 20
f ′0(
T
T0
ρ)
)∣∣∣∣∣
T=T0
=
2
√
d− 2
T0
g(ρ)
and thus, we have the expansion〈
C (ΦT ,U(v, T )) ,g
〉
H
=
2
√
d− 2
T0
‖g‖2(T − T0) +O((T − T0)2) +O( δMT 0) +O(δ2T 0).
Consequently, a simple fixed point argument proves (3.61), see [32], Theorem 4.15 for full
details. In summary, we arrive at the following result.
Theorem 2.4.9 Fix T0 > 0. Then there exist δ,M > 0 such that for any v with
‖| · |−1v‖HT0+δ ≤
δ
M
there exists a T ∈ [T0 − δ, T0 + δ] and a function Φ ∈ Xδ which satisfies
Φ(τ) = S(τ)U(v, T ) +
∫ τ
0
S(τ − s)N(Φ(s))ds (2.33)
for all τ ≥ 0. Furthermore, Φ is unique in C([0,∞);H).
2.4.10 Proof of the main theorem
With the results of the previous section at hand, we can now prove the main theorem. Fix
T0 > 0 and suppose the radial initial data ψ[0] satisfy∥∥∥| · |−1(ψ[0]− ψT0 [0])∥∥∥
H
d+3
2 (Bd+2T0+δ)×H
d+1
2 (Bd+2T0+δ)
≤ δ
M
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with δ,M > 0 from Theorem 3.57. We set v := ψ[0] − ψT0 [0], cf. Section 2.3. Then we
have ∥∥| · |−1v∥∥HT0+δ = ∥∥∥| · |−1(ψ[0]− ψT0 [0])∥∥∥HT0+δ ≤ δM
and Theorem 3.57 yields the existence of T ∈ [T0 − δ, T0 + δ] such that Eq. (2.33) has a
unique solution Φ ∈ X that satisfies ‖Φ(τ)‖ ≤ δe−τ for all τ ≥ 0. By construction,
ψ(t, r) = ψT (t, r) +
r
T − tφ1
(
log
T
T − t ,
r
T − t
)
is a solution to the original wave maps problem (2.3). Furthermore,
∂tψ(t, r) = ∂tψ
T (t, r) +
r
(T − t)2φ2
(
log
T
T − t ,
r
T − t
)
.
Consequently,
(T − t)k− d2 ∥∥| · |−1 (ψ(t, ·)− ψT (t, ·))∥∥
H˙k(Bd+2T−t)
= (T − t)k− d2−1
∥∥∥∥φ1(log TT − t , | · |T − t
)∥∥∥∥
H˙k(Bd+2T−t)
=
∥∥∥∥φ1(log TT − t , ·
)∥∥∥∥
H˙k(Bd+2)
≤
∥∥∥∥Φ(log TT − t
)∥∥∥∥
≤ δ(T − t)
for all t ∈ [0, T ) and k = 0, 1, 2, . . . , d+3
2
. Analogously,
(T − t)`− d2+1 ∥∥| · |−1 (∂tψ(t, ·)− ∂tψT (t, ·))∥∥H˙`(Bd+2T−t)
= (T − t)`− d2−1
∥∥∥∥φ2(log TT − t , | · |T − t
)∥∥∥∥
H˙`(Bd+2T−t)
=
∥∥∥∥φ2(log TT − t , ·
)∥∥∥∥
H˙`(Bd+2)
≤
∥∥∥∥Φ(log TT − t
)∥∥∥∥
≤ δ(T − t)
for all ` = 0, 1, 2, . . . , d−1
2
.
2.5 Properties of the function Id
We first derive a consequence of results from [20] which then leads to the desired statement
that Id is not analytic at 1. Recall the supersymmetric problem Eq. (4.1) from [20],
(1− ρ2)u˜′′λ +
[
k + 1
ρ
− 2(λ+ 1)ρ
]
u˜′λ − λ(λ+ 1)u˜λ +
2k
ρ2
ρ2 − k − 2
ρ2 + k
u˜λ = 0, (2.34)
where d = k + 2.
64
Lemma 2.5.1 Let m ∈ N, m ≥ 2, and d = 2m+ 1. Then the function
Um(ρ) := (1− ρ2)m−1
∫ ρ
0
y2m+2
(1− y2)m g1(y)
2dy, g1(y) =
1
y2 + d− 2
is not analytic at ρ = 1.
Proof. In view of the supersymmetric factorization derived in [20] (or by a direct computa-
tion) it follows that u˜1 satisfies Eq. (2.34) for λ = 1 if and only if v˜1(ρ) = ρm(1−ρ2)−m2 u˜1(ρ)
satisfies
(∂ρ − w(ρ))[(1− ρ2)2(∂ρ + w(ρ))]v˜1(ρ) = 0, (2.35)
where w = v
′
1
v1
and
v1(ρ) = ρ
m+1(1− ρ2)1−m2 g1(ρ).
Observe that the function 1/v1 solves Eq. (2.35). Furthermore, the Wronskian of two
solutions of Eq. (2.35) is of the form c
(1−ρ2)2 for some constant c and thus, the reduction
formula yields another solution
v˜1(ρ) =
1
v1(ρ)
∫ ρ
0
v1(y)
2
(1− y2)2dy =
(1− ρ2)m2 −1
g1(ρ)ρm+1
∫ ρ
0
y2m+2
(1− y2)m g1(y)
2dy.
By construction,
u˜1(ρ) = ρ
−m(1− ρ2)m2 v˜1(ρ) = (1− ρ
2)m−1
g1(ρ)ρ2m+1
∫ ρ
0
y2m+2
(1− y2)m g1(y)
2dy =
Um(ρ)
g1(ρ)ρ2m+1
is a solution to Eq. (2.34). Clearly, u˜1 is analytic at ρ = 0. Suppose u˜1 were analytic at
ρ = 1 also. Then we would have found a nontrivial solution u˜1 ∈ C∞[0, 1] to Eq. (2.34)
with λ = 1. This, however, contradicts Theorem 4.1 in [20]. We conclude that u˜1 and
hence Um must be nonanalytic at ρ = 1.
Proposition 2.5.2 Let d ≥ 5 be odd. Then the function Id defined in Eq. (2.24) is not
analytic at ρ = 1.
Proof. Since uˆ1 = g1 and G(y) = 2yg′1(y) + 5g1(y), we have
Id(ρ) = uˆ2(ρ)
∫ ρ
0
yd+1
(1− y2) d−32
[
2yg1(y)g
′
1(y) + 5g1(y)
2
]
dy.
To simplify notation, we use the convention from above and write d = 2m + 1. Since the
order of the zero of uˆ2(ρ) at ρ = 1 is m− 1, it is enough to prove that
Jm(ρ) := (1− ρ2)m−1
∫ ρ
0
y2m+2
(1− y2)m−1
[
2yg1(y)g
′
1(y) + 5g1(y)
2
]
dy
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is nonanalytic at ρ = 1. An integration by parts yields
Jm(ρ) = (1− ρ2)m−1
∫ ρ
0
y2m−2
(1− y2)m−1
d
dy
(
y5g1(y)
2
)
dy
= ρ2m+3g1(ρ)
2 − 2(m− 1)(1− ρ2)m−1
∫ ρ
0
y2m+2
(1− y2)m g1(y)
2dy
and Lemma 2.5.1 completes the proof.
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Chapter 3
Stable blowup for the cubic wave
equation in higher dimensions
This chapter contains the result of the paper [17] and is a joint work of the author with
Donninger.
3.1 Abstract
We consider the wave equation with a focusing cubic nonlinearity in higher odd space
dimensions without symmetry restrictions on the data. We prove that there exists an open
set of initial data such that the corresponding solution exists in a backward light-cone and
approaches the ODE blowup profile.
3.2 Introduction
3.2.1 Cubic wave equation
In this paper we study the wave equation with a focusing cubic nonlinearity
2u(t, x) + u3(t, x) = 0, (3.1)
with (t, x) ∈ R1+d. Here, 2 stands for the Laplace-Beltrami operator on Minkowski space
with signature (−+ ++), i.e.,
2 := −∂2t + ∆x.
R.D. is supported by the Austrian Science Fund FWF, Project P 30076-N32. The authors would like
to thank Birgit Schörkhuber for fixing a mistake in an earlier version of this paper.
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Equation (3.1) has the conserved energy
E[u](t) :=
1
2
∫
Rd
|∂tu(t, x)|2 dx+ 1
2
∫
Rd
|∇xu(t, x)|2 dx− 1
4
∫
Rd
|u(t, x)|4 dx.
Obviously, equation (3.1) is invariant under time-translations. In addition, other symme-
tries of the equation that are relevant in our context are Lorentz boosts, namely, if u is a
solution to (3.1), so is
uT,α(t, x) := u ◦ ΛT (α)
(
t
x
)
, (3.2)
for T ∈ R and α = (α1, · · · , αd) ∈ Rd. Here, we define the Lorentz transformations in a
way that resembles circular rotations in d-dimensional space using hyperbolic functions,
that is
ΛT (α) := Λ
d
T (α
d) ◦ Λd−1T (αd−1) ◦ · · · ◦ Λ1T (α1)
where the boost in the j−direction is given by
ΛjT (α
j)

t
x1
...
xj
...
xd

:=

(t− T ) cosh(αj) + xj sinh(αj) + T
x1
...
(t− T ) sinh(αj) + xj cosh(αj)
...
xd

.
A Lorentz boost can be thought of as a hyperbolic rotation of spacetime coordinates of
the (1 + d)−dimensional Minkowski space. The parameter α ∈ Rd (called rapidity) is the
hyperbolic angle of rotation, analogous to the ordinary angle for circular rotations. Note
in particular that the spacetime event (T, 0) is a fixed point of the transformation ΛT (α)
and the light-cones emanating from (T, 0) are invariant under ΛT (α).
3.2.2 Blowup solutions
Equation (3.1) exhibits finite-time blowup from smooth, compactly supported initial data.
This fact is most easily seen by looking at spatially homogeneous blowup solutions. In other
words, we ignore the Laplacian in the space variable in the equation and the remaining
ordinary differential equation can be solved explicitly. This leads to the solution
u1(t, x) :=
√
2
1− t .
Using the symmetries of the equation we get a larger family of blowup solutions. Namely,
time translation symmetry yields
uT (t, x) :=
√
2
T − t (3.3)
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and Lorentz symmetry implies that
uT,α(t, x) =
√
2
A0(α)(T − t)− Aj(α)xj (3.4)
is also a solution, see (3.2). Here and in the following, we adopt the Einstein summation
convention, namely
ajb
j =
d∑
j=1
ajb
j
and 
A0(α) := cosh(α
d) · · · cosh(α3) cosh(α2) cosh(α1),
A1(α) := cosh(α
d) · · · cosh(α3) cosh(α2) sinh(α1),
A2(α) := cosh(α
d) · · · cosh(α3) sinh(α2),
...
Ad−1(α) := cosh(αd) sinh(αd−1),
Ad(α) := sinh(α
d).
Observe that A0(α) = O(1) whereas Aj(α) = O(α) for all sufficiently small α ∈ Rd.
3.2.3 The Cauchy problem
Our intention is to study the future development of small perturbations of uT0,α0 under
(3.1) for fixed T0 ∈ R and α0 ∈ Rd. Hence, we consider the Cauchy problem{
2u(t, x) + u3(t, x) = 0,
u[0] = (f, g),
(3.5)
where
(f, g) = uT0,α0 [0] + (f˜ , g˜). (3.6)
Here, we use the abbreviation u[t] = (u(t, ·), ∂tu(t, ·)) for convenience, uT0,α0 is defined in
(3.4) and (f˜ , g˜) are small in a suitable sense. Furthermore, we restrict the evolution to the
backward light-cone
CT := {(t, x) : 0 ≤ t < T, |x| ≤ T − t} =
⋃
t∈[0,T )
{t} × BdT−t.
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3.2.4 Related results
There is a lot of activity in the study of blowup for wave equations. The interest in (3.1)
stems from the fact that this equation contains many features common to a whole range of
blow-up problems arising in mathematical physics, as for example in nonlinear optics [8]
and general relativity [28].
By definition, u is a solution to (3.5) if and only if it satisfies the equation in the integral
form using Duhamel’s principle, namely
u(t, ·) = cos (t |∇|) f + sin (t |∇|)|∇| g +
∫ t
0
sin ((t− s) |∇|)
|∇| u
3(s, ·)ds,
for initial data
(f, g) ∈ Hs(Rd)×Hs−1(Rd).
Using this formula, one can show that (3.5) is locally well-posed for initial data in H˙s(Rd)×
H˙s−1(Rd) for s > d
2
, see [85]. On the one hand, equation (3.1) is invariant under the scaling
transformation
uλ(t, x) :=
1
λ
u
(
t
λ
,
x
λ
)
, λ > 0 (3.7)
and
‖uλ(t, ·)‖H˙s(Rd) = λ
d
2
−1−s
∥∥∥∥u( tλ, ·
)∥∥∥∥
H˙s(Rd)
.
This scaling property is closely related to the existence of a suitable local theory for the
problem and distinguishes the space H˙s3(Rd) × H˙s3−1(Rd), s3 := d2 − 1 as the critical
Sobolev space, the unique L2-based homogeneous Sobolev space preserved by the scaling
(3.7). Indeed, Strichartz theory shows that (3.5) is locally well-posed for initial data in the
critical Sobolev space H˙s3(Rd)× H˙s3−1(Rd), [78], [55]. On the other hand, equation (3.1)
has the conserved energy
E[u](t) :=
1
2
∫
Rd
|∂tu(t, x)|2 dx+ 1
2
∫
Rd
|∇xu(t, x)|2 dx− 1
4
∫
Rd
|u(t, x)|4 dx
which distinguishes the space H˙1(Rd) × L2(Rd) as the energy space, that is, the space of
initial data for which the energy is known to be finite. For d ≥ 5, the critical regularity
s3 =
d
2
− 1 is larger than the energy-critical regularity s = 1 and equation (3.1) is energy-
supercritical.
The one-dimensional case has been completely understood, see [59], [60], [61], [62] where
Merle and Zaag exhibited a universal one-parameter family of functions which yields the
blowup profile in self-similar variables for general initial data. In higher dimensions, the
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situation is less clear. In three space dimensions, Bizoń together with Breitenlohner, Mai-
son and Wasserman in [12], [4] showed that equation (3.1) admits infinitely many radial
self-similar blowup solutions of the form
1
T − tfn
( |x|
T − t
)
.
Here, the ground-state solution (3.3) corresponds to f0 =
√
2. Levine [54] used energy
methods and a convexity argument to show that initial data with negative energy and finite
L2−norm lead to blowup in finite time, see also [45] for generalizations to the Klein-Gordon
equation. We also mention the works of Alinhac [2] and Caffarelli and Friedman [15], [14]
where more blowup results can be found. The stability of the ground-state has been studied
extensively by Schörkhuber and the second author in three space dimensions (in [29], [30]
for radial initial data and in [31] without symmetry restrictions) and later in [33] for all
space dimensions and for radial initial data. Some numerical results are available in a
series of papers by Bizoń, Chmaj, Tabor and Zenginoğlu, see [6], [11], [13]. Furthermore,
in the superconformal and Sobolev subcritical range, an upper bound on the blowup rate
was proved by Killip, Stoval and Vişan in [45], then refined by Hamza and Zaag in [41]. In
a series of papers [58], [64], [63], [57], [56], Merle and Zaag obtained sharp upper and lower
bounds on the blowup rate of the H1−norm of the solution inside cones that terminate at
the singularity, see also the work of Alexakis and Shao [1]. We also mention the recent work
by Dodson-Lawrie [25] on large-data scattering for the cubic equation in five dimensions.
3.3 The main result
By finite speed of propagation one can use uT,α to construct smooth, compactly supported
initial data which lead to a solution that blows up as t −→ T . In the present work, we
study the asymptotic nonlinear stability of uT,α. As a matter of fact, we prove that all
initial data from an open, sufficiently small region centered at uT,α lead to the same type
of blowup described by the ODE blowup profile. First, we need a definition for our notion
of the blowup time.
Definition 3.3.1 Given initial data (f, g), we define
T(f,g) := sup
{
T > 0
∣∣∣ ∃ solution u:CT−→R to (3.5) in the sense ofDefinition 3.9.1 with initial data u[0]=(f,g)|Bd
T
}
∪ {0}.
In the case where T(f,g) <∞, we call T = T(f,g) the blowup time at the origin.
The main result of this work is the following.
Theorem 3.3.2 Fix d ∈ {5, 7, 9, 11, 13}, T0 > 0 and α0 ∈ Rd. There exist constants
M, δ > 0 such that the following holds. Suppose that the initial data
(f, g) ∈ H d+12 (BdT0+δ)×H
d−1
2 (BdT0+δ)
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satisfy ∥∥∥(f, g)− uT0,α0 [0]∥∥∥
H
d+1
2 (BdT0+δ)×H
d−1
2 (BdT0+δ)
≤ δ
M
.
Then, T = Tu[0] ∈ [T0 − δ, T0 + δ] and there exists an α ∈ Bd3Mδ(α0) such that the solution
u : CT −→ R to (3.5) satisfies the estimates
(T − t)k− d2+1
∥∥∥u(t, ·)− uT,α(t, ·)∥∥∥
H˙k(BdT−t)
≤ δ(T − t) 12 ,
(T − t)`− d2+2
∥∥∥∂tu(t, ·)− ∂tuT,α(t, ·)∥∥∥
H˙`(BdT−t)
≤ δ(T − t) 12 ,
for all k = 0, 1, · · · , d+1
2
and ` = 0, 1, · · · , d−1
2
.
Remark 3.3.3 Theorem 3.3.2 shows that the future development of small perturbations of
the blowup solution uT0,α0 defined in (3.4) converge back to uT0,α0 up to symmetries of the
equation.
Remark 3.3.4 Note that the normalizing factors on the left-hand sides appear naturally
and reflect the behavior of the solution uT,α in the respective homogeneous Sobolev norms.
Namely, for
ψα(ξ) :=
√
2
A0(α)− Aj(α)ξj (3.8)
we have
(T − t)k− d2+1 ‖uT,α(t, ·)‖H˙k(BdT−t) = (T − t) ‖uT,α(t, (T − t)·)‖H˙k(Bd1) ' ‖ψα‖H˙k(Bd1) ,
(T − t)l− d2+2 ‖∂tuT,α(t, ·)‖H˙`(BdT−t) = (T − t)
2 ‖∂tuT,α(t, (T − t)·)‖H˙`(Bd1) ' ‖∇ψα‖H˙`(Bd1) ,
for all k, ` ∈ N0 and α 6= 0.
Remark 3.3.5 We strongly believe that the result holds true in all odd dimensions d and
the restriction on d is not essential and for technical reasons only. Similarly, the restriction
to the cubic power is for the sake of simplicity only. Similar results are true for any focusing
power and can be proved by straightforward adaptations of our method.
Remark 3.3.6 The corresponding result in d = 3 was proved in [31] and relied on a
delicate identity that only holds in 3 dimensions. In this paper we show that our method is
robust enough to extend to all odd dimensions.
3.4 Formulation as a first-order system in time
Without loss of generality we assume that T0 = 1 and α0 = 0.
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3.4.1 First-order system
To start our analysis, we write the Cauchy problem (3.5) as a first-order system in time.
First, we change coordinates and map the backward light-cone
CT = {(t, x) : 0 ≤ t < T, |x| ≤ T − t} =
⋃
t∈[0,T )
{t} × BdT−t
diffeomorphically into the cylinder
C := {(τ, ξ) : 0 ≤ τ < +∞, |ξ| ≤ 1} = [0,∞)× Bd.
Specifically, we introduce the similarity coordinates
(t, x) 7−→ µ(t, x) := (τ(t, x), ξ(t, x)) :=
(
log
(
T
T − t
)
,
x
T − t
)
and derivatives translate according to
∂t =
eτ
T
(
∂τ + ξ
j∂ξj
)
,
∂2t =
e2τ
T 2
(
∂2τ + ∂τ + 2ξ
j∂ξj∂τ + ξ
jξk∂ξi∂ξk + 2ξ
j∂ξj
)
,
∂xj =
eτ
T
∂ξj ,
∂xj∂xj =
e2τ
T 2
∂ξj∂ξj .
Notice in particular that the blowup time T is mapped to ∞. Now, equation (3.1) can be
written equivalently as
e2T
T 2
(
− ∂2τ − ∂τ − 2ξj∂ξj∂τ +
(
δjk − ξjξk) ∂ξj∂ξk − 2ξj∂ξj)U(τ, ξ) = −U3(τ, ξ),
for U := u ◦ µ−1. Next, we remove the τ−dependent weight on the left hand side by
rescaling,
ψ(τ, ξ) := Te−τU(τ, ξ),
which implies(
∂2τ + 3∂τ + 2ξ
j∂ξj∂τ − (δjk − ξjξk)∂ξj∂ξk + 4ξj∂ξj + 2
)
ψ(τ, ξ) = ψ3(τ, ξ).
Finally, we set
(Ψ(τ)) (ξ) :=
(
ψ1(τ, ξ)
ψ2(τ, ξ)
)
:=
(
ψ(τ, ξ)
∂τψ(τ, ξ) + ξ
j∂ξjψ(τ, ξ) + ψ(τ, ξ)
)
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which yields
∂τΨ(τ) = L˜ (Ψ(τ)) + N (Ψ(τ)) (3.9)
where
L˜ (u) (ξ) :=
( −ξ · ∇u1(ξ)− u1(ξ) + u2(ξ)
∆R
d
u1(ξ)− ξ · ∇u2(ξ)− 2u2(ξ)
)
,
N (u) (ξ) :=
(
0
u31(ξ)
)
.
3.4.2 Static blowup solution
Now, starting from (3.4), we switch to similarity coordinates and rescale the function
appropriately as before to find a d−parameter family Ψα of static blowup solutions to
(3.9), i.e.,
Ψα(ξ) :=
(
ψα(ξ)
ξj∂jψα(ξ) + ψα(ξ),
)
(3.10)
where ψα is defined in (3.8). We emphasize that there is no trace of the blowup time T in
the definition of ψα.
3.5 The linear free evolution in the backward light-cone
In this section, we focus on the evolution of the free linear equation and obtain a useful
decay estimate for the solution operator. To this end, we need to find a norm
‖·‖ : H −→ R
on the function space
H := H d+12 (Bd)×H d−12 (Bd)
which yields the sharp decay for the free evolution. Specifically, we define
D(L˜) := C d+32 (Bd)× C d+12 (Bd)
and work towards proving the following result.
Proposition 3.5.1 The free operator L˜ : D(L˜) ⊆ H −→ H is densely defined, closable
and its closure L : D(L) ⊆ H −→ H generates a strongly continuous one-parameter
semigroup of bounded operators S : [0,∞) −→ B (H) which satisfies the decay estimate
‖S (τ) ‖ ≤Me−τ
for all τ ≥ 0 and for some constant M ≥ 1.
To proceed, we fix d = 5 and construct a suitable inner product on H = H3 (B5)×H2 (B5).
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3.5.1 Inner Product
We define
H˜ = C3(B5)× C2(B5)
and consider the sesquilinear forms(
u
∣∣v)
1
:=
∫
B5
∂i∂j∂ku1(ξ)∂i∂j∂kv1(ξ)dξ +
∫
B5
∂i∂ju2(ξ)∂i∂jv2(ξ)dξ +
∫
S4
∂i∂ju1(ω)∂i∂jv1(ω)dσ(ω),(
u
∣∣v)
2
:=
∫
B5
∂i∂
k∂ku1(ξ)∂i∂j∂jv1(ξ)dξ +
∫
B5
∂i∂ju2(ξ)∂i∂jv2(ξ)dξ +
∫
S4
∂ju2(ω)∂jv2(ω)dσ(ω),(
u
∣∣v)
3
:= 5
(
u
∣∣v)
1
+
(
u
∣∣v)
2
+
∫
S4
u2(ω)v2(ω)dσ(ω),(
u
∣∣v)
4
:=
(
u
∣∣v)
1
+
(
u
∣∣v)
2
+
∫
S4
∂iu1(ω)∂iv1(ω)dσ(ω),
for all u,v ∈ H˜. All these sesquilinear forms are derived from a higher energy of the free
wave equation but neither of them defines an inner product on H. To fix this, we also
define (
u
∣∣v)
5
:=
(∫
S4
ζ (ω,u(ω)) dσ(ω)
)(∫
S4
ζ (ω,v(ω))dσ(ω)
)
where
ζ (ω,w(ω)) := D5w1(ω) + D˜5w2(ω)
and
D5w1(ω) := ω
iωj∂i∂jw1(ω) + 5ω
i∂iw1(ω) + 3w1(ω),
D˜5w2(ω) := ω
j∂jw2(ω) + 3w2(ω).
Finally, let
(·∣∣·) : H˜ × H˜ −→ R, (u∣∣v) := 5∑
i=1
(
u
∣∣v)
i
(3.11)
and
‖ · ‖ : H˜ −→ R, ‖ · ‖ :=
√(·∣∣·). (3.12)
Now, we will show that the norm (3.12) induced by the inner product (3.11) defines indeed
a norm equivalent to ‖·‖H3(B5)×H2(B5). However, we first need the following technical result.
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Lemma 3.5.2 For all (u1, u2) ∈ H˜, we have
‖u1‖H3(B5) ' ‖∂3u1‖L2(B5) + ‖∂2u1‖L2(S4) + ‖∂u1‖L2(S4) + ‖u1‖L2(S4),
‖u2‖H2(B5) ' ‖∂2u2‖L2(B5) + ‖∂u2‖L2(S4) + ‖u2‖L2(S4).
Proof. The process is the same for both estimates and so we illustrate it on the second
estimate only. Note that, for a generic function f ∈ L2(B5), we have
‖f‖2L2(B5) =
∫ 1
0
∫
S4
r4|f(rω)|2dσ(ω)dr.
By density, it suffices to consider u2 ∈ C∞(B5). Now, the fundamental theorem of calculus,
Jensen’s inequality and integration by parts yield
r4|u2(rω)|2 =
∣∣∣∣∫ r
0
∂s
(
s2u2(sω)
)
ds
∣∣∣∣2 ≤ (∫ r
0
∣∣∂s (s2u2(sω))∣∣ ds)2
≤ r
∫ r
0
∣∣∂s (s2u2(sω))∣∣2 ds ≤ ∫ 1
0
∣∣∂s (s2u2(sω))∣∣2 ds
=
∫ 1
0
∣∣2su2(sω) + s2∂su2(sω)∣∣2 ds
=
∫ 1
0
(
4s2|u2(sω)|2 + s4 |∂su2(sω)|2 + 2s3
(
u2(sω)∂su2(sω) + u2(sω)∂su2(sω)
))
ds
=
∫ 1
0
(
4s2|u2(sω)|2 + s4|∂su2(sω)|2 + 2s3∂s|u2(sω)|2
)
ds
= 2|u2(ω)|2 +
∫ 1
0
(
− 2s2|u2(sω)|2 + s4|∂su2(sω)|2
)
ds
≤ 2|u2(ω)|2 +
∫ 1
0
s4|∂su2(sω)|2ds
= 2|u2(ω)|2 +
∫ 1
0
s4|ωj∂ju2(sω)|2ds
≤ 2|u2(ω)|2 +
∫ 1
0
s4|∂u2(sω)|2ds.
Integrating this inequality with respect to r ∈ [0, 1] and ω ∈ S4 yields the estimate
‖u2‖L2(B5) . ‖∂u2‖L2(B5) + ‖u2‖L2(S4) .
Replacing u2 by ∂iu2, we find
r4|∂iu2(rω)|2 ≤ 2|∂iu2(ω)|2 +
∫ 1
0
s4|∂∂iu2(sω)|2ds,
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for all i ∈ {1, 2, 3, 4, 5}, and hence
‖∂u2‖L2(B5) .
∥∥∂2u2∥∥L2(B5) + ‖∂u2‖L2(S4) .
In summary, we get
‖u2‖H2(B5) .
∥∥∂2u2∥∥L2(B5) + ‖∂u2‖L2(S4) + ‖u2‖L2(S4) .
This concludes the proof since the reverse inequality is a direct consequence of the trace
inequality (see Theorem 1, page 258, [37]).
Lemma 3.5.3 The sesquilinear form
(·∣∣·) in (3.11) defines an inner product on H˜. Fur-
thermore, the completion of H˜ is a Hilbert space which is equivalent to H.
Proof. From (3.11) and (3.12), we get
‖u‖2 '
∫
B5
∂i∂j∂ku1(ξ)∂i∂j∂ku1(ξ)dξ +
∫
B5
∂i∂ju2(ξ)∂i∂ju2(ξ)dξ
+
∫
S4
∂i∂ju1(ω)∂i∂ju1(ω)dσ(ω) +
∫
S4
∂iu1(ω)∂iu1(ω)dσ(ω)
+
∫
B5
∂i∂j∂
ju1(ξ)∂i∂k∂ku1(ξ)dξ +
∫
S4
∂ju2(ω)∂ju2(ω)dσ(ω)
+
∫
S4
∣∣u2(ω)∣∣2 dσ(ω) + ∣∣∣∣∫
S4
ζ (ω,u(ω)) dσ(ω)
∣∣∣∣2 ,
for all u ∈ H˜. We need to show that ‖u‖ ' ‖u‖H3(B5)×H2(B5), for all u ∈ H˜. First, note
that it suffices to prove ‖u‖H3(B5)×H2(B5) . ‖u‖ since the reverse inequality is a direct
consequence of the trace theorem (see Theorem 1, page 258, [37]) and the embedding
L2 (S4) ↪−→ L1 (S4). From Lemma 3.5.2, we get
‖u‖H3(B5)×H2(B5) . ‖u‖+ ‖u1‖L2(S4)
and the Poincare inequality on the 4−sphere (see Theorem 2.10, page 40, [42]),∥∥∥∥u1 − 2pi2
∫
S4
u1(ω)dσ(ω)
∥∥∥∥
L2(S4)
. ‖∇u1‖L2(S4),
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together with the embedding L2 (S4) ↪−→ L1 (S4) yield
‖u1‖L2(S4) . ‖∇u1‖L2(S4) +
∣∣∣∣∫
S4
u1(ω)dσ(ω)
∣∣∣∣
≤ ‖u‖+
∣∣∣∣∫
S4
u1(ω)dσ(ω)
∣∣∣∣
. ‖u‖+
∣∣∣∣∫
S4
ζ (ω,u(ω)) dσ(ω)
∣∣∣∣+ ∣∣∣∣∫
S4
ωiωj∂i∂ju1(ω)dσ(ω)
∣∣∣∣
+
∣∣∣∣∫
S4
ωj∂ju1(ω)dσ(ω)
∣∣∣∣+ ∣∣∣∣∫
S4
ωj∂ju2(ω)dσ(ω)
∣∣∣∣+ ∣∣∣∣∫
S4
u2(ω)dσ(ω)
∣∣∣∣
. ‖u‖+
(∫
S4
∣∣∂2u1(ω)∣∣2dσ(ω)) 12 + (∫
S4
∣∣∂u1(ω)∣∣2dσ(ω)) 12
+
(∫
S4
∣∣∂u2(ω)∣∣2dσ(ω)) 12 + (∫
S4
∣∣u2(ω)∣∣2 dσ(ω)) 12
. ‖u‖,
which concludes the proof.
3.5.2 Free evolution and decay in time
Now, we focus on the proof of Proposition 3.5.1 and show that a semigroup (solution
operator) is generated and decays in time with a sharp decay estimate. We specify the
domain of L˜,
D(L˜) := C4(B5)× C3(B5). (3.13)
To prove Proposition 3.5.1, we intend to apply the Lumer-Phillips theorem (see Theorem
3.15, page 83, [36]). The following two Lemmas constitute the key property of the sesquilin-
ear forms defined above and verify the first part of the hypothesis of the Lumer-Phillips
theorem. First, we define
‖ · ‖j : H˜ −→ R, ‖ · ‖j :=
√(·∣∣·)
j
,
for all j ∈ {1, 2, 3, 4, 5}, where the sesquilinear forms (·∣∣·)
j
are defined in section 3.5.1.
Lemma 3.5.4 For all u ∈ D(L˜) and i ∈ {1, 2, 3, 4}, we have
Re
(
L˜u
∣∣u)
i
≤ −3
2
‖u‖2i .
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Proof. To begin with, fix an arbitrary u ∈ C4(B5) × C3(B5). On the one hand, the
divergence theorem implies
Re
∫
B5
∂i∂j∂k
(
L˜u
)
1
(ξ)∂i∂j∂ku1(ξ)dξ = −3
2
∫
B5
∂i∂j∂ku1(ξ)∂i∂j∂ku1(ξ)dξ
− 1
2
∫
S4
∂i∂j∂ku1(ω)∂i∂j∂ku1(ω)dσ(ω)
+ Re
∫
B5
∂i∂j∂ku1(ξ)∂i∂j∂ku2(ξ)dξ,
Re
∫
B5
∂i∂j
(
L˜u
)
2
(ξ)∂i∂ju2(ξ)dξ = −3
2
∫
B5
∂i∂ju2(ξ)∂i∂ju2(ξ)dξ
− Re
∫
B5
∂i∂j∂ku1(ξ)∂i∂j∂ku2(ξ)dξ
+ Re
∫
S4
ωk∂k∂i∂ju1(ω)∂i∂ju2(ω)dσ(ω)
− 1
2
∫
S4
∂i∂ju2(ω)∂i∂ju2(ω)dσ(ω)
and, on the other hand, we have
Re
∫
S4
∂i∂j
(
L˜u
)
1
(ω)∂i∂ju1(ω)dσ(ω) = −3
∫
S4
∂i∂ju1(ω)∂i∂ju1(ω)dσ(ω)
− Re
∫
S4
ωk∂k∂i∂ju1(ω)∂i∂ju1(ω)dσ(ω)
+ Re
∫
S4
∂i∂ju1(ω)∂i∂ju2(ω)dσ(ω).
Hence, we obtain
Re
(
L˜u
∣∣u)
1
+
3
2
‖u‖21 = −
∫
S4
∂i∂ju1(ω)∂i∂ju1(ω)dσ(ω) +
∫
S4
A(ω)dσ(ω),
where
A(ω) := −1
2
∂i∂j∂ku1(ω)∂i∂j∂ku1(ω)− 1
2
∂i∂ju2(ω)∂i∂ju2(ω)− 1
2
∂i∂ju1(ω)∂i∂ju1(ω)
+ Re
(
ωk∂k∂i∂ju1(ω)∂i∂ju2(ω)
)
+ Re
(
∂i∂ju1(ω)∂i∂ju2(ω)
)
− Re
(
ωk∂k∂i∂ju1(ω)∂i∂ju1(ω)
)
.
Now, we use the inequality
Re(ab) + Re (ac)− Re (bc) ≤ 1
2
|a|2 + 1
2
|b|2 + 1
2
|c|2, (3.14)
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which holds for all a, b, c ∈ C, together with Cauchy-Schwarz inequality∣∣∣∣∣∑
k
ωk∂k∂i∂ju1(ω)
∣∣∣∣∣
2
≤
∑
k
(
ωk
)2∑
k
|∂k∂i∂ju1(ω)|2 =
∑
k
|∂k∂i∂ju1(ω)|2
to obtain A(ω) ≤ 0 for all ω ∈ S4 and the desired estimate for (L˜u∣∣u)
1
follows. For the
second estimate, the divergence theorem yields
Re
∫
B5
∂i∂
k∂k
(
L˜u
)
1
(ξ)∂i∂j∂ju1(ξ)dξ = −3
2
∫
B5
∂i∂
j∂ju1(ξ)∂i∂k∂ku1(ξ)dξ
− 1
2
∫
S4
∂i∂
j∂ju1(ω)∂i∂k∂ku1(ω)dσ(ω)
+ Re
∫
B5
∂i∂j∂ju1(ξ)∂i∂k∂ku2(ξ)dξ,
Re
∫
B5
∂i∂j
(
L˜u
)
2
(ξ)∂i∂ju2(ξ)dξ = −3
2
∫
B5
∂i∂ju2(ξ)∂i∂ju2(ξ)dξ
− 1
2
∫
S4
∂i∂ju2(ω)∂i∂ju2(ω)dσ(ω)
− Re
∫
B5
∂i∂k∂ku1(ξ)∂i∂j∂ju2(ξ)dξ
+ Re
∫
S4
ωj∂i∂ju2(ω)∂i∂k∂ku1(ω)dσ(ω),
and, in addition, we have
Re
∫
S4
∂j
(
L˜u
)
2
(ω)∂ju2(ω)dσ(ω) = −3
∫
S4
∂iu2(ω)∂iu2(ω)dσ(ω)
− Re
∫
S4
ωk∂k∂ju2(ω)∂ju2(ω)dσ(ω)
+ Re
∫
S4
∂i∂i∂ju1(ω)∂ju2(ω)dσ(ω).
Therefore, we get
Re
(
L˜u
∣∣u)
2
+
3
2
‖u‖22 = −
∫
S4
∂iu2(ω)∂iu2(ω)dσ(ω) +
∫
S4
B(ω)dσ(ω),
where
B(ω) := −1
2
∂i∂
j∂ju1(ω)∂i∂k∂ku1(ω)− 1
2
∂i∂ju2(ω)∂i∂ju2(ω)− 1
2
∂iu2(ω)∂iu2(ω)
+ Re
(
ωj∂j∂iu2(ω)∂i∂k∂ku1(ω)
)
+ Re
(
∂ju2(ω)∂i∂i∂ju1(ω)
)
− Re
(
ωk∂k∂ju2(ω)∂ju2(ω)
)
.
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As before, we use (3.14) together with Cauchy-Schwarz inequality∣∣∣∣∣∑
k
ωk∂k∂iu2(ω)
∣∣∣∣∣
2
≤
∑
k
(
ωk
)2∑
k
|∂k∂iu2(ω)|2 =
∑
k
|∂k∂iu2(ω)|2
to get B(ω) ≤ 0 for all ω ∈ S4 and the claim for (L˜u∣∣u)
2
follows. For the third estimate,
we use the previous estimates together with Cauchy-Schwarz inequalities∣∣∣∣∣∑
i
∂i∂
iu1(ω)
∣∣∣∣∣
2
≤
∑
i
12
∑
i
∣∣∂i∂iu1(ω)∣∣2 ≤ 5∑
i,j
|∂i∂ju1(ω)|2 ,∣∣∣∣∣∑
k
ωk∂ku2(ω)
∣∣∣∣∣
2
≤
∑
k
(
ωk
)2∑
k
|∂ku2(ω)|2 =
∑
k
|∂ku2(ω)|2 ,
and Young’s inequality to obtain
Re
(
L˜u
∣∣u)
3
+
3
2
‖u‖23 = 5
(
Re
(
L˜u
∣∣u)
1
+
3
2
‖u‖21
)
+ Re
(
L˜u
∣∣u)
2
+
3
2
‖u‖22+
+ Re
∫
S4
((
L˜u(ω)
)
2
u2(ω) +
3
2
∣∣u2(ω)∣∣2) dσ(ω)
≤ −5
∫
S4
∂i∂ju1(ω)∂i∂ju1(ω)dσ(ω)−
∫
S4
∂iu2(ω)∂iu2(ω)dσ(ω)
+ Re
∫
S4
(
∂i∂iu1(ω)u2(ω)− ωk∂ku2(ω)u2(ω)− 1
2
∣∣u2(ω)∣∣2) dσ(ω)
≤ −
∫
S4
∂i∂
iu1(ω)∂j∂ju1(ω)dσ(ω)−
∫
S4
∂iu2(ω)∂iu2(ω)dσ(ω)
+ Re
∫
S4
(
∂i∂iu1(ω)u2(ω)− ωk∂ku2(ω)u2(ω)− 1
2
∣∣u2(ω)∣∣2) dσ(ω)
= −1
2
∫
S4
∂i∂
iu1(ω)∂j∂ju1(ω)dσ(ω)− 1
2
∫
S4
∂iu2(ω)∂iu2(ω)dσ(ω)
− Re
∫
S4
∂i∂iu1(ω)ωk∂ku2(ω)dσ(ω) +
∫
S4
C(ω)dσ(ω)
≤
∫
S4
C(ω)dσ(ω)
where
C(ω) := −1
2
∂i∂
iu1(ω)∂j∂ju1(ω)− 1
2
∂iu2(ω)∂iu2(ω)− 1
2
∣∣u2(ω)∣∣2
+ Re
(
u2(ω)∂i∂iu1(ω)
)
+ Re
(
∂i∂iu1(ω)ωk∂ku2(ω)
)
− Re
(
ωk∂ku2(ω)u2(ω)
)
.
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Inequality (3.14) implies C(ω) ≤ 0 for all ω ∈ S4 and the claim for (L˜u∣∣u)
3
follows. Finally,
for the last estimate, we use the previous estimates together Cauchy-Schwarz inequality∣∣∣∣∣∑
k
ωk∂k∂iu1(ω)
∣∣∣∣∣
2
≤
∑
k
(
ωk
)2∑
k
|∂k∂iu1(ω)|2 =
∑
k
|∂k∂iu1(ω)|2
and Young’s inequality once more to obtain
Re
(
L˜u
∣∣u)
4
+
3
2
‖u‖24 = Re
(
L˜u
∣∣u)
1
+
3
2
‖u‖21 + Re
(
L˜u
∣∣u)
2
+
3
2
‖u‖22+
+ Re
∫
S4
(
∂i
(
L˜u
)
1
(ω)∂iu1(ω) +
3
2
∂iu1(ω)∂iu1(ω)
)
dσ(ω)
≤ −
∫
S4
∂i∂ju1(ω)∂i∂ju1(ω)dσ(ω)−
∫
S4
∂iu2(ω)∂iu2(ω)dσ(ω)
+ Re
∫
S4
(
∂iu2(ω)∂iu1(ω)− ωk∂k∂iu1(ω)∂iu1(ω)− 1
2
∂iu1(ω)∂iu1(ω)
)
dσ(ω)
= −1
2
∫
S4
∂i∂ju1(ω)∂i∂ju1(ω)dσ(ω)− 1
2
∫
S4
∂iu2(ω)∂iu2(ω)dσ(ω)
− Re
∫
S4
∂iu2(ω)ωk∂k∂iu1(ω)dσ(ω) +
∫
S4
D(ω)dσ(ω)
≤
∫
S4
D(ω)dσ(ω),
where
D(ω) := −1
2
∂iu2(ω)∂iu2(ω)− 1
2
∂iu1(ω)∂iu1(ω)− 1
2
∂i∂ju1(ω)∂i∂ju1(ω)
+ Re
(
∂iu2(ω)∂iu1(ω)
)
+ Re
(
∂iu2(ω)ωk∂k∂iu1(ω)
)
− Re
(
ωk∂k∂iu1(ω)∂iu1(ω)
)
.
As before, (3.14) implies D(ω) ≤ 0 for all ω ∈ S4 and the claim for (L˜u∣∣u)
4
follows.
Lemma 3.5.5 For all u ∈ D(L˜), we have
Re
(
L˜u
∣∣u)
5
= −‖u‖25.
Proof. Fix u ∈ C4(B5)× C3(B5). A long but straight-forward calculation yields
ζ
(
ω, L˜u(ω)
)
= −ζ (ω,u(ω)) + ∆S4ω
(
u1(ω) + ω
j∂ju1(ω)
)
, (3.15)
where ∆S4ω stands for the Laplace-Beltrami operator on the 4−sphere, namely
∆S
4
ω =
(
δjk − ωjωk) ∂ωj∂ωk − 4ωj∂ωj .
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Now, Stoke’s theorem yields ∫
S4
∆S
4
ω
(
u1(ω) + ω
j∂ju1(ω)
)
= 0
which implies the initial claim.
Summarizing the results of the two previous Lemmas, we get
Corollary 3.5.6 For all u ∈ D(L˜), we have
Re
(
L˜u
∣∣u) ≤ −‖u‖2.
Next, we prove that the range of λ − L˜ is dense in H for some λ > −1 which verifies the
second and last hypothesis of the Lumer-Phillips theorem. However, we will first need a
technical result.
Lemma 3.5.7 For any F ∈ H2(B5) and  > 0, there exists v ∈ C4(B5) such that the
function defined by
h(ξ) := − (δij − ξiξj) ∂i∂jv(ξ) + 7ξj∂jv(ξ) + 35
4
v(ξ)
satisfies h ∈ C2(B5) and ‖h− F‖H2(B5) < .
Proof. To begin with, we pick an arbitrary F ∈ H2(B5) and  > 0. Since C∞(B5) is dense
in H2(B5), we pick a function h˜ ∈ C∞(B5) such that ‖F − h˜‖H2(B5) < 2 . We consider the
equation
−(δij − ξiξj)∂i∂jv(ξ) + 7ξj∂jv(ξ) + 35
4
v(ξ) = h˜(ξ). (3.16)
To solve (3.16), we switch to spherical coordinates ξ = ρω, where ρ = |ξ| and ω = ξ|ξ| .
Then,
∂jρ(ξ) = ωj(ξ), ∂jω
k(ξ) =
δkj − ωj(ξ)ωk(ξ)
ρ(ξ)
and derivatives transform according to
ξj∂ju(ξ) = ρ∂ρu(ρω),
ξiξj∂i∂ju(ξ) = ρ
2∂2ρu(ρω),
∂j∂ju(ξ) =
(
∂2ρ +
4
ρ
∂ρ +
1
ρ2
∆S
4
ω
)
u(ρω).
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Hence, (3.16) can be written equivalently as(
− (1− ρ2) ∂2ρ + (−4ρ + 7ρ
)
∂ρ +
35
4
− 1
ρ2
∆S
4
ω
)
v(ρω) = h˜(ρω). (3.17)
The Laplace-Beltrami operator ∆S4 is self-adjoint on L2 (S4) and its spectrum coincides
with the point spectrum
σ
(−∆S4) = σp(−∆S4) = {l(l + 3) : l ∈ N0}.
For each l ∈ N0, the eigenspace to the eigenvalue l(l+ 3) is finite dimensional and spanned
by the spherical harmonics {Yl,m : m ∈ Ωl} which are obtained by restricting harmonic
homogeneous polynomials in R5 to S4. Here, Ωl ⊆ Z stands for the set of admissible indices
m. Since h˜ ∈ C∞(B5), we can expand
h˜ (ρω) =
∞∑
l=0
∑
m∈Ωl
h˜l,m(ρ)Yl,m(ω)
and we define h˜N ∈ C∞(B5) by
h˜N (ρω) =
N∑
l=0
∑
m∈Ωl
h˜l,m(ρ)Yl,m(ω),
for all N ∈ N. It is well known that∥∥h˜− h˜N∥∥H2(B5) −→ 0, as N −→∞
and therefore we can pickN ∈ N large enough so that ∥∥h˜−h˜N∥∥H2(B5) < 2 . Then, (3.17) and
the linear independence of Yl,m yield the decoupled system of elliptic ordinary differential
equations(
− (1− ρ2) d2
dρ2
+
(
−4
ρ
+ 7ρ
)
d
dρ
+
35
4
+
l(l + 3)
ρ2
)
vl,m(ρ) = h˜l,m(ρ). (3.18)
Setting ul,m(ρ) = ρvl,m(ρ), (3.18) yields an equation for ul,m, that is(
− (1− ρ2) d2
dρ2
+
(
−2
ρ
+ 5ρ
)
d
dρ
+
15
4
+
(l + 1)(l + 2)
ρ2
)
ul,m(ρ) = ρh˜l,m(ρ). (3.19)
Note that this is a second-order linear ordinary differential equation with four regular
singular points, ρ = −1, 0, 1 and∞. By the reflection symmetry, these four singular points
can be reduced to three and therefore, (3.19) can be transformed into a hypergeometric
differential equation. First, consider the homogeneous version of this equation, namely we
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set the right hand side equal to zero. Now, we introduce a new dependent variable. The
transformation ul,m(ρ) = ρl+1wl,m(z), z = ρ2 brings (3.19) to a hypergeometric differential
equation in its canonical form
z(1− z)w′′l,m(z) +
(
c− (a+ b+ 1)z
)
w′l,m(z)− abwl,m(z) = 0, (3.20)
where
a =
5 + 2l
4
, b = a+
1
2
=
7 + 2l
4
, c = 2a =
5 + 2l
2
.
Then, (3.20) admits two solutions
φ0,l(z) = 2F1
(
a, a+
1
2
, 2a; z
)
, φ1,l(z) = 2F1
(
a, a+
1
2
,
3
2
; 1− z
)
,
which are analytic around z = 0 and z = 1 respectively, see [68], page 395, 15.10.2 and
15.10.4. First, notice that both φ0,l and φ1,l can be expressed in closed forms as
φ0,l(z) =
1√
1− z
(
2
1 +
√
1− z
) 3
2
+l
, (3.21)
φ1,l(z) =
1
(3 + 2l)
√
1− z
((
1
1−√1− z
) 3
2
+l
−
(
1
1 +
√
1− z
) 3
2
+l
)
, (3.22)
see [68], page 387, 15.4.18 and [68], page 386, 15.4.9. Second, we argue that φ0,l and φ1,l
are linearly independent. Indeed, we assume that there exist constants c0,l, c1,l ∈ C such
that
c0,lφ0,l(z) + c1,lφ1,l(z) = 0.
Now, c1,l = 0 since limz→0+ φ1,l(z) =∞ whereas limz→0+ φ0,l(z) <∞. Furthermore, c0,l = 0
since limz→1−
√
1− zφ1,l(z) <∞. For later reference, we note that the function
φ˜1,l(z) = (1− z)− 12 φˆ1(z)
is also a solution to (3.20), see [68], page 395, 15.10.4, where
φˆ1(z) := 2F1
(
a, a− 1
2
,
1
2
; 1− z
)
is analytic around z = 1, see [68], page 384, 15.2.1. Since {φ0,l, φ1,l} is a fundamental
system for (3.20), we get that there exist constants αl, βl ∈ C such that
φ0,l(z) = αlφ1,l(z) + βlφ˜1,l(z).
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Transforming back, we obtain two linearly independent solutions ψj,l(ρ) = ρl+1φj,l(ρ2),
j ∈ {0, 1} to the homogeneous version of equation (3.19) as well as ψ˜1,l(ρ) = ρl+1φ˜1,l(ρ2).
In particular, we get that there exist constants αl, βl ∈ C such that
ψ0,l(ρ) = αlψ1,l(ρ) + βl(1− ρ)− 12 ψˆ1,l(ρ),
where ψˆ1,l is analytic around ρ = 1. Moreover, ψ1,l is analytic around p = 1 since φ1,l
is analytic around z = 1, see [68], page 384, 15.2.1. Next, we find the Wronskian. A
straightforward calculation yields
W (ψ0,l, ψ1,l)(ρ) = 2ρ
3l+2W (φ0,l, φ1,l)(ρ
2) =
−2l+ 32
ρ2 (1− ρ2) 32
. (3.23)
By the variation of constants formula, a particular solution to equation (3.19) is given by
ul,m(ρ) = −ψ0,l(ρ)I1,l(ρ)− ψ1,l(ρ)I0,l(ρ), (3.24)
where
I0,l(ρ) :=
∫ ρ
0
ψ0,l(s)Zl,m(s)ds, I1,l(ρ) :=
∫ 1
ρ
ψ1,l(s)Zl,m(s)ds,
and
Zl,m(s) :=
sh˜l,m(s)
(1− s2)W (ψ0,l, ψ1,l)(s) = (1− s)
1
2 ξl,m(s), ξl,m(s) := − 1
2l+
3
2
(1 + s)
1
2 s3h˜l,m(s).
Notice that ξl,m ∈ C∞([0, 1]) since h˜l,m ∈ C∞([0, 1]). We claim that ul,m ∈ C∞ (0, 1]. To
prove this, we first observe that the quantity
cl,m :=
∫ 1
0
(1− s) 12ψ0,l(s)ξl,m(s) = αl
∫ 1
0
(1− ρ) 12ψ1,l(ρ)ξl,m(s)ds+ βl
∫ 1
0
ψˆ1,l(s)ξl,m(s)ds
is a real number since both integrands are continuous functions on the closed interval [0, 1].
Hence, we can write
I0,l(ρ) = cl,m − αl
∫ 1
ρ
(1− s) 12ψ1,l(s)ξl,m(s)ds− βl
∫ 1
ρ
ψˆ1,l(s)ξl,m(s)ds.
Moreover,
ψ1,l(ρ)I0,l(ρ) = cl,mψ1,l(ρ)
− αlψ1,l(ρ)
∫ 1
ρ
(1− s) 12ψ1,l(s)ξl,m(s)ds− βlψ1,l(ρ)
∫ 1
ρ
ψˆ1,l(s)ξl,m(s)ds,
ψ0,l(ρ)I1,l(ρ) = αlψ1,l(ρ)
∫ 1
ρ
(1− s) 12ψ1,l(s)ξl,m(s)ds
+ βl(1− ρ)− 12 ψˆ1,l(ρ)
∫ 1
ρ
(1− s) 12ψ1,l(s)ξl,m(s)ds,
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and hence
ul,m(ρ) = −cl,mψ1,l(ρ)
+ βlψ1,l(ρ)
∫ 1
ρ
ψˆ1,l(s)ξl,m(s)ds− βl(1− ρ)− 12 ψˆ1,l(ρ)
∫ 1
ρ
(1− s) 12ψ1,l(s)ξl,m(s)ds.
Obviously, the first and the second terms belong to C∞ (0, 1]. Therefore, we focus on the
third term and define
Ul,m(ρ) := (1− ρ)− 12 ψˆ1,l(ρ)
∫ 1
ρ
(1− s) 12ψ1,l(s)ξl,m(s)ds.
Now, we choose an arbitrary N ∈ N and show that the limit
lim
ρ→1−
dN
dρN
Ul,m(ρ) (3.25)
exists. Fix sufficiently small δ > 0, ρ ∈ (1− δ, 1). Then, the Taylor series expansion yields
ξl,m(ρ) =
N∑
i=0
ai,l,m(1− ρ)i +RN+1(1− ρ),
for some coefficients ai,l,m. Here, RM(1−ρ) stands for a remainder term which may change
from line to line and satisfies the estimates
|RM(1− ρ)| ≤ K(1− ρ)M ,
∣∣∂kρRM(1− ρ)∣∣ ≤ Λ(1− ρ)M−k,
for all k = 0, 1, . . . ,M and ρ ∈ (1− δ, 1) and for some constants M ∈ R, K,Λ ≥ 0. Recall
that ψ1,l and ψˆ1,l are analytic functions around ρ = 1 and hence we can write
ψ1,l(ρ) =
∞∑
i=0
bi,l(1− ρ)i, ψˆ1,l(ρ) =
∞∑
i=0
i,l(1− ρ)i
for some coefficients bl,l and i,l. Then, we have
(1− ρ) 12ψ1,l(ρ)ξl,m(ρ) =
∞∑
k=0
γi,l,m(1− ρ)k+ 12 +RN+1+ 1
2
(1− ρ),
∫ 1
ρ
(1− s) 12ψ1,l(s)ξl,m(s) =
∞∑
k=0
2γi,l,m
2k + 3
(1− ρ)k+ 32 +RN+2+ 1
2
(1− ρ),
(1− ρ)− 12
∫ 1
ρ
(1− s) 12ψ1,l(s)ξl,m(s) =
∞∑
k=0
2γi,l,m
2k + 3
(1− ρ)k+1 +RN+2(1− ρ),
ψˆ1,l(ρ)(1− ρ)− 12
∫ 1
ρ
(1− s) 12ψ1,l(s)ξl,m(s) =
∞∑
k=0
ζk,l,m(1− ρ)k+1 +RN+2(1− ρ),
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for some coefficients γi,l,m and ζk,l,m. Therefore,
dN
dρN
Ul,m(ρ) =
dN
dρN
( ∞∑
k=0
ζk,l,m(1− ρ)k+1 +RN+2(1− ρ)
)
=
∞∑
i=0
ηi,l,m(1− ρ)i +R2(1− ρ),
for some coefficients ηi,l,m. Consequently, the limit (3.25) exists and we get that ul,m ∈
C∞ (0, 1]. Finally, u ∈ H2(B5) ∩ C∞(B5 \ {0}) and translating back we get v ∈ H2(B5) ∩
C∞(B5 \ {0}). By elliptic regularity, we infer v ∈ C∞(B5) ∩ C∞(B5 \ {0}) which implies
v ∈ C∞(B5) as desired.
Lemma 3.5.8 The range of 3
2
− L˜ is dense in H.
Proof. Since
(
C∞(B5)
)2 is dense in H, it suffices to show that
∀ f ∈ (C∞(B5))2 and ∀ > 0, ∃g ∈ rg(3
2
− L˜
)
: ‖f − g‖ < .
First note that, for any u ∈ D(L˜), the equation (3
2
− L˜
)
u = g reads{
u2(ξ) =
5
2
u1(ξ) + ξ
j∂ju1(ξ)− g1(ξ),
−∂j∂ju1(ξ) + ξi∂iu2(ξ) + 72u2(ξ) = g2(ξ)
Inserting u2 into the second equation, we obtain
−(δij − ξiξj)∂i∂ju1(ξ) + 7ξi∂iu1(ξ) + 35
4
u1(ξ) = G(ξ),
where
G(ξ) = g2(ξ) +
7
2
g1(ξ) + ξ
j∂jg1(ξ).
Now, pick an arbitrary f ∈ (C∞(B5))2,  > 0 and apply Lemma 3.5.7 to the function
F (ξ) = f2(ξ) +
7
2
f1(ξ) + ξ
j∂jf1(ξ).
We infer the existence of a function v ∈ C4(B5) such that
h(ξ) := − (δij − ξiξj) ∂i∂jv(ξ) + 7ξj∂jv(ξ) + 35
4
v(ξ)
satisfies h ∈ C2(B5) and ‖h− F‖H2(B5) < . Now, define{
u1(ξ) := v(ξ),
u2(ξ) :=
5
2
u1(ξ) + ξ
j∂ju1(ξ)− f1(ξ),{
g1(ξ) := f1(ξ),
g2(ξ) := h(ξ)− F (ξ) + f2(ξ).
Then, by construction, we have u ∈ D(L˜), (3
2
− L˜
)
u = g and ‖f − g‖ < .
Proof of Proposition 3.5.1. It follows immediately from Corollary 3.5.6 and Lemma 3.5.8.
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3.6 Modulation ansatz
To account for the Lorentz symmetry we use a modulation ansatz. To be precise, we allow
for the unknown parameter α to depend on τ , set α(0) = 0 initially and assume (and later
verify) that α∞ := limτ→∞ α(τ) exists. Then, we define
Φ(τ) := Ψ(τ)−Ψα(τ) (3.26)
where Ψα are the Lorentz transformations defined in (3.10) of the static blowup solution
solution Ψ0. This ansatz leads to an equivalent description as an evolution equation for
the perturbation term Φ, that is
∂τΦ(τ)−
(
L + L′α∞
)
Φ(τ) = Lˆα(τ)Φ(τ) + Nα(τ)(Φ(τ))− ∂τΨα(τ), (3.27)
where
Lˆα(τ) := L
′
α(τ) − L′α∞ (3.28)
and L′α(τ) denotes the linearized part of the nonlinearity N, i.e
L′α(τ)(u(ξ)) :=
(
0
Vα(τ)(ξ)u1(ξ)
)
, Vα(τ)(ξ) :=
6
(A0(α(τ))− Aj(α(τ))ξj)2
(3.29)
and Nα(τ) stands for the remaining full nonlinearity
Nα(τ)(u) := N(u + Ψα(τ))−N(Ψα(τ))− L′α(τ)u. (3.30)
The advantage of this formulation is that the left hand side of (3.27) consists (besides
∂τΦ) only of linear and τ−independent operations on Φ, whereas the right hand side is
expected to be small for large τ . Therefore, the right hand side of the equation (3.27)
will be treated perturbatively. Note that, for sufficiently small α, we have A0(α) = O(1)
whereas Aj(α) = O(α) which shows that
sup
j∈{0,1,2}
∥∥∂jVα∥∥L∞(B5) . 1 (3.31)
provided that α is sufficiently small. As we will now prove, this fact, together with the
compactness of the Sobolev embedding yields the compactness of the operator L′α for
sufficiently small α.
Lemma 3.6.1 Let α ∈ R5 be sufficiently small. Then, the operator L′α defined in (3.29)
is compact. In particular, the operator
Lα := L + L
′
α (3.32)
generates a strongly continuous one parameter semigroup of bounded operators Sα : [0,∞) −→
B(H).
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Proof. To begin with, we fix α sufficiently small. First, we prove that L′α is compact.
We pick a bounded sequence {un}∞n=1 ⊆ H. The compactness of the Sobolev embedding
H3
(
B5
)
↪→ H2(B5) yields the existence of a subsequence {ukn}∞n=1 in H3(B5) which is
Cauchy in H2
(
B5
)
. Now, (3.31) together with Hölder’s inequality imply
‖L′αukn − L′αukm‖ = ‖Vα (u1,kn − u1,km)‖H2(B5) . ‖u1,kn − u1,km‖H2(B5)
for sufficiently large n,m ∈ N. This proves that {L′ukn}∞n=1 is Cauchy in H and the claim
follows. It remains to apply the Bounded Perturbation Theorem (see Theorem 1.3, page
158, [36]) to show that Lα := L + L′α is the generator of a strongly continuous semigroup
(Sα(τ))τ>0.
3.6.1 Solution to the full linear problem
Due to Lemma 3.6.1, we can write the solution to the linear part of (3.27),{
∂τΦ(τ) =
(
L + L′α∞
)
Φ(τ),
Φ(0) = u ∈ H,
as
Φ(τ) = Sα∞(τ)u, (3.33)
provided that α∞ is sufficiently small which is verified later, see (3.51). In addition to the
existence of the semigroup Sα∞ , we need growth estimates in time. By Proposition 3.5.1
and Lemma 3.6.1, the Bounded Perturbation Theorem (see Theorem 1.3, page 158, [36])
yields
‖Sα∞(τ)‖ ≤Me(−1+M‖L
′
α∞‖)τ ,
as long as α∞ is sufficiently small. However, such a growth estimate would not suffice and
hence we turn our attention to the spectrum of the generator Lα.
3.7 Spectral Analysis
In this section, we intend to establish a useful growth estimate for Sα for sufficiently small
α and therefore we turn our attention to the spectrum of the generator Lα. We start our
analysis with the case α = 0 where the Lorentz boost Λ(0) is the identity. Therefore, the
potential V0 in the definition of L′0, see (3.29), is constant in ξ. Consequently, the spectral
equation can be solved explicitly and solutions belong to the hypergeometric class, as it
turns out. The advantage here is that we can use the connection formula which is well
known for this class. Then, we proceed to the case where α 6= 0 but we are only interested
in small α which allows for a perturbative approach, as already explained above.
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3.7.1 The spectrum of the free operator.
We can use the decay estimate for the free semigroup (S(τ))τ>0 from Proposition 3.5.1 to
locate the spectrum of the closure L of the free operator L˜. As a matter of fact, by [36],
p. 55, Theorem 1.10, we immediately infer
σ (L) ⊆ {λ ∈ C : Reλ ≤ −1} . (3.34)
3.7.2 The spectrum of the full linear operator for α = 0.
To begin with, we use the fact that L′α is compact for sufficiently small α to see that it
suffices to consider the point spectrum of Lα.
Lemma 3.7.1 Let α ∈ R5 be sufficiently small. We have
σ(Lα) \ σ(L) ⊆ σp(Lα).
Proof. Fix α ∈ R5 sufficiently small and pick λ ∈ σ(Lα) \ σ(L). From the identity λ −
Lα = [1 − L′αRL(λ)](λ − L) we see that 1 ∈ σ(L′αRL(λ)). Since L′αRL(λ) is compact,
it follows that 1 ∈ σp(L′αRL(λ)) and thus, there exists a nontrivial f ∈ H such that
[1 − L′αRL(λ)]f = 0. Consequently, u := RL(λ)f 6= 0 satisfies (λ − Lα)u = 0 and thus,
λ ∈ σp(Lα).
Now, we prove the following result.
Proposition 3.7.2 We have
σ (L0) ⊆ {λ ∈ C : Reλ ≤ −1} ∪ {0, 1}.
Proof. To prove this result, we argue by contradiction. To begin with, fix a spectral point
λ ∈ σ (L0) with Reλ > −1 and λ 6= 0, 1. Then, (3.34) implies that λ /∈ σ (L) and Lemma
3.7.1 yields λ ∈ σp (L0). Consequently, there exists a non-trivial element v ∈ D
(
L0
) ⊆ H
such that
(
λ− L0
)
v = 0. Then, for v = (v1, v2), we get{
v2(ξ) = (λ+ 1)v1(ξ) + ξ
j∂jv1(ξ),
−∂j∂jv1(ξ) + ξi∂iv2(ξ) + (λ+ 2)v2(ξ)− 6v1(ξ) = 0.
Inserting v2 into the second equation, we obtain
− (δij − ξiξj) ∂i∂jv1(ξ) + 2(λ+ 2)ξi∂iv1(ξ) + ((λ+ 1)(λ+ 2)− 6)v1(ξ) = 0.
To solve this equation, we switch to spherical coordinates ξ = ρω, where ρ = |ξ| and
ω = ξ|ξ| . Then,
∂jρ(ξ) = ωj(ξ), ∂jω
k(ξ) =
δkj − ωj(ξ)ωk(ξ)
ρ(ξ)
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and derivatives transform according to
ξj∂jv1(ξ) = ρ∂ρv1(ρω),
ξiξj∂i∂jv1(ξ) = ρ
2∂2ρv1(ρω),
∂j∂jv1(ξ) =
(
∂2ρ +
4
ρ
∂ρ +
1
ρ2
∆S
4
ω
)
v1(ρω).
Hence, the spectral equation above can be written equivalently as[
− (1− ρ2) ∂2ρ −
(
4
ρ
− 2(λ+ 2)ρ
)
∂ρ +
(
(λ+ 1)(λ+ 2)− 6
)
− 1
ρ2
∆S
4
ω
]
v1(ρω) = 0.
By elliptic regularity, we infer v1 ∈ C∞(B5) ∩H3(B5). Therefore, we may expand
v1(ρω) =
∞∑
l=0
∑
m∈Ωl
v1,l,m(ρ)Yl,m(ω).
Inserting this ansatz into the spectral equation above, we obtain the decoupled system of
ordinary differential equations[
− (1− ρ2) d2
dρ2
−
(
4
ρ
− 2(λ+ 2)ρ
)
d
dρ
+
(
(λ+ 1)(λ+ 2)− 6 + l(l + 3)
ρ2
)]
v1,l,m(ρ) = 0.
(3.35)
From now on we suppress the subscripts. First note that this is a second order ordinary
differential equation with four regular singular points: −1, 0, 1 and ∞. Again, by the
reflection symmetry, these four singular points can be reduced to three and therefore, (3.35)
can be transformed into a hypergeometric differential equation. To do so, we introduce the
change of variables v(ρ) = ρlw(z) with z = ρ2 and we get
z(1− z)w′′(z) +
(
c− (a+ b+ 1)z
)
w′(z)− abw(z) = 0 (3.36)
where
a :=
1
2
(λ+ l − 1), b := 1
2
(λ+ l + 4), c :=
5
2
+ l.
The functions
w0(z) := 2F1 (a, b; c; z) ,
w˜0(z) := z
1−c
2F1 (a− c+ 1, b− c+ 1; 2− c; z) ,
w1(z) := 2F1 (a, b; a+ b+ 1− c; 1− z) ,
w˜1(z) := (1− z)c−a−b2F1 (c− a, c− b; c− a− b+ 1; 1− z) ,
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are all solutions to (3.36), see [68]. First, note that w˜1 is not admissible since the initial
condition Reλ > −1 yields
Re(c− a− b) = 1− Reλ < 2
and thus w˜1 /∈ H3(12 , 1) whereas D
(
L0
) ⊆ H. Similarly, w˜0 is not admissible either
since it would lead to a solution vl,m that behaves like ρ−
3
2 as ρ → 0+ which contradicts
vl,m ∈ C∞[0, 1). Hence, we are left with w0 and w1 and since both {w0, w˜0} and {w1, w˜1}
are fundamental systems for the hypergeometric equation (3.36) we infer that w0 and w1
must be linearly dependent. In view of the connection formula [68],
w0(z) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)w1(z) +
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
w˜1(z),
the linear dependence of w0 and w1 implies that
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
= 0.
However, the gamma function has no zeros and therefore we see that a or b must be a pole
of Γ. The latter means −a ∈ N0 or −b ∈ N0. The first condition, −a = n for some n ∈ N0,
yields 2n < 2 − l which is possible only if n = 0 and l ∈ {0, 1} which in turn implies
λ ∈ {0, 1} and refutes the initial assumption. The second condition, −b = m for some
m ∈ N0, yields λ = −2m−4−l and the initial hypothesis on λ yields−1 <Reλ = −2m−4−l
which is a contradiction, namely 3 < −(2m+ l).
Remark 3.7.3 The spectral equations for λ = 0 and λ = 1 respectively read
− (δij − ξiξj) ∂i∂jv1(ξ) + 4ξi∂iv1(ξ)− 4v1(ξ) = 0,
− (δij − ξiξj) ∂i∂jv1(ξ) + 6ξi∂iv1(ξ) = 0.
It is straightforward to check that, for all fixed j ∈ {1, 2, 3, 4, 5}, v1(ξ) = ξj solves the first
equation whereas the constant function v1(ξ) = 1 solves the second equation. Consequently,
the eigenspaces for the isolated eigenvalues λ = 0 and λ = 1 of the operator L0 are spanned
respectively by
h0,j(ξ) = ∂αjΨα(ξ)|α=0 =
√
2
(
ξj
2ξj
)
, j ∈ {1, 2, 3, 4, 5}
g0(ξ) =
(
1
2
)
,
and hence {0, 1} ⊆ σp(L0). Finally, notice that the above derivation shows that the geo-
metric eigenspaces of 0 and 1 are 5−dimensional and 1−dimensional, respectively.
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Note that since the operator L0 is highly non self-adjoint, it is not straightforward to see
that the algebraic multiplicity of the isolated eigenvalues λ = 0 and λ = 1 are equal to
5 and 1, respectively. Now, we focus on proving this result rigorously. To be precise, we
follow [31] and use the fact that the eigenvalues λ = 0 and λ = 1 are isolated to introduce
two (non-orthogonal) Riesz projections Q0 and P0, namely
Q0 :=
1
2pii
∫
γ0
RL0(ζ)dζ,
P0 :=
1
2pii
∫
γ1
RL0(ζ)dζ,
where γ0, γ1 : [0, 1]→ C stand for the circles centered at λ = 0 and λ = 1,
γ0(s) :=
1
2
e2piis, γ1(s) := 1 +
1
2
e2piis,
respectively. These projections decompose the Hilbert space of initial dataH into rg(1−Q0)
(stable space for λ = 0) and rgQ0 (unstable space for λ = 0),
H = rg(1−Q0)⊕ rg(Q0).
Similarly, for P0. We show that
ma(λ = 0) := rank Q0 = dim rg Q0,
ma(λ = 1) := rank P0 = dim rg P0,
are equal to 5 and 1 respectively.
Lemma 3.7.4 We have dim rg Q0 = 5 and dim rg P0 = 1.
Proof. Since the process is the same for both quantities, we illustrate it on Q0 only. We
refer the reader to [43] for the following standard results. The projection Q0 commutes
with the operator L0 and thus with the semigroup S0(τ). Moreover, Q0 decomposes the
Hilbert space as H = M⊕N , whereM := rg Q0 and N := ker Q0 = rg(1 −Q0). Most
importantly, the operator L0 is decomposed accordingly into the parts L0,M and L0,N on
M and N , respectively. The spectra of these operators are given by
σ (L0,N ) = σ(L0) \ {0}, σ (L0,M) = {0}. (3.37)
Finally, rg Q0 ⊆ D(L). To proceed, we break down the proof into the following steps:
Step 1: We prove that rank Q0 := dim rg Q0 < +∞. We argue by contradiction and
assume that rank Q0 = +∞. Using [43], p. 239, Theorem 5.28, the fact that L′0 is com-
pact (see Lemma 3.6.1), and the fact that the essential spectrum is stable under compact
perturbations ( [43], p. 244, Theorem 5.35), we obtain
rank Q0 = +∞ =⇒ 1 ∈ σe(L0) = σe(L0 − L′0) = σe(L) ⊆ σ(L),
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which clearly contradicts (3.34).
Step 2: We prove that 〈h0,1,h0,2,h0,3,h0,4,h0,5〉 = rg Q0. It suffices to show rg Q0 ⊆
〈h0,1,h0,2,h0,3,h0,4,h0,5〉 since the reverse inclusion follows from the abstract theory. From
Step 1, the operator L0,M acts on the finite-dimensional Hilbert space M = rg Q0 and,
from (3.37), λ = 0 is its only spectral point. Hence, L0,M is nilpotent, i.e., there exists a
minimal k ∈ N such that (
L0,M
)k
u = 0
for all u ∈ rg Q0. Now, the claim follows immediately if k = 1. Indeed, if k = 1, then
rg Q0 = ker L0 = 〈h0,1,h0,2,h0,3,h0,4,h0,5〉 which shows that dim rg Q0 = 5. We proceed by
contradiction and assume that k ≥ 2. Then, there exists a nontrivial function u ∈ rg Q0 ⊆
D(L) such that (L0,M)u is nonzero and belongs to ker(L0,M) ⊆ ker(L0). This means that
u ∈ rg Q0 ⊆ D(L) satisfies L0u = f , for some f ∈ ker L0. A straightforward computation
shows that the first component of u solves the second order differential equation
− (δij − ξiξj) ∂i∂ju1(ξ) + 4ξi∂iu1(ξ)− 4u1(ξ) = −f(ξ),
where
f(ξ) := ξj∂jf1(ξ) + 2f1(ξ) + f2(ξ)
and f = (f1, f2). We switch to hyper-spherical coordinates ξ = ρω where ρ = |ξ| and
ω = ξ|ξ| . Then,[
− (1− ρ2) d
2
dρ2
−
(
4
ρ
− 4ρ
)
d
dρ
− 4− 1
ρ2
∆S
4
ω
]
u1(ρω) = f(ρω).
Since
f ∈ ker(L0) = 〈h0,1,h0,2,h0,3,h0,4,h0,5〉 = 〈
√
2
(
ξ1
2ξ1
)
, · · · ,
√
2
(
ξ5
2ξ5
)
〉,
we infer that
f(ξ) = a˜jξ
j = |ξ|a˜jωj = |ξ|
2∑
m=−2
amY1,m(ω).
Here, am 6= 0 for at least one m ∈ {−2,−1, 0, 1, 2}. Without loss of generality we assume
that a0 = 1. An angular momentum decomposition as in the proof of Proposition 3.7.2
leads to the inhomogeneous ordinary differential equation[
− (1− ρ2) d
2
dρ2
−
(
4
ρ
− 4ρ
)
d
dρ
− 4 + 4
ρ2
]
u1,1,0(ρ) = ρ, (3.38)
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which can be simplified to
u′′1,1,0(ρ) +
4
ρ
u′1,1,0(ρ)−
4
ρ2
u1,1,0(ρ) = − ρ
1− ρ2 . (3.39)
This is a second order ordinary differential equation and one can readily verify that {φ(ρ) =
ρ, ψ(ρ) = ρ−4} is a fundamental system for the homogeneous version of (3.39). We
calculate the WronskianW (φ, ψ)(ρ) = −5ρ−4 and the variation of constants formula yields
u1,1,0(ρ) =
c1
ρ4
+ c0ρ+
ρ
10
log
(
1− ρ2)+ 1
10ρ4
log
(
1 + ρ
1− ρ
)
− 1
5ρ4
(
ρ+
1
3
ρ3 +
1
5
ρ5
)
for some constants c0, c1 ∈ C. Now, (·)−4 /∈ L2(0, 1) whereas u1,1,0 ∈ L2(0, 1) and therefore
we must have c1 = 0. This fact leaves us with
u1,1,0(ρ) = c0ρ+
ρ
10
log
(
1− ρ2)+ 1
10ρ4
log
(
1 + ρ
1− ρ
)
− 1
5ρ4
(
ρ+
1
3
ρ3 +
1
5
ρ5
)
which behaves like (1 − ρ) log(1 − ρ) near ρ = 1 and thus, does not belong to H3. This
contradiction shows that we must have k = 1 and thus Q0 has rank equal to 5. Similarly,
one can show that P0 has rank equal to 1.
3.7.3 The spectrum of the full linear operator for α 6= 0.
Now, we assume that α 6= 0 is sufficiently small and we will show that the spectrum σ(Lα)
is close to σ(L0). More precisely, we work towards proving the following result.
Proposition 3.7.5 Let α ∈ R5 be sufficiently small. Then,
σ(Lα) ⊆
{
λ ∈ C : Reλ ≤ −3
4
}
∪ {0, 1}.
However, we start with some useful properties of Lα. The first crucial observation is that
L′α depends continuously on α.
Lemma 3.7.6 There exists δ > 0 sufficiently small such that
‖L′α − L′β‖ . |α− β|,
for all α, β ∈ B5δ.
Proof. It follows from the fundamental theorem of calculus, see Lemma 4.4 in [31].
The second observation is that spectrum of Lα does not differ too much from the spectrum
of L0 when α varies in sufficiently small and compact domains of R5.
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Lemma 3.7.7 There exists δ > 0 sufficiently small such that
λ ∈ %(L0) =⇒ λ ∈ %(Lα)
provided |α| ≤ δmin{1, ‖RL0(λ)‖−1}.
Proof. It follows from Lemma 3.7.6 and the identity
λ− Lα = (1 + (L′0 − L′α) RL0(λ)) (λ− L0),
see Corollary 4.5 in [31].
The next result shows absence of spectrum points outside a sufficiently large neighbourhood
of the origin. To be precise, we provide a uniform bound on the resolvent operator of Lα
on the set
Ω′k0,ω0 :=
{
λ ∈ C : Reλ ≥ −3
4
}
\ Ωk0,ω0 ,
where
Ωk0,ω0 :=
{
λ ∈ C : Reλ ∈
[
−3
4
, k0
]
, Imλ ∈ [−ω0, ω0]
}
,
Lemma 3.7.8 Let k0, ω0 > 0 be sufficiently large and δ > 0 sufficiently small. Then there
exists a positive constant C such that the resolvent RLα exists on Ω′k0,ω0 and satisfies the
uniform bound
‖RLα(λ)‖ ≤ C,
for all λ ∈ Ω′k0,ω0 and α ∈ B5δ.
Proof. Let λ ∈ Ω′k0,ω0 . The identity
(λ− Lα) = [1− L′αRL(λ)](λ− L)
implies that it suffices to show smallness of L′αRL(λ) which in turn follows from choosing
k0, ω0 > 0 sufficiently large and the bound
‖RL(λ)f‖ ≤ 1
Reλ+ 1
‖f‖
which follows from semigroup theory, see [36], page 55, Theorem 1.10. For more details
see Lemma 4.6 in [31].
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Remark 3.7.9 A straightforward calculation shows that the eigenspaces for the isolated
eigenvalues λ = 0 and λ = 1 of the operator Lα are spanned respectively by
gα(ξ) =
(
A0(α) (A0(α)− Aj(α)ξj)−2
2A20(α) (A0(α)− Aj(α)ξj)−3
)
,
hα,j(ξ) = ∂αjΨα(ξ), j ∈ {1, 2, 3, 4, 5}.
and hence {0, 1} ⊆ σp(Lα). Finally, the above derivation shows that the algebraic multiplic-
ities of the eigenvalues 0 and 1 are equal to 5−dimensional and 1−dimensional, respectively.
With these results at hand we can now prove Proposition 3.7.5.
Proof of Proposition 3.7.5. To start with, we choose k0, ω0 sufficiently large so that Ω′k0,ω0 ⊆
ρ(Lα) (Lemma 3.7.8) and δ sufficiently small so that ∂Ωk0,ω0 ⊆ ρ(Lα) for all |α| ≤ δM where
M := max{1, supζ∈∂Ωk0,ω0 ‖RL0(ζ)‖} (Lemma 3.7.7). Now, we define the projection
Ptotalα :=
1
2pii
∫
∂Ωk0,ω0
RLα(ζ)dζ.
Lemma 3.7.6 shows that Ptotalα depends continuously on α and therefore, from Lemma
4.10 page 34 in [43], it follows that rg(Ptotalα ) are all isomorphic to one another and the
rank Ptotalα = dim rg P
total
α is constant for all α and Lemma 3.7.4 shows that dim rg Ptotal0 =
6. In addition, the total geometric multiplicity of the eigenvalues λ = 0 and λ = 1 equals
6 and since Ptotalα has rank 6, there can be no other eigenvalues besides λ = 0 and λ = 1
in Ωk0,ω0 . In addition, the algebraic multiplicity of the eigenvalues 0 and 1 must be 5 and
1 respectively.
3.7.4 Growth estimates for the full linearized problem
The above spectral analysis leads to a description of the full linearised evolution. In
particular, we start by partitioning the space of initial data H into disjoint parts and we
establish growth estimates for the semigroup Sα in each of these parts. Namely, we define
the projections
Qα :=
1
2pii
∫
γ0
RLα(ζ)dζ,
Pα :=
1
2pii
∫
γ1
RLα(ζ)dζ,
where γ0, γ1 : [0, 1]→ C stand for the circles centered at λ = 0 and λ = 1,
γ0(s) :=
1
2
e2piis, γ1(s) := 1 +
1
2
e2piis,
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respectively. By remark 3.7.9, we have
rg Qα = 〈hα,1,hα,2,hα,3,hα,4,hα,5〉
and hence we may write
Qαf =
5∑
j=1
ajhα,j
for coefficients aj ∈ C and for all f ∈ H. We define the projection onto the subspace
generated by hα,j, that is
Qα,jf := ajhα,j,
for all f ∈ H. We show that the solution operator grows exponentially on rg(Pα), is
constant in time on rg(Qα,j) and decays exponentially on the remaining infinite-dimensional
subspace.
Lemma 3.7.10 Let α ∈ R5 be sufficiently small. Then, the projections Pα and Qα,j for
j ∈ {1, 2, 3, 4, 5} have rank one and commute with the semigroup. In addition,
Sα(τ)Pα = e
τPα,
Sα(τ)Qα,j = Qα,j,
‖Sα(τ)P˜α‖ . e− 23 τ‖P˜α‖,
where P˜α := I−Pα −Qα. Furthermore,
rg(Pα) = 〈gα〉,
rg(Qα,j) = 〈hα,j〉, j ∈ {1, 2, 3, 4, 5},
where gα and hα,j are eigenfunctions of Lα with eigenvalues 1 and 0, respectively.
Proof. The growth estimates follow from the Gearhart-Prüß Theorem ( [36], page 302, The-
orem 1.11) since Lemma 3.7.5 and Lemma 3.7.8 yield supReζ≥− 3
4
‖RLα(ζ)P˜α‖ < ∞. The
remaining statements are consequences of Lemma 3.7.5. For more details see Proposition
4.8, page 30, [31].
Remark 3.7.11 It follows that Qα,jQα,k = δjkQα,j and Qα,jPα = PαQα,j = 0.
3.8 Non-Linear Estimates
In this section, we establish Lipschitz-type estimates for the eigenfunctions gα, hα,j, the
projections Pα, Qα, the semigroup Sα as well as for the nonlinearity Nα. These estimates
will be used later for the main fixed point theorem. To begin with, we prove the following
result.
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Lemma 3.8.1 For all α, β ∈ R5 and for all j ∈ {1, 2, 3, 4, 5}, we have
‖gα − gβ‖+ ‖hα,j − hβ,j‖ . |α− β|, (3.40)
‖Pα −Pβ‖+ ‖Qα −Qβ‖ . |α− β|, (3.41)
‖Sα(τ)P˜α − Sβ(τ)P˜β‖ . |α− β|e− 12 τ , (3.42)
for all τ > 0.
Proof. The estimate (3.40) follows immediately from the fundamental theorem of calculus.
Furthermore, the estimate (3.41) follows from a Lipschitz-type estimate for the resolvent
operator, namely
‖RLα(λ)−RLβ(λ)‖‖ . ‖RLα(λ)‖‖RLβ(λ)‖|α− β|,
which in turn follows from the identity
A−1 −B−1 = B−1(B−A)A−1,
valid for all invertible operators A and B. Finally, we establish the estimate (3.42) for the
semigroup. To do so, we first observe that the function
Φα,β(τ) :=
Sα(τ)P˜αu− Sβ(τ)P˜βu
|α− β|
for u ∈ D(L) ⊆ H, solves the initial value problem
∂τΦα,β(τ) = LαP˜αΦα,β(τ) +
LαP˜α − LβP˜β
|α− β| Sβ(τ)P˜βu,
Φα,β(0) =
P˜α − P˜β
|α− β| u.
The key observation here is that
LαP˜α − LβP˜β = L′α − L′β + Pβ −Pα
and therefore the apparently unbounded operator LαP˜α − LβP˜β is in fact bounded, that
is
‖LαP˜α − LβP˜β‖ . |α− β|.
Now, it remains to apply Duhamel’s principle, write down the general solution formula for
Φα,β(τ) and use the previous estimates. For more details see Lemma 4.9 in [31].
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Next, we establish a Lipschitz-type estimate for the nonlinearity Nα. To begin with, recall
(3.9), (3.29) and (3.8), i.e.,
N (u) (ξ) :=
(
0
u31(ξ)
)
and
L′α(u(ξ)) :=
(
0
Vα(ξ)u1(ξ)
)
, Vα(ξ) := 3ψ
2
α(ξ), ψα(ξ) :=
√
2
A0(α)− Aj(α)ξj .
Furthermore, recall that A0(α) = O(1) whereas Aj(α) = O(α) for all sufficiently small
α ∈ Rd. Hence, we find  > 0 small enough so that
sup
|α|<
sup
j∈{0,1,2,3}
‖∂jψα‖L∞(B5) . 1. (3.43)
A direct calculation shows that the full non-linearity defined in (3.30) can be written as
follows
Nα(u) := N(u + Ψα)−N(Ψα)− L′αu =
(
0
Nˆ(ψα, u1)
)
, (3.44)
where
Nˆ(ψα(ξ), u1(ξ)) := 3ψα(ξ)u
2
1(ξ) + u
3
1(ξ).
Also, we define
Mˆ(ψα(ξ), u1(ξ)) := ∂2Nˆ(ψα(ξ), u1(ξ)) := 6ψα(ξ)u1(ξ) + 3u
2
1(ξ).
Finally, we write ‖f‖ := ‖f‖H where H := H3
(
B5
) × H2(B5). We prove the following
result.
Lemma 3.8.2 Fix sufficiently small α ∈ R5 and sufficiently small δ > 0. Then, we have
‖Nα(u)−Nβ(v)‖ .
(‖u‖+ ‖v‖)‖u− v‖+ (‖u‖2 + ‖v‖2)|α− β|, (3.45)
for all u,v ∈ H with ‖u‖ ≤ δ and ‖v‖ ≤ δ and for all α, β ∈ B5δ.
Proof. To begin with, we fix sufficiently small δ > 0, sufficiently small α ∈ B5δ and pick
any u,v ∈ H with ‖u‖ ≤ δ and ‖v‖ ≤ δ. First, we show that∥∥Nα(u)−Nα(v)∥∥ . ‖u− v‖ (‖u‖+ ‖v‖) . (3.46)
Notice that the function G(ξ, ζ) := Mˆ(ψα(ξ), ζ) = 6ψα(ξ)ζ + 3ζ2, (ξ, ζ) ∈ R5 × R belongs
to C∞(R5 × R;R) and G(ξ, 0) = 0. Furthermore, for any compact set K ⊆ R, we have
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∂αξ,ζG ∈ L∞ (R5 ×K), for all multi-indices α with |α| ≤ 4, due to (3.43). Consequently,
Moser’s inequality (see [70], p. 224, Theorem 6.4.1) and Sobolev extension imply
‖Mˆ(ψα, w)‖H3(B5) . ‖w‖H3(B5), (3.47)
for all w ∈ H3(B5). For any fixed σ ∈ [0, 1], we define ζ(σ) := σu1 + (1− σ)v1. Now, since
3 > 5
2
, the algebra property
‖fg‖H3(B5) . ‖f‖H3(B5)‖g‖H3(B5) (3.48)
holds and we can use this together with (3.47) to estimate∥∥Nα(u)−Nα(v)∥∥ = ∥∥Nˆ(ψα, u1)− Nˆ(ψα, v1)∥∥H2(B5)
≤ ∥∥Nˆ(ψα, u1)− Nˆ(ψα, v1)∥∥H3(B5)
=
∥∥∥∥∫ u1
v1
∂2Nˆ(ψα, ζ)dζ
∥∥∥∥
H3(B5)
=
∥∥∥∥(u1 − v1)∫ 1
0
∂2Nˆ(ψα, ζ(σ))dσ
∥∥∥∥
H3(B5)
. ‖u1 − v1‖H3(B5)
∥∥∥∥∫ 1
0
∂2Nˆ(ψα, ζ(σ))dσ
∥∥∥∥
H3(B5)
. ‖u1 − v1‖H3(B5)
∫ 1
0
∥∥∥Mˆ(ψα, ζ(σ))∥∥∥
H3(B5)
dσ
. ‖u1 − v1‖H3(B5)
∫ 1
0
‖ζ(σ)‖H3(B5) dσ
. ‖u1 − v1‖H3(B5)
∫ 1
0
(
σ ‖u1‖H3(B5) + (1− σ) ‖v1‖H3(B5)
)
dσ
. ‖u1 − v1‖H3(B5)
(
‖u1‖H3(B5) + ‖v1‖H3(B5)
)
. ‖u− v‖ (‖u‖+ ‖v‖) .
To complete the proof, it suffices show that
‖Nα(u)−Nβ(u)‖ . ‖u1‖2H3(B5)|α− β|,
which is a consequence of the fundamental theorem of calculus. Indeed, we fix α, β ∈ R5
sufficiently small and let γ(t) := tβ + (1 − t)α, t ∈ [0, 1] be a parametrisation of the line
segment E[α, β] joining α and β. Then,
ψα − ψβ = ψγ(0) − ψγ(1) =
∫
E[α,β]
∂ψγ · d` =
5∑
j=1
(βj − αj)
∫ 1
0
∂γjψγ(t)dt,
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and the triangle inequality implies the bound
‖∂m (ψα − ψβ) ‖L2(B5) .
5∑
j=1
|βj − αj| sup
s∈E[α,β]
‖∂m∂γjψs‖L2(B5) . |β − α|,
for all m ∈ {0, 1, 2, 3}, due to (3.43). Therefore, (3.48) yields
‖Nα(u)−Nβ(u)‖ = ‖3u21(ψα − ψβ)‖H2(B5) ≤ ‖3u21(ψα − ψβ)‖H3(B5)
. ‖u1‖2H3(B5)‖ψα − ψβ‖H3(B5) . ‖u1‖2H3(B5)|α− β|,
which concludes the proof.
3.9 The modulation equation
To begin with, we apply Duhamel’s principle to rewrite the modulation equation (3.27)
coupled with initial data in a weak formulation. Due to (3.33), we may write the Cauchy
problem {
∂τΦ(τ)−
(
L + L′α∞
)
Φ(τ) = Lˆα(τ)Φ(τ) + Nα(τ)(Φ(τ))− ∂τΨα(τ),
Φ(0) = u ∈ H,
as an integral equation, that is
Φ(τ) = Sα∞(τ)u +
∫ τ
0
Sα∞(τ − σ)
(
Lˆα(σ)Φ(σ) + Nα(σ)(Φ(σ))− ∂σΨα(σ)
)
dσ, (3.49)
provided that α∞ is sufficiently small which we later verify, see (3.51). We use this formu-
lation to define the notion of light-cone solutions.
Definition 3.9.1 Fix α ∈ R5 sufficiently small. We say that u : CT −→ R is a solution
to (3.5) if the corresponding Φ : [0,∞) −→ H belongs to C([0,∞);H) and satisfies (3.49)
for all τ ≥ 0.
Consequently, in order to establish a solution u = u(t, x) to the initial Cauchy problem (3.5)
we need to construct a global in τ solution Φ(τ) to (3.49). To prove the existence of a global
solution, we would like to apply a fixed point argument to the integral equation (3.49).
However, the solution operator Sα∞ for the linearized equation has two unstable subspaces
rg Qα∞ , rg Pα∞ which appear due to the symmetries of the original equation, namely the
Lorentz and time-translation symmetry, respectively (Lemma 3.7.10). Specifically, initial
data from rg Qα∞ and rg Pα∞ lead to solutions which stay constant or grow exponentially
in time, respectively. These growths prevent us from applying a fixed point argument
directly. We overcome this obstruction as follows. In the first case, we choose the rapidity
parameter α = α(τ) in such a way that this instability is suppressed. In the second case,
we proceed differently and add a correction term to the initial data which stabilizes the
evolution. In both cases, we use fixed point arguments to establish existence and uniqueness
of the respective modified equations and hence we first introduce the Banach spaces.
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3.9.1 Banach spaces
We define the following sets.
X := {Φ ∈ C([0,∞);H) : ‖Φ‖X <∞} ,
X :=
{
α ∈ C1([0,∞);R5) : α(0) = 0 and ‖α‖X <∞
}
,
endowed with the norms
‖Φ‖X := sup
τ>0
(
e
1
2
τ‖Φ(τ)‖
)
,
‖α‖X := sup
τ>0
(
e
1
2
τ |α˙(τ)|+ |α(τ)|
)
,
on X and X respectively. Furthermore, we denote by
Xδ := {Φ ∈ X : ‖Φ‖X ≤ δ} ,
Xδ :=
{
α ∈ X : |α˙(τ)| ≤ δe− 12 τ
}
,
the closed subsets of X and X respectively. Recall that H := H3(B5)×H2(B5) and ‖ · ‖ :=
‖ · ‖H3(B5)×H2(B5). First, notice that for an element α ∈ Xδ, the limit α∞ := limτ→∞ α(τ)
exists. Indeed, for all 0 < τ1 ≤ τ2 with τ1, τ2 →∞,
|α(τ2)− α(τ1)| ≤
∫ τ2
τ1
|α˙(τ)| dτ . δ
(
e−
1
2
τ1 − e− 12 τ2
)
−→ 0.
Fixing τ1 and letting τ2 go to infinity, we obtain
∀α ∈ Xδ : |α∞ − α(τ)| . δe− 12 τ , ∀τ > 0. (3.50)
In particular for τ = 0 we get the smallness condition
|α∞| . δ. (3.51)
Furthermore, by Lemma 3.8.2, Lemma 3.7.6, Proposition 3.7.10 and the fact that ∂τΨα(τ) =
α˙k(τ)hα(τ),k we get the following result.
Lemma 3.9.2 Let δ > 0 be sufficiently small. Then, for all Φ ∈ Xδ and α ∈ Xδ,∥∥∥Lˆα(τ)Φ(τ)∥∥∥+ ∥∥Nα(τ)(Φ(τ))∥∥ . δ2e−τ ,∥∥Pα∞∂τΨα(τ)∥∥+ ∥∥(I−Qα∞)∂τΨα(τ)∥∥ . δ2e−τ .
for all τ > 0.
Proof. The proof coincides with the proof of Lemma 5.4 in [31].
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We also prove the corresponding Lipschitz bounds.
Lemma 3.9.3 Let δ > 0 be sufficiently small. Then, for all Φ,Ψ ∈ Xδ and α, β ∈ Xδ,∥∥∥Lˆα(τ)Φ(τ)− Lˆβ(τ)Ψ(τ)∥∥∥ . δ2e−τ (‖Φ−Ψ‖X + ‖α− β‖X) ,∥∥Nα(τ)(Φ(τ))−Nβ(τ)(Ψ(τ))∥∥ . δ2e−τ (‖Φ−Ψ‖X + ‖α− β‖X) ,∥∥Pα∞∂τΨα(τ) −Pβ∞∂τΨβ(τ)∥∥ . δ2e−τ‖α− β‖X ,∥∥(I−Qα∞)∂τΨα(τ) − (I−Qβ∞)∂τΨβ(τ)∥∥ . δ2e−τ (‖Φ−Ψ‖X + ‖α− β‖X) ,
for all τ > 0.
Proof. The proof coincides with the proof of Lemma 5.5 in [31].
3.9.2 The Lorentz symmetry instability
Now, we focus on the instability induced by the Lorentz symmetry and in particular we
will choose α = α(τ) in such a way that this instability is suppressed. To do so, we need an
equation for α = α(τ). By Proposition 3.7.10, we have Qα∞,jSα∞ = Qα∞,j and therefore
applying Qα∞,j to the weak formulation of the modulation equation, that is (3.49), we infer
Qα∞,jΦ(τ) = Qα∞,ju + Qα∞,j
∫ τ
0
Sα∞(τ − σ)
(
Lˆα(σ)Φ(σ) + Nα(σ)(Φ(σ))− ∂σΨα(σ)
)
dσ,
for all j ∈ {1, 2, 3, 4, 5}. To suppress the instability we would like to trivialize the range
and set the right-hand side equal to zero. However, this is not possible since for τ = 0 the
condition Qα∞,ju = 0 on the initial data would be required which is not true in general.
Since we are only interested in the long-term evolution it however suffices to assume that
Qα∞,jΦ(τ) vanishes for large τ . Hence, we set
Qα∞,jΦ(τ) = χ(τ)h, h := Qα∞,ju ∈ rg Qα∞
where χ is a smooth cut-off function, which equals to 1 on [0, 1], 0 for τ ≥ 4 and satisfies
|χ˙| ≤ 1 everywhere. Now, evaluation at τ = 0 yields h = Qα∞,ju which now holds true in
general. This ansatz yields an equation for α, namely
(1− χ(τ))h + Qα∞,j
∫ τ
0
(
Lˆα(σ)Φ(σ) + Nα(σ)(Φ(σ))− ∂σΨα(σ)
)
dσ = 0. (3.52)
In particular, we define the auxiliary function
hˆα(τ),k := hα(τ),k − hα∞,k,
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assume that α(0) = 0 and use the properties of Qα∞,j from remark 3.7.11 to write
Qα∞,j
∫ τ
0
∂σΨα(σ)dσ = Qα∞,j
∫ τ
0
α˙k(σ)hα(σ),kdσ
= Qα∞,j
∫ τ
0
α˙k(σ)
(
hˆα(τ),k + hα∞,k
)
dσ
= Qα∞,j
∫ τ
0
α˙k(σ)hˆα(τ),kdσ + α
j(τ)hα∞,j.
Therefore, we can write equation (3.52) as
αj(τ)hα∞,j = (1− χ(τ))Qα∞,ju
+ Qα∞,j
∫ τ
0
(
Lˆα(σ)Φ(σ) + Nα(σ)(Φ(σ))
)
dσ
−Qα∞,j
∫ τ
0
α˙k(σ)hˆα(τ),kdσ
:=
∫ τ
0
Gj(α,Φ,u)(σ)dσ. (3.53)
for the functions αj = αj(τ) ∈ R5, j ∈ {1, 2, 3, 4, 5}. Then, we have a fixed point formula-
tion for α,
α(τ) =
∫ τ
0
G(α,Φ,u) := G˜(α,Φ,u), (3.54)
where G = (G1, G2, G3, G4, G5) and
Gj(α,Φ,u)(σ) :=
1
‖hα∞,j‖2
(Gj(α,Φ,u)(σ)|hα∞,j) .
Finally, we use a fixed point argument to show that the function α : [0,∞) → R5 can
be chosen in such a way that (3.54) (equivalently (3.53)) holds provided that Φ satisfies
a smallness condition. Consequently, the instability induced by the Lorentz symmetry is
suppressed.
Proposition 3.9.4 Let δ > 0 be sufficiently small, c > 0 sufficiently large and suppose
that Φ ∈ Xδ. Then, there exists a unique function α ∈ Xδ such that equation (3.54) holds
for each j ∈ {1, 2, 3, 4, 5} provided ‖u‖ ≤ δ
c
. Furthermore, the map Φ 7−→ α is Lipschitz
continuous.
Proof. The proof relies on a fixed point argument. The fact that G˜(·,Φ,u) maps Xδ to
itself follows from Lemma 3.8.1 and Lemma 3.9.3. Furthermore, the contraction property
is a direct consequence of Lemma 3.9.3 and finally the Lipschitz continuity follows from
Lemma 3.9.3. For more details see Lemma 5.6 in [31].
106
3.9.3 The time translation instability
Next, we turn our attention to the instability induced by the time translation symmetry.
However, this time we proceed differently and we add a correction term to the initial data
Φ(0) = u in the equation (3.49) which stabilizes the evolution. In other words, we consider
the modified equation
Φ(τ) = K(Φ, α,u), (3.55)
where
K(Φ, α,u) := Sα∞(τ) (u−C(Φ, α,u))
+
∫ τ
0
Sα∞(τ − σ)
(
Lˆα(σ)Φ(σ) + Nα(σ)(Φ(σ))− ∂σΨα(σ)
)
dσ, (3.56)
and
C(Φ, α,u) := Pα∞u + Pα∞
∫ ∞
0
e−σ
(
Lˆα(σ)Φ(σ) + Nα(σ)(Φ(σ))− ∂σΨα(σ)
)
dσ. (3.57)
Here, all integrals exist as Riemann integrals over continuous functions. Now, we can
expect that the evolution (3.55) will have a solution provided that the initial data are
sufficiently small. This is precisely our next result.
Proposition 3.9.5 Let δ > 0 be sufficiently small and c > 0 sufficiently large. If ‖u‖ ≤ δ
c
,
then there exists a unique functions α ∈ Xδ and Φ ∈ Xδ such that equation (3.55) holds
for all τ > 0.
Proof. Here, α ∈ Xδ is associated to Φ via Lemma 3.9.4. The proof relies on a fixed
point argument. The fact that K(·, α,u) maps Xδ to itself follows from Lemma 3.9.2
and Proposition 3.7.10. Furthermore, the contraction property is a direct consequence of
Lemma 3.9.3 and Lemma 3.9.4 and finally the Lipschitz continuity follows from Lemma
3.9.3, Lemma 3.8.1 and Lemma 3.9.4. For more details see Proposition 5.7 in [31].
Recall that our initial goal is to solve the modulation equation (3.49) so that we can
establish a solution to the initial Cauchy problem (3.5). So far, we can do this only for the
modified equation (3.55) where the correction term is included. However, the correction
term C(Φ, α,u) is closely related to the time translation symmetry and therefore we can
choose T in such a way that the correction term vanishes. On the other hand, the blowup
time T appears explicitly only in the initial data and not in the equation itself. To be
precise, we have that
Φ(0)(ξ) = Ψ(0)(ξ)−Ψα(0)(ξ) = T
(
ψ0,1(Tξ) + f˜(Tξ)
ψ0,2(Tξ) + g˜(Tξ)
)
−Ψ0(ξ),
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for some fixed and given functions (f˜ , g˜) which stand for a perturbation of the initial data,
see (3.6). Note, that we may write the initial data as
Φ(0)(ξ) = U(T,v), (3.58)
to distinguish between the blowup time T and the perturbation
v :=
(
f˜
g˜
)
, (3.59)
where
U(T,v) := vT + ΨT0 −Ψ0. (3.60)
Here, we also write
wT :=
(
Tw1(Tξ)
Tw2(Tξ)
)
,
for a generic function w = (w1, w2) ∈ H. Before describing how one can choose T in such
a way that the correction term vanishes, we must ensure that, for all T ∈ [1− δ
c
, 1 + δ
c
], the
modified equation (3.55) has a solution with initial data u = U(T,v) provided that the
perturbation v is sufficiently small. This fact is a direct consequence of Proposition 3.9.5
and the following lemma.
Lemma 3.9.6 Let δ > 0 be sufficiently small. If v ∈ H3(B51+δ) × H2(B51+δ) such that
‖v‖H3(B51+δ)×H2(B51+δ) ≤ δ then
‖U(T,v)‖H3(B51+δ)×H2(B51+δ) . δ,
for all T ∈ [1− δ, 1 + δ]. Furthermore, the map U(·,v)→ H is continuous.
Proof. The smallness condition on U(T,v) follows immediately from the fundamental the-
orem of calculus since ψ0,1, ψ0,2 ∈ C∞(R5). Furthermore, the continuity of the map follows
from the triangle inequality and an approximation argument using the density of C∞(B51+δ)
in Hk(B51+δ). For a detailed proof see Lemma 5.8 in [31].
Now, one can apply Proposition 3.9.5 to get the following result.
Corollary 3.9.7 Let δ > 0 be sufficiently small and c sufficiently large. Furthermore, fix
v ∈ H3(B51+δ/c)×H2(B51+δ/c) such that ‖v‖H3(B51+δ/c)×H2(B51+δ/c) ≤ δc and T ∈ [1− δc , 1 + δc ].
Then, the modified equation (3.55) with u = U(T,v) has a solution (Φ, α) ∈ Xδ × Xδ.
Furthermore, the map T 7−→ (Φ, α) is continuous.
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Now, we focus on the correction term. To begin with we fix δ > 0 sufficiently small, c
sufficiently large and let v ∈ H3(B51+δ/c)×H2(B51+δ/c) such that ‖v‖H3(B51+δ/c)×H2(B51+δ/c) ≤
δ
c2
. Furthermore, pick an arbitrary T = Tv ∈ [1 − δc , 1 + δc ] and let (Φ, α) = (ΦT , αT ) ∈Xδ×Xδ be a solution to the modified equation (3.55) with u = U(T,v) by corollary 3.9.7.
Lemma 3.9.8 There exists Tv ∈ [1− δc , 1 + δc ] such that C (ΦTv , αTv ,U (Tv,v)) = 0.
Proof. Since C has values in rg Pα∞ = 〈gα∞〉 (see Lemma 3.7.10), the vanishing of the
correction term is equivalent to
∃Tv ∈ [1− δ
c
, 1 +
δ
c
] :
〈
C (ΦTv , αTv ,U (Tv,v)) ,gα∞
〉
H
= 0. (3.61)
The key observation here is that
∂TΨ
T
0
∣∣
T=1
= 2g0
and thus expanding ΨT0 in Taylor with respect to T around T = 1 we get
U(T,v) = vT + 2g0(T − 1) + RT (T − 1)2,
for some remainder term RT , which we rewrite as
U(T,v) = vT + 2gα∞(T − 1) + 2 (g0 − gα∞) (T − 1) + RT (T − 1)2.
Now, the fact fact α(0) = 0 and (3.50) yield |α∞ − α(0)| . δ and from Lemma 3.8.1 (in
particular (3.40)) we get ‖g0 − gα∞‖ . δ. In addition, ‖RT‖ . 1 for all T ∈ [1− δc , 1 + δc ].
Hence, using ‖v‖H3(B5
1+δ/c
)×H2(B5
1+δ/c
) ≤ δc2 and rg Pα∞ = 〈gα∞〉 from Lemma 3.7.10, we
infer 〈
Pα∞U(T,v),gα∞
〉
H
= O
(
δ
c2
)
+ 2 ‖gα∞‖2 (T − 1) +O
(
δ2
c
)
+O
(
δ2
c2
)
.
Moreover, the bounds of Lemma 3.9.2 imply〈
Pα∞
∫ ∞
0
e−σ
(
Lˆα(σ)Φ(σ) + Nα(σ)(Φ(σ))− ∂σΨα(σ)
)
dσ,gα∞
〉
H
= O
(
δ2
) ‖gα∞‖2 .
Finally, summing up we get〈
C (ΦTv , αTv ,U (Tv,v)) ,gα∞
〉
H
= 2 ‖gα∞‖2 (T − 1) +O
(
δ
c2
)
.
Setting the left hand side equal to zero we obtain the equation
T = 1 + F (T )
where F is a continuous function in T such that F (T ) = O
(
δ
c
)
. We choose c sufficiently
large and δ = δ(c) sufficiently small so that |F (T )| ≤ δ
c
. Now, the continuous function
T 7−→ 1 + F (T ) maps the closed interval [1 − δ
c
, 1 + δ
c
] to itself and from Brouwer’s fixed
point theorem we get a fixed point T = Tv. This proves (3.61) and concludes the proof.
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3.10 Proof of the main theorem
To begin with, we summarise the results of the previous section.
Theorem 3.10.1 Let δ > 0 be sufficiently small, c sufficiently large and pick an arbitrary
v ∈ H3(B51+δ/c) × H2(B51+δ/c) such that ‖v‖H3(B51+δ/c)×H2(B51+δ/c) ≤ δc2 . Then, there exists
T = Tv ∈ [1 − δc , 1 + δc ] such that the full, non-corrected equation (3.49) with initial data
u = U(Tv,v), that is
Φ(τ) = Sα∞(τ)U(Tv,v) +
∫ τ
0
Sα∞(τ − σ)
(
Lˆα(σ)Φ(σ) + Nα(σ)(Φ(σ))− ∂σΨα(σ)
)
dσ,
has a solution (Φ, α) = (ΦTv , αTv) ∈ Xδ ×Xδ.
Now, we are in position to prove our main result.
Proof of Theorem 3.3.2 for d = 5. Fix δ > 0 sufficiently small and c > 0 sufficiently large
according to Theorem 3.10.1. Set δ′ := δ
c
and M := c. Furthermore, pick any initial data
(f, g) ∈ H3(B51+δ′)×H2(B51+δ′)
satisfying ∥∥∥(f, g)− u1,0[0]∥∥∥
H3(B5
1+δ′ )×H2(B51+δ′ )
≤ δ
′
M
.
Then, the perturbed initial data v := (f˜ , g˜) (see (3.6)) satisfy
‖v‖H3(B5
1+ δc
)×H2(B5
1+ δc
) =
∥∥∥(f, g)− u1,0[0]∥∥∥
H3(B5
1+δ′ )×H2(B51+δ′ )
≤ δ
′
M
=
δ
c2
and Theorem 3.10.1 yields the existence of T = Tv ∈ [1−δ′, 1+δ′] such that equation (3.49)
has a unique solution (Φ, α) ∈ Xδ × Xδ with initial data Φ(0) = U(Tv,v). Translating
back this statement to the origin setting we obtain a weak solution Ψ(τ) = Ψα(τ) + Φ(τ)
to the initial system (3.9) with initial data Ψ(0) = Ψ0 + U(Tv,v). This means that
u(t, x) =
1
T − tψ1
(
log
(
T
T − t
)
,
x
T − t
)
solves the cubic wave equation (3.1) with initial data
u(0, x) =
1
T
ψ1(0,
x
T
) = ψ1,0(x) + f˜(x) = u1,0(x) + f˜(x)
∂tu(0, x) =
1
T 2
ψ2(0,
x
T
) = ψ2,0(x) + g˜(x) = ∂tu1,0(x) + g˜(x)
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for all x ∈ B51+δ′ and therefore is a solution to the Cauchy problem (3.5). Finally, the fact
that Φ ∈ Xδ implies
‖Φ(τ)‖ ≤ δe− 12 τ , ∀τ > 0
and hence, for all t ∈ [0, T ) and k = 0, 1, 2, 3 we can estimate
(T − t)k− 52+1 ‖u(t, ·)− uT,α∞(t, ·)‖H˙k(B5T−t) =
(T − t)k− 52+1
∥∥∥∥ 1T − tψ1
(
log
(
T
T − t
)
,
·
T − t
)
− 1
T − tψα∞,1
( ·
T − t
)∥∥∥∥
H˙k(B5T−t)
=
(T − t)k− 52
∥∥∥∥ψ1(log( TT − t
)
,
·
T − t
)
− ψα∞,1
( ·
T − t
)∥∥∥∥
H˙k(B5T−t)
=∥∥∥∥ψ1(log( TT − t
)
, ·
)
− ψα∞,1
∥∥∥∥
H˙k(B51)
≤∥∥∥∥ψ1(log( TT − t
)
, ·
)
− ψα(log( TT−t)),1
∥∥∥∥
H˙k(B51)
+
∥∥∥ψα(log( TT−t)),1 − ψα∞,1∥∥∥H˙k(B51) .
For the first term, we get∥∥∥∥ψ1(log( TT − t
)
, ·
)
− ψα(log( TT−t)),1
∥∥∥∥
H˙k(B51)
≤
∥∥∥∥ψ1(log( TT − t
)
, ·
)
− ψα(log( TT−t)),1
∥∥∥∥
H3(B51)
≤
∥∥∥∥Ψ(log( TT − t
))
−Ψα(log( TT−t))
∥∥∥∥
=
∥∥∥∥Φ(log( TT − t
))∥∥∥∥
. (T − t) 12 .
For the second term, fix t ∈ [0, T ) and let γ(s) := sα∞+ (1− s)α
(
log
(
T
T−t
))
, s ∈ [0, 1] be
a parametrisation of the line segment E[α
(
log
(
T
T−t
))
, α∞] joining α
(
log
(
T
T−t
))
and α∞.
Then, the fundamental theorem of calculus yields
ψα(log( TT−t)),1
− ψα∞,1 = ψα(log( TT−t)) − ψα∞
= ψγ(0) − ψγ(1)
=
∫
E[α(log( TT−t)),α∞]
∂ψγ · d`
=
5∑
j=1
(
αj
(
log
(
T
T − t
))
− αj∞
)∫ 1
0
∂γjψγ(t)dt,
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which implies the bound∥∥∥ψα(log( TT−t)),1 − ψα∞,1∥∥∥H˙k(B51) =
∥∥∥∂k (ψα(log( TT−t)) − ψα∞)∥∥∥L2(B5)
.
5∑
j=1
∣∣∣∣αj (log( TT − t
))
− αj∞
∣∣∣∣ sup
s∈E[α(log( TT−t)),α∞]
‖∂k∂γjψγ(s)‖L2(B5)
.
∣∣∣∣α(log( TT − t
))
− α∞
∣∣∣∣
. (T − t) 12
due to (3.43) and (3.50) since α ∈ Xδ. The second estimate for ∂t (u(t, ·)− uT,α∞(t, ·))
follows similarly. These estimates conclude the proof.
Proof of Theorem 3.3.2 for d ∈ {7, 9, 11, 13}. All the results of the previous sections can
be carried on for any d ∈ {7, 9, 11, 13} with slight modifications. The important parts are
the function spaces which lead to a sharp decay for the free evolution and the spectral
equation for α = 0.
Referring to the spectral equation for α = 0 in higher space dimensions, one can read-
ily verify that the potential V0 in the definition of L′0, see (3.29), will still turn out to be a
constant function. Consequently, the spectral equation will be solved explicitly, solutions
will belong to the hypergeometric class as well and we can still use the connection formula
which is well known for this class. Then, one can proceed to the case where α 6= 0 and
since we are only interested in small α we can still apply a perturbative approach. To be
precise, all estimates, Lipschitz bounds and decay rates will stay the same in all higher
space dimensions since our results are formulated and proved using elements of abstract
semigroup theory.
On the other hand, regarding the function spaces in higher space dimensions, one can
still define a suitable inner product on
H = H d+12 (Bd)×H d−12 (Bd)
which yields a sharp decay for the "free" evolution operator. To be precise, we let
H˜ = C d+12 (Bd)× C d−12 (Bd),
and define
(·∣∣·) : H˜ × H˜ −→ R, (u∣∣v) := d∑
i=1
(
u
∣∣v)
i
,
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where, for d = 2k + 1, the sesquilinear forms are(
u
∣∣v)
1
:=
∫
B2k+1
∂m∂i1 · · · ∂iku1(ξ)∂m∂i1 · · · ∂ikv1(ξ)dξ
+
∫
B2k+1
∂i1 · · · ∂iku2(ξ)∂i1 · · · ∂ikv2(ξ)dξ
+
∫
S2k
∂i1 · · · ∂iku1(ω)∂i1 · · · ∂ikv1(ω)dσ(ω),(
u
∣∣v)
2
:=
∫
B2k+1
∂m∂
m∂i1 · · · ∂ik−1u1(ξ)∂n∂n∂i1 · · · ∂ik−1v1(ξ)dξ
+
∫
B2k+1
∂i1 . . . ∂iku2(ξ)∂
i1 · · · ∂ikv2(ξ)dξ
+
∫
S2k
∂i1 · · · ∂ik−1u2(ω)∂i1 · · · ∂ik−1v2(ω)dσ(ω),
...(
u
∣∣v)
3+2q
:=
2q+2∑
p=1
Apq(d)
(
u
∣∣v)
p
+
∫
S2k
∂i1 · · · ∂ik−2−qu2(ω)∂i1 · · · ∂ik−2−qv2(ω)dσ(ω),
(
u
∣∣v)
4+2q
:=
2q+3∑
r=1
Brq (d)
(
u
∣∣v)
r
+
∫
S2k
∂i1 · · · ∂ik−1−qu1(ω)∂i1 · · · ∂ik−1−qv1(ω)dσ(ω),
for some constants Apq(d) and Brq (d) and for all q = 0, 1, . . . , k − 2 and all u,v ∈ H˜. In
addition, the missing piece for it to define a norm is given by(
u
∣∣v)
2k+1
:=
(∫
S2k
ζ (ω,u(ω)) dσ(ω)
)(∫
S2k
ζ (ω,v(ω))dσ(ω)
)
where
ζ (ω,w(ω)) := D2k+1w1(ω) + D˜2k+1w2(ω)
and
D2k+1w1(ω) :=
k∑
j=1
ajω
i1 · · ·ωij∂i1 · · · ∂ijw1(ω) + a0w1(ω),
D˜2k+1w2(ω) :=
k−1∑
j=1
bjω
i1 · · ·ωij∂i1 · · · ∂ijw2(ω) + b0w2(ω),
for appropriate constants aj, bj, a0 and b0. Recall that in all these definitions the Einstein
summation convention is assumed. Now, the constants aj, bj, a0 and b0 are chosen in such
a way that the identity
ζ
(
ω, L˜u(ω)
)
= −ζ (ω,u(ω)) + ∆S2k
(
D˜2k−1
(
u1(ω) + ω
j∂ju1(ω)
))
(3.62)
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holds which is the key identity to obtain the decay
Re
(
L˜u
∣∣u)
2k+1
= −‖u‖22k+1, (3.63)
see (3.15). In higher space dimensions, although it is easy to prove that the inner product(·∣∣·) defines indeed a norm equivalent to H, there are two main difficulties. On the one
hand, we can find a defining recurrence relation for the coefficients aj, bj, a0 and b0 which
unfortunately is not convenient to write it down nor easy to use and therefore proving
(3.62) turns out to be too difficult for us. On the other hand, we can use induction to
prove that
Re
(
L˜u
∣∣u)
i
≤ −3
2
‖u‖2i , (3.64)
for all i ∈ {1, 2, . . . , 2k}, but the proof is rather involved.
However, for small d, say d ∈ {7, 9, 11, 13}, we can find the coefficients aj, bj, a0 and
b0 explicitly, define D2k+1 and D˜2k+1 without recurrence relations and successfully verify
(3.64), (3.62) and therefore (3.63). Furthermore, in this case, the proof of (3.64) rely on
similar estimates to the ones in Lemma 3.5.4 without any additional tools. Specifically, for
d = 7, we define
D(L˜) := C5(B7)× C4(B7)
and
(·∣∣·) : (C4(B7)× C3(B7))2 −→ R, (u∣∣v) := 7∑
i=1
(
u
∣∣v)
i
,
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where the sesquilinear forms are(
u
∣∣v)
1
:=
∫
B7
∂i∂j∂k∂`u1(ξ)∂i∂j∂k∂`v1(ξ)dξ +
∫
B7
∂i∂j∂ku2(ξ)∂i∂j∂kv2(ξ)dξ
+
∫
S6
∂i∂j∂ku1(ω)∂i∂j∂kv1(ω)dσ(ω),(
u
∣∣v)
2
:=
∫
B7
∂i∂j∂
k∂ku1(ξ)∂i∂j∂l∂lv1(ξ)dξ +
∫
B7
∂i∂j∂ku2(ξ)∂i∂j∂kv2(ξ)dξ
+
∫
S6
∂i∂ju2(ω)∂i∂jv2(ω)dσ(ω),
(
u
∣∣v)
3
:=
2∑
j=1
Aj3
(
u
∣∣v)
j
+
∫
S6
∂iu2(ω)∂iv2(ω)dσ(ω),
(
u
∣∣v)
4
:=
3∑
j=1
Aj4
(
u
∣∣v)
j
+
∫
S6
∂i∂ju1(ω)∂i∂jv1(ω)dσ(ω),
(
u
∣∣v)
5
:=
4∑
j=1
Aj5
(
u
∣∣v)
j
+
∫
S6
u2(ω)v2(ω)dσ(ω),
(
u
∣∣v)
6
:=
5∑
j=1
Aj6
(
u
∣∣v)
j
+
∫
S6
∂iu1(ω)∂iv1(ω)dσ(ω),
(
u
∣∣v)
7
:=
(∫
S6
ζ (ω,u(ω)) dσ(ω)
)(∫
S6
ζ (ω,v(ω))dσ(ω)
)
,
for some constants Aji and for all u,v ∈ C4(B7)× C3(B7). Here,
ζ (ω,w(ω)) := D7w1(ω) + D˜7w2(ω),
D7w1(ω) := ω
iωjωk∂i∂j∂kw1(ω) + 12ω
iωj∂i∂jw1(ω) + 33ω
i∂iw1(ω) + 15w1(ω),
D˜7w2(ω) := ω
iωj∂i∂jw2(ω) + 9ω
j∂jw2(ω) + 15w2(ω).
One can prove that this inner product defines indeed a norm equivalent toH4 (B7)×H3 (B7)
and the decay estimates (3.63) and (3.64) hold. Furthermore, for d = 9, we define
D(L˜) := C6(B9)× C5(B9).
and
(·∣∣·) : (C5(B9)× C4(B9))2 −→ R, (u∣∣v) := 9∑
i=1
(
u
∣∣v)
i
,
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where the sesquilinear forms are(
u
∣∣v)
1
:=
∫
B9
∂i∂j∂k∂`∂mu1(ξ)∂i∂j∂k∂`∂mv1(ξ)dξ +
∫
B9
∂i∂j∂k∂`u2(ξ)∂i∂j∂k∂`v2(ξ)dξ
+
∫
S8
∂i∂j∂k∂`u1(ω)∂i∂j∂k∂`v1(ω)dσ(ω),(
u
∣∣v)
2
:=
∫
B9
∂i∂j∂
k∂`∂
`u1(ξ)∂i∂j∂k∂m∂mv1(ξ)dξ +
∫
B9
∂i∂j∂k∂`u2(ξ)∂i∂j∂k∂`v2(ξ)dξ
+
∫
S8
∂i∂j∂ku2(ω)∂i∂j∂kv2(ω)dσ(ω),
(
u
∣∣v)
3
:=
2∑
j=1
Bj3
(
u
∣∣v)
j
+
∫
S8
∂i∂ju2(ω)∂i∂jv2(ω)dσ(ω),
(
u
∣∣v)
4
:=
3∑
j=1
Bj4
(
u
∣∣v)
j
+
∫
S8
∂i∂j∂ku1(ω)∂i∂j∂kv1(ω)dσ(ω),
(
u
∣∣v)
5
:=
4∑
j=1
Bj5
(
u
∣∣v)
j
+
∫
S8
∂iu2(ω)∂iv2(ω)dσ(ω),
(
u
∣∣v)
6
:=
5∑
j=1
Bj6
(
u
∣∣v)
j
+
∫
S8
∂i∂ju1(ω)∂i∂jv1(ω)dσ(ω),
(
u
∣∣v)
7
:=
6∑
j=1
Bj7
(
u
∣∣v)
j
+
∫
S8
u2(ω)v2(ω)dσ(ω),
(
u
∣∣v)
8
:=
7∑
j=1
Bj8
(
u
∣∣v)
j
+
∫
S8
∂iu1(ω)∂iv1(ω)dσ(ω),
(
u
∣∣v)
9
:=
(∫
S6
ζ (ω,u(ω)) dσ(ω)
)(∫
S6
ζ (ω,v(ω))dσ(ω)
)
,
for some constants Bji and for all u,v ∈ C5(B9)× C4(B9). Here,
ζ (ω,w(ω)) := D9w1(ω) + D˜9w2(ω),
D9w1(ω) := ω
iωjωkω`∂i∂j∂k∂`w1(ω) + 22ω
iωjωk∂i∂j∂kw1(ω) + 141ω
iωj∂i∂jw1(ω)
+ 279ωi∂iw1(ω) + 105w1(ω),
D˜9w2(ω) := ω
iωjωk∂i∂j∂kw2(ω) + 18ω
iωj∂i∂jw2(ω) + 87ω
j∂jw2(ω) + 105w2(ω).
We can verify that this inner product defines indeed a norm equivalent to H5 (B9)×H4 (B9)
and the decay estimates (3.63) and (3.64) hold. In addition, for d = 11, we define
D(L˜) := C7(B11)× C6(B11).
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and
(·∣∣·) : (C6(B11)× C5(B11))2 −→ R, (u∣∣v) := 11∑
i=1
(
u
∣∣v)
i
,
where the sesquilinear forms are(
u
∣∣v)
1
:=
∫
B11
∂i∂j∂k∂`∂m∂nu1(ξ)∂i∂j∂k∂`∂m∂nv1(ξ)dξ +
∫
B11
∂i∂j∂k∂`∂nu2(ξ)∂i∂j∂k∂`∂nv2(ξ)dξ
+
∫
S10
∂i∂j∂k∂`∂nu1(ω)∂i∂j∂k∂`∂nv1(ω)dσ(ω),(
u
∣∣v)
2
:=
∫
B11
∂i∂j∂k∂`∂n∂
nu1(ξ)∂i∂j∂k∂`∂m∂mv1(ξ)dξ +
∫
B11
∂i∂j∂k∂`∂nu2(ξ)∂i∂j∂k∂`∂nv2(ξ)dξ
+
∫
S10
∂i∂j∂k∂`u2(ω)∂i∂j∂k∂`v2(ω)dσ(ω),
(
u
∣∣v)
3
:=
2∑
j=1
Cj3
(
u
∣∣v)
j
+
∫
S1
∂i∂j∂ku2(ω)∂i∂j∂kv2(ω)dσ(ω),
(
u
∣∣v)
4
:=
3∑
j=1
Cj4
(
u
∣∣v)
j
+
∫
S10
∂i∂j∂k∂`u1(ω)∂i∂j∂k∂`v1(ω)dσ(ω),
(
u
∣∣v)
5
:=
4∑
j=1
Cj5
(
u
∣∣v)
j
+
∫
S10
∂i∂ju2(ω)∂i∂jv2(ω)dσ(ω),
(
u
∣∣v)
6
:=
5∑
j=1
Cj6
(
u
∣∣v)
j
+
∫
S10
∂i∂j∂ku1(ω)∂i∂j∂kv1(ω)dσ(ω),
(
u
∣∣v)
7
:=
6∑
j=1
Cj7
(
u
∣∣v)
j
+
∫
S10
∂iu2(ω)∂iv2(ω)dσ(ω),
(
u
∣∣v)
8
:=
7∑
j=1
Cj8
(
u
∣∣v)
j
+
∫
S10
∂i∂ju1(ω)∂i∂jv1(ω)dσ(ω),
(
u
∣∣v)
9
:=
8∑
j=1
Cj9
(
u
∣∣v)
j
+
∫
S10
u2(ω)v2(ω)dσ(ω),
(
u
∣∣v)
10
:=
7∑
j=1
Cj10
(
u
∣∣v)
j
+
∫
S10
∂iu1(ω)∂iv1(ω)dσ(ω),
(
u
∣∣v)
11
:=
(∫
S10
ζ (ω,u(ω)) dσ(ω)
)(∫
S10
ζ (ω,v(ω))dσ(ω)
)
,
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for some constants Cji and for all u,v ∈ C6(B11)× C5(B11). Here,
ζ (ω,w(ω)) := D11w1(ω) + D˜11w2(ω),
D11w1(ω) := ω
iωjωkω`ωm∂i∂j∂k∂`∂mw1(ω) + 35ω
iωjωkω`∂i∂j∂k∂`w1(ω) + 405ω
iωjωk∂i∂j∂kw1(ω)
+ 1830ωiωj∂i∂jw1(ω) + 2895ω
i∂iw1(ω) + 945w1(ω),
D˜11w2(ω) := ω
iωjωkω`∂i∂j∂k∂`w2(ω) + 30ω
iωjωk∂i∂j∂kw2(ω) + 285ω
iωj∂i∂jw2(ω)
+ 975ωj∂jw2(ω) + 945w2(ω).
We can verify that this inner product defines indeed a norm equivalent to H6 (B11) ×
H5 (B11) and the decay estimates (3.63) and (3.64) hold. Similarly, we get analogous
formulas for the case d = 13 and verify (3.63) and (3.64).
118
Bibliography
[1] Spyros Alexakis and Arick Shao. On the profile of energy concentration at blow-
up points for subconformal focusing nonlinear waves. Trans. Amer. Math. Soc.,
369(8):5525–5542, 2017.
[2] Serge Alinhac. Blowup for nonlinear hyperbolic equations, volume 17 of Progress in
Nonlinear Differential Equations and their Applications. Birkhäuser Boston, Inc.,
Boston, MA, 1995.
[3] Paweł Biernat, Piotr Bizoń, and Maciej Maliborski. Threshold for blowup for equiv-
ariant wave maps in higher dimensions. Preprint arXiv:1608.07707, 2016.
[4] P. Bizoń, P. Breitenlohner, D. Maison, and A. Wasserman. Self-similar solutions of
the cubic wave equation. Nonlinearity, 23(2):225–236, 2010.
[5] Piotr Bizoń. Equivariant self-similar wave maps from Minkowski spacetime into 3-
sphere. Comm. Math. Phys., 215(1):45–56, 2000.
[6] Piotr Bizoń. Threshold behavior for nonlinear wave equations. J. Nonlinear Math.
Phys., 8(suppl.):35–41, 2001. Nonlinear evolution equations and dynamical systems
(Kolimbary, 1999).
[7] Piotr Bizoń and Paweł Biernat. Generic self-similar blowup for equivariant wave maps
and Yang-Mills fields in higher dimensions. Comm. Math. Phys., 338(3):1443–1450,
2015.
[8] Piotr Bizoń, Tadeusz Chmaj, and Nikodem Szpak. Dynamics near the threshold for
blowup in the one-dimensional focusing nonlinear Klein-Gordon equation. J. Math.
Phys., 52(10):103703, 11, 2011.
[9] Piotr Bizoń, Tadeusz Chmaj, and Zbisław Tabor. Dispersion and collapse of wave
maps. Nonlinearity, 13(4):1411–1423, 2000.
[10] Piotr Bizoń, Tadeusz Chmaj, and Zbisław Tabor. Formation of singularities for equiv-
ariant (2+1)-dimensional wave maps into the 2-sphere. Nonlinearity, 14(5):1041–1053,
2001.
119
[11] Piotr Bizoń, Tadeusz Chmaj, and Zbisław Tabor. On blowup for semilinear wave
equations with a focusing nonlinearity. Nonlinearity, 17(6):2187–2201, 2004.
[12] Piotr Bizoń, Dieter Maison, and Arthur Wasserman. Self-similar solutions of semi-
linear wave equations with a focusing nonlinearity. Nonlinearity, 20(9):2061–2074,
2007.
[13] Piotr Bizoń and Anıl Zenginoğlu. Universality of global dynamics for the cubic wave
equation. Nonlinearity, 22(10):2473–2485, 2009.
[14] Luis A. Caffarelli and Avner Friedman. Differentiability of the blow-up curve for
one-dimensional nonlinear wave equations. Arch. Rational Mech. Anal., 91(1):83–98,
1985.
[15] Luis A. Caffarelli and Avner Friedman. The blow-up boundary for nonlinear wave
equations. Trans. Amer. Math. Soc., 297(1):223–241, 1986.
[16] Thierry Cazenave, Jalal Shatah, and A. Shadi Tahvildar-Zadeh. Harmonic maps of
the hyperbolic space and development of singularities in wave maps and Yang-Mills
fields. Ann. Inst. H. Poincaré Phys. Théor., 68(3):315–349, 1998.
[17] A. Chatzikaleas and R. Donninger. Stable blowup for the cubic wave equation in
higher dimensions. ArXiv e-prints, December 2017.
[18] Athanasios Chatzikaleas, Roland Donninger, and Irfan Glogić. On blowup of co-
rotational wave maps in odd space dimensions. J. Differential Equations, 263(8):5090–
5119, 2017.
[19] O. Costin, R. Donninger, and X. Xia. A proof for the mode stability of a self-similar
wave map. Nonlinearity, 29(8):2451–2473, 2016.
[20] Ovidiu Costin, Roland Donninger, and Irfan Glogić. Mode stability of self-similar
wave maps in higher dimensions. Communications in Mathematical Physics, pages
1–14, 2016.
[21] R. Côte. On the soliton resolution for equivariant wave maps to the sphere. Comm.
Pure Appl. Math., 68(11):1946–2004, 2015.
[22] R. Côte, C. E. Kenig, A. Lawrie, and W. Schlag. Characterization of large energy
solutions of the equivariant wave map problem: I. Amer. J. Math., 137(1):139–207,
2015.
[23] R. Côte, C. E. Kenig, A. Lawrie, and W. Schlag. Characterization of large energy
solutions of the equivariant wave map problem: II. Amer. J. Math., 137(1):209–250,
2015.
120
[24] Benjamin Dodson and Andrew Lawrie. Scattering for radial, semi-linear, super-critical
wave equations with bounded critical norm. Arch. Ration. Mech. Anal., 218(3):1459–
1529, 2015.
[25] Benjamin Dodson and Andrew Lawrie. Scattering for radial, semi-linear, super-critical
wave equations with bounded critical norm. Arch. Ration. Mech. Anal., 218(3):1459–
1529, 2015.
[26] Roland Donninger. On stable self-similar blowup for equivariant wave maps. Comm.
Pure Appl. Math., 64(8):1095–1147, 2011.
[27] Roland Donninger. Stable self-similar blowup in energy supercritical Yang-Mills the-
ory. Math. Z., 278(3-4):1005–1032, 2014.
[28] Roland Donninger, Wilhelm Schlag, and Avy Soffer. On pointwise decay of linear
waves on a Schwarzschild black hole background. Comm. Math. Phys., 309(1):51–86,
2012.
[29] Roland Donninger and Birgit Schörkhuber. Stable self-similar blow up for energy
subcritical wave equations. Dyn. Partial Differ. Equ., 9(1):63–87, 2012.
[30] Roland Donninger and Birgit Schörkhuber. Stable blow up dynamics for energy su-
percritical wave equations. Trans. Amer. Math. Soc., 366(4):2167–2189, 2014.
[31] Roland Donninger and Birgit Schörkhuber. On blowup in supercritical wave equations.
Comm. Math. Phys., 346(3):907–943, 2016.
[32] Roland Donninger and Birgit Schörkhuber. Stable blowup for wave equations in odd
space dimensions. Annales de l’Institut Henri Poincare (C) Non Linear Analysis,
2016.
[33] Roland Donninger and Birgit Schörkhuber. Stable blowup for wave equations in odd
space dimensions. Annales de l’Institut Henri Poincare (C) Non Linear Analysis,
34(5):1181 – 1213, 2017.
[34] Roland Donninger, Birgit Schörkhuber, and Peter C. Aichelburg. On stable self-similar
blow up for equivariant wave maps: the linearized problem. Ann. Henri Poincaré,
13(1):103–144, 2012.
[35] Roland Donninger, Birgit Schörkhuber, and Peter C. Aichelburg. On stable self-similar
blow up for equivariant wave maps: the linearized problem. Ann. Henri Poincaré,
13(1):103–144, 2012.
[36] Klaus-Jochen Engel and Rainer Nagel. One-parameter semigroups for linear evolution
equations, volume 194 of Graduate Texts in Mathematics. Springer-Verlag, New York,
2000. With contributions by S. Brendle, M. Campiti, T. Hahn, G. Metafune, G.
Nickel, D. Pallara, C. Perazzoli, A. Rhandi, S. Romanelli and R. Schnaubelt.
121
[37] Lawrence C. Evans. Partial differential equations, volume 19 of Graduate Studies in
Mathematics. American Mathematical Society, Providence, RI, 1998.
[38] W. I. Fushchich, W. M. Shtelen, and N. I. Serov. Symmetry analysis and exact solu-
tions of equations of nonlinear mathematical physics, volume 246 of Mathematics and
its Applications. Kluwer Academic Publishers Group, Dordrecht, 1993. Translated
from the 1989 Russian original, Revised by the authors.
[39] Can Gao and Joachim Krieger. Optimal polynomial blow up range for critical wave
maps. Commun. Pure Appl. Anal., 14(5):1705–1741, 2015.
[40] N. Gudapati. On the Cauchy Problem for Energy Critical Self-Gravitating Wave
Maps. ArXiv e-prints, November 2013.
[41] Mohamed-Ali Hamza and Hatem Zaag. Blow-up results for semilinear wave equations
in the superconformal case. Discrete Contin. Dyn. Syst. Ser. B, 18(9):2315–2329,
2013.
[42] Emmanuel Hebey. Nonlinear analysis on manifolds: Sobolev spaces and inequalities,
volume 5 of Courant Lecture Notes in Mathematics. New York University, Courant
Institute of Mathematical Sciences, New York; American Mathematical Society, Prov-
idence, RI, 1999.
[43] Tosio Kato. Perturbation theory for linear operators. Classics in Mathematics.
Springer-Verlag, Berlin, 1995. Reprint of the 1980 edition.
[44] Markus Keel and Terence Tao. Local and global well-posedness of wave maps on R1+1
for rough data. Internat. Math. Res. Notices, (21):1117–1156, 1998.
[45] Rowan Killip, Betsy Stovall, and Monica Visan. Blowup behaviour for the nonlinear
Klein-Gordon equation. Math. Ann., 358(1-2):289–350, 2014.
[46] S. Klainerman. On the regularity of classical field theories in Minkowski space-time
R3+1. In Nonlinear partial differential equations in geometry and physics (Knoxville,
TN, 1995), volume 29 of Progr. Nonlinear Differential Equations Appl., pages 29–69.
Birkhäuser, Basel, 1997.
[47] Sergiu Klainerman and Matei Machedon. On the optimal local regularity for gauge
field theories. Differential Integral Equations, 10(6):1019–1030, 1997.
[48] Sergiu Klainerman and Igor Rodnianski. On the global regularity of wave maps in the
critical Sobolev norm. Internat. Math. Res. Notices, (13):655–677, 2001.
[49] Sergiu Klainerman and Sigmund Selberg. Remark on the optimal regularity for equa-
tions of wave maps type. Comm. Partial Differential Equations, 22(5-6):901–918,
1997.
122
[50] J. Krieger, W. Schlag, and D. Tataru. Renormalization and blow up for charge one
equivariant critical wave maps. Invent. Math., 171(3):543–615, 2008.
[51] Joachim Krieger. Global regularity of wave maps from R3+1 to surfaces. Comm. Math.
Phys., 238(1-2):333–366, 2003.
[52] Joachim Krieger and Wilhelm Schlag. Concentration compactness for critical wave
maps. EMS Monographs in Mathematics. European Mathematical Society (EMS),
Zürich, 2012.
[53] Andrew Lawrie and Sung-Jin Oh. A refined threshold theorem for (1+2)-dimensional
wave maps into surfaces. Comm. Math. Phys., 342(3):989–999, 2016.
[54] Howard A. Levine. Instability and nonexistence of global solutions to nonlinear wave
equations of the form Putt = −Au+F (u) . Trans. Amer. Math. Soc., 192:1–21, 1974.
[55] Hans Lindblad and Christopher D. Sogge. On existence and scattering with minimal
regularity for semilinear wave equations. J. Funct. Anal., 130(2):357–426, 1995.
[56] Frank Merle and Hatem Zaag. Determination of the blow-up rate for the semilinear
wave equation. Amer. J. Math., 125(5):1147–1164, 2003.
[57] Frank Merle and Hatem Zaag. Determination of the blow-up rate for a critical semi-
linear wave equation. Math. Ann., 331(2):395–416, 2005.
[58] Frank Merle and Hatem Zaag. On growth rate near the blowup surface for semilinear
wave equations. Int. Math. Res. Not., (19):1127–1155, 2005.
[59] Frank Merle and Hatem Zaag. Existence and universality of the blow-up profile for
the semilinear wave equation in one space dimension. J. Funct. Anal., 253(1):43–121,
2007.
[60] Frank Merle and Hatem Zaag. Openness of the set of non-characteristic points and
regularity of the blow-up curve for the 1 D semilinear wave equation. Comm. Math.
Phys., 282(1):55–86, 2008.
[61] Frank Merle and Hatem Zaag. Existence and classification of characteristic points
at blow-up for a semilinear wave equation in one space dimension. Amer. J. Math.,
134(3):581–648, 2012.
[62] Frank Merle and Hatem Zaag. Isolatedness of characteristic points at blow-up for
a semilinear wave equation in one space dimension. In Seminaire: Equations aux
Dérivées Partielles. 2009–2010, Sémin. Équ. Dériv. Partielles, pages Exp. No. XI, 10.
École Polytech., Palaiseau, 2012.
[63] Frank Merle and Hatem Zaag. On the stability of the notion of non-characteristic point
and blow-up profile for semilinear wave equations. Comm. Math. Phys., 333(3):1529–
1562, 2015.
123
[64] Frank Merle and Hatem Zaag. Dynamics near explicit stationary solutions in similarity
variables for solutions of a semilinear wave equation in higher dimensions. Trans.
Amer. Math. Soc., 368(1):27–87, 2016.
[65] Charles W. Misner. Harmonic maps as models for physical theories. Phys. Rev. D
(3), 18(12):4510–4524, 1978.
[66] Vincent Moncrief. Reduction of Einstein’s equations for nonstationary cylindrical
cosmic strings. Phys. Rev. D (3), 39(2):429–433, 1989.
[67] Andrea Nahmod, Atanas Stefanov, and Karen Uhlenbeck. On the well-posedness of
the wave map problem in high dimensions. Comm. Anal. Geom., 11(1):49–83, 2003.
[68] Frank W. J. Olver, Daniel W. Lozier, Ronald F. Boisvert, and Charles W. Clark,
editors. NIST handbook of mathematical functions. U.S. Department of Commerce,
National Institute of Standards and Technology, Washington, DC; Cambridge Univer-
sity Press, Cambridge, 2010. With 1 CD-ROM (Windows, Macintosh and UNIX).
[69] Pierre Raphaël and Igor Rodnianski. Stable blow up dynamics for the critical co-
rotational wave maps and equivariant Yang-Mills problems. Publ. Math. Inst. Hautes
Études Sci., 115:1–122, 2012.
[70] Jeffrey Rauch. Hyperbolic partial differential equations and geometric optics, volume
133 of Graduate Studies in Mathematics. American Mathematical Society, Providence,
RI, 2012.
[71] Alan D. Rendall. Partial differential equations in general relativity, volume 16 of
Oxford Graduate Texts in Mathematics. Oxford University Press, Oxford, 2008.
[72] Igor Rodnianski and Jacob Sterbenz. On the formation of singularities in the critical
O(3) σ-model. Ann. of Math. (2), 172(1):187–242, 2010.
[73] Sohrab Shahshahani. Renormalization and blow-up for wave maps from S2×R to S2.
Trans. Amer. Math. Soc., 368(8):5621–5654, 2016.
[74] Jalal Shatah. Weak solutions and development of singularities of the SU(2) σ-model.
Comm. Pure Appl. Math., 41(4):459–469, 1988.
[75] Jalal Shatah and Michael Struwe. Geometric wave equations, volume 2 of Courant Lec-
ture Notes in Mathematics. New York University, Courant Institute of Mathematical
Sciences, New York; American Mathematical Society, Providence, RI, 1998.
[76] Jalal Shatah and Michael Struwe. The Cauchy problem for wave maps. Int. Math.
Res. Not., (11):555–571, 2002.
[77] Jalal Shatah and A. Shadi Tahvildar-Zadeh. On the Cauchy problem for equivariant
wave maps. Comm. Pure Appl. Math., 47(5):719–754, 1994.
124
[78] Christopher D. Sogge. Lectures on non-linear wave equations. International Press,
Boston, MA, second edition, 2008.
[79] Jacob Sterbenz and Daniel Tataru. Energy dispersed large data wave maps in 2 + 1
dimensions. Comm. Math. Phys., 298(1):139–230, 2010.
[80] Jacob Sterbenz and Daniel Tataru. Regularity of wave-maps in dimension 2 + 1.
Comm. Math. Phys., 298(1):231–264, 2010.
[81] Michael Struwe. Wave maps. In Nonlinear partial differential equations in geome-
try and physics (Knoxville, TN, 1995), volume 29 of Progr. Nonlinear Differential
Equations Appl., pages 113–153. Birkhäuser, Basel, 1997.
[82] Michael Struwe. Equivariant wave maps in two space dimensions. Comm. Pure Appl.
Math., 56(7):815–823, 2003. Dedicated to the memory of Jürgen K. Moser.
[83] Terence Tao. Global regularity of wave maps. I. Small critical Sobolev norm in high
dimension. Internat. Math. Res. Notices, (6):299–328, 2001.
[84] Terence Tao. Global regularity of wave maps. II. Small energy in two dimensions.
Comm. Math. Phys., 224(2):443–544, 2001.
[85] Terence Tao. Nonlinear dispersive equations, volume 106 of CBMS Regional Confer-
ence Series in Mathematics. Published for the Conference Board of the Mathematical
Sciences, Washington, DC; by the American Mathematical Society, Providence, RI,
2006. Local and global analysis.
[86] Daniel Tataru. Local and global results for wave maps. I. Comm. Partial Differential
Equations, 23(9-10):1781–1793, 1998.
[87] Daniel Tataru. On global existence and scattering for the wave maps equation. Amer.
J. Math., 123(1):37–77, 2001.
[88] Daniel Tataru. Rough solutions for the wave maps equation. Amer. J. Math.,
127(2):293–377, 2005.
[89] Neil Turok and David Spergel. Global texture and the microwave background. Physical
Review Letters 64, (2736), 1990.
[90] Gilbert Weinstein. On rotating black holes in equilibrium in general relativity. Comm.
Pure Appl. Math., 43(7):903–948, 1990.
125
