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Abstract
We consider the Schro¨dinger operator with a periodic potential on quasi-1D models of
armchair single-wall nanotubes. The spectrum of this operator consists of an absolutely
continuous part (intervals separated by gaps) plus an infinite number of eigenvalues
with infinite multiplicity. We describe all eigenfunctions with the same eigenvalue.
We define a Lyapunov function, which is analytic on some Riemann surface. On each
sheet, the Lyapunov function has the same properties as in the scalar case, but it has
branch points, which we call resonances. In example we show the existence of real and
complex resonances for some specific potentials.
1 Introduction and main results
Consider the Schro¨dinger operator H = −∆+ Vq with a periodic potential Vq on so called
armchair graph ΓN , N > 1. In order to describe the graph ΓN , we introduce the fundamental
cell Γ˜ = ∪j∈N6Γ˜j ⊂ R2, where Γ˜j = {x = r˜j + tej , t ∈ [0, 1]} are edges of length 1,
Nm = {1, 2, .., m}, e1 = e6 = 1
2
(1,
√
3), e2 = e4 = (1, 0), e3 = −e5 = 1
2
(1,−
√
3),
r˜1 = (0, 0), r˜2 = r˜5 = r˜1 + e1, r˜3 = r˜6 = r˜2 + e2, r˜4 = r˜3 + e3. (1.1)
We define the strip graph Γ˜N by
Γ˜N = ∪(n,k)∈Z×NN (Γ˜ + keh + nev) ⊂ R2, eh = (3, 0), ev = (0,
√
3).
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Figure 1: Armchair graph for N = 10 and for N = 1.
Vertices of Γ˜N are given by r˜j+keh+nev, (n, j, k) ∈ Z×N6×NN . If we identify the vertices
r˜1 + nev and r˜1 +Neh + nev of Γ˜
N for each n ∈ Z, then we obtain the graph ΓN by
ΓN = ∪ω∈ZΓω, ω = (n, j, k) ∈ Z = Z× N6 × ZN , ZN = Z/(NZ),
where Γω = Γ˜j + keh + nev, see Fig. 1, 2. Let rω = r˜j + keh + nev be a starting point of
the edge Γω. We have the coordinate x = rω + tej and the local coordinate t ∈ [0, 1] on Γω.
Thus we give an orientation on the edge. For each function y on ΓN we define a function
yω = y|Γω , ω ∈ Z. We identify each function yω on Γω with a function on [0, 1] by using the
local coordinate t ∈ [0, 1]. Define the Hilbert space L2(ΓN) = ⊕ω∈ZL2(Γω). Let C(ΓN ) be
the space of continuous functions on ΓN . We define the Sobolev space W 2(ΓN) that consists
of all functions y = (yω)ω∈Z ∈ L2(ΓN), (y′′ω)ω∈Z ∈ L2(ΓN) and satisfy
Kirchhoff Boundary Conditions: y ∈ C(ΓN) and for each vertex A of ΓN satisfies:∑
ω∈EA
(−1)by′ω(b) = 0, where EA = {ω ∈ Z : A ∈ Γω}, b = b(ω,A), (1.2)
where if A = rω is a starting point of Γω (i.e. t = 0 at A), then b(ω,A) = 0,
if A = rω + ej is an endpoint of Γω (i.e. t = 1 at A), then b(ω,A) = 1.
The Kirchhoff Conditions (1.2) mean that the sum of derivatives of y at each vertex of
ΓN equals 0 and the orientation of edges gives the sign ±. Our operator H on ΓN acts in the
Hilbert space L2(ΓN) and is given by (H y)ω = −y′′ω + qyω, where y = (yω)ω∈Z ∈ D(H ) =
W 2(ΓN) and (Vqy)ω = qyω, q ∈ L2(0, 1). Note that the orientation of edges is not important
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Figure 2: A piece of a nanotube ΓN . The fundamental domain is marked by a bold line.
for the case of even potentials q ∈ L2even(0, 1) = {q ∈ L2(0, 1) : q(t) = q(1 − t), t ∈ (0, 1)}.
The standard arguments (see [KL]) yield that H is self-adjoint.
For the convenience of the reader we briefly describe the structure of carbon nanotubes,
see [Ha], [SDD]. Graphene is a single 2D layer of graphite forming a honeycomb lattice, see
Fig. 3. A carbon nanotube is a honeycomb lattice ”rolled up” into a cylinder, see Fig. 1. In
carbon nanotubes, the graphene sheet is ”rolled up” in such a way that the so-called chiral
vector Ω = N1Ω1+N2Ω2 becomes the circumference of the tube, where Ω1,Ω2 are defined in
Fig 3. The chiral vector Ω, which is usually denoted by the pair of integers (N1, N2), uniquely
defines a particular tube. Tubes of type (N, 0) are called zigzag tubes. (N,N)-tubes are
called armchair tubes.
Our Schro¨dinger operator can be considered as a model Hamiltonain for π-electrons in
armchair single-wall carbon nanotubes (SWCN) which attract tremendous interest from fun-
damental science and technological perspectives [AL]. The best known model of SWCN is
a discrete one obtained in the nearest-neighborhood tight-binding approximation proposed
in 1992 (see the articles [HSO], [MDW], [SFDD] and review in [SDD]) shortly after the dis-
covery of carbon nanotubes [Ii]. Recently, the model was applied to SWCN (in particular
to armchair configuration) subjected to an electric field [PBRL]. Being qualitative satis-
factory, the tight binding approximation leads sometimes to quantitative errors, which are
commonly addressed to curvature effects, see [OHKL]. However, as was shown in [RMT], the
tight-binding including up to third-nearest neighbors significantly improves approximation.
To turn on interaction between all atoms in nanotube, one can proceed to the model con-
sidered in [AT], where carbon atoms was modelled by zero-range potentials on a cylinder.
In the present article we use an intermediate model between the mentioned discrete and
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Figure 3: The honeycomb lattice of nanotube. The unit cell is spanned by the vectors Ω1
and Ω2. The type of the nanotube is defined by the pair (N1, N2) ∈ N2, N1 > N2, and
corresponding chiral vector Ω = N1Ω1 +N2Ω2.
two-dimensional ones, namely we deal with quantum network models which attract lot of
attention over the last decade, see [Ku]. The considered model was introduced by Pauling
[Pa] and was systematically developed in the series of articles by Ruedenberg and Scherr
[RS]. Further progress had been made toward periodic systems by Coulson in [C] where a
network model of graphite layer was worked out. A network model of a crystal with non-
trivial potentials along bonds was studied by Montroll [M]. Alexander [A] noticed simple
relations between spectra of quantum graphs and combinatorial properties of discrete ones
which became common for spectral analysis on quantum networks at the present time.
The simplest pure carbon nanotube consists of atoms with covalent bond, when roughly
speaking the potential of electric field between two atoms is even. The situation is more com-
plicated, for example, in the model of a nitrogen-carbon-boron nanotube (see [Ha], Ch.7.3),
where the bond between atoms is ionic and the corresponding potential is non-even.
Recall the needed properties of the Hill operator H˜y = −y′′ + q(t)y on the real line
with a periodic potential q(t + 1) = q(t), t ∈ R. The spectrum of H˜ is purely absolutely
continuous and consists of intervals σ˜n = [λ˜
+
n−1, λ˜
−
n ], n > 1. These intervals are separated by
the gaps γ˜n = (λ˜
−
n , λ˜
+
n ) of length |γ˜n| > 0. If a gap γ˜n is degenerate, i.e. |γ˜n| = 0, then the
corresponding segments σ˜n, σ˜n+1 merge. For the equation −y′′ + q(t)y = λy on the real line
we define the fundamental solutions ϑ(t, λ) and ϕ(t, λ), t ∈ R satisfying ϑ(0, λ) = ϕ′(0, λ) =
1, ϑ′(0, λ) = ϕ(0, λ) = 0. Let ϕ1 = ϕ(1, ·), ϑ1 = ϑ(1, ·), ϕ′1 = ϕ′(1, ·), ϑ′1 = ϑ′(1, ·). The
corresponding monodromy matrix M˜, the Lyapunov function F , and the standard function
F− are given by
M˜ =
(
ϑ1 ϕ1
ϑ′1 ϕ
′
1
)
, F =
ϕ′1 + ϑ1
2
, F− =
ϕ′1 − ϑ1
2
. (1.3)
The sequence λ˜+0 < λ˜
−
1 6 λ˜
+
1 < ... is the spectrum of the equation −y′′ + qy = λy with two
4
periodic boundary conditions, that is y(t + 2) = y(t), t ∈ R. Here equality λ˜−n = λ˜+n means
that λ˜±n is an eigenvalue of multiplicity 2. Note that F (λ˜
±
n ) = (−1)n, n > 1. The lowest
eigenvalue λ˜+0 is simple, F (λ˜
+
0 ) = 1, and the corresponding eigenfunction has period 1. The
eigenfunctions corresponding to λ˜±n have period 1 if n is even, and they are anti-periodic,
that is y(t+ 1) = −y(t), t ∈ R, if n is odd. The derivative of the Lyapunov function has a
zero λ˜n in each interval [λ
−
n , λ
+
n ], that is F
′(λ˜n) = 0. Let µn, n > 1, be the spectrum of the
problem −y′′ + qy = λy, y(0) = y(1) = 0 (the Dirichlet spectrum), and let νn, n > 0, be the
spectrum of the problem −y′′+ qy = λy, y′(0) = y′(1) = 0 (the Neumann spectrum). Define
the set σD = {µn, n > 1} and note that σD = {λ ∈ C : ϕ(1, λ) = 0}. It is well-known that
µn, νn ∈ [λ˜−n , λ˜+n ], n > 1, and ν0 6 λ˜+0 .
For simplicity we shall denote Γα,1 ⊂ Γ1 by Γα, for α = (n, j) ∈ Z1 = Z × N6. Thus
Γ1 = ∪α∈Z1Γα, see Fig 1. In Theorem 1.1 we will show that H is unitarily equivalent
to H = ⊕N1 Hk, where the operator Hk acts in the Hilbert space L2(Γ1) and is given by
(Hkf)α = −f ′′α + qfα, (fα)α∈Z1 , (f ′′α)α∈Z1 ∈ L2(Γ1), and the components fα, α ∈ Z1 satisfy
the Kirchhoff conditions:
fn,1(1) = fn,2(0) = fn,5(0), fn,2(1) = fn,3(0) = fn,6(0),
fn,3(1) = fn,4(0) = fn−1,6(1), s
kfn,4(1) = fn,1(0) = fn−1,5(1), s = e
i 2pi
N , (1.4)
f ′n,1(1)− f ′n,2(0)− f ′n,5(0) = 0, f ′n,2(1)− f ′n,3(0)− f ′n,6(0) = 0,
f ′n,3(1)− f ′n,4(0) + f ′n−1,6(1) = 0, skf ′n,4(1)− f ′n,1(0) + f ′n−1,5(1) = 0. (1.5)
Our analysis is close to previous papers [KL], [KL1] about the Schro¨dinger operators
on the zigzag graphs. We also introduce the monodromy matrix and the Lyapunov func-
tions. We study the properties of these functions and here we essentially use the results and
techniques from the papers [BBK],[CK], [K1] and [KL].
For the operator Hk we define fundamental solutions ϑ
(ν)
k = (ϑ
(ν)
k,α)α∈Z1 , ϕ
(ν)
k = (ϕ
(ν)
k,α)α∈Z1 ,
ν = 1, 2 which satisfy
−∆y + Vqy = λy, on Γ1, the Kirchhoff Boundary Conditions (1.4),(1.5)
Θk,−1(1, λ) = Φ
′
k,−1(1, λ) = I2, Θ
′
k,−1(1, λ) = Φk,−1(1, λ) = 0, (1.6)
where In, n > 2 is the n× n identity matrix and
Θk,n =
(
ϑ
(1)
k,n,5 ϑ
(2)
k,n,5
ϑ
(1)
k,n,6 ϑ
(2)
k,n,6
)
, Φk,n =
(
ϕ
(1)
k,n,5 ϕ
(2)
k,n,5
ϕ
(1)
k,n,6 ϕ
(2)
k,n,6
)
. (1.7)
We define the monodromy matrix (determined by the fundamental solutions on Γ10) by
Mk(λ) =
(
Θk,0 Φk,0
Θ′k,0 Φ
′
k,0
)
(1, λ). (1.8)
We formulate our first result about the monodromy matrix.
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Figure 4: The supports of eigenfunctions: a) ψ(0,1), b) ψ(0,2).
Theorem 1.1. i) The operator H is unitarily equivalent to H = ⊕N1 Hk.
ii) Let k ∈ ZN . Then for any λ ∈ C \ σD there exist unique fundamental solutions ϑ(ν)k =
(ϑ
(ν)
k,α)α∈Z1 , ϕ
(ν)
k = (ϕ
(ν)
k,α)α∈Z1 , ν = 1, 2. Moreover, each of the functions ϑ
(ν)
k,α(x, λ), ϕ
(ν)
k,α(x, λ),
x ∈ Γ1 is analytic in λ ∈ C \ σD and the monodromy matrix Mk(λ) satisfies
detMk = 1, TrM0 = 2(9F 2 − F 2− − 1), TrMk = TrM0 − 4s2k, sk = sin
πk
N
, (1.9)
TrM20 = 72F 2 +
1
2
(TrM0)2 − 4, TrM2k = TrM20 − 8s2k TrM0 − 4s22k, (1.10)
Mk(λ)⊤JMk(λ) = J, where J =
(
0 j2
−j2 0
)
, j2 =
(
0 1
1 0
)
, (1.11)
and the matrix-valued function RMkR−1 is entire, where R = I2 ⊕ ϕ1I2.
The monodromy matrixMk has poles at the points λ ∈ σD, which are eigenvalues of Hk
(see Theorem 1.2), similar to the zigzag tube [KL], [MV].
Define the subspace Hk(λ) = {ψ ∈ D(Hk) : Hkψ = λψ} for (λ, k) ∈ σpp(Hk) × ZN . If
dimHk(λ0) = ∞ for some λ0 ∈ σpp(Hk), then we say that {λ0} is a flat band. In Theorem
1.2 we describe all flat bands and corresponding eigenfunctions (see Fig. 4).
Theorem 1.2. Let (λ, k) ∈ σD × ZN . Then
i) Every eigenfunction of Hk(λ) vanishes at all verteces of Γ1.
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ii) There exist two functions ψ(0,ν) = (ψ
(0,ν)
α )α∈Z1 ∈ Hk(λ), ν = 1, 2, on Γ1 such that
suppψ(0,ν) ⊂ ∪6j=1Γ0,j, each function ψ(n,ν) = (ψ(0,ν)n−m,j)(m,j)∈Z1 ∈ Hk(λ), n ∈ Z. Moreover,
each f ∈ Hk(λ) satisfies:
f =
∑
n∈Z
(f̂n,1ψ
(n,1) + f̂n,2ψ
(n,2)), (f̂n,1, f̂n,2)n∈Z ∈ ℓ2 ⊕ ℓ2, (1.12)
where
f̂n,1 = −ϕ′1f ′n,1(0), f̂n,2 = f ′n,2(0), if ϕ′21 = 1, k = 0,
f̂n,1 =
κ1f
′
n,6(0) + f
′
n,3(0)
κ1κ2 − 1 , f̂n,2 =
f ′n,6(0) + κ2f
′
n,3(0)
κ1κ2 − 1 , if ϕ
′2
1 6= 1 or ϕ′21 = 1, k 6= 0, (1.13)
κ1 = 1 − skϕ′21 ,κ2 = 1 − skϕ′41 . Moreover, the mapping f → (f̂n,1, f̂n,2)n∈Z is a linear
isomorphism between Hk(λ) and ℓ2 ⊕ ℓ2.
Using (1.11) we deduce that eigenvalues of Mk, k ∈ ZN have the form τ±11,ν , τ±12,ν .
Theorem 1.3. Let τ±1k,1 , τ
±1
k,2 be eigenvalues of Mk for some k ∈ ZN . Then
(i) The Lyapunov functions Fk,ν =
1
2
(τk,ν +
1
τk,ν
), ν = 1, 2 satisfy
Fk,ν = ξk − (−1)ν√ρk, ξk = 9F
2 − F 2− − 1
2
− s2k, ρk = (9F 2 − s2k)c2k + s2kF 2−, (1.14)
Dk(τ, λ) ≡ det(Mk(λ)− τI4) = (τ 2 − 2Fk,1(λ)τ + 1)(τ 2 − 2Fk,2(λ)τ + 1), (1.15)
where Fk,ν are branches of Fk = ξk +
√
ρk on a two sheeted Riemann surface Rk defined by√
ρk.
(ii) If Fk(λ) ∈ (−1, 1) for some λ ∈ R and λ is not a branch point of Fk, then F ′k(λ) 6= 0.
(iii) The following identities hold:
σ(Hk) = σ∞(Hk) ∪ σac(Hk), σ∞(Hk) = σD,
σac(Hk) = {λ ∈ R : Fk,ν(λ) ∈ [−1, 1] for some ν ∈ N2}. (1.16)
(iv) If q ∈ L2even(0, 1), then σac(H) = σac(H0) = σ(H˜).
Definition 1. A zero of ρk, k ∈ ZN is called a resonance of Hk.
Let r±k,n, n > 1 be zeros of ρk and let their labeling be given by Re r
−
k,1 6 Re r
+
k,1 6
Re r−k,2 6 Re r
+
k,2 6 ... We show the existence of real and non-real resonances.
Proposition 1.4. Let q = qε =
1
v
δ(t − 1
2
− ckε − ε2), ε 6= 0, t ∈ [0, 1] for some k 6∈ {0, N2 },
and let n0 > 1. Then for each 0 < n 6 n0 there exist functions r
±
k,n(z
2), analytic in the disk
{|z| < εn} with some εn > 0, such that ρk(r±k,n(ε), qε) = 0 for all ε ∈ (−εn, εn) \ {0} and
r±k,n(0) = (πn)
2, r±k,n(ε) = (πn)
2− 2πnε± i4
√
2(πn)2sk
3
√
ck
ε3/2+O(ε2) as v → 0. (1.17)
Moreover, ω−k,n(ε) = (r
−
k,n(ε), r
+
k,n(ε)) ⊂ R and ρk(λ, qε) < 0 for all λ ∈ ω−k,n(ε), ε ∈ (−εn, 0).
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Figure 5: Graph of the Lyapunov function Fk(λ, qε) for fixed ε ∈ (0, ε1). The spectral bands
of Hk(qε) are marked by bold lines, counted with multiplicity. Here E
k,±
ν,n are endpoints of the
bands: Ek,±1,3 = r
±
k,2 and all other points E
k,±
ν,n satisfy Fk,ν(E
k,±
ν,n ) = (−1)n, Ek,±ν,2n are periodic
eigenvalues, Ek,±ν,2n+1 are antiperiodic eigenvalues.
Remark. (i) Graph of the function Fk, k 6= {0, N2 } for q = qε, ε ∈ (0, ε1) is given by Fig.5.
(ii) The potential q = qε =
1
v
δ(t− 1
2
− ckε− ε2), v 6= 0 in Proposition 1.4 is not even.
(iii) If ε ∈ (−εn, 0), then Fk,ν(λ) /∈ R for all λ ∈ ω−k,n(ε), which yields ω−k,n(ε) ∩ σ(Hk) = ∅.
There are a lot of papers about the spectral analysis of the Schro¨dinger operator on
periodic graph and periodic nanotubes. Molchanov and Vainberg [MV] consider Schro¨dinger
operators with q = 0 on so-called necklace periodic graphs. Korotyaev and Lobanov [KL],
[KL1] consider the Schro¨dinger operator on the zigzag nanotube. The spectrum of this
operator consists of an absolutely continuous part (intervals separated by gaps) plus an
infinite number of eigenvalues with infinite multiplicity. They describe all eigenfunctions
with the same eigenvalue. They define a Lyapunov function, which is analytic on some
Riemann surface. On each sheet, the Lyapunov function has the same properties as in the
scalar case, but it has branch points (resonances). They prove that all resonances are real
and they determine the asymptotics of the periodic and anti-periodic spectrum and of the
resonances at high energy. They show that there exist two types of gaps: i) stable gaps,
where the endpoints are periodic and anti-periodic eigenvalues, ii) unstable (resonance) gaps,
where the endpoints are resonances (i.e., real branch points of the Lyapunov function). They
describe all finite gap potentials. They show that the mapping: potential → all eigenvalues
is a real analytic isomorphism for some class of potentials.
Moreover, Korotyaev and Lobanov [KL1] consider magnetic Schro¨dinger operators on
zigzag nanotubes. They describe how the spectrum depends on the magnetic field.
Korotyaev [K2] considers integrated density of states and effective masses for zigzag
nanotubes in magnetic fields. He obtains a priori estimates of gap lengths in terms of
effective masses.
Kuchment and Post [KuP] consider the case of the zigzag, armchair and achiral nanotubes
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with q ∈ L2even(0, 1). They show that the spectrum of the Schro¨dinger operator (on these
nanotubes), as a set, coincides with the spectrum of the Hill operator. We would like to note
that the case of even potential q is simple and is closed to the case q = 0. Indeed, if q is even,
then F− = 0 [MW] and by Theorem 1.3, the corresponding Lyapunov functions are expressed
in terms of the Lyapunov function F (for the Hill operator). Moreover, using the identity
F (λ) = cosκ(λ) (κ(λ) is the quasimomentum for the Hill operator), the Lyapunov function
is expressed in terms of cosκ(λ), which is similar to the case q = 0, where F (λ) = cos
√
λ.
In contrast to [KuP] we provide spectral analysis for the Schro¨dinger operators with
arbitrary potentials on edges, that can not be obtained using methods of [KuP].
We present the plan of the paper. In Sect. 2 we prove Theorem 1.2 about the eigenfunc-
tions of Hk and Theorem 1.3 about σac(Hk). A technical proof of Theorem 1.1 is placed to
Sect. 3.
2 Spectrum of the operators Hk
Proof of Theorem 1.2. Proof of i) repeats the arguments from [KL].
ii) Recall κ1 = 1− skϕ′21 , κ2 = 1− skϕ′41 and ϕ′1 6= 0.
If k 6∈ {0, N
2
}, then Im sk 6= 0 which gives Imκ1 6= 0, Imκ2 6= 0.
If k = N
2
, then sk = −1 and κ1 = 1 + ϕ′21 6= 0,κ2 = 1 + ϕ′41 6= 0.
If k = 0, then sk = 1 and we have κ1 = 1− ϕ′21 ,κ2 = 1− ϕ′41 . Thus, we obtain
(a) If ϕ′21 6= 1 or k 6= 0, then κ1 6= 0,κ2 6= 0.
(b) If ϕ′21 = 1 and k = 0, then κ1 = κ2 = 0.
We will define the eigenfunctions of Hk: in the case (a) ψ
(0,1) is given by
ψ
(0,1)
n,j = 0, for all n 6= 0, 1, j ∈ N6, and ψ(0,1)1,j = 0, j = 5, 6, ψ(0,1)0,5 = 0, ψ(0,1)0,6 = κ2ϕ,
skϕ′1ψ
(0,1)
1,4 =ψ
(0,1)
1,1 =
ψ
(0,1)
1,2
ϕ′1
=
ψ
(0,1)
1,3
ϕ′21
=−skϕ′1ψ(0,1)0,4 =−ψ(0,1)0,1 =−
ψ
(0,1)
0,2
ϕ′1
=−skϕ′21 ψ(0,1)0,3 =skϕ′21 ϕ,
(2.1)
and the function ψ(0,2) is given by
ψ
(0,2)
n,j = 0, for all (n, j) ∈ (Z \ {−1, 0, 1})× N6, and ψ(0,2)−1,j = 0, j = 1, 3, 4,
ψ
(0,2)
1,j = 0, j 6= 4, ψ(0,2)0,1 = 0, ψ(0,2)0,3 = κ1ϕ,
ψ
(0,2)
−1,2 = −ψ(0,2)−1,5 = skψ(0,2)0,4 =
ψ
(0,2)
−1,6
ϕ′1
= −ψ(0,2)0,2 = ψ(0,2)0,5 = −skψ(0,2)1,4 = −ϕ′1skψ(0,2)0,6 = skϕ′1ϕ.
(2.2)
In the case (b) the functions ψ(0,ν), ν = 1, 2 are given by
ψ
(0,ν)
n,j = 0, (n, j) ∈ (Z \ {0, 1})× N6, ψ(0,ν)1,j = 0, j ∈ N6 \ {4},
ψ
(0,ν)
1,4 = ϕ, ψ
(0,ν)
0,5 = −ϕ, ψ(0,ν)0,6 = ϕ′1ϕ, ψ(0,1)0,1 = ψ(0,1)0,3 = −ϕ′1ϕ,
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ψ
(0,1)
0,2 = 0, ψ
(0,1)
0,4 = −ϕ, ψ(0,2)0,1 = ψ(0,2)0,3 = ψ(0,2)0,4 = 0, ψ(0,2)0,2 = ϕ. (2.3)
Using (2)-(2), we deduce that ψ(0,ν) satisfy the Kirchhoff conditions (1.4), (1.5). Thus
ψ(0,r) are eigenfunctions of Hk. The operator Hk is periodic, then each ψ
(n,ν), (n, ν) ∈ Z×N2
is an eigenfunction. We will show that the sequence ψ(n,ν), (n, ν) ∈ Z×N2 forms a basis for
Hk(λ). The functions ψ(n,ν) are linearly independent:
in the case (a) we have Γn,6 ⊂ suppψ(n,1) \ suppψ(m,1) and Γn,3 ⊂ suppψ(n,2) \ suppψ(m,2)
for all n 6= m and Γn,1 ⊂ suppψ(n,1) \ suppψ(n,2) for all n ∈ Z;
in the case (b) we have ∪j∈N6,j 6=4Γn,j ⊂ suppψ(n,ν) \ suppψ(m,ν), ν = 1, 2, for all n 6= m, and
Γn,2 ⊂ suppψ(n,2) \ suppψ(n,1) for all n ∈ Z.
Consider the case (a). For any f ∈ Hk(λ) we will show the identity (1.12), i.e.,
f = f̂ , where f̂ =
∑
(n,ν)∈Z×N2̂
fn,νψ
(n,ν), and f̂n,1, f̂n,2 are given by (1.13). (2.4)
From λ ∈ σD, we deduce that f |Γn,j = f ′n,j(0)ϕ. The identity f =
∑
f̂n,νψ
(n,ν) and (2), (2)
provide
f̂ |Γn,6 = f̂n,1ψ(n,1)|Γn,6 + f̂n,2ψ(n,2)|Γn,6 = (f̂n,1κ2 − f̂n,2)ϕ,
f̂ |Γn,3 = f̂n,1ψ(n,1)|Γn,3 + f̂n,2ψ(n,2)|Γn,3 = (−f̂n,1 + f̂n,2κ1)ϕ.
Substituting (1.13) into these identities we obtain
f̂ |Γn,6 = f ′n,6(0)ϕ = f |Γn,6, f̂ |Γn,3 = f ′n,3(0)ϕ = f |Γn,3 all n ∈ Z. (2.5)
This yields
∑ |f̂n,ν|2 <∞ and f̂ ∈ L2(Γ(1)).
Note that f̂ satisfies the Kirchhoff conditions (1.4), (1.5) and −f̂ ′′α + qf̂α = λf̂α, α ∈ Z1.
Consider the function u = f − f̂ . The function u = 0 at all vertices of Γ1 and then
un,j = Cn,jϕ, (n, j) ∈ Z × N6, Cn,3 = Cn,6 = 0. The Kirchhoff boundary conditions (1.4)-
(1.5) yield Cn,2 = Cn,4 = 0, n ∈ Z. Assume that Cn,1 = C. Then Cn,5 = Cn,1ϕ′1 =
C
ϕ′1
and
Cn+1,1 =
Cn,5
ϕ′1
= C
ϕ′n1
for all n ∈ Z. Since u ∈ L2(Γ1), we have C = 0 and u = 0, which yields
(2.4).
Consider the case (b). For any f ∈ Hk(λ) we will show the identity (1.12), i.e.,
f = f̂ , where f̂ =
∑
n∈Z,r=1,2
f̂n,rψ
(n,r), f̂n,2 = f
′
n,2(0), f̂n,1 = −ϕ′1f ′n,1(0). (2.6)
From (2.6) and λ ∈ σD we deduce that
f̂ |Γn,1 = −f̂n,1ϕ′1ϕ = f |Γn,1 , f̂ |Γn,2 = f̂n,2ϕ = f |Γn,2 all n ∈ Z. (2.7)
This yields
∑ |f̂n,ν|2 <∞ and then f̂ ∈ H(λ).
Consider the function u = f − f̂ . The function u = 0 at all vertices of Γ1, which yields
un,j = Cn,jϕ, n ∈ Z, j ∈ Z6, Cn,1 = Cn,2 = 0. The Kirchhoff boundary conditions (1.4)-(1.5)
yield Cn,5 = 0, and then Cn,4 = 0, n ∈ Z. Assume that Cn,3 = C. Then Cn,6 = −C0,3 = −C
10
and Cn+1,3 = −Cn,6 = C for all n ∈ Z. Due to u ∈ L2(Γ(1)), we have C = 0 and u = 0,
which yields (2.6).
The mapping f → (f̂n,ν)(n,ν)∈Z×N2 is a linear and one-to-one mapping from Hk onto
ℓ2 ⊕ ℓ2. Then it is a linear isomorphism.
Proof of Theorem 1.3. (i) Using the standard arguments from [KL] for Dk(·, τ) =
det(Mk − τI4) (see also [BBK]) and (1.9), (1.10), (1.11) we obtain (1.15) and (1.14).
The proof of (ii),(iii) repeats standard arguments from [KL].
(iv) If q is even, then F− = 0 (see p.8, [MW]) and identities (1.14) yield
F0,1 =
(3F + 1)2
2
− 1, F0,2 = (3F − 1)
2
2
− 1, (2.8)
Fk,1 =
1
2
(√
9F 2 − s2k + |ck|
)2
− 1, Fk,2 = 1
2
(√
9F 2 − s2k − |ck|
)2
− 1. (2.9)
Identities (2.8) show that {λ ∈ R : F0,ν(λ) ∈ [−1, 1] for some ν ∈ N2} = {λ ∈ R : F (λ) ∈
[−1, 1]}, which together with (1.16) yields σac(H0) = σ(H˜). Identities (1.16), (2.9) provide
σac(Hk) = {λ ∈ R : Fk,ν(λ) ∈ [−1, 1] for some ν ∈ N2} ⊂
⊂ {λ ∈ R : F0,ν(λ) ∈ [−1, 1] for some ν ∈ N2} = σac(H0)
for all k ∈ ZN , which yields σac(H0) = σac(H).
Proof of Proposition 1.4. If qε =
1
ε
δ(t− a), ε 6= 0, a ∈ (0, 1), then we have
ϑ(t, λ, qε) = cos zt + cos za
sin z(t− a)
εz
, ϕ(t, λ, qε) =
sin zt
z
+
sin za
εz
sin z(t− a)
z
,
F (λ, qε) = cos z +
sin z
2zε
, F−(λ, qε) =
sin z(2a− 1)
2zε
, z =
√
λ.
Let a = 1
2
+ ckε+ ε
2, k 6∈ {0, N
2
}. Then we obtain
F−(λ, qε) =
sin 2z(ckε+ ε
2)
2zε
= ck + ε+O(ε
2), F 2−(λ, qε)− c2k = 2ckε+O(ε2) (2.10)
as |ε| → 0, uniformly on |z| 6 πn0. Using the identities (1.14), we rewrite the equation
ρk(λ, qε) = 0, λ ∈ C in the form F 2−(λ, qε)− c2k = −9F
2(λ,qε)c2k
s2k
, and finally
Φ+(λ, ε)Φ−(λ, ε) = 0, Φ±(λ, ε) = ε
(
3F (λ, qε)ck
sk
± i
√
F 2−(λ, qε)− c2k
)
, λ ∈ C. (2.11)
Using Φ±(λ, 0) =
ck sin z
2skz
and ∂Φ±
∂λ
((πn)2, 0) 6= 0, n > 1, and applying the Implicit Function
Theorem to the functions Φ± we conclude that for each n 6 n0 there exists εn > 0 such that
equation (2.11) has exactly two roots r±n (ε), r
±
n (0) = (πn)
2, in the disc |ε| < εn.
Thus we have
√
r±n (ε) = πn+ τ
±
n , τ = τ
±
n → 0 as |ε| → 0 and then
F (r±n (ε), qε) = (−1)n
(
cos τ +
sin τ
2(πn+ τ)ε
)
=
(−1)n
2πnε
(ε+ τ +O(τ 2)). (2.12)
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Substituting (2.10), (2.12) into F 2−(λ, qε)− c2k = −9F
2(λ,qε)c2k
s2k
, we obtain
2ckε+O(ε
2) = −9c
2
k
s2k
(
ε+ τ +O(τ 2)
2πnε
)2
, and then τ = O(ε). (2.13)
Using (2.13) again, we have τ = −ε± 2pinε3/2sk
3ck
√−2ck +O(ε2), which yields (1.17).
3 Fundamental solutions
Proof of Theorem 1.1. i) Define the operator S in CN by Su = (uN , u1, . . . , uN−1)⊤,
u = (un)
N
1 ∈ CN . The unitary operator S has the form S =
∑N
1 s
kPk, where Sek = skek
and ek =
1
N
1
2
(1, s−k, s−2k, ..., s−kN+k) is an eigenvector (recall s = ei
2pi
N ); Pku = ek(u, ek) is
a projector. The function f in the Kirchhoff boundary conditions (1.2) is a vector function
f = (fω), ω = (n, j, k) ∈ Z. We define a new vector-valued function fn,j = (fn,j,k)Nk=1 ∈
CN , (n, j) ∈ Z1 = Z × N6, which satisfies the equation −f ′′n,j + qfn,j = λfn,j, and the
conditions for all n ∈ Z, which follow from the Kirchhoff conditions (1.2):
fn,1(1) = fn,2(0) = fn,5(0), fn,2(1) = fn,3(0) = fn,6(0),
fn,3(1) = fn,4(0) = fn−1,6(1), Sfn,4(1) = fn,1(0) = fn−1,5(1), (3.1)
f ′n,1(1)− f ′n,2(0)− f ′n,5(0) = 0, f ′n,2(1)− f ′n,3(0)− f ′n,6(0) = 0,
f ′n,3(1)− f ′n,4(0) + f ′n−1,6(1) = 0, Sf ′n,4(1)− f ′n,1(0) + f ′n−1,5(1) = 0. (3.2)
The operators S and H commute, then we deduce that H Pk is unitarily equivalent to
the operator Hk acting in L
2(Γ1) and Hk is given by (Hkf)α = −f ′′α + q(t)fα, where
(fα)α∈Z1, (f
′′
α)α∈Z1 ∈ L2(Γ1) and components fα satisfy the boundary conditions (1.4), (1.5).
Thus H is unitarily equivalent to the operator H = ⊕N1 Hk
ii) We prove the following idenities:
Mk = R−1Y TkR, Tk =
(
Vk I2
V0Vk − I2 V0
)
, Vk =
(
2F −sk
−s−k 2F
)
, Y =
(
ϑ1I2 I2
ϕ1ϑ
′
1I2 ϕ
′
1I2
)
.
(3.3)
Let ϕt = ϕ(t, λ), ϕ
′
t = ϕ
′(t, λ), ... Recall that any solution y of the equation −y′′ + qy = λy
on [0, 1] satisfies
y(t) = y(0)ϑt+
ϕt
ϕ1
(y(1)−ϑ1y(0)),
(
y(1)
y′(1)
)
=M
(
y(0)
y′(0)
)
, M−1 =
(
ϕ′1 −ϕ1
−ϑ′1 ϑ1
)
. (3.4)
Let Fn(t) = (fn,5(t), fn,6(t), f ′n,5(t), f ′n,6(t))⊤. We will prove that for each vector F−1(1) =
h = (h5, h6, h
′
5, h
′
6)
⊤ ∈ C4 there exists a unique vector function (fα)α∈Z1, satisfying the
equations −f ′′α + q(x)fα = λfα, x ∈ [0, 1], α ∈ Z1, and the Kirchhoff boundary conditions
(1.4), (1.5).
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Firstly, we will determine f0,1, f0,3 in terms of h. The Kirchhof conditions (1.4), (1.5)
at n = 0 yield
f0,3(1) = f0,4(0) = h6, s
kf0,4(1) = f0,1(0) = h5,
f ′0,3(1)− f ′0,4(0) + h′6 = 0, skf ′0,4(1)− f ′0,1(0) + h′5 = 0. (3.5)
Let w13(t) = (f0,1(t), f0,3(1− t), f ′0,1(t), f ′0,3(1− t))⊤. Then conditions (3.5) imply
w13(0) =
(
I2 0
0 j1
)
h+ w4, w4 = (0, 0, s
kf ′0,4(1), f
′
0,4(0))
⊤, j1 =
(
1 0
0 −1
)
. (3.6)
Using (3.4), (3.5) we get f0,4(t) = h6ϑt +
ϕt
ϕ1
(s−kh5 − ϑ1h6), t ∈ [0, 1], which yields
f ′0,4(0) =
1
ϕ1
(s−kh5 − ϑ1h6), f ′0,4(1) = h6ϑ′1 +
ϕ′1
ϕ1
(s−kh5 − ϑ1h6) = 1
ϕ1
(s−kϕ′1h5 − h6),
where we have used the identity ϑ1ϕ
′
1 − ϑ′1ϕ1 = 1. The last identities and (3.6) give
w4 =
(
0 0
A0
ϕ1
0
)
h, A0 =
(
ϕ′1 −sk
s−k −ϑ1
)
, w13(0) = Y0h, Y0 =
(
I2 0
A0
ϕ1
j1
)
. (3.7)
Thus for each h = F−1(1) ∈ C4 there exists unique w13(0) = (f0,1(0), f0,3(1), f ′0,1(0), f ′0,3(1))⊤
and then the unique functions f0,1(t), f0,3(t), t ∈ [0, 1] satisfying the equation −f ′′+ qf = λf
and the Kirchhoff boundary conditions (3.5).
Identities (3.4) imply
(
f0,1(1)
f ′0,1(1)
)
= M
(
f0,1(0)
f ′0,1(0)
)
,
(
f0,3(0)
f ′0,3(0)
)
= M−1
(
f0,3(1)
f ′0,3(1)
)
, which
yields
w13(1) = Y1w13(0), Y1 =
(
A1j2 ϕ1j1
ϑ′1j1 j2A1
)
, A1 =
(
0 ϑ1
ϕ′1 0
)
, j2 =
(
0 1
1 0
)
. (3.8)
Secondly, we will determine f0,5, f0,6 in terms of f0,1, f0,3. The Kirchhof conditions (1.4),
(1.5) at n = 0 yield
f0,1(1) = f0,2(0) = f0,5(0), f0,2(1) = f0,3(0) = f0,6(0),
f ′0,1(1)− f ′0,2(0)− f ′0,5(0) = 0, f ′0,2(1)− f ′0,3(0)− f ′0,6(0) = 0, (3.9)
which gives
F0(0) =
(
I2 0
0 j1
)
w13(1) + w2, w2 = (0, 0,−f ′0,2(0), f ′0,2(1))⊤, (3.10)
where w13(1) = (f0,1(1), f0,3(0), f
′
0,1(1), f
′
0,3(0))
⊤, F0(0) = (f0,5(0), f0,6(0), f ′0,5(0), f ′0,6(0))⊤.
Using the Kirchhof conditions (3) and (3.4), we obtain
f0,2(t) = f0,1(1)ϑt +
ϕt
ϕ1
(f0,3(0)− ϑ1f0,1(1)), f ′0,2(0) =
1
ϕ1
(f0,3(0)− ϑ1f0,1(1)),
13
f ′0,2(1) = f0,1(1)ϑ
′
1 +
ϕ′1
ϕ1
(f0,3(0)− ϑ1f0,1(1)) = 1
ϕ1
(ϕ′1f0,3(0)− f0,1(1)),
where we have used the Wronskian ϑ1ϕ
′
1 − ϑ′1ϕ1 = 1. Then
w2 =
(
0 0
1
ϕ1
A2 0
)
w13(1), A2 =
(
ϑ1 −1
−1 ϕ′1
)
. (3.11)
Substituting this identity into (3.10) we obtain
F0(0) = Y2u(1), Y2 =
(
I2 0
1
ϕ1
A2 j1
)
. (3.12)
Thus for each h ∈ C4 there exists a unique vector F0(0) = (f0,5(0), f0,6(0), f ′0,5(0), f ′0,6(0))⊤
and the unique functions f0,5(t), f0,6(t), t ∈ [0, 1] satisfying the equation −f ′′ + qf = λf and
the Kirchhoff boundary conditions (3). Identities (3.4) give
(
f0,5(1)
f ′0,5(1)
)
= M
(
f0,5(0)
f ′0,5(0)
)
and(
f0,6(1)
f ′0,6(1)
)
=M
(
f0,6(0)
f ′0,6(0)
)
, then
F0(1) = Y3F0(0), Y3 =
(
ϑ1I2 ϕ1I2
ϑ′1I2 ϕ
′
1I2
)
. (3.13)
Thus we have proved that for each h ∈ C4 there exist the unique functions f0,j(t), j ∈ N6,
satisfying the equation −f ′′ + qf = λf and the Kirchhoff boundary conditions (1.4), (1.5).
By the periodicity, we obtain similar results for all functions fα, α ∈ Z1.
Recall that the fundamental solutions ϑ
(ν)
k = (ϑ
(ν)
k,α)α∈Z1 , ϕ
(ν)
k = (ϕ
(ν)
k,α)α∈Z1 , ν = 1, 2 satisfy
(1.6) and the monodromy matrix Mk is given by (1.8). Then F0(1) = Mkh, h = F−1(1),
and identities (3.7), (3.8), (3.12), (3.13) yield
Mk = Y3Y2Y1Y0. (3.14)
Now we calculate Y2Y1Y0. We need the identities
ϕ′1 + ϑ1 = 2F, ϑ
′
1ϕ1 + ϕ
′2
1 = 2ϕ
′
1F − 1, ϑ′1ϕ1 + ϑ21 = 2ϑ1F − 1. (3.15)
Identities (3.7), (3.8) give
Y1Y0 =
(
A1j2 + j1A0 ϕ1I2
ϑ′1j1 +
1
ϕ1
j2A1A0 j2A1j1
)
=
(
Vk ϕ1I2
1
ϕ1
B1 B2
)
, B2 =
(
ϕ′1 0
0 −ϑ1
)
, (3.16)
B1 =
(
ϕ1ϑ
′
1 0
0 −ϕ1ϑ′1
)
+
(
ϕ′1 0
0 ϑ1
)(
ϕ′1 −sk
s−k −ϑ1
)
=
(
2ϕ′1F − 1 −skϕ′1
s−kϑ1 1− 2ϑ1F
)
, (3.17)
where we have used (3.15) and Vk are given by (3.3). Identities (3.12), (3.16) imply
Y2Y1Y0 =
(
I2 0
1
ϕ1
A2 j1
)(
Vk ϕ1I2
1
ϕ1
B1 B2
)
=
(
Vk ϕ1I2
1
ϕ1
(A2Vk + j1B1) A2 + j1B2
)
= R−1TkR,
(3.18)
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where
Tk =
(
Vk I2
A2Vk + j1B1 A2 + j1B2
)
. (3.19)
Using (3.11), (3.16), (3.17) we have
A2Vk+ j1B1 =
(
ϑ1 −1
−1 ϕ′1
)(
2F −sk
−s−k 2F
)
+
(
1 0
0 −1
)(
2ϕ′1F − 1 −skϕ′1
s−kϑ1 −2ϑ1F + 1
)
= V0Vk−I2,
A2 + j1B2 =
(
ϑ1 −1
−1 ϕ′1
)
+
(
1 0
0 −1
)(
ϕ′1 0
0 −ϑ1
)
= V0.
Substituting the last two identities into (3.19), we obtain the identity for Tk in (3.3). Substi-
tuting identity (3.18) into (3.14), we obtain Mk = Y3R−1TkR which yields (3.3). Identities
(3.3) show that the matrix-valued function RMkR−1 is entire.
Identities (3.7), (3.12) give det Y0 = det Y2 = −1. Identity (3.8) shows that Y1 is obtained
from the matrix
(M 0
0 M
)
by the transposition of rows and columns, hence det Y1 = 1.
(3.13) implies that Y1 is obtained from the matrix
(M 0
0 M−1
)
by the transposition of rows
and columns, hence det Y3 = detM detM−1 = 1. Then (3.14) gives detMk = 1.
Furthermore, (3.3) gives
TrMk = Tr
(
ϑ1I2 ϕ1I2
ϑ′1I2 ϕ
′
1I2
)(
Vk ϕ1I2
1
ϕ1
(V0Vk − I2) V0
)
= Tr(ϑ1Vk + V0Vk − I2 + ϕ1ϑ′1I2 + ϕ′1V0),
TrVk = Tr V0 = 4F, Tr(V0Vk) = 8F
2 + s−k + sk. (3.20)
Hence
TrMk = 4F (ϑ1+ϕ′1)+8F 2+s−k+sk−2+2ϕ1ϑ′1 = 16F 2+s−k+sk−2+2ϕ1ϑ′1 = TrM0−4s2k,
where TrM0 = 16F 2 + 2ϕ1ϑ′1, which yields (1.9).
We prove (1.10). We have
TrM2k = Tr(ϑ1Vk+V0Vk−I2)2+2Tr(ϑ1I2+V0)(ϕ1ϑ′1Vk+ϕ′1(V0Vk−I2))+Tr(ϕ1ϑ′1I2+ϕ′1V0)2.
(3.21)
Direct calculations give
Tr V 2k = Tr V
2
0 = 8F
2 + 2, Tr(V0Vk)
2 = 32F 4 + 16F 2(sk + s−k + 1) + s2k + s−2k, (3.22)
Tr(ϑ1V
2
k V0 + ϕ
′
1V
2
0 Vk) = 32F
4 + 8F 2(sk + s−k + 1). (3.23)
Substituting identities (3.20), (3.22) and (3.23) into (3.21) we obtain
TrM2k=128F 4+8F 2+32F 2ϕ1ϑ′1+(32F 2+4ϕ1ϑ′1)(sk+s−k)+s2k+s−2k−8ϑ1ϕ′1+2ϕ21ϑ′21 +2
=
1
2
(TrM0)2 + 72F 2 − 8s2k TrM0 − 4s22k − 4 = TrM20 − 8s2k TrM0 − 4s22k,
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where we have used the identities sk + s−k = 2− 4s2k, ϑ1ϕ′1 = ϕ1ϑ′1 + 1. This yields (1.10).
Now we will prove (1.11). Direct calculation show that Y ⊤JY = J and
T ⊤k JTk =
(
V ⊤k j2(V0Vk − I2)− (V0Vk − I2)⊤j2Vk V ⊤k j2V0 − (V0Vk − I2)⊤j2
j2(V0Vk − I2)− V0j2Vk j2V0 − V0j2
)
= J,
where the identities j2Vk = V
⊤
k j2, j2V0 = V0j2 was used. Then (Y Tk)⊤JY Tk = J . Using the
identities RJR = ϕ1J, R−1JR−1 = 1ϕ1J, we have (1.11).
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