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ALGEBRE DI LIE CLASSICHE
1. Definizioni e basi
Sia C il campo dei numeri complessi. Fissiamo un po’ di notazione sulle matrici.
Per ogni i, j ≤ n denotiamo con ei,j la matrice n × n il cui unico coefficiente non
nullo compare in posizione i, j, ed e` uguale a 1. Sia gln(C) l’algebra di Lie costituita
dalle matrici n× n con prodotto dato da [x, y] = xy − yx. L’algebra di Lie gln(C)
ha chiaramente dimensione n2 ed una sua base e` data da {ei,j : i, j = 1, . . . , n}. Le
algebre di Lie classiche sono delle sottoalgebre di Lie di gln(C).
1.1. Tipo A. L’algebra di Lie speciale lineare e` data da
sln(C) = {x ∈ gln(C) : tr(x) = 0}.
Si ha chiaramente dim sln(C) = n2 − 1. Una base e` data da
{ei,i − ei+1,i+1, i = 1, . . . , n− 1}
⋃
{ei,j : i 6= j, i, j = 1, . . . , n}.
Per ogni m ≥ 1 poniamo Am = slm+1(C).
1.2. Algebre di Lie associate ad una forma bilineare. Sia f : Cn × Cn → C
una forma bilineare non degenere. L’algebra di Lie associata ad f e` data da
Lf = {x ∈ gln(C) : f(x(v), w) + f(v, x(w)) = 0 per ogni v, w ∈ Cn}.
Lasciamo al lettore la verifica che Lf sia una algebra di Lie. (Osserviamo che
non occorre l’ipotesi f non degenere affinche´ Lf sia un’algebra di Lie.) In termini
matriciali, se s e` la matrice che rappresenta f rispetto alla base canonica abbiamo
che
Lf = {x ∈ gln(C) : xts+ sx = 0}.
Questo deriva direttamente dal fatto che f(v, w) = vtsw, dove i vettori v e w
vengono pensati come vettori colonna.
Osservazione. Osserviamo che se f, f ′ sono due forme bilineari congruenti allora
le algebre di Lie Lf ed Lf ′ sono isomorfe. Infatti, siano s, s
′ le rispettive matrici
associate rispetto alla base canonica. Per definizione di congruenza sappiamo che
esiste una matrice invertibile P tale che P tsP = s′ ed e` una semplice verifica il
fatto che x 7→ P−1xP stabilisce un isomorfismo tra Lf ed Lf ′ .
1.3. Tipo B e D. Sia f e` una forma bilineare simmetrica non degenere; per
l’osservazione precedente (e il teorema di Sylvester) la classe di isomorfismo dell’algebra
di Lie Lf non dipende da f . Scegliamo la forma f la cui matrice associata rispetto
alla base canonica e`
J =
 1··
1
 ,
la matrice i cui coefficienti sono 1 sull’antidiagonale e 0 altrove. Poniamo quindi
on(C)
def
= Lf ,
1
2l’algebra di Lie ortogonale. Scegliendo la matrice identita` I al posto della matrice
J avremmo quindi ottenuto un’altra algebra di Lie isomorfa alla precedente e ap-
parentemente piu` semplice, ma meno utile per i nostri scopi. Abbiamo quindi che
gli elementi di on(C) sono le matrici x ∈ gln(C) che soddisfano xtJ = −Jx o anche
JxtJ = −x, essendo J2 = I. Ma ci si rende facilmente conto che la matrice JxtJ si
ottiene da x facendone la “trasposta” rispetto all’antidiagonale: chiamiamo questa
matrice la riflessa di x e la denotiamo con xr. Abbiamo quindi
on(C) = {x ∈ gln(C) : xr = −x}.
Per i = 1, . . . , n poniamo i∗ = n+ 1− i. Osservando che eri,j = ej∗,i∗ e ponendo
bi,j := ei,j − ej∗,i∗ ,
deduciamo che una base di on(C) e` data da
{bi,j , i, j = 1, . . . , n, i+ j ≤ n}
(la condizione i+ j ≤ n e` soddisfatta in tutte le coordinate che si trovano stretta-
mente al di sopra dell’antidiagonale). Si ha quindi dim on(C) = 1+2+. . .+(n−1) =
n(n−1)
2 .
Per ogni m > 0 poniamo Bm = o2m+1(C) e Dm = o2m(C).
1.4. Tipo C. Se n = 2m e` pari e f e` una forma bilineare antisimmetrica non
degenere, l’algebra di Lie corrispondente viene denotata con
spn(C) := Lf ,
e viene detta algebra simplettica. Ancora una volta la classe di isomorfismo di
spn(C) non dipende dalla forma scelta. Scegliamo in questo caso la forma associata
alla matrice definita a blocchi K =
[
0 J
−J 0
]
. In questo caso la forma delle
matrici di spn(C) si esprime bene decomponendola in blocchi m×m:
spn(C) =
{[
A B
C D
]
: Ar = −D, B = Br, C = Cr
}
.
Ponendo
ci,j = ei,j + ej∗,i∗
una base in questo caso e` data quindi da
{bi,j , i, j ≤ m} ∪ {ci,j , i+ j ≤ 2m+ 1 con uno tra i e j maggiore di m}.
La dimensione di spn(C) e` quindi m2 + 2(1 + 2 + · · · + m) = 2m2 + m. In questo
caso poniamo, per ogni m > 0, Cm = sp2m(C).
Le algebre di Lie classiche sono le algebre di Lie Am, Bm, Cm, Dm.
2. Sistemi di radici
Sia L ⊂ gln un’algebra di Lie classica e sia H = L ∩ dn la sottoalgebra di L
costituita dai suoi elementi diagonali. Vogliamo ora verificare che le basi ottenute
precedentemente sono costituite da autovettori comuni a tutti gli elementi del tipo
adh, al variare di h ∈ H.
Poniamo εi ∈ H∗ dato da εi(
∑
ajej,j) = ai. Osserviamo che i vari εi non
sono indipendenti: in tipo A abbiamo ε1 + ε2 + · · · + εn = 0, mentre nei tipi
B,C,D abbiamo εi = −εi∗ per ogni i = 1, . . . , n. Utilizzeremo anche la notazione
εi,j
def
= εi − εj .
3Diremo che α ∈ H∗, α 6= 0, e` una radice se esiste x ∈ L, x 6= 0, tale che
adh(x) = α(h)x per ogni h ∈ H. Una radice ci da` sostanzialmente l’autovalore al
variare di h di un autovettore comune a tutti gli elementi del tipo adh, h ∈ H.
Denoteremo con ΦL l’insieme delle radici di L. Il nostro prossimo obiettivo e` quello
di studiare le radici di L e quindi determinare ΦL.
Facciamo intanto la seguente osservazione. Per ogni h ∈ dn e per ogni i 6= j
abbiamo
(1) adh(ei,j) = (εi(h)− εj(h))(ei,j) = εi,j(h)ei,j .
2.1. Tipo A. Segue direttamente dall’Eq. (1) che gli elementi ei,j , i 6= j, sono
autovettori comuni a tutti gli operatori adh, al variare di h ∈ H. La radice cor-
rispondente e` data da εi,j . Ricordando che Am e` generata dai vettori ei,j e da H
abbiamo quindi
ΦAm = {εi,j : 1 ≤ i, j ≤ m+ 1, i 6= j}.
2.2. Tipo B,C,D. Supponiamo ora di essere in uno degli altri tipi, cioe` L =
Bm, Cm, Dm. Osserviamo che
[h, ej∗,i∗ ] = (εj∗ − εi∗)(h)ej∗,i∗ = εi,j(h)ej∗,i∗ .
Ne segue che [h, bi,j ] = εi,j(h)bi,j e [h, ci,j ] = εi,j(h)ci,j .
Abbiamo quindi che i sistemi di radici sono dati in tipo B e D da
Φon(C) = {εi,j : i 6= j, i+ j ≤ n}
e in tipo C da
Φspn(C) = {εi,j : i 6= j, i+ j ≤ n+ 1}.
Osserviamo ora che nelle algebre ortogonali e simplettiche si ha sempre εi,j = εj∗,i∗ .
Possiamo utilizzare questa osservazione per descrivere i sistemi di radici in modo
un po’ piu` semplice e utile ai nostri scopi, pagando pero` il prezzo di ammettere
ripetizioni in questa descrizione. Abbiamo
ΦL =
{
{εi,j : i 6= j} se L = Am, Cm;
{εi,j : i 6= j, j∗}, se L = Bm, Dm.
3. Le sottoalgebre sl2(α)
Per ogni α ∈ ΦL poniamo
Lα := {x ∈ L : adh(x) = α(h)x ∀h ∈ H}.
Osserviamo che Lα ha dimensione 1 per ogni α ∈ ΦL. Infatti abbiamo, per α =
εi,j ∈ ΦL,
• in tipo A: Lα = Cei,j ;
• in tipo B e D: Lα = Cbi,j ;
• in tipo C: Lα =
{
Cbi,j se i, j ≤ m o i, j > m
Cci,j altrimenti.
Sia quindi α = εi,j ∈ ΦL. Osserviamo che −α = εj,i e` anche una radice e
vogliamo descrivere la sottoalgebra di Lie di L generata da Lα e da L−α. Facciamo
qualche conticino.
4Lemma 3.1. Sia α = εi,j ∈ ΦL. Si ha
[Lα, L−α] =
{
C(ei,i − ej,j) tipo A
C(bi,i − bj,j) tipo B,C,D
Proof. Semplice verifica. 
Abbiamo quindi che Hα := [Lα, L−α] e` sempre contenuto in H ed ha dimensione
1. Osserviamo inoltre che [Hα, Lα] = Lα. Da questo segue immediatamente che la
sottoalgebra di Lie generata da Lα e da L−α e` data da Lα⊕L−α⊕Hα ed e` isomorfa
ad sl2(C). Tale algebra la denotiamo con sl2(α). Abbiamo inoltre che esiste (un
unico) elemento hα ∈ Hα che ha autovalore 2 su Lα. Si ha, per α = εi,j
hα =

ei,i − ej,j tipo A
bi,i − bj,j tipo C,D e tipo B se i, j 6= m+ 1
2(bi,i − bj,j) tipo B se m+ 1 ∈ {i, j}.
4. Semplicita`
La descrizione di ΦL data al termine della sezione 2 ci permette di enunciare il
seguente risultato.
Lemma 4.1. Sia L un’algebra di Lie classica e α, β, α + β ∈ ΦL. Allora esistono
i, j, k tali che α = εi,j e β = εj,k (o viceversa).
Proof. Siano α = εa,b, β = εc,d, e α+ β = εi,k da cui
(2) εa − εb + εc − εd − εi + εk = 0.
In tipo consideriamo h = ea,a − eb,b. Abbiamo
(εa − εb + εc − εd − εi + εk)(h) = 2 + (εc − εd − εi + εk)(ea,a − eb,b) = 0.
Siccome εr(ea,a − eb,b) ∈ {−1, 0,+1} per ogni r = c, d, i, k deduciamo che almeno
due tra εc(ea,a−eb,b), −εd(ea,a−eb,b), −εi(ea,a−eb,b) e εk(ea,a−eb,b) devono valere
-1. Se εc(ea,a − eb,b) = −1 abbiamo b = c e la tesi segue con i = a e k = d.
Se −εd(ea,a − eb,b) = −1 abbiamo d = a e la tesi similmente segue.
Abbiamo quindi che necessariamente −εi(ea,a − eb,b) = εk(ea,a − eb,b) = −1 da cui
a = i e k = b, ma da questo seguirebbe εc − εd = 0 contro le ipotesi.
Nei tipi B,C,D. Se siamo in tipo B e a = m+ 1 abbiamo b 6= m+ 1 e possiamo
utilizzare εa,b = εb∗,a∗ , con b
∗. Possiamo quindi sempre suppore che a 6= a∗.
Scegliendo quindi h = ea,a − ea∗,a∗ = ba,a abbiamo
(εa − εb + εc − εd − εi + εk)(h) = 1 + (−εb + εc − εd − εi + εk)(h) = 0.
Ragionando come nel tipo A abbiamo che almeno uno tra −εb(ea,a − ea∗,a∗),
εc(ea,a− ea∗,a∗), −εd(ea,a− ea∗,a∗), −εi(ea,a− ea∗,a∗), εk(ea,a− ea∗,a∗) deve valere
-1.
Se −εb(ea,a − ea∗,a∗) = −1 abbiamo a = b, assurdo.
Se εc(ea,a − ea∗,a∗) = −1 abbiamo c = a∗ e la tesi segue scrivendo β = εd∗,a.
Se −εd(ea,a − ea∗,a∗) = −1 abbiamo a = d e la tesi segue.
Se −εi(ea,a−ea∗,a∗) = −1 abbiamo a = i, mentre se εk(ea,a−ea∗,a∗) = −1 abbiamo
k = a∗ per scrivendo εk∗,i∗ al posto di εi,k possiamo in ogni caso assumere a = i.
Ne segue
−εb + εc − εd + εk = 0.
5Analogamente all’argomento precedente possiamo assumere c 6= c∗ e andando a
calcolare (−εb + εc − εd + εk)(ec,c − ec∗,c∗) otteniamo
εb(ec,c − ec∗,c∗) + 1− εd(ec,c − ec∗,c∗) + εk(ec,c − ec∗,c∗) = 0.
Abbiamo quindi che almeno uno tra εb(ec,c − ec∗,c∗), −εd(ec,c − ec∗,c∗), e εk(ec,c −
ec∗,c∗) deve essere uguale a -1.
Se εb(ec,c − ec∗,c∗) = −1 abbiamo b = c e la tesi segue.
Se −εd(ec,c − ec∗,c∗) = −1 abbiamo c = d assurdo.
Se εk(ec,c − ec∗,c∗) = −1 abbiamo k = c∗ da cui segue d = b∗. Concludiamo che
α = εa,b = εi,b, β = εc,d = εd∗,c∗ = εb,k.

Andiamo ora a studiare i commutatori tra gli spazi di radici.
Lemma 4.2. Siano α, β ∈ Φ, α 6= −β. Allora [LαLβ ] = Lα+β.
Proof. E` un semplice esercizio formale mostrare che [Lα, Lβ ] ⊆ Lα+β . Se α+β non
e` una radice si ha Lα+β = 0 e` quindi il risultato e` ovvio. Possiamo quindi supporre
che α+ β sia una radice e quindi che α = εi,j e che β = εj,k per il Lemma 4.1. In
tipo A il risultato segue da
[ei,j , ej,k] = ei,k.
Negli altri casi il risultato segue dalle seguenti osservazioni.
• Se i, j, k, i∗, j∗, k∗ sono tutti distinti
[bi,j , bj,k] = bi,k.
• Se i, j, k sono distinti e i 6= j∗
[bi,j , cj,k] = (1 + δj,k∗)ci,k.
• Se i, j, k sono distinti e i e k sono entrambi minori (o maggiori) di m
[ci,j , cj,k] = (1 + δj,k∗ + δji∗)bi,k.

Per α = εi,j poniamo l(α) := j − i, il livello di α. Osserviamo che l(α) e` ben
definito e che esiste sempre un’unica radice αmax di livello massimo (i.e. αmax = ε1,n
nei tipi A,C e αmax = ε1,n−1 = ε2,n nei tipi B,D). Diciamo che una radice e` positiva
se ha livello positivo e denotiamo con Φ+ l’insieme delle radici positive. Poniamo
anche per convenzione l(0) := 0 e Φ0 = Φ ∪ {0}.
Lemma 4.3. Sia L 6= D2 e α ∈ Φ0, α 6= αmax. Allora esiste β ∈ Φ+ tale che
α+ β ∈ Φ0.
Proof. Se l(α) < 0 basta scegliere β = −α e se α = 0 il risultato e` banale. Possiamo
quindi assumere α = εi,j con i < j. Nei tipi A,C il risultato e` immediato.
Sia quindi L di tipo B,D. Se i 6= 1 e j 6= n posso scegliere β = εj,n. Se i = 1 e
3 ≤ j ≤ n−1 posso scegliere β = εj,n−1. Se i = 1 e j = 2 posso scegliere β = ε2,3 (si
osservi che questa scelta non e` lecita in D2). Se j = n possiamo scrivere α = ε1,i∗
e procedere come nel caso precedente. 
Il seguente risultato e` un’immediata conseguenza.
Proposizione 4.4. Sia α ∈ Φ+. Allora esistono k ≥ 0 e β1, . . . , βk ∈ Φ+ tali che
α+ β1 + · · ·+ βi ∈ Φ+ per ogni i = 1, . . . , k e α+ β1 + · · ·+ βk = αmax.
6Possiamo ora concludere con il
Theorem 4.5. Sia L un’algebra di Lie classica diversa da D2. Allora L e` semplice.
Per ogni x ∈ L abbiamo un’unica scrittura del tipo
x =
∑
α∈Φ0
xα,
con xα ∈ Lα per ogni α ∈ Φ0. Definiamo quindi, per x 6= 0,
l(x) = min{l(α) : xα 6= 0, α ∈ Φ0}.
Sia I un ideale non nullo di L. Mostriamo che I contiene un elemento di rango
massimo, cioe` un elemento non nullo di Lαmax . Bastera` mostrare che se I contiene
un elemento x di rango r non massimo allora I contiene anche un elemento di rango
maggiore di r. Sia quindi α tale che l(α) = r e xα 6= 0. Per il Lemma 4.3 esiste
β ∈ Φ+ tale che e α + β ∈ Φ0 e sia y ∈ Lβ , y 6= 0. Per il Lemma 4.1 abbiamo che
[x, y]α+β = [xα, y] 6= 0 e deduciamo che l([x, y]) = r + l(β). Il risultato segue.
Abbiamo quindi che Lαmax ⊂ I. Sia ora α ∈ Φ+. Per la Proposizione 4.4
abbiamo che esistono β1, . . . , βk ∈ Φ+ tali che α + β1 + · · · + βi ∈ Φ+ per ogni
i = 1, . . . , k e α+β1+· · ·+βk = αmax. Applicando quindi il Lemma 4.2 abbiamo che
[L−β1 [L−β2 · · · [L−βk , Lαmax ] · · · ]] = Lα. Similmente si puo` dimostrare che anche
L−α ⊆ I per ogni α ∈ Φ+. Il Lemma 3.1 ci garantisce che anche H ⊆ I e quindi
che I = L.
5. Automorfismi
Data una forma bilineare non degenere f su Cn, diciamo che una base ordinata
di Cn (v1, . . . , vn) e` f -compatibile se
f(vi, vj) = f(ei, ej)
per ogni i, j = 1, . . . , n, dove e1, . . . , en indica la base canonica di Cn. Se v1, . . . , vn ∈
Cn e P e` la matrice le cui colonne sono formate dai vettori v1, . . . , vn, possiamo
dedurre che (v1, . . . , vn) e` una base f -compatibile se e solo se P e` invertibile e
P tsP = s. In questo caso diciamo anche che P e` f -compatibile.
Lemma 5.1. Sia P una matrice invertibile. L’applicazione x 7→ P−1xP stabilisce
un automorfismo di gln(C) e di sln(C). Inoltre, se f e` una forma bilineare non
degenere e P e` una matrice f -compatibile allora la stessa applicazione stabilisce un
automorfismo di Lf .
Proof. La prima parte e` una semplice verifica. Riguardo la seconda, se P e` f -
compatibile abbiamo (P−1)t = sPs−1 e sP−1 = P ts. Sia quindi x ∈ Lf cioe` tale
che xts+ sx = 0. Dobbiamo verificare che P−1xP ∈ Lf . Si ha
(P−1xP )ts+ s(P−1xP ) = P txt(P−1)ts+ sP−1xP
= P txtsPs−1s+ P tsxP
= 0
in quanto xts+ sx = 0. 
E` vero anche il viceversa della seconda parte di questo lemma, ma non ne avremo
bisogno. Si ha cioe` che se P e` una matrice invertibile tale che x 7→ P−1xP stabilisce
un automorfismo di Lf allora P e` f -compatibile.
76. Sottoalgebre torali
Sia L un’algebra di Lie classica. Diciamo che una sottoalgebra di L e` torale se e`
abeliana e costituita da elementi semisemplici. (In realta´ una sottoalgebra costituita
da elementi semisemplici e` automaticamente abeliana, ma per ora non ci interessa.)
Osserviamo intanto che se H e` una sottoalgebra torale allora esiste una base di
Cn costituita da autovettori comuni a tutti gli elementi di H. La sottoalgebra
H = L∩ d(n,C) considerata nella sezione §2 e` un esempio di sottoalgebra torale. E`
chiaro che se P e` una matrice invertibile tale che x 7→ P−1xP e` un automorfismo
di L, allora anche P−1HP = {P−1hP : h ∈ H} e` una sottoalgebra torale di
L. Vogliamo ora vedere che in questo modo otteniamo tutte le sottoalgebre torali
(massimali) di L.
Theorem 6.1. Sia L un’algebra di Lie classica, H = L ∩ d(n,C) e H ′ una sot-
toalgebra torale massimale di L. Allora esiste P invertibile tale x 7→ P−1xP e` un
automorfismo di L e P−1H ′P = H.
Proof. Se L = sln(C) l’enunciato e` banale: bastera` scegliere la matrice P in modo
che le sue colonne siano autovettori comuni agli elementi di H ′. Negli altri casi
dobbiamo mostrare che esiste una base di autovettori comuni ad H ′ che sia f -
compatibile, dove f e` la forma bilineare coinvolta. Per λ ∈ (H ′)∗ poniamo Vλ =
{v ∈ Cn : h(v) = λ(h)v per ogni h ∈ H ′}. Sia v ∈ Vλ, v 6= 0, con λ 6= 0. Se tale
v non esiste allora H ′ = 0 e il risultato segue. Sia ora w ∈ Vµ. Per ogni h ∈ H ′
abbiamo
f(h(v), w)) + f(v, h(w)) = 0
da cui (λ + µ)(h)f(v, w) = 0 per ogni h ∈ H ′. Questo ci dice che f(v, w) = 0
a meno che w ∈ V−λ. Questo ci assicura che V−λ 6= 0 e piu` precisamente che
dimVλ = dimV−λ, in quanto f e` non-degenere. Scegliamo a questo punto una base
v1, . . . , vk a piacere di Vλ e definiamo una base di V−λ vn−k+1, . . . , vn imponendo
f(vi, vn+1−j) = δi,j . Il risultato adesso segue reiterando questa procedura fino ad
arrivare eventualmente a considerare V0. In questo caso si ha che f e` non degenere
su V0 e bastera` considerare una qualunque base di V0 in cui la forma si rappresenti
con J nel caso delle algebre ortogonali o con
[
0 J
−J 0
]
nel caso delle algebre
simplettiche.

Se L e` un’algebra di Lie classica definiamo rk(L), il rango di L, come la di-
mensione di una sua sottoalgebra torale massimale. Abbiamo quindi rk(Am) =
rk(Bm) = rk(Cm) = rk(Dm) = m per ogni m > 0.
7. Basi dei sistemi di radici
Abbiamo gia` descritto i sistemi di radici delle algebre di Lie classiche nella sezione
§??. Vogliamo ora descriverne una base. Una base ∆ di Φ e` un sottoinsieme di
Φ che soddisfa le seguenti ipotesi (1) ∆ e` una base di H∗ e (2) ogni elemento di
Φ si esprime come combinazione lineare di elementi di ∆ con coefficienti tutti non
negativi o tutti non positivi. Per semplicita` di notazione poniamo αi
def
= εi,i+1, per
ogni i = 1, . . . , n − 1 e osserviamo che nei tipi B,C,D si ha αi = αn−i per ogni
i = 1, . . . , n− 1. In tipo A abbiamo chiaramente che
∆ = {α1, . . . , αn−1}
8e` una base di Φ. Nei tipi B e C abbiamo che
∆ = {α1, . . . , αm}
e` una base. Basta infatti osservare che per ogni i < j si ha εi,j = αi + · · · + αj−1
(unito al fatto che αi = αn−i). Questo ragionamento non vale in tipo Dm perche` in
questo caso αm non e` una radice. Tuttavia possiamo facilmente rimediare ponendo
α′m
def
= εm−1,m+1 e abbiamo che
∆ = {α1, . . . , αm−1, α′m}
e` una base in questo caso facendo la semplice osservazione αm−1 + αm = αm +
αm+1 = α
′
m.
8. La forma di Killing
La forma di Killing di un’algebra di Lie e` la forma bilineare κ : L×L→ C data
da κ(x, y) = tr(adxady). Vogliamo ora mostrare che nel caso delle algebre di Lie
classiche possiamo utilizzare la piu` semplice forma bilineare k˜(x, y) = tr(xy).
Proposizione 8.1. Sia L un’algebra di Lie classica, L 6= D2. Allora esiste c ∈ C
tale che k(x, y) = ck˜(x, y) per ogni x, y ∈ L.
Proof. Per ogni x ∈ L definiamo φx, ψx ∈ L∗ dati da φx(y) = κ(x, y) e ψx(y) =
κ˜(x, y). Siccome L e` semisemplice (anzi semplice) sappiamo che k e` non degenere
e quindi abbiamo che l’applicazione x 7→ φx e` un isomorfismo lineare da L a L∗.
Consideriamo quindi l’endomorfismo lineare F di L∗ dato da
F (φx) = ψx.
Si verifica facilmente (grazie all’associativita` di κ e di κ˜) che z.φx = φ[z,x] e che
z.ψx = ψ[z,x] per ogni x, z ∈ L. Di conseguenza
F (z.φx) = F (φ[z,x]) = ψ[z,x] = z.ψx = z.F (φx)
e quindi F e` un morfismo di L-moduli. Ricordiamo ora dalla sezione 4 che L e`
semplice e quindi anche L∗ e` semplice come L-modulo. Applicando il Lemma di
Schur concludiamo che F e` uno scalare. 
9. I diagrammi di Dynkin
Osserviamo ora che data α ∈ ΦL esiste un unico elemento tα ∈ H tale che
α(h) = k˜(tα, h) per ogni h ∈ H. L’esistenza di tale elemento puo` essere giustificata
mostrando che k˜ e` non degenere su H, ma per ora ci accontentiamo di mostrare
esplicitamente chi e` questo tα. Data α = εi,j ∈ ΦL poniamo
tα =
{
ei,i − ej,j tipo A
1
2 (bi,i − bj,j) tipi B,C,D
Data una base di un sistema di radici il diagramma di Dynkin associato e` un
multigrafo i cui vertici sono etichettati dagli elementi della base. Se α e β sono
elementi della base i vertici corrispondenti a queste due radici vengono collegati da
4
κ(tα,tβ)
2
κ(tα,tα)κ(tβ ,tβ)
lati. Inoltre se tale numero e` maggiore di 1 poniamo una freccia da
α verso β se κ(tα, tα) > κ(tβ , tβ).
9Tipo A. Ponendo ti = tαi abbiamo
k˜(ti, tj) =

2 se i = j
−1 se |i− j| = 1
0 altriementi.
e quindi il diagramma di Dynkin associato e`
•α1 •α2 • •· · · • •αm
Tipo B. Poniamo ti = tαi . Osserviamo che in questo caso bm+1,m+1 = 0 e quindi
tm =
1
2bm,m. Abbiamo
k˜(ti, tj) =

1 se i = j 6= m
1
2 se i = j = m
− 12 se |i− j| = 1
0 altrimenti.
e quindi il diagramma di Dynkin associato e`
 
@•α1 •α2 • •· · · • •αm
Tipo C. Poniamo ancora ti = tαi . Osserviamo che in questo caso abbiamo
bm+1,m+1 = −bm,m per cui tm = 12 (bm,m − bm+1,m+1) = bm,m. Abbiamo, per
i ≤ j,
k˜(ti, tj) =

1 se i = j 6= m
2 se i = j = m
− 12 se i+ 1 = j < m
−1 se i+ 1 = j = m
0 altrimenti.
e quindi il diagramma di Dynkin associato e`
 
@
•α1 •α2 • •· · · • •αm
Tipo D. Poniamo ancora ti = tαi per i < m e tm = tα′m =
1
2 (bm−1,m−1 −
bm+1,m+1) =
1
2 (em−1,m−1 + em,m − em+1,m+1 − em+2,m+2). Abbiamo quindi, per
i, j < m
k˜(ti, tj) =

1 se i = j
− 12 se |i− j| = 1
0 altrimenti.
mentre
k˜(ti, tm) =

1 se i = m
− 12 se i = m− 2
0 altrimenti
quindi il diagramma di Dynkin associato e`
•α1 • αm−1
αm
α2 • •· · · • •
•
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10. Indipendenza del diagramma di Dynkin dalle scelte fatte
I diagrammi di Dynkin determinati nella sezione precedente a priori dipendono
da due scelte fondamentali: l’algebra torale massimale H e la base ∆ del sistema
di radici Φ associato ad H. A lezione vedremo che la scelta non dipende dalla
base scelta, mentre ora ci occupiamo dell’indipendenza dalla sottoalgebra torale
H. Abbiamo visto che se H ′ e` un’altra algebra torale massimale allora esiste una
matrice invertibile P tale che x 7→ P−1xP definisce un automorfismo di L tale che
H = P−1H ′P .
Poniamo quindi, per α ∈ H∗, α′ ∈ (H ′)∗ data da α′(h′) = α(P−1h′P ), per ogni
h′ ∈ H ′. Osserviamo che se x ∈ Lα allora
PxP−1 ∈ Lα′ def= {x ∈ L : [h′, x] = α′(h′)x per ogni h′ ∈ H ′}.
Infatti, per ogni h′ ∈ H ′ abbiamo
[h′, PxP−1] = P [P−1h′P−1, x]P = α(P−1h′P )PxP−1 = α′(h′)PxP−1.
Di conseguenza, se chiamiamo Φ′ il sistema di radici associato ad H ′ abbiamo che
Φ′ = {α′ : α ∈ Φ},
e quindi abbiamo anche che
∆′ = {α′ : α ∈ ∆}
e` una base per il sistema di radici Φ′. Se ora poniamo tα′ ∈ H ′ definito dalla
relazione
κ˜(tα′ , h
′) = α′(h′)
abbiamo che
tα = P
−1tα′P.
Infatti, per ogni h ∈ H,
k˜(P−1tα′P, h) = tr(P−1tα′Ph) = tr(P−1tα′PP−1PhP−1P )
= tr(tα′PhP
−1) = κ˜(tα′ , PhP−1)
= α′(PhP−1)) = α(h).
Possiamo quindi occludere che per ogni α, β ∈ Φ abbiamo
κ˜(tα, tβ) = tr(tαtβ) = tr((P
−1tα′P )(P−1tβ′P )) = tr(tα′tβ′)
= κ˜(tα′ , tβ′).
da cui segue direttamente che il diagramma di Dynkin associato alla base ∆′ coin-
cide con il diagramma di Dynkin associato alla base ∆.
