Abstract-In this paper an approach to joint source-channel coding (JSCC), named Shannon-Kotel'nikov mappings (SKmappings), is presented. SK-mappings are (piecewise) continuous direct source-to-channel mappings operating directly on amplitude continuous discrete time signals.
I. INTRODUCTION
T HIS paper deals with error reduction and compression of analog sources of information. Both operations are done by what we have chosen to name Shannon-Kotel'nikov mappings (SK-mappings), which is one approach to joint sourcechannel coding (JSCC) realized as (piecewise) continuous direct source-to-channel mappings.
Separation of source and channel coders was proven to be optimal by Shannon [1] (lossless source coding case) and Berger [2] (lossy source coding) for communication of a single source over point-to-point channels, in the separation theorem. Looking into this theorem and its proof, it actually states that one can do source and channel coding separately, without any loss (compared to a joint technique), by using optimal codes. This, and the benefits it brings concerning interfaces, is probably one of the major reasons why most communication system today uses separate source and channel coding (SSCC). But the drawback is that separation is optimal, in general for point-to-point communication, only by introducing infinite complexity and delay into the system (codes proven to be optimal have infinite length). There exists no similar proof that separate source and channel coders can achieve optimality if constraining e.g. system delay.
Noise free analog signals contain infinite information [3, pp.228-229] . Multimedia sources like speech, images, audio and video all generate analog signals. To be able to communicate such signals some distortion has to be introduced (except at infinite capacity, which is not realizable), either from channel noise or from both channel noise and lossy compression. To communicate analog source signals reliably over channels with finite capacity some sort of reduction of P. A. Floor is at the Interventional Center, Rikshospitalet University Hospital, Oslo, Norway (e-mail: palander@iet.ntnu.no) T. A. Ramstad is with the Department of Electronics and Telecommunication, Norwegian University of Science and Technology (NTNU), Trondheim, Norway (e-mail: ramstad@iet.ntnu.no).
information must occur, meaning that some distortion must be introduced prior to transmission. This distortion, for a given rate, can not be smaller than the distortion given by the distortion-rate function of the source in question. Even so, infinite complexity and delay is needed to reach the distortionrate bound (e.g. by infinite dimensional vector quantizers).
Taking the above discussion into consideration, what performance measure should be chosen in order to determine how well a communication system for transmission of analog source signals preform? It seems natural to compare it to a bound giving the best possible fidelity for a given channel signal-to-noise ratio (CSNR). One such bound is the optimal performance theoretically attainable (OPTA) [4] .
A. OPTA
OPTA renders the best possible received signal-to-distortion ratio (SDR) as a function of the CSNR [4] . The discussion here is limited to OPTA for the case of a discrete time memoryless Gaussian source and a discrete time AWGN channel. This also serves as a lower bound for other memoryless sources and channels as well as correlated sources and channels with memory.
The rate-distortion function for a Gaussian source with bandwidth W s , given the mean-squared error (MSE) distortion measure is [3] R (D t ) = max W s ln σ
where σ 2 x is the signal power, D t is the distortion and the ratio σ 2 x /D t is the SDR. The rate is in nats per second (using the natural logarithm). The channel capacity of a Gaussian channel with bandwidth W c , and with an average power constraint (power per channel sample) is [3] 
where P is the average channel power, σ 2 n is the channel noise power and P/σ 2 n is the CSNR. The rate is in nats per second. To find OPTA, one equates the source rate and channel capacity R = C. Solving this for the SDR, OPTA is obtained as σ 
The channel/source bandwidth ratio W c /W s can in principle take on any real positive number. If W c > W s , redundant bandwidth is available for communication, and could be used for error reduction. If W c < W s , the source bandwidth and hence the information has to be reduced by some sort of lossy compression before transmission.
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The bandwidth ratio W c /W s in (3) can in practice be obtained by e.g. combining M source samples into N channel samples. Assuming Nyquist sampling and an ideal Nyquist channel W c /W s ≈ N/M = r. Notice that r is a positive rational number in this case, i.e. r ∈ Q + . Both the source-and channel spaces can be considered Euclidian with dimension M and N , respectively, and so r is called the "dimension change factor" (or expansion/reduction factor depending on the case under consideration). In the following, an operation where a source of dimension M is mapped onto a channel of dimension N is referred to as an M :N mapping.
B. Joint Source-Channel Coding
We have stated that noise will always be present when communicating analog signals. The open question is how the noise optimally should be distributed for the source representation and the transmission operation. Or more specifically, can we improve system performance, given constraints such as overall delay and complexity, by introducing greater flexibility in allowing the distortions to appear wherever they harm the least. I.e. will JSCC give better performance than SSCC in the cases of finite complexity and delay?
Some specific examples illustrate that JSCC is an interesting alternative to SSCC in communicating analog sources: It has been proven in [4] , [5] that for an independent and identically distributed (i.i.d.) source and an additive white Gaussian noise (AWGN) channel, both of the same bandwidth, OPTA is achieved by a direct source-channel mapping (i.e. a low complexity delay free mapping). This has been generalized in [6] to special combinations of correlated sources and channels with memory. Furthermore, it has been shown in [7] that OPTA can be reached also in the bandwidth expansion case (channel bandwidth larger than the source bandwidth), by the use of a system with a noiseless feedback link. With non-ideal feedback, results approaching OPTA can be obtained provided the feedback channel has a significantly higher CSNR than the forward channel [8] . Notice that optimal systems for other expansion factors than N ∈ N have not yet been found, neither have optimal systems for bandwidth reduction been found, except for some very special cases [6] (at least to our knowledge). Of course, if a well performing feedback channel is not available, the system in [7] , [8] can not be used, and other types of techniques (generally nonlinear) must be considered. Notice that the above mentioned systems, having good/optimal performance at very low complexity are purely analog.
During the last decades, when most communication systems have become digital, research has mostly been focused on coding and transmission of digital signals, i.e. operations on amplitude-and time discrete signals. The reasons for studying amplitude continuous systems further are primarily their robust character against varying channel conditions, something which digital systems normally lack, and their potential low complexity and reduced delay (for a given performance). Little is known about how to construct analog nonlinear systems in general. If we consider the case of direct sourceto-channel mappings (mapping between spaces of different dimensions in general) some general "rules of thumb" should be considered [9, pp. 102-104]: 1.Mapping distortion (for dimension reducing mappings): Mapping a source space of high dimension to a channel space of lower dimension creates distortion unless noise is absent (George Cantor found a way of doing such a mapping in one-by-one manner using space-filling curves [10] , but this technique is impossible to use when noise is added). To minimize the effect of mapping distortion, the mapping must cover the entire source space, such that every source vector have a representation point as close as possible. 2. Channel signal power: To minimize the average channel power, source vectors with high probability should be mapped to channel vectors with low amplitude. 3. Robustness: To avoid making large errors in the reconstructed vectors, vectors that are close in the channel space should correspond to vectors close in the source space. The opposite, however, is not necessary.
C. Shannon-Kotel'nikov mappings
As mentioned at the start of this introduction, SK-mapping is a JSCC approach for merging source-and channel coders into one (piecewise continuous) mathematical operation. The SK-mappings are operating directly on amplitude continuous and discrete time signals, and are applicable to point-to-point channels where there are only limited possibilities for feedback (supporting channel state information). SK-mappings have been shown to perform well with low complexity and to be robust against varying channel conditions [11] , [12] , [13] , [14] , [15] , [16] , [17] . The mappings, when found, will also be easy to adapt to varying channel conditions, by merely changing a few coefficients in their equations [11] , [17] . Further they seem to have the potential to perform better in general than separate systems for a given complexity and delay [12] . It is for these reasons of interest to investigate and develop SK-mappings further. A general theory is needed.
The name Shannon-Kotel'nikov mapping was developed in two steps. First the name Shannon mapping was chosen in [18] to honor C. E. Shannon, who presented a geometrical view of the communication problem in his 1949 paper [19] . However, V. A. Kotel'nikov had already developed a theory for 1:N bandwidth expanding modulation (distributing a scalar source on N equal channels) in his doctoral dissertation [20] , dating back to 1947, implying the same type of structures as Shannon. And so the name Shannon-Kotel'nikov mapping emerged. [21] and [22] sum up the theoretical analysis done by Kotel'nikov in addition to some further analysis. SK-mappings have been extended to both M :N dimension expansion [14] (M < N ) and reduction [15] (M > N ) using curves and hyper surfaces to map between source and channel signals (will be presented in section III and V).
Some older and well known techniques that can be seen as 1:N SK-mappings exist. Pulse Position Modulation (PPM) and Frequency Position Modulation (FPM) are well known (seen as SK-mappings for large N ). Both have been shown to be optimal when the expansion factor N goes to infinity [21, [666] [667] [668] [669] [670] [671] [672] [673] [674] in the sense that no other system have a faster decaying mean squared error. These techniques, however, do not perform well for small bandwidth expansion factors N . The reason is that they (ideally) have constant envelope, and so do not fill the space properly for low N (why constant envelope systems like PPM can preform close to optimal for large N will be explained in section IV-C). Kotel'nikovs results from [20, pp. 62-99] implies that one can use (piecewise) continuous curves to make well-performing mappings for all N . Constructing the right type of curve one can also make well performing mappings for small N [11] , which is important for applications where bandwidth and power are limited. As a special case of this, one can use piecewise continuous line segments, such that some sub-channels (of the N -dimensional channel) will have a discrete representation, whereas the other sub-channels have a continuous representation. These are named Mixed Base Modulation (MBM) [23] .
Other known examples that can be seen as SK-mappings are the optimal linear systems BPAM [24] , hybride digital analog systems (HDA) [25] , [26] , [27] which actually can be seen as MBM systems (if no channel coders are included in their discrete part) and the optimal 1:1 direct mapping mentioned in section I-B.
In this paper a theory for calculating the distortion/perfromance using general M :N SK-mappings (for both dimension expansion and compression) is proposed. The proposed theory is further used to show that SK-mappings have the potential to reach OPTA for all dimension/bandwidth ratios r ∈ Q + in the limit of infinite complexity and delay (infinite dimensionality). The proposed theory also give general guidelines on how to construct these mappings (although it says nothing directly about the global manifold structure).
The paper is organized as follows. In section II Kotel'nikovs theory on bandwidth expanding 1:N modulation is introduced. In section III Kotel'nikovs theory is extended to the M :N dimension expanding case. In section IV we show that dimension expanding SK-mappings can reach OPTA, and elaborate on the effect of dimensionality increase in such systems. In section V a theory on M :N dimension reducing SK-mappings is introduced. In section VI we show that also dimension reducing SK-mappings can reach OPTA. Finally, in section VII a discussion is given and conclusions are drawn. This section describes the necessary aspects (for the sake of this paper) from part 3 of Kotel'nikovs dissertation [20, pp.62-99] in which theory for transmission of amplitude continuous, discrete time sources are developed (the theory of this section is presented in a similar way as in [22, pp.287-299] ).
Consider an amplitude continuous, discrete time, scalar source x ∈ D ⊆ R. The source is communicated using a (parametric) curve in the channel space x → s(x) ∈ S ⊂ R N , called the signal curve. Let the noise be denoted n ∈ R N (i.i.d. and Gaussian). Then the received signal isŝ(x) = s(x) + n, with the corresponding likelihood function
The maximum likelihood (ML) estimate is defined by [28] x = max x∈R fŝ |x (ŝ|x).
As the CSNR gets large, the ML estimate approaches that of the optimum estimate (in the mean square sense) [21, pp. 216-219] . (4) is maximized by the value x that minimizes the norm ŝ − s(x) , implying that the ML estimate of x corresponds to the point on the signal curve that is closest to the received vector in Euclidian distance. From this Kotel'nikov reasoned that there are two different contributions to the distortion of the source signal from using such mappings, weak noise which is referred to in the following as weak noise distortion and anomalous errors which will be referred to as anomalous distortion.
When considering weak noise, the signal curve can be approximated in the vicinity of any transmitted signal value
assuming that s(x) ∈ C 1 (continuously differentiable with respect to x). s ′ 0 = ds(x)/dx |x=x 0 . The ML estimate of x can be approximated as the projection onto the tangent line through the value s(x 0 ) on the signal curve. Fig. 2 illustrates this. Given that the value x 0 was transmitted, Kotel'nikov showed 
n is the noise variance and s ′ (x 0 ) is the euclidian norm of the curve's velocity (tangent) vector at the parameter value x 0 . The weak noise distortion is given bȳ
D is the source domain and f x (x) is the probability density function of x. The geometric interpretation of this result is that in order to reduce the noise corruption for a given expansion, without increasing the signal duration or the transmit energy, the signal curve should be made longer by stretching it like a rubber band (making the velocity vectors longer). This should be done without leaving a certain hyper-sphere in order to satisfy a power constraint on the channel. To make the curve as long as possible, it has to be folded/twisted inside this hypersphere. I.e. nonlinear systems are needed in order to close in on OPTA, with the exception of very low CSNR (where linear systems are adequate) or if an ideal feedback channel is available [7] . This concept is illustrated in Fig. 3 and 4(a). However, the length of the curve cannot be increased beyond a certain value without introducing anomalous errors (also called the threshold effect [19] by some authors). These errors are large, since they are the result of the channel noise taking us from one part of the curve to another. The occurrence of these anomalous errors, depends on the relation between the standard deviation of the channel noise, and the density of the curve. Fig. 4 illustrates. Due to the severity of the anomalous errors it is wanted to make them occur with as small a probability as possible. Notice that for linear systems there is no anomalous distortion, i.e. all noise can be considered as non-anomalous (what we have called weak noise distortion for the nonlinear mappings).
There is in addition something to gain in lowering the weak noise distortion further without increasing the probability for the threshold effect. The gain is in the choice of stretching function. The stretching function is a bijective function acting on the parameter space, before mapping it onto the parametric curve. It will be denoted ϕ = ϕ(x) in the following. By, for instance, mapping directly from the parameter x onto the curve, one will in some cases (e.g. using a spiral like structure like in Fig. 4 ) get vectors of increasing length for increasing values of x. Then the received distortion will depend on the level of the source amplitudes, and the tangent vectors will be shortest where most of the probability mass of the source resides (which is undesirable). ϕ should be chosen carefully, given a specific curve and source pdf. How to find the optimum ϕ for a given pdf, is shown in [22, pp.294-297] .
III. M :N DIMENSION EXPANDING SK-MAPPINGS.
In this section the theory from section II is generalized to include vector sources x ∈ D ⊆ R M . This makes it possible to analyze more general mappings and to exploit dimensionality (letting M, N increase while keeping r constant) for a given expansion factor r. Assume that the M source components are i.i.d. and Gaussian. The source will be represented through a parametric hyper surface in the channel space x → S(x) ∈ S ⊂ R N which in the following is referred to as the signal hyper surface or just S. A general M dimensional hyper surface imbedded in R N has the following parametric form
where S i are component functions. Using S for communication, the likelihood function of the received signalŜ = S(x) + n is
i.e. the ML estimate of x corresponds to the point on S that is closest to the received vector in Euclidian distance. 
A. Weak noise distortion.
In the weak noise case, one can consider the hyper surfaces' tangent space. 
The tangent space at a point x 0 is given by (first order Taylor polynomial)
where J is the Jacobian matrix [29, p.47] (Appendix A) of S at x 0 . When using an ML detector, the detected vector will be S(x ML ) = S(x 0 ) + P proj n,
where P proj is a projection matrix given by [30, p.158 ]
G is the metric tensor of S [31, pp. 301-347] (see appendix A for a short description). Using (11), (12) and (13) one can easily show that
By multiplying both sides from the left with J T , then G shows up on both sides. Since G is positive definite, and so also invertible [30] , then
The MSE, given that x 0 was transmitted, is
Inserting (15) in (16) one can derive that the weak noise distortion given that x 0 was transmitted is (see Appendix B for details)
which is a natural generalization of (7) (g ii is the squared norm of the "velocity" vector of S with respect to x i at a point x 0 ). Considering a Gaussian vector source with i.i.d. components and i.i.d. Gaussian noise on each sub-channel, the above sum is minimized when g ii = g jj , ∀i, j (a spherical shape should be preserved in this case. If g ii = g jj a spherical region will be mapped in to an elliptical region going from channel to source at the receiver). The weak noise distortion will be given bȳ
(18) This result is a natural generalization of (8) , and it states that stretching the source space out like a "sheet of rubber" before transmission makes the weak noise distortion go down. Notice that although the derivation of (18) is done for C 1 functions, one can also use it for piecewise C 1 functions by integrating over each surface element, then summing all contributions at the end.
Further one can consider a shape preserving mapping, which is to say that every g ii of S are equal and independent of x (in words: the distance between any vectors of the source are equally scaled, not distorted when mapped through S). Then the act of S can be seen merely as an amplification factor α (from source to channel at the transmitter). In this case (18) is reduced to the simple expression
Notice that (18) says nothing about any possible gain from increased dimensionality (this is natural since locally linear systems are considered. In linear systems there is nothing to gain from dimensionality increase). By increasing the dimensionality from e.g. a 1:2 to a 2:4 mapping, and stretching an equal and maximum amount in both parameter directions, gives the same weak noise MSE as in the 1:2 case.
B. Anomalous distortion and "sphere hardening".
Consider normalized noise vectors in N dimensionsñ = n/ √ N . These vectors have a mean square length equal to σ 2 n . It is shown in [21, pp. 324-325] that the variance of the squared length goes to zero as N → ∞. So as dimensionality increases, the length of the noise vectors will be more and more localized around the noise standard deviation, and lim N →∞ ñ = σ n , which will be referred to as the sphere hardening limit. This is a consequence of the the law of large numbers. The distribution of the length ρ = ñ is given by [32, p. 237] 
where Γ(·) is the Gamma function [33] . Fig. 6 shows (20) for some values of N . Considering this effect on SK-mappings, one can benefit from increasing dimensionality in reducing the probability for the anomalous errors, still keeping the same distance between parts/folds of S. In an infinite dimensional system the anomalous distortion can be avoided by letting the distance between folds of S be at least two times the standard deviation of the noise.
Now assume a map S where one can stretch the same amount in each parameter direction as was the case for one direction in (8) . Then according to (18) , nothing is lost by increasing dimensionality (as long as there are orthogonal base vectors in the tangent space of S). But the structure can be "packed" more densely in the channel space due to the reduced probability for anomalous errors seen by (20) . This yields additional stretching of the source space, and in principle one should get closer to OPTA by increasing the systems dimensionality. Fig. 7 illustrates this concept. Notice that the intersected 2:4 mapping in the figure is just an example to show the concept, not an actual 2:4 mapping. One has to consider the whole 4-dimensional space to get the true picture. Since the distance between two parts of the 2:4 system is smaller for the same anomalous error probability, the mapping can be made a bit "longer"
IV. THE EFFECT OF DIMENSIONALITY INCREASE ON
DIMENSION EXPANDING SK-MAPPINGS. In this section one approach is taken to by using dimension expanding SK-mappings (results presented previously in [34] ).
Assume that both the channel signal and the noise are normalized with the channel dimension N . Considering a power constrained Gaussian channel, the normalized received vector will lie within an N − 1 sphere of radius
where P N is the channel signal power per dimension, and σ 2 n the noise variance per dimension. By adding the term δ one takes into consideration that ρ N exceeds P N + σ 2 n for finite N , so δ → 0 as N → ∞ (notice that the definition of an N -sphere is S N = {y ∈ R N +1 |d(y, 0) = constant} [31, p.7] , where d is the distance from any point y on S N to the origin of R N +1 . So the well known sphere imbedded in R 3 is denoted S 2 , i.e the "2-sphere").
As
A. Asymptotic analysis on 1:N mappings
To be able to establish how long a signal curve can be made (and thereby how small the weak noise distortion can be made) in the limiting case N → ∞, one needs to find how large a volume of the constrained channel space the signal curve will occupy when anomalous errors should be almost absent (avoided in the limit). To this end, the signal curve is considered to be the axis of a "hyper cylinder" of dimension N − 1 and radius ρ s (which is a function of the noise standard deviation). Arguments in [21, pp. 670-672] suggest that this must be the optimal structure. This cylinder is placed into the given channel hyper sphere. The noise vectors can at every point be decomposed into two statistical independent components: N − 1 components normal to the curve n a (contributing to the anomalous distortion) and one components tangential to the curve n wn (contributing to the weak noise distortion). For large N one can give an upper bound for the length of the curve. N is assumed to be so large that anomalous errors are almost avoided by letting ρ s > n a (and δ ≈ 0). Let B N denote the volume contained within an (N − 1)-sphere of unit radius [21, pp.355-357] 
The following inequality must be satisfied in order for the anomalous errors to be absent, and to fulfill the channel power constraint
where L is the length of the signal curve. Since N − 1 normalized noise components are normal to the curve, ρ s = n a ≈ (N − 1)/N σ 2 n for very large N . Substituting this and (21) in (23) we obtain which limits the length of the curve to
A further elaboration on this is given in [21, pp.673-674].
B. Asymptotic analysis of M :N expanding SK-mappings
In this section the result from IV-A is generalized to include vector sources to further show that one can reach OPTA by letting the mappings dimensionality grow to infinity. A Gaussian source with limited Euclidian norm will be distributed on an M -disc or ball. This ball is stretched and twisted by S into the channel hyper-sphere. To find the volume of the channel space that the transformed source occupy when the anomalous errors should be almost avoided, a structure that encloses S needs to be found (like in the 1:N case). This structure must be of the same dimension as the channel sphere, in order to be able to compare their volumes. The structure chosen is S × S N −M−1 (which is a natural generalization of the "cylinder" in section IV-A). S can be considered to be a ball (or M -disc) with a certain radius ρ M when considering shape preserving SK-mappings. S N −M−1 is a hyper sphere with radius ρ MN (ρ MN ≥ n a at least, to avoid anomalous errors). If the channel power constraint is to be satisfied and the anomalous errors avoided, the following inequality must be obeyed
Again, the noise vectors can at each point (of the surface) be decomposed into two statistically independent contributions: M components tangential to the signal hyper surface n wn (contributing to the weak noise distortion) and N −M components normal to it n a (which are the ones causing anomalous errors). Assuming that N is so large that the sphere hardening limit (ρ N M → (N − M )/N σ n ) can be approximately taken into account, (26) turns into
Assuming a shape preserving mapping the stretch and thereby the weak noise distortion is determined by the size of the radius ρ M of S. Solving (24) with respect to ρ
and so the following restriction on the radius of S has to be obeyed
For both even and odd
This can be shown in a similar way as in Appendix D substituting the symbols in question. For M = 1 in (29), ρ M = (L/2) compared to (25) , which shows that (29) is a generalization of (25) . (30) can be expressed in terms of the Beta function using the following relation [33, p. 9]
and the Functional relation of the Gamma function [33, p. 3] Γ(a + 1) = aΓ(a).
Letting ̺ = (N − M )/2 + 1 and ς = M/2 + 1 and using the above relations gives
(33) Since a shape preserving mapping is considered, the weak noise distortion is given by (19) , but the decomposition (of n) and normalization has to be taken into account. Since M of N components of the normalized noise vectors are the ones contributing to the weak noise distortion
ε wn can be considered as the total distortion D t of the M :N system since the anomalous errors are almost absent when ρ MN ≥ n a and M, N are close to infinity. Now assume a fixed bandwidth expansion r = N/M . Then M = N/r, and so
where
To show that this system can reach OPTA, one needs to show that
Using the product rule for limits [35, p .68],we eliminate the first term on the left hand side of (37) since
So the problem is reduced to show that
Hölders inequality, described in Appendix C, is used for this purpose. Let f (t) = t the maximum of f must be calculated. Differentiating f with respect to t and then equating to zero, we obtain
Substitution of this into the expression for f gives,
f ∞ will dominate more and more over the rest of the contributions of the integral in (36) the larger N gets, and when N → ∞ equality in (41) is obtained. Raising the right hand side of (41) to the power −2r/N gives the wanted result.
The above result does not contain the source variance σ 2 x , i.e. it is valid for unit variance. σ x can easily be included by letting ρ M = ασ x , where α is an amplification factor (assuming a shape preserving mapping). Solving the new equation with respect to α, and substituting for ρ M in (34), gives the wanted result.
It should be mentioned that the above result will be valid for the given fixed parameters, meaning that we have a distinct optimal point. If σ n increase while ρ MN is kept constant, the system breaks down rapidly, since the probability for anomalous errors p rae → 1. If σ n decrease while ρ MN is kept constant the packing of S gets non-optimal and the system gets further away from OPTA, but this time in a robust manner (like a linear system, which is apparent from the derivation of the weak noise distortion).
C. Comments on finite dimensional expanding SK-mappings
At finite dimensionality the anomalous errors must be taken into account in any case, since they will occur with a certain small probability. This is because ñ will have a nonzero variance (if one do not take the fact that the variance of ñ gets larger when N gets smaller into account, the performance predicted in the above model will exceed OPTA when N gets smaller). Assuming a nonzero (small) probability for the threshold effect an additional factor must be included in ρ MN
Given a certain probability for anomalous errors, δ MN can be found from the cdf of (20) , substituting N − M for N (since N − M components are normal to S). An additional factor must also be included in ρ N , since the variance of the received channel vectors also increases
Inserting the right values for δ N and δ MN and considering a large CSNR (the anomalous distortion is almost absent at the optimal point for large CSNR in many cases), the distortion at the optimal point is approximately given by the weak noise distortion, which in general is
It seems to be more to gain in performance from the sphere hardening effect the larger r is (until r gets "large", as discussed below). Consider the r = 2 versus the r = 3 case. In the 1:2 case one will have a curve in a region of the plane, while in the 1:3 case one will have a curve in a region of space. Given a certain CSNR value, the curve will always be longest in the r = 3 case. Assuming that the dimension is increased to a 2:4 (r = 2) and 2:6 (r = 3) mappings, sphere hardening will take place over the largest "space" (along S) in the r = 3 case, meaning that there is more to "catch up to" (compared to OPTA) by increasing dimensionality in the r = 3 case. This can be stated generally as: A larger r gives a larger S for a given CSNR, which means that sphere hardening takes place over a larger "space" (along S). So one can expect that the gap to OPTA (along the SNR axes) will be larger the larger r is (this seems to be the case considering the practical 2:3, 1:2, and 1:3 mappings proposed in [17, pp. 89-93] , [17, pp. 65-66] and [17, pp. 50-51] respectively). However, when r gets so large that sphere hardening has a significant effect on the channel space itself (large N ), constant envelope modulation (like PPM) will become more and more well-performing. This is because most of the channel signal will be more and more located around the sphere defined by the peak power constraint. In the limit r → ∞ constant envelope modulation like PPM and FPM will become optimal. In this section ideas from the expansion case in section III are used as inspiration to develop a theory for M :N dimension reducing SK-mappings. To be able to reduce the dimension of the source its information must be reduced (when there is a channel power constraint). This necessitates lossy compression. Compression is done by approximating the source vectors by their projection onto a hyper surface S which is an N dimensional subset of R M . This operation is denoted q(x) ∈ S ⊂ R M . The dimension is subsequently changed from M to N by a lossless operator d r : S → D ⊆ R N . The total operation is named the projection operation, and
As for the expansion case, S is called the signal hyper surface (or signal curve in the M :1 case). S will be a parametric hyper surface with the channel signal z as parameters (exchange x with z and N with M in (9)). The point on S, corresponding to p(x), is given a convenient representation on the channel through an invertible (vector valued) function ℓ. This function determines the way distances are measured from the origin SUBMITTED TO IEEE TRANSACTIONS ON INFORMATION THEORY, APRIL 2009   9 of S to the given approximated point. The inverse of ℓ is denoted ϕ (play a similar role as in the expansion case). The vector z = ℓ(p(x)) is transmitted over an AWGN channel with noise n ∈ R N . There will be two contributions to the total distortion in this system, approximation distortion (from the information reducing projection operation), and channel distortion (the effect the channel noise has on the signal when mapped through the SK-mapping). These will be described further in the following.
A. Channel distortion
The received vectorẑ = z + n must be passed through S to reconstruct x. It is assumed that each component function of S is S i ∈ C 1 (R N ), i = 1, ..., M (ϕ(·) is contained in S for convenience and without loss of generality). For a given transmitted channel vector z 0 and small deviations due to n, the received signalx = S(ẑ) can be approximated by
where J(z 0 ) is the Jacobian matrix of S evaluated at z 0 . The last term in (45) is the error due to the channel noise. The MSE per source component caused by the channel noise, given that z 0 was transmitted is
Since the noise on each sub-channel is assumed to be independent, E{n i n j } = σ 2 n δ ij . After some rearrangement,
g ii (partials with respect to z i ) are the diagonal components of the metric tensor of S. The channel distortion is given bȳ
g ii will increase in magnitude when the signal hyper surface is stretched. This means that the more a given surface is stretched out in the source space, the larger the channel distortion becomes. From this point of view, the surface should be stretched as little as possible. This is the opposite of what was wanted for the expansion case in section III-A. Considering a shape preserving mapping (48) is reduced to (for the same reasons as mentioned in section III-A)
where α is the amplification/attenuation from the channel to the source at the receiver.
B. Approximation distortion
The approximation distortion results from the lossy projection operation p. The size of it is linked to the minimum distance each source vector has to S. In order to make the approximation distortion as small as possible, S has to fill the source space as densely as possible (it must be stretched and twisted inside a given region). This is in conflict with the requirement of reducing the channel distortion, i.e. there is a tradeoff between the two distortion contributions.
Since the approximation distortion is structure dependent, one can not expect to find a mathematical expression describing it. But to be able to do an asymptotic analysis for reducing mappings, some general expression valid for high dimensions is needed. By assuming an imbedding of S where at each point, the distance to the closest point on a different part of S (we do not mean neighborhood) is constant and equal to ∆ (uniform structure), a similar analysis as for uniform vector quantizers can be used (every centroid having an equal fixed distance ∆ between each neighboring centroid). For a uniform vector quantizer in m dimensions (m will be related to M and N later) the distortion can be lower bounded by assuming the decision regions around each centroid to be (m − 1)-spherical [36] . Denote the radius of the (m − 1)-sphere ρ m . The pdf of the quantization distortion is a uniform spherical distribution (a uniform distribution with spherical support, in this case of radius ∆/2) given by (77) in Appendix D. Using this distribution one can show that the quantization distortion is lower bounded bȳ
The derivation of (50) is given in Appendix D. Due to the fact that the decision regions become spherical when m → ∞, using the right construction [36] , (50) will be exact when m → ∞ (called sphere packing). Notice that this expression differs from the well known distortion lower bound derived by Gersho in [36] . The reason for this is that Gersho's distortion expression is scaling invariant (independent of the size of the cells containing the centroids), whereas here we want the distortion to depend on the size of the cells so it can be made dependent on the CSNR. The expression in (50) must be modified to take into account an approximation to a general N -dimensional signal hyper surface. The question is how. Consider first a uniform 2:1 system (uniform spacing between any two parts of it) consisting of concentric circles around the origin in R 2 with a radial distance ∆ between them. The p operator will introduce an approximation distortion equivalent to a scalar quantizer, except that it will be scaled by 1/2 (distributed between two source components). I.e.ε 2 a = ∆ 2 /24. Furthermore, consider a uniform 3:2 mapping consisting of concentric spheres around the origin in R 3 with radial distance ∆ between them. This is again equivalent to a scalar quantizer, except that the distortion is scaled by 1/3. Now consider a 3:1 mapping consisting of circles of different radii (n∆ for n ∈ N) lying on parallel planes in R 3 with an equal distance ∆ between them (filling out a ball like region in the source space). Now p introduces an approximation distortion equivalent to a 2D uniform vector quantizer, except that it will be scaled by 1/3. The same can be said about a similarly constructed 4:2 mapping consisting of concentric spheres, except that the distortion will be scaled by 1/4. From this one can reason that the approximation distortion in general can be approximated by (50) by substituting m = M − N and scaling by 1/M (distortion per source dimension). I.e. the approximation distortion will be given bȳ
for large M, N . As for for vector quantizers, (51) serves as a lower bound, and becomes the actual distortion when M, N → ∞ if the right construction (uniform imbedding) is chosen. Notice that in (51), ∆ must be a function of the CSNR for the expression to be analyzed properly.
VI. THE EFFECT OF DIMENSIONALITY INCREASE IN DIMENSION REDUCING SK-MAPPINGS.
In this section it is shown that also M :N dimension reducing systems can close in on OPTA by letting M, N → ∞.
As mentioned in section V-B, there is a tradeoff between minimization of the channel distortion and the approximation distortion. To show that it is possible to reach OPTA one has to consider how much the signal surface S must be stretched in order to cover the source space as properly as possible for a given CSNR without letting the channel distortion become too large. This should done in a general manner without reference to a specific hyper surface. Again one solution is to consider volumes. To find out how much space the signal surface will occupy for a certain approximation distortion, it needs to be enclosed in an entity that has the same dimension as the source sphere (to be able to compare the volumes). The entity chosen is S × S M−N −1 . S is a ball-like structure with radius ρ N (considering a shape preserving mapping), while S M−N −1 is a hyper-sphere with radius ρ MN . At all points the distance between the two closest points of any part of S (not meaning neighborhood) is kept constant and equal to ∆, and so ρ MN = ∆/2. The reason why this uniform covering is chosen is that (51) can be used as an expression for the approximation distortion (M ,N large). Notice that in this section (compared to section IV-B) we do not normalize the source and channel signals with respect to either the source-or channel dimension (more convenient in this case).
To make the approximation distortion as small as possible, S × S M−N −1 should cover the entire source space (for large M and N , and in general the space which has a significant probability associated with it), i.e. the following inequality must be satisfied
(52)
is the radius of the source-space and ρ N = α N (P N + σ 2 n + δ N ) is the radius of the channel space, where α is an amplification factor, P N is the channel power per channel dimension, and σ 2 n is the noise variance per channel dimension. δ M and δ N are included to take the sphere hardening effect into account, so δ M → 0 as M → ∞ and δ N → 0 as N → ∞. Inserting the above in (52) and solving with respect to α, we obtain
The last equality in (54) can be shown by using the expression for the unit radius hyper spheres given in (22) and a similar derivation as in Appendix D. A shape preserving mapping is assumed. Then by inserting (53) in (49), a general expression for the channel distortion is found as
We assume that the approximation distortion and the channel distortion are independent (a matter of construction), and so the total distortion will be given by the sum
Now the optimal ∆ needs to be determined. Differentiating (56) with respect to ∆, equating to zero and solving for ∆, we obtain
(54) can be expressed in terms of the Beta function using (31) and (32) . Letting ̺ = (M − N )/2 + 1 and ς = N/2 + 1 theñ
(58) Inserting (57) and (58) in (56) gives
Further assume a fixed dimension reduction r = N/M , then N = M r. Substitution in to (59) gives 
Doing a similar analysis as in section IV-B, one will find that
with equality when M → ∞. Then
when M → ∞, which is what we wanted to show.
VII. SUMMARY AND DISCUSSION
In this paper a theory for SK-mappings has been introduced. This theory has further been used to show that the SKmappings have the potential to reach OPTA for any dimension change r ∈ Q + as the dimensionality grows to infinity.
First a theory for dimension expanding mappings was developed, showing that the overall objective of constructing expanding mappings is to find a structure S (a signal hyper surface representing the source on the channel), which fill a power constrained region on the channel as properly as possible, by stretching it out as a "sheet of rubber" (minimizing the weak noise distortion). This should be done while the distance between any to folds/parts of S are kept as large as possible, in order to minimize the effect of the anomalous distortion. This gives a tradeoff between the two distortion contributions, and thus a unique minimum distortion for a given CSNR. This tradeoff is similar to the one in traditional channel coding, where it is desired to place as many codewords as possible into a constrained region (to make the rate as large as possible), and at the same time have as large a distance between them as possible (to minimize the probability of exchanging codewords), as illustrated in [3, pp.242-243] .
The theory developed was used to show that OPTA can be reached in the limit of infinite dimensionality by using a uniform (fixed distance between any folds of S) and shape preserving (a diagonal metric tensor with constant elements) structure. This is not necessarily optimal in the finite dimensional case (especially for low dimensions) which is illustrated in [22, pp. 294-297] and [17] .
Furthermore, a theory for dimension reducing systems was introduced, showing that the overall objective in constructing reducing systems is to choose a structure S (representing the channel signal in the source space) that cover the source space as properly as possible by keeping the distance between any folds of it as small as possible, in order to minimize the approximation distortion. But on the other hand S should be stretched out as little as possible to minimize the channel distortion. This gives a tradeoff between two distortion contributions also for reducing mappings. The tradeoff is quite similar to the one in lossy source coding, where it is desired to cover the source space as properly as possible (to minimize the distortion) with as few representation vectors as possible (to minimize the rate), as illustrated in [3, pp.357-358] .
Further it was shown, using the theory developed, that also dimension reducing systems can reach OPTA when the dimensionality grows to infinity, again using uniform shape preserving mappings.
Further research should aim at finding methods for determining the optimal global geometrical structure given the source and channel pdf's and their dimensions. Hopefully the theory introduced in this paper can be extended or modified to some sort of variational calculus problem [37] . If it is possible to find such differential equations, they will probably be solvable analytically for low dimensional spaces and well behaved pdf's only.
The proposed theory might also be generalized to a more general network setting (e.g. something along the lines of [38] ), being an alternative specifically in some cases where no separation theorem can be provided. 
The metric tensor G is symmetric and positive definite [40, pp. 208-209] . g ii can be interpreted as the squared length of the tangent vector in the direction of parameter x i , where x i is the i'th parameter in a parametric description of S. All "cross terms" g ij , are the inner product of the tangent vectors in the direction of x i and x j .
APPENDIX B DERIVATION OF THE WEAK NOISE DISTORTION
Here we show that
gives the smallest possible weak noise distortion. G and J are described in Appendix A. To simplify the analysis (so the matrix multiplications can be avoided) the N -dimensional noise vector n is replaced, without loss of generality, by its M dimensional projection n P , which will also be Gaussian (since P proj is a linear transformation [30, p.117] ). Let J = J(x 0 ). Further it is assume that a hypothetical inverse B = J −1 exists (which is also the case when the analysis is restricted to the M dimensional tangent space). Let S t denote the tangent hyper plane of S at x 0 . Further, let the inverse of S be denoted S −1 . Considering weak noise, the linear approximation of S −1 can be used. Taking all the above into account, the received vector will be given bŷ
where J i is column vector no. i of J and J i 2 ≡ g ii .
APPENDIX C HÖLDERS INEQUALITY
Lemma 1: [41] Assume that f ∈ L p (I) (|f | p is Lebesgue integrable on the interval I ∈ R) and h ∈ L q (I), where 
This integral equals the volume of an m-sphere with radius ∆/2 scaled by the constant κ
