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Quantum illumination (QI) promises unprecedented performances in target detection but there
are various problems surrounding its implementation. Where target ranging is a concern, signal
and idler recombination forms a crucial barrier to the protocol’s success. This could potentially be
mitigated if performing a measurement on the idler mode could still yield a quantum advantage.
In this paper we investigate the QI protocol for a generically correlated Gaussian source and study
the phase-conjugating (PC) receiver, deriving the associated SNR in terms of the signal and idler
energies, and their cross-correlations, which may be readily adapted to incorporate added noise
due to Gaussian measurements. We confirm that a heterodyne measurement performed on the
idler mode leads to a performance which asymptotically approaches that of a coherent state with
homodyne detection. However, if the signal mode is affected by heterodyne but the idler mode is
maintained clean, the performance asymptotically approaches that of the PC receiver without any
added noise.
I. INTRODUCTION
Quantum illumination (QI) [1–5] is an entanglement-based protocol able to detect the presence
of a low-reflectivity object embedded in bright thermal noise, even in the case where the signal
employed is itself very weak. Using an optimum quantum receiver it offers a 6 dB advantage in
error probability exponent over the best possible classical strategy using the same transmitted
energy. Such an advantage persists despite the fact that all entanglement is lost during the
process [6] - lending itself to being of particular use in the microwave regime where the ambient
background is inherently high [7].
To date, the specifics of such an optimum receiver for QI remains unknown without access to
a quantum computer. There have, however, been several proposals for practical receiver designs,
the best of which are the sub-optimal optical parametric amplifier (OPA) and phase-conjugating
(PC) receivers [8], achieving up to 3 dB in performance advantage. The 3 dB performance deficit
is owing to the fact that these receivers operate based on Gaussian local operations which are
known to be not optimal for general mixed-state discrimination [9, 10]. Employing nonlinear
operations, Zhuang et al. [11–13] used sum-frequency generation (SFG) alongside a feed-forward
(FF) mechanism to show that the full QI advantage could theoretically be attained, however the
physical implementation of the FF-SFG receiver is yet out of reach.
Even though low signal energy is one of the key ingredients for QI’s advantage, this inherent
property of microwave photons make their detection difficult such that single photon counting
forms a great obstacle for any experiment in the microwave domain. This is despite the fact that
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2this task is generally quite straightforward in other regimes with efficient optical photon counters
being widely available [16]. The actual measurement procedure forms a crucial and fundamental
design aspect of any QI receiver, particularly in the microwave domain, with interesting progress
being demonstrated by recent experiments [14, 15].
Further to questions regarding receiver design, idler storage poses another issue particularly
with respect to target-ranging problems. In QI an entangled photon pair is created with one
forming the signal and the other, the idler, stored for later joint measurement. In scenarios where
the range, and thus return time of the signal, is unknown, or even a measure to be determined,
idler storage forms a crucial aspect of the protocol necessary for its success.
A potential solution is to perform a measurement on the idler photon, mitigating issues asso-
ciated with its storage, and combine the result with that of the returning signal. In microwave
QI, these measurement results take the form of quadrature voltages which may be used to recon-
struct the annihilation operators of the modes; in turn, these may be post-processed to simulate
potential receivers for QI, such as the digital PC receiver [14]. Despite the fact that the collected
data can be used in this way, real-time implementation of such a strategy cannot beat the op-
timal performance of coherent states, as already discussed in Ref. [14] and further investigated
here.
In this paper we consider the QI protocol using a generic source modelled as a two-mode
Gaussian state with arbitrary quadrature correlations. Keeping in the domain of Gaussian linear
operations, we study the PC receiver in terms of its effective signal-to-noise ratio (SNR) for our
generic source. We consider various cases of added noise from, for example, the application of
a heterodyne measurement on one or both of the source’s modes, comparing their performances
of these various receivers and determine their absolute performance capabilities relative to the
optimal classical method using coherent states with homodyne detection.
II. BASICS OF THE QUANTUM ILLUMINATION PROTOCOL
Consider the production of M independent signal-idler mode pairs, {aˆ(k)S , aˆ(k)I }; 1 ≤ k ≤ M ,
with mean number of photons per mode given by NS and NI for the signal and idler modes,
respectively. The signal (S) mode is sent out to some target region while the idler (I) mode
is retained at the source for later joint measurement. Their joint state, ρˆS,I , is modelled as a
two-mode, zero mean Gaussian state [17] with covariance matrix (CM) given by [18]
VS,I =
1
2
ν1 cZ
cZ µ1
 ,
 1 := diag(1, 1),Z := diag(1,−1), (1)
where ν := 2NS + 1, µ := 2NI + 1 and c quantifies the quadrature correlations between the
two modes such that 0 ≤ c ≤ 2√NS(NI + 1). In the case where the signal-idler mode pairs
are maximally entangled we have c = cq := 2
√
NS(NI + 1) while the case c = cd := 2
√
NSNI
3renders the state just-separable [19, 20]. Recall that, for c = cq, the state is known as two-mode
squeezed vacuum (TMSV) state [17].
Under hypothesis H0, the target is absent so that the returning mode aˆR = aˆB , where aˆB is
in a thermal state with mean number of photons per mode NB  1. Under hypothesis H1, the
target is present such that aˆR =
√
κaˆS +
√
1− κaˆB , where κ 1, and aˆB is in a thermal state
with mean number of photons per mode NB/(1 − κ), so that the mean noise photon number
is equal under both hypotheses (no passive signature). The conditional joint state, ρˆiR,I for
i = 0, 1, of the returning (R) mode and the retained idler is given by, under hypotheses H0 and
H1, respectively,
V0R,I =
1
2
ω1 0
0 µ1
 , (2)
V1R,I =
1
2
 γ1 √κcZ√
κcZ µ1
 , (3)
where we set ω := 2NB + 1 and γ := 2κNS + ω.
At this point the binary decision between target absence and presence is reduced to the
discrimination of the two quantum states ρˆiR,I with i = 0, 1 [21–23]. The total error in such
a discrimination is given by a linear combination of two error types, Pmin = pi0P (1|H0) +
pi1P (0|H1), where pi0 and pi1 can be interpreted as the a priori probabilities that we assign to the
occurrence of each hypothesis. For equally-likely hypotheses, the optimal measurement for the
discrimination is the dichotomic positive-operator valued measure (POVM) [24] E0 = Π(γ+),
E1 = 1 − Π(γ+), where Π(γ+) is the projector on the positive part γ+ of the Helstrom matrix
γ := ρˆ0R,I − ρˆ1R,I . Associated with such a discrimination is the minimum error probability given
by the Helstrom bound, Pmin =
[
1−D(ρˆ0R,I , ρˆ1R,I)
]
/2 where D(ρˆ0R,I , ρˆ
1
R,I) := Tr |ρˆ0R,I − ρˆ1R,I |/2
is the trace distance [25].
Due to analytical difficulty, we may instead compute bounds on the Helstrom error probability
such as the quantum Chernoff bound (QCB) [26]
Pmin ≤ PQCB := 1
2
(
inf
0≤s≤1
Cs
)
,
Cs := Tr
[
(ρˆ0R,I)
s(ρˆ1R,I)
1−s] , (4)
where the minimisation of the s-overlap Cs occurs over all 0 ≤ s ≤ 1. Note that, though not
considered in this work, we can easily extend the quantum Chernoff bound to cover cases where
the two hypotheses are not equiprobable:
PQCB := inf
0≤s≤1
pis0pi
1−s
1 Tr
[
(ρˆ0R,I)
s(ρˆ1R,I)
1−s] . (5)
4For the problem under study, the minimum is achieved for s = 1/2 that corresponds to the
simpler quantum Bhattacharyya bound [17]
PQBB :=
1
2
Tr
[√
ρˆ0R,I
√
ρˆ1R,I
]
. (6)
In particular, there is a closed analytical formula for computing Cs for the QCB between two
arbitrary multimode Gaussian states (see Appendix A). Using this formula, we can certainly
compute the QCB between the two possible output states given in Eqs. (2) and (3), but the
expression is too long to be exhibited here.
In the absence of an idler the best strategy is to use coherent states. The signal is prepared in
the coherent state |√NS〉 which is then sent out to some target region. Under H0, the received
returning mode is in a thermal state with mean photon number NB and covariance matrix
equal to (ω/2)1, i.e., aˆR = aˆB . Under H1, the signal is mixed with the background such that
aˆR =
√
κaˆS +
√
1− κaˆB with κ ∈ (0, 1), corresponding to a displaced thermal state with mean
vector (
√
κNS , 0) and covariance matrix (ω/2)1. The QCB of such a coherent state transmitter
may be readily computed and takes the exact form [3]
PQCB,CS ≤ 1
2
e−MκNS(
√
NB+1−
√
NB)
2
. (7)
Achieving Eq. (7) requires to use of an optimal receiver whose structure is not known. The best
practical strategy for the reception of coherent states is homodyne detection whose measurement
operators are projectors over the quadrature basis. It is best used when the optical field phase
is maintained across the detection protocol so that each of the M pulses may be coherently
integrated before a binary test can be carried out on the outcome. In such a case the false-alarm
probability, P fa = P (1|H0), and missed-detection probability, Pmd = P (0|H1), are given by
P faCS,hom(x) =
1
2
erfc
(
x√
M(2NB + 1)
)
, (8)
PmdCS,hom(x) =
1
2
erfc
(
M
√
2κNS − x√
M(2NB + 1)
)
, (9)
where erfc(z) := 1 − 2pi−1/2 ∫ z
0
exp(−t2)dt is the complementary error function. For equally-
likely hypotheses, Eqs. (8) and (9) may be combined and minimised over x to give the minimum
average error probability for homodyne detection and coherent integration
PCS,hom =
P faCS,hom + P
md
CS,hom
2
=
1
2
erfc
(√
MκNS
4NB + 2
)
. (10)
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FIG. 1: The phase-conjugating (PC) receiver used to calculate the SNR of the QI protocol. Each of
the M copies of the returning signal modes are phase-conjugated before being mixed with each of the
individual corresponding retained idler modes in a 50-50 beamsplitter. These outputs are photodetected
with the difference between the two detectors’ outputs corresponding to an outcome equivalent to that
of the total photon number operator. This is used as input to a threshold detector which makes the
binary decision: target absent or target present.
III. THE PHASE-CONJUGATING RECEIVER
The phase-conjugating (PC) receiver [8] is one possible practical detector for QI. As depicted
in Fig. 1, this receiver phase-conjugates all M returning modes aˆ
(k)
R,i, where 1 ≤ k ≤ M and
i = 0, 1 (corresponding to the two hypotheses H0 and H1), according to
aˆPC,i =
√
2aˆv + aˆ
†
R,i, (11)
where aˆv is the vacuum operator. Since the creation and annihilation operators are defined in
terms of quadratures, qˆ and pˆ, via aˆ = (qˆ + ipˆ)/
√
2 and aˆ† = (qˆ − ipˆ)/√2, respectively, we may
recast Eq. (11) for Xˆ = (qˆ, pˆ)T . Thus the PC receiver transforms quadratures as
XˆPC,i =
√
2Xˆv + ZXˆR,i. (12)
One can write a corresponding action on the conditional covariance matrices ViR,I in Eqs. (2)
and (3) (see Appendix B for detailed calculations). The individual phase-conjugated signal
modes are then mixed with the corresponding retained idler modes on a 50-50 beamsplitter
whose outputs are given by
aˆ±,i =
aˆPC,i ± aˆI√
2
, (13)
or, equivalently,
Xˆ±,i =
XˆPC,i ± XˆI√
2
. (14)
It is these modes with output conditional covariance matrices Vi±, for i = 0, 1, which are
then photodetected yielding photon counts equivalent to measurement outcomes of the number
operator Nˆ±,i = aˆ
†
±,iaˆ±,i.
The binary decision is made by computing the difference between the two detectors’ outputs [7],
6equivalent to the measurement outcome of the operator
Nˆi = Nˆ+,i − Nˆ−,i. (15)
Since the QI protocol uses a very large number of copies M of the signal-idler mode pairs,
the central limit theorem applies to our measurements. That is, the measurement Nˆi yields a
Gaussian-distributed random variable, conditioned on the hypothesis. Thus we can write the QI
receiver’s signal-to-noise ratio (SNR), for hypotheses with equal prior probabilities, as [8]
SNR =
(
〈Nˆ1〉 − 〈Nˆ0〉
)2
2
(√
〈∆Nˆ21 〉+
√
〈∆Nˆ20 〉
)2 , (16)
where 〈Oˆi〉 and 〈∆Oˆ2i 〉, for i = 0, 1, are the conditional means and variances of measurement Oˆi,
respectively, and the notation 〈. . . 〉 denotes an average over all M copies.
In Appendix B we explicitly calculate each of these quantities in turn and find the single-mode
SNR, Eq. (16) of the PC receiver for a generic two-mode Gaussian state source as in Eq. (1)
with quadrature correlations c. This SNR is given by
SNRPC =
κc2(√
κc2 + µ(1 + γ) +
√
µ(1 + ω)
)2 . (17)
This directly relates to its error probability after M uses, for equally-likely hypotheses, satisfy-
ing [8]
P
(M)
PC =
1
2
erfc
(√
MSNRPC
)
. (18)
IV. COMPARISON BETWEEN RECEIVERS WITH ADDED NOISE
It is easy to modify the final formula in Eq. (17) to include the presence of extra noise on the
idler mode (aˆI) and returning signal mode (aˆR,i) before the action of the PC receiver. Assuming
that this extra noise is Gaussian added noise with variances εI (for the idler) and εR (for the
returning signal), we may write the same SNR in Eq. (17) up to the following replacement
µ→ µ′ = µ+ εI , (19)
and
ω → ω′ = ω + εR, under H0,
γ → γ′ = γ + εR, under H1.
(20)
7Let us assume that this added noise is the same amount you would get from the application of a
heterodyne measurement, so that εI(R) = 1. Besides the standard configuration of an entangled
TMSV source and the PC receiver that we denote QI+PC, consider the case where both idler
and returning signal modes are affected by the extra noise εI = εR = 1 before the PC receiver,
a configuration that we denote QI+Het+PC. Then, consider the hybrid case where only the
returning signal is affected while the idler is noiseless or “calibrated”, i.e., εR = 1 and εI = 0,
that we denote QI+Cal+PC.
Let us also consider another scenario. For the case where both idler and returning signal modes
have added noise (εI = εR = 1), let us assume this is indeed the effect of heterodyne detections.
Let us now assume that the outcomes are processed in the optimal way so that we may apply
the classical Chernoff bound (CCB)[26]. Recall that, for two probability distributions, p0(i) and
p1(i), the CCB is given by
ξCCB = − log
(
min
0≤s≤1
∑
i
p0(i)
sp1(i)
1−s
)
. (21)
The outcomes of the heterodyne detections are distributed according to Gaussian probability
densities that are directly related to the Wigner functions of the states. In fact, we have
ξCCB = pi
2
∫
d4x W sV0+1(x)W
1−s
V1+1(x). (22)
where we have the two modes’ quadrature components x := (qR, pR, qI , pI)
T , WV0(x) is the
Wigner function of ρˆ0R,I and WV1(x) is that of ρˆ
1
R,I . Here we have
WVi(x) =
exp
[− 12xT (Vi)−1x]
4pi2
√
det Vi
, (23)
where Vi = ViR,I is given in Eqs. (2) and (3) for i = 0, 1. Denoting this case by QI+Het+CCB,
we find that
ξQI+Het+CCB =
4(1 +NB)
4 + 4NB + κNS
. (24)
We compare the performances of these receivers to that given by the coherent state QCB (CS-
QCB) and coherent state transmitter with homodyne detection (CS+Hom), given by Eqs. (7)
and (10), respectively. Results are shown in Fig. 2 where we plot the error probability ex-
ponent as a function of M . We see that QI+Het+PC is outperformed by CS+Hom. Like-
wise, QI+Het+CCB does not surpass CS-QCB. However, it can be seen that the hybrid case
QI+Cal+PC approaches the noiseless receiver QI+PC under optimal conditions: maximal en-
tanglement, i.e., c = 2
√
NS(NI + 1), symmetric low-brightness NS = NI  1, and large back-
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FIG. 2: Performance comparison of the various receivers in terms of error exponent versus (loga-
rithmic) number of uses M . The results are computed for parameter values NS = NI = 1/100,
c = 2
√
NS(NI + 1), NB = 20 and κ = 1/100.
ground NB  1. Performing an asymptotic expansion in the regime of large NB , we find that
SNRQI+Cal+PC → SNRQI+PC = (1 +NI)κNS
2NB(1 + 2NI)
, (25)
and
SNRQI+Het+PC → SNRCS+Hom = κNS
4NB
. (26)
The maximal advantage of QI+PC over CS+Hom is given by
SNRQI+PC
SNRCS+Hom
=
2(1 +NI)
1 + 2NI
→ 2 for NI  1. (27)
Our analysis above clearly shows that, whenever the idler mode is affected by an additive
Gaussian noise that is equivalent to a heterodyne detection, the performance of coherent state
transmitters cannot be beaten. There is indeed another argument to understand why this is
the case. Performing a Gaussian measurement on the idler mode of a two-mode Gaussian state
remotely prepares an ensemble of Gaussian states on the signal mode [31]. In particular, if
the Gaussian state is a TMSV state and the idler mode is heterodyned, then the signal mode is
projected onto an ensemble of coherent states, whose average state is thermal with mean number
of photons equal to the signal energy of the TMSV state.
V. CONCLUSION
In this paper we have investigated the QI protocol for a generically correlated Gaussian source,
considering various receiver types. Keeping within the realms of Gaussian operations, we have
paid attention to the PC receiver and studied its performance in various cases of added noise
due to, for example, the action of a heterodyne measurement on one or both of the modes. The
9potential of performing a measurement on the idler, still retaining a quantum advantage, would
mitigate one of the major problems associated with QI implementation: idler storage and later
recombination with the returning signal. This is of particular concern when the problem involves
target ranging, where alternative strategies should be considered [32].
Under these considerations, we have modelled the PC receiver for our generic source and
have derived the associated SNR in terms of the signal and idler energies, and their cross-
correlations. Our SNR may be readily adapted to include additional noise associated with
Gaussian measurements. Our results confirm that a heterodyne measurement performed on the
idler mode leads to a performance which asymptotically approaches that of a coherent state with
homodyne detection, not surpassing it. Interestingly, if the signal mode is affected by heterodyne
but the idler mode is maintained clean, the performance asymptotically approaches that of the
PC receiver without any added noise. Finally, let us mention that it would be interesting to
investigate these aspects within the setting of unambiguous quantum discrimination [33].
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Appendix A: Quantum Chernoff bound for multimode Gaussian states
Consider two arbitrary N -mode Gaussian states, ρˆ0(x0,V0) and ρˆ1(x1,V1), with mean xi
and CM Vi with quadratures xˆ = (qˆ1, pˆ1, . . . , qˆN , pˆN )
T
and associated symplectic form
Ω =
N⊕
k=1
 0 1
−1 0
 . (A1)
We can write the s-overlap as [27]
Cs = 2
N
√
det Πs
det Σs
exp
(
−d
TΣ−1s d
2
)
, (A2)
where d = x0 − x1. Here Πs and Σs are defined as
Πs := Gs(V
⊕
0 )G1−s(V
⊕
1 ), (A3)
Σs := S0
[
Λs
(
V⊕0
)]
ST0 + S1
[
Λ1−s
(
V⊕1
)]
ST1 , (A4)
introducing the two real functions
Gs(x) =
1
(x+ 1/2)s − (x− 1/2)s
Λs(x) =
(x+ 1/2)s + (x− 1/2)s
(x+ 1/2)s − (x− 1/2)s , (A5)
calculated over the Williamson forms V⊕i :=
⊕N
k=1ν
k
i 12, where V
⊕
i = SiV
⊕
i S
T
i for symplectic Si
and νki ≥ 1/2 are the symplectic spectra [28, 29].
Appendix B: SNR for the phase-conjugating receiver
The phase-conjugating (PC) receiver [8], see Fig. 1 in the main text, phase-conjugates all M
returning modes aˆ
(k)
R,i, where 1 ≤ k ≤ M and i = 0, 1 (corresponding to the two hypotheses H0
and H1), according to
aˆPC,i =
√
2aˆv + aˆ
†
R,i, (B1)
where aˆv is the vacuum operator. Since the creation and annihilation operators are defined in
terms of quadratures, qˆ and pˆ, via aˆ = (qˆ + ipˆ)/
√
2 and aˆ† = (qˆ − ipˆ)/√2, respectively, we may
recast Eq. (B1) for Xˆ = (qˆ, pˆ)T . Thus the PC receiver transforms quadratures as
XˆPC,i =
√
2Xˆv + ZXˆR,i, (B2)
12
and the corresponding conditional covariance matrices of the return-idler states are given by
V0PC,I =
1
2
(ω + 1)1 0
0 µ1
 , (B3)
V1PC,I =
1
2
(γ + 1)1 √κcZ√
κcZ µ1
 . (B4)
The individual phase-conjugated signal modes are then mixed with the corresponding retained
idler modes on a 50-50 beamsplitter whose outputs are given by
aˆ±,i =
aˆPC,i ± aˆI√
2
, (B5)
or, equivalently,
Xˆ±,i =
XˆPC,i ± XˆI√
2
. (B6)
We construct the output conditional covariance matrices Vi±, for i = 0, 1, by considering the
individual components, e.g., for H0:
〈Xˆ2+,0〉 =
1
2
[
〈Xˆ2PC,0〉+ 〈Xˆ20 〉+ 2〈XˆPC,0Xˆ0〉
]
=
1
2
[
1
2
(ω + 1)1 +
1
2
µ1
]
=
1
2
(
ω + 1 + µ
2
)
1 = 〈Xˆ2−,0〉 (B7)
〈Xˆ+,0Xˆ−,0〉 = 1
2
[
〈Xˆ2PC,0〉 − 〈Xˆ20 〉
]
=
1
2
[
1
2
(ω + 1)1− 1
2
µ1
]
=
1
2
(
ω + 1− µ
2
)
1, (B8)
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and similarly for H1:
〈Xˆ2+,1〉 =
1
2
[
〈Xˆ2PC,1〉+ 〈Xˆ2I 〉+ 2〈XˆPC,1XˆI〉
]
=
1
2
[
1
2
(γ + 1)1 +
1
2
µ1 +
√
κc1
]
=
1
2
(
γ + 1 + µ
2
+
√
κc
)
1, (B9)
〈Xˆ2−,1〉 =
1
2
[
〈Xˆ2PC,1〉+ 〈Xˆ2I 〉 − 2〈XˆPC,1XˆI〉
]
=
1
2
(
γ + 1 + µ
2
−√κc
)
1, (B10)
〈Xˆ+,1Xˆ−,1〉 = 1
2
[
〈Xˆ2PC,1〉 − 〈Xˆ2I 〉
]
=
1
2
(
γ + 1− µ
2
)
1. (B11)
Thus the output conditional covariance matrices Vi± are given by
V0± =
α+1 α−1
α−1 α+1
 , (B12)
V1± =
β+1 γ∗1
γ∗1 β−1
 , (B13)
where α± = (ω+ 1±µ)/4, β± = (γ+ 1 +µ± 2
√
κc)/4 and γ∗ = (γ+ 1−µ)/4. It is these modes
which are then photodetected yielding photon counts equivalent to measurement outcomes of
the number operator Nˆ±,i = aˆ
†
±,iaˆ±,i. The binary decision is made by computing the difference
between the two detectors’ outputs [7], equivalent to the measurement outcome of the operator
Nˆi = Nˆ+,i − Nˆ−,i. (B14)
Since the QI protocol uses a very large number of copies, M , of the signal-idler mode pairs
the central limit theorem applies to our measurements. That is, the measurement Nˆi yields
a Gaussian-distributed random variable, conditioned on the hypothesis. Thus we can write
that the QI receiver’s signal-to-noise ratio (SNR), for hypotheses with equal prior probabilities,
satisfies [8]
SNR =
(
〈Nˆ1〉 − 〈Nˆ0〉
)2
2
(√
〈∆Nˆ21 〉+
√
〈∆Nˆ20 〉
)2 , (B15)
where 〈Oˆi〉 and 〈∆Oˆ2i 〉, for i = 0, 1, are the conditional means and variances of measurement Oˆi,
respectively, and the notation 〈. . . 〉 denotes an average over all M copies.
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To evaluate the PC receiver’s SNR for the QI protocol we begin by considering the number
operator in terms of quadrature operators, Nˆ = aˆ†aˆ := (qˆ2 + pˆ2 − 1)/2. Thus we can write the
mean number of photons as
〈Nˆ〉 = 〈qˆ
2〉+ 〈pˆ2〉 − 1
2
. (B16)
Applying this to the conditional covariance matrices given by Eqs. (B12) and (B13), we can
compute the numerator of the SNR, Eq. (B15) for the QI PC receiver as
(
〈Nˆ1〉 − 〈Nˆ0〉
)2
=
(
〈Nˆ+,1〉 − 〈Nˆ−,1〉 − 〈Nˆ+,0〉+ 〈Nˆ−,0〉
)2
= (β+ − β−)2
= κc2. (B17)
Considering the photon number variance, we have that
〈∆Nˆ2〉 := 〈Nˆ2〉 − 〈Nˆ〉2
= 〈(Nˆ+ − Nˆ−)2〉 − 〈Nˆ+ − Nˆ−〉2
= 〈∆Nˆ2+〉+ 〈∆Nˆ2−〉+ 2
[
〈Nˆ+〉〈Nˆ−〉 − 〈Nˆ+Nˆ−〉
]
︸ ︷︷ ︸
(∗)
. (B18)
For the first two terms we begin by considering the form of the photon number variance in terms
of quadrature operators using Eq. (B16)
〈∆Nˆ2±〉 := 〈Nˆ2±〉 − 〈Nˆ±〉2
=
1
4
(〈qˆ4±〉 − 〈qˆ2±〉2 + 〈pˆ4±〉 − 〈pˆ2±〉2)
=
1
2
(〈qˆ2±〉2 + 〈pˆ2±〉2), (B19)
where we have used the following identity for higher order Gaussian moments
〈Oˆn〉 = σn(n− 1)!!, (B20)
where σ =
√
〈Oˆ2〉 is the standard deviation and !! denotes the double factorial.
Rewriting the final term (∗) in terms of quadrature components, Eq. (B16), we find that
(∗) = 1
2
(〈qˆ2+〉〈qˆ2−〉 − 〈qˆ2+qˆ2−〉+ 〈qˆ2+〉〈pˆ2−〉 − 〈qˆ2+pˆ2−〉
+ 〈pˆ2+〉〈pˆ2−〉 − 〈pˆ2+pˆ2−〉+ 〈qˆ2−〉〈pˆ2+〉 − 〈qˆ2−pˆ2+〉)
= −(〈qˆ+qˆ−〉2 + 〈qˆ+pˆ−〉2 + 〈pˆ+pˆ−〉2 + 〈qˆ+pˆ+〉2), (B21)
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where we have used the following identity for multivariate higher-order Gaussian moments,
〈Oˆ2i Oˆ2j 〉 = 〈Oˆ2ii〉〈Oˆ2jj〉+ 2〈OˆiOˆj〉2, (B22)
where 〈OˆiOˆj〉 denotes the covariance of Gaussian variables Oˆi and Oˆj .
Computing the required variances and covariances we find
〈qˆ2+,0〉2 = 〈qˆ2−,0〉2 = 〈pˆ2+,0〉2 = 〈pˆ2−,0〉2 = α2+,
〈qˆ+,0qˆ−,0〉2 = 〈pˆ+,0pˆ−,0〉2 = α2−
〈qˆ2+,1〉2 = 〈pˆ2+,1〉2 = β2+,
〈qˆ2−,1〉2 = 〈pˆ2−,1〉2 = β2−,
〈qˆ+,1qˆ−,1〉2 = 〈pˆ+,1pˆ−,1〉2 = γ∗2. (B23)
Inserting these into Eqs. (B18), (B19) and (B21), we obtain the photon number variances,
〈∆Nˆ20 〉 =
1
2
(µ(1 + ω)) , (B24)
〈∆Nˆ21 〉 =
1
2
(
κc2 + µ(1 + γ)
)
. (B25)
Finally, we find that the single-mode SNR, Eq. (B15) of the PC receiver is given by
SNRPC =
κc2(√
κc2 + µ(1 + γ) +
√
µ(1 + ω)
)2 , (B26)
which directly relates to its error probability after M uses, for equally-likely hypotheses, satis-
fying [8]
P
(M)
PC =
1
2
erfc
(√
MSNRPC
)
. (B27)
