Specificity-determining sites (SDS) are the key positions of a protein family that show a specific conservation of amino acids, related to the subfamily members of that family. SDS play crucial role in developing functional variation within the protein family during the course of evolution. Thus, it is important to identify SDS to understand the evolutionary process of diversification of biological functions within a protein family. A wide range of computational tools have been designed to detect such SDS. In this review, we intend to examine the concept of SDS in more details along with the advancements and drawbacks of different computational approaches designed towards successful prediction of SDS. Further, we discussed the algorithms behind the computational approaches developed till date and provide an exhaustive comparison of performance of each method. We also introduce a new ensemble approach, SubSite as another tool to predict SDS through a user-friendly webserver available at www.hpppi.iicb.res.in/subsite.
INTRODUCTION
Analyses of molecular evolution using computational approaches are effective in inferring protein function. Proteins within a homologous family usually share a 'general' function, while functional specificities may vary between subset of proteins. Neutral theory [1] of evolution suggests that many protein sites undergo random amino acid changes without altering the general function of the protein, while fewer sites are under more stringent evolutionary constraints reflected by more prominent conservation of sequence and structural properties. However, changes in the conservation or evolutionary rate at these sites are also observed, which may be reflected in functional divergence within the family after the gene duplication [2] [3] [4] . Type I functional divergence is the result of significant rate difference at a given site between two subgroups of a protein family indicating that the function constraints at this position are different in the two groups [2, 5, 6] . Similarly, some positions may show a subfamily-specific conservation pattern, which is conserved in all subfamilies but using different amino acids in different subfamilies. This type II divergence is a consequence of the rate change where purifying selection causes similar levels of conservation of different amino acid types for different protein subfamilies [2, 5, 6] . Recent studies have also identified a third type of site (MC; marginally conserved) involved in subfamily/ subgroup specificity determination where no apparent conservation of amino acids is observed within any of the subfamilies [6] .
If functional divergence occurred in one gene, changes in evolutionary pattern can be observed at certain sites that are involved in newly acquired functions. As a result, evolutionary rates at these sites could become different between the diverged subgroups ( Figure 1A and C), which were generated via duplication followed by natural selection [2, 5, 6] . On the other hand, type II functional divergence ( Figure 1A and C) [2, 5, 6] resulting in from the selection of different amino acids at these sites may lead to a slightly altered but different function across the subgroups within a protein family. Nevertheless, MC sites [6] reflect the lack of regularity in conservation pattern and thereby illustrate the difficulties in identifying them through prediction methods. Consequently, such variations might cause minor differences in the three dimensional (3D) structure ( Figure 1B ) allowing it to either bind to a substrate or ligand specific for a subfamily while maintaining the overall function of the family. Figure 1A and B shows typical examples of type I [2, 5, 6] , type II [2, 5, 6] and MC sites [6] projected on Rab family alignment and 3D structures consisting of Rab5 and Rab6 subfamily proteins. Rab5 proteins are involved in regulation of early endosome fusion in endocytosis, while Rab6 are regulators of membrane traffic from the Golgi apparatus towards the endoplasmic reticulum [7] . The Guanosine triphosphate (GTP)/ Guanosine diphosphate (GDP) cycle is directly related to conformational variations arising in the switch I and switch II region of Rab proteins [8, 9] . Subfamily-specific residues involved in diversification of switch II region within the Rab5 and Rab6 subfamilies are highlighted based on their type. Similarly, various types of specificity-determining sites (SDS) identified within the Rab subfamily-specific motifs (RabSF) are also projected onto the alignment ( Figure 1A ). Figure 1D shows the percentages of type I [2, 5, 6] , type II [2, 5, 6] and MC sites [6] observed within the data sets used in this study and elsewhere.
It is evident from this real example case that subtle variation existing within the sequences and structures of related proteins might lead to functional variation. Recognition of these subtle sequential and/or structural differences leading to functional diversification is not a trivial task, especially when sequence-derived information is used [6, 10, 11] . Functional signals must be separated from strong background signals resulting from the phylogenetic differences between the subfamilies [12, 13] . Fishing out sites responsible for functional diversification, from the sea of phylogenetic signal is a daunting task and may require abundance of experimentally verified SDS to train the prediction methods sufficiently. Given all that challenges, significant progress has been observed in the field for the past 10-15 years where a large number of algorithms were developed to successfully identify protein sites that are responsible for determining the functional specificity. Several approaches using scoring schemes based on relative entropy [14] [15] [16] , evolutionary conservation [17, 18] and amino acids' physico-chemical properties [19] [20] [21] [22] have been effective in identification of SDS using a multiple sequence alignment (MSA) as input. Recent progress in the accuracy of de novo subgrouping of protein sequences using the phylogeny has also benefited the prediction of SDS significantly [23] [24] [25] . Similarly, efficient usage of machine learning techniques and intelligent design of sensitive features led to successful SDS prediction [26] [27] [28] . Availability of more experimentally proven SDS resulting from exhaustive site-directed mutagenesis studies will definitely boost up the sensitivity of the prediction method. Similarly, more accurate prediction methods will yield more reliable SDS that can be eventually verified by experimental studies. The complementary nature of conservation measures used to identify SDS strongly advocates ensemble approaches [6, 20, 25, 29, 30] where more effective scoring schemes for SDS prediction can be developed by combining signals from the MSA, phylogentic tree, amino acids' physico-chemical properties and information derived from proteins' 3D structure.
Although researchers are working on SDS identification for more than two decades, there is hardly any report where a comprehensive evaluation and review of the field has been performed. Haddow et al. [10] recently presented a comparative analysis of SDS prediction methods, and Juan et al. [11] briefly describes SDS prediction concepts and tools in connection with protein co-evolution. However, these studies do not provide an exhaustive evaluation and review of the field. Therefore, it is important to critically examine the concept and algorithms developed towards detection of various types of SDS in more details along with the drawbacks and advancements of the available computational approaches. Following section provides an overview of the status of the existing computational approaches that aim to identify SDS for proteins.We also provide an objective benchmarking analysis to present a better evaluation of performance of the currently available methods. In addition, we introduce a novel ensemble approach, namely SubSite, which distinguishes a subfamily-specific site from a non-subfamily-specific site by estimating the average relative conservancy (ARC) and compositional complexity (CC) of each alignment column for a given protein family.
STATUS OF THE FIELD Existing algorithms for SDS prediction
Early approaches During the past couple of decades several computational approaches have been developed to identify functional sites that could be involved in specific function related to a subset of proteins within a family. Table 1 provides a list of available methods along with a short description of their algorithms that are used for the identification of SDS within proteins. Algorithms within this category mainly used the concept of principal component analysis [17] , systematic use of physico-chemical properties of amino acids [19, 20] and the widely popular evolutionary trace (ET) method [18, 31, 32] for SDS prediction.
These early approaches relied on the conservation pattern of amino acids in a protein sequence alignment, together with structural constraints as indicators of likely functional importance. However, these pioneering works rewarded sites with high amino acid conservation within specificity groups restricting the detection mostly towards type II SDS [2, 5, 6] . Similarly, the ET method [18, 31, 32] does not consider a similarity between amino acids, thereby probably misses to detect SDS with subtle conservation patterns, i.e. MC sites [6] .
Entropy-based approaches Algorithms developed within this category pioneered the use of mutual information (MI) [47] to differentiate SDS alignment columns from non-SDS columns [14-16, 27, 33, 36-38, 42, 48, 49] (please see the Supplementary Information File S1 for details). A direct use of relative entropy, which is a measure of the difference between two probability distributions, was first implemented by Hannenhalli and Russell [14] followed by Mirny and Gelfand [15] to identify SDS. Del Sol Mesa et al. [16] tested the statistical meaning of the subfamily-specific or 'treedeterminant' residues using phylogenetic representation of a protein family implementing the principle of relative entropy [47] that automatically searches [42]
GroupSim http://compbio.cs.princeton.edu/specificity The average similarity between each pair of amino acids within a subgroup is calculated using a similarity matrix to obtain a column score based on which SDS predictions are done.
[21]
SPIAL http://www.mrc-lmb.cam.ac.uk/genomes/spial/ A consensus score of residues in a sequence alignment is calculated. A consensus threshold and a specificity threshold is included in the method to find SDS. [43] (continued) [35]
INTREPID-SPEC
http://phylogenomics.berkeley.edu/intrepid An importance score accounting for the evolutionary distance among the sequences along with a tree traversal protocol is adapted to detect SDSs. Positional conservation score of amino acids within a subfamily is calculated to identify the SDSs.
[45]
Self-organizing map N.A The method classifies a protein family into subgroups based on adaptive rate of neighbour decreasing size dependent on map convergence. Further it can detect positions in a sequence alignment having information for the classification of subgroups within a protein family.
[25]
Ensemble approaches
SPEER-SERVER
http://www.hpppi.iicb.res.in/ss A combined approach consisting of amino acids physico-chemical properties, evolutionary rate of each position in an alignment and combined relative entropy for each pair of subfamilies are taken in consideration for SDS prediction.
[22]
SubSite http://www.hpppi.iicb.res.in/subsite The method involves estimation of complexity state of each alignment column based on their subgroups amino acids distribution followed by a calculation of free energy change due to mutations within the subgroup for each column to find SDS.M ultiHarmony http://www.ibi.vu.nl/programs/shmrwww/ It is a combination of improved SH and Multi-RELIEF method.
[30]
Machine learning-based approaches Multi-RELIEF http://www.ibi.vu.nl/programs/multirelief/ A multi class RELIEF weighting algorithm is used to weight sequences from alignments based on their feature vectors to separate the SDS from others.
[26]
Between group analysis N.A A supervised multivariate analysis method that finds linear combination of the axes that maximizes between-group variances and minimizes within-group variances by applying principal component analysis to identify SDS.
[28]
Monte Carlo approach N.A The method uses Monte Carlo approach to identify specific conservation pattern and variability in sequence alignment. The method can be applied on genomic sequences also to identify SDS.
[27]
3D structurebased approaches
Multi-RELIEF-
3D
http://www.ibi.vu.nl/programs/multirelief/ Same as Multi-RELIEF with additional information is exploited from available 3D structure to infer SDS.
Surface patch ranking N.A The method searches clusters of spatially co-located residues on a protein surface followed by a scoring of such clusters by multivariate discriminant methods to identify specificity-determining residues.
[29]
ASMC http://www.genoscope.fr/ASMC An unsupervised method to classify sequences considering its structural information of protein pockets. The program uses homology modeling, structural alignment of modelled active site to identify SDS.
[46]
Note:
a The methods/algorithms are colour-coded based on the category to which they belong.The same colour-coding pattern is followed in the subsequent results section.
for the optimal division of the family into subfamilies. More recently, several other studies successfully used modified versions of entropy-based scores such as 'mutual entropy' [33] [34] [35] , 'cumulative relative entropy' [22, 36] and 'combinatorial entropy' [38] to predict subfamily-specific or SDS (please refer Table 1 for short description of these methods and Supplementary Information File S1 for detailed information). However, despite its simplicity and effectiveness in identifying SDS, MI has several inherent limitations [50] . For example, a small sample size and a biased composition of each column in the MSA can influence the MI or entropy-based calculation resulting in higher values for positions with less conserved residues. So, MI-based calculations may not be a reliable indicator of specificity association, unless associated with strong statistical significance models [15] and/or protocols to filter sequences with large sequence diversity.
Evolutionary rate-based approaches Functional divergence can be inferred from the changes in the evolutionary rates at sites that are involved in executing the function of the protein. Some methods used evolutionary rate-based approaches [2, 4-6, 23, 40, 42, 49, 51, 52] where shifts in either evolutionary rate (type-I functional divergence) [2, 5, 6] or amino acid property (type II functional divergence) [2, 5, 6] were analyzed to understand the evolutionary basis of functional diversification. Other evolutionary conservationbased schemes [24, 41, 44, 45, [53] [54] [55] [56] (please refer Supplementary Information File S1 for detail information) were also used to distinguish the specific distribution of amino acids within and across the subfamilies. Pazos et al. [24] introduced two new supervised methods (XDet and McDet) similar to one of the earlier methods (TreeDet) [16] implemented by them for detecting functional sites from multiple protein alignments. These two methods are complementary between them and can incorporate external functional classifications instead of using the one implicit in the alignment. Recently, Rausell et al. [41] provides S3Det, which automatically performs a robust clustering analysis for detecting SDS associated with the subfamilies obtained in the equivalent position space.
Statistical approaches using phylogenetic tree and evolutionary rate-based scores definitely provide a much wider and relatively more sensitive range of scoring functions for the identification of SDS [16, [21] [22] [23] [24] 42] . Site-specific shift of amino acid property (type II functional divergence) [2, 5, 6] or evolutionary rate (type I functional divergence) [2, 5, 6] for protein sites can be identified from MSA and it is beneficial to develop a phylogenic database for such cluster-specific residues. However, without a reliable statistical procedure to test the significance of observed cluster-specific residues, such phylogenic effort could result in rapid accumulation of falsepositive cases. Additionally, evolutionary rate-based methods usually do not consider similarities between amino acids, thereby might fail to detect SDS with subtle conservation patterns (e.g. MC sites) [2, 5, 6] .
Automated subgrouping-based approaches Most of the specificity-determining methods require predefined grouping into subfamilies, while few of them overcome this limitation by simultaneous identification of optimal groups and conserved positions [16, 23, 25, 34, 41, 44, 45, 48, 53, 55, 56] (please refer Supplementary Information File S1 for detail information). Self-organizing maps [25] were initially used in automatic identification of protein subgroups and further retrieve sequence patterns characteristic of those subgroups. In recent methods, the likelihood score of amino acid distribution is calculated for each position using the phylogenetic tree and a shuffling procedure [23, 27, 48] . Marttinen et al. [56] presented a Bayesian model that allows the simultaneous optimization of number of clusters and the selection of the signal preserving positions. More recently, a fully automated method has been developed, called S3det [41] , which is based on multiple correspondence analysis (MCA) for carrying out automatic clustering of the sequence space. It further detects those residues associated with the subfamilies obtained in the equivalent position space.
Manual subgroup definition is difficult because of the limited number of experimentally characterized subfamilies with differing specificity, while automatic subgroup partitioning using computational tools is a time-consuming, non-trivial task and does not always yield ideal results [57] [58] [59] [60] [61] [62] [63] [64] . De novo subfamily identification by partitioning the sequences into different subtypes provides advantages for highthroughput analysis related to large-scale functional classification [23, 25, 44, 45, 56] . However, it should be noted that previous benchmarking results from Chakraborty et al. [22] showed sensitivities of SDS prediction using automated subgrouping were much lower than those observed based on a predetermined subgrouping.
3D structure-based approaches Overall conservation and subfamily-dependent conservation are sometimes combined with the structural characteristics extracted from 3D structure of a functional site [26, [65] [66] [67] . Landgraf et al. [65] used spatially neighbouring amino acids around each residue, and then identified functional residues as those whose variations deviate significantly from the average in the protein family. Similar approach was also adopted later by Ye et al. [26] , where the authors increased the weight of specificitydetermining residues (SDR) having higher number of spatial neighbours. Yu et al. [29] hypothesizes that SDR are clustered near each other in space to achieve optimal conformational flexibility to interact with the substrate directly and/or indirectly through a network of inter-residue communications. De Melo-Minardi et al. [46] presented the ASMC method (active sites modelling and clustering), which classify sequences using structural information of protein pockets obtained from homology modelling of family members and subsequent structural alignment of modelled active sites followed by a hierarchical conceptual classification scheme to identify SDS (please refer Supplementary Information File S1 for detail information).
Inclusion of structural information significantly enhances the accuracy of the detection of SDS marked by moderate conservation [26, 29, 56] . Although the predictions' results derived from a structure-based analysis are reliable, several limitations have to be kept in mind when 3D analysis is applied to homologous sequences for identification of SDS. Availability of 3D structures is still limited for the majority of the subgroups or subsets of protein families [68, Supplementary Figure S2 ], making it difficult to interpret the importance of the predicted SDS. Another limitation could arise from the assumption of structural similarity within the set of homologous proteins belonging to same subset or subfamily as suggested by Yee and Dill where they showed that two protein structures within a protein family are marginally more similar to each other than any two protein structures taken randomly from different family [69] . This implies that within a diverse protein family, the extent of structural variability may not be represented by a single 3D protein structure.
Machine learning and feature-based approaches Algorithms using machine learning techniques include principal component analysis [17] , correspondence analysis [41] , Bayesian-based model [35] , multivariate analysis [28] , support vector machine [29] and feature weight vector techniques [26] (please see Supplementary Information File S1 for more detail). Wallace and Higgins [28] demonstrated the use of 'Between Group Analysis' for identifying SDS from a sequence alignment using a supervised multivariate analysis method for sample discrimination and class prediction. Multi-RELIEF [26] uses a machine learning technique for feature weighting, called RELIEF [70] , which exploits the 'local' sequence space for discriminating samples (sequences) from two subgroups. Kolesov and Mirny [27] used a 'Metropolis Monte Carlo' algorithm, a non-random Monte Carlo algorithm to infer statistical significance of their SDS prediction. Usage of machine learning techniques is fairly recent and limited in identification of SDS. RELIEF [70] , which is considered one of the most successful multivariate feature weighting algorithms was used successfully for selecting specificity residues in programs like Multi-RELIEF [26] and Multi-Harmony [30] . However, as more and more validated SDS data sets are becoming available, machine learning techniques could be used more systematically for successful classification and subsequent identification of SDS.
Ensemble approaches
Yu et al. [29] first combined SDS and co-evolved residues in their surface patch ranking method to find the correlated positions that best discriminate between protein domains grouped according to their function. Similarly, Kolesov and Mirny [27] also proposed utilization of correlated variation in validation of SDS prediction. SPEER/SPEER-SERVER [6, 22] provides an ensemble approach that encodes the conservation patterns of amino acid types using their physico-chemical properties and the heterogeneity of evolutionary changes between and within the subfamilies. Further work from the same group showed that comparing and combining multiple prediction methods can yield more reliable prediction of SDS [64] . Similarly, recent study from Kalinina et al. [34] suggests that combining specificity-determining and conserved residues improves prediction of functional sites that are important for the overall family. Brand et al. [30] presented an ensemble approach for the detection of SDS by combining earlier available methods like Sequence Harmony (SH) [30] and Multi-RELIEF [26] within their Multi-Harmony web server [30] .
Encouraged by the apparent success of the ensemble approaches, we developed one more ensemble algorithm, namely SubSite, which could successfully distinguish a subfamily-specific site from a nonsubfamily-specific site. SubSite is applicable on a large number of protein families with multiple subfamilies and hence, could be a useful tool to supplement the apparent lack of available SDS software suitable for large-scale analysis. SubSite calculates the 'ARC' and 'CC' of each alignment column for a given protein family. ARC is estimated by calculating the free energy change due to the mutations within the subgroups for each column. Lower 'ARC' (ARCscore) score reflects a more conserved alignment column with respect to its subgroups. Similarly, CC score (CCscore) provides an estimation of the complexity state of each alignment column based on its subgroup's amino acid distribution. Lower value of 'CCscore' signifies an alignment column with subgroup-specific amino acid distribution from a non-subgroup-specific amino acid distributed column. Usually, both scores can be used individually and/or in combination to identify different kinds of SDS. See Supplementary Information File S1 for more detail.
Performance of SDS-predicting algorithms
Earlier studies [6, 21, 22, 26, 71] suggested relatively better performance for ensemble methods (SPEER/SPEER-SERVER), evolutionary scorebased approaches (GroupSim) and machine learning techniques (Multi-RELIEF) for the identification of SDS over programs like SDPpred [33] , Xdet [24] , SPEL [23] and SH [36] . However, despite the introduction of various SDS/SDR prediction methods, the accuracy, sensitivity and precision of SDS identification still remain moderate as demonstrated by Chakraborty et al. [22] . The sensitivities of the best performing programs were 65-70% at a lenient error rate (15%), whereas the precisions remain not more than 15-20% at 70% recall/sensitivity [22] . Three major factors that could influence the performances of the prediction methods are (i) limited availability of experimentally proven SDS, (ii) reduced sensitivity towards detection of all types of SDS and (iii) limited success in automated subgrouping of protein sequences. Even with great advancement in proteomics and high-throughput experiments, few protein families are available for which exhaustive site-directed mutagenesis experiments have identified residue substitutions leading to change of functional specificity. Experimentally proven SDS are generally considered to be 'gold standard' for computational algorithm aiming to predict them from sequence and/or structure information only. Hence, computational methods developed over the time were tuned towards identification of limited types of SDS, assuming the column patterns in MSAs are indicative of specificity. Some methods reward columns showing amino acid conservation within specificity groups, and others reward columns with little amino acid overlap between groups. These result in methods being successful towards prediction of either type I [2, 5, 6] or type II SDS [2, 5, 6] , while the majority of the MC sites [6] remain undetected. However, some efforts have been initiated to compile a comprehensive 'gold standard' data set of SDS so that rigorous and exhaustive benchmarking can be performed to evaluate the progress in the field. Chakrabarti and colleagues compiled a comprehensive test set that consisted of 13 protein families with the predetermined SDS [6] . They had also undertaken a benchmarking analysis where their method, SPEER, has been compared with other available SDS/SDR prediction methods. Further, they continued to enrich the 'gold standard' data set by adding more SDS/SDR suggested by newer studies over the years and compared performance of five methods, namely, SPEER [6] , GroupSim [21] , Multi-RELIEF [26] , SDPpred [33] and SPEL [23] using 20 well-studied protein families [71] . Success of SDS prediction might also be impacted by the lack of usage of automated methods, which could successfully identify clusters or groups of similar protein sequences using a MSA and the corresponding phylogentic tree. De novo subfamily identification by partitioning the protein sequences into different subtypes provides an advantage for families where subgroup information is not yet experimentally established [23, 25, 44, 45, 56] . Some of the existing methods define specific subtype clusters using pairwise similarity, e.g. InParanoid [57] , OrthoMCL [58] , Ncut [59] , while others cluster by cutting a phylogenetic tree, e.g. RIO [60] , Secator [61] and SCI-PHY [62] . However, sensitivities of SDS prediction using automated subgrouping still remain to be improved [22, 45] 
Effective benchmarking of SDS prediction algorithms
Nevertheless, the above-mentioned studies do not provide an exhaustive evaluation of the existing methods. Thus, it is important and relevant to provide an exhaustive and objective benchmarking analysis for a better evaluation of the currently available methods. Almost all SDS prediction methods that are published before provide their own benchmarking protocol, which often supports their prediction efficiency. These evaluation protocols might be credible but lack simplicity and effectiveness. For example, to a general user it might be more important to know how many actual sites are likely to be present within a limited number (e.g. top 25, 50 or 100) of top-ranked predictions. Similarly, it is also useful to know the overall ranks of the predicted true-positive sites, as lower ranks of the known sites indicate better reliability of the top predicted SDS. We performed an effective benchmarking using data sets of various sizes and biological functions (details of the benchmarking and data set can be found at Supplementary Information File S2) for critically reviewing the efficiency of the 14 SDS prediction methods. For example, we employed a previously used, experimentally proven SDS data set (Sdataset-20) (Supplementary Table S1 ) comprising 195 SDS extracted from 20 protein families [6, 21, 22, 30, 71] . Further, we also tested methods' performance on two relatively larger data sets comprising 8689 and 1488 SDS from 409 enzymes (Ldataset-EC) [21] and 121 non-enzymatic (Ldataset-NEC) protein families (please refer Supplementary Table S2 and S3 and data set collection process in Supplementary Information File S2 for detail), respectively. We further dissected the performance of each method based on the type of the SDS and the respective biological functions they are involved with. In this study, we have calculated various kinds of performance indicators that are complimentary in nature to provide an overall perspective of each methods performance. Table 2 provides area under curve (AUC) values extracted from receiver operating characteristic (ROC) analysis for various SDS prediction algorithms. As suggested earlier by Chakraborty et al. [22] , ROC plots were generated by (i) averaging sensitivity and specificity per protein family and (ii) concatenating column scores from all the families and calculate performance indicators (sensitivity and specificity) at each score threshold. 'Average-per-family' approach weighs each family equally in the final results independent of the number of known SDS in the family, whereas the second 'concatenation' approach attempts to normalize by the number of SDS in a family but necessarily assumes that scores produced by each method are comparable across families. Table 3 provides sensitivity, accuracy, F score and MCC (please see Supplementary Information File S2 for details) of correctly predicted sites within the top 25, 50 and 100 predictions for each method tested using curated small data set (Sdataset-20) [6, 21, 22, 30, 71] . AUC values from Tables 2 and 3 data indicate that programs like GroupSim [21] and SPEER-SERVER [22] work well in terms of their prediction sensitivity and distinguishing capability of the known SDS within the small curated data set (20 protein families). The AUC values obtained for large enzyme data set (Ldataset-EC) [21] in Table 2 show an overall better performance of SubSite program (only four methods, GroupSim [21] , SPEER-SERVER [22] , SubSite and X-Det [24] are found to be suitable for large-scale analysis), whereas for the non-enzyme data set (Ldatset-NEC) GroupSim [21] and Xdet [24] perform better. Interestingly, other performance measures such as sensitivity, accuracy, F score and MCC suggest better performance of GroupSim [21] and SubSite for the large enzyme (Supplementary Table SI1A ) and non-enzyme data sets (Supplementary Table SI1B ), respectively. These benchmarking studies indicate that multiple performance measures should be taken into consideration for appropriate evaluation of an SDS prediction program.
Overall performance of SDS prediction programs
Evolutionary conservation pattern of an alignment column plays a crucial role in SDS prediction and most of the methods developed till date generally use it to improve the SDS prediction rate. To investigate the quantitative influence of conservation on the prediction of SDS by various methods, we first calculated a normalized conservation index for all the alignment positions having 20% gaps using the AL2CO program [72] . For this exercise, we calculated the sensitivity and false detection rate (FDR) using the number of predicted sites till which the lowest-ranked true-positive site appeared when top 50 prediction results were considered. Figure 2 shows the distribution of the sensitivity and false detection as a function of conservation of the predicted sites. Figure 2A represents the small curated data set result, where most of the programs showed a marginal increase in sensitivity with increase in conservation, while the FDR is also found to be in higher range (50% in all the cases) within all the conservation bins. Careful examination of Figure 2A shows that sensitivity values for SPEER-SERVER [22] , GroupSim [21] , Multi-Harmony [30] , Multi-RELIEF [26] and SubSite are in a higher range compared with others. Higher FDR also suggests that algorithms need to be further refined to differentiate between SDS and non-SDS. Figure 2B and 2C shows the sensitivity and FDR values for Ldataset-EC [21] and Ldataset-NEC (Supplementary  Table S3 ), respectively. These results reflect that although most programs use conservation pattern to distinguish SDS from non-SDS, it is the way of calculation and the representation of evolutionary conservation score to distinguish the SDS from non-SDS is most crucial in determining the success of a method. Overall, this exercise suggests that for most of the conservation spectrum and importantly at lower conservation level, methods like SPEER-SERVER [22] , GroupSim [21] and SubSite provide better performances.
As SDS types are categorized into three distinct classes (type I, II and MC) based on their difference in evolutionary rate of divergence [2, 5, 6] , it is interesting to find out the ability of the programs to detect the SDS types in the data sets. Table 4 Figure 2: Influence of evolutionary conservation on SDS prediction. (A) shows the distribution of SDS and non-SDS predicted from small data set by all the methods. (B and C) reflect the influence of conservation SDS prediction from large enzyme and non-enzyme data sets, respectively. A colour version of this figure is available at BIB online: http://bib.oxfordjournals.org.
shows the percentage of SDS type detection rate within top 25, 50 and 100 results based on small data set (Sdataset-20). It is evident from the table that type II class are in higher percentage followed by type I and MC class within the predicted SDS by all the programs. Only three programs, Xdet [24] , SPEL [23] and Multi-Harmony (Multi-RELIEF) [30] , predicted MC sites more than type I class sites. Results obtained from large enzyme data set ( Supplementary Table S2) show that programs in this data set predicted marginally higher type II sites than type I, while MC sites are predicted at lower percentage in every instance. Non-enzyme data set (Supplementary Table S3 ) results show a higher success rate of type II class within the predicted SDS by all the programs followed by type I and MC sites. These results indicate that all the programs tend to predict type II class of SDS more frequently than the type I and MC class. As MC sites are the most variable in nature out of the three classes, it is still a challenging aspect of this field to improve the detection rate of such sites. However, it is noteworthy to mention that programs like Xdet [24] , SPEL [23] and Multi-Harmony (Multi-RELIEF) [26, 30] show good performances in MC site prediction than others.
As mentioned earlier, it is important for a SDS prediction program to identify the known sites with relatively lower prediction ranks. Hence, we compared the relative ranks of the predicted known SDS by each method. The box plots shown in Figure 3A suggest that SPEER-SERVER [22] , GroupSim [21] and SPEL [23] has lower average minimum, median, quartiles and maximum of the ranks of the predicted SDS than that of existing methods when small data set was considered. However, for the larger data sets ( Figure 3B and C), SubSite and SPEER-SERVER [22] possess overall lower ranks compared with that achieved by others.
Comparison of performance based on biological functions
Performance in enzyme classes The enzyme data set was divided into six main enzyme classes, namely oxidoreductase, hydrolase, transferase, ligase, isomerase and lyases. Table 5 shows the AUC values obtained by average-per-family and concatenation approach for all the four programs. In both the categories of ROC analyses, SubSite performed best followed by GroupSim [21] and SPEER-SERVER [22] method. The overall better performance of SubSite within the enzyme classes strongly advocates its efficacy and can be associated to its better performance observed for relatively higher conserved sites. This finding is in sync with the observation that enzyme SDS have a higher conservation index compared with that of non-enzyme SDS (Supplementary Figure S1) .
Performance in non-enzyme classes
The non-enzyme sequences were classified into 16 different functional classes based on their Gene Ontology (GO) categorization [73] . AUC values from Table 6 shows that in most of the functional classes, GroupSim [21] ranked first followed by Xdet [24] and SubSite. The conservation index distribution of non-enzyme SDS shows (Supplementary Figure S1 ) that a majority of the SDS lie within the negative range, i.e the non-enzyme SDS are much less conserved compared with enzymatic SDS. So an overall better performance by GroupSim [21] in this category can be attributed to its effective algorithm mentioned in Table 1 .
Influence of subfamily number
One of the other important factors for specificitydetermining site prediction could be the total number of subfamily present in the respective protein family. With increasing number of subfamily in a protein sequence alignment the variability within SDS and non-SDS increases so as the complexity in identifying the SDS in silico. Thus, we decided to examine the influence of this key information on SDS prediction by dividing the three benchmarking data sets into two main categories. Protein families with two subfamilies were grouped together, whereas the other category was formed by the families having three and more subfamilies. Table 7 shows AUC values for all the programs for protein families having only two subfamilies. In this category, GoupSim [21] , SubSite, SPEER-SERVER [22] and Xdet [24] topped AUC results, while AUC values of families having three and more subfamilies shown in Table 8 suggest better performance of GroupSim [21] , Xdet [24] and SPEL [23] .
CONCLUSION
It is a difficult task to detect features that are responsible for protein functional divergence and further differentiate evolutionary changes leading to new specificities. Research over the years led to a series of methods and algorithms that identify sites responsible for specific functions of a subset of proteins within a protein family. However, as stated before, a much better coordinated effort is required from both computational and experimental community to complement each other's efficacy in successful determination and prediction of SDS. Availability of more experimentally proven SDS resulting from exhaustive site-directed mutagenesis studies will definitely boost up the sensitivity of the prediction method. Similarly, more accurate prediction methods will yield more reliable potential SDS that can be eventually verified by experimental studies. As far as the computational methods are concerned, significant progress has been achieved in the past few years, and newer benchmarking studies [6, 21, 22, 26, 71] suggest much better prospects. In this review, we intend to examine the concept of SDS in more details along with the shortfalls and advancements of different computational approaches designed towards successful prediction of SDS. We provide an exhaustive and objective benchmarking analysis to present a better evaluation of performance of the currently available methods. Although each method has its own advantages, our evaluation studies suggest overall better performance of ensemble-based (e.g. SPEER-SERVER [22] ) and evolutionary score-based approaches (e.g. GroupSim [21] ) as a whole.
As mentioned earlier, despite the availability of various prediction methods, there is still lot of scope to improve the accuracy and precision of SDS prediction. Employment of more diverse benchmarking data set and de novo subgroupings might benefit the cause. Finally, efforts should be aimed towards developing more effective scoring schemes that combines signals from the MSAs, phylogenetic tree, amino acids' physico-chemical properties and proteins' 3D structure. In this work, we also introduce one new ensemble approach, namely SubSite, which distinguishes a subfamily-specific site from a non-subfamily-specific site by estimating the 'ARC' and 'CC' of each alignment column for a given protein family. Only a few SDS prediction methods can be used on large-scale data sets. Thus, SubSite can definitely add value to large-scale SDS identification studies. It is also evident from our benchmarking that SubSite demonstrated ability to detect enzymatic SDS more efficiently, at lower rank than others probably because of its ensemble approach for detection of SDS. It also performs well in identifying the type I and type II sites for both small and large data sets. Thus, it is useful to provide one more ensemble method, as it showed bright prospect in identification of SDS for largescale analysis.
Overall, we believe this review along with the benchmarking analyses will provide a better picture about the status of specificity site prediction and subsequently elicit more orchestrated efforts from the ote: Bold Numbers in the table represents top performing program in that category. MH_MR_Weight: Multi-Harmony_Multi-RELIEF and 'Weight' as the SDS scoring scheme; MH_MR_Zscore: Multi-Harmony_ Multi-RELIEF and 'Zscore' as the SDS scoring scheme; MH_ SH_Score: Multi-Harmony_Sequence Harmony and 'Score' as the SDS scoring scheme; MH_SH_ Zscore: MultiHarmony_Sequence Harmony and 'Zscore' as the SDS scoring scheme.
biological community to develop even better pipeline for successful prediction of SDS.
SUPPLEMENTARY DATA
Supplementary data are available online at http:// bib.oxfordjournals.org/.
Key Points
Specificity-determining sites (SDS) are the key positions of a protein family that show a specific conservation of amino acids, related to the subfamily members of that family. SDS play crucial role in developing functional variation within the protein family during the course of evolution. Advancement in different computational methods using relative entropy, evolutionary conservation, automated subgrouping, 3D structure, machine learning and ensemble-based approaches have been achieved to predict SDS. Sensitivity of the SDS prediction still remains moderate. More data sets with experimentally known SDS are required to increase the sensitivity and accuracy of the SDS-predicting methods. It is also necessary to improve the scoring schemes of computational methods for effective SDS detection. This review provides a detailed objective overview of the available approaches and benchmarking analysis. Our evaluation results suggest better performance of ensemble-based (e.g. SPEER-SERVER) and evolutionary score-based approaches (e.g.GroupSim) as a whole. A new ensemble approach Subsite for SDS prediction has been introduced in this review. Subsite uses the concept of 'average relative conservancy (ARC)' and 'compositional complexity (CC)' to find an SDS in a given protein family. Better performance of SubSite is observed for large-scale enzymatic SDS identification studies.
