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τ-TILTING FINITE ALGEBRAS, BRICKS AND g-VECTORS
LAURENT DEMONET, OSAMU IYAMA, AND GUSTAVO JASSO
Abstract. The class of support τ -tilting modules was introduced to provide
a completion of the class of tilting modules from the point of view of muta-
tions. In this article we study τ -tilting finite algebras, i.e. finite dimensional
algebras A with finitely many isomorphism classes of indecomposable τ -rigid
modules. We show that A is τ -tilting finite if and only if every torsion class
in modA is functorially finite. We observe that cones generated by g-vectors
of indecomposable direct summands of each support τ -tilting module form a
simplicial complex ∆(A). We show that if A is τ -tilting finite, then ∆(A)
is homeomorphic to an (n − 1)-dimensional sphere, and moreover the partial
order on support τ -tilting modules can be recovered from the geometry of
∆(A). Finally we give a bijection between indecomposable τ -rigid A-modules
and bricks of A satisfying a certain finiteness condition, which is automatic for
τ -tilting finite algebras.
1. Introduction
Let A be a finite dimensional algebra over an arbitrary field K. The class of
support τ -tilting A-modules was introduced recently in [AIR14] so as to complete
the class of tilting modules from the viewpoint of mutations. This class of modules
was extensively studied in [AHMV16] for infinitely generated modules. The aim of
this article is to study algebras which only have finitely many basic support τ -tilting
modules up to isomorphism. We also give general results on simplicial complexes
and g-vectors associated with support τ -tilting modules.
Algebras having finitely many isomorphism classes of basic tilting modules have
been successfully investigated, see for example Riedtmann–Schofield [RS91], Unger
[Ung99] and Ingalls–Thomas [IT09]. In this case, the class of (support) tilting
modules enjoys particularly nice combinatorial properties. With this motivation, we
introduce the following class of algebras which are our main concern in this article.
Let A be a finite dimensional algebra. We remind the reader that an A-module M
is τ-rigid if HomA(M, τM) = 0, where τM denotes the Auslander–Reiten translate
of M ; such a τ -rigid A-module M is called τ-tilting if the number |M | of non-
isomorphic indecomposable direct summands of M coincides with the number of
isomorphism classes of simple A-modules. A support τ-tilting A-module is a τ -
tilting (A/〈e〉)-module for some idempotent e ∈ A. As an immediate consequence
of the work of a number of authors [AIR14, KY14, MSˇ15], isomorphism classes
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of support τ -tilting A-modules are known to be in bijective correspondence with
several sets of important objects in representation theory, i.e. certain explicitly
described classes of torsion classes, t-structures, silting complexes, co-t-structures,
simple minded collections and wide subcategories, respectively.
Definition 1.1. Let A be a finite dimensional algebra. We say that A is τ-tilting
finite if there are only finitely many isomorphism classes of basic τ -tilting A-modules
In Corollary 2.9 we give equivalent conditions for an algebra to be τ -tilting
finite. In particular, A is τ -tilting finite if and only if there exist only finitely many
isomorphism classes of indecomposable τ -rigid A-modules if and only if there exist
only finitely many isomorphism classes of basic support τ -tilting A-modules.
For example, local algebras and representation finite algebras are τ -tilting finite.
Also, τ -tilting finite algebras whose radical square vanishes are characterized in
[Ada16]. In addition, preprojective algebras of Dynkin quivers are known to be
τ -tilting finite [Miz14]. Note that all these classes of algebras contain algebras
which are of infinite representation type. Further information can be found in
[AAC15, EJR16, IZ16, Jas15, Kas16, MS16, Zha12].
One of the main results in [AIR14] is that the map
M 7→ FacM := {N ∈ modA | ∃Mn ։ N}.
induces a bijection between the set sτ -tiltA of isomorphism classes of basic support
τ -tilting A-modules and the set of functorially finite torsion classes in modA, see
[AIR14, Thm. 2.7].
After recalling basic definitions and results in Section 2, in Section 3 we in-
vestigate further the relationship between support τ -tilting A-modules and tor-
sion classes. The following result can be regarded as a τ -tilting-theoretic ana-
logue of Auslander–Reiten’s result stating that a finite dimensional algebra A is
representation-finite if and only if every subcategory of modA is functorially finite
[AR91, Prop. 1.2].
Theorem 1.2 (see Theorem 3.8). Let A be a finite dimensional algebra. Then, A
is τ-tilting finite if and only if every torsion class (equivalently, torsion-free class)
in modA is functorially finite.
This result is a consequence of the following generalization of [AIR14, Theorem.
2.35] to torsion classes which are not necessarily functorially finite.
Theorem 1.3 (see Theorem 3.1). Let A be a finite dimensional algebra and T a
functorially finite torsion class. Then, if S is a torsion class such that T ) S (resp.
such that T ( S) in T , then there exists a maximal (resp. minimal) functorially
finite torsion class T ′ with the property T ) T ′ ⊇ S (resp. T ( T ′ ⊆ S).
Recall that X ∈ modA is called a brick if EndA(X) is a division algebra. In
Section 4 we investigate the relationship between τ -rigid A-modules and bricks in
modA. Our main result is the following alternative characterizations of τ -tilting
finite algebras, which complements Theorem 1.2.
Theorem 1.4 (see Theorem 4.2). Let A be a finite dimensional algebra. Then, A
is τ-tilting finite if and only if there are only finitely many isomorphism classes of
bricks in modA.
This follows from the brick–τ -rigid correspondence given below (note that here
A is an arbitrary finite dimensional algebra), which is of independent interest.
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Theorem 1.5 (see Theorem 4.1). Let A be a finite dimensional algebra. Then,
there is a bijection between isomorphism classes of indecomposable τ-rigid modules
and isomorphism classes of bricks X in modA such that the smallest torsion class
in modA containing X is functorially finite.
The above theorem is known already in the case when A is the preprojective
algebra of Dynkin type, see [IRTT15].
The rest of this article is devoted to study the following natural question.
Question 1.6. Which quivers can be realized as the Hasse quiver of support τ -
tilting modules over a τ -tilting finite algebra?
To study Question 1.6, we introduce the simplicial complex ∆(A) and g-vectors
as basic tools. It is shown in [AIR14] that there is a natural bijection between
sτ -tiltA and the set 2 -siltA of two-term silting complexes in Kb(projA). In Section
5, we associate to A an abstract simplicial complex ∆(A) whose maximal faces are
in bijection with 2 -siltA. After interpreting the results from [AIR14] in terms of
the simplicial complex ∆(A), we prove the following result which is analogous to
the main result of [RS91]. Our method relies on the notion of shellability, whose
usefulness in tilting theory was already exploited in [Ung99].
Theorem 1.7 (see Theorem 5.4). Let A be a τ-tilting finite algebra with n + 1
simple modules. The following statements hold:
(a) If n ≥ 1, then ∆(A) is shellable.
(b) The geometric realization of ∆(A) is homeomorphic to an n-dimensional
sphere.
(c) If n ≥ 2, then ∆(A) is simply connected.
It is worth mentioning that a finite simplicial complex which is homeomorphic
to a sphere is not necessarily shellable [Rud58].
We consider the groupoid ∆max(A) whose objects are the maximal faces of ∆(A).
It is freely generated by isomorphisms α→ β for each α and β sharing a simplex of
codimension 1 in ∆(A). Thus, morphisms in ∆max(A) correspond to finite sequences
of mutations of support τ -tilting A-modules. A cycle in ∆max(A) is a morphism
with the same source and target. The rank of a cycle µ is the codimension in ∆(A)
of the intersection of all the maximal faces involved in µ. The following result is
analogous to [FST08, Thm. 9.17].
Theorem 1.8 (see Theorem 5.6). Let A be a finite dimensional algebra. If ∆(A)
is shellable, then every cycle in ∆max(A) is generated by cycles of rank 2.
In Section 6 we study the g-vectors associated to two-term presilting objects in
a K-linear Hom-finite Krull-Schmidt triangulated category T . We observe some
basic properties of g-vectors including sign-coherence (Theorem 6.4), transitivity of
G-matrices (Proposition 6.2), and the fact that g-vectors determine two-term pre-
silting objects (Theorem 6.5(a)). Our results do not require any restriction on the
base field K thanks to general observations on field extensions (Proposition 6.6).
Since the g-vectors of indecomposable direct summands of a fixed basic two-term
silting object M gives a basis of the Grothendieck group K0(T ) of T (see Theo-
rem 2.7(a)), we can naturally associate to M a cone C(M) in K0(T ). Then we
prove the following result.
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Theorem 1.9 (see Corollary 6.7). Let M and N be two-term silting objects in T .
Then, the following statements hold:
(a) Let X ∈ T be an object such that addX = addM ∩ addN . Then, we have
C(M) ∩ C(N) = C(X).
(b) If M 6∼= N , then C(M) and C(N) intersect only at their boundaries.
Consequently, the g-vectors of presilting objects give a natural geometric realiza-
tion of the simplicial complex ∆(A). This is analogous to known results for tilting
modules [Hil06] and cluster-tilting objects [Pla13]. We also show a strong connec-
tion between the partial order on two-term silting objects in T and their g-vectors
by proving the following theorem.
Theorem 1.10 (see Corollary 6.13). Let A be a τ-tilting finite algebra. Then the
partial order of support τ-tilting A-modules is entirely determined by the cones of
g-vectors.
The following general question is interesting from a combinatorial viewpoint.
Question 1.11. Which sets of integer vectors can be realized as the set of g-vectors
of indecomposable τ -rigid modules over a τ -tilting finite algebra?
At the end of Section 6 we provide some examples and we explain a connection
to cluster-tilting theory.
Conventions. Let K be an arbitrary field. Throughout this article A always
denotes a finite dimensional K-algebra. We denote the category of finite dimen-
sional right A-modules by modA, and the Auslander–Reiten translation by τ . For
M ∈ modA, we denote the number of pairwise non-isomorphic indecomposable
direct summands of M by |M |. For example, |A| equals the number of simple A-
modules. We denote the full subcategory of modA consisting of all modules which
are direct sums of direct summands of M by addM . We denote by FacM the full
subcategory of modA consisting of all A-modules which are generated by a finite
direct sum of copies of M . Dually, we denote by SubM the full subcategory of
modA consisting of all A-modules which are cogenerated by a finite direct sum of
copies of M . If (P,6) is a partially ordered set and x, y ∈ P , then the (closed)
interval between x and y in P is the subset of P given by
[x, y] := {z ∈ P | x 6 z 6 y}.
When we write an object M in a Krull-Schmidt category as M = M1 ⊕ · · · ⊕Mn
we always mean that M is basic and that each one of the Mi is indecomposable.
2. Preliminaries
Let C be a small additive category and X be a subcategory of C. We say that X
is contravariantly finite in C if for every object M of C there exist an object X of
X and a morphism f : X →M such that the sequence of functors
C(−, X) C(−,M) 0
f◦?
is exact. Dually, we say that X is covariantly finite in C if for every object M of C
there exist an object X of X and a morphism g : M → X such that the sequence
of functors
C(X,−) C(M,−) 0
?◦g
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is exact. We say that X is functorially finite in C if X is both contravariantly and
covariantly finite in C.
2.1. Torsion pairs and τ-tilting theory. Let T ,F be full subcategories ofmodA.
We say that T is a torsion class if it is closed under factor modules and extensions
in modA. We say that F is a torsion-free class if it is closed under submodules
and extensions in modA. We say that (T ,F) is a torsion pair if T is a torsion
class, F is a torsion-free class, and F = T ⊥ (or, equivalently, T = ⊥F). We denote
the set of all torsion (resp. torsion-free) classes in modA by torsA (resp. torf A).
Accordingly, we denote the set of functorially finite torsion (resp. torsion-free)
classes in modA by f-torsA (resp. f-torf A). We say that an A-module M ∈ T is
Ext-projective in T if for all N ∈ T we have Ext1A(M,N) = 0.
Proposition 2.1. [AS81, Hos82, Sma84] Let A be a finite dimensional algebra and
(T ,F) a torsion pair in modA. The following statements are equivalent:
(a) The torsion class T is functorially finite.
(b) The torsion-free class F is functorially finite.
(c) There exist a basic A-module P (T ) ∈ T such that FacP (T ) = T and
addP (T ) coincides with the class of Ext-projective A-modules in T .
If any of the above equivalent conditions hold, then the A-module P (T ) is a tilting
(A/ annT )-module.
We remind the reader of the definition of support τ -tilting pairs and support
τ -tilting modules.
Definition 2.2. [AIR14, Def. 0.1 and 0.3] Let A be a finite dimensional algebra.
(a) A pair (M,P ) ∈ (modA) × (projA) is τ-rigid if HomA(M, τM) = 0 and
HomA(P,M) = 0. In this case we say that M is a τ-rigid A-module.
(b) A τ -rigid pair (M,P ) is support τ-tilting if |M |+ |P | = |A|. In this case we
say that M is a support τ-tilting A-module. If P = 0 we say that M is a
τ-tilting A-module.
For convenience, we denote the set of isomorphism classes of basic τ -tilting (resp.
support τ -tilting) A-modules by τ -tiltA (resp. sτ -tiltA).
The following result collects the basic properties of support τ -tilting modules.
Theorem 2.3. [AIR14, Thms. 2.7, 2.10, 2.12 and 2.18] Let A be a finite dimen-
sional algebra. The following statements hold:
(a) The map M 7→ FacM induces a bijection
sτ -tiltA f-torsA
whose inverse is given by T 7→ P (T ).
(b) Let U be a τ-rigid A-module. Then, ⊥(τU) is a functorially finite torsion
class in modA and U ∈ addP (⊥(τU)). Moreover, P (⊥(τU)) is a τ-tilting
A-module which we call the Bongartz completion of U .
(c) Let M be a τ-rigid A-module. Then, M is a τ-tilting A-module if and only
if for every A-module N such that M ⊕N is τ-rigid we have N ∈ addM .
(d) Let (M,P ) be a basic τ-rigid pair of A-modules ( i.e. M and P are basic
A-modules) such that |M | + |P | = |A| − 1. Then, there exist exactly two
basic support τ-tilting pairs (Mi, Pi) (i = 1, 2) of A-modules such that M
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and P are direct summands of Mi and Pi respectively. In this case, we say
that (M1, P1) and (M2, P2) are mutation of each other.
The following definitions are suggested by Theorem 2.3.
Definition 2.4. Let A be a finite dimensional algebra. The set sτ -tiltA has a
natural partial order defined as follows: For M,N ∈ sτ -tiltA, we define M > N
if FacM ⊇ FacN or, equivalently, there exist an epimorphism Mk → N for some
k > 0. We denote the Hasse quiver of sτ -tiltA by Q(sτ -tiltA).
Proposition 2.5. [AIR14, Cor. 2.31] Arrows in the Hasse quiver Q(sτ -tiltA)
correspond to mutations.
As a consequence of Proposition 2.5 and Theorem 2.3(d), the underlying graph
of Q(sτ -tiltA) is |A|-regular.
2.2. Silting objects and support τ-tilting modules. We remind the reader of
the definition of a silting object in a triangulated category. Let T be a K-linear,
Hom-finite, Krull-Schmidt, triangulated category with suspension functor Σ.
Definition 2.6. Let S ∈ T .
(a) We say that S is presilting if for all k > 0 we have T (S,ΣkS) = 0.
(b) We say that S is silting if S is presilting and T = thickS.
We denote the set of isomorphism classes of basic silting (resp. presilting) objects
in T by siltT (resp. presiltT ).
Following [AI12, Def. 2.10, Thm. 2.11], we define a partial order on siltT by
declaring M ≥ N if and only if for all k > 0 we have T (M,ΣkN) = 0.
If X ,Y are full subcategories of T which are closed under direct sums and direct
summands, then we denote by X ∗Y the full subcategory of T given by all objects
Z ∈ T such that there exist X ∈ X , Y ∈ Y and a triangle X → Z → Y → ΣX .
Note that if T (X ,Y) = 0, then X ∗ Y is closed under direct summands, see [IY08,
Prop. 2.1].
Theorem 2.7. Let T be a K-linear, Hom-finite, Krull-Schmidt, triangulated cate-
gory and S = S1⊕S2⊕· · ·⊕Sn a silting object in T . Then, the following statements
hold:
(a) [AI12, Thm. 2.27] The Grothendieck group of T has a basis {[S1], . . . , [Sn]}.
(b) [IJY14, Thm. 0.2] Let A := EndT (S). Then, the map M 7→ T (S,M)
induces an order-preserving bijection
2S -siltT := {M ∈ siltT |M ∈ (addS) ∗ (addΣS)} sτ -tiltA.
For later use, we define 2S -presiltT := (presiltT ) ∩ ((addS) ∗ (addΣS)). For
a finite dimensional algebra A, we define 2 -siltA := 2A -silt (K
b(projA)). Thus,
2 -siltA consists of the silting complexes in Kb(projA) which are concentrated in
cohomological degrees −1 and 0. Therefore we call the objects of 2S -siltT (resp.
2S -presiltT ) two-term silting objects with respect to S (resp. two-term presilting
objects with respect to S). The following is an immediate consequence of Theo-
rem 2.7(b).
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Corollary 2.8. Let T be a K-linear, Hom-finite, Krull-Schmidt, triangulated cat-
egory and S a silting object in T . Set A := EndT (S). Then, there are order
preserving bijections
2S -siltT sτ -tiltA 2 -siltA.
Corollary 2.9. Let A be a finite dimensional algebra. Then, each of the following
conditions is equivalent to A being τ-tilting finite:
(a) There are only finitely many isomorphism classes of indecomposable τ-rigid
A-modules.
(b) There are only finitely many isomorphism classes of indecomposable two-
term presilting complexes in Kb(projA).
(c) The set 2 -siltA is finite.
(d) The set f-torsA is finite.
(e) The set f-torfA is finite.
3. Main results on support τ-tilting modules and torsion pairs
3.1. A general result on mutation of torsion classes. The aim of this subsec-
tion is to prove the following general result, which is an extension of [AIR14, Thm.
2.35] to torsion classes which are not necessarily functorially finite, and therefore
we need a completely different argument to prove it. It is our main tool for proving
the characterization of τ -tilting finite algebra given in Theorem 3.8.
Theorem 3.1. Let A be a finite dimensional algebra and M a support τ-tilting
A-module. Then, the following statements hold:
(a) Let T be a torsion class in modA such that FacM ) T . Then, there exists
N ∈ sτ -tiltA satisfying the following conditions:
• The support τ-tilting A-modules M and N are mutation of each other.
• We have FacM ) FacN ⊃ T .
(b) Let T be a torsion class in modA such that FacM ( T . Then, there exists
L ∈ sτ -tiltA satisfying the following conditions:
• The support τ-tilting A-modules M and L are mutation of each other.
• We have FacM ( FacL ⊂ T .
Let us begin with a technical result. Let E and F be exact categories. An
equivalence of exact categories is an equivalence F : E → F of additive categories
such that a complex 0→ X → Y → Z → 0 in E is an admissible exact sequence if
and only if 0→ FX → FY → FZ → 0 is an admissible exact sequence in F .
Proposition 3.2. Let A be a finite dimensional algebra, M a support τ-tilting
A-module and B := EndA(M). Let
F := HomA(M,−) : modA→ modB.
Then, the following statements hold:
(a) If f : X → Y is a morphism in FacM such that Ff is surjective, then f is
surjective.
(b) The functor F induces an equivalence of exact categories F |FacM : FacM
∼
−→
SubDM .
(c) If T is a torsion class in modA contained in FacM , then FT is closed
under extensions in modB.
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Proof. (a) Let X
f
−→ Y
g
−→ Z → 0 be an exact sequence such that Ff is sur-
jective. Since Im f ∈ FacM and HomA(M, τM) = 0, we have Ext
1
A(M, Im f) =
DHomA(Im f, τM) = 0. By applying F we obtain a complex
FX FY FZ 0
Ff Fg
which is exact at FZ. Since Ff is surjective by assumption, we have FZ = 0.
Finally, since Z ∈ FacM we have that Z = 0.
(b) By the last part of Proposition 2.1 we have that M is a tilting (A/ annM)-
module and clearly we have FacM ⊂ mod(A/ annM). Since F = HomA/ annM (M,−)
on FacM , we have that F : FacM → SubDM is an equivalence by Brenner–
Butler’s tilting theorem [ASS06, Thm. VI.3.8], with quasi-inverse
G := −⊗B M : SubDM → FacM.
Moreover, since Ext1A(M,FacM) = 0 and Tor
B
1 (SubDM,M) = 0, F and G induce
bijections between short exact sequences in FacM and those in SubDM . Thus the
assertion follows.
Part (c) now follows immediately from (b). 
Let C be a full subcategory of modA. We define T(C) to be the smallest torsion
class containing C. Thus,
T(C) =
⋂
C⊆T ∈torsA
T .
Also, we define Filt C to be the full subcategory of modA whose objects are the
A-modules M having a finite filtration
0 =M0 ⊂M1 ⊂ · · · ⊂Mt =M
such that for all i ∈ {0, 1, . . . , t} we have Mi+1/Mi ∈ C. The following observation
follows easily from the definitions.
Proposition 3.3. Let A be a finite dimensional algebra. For every subcategory C
of modA we have T(C) = Filt(Fac C).
Note that Fac(Filt C) is not necessarily a torsion class, since it need not be closed
under extensions.
Theorem 3.4. Let A be a finite dimensional algebra, M a support τ-tilting A-
module, B := EndA(M), and F : T0 := FacM
∼
−→ Y0 := SubDM the equivalence
given in Proposition 3.2(b). Then, the following statements hold:
(a) The map
{T ∈ torsA | T ⊂ T0} → torsB
given by T 7→ T(FT ) is injective.
(b) For each T ∈ torsA with T ⊂ T0, we have FT = Y0 ∩ T(FT ).
Proof. Since F is an equivalence, we only need to prove part (b); for which is
sufficient to show that Y0 ∩ T(FT ) ⊂ FT . By Proposition 3.2(a), we have
Y0 ∩ Fac(FT ) = FT . (3.1)
Thus we only have to show that Y0 ∩ T(FT ) ⊂ Fac(FT ).
(i) Let 0 → X → Y → Z → 0 be an exact sequence with X,Z ∈ Fac(FT ) and
Y ∈ Y0. We will show that Y ∈ Fac(FT ).
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Since Y ∈ Y0 = SubDM which is obviously closed under submodules, we have
X ∈ Y0. Thus X ∈ Y0 ∩ Fac(FT ) = FT by (3.1). Take a surjection f : Z ′ → Z
with Z ′ ∈ FT and consider a pull-back diagram
0 X Y ′ Z ′ 0
0 X Y Z 0
g f
Since FT is extension-closed by Proposition 3.2(c), we have Y ′ ∈ FT . By the Five
lemma we have that g is surjective, hence Y ∈ Fac(FT ) as required.
(ii) Now we are ready to show that Y0∩T(FT ) ⊂ Fac(FT ). LetX ∈ Y0∩T(FT ).
We will show that X ∈ Fac(FT ). It follows from Proposition 3.3 that X has a finite
filtration 0 = X0 ⊂ X1 ⊂ · · · ⊂ Xt = X such that Xi+1/Xi ∈ Fac(FT ) for all i.
Clearly we can assume t ≥ 2. Since X ∈ Y0 = SubDM , we have Xi ∈ Y0 for all i.
Thus the exact sequence 0→ X1 → X2 → X2/X1 → 0 satisfies all the assumptions
in (i) and we have X2 ∈ Fac(FT ). By induction on the length of filtrations, we
conclude. 
As an application of Theorem 3.4, we prove the following observations which will
not be used in this article. Note that they are known for functorially finite torsion
classes, see [AIR14, Thm. 2.33].
Example 3.5. Let A be a finite dimensional algebra. The following statements
hold:
(a) Let e ∈ A be a primitive idempotent. There are no torsion classes in modA
between modA and Fac((1− e)A).
(b) Let M and N be support τ -tilting A-modules. If M and N are mutation of
each other, then there are no torsion classes in modA between FacM and
FacN .
Proof. (a) Let S := top(eA). Then Fac((1 − e)A) consists of all A-modules X
such that S /∈ add(topX). If T is a torsion class in modA satisfying modA ⊇
T ) Fac((1 − e)A), then there exists X ∈ T such that S ∈ add(topX). Since T
is a closed under factor modules, we have S ∈ T . Since any A-module Y has a
submodule Z such that Z ∈ Fac((1− e)A) and Y/Z ∈ addS, we have Y ∈ T . Thus
modA ⊆ T , which is what we needed to show.
(b) Let T be a torsion class such that FacM ⊇ T ) FacN . By Theorem 3.4(a),
we have
modB = T(F (FacM)) ⊇ T(FT ) ) T(F (FacN)).
Since (1−ek)B ∈ addFN where k is given by N = µk(M), we have T(F (FacN)) ⊇
Fac((1−ek)B). Thus modB ⊇ T(FT ) ) Fac((1−ek)B). By (a) applied to the finite
dimensional algebra B we have modB = T(FT ) and, again by Theorem 3.4(a), we
have that FacM = T as required. 
Now we have a criterion to decide when a mutation of support τ -tilting modules
becomes larger in terms of the partial order of sτ -tiltA.
Proposition 3.6. Let A be a finite dimensional algebra, M a support τ-tilting
A-module, and let B := EndA(M), and F : T0 := FacM
∼
−→ Y0 := SubDM the
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equivalence given in Proposition 3.2(b). Let Mk an indecomposable summand of
M .
(a) We have M > µk(M) if and only if Sk ∈ Y0, where Sk is the simple B-
module corresponding to the summand Mk of M .
(b) Let T ∈ torsA with T ⊂ T0 and assume Sk ∈ Y0 \ FT . Then T0 )
Facµk(M) ⊃ T holds.
Proof. (a) Let
M ′ Mk Ck 0
f g
(3.2)
be an exact sequence with a right (add(M/Mk))-approximation f of Mk. Then,
M > µk(M) if and only if Mk /∈ Fac(M/Mk) if and only if Ck 6= 0 (see [AIR14,
Thm. 2.30]).
(i) First we show that Ck 6= 0 implies Sk ∈ Y0. By applying F to (3.2), we
obtain a complex
FM ′ FMk FCk 0
Ff Fg
where Fg is surjective since we have Ext1A(M, Im f) = 0 by Theorem 2.3(a). In
particular, the B-module FCk is a factor module of CokerFf . Since Ff is a right
(add(B/FMk))-approximation of an indecomposable projective B-module FMk,
every composition factor of CokerFf is isomorphic to Sk. Thus every composition
factor of FCk is isomorphic to Sk. Since FCk 6= 0 and Y0 = SubDM is a torsion-
free class in modB, we have Sk ∈ Y0.
(ii) Now we show that Sk ∈ Y0 implies Ck 6= 0. Let Sk = FX with X ∈ T0.
Then the natural surjection FMk = ekB → Sk = FX is of the form Fh for some
non-zero h ∈ HomA(Mk, X). Since the composition (Ff)(Fh) : FM ′ → FX = Sk
vanishes, we have fh = 0. Since h is non-zero, f is not surjective. Thus Ck 6= 0.
This finishes the proof.
(b) Since Sk /∈ FT , we have FT ⊂ Fac((1 − ek)B) by Proposition 3.2(a). Thus
we have
FT ⊂ Fac((1 − ek)B) ⊂ T(F (Facµk(M))).
Finally, by Theorem 3.4(b), we have
FT ⊂ Y0 ∩ T(F (Facµk(M)) = F (Facµk(M)))
Thus T ⊂ Facµk(M). 
We need the following observation.
Lemma 3.7. Let A be a finite dimensional algebra. Let M = M1 ⊕ · · · ⊕Mn be
a basic A-module with indecomposable direct summands Mi, and M
′
k
fk−→ Mk →
Ck → 0 be an exact sequence with a right (add(M/Mk))-approximation fk of Mk.
Then M ∈ T(C1 ⊕ · · · ⊕ Cn).
Proof. We define A-modules Ni ∈ addM and Ei inductively by N0 := M and an
exact sequence
Ni+1
gi
−→ Ni → Ei → 0
where Ni :=
⊕n
k=1M
⊕aik
k and gi =
⊕n
k=1 f
⊕aik
k for some aik > 0. It readily follows
that Ei ∈ add(C1 ⊕ · · · ⊕ Cn).
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Take a sufficiently large ℓ such that (rad EndA(M))
ℓ = 0. Then g1 · · · gℓ = 0
holds, and hence M is filtered by modules in Fac(C1⊕· · ·⊕Cn). Thus the assertion
follows. 
We are ready to give the proof of Theorem 3.1.
Proof Theorem 3.1. We only prove part (a), since part (b) is analogous.
Case 1: Assume that there exists a simple B-module Sk in F (FacM)\FT . Then
FacM ) Facµk(M) ⊃ T holds by Proposition 3.6(b), and the assertion follows.
Case 2: Assume that all simple B-modules in F (FacM) are contained in FT .
For each indecomposable summand Mk of M we take an exact sequence
M ′k
fk−→Mk → Ck → 0
with a right (add(M/Mk))-approximation fk of Mk.
We show that FCk ∈ T(FT ) holds for all k. We can assume Ck 6= 0. Any
composition factor of the B-module FCk is Sk as we discussed in the proof of
Proposition 3.6. Since F (FacM) = SubDM is a torsion-free class, we have Sk ∈
F (FacM). By our assumption Sk ∈ FT , which implies FCk ∈ T(FT ).
Since FCk ∈ F (FacM)∩T(FT ) = FT by Theorem 3.4(b), we have Ck ∈ T . By
Lemma 3.7, we have M ∈ T , a contradiction to FacM ) T . 
3.2. τ-tilting finite algebras. Let A be a finite dimensional algebra. Theo-
rem 2.3(a) shows that support τ -tilting A-modules parametrize the torsion classes
in modA which are functorially finite. It is then natural to characterize those alge-
bras for which all torsion classes are functorially finite. The following is the main
result of this subsection; it shows that these algebras are precisely the τ -tilting
finite algebras, see Definition 1.1.
Theorem 3.8. Let A be a finite dimensional algebra. Then, the following condi-
tions are equivalent:
(a) The algebra A is τ-tilting finite.
(b) Every torsion class in modA is functorially finite.
(c) Every torsion-free class in modA is functorially finite.
In this case, the sets torsA and torfA are finite.
Before giving the proof of Theorem 3.8 we prove the following natural charac-
terization of τ -tilting finite algebras.
Proposition 3.9. Let A be a finite dimensional algebra. Then, the following con-
ditions are equivalent:
(a) The algebra A is τ-tilting finite.
(b) The set sτ -tiltA is finite.
(c) There exists an upper bound on the length of the paths in Q(sτ -tiltA).
(d) There does not exist an infinite path starting at A in Q(sτ -tiltA).
(e) There does not exist an infinite path ending at 0 in Q(sτ -tiltA).
Proof. Firstly, the equivalence between (a) and (b) follows from Corollary 2.9.
Secondly, the implications (b)⇒(c)⇒(d),(e) are obvious. We only show that
(d)⇒(b); the remaining implication (e)⇒(b) can be proven in an analogous manner.
(d)⇒(b) Let n := |A|. For a support τ -tilting A-module X , let ℓ(X) be the
supremum of the length of the paths starting at X in Q(sτ -tiltA).
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We claim that ℓ(A) is finite. Clearly ℓ(X) = maxY ℓ(Y ) + 1 holds, where Y
ranges over all direct successors of X . Note that Q(sτ -tiltA) is n-regular (see
Definition 2.4). Thus, ℓ(X) =∞ implies ℓ(Y ) =∞ for at least one direct successor
Y of X . Repeating the same argument, ℓ(X) = ∞ implies that there exists an
infinite path starting at X in Q(sτ -tiltA). Therefore, ℓ(A) must be finite.
For any X ∈ sτ -tiltA, we apply [AIR14, Thm. 2.35(a)] (or Theorem 3.1(a))
repeatedly to A ≥ X to get a path A = X0 → X1 → · · · → Xm = X in Q(sτ -tiltA)
with m ≤ ℓ(A). Since Q(sτ -tiltA) is n-regular, it follows immediately that
| sτ -tiltA| ≤ 1 + n+ n2 + · · ·+ nℓ(A). 
To prove Theorem 3.8, we prepare the following easy observation.
Lemma 3.10. Let A be a finite dimensional algebra.
(a) If T0 ( T1 ( T2 ( · · · is a strictly increasing chain of torsion classes in
modA, then T =
⋃
i≥0 Ti is a torsion class which is not functorially finite.
(b) If T0 ) T1 ) T2 ) · · · is a strictly decreasing chain of torsion classes in
modA, then T =
⋂
i≥0 Ti is a torsion class which is not functorially finite.
Proof. (a) Clearly T is a torsion class. Assume that T is functorially finite. Then
T = FacM holds for some M ∈ sτ -tiltA. Since M ∈ T , there exists i ≥ 0 such
that M ∈ Ti. Thus T = FacM ⊂ Ti holds, contradicting to Ti ( Ti+1.
(b) Let (Ti,Fi) be a torsion pair and F =
⋃
i≥0 Fi. By the same argument as in
(a), F is a torsion-free class which is not functorially finite. Since T = ⊥F clearly
holds, (T ,F) is a torsion pair. By Proposition 2.1, T is not functorially finite. 
We now give the proof of Theorem 3.8.
Proof of Theorem 3.8. Firstly, note that the equivalence between (b) and (c) follows
immediately from Proposition 2.1.
(a)⇒(b) Suppose that there exists a torsion class T in modA which is not func-
torially finite. Applying Theorem 3.1 repeatedly, we obtain an infinite sequence
modA ) FacN1 ) FacN2 ) · · · ⊃ T .
For all i we have FacNi ) T since FacNi is functorially finite. This contradicts
the fact that sτ -tiltA is a finite set. Therefore all torsion classes in modA are
functorially finite.
(b)⇒(a) Suppose that A is not a τ -tilting finite algebra. Then, by Proposi-
tion 3.9, there exists an infinite path 0 = M0 < M1 < M2 < · · · ending at 0 in
Q(sτ -tiltA). By Lemma 3.10,
⋃
i≥0 FacMi is a torsion class which is not functorially
finite, a contradiction. This finishes the proof of the theorem. 
4. Brick–τ-rigid correspondence
Let A be a finite dimensional algebra. We denote the set of isomorphism classes
of indecomposable τ -rigid A-modules by τ -rigidA. Recall that X ∈ modA is called
a brick if EndA(X) is a division algebra. We denote the set of isomorphism classes
of bricks in modA by brickA. We denote the set of isomorphism classes of bricks S
of A such that the smallest torsion class T(S) containing S is functorially finite by
f-brickA. The main result of this section is the following bijective correspondence.
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Theorem 4.1. Let A be a finite dimensional algebra. Then there exists a bijection
τ -rigidA→ f-brickA
given by X 7→ X/ radB X for B := EndA(X).
As an application of Theorem 4.1, we prove the following characterization of
τ -tilting finite algebras, which complements Theorem 3.8.
Theorem 4.2. Let A be a finite dimensional algebra. Then, the following condi-
tions are equivalent.
(a) The algebra A is τ-tilting finite.
(b) The set brickA is finite.
(c) The set f-brickA is finite.
Moreover, in this case there exists a bijection
τ -rigidA→ brickA
given by X 7→ X/ radB X where B = EndA(X).
For readability purposes, we divide the proof of Theorem 4.1 into a couple of
lemmas.
Lemma 4.3. Let X be an indecomposable τ-rigid A-module and B := EndA(X).
Then S := X/ radB X is a brick satisfying T(S) = FacX.
Proof. Note that radB X is an A-module which belongs to FacX since radB X =∑
f∈radB f(X).
(i) We show that S is a brick. It suffices to show that any non-zero morphism
f : S → S is an isomorphism. Let 0 → radB X
i
−→ X
p
−→ S → 0 be an exact se-
quence. Since radB X ∈ FacX implies Ext
1
A(X, radB X) = 0, we have the following
commutative diagram.
0 radB X X S 0
0 radB X X S 0
i
h
p
g f
i p
If g is not an isomorphism, then g(X) ⊂ radB X holds. Thus f = 0, a contradiction.
Thus g is an isomorphism, and hence h and f are also isomorphisms.
(ii) We show T(S) = FacX . It suffices to show that X belongs to T(S). Take
f1, . . . , fn ∈ B satisfying radB =
∑n
i=1 fiB. Then f = (f1, . . . , fn) : X
⊕n →
X satisfies f((radiB X)
⊕n) = radi+1B X . Therefore rad
i
B X/ rad
i+1
B X belongs to
Fac(radi−1B X/ rad
i
B X) for any i > 0. Thus it belongs to FacS inductively, and
hence X belongs to Filt(FacS) = T(S). 
Lemma 4.4. Let S be a brick of A. Then, the following statements hold.
(a) Every morphism f : X → S in T(S) is either zero or surjective.
(b) If T is another brick of A satisfying T(S) = T(T ), then S ≃ T .
Proof. (a) We show that f 6= 0 implies that f is surjective. Since X ∈ T(S) =
Filt(FacS), there exists a filtration 0 = X0 ⊂ X1 ⊂ · · · ⊂ Xt = X satisfying
Xi+1/Xi ∈ FacS for any i. We can assume f(X1) 6= 0 by taking a maximal
number i satisfying f(Xi) = 0 and replacing X by X/Xi. Since X1 ∈ FacS, there
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exists an epimorphism g : S⊕n → X1. Since fg : S⊕n → S is non-zero and S is a
brick, fg must be a split epimorphism. Thus f is surjective.
(b) Since S belongs to T(T ), there exists a non-zero morphism f : T → S. This
is surjective by (a), and therefore dimk T ≥ dimk S. The same argument shows the
opposite inequality, and therefore f is an isomorphism. 
We are ready to prove Theorem 4.1.
Proof of Theorem 4.1. By Lemma 4.3, we have a map τ -rigidA → f-brickA given
by X 7→ X/ radB X for B := EndA(X).
(i) We show that this is injective. Let X and Y be indecomposable τ -rigid A-
modules and S and T be the corresponding bricks. If S ≃ T , then FacX = T(S) =
T(T ) = FacY . This implies X ≃ Y . In fact, otherwise we get a contradiction by
applying Lemma 3.7 to M := X ⊕ Y .
(ii) We show that this is surjective. Let S be a brick of A such that T(S) is
functorially finite. Then there exists a support τ -tilting A-module M satisfying
FacM = T(S). Since S ∈ FacM , there exists an indecomposable direct summand
X ofM and a non-zero morphism f : X → S. By Lemma 4.4, f must be surjective.
Thus T(S) ⊂ FacX ⊂ FacM = T(S) holds, and hence T(S) = FacX . Now let
B := EndA(X) and T := X/ radB X . Then
T(T ) = FacX = T(S)
holds by Lemma 4.3. By Lemma 4.4(b), we have S ≃ T = X/ radB X . Thus the
assertion follows. 
Now we give a proof of Theorem 4.2.
Proof of Theorem 4.2. (a)⇒(b) Since the map T : brickA → torsA is injective by
Lemma 4.4(b) and the set torsA is finite by Theorem 3.8, the set brickA is also
finite.
(b)⇒(c) This implication is obvious.
(c)⇒(a) This implication follows directly from Theorem 4.1.
The latter assertion follows from Theorem 4.1 since τ -tilting finiteness implies
torsA = f-torsA and hence brickA = f-brickA. 
5. The simplicial complex associated to τ-tilting modules
Let T be a K-linear, Hom-finite, Krull-Schmidt triangulated category T with
a basic silting object S and set A := EndT (S). In this section we construct a
simplicial complex whose maximal simplices are in bijection with 2S -siltT and
study its combinatorial properties.
Let us recall some basic terminology. Let ∆0 be a set. An abstract simplicial
complex on ∆0 is a collection ∆ of finite subsets of ∆0 closed under taking subsets.
A simplex of dimension d, or a d-simplex for short, is an element of ∆ of the form
{v0, . . . , vd}. We denote the subset of ∆ consisting of all d-simplices by ∆d. For
simplicity, we refer to ∆0 as the set of vertices of ∆. The dimension of ∆ is the
maximum of the dimensions of all its simplices. We denote the set of maximal
simplices of ∆ by ∆max.
Definition 5.1. (a) We define a simplicial complex ∆ = ∆(T , S) on the fol-
lowing set:
∆0 := {[M ] |M ∈ 2S -presiltT is indecomposable}.
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For a subset α = {[M1], . . . , [Mt]} of ∆0 we define
M(α) :=M1 ⊕ · · · ⊕Mt.
Then we declare α to be a simplex of ∆ if M(α) ∈ 2S -presiltT .
(b) Given a basic two-term presilting complex for A M = M1 ⊕ · · · ⊕Mt we
define
σ(M) := {[M1], . . . , [Mt]} ∈ ∆.
We need to recall more terminology. A simplicial complex ∆ of dimension n is
pure if every maximal simplex of ∆ has dimension n and every simplex is contained
in a maximal simplex. Let ∆ be a pure simplicial complex of dimension n. The
boundary of ∆ consists of the (n− 1)-simplices which are contained in exactly one
maximal simplex. We say that ∆ is non-branching if every (n− 1)-simplex of ∆ is
contained in at most two maximal simplices.
The following result is a reinterpretation of the results of [AIR14] in terms of the
simplicial complex ∆(T , S).
Theorem 5.2. [AIR14] Let n := |S| and ∆ = ∆(T , S). The following statements
hold:
(a) The map α 7→M(α) induces a bijection
∆max 2S -siltT
with inverse M 7→ σ(M).
(b) The simplicial complex ∆ is pure of dimension n− 1.
(c) The simplicial complex ∆ is non-branching and has empty boundary.
Proof. (a) This statement follows immediately from Theorem 2.3(c) and Theo-
rem 2.7(b).
(b) By part (a) we have that all maximal simplices of ∆ have dimension n− 1.
The fact that every simplex of ∆ is contained in a maximal simplex is just a restate-
ment of Bongartz completion for τ -rigid A-modules (Theorem 2.3(b)) interpreted
in 2S -siltT via the bijection given in Theorem 2.7(b).
(c) Every almost complete presilting object in 2S -presiltA is the direct summand
of exactly two basic silting objects in 2S -siltT , see Theorem 2.3(d) (and again use
the bijection given in Theorem 2.7(b)). Therefore ∆ is non-branching and has
empty boundary. 
Let ∆ be a simplicial complex. We define the union and the intersection of a
collection of simplices {αi ∈ ∆ | i ∈ I} to be the simplicial complexes∨
i∈I
αi := {β ∈ ∆ | ∃i ∈ I such that β ⊆ αi}
and ∧
i∈I
αi := {β ∈ ∆ | ∀i ∈ I we have β ⊆ αi}.
respectively.
Definition 5.3. Let ∆ be a simplicial complex which is pure of dimension n. We
say that ∆ is shellable if there exist a well order  on ∆max, called a shelling, such
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that for each α ∈ ∆max the simplicial complex
∆(α) := α ∧
∨
β≺α
β

is pure of dimension n− 1.
The following result is analogous to the main result of [RS91].
Theorem 5.4. Let A := EndT (S) and suppose that A is a τ-tilting finite algebra
with n+1 simple modules. Set ∆ := ∆(T , S). Then, the following statements hold:
(a) If n ≥ 1, then the simplicial complex ∆ is shellable.
(b) The geometric realization of ∆ is homeomorphic to an n-dimensional sphere.
(c) If n ≥ 2, then ∆ is simply connected.
We reformulate a special case of results of Danaraj and Klee [DK74] in our
context (see also [Ung99]):
Theorem 5.5. after [DK74, Props. 1.1 and 1.2] A geometric realization of a
finite non-branching shellable simplicial complex that is pure of dimension n is
homeomorphic to an n-dimensional ball or to an n-dimensional sphere.
Proof of Theorem 5.4. (a) Let n ≥ 1. Choose an ordering α0 ≺ α1 ≺ · · · ≺ αk of
∆max such that M(αi) < M(αj) implies αi ≺ αj . We need to show that for each
0 ≤ j ≤ k − 1 the simplicial complex ∆(αj) is pure of dimension n− 1.
The case j = 0 is obvious, so let 1 ≤ j ≤ k − 1. First, observe that every
simplex of ∆(αj) has codimension at least 1 in ∆ for it must be properly contained
in αj . Hence, to show that ∆(αj) is pure of dimension n− 1 it is sufficient to show
that every simplex of ∆(αj) is contained in a simplex of ∆(αj) of codimension
1 in ∆. Indeed, let β ∈ ∆(αj) and M(αℓ) be the smallest two-term presilting
complex having M(β) as a direct summand (see [AIR14, Prop. 2.9] and use the
bijection given in Theorem 2.7(b)). We have M(αℓ) 6= M(αj) since β ⊂ αk for
some k < j. Hence M(αℓ) < M(αj) and, by the choice of the ordering, we have
ℓ < j. By Theorem 3.1 (and using the bijection given in Theorem 2.7(b)) there
exists M ∈ 2S -presiltT obtained by mutation from M(αj) and such that M(αℓ) ≤
M < M(αj). Then, because of the choice of the ordering of ∆
max, there existm < j
such that σ(M) = αm. Hence, the codimension 1 simplex αm ∧ αj is contained in
∆(αj) and we have β ∈ (αm ∧ αj). The claim follows. This shows that α1, . . . , αk
is a shelling of ∆.
(b) If n = 0, then sτ -tiltA = {0, A}, hence Theorem 2.7(b) implies that 2S -siltT =
{ΣS, S}. Therefore the geometric realization of ∆ consists of two points and hence
it is homeomorphic to a 0-dimensional sphere.
Let n ≥ 1. By Theorem 5.2 and part (a) we have that ∆ is a finite non-branching
shellable simplicial complex of pure dimension n. So, by Theorem 5.5, the geometric
realization of ∆ is homeomorphic to an n-dimensional ball or to an n-dimensional
sphere. As moreover, again by Theorem 5.2, ∆ has empty boundary, we deduce
that the geometric realization of ∆ is actually homeomorphic to an n-dimensional
sphere. The last claim then follows. 
Let ∆ be a pure simplicial complex. We construct a free groupoid with set of
objects ∆max as follows: Let α, β ∈ ∆max. If the intersection α∧β is a simplex of ∆
of codimension 1, then there is a pair of mutually inverse isomorphisms ϕα,β : α→ β
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and ϕβ,α : β → α. which we call mutations. By definition, morphisms in ∆max are
given by finite compositions of mutations.
A cycle is a sequence of mutations of the form.
µ : α = α0 α1 · · · αk−1 αk = α
µ1 µ2 µk−1 µk
We say that µ is a cycle of rank N if
∧k
i=0 αi is a simplex of codimension N in ∆.
With some abuse of terminology, we say that a cycle is generated by cycles of rank
N if it belongs to the normal subgroupoid of ∆max generated by all the cycles of
rank N .
Theorem 5.6. Let ∆ be a shellable simplicial complex which is pure of dimension
n and such that ∆max is connected as a groupoid. Then, the subgroupoid of ∆max
generated by all cycles coincides with the subgroupoid generated by all the cycles of
rank 2.
Proof. Fix a shelling (∆max,) of ∆max and let
µ : α = α0 α1 · · · αk−1 αk = α
µ1 µ2 µk−1 µk
be a cycle. Without loss of generality, we can assume that two subsequent mutations
are not inverse of each other.
First, suppose that α is the least element in (∆max,). Let αi be the greatest
element in the set {α0, α1, . . . , αk} and t be the number of times it appears in µ. We
shall proceed by induction on (αi, t) ∈ (∆max,)× (N,≤) ordered lexicographically.
If α0 = αi, then k = 0 so the result is trivial in this case. Suppose otherwise that
α0 6= αi. Then the intersection δ := αi−1 ∧αi ∧αi+1 is a simplex of codimension 2
in ∆. We claim that there exist a simplex β ∈ ∆max such that there exist increasing
sequences of mutations ξ : β → αi−1 and ζ : β → αi+1 such that all the maximal
simplices involved in ξ and ζ contain δ.
Indeed, let ξ′ : β′ → αi−1 and ζ′ : β′′ → α be increasing sequences of mutations
such that all the maximal simplices involved in ξ′ and ζ′ contain δ. Such sequences
exist as we can take β′ = αi−1 and β
′′ = αi+1. Without loss of generality, we
suppose that β′′ ≺ β′, hence δ is contained in
∆(β′) := β′ ∧
 ∨
ε≺β′
ε
 .
Since ∆(β′) is pure of dimension n− 1, there exist a simplex σ ∈ ∆(β′)max, which
then has codimension 1 in ∆, such that δ ⊂ σ. Next, let γ ∈ ∆max be such that
σ ⊂ γ and γ ≺ β′. Since σ ⊂ (β′ ∧ γ), there exist a mutation ν : γ → β′. Also,
given that δ ⊂ γ, we obtain a new sequence of mutations νξ′ such that all simplices
involved contain δ. Finally, as (∆max,) is a well order, this process must terminate.
This proves the existence of the required sequences of mutation ξ and ζ.
Let ν = µ1µ2 · · ·µi−1 and η = µi+2 · · ·µk−1µk. It follows that
µ = νµiµi+1η = (νξ
−1ζη)(η−1ζ−1ξµiµi+1η).
Note that, by construction, all the simplices in νξ−1ζη are smaller or equal than αi,
and that αi appears t− 1 times in this cycle. Hence, by the induction hypothesis,
νξ−1ζη is in the normal subgroupoid of ∆max generated by the cycles of rank 2.
Next, ζ−1ξµiµi+1 is a cycle of rank 2, for all the maximal simplices involved contain
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the codimension 2 simplex δ. Hence µ is generated by cycles of rank 2. This finishes
the proof in the case where α is the least element in (∆max,).
If α is not the least element in (∆max,), let α′ be the least element and choose
a sequence of mutations ρ : α′ → α. Then, by what we have shown above, the
sequence of mutations ρµρ−1 is generated by cycles of rank 2, so the result holds
also in this case. 
6. g-vectors of two-term silting objects
Two-term silting complexes in Kb(projA) for a finite dimensional algebra A have
been studied in representation theory by a number of authors, e.g. [HKM02, DF15,
AIR14]. They have a numerical invariant called g-vectors, and in this section we
study further combinatorial properties of g-vectors in more general triangulated
categories. Our treatment in this section follows closely that of [DK08].
6.1. Basic properties. Throughout this section, we fix an arbitrary field K and
a K-linear, Hom-finite, Krull-Schmidt triangulated category T with a basic silting
object S = S1 ⊕ · · · ⊕ Sn, and let A := EndT (S). Recall from Theorem 2.7 that we
have a bijection 2S -siltT → sτ -tiltA and that K0(T ) has basis [S1], . . . , [Sn].
Definition 6.1. For an objectM ∈ T , we define the following numerical invariants:
(a) The g-vector of M with respect to S is the integer vector gMS =
⊤(g1, . . . , gn)
where
[M ] =
n∑
i=1
gi[Si]
in K0(T ).
(b) Suppose thatM =M1⊕· · ·⊕Mn is a basic silting object in T . The G-matrix
of M with respect to S is the integer matrix G(S,M) :=
[
gM1S | · · · | g
Mn
S
]
.
The following observation follows easily from the definitions.
Proposition 6.2. Let L = L1 ⊕ · · · ⊕ Ln and M =M1 ⊕ · · · ⊕Mn be basic silting
objects in T . The following identities hold:
(a) G(S,L) = G(S,M)G(M,L).
(b) G(S,M)G(M,S) = G(M,S)G(S,M) = 1n.
Proof. The first identity follows since the matrix G(S,M) gives the basis change in
K0(T ) from {[S1], . . . , [Sn]} to {[M1], . . . , [Mn]}. The second identity now follows.

We remind the reader that a subset X of
⊕n
i=1 Z[Si] is sign-coherent if for all
x, y ∈ X with decompositions
x =
n∑
i=1
xi[Si] and y =
n∑
i=1
yi[Si]
and all i ∈ {1, . . . , t}, we have that xi and yi are both non-positive or both non-
negative. The following property has been of interest in (cluster-)tilting theory, see
for example [HU05, Lemma 1.2], [AI12, Lemma 2.25] and [DK08, Prop. 2.17].
Proposition 6.3. Let M ∈ (addS) ∗ (addΣS) be such that T (M,ΣM) = 0, and
S′
u
−→ S′′ →M → ΣS′ be a triangle in T such that S′, S′′ ∈ addS and u is a radical
morphism. Then S′ and S′′ have no non-zero common direct summands.
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As an immediate consequence we have the following result, which is given in
[Pla13, Lemma 2.10] and also in [CILFS15, Thm. 8.1] in a more general setting.
Theorem 6.4. The set {gM1S , . . . , g
Mn
S } is sign-coherent.
We now study the relation between the partial order on 2S -siltT and their G-
matrices.
The following observation for a finite dimensional algebras A over an arbitrary
field K justifies the importance of g-vectors. It generalizes some results which are
known when K is algebraically closed.
For M ∈ modA, we denote gM := gPA where P is a minimal projective presen-
tation of M . For M,N ∈ modA, we write gM ≥ gN if gM − gN has non-negative
coefficients.
Theorem 6.5. Let A be a finite dimensional algebra over an arbitrary field K and
M and N be τ-rigid A-modules. Then, the following statements hold:
(a) If gM = gN , then M ∼= N .
(b) If K is infinite and gM ≥ gN , then there is a surjective morphism M → N .
First we give a proof when K is algebraically closed.
Proof of Theorem 6.5 when K is algebraically closed. It suffices to prove (b). Let
P1
a
−→ P0 → M → 0 and Q1
b
−→ Q0 → N → 0 be minimal projective presentations
for M and N . Thus gM = [P0] − [P1] and gN = [Q0] − [Q1]. The group G :=
AutA(P1)×AutA(P0)op acts on HomA(P1, P0), and the orbit Ga is open and dense in
HomA(P1, P0) with respect to Zariski topology by a Voigt-type Lemma (e.g [Pla13,
Lemma 2.16]). Similarly G′ := AutA(Q1)×AutA(Q0)
op acts on HomA(Q1, Q0), and
the orbit G′b is open and dense in HomA(Q1, Q0) with respect to Zariski topology.
By our assumption, there exist a split epimorphism p : P0 → Q0 and a split
monomorphism i : P1 → Q1. Now consider maps
π : HomA(P1, P0)→ HomA(P1, Q0) π(f) = fp,
π′ : HomA(Q1, Q0)→ HomA(P1, Q0) π
′(g) = ig
which are surjective by our choice of p and i. It is enough to show that π(Ga) ∩
π′(G′b) is non-empty since elements g ∈ G and g′ ∈ G′ satisfying π(ga) = π′(g′b)
give a commutative diagram
P1 P0
Q1 Q0
ga
i p
g′b
and hence we have a surjective morphism M = Coker(ga)→ Coker(g′b) = N .
Since Ga is a dense subset of HomA(P1, P0) and π is surjective, we have that
π(Ga) is a dense subset of HomA(P1, Q0). On the other hand, by Chevalley’s
Theorem [Har77, Ex. II.3.19], π(Ga) is a constructible subset of HomA(P1, Q0):
π(Ga) = C1 ∪ · · · ∪ Cℓ for locally closed subsets C1, . . . , Cℓ. Since
HomA(P1, Q0) = π(Ga) = C1 ∪ · · · ∪ Cℓ
holds and HomA(P1, Q0) is irreducible, HomA(P1, Q0) = Ci holds for some i. Then
Ci is an open subset of HomA(P1, Q0), and in particular π(Ga) contains an open
dense subset of HomA(P1, Q0).
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By the same argument, π′(G′a) contains an open dense subset of HomA(P1, Q0).
Consequently we have π(Ga) ∩ π′(G′b) 6= ∅. 
For a general case, we need the following observations which are of independent
interest:
Proposition 6.6. We consider a field extension K ⊂ L, A := L⊗K A and (−) :=
L ⊗K − : modA → modA the canonical functor. Then, the following hold for
A-modules M and N :
(a) HomA(M,N) = HomA(M,N) := L⊗K HomA(M,N), where λ⊗ f ∈ L⊗K
HomA(M,N) is identified with λf ∈ HomA(M,N).
(b) RadA(M,N) ⊆ RadA(M,N).
(c) gM = gM where gM is the g-vector of M as a A-module and gM is the image
of gM by the canonical map K0(projA)→ K0(projA) induced by P 7→ P .
(d) τM = τM . So M is τ-rigid if and only if M is.
(e) If N ∈ FacM then N ∈ FacM .
Proof. We fix a minimal projective resolution · · · → P2
u2−→ P1
u1−→ P0 →M → 0.
(a) We get that P 1 → P 0 → M → 0 is exact with P 1 and P 0 projective and
therefore 0→ HomA(M,N)→ HomA(P 0, N)→ HomA(P 1, N) is also exact. By a
similar argument, we get that 0→ HomA(M,N)→ HomA(P0, N)→ HomA(P1, N)
is also exact. For i = 0, 1, as Pi is projective, it is clear that HomA(Pi, N) =
HomA(P i, N). So HomA(M,N) = HomA(M,N).
(b) It is an immediate consequence of the following characterisation of the radical:
RadA(M,N) =
{
f ∈ HomA(M,N) | ∀g : N →M, (fg)
dimM = 0
}
.
(c) As the ui are radical morphisms, the ui are also radical so
· · · → P 2
u2−→ P 1
u1−→ P 0 →M → 0 (6.1)
is a minimal projective resolution. Hence gM = gM .
(d) Using τ = DTr where Tr is the transpose and (6.1), it is clear.
(e) We construct an exact sequence of K-vector spaces
M ⊗K HomA(M,N)
α
−→ N → C → 0
where α is the evaluation map. Then applying L⊗K−, we obtain the exact sequence
M ⊗L HomA(M,N)
α
−→ N → C → 0.
As N ∈ FacM , we deduce C = 0 so C = 0. Therefore, N ∈ FacM . 
Now we are ready to complete a proof of Theorem 6.5.
Proof of Theorem 6.5. Let L = K be an algebraic closure of K. By Proposi-
tion 6.6(d), M and N are τ -rigid A-module.
Let us now prove (a). As gM = gN , we get gM = gN by Proposition 6.6(c). So,
using (b) for the K-algebra A, we get that M ∼= N . So, using Proposition 6.6,
RadA(M,N) ⊆ RadA(M,N) ( HomA(M,N) = HomA(M,N)
and, by consequence, RadA(M,N) ( HomA(M,N). Therefore, M ∼= M ′ ⊕X and
N ∼= N ′ ⊕ X for some M ′, N ′, X ∈ modA with X 6= 0, and gM
′
= gN
′
. By an
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induction on the number of indecomposable direct summands of M , we get that
M ′ ∼= N ′ hence M ∼= N .
Finally, we prove (b) when K is an infinite field. As gM ≥ gN , using Propo-
sition 6.6(c), we get gM ≥ gN so there is an epimorphism f : M → N . As
HomA(M,N) = HomA(M,N), we can write f =
∑n
i=1 λifi for some λi ∈ K and
fi ∈ HomA(M,N). As HomA(M,N) can be embedded in the space of dimM ×
dimN matrices and f is an epimorphism, there exists a maximal minor ∆ such that
∆(f) 6= 0. We consider the polynomial R ∈ K[ti]1≤i≤n defined by R(t1, . . . , tn) =
∆(
∑n
i=1 tifi). As R(λ1, . . . , λn) 6= 0, we get that R 6= 0. Hence, as K is infi-
nite, there exist µ1, . . . , µn ∈ K such that R(µ1, . . . , µn) 6= 0, hence
∑n
ı=1 µifi ∈
HomA(M,N) is surjective. 
LetM =M1⊕· · ·⊕Mt be a basic object in T . We write K0(T )R := K0(T )⊗ZR
and denote the cone spanned by {[M1], . . . , [Mt]} in K0(T )R by C(M). For exam-
ple, C(S) coincides with the positive cone (R≥0)
n, and C(ΣS) coincides with the
negative cone (R≤0)
n. The following result, which is analogous to known results for
tilting modules (see [Hil06] and [AIR14, Thm. 5.5]) and cluster-tilting objects (see
[DK08, Thm. 2.3] and [Pla13]) when K is algebraically closed, follows immediately
from Theorem 6.5.
Corollary 6.7. The following statements hold:
(a) The map M 7→ gMS induces an injection 2S -siltT → K0(T ).
(b) Let M,N ∈ 2S -siltT be basic objects. Then, C(M) ∩ C(N) = C(X) where
X satisfies addX = addM ∩ addN .
In particular, cones determined by different objects in 2S -siltT intersect only at
their boundaries. Therefore, g-vectors give a natural geometric realization of the
simplicial complex ∆(T ).
Example 6.8. Let A be the algebra given by the quiver 3
y
←− 2
x
←− 1 subject to the
relation xy = 0. The geometric realization of ∆(A) in K0(A)R using g-vectors is
illustrated in Figure 6.1.
6.2. The partial order of two-term silting objects in terms of g-vectors.
In the remainder we fix a Krull-Schmidt triangulated category T with a silting
object S. We show that the Hasse quiver Q(2S -siltT ) of 2-term silting objects is
entirely determined by the geometry of their g-vectors.
We denote the interior of the cone C(S) by C(S)◦. For a subset I of K0(T )R,
we denote the subspace of K0(T )R spanned by I by span I .
Lemma 6.9. Let M ∈ 2S -presiltT . If M is not silting, then C(S)◦∩ spanC(M) =
∅.
Proof. By Bongartz completion, M is a direct summand of some N ∈ 2S -siltT .
Take a decomposition N = N1 ⊕ · · · ⊕ Nn into indecomposable direct summands
Ni, where M = N1 ⊕ · · · ⊕Nm for some m ≤ n. Since [N1], . . . , [Nn] is a basis of
K0(T ), we can write
[Si] =
n∑
j=1
gij [Nj]
for some integers gij . Then, for any j with 1 ≤ j ≤ n, we have the following.
• At least one element in {g1j , . . . , gnj} is non-zero.
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0→ P3
0→ P2
0→ P1
P3 → 0
P2 → 0
P1 → 0
P1 → P2
P2 → P1
Figure 6.1. Geometric realization of ∆(A), see Example 6.8.
Moreover, by Theorem 6.4, we have the following.
• The set {g1j, . . . , gnj} is contained in either Z≥0 or Z≤0.
Any element in C(S)◦ can be written as v =
∑n
i=1 λiSi for some λi > 0. By the
above two properties, when we express v as a linear combination of [N1], . . . , [Nn],
all the coefficients are non-zero. Therefore, if v belongs to spanC(M), then we have
M = N . Thus the assertion follows. 
Immediately we have the following observation.
Proposition 6.10. Let L ∈ 2S -presiltT with |L| = |S| − 1. Then the hyperplane
spanC(L) divides K0(T )R into a half-space containing C(S) and a half-space con-
taining C(ΣS).
Let us call the half-space containing C(S) (respectively, C(ΣS)) the positive
(respectively, negative) half-space defined by the hyperplane spanC(L).
Theorem 6.11. Let M,N ∈ 2S -siltT such that M and N are mutation of each
other. Then the following conditions are equivalent, where L ∈ T is an object
satisfying (addM) ∩ (addN) = addL.
(a) M > N (i.e. there exists an arrowM → N in the Hasse quiver Q(2S -siltT )).
(b) C(M) belongs to the positive half-space defined by spanC(L).
(c) C(N) belongs to the negative half-space defined by spanC(L).
Proof. Thanks to Proposition 6.10, it suffices to prove that (a) implies (b). Since
M and N are mutation of each other, we can write M = X ⊕L and N = Y ⊕L for
indecomposable objects X and Y . Since M ∈ 2S -siltT implies S ∈ 2Σ−1M -siltT ,
there exists a triangle
Σ−1M ′′ → Σ−1M ′
f
−→ S →M ′′ (6.2)
with M ′,M ′′ ∈ addM . Then f is a right (addΣ−1M)-approximation of S, and we
can assume that f is right minimal without loss of generality. In the rest, we will
prove that M > N implies X /∈ addM ′ and X ∈ addM ′′.
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Since M > N , the exchange triangle has the form X → L′ → Y → ΣX with
L′ ∈ addL. Applying HomT (−, S), we have an exact sequence
HomT (X,ΣS)→ HomT (L
′,ΣS)→ HomT (Y,Σ
2S) = 0.
Thus S admits a minimal right (addΣ−1M)-approximation f : Σ−1M ′ → S with
M ′ ∈ addL, and therefore the triangle (6.2) satisfies X /∈ addM ′ and hence X ∈
addM ′′.
By (6.2), we have an equality [S] = [M ′′] − [M ′]. Thus writing [S] as a linear
combination of direct summands of M in K0(T ), the coefficient of [X ] is positive.
Thus C(M) belongs to the positive half-space defined by spanC(L). 
Recall that a facet of a cone C(M) of M ∈ 2S -siltT is a face of C(M) in
codimension one.
Theorem 6.12. Let T be a triangulated category with S ∈ siltT . The Hasse quiver
Q(2S -siltT ) can be recovered in the following way.
• The vertices are the cones C(M) with M ∈ 2S -siltT .
• There is an arrow M → N if and only if the cone C(M) and C(N) are
adjacent by a facet C(L), and C(M) belongs to the positive half-space defined
by spanC(L).
Proof. Recall that, for M,N ∈ 2S -siltT , there exists an arrow between M and N
in the Hasse quiver Q(2S -siltT ) if and only if M and N are mutation of each other
if and only if the cones C(M) and C(N) are adjacent by a facet C(L). Since the
orientation of the arrow is given by Theorem 6.11, we have the assertion. 
Corollary 6.13. Let A be a τ-tilting finite algebra. Then the partial order of
support τ-tilting A-modules is entirely determined by the cones of g-vectors.
Proof. By Theorem 6.12, the Hasse quiverQ(2S -siltT ) ≃ Q(sτ -tiltA) is determined
by the cones of g-vectors. Since a partial order on a finite set is recovered from its
Hasse quiver, we have the assertion. 
We pose the following conjecture.
Conjecture 6.14. For an arbitrary finite dimensional algebra A, the partial order
of support τ -tilting A-modules is entirely determined by the cones of g-vectors.
The next result gives some information on Conjecture 6.14.
Proposition 6.15. Let T be a Hom-finite Krull-Schmidt triangulated category and
S ∈ siltT . For M,N ∈ 2S -siltT we have (a)⇒(b)⇒(c) where:
(a) N ∈ (addM) ∗ (add(ΣS)).
(b) C(N) ⊂ C(M) + C(ΣS).
(c) M ≥ N .
Similarly, we have (d)⇒(e)⇒(f) where:
(d) M ∈ (addS) ∗ (addN).
(e) C(M) ⊂ C(N) + C(S).
(f) M ≥ N .
Proof. The implication (a)⇒(b) is obvious.
(b)⇒(c) The condition C(N) ⊂ C(M) + C(ΣS) implies gM
′
≥ gN for some
M ′ ∈ addM . Let A := EndT (S). We consider the support τ -tilting A-modules
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X , X ′ and Y corresponding to M , M ′ and N . Using Proposition 6.6 for L = K,
we obtain gX
′
≥ gY . Thus, by Theorem 6.5, we get Y ∈ FacX so Y ∈ FacX by
Proposition 6.6(e). Therefore M ≥ N . 
Note that the conditions in Proposition 6.15 are not equivalent in general, as
shown by the following example.
Example 6.16. Let A be the preprojective algebra of type A3. In this case, if
M > N is a mutation in sτ -tiltA, then C(N) ⊂ C(M)+C(ΣA) holds except in the
following case (up to permutation of 1 and 3).
Let M and N be support tau-tilting A-modules M = [ 12 ] ⊕ [
2
1 ], and let N =
[ 12 ]⊕S1. ThenM > N holds, but the cone C(N) is not contained in C(M)+C(ΣA).
In fact, C(N) is a non-negative linear combination of [P1] − [P3], [P2] − [P3] and
−[P3]. Therefore [S1] = [P1] − [P2] does not belongs to C(M) + C(ΣA) since the
coefficient of [P3] in [S1] is 0.
6.3. Applications. In this subsection, we use g-vectors to classify all two-term
silting complexes for two specific finite dimensional algebras. Our method is based
on the following consequence of Corollary 6.7: If we have a set of two term silting ob-
jects such that the union of the corresponding cones is dense in R⊗ZK0(K
b(projA)),
then it coincides with sτ -tiltA.
Let A be the basic finite dimensional symmetric algebra whose Gabriel quiver is
the quiver
1 2
y
x
y
x
with relations xy = yx and x2 = y2 = 0. Since A is a symmetric algebra, every
silting complex is a tilting complex.
Let A = X0 ⊕X1 so that gX0 =
(
1 0
)
and gX1 =
(
0 1
)
. For each i ∈ Z there
exists an indecomposable two-term presilting complex Xi ∈ K
b(projA) such that
gXi =
(
1− i i
)
and
µ−w(A) =
{
Xi ⊕Xi+1 if w = · · · 2121 has length i ≥ 0,
X−i ⊕X1−i if w = · · · 1212 has length i ≥ 0.
Thus Q(2 -siltA) has a connected component
X1 ⊕X2 X2 ⊕X3 X3 ⊕X4 · · ·
A = X0 ⊕X1
X−1 ⊕X0 X−2 ⊕X−1 X−3 ⊕X−2 · · ·
(6.3)
Similarly, for each i ∈ Z there exists an indecomposable two-term presilting object
Yi ∈ K
b(projA) such that
gYi =
(
i − 1 −i
)
satisfying ΣA = Y0 ⊕ Y1 and
µ+w(ΣA) =
{
Yi ⊕ Yi+1 if w = · · · 2121 has length i ≥ 0,
Y−i ⊕ Y1−i if w = · · · 1212 has length i ≥ 0.
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Thus 2 -siltA has a connected component
· · · Y−3 ⊕ Y−2 Y−2 ⊕ Y−1 Y−1 ⊕ Y0
Y0 ⊕ Y1 = ΣA
· · · Y3 ⊕ Y4 Y2 ⊕ Y3 Y1 ⊕ Y2
(6.4)
The g-vectors of associated to the two-term silting complexes above are plotted in
the following picture of K0(K
b(projA)) ∼= Z[X0]⊕ Z[X1]:
X0 X1 X2 X3 · · ·X−1X−2· · ·
Y0Y1Y2Y3· · · Y−1 Y−2 · · ·
(6.5)
Theorem 6.17. The quiver Q(2 -siltA) has precisely two connected components
given by (6.3) and (6.4).
Proof. It readily follows from the above discussion that the union of the cones
associated to the two-term silting complexes Xi ⊕ Xi+1, Yi ⊕ Yi+1 is dense in
R ⊗Z K0(K
b(projA)), see (6.5). By Corollary 6.7, there are no other two-term
silting complexes of A. 
Now we consider a different algebra, studied originally in [LF09, Ex. 35]. Let B
be the Jacobian algebra of the quiver with potential (Q,W ) where Q is the quiver
1
2
3
yy
y
xx
x
and W = x3 + y3 − (xy)3. Equivalently, B = KQ/I where I is the ideal generated
by the following relations:
x2 = yxyxy
y2 = xyxyx
x2y = xy2 = y2x = yx2 = 0.
It is shown in [NC12] that Q(2 -siltB) has the following connected component
which is a 3-regular tree:
B
µ−1 B µ
−
2 B µ
−
3 B
µ−31B µ
−
21B µ
−
12B µ
−
32B µ
−
23B µ
−
13B
(6.6)
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and that the closure of the union of the cones of two-term silting complexes in this
connected component is {(x, y, z) ∈ R3 | x + y + z ≥ 0}. It follows by symmetry
that Q(2 -siltB) also has the following connected component:
µ+31B µ
+
21B µ
+
12B µ
+
32B µ
+
23B µ
+
13B
µ+1 B µ
+
2 B µ
+
3 B
B
(6.7)
where we write B := ΣB to save space. In this case, the closure of the union of
the cones of two-term silting complexes in this connected component is {(x, y, z) ∈
R3 | x+ y + z ≤ 0}.
The following result can be proven analogously to Theorem 6.17.
Theorem 6.18. The quiver Q(2 -siltB) has precisely two connected components
given by (6.6) and (6.7).
6.4. Connection to cluster-tilting theory. Let C be a K-linear, Hom-finite,
Krull-Schmidt, 2-Calabi-Yau triangulated category with a basic cluster-tilting ob-
ject T = T1⊕ · · ·⊕Tn. We remind the reader that we have C = addT ∗ addΣT , see
for example [KR07, Sec. 2.1]. We denote the set of isomorphism classes of basic
cluster-tilting objects in C by c-tiltC.
We note that in general the indecomposable direct summands of T do not form
a basis of the Grothendieck group of C. Thus, we consider the split Grothendieck
group K⊕0 (T ) of the additive category addT . That is, K
⊕
0 (T ) is the quotient of the
free abelian group generated by the isomorphism classes of objects in addT by the
subgroup generated by all elements of the form
[T ′ ⊕ T ′′]− [T ′]− [T ′′].
Thus we have K⊕0 (T ) = Z[T1]⊕ Z[T2]⊕ · · · ⊕ Z[Tn].
Let M ∈ C. There exists a triangle
T 1 → T 0
f
−→M → ΣT 1 (6.8)
such that T 0, T 1 ∈ addT and f is a minimal right (addT )-approximation. The
index of M with respect to T is defined by
indT (M) := [T
0]− [T 1] ∈ K⊕0 (T ).
Dually, consider a triangle M
g
−→ Σ2(0T ) → Σ2(1T ) → ΣM with 0T, 1T ∈ addT
and g is a minimal left (addT )-approximation. The coindex of M with respect to
T is defined by
coindT (M) := [0T ]− [1T ] ∈ K⊕0 (T ).
Note that we have coindT (M) = − indT (Σ−1M)
Let M = M1 ⊕ · · · ⊕ Mn ∈ c-tiltC. The G-matrix of M with respect to T is
the integer matrix G(T,M) := [gM1T | · · · | g
Mn
T ] where g
Mi
T is the column vector
corresponding to indT (Mi) in the ordered basis {[T1], . . . , [Tn]}. Similarly, we define
the C-matrix of M with respect to T using coindices, and denote it by C(T,M).
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Let A := EndC(T ). Recall from [KR07, Prop. 2(c)] that the functor HomC(T,−) : C →
modA induces an equivalence of categories
F : C/[ΣT ] modA∼
where [ΣT ] is the ideal of C of morphisms that factor through addΣT . Moreover,
it is shown in [AIR14, Thm. 4.1] that F induces a bijection
c-tiltC sτ -tiltAF (6.9)
given by M = (X ⊕ ΣT ′) 7→ (FX,FT ′) where ΣT ′ satisfies addM ∩ addΣT =
addΣT ′ and X has no indecomposable direct summands in addΣT . Therefore,
using Theorem 2.7(b) we deduce that the map M = X ⊕ ΣT ′ 7→ ΣFT ′ ⊕ P (FX)
where P (FX) is a minimal projective presentation of the A-module FX induces a
bijection
c-tiltC 2 -siltA.
(˜−)
(6.10)
Theorem 6.19. Let M ∈ c-tiltC. The following identities hold:
(a) G(T,M) = G(A, M˜).
(b) C(Σ−2M,T ) = G(M˜,A).
Proof. Part (a) is clear, since by definition a two-term complex in Kb(projA) belongs
to addA ∗ add(ΣA).
(b) Let
T
f
−→M ′
g
−→M ′′
h
−→ ΣT (6.11)
be a triangle in C where f is a minimal left (addM)-approximation. It follows from
the minimality of f that M ′ has no indecomposable direct summands in addΣT .
Moreover, since M is rigid, h is a right (addM)-approximation and we can write
M ′′ = Y ⊕ (ΣT ′) where ΣT ′ satisfies addM ∩ addΣT = addΣT ′ and Y has no
indecomposable direct summands in addΣT . It follows from the bijection (6.9)
that (FM,FT ′) is a support τ -tilting pair of A-modules. In addition, applying F
to the triangle (6.11) yields an exact sequence
A
Ff
−−→ FM ′
Fg
−−→ FY → 0
where Ff is a minimal left (addFM)-approximation.
On the other hand, let M˜ ∈ 2 -siltA be the silting complex corresponding to M
via the bijection (6.10). Let
A
α
−→ M˜ ′
β
−→ M˜ ′′
γ
−→ ΣA (6.12)
be a triangle in Kb(projA) such that α is a minimal left (add M˜)-approximation.
As above, we may write M˜ ′′ = Y˜ ⊕ ΣP where ΣP satisfies add M˜ ∩ addΣA =
addΣP and Y˜ has no indecomposable direct summands in addΣA. Taking 0-th
cohomomology of the triangle (6.12) we obtain an exact sequence
A
H0(α)
−−−−→ H0(M˜ ′)
H0(β)
−−−−→ H0(Y˜ )→ 0
where H0(α) is a minimal left (addFM)-approximation (note that FM ∼= H0M˜
by construction). It follows that FM ′ ∼= H0(M˜ ′) and FY ∼= H0(Y˜ ).
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Finally, since kerF = addΣT and kerH0(−)|addA∗add(ΣA) = addΣA , by compar-
ing summands in the triangles (6.11) and (6.12) we deduce that coindΣ
−2M (T ) =
[Σ−2M ′] − [Σ−2M ′′] ∈ K⊕0 (M) and [A] = [M˜
′] − [M˜ ′′] ∈ K0(K
b(projA)) have the
same coordinates. 
We obtain a new proof of the following result in cluster-tilting theory, see for
example [Nak11, Thm. 4.1 and Rmk. 4.2].
Corollary 6.20. If M is a cluster-tilting object in C, then
C(Σ−2M,T )G(T,M) = G(T,M)C(Σ−2M,T ) = 1n.
Proof. By Proposition 6.2 and Theorem 6.19 we have
C(Σ−2M,T )G(T,M) = G(M˜,A)G(A, M˜) = 1n. 
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