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1. INTRODUCTION AND SWMARY 
We shall consider the linear differential system: X’ = A(t) X, where 
x’ = dX/dt, and A(t) is an 71 x n matrix of complex-valued f nctions f the 
real variable t, and the domain of A(t) is usually taken to be the nonnegative 
real ine. The matrix X(t) is always assumed to be a fundamental solution 
matrix and therefore is nonsingular. Fo  convenience we usually set X(0) = I, 
the n x n identity matrix. Inthis paper we shall be concerned with the 
representation of X(t) as: 
X(t) = fi exp l+(t) 
1 
with each &(t) being an n x n matrix, and with the restriction hatB,(t) 
should have the same continuity anddifferentiability properties that X(t) 
has. 
To this end, we choose a particular ogarithm ofX(t) defined interms 
of a power series inX(t). It is then easy to show sufficient co ditions for
X(t) to have a continuous, or continuously differentiable, logarithm. We 
find asimpler p oof or the known result that every fundamental m trix X(t) 
can be represented in the form: X(t) = @ct) -X(t,,) for some continuous 
matrix B(t) defined insome neighborhood f any arbitrarily chosen point o
in the domain of X(t). In addition, if B(t) is chosen so that B(t,) = 0, then 
it is the unique continuous matrix with that property, andif A(t) is continuous 
then B(t) is continuously differentiable n that neighborhood of to . This 
uniqueness property seems to have been overlooked by previous investigators. 
We then prove that if A(t) is analytic, a fundamental solution matrix X(t) 
* This material istaken from Part I of the authors dissertation (see Ref [I]), done in 
partial fulfillment of he requirements for the degree of Doctor of Philosophy at the 
Stevens Institute ofTechnology, Hoboken, New Jersey. 
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has the representation: X(t) = exp r,” A(s) ds only if A(t) and Ji A(s) ds 
commute. More precisely, in Theorem 4 we actually prove ageneralization 
of this by extending the theorem to include matrices A(t) which are not 
necessarily coatinuous and to indefinite ntegrals B(t) of A(t) where 
B(t) = C + & A(u) du, but these xtensions areachieved atthe expense of 
placing certain restrictions on the eigenvalues of B(t). This theorem is 
believed to be new. Also believed to be new are theorems showing that when 
X(t) is Hermitian italways has an exponential representation but this implies 
that A(t) is Hermitian o ly when A(t) commutes with its integral. A so, if 
X(t) is unitary ithas an exponential representation at least so long as its 
eigenvalues arebounded away from -1. 
The foregoing theorems permit us to examine aquestion raised recently 
by Wei and Norman [2] concerning the representation of X(t) as a finite 
product of exponentials. If A(t) is continuous for all t> 0, and if X(t) 
satisfies thesystem: X’ = -4(t) X,X(0) = I then X(t) can be written: 
X(t) = eiH1lt) * eHz”) for all t2 0 where H,(t) and H,(t) are self-adjoint, 
H,(t) is continuously differentiable everywhere, andH,(t) is continuously 
differentiable at least olong as it has no eigenvalues of +r. If H,(t) does have 
eigenvalues which are outside ofthe interval (-rr, n) at some point , then 
we can prove only that he principal v ue of H,(t) is continuously differenti- 
able at t, . [The principal v ue of ZS1 is obtained bychoosing every eigenvalue 
Bi of Hr to be in the interval (-rr, n).] In the final theorem of the paper 
we show that we can always write: X(t) = U(t) *T(t), where each term is 
continuously differentiable and U(t) = eiH3u) isunitary soHs(t) is subject 
to the same restrictions just mentioned for H,(t). The matrix T(t) is triangular, 
so by a theorem of Wei and Norman [2], it can be represented by afinite 
product of exponentials. 
2. DEFINITIONS 
All (column) vectors x = (x1 ,xa ,..., 3~ ) are in a unitary space Im with 
the scalar p oduct: (x, y) = x: Eiyi and norm 1 x 1 = ((x, ~))l/~. If A is 
an operator Vn we define the norm of A as: 11 A 11 = SU~~,,-~ {I Ax I}. For 
every such operator we assume abasis is specified so we identify theoperator 
with its matrix representation and use the same symbol for each. The 
statement that amatrix A(t) is continuous or differentiable meansthat every 
a,,j(t) in A(t) is such. If A and B are rr x n matrices, we use the symbol 
[B, A] to denote the Lie Bracket or Lie Product: [B, A] = BA - AB. 
When convenient, we also consider the matrix [B, A] to be the result 
of an operator adB on the space of n x n matrices, so we also have: 
adBA = BA - ,4B. The symbol A* = (A)= will denote the adjoint ofA. 
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3. EXPONENTIAL REPRESENTATION THEOREMS 
When we write X = & or, alternatively, X = exp A, it is understood 
that A is an n x n matrix and X is the matrix defined bythe power series 
&A”, 
n=O n! 
with A0 = I, 
in accordance with the usual convention. It iswell known that such a matrix 
X exists when the elements aisj of A are any given complex numbers. 
Similarly, for each analytic functionf(h), we define the matrix B = f(A) to be 
the matrix obtained bysubstituting A for X in the power series for f(A) 
whenever every eigenvalue of A lies within the circle ofconvergence off(A) 
([3], p.113). It follows that cos A and sin A are well defined and we have 
etA = cos A + i sin A. Furthermore, whenever A = A(t) is continuous 
(differentiable) on an interval T, then eAo), eiAu), cos A(t), and sin ,4(t) 
are each continuous (differentiable) on th  interval T. Treatment of the 
inverse functions however is somewhat more difficult. We proceed in the 
following fashion. 
DEFINITION. If X is any nonsingular n x n matrix, then log X will 
indicate any matrix A such that X = 8, and we call log X a logarithm of X. 
It is well known that log X is not uniquely defined. 
DEFINITION. If X is any nonsingular n x n matrix, n > 1, we define 
In X by the series 
In x = f q!2 (X -I)‘” 
1 
whenever it exists. It is well known that it exists when I] X - III < 1, and 
whenever it exists itsatisfies the relations: exp(ln X) = X = ln(exp X). 
DEFINITION: If X is anonsingular n X n matrix, let Ln X = ln(ecX) - C 
whenever there xists a matrix C such that ln(Xec) exists and [X, C] = 0. 
Note that when an Ln X does exist, itis not unique. Inthis paper we use 
only matrices C of very simple form and the more general question concerning 
the existence of asuitable C for every nonsingular X emains open. 
A simple but important relationship w ch we shall often use without 
explicit mention we now state as: 
LEMMA 1. Let A and B be my two n x n matrices such that AB = BA. 
Then : 
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We omit the proof. The details may be found in a number of texts, (e.g., 
Bellman [4], p. 167). 
As may be expected, when an Ln X exists for some S, it will be a logarithm 
of X. We now state this formally. 
LEMMA 2. Let X be a nonsingular m trix and for some matrix C let 
ln(ecX)exist w thXC = CX. Then Ln X = In eCX - C is a logarifhm of X. 
The proof ollows easily from the fact that eCis apower series inC and can 
be written asa polynomial in C of degree less than , so the details will be 
omitted. 
The class of matrices X for which In X exists, is properly included in
the class of matrices Y for which an Ln Y exists. In particular when X is 
nonsingular andnormal, an Ln X always exists although InX may not, 
e.g., ifX has a real negative eigenvalue no In X exists. 
LEMMA 3. In the one-dimensional case,if X is nonsingular, thenLn X 
exists. From this it follows that Ln X exists for every nonsingular normal matrix 
X. 
Proof. In this case, X is merely acomplex number, so we set X = reie 
with Y and 8 real numbers and -7r < 0 < rr. 
Now set C = c1 + ic, where we choose c1 to be the real number such 
that e@l = Y, and we choose cp to be any real number such that 10 + c2 1 < &. 
Then 
where~=8+c,and~~~<~~.Then~ei~-l~<l,sotheseriesfor 
ln(ec * X) converges. Hence Ln X exists. 
If X is any normal nonsingular m trix there xists a unitary matrix c’ 
such that X = UDU*, where D is the diagonal Jordan Canonical Form 
of X. As D is a direct sum of nonsingular one-dimensional matrices itis 
clear that here xists a diagonal matrix ksuch that ek = D so Ln D exists 
and the existence of Ln X follows easily. Q.E.D. 
Our principal interest at the moment, however, is the determination 
of conditions sufficient to ensure that a matrix X has a continuous or
continuously differentiable logarithm. 
THEOREM 1. Let X(t) be continuous andnonsingular on an interval T,
and let C = C(t) be a continuous bounded matrix on T such that CX = XC 
and I/ eCX - I Ij < h < 1, for all tin T. Then X(t) has a continuous logarithm 
A(t), and if X(t) and C(t) have bounded continuous derivatives th no has .4(t). 
Proof. Set A(t) = ln(ec * X) - C, where X = X(t) and C = C(t). 
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We know from Lemma 2 that A(t) is a logarithm ofX(t) and from 
11 ecX - III < k < 1, that ln(ecX) exists. Then the continuity of A(t) 
follows easily from the uniform convergence of 
II ln(eCX)II d F $ II eCX - I IIn < F F . 
The continuity andboundedness ofthe derivative A’(t) may be shown 
similarly. Q.E.D. 
Most of our work will center a ound mattices which are ither continuous 
or continuously differentiable. Many intermediate situations, however, can 
be handled with only a slight amount of additional work. 
For example, bymaking use of the fact that absolutely continuous f nctions 
are differentiable almost everywhere ([.5], p. 183, it is not difficult to prove 
the following. 
COROLLARY. If X(t) is absolutely continuous and nonsingular and 
11 X - I < k < 1 on an intervaE T, then A(t) = In X(t) is continuous n T
and is diSferentiable almosteverywhere on T. 
An important fact concerning continuous matrices is that heir eigenvalues 
are continuous over the same interval that he matrix is. As we shall use 
this property in the next heorem and in several other places later on, we state 
it formally asa lemma, omitting the proof. The wording we use is taken 
from Cesari [6]. 
LEMMA 4. If al(t), as(t) ,..., a (t), a < t < b, are complex functions f the 
real parameter t continuous at t, , then there exist n functions rl(t), rp(t),..., r,(t)
continuous at t, which satisfy the quation 
rn + a,(t)r+l  a,(t)rn-2 + .*a + a,(t) = 0. 
If al(t), a2(t),...l a (t) arecontinuous in all of (a, b), then rl(t), r2(t),..., r,(t)are 
continuous in all of (a, b). 
THEOREM 2. Let X = exp A(t) with A(t) continuous n an interval T and 
40) = 0. If there exists a continuous B(t) with B(0) = 0, [A(t), B(t)] = 0 
on T and X = exp B(t), then A(t) = B(t). 
Proof. Define C = C(t) by C = A - B; so A = B + C, and 
X = es = eB+C. From [A, B] we find [B, C]; hence 
x-lx = X-leB+C = x-l,@ .,C = ,C = I 
and C = C(t) is continuous with C(0) = 0. But eC”) = I implies that 
Ai = 1 for j = 1,2,..., n for all t>- 0, and by Lemma 4, each h,(C) is 
continuous for all t with each h,(C)(O) = 0. Hence C(t) is everywhere 
nilpotent a d
Now let P = P(t) be any matrix defined for t E T, and such that 
P-lCP = J = J(t) is the Jordan Canonical Form of C. Then the previous 
equation reduces to
I I I 
o=J+,?J”+,j”+~~~+~j”‘~ 
But J is nilpotent a dif j” contains any nonzero elements, hey can appear 
only on the Kth superdiagonal, fromwhich it is easy to see that j(t) = 0 
for all tE T. Hence C(t) = 0, so A(t) = B(t) for all t. Q.E.D. 
COROLLARY. Let X(t) = @It) for t 3 0, with d(0) = 0 and 
A(t) = ln(eK * X) - K 
continuous for ome continuous scalar matrix K = K(t). If X(t) = @It) with 
B(t) continuous for t2 0 and B(0) = 0 then B(t) = A(t). 
The proof ollows atonce from the theorem above and the commutativity 
of A and B. 
If X(t) is a differentiable m trix satisfying thesystem: S’ = A(t) X, 
X(O) = I, on some real interval including the origin, one is interested in 
determining an exponential representation for X(t) when such exists. 
Magnus [7] showed that in some neighborhood f agiven point , one could 
construct a series representation for amatrix W(t) such that X(t) = exp W(t), 
but he did not prove the convergence of the series ina given eighborhood 
nor did he discuss the uniqueness orthe differentiability of W(t). He did 
show, however, that in certain cases W(t) must fail to be differentiable for 
some t. 
By taking a different approach tothe same problem, Hill [8] proved that 
X(t) has an exponential representation on some subinterval [0,a] provided 
that c ~1 A(u)!1 du< In 2, and if A(t) is continuous then W(t) is differentiable, 
but he did not discuss the uniqueness of W(t). With what has been shown 
thus far it is now possible to give asimpler p oof of the Magnus-Hill Theorem 
and to include init a claim for the uniqueness of the exponent matrix. 
THEOREM 3. Let -4(t) bean n Y; u matrix de$ned almost everywhere on an 
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interval T and integrable on T. Let X(t) be any fundamental m trix satisfying 
the system X’ = A(t) X almost everywhere on T, then: 
(a) for every t, in T, there exists aninterval M(t,) with 
M(t,) = [to - d, , t, -t d2], dI B 0, dz > 0, d, + d, :- 0 
and there exists a unique continuous matrix B(t) differentiable a.e. on M(t,) 
and having B(t,) = 0 such that X(t) = eBcf) * X(to) for all tin M(t,). 
(b) If A(t) is also continuous, then B(t) is continuously d#erentiable on 
Wto). 
Proof. The conditions specified aresufficient to ensure that X(t) is the 
unique solution fthe system ([9], p. 67) with specified nitial conditions. 
As X(t) is the indefinite ntegral ofX’(t) it is absolutely continuous 
([IO], p.50), and as it is fundamental it is nonsingular. 
We now choose an arbitrary point t, in T, and for brevity weset X(t,,) = C. 
We shall assume first that , is not a right end-point of T. Then we have 
so 
X(t) = X(t,,) + slo X’(u) du = C + J” A(u) X(u) du; 
to 
XC-l-I= t 
F AXC-l du, - 10 
and we know that 11 XC-1 /j < exp & 11 A(u)11 du, so that 
II XC-1 - I II ~4 it 11 A II *II XC-l (I du ,< 1:. I/ A II exp 
to 
(1: 11 A I/ ds) du 
0 
G jIo & (exp jyo II AII ds) du = exp (j: II AII du) - 1. 
0 
Now ch;l;e any positive k < 1 and any d2 > 0 such that , + d, is in T 
and exp St: ‘/I A 11 du < 1 + k. Then, for all t in N(t,) = [to, to + dJ, 
we have XC-l continuous and bounded and II XC-l - I (( < k < 1, whence 
by Theorems 1and 2 there xists a unique matrix B(t) with B(t,,) = 0 such 
that X(t) C-l = esu). Therefore X(t) = eBft) * C = @ct) *X(t,) for all tin 
N(t,). Since XC-l is absolutely continuous, it follows from the corollary to 
Theorem 2 that B(t) is differentiable a.e. on N(t,). 
If to is not a left end-point ofT, the case for t in [to - dI , to] is treated 
in the same way and will be omitted. 
If A(t) is also continuous it is bounded on the closed interval M(tbj and 
from the relation X’ = A(t) X it is clear that X(t) has a continuous and 
bounded erivative, so by Theorem 1, B(t) is continuously differentiable 
on A!&). Q.E.D. 
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Although the foregoing theorem shows that any matrix X(t) satisfying 
the system X’ = A(t) X, X(0) = I has an exponential representation on 
some neighborhood of t = 0, it is not difficult to construct examples of 
solutions whose exponential representation cannot be extended tothe full 
domain of the solution. Magnus [7] showed by an indirect argument that one 
such exponential representation must fail for some t. A more straightforward 
example is the following: 
Let 
ey 1 - it) 
A(t)= [; --i ] for t > 0. 
Then the unique solution X(t) satisfying: X’ = A(t) X, with X(0) = I, is 
X(t) = [e;lf ,“tt] for all t > 0. 
Now if X(t) = eBcf) or any B whatsoever, we must have X = al + bB 
for some a = u(t), b = b(t). The eigenvalues of X(t) are if and e+ so those 
of B(t) must be i(t + 2rrk) and -i(t + 2~~2) for some integers K and m. 
Then from the system 
eit = a + ib(t + 2&), 
ecif = a - ib(t + 2mz), 
we find that b= sin t/(t + rnn + Km), so the element b,,, in B must be: 
a,,, = t(t + rnr + &)/sin t. From this it is clear that no matter how the 
integers k and m are chosen, the element b,,, must fail to be bounded for 
some t. 
If A(t) is an integrable matrix on an interval including t = 0 and 
[A(t), j-i A(u) du] = 0, th en it is well known that he system: X’ = A(t) X, 
X(0) = I, has as solution the matrix: X(t) = exp s” A(u) du. However 
there does not seem to have been any proof of tht converse, i.e., if
X(t) = exp St A(u) du is the solution of the system X’ = A(t) X, X(0) = 1, 
then A(t) muit commute with its integral. A previous attempt byHelm [II] 
to prove a theorem of this type contained anerror which invalidated his 
proof. Inaddition, hismethod depended in a fundamental way upon the 
Jordan Canonical Form of the matrix remaining invariant over the interval. 
In Theorem 4 below we show that if A(t) is analytic and if X(t) = 
exp J’” A(s) ds is the solution tothe system: X’= A(t) X, X(0) = 1, then 
[~I(t):j-~ A(u) du] = 0. If A(t) is merely continuous it till istrue that it 
must cimmute with its integral in some neighborhood of t = 0, and in 
addition, on every subinterval on which the eigenvalues of the matrix 
1’ A(u) du do not satisfy a certain transcendental equation for every tin the 
shbinterval. Thisrestriction on the eigenvalues of the integral of A(t) is so 
important that, when it is satisfied (with the other conditions remaining the 
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same), then [A(t), J”A(s) ds] = 0 with no restriction placed upon A(t) 
except integrability a&d boundedness. 
THEOREM 4. Let A(t) be bounded and integrable for t> 0 let B(t) =
C + s” A(u) du where C is some constant matrix and suppose that he matrix 
X(t) 2 eBct) satisfies th  system X’ = A(t) X, X(0) = ec, for all t> 0. Then: 
i = p2P(‘h 441 = 0 f or every t> 0 where the ezgenvalues bi = hi(t), 
n, of B(t) are such that exp(6, - bj) - (bi - bj) - 1 + 0 
except’,;; bi= bj , i, j, == 1,2 ,.,., n  
(b) If A(t) isalso continuous for all t3 0, then [B(t), A(t)] = 0 for all 
t > 0 except ossibly on an open subinterval (tl ,tz) where, for some sgenvalues 
6, and bi of B, we have bi f bj , but e(*i-*j) - (bi - bj) - 1 = 0 for all t in 
(4 9 tz)* 
(c) If A(t) is also analytic foralZ t 3 0, then [B(t), A(t)] = 0 for all 
t > 0 provided there exists any open subinterval (tl ,tz) on which the igenvalues 
hi(t) ofB(t) are such that we have e(*i-*j) - (bi - bj) - 1 = 0 for any t in 
(tl ,t2) only when bi = 6, . 
Proof. If 
X=eB=iE, 
o k! 
then 
X-1 = e-B = i (-‘)” 
0 
k! 
and 
X,=A+ BA;AB +B’A+B$B+AB’+... 
4 .*. + 
BkA + B”-lAB + ..a + BABk-’ + ABk 
(k + I)! 
++. 
Inasmuch as A(t) and B(t) are bounded for every t3 0, it is already well 
known that he series representations of X, X’, X-l and X’X-l converge 
absolutely at every t> 0, where 
AB2 AB3 AB4 -- A = X’X-l = A - AB + 2! - 3! + 4! + . . . 
+ BA+AB 2, _ BAB2T -m2 +BAB2q ;p2 _ + . . . 
. . 
+ B2A + BAB + AB2 
B2AB + BAB2 + AB2 - . . . 
3! 3! + 
+ . . . . 
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We combine the terms of this eries according to the degree of B and find 
that we have a series 
A = f P,(A, B), 
j:l 
where p,(A, B) is a polynomial of degree j - 1 in B and of the first degree 
in A. The general term is found to be 
p,(A, B)= $ [Bj-1A _ (j - ;: ‘j-’ AB + (j - ‘1: ;,2) B’-3 AB’ - 
. . 
+ . . . (-l)j-1 AR?-1] 
If we define the operator adB and its powers by 
adB . A = [B, A] = BA - ,4B, 
(adB)*A = [B, (B, A)] = B2A - 2BAB + AB2, 
(adB)k * A = [B, (adB)k-l * A], 
then the general term becomes 
p,(A, B) = tadB)'-' . A 
j! * 
So we obtain 
A = A ; ad;,- A 1 tad;7 A + . . . + cadB!j-’ A + . . . . 
3! 
which reduces to
( 
Z 
2+3! 
adB + (adB)2 (adB)Z 
4!+ 5! - + a**) . adB * A = 0 = L * adB * A 
where we define L to be the operator in parentheses in the equation above, 
and note that it implies that adB * A is either zero r else is an eigenvector 
of L for an eigenvalue of zero. 
Now if bi = &(t), i = 1, 2 ,..., n, are the eigenvalues of B = B(t), then 
the eigenvalues of adB are wi,j = bi - bj , i, j = 1, 2 ,..., n and the 
eigenvalues Ii,* ofthe operator L are 
Writing this in a simpler form we have 
1f.I = h when Wf.j = 0 
= exP(wf.f) - wf,j - 1 
qi 
, when wi,j # 0. 
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So when wi,j = bi - bj f 0, it is clear that he corresponding eigenvalue 
Zj j of L is not zero unless e(b(-bJ) - (bi - bj) - 1 = 0. 
Now consider the conditions listed inthe statement ofthe theorem: 
(a) If the eigenvalues bi = b<(t), i = 1, 2,..., 12of B(t) are such that 
e@-bj) - (bj - bj) - 1 # 0 except when bi = bi , then the operator L is 
always nonsingular, so L *(a&I * A) = 0 implies adB * A = BA - AB = 0, 
hence -4 = A(t) commutes with its integral B = B(t) for every t>, 0. 
(b) Now assume that A(t) is continuous. If the situation described in (a) 
above holds here, then we are done; If such is not the case then we consider 
the various possibilities. If there exists some bi and some bi such that b, f bi 
but efbiebj) - (bi - b,) - 1 = 0 for all t> 0, then we may have [B, A] = 0 
for all t> 0 or for no t > 0 and in each of these xtreme cases our claim is 
true trivially, so we may assume that [B(t), A(t)] = 0 for some but not for all 
t > 0. Now let , be an arbitrary point such that B(t,) A(t,) - A(t,) B(t,) = 
K(t,) # 0. It follows atonce that here xists anopen interval containing t, 
such that K(t) is nonzero for all tin this interval. Consequently, the set of all 
points where A and B fail to commute is a union of open intervals s claimed. 
Finally, ifthe assumption that he transcendental equation was satisfied 
everywhere for some bt f bi was false, then at least one t, > 0 exists where 
the equation isnot satisfied except when bi = bj and clearly this must hold 
in some neighborhood IV(&) of t, . Then BA = AB for all tin V(t,) and by 
continuity this must be true on the closure ofIV(&). Hence our claim is true 
in this case. 
(c) If, in addition, A(t) is analytic then so is B(t) and K(t) = 
B(t) 4) - 40 B(t), and if there xists any interval (ts ,t4) such that 
e(bd-bj) - (bi - b,) - 1 = 0 only when bi = bi , then on (t2 ,t4) the operator 
L is nonsingular so adB . A = K = 0 on (t, t4). But K = K(t) is analytic 
so it must be zero everywhere, h nce A(t) and B(t) commute for all t> 0. 
Q.E.D. 
If we set C = 0 in the preceding theorem so that B(t) = Ji A(s) ds we 
then have the situation discussed just before the theorem. When C = 0 so 
that X(0) = I, both the statement and the proof of the theorem can be 
simplified ‘somewhat. However, for some systems the added generality s 
needed. Hellman [Z2] has given the following nontrivial example ascribed 
to Ascoli [Z3]. 
Let 
2t 3t” 4ts 
A(t) = -2 -4t -6P . 
0 1 21  
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1: A(u)du = I$t 22 
t 
+j 
and it will be found that [Ji A(u) du, A(t)] # 0. Now set 0 0 0 
c= [00 1  0 1 
and set 
B(t) = C + ,: A(u) du 
and it is easy to check that [B(t), .4(t)] = 0 for all t, so the solution of the 
system X’ = A(t) X, X(0) = ec, is X(t) = eBct). 
It seems worthwhile to make one additional remark concerning Theorem 4. 
It will be recalled that when A(t) is continuous and X = & satisfies th  
system X’ = A(t) X, then A commutes with JA except possibly onopen 
intervals where a certain transcendental equation issatisfied. W  point out 
that he roots of the equation eZ- z - 1 = 0 are countable, arecomplex 
with nonzero real and imaginary parts, are symmetrically distributed about 
the real azis in the complex plane, and are all in the right half-plane. It 
follows that he eigenvalues bi ofJ A cannot satisfy the equation ifthey are 
all real or if they are all pure imaginary as, for example, would be the case if 
B = JA were Hermitian orskew-Hermitian. Co sequently when A(t) is 
continuous and B(t) = J’ A h as all real roots or else has all pure imaginary 
roots, then the fact that X = eB satisfies th  system X’ = A(t) X is sufficient 
to imply that A(t) commutes with B(t) for all tin the domain of X. 
We next prove a very useful and interesting, though simple, set of 
commutativity relationships. 
THEOREM 5. Let X(t) satisfy the system X’ = A(t) X for all t3 0, with 
X(0) = I. Then if A(t) is analytic the following are equivalent for all t> 0, 
and if A(t) is at least continuous they are equivalent i  some neighborhood of 
t = 0. 
(4 X(t) = exp 1: A(4 du, 
(b) [A(t)> /: 44du] =0, 
(4 [A(t), X(t)] = 0, 
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(4 [A(t), -Wll =0, 
(e) T = U(t) XL (for all integers k), 
(f) [x(t), -w)l = 0, 
k) Lw>, x-w = 0. 
Proof. In Theorem 4we set C = 0 and have at once that a) implies b). 
If b) holds then A * & = eIA *A so A * X = X * A. Then A . x’ = 
A2X = AX,4 = X’A. In which case 
But this last equation istrue in particular for k = 2 so 
dX=/dt = X’X + XX’ = 2AX2 = 2x,X, 
from which X’X = XX’. Multiplying o  the left and right by X-l shows 
that XX-1 = X-lx, and X’ = AX implies that A = X’X-l so 
It A(s) ds = /=’ X’X-l ds = 1’ X-lx’ ds = log X(t), 
0 0 0 
from which exp Ji A(u) du = X(t). Q.E.D. 
In Theorem 3we showed that if A(t) is continuous for t> 0 the system: 
X’ = A(t) X, X(0) = 1 always has a solution X(t) = @), B(0) = 0, with 
B(t) continuously differentiable n some neighborhood N(0) of t’= 0. 
From Theorem 5 it is now clear that A(t) and B(t) commute in N(0) if and 
only if B(t) = j” A(u) du. 
We now turn’our attention to some fundamental solution matrices of
more special types which ave the property hat heir exponential represen- 
tations X(t) = eBct) can be extended sothat B(t) is continuously differentiable 
throughout the domain of X(t). 
THEOREM 6. If X’ = A(t) X, X(0) = I, for t 2 0 with A(t) continuous 
and X(t) self-adjoint, then here exists a continuously dz#erentiable m trix B(t) 
such that X(t) = exp B(t) fm all t3 0. 
Proof. We shall show that for an arbitrary to > 0, there xists a con- 
tinuously differentiable function c = c(t), and a constant R depending on
to such that h(t,,) < 1and II cX(t) - 111 < h(t,) uniformly in[0, to]. This 
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implies by Theorems I and 2 that X(t) has a unique continuously 
differentiable logarithm Ln X(t) on [0, t,] having Ln X(0) = 0. 
Clearly X(t) has real, strictly positive eigenvalues hi(t), i = 1, 2,..., n, 
so we can write: xi(t) = expfi(t), with eachfi(t) being areal function. Also 
X is unitarily similar tothe diagonal matrix D = D(t) where 
Now define 
D = Lr-‘XCr = diag(efl, efe , .., e/n), 
g(t) = s~~(f,(r)], and: h(t) = iqfW)> 
and set c(t) = exp(- jz IIA(u)l\ du). Then 
11 X(t)11 = mfx{&(t)} = expg(t) < exp jt 11 A 11 du = c-l 
0 
and 
m$X,(t)) = exp h(t), where exp[--h(t)] < exp j’ )! A 1) du. 
0 
So exp h(t) -> exp-.(ll4 Id u 
so that 
I( and c[exp h(t)] - 1 >, exp[-2 li A(u)] - 1 
m$l C&(t) - 1 II < 1 - exp (-2 J: II &)I1 du) 
Now define the function 
then 
k(t,) = 1 - exp [-2 11 /I A(u)ll&4] ; 
/I cX - I /I = 11 U(cD - I) U* I/ = 11 CD - I I/ < k(t,) < I 
uniformly on [0, t,,], where D is the diagonal Jordan Canonical Form (J.C.F.) 
of X and U = U(t) is unitary. Now by Theorems 1and 2, there xists a 
unique continuously differentiable m trix B(t) with B(0) = 0 such that 
X(t) = esft) for all tin [0, to]. But to was chosen arbitrarily, so it isclear that 
this representation can beextended toevery value of t. Q.E.D. 
COROLLARY 1. Let A(t) be continuous fort > 0 and let X(t) satisfy: 
X’ = A(t) X, X(0) = I. Tken XX*, X*X, (XX*)lIa nd (X*X)lIe ach 
hawe a continuously di@m&ble logarithm fiwall t> 0. 
Proof. XX* and X*X are each continuously differentiable hermitian 
matrices satisfying an equation fthe form Y’ = (Y’Y-l) Y, Y(0) = I, with 
the coefkient matrix K(t) = Y’Y-1 continuous for all t> 0. The claims 
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for XX* and X*X now follow at once from Theorem 6. It is apparent also 
that XX* and X*X are positive definite andhave unique positive definite 
square roots, (XX*)l12 and (X*X) l!* We shall show that hese square roots . 
are continuous (continuously differentiable) whenever X(t) is continuous 
(continuously differentiable) from which our claims concerning (XX*)li2 
and (X*X)1/2 follow at once. We prove the case for (X*X)rj2, the proof or 
(xX*)1’* is similar. 
It was shown in the proof of Theorem 6that we can always find acontinu- 
ously differentiable sca ar function c = c(t) such that I/ c(X*X) - 111 < 1 
for all t3 0, and c(0) = 1. Now the function X1,2 is analytic in the right 
half-plane so it has a Taylor Series about he point h, = 1: 
Al,2 = 1 1 (A - 1) (A - 1)” i 3P - 1)” _ 1 .3 ;y, 1)” + . . . . 
2 4(2!) 23(3!) 
It is apparent immediately that 
(cx*x)‘/2 = 1 + w*;-1) +. ., 
for there xists a unitary matrix U = U(t) such that U-l(cX*X) U = CD 
is the (diagonal) J.C.F. of cX*X and 
u(cD)‘/2 U-1 = U (1 + ccD2- ‘) _ (‘i4;,;)1 + ...) u-1 
and the term in parentheses on the right is equivalent to )t scalar series for 
the main diagonal e ements of(cX*X) l12. As 11 CD - I II < 1 implies that 
/ cdi,i - 1 1 < 1 for all i= 1, 2 ,..., n, and for all t> 0, it is clear that he 
series converges absolutely anduniformly for all t. Hence the continuity of 
X*X implies that. of(X*X)‘/“. 
Now if A(t) is continuous then X = X(t) is continuously differentiable so 
X*X is also. For brevity weset I’ = cX*X and we differentiate he series 
to obtain: 
d(cX*X)‘j2 Y’ 
dt =2 - & [Y’(Y - 1) + (Y - 1) Y’l . 
+ &+Y’(Y-z)“+(Y-z)Y’(Y-z)+(Y-z)2 Y’] 
-- l,(g[Y’(Y-z)3 +(Y -I) Y’(Y -Z)‘f .*.I 
. . . 
+ I 
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which yields the series ofnorms 
II 
4CX*XY 
dt !I 
< /, y’ /, 
Now on the closed interval [0, t,] for which the function c = c(t) has been 
chosen, we have 1) Y’ 11 bounded and /I Y -I I/ < k < I for all t in the 
interval. As each term is continuous it is clear that he uniform convergence 
in norm implies the continuity of [(cX*X)~:~]‘. Now applying Theorem 6, 
we see that (cX*X) l/2 has a continuously differentiable logarithm onthe 
interval, ndas the interval [0, t,] was chosen arbitrarily, the logarithm 
exists and is continuously differentiable at every t>, 0. 
Q.E.D. 
COROLLARY 2. If A(t) is continuous for all t > 0, and if X(t) satisjes 
the system: X’ = A(t) X, X(0) = I, then X(t) can always be written asa 
sum of exponentials: X(t) = eFCt) + eGtt) -tehft) *Ifor all t3 0, where F(t) 
and G(t) are continuously daj%rentiable matrices and h(t) is a continuously 
dz@rentiable scalar function. 
Proof. Note that X = 4(X + X*) + $,(X - X*), where (X + X*) 
and i(X - X)* are continuously differentiable and self-adjoint. Choose 
h,(t) to be any real, positive, C’ function such that $[X + X* + 2h,(t) *I] 
has strictly positive eigenvalues, and choose h2(t) such that the term 
+[X - X* f i2k,(t) * I]h as eigenvalues with strictly positive imaginary 
parts with h2(t) being areal, positive C’ function also. Then we have 
X = i [X + X* + 2&(t) .I] + i [ x zix* + h,(t) *I] 
+ - [k,(t) + i&(t)] . I.
Now the first two terms in parentheses on the right are continuously 
differentiable positive-definite Hermitian matrices, while the third term is 
a continuously differentiable sca ar function which is never zero. Hence 
each of these terms has a continuously differentiable logarithm sowe set 
F(t) = Ln[i(X + X*) + 2&(t) *I], 
G(t) = Ln [i ( x y X* ) + Z,(t) *I] + i&r . I, 
h(t) = Ln[k,(t) + ih2(t)] + ir. 
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Then: X(t) = e F(t) + .8(t) + eh(t) *Iwith F(t), G(t), and h(t) as claimed. 
Q.E.D. 
The fact hat aself-adjoint solution matrix X(t) can always be represented 
as an exponential does not necessarily imply, however, that he coefficient 
matrix A(t) is self-adjoint. 
THEOREM 7. Let A(t) be continuous for t >, 0, and let X(t) satisfy: 
A-’ = -4(t) x, X(0) = I. Th en any two of (a), (b), (c), imply the third, where 
(a) A(t) = A*(t); 
(b) X(t) = X*(t); 
cc) [Att), jl A+)du] = 0.
Proof. If (a) and (b) are valid, then: 
X’ = (x*)’ = AX = (AX)* = X*A* = XA, so AX=XA, 
and by Theorem 5, A(t) commutes with its integral. If (a) and (c) hold, then 
X = exp J‘: A(u) du = exp J‘: A*(u) du = [exp J‘: A(u) du]* = X*, 
while if(b) and (c) hold, then X = X* = exp Ji A(u) du = exp Ji A*(u) du; 
so by the uniqueness property, A = A*. Q.E.D. 
It is already well known that X(t) is unitary ifand only if A(t) is skew- 
Hermitian, butthis fact does not imply that A(t) commutes with its integral 
under these circumstances. W  shall prove, however, that under certain 
conditions X(t) will have a differentiable logarithm. 
THEOREM 8. Let U(t) be a continuously d@rentiable unitary matrix on 
an inter& T, and let he eigenvak exp[iOj(t)],j = 1  2,..., n, of U(t) be 
bounded away from - 1 on all of T. Then there exists a continuously d@rentiable 
se&&joint matrix H(t) such that U(t) = exp[iH(t)] on T. 
Proof. The fact that aself-adjoint matrix H(t) exists with U(t) = exp[iH(t)] 
is well-known ([14], p.74), and as U is unitary itis normal, sothere xists 
a unitary matrix V = V(t) such that U(t) = V(t)[exp id(t)] V*(t), where: 
e(t) = diag[4(t), e,(t),..., 4(t)]is the J.C.F. of U(t) on T. Set H(t) = 
v(t) e(t) v*(t); s~
U = VeW* = eiH = V . (cos 0+ i sin 0) * I’* = cos H + i sin H, 
with cos H = (U + U*)/2 and sin H = (U - U*)/2i. Clearly cos H and 
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sin Hare continuously differentiable on T. By postulate th eigenvalues of U 
are bounded away from - 1, so there exists anc > 0 such that /ej(t)l < 7~ - E 
for eachj = 1, 2,..., n, for all tin T. Then $(I + cos 0,) is real and positive 
on T, so: 
cos "1 = v (,,, ;j CT* _ I'. f +y y2 . I'*. 
Now the function f(h) = 4X is analytic in the right half-plane dits 
Taylor Series xpansion about he point /\a = I is: 
- -- . -.- f(X) = 1 + ___-___ (A 1) (h 1)” 
2 . 22 2! 
+ I 3(h 1)s 
23 .3! 
* + ... + (-1)“. 1 3 ... .5 (2n - 3)(h - 1)” 
2”(n!) 
+ + 
Substituting (I + cos H)/2 for hin the expression above yields a series for 
cos $H in powers of (cos H - 1)/2. It is well known ([1.5], p. 140) that he 
series for f(h) converges absolutely forall complex Asuch that 1h 1 < 1 so 
it follows immediately that he series for cos +H converges in norm uniformly 
in t. As each term in the series i continuous, so is cos *H. 
By differentiating the series term by term, taking orms, and then applying 
the usual inequalities, it i  easy to show that he series of continuous 
derivatives converges uniformly innorm on all of T, hence cos 4H is 
continuously differentiable on T. Now sin H is continuously differentiable 
and cos *H is nonsingular so from the relation: sinH = 2(sin #H)(cos $H) 
we see that sin +H is continuously differentiable also.Furthermore, allits 
eigenvalues arereal and less than 1 in absolute value. 
Then the MacLaurin Series for $H in terms of sin ;H yields the fact hat 
&H is continuous on T. 
By repeating theprocess for the series ofterm-wise d rivative, t is found 
similarly that he derivative H’ of H is also continuous n T. For brevity we
omit the details. Q.E.D. 
For solution matrices X(t) of such nature that no representation: 
X = exp B(t) exists for X(t) with any matrix B(t) which is differentiable 
on the entire domain of X(t), a possible alternative is to represent X( ) as a 
product of a finite number of such exponentials. Recently Wei and Norman 
[2] have obtained some results onthis problem by using a Lie-algebraic 
approach. In Theorem 9 below, we give apartial solution to this problem, 
and in Theorem 10 we use a result ofWei and Norman to give still another 
partial answer. Both theorems depend critically uponthe representation of 
a unitary matrix as an exponential, and perhaps the most important problem 
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here is the choice of the eigenvalues of the logarithm of aunitary matrix as 
the eigenvalues of the unitary matrix move around the unit circle. First, 
however, we shall introduce some convenient nomenclature. 
If U is a unitary matrix, then U = exp(iH) for some Hermitian matrix H, 
and as all eigenvalues of U are on the unit circle inthe complex plane we can 
write: U = V&‘V* where V is unitary and 0 = diag(8, , 0, ,..., 6,). It is 
clear that when U is given, P’ is determined up to multiplication by unitary 
matrices which commute with eie, i.e., ifthere exists a unitary matrix W such 
that U = W * eie *W*, then W = V * R, where R is unitary and 
R . eiO = @9 . R. Note also that it is not generally possible to assert that V
is continuous on an interval if U = U(t) is continuous oreven analytic 
on the interval. A more important problem is that relative tothe 
matrix 0, for if U = V. eie *V* the also U = V . ei(o+e~) * V* where 
6, = diag(2k, , 2nk, ..., 2&J, and each kj is any integer. It follows that if 
U = eiE, then H = V * B . V* is not uniquely defined sowe define the 
principal value of H by: PV * (H) = V * (6 - 0,) .V*, where 0, has the 
form noted above but with each kj chosen such that -rr < (ej - 2rkj) < r. 
THEOREM 9. Let A(t) be continuous fort > 0, and let X(t) satisfy: 
X’ = A(t) X, X(0) = I. Then X(t) = eial(t)Fpct) with H,(t) and H,(t) each 
Hermitian, H,(t) is continuously differentiable, and forevery tI > 0 there 
exists a calar constant matrix 4 depending on tI , such that PV * (HI + 4) is 
continuously dzjj%-rentzizble in a nkghborhood f t, . 
Proof. X(t) is nonsingular fo all t> 0 so X = U * H where H = H(t) 
is the unique Hermitian positive definite square root of X*X, and U = U(t) 
is auniquely determined unitary matrix ([Id], p.74). Also, U(0) = I = H(O), 
and by the first corollary of Theorem 6we have H(t) = @so) with H,(t) as 
claimed. Furthermore, from the relationship U = XH-l, it is clear that U(t) 
is continuously differentiable, and from Theorem 8 we have U = eiHl, 
where HI = H,(t) is Hermitian for every tand is continuously differentiable 
in at least ome neighborhood f t= 0. If U(t) never has an eigenvalue of - 1, 
then this neighborhood c ntains ail t> 0 and our theorem is proved. 
Now assume that U(t) has one or more eigenvalues of -1 for some t > 0, 
and let , be such a point. As U(t) is unitary, all its eigenvalues areon the 
unit circle, and as it is continuous we see from Lemma 4 that each of its 
eigenvalues eiej,j = 1, 2,..., n, is continuous, and it follows that each tii = ej(t) 
can be chosen to be continuous n the Riemann Surface orresponding to the 
function log z in the complex plane. Having so chosen each 0, , we now 
choose an E < l/n, and for each 0, there xists a neighborhood N,(tl) such 
that I$(t) - Oj(tl)l < Ef or all tin Nj(tl). We now define N,(t,) by
&(tJ = WJ n Wd n a-- n NW 
wil4/2-10 
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Now it is apparent hat as r varies throughout N,(t,), each eigenvalue 
e”@ of G(t) varies through an arc on the unit circle smaller in angular measure 
than 2/n radians. Hence all neigenvalues vary through atotal arc of less than 
2 radians, othat more than $ of the unit circle r mains free of any eigenvalues 
of U(t). Hence there xists a constant scalar matrix 4 such that the matrix 
ei$ . cr = J’ . ei(ei~@) . I,‘* has no eigenvalue of -1 for any t in ArO(tl). 
Clearly ei@ . U is unitary, and ei+ . u = eiB . @I = ef(Hl+@) so by Theorem 8 
we have PF . [H,(t) + +] continuously differentiable in lVO(ti). Q.E.D. 
Before giving an example to illustrate this theorem, we prove the final 
theorem of this portion of our work. 
THEOREM 10. Let A(t) be continuous fey t > 0, and let X(t) satisfy: 
x’ = A(t) X, X(0) = I. Then X(t) can be written: X(t) = eiHlttl nj”=, eaiftjAj, 
for t> 0, where A4j ,j = 1, 2 ,..., k < n2 is a constant matrix, the associated 
ai are continuously d#erentiable scalar functions, and H,(t) is a Hermitian 
matrix with the property hat for each t, > 0 there exists a constant scalar 
matrix 4 such that PT- . [H,(t) + 41 is continuously d#erentiable in some 
neighborhood of t,. 
Proof. By Perron’s Reduction Theorem ([Z6], p.142), every such solution 
matrix X(t) can be written X(t) = U(t) T(t), where U(t) is unitary, U(0) = Z 
and T(t) is a continuously differentiable upp r-triangular mat ix. It follows 
that U(t) is continuously differentiable so by the proof of Theorem 9 we have 
U(t) = eiHiff) with H,(t) as claimed. 
Now T is upper-triangular so T’ and T-l are also, and T(t) satisfies the
system: T’ = K(t) T, T(0) = Z, where K(t) = T’(t) * T-l is upper- 
triangular for all t 3 0. Then K(t) is expressible in terms of a finite basis of 
upper-triangular constant matrices Aj , j = 1, 2,..., k < nz and the set 
{K(t): t > O> generates a solvable Lie Algebra so, by a theorem of Wei and 
Norman [2], T(t) can be written as the finite product of exponentials given 
in the statement of this theorem. Q.E.D. 
In the discussion following Theorem 3 we gave an example of a fundamental 
solution matrix X(t) which could not be represented asa single exponential 
s(t) = eBu) for anv continuous matrix B(t). In particular, we had 
where 
X’ = A(t) * x, with X(0) = I, 
A(t) = [X 
(1 - it) eit 
+ ] and x(t) = [‘;It e’it] . 
We shall show that his olution matrix X(t) can be written as a product of 
two exponentials as shown in Theorem 9, i.e., X(t) = eiHlft) * exe”’ for all 
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t > 0, with H,(t) and H,(t) each self-adjoint and continuously differentiable 
for all t> 0. In this example there will be no need to introduce the matrix q4 
mentioned inthe theorem. 
X(t) is known so we compute X*X to find 
and det(hl - X*X) = A2 - A(2 + t2) + 1, with eigenvalues 
h, = 1 + f + ; (4 + q/2, 
h,=l+; - ; (4 + ty; 
so (X*X)l12 has eigenvalues 
(hl)W = ; (4 + ty + ; , 
(X,)1/2 = ;(4 + t2)W - 1. 
Next we find the eigenvectors or and v2 of X*X by the usual process and 
form the unitary matrix V, where 
1 
’ = 1 + A, [ 
1 -(j4)1/2 e-it 
(h1)1/2 eit 1 1 
It is easy to verify that V* = V-l, and V* * (X*X) * V = D where 
D = diag(A, , h2) is the J.C.F. ofX*X. Then H = (X*X)l12 = V . D1/2 -V* 
which in matrix form is 
1 
H = 1 + A, [ 
2(h1)1/2 (A, - 1) e@ 
(A, - 1) eit (X2)1/2 + (hi)ala 1 
and H = $2 where H, = V . 4 ln D * V* = 4 V * diag(ln A,, In h2) .V*. 
Straight-forward (but tedious) calculations verify the fact hat H2(t) is 
indeed continuously differentiable for a lt> 0. 
Next we compute the unitary matrix U = X * H-l to find that 
c.‘= l 
[ 
2eit A, - 1 
1 + A, 1 - A, Ze-if 1
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U is found to have the eigenvalues r and ua , where: 
q ~-- 
. (t2 + 4 sin’ t)l,Y 
= e’01 = (42,:o;& + 2 (4 + t2y2 
u2 = ei% = 2 cos t
(4 + ty 
_ i (P + 4 sina t)l;a 
(4 + ty 
The unitary matrix P = (P~,~) which transforms C! into its Jordan Canonical 
Form is found to have the elements: 
t 
P ‘*I -- [2t* + 8 sin2 t- (4 sin t)(t2 + 4sins t)l/a]li2 
-- i[2 sin t - (t2 + 4 sin2 t)l12] 
“.’ x [2t2 + 8 sin* t- (4 sin t)(t* + 4sins t)l:*]1,‘2 
“** = [2t2 + 8 sin* t+ (4 sir1 t)(ts + 4 sina r)ll*]lis 
P 
2 sin t + (t* + 4 sin* t)lj* 
2m2 = [2t2 + 8 sin2 t+ (4 sin t)(t2 + 4sina t)1/2]l/2 
It is not difficult to check that he elements ofthe matrix P remain bounded 
save perhaps near t= 0. Using L’Hospital’s rulewe find that 
1 
1 I 
ljrr P(t) =
(10 - 41/31:* (10 + 42/5)1!2 
i(2 - 1/5) 2+d5 
(10 - 41/5)1!” (10 + 41/31/a  
It follows easily that P(t) and P*(t) are continuously differentiable for all
t > 0. 
Now set U = P * eis .P* = eipBp* = eiHi, where 6 = diag(8, , 6,) is 
defined bythe relations 
eiol = cos O1 + i sin 0, = 
2 cos t . sin* t+ t2)li2 
(4 + ty +s4 (4 + ty ’ 
e’% : cos Be + i sin 6, = 
2 cos t . (4 sin2 t+ t2)li2 
(4 + t2y -. z (4 + t2)V * 
By setting the initial conditions 0,(O) = 0 = e,(O) and then checking the 
positions f the eigenvalues .@Iand eiC’2 on the unit circule, onefinds that 
neither ofthese ever became - I. Consequently Theorem 8is applicable, or 
if desired, onecan check directly andmore laboriously thate(t) is continuously 
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differentiable. From this, and the fact hat P(t) and P*(t) are continuously 
differentiable, we find that H,(t) = P(t) -6(t) *P*(t) is also continuously 
differentiable. 
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