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COMPUTING THE QUANTUM COHOMOLOGY OF PRIMITIVE
CLASSES
Xiaowen Hu
Abstract
For smooth complete intersections in the projective spaces, we make use of the de-
formation invariance and Sn-symmetry of the Gromov-Witten invariants and results in
classical invariant theory to study the symmetric reduction of the WDVV equation by
the monodromy groups. We discuss to what extent the quantum cohomology involving
primitive cohomology classes can be determined. In particular, we obtain a reconstruc-
tion theorem for cubic hypersurfaces and odd dimensional complete intersection of two
quadrics. By the way, we obtain a complete description of the cohomology ring of the
Fano variety of lines on smooth cubic hypersurfaces.
0 Introduction
There has been intensive studies on the quantum cohomology of complete intersections in
the projective spaces, especially for the Fano and Calabi-Yau types (see e.g., [19], [27]).
On the other hand, we knew very little about the whole quantum cohomology of X, ex-
cept for the 3-point correlators [5], [12]. The Gromov-Witten invariants involving primitive
cohomology classes cannot be computed by the quantum hyperplane property or the de-
generation formula directly.
Our purpose in this paper is to apply the deformation invariance of the Gromov-Witten
invariants to study the symmetric reduction (under the monodromy group action) of the
WDVV equation of the complete intersections in the projective spaces. Before going to a
more detailed account of our main results, here we just mention that in the following three
cases of non-exceptional complete intersections (see definition 1.4) we have a complete re-
construction theorem for the genus 0 Gromov-Witten invariants:
(1) Cubic hypersurfaces of dimension at least 4;
(2) Odd dimensional complete intersections of two quadrics of dimension at least 3;
(3) The cases where gcd(n − 2, a(n,d)) > 1, where n is the dimension of the complete
intersection, and a(n,d) is the Fano index.
For general non-exceptional complete intersections in the projective spaces we have only
a reconstruction theorem for (genus 0) invariants of any length with at most 4 primitive
insertions at this point.
0.1 Main results
LetX be a smooth complex projective variety. Denote the cohomology group⊕2 dimXi=0 H
i(X,C)
by H∗(X). Let γ1, · · · , γm be a basis of H
∗(X). The generating function of genus zero
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Gromov-Witten invariants, or the quantum cohomology, of X is
F (t1, · · · , tm, q) =
∞∑
k=0
∑
β∈H2(X)
1
k!
〈
m∑
i=1
tiγi, · · · ,
m∑
i=1
tiγi〉0,k,βq
β . (1)
The multiplication of t1, · · · , tm is graded commutative. More precisely, if γ1, · · · , γm are
chosen to have pure degrees |γ1|, · · · , |γm|, then
titj = (−1)|γi||γj |tjti. (2)
The Poincare´ pairing on H∗(X) is denoted by (·, ·). For a Z2-homogeneous basis γ1, · · · , γm,
let gij = (γi, γj), and the inverse matrix be g
ij . Then F (t1, · · · , tm, q) satisfies the WDVV
equation
m∑
e=1
m∑
f=1
∂3F
∂ta∂tb∂te
gef
∂3F
∂tf∂tc∂td
= (−1)|γb||γc|
m∑
e=1
m∑
f=1
∂3F
∂ta∂tc∂te
gef
∂3F
∂tf∂tb∂td
. (3)
Thus to F (t1, · · · , tm, q) is associated a formal Frobenius (super-)manifold [28], and we
denote it byMX . There are also various choices of subspaces of H
∗(X) to obtain Frobenius
manifolds. The following lemma is easily deduced from (3).
Lemma 0.1. Let V be a subspace of H∗(X). Suppose there is another subspace V ⊥, such
that
(i) H∗(X) = V ⊕ V ⊥, and (v1, v2) = 0 for v1 ∈ V, v2 ∈ V
⊥;
(ii) 〈γ1, · · · , γk, γ〉0,k+1,β = 0 for γ1, · · · , γm ∈ V , γ ∈ V
⊥ and k ≥ 1, β ∈ H2(X).
Then choosing a Z2-homogeneous basis of V , says γ1, · · · , γl, the generating function
F (t1, · · · , tl, q) =
∞∑
k=0
∑
β∈H2(X)
1
k!
〈
l∑
i=1
tiγi, · · · ,
l∑
i=1
tiγi〉0,k,βq
β (4)
satisfies the WDVV equation
l∑
e=1
l∑
f=1
∂3F
∂ta∂tb∂te
gef
∂3F
∂tf∂tc∂td
= (−1)|γb||γc|
l∑
e=1
l∑
f=1
∂3F
∂ta∂tc∂te
gef
∂3F
∂tf∂tb∂td
. (5)
Now let X be a complete intersection of dimension n in Pn+r. By the Lefschetz hy-
perplane theorem and the Poincare´ duality, we have an injective homomorphism j∗ :
H∗(Pn+r) → H∗(X). We call the image of j∗ the ambient cohomology of X according
to the embedding j : X → Pn+r, and denote it by H∗amb(X). We denote the primitive
cohomology group of X by H∗prim(X). We have the decomposition
H∗(X) = H∗amb(X)⊕H
n
prim(X).
By the invariance theorem in Hodge theory, H∗amb(X) is equal to the subspace of H
∗(X)
fixed by the monodromy group of the total family of the smooth complete intersections
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in Pn+r which contains X as a fibre. From this and the deformation axiom of Gromov-
Witten invariants we can deduce (see corollary 1.3, or [10], [24]) that H∗amb(X) satisfies the
assumptions of lemma 0.1, thus we obtain a Frobenius manifold MambX .
By the quantum hyperplane property, the quantum cohomology for ambient classes can
be computed as the twisted quantum cohomology of the ambient space Pn+r. This enables
us to compute MambX . For Fano and Calabi-Yau complete intersections we have the mirror
theorems [19], [27] for the small J-functions, which incode the informations of all the genus
0 correlators involving the ambient classes only.
In this paper we will see that the deformation axiom, the Sn-invariance axiom ([13], [23])
and the WDVV equation may enable us to compute the correlators involving the primitive
classes. In general, if X → S is a smooth family of projective varieties, and X0 = X is
a special fibre, then G = π1(S, 0) acts on H
∗(X) as the monodromy action. Denote the
Novikov ring of X by Λ, i.e., Λ is spanned over C by {qα : α ∈ H2(X)} with the relation
qα+β = qα · qβ. We do not impose the effectivity condition on Λ so that there is a natural
G-action on Λ. The following lemma is a consequence of the deformation axiom and the Sn
invariance axiom.
Lemma 0.2. For any genus g, the generating function Fg(t
1, · · · , tm, q) of genus g primary
Gromov-Witten invariants of X lies in the G-invariant part(
Sym(H∗(X)∨)JΛK
)G
,
where Sym(H∗(X)∨) is the Z2-graded symmetric product of H
∗(X)∨.
When X is a smooth complete intersection in Pn, we have good knowledge about the
Zariski closure of G, and can find its invariants. The crucial observation is that lemma
0.2 implies some symmetric reduction of the tautological relations, and thus gives us new
equations for Fg. In this paper we focus on F = F0 and study the symmetric reduction of (3).
In the following of this paper, by complete intersections we always mean smooth com-
plete intersections in the projective spaces, and we assume that every component di of
the multi-degree d = (d1, · · · , dr) is at least 2. For complete intersections of dimension 2,
the primary Gromov-Witten invariants involving primitive classes can be reduced to those
without primtive classes, by the divisor equation. For complete intersections of Calabi-Yau
type or of general type, simple degree counting shows that the invariants involving primitive
classes are trivial. So we mainly concern the Fano complete intersections with dimension
at least 3, and thus the Picard number is 1. Except for a small class of d (for such d, X is
called exceptional, see section 1 for the definition), the Zariski closure of G is the orthogonal
group or the symplectic group, whose ring of invariants is very simple. Let γ0, · · · , γn be
a basis of H∗amb(X), γn+1, · · · , γn+m a basis of H
n
prim(X), and t
0, · · · , tn+m the dual basis.
Let gab = g(γa, γb) be the Poincare´ pairing. We introduce a new variable
s =
(−1)n
2
n+m∑
i=n+1
n+m∑
j=n+1
gijt
itj. (6)
Note that when the dimension of X is odd, m is even and sm/2+1 = 0 because ti and tj are
skew-commutative. The following is our first main theorem.
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Theorem 1. (= theorem 2.1 + theorem 2.2) Suppose X is a non-exceptional complete
intersection of dimension ≥ 3.
(i) F is a series in t0, · · · , tn and s.
(ii) If dimX is even, the WDVV equation for F is equivalent to the WDVV equation for
F (0) together with
n∑
e=0
n∑
f=0
∂3F
∂ta∂tb∂te
gef
∂2F
∂s∂tf
+ 2s
∂3F
∂s∂ta∂tb
∂2F
∂s2
=
∂F
∂s∂ta
∂F
∂s∂tb
, 0 ≤ a, b ≤ n, (7)
and
n∑
e=0
n∑
f=0
∂F
∂s∂te
gef
∂F
∂s∂tf
+ 2s
(∂2F
∂s2
)2
= 0. (8)
(iii) If dimX is odd, the WDVV equation for F is equivalent to the WDVV equation for
F (0) together with
n∑
e=0
n∑
f=0
∂3F
∂ta∂tb∂te
gef
∂2F
∂s∂tf
+ 2s
∂3F
∂s∂ta∂tb
∂2F
∂s2
=
∂F
∂s∂ta
∂F
∂s∂tb
mod sm/2, 0 ≤ a, b ≤ n, (9)
and
n∑
e=0
n∑
f=0
∂F
∂s∂te
gef
∂F
∂s∂ta
+ 2s
(∂2F
∂s2
)2
= 0 mod sm/2. (10)
We also study the consequence of the deformation axiom and the Sn-invariance for
the descendant invariants. The whole genus 0 gravitational descendants for a Frobenius
manifold can be reconstructed from the (big) J-function:
J(t0, · · · , tn+m, z) := z +
∑
a
taγa +
∑
a
〈〈
γa
z − ψ
〉〉0γ
a
:= z +
∑
a
taγa +
∑
n≥0
∑
d
∑
a
1
n!
〈∑
b
tbγb, · · · ,
∑
b
tbγb,
γa
z − ψ
〉
0,n+1,d
γa.
(11)
For complete intersections, if we take the summation in (11) over the ambient part of
H∗(X), we call the resulting generating function the ambient J-function, and denote it by
Jamb. It is known that Jamb can be reconstructed from the ambient small J-function (see
e.g., [10]), which is the generating function for invariants of the form
〈
γa
z − ψ
〉0,1,d, γa ∈ H
∗
amb(X),
4
and can be expressed by the mirror formula [19].
In general, the J-function can be reconstructed from F by the topological recursion
relation and the divisor axiom. For complete intersections, the symmetric reduction of only
the topological recursion relation enables us to make such reconstruction more explicit, and
it turns out that the generating function of one-point descendants of primitive classes takes
a very simple form. To state our result, we write J as
J(t0, · · · , tn+m, z) = z +
n+m∑
a=0
Ja(t
0, · · · , tn+m, z)γa,
where γa =
∑n+m
b=0 g
abγb.
Theorem 2. (= theorem 2.7) Suppose X is a non-exceptional complete intersection of
dimension ≥ 3.
(i) For 0 ≤ a ≤ n, Ja is a series in t
0, · · · , tn, s, and can be reconstructed from Jamb, F
and the equation
z
∂Ja
∂s
=
n∑
b=0
n∑
c=0
∂2F
∂s∂tb
gbc
∂Ja
∂tc
+ 2s
∂2F
∂s2
∂Ja
∂s
. (12)
(ii) For n+ 1 ≤ a ≤ n+m,
Ja = gabt
b exp
(1
z
∂F
∂s
)
. (13)
Let
F (k)(t0, t1, · · · , tn) =
( ∂k
∂sk
F
)∣∣∣
s=0
,
so we have the expansion
F = F (0) + sF (1) +
s2
2
F (2) + · · ·
where F (0) is the generating function of the genus 0 primary Gromov-Witten invariants of
the ambient classes. Our goal is to reconstruct F from F (0) if possible. We need also the
Euler vector field for F . Suppose γi = Hi is the i-th power (in the ordinary cohomology
ring) of the hyperplane class, 0 ≤ i ≤ n. Let a(n,d) = n + r + 1 −
∑r
i=1 di be the Fano
index of X. Then the Euler vector field can be written as
E =
n∑
i=0
(1− i)ti
∂
∂ti
+ (2− n)s
∂
∂s
+ a(n,d)
∂
∂t1
.
Let c(t0, · · · , t
n+m) be the classical cubic intersection form, i.e,
c(t0, · · · , t
n+m) =
∑
a
∑
b
∑
c
tatbtc
6
∫
X
γaγbγc. (14)
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Then F satisfies the following system
Fabeg
efFsf + 2sFsabFss = FsaFsb, 0 ≤ a, b ≤ n,
Fseg
efFsf + 2sFssFss = 0,
EF = (3− n)F + a(n,d) ∂∂t1 c.
(15)
Here we have written (7) and (8) into compact forms, and the Einstein’s summation is taken
over e, f = 0, 1, · · · , n.
Before proceeding to discuss the solution to (15), we first make some comments on the
non-semisimplicity of the quantum cohomology of X. A smooth Ka¨hler manifold X is called
of Hodge-Tate type if it has the hodge numbers hp,q = 0 for p 6= q. By [4], [21], MevenX
is generically semisimple implies that X is of Hodge-Tate type. A complete intersection
is of Hodge-Tate type if and only if it is exceptional. Thus for non-exceptional complete
intersections,MevenX is not generically semisimple. Here we concern the ambient locusM
amb
X
in MevenX . When we solve F
(1) we obtain the following corollary of theorem 1 in passing.1
Corollary 1. For every non-exceptional complete intersection X with dimension ≥ 3,
MambX is nowhere semisimple.
Now we discuss the solution of (15). Recall the dimension constraint:
〈γa, γb, · · · , γc〉0,k,d 6= 0
implies
deg γa + deg γb + · · ·+ deg γc = n− 3 + k + d · a(n,d).
It is thus easily seen that when a(n,d) ≤ 0 the reconstruction from F (0) to F is trivial. So
in the following we assume a(n,d) > 0, i.e., X is a Fano complete intersection. Expanding
both sides of the differential equations into series of s, we obtain many quadratic equations
of genus 0 Gromov-Witten invariants. By studying the structure of the Frobenius algebra
of the small quantum cohomology of ambient classes of X we obtain the following theorem.
Theorem 3. For non-exceptional Fano complete intersections with dimension ≥ 3, F (k)
can be reconstructed by the equation (15) and the following data:
(i) The generating function F (0) ambient quantum cohomology;
(ii) The constant term F (i)(0) of F (i) for 2 ≤ i ≤ k.
By the dimension constraint, if gcd(n − 2, a(n,d)) > 1, then F (k)(0) = 0 for k ≥ 1. So
an immediate corollary is
Corollary 2. For non-exceptional Fano complete intersections with gcd(n−2, a(n,d)) > 1,
F can be reconstructed by (15) from F (0).
1This corollary is contrary to the result of [33], where it was stated that MambX is generically semisimple
if the degree of X is relatively lower to n. There is an error in the proof of [33], page 487, line 15, where
they incorrectly quoted from [5] that c1 =
1
2
l
2
0 and deduced that some determinant is nonzero modulo (t
2).
The correct computation is c1 = l
2
0 and thus the determinant is zero modulo (t
2). I am indebted to Nicolas
Perrin for pointing out this.
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When gcd(n − 2, a(n,d)) = 1, there may be nonzero F (k)(0) for k ≥ 2. In the proof of
theorem 3 the equation (8) is only used to determine F (1)(0). We hope that the equation
(8) will help to determine F (k)(0) in some sense for k ≥ 2. We would like to comment that
this is the truly interesting and difficult aspect for the system (15). The inductions are very
complicated and we have only computed F (2)(0).
Theorem 4. Let X be a non-exceptional complete intersection of dimension ≥ 3.
(i) If d 6= (3) or (2, 2), F (2)(0) = 0.
(ii) For d = (2, 2), F (2)(0) = 1. For d = (3), F (2)(0) = 1 or 4.
For d = (3) or (2, 2), the fact that F (2)(0) 6= 0 enables us to reconstruct F (k)(0) for
k ≥ 3 by a more detailed study of (15).
Theorem 5. (=theorem 4.7)
(i) For the cubic threefold X, F can be reconstructed by (15), F (0) and F (2)(0), F (4)(0).
(ii) For cubic hypersurfaces X with dimX ≥ 4, F can be reconstructed by (15), F (0) and
F (2)(0).
(iii) For odd-dimensional intersections of two quadrics with dimX ≥ 2, F can be recon-
structed by (15) and F (0).
Note that in part (iii) we need to assume that X is odd-dimensional only because an
even-dimensional complete intersection of degree (2, 2) is exceptional.
In general we expect that F (k)(0) satisfies an algebraic equation (not necessarily quadratic)
whose coefficient are invariants that have been reconstructed. To determine which root of
such an algebraic equation is F (k)(0) we need other methods. For cubic hypersurfaces, we
can use the genus 1 topological recursion relation [18] and the genus 1 standare versus re-
duced formula of [37] to compute F (2)(0). We also study the structure of the cohomology
ring of the Fano variety of lines ΩX on cubic hypersurfaces X using the result of [17] on
the betti numbers of ΩX , and by the way obtain F
(2)(0).
Theorem 6. (= theorem 5.2 or theorem 6.7 (iv)) For the cubic hypersurfaces of dimension
≥ 3, F (2)(0) = 1.
As a byproduct, we obtain a complete description of the ring structure of H∗(ΩX), see
theorem 6.8 for details. Theorem 5 and 6 together complete the reconstruction theorem for
cubic hypersurfaces of dimension > 3. For the cubic threefold, the number F (4)(0) which
encode the invariants with eight insertions of primitive classes is unknown. We do not know
whether our equations (7) and (8) can determine it.
We conclude the introduction by a question.
Question: For a given smooth projective variety X, find the Zarisiki closure of all possible
monodromies in Aut(H∗(X)).
Here all possible monodromies mean the monodromies induced by all the connected
smooth families where X sits in as a fibre. Even a rigid variety may have nontrivial mon-
odromies. On the other hand, it is too optimistic to expect that such closure is always the
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subgroup preserving the Poincare´ pairing and the cup product, for example, by [35], the
monodromies for Fano manifolds preserve the Mori cone.
This paper is organized as follows. In section 2 we recall some results on the mon-
odromy group action on the primitive cohomology groups of smooth complete intersections
in the projective spaces, and apply the invariant theory of orthogonal groups and symplectic
groups to obtain a theorem on the form of the free enery of Gromov-Witten invariants. In
section 3 we study the symmetric reduction of the WDVV equation by (the Zariski-closure
of) the monodromy group and also the quantum differential equation for the J-function.
In section 4 we use the equations obtained to study the invariants envolving two primitive
classes, prove a reconstruction theorem on the invariants involving both primitive and ambi-
ent classes. In section 5, we compute invariants involving at most 4 primitive classes, prove a
reconstruction theorem for cubic hypersurfaces and odd dimensional complete intersections
of two quadrics. In section 6 we compute the invariants with 4 primitive classes for the cubic
hypersurfaces, by a reduction to genus 1 and the standard versus reduced formula in genus
1. In section 7 we compute the cohomology ring of the Fano variety of lines on cubic hyper-
surfaces and obtain the invariants with 4 primitive classes for the cubic hypersurfaces again.
Notations:
1. For a smooth projective variety X, 〈α1ψ
k1 , · · · , αlψ
kl〉Xg,l,d means the Gromov-Witten
invariant of X of genus g, l marked points and degree d. Sometimes it is more convienient
to drop the subscript for l, and denote this invariant by 〈α1ψ
k1 , · · · , αlψ
kl〉Xg,d. If the target
space is clear from the context, we drop the superscript X.
2. For Fano manifolds, the degree d of an invariant 〈α1ψ
k1 , · · · , αlψ
kl〉Xg,l,d can be determined
uniquely by the insertions, so when there is no confusions we omit the Novikov variable q.
But when apply the divisor equation, we write qd explicitly for convenience.
3. For a real number a, ⌊a⌋ denotes the greatest integer not larger than a, and ⌈a⌉ denotes
the smallest integer not less than a.
4. For a real compact manifold, H i(X) denotes the singular cohomology group of X with
coefficients in complex numbers, and H∗(X) = ⊕dimRXi=0 H
i(X), without otherwise specified.
5. When we are not studying a family of smooth hypersurface of degree d, we usually feel
convenient to say the hypersurface of degree d, which means that we have chosen arbitrarily
a smooth hypersurface of degree d, and what we are talking about is independent of the
choice. When we are studying a family, we will make the terminology precise. The same
usage applies for the complete intersections.
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1 The monodromy group and its invariants
For n ≥ 1, r ≥ 1, d = (l1, · · · , lr) ∈ Z
r, where li ≥ 2 for 1 ≤ i ≤ r, denote the family of
all nonsingular complete intersections in Pn+r of multi-degree (l1, · · · , lr) by πd : Xn(d)→
8
Sn(d). The cohomology groups
∐
s∈SH
∗(Xn(d)s) form a local system over Sn(d). In this
context, the deformation axiom (e.g., theorem 4.2 of [26]) states that
Theorem 1.1. If γ1,s, · · · , γk,s are locally constant sections of the local system
∐
s∈SH
∗(Xn(d)s)
over an open subset U ⊂ S, then the genus g Gromov-Witten invariant
〈γ1,s, · · · , γk,s〉g,k,d
is independent of s ∈ U .
For a fixed fibre Xn(d)s, the fundamental group π1(Sn(d), s) acts on H
∗(Xn(d)s). A
straightforward corollary of the above theorem is
Corollary 1.2. For γ1, · · · , γk ∈ H
n(Xn(d)s), we have
〈γ1, · · · , γk〉g,k,d = 〈h.γ1, · · · , h.γk〉g,k,d, h ∈ π1(Sn(d), s),
where h.γ denotes the monodromy action of h on γ.
We focus on the middle dimensional cohomology groups Hn(Xn(d)s). The Poincare´
pairing induces a bilinear form Q on Hn(Xn(d)s,C), which is symmetric when n is even,
and skew-symmetric when n is odd. By the invariant cycle theorem, the subspace of the
invariant classes under the monodromy action of π1(Sn(d), s) is zero when n is odd, and
is spanned by Hn/2 when n is even, where H is the pullback of the hyperplane class of
Pn+r. In the former case, denote Hnvar(Xn(d)s) = H
n(Xn(d)s). In the latter case, denote
Hnvar(Xn(d)s) = (CH
n/2)⊥, i.e., the orthogonal complement of Hn/2 with respect to Q. We
have
Hnvar(Xn(d)s) = H
n
prim(Xn(d)s).
The corollary 1.2 implies
Corollary 1.3. For γ ∈ Hnprim(Xn(d)s), and γi ∈ H
∗
amb(Xn(d)s), 1 ≤ i ≤ k,
〈γ1, · · · , γk, γ〉g,k+1,d = 0.
Now we fix a fibre over 0 ∈ S and denote it by Xn(d). Then Vn(d) := H
n
prim(Xn(d))
forms a representation of the fundamental group π1(Sn(d), 0), and we denote it by ρn(d).
Let Mn(d) be the Zariski closure of ρn(d)
(
π1(Sn(d), 0)
)
in GL(Vn(d)). Then Mn(d) lies in
O(Vn(d)) or Sp(Vn(d)) when n is even or odd, respectively, where O(Vn(d)) and Sp(Vn(d))
are the orthogonal group or the symplectic group with respect to the nondegenerate bilinear
form Q.
For (abstract) subgroups of complex linear algebraic groups , taking images by homo-
morphisms of algebraic groups and taking Zariski closures are commuting. So to find the
decomposition of the representations of π1(Sd) on the tensor products, symmetric powers
and exterior powers of Vn(d), we only need to consider the corrsponding representations of
the closed algebraic group Mn(d).
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Definition 1.4. Xn(d) is called an exceptional complete intersection (in the projective
spaces), if it is one of the following cases: (i) Xn(2); (ii) Xn(2, 2), n is even; (iii) X2(3),
i.e., a cubic surface. Otherwise Xn(d) is called non-exceptional.
Then
Theorem 1.5. ([15], [30]) If Xn(d) is a non-exceptional complete intersection, we have
Mn(d) = O(Vn(d)) when n is even, and Mn(d) = Sp(Vn(d)) when n is odd. For the
exceptional cases, the rank of the primitive cohomology are:
dimHnvar(Xn(2)) =
{
0, 2 ∤ n
1, 2|n;
dimHnvar(Xn(2, 2)) =
{
n+ 3, 2|n
n+ 1, 2 ∤ n;
dimH2var(X2(3)) = 6,
and the corresponding Mn(d):
(i) Xn(2), n is even, Mn(2) ∼= Z/2Z, ρn(2) is the unique nontrivial 1-dim representation;
(ii) Xn(2, 2), n is even, Mn(2, 2) is the Weyl group of the root system Dn+3, ρn+3(2, 2) is
the standard representation of this Weyl group ;
(iii) X2(3), M2(3) is the Weyl group of the root system E6, ρ2(3) is the standard represen-
tation of this Weyl group.
Theorem 1.6. (i) Let X be an even-dimensional non-exceptional complete intersection
of dimension ≥ 4. Suppose γ0, · · · , γn+m be a basis of H
∗(X,C), where γ0, · · · , γn is
a basis of H∗amb(X,C), and γn+1, · · · , γn+m is an orthonormal basis of H
n
var(X,C), in
the sense Q(αi, αj) = δij . Let t
0, · · · , tn+m be the dual basis of γ0, · · · , γn+m. Then
for g ≥ 0, the genus g free energy Fg can be written in a unique way as a series in
t0, · · · , tn and s, where
s =
n+m∑
µ=n+1
(tµ)2
2
.
(ii) Let X be an odd-dimensional complete intersection of dimension ≥ 3. Suppose γ0, · · · , γn+m
be a basis of H∗(X,C), where γ0, · · · , γn+m is a basis of H
∗
amb(X,C), and γn+1, · · · , γn+m
be a symplectic basis of Hnvar(X,C). Let t
0, · · · , tn+m be the dual basis of γ0, · · · , γn+m.
Then for any g ≥ 0, the genus g free energy Fg can be written in a unique way as a
series in t0, · · · , tn and s with the degree of s not greater than m2 , where
s = −
n+m
2∑
µ=n+1
tµtµ+
m
2 .
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Proof : When dimX ≥ 3, the Picard group is of rank one. Then by lemma 0.2, our
theorem is a immediate consequence of theorem 1.5 and the first fundamental theorems of
polynomial invariants of the orthogonal groups and symplectic groups. When dimX is even,
see e.g., [20, theorem 5.2.2]. When dimX is odd, what we need is the first fundamental
theorem of skew-polynomial invariants of symplectic groups, which has been developed in
[34, theorem 3.4].
Remark 1.1. The exceptional complete intersections are exactly the complete intersections
of Hodge-Tate type. By the non-semisimplicity theorem of [4] (see also [21]), the big quan-
tum cohomology of non-exceptional complete intersections are not generically semisimple.
Theorem 1.6 gives another view to this result. Let E be the Euler vector field for the genus
zero prepotential, and suppose ti, tj are the dual bases of two primitive cohomology classes.
Then it is easy to check that
E˜ = E + tj
∂
∂ti
− ti
∂
∂tj
is another Euler vector field and commuting with E, simply because the dependence of F
on ti and tj is via the dependence on a single variable s. By the argument of [4] This implies
the non-semisimplicity.
For the exceptional complete intersections, on the contrary, the monodromy groups are
finite groups, so the rings of invariants have the same dimensions as the ranks of the primi-
tive cohomologies. For example, for the even dimensional complete intersection Xn(2, 2), let
t1, · · · , tn+3 be a dual orthonormal basis, then the symmetric invariants of the Weyl group
Wn+3 are generates by
∏n+3
i=1 t
i and symmetric polynomials of (t1)2, · · · , (tn+3)2. Therefore
to show that the big quantum cohomology of Xn(2, 2) is semisimple (if it were), one has to
compute the correlators to length at least 2n+ 4.
In the following of this paper, we mainly concern the genus zero Gromov-Witten invari-
ants, so we abbreviate the genus zero generating function F0 by F for short.
2 The reduction of the WDVV equation by the monodromy group action
In this section we study the WDVV equation for the complete intersections. In the notations
of theorem 1.6, the genus zero free energy can be written as F = F (t0, · · · , tn, s). The
WDVV equation for the original genus 0 free energy can be written as an equivalent system
of differential equations for F (t0, · · · , tn, s). We study the even and odd dimensional cases
separately. For later use we define
F (k)(t1, · · · , tk) =
( ∂k
∂sk
F
)∣∣∣
s=0
,
so F can be expanded as
F = F (0) + sF (1) +
s2
2
F (2) + · · ·
Note that F (0) is the free enery for the ambient quantum cohomology of X. By lemma 0.1
we know that F (0) satisfies the following WDVV equation
n∑
e=0
n∑
f=0
∂3F (0)
∂ta∂tb∂te
gef
∂3F (0)
∂tf∂tc∂td
=
n∑
e=0
n∑
f=0
∂3F (0)
∂ta∂tc∂te
gef
∂3F (0)
∂tf∂tb∂td
. (16)
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2.1 Even dimensions
Suppose n = dimX is even. Let γ0 = 1, γ1, · · · , γn be a basis ofH
∗
amb(X) , and γn+1, · · · , γn+m
be an orthonormal basis ofHnprim(X). The corresponding dual basis is denoted by t
0, · · · , tn+m.
Let
s =
n+m∑
µ=n+1
(tµ)2
2
,
then by theorem 1.6 the genus 0 free energy can be written as a power series of t0, · · · , tn
and s. We denote this series by F (t0, · · · , tn, s). The WDVV equation for the original genus
0 free energy is
n+m∑
e=0
n+m∑
f=0
∂3F
∂ta∂tb∂te
gef
∂3F
∂tf∂tc∂td
=
n+m∑
e=0
n+m∑
f=0
∂3F
∂ta∂tc∂te
gef
∂3F
∂tf∂tb∂td
(17)
for 0 ≤ a, b, c, d ≤ n+m. For 0 ≤ a, b, c ≤ n, we use Fabc to denote
∂3F
∂ta∂tb∂tc
,
and for brevity use Fabs or Fsab to denote
∂3F
∂ta∂tb∂s
.
Similarly the meanings of Fssa and Fss, Fsss are obvious. We also use Einstein’s convention,
where the summation is from 0 to n.
Some choices of the 4-tuples (a, b, c, d) in (17) will give trivial equations, e.g., b = c = d.
We consider all the possible choices of 4-tuples (a, b, c, d) that may give nontrivial equations.
They are listed as follows.
(1) 0 ≤ a, b, c, d ≤ n. In this case the LHS of (17) is
Fabeg
efFfcd +
n+m∑
e=n+1
n+m∑
f=n+1
∂3F
∂ta∂tb∂te
gef
∂3F
∂tf∂tc∂td
= Fabeg
efFfcd +
n+m∑
e=n+1
n+m∑
f=n+1
Fabsteg
ef tfFscd
= Fabeg
efFfcd + 2sFabsFscd, (18)
and the RHS of (17) is
Faceg
efFfbd + 2sFacsFsbd.
So we obtain
Fabeg
efFfcd + 2sFabsFscd = Faceg
efFfbd + 2sFacsFsbd. (19)
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(2) 0 ≤ a, b, c ≤ n, n+ 1 ≤ d ≤ n+m. In this case the the LHS of (17) is
Fabeg
efFfcd +
n+m∑
e=n+1
n+m∑
f=n+1
∂3F
∂ta∂tb∂te
gef
∂3F
∂tf∂tc∂td
= Fabeg
efFfcd +
n+m∑
e=n+1
n+m∑
f=n+1
Fabst
egef tf tdFssc +
n+m∑
e=n+1
Fabst
egedFsc
= tdFabeg
efFsfc + 2t
dsFsabFssc + t
dFabsFsc. (20)
Interchanging b and c we obtain the RHS of (17), so
tdFabeg
efFsfc + 2t
dsFsabFssc + t
dFabsFsc
= tdFaceg
efFsfb + 2t
dsFsacFssb + t
dFacsFsb, (21)
i.e.,
Fabeg
efFsfc + 2sFsabFssc + FabsFsc
= Faceg
efFsfb + 2sFsacFssb + FacsFsb. (22)
From now on we omit the details such as (20).
(3) 0 ≤ a, b ≤ n, n+ 1 ≤ c 6= d ≤ n+m, we obtain
Fabeg
efFssf + 2sFsabFsss + 2FsabFss
= Fsaeg
efFsfb + 2sFssaFssb + FsaFssb + FssaFsb. (23)
(4) 0 ≤ a, b ≤ n, n+ 1 ≤ c = d ≤ n+m, we obtain
Fabeg
efFsf + 2sFsabFss + (t
c)2(Fabeg
efFssf + 2sFsabFsss + 2FsabFss)
= (tc)2(Fsaeg
efFsfb + 2sFssaFssb + FsaFssb + FssaFsb) + FsaFsb.
When m ≥ 2 this is equivalent to (23) together with
Fabeg
efFsf + 2sFsabFss = FsaFsb. (24)
(5) (When m ≥ 3) 0 ≤ a ≤ n, n+ 1 ≤ b, c, d ≤ n+m, and b 6= c, c 6= d, b 6= d, we obtain
tbtctd(Fsaeg
efFssf + 2sFssaFsss + FsaFsss + 2FssaFss)
= tbtctd(Fsaeg
efFssf + 2sFssaFsss + FsaFsss + 2FssaFss),
which is trivial.
(6) (When m ≥ 2) 0 ≤ a ≤ n, n+ 1 ≤ b, c = d ≤ n+m, and b 6= c, we obtain
tb(tc)2(Fsaeg
efFssf + 2sFssaFsss + 2FssaFss + FsaFsss)
+tb(Fsaeg
efFsf + 2sFssaFss + FsaFss)
= tb(tc)2(Fsaeg
efFssf + 2sFssaFsss + 2FssaFss + FsaFsss) + t
bFsaFss,
which is equivalent to
Fsaeg
efFsf + 2sFssaFss = 0. (25)
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(7) (When m ≥ 4) n+ 1 ≤ a, b, c, d ≤ n+m, and a, b, c, d are pairwise distinct,
tatbtctd(Fsseg
efFssf + 2sFsssFsss + 4FssFsss)
= tatbtctd(Fsseg
efFssf + 2sFsssFsss + 4FssFsss),
which is trivial.
(8) (When m ≥ 3) n+1 ≤ a, b, c = d ≤ n+m, and a, b, c are pairwise distinct, we obtain
tatb(tc)2(Fsseg
efFssf + 2sFsssFsss + 2FsssFss + FssFsss + FssFsss)
+tatb(Fsseg
efFsf + 2sFsssFss + FssFss + FssFss)
= tatb(tc)2(Fsseg
efFssf + 2sFsssFsss + 2FsssFss + FssFsss + FssFsss)
+tatbFssFss,
which is equivalent to
Fsseg
efFsf + 2sFsssFss + FssFss = 0. (26)
(9) (When m ≥ 2) n+ 1 ≤ a 6= b ≤ n+m, c = a, d = b, we obtain
((ta)2 + (tb)2)
(
Fsseg
efFsf + 2sFsssFss + FssFss
)
+Fseg
efFsf + 2sFssFss = 0, (27)
which is equivalent, when m ≥ 3, to (26) together with
Fseg
efFsf + 2sFssFss = 0. (28)
It is not hard to see that the other WDVV equations gives no new relations.
By the standard computation of the rank of the primitive cohomology, it is not hard
to see, when X is an even dimensional non-exceptional complete intersection of dimension
≥ 3, we have m = rk Hnprim(Xn(d)) ≥ 3. So the WDVV equation (17) is equivalent to the
collection of (19), (22), (23), (24), (25), (26), (28). These equations are not independent.
Differentiating (28) by ta, 0 ≤ a ≤ n, we obtain (25), and differentiating (28) by s we obtain
(26).
Differentiating (24) by s,
Fsabeg
efFsf + Fabeg
efFssf + 2FsabFss + 2sFssabFss + 2sFsabFsss
= FsaFssb + FssaFsb, (29)
and differentiating (28) by ta and tb, we have
Fsabeg
efFsf + Fsaeg
efFsbf + 2sFssabFss + 2sFssaFssb = 0. (30)
Substituting (29) and (30) into both sides of (23), we see that (23) is equivalent to
FsaFssb + FssaFsb − Fsabeg
efFsf − 2sFssabFss
= −Fsabeg
efFsf − 2sFssabFss + FsaFssb + FssaFsb,
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which is trivial.
Differentiating (24) by tc,
Fabceg
efFsf + Fabeg
efFsfc + 2sFsabcFss + 2sFsabFssc
= FsacFsb + FsaFsbc, (31)
interchanging b and c we obtain
Fabceg
efFsf + Faceg
efFsfb + 2sFsabcFss + 2sFsacFssb
= FsabFsc + FsaFsbc, (32)
then taking the difference of (31) and (32) we obtain (22). Similarly, computing
0 =
∂2
∂tc∂td
(
Fabeg
efFsf + 2sFsabFss − FsaFsb
)
+
∂2
∂ta∂tb
(
Fcdeg
efFsf + 2sFscdFss − FscFsd
)
and
0 =
∂2
∂tb∂td
(
Faceg
efFsf + 2sFsacFss − FsaFsc
)
+
∂2
∂ta∂tc
(
Fbdeg
efFsf + 2sFsbdFss − FsbFsd
)
then taking the difference, we obtain
∂
∂s
(
Fabeg
efFfcd + 2sFsabFscd
)
=
∂
∂s
(
Faceg
efFfbd + 2sFsacFsbd
)
.
This means that, expanding both sides of (19) as series of s, the part of positive powers are
equal. On the other hand, 0-th part of (19) is (16), the WDVV equation for F (0). So (19)
can be derived from (24) and the WDVV equation for F (0).
Theorem 2.1. For even dimensional non-exceptional complete intersections of dim at least
3, the WDVV for F is equivalent to the WDVV for F (0) together with
Fabeg
efFsf + 2sFsabFss = FsaFsb, 0 ≤ a, b ≤ n, (33)
and
Fseg
efFsf + 2sFssFss = 0. (34)
2.2 Odd dimensions
Suppose dimX is odd. Let γ0 = 1, γ1, · · · , γn be a basis of H
∗
amb(X) , and γn+1, · · · , γn+m
be a symplectic basis of H∗prim(X), i.e,
gi,i+m/2 = 1, gi+m/2,i = −1, n+ 1 ≤ i ≤ n+m/2,
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thus
gi,i+m/2 = −1, gi+m/2,i = 1, n+ 1 ≤ i ≤ n+m/2.
The corresponding dual basis is denoted by t0, · · · , tn+m. Let
s = −
n+m/2∑
i=n+1
titi+m/2,
then by theorem 1.6 the genus 0 free energy can be written as a series F (t0, · · · , tn, s). The
WDVV equation for the original genus 0 free energy
n+m∑
e=0
n+m∑
f=0
∂3F
∂ta∂tb∂te
gef
∂3F
∂tf∂tc∂td
= (−1)bc
n+m∑
e=0
n+m∑
f=0
∂3F
∂ta∂tc∂te
gef
∂3F
∂tf∂tb∂td
. (35)
for 0 ≤ a, b, c, d ≤ n+m, where (−1)bc := (−1)deg γb·deg γc . Here deg γb means the real degree
of the cohomology class γb. As in the previous subsection we use the compact notations
Fabc, Fsab etc., and the Einstein’s convention summation is from 0 to n.
The graded commutativity makes the final differential equations and their derivation
slightly different from those in even dimensions. Althought the variable s is of even degree,
its (m2 + 1)-th power is 0. Thus a power series of s is in fact a polynomial of s with degree
≤ m/2. Suppose g(s) is a polynomial in s, then for some n+ 1 ≤ c ≤ n+m/2,
tcg(s) = 0
or
tctc+m/2g(s) = 0
only implies that the coefficients of sk of g(s) is 0 for 0 ≤ k ≤ m/2− 1. Similarly,
tctdg(s) = 0
for some n + 1 ≤ c, d ≤ n +m and c 6≡ d mod m/2 implies that the coefficients of sk of
g(s) is 0 for 0 ≤ k ≤ m/2− 2. We use the notation
f(s) = g(s) mod sk
to denote that the coefficients of si in f and g are equal for 0 ≤ i ≤ k − 1.
Theorem 2.2. For odd dimensional non-exceptional complete intersections of dim at least
3, if m = rk Hnprim(Xn(d)) ≥ 4, the WDVV equation for F is equivalent to the WDVV for
F (0) together with
Fabeg
efFsf + 2sFsabFss ≡ FsaFsb mod s
m
2 , 0 ≤ a, b ≤ n, (36)
and
Fseg
efFsf + 2sFssFss ≡ 0 mod s
m
2 . (37)
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The proof is similar to the even dimensional cases, while the details are slightly more
complicated, so we put it in the appendix. It turns out that the modulo s
m
2 validity of (36)
and (37) does not affect our computations in section 4 and 5. Taking into account the Euler
vector field, we have, for even n,
Fabeg
efFsf + 2sFsabFss = FsaFsb, 0 ≤ a, b ≤ n,
Fseg
efFsf + 2sFssFss = 0,
EF = (3− n)F + a(n,d) ∂
∂t1
c,
(38)
and for odd n,
Fabeg
efFsf + 2sFsabFss = FsaFsb mod s
m
2 , 0 ≤ a, b ≤ n,
Fseg
efFsf + 2sFssFss = 0 mod s
m
2 ,
EF = (3− n)F + a(n,d) ∂∂t1 c,
(39)
where c is defined in (14). Our aim is to solve (38) and (39) with F |s=0 = F
(0) as initial
values.
2.3 The monodromy-reduced Frobenius manifold
In this subsection we try to give an interpretation for the reconstruction problem (38).
The result will not be used in the remaining sections, while we think that the discussions
in the subsection will be helpful to understand the nature of our reconstruction problem.
For brevity we restrict our attentions to the even dimensional cases. A natural idea is to
interprete (33) and (34) as some classical PDEs. If we make the change of variables
s =
r2
2
, (40)
then (34) is transformed into
∂Fs
∂te
gef
∂Fs
∂tf
+
∂Fs
∂r
∂Fs
∂r
= 0. (41)
If we define the pairing
g(∂r, ∂r) = 1, g(∂r , ∂ta) = 0, 0 ≤ a ≤ n, (42)
and view Fs as a series in t
0, · · · , tn, r, then (41) is an eikonal equation for Fs. We will see
in section 4 that F (1) = Fs|s=0 = Fs|r=0 can be reconstructed, so we need only to solve
have the Cauchy problem of the eikonal equation{
∂Fs
∂te g
ef ∂Fs
∂tf
+ ∂Fs∂r
∂Fs
∂r = 0,
Fs|r=0 = Known data.
(43)
However since ∂Fs∂r |r=0 = 0, (43) is in fact a characteristic Cauchy problem, for which
the solution is in general not unique. Now we interprete (38) as an imbedding problem
of Frobenius manifolds. For this purpose we need to introduce the notion of Frobenius
submanifolds.
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Definition 2.3. Let (M,g, ◦, e, E) be a Frobenius manifold, N a submanifold. N is called
a Frobenius submanifold if the following are satisfied:
(i) g|N is nondegenerate and flat;
(ii) e|N , E|N ∈ TN ;
(iii) TN ◦ TN ⊂ TN ;
(iv) (N, g|N , ◦|TN , e|N , E|N ) is a Frobenius manifold, and an affine flat structure on N
can be locally extended to be an affine flat structure on M .
Remark 2.1. The Frobenius submanifold in our definition is called natural Frobenius sub-
manifold in [32].
As we have seen in the introduction, there is a Frobenius manifold Mamb correspond-
ing to the ambient quantum cohomology, with potential function F (0), flat coordinates
t0, · · · , tn, and Euler vector field
Eamb =
n∑
i=0
(1− i)ti
∂
∂ti
+ a(n,d)
∂
∂t1
. (44)
Now we introduce a new variable r as and extend the pairing as (42), and define the potential
function to be F for the whole quantum cohomology with the change of variables (40). Then
the WDVV equations for the flat coordinates t0, · · · , tn, r are
Fabeg
efFfcd + 2sFabsFscd = Faceg
efFfbd + 2sFacsFsbd, (45)
Fabeg
efFsfc + 2sFsabFssc + FabsFsc
= Faceg
efFsfb + 2sFsacFssb + FacsFsb, (46)
and
Fabeg
efFsf + 2sFabeg
efFssf + 4s
2FsabFsss + 6sFsabFss
= 2sFsaeg
efFsfb + 4s
2FssaFssb + 2sFsaFssb + 2sFssaFsb + FsaFsb. (47)
We define the degree of ∂r to be
n
2 , then the Euler field is
E =
n∑
i=0
(1− i)ti
∂
∂ti
+ (1−
n
2
)r
∂
∂r
+ a(n,d)
∂
∂t1
. (48)
It is easily seen that the system (38) implies (45) to (48). So we have constructed a Frobenius
manifold Mmred, which has Mamb as a codimension 1 Frobenius submanifold. Conversely,
we have the following lemma.
Lemma 2.4. The system (45) to (48) plus (41) is equivalent to the system (38).
Proof : It suffices to show the direction ’=⇒’. (46) is equivalent to
∂
∂tc
(
Fabeg
efFsf + 2sFsabFss − FsaFsb
)
=
∂
∂tb
(
Faceg
efFsf + 2sFsacFss − FsaFsc
)
.
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Thus there exists Φ(t, s) such that
Fabeg
efFsf + 2sFsabFss − FsaFsb =
∂2Φ
∂ta∂tb
. (49)
(47) is equivalent to
Fabeg
efFsf + 2sFsabFss − FsaFsb
= 2s(Fsaeg
efFsfb + 2sFssaFssb + FsaFssb + FssaFsb − Fabeg
efFssf − 2sFsabFsss − 2FsabFss),
i.e.,
Fabeg
efFsf + 2sFsabFss − FsaFsb
= s
∂2
∂ta∂tb
(Fseg
efFsf + 2sFssFss)− 2s
∂
∂s
(
Fabeg
efFsf + 2sFsabFss − FsaFsb
)
.
Thus there exist φ(s) and φa(s) such that
s(Fseg
efFsf + 2sFssFss) = Φ + 2sΦs +
∑
a
φa(s)t
a + φ(s).
Solving fa(s)+2sf
′
a(s) = φa(s) and f(s)+2sf
′(s) = φ(s), modifying Φ by Φ+
∑
a fa(s)t
a+
f(s), we have
s(Fseg
efFsf + 2sFssFss) = Φ + 2sΦs, (50)
and (49) still holds. Since (41) is equivalent to (34), Φ = 0. Thus from (49) we deduce (33).
We call (41) the eikonal equation in the normal direction for F . One can of course
write it in the coordinates t0, · · · , tn, r. In summary, we can state the problem of finding a
solution for (38) with initial condition F |s=0 = F
(0) as the follows.
Proposition 2.5. Solving the system (33)-(34) with initial condition on s = 0 is equivalent
to find a codimension 1 embedding of Mamb satisfying the eikonal equation in the normal
direction.
2.4 The symmetric reduction of the quantum differential equation
The J-function for X is defined to be
J(t0, · · · , tn+m, z) := z +
n+m∑
a=0
taγa
+
∑
n≥0
∑
d
n+m∑
a=0
1
n!
〈 n+m∑
b=0
tbγb, · · · ,
n+m∑
b=0
tbγb,
γa
z − ψ
〉
0,n+1,d
γa. (51)
For later convenience we define
Ja(z, t
0, · · · , tn+m) :=
n+m∑
c=0
gact
c + 〈〈
γa
z − ψ
〉〉0, 0 ≤ a ≤ n+m, (52)
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then the quantum differential equation is
z
∂2Ja
∂ti∂tj
=
n+m∑
b=0
n+m∑
c=0
Fijbg
bc ∂Ja
∂tc
. (53)
The ambient J-function is defined as
Jamb(t
0, · · · , tn, z) = z +
n∑
a=0
γaJa|tn+1=···=tn+m=0. (54)
By theorem 1.6, for 0 ≤ a ≤ n, Ja(z, t
0, · · · , tn+m) is a series in t0, · · · , tn, s. For n + 1 ≤
a ≤ n+m, there exists J˜(z, t0, · · · , tn, s) such that
Ja(z, t
0, · · · , tn+m) = taJ˜(z, t0, · · · , tn, s). (55)
When the dimension n is odd, the degree of s in J˜(z, t0, · · · , tn, s) is not greater than m2 −1.
Proposition 2.6. Let X be a non-exceptional complete intersection with dimension ≥
3. The system of quantum differential equation (53) is equivalent to the collection of the
following systems. Here the Einstein’s summation is from 0 to n.
(i) If n is even,
z
∂Ja
∂s
= Fsbg
bc∂Ja
∂tc
+ 2sFss
∂Ja
∂s
, 0 ≤ a ≤ n, (56)
z
∂J˜
∂ti
= FisJ˜ , 0 ≤ i ≤ n, (57)
z
∂J˜
∂s
= FssJ˜ . (58)
(ii) If n is odd,
z
∂Ja
∂s
= Fsbg
bc ∂Ja
∂tc
+ 2sFss
∂Ja
∂s
mod sm/2, 0 ≤ a ≤ n, (59)
z
∂J˜
∂ti
= FisJ˜ mod s
m/2, 0 ≤ i ≤ n, (60)
z
∂J˜
∂s
= FssJ˜ mod s
m/2−1. (61)
Proof : The proof is similar to the proof of theorem 2.1 and theorem 2.2, and we omit it.
Theorem 2.7. Let X be a non-exceptional complete intersection with dimension ≥ 3.
(i) For 0 ≤ a ≤ n, Ja can be reconstructed by (59) from Jamb.
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(ii) For n+ 1 ≤ a ≤ n+m,
Ja(z, t
0, · · · , tn+m) = ta exp(Fs/z). (62)
Proof : By dimension constraint the genus zero Gromov-Witten invariants for non-Fano
complete intersections are trivial. So we assume X is Fano.
(i) Expanding Ja in s,
Ja = J
(0)
a + sJ
(1)
a +
s2
2
J (2)a + · · ·
we have J
(0)
a being the coefficient of γa in Jamb, and for k ≥ 0,
J (k+1)a =
1
z
k∑
i=0
(
k
i
)
F
(i+1)
b g
bcJ (k−i)a;c +
2k
z
k−1∑
i=0
(
k − 1
i
)
F (i+2)J (k−i)a .
(ii) The general solution for (60) and (61) is
J(z, t0, · · · , tn, s) = C(1/z) exp(Fs/z), (63)
where
C(1/z) = 1 +
c1
z
+
c2
z2
+
c3
z3
+ · · ·
for some ci ∈ C, i ≥ 1. These coefficients can be determined by F
(1)(0) and
n+m∑
a=n+1
n+m∑
b=n+1
gab〈γaψ
k, γb〉0,2, k ≥ 1.
Since H ∪ γa = 0 for γa ∈ Hprim(X), by the divisor equation we have
〈γaψ
k, γb,H〉0,3 =
k + 1
a(n,d)
〈γaψ
k, γb〉0,2.
On the other hand the topological recursion relation implies
〈γaψ
k, γb,H〉0,3 =
n+m∑
µ=n+1
n+m∑
ν=n+1
〈γaψ
k−1, γµ〉0,2g
µν〈γν , γb,H〉0,3. (64)
If the Fano index a(n,d) > 1, 〈γν , γb,H〉0,3 = F
(1)(0) = 0, so for k ≥ 0 we have
〈γaψ
k, γb〉0,2 = 0.
If the Fano index a(n,d) = 1, (64) implies
(k + 1)〈γaψ
k, γb〉0,2,k+1 = 〈γaψ
k−1, γµ〉0,2,kg
µν〈γν , γb〉0,2,1
= 〈γaψ
k−1, γµ〉0,2,kg
µνF (1)(0)gνb = F
(1)(0)〈γaψ
k−1, γb〉0,2,k.
By proposition 3.4, F (1)(0) = −ℓ(d) (see (72) for the definition of the definition of ℓ(d)).
So inductively we have
〈γaψ
k, γb〉0,2,k+1 =
(−ℓ(d))k+1
(k + 1)!
gab.
Therefore in any case we have
C(1/z) = 1.
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3 On the structure of Frobenius algebras and Frobenius manifolds
Expanding both sides of (33) and (34) as power series of s, for k ≥ 1 we obtain equations
for F (k) and their derivatives (for k ≤ m− 1 when n is odd)
k∑
j=0
F
(j)
abeg
efF
(k−j+1)
f
j!(k − j)!
+
k∑
j=1
2F
(j)
ab F
(k−j+2)
(j − 1)!(k − j)!
=
k+1∑
j=1
F
(j)
a F
(k−j+2)
b
(j − 1)!(k − j + 1)!
, (65)
k+1∑
j=1
F
(j)
e gefF
(k+2−j)
f
(j − 1)!(k + 1− j)!
+ 2
k+1∑
j=2
F (j)F (k+3−j)
(j − 2)!(k + 1− j)!
= 0. (66)
3.1 F (1) and non-semisimplicity of Mamb
We have
F
(0)
abeg
efF
(1)
f = F
(1)
a F
(1)
b , (67)
F (1)e g
efF
(1)
f = 0. (68)
Define
γ :=
n∑
f=0
n∑
b=0
F
(1)
f g
fbγb. (69)
Proposition 3.1. (i) As a vector field on the ambient Frobenius manifold Mamb for X,
γ is a common eigenvector for the multiplications by γa with eigenvalue F
(1)
a , for
0 ≤ a ≤ n.
(ii) Denote the ambient big quantum multiplication by ◦amb, then γ ◦amb γ = 0.
(iii) (γ, 1) = 1.
Proof : (i) and (ii) follows from (67) and (68) respectively. (iii) is equivalent to
∂F (1)
∂t0
= 1,
which follows from the string equation.
Therefore we obtain a square-zero element γ which is itself nonzero everywhere. So we
obtain the following non-semisimplicity result. Note that usually one talks about semisim-
plicity either in the formal sense, or assuming a convergent region of the potentical function.
Our result holds in both senses.
Corollary 3.2. Let X be a non-exceptional complete intersection of dimension at least 3,
then the Frobenius manifold associated to the ambient big quantum cohomology of X is not
semisimple.
22
3.2 A reconstruction theorem
From now on we assume thatX is a non-exceptional Fano complete intersection of dimension
≥ 3.
Theorem 3.3. Suppose 0 6= b ∈ C, 1 ≤ k ≤ n, n ≥ 2, then we have an isomorphism of
artin algebras
ϕ : C[ǫ]/(ǫk)⊕ Cn−k+1 ∼= C[w]/(wn+1 − bwk),
such that ϕ(ǫ) = wn−k+2 − bw.
Proof : Since wn−k+2 − bw has n − 2 distinct roots, we have C[w]/(ǫ) ∼= Cn−k+2. It
suffices to check ǫk = 0:
ǫk = wk
k∑
i=0
(−b)k−i
(
k
i
)
w(n−k+1)i =
k∑
i=0
(−b)k−i
(
k
i
)
biwk = 0.
Note that up to a scalar factor, ǫk is the unique common eigenvector in C[ǫ]/(ǫk)⊕Cn−k+1
for multiplications by all elements, and
ϕ(ǫk−1) = (−b)k−1wk−1 +wk−1
k∑
i=1
(−b)k−1−i
(
k − 1
i
)
w(n−k+1)i
= (−b)k−1wk−1 + bk−2wn
k∑
i=1
(−1)k−1−i
(
k − 1
i
)
= (−1)kbk−2(wn − bwk−1).
Let a(n,d) := n+ r + 1− |d| be the Fano index of X, and
H˜ =
{
H, a(n,d) ≥ 2,
H+ ℓ(d)q, a(n,d) = 1.
(70)
By [19], the small quantum cohomology ring of X is C[H˜]/(H˜n+1 − b(d)H˜n+1−a(n,d)q).
Proposition 3.4.
γ|t0=···=tn=0 =
1∏r
i=1 di
(
H˜n − b(d)H˜n−a(n,d)q
)
. (71)
Proof : By the above theorem, we have an isomorphism
ϕ : C[ǫ]/(ǫn+1−a(n,d))⊕ Ca(n,d) ∼= C[H˜]/(H˜n+1 − b(d)H˜n+1−a(n,d)q),
with ϕ(ǫ) = H˜a(n,d)+1 − b(d)H˜. The Proposition 3.1 implies that γ|t0=···=tn=0 is a common
eigenvector and (γ|t0=···=tn=0, 1) = 1. Thus the conclusion follows by (70).
This proposition generalizes the result for Fano hypersurfaces in [12] to Fano complete
intersections, and their geometric proof for the Fano index 1 cases is not necessary.
Now we define a partial ordering ≺ for the coefficients of the series F (t0, · · · , tn, s). We
say that the coefficient of tk00 · · · t
kn
n s
k ≺ the coefficient of tl00 · · · t
ln
n s
l, if and only if (i) k < l
or (ii) k = l and
∑n
i=0 ki <
∑n
i=0 li.
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Theorem 3.5. For non-exceptional Fano complete intersections with dimension ≥ 3, F (k)
can be reconstructed by the system (38) and the following data :
(i) The generating function F (0) ambient quantum cohomology;
(ii) (for k ≥ 2) The constant term F (i)(0) of F (i) for 2 ≤ i ≤ k.
Proof : We only need to solve linear systems of the form
Ccabxc − λaxb − λbxa = Lower order terms,
where Ccab are the structure constants of the Frobenius algebra at 0. Take the basis
e0, ǫ, ǫ
2, · · · , ǫk−1, e1, e2, · · · , en−k. For 1 ≤ j ≤ n− k, since
Ccejejxc − λejxej − λejxej = xej ,
we can solve xej . For 2 ≤ j ≤ k − 1, since
Ccǫ,ǫj−1xc − λǫxǫj−1 − λǫj−1xǫ = xǫj ,
we can solve xǫj . Since
Cce0e0xc − λe0xe0 − λe0xe0 = −xe0 ,
we can solve xe0 . We are left to solve xǫ. Note that in the above isomorphism, w is
not mapped into the linear space spanned by e0, ǫ
2, · · · , ǫk−1, e1, e2, · · · , en−k, because w
generates the whole ring, but elements in the linear space spanned by e0, ǫ
2, · · · , ǫk−1, e1,,
· · · , en−k cannot. So we can use the Euler vector fielde to solve xǫ.
Corollary 3.6. For non-exceptional Fano complete intersections with gcd(n−2, a(n,d)) >
1, F can be reconstructed by (38) from F (0).
Proof: By the dimension constraint, a necessary condition for F (k)(0) 6= 0 is
β =
k(n− 2)− (n− 3)
a(n,d)
∈ Z>0.
There is no such β if gcd(n− 2, a(n,d)) > 1.
4 Computing the 4-point correlators
In this section we consider non-exceptional Fano complete intersections X = Xn(d) of
dimension n ≥ 3 and multidegree d. Our strategy to compute F (k)(0) is, firstly to use
(65) to obtain the linear relations for F (k) and its derivatives at 0, then to substitute these
relations into (66) to solve F (k)(0).
To compute F (2)(0), we need to first compute F
(1)
ab . Recall that a(n,d) denotes the
Fano index of Xn(d). For clearness, in the following we treat the cases a(n,d) ≥ 2 and
a(n,d) = 1 separately. We use the notations
ℓ(d) :=
r∏
i=1
di!, b(d) := d
d1
1 · · · d
dr
r . (72)
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4.1 When the Fano index a(n,d) ≥ 2
Denote the i-th power of the hyperplane class in the ordinary cohomology ring by Hi, and
the dual basis by t0, · · · , tn. Denote the i-th power of the hyperplane class in the small
quantum cohomology ring by Hi, and the dual basis by τ0, · · · , τn.
The transform between these two basis is of the following form
Hi =
ka(n,d)≤i∑
k≥0
M
i−ka(n,d)
i H
i−ka(n,d)qk, Hi =
∑ka(n,d)≤i
k≥0 W
i−ka(n,d)
i Hi−ka(n,d)q
k. (73)
Thus
τ i =
ka(n,d)≤n−i∑
k≥0
M ii+ka(n,d)q
kti+ka(n,d), ti =
∑ka(n,d)≤n−i
k≥0 W
i
i+ka(n,d)q
kτ i+ka(n,d). (74)
Note that this transform is linear, thus {τ i} are still flat coordinates, and the WDVV
equation holds for {τ i}. Denote the small quantum multiplication by •. Denote the Poincare´
pairing of He and Hf by gef for 0 ≤ e, f ≤ n.
Lemma 4.1.
gef = (H
e,Hf ) =
{
b(d)kqk
∏r
i=1 di, e+ f = n+ ka(n,d), k ≥ 0,
0, e+ f 6≡ n mod a(n,d).
(75)
gef =
1∏r
i=1 di
·

−b(d)q, e+ f = n− a(n,d),
1, e+ f = n,
0, otherwise.
(76)
Proof : Recall that ([19])
Hn+1 = b(d)H|d|−rq, (77)
and gef = (H
e,Hf ) = (1,He+f ), so by the upper-triangularity of the linear transform (73)
we obtain (75) by an induction on k. From (75) to (76) is simple linear algebra.
In particular we have
gn0 =
1∏r
i=1 di
, gn−a(n,d),0 = − b(d)q∏r
i=1 di
. (78)
For 0 ≤ a, b ≤ n, we have the quantum products
Ha • Hb =
{
Ha+b, a+ b ≤ n,
b(d)kqkHc, n− a(n,d) + 1 ≤ c ≤ n, a+ b = c+ k · a(n,d), a+ b > n.
(79)
In this section, we use the following convention.
Convention: the subscript in Fab··· means taking derivatives with respect to τ
a, τ b, · · · .
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Thus (75) and (79) implies
F
(0)
abc(0) =
{
b(d)kqk
∏r
i=1 di, a+ b+ c = n+ ka(n,d), k ≥ 0,
0, a+ b+ c < n or a+ b+ c 6≡ n mod a(n,d).
(80)
Define
c(n,d) := 1 +
∑
k≥0
∑
l≥0
k
b(d)k+l
M
n−(k+l)a(n,d)
n−la(n,d) W
n−la(n,d)
n
−
∑
k≥0
∑
l≥0
k
b(d)k+l
M
n−(k+l+1)a(n,d)
n−(l+1)a(n,d) W
n−(l+1)a(n,d)
n−a(n,d) .
Theorem 4.2. If a(n,d) ≥ 2,
n∑
e=0
F
(0)
abce(0)g
e0 =
{
c(n,d)b(d)kqk, a+ b+ c = 1 + ka(n,d), a, b, c ≥ 1,
0, otherwise.
(81)
Proof : First we prove (81) for a = 1. In the coordinates (t0, t1, · · · , tn, q), the divisor
equation for F (0) is
∂
∂t1
F (0) = q
∂
∂q
F (0).
Thus in the coordinates (τ0, τ1, · · · , tn, q), the divisor equation for F (0) is
n∑
i=0
∂τi
∂t1
∂
∂τ i
F (0) =
(
q
∂
∂q
+ q
n∑
i=0
∂τ i
∂q
∂
∂τ i
)
F (0).
But
∂τ0
∂t1
= 0,
∂τ1
∂t1
= 1,
∂τ b
∂t1
= 0, 2 ≤ b ≤ n,
so
∂
∂τ1
F (0) =
(
q
∂
∂q
+ q
n∑
i=0
∂τi
∂q
∂
∂τ i
)
F (0)
=
(
q
∂
∂q
+
n∑
i=0
ka(n,d)≤n−i∑
k≥0
kM ii+ka(n,d)q
kti+ka(n,d)
∂
∂τ i
)
F (0)
=
(
q
∂
∂q
+
n∑
i=0
∑
k≥0
∑
l≥0
kM ii+ka(n,d)W
i+ka(n,d)
i+(k+l)a(n,d)q
k+lτ i+(k+l)a(n,d)
∂
∂τ i
)
F (0).
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Thus if a+ b+ c = n+ z · a(n,d), where z ∈ Z,
∂
∂τa
∂
∂τb
∂
∂τc
∂
∂τ1
F (0)(0)
=
∂
∂τa
∂
∂τb
∂
∂τc
(
q
∂
∂q
+
n∑
i=0
∑
k≥0
∑
l≥0
kM ii+ka(n,d)W
i+ka(n,d)
i+(k+l)a(n,d)q
k+lτ i+(k+l)a(n,d)
∂
∂τ i
)
F (0)
=
(
q
∂
∂q
∂
∂τa
∂
∂τb
∂
∂τc
+
∂
∂τa
∂
∂τb
∂
∂τc
n∑
i=0
∑
k≥0
∑
l≥0
kM ii+ka(n,d)W
i+ka(n,d)
i+(k+l)a(n,d)q
k+lτ i+(k+l)a(n,d)
∂
∂τ i
)
F (0)
= zb(d)zqz
r∏
i=1
di +
∑
k≥0
∑
l≥0
k
(
M
a−(k+l)a(n,d)
a−la(n,d) W
a−la(n,d)
a
+M
a−(k+l)a(n,d)
a−la(n,d) W
a−la(n,d)
a +M
a−(k+l)a(n,d)
a−la(n,d) W
a−la(n,d)
a
)
qk+lb(d)z−k−lqz−k−l
r∏
i=1
di
=
(
q
∂
∂q
∂
∂τa
∂
∂τb
∂
∂τc
+
∂
∂τa
∂
∂τb
∂
∂τc
n∑
i=0
∑
k≥0
∑
l≥0
kM ii+ka(n,d)W
i+ka(n,d)
i+(k+l)a(n,d)q
k+lτ i+(k+l)a(n,d)
∂
∂τ i
)
F (0)
=
(
zb(d)z +
∑
k≥0
∑
l≥0
k
(
M
a−(k+l)a(n,d)
a−la(n,d) W
a−la(n,d)
a
+M
b−(k+l)a(n,d)
b−la(n,d) W
b−la(n,d)
b +M
c−(k+l)a(n,d)
c−la(n,d) W
c−la(n,d)
c
)
b(d)z−k−l
)
qz
r∏
i=1
di.
Therefore if a+ b = za(n,d),
F
(0)
1abe(0)g
e0 = zb(d)zqz + (z − 1)b(d)z−1qz−1 · (−b(d)q)
+
∑
k≥0
∑
l≥0
k
(
M
a−(k+l)a(n,d)
a−la(n,d) W
a−la(n,d)
a
+M
b−(k+l)a(n,d)
b−la(n,d)
W
b−la(n,d)
b +M
n−(k+l)a(n,d)
n−la(n,d)
W n−la(n,d)n
)
b(d)z−k−lqz
+
∑
k≥0
∑
l≥0
k
(
M
a−(k+l)a(n,d)
a−la(n,d) W
a−la(n,d)
a
+M
b−(k+l)a(n,d)
b−la(n,d) W
b−la(n,d)
b +M
n−(k+l+1)a(n,d)
n−(l+1)a(n,d) W
n−(l+1)a(n,d)
n−a(n,d)
)
·b(d)z−k−l−1qz−1 · (−b(d)q)
= b(d)zqz +
∑
k≥0
∑
l≥0
k
(
M
a−(k+l)a(n,d)
a−la(n,d) W
a−la(n,d)
a
+M
b−(k+l)a(n,d)
b−la(n,d) W
b−la(n,d)
b +M
n−(k+l)a(n,d)
n−la(n,d) W
n−la(n,d)
n
)
b(d)z−k−lqz
−
∑
k≥0
∑
l≥0
k
(
M
a−(k+l)a(n,d)
a−la(n,d) W
a−la(n,d)
a
+M
b−(k+l)a(n,d)
b−la(n,d) W
b−la(n,d)
b +M
n−(k+l+1)a(n,d)
n−(l+1)a(n,d) W
n−(l+1)a(n,d)
n−a(n,d)
)
b(d)z−k−lqz
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= b(d)zqz +
∑
k≥0
∑
l≥0
kM
n−(k+l)a(n,d)
n−la(n,d) W
n−la(n,d)
n b(d)
z−k−lqz
−
∑
k≥0
∑
l≥0
kM
n−(k+l+1)a(n,d)
n−(l+1)a(n,d) W
n−(l+1)a(n,d)
n−a(n,d) b(d)
z−k−lqz
= b(d)zqz
(
1 +
∑
k≥0
∑
l≥0
k
b(d)k+l
M
n−(k+l)a(n,d)
n−la(n,d) W
n−la(n,d)
n
−
∑
k≥0
∑
l≥0
k
b(d)k+l
M
n−(k+l+1)a(n,d)
n−(l+1)a(n,d) W
n−(l+1)a(n,d)
n−a(n,d)
)
.
Now we prove (81) for general a, b, c. Differentiating the WDVV equation for F (0) once,
and taking values at 0, we obtain
F
(0)
abep(0)g
efF
(0)
fcd(0) + F
(0)
abe(0)g
efF
(0)
fcdp(0)
= F (0)acep(0)g
efF
(0)
fbd(0) + F
(0)
ace(0)g
efF
(0)
fbdp(0). (82)
For convenience, we extend the range 0 ≤ a, b, c ≤ n to the set of nonnegative integers.
For a = a1 + ka(n,d), where 0 ≤ a1 ≤ n, k ∈ Z
+, we define F
(0)
abcd(0) := b(d)
kqkFa1bcd(0).
Similar convention applies to the other subscripts b, c, d in F
(0)
abcd(0). Thus we have shown
(81) for a = 1 and b, c ≥ 0. By the definition of our basis Hi, (77) and (82) imply
F
(0)
abp,c+d(0) + F
(0)
a+b,cdp(0) = F
(0)
acp,b+d(0) + F
(0)
a+c,bdp(0).
Taking b = 1, we have
F
(0)
a+1,cdp(0) = F
(0)
acp,1+d(0) + F
(0)
a+c,1dp(0) − F
(0)
a1p,c+d(0).
Thus it is easily seen that the validity of (81) for a = 1 implies that for a = 2. The general
case follows by an induction on a.
Remark 4.1. When n ≤ 2a(n,d)− 1, by [5],
c(n,d) := 1 +
M
n−a(n,d)
n
b(d)
=
ℓ(d)
b(d)
.
For (n, d) = (5, 5), an easy computation gives
c(5, 5) =
14712
390625
=
ℓ(d)
b(d)
−
1
2
ℓ(d)2
b(d)2
.
In general we have a conjecture for the explicit formula:
c(n,d) =
⌊ n
a(n,d)
⌋∑
i=1
(−1)i−1
1
i!
ℓ(d)i
b(d)i
.
As a corollary to theorem 4.2, we can compute F (1) to degree 2.
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Corollary 4.3.
F (1)(τ0, · · · , τn) = τ0 −
c(n,d)
2
∑
k≥1
qk
∑
1≤i,j≤n
i+j=1+ka(n,d)
b(d)kτ iτ j +O((τ)3).
Proof : The first term on the right handside is by (69) and proposition 3.4. Differenti-
ating (67) once,
F
(0)
abce(0)g
efF
(1)
f (0) + F
(0)
abe(0)g
efF
(1)
fc (0) = F
(1)
ac (0)F
(1)
b (0) + F
(1)
a (0)F
(1)
bc (0). (83)
But F
(1)
a (0) = 0 for 1 ≤ a ≤ n, and F
(1)
0 (0) = 1, so
F
(0)
abce(0)g
e0 + F
(0)
abe(0)g
efF
(1)
fc (0) = 0, 1 ≤ a, b ≤ n. (84)
The conclusion follows easily from (79), (84) and theorem 4.2.
Example 4.4. If n ≤ 2a(n,d)− 1, in the coordinates ti,
F (1)(τ0, · · · , τn) = t0 − ℓ(d)tn−1 −
ℓ(d)
2
q
n−1∑
i=1
titn−i − ℓ(d)2q2tn−1tn +O((t)3). (85)
In particupar, for Xn(2, 2), n ≥ 3, n is odd,
F (1)(τ0, · · · , τn) = t0 − 4tn−1 − 2q
n−1∑
i=1
titn−i − 16q2tn−1tn +O((t)3). (86)
Question: Is (86) valid when n is even?
Now we are ready to compute F (2)(0) and F
(2)
b (0).
Lemma 4.5.
(i)
− F (1)ae g
efF
(1)
fb + F
(0)
abeg
efF
(2)
f + 2F
(1)
ab F
(2) = F (2)a F
(1)
b + F
(1)
a F
(2)
b , (87)
F (1)e g
efF
(2)
f + F
(2)F (2) = 0. (88)
(ii) For 2 ≤ b ≤ n,
F
(2)
b (0) + 2F
(1)
1,b−1(0)F
(2)(0) = F
(1)
1e (0)g
efF
(1)
f,b−1(0). (89)
Proof : (i) Taking k = 1 in (66) we obtain (88). Differentiating (68) twice, we have
F (1)ae g
efF
(1)
fb + F
(1)
e g
efF
(1)
fab = 0. (90)
Substituting (90) into (65) for k = 1 , we obtain (87).
(ii) By (87),
−F (1)ae (0)g
efF
(1)
fb (0) + F
(0)
abe(0)g
efF
(2)
f (0) + 2F
(1)
ab (0)F
(2)(0) = 0, 1 ≤ a, b ≤ n.
Taking a = 1, we obtain (89).
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Theorem 4.6. Let Xn(d) be a non-exceptional complete intersection, with the Fano index
a(n,d) ≥ 2.
(i)
F
(2)
b (0) =

1, d = (2, 2);
1 or 4, d 6= (3);
0, otherwise.
(91)
(ii) For d 6= (2, 2) or (3),
F
(2)
b (0) =

c(n,d)2∏r
i=1 di
b(d)
n+b−2
a(n,d) , b ≡ 2− n mod a(n,d) and 2 ≤ b ≤ n,
0, b = 1,
0, b 6≡ 2− n mod a(n,d).
(92)
For d = (2, 2),
F (2) = 1 + t1 +O((t)2).
For d = (3),
F (2) = 1 + t1 + 3tn +O((t)2)
or
F (2) = 4 + 4t1 − 24tn +O((t)2).
Proof : (i) When n−1
a(n,d) 6∈ Z, F
(2)(0)=0. When n−1
a(n,d) ∈ Z, we have
∂F (2)
∂t1
(0) =
n− 1
a(n,d)
F (2)(0), (93)
thus F
(2)
1 (0) can be deduced from (93) by the change of coordinates from t
0, · · · , tn to
τ0, · · · , τn,
F
(2)
1 (0) =
n− 1
a(n,d)
F (2)(0)−
n∑
b=2
∂τ b
∂t1
F
(2)
b (0)
=
n− 1
a(n,d)
F (2)(0). (94)
By (88),
F (1)e (0)g
efF
(2)
f (0) + F
(2)(0)F (2)(0) = 0, (95)
i.e.,
g0fF
(2)
f (0) + F
(2)(0)F (2)(0) = 0. (96)
30
Instituting (94) into (96), we obtain.
F (2)(0)F (2)(0) +
( n− 1
a(n,d)
g01 − 2
n∑
b=2
g0bF
(1)
1,b−1(0)
)
F (2)(0)
+
n∑
b=2
g0bF
(1)
1e (0)g
efF
(1)
f,b−1(0) = 0. (97)
Recall
n− 1
a(n,d)
g01 =
{
− b(d)∏r
i=1 di
, n−1
a(n,d) = 1,
0, n−1
a(n,d) > 1.
(98)
When n−1
a(n,d) = 1, we have
n∑
b=2
g0bF
(1)
1,b−1(0) =
1∏r
i=1 di
· F
(1)
1,n−1(0) = −
c(n,d)b(d)∏r
i=1 di
, (99)
and
n∑
b=2
g0bF
(1)
1e (0)g
efF
(1)
f,b−1(0) =
1∏r
i=1 di
· F
(1)
1e (0)g
efF
(1)
f,n−1(0)
=
1
(
∏r
i=1 di)
2
(
F
(1)
1,n−1(0)
)2
=
c(n,d)2b(d)2
(
∏r
i=1 di)
2
. (100)
When n−1
a(n,d) > 1, we have
n∑
b=2
g0bF
(1)
1,b−1(0)
=
1∏r
i=1 di
(
− b(d)F
(1)
1,n−a(n,d)−1(0) + F
(1)
1,n−1(0)
)
=
c(n,d)∏r
i=1 di
(
b(d) · b(d)
n−1
a(n,d)
−1
− b(d)
n−1
a(n,d)
)
= 0, (101)
and
n∑
b=2
g0bF
(1)
1e (0)g
efF
(1)
f,b−1(0)
=
1∏r
i=1 di
(
− b(d)F
(1)
1e (0)g
efF
(1)
f,n−a(n,d)−1(0) + F
(1)
1e (0)g
efF
(1)
f,n−1(0)
)
=
c(n,d)
(
∏r
i=1 di)
2
(
b(d)
n−1
a(n,d)∑
k=1
b(d)kF
(1)
n−ka(n,d),n−a(n,d)−1(0)
−b(d)2
n−1
a(n,d)
−1∑
k=1
b(d)kF
(1)
n−(k+1)a(n,d),n−a(n,d)−1(0)
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−n−1
a(n,d)∑
k=1
b(d)kF
(1)
n−ka(n,d),n−1(0) + b(d)
n−1
a(n,d)
−1∑
k=1
b(d)kF
(1)
n−(k+1)a(n,d),n−1(0)
)
=
c(n,d)2
(
∏r
i=1 di)
2
(
− b(d)
n−1
a(n,d)∑
k=1
b(d)kb(d)
2(n−1)
a(n,d)
−k−1
+ b(d)2
n−1
a(n,d)
−1∑
k=1
b(d)kb(d)
2(n−1)
a(n,d)
−k−2
+
n−1
a(n,d)∑
k=1
b(d)kb(d)
2(n−1)
a(n,d)
−k
− b(d)
n−1
a(n,d)
−1∑
k=1
b(d)kb(d)
2(n−1)
a(n,d)
−k−1
)
= 0. (102)
Therefore by (97), we have{
F (2)(0)F (2)(0) + (2c(n,d)−1)b(d)∏r
i=1 di
F (2)(0) + c(n,d)
2b(d)2
(
∏r
i=1 di)
2 = 0,
n−1
a(n,d) = 1,
F (2)(0)F (2)(0) = 0, n−1
a(n,d) > 1.
(103)
The case n−1
a(n,d) = 1 happens if and only if d = (2, 2) or (3). For Xn(3),
F (2)(0)F (2)(0)− 5F (2)(0) + 4 = 0,
so F (2)(0) = 1 or 4. For Xn(2, 2), 2 ∤ n,
F (2)(0)F (2)(0)− 2F (2)(0) + 1 = 0,
so F (2)(0) = 1.
(ii) We assume d 6= (2, 2) or 3. For b = 1, F
(2)
1 (0) = 0 can be deduced from F
(2)(0) = 0
and (94). For 2 ≤ b ≤ n, we compute F
(2)
b (0) by (89). If b 6≡ 2−n mod a(n,d), F
(2)
b (0) = 0.
If b ≡ 2− n mod a(n,d), we have
F
(2)
b (0) = F
(1)
1e (0)g
efF
(1)
f,b−1(0)
=
c(n,d)∏r
i=1 di
(
−
⌊ n−1
a(n,d)
⌋∑
k=1
b(d)kF
(1)
n−ka(n,d),b−1(0)
+b(d)
⌊ n−1
a(n,d)
⌋−1∑
k=1
b(d)kF
(1)
n−(k+1)a(n,d),b−1(0)
)
=
c(n,d)2∏r
i=1 di
( ⌊ n−1a(n,d) ⌋∑
k=1
b(d)kb(d)
n+b−2
a(n,d)
−k
− b(d)
⌊ n−1
a(n,d)
⌋−1∑
k=1
b(d)kb(d)
n+b−2
a(n,d)
−k−1
)
=
c(n,d)2∏r
i=1 di
b(d)
n+b−2
a(n,d) . (104)
The cases d = (2, 2) or 3 can be computed in the same way followed by a change of variables
to t1, · · · , tn.
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4.2 When the Fano index a(n,d) = 1
We only sketch the necessary modifications in this case. We use the basis 1,H,H2, · · · ,Hn,
where Hi is the i-th power of H+ ℓ(d)q in the small quantum cohomology. We denote the
dual basis by τ0, τ1, · · · , τn. Since Xn(d) is non-exceptional thus not the quadrics, we have
a(n,d) ≤ n− 1.
With this modified basis, the small quantum cohomology ring is
Q[H]/(Hn+1 − b(d)Hnq) (105)
and (73)-(80) are still valid. In the coordinates (t0, t1, · · · , tn, q), the divisor equation for
F (0) is
∂
∂t1
F (0) = q
∂
∂q
F (0).
Thus in the coordinates (τ0, τ1, · · · , tn, q), the divisor equation for F
(0) is still
n∑
i=0
∂τi
∂t1
∂
∂τi
F (0) =
(
q
∂
∂q
+ q
n∑
i=0
∂τi
∂q
∂
∂τi
)
F (0).
The derivatives of the change of variables is a little different to the Fano index ≥ 2 cases,
∂τ0
∂t1
= −ℓ(d)q,
∂τ1
∂t1
= 1,
∂τ b
∂t1
= 0, 2 ≤ b ≤ n,
so
∂
∂τ1
F (0) − ℓ(d)q
∂
∂τ0
F (0) =
(
q
∂
∂q
+ q
n∑
i=0
∂τi
∂q
∂
∂τi
)
F (0).
On the other hand, by the string equation we have
∂
∂τ0
F (0) =
1
2
gefτ
eτ f .
Therefore
∂
∂τ1
F (0) =
(
q
∂
∂q
+ q
n∑
i=0
∂τi
∂q
∂
∂τi
)
F (0) +
ℓ(d)q
2
gefτ
eτ f .
However, the term ℓ(d)q2 gef τ
eτ f will vanish when we take derivatives three times. Thus it
is easily checked that the theorems in the previous section are still valid.
4.3 A reconstruction theorem for Xn(3) and Xn(2, 2)
By (65) and (66),
F
(0)
abeg
efF
(k+1)
f + 2kF
(1)
ab F
(k+1) − F (k+1)a F
(1)
b − F
(1)
a F
(k+1)
b
=
k∑
j=2
(
k
j − 1
)
F (j)a F
(k−j+2)
b −
k∑
j=1
(
k
j
)
F
(j)
abeg
efF
(k−j+1)
f
−2k
k∑
j=2
(
k − 1
j − 1
)
F
(j)
ab F
(k−j+2), (106)
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F (1)e g
efF
(k+1)
f + 2kF
(2)F (k+1)
= −
1
2
k∑
j=2
(
k
j − 1
)
F (j)e g
efF
(k+2−j)
f − k
k∑
j=3
(
k − 1
j − 2
)
F (j)F (k+3−j). (107)
Once we have computed F (2)(0), we can try to use these equations to solve F (k)(0) for k ≥ 3
from lower order terms (in the order defined in section 4.2). In the following theorem, we
will use F (2)(0) = 1 for cubic hypersurfaces, which is proved in the next two sections. Thus
by theorem 4.6 (ii),
F (2) = 1 + t1 + 3tn +O((t)2). (108)
Theorem 4.7. (i) For the cubic threefold X, F can be reconstructed by (15), F (0) and
F (2)(0), F (4)(0).
(ii) For cubic hypersurfaces X with dimX ≥ 4, F can be reconstructed by (15), F (0) and
F (2)(0).
(iii) For odd-dimensional intersections of two quadrics with dimX > 2, F can be recon-
structed by (15) and F (0).
Proof : In this proof we use the symbol ∼ to denote that the two sides differ by some
invariants of lower orders. For k ≥ 2, by (107) ,
F (1)e g
efF
(k+1)
f + 2kF
(2)F (k+1) ∼ 0. (109)
This means that, by consideration of the degree of the insertions and example 4.4 and (108),
1
3
F (k+1)n (0) − 2F
(k+1)
1 (0) + 2kF
(k+1)(0) ∼ 0.
By the dimension constraint, F (k+1)(0) 6= 0 implies
2(k + 1) ·
n
2
= n− 3 + 2(k + 1) + β · (n− 1),
i.e.,
β = k −
k − 1
n− 1
.
Thus by the divisor equation
F
(k+1)
1 (0) =
(
k −
k − 1
n− 1
)
F (k+1)(0).
By (106)
F (k+1)n (0) ∼ 12kF
(k+1)(0)− 21F
(k+1)
1 (0),
so we have
0 ∼
1
3
(
12kF (k+1)(0)− 21F
(k+1)
1 (0)
)
− 2F
(k+1)
1 (0) + 2kF
(k+1)(0)
∼ 6kF (k+1)(0) − 9F
(k+1)
1 (0) =
(9(k − 1)
n− 1
− 3k
)
F (k+1)(0).
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The coefficient 9(k−1)n−1 − 3k = 0 if and only if n = 3 and k = 4. So we complete the proof of
(i) and (ii). The proof of (iii) is similar. For k ≥ 2,
F (1)e g
efF
(k+1)
f + 2kF
(2)F (k+1) ∼ 0. (110)
So
1
4
F (k+1)n (0)− F
(k+1)
1 (0) + 2kF
(k+1)(0) ∼ 0.
Since
F (k+1)n (0) ∼ 8kF
(k+1)(0)− 12F
(k+1)
1 (0),
and by the divisor equation
F
(k+1)
1 (0) =
(
k −
k − 1
n− 1
)
F (k+1)(0),
we have
0 ∼
1
4
(
8kF (k+1)(0)− 12F
(k+1)
1 (0)
)
− F
(k+1)
1 (0) + 2kF
(k+1)(0)
∼ 4kF (k+1)(0)− 4F
(k+1)
1 (0) =
4(k − 1)
n− 1
F (k+1)(0).
This time the coefficient 4(k−1)n−1 is never zero.
5 Computing F (2)(0) via genus reduction
Recall that the genus reduction axiom (see e.g., [13]) says that, the map φ : Mg−1,n+2 →
Mg,n gluing the last two marked points induces the following identity of Gromov-Witten
classes
φ∗Ig,n,β(α1, · · · , αn) =
∑
i,j
Ig−1,n+2,β(α1, · · · , αn, αi, g
ijαj).
In fact one of our original motivations to study the Gromov-Witten invariants involving
primitive classes is that such invariants inevitably occur even if one wants to compute the
invariants in higher genera with only ambient insertions when using various tautological
relations.
In this section we goes in the inverse direction. By definition, the invariant F (k)(0) is
determined by ∑
i1,j1
· · ·
∑
ik,jk
〈γi1 , g
i1j1γj1 , · · · , γik , g
ikjkγjk〉0, (111)
where the summations are taken over the primitive classes. So we can compute F (k)(0)
by topological recursion relations in genus g > 0 and invariants in genus not greater than
g with number of primitive insertions less than 2k. If we have sufficiently many relations
we can try to reduce (111) to higher genus invariants with only ambient insertions. But in
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general the higher genus invariants are very hard to compute. However, for the cubic hy-
persurfaces and F (2)(0), since the corresponding invariants are of degree 1, we can complete
such reductions using A.Zinger’s standard versus reduced formula in genus 1 (SvR for short).
Let X = Xn(3) be the cubic hypersurface of dimension n ≥ 3, γi = Hi the i-th power of
the hyperplane class for 0 ≤ i ≤ n, and γn+1, · · · , γn+m a basis of Hprim(X). The Poincar’e
pairing is still denoted by gij . By the genus 1 topological recursion relation (see e.g., [18]),
for n+ 1 ≤ b, c ≤ n+m,
〈ψγb, γc〉1,1
=
1
3
〈γb,Hn−1, γc〉0,1〈H〉1,0 +
1
3
〈γb, 1, γc〉0,0〈Hn〉1,1
+
1
24
n+m∑
a=0
〈γb, γa, γ
a, γc〉0,1, (112)
where we have used the dimension constraint and some degree zero vanishing properties.
In the following we use the SvR to compute 〈ψγb, γc〉1,1 and 〈Hn〉1,1. In general, SvR says
that a genus 1 Gromov-Witten invariant equals the reduced genus 1 invariant with the same
insertions and some Gromov-Witten type invariants in genus 0 which are integrations over
moduli spaces of the form M(m,J)(X, d). The reduced genus 1 invariants virtually counts
genus 1 stable maps with no contracted subcurve of arithmetic genus 1, and M(m,J)(X, d)
is the moduli space parametrizing m stable maps of genus 0 with nonzero degrees meeting
at one point. We refer the reader to [37] for the precise formula in general. In degree 1
the formula is very simple because genus 1 stable maps of degree 1 must contract elliptic
components, so the reduced invariants are zero, and m = 1. In the notations of [37], we
have
〈ψγb, γc〉1,1
=
∑
J⊂[2]
(
(−1)1+|J |−pJ (1 + |J | − pJ ; (cj)j∈J)[1],J
n−2−|J |+pJ∑
p=0
〈ψpev∗0(cn−2−|J |+pJ−p(TX)µJ ),
∏
j 6∈J
ψ
cj
j ev
∗
j (µj)〉1+2−|J |
)
= −
1
24
n−2∑
p=0
〈ψpcn−2−p(TX), ψγb, γc〉0,1 −
1
24
n−2∑
p=0
〈ψpcn−2−p(TX)γb, γc〉0,1
+(−1)|γb|·|γc|
1
24
n−3∑
p=0
〈ψpcn−3−p(TX)γc, ψγb〉0,1 +
1
12
n−3∑
p=0
〈ψpcn−3−p(TX)γbγc〉0,1
= −
1
24
n−2∑
p=0
〈ψpcn−2−p(TX), ψγb, γc〉0,1 −
1
24
〈ψn−2γb, γc〉0,1
+(−1)|γb|·|γc|〈ψn−3γc, ψγb〉0,1 +
gbc
36
〈ψn−3Hn〉0,1,
where in the first equality (1 + |J | − pJ ; (cj)j∈J)[1],J are intersection numbers on Zinger’s
blowup of moduli spaces of genus 1 stable curves, and in the second equality we compute
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these numbers by the recursion in [36]. The third equality is a consequence of the fact
H ∪ γb = 0. As we have seen in the proof of theorem 2.7, 〈ψ
n−2γb, γc〉0,1 = 0, and the same
argument using the genus 0 topological recursion relation shows
〈ψpcn−2−p(TX), ψγb, γc〉0,1 = 〈ψ
n−3γc, ψγb〉0,1 = 0. (113)
By the mirror formula for the small J-function of the ambient invariants [19], we have
〈ψn−3Hn〉0,1 = 18. (114)
So we obtain
〈ψγb, γc〉1,1 =
gbc
2
. (115)
Similarly by SvR we have
〈Hn〉1,1 = −
1
24
n−2∑
p=0
〈ψpcn−2−p(TX),Hn〉0,1 +
1
24
〈ψ3Hn〉0,1. (116)
Lemma 5.1. For 0 ≤ i, j ≤ n and i+ j ≤ 2n− 2,
〈ψ2n−2−i−jHi,Hj〉0,1 = (−1)
n−i
(
2n− 2− i− j
n− i
)
18
+(−1)n−1−i
(
2n− 2− i− j
n− 1− i
)
45 + (−1)n−i
(
2n− 2− i− j
n− j
)
18,
where we have use the convention
(x
k
)
= 0 for k ∈ Z<0.
Proof : By the divisor equation and the TRR,
〈ψ2n−2−i−jHi,Hj〉0,1
= 〈ψ2n−2−i−jHi,Hj ,H〉0,1 − 〈ψ
2n−3−i−jHi+1,Hj〉0,1
= 〈ψ2n−3−i−jHi, γµ〉0,1g
µν〈γν ,Hj ,H〉0,0 − 〈ψ
2n−3−i−jHi+1,Hj〉0,1
= 〈ψ2n−3−i−jHi,Hj+1〉0,1 − 〈ψ
2n−3−i−jHi+1,Hj〉0,1.
Since 〈Hn,Hn−2〉0,1 = 18, 〈Hn−1,Hn−1〉0,1 = 45, an easy induction on 2n − 2 − i − j gives
the result.
So an easy residue computation gives
n−2∑
p=0
〈ψpcn−2−p(TX),Hn〉0,1
= 18
n−2∑
p=0
(−1)p[xn−2−p]
( (1 + x)n+2
1 + 3x
)
=
2
3
((−1)n2n+1 + 1) + 3n2 + n− 2,
and thus
〈Hn〉1,1 =
−(−2)n+2 − 9n2 − 3n + 58
72
. (117)
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By example 4.4 and the definition of F (2)(0),
n+m∑
b,c=n+1
n+m∑
a=0
〈γb, γa, γ
a, γc〉0,1
= −2(n − 1)(χ(X) − n− 1) + (χ(X)2 − 2nχ(X) + n2 − 1)F (2)(0), (118)
where χ(X) is the topological Euler characteristic of X. It is easy to compute
χ(X) =
(−2)n+2 − 1
3
+ n+ 2, (119)
and
〈H〉1,0 = −
1
24
∫
X
H ∪ cn−1(TX)
= −
1
24
(1− (−2)n+2
9
+
3n2 + 7n + 2
6
)
. (120)
Finally summing both sides of (113) over n + 1 ≤ b, c ≤ n +m, using (115) and (117),
we obtain the following.
Theorem 5.2. For cubic hypersurfaces of dimension ≥ 3, F (2)(0) = 1.
Similar computations recover F (2)(0) = 1 for Xn(2, 2) with n odd.
6 On the Fano variety of lines in the cubic hypersurfaces
The computation of the correlators of degree 1 involving primitive classes is closely related
to the topology of the Fano variety of lines. In this section we study the cohomology ring
of the Fano variety of lines in the cubic hypersurfaces, and in passing obtain F (2)(0).
6.1
First we adapt the method of [5], [12] to study F (2)(0) for the cubic hypersurfaces. For a
smooth projective variety Y and α1, · · · , αk ∈ H
∗(Y ), we define
(α1, · · · , αk)Y =
∫
Y
α1 ∪ · · · ∪ αk.
Let α1, α2, α3, α4 be primitive classes of a cubic hypersurface X in P
n+1. Unravelling the
definition, F (2)(0) is defined via
F (2)(0) ·
(
(α1, α2)X · (α3, α4)X + (α1, α3)X · (α4, α2)X + (α1, α4)X · (α2, α3)X
)
= 〈α1, α2, α3, α4〉0,4,1. (121)
Let Z be a cubic hypersurface in Pn+2, and X be a generic hyperplane section of Z. Thus
X is a cubic hypersurface in Pn+1. The Fano variety of lines in X (resp., in Z), denoted
by ΩX (resp., ΩZ), is isomorphic to M0,0(X, 1) (resp., M0,0(Z, 1)). When X and Z are in
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generic positions, ΩX (resp., ΩZ) is smooth and of pure dimension 2n − 4 (resp., 2n − 2).
The universal family is denoted by P (X) (resp., P (Z)). The fibre product
P (X)×ΩX P (X)×ΩX P (X)×ΩX P (X)
is smooth, and the i-th universal map is denoted by πX,i, i = 1, 2, 3, 4. We have a birational
morphism
f :M0,4(X, 1)→ P (X) ×ΩX P (X)×ΩX P (X)×ΩX P (X).
Proposition 6.1. [M0,4(X, 1)]
vir = [M0,4(X, 1)].
Proof : It sufficies to notice that M0,4(X, 1) is smooth and of expected dimension, and
deg f = 1.
Denote the projection P (X)→ ΩX by ρX , and the natural morphism P (X)→ X by πX .
The composition Ψ = ρ∗π
∗ : Hn(X)→ Hn−2(ΩX) is called the Abel-Jacobi homomorphism.
Thus for α1, α2, α3, α4 ∈ H
n(X), we have
〈α1, α2, α3, α4〉0,4,1
=
∫
P (X)×ΩXP (X)×ΩXP (X)×ΩXP (X)
π∗X,1α1 ∪ π
∗
X,2α2 ∪ π
∗
X,3α3 ∪ π
∗
X,4α4. (122)
Since P (X) is a P1-bundle over ΩX , by Leray-Hirsch it is not hard to show that∫
P (X)×ΩXP (X)×ΩXP (X)×ΩXP (X)
π∗X,1α1 ∪ π
∗
X,2α2 ∪ π
∗
X,3α3 ∪ π
∗
X,4α4
= (Ψα1,Ψα2,Ψα3,Ψα4)ΩX . (123)
We have a natural embedding
ΩZ →֒ G2(C
n+3).
The homomorphism Ψ induces an isomorphism Hnprim(X)→ H
n−2
prim(ΩX), by [22], [31], or by
the result of the next section. Taking the intersection of n−2 generic hyperplane sections (of
G2(C
n+3)) with ΩZ , we obtain a smooth subvariety Ω
′
Z of dimension n, and the intersection
of Ω′Z with ΩX is a smooth subvariety Ω
′
X of dimension n − 2. The restriction of P (Z) to
Ω′Z is denoted by P
′(Z), and similarly for P ′(X). We borrow the following commutative
diagram from [25], chapter 13.
P (X)′
ρ′X

π′
X //
j0
""❊
❊❊
❊❊
❊❊
❊❊
X
j
!!❉
❉❉
❉❉
❉❉
❉❉
X˜
π
<<③③③③③③③③③
j1
""❉
❉❉
❉❉
❉❉
❉❉
ρ
✷
✷
✷
✷
✷
✷
✷
✷
✷
✷
✷
✷
✷
✷
✷
✷ Z
P (Z)′
π′
Z
==③③③③③③③③③
ρ′
Z

Ω′X

 j2 // Ω′Z
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Here X˜ is the blow-up of Ω′Z along Ω
′
X , with the exceptional divisor P (X)
′. X˜ and
X have the same dimension n, and the morphism π is surjective with degree 3! = 6. The
homomorphism Φ∗ = π
′
X∗ρ
′∗
X : H
n−2(Ω′X) → H
n(X) is called the cylinder homomorphism.
By [25], Φ∗ is surjective. Moreover, for any primitive class α ∈ H
n
prim(X), there exists
β ∈ Hn−2(Ω′X) such that
j0∗ρ
′∗
Xβ = π
∗α, (124)
and by the excess intersection formula we have
6
∫
X
α1 ∪ α2 = −
∫
Ω′
X
β1 ∪ β2. (125)
By the general property of blow-ups,
ρ′X∗j
0∗j0∗ρ
′∗
Xβ = −β. (126)
By (124) and (125),
ρ′X∗π
′∗
Xα = ρ
′
X∗j
∗
0π
∗α = ρ′X∗j
0∗(j0∗ρ
′∗
Xβ) = −β. (127)
Considering the following commutative diagram with a cartesian square,
P (X)′
ρ′X

i′ //
π′X
&&
P (X)
ρX

πX // X
Ω′X
i // ΩX
we have
− β = ρ′X∗π
′∗
Xα = ρ
′
X∗i
′∗π∗Xα = i
∗(ρX∗π
∗
Xα) = i
∗Ψ(α). (128)
We denote the hyperplane class of ΩX by σ1, to make the notations consistent with the
next section. Then (121), (122), (123), (127) together implies the following.
Theorem 6.2. For every smooth cubic hypersurface X of dimension n, and for every
αi ∈ H
n
prim(X), and βi = Ψ(αi), 1 ≤ i ≤ 4, we have
F (2)(0) ·
(
(β1, β2, σ
n−2
1 )ΩX · (β3, β4, σ
n−2
1 )ΩX + (β1, β3, σ
n−2
1 )ΩX · (β4, β2, σ
n−2
1 )ΩX
+(β1, β4, σ
n−2
1 )ΩX · (β2, β3, σ
n−2
1 )ΩX
)
= 36(β1, β2, β3, β4)ΩX . (129)
Proof : For every smooth cubic hypersurface X, ΩX is smooth ([11]). What we have
recalled above show that (129) is valid for a generic smooth X. So by a perturbation argu-
ment and the diffemorphisms of X’s and ΩX ’s, (129) is valid for every smooth X.
We need this statement for every smooth cubic hypersurface because we will use the
monodromy argument for ΩX in the next section. Before go to the computation for the
general cubic hypersurfaces, let us first see two examples.
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Example 6.3. When n = 3, ΩX is the Fano surface. A detailed study of the intersection
theory of ΩX is given in [11]. They showed that there divisors Ds on ΩX and we have linear
equivalences
σ1 = [Ω
′
X ] ∼ Ds1 +Ds2 +Ds3 .
Moreover, they showed that there is a basis of H1(ΩX), denoted by χ, δ, ηk, 1 ≤ k ≤ 8 such
that all the nonzero integrations of the products of these bases over ΩX and Ds are∫
Ds
χ ∪ δ =
∫
Ds
ηk ∪ ηk+4 = 2, k = 1, · · · , 4,
and ∫
ΩX
χ ∪ δ ∪ ηk ∪ ηk+4 = 1, k = 1, · · · , 4,∫
ΩX
ηk ∪ ηk+4 ∪ ηl ∪ ηl+4 = 1, 1 ≤ k < l ≤ 4.
From this it is easy to check that (129) is true with F (2)(0) = 1.
Example 6.4. When n = 4, by [6], ΩX is deformation equivalent to S
[2], the Hilbert scheme
of 2 points on some special K3 surface. We recall the results in [6] to obtain F (2)(0). Let
e1, · · · , e6 be a basis of V , and e
∗
1, · · · , e
∗
6 the dual basis of V
∗. Let {aij}1≤i<j≤6 be the
dual basis of {ei ∧ ej}1≤i<j≤6. Consider the skew-symmetric matrix N = (aij)1≤i,j≤6 where
aji = −aij for j > i and aii = 0. The cubic Pfaffian is a subvariety of P(
∧2 V ∗) defined by
Pf(N) =
∑
σ∈S6
sign(σ)aσ(1)σ(2)aσ(3)σ(4)aσ(5)σ(6) .
It is straighforward to check that the singular locus of Pf(N) is of dimension 8. So take a
generic 8-plane L of P(
∧2 V ), the intersection of Pf(N) with a the 5-plane L⊥ is a smooth
cubic 4-fold, denoted by X. The intersection of G and L is a K3 surface, denoted by S. The
hyperplane class of S is denoted by l. S[2] is obtained by blowing up the symmetric product
S(2) along the diagonal, and half the exceptional is denoted by δ. There is a canonical
isomorphism
H2(ΩX) ∼= H
2(S)⊕ Cδ, (130)
and via this isomorphism, we have σ1 = 2l − 5δ. The intersections of these classes on S
[2]
is given in [6, proof of proposition 6]. For γ1, · · · , γ4 ∈ H
2(S),
(γ1, γ2, γ3, γ4)S[2]
=
1
2
∫
S×S
4∏
i=1
(pr∗1γi + pr
∗
2γi)
= (γ1 · γ2)(γ3 · γ4) + (γ1 · γ3)(γ2 · γ4) + (γ1 · γ4)(γ2 · γ3).
41
So
(γ1 + a1δ, γ2 + a2δ, γ3 + a3δ, γ4 + a4δ)S[2]
= (γ1 · γ2)(γ3 · γ4) + (γ1 · γ3)(γ2 · γ4) + (γ1 · γ4)(γ2 · γ3)
−(2a1a2γ3 · γ4 + 2a3a4γ1 · γ2 + 2a1a3γ2 · γ4
+2a2a4γ1 · γ3 + 2a2a3γ1 · γ4 + 2a1a4γ2 · γ3) + 12a1a2a3a4. (131)
On the other hand,
(σ1, σ1, γ1 + a1δ, γ2 + a2δ)S[2] = 6(γ1 · γ2 − 2a1a2). (132)
Substituting (131) and (132) into (129), we obtain F (2)(0) = 1.
6.2
In this section for the cubic hypersurface X = Xn(3) of dimension n ≥ 3, we study the
cohomology ring of ΩX , via the Schubert calculus on the Grassmannian G2(C
n+2) and
monodromy arguments, together with the existing result [17] on the betti number of ΩX .
We obtain a complete description of the ring structure of H∗(ΩX), and by the way obtain
F (2)(0) = 1.
For the Schubert calculus we adhere to the notations in [16, chap.14]. To each partition
λ = (λ0, λ1) with n ≥ λ0 ≥ λ1 ≥ 0 is associated a Schubert class on G2(C
n+2), denoted by
{λ0, λ1}. In particular, σi = {i, 0} for 0 ≤ i ≤ n is the i-th Chern class of the universal quo-
tient bundle. The cohomology ring H∗(G2(C
n+2)) is generated by σ1, σ2, and the Schubert
classes form an additive basis of H∗(G2(C
n+2)). Thus
rk H2i(G2(C
n+2)) =
{
⌊ i2⌋+ 1, i ≤ n,
n+ 1− ⌈ i2⌉, i ≥ n.
The pull-backs of the Schubert classes to ΩX are still denoted by the same symbols, when
no confusion arises. The Hodge structure of ΩX is given in [17]. Let
δmod 2i,j =
{
1, if i− j ∈ 2Z,
0, if i− j ∈ 2Z + 1.
Then as a corollary to [17, Theorem 6.1] we obtain
rk H i(ΩX)− rk H
i(G2(C
n+2))
=

0, i < n− 2,
δmod 20,i−n · rk Hprim(X), n− 2 ≤ i < 2n− 4,
δmod 20,i−n · rk Hprim(X) + rk Sym
2Hprim(X)− 1, i = 2n− 4,
δmod 20,i−n · rk Hprim(X)− δ
mod 2
0,i , 2n− 4 < i ≤ 2n− 2,
δmod 20,i−n · rk Hprim(X) − 2δ
mod 2
0,i , 2n− 2 < i ≤ 3n− 6,
−2δmod 20,i , max{2n − 2, 3n − 6} < i ≤ 4n − 8.
(133)
In the the following proposition we use Schubert calculus to obtain estimates for the
rank of the image of the pull-back homomorphism H2i(G2(C
n+2))→ H2i(ΩX).
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Proposition 6.5.
(i) H2i(G2(C
n+2))→ H2i(ΩX) is injective for 0 ≤ i ≤ n− 2.
(ii) rk Im
(
H2n−2(G2(C
n+2))→ H2n−2(ΩX)
)
≥ ⌈n2 ⌉ − 1.
(iii) rk Im
(
H2i(G2(C
n+2))→ H2i(ΩX)
)
≥ n− 1− ⌈ i2⌉ for n ≤ i ≤ 2n− 4.
Proof : The fundamental class of ΩX in H
∗(G2(C
n+2)) is
9(3σ41 − 4σ
2
1σ2 + σ
2
2), (134)
see, e.g., [1, proof of prop.1.6], [16, Example 14.7.13]. We use the convention {k1, k2} = 0
for k1 ≥ n+ 1. Then by Pieri’s rule, in H
∗(G2(C
n+2)),
{k1, k2} · (3σ
4
1 − 4σ
2
1σ2 + σ
2
2)
=

2{k1 + 3, k2 + 1}+ 5{k1 + 2, k2 + 2}+ 2{k1 + 1, k2 + 3}, k1 − k2 ≥ 2,
2{k1 + 3, k2 + 1}+ 5{k1 + 2, k2 + 2}, k1 − k2 = 1,
2{k1 + 3, k2 + 1}+ 3{k1 + 2, k2 + 2}, k1 − k2 = 0.
(135)
(i) Since H∗(G2(C
n+2)) is generated by σ1 and σ2, to show H
2i(G2(C
n+2)) → H2i(ΩX) is
injective for 0 ≤ i ≤ n − 2, it suffices to show this for i = n − 2. Let n0 = ⌊
n
2 ⌋. Then
{n-2-k,k} for 0 ≤ k ≤ n0 − 1 form a basis of H
2n−4(G2(C
n+2)). Suppose
n0−1∑
k=0
yk{n− 2− k, k} · (3σ
4
1 − 4σ
2
1σ2 + σ
2
2) = 0
in H2n−4(ΩX), then in H
2n+4(G2(C
n+2)) we have
n0−1∑
k=0
yk{n− 2− k, k} · (3σ
4
1 − 4σ
2
1σ2 + σ
2
2) = 0.
Then by (135) we have
5y0 + 2y1 = 0,
2y0 + 5y1 + 2y2 = 0,
· · · ,
2yn0−3 + 5yn0−2 + 2yn0−1 = 0,
and the last equation is, when n = 2n0 + 1,
2yn0−2 + 5yn0−1 = 0,
and when n = 2n0,
2yn0−2 + 3yn0−1 = 0.
By the elementary linear recursion, in neither case there is no nontrivial solutions.
(ii) It is equivalent to show that the kernel of H2n−2(G2(C
n+2))→ H2n−2(ΩX) has rank
≤ 1. Similarly as in (i), suppose n0 = ⌈
n
2 ⌉, then by (135)
n0−1∑
k=0
yk{n − 1− k, k} · (3σ
4
1 − 4σ
2
1σ2 + σ
2
2) = 0
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in H2n+6(G2(C
n+2)) if and only if
2y0 + 5y1 + 2y2 = 0,
2y1 + 5y2 + 2y3 = 0,
· · · ,
2yn0−3 + 5yn0−2 + 2yn0−1 = 0,{
2yn0−2 + 5yn0−1 = 0, if n = 2n0,
2yn0−2 + 3yn0−1 = 0, if n = 2n0 − 1.
In either case there is a unique solution up to a common factor.
(iii) It is equivalent to show that the kernel of H2i(G2(C
n+2))→ H2i(ΩX) has rank ≤ 2
for n ≤ i ≤ 2n − 4. For 0 ≤ l ≤ n− 4, suppose n0 = ⌊
n+l
2 ⌋, then
n0∑
k=l
yk{n + l − k, k} · (3σ
4
1 − 4σ
2
1σ2 + σ
2
2) = 0
in G2(C
n+2) if and only if
2yl+1 + 5yl+2 + 2yl+3 = 0,
2yl+2 + 5yl+3 + 2yl+4 = 0,
· · · ,
2yn0−2 + 5yn0−1 + 2yn0 = 0,{
2yn0−1 + 3yn0 = 0, if n+ l = 2n0,
2yn0−1 + 5yn0 = 0, if n+ l = 2n0 + 1.
In either case there are only two linear independent solutions.
Proposition 6.6. Suppose α ∈ Hnprim(X), and β = Ψ(α), the image of α by the Abel-Jacobi
homomorphism in Hn−2(ΩX). Then in H
∗(ΩX),
β ∪ σ21 = β ∪ σ2.
Proof : Choosing a generic hyperplane of Pn+1, such that its intersection with X is a
smooth cubic hypersurface Y of dimension n − 1, we obtain the following commutative
diagram, where the lower square is cartesian.
Y
i1 // X
P (Y )
ρY

i2 //
πY
OO
P (X)
ρX

πX
OO
ΩY
i3 // ΩX
The Schubert class σ21 − σ2 = {1, 1} (by Pieri’s rule) is represented by a Schubert variety,
which in this case is just the sub-Grassmannian G2(C
n+1) →֒ G2(C
n+2) induced by any hy-
perplane in Pn+1. Thus {1, 1} ∩ ΩX = i3∗[ΩY ]. Since i
∗
1α = 0 for a primitive class α on X,
and that the lower square a cartesian one, we have i∗3ρX∗π
∗
Xα = ρY ∗i
∗
2π
∗
Xα = ρY ∗π
∗
Y i
∗
1α = 0,
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i.e., β ∪ (σ21 − σ2) = 0.
Let α1, · · · , αm be a basis of H
n
prim(X), gij =
∫
X αi ∪ αj , and define βi = Ψ(αi) for
1 ≤ i ≤ m.
Theorem 6.7.
(i) For 1 ≤ i, j ≤ m, ∫
ΩX
βi ∪ βj ∪ σ
n−2
1 = −6gij . (136)
(ii) For γ ∈ Im
(
H∗(G2(C
n+2))→ H∗(ΩX)
)
,∫
ΩX
βi ∪ γ = 0,
∫
ΩX
βi ∪ βj ∪ βk ∪ γ = 0, (137)
for 1 ≤ i, j, k ≤ m.
(iii)
m∑
i,j=1
βig
ijβj =
⌊n
2
⌋−1∑
k=0
(−2)n+1−k − (−2)k+2
9
{n− 2− k, k}. (138)
(iv) For 1 ≤ i1, i2, i3, i4 ≤ m,∫
ΩX
βi1 ∪ βi2 ∪ βi3 ∪ βi4 = gi1i2gi3i4 + gi1i4gi2i3 + gi1i3gi4i2 . (139)
Equivalently, F (2)(0) = 1.
Proof : (i) This is a restatement of (125).
(ii) When X deforms in the whole family of smooth cubic hypersurfaces in Pn+1, ΩX
deforms in the same Grassmannian, and thus γ is a invariant class on ΩX , and the integrals
in (137) transforms in the same way as αi or αi, αj , αk. So by the monodromy consideration
as in section 1, these integrals vanish.
(iii) By (133) and proposition 6.5 (i), when n is odd, there is a relation among the
classes {n− 2, 0}, · · · , {n− 1− ⌊n2 ⌋, ⌊
n
2 ⌋ − 1} and {βi ∪ βj}
m
i,j=1, and when n is even, there
is a relation among the classes {n − 2, 0}, · · · , {n − 1− ⌊n2 ⌋, ⌊
n
2 ⌋ − 1}, {βi ∪ σ
n−2
2
1 }
m
i=1, and
{βi ∪ βj}
m
i,j=1. In the latter case, suppose
⌊n
2
⌋−1∑
k=0
ak{n− 2− k, k}+
m∑
k=1
bkβk ∪ σ
n−2
2
1 +
m∑
i,j=1
cijβi ∪ βj = 0,
where ak, bk, cij ∈ C. Then taking the cup product with βjσ
n−2
2
1 for j = 1, · · · ,m, by (i)
and (ii) we have bk = 0 for 1 ≤ k ≤ m. So in either case, there is a relation in the form
⌊n
2
⌋−1∑
k=0
ak{n− 2− k, k}+
m∑
i,j=1
cijβi ∪ βj = 0.
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By the monodromy argument as in (ii) and in section 1, the relation must take the following
form
⌊n
2
⌋−1∑
k=0
ak{n − 2− k, k}+ c
m∑
i,j=1
βig
ijβj = 0. (140)
Again by proposition 6.5 (i), c 6= 0. Let n0 = ⌊
n
2 ⌋. Suppose
m∑
i,j=1
βig
ijβj =
n0−1∑
k=0
xk{n− 2− k, k}.
Then by proposition 6.6,
(σ21 − σ2)
n0−1∑
k=0
xk{n− 2− k, k} · (3σ
4
1 − 4σ
2
1σ2 + σ
2
2) = 0. (141)
On the other hand, by Pieri’s rule,
{k1, k2} · (3σ
4
1 − 4σ
2
1σ2 + σ
2
2) · (σ
2
1 − σ2)
=

2{k1 + 4, k2 + 2}+ 5{k1 + 3, k2 + 3}+ 2{k1 + 2, k2 + 4}, k1 − k2 ≥ 2,
2{k1 + 4, k2 + 2}+ 5{k1 + 3, k2 + 3}, k1 − k2 = 1,
2{k1 + 4, k2 + 2}+ 3{k1 + 3, k2 + 3}, k1 − k2 = 0.
(142)
Comparing (141) and (142) we obtain a system of linear equations on x0, · · · , xn0−1, like in
the proof of proposition 6.5:
2x0 + 5x1 + 2x2 = 0,
2x1 + 5x2 + 2x3 = 0,
· · · ,
2xn0−3 + 5xn0−2 + 2xm−1 = 0,{
2xn0−2 + 5xn0−1 = 0, if n = 2n0 + 1,
2xn0−2 + 3xn0−1 = 0, if n = 2n0.
(143)
Solving this system, we obtain, up to a common factor,
xk =

2
3
(
(−12)
n0−k − (−2)n0−k
)
, n = 2n0 + 1,
−23
(
(−12 )
n0−k − (−2)n0−k−1
)
, n = 2n0.
(144)
To fix the common factor, we compute
n0−1∑
k=0
(
xk
∫
ΩX
σn−21 ∪ {n− 2− k, k}
)
.
in two ways. As in [16], we use (n− λ0, n+ 1− λ1) := {λ0, λ1} ∩ [G2(C
n+2)] to denote the
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Schubert variety. When n = 2n0 + 1,
n0−1∑
k=0
(
xk
∫
ΩX
σn−21 ∪ {n− 2− k, k}
)
= 9x0
(
5 deg(0, n − 1) + 2deg(1, n − 2)
)
+9
n0−2∑
k=1
xk
(
2 deg(k − 1, n − k) + 5deg(k, n− k − 1) + 2deg(k + 1, n − k − 2)
)
+9xn0−1
(
2 deg(n0 − 2, n − n0 + 1) + 5deg(n0 − 1, n− n0)
)
= 9(2x1 + 5x0) deg(0, n − 1) + 9
n0−2∑
k=1
(2xk+1 + 5xk + 2xk−1) deg(k, n − k − 1)
+9(5xn0−1 + 2xn0−2) deg(n0 − 1, n − n0)
= 9(2x1 + 5x0) deg(0, n − 1)
= 3(−1)n0+1(2n0+3 − 21−n0). (145)
In the first equality we use (135), in the third equality we use (143), and in the last equality
we use the degree formula of Schubert varieties, see e.g., [16, Example 14.7.11]. Similarly,
when n = 2n0,
n0−1∑
k=0
(
xk
∫
ΩX
σn−21 ∪ {n− 2− k, k}
)
= 3(−1)n0+1(2n0+2 + 21−n0). (146)
On the other hand, by (136), ∫
ΩX
σn−21 ∪
∑
i,j
βig
ijβj
= −6(χ(X) − n− 1) = (−2)n+3 − 4. (147)
Therefore by (144), and comparing (145) and (146) to (147), we obtain
∑
i,j
βig
ijβj =
n0−1∑
k=0
(−2)n+1−k − (−2)k+2
9
{n− 2− k, k}.
(iv) By theorem 6.2, there exists c(n) such that∫
ΩX
βi1 ∪ βi2 ∪ βi3 ∪ βi4 = c(n)
(
gi1i2gi3i4 + gi1i4gi2i3 + gi1i3gi4i2
)
. (148)
By taking summations on both sides, it is not hard to see that (139) is equivalent to∫
ΩX
m∑
i,j=1
βig
ijβj ∪
m∑
i,j=1
βig
ijβj
= m2 + 2m = (χ(X) − n)2 − 1. (149)
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Write the result of (iii) as
∑m
i,j=1 βig
ijβj =
∑n0−1
k=0 zk{n− 2− k, k}. Then∫
ΩX
n0−1∑
k=0
zk{n− 2− k, k} ∪
n0−1∑
k=0
zk{n− 2− k, k}
=
∫
G2(Cn+2)
n0−1∑
k=0
zk{n− 2− k, k} ∪
n0−1∑
k=0
zk{n− 2− k, k} ∪ 9(3σ
4
1 − 4σ
2
1σ2 + σ
2
2)
=
∫
G2(Cn+2)
n0−1∑
k=0
zk{n− 2− k, k} ∪ 9(5z0 + 2z1){n, 2}
=
∫
G2(Cn+2)
9z0(5z0 + 2z1){n, n}
= 9z0(5z0 + 2z1).
In the second equality we have used again (143) for zk, and the third equality is implied the
duality theorem for Schubert classes, see e.g. [16, chap.14]. Finally apply (138) and (119),
we obtain c(n) = 1.
It is easy to check that for cubic threefolds (138) coincides with [11, lemma 11.27].
Theorem 6.8.
(i) For any basis {αi}
m
i=1 of H
n
prim(X), let βi = Ψ(αi), the cohomology ring H
∗(ΩX) is
generated by σ1, σ2, and β1, · · · , βm.
(ii) The equalities in proposition 6.5 (ii), (iii) hold.
(iii) The ring structure of H∗(ΩX) is given by proposition 6.6 and theorem 6.7, together
with the Pieri’s rule on G2(C
n+2).
Proof : Denote the homomorphism Hk(G2(C
n+2)) → Hk(ΩX) by j
∗
k . By (133) and
proposition 6.5 (i), for 0 ≤ k < n− 2 or n− 2 ≤ k < 2n− 4 and k − n 6= 0 mod 2, j∗k is an
isomorphism. For n − 2 ≤ k < 2n − 4 and i − n = 0 mod 2, by the monodromy argument
and theorem 6.7 (i), (ii), there is no nontrivial relations among Im(j∗k) and {βi∪σ
k−n+2
2
1 }
m
i=1,
thus by (133) they form a basis of Hk(ΩX). For k = 2n − 4, by the proof of theorem 6.7
(iii), it sufficies to show that there is only one relation of the form (140); Two distinct
such relations will lead to a nontrivial relation among {n − 2 − k, k}, 0 ≤ k ≤ ⌊n2 ⌋, which
contradicts proposition 6.5 (i). For 2n − 4 < k ≤ 4n − 8 the conclusion follows easily by
similar monodromy arguments and proposition 6.5 (ii), (iii), and theorem 6.7. Part (iii) is
an immediate consequence of (i), (ii) and theorem 6.7.
A Proof of theorem 2.2
For convenience, we replace m by 2m, i.e., rk Hnprim(X) = 2m. In odd dimensions, there are
more choices of 4-tuples (a, b, c, d) in (35) than the even dimensions. We list all the possible
choices of 4-tuples (a, b, c, d) that may lead to nontrivial equations. For each choice we omit
the details which are similar to the even dimensions, and give only the final equations.
(1) 0 ≤ a, b, c, d ≤ n,
Fabeg
efFfcd + 2sFabsFscd = Faceg
efFfbd + 2sFacsFsbd. (150)
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(2) 0 ≤ a, b, c ≤ n, n+ 1 ≤ d ≤ n+m,
Fabeg
efFsfc + 2sFsabFssc + FabsFsc
= Faceg
efFsfb + 2sFsacFssb + FacsFsb mod s
m. (151)
(3) 0 ≤ a, b ≤ n, n+ 1 ≤ c 6= d ≤ n+m,
Fabeg
efFssf + 2sFsabFsss + 2FsabFss
= Fsaeg
efFsfb + 2sFssaFssb + FsaFssb + FssaFsb mod s
m−1. (152)
(4) 0 ≤ a, b ≤ n, n+ 1 ≤ c ≤ n+m, n+m+ 1 ≤ d ≤ n+ 2m, d 6= c+m,
Fabeg
efFssf + 2sFsabFsss + 2FsabFss
= Fsaeg
efFsfb + 2sFssaFssb + FsaFssb + FssaFsb mod s
m−1. (153)
(5) 0 ≤ a, b ≤ n, n+ 1 ≤ c ≤ n+m, d = c+m,
Fabeg
efFsf + 2sFsabFss + tctc+m
(
Fabeg
efFssf + 2sFsabFsss + 2FsabFss
)
= FsaFsb + tctc+m
(
Faseg
efFfbs + 2sFssaFssb + FsaFssb + FssaFsb
)
. (154)
(6) 0 ≤ a ≤ n, n+ 1 ≤ b, c ≤ n+m, and b 6= c, d = c+m.
Fsaeg
efFsf + 2sFssaFss = 0 mod s
m. (155)
(7) 0 ≤ a ≤ n, n+ 1 ≤ b = c ≤ n+m, d = c+m,
Faesg
efFfs + 2sFassFss = 0 mod s
m−1 (156)
(8) n+ 1 ≤ a, b, c ≤ n+m, d = c+m, and a, b, c are pairwise distinct,
Fsseg
efFsf + 2sFsssFss + FssFss = 0 mod s
m−1. (157)
(9) n+ 1 ≤ a 6= b ≤ n+m, c = a+m, d = b+m,
(tata+m + tbtb+m)
(
Fsseg
efFsf + 2sFsssFss + FssFss
)
+Fseg
efFsf + 2sFssFss = 0. (158)
(10) n+ 1 ≤ a ≤ n+m, b = a, c = d = a+m,
Fesg
efFfs + 2sFssFss + 2tata+m(Fesg
efFfss + FssFss + 2sFssFsss) = 0. (159)
By (157),
(tata+m + tbtb+m)(Fesg
efFfss + FssFss + 2sFssFsss)
= 2tata+m(Fesg
efFfss + FssFss + 2sFssFsss),
so (158) is equivalent to (159).
In the following cases the final equation is a trivial equation.
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(11) 0 ≤ a, b ≤ n, n+ 1 ≤ c = d ≤ n+m.
(12) 0 ≤ a ≤ n, n+ 1 ≤ b, c, d ≤ n+m, and b 6= c, c 6= d, b 6= d.
(13) 0 ≤ a ≤ n, n+ 1 ≤ b, c = d ≤ n+m, and b 6= c.
(14) 0 ≤ a ≤ n, n+ 1 ≤ b ≤ n+m, c = d = b+m.
(15) n+ 1 ≤ a, b, c, d ≤ n+m, and a, b, c, d are pairwise distinct.
(16) n+ 1 ≤ a, b, c ≤ n+m, c = d, and a, b, c are pairwise distinct.
(17) n+ 1 ≤ a, c ≤ n+m, a = b, c = d, and a 6= c.
(18) n+ 1 ≤ a, c ≤ n+m, b = a+m, c = d, and a 6= c.
In summary, when m ≥ 3, the WDVV equation gives, for 1 ≤ a, b, c, d ≤ k,
Fabeg
efFfcd + 2sFsabFscd = Faceg
efFfbd + 2sFsacFsbd, (160)
Fabeg
efFsfc + 2sFsabFssc + FabsFsc
= Faceg
efFsfb + 2sFsacFssb + FacsFsb + x1abcs
m, (161)
Fabeg
efFssf + 2sFsabFsss + 2FsabFss
= Fsaeg
efFsfb + 2sFssaFssb + FsaFssb + FssaFsb + x2abs
m−1 + x3abs
m, (162)
Fabeg
efFsf + 2sFsabFss −
x2abs
m
m
= FsaFsb, (163)
Fsaeg
efFsf + 2sFssaFss = x4as
m, (164)
Fsseg
efFsf + 2sFsssFss + FssFss = x5s
m−1 + x6s
m, (165)
Fseg
efFsf + 2sFssFss =
2x5s
m
m
, (166)
where xi, xij, xijk and x1ijk are complex numbers. So differentiating (166) by s we obtain
x6 = 0, x4a =
x5;a
m ,
where ; a means the partial derivative with respect to ta. Differentiating (163) by s,
Fsabeg
efFsf + Fabeg
efFssf + 2FsabFss + 2sFssabFss + 2sFsabFsss
= FsaFssb + FssaFsb + x2abs
m−1, (167)
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differentiating (166) by ta and tb,
2Fsabeg
efFsf + 2Fsaeg
efFsbf + 4sFssabFss + 4sFssaFssb =
2x5;abs
m
m
,
i.e.,
Fsabeg
efFsf + Fsaeg
efFsbf + 2sFssabFss + 2sFssaFssb =
x5;abs
m
m
, (168)
where ; ab means the partial derivative with respect to ta and tb. Substituting (167) and
(168) into both sides of (162), we obtain
x3ab = −
x5;ab
m
.
Differentiating (163) by tc,
Fabceg
efFsf + Fabeg
efFsfc + 2sFsabcFss + 2sFsabFssc = FsacFsb + FsaFsbc +
x2ab;cs
m
m
,
interchanging b and c we obtain
Fabceg
efFsf + Faceg
efFsfb + 2sFsabcFss + 2sFsacFssb = FsabFsc + FsaFsbc +
x2ac;bs
m
m
,
then taking the difference we obtain (161) with
x1abc =
x2ab;c
m
−
x2ac;b
m
.
Similarly, computing
x2ab;cds
m
m
+
x2cd;abs
m
m
=
∂2
∂tc∂td
(
Fabeg
efFsf + 2sFsabFss − FsaFsb
)
+
∂2
∂ta∂tb
(
Fcdeg
efFsf + 2sFscdFss − FscFsd
)
and
x2ac;bds
m
m
+
x2bd;acs
m
m
=
∂2
∂tb∂td
(
Faceg
efFsf + 2sFsacFss − FsaFsc
)
+
∂2
∂ta∂tc
(
Fbdeg
efFsf + 2sFsbdFss − FsbFsd
)
and taking the difference, we obtain
x2ab;cds
m
m
+
x2cd;abs
m
m
−
x2ac;bds
m
m
−
x2bd;acs
m
m
=
∂
∂s
(
Fabeg
efFfcd + 2sFsabFscd
)
−
∂
∂s
(
Faceg
efFfbd + 2sFsacFsbd
)
.
So we have
x2ab;cd + x2cd;ab = x2ac;bd + x2bd;ac
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and
∂
∂s
(
Fabeg
efFfcd + 2sFsabFscd
)
=
∂
∂s
(
Faceg
efFfbd + 2sFsacFsbd
)
.
Taking s = 0, (160) reduces to the WDVV equation for F (0).
If m = 2, (160)-(164) still hold. Moreover, suppose
Fsseg
efFsf + 2sFsssFss + FssFss = x5 + x6s+ x7s
2,
then (158) implies
Fseg
efFsf + 2sFssFss = x5s+ x6s
2.
But
2(Fsseg
efFsf + 2sFsssFss + FssFss) =
∂
∂s
(
Fseg
efFsf + 2sFssFss
)
,
so
2(x5 + x6s+ 2x7s
2) = x5 + 2x6s,
thus
x5 = x7 = 0.
Therefore in this case (165) and (166) are still valid.
It is not hard to show that for odd dimensional complete intersections other than the
elliptic curve we have 2m = rk Hnprim(X) ≥ 4. So we completed the proof of theorem 2.2.
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