The Machine Learning Toolbox c o n tains a set of ten Machine Learning algorithms, integrated with a common interface and common knowledge representation language. An essential component o f t h e T oolbox is the Consultant, a knowledge-based system that advises novice users about which algorithm they could use for a particular application.
Introduction
The aim of the Machine Learning Toolbox (MLT) project is to build an integrated collection of tools to assist a domain expert to use Machine Learning (ML) techniques to build a knowledge based system. The Machine Learning tools in the system consist of the following algorithms: 1 APT, a learning apprentice, learns decomposition rules of problems based on interactive sessions with an expert user. It exploits a theory of the application domain.
CIGOL induces rules describing concepts from examples and counter-examples with an explicit rst order predicate logic.
NewID, CN2, LASH induce discrimination trees or rules from classi ed examples described as attribute-value pairs.
MAKEY induces discrimination rules of concepts from concept descriptions. KBG is a clustering and generalization tool based on a similarity measure between examples. It uses a rst order representation.
MOBAL is a modelling and knowledge acquisition tool, which performs model-based learning and revision of rules and concepts in rst order logic.
DMP is a symbolic clustering algorithm. SICLA is a set of algorithms performing data analysis on symbolic and numerical entities. An objective of the MLT i s t o m a k e M L t e c hniques usable by non ML experts. The diversity o f a vailable tools makes it extremely di cult for such a user to select a tool appropriate for his purpose. It is therefore necessary to provide assistance with this selection. The part of MLT which p r o vides this assistance is called the Consultant, which is the focus of this paper. (Additionally, t o m a k e it easier for several tools to be run on the same task a Common K n o wledge Representation Language has been designed 1]. This language and other components of the Toolbox, such a s e v aluation and post-processing tools, are not discussed here.) This paper describes the Consultant's architecture and main features. Another paper will describe it from the user's point of view.
The original speci cation of Consultant, as it appears in the MLT project's contract, follows:
\The development of the Consultant will take the whole lifetime of the project. At the end of each phase of the project a well-de ned version will be available which will be evaluated during the succeeding subphase. The versions will be named Consultant-0 to Consultant-2 and are characterised as follows: 1 A detailed description of each algorithm is available as a separate MLT report.
Consultant-0 (C-0) The rst version of the Consultant will be a stand alone prototype expert system. It will be based on the descriptions of the MLT's learning algorithms provided by the developers.
Consultant-1 (C-1) The second version will still be stand alone. The knowledge base will consider the experiences acquired with the learning algorithms during the evaluation of MLT-0 and the experience which can be extracted from the rst version of the ML application database.
Consultant-2 (C-2) Consultant-2 will be integrated with the learning algorithms and will be able to call the algorithms directly. Experience from the evaluation of MLT-1 will also be integrated into its knowledge base.
The speci cation of an even more sophisticated version of the Consultant will be developed during Phase III:
Consultant-3 (C-3) Additionally Consultant-3 would give a d v anced advice and help on the combination of learning algorithms. E.g. it might b e possible to include the consistency checker of one module into another one or to combine a generalization algorithm with a clustering approach, etc. This version of the Consultant w ould be able to do self-experimentation. That is if more than one algorithm seems applicable to a learning problem it would try them all and determine their e ectiveness on the basis of experimentation."
C-0 and C-1 have been successfully implemented and we are currently implementing C-2. Section 2 brie y describes C-0. Section 3 gives a detailed overview of C-1's architecture and facilities. Section 4 outlines planned enhancements that will lead to C-2, and eventually to C-3. Finally, section 5 discusses some other systems which address similar issues.
2. Consultant-0 C-0 2] w as implemented in the rst 18 months of the project, when most MLT algorithms were only prototypes which had been used in few or no industrial problems. The main task of the Consultant team was to acquire knowledge about all these algorithms and compile \di erential" knowledge which could be used to select the algorithm most suited to a given application.
The system was based around a rule-based expert system asking the user questions and then showing which algorithm(s) was recommended.
2.1. Architecture C-0 was implemented in Nexpert T M , one of the expert system shells commercially available at the time. The main purpose of using Nexpert was for it to serve as a rapid prototyping tool to help study the complexity of the task required of the Consultant within MLT. The resulting system, C-0, was menu driven, with the user having limited choice over how he used it to describe the application. The control mechanisms of the system were very restrictive in particular it was di cult for the user to return to previous questions and change his answer ( gure 1).
The questions asked by C -0 w ere divided into two broad categories | Application questions and Data questions. The former tried to capture what the user was wanting to do the latter found out what kind of data the user had available or was able to provide to solve his task. The user could choose to answer either of these two categories of questions rst. Once enough evidence had been accumulated to identify a likely algorithm, a set of algorithm speci c questions were asked to conrm or discon rm this pre-selection. Only after all the questions had been answered was the user able to see C-0's conclusion, which consisted of a number between {1 and +1 attached to each algorithm to express C-0's estimate of the suitability o f that algorithm. The main task of the Consultant w as seen as one of using rules to do inferencing on knowledge acquired from the user. The only help provided by the system was an elaboration of some questions that could be displayed on request.
Knowledge base
The problem addressed by C-0 is the classical identi cation task: given ten classes (the ten MLT algorithms) and a new instance (an application), identify the most suitable class for this instance. Consequently, a standard knowledge acquisition technique could be used to help build a knowledge based system. However, we w ere confronted with a problem that made this task unique: no one expert existed who could actually provide the required knowledge. The ten algorithms were developed independently by di erent groups of people. We, therefore, had ten di erent \algorithm experts" each of whom knew one algorithm in great detail. However, what we really needed was di erential knowledge to decide when an algorithm was more suitable than another. Moreover, the information we got from the algorithm developers was about the algorithms themselves we needed information in terms of task descriptors which a domain expert, with no knowledge of ML, could understand.
In order to acquire the required knowledge we conducted a comparative study of the di erent algorithms. We soon realised that many algorithms were very di erent from the others, and that a few key features of a task would allow one to select or reject them. Therefore, every possible pair of algorithms did not have t o b e compared in depth.
The outcome of the knowledge acquisition process was a set of rules governing the appropriateness of an algorithm compared with other algorithms in the MLT. Each rule was based on suitable descriptors identi ed to build up a su cient description of the application. The knowledge was then represented as Nexpert rules. The result of a rule being applied was to increase or decrease a \certainty factor" value associated with each algorithm, representing its assessed appropriateness to the application being described.
Somewhat surprisingly, the recommendations made by C-0 using the rst set of rules implemented, showed a high degree of agreement with what was believed to be the correct recommendation. This suggested that the inference mechanism needed was not as sophisticated as we had originally expected. The key problem had been identifying suitable descriptors in the knowledge acquisition phase, and helping the user understand the questions asked by the Consultant.
Criticism
A major criticism made by users of C-0 was that unclear, inadequate and inconsistent information was provided at particular points in explanations, messages, questions, etc. A second major criticism was that the user was unable to change an answer given to an earlier question (due to the inherent in exibility of Nexpert, and many other expert systems shells). Other criticisms related to the system design and its poor user-friendliness. These have implications for both the Consultant's architecture and its HCI. Additionally, a few re nements for the knowledge base were identi ed.
The inference engine was the central part of C-0. It became apparent t h a t only a limited amount of inference was needed. Moreover, the amount of help the user needs to understand the questions asked, answer them correctly and make suitable selections at various stages had been underestimated. The user found many questions unclear and the explanations inadequate.
3. Consultant-1
Objectives
The speci cation of C-1 aimed at overcoming the above criticisms of C-0. The following list of objectives was established, which led to the design of a new architecture:
(i) An information browser and help facility m ust form a major part of C-1.
This should also include a glossary of general ML terms as well as speci c MLT v ocabulary (such as names of algorithms and speci c tools). Available information should also include references to existing ML literature, especially on successful ML applications that could suggest possible solutions or new approaches to the problem at hand. (ii) The control unit must be exible to allow users to modify the information they have g i v en at any time (that is, to review their earlier answers in the light of information that they collect subsequently). (iii) An elaboration of each question should be readily available, including a description of possible answers and reasons why the question is asked. (iv) Feedback should be given to the user as he proceeds through the questions so that he sees the e ect of his previous answers on recommendations and can revise them if necessary. (v) Consultant's nal recommendations should not consist only of a set of numerical coe cients attached to each algorithm but should include a complete justi cation allowing the user to understand how and why these conclusions were achieved.
Architecture
The study of the above speci cation, together with some implementation constraints arising from the need to integrate Consultant with the rest of the Toolbox, 2 shows that no standard expert system shell could ful ll all these requirements. An original architecture was designed 3] and implemented in Lisp. We n o w describe this architecture and the various modules that it includes in detail.
C-1 consists of three distinct modules: the Data Collection, Analysis and Help modules ( gure 2). The Data Collection module elicits from the user a description of the application from various perspectives, namely the type of learning task, the nature of data and knowledge available in relation to the application and information on the expected output. The information gathered from the user is stored as a set of structures, the Task Description Set (TDS), which constitutes an interface with the Analysis module.
The Analysis module gives speci c recommendations as to which M L T algorithm(s) seem applicable to the user's particular problem, and can justify these recommendations. This module consists of a set of Knowledge Functions (KFs), each of which can be seen as a black b o x which receives the TDS as its input and produces a result. Each KF has its own \inference engine" and can access a global knowledge base common to several KFs. The ve KFs implemented in C-1 are:
Certainty factors calculation (displayed as a bar chart).
Explanation for the recommendation of algorithms in the form of a report.
Comparison of the recommendations for two algorithms (di erential report). Summary of recommendation and advice concerning the next step to take. Log of the current session. Finally, the Help module provides various kinds of information about MLT and other aspects of ML in general. It can be accessed at any time, in parallel with the other two modules. 
Data Collection module
The main goal of the Data Collection module is to build a description of the user's task from which recommendations can be drawn. The Task Description Set (TDS) consists of a set of \properties" which describe various aspects of the task: application type (e.g. classi cation, clustering etc.), amount and nature of available data, availability of \background" knowledge and desired characteristics of the output. Properties are represented as frame-like structures that contain information for the Data Collection module to decide when and how to acquire the property's value and for the Analysis module to work out its recommendations and generate textual reports. Figure 3 shows a typical property as it appears in the knowledge base. The values of most properties are directly elicited from the user by a question from one of three types: Yes/No, multiple choice or numerical. Some properties, however, are computed from the value of other properties. These computations can be either numerical or symbolic. The possibility to de ne arbitrarily complex functions guarantees that the inference engine has the full power of any rule-based system while retaining the simpler attribute/value representation that su ces in most cases. The cost of this exibility is a loss in declarativity since complex computations must be expressed as Lisp functions but experience with C-0 shows that only a few simple relationships are actually needed in our domain. The computation of such v alues is triggered by a forward chaining mech a n i s m : a s s o o n a s a v alue is modi ed, either by a user answer or a computation, any v alue that depends on it is automatically re-computed, thus ensuring that all the values in the TDS are always consistent.
Many properties are only meaningful when certain conditions are met by other properties. For instance number-of-examples is only meaningful when examplesavailable is yes, and number-of-classes when application-type is classi cation. T o avoid asking meaningless questions, such properties have associated \pre-conditions". The following types of pre-conditions have been found su cient for our purpose, though other types could easily be de ned:
\value of property x = y", \value of property x 6 = y", \value of property x is known", i.e., the value of this property has been determined, either by asking the user or through computation, \value of property x is not known", i.e., the question associated with that property w as not asked yet or the user decided not to answer it. A property i s valid when all its pre-conditions are satis ed.
Each property also has a number of keywords or topics such as \examples", \background knowledge", \output" etc. These topics are used as indices by t h e system as well as the user, as explained below.
The order in which questions are asked depends on the current mode. There are three modes in C-1: Fixed Path, Intelligent and User Browsing. The current m o d e is selected by the user and can be changed at any time during a session.
Fixed Path mode In this mode the order in which questions are asked is entirely controlled by the system. As soon as a question is answered, the next one is automatically selected and displayed. The next question is selected as follows: among all the valid properties, i.e. those whose pre-conditions are satis ed, choose the most \similar" to the previous one. Similarity is de ned in terms of the topics keywords: two properties are more similar if they have more common keywords or if their common keywords are more signi cant (e.g. \application type" is considered more signi cant than \output"). This algorithm ensures that the dialogue with the user shows some continuity, e.g. all questions about application types are asked rst, then all questions about examples etc. This is especially important for novice users as a question is often easier to understand in the context of other related questions. Note that despite its name, the Fixed Path mode does not always ask the same set of questions in the same order because of the dependencies introduced by pre-conditions.
Intelligent m o d e This mode is a variant of the Fixed
Path mode where the criterion to select the next question is changed. Instead of selecting the property most similar to the previous one, it selects the most informative property, i.e. the property that is most likely to change the recommendations signi cantly. This often leads to shorter sessions since a reliable recommendation can be derived with fewer questions being asked. For instance, if a particular algorithm was ruled out by previous answers, questions aimed speci cally at con rming or discon rming it will not be asked, while they would be (uselessly) asked in Fixed Path mode. However, a drawback o f t h i s m o d e i s t h a t a n o vice user may be disconcerted by b e i n g a s k ed apparently unrelated questions in an unpredictable order. To determine how informative a property is the system considers the current recommendation and the coe cients attached to that property (these coecients are normally used by the Knowledge Functions, see section 3.2.3). The \informativity" of a property is computed as follows:
where Alg is the set of MLT algorithms, Val is the set of possible values for this property a n d c(x a) i s t h e c o e c i e n t a t t a c hed to algorithm a and value x (this coe cient determines how the recommendation of algorithm a is modi ed if this property takes value x, as explained in section 3.2.3). The next question asked corresponds to the most informative v alid property.
User Browsing mode In this mode the user is free to select the questions he wants to answer in any order. C-1 displays all the questions associated with valid properties, and the current v alue when determined. When the user selects and answers one, the list is updated as other properties become valid or invalid. It is also possible to restrict the list to properties pertaining to particular topics this makes it easier to nd a particular question when the list is long. This mode can be used either by an experienced user who knows which questions are most relevant to his application, or during (or after) a Fixed Path or Intelligent session to explore the e ect of changing answers to particular questions.
The following additional facilities are always available in each of the three modes: (i) An explanation is volunteered with each question. It clari es the meaning of the question, often provides examples to illustrate possible answers, and sometimes refers to Help keywords for more information. (ii) The user can at any time save his current set of answers and explore the e ect of various changes | answer new questions and/or change previous answers. He can then decide whether he wants to keep these changes and proceed, or cancel them and go back to the saved state. This is known as the \What If" exploration facility. (iii) The user can skip any question, i.e. decide he does not want t o a n s w er it.
This may be because he does not know the answer, does not understand the question, or thinks the question is irrelevant to his application. (iv) Immediately after answering any question, the user may g o b a c k t o i t a n d revise his answer.
Relationship to traditional CAI systems
The Fixed Path mode corresponds loosely to the Tutorial mode of Computer Aided Instruction (CAI) systems, and the User Browsing mode to Socratic modes. The Intelligent mode is more analogous of the facilities provided by I n telligent Tutoring Systems where a more sophisticated support is provided for the user than found in either the Tutorial or Socratic modes 4]. What is noteworthy, a n d w e believe unique, about the design of C-1 is that the actual material to be presented to the user is common, but we h a ve b e e n a b l e t o p r o vide three distinct modes of interaction and control.
Analysis module
The KFs also use information stored in the Knowledge Base ( gure 3). The elds coe cients, value-strings, and advice are speci cally included for them and used as described below.
Bar Chart The Bar Chart Knowledge Function uses a certainty factor combination function to weigh the positive and negative evidence for each algorithm in turn. Certainty factors are numbers between -1 and 1 inclusive, with {1 meaning that the algorithm is not at all applicable to the user's application (assuming the current description of this application is accurate), and +1 meaning that the algorithm is certainly applicable. These numbers are automatically updated and displayed as a bar chart every time the user answers a question, while other knowledge functions are only called on the user's request. The result of combining two certainty factors x and y, denoted x y, is de ned as follows:
1 This combination function is reversible. This means that if an algorithm originally has a certainty factor of cf-orig and it is then combined with evidences of strength cf-new and {cf-new (with jcf-newj < 1), the nal certainty factor will be cf-orig. Also, the function is associative and commutative. These properties would allow the Bar Chart Knowledge Function to calculate the certainty factors for each algorithm incrementally, e v en when answers are retracted by the user, or during a`what if' session (in the current v ersion of C-1, however, this is not done). The Bar Chart KF also provides input to the Summary Generator KF, since the latter needs to be able to base decisions upon the current algorithm certainty factors.
Explanation Report The Explanation Report Knowledge Function is used to
generate explanations for C-1's recommendations. It is important that C-1 be able to explain the recommendations it makes: it makes the user more likely to accept the advice given and allows e ective criticism. For instance if the major evidence for an algorithm is an answer that the user has low con dence in, he may wish to modify his answer and see the e ect. In such cases the recommendation should not be taken literally but the user should perform further investigation using the User Browsing mode and What If facility described above.
The contents of an explanation report is determined by four user-settable parameters:
The algorithm for which the explanation is to be given. In addition to any one of the MLT algorithms, this may also be set to the value \all algorithms", for an algorithm independent explanation of C-1's current recommendations.
The sign of the evidence to be considered. This can be set to consider only positive evidence, only negative evidence, or all evidence (both positive and negative). The questions to be considered. If this is set to \unanswered", explanations will contain entries telling the user how the algorithm's certainty factor could change in the future when currently unanswered questions are answered. If this parameter is set to \answered", only answered questions are considered. A third possible value is \all", which encompasses both unanswered and answered questions. The magnitude of the smallest evidence to consider. This is a qualitative measure of the amount of detail the explanation should go into. Possible values for this, in order, are any, slight, small, significant and large. If, for example, significant is chosen, then only answers resulting in signi cant or large evidence for or against the algorithm will be used in the explanation. For each TDS property whose value has contributed relevant evidence, a line of output is generated in the form:
\There is <amount> evidence <forjagainst> < algorithm>, because <reason>. <advice>." <amount> is the magnitude of the evidence (small, signi cant, large etc.). <reason> is a string of English text called a \value string" which describes the value of the property (see gure 3). It does not refer to any particular algorithm. <advice> is an optional string that can be associated with a value and an algorithm to warn the user against potential problems, or suggest an action that he can take, if he wants to use this algorithm when this property t a k es this value (see \:advice" in gure 3). An example of an explanation report is shown in gure 4.
Comparison Report The comparison (or \di erential explanation") report generator contrasts the evidence relating to two algorithms. A line is entered into this report for each property v alue in the current TDS which d o e s n o t contribute the same amount of evidence to both algorithms. This type of report is often used when two algorithms have v ery similar recommendations and a numerical certainty factor is not su cient to decide which one is more appropriate.
There is significant evidence for KBG, because you want to choose among a set of decisions.
There is small evidence for KBG, because the different classes may overlap.
There is small evidence for KBG, because examples cannot be represented as attribute-value pairs.
There is small evidence against KBG, because you can only provide positive examples. If you only have examples of one class, you can use KBG but it will just find a generalisation of your examples.
There is small evidence for KBG, because you need to use background knowledge.
There is slight evidence for KBG, because there are rules in the background knowledge.
There is small evidence for KBG, because you would like the output to be a set of rules.
There is significant evidence against KBG, because you need complete coverage of the example space. Comparison reports are generated in a manner similar to explanation reports. An example of a comparison report is shown in gure 5.
Summary Generator The Summary Generator KF depends on the Bar Chart KF to get a list of the algorithms and their corresponding certainty factors. This list is used to nd the leading algorithm, and all other algorithms within a certain range of this leader. From this information, two other metrics are calculated:
The value of the certainty factor for the leader is taken as a measure of how likely it is that some of the leading algorithms will be applicable to the user's application. The number of algorithms within a prespeci ed range of the leader is used to determine whether there is a distinct leader, or whether there are several algorithms vying for the lead. From these two metrics, the Summary Generator determines which le of text to use as its summary. The text which is displayed states which algorithm(s) are most favored, how m uch they are recommended and how to obtain more detailed information. If there is not one clear leader, it advises that the user's application be described di erently in order that one of the algorithms might appear more relevant to the application in question.
There is significant evidence for KBG but no evidence for or against MOBAL since you want to choose among a set of decisions There is small evidence for KBG but no evidence for or against MOBAL since the different classes may overlap There is no evidence for or against KBG but large evidence against MOBAL since you cannot evaluate hypotheses generated by the system There is small evidence for KBG but no evidence for or against MOBAL since you would like the output to be a set of rules Log of Answered Questions This is the simplest KF of them all. It just displays a list of all the questions that have been answered so far, along with the user's answers.
Help module
As mentioned before, a major limitation of C-0 was the lack of an adequate Help facility. Three types of information were considered desirable by users:
(i) A glossary of terms often used in questions and explanations whose meaning in the context of Machine Learning may not be clear to novice users (\example", \attribute", \multiple values" : : : ). (ii) A description of MLT, its various tools, how they are used, the ty p e o f i n p u t they require, etc. (iii) References to the Machine Learning literature where the user may nd descriptions of successful applications that can help him with his current task. These three types of information are provided by di erent e l e m e n ts of C-1's Help module.
Glossary The glossary consists of a number of entries that concisely de ne ML technical terms for novice users. These entries are accessed interactively: whenever a word with an associated entry appears on screen, be it in a question, an explanation, a report, a Help text or a glossary entry, i t i s p r i n ted in a di erent color. Clicking on the word displays the corresponding entry. De ning a glossary of ML terms is not an easy task, since no consensus exists i n t h e M L c o m m unity. E v en within the MLT consortium, we found that such basic terms as \example", \case", \class", \concept", etc., were used with di erent, often imprecise, meanings by di erent people. The rst step towards the development of the Common Knowledge Representation Language was to clearly de ne a small set of essential terms and make sure that all the partners understood and used them consistently. This standard formed the basis of C-1's glossary, although substantial rewriting was required to make the agreed de nitions accessible to non ML specialists.
Information Browser The information browser is an interactive k eyword-based exploratory system which allows the user to browse a set of (currently over 200) text les. This system is designed to provide maximal exibility, allowing the user to quickly locate a speci c item as well as getting general information about a range of topics. Each help le is indexed by a s e t o f keywords. Examples of keywords are: Algorithm, Input, Mobal, Application-Type, and Syntax. Keywords are organized into several mutually exclusive hierarchies. For instance, the root of one hierarchy is Algorithm. This root has ten children, the names of the ten MLT algorithms. Some of these nodes have c hildren that represent speci c \tools" of the algorithm. Another hierarchy starts with Knowledge-Representation, with children CKRL 3 , Speci c-Representation and Standard-Representations Standard-Representations is further split into Attribute-Value, Relational and Higher-Order-Logic, etc. The user's query consists of a template, i.e. an (unordered) set of keywords where no two k eywords belong to the same hierarchy. A t ypical template might b e fExample, NewID, Inputg, w h i c h i s i n terpreted as \an example of input to the NewID algorithm". If the template is associated with a le, the contents of that le is immediately displayed. If there is no relevant le or if the user wants more information, he can modify the template. There are four ways to modify a template. Starting from fSicla, Inputg (a general description of what the Sicla algorithm requires as input), one can:
generalize by removing a keyword e.g. fSiclag shows a general description of the algorithm. generalize by replacing a keyword with its parent in the hierarchy e.g. fAlgorithm, Inputg details the types of inputs accepted by the di erent MLT algorithms. specialize by adding a keyword e.g. fSicla, Input, Exampleg shows an actual example of input to Sicla rather than describing it. specialize by replacing a keyword with one of its children in the hierarchy e.g. fSicla-Cluster, Inputg describes the input to a speci c component o f Sicla, the clustering facility. These four basic operations allow the user to navigate freely in the space de ned by all the keywords. While most interactive help systems are structured as trees that must be explored top-down, this one de nes a dense graph in which a g i v en template can be accessed from many di erent directions.
This is
As an additional help to navigation, keywords that can be added to the current template to obtain more information are highlighted. The topics covered by the help les are not limited to MLT algorithms. They include more general information that can be of use when answering C-1's questions, such as the de nitions of applications types (classi cation, clustering, planning: : : ) and classical knowledge representation techniques (attributes, predicates: : : ). They also cover real applications that were processed using MLT tools, including available data, preliminary data transformations, and nal outcome. A user who does not know h o w to represent his particular problem in a form suitable for a given algorithm may nd that a similar problem has already been solved and may t h us be able to bene t from past experience.
ML Database The Machine Learning Database (ML-DB) currently contains around ve thousand entries from journals, books, proceedings and research publications on ML 5] . These items were obtained mainly from the Turing Institute databases 4 by performing a selective search with a list of keywords. The ML-DB identi es seminal papers and applications of ML, and also includes some background material from philosophy, cognitive science and psychology. The ML-DB is updated every month by performing searches on the new material which is constantly being added (at the rate of roughly 1,000 entries per month) to the main Turing Institute databases.
Knowledge base
Although many aspects of C-0's user interface were criticized, its recommendations were generally considered correct. C-1's knowledge base is therefore largely similar to C-0's, with nevertheless some signi cant di erences:
The division of C-0's knowledge base into general and algorithm-speci c questions often resulted in the same question appearing in several categories, possibly in slightly di erent forms. Since control information in C-1 is represented as explicit dependencies rather than by splitting the knowledge base into several pieces, we w ere able to eliminate redundant questions, thus signi cantly reducing both the size of the knowledge base and the number of questions asked of the user.
The knowledge had to be updated to accommodate enhancements made to all the algorithms as part of the development o f M L T. For instance, the initial version of Cigol could not handle noisy data, but this capability has now b e e n added, therefore the negative coe cient attached to the property data.noise for Cigol had to be removed.
Experience with the application of MLT algorithms to industrial problems has allowed us to improve our understanding of the algorithms and their applicability. This led to some changes to the knowledge base.
3.4. Implementation C-1 has been implemented in Common Lisp. The user interface has been implemented in HyperNeWS, a graphical interface generator developed by t h e T uring Institute in the course of the MLT project but also available as a separate product 6]. Figure 6 shows C-1's interface as seen by the user. The leftmost part is a control panel the rest of the screen is divided into three panels that mirror the internal structure of the system ( gure 2): the Data Collection panel, the Analysis panel and the Help panel. Figure 6 shows a Yes/No question being asked in the Data Collection panel, with an elaboration appearing underneath. The Bar Chart knowledge function displays its output in the Analysis panel other knowledge functions, when invoked, control this area to display their results. The Help panel is accessible at all times for the user to get help on selected topics.
An additional facility built into C-1 is the ability t o s a ve its current state so that it can be suspended and resumed at a later stage with no loss of information. This is particularly important when C-1 is used in conjunction with other tools in the Toolbox, as the user may w ant to try out other tools in the course of a Consultant session, or alternatively use the Consultant to get additional information while running an algorithm.
Future Work
Consultant-2 (C-2) is the third version of MLT's Consultant. Fr o m C -0 t o C -1 , the concept of the Consultant has evolved from being a system advising the user about which tool to select, to one which additionally assists him in using the tool. All advice, however, is still related to selecting a suitable algorithm in the \pre-run" phase (i.e., before an algorithm has been run).
The use of ML algorithms is invariably an iterative process where the data and algorithm must be suitably set up to get optimal results. Non-expert users would therefore bene t from advice after running an algorithm to help improve t h e obtained results. C-2 will introduce such an advice facility as a \post-run" advice mechanism.
C-2 will contain two phases: a pre-run phase, when it is used prior to applying the algorithm, and a post-run phase, once an algorithm has been executed. The 
ID is a rule-induction program which takes a set of examples (vectors of attribute-values), and generates a decision tree classifying them.
It also allows you to evaluate a tree's accuracy (in terms of a set of pre-classified examples), and to prune a tree.
Finally, it can turn a decision tree into C code for classifying examples, which may be linked into an existing C program (e.g. an expert system). pre-run phase will follow the same approach as C-1 but additionally give advice on initial parameter settings. The post-run phase is a completely new component which will give advice about changes to algorithm parameters, input data, data representation and the algorithm itself. A t ypical post-run interaction might i n volve the following steps: Retrieve information from the pre-run phase and feedback from the algorithm. Ask the user whether the run and its output are satisfactory if not elicit a list of particular inadequacies (e.g. there are too many rules, the predictive accuracy is too low, the run was too slow and had to be interrupted, etc.). If some parameters of the algorithm are known to a ect these features, suggest new values for these parameters (e.g. increase a pruning threshold to reduce the number of rules). If no better output can be obtained from the available data, suggest that the input examples and knowledge should be extended or the representation language enhanced (e.g. if test examples of a certain type are often misclassi ed, suggest adding learning examples of the same type if two classes cannot be discriminated, suggest that an important attribute may be missing). If all the above remedies fail, suggest to use another algorithm altogether. Although C-2 adds signi cantly to the functionality of C-1, its \look-and-feel" will remain the same as C-1's. The underlying knowledge base about algorithm selection will be a re ned version of C-1's knowledge. Additional knowledge about post-run adjustments to data and algorithms will be acquired and integrated within the knowledge base. Although C-2 will give m uch more sophisticated advice than its predecessors, it will still assume that only one learning tool is used to solve a g i v en problem. However, one of MLT's goals is to allow several algorithms to be used collaboratively on the same problem, e.g., a clustering algorithm followed by a classi cation algorithm. Consultant-3 will have k n o wledge about such c o m binations, which will have been explored in the second phase of the project. Our improved understanding of the applicability of algorithms and the various types of applications amenable to ML may e v en make possible a form of self-experimentation, where the Consultant would actually run an algorithm on the user's problem, or a simpler version of it, to test its suitability.
Data Collection Help Analysis

Related Works
The problem of selecting a suitable Machine Learning technique is addressed by a n umber of systems in di erent c o n texts.
Multistrategy learning systems 7] often use several learning techniques collaboratively, but may also attempt to select one from a set of algorithms. However, these are usually closely related algorithms that solve the same type of problems, and the system selects the one which will nd the best or most e cient solution. In contrast, the MLT Consultant knows about ten di erent algorithms that cover a broad range of application types.
Integrated systems typically integrate one or more learning tools with a problemsolver. The learning components are either heavily dependent on the problemsolving strategy (as in PRODIGY 8, chap. 9]), or so tightly integrated that they are indistinguishable from the problem-solver (THEO 8, c hap. 12], SOAR 9]). In MLT, on the other hand, Machine Learning is used to generate a self-contained knowledge base that can be independently validated, and used with one or more problem solvers. Therefore, the choice of a learning algorithm is not tied to a particular problem-solver.
The Knowledge Engineering Workbench produced by t h e A CKnowledge project (ESPRIT P2576) is a sort of \knowledge acquisition toolbox" similar to MLT i n many respects. It includes an advice and guidance module that acts as a top-level loop to guide the user through the knowledge acquisition cycle. This module uses General Directive M o d e l s 1 0 ] to progressively re ne a model of the target system. In comparison, the MLT Consultant assumes that the user has a clear idea of the learning task at hand and the type of knowledge that he wishes to acquire, but provides much more help with the actual use of the tools.
One of the MLT algorithms, Sicla, is actually a component of a large statistical data analysis system. This system includes an advisory system, CLAVECIN 11] . CLAVECIN is similar to C-0 in that it is a rule-based expert system that questions the user about the type of task to be performed, the nature and amount o f a vailable data and the expected output, and recommends one or more tools. However, its domain is di erent from C-0's and it knows about a very di erent set of tools.
Conclusion
Machine Learning algorithms are complex tools which need to be understood before a user gets optimal results. The Machine Learning Toolbox is a rst attempt at making a large collection of such tools available to non ML specialists, and as such requires a sophisticated advisory module, the Consultant. The most essential problem addressed by the Consultant is the selection of a suitable tool for a given application. This was achieved in Consultant-0, a traditional rule-based expert system. Experience with C-0 showed that, once the capabilities of the various tools are su ciently well understood, it is relatively easy to identify features of the application that determine algorithm applicability. H o wever, a major problem is to elicit an accurate description of the task from the user in terms of these features, especially when the user is not familiar with Machine Learning concepts.
Therefore, the development of Consultant-1 was primarily concerned with user interaction. Control was made more exible to allow both user-driven and systemdriven interaction. The knowledge base, derived from C-0's, was made available to a n umber of functions that provide various forms of feedback to the user, including graphics and textual reports. Finally, an extensive help facility w as added, which provides exible access to a broad range of information about MLT and Machine Learning.
Although choosing a suitable algorithm and understanding its functionalities are the rst problems encountered by new users of Machine Learning, they also frequently require assistance to improve on their rst results after using an algorithm. Consultant-2, in addition to Consultant-1's capabilities, will be able to provide such advice by taking advantage of feedback information provided by the learning algorithm to suggest changes in parameters or data.
