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1 • 1 PROBLEME INITIAL. 
Le point de départ de ce travail était l'étude et la réalisation 
d'un réseau local entre micro-ordinateurs de marque APPLE-II, cette 
réalisation intéressant autant la société soo:MA, que l'Institut 
d'Infonnatique de Namur. Tous deux possèdent en effet un certain 
nanbre de micro-ordinateurs de cette marque, travaillant tous de façon 
autonane, ce qui impose une duplication de tous les logiciels, 
périphériques, etc ••• , et en conséquence fait croître les frais 
d'adjonction d'un nouvel appareil et les frais de maintenance. la 
solution du réseau local offre canne avantage la possibilité de 
partager des imprimantes, des disques, etc ••• 
De plus, il fallait que ce réseau soit exploitable carmercialement, 
qu'il puisse etre mis entre des mains d'utilisateurs peu soucieux des 
problèmes techniques et exigeant un rapport qualité/prix optimal. 
1 .2. ODIX PŒ>SIBLES. 
Réaliser un réseau canplet, carrprenant la partie matérielle et la 
partie logicielle, est un travail qui dépasse le cadre d'un mémoire de 
fin d'études. Aussi était-il nécessaire de se limiter à un des 
aspects de ce genre de réalisation. Deux possibilités s'offraient à 
nous: 
- Réaliser un interface matériel permettant d'interconnecter les 
différents systèmes, utilisé avec quelques primitives de bas niveau. 
Ce genre de travail a déja été réalisé dans le cadre d'autres travaux 
de fin d'études (LEMAL), mais sur un type de ma.chines différent. 
- Greffer sur un réseau existant un ensemble de primitives d'échange 
de données, pennettant une carrm.mication synchronisée entre les 
systèmes. 
Limiter le travail à l'un de ces deux points paraissait beaucoup 
plus raisonnable. Il restait à détenniner lequel serait choisi, en 
fonction de contraintes temporelles et financières. 
1 .3. EVOLUI'ICN VffiS L '~. 
la première démarche a été la rencontre avec des personnes qui, 
avec leurs moyens propres, réalisent des réseaux locaux. Nous y avons 
trouvé des réseaux simples, fonctionnant bien et à des prix très 
intéressants. Seulement ce genre de réseaux est très specialisé (p:is 
de gestion d'adressage, transfert synchrone par rapport à un poste 
CXlN'IlUBUTIOO A UNE REALISATIOO o.s.r. Page 2 
maître, etc •• ), et non conforme à l'idée d'un réseau général. Mais 
grâce à l'expérience de ces personnes, nous avons pu réaliser des 
interfaces pour l'APPLE II, oon-rnarché et possédant d'assez oonnes 
performances (64 Kbps). 
De là, un nouveau projet s'amorcait : essayer de regrouper une 
partie de la gestion d'un réseau en un système extérieur aux machines 
concernées (les APPLE-II), que nous appellerons "systèmes interfaces 
réseau" ou N.I.U. (de l'anglais Ne~rk Interface Unit). Ces N.I.U. 
possèderaient un processeur, de la ménoire, et des sorties 
(interfaces) d'une part vers le système auquel ils appartiennent, et 
d'autre part vers le · réseau. Les avantages de travailler avec un 
système exterieur sont: 
- d'une part que le système est le même quel que soit le type de 
machine, ce qui pennet d'interconnecter d'autres marques de 
micro-ordinateurs, éventuellement des mini-ordinateurs, en n'ayant que 
peu de mcx:lifications de logiciel, 
- et d'autre part que les micro-ordinateurs n'auront que peu de 
mc:x:lifications matérielles à subir, l'interface entre eux et les N.I.U. 
étant constitué d'interfaces les plus standards possibles (RS-422 
(ZAKS) ) • 
Des contacts ont été pris avec une société spécialisée dans la 
réalisation d'interfaces, la société UNINA. Leur condition pour 
dénarrer les frais de recherche pour la réalisation d'un N.I.U. était 
la suivante: il nous fallait développer un protocole (c'est à dire un 
ensemble de conventions de dialogue) solide, pennettant 
d'interconnecter deux systèmes. Par la suite, un des deux systèmes 
pourrait être remplacé par un N.I.U. 
Afin de réaliser un protocole ayant des chances d'être durable, 
nous nous sœmnes penchés sur l'étude des nonnes existantes, basées 
sur l'architecture en sept couches proposée par I.s.o. (l'Organisation 
de Standardisation Internationalle). A ce rocrnent cc:mnencaient à 
paraître les textes des projets de normes d'un certain nanbre de 
couches. Précisons que pour devenir une norme, un texte est d'aoord 
proposé camne avant-projet, après premières mcx:lifications le texte 
devient projet international, et après vote, devient nonne 
internationale, le processus canplet pouvant prendre plusieurs années 
(voir 4.3.1.). 
Nous en sanmes donc arrivés à étudier, puis à réaliser l'ensemble 
des nonnes telles que proposées par I.s.o. 
1 • 4. œJECT'IF FINAL. 
Ayant décidé de ne faire qu'une partie de la réalisation de tout un 
réseau local, mais de réaliser cette partie de facon canplète, le but 
de la réalisation dans le cadre de ce travail s'est porté sur la mise 
en oeuvre des protocoles de haut niveau, en accord avec les tennes des 
textes des projets de nonnes internationales. 
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Bien que ce sera défini ultérieurement, précisons déjà que la 
réalisation portera sur la mise en oeuvre des quatre (X)Uches 
supérieures de l'architecture o.s.r (Application, Présentation, 
Session, Transport) sur un micro-ordinateur APPLE-II, sous système 
d'exploitation UCSD-P. De plus, la destination de la réalisation sera 
orientée vers le traitement de fichiers tel qu'il a été défini par 
I.S.O sous l'appellation F.T.A.M. (File Transfer, Access and 
Management) • · 
Par rapport à la réalisation d'un réseau canplet, le travail 
portera sur la synchronisation des échanges d'infonnations, et se 
devrait d'etre encadré d'une part par un gérant de base de données 
(niveau supérieur), et d'autre part par la réalisation d'une (X)nnexion 
avec des N.I.U. (niveau inférieur). 
1 .5. PIAN 00 'lRAVAIL. 
Ce travail est décanposé en deux parties: 
- La première partie est (X)nsacrée 'à une étrrle généra.le concerna.nt 
les réseaux locaux d'ordinateurs, dans laquelle le lecteur trouvera: 
Les cas typiques d'utilisation 
micro-ordinateurs, tels que ceux qui 
SOCX11A. 
de réseaux locaux de 
sont vendus par la société 
- Les points forts et les points faibles des réseaux locaux par 
rapport à des solutions plus "classiques". 
- Une vue générale de différents réseaux locaux existant sur le 
rrarché. 
- Une étude plus approfondie de deux réseaux locaux représentatifs 
des choix possibles d'un acquéreur. 
- La position des instituts de nonnalisation par rapport au rrarché 
des constructeurs. 
Une brève description de l'architecture proposée par ces 
instituts de nonnalisation. 
- La deuxième partie décrit la réalisation proprement dite, et 
canprendra: 
- Les contraintes imposées par le micro-ordinateur APPLE-II, et les 
choix pris par rapport à l'architecture O.S.I. 
Pour chaque couche de l'architecture, une description des 
interfaces et des protocoles, ainsi que des rnoo.ifications à 
apporter en cas d'extensions. 
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- Les mcxlifications et ajoutes à effectuer en cas d'integration 
dans un réseau canplet. 
- Une liste des mots-clés utilisés, avec la référence à la 
définition dans le texte. 
- La bibliographie utilisée. 
Le lecteur trouvera de plus en annexe différentes tables d'états 
relatives aux protocoles des différentes couches. 
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PARITE I 
ETUDE 
2. ~ SUR LES RESEAUX. 
2.1. DEFINITICNS. 
Nous donnons ici les définitions des différents termes utilisés 
dans la suite de ce chapitre. Elles ne sont citées que pour situer le 
sens que nous attribuons à ces termes. I.e lecteur trouvera de plus 
amples détails dans (TANNENBAUM), (LEMAL), (mrirn), (SPANIOL), 
(MAœHI). 
2.1.1. Système informatique. 
Un système informatique, ou système, est l'ensemble des 
a:mposants nécessaires au traitement de l'infonnation. Sous ce 
terme on retrouve un ou plusieurs ordinateurs, dotés de leur 
unité centrale et de leurs processeurs auxiliaires, les 
périphériques associés (lecteurs de disques, imprimantes, 
etc •• ), éventuellement les opérateurs humains, et les logiciels 
nécessaires à leur fonctionnement. 
2. 1 • 2. Micro-ordinateur. 
Un micro-ordinateur est un système rrono-utilisateur, doté de 
tous les périphériques et du logiciel nécessaires à son 
fonctionnement autonane. Cet ordinateur peut être rrono ou 
rnulti-tâche. Ce terme (ou son abrege: micro) sera le seul 
utilisé dans la suite de ce travail, et prendra le même sens 
que ordinateur personnel, ordinateur danestique etc •• 
2.1.3. Réseau d'ordinateurs. 
Un réseau d'ordinateurs est un ensemble de deux ou plusieurs 
systèmes autonanes ayant la possibilité de s'échanger des 
informations. r::ans la suite de ce travail, nous utiliserons le 
terme réseau pour réseau d'ordinateurs. 
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2.1.4. Réseau hétérogène. 
Un réseau est dit hétérogène si les systèmes le canposant 
sont de conceptions ou de marques différentes. 
2.1.5. Réseau étendu. 
Un réseau étendu, ou W.A.N. (de l'anglais Wide Area Network), 
est un réseau dans lequel les différents-systèmes sont fortement 
éloignés les uns des autres : de plusieurs kilanètres à 
plusieurs milliers de kilanètres. Les moyens physiques de 
connexion généralement utilisés sont les réseaux téléphoniques 
nationaux, ou les transmissions par satellite. 
2.1.6 Réseau local. 
Un réseau local, ou L.A.N. (de l'anglais Local Area Network), 
est caractérisé par une distance peu élevée entre les différents 
systèmes canposant le réseau: elle varie de quelques mètres à 
une dizaine de kilanètres. Les moyens physiques de connexion 
sont généralement le câble coaxial, la !,)aire torsadée et 
maintenant la fibre optique. 
2.1.7. Réseau en roucle. 
La caractéristique d'un réseau en roucle est que chaque i;x:,ste 
n'est connecté qu'à ses deux voisins imnédiats. Chaque i;x:,ste 
reçoit des infonna.tions d'un de ses voisins, et les retransmet à 
son autre voisin, après éventuellement avoir ·effectué un 
traitement sur les informations reçues. Divers protocoles 
existent, tels la méthode du jeton, des registres à décalage, 
etc ••• 
2.1.8. Réseau hiérarchique (maître-esclave). 
Dans ce type de réseau, toute ccmnunication d'un système à 
l'autre se fait via un système canmun. On retrouve des réseaux 
à un seul niveau hiérarchique (réseau en étoile), ou à plusieurs 
ni veaux ( réseau arrorescent) • Ce genre de réseau ne présente 
guère d'avantages dans le cadre de L.A.N, aussi n'est-il que peu 
utilisé. 
2.1.9. Réseau à bus carmun. 
Dans ce type de réseau, tous les systèmes carmuniquent au 
travers d'un moyen d'interconnexion unique (généralement un 
câble coaxial ou une !,)aire torsadée). Divers protocoles 
permettent de vérifier que les différentes carnnunications ne se 
brouillent I.)aS mutuellement. 
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2. 2. ŒITIÇ(JE DES RESEAUX LOCAUX. 
r::ens la suite, nous aborderons le problème précis de ce travail, à 
savoir le réseau local canposé de micro-ordinateurs. 
La critique des réseaux locaux de micros sera faite en canparant 
cette architecture avec une architecture plus traditionnelle, le 
mini-ordinateur. Nous verrons successivement leurs points carmuns, 
puis les avantages des L.A.N. de micros, et les avantages des 
mini-ordinateurs. 
Cette canparaison permettra de détenniner dans quels cas un L.A.N. 
est préférable à un mini-ordinateur, et dans quels cas ce type 
d'architecture :peut mnduire à des déboires. 
2. 2. 1 • Points carmuns • 
2.2.1.1. Mêmes types de logiciels 
De par l'accroissement de puissance des 
micro-processeurs dont sont dotés les micro-ordinateurs, 
les logiciels qui jusqu'alors étaient réservés à des minis 
se retrouvent ma.intenant sur beaucoup de micros. Pour des 
applications "standards" (canptabilité, tenue des stocks, 
gestion des salaires ••• ), on :peut considérer que les 
outils de développement .sont identiques ( systèmes 
d'exploitation, canpilateurs ••• ). 
2.2.1.2. Multi-utilisateurs 
Le mini fonctionne en temps partagé, le réseau local 
est basé sur la décentralisation des traitements. Les 
deux types d'architècture :peuvent partager des 
périphériques et des infonna.tions. 
2.2.2. Avantages des L.A.N. 
Nous verrons ici les avantages que procure le réseau local. 
2.2.2.1. Extensibilité. 
L'ajout d'un système sur un réseau n'est l'affaire que 
de quelques minutes. Il suffit généralement de connecter 
l'interface du nouveau système sur le câble 
d'interconnexion des autres systèmes. Grâce à celà, le 
réseau :peut être reconfiguré à tout manent à la 
dimension des besoins des utilisateurs. 
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2.2.2.2. Fiabilité. 
De par sa conception plus simple et son système 
d'exploitation plus épuré, un micro-ordinateur court moins 
de risques de tanber en panne qu'un mini-ordinateur. De 
plus, lorsqu'un incident survient sur un mini-ordinateur, 
tous les utilisateurs en sont affectés. Sur un réseau 
local (en sup:r;osant qu'il n'y ait ni maître ni esclave), 
seul l'utilisateur du système déficient en est affecté. 
La fiabilité étant considérée ccmne le rap:r;ort du temps 
d'absence de panne sur le temps total, on peut en conclure 
que la probabilité de panne risquant d'affecter un 
utilisateur d'un L.A.N. est moindre que celle d'un 
utilisateur d'un mini. 
2.2.2.3 • .Adéquation. 
Les types de micro-ordinateurs sur le marché sont très 
diversifiés, et :r;our chaque créneau d'application, on 
trouve tel ou tel système spécialisé. Pour faire du 
traitement de texte, on admet généralement qu'il est moins 
~rtant d'avoir un processeur très puissant, mais la 
qualité de l'écran est ~rtante. Pour du calcul 
numérique par contre, la rapidité et la précision de 
calcul du processeur sont primordiales. Dans chaque type 
d'application, il est :r;ossible de choisir le système 
approprié, et · en plus, il est possible grâce au réseau 
de profiter de certaines caractéristiques des autres · 
systèmes. 
2.2.2.4. Dépannage. 
Lorsqu'un micro-ordinateur tanbe en panne, on le 
remplace habituellement par un modèle équivalent, et on le 
répare en atelier spécialisé. Le temps d'irrrnobilisation 
est donc réduit au temps de remplacement du système. 
Rappelons de plus que les autres utilisateurs ne sont pas 
affectés par la panne. De par sa taille, un 
mini-ordinateur doit généralement être réparé sur place, 
nécessitant l'arrêt canplet de la machine (et du travail 
des utilisateurs) jusqu'à réparation de la panne. 
2.2.2.5. Prix. 
Un des derniers arguments en faveur des L.A.N de 
micro-ordinateurs, et non un des moindres, est, à 
configuration équivalente, la différence de prix , qui 
oscille entre la moitié et les deux tiers du prix d'un 
mini-ordinateur. 
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2.2.3.Avantages des mini-ordinateurs. 
Il ne faut quand même pas considérer les réseaux cœrne une 
panacée universelle. Les mini-ordinateurs ont un certain nanbre 
de propriétés qui, à l'heure actuelle, leurs assurent certains 
avantages. Cependant l'évolution de la technologie est telle 
que ces avantages sont en train de disparaître 
progressivement. 
2.2.3.1. Base de données unique. 
Sur un mini-ordinateur, les bases de données sont 
centralisées, ce qui simplifie considérablement tous les 
problèmes de gestion de ces bases de données. Dans un 
réseau, par contre, les données pouvant être réparties 
sur différents systèmes, on retrouve tous les problèmes 
dûs aux bases de données réparties : duplication, 
redondance, absence... Il faut cependant noter que 
certains réseaux éludent ce problème en n'autorisant qu'un 
seul système gérant les bases de données (voir CMNINEI' au 
3.3.). . 
2.2.3.2. Puissance. 
Il existe encore un grand nanbre d'applications qui 
nécessitent et un processeur puissant, et une vaste 
mémoire, des processeurs spécialisés ••• que l'on ne trouve 
pas (encore) sur des micros-ordinateurs. Nous pensons à 
des applications écrites en langage de très haut niveau 
tel SIMULA ou GPSS, dont il n'existe pas encore de 
versions supportées y:::ar des micro-ordinateurs. 
2.2.3.3. Qualité des logiciels. 
Longtemps limités par leurs capacités et leur 
puissance, les micro-ordinateurs n'ont que très récemment 
pu être dotés de logiciels de haut niveau (programna.tion 
linéaire ••• ). Apy:::araissent rraintenant des super-micros 
dont les capacités sont au rroins équivalentes à celles de 
leurs frères ainés, les mini-ordinateurs. 
2.3. ŒITERES DE œorx. 
Dans la canparaison qui précède, nous avons vu un certain 
ncmbre de critères techniques, desquals nous pourrons détenniner 
les cas ou un mini-ordinateur est plus approprié qu'un réseau de 
CXNIRIBlmCN A UNE REALISATION o.s.r. Page 10 
micro-ordinateurs, ou le contraire. 
Lorsque les applications désirées sont de type classique 
(application canptable, gestion des salaires, tenue de 
stocks •• ), ou sont diversifiées (traitement de texte, 
tableurs ••• ), et que le nanbre de postes n'est pas trop élevé, 
un réseau de micro-ordinateurs convient parfaitement, au vu de 
la différence de prix. 
Par contre, si le genre d'application désiré est très 
particulier, si du développement doit être réalisé par le 
client grâce à des moyens consannateurs de ressources, un 
mini-ordinateur est plus approprié. 
Mais à côté de ces critères techniques interviennent aussi 
des critères carmerciaux. Pour beaucoup de gens, le 
micro-ordinateur reste le "hane-canputer", celui qu'utilisent 
les enfants pour accanplir leur rôle de vaillant guerrier de 
l'espace. La "vraie" infonnatique, elle, se fait sur des 
grosses machines. C'est donc le client qui choisira le type de 
configuration, selon son opinion sur les micro-ordinateurs. 
D'une autre part, le danaine des réseaux locaux est nouveau 
(la première apparition d'ETHERNET date de 1976). L'expérience 
dans ce danaine est plutôt restreinte, et ccmmercialement il 
peut y avoir des risques à proposer un réseau local dont on 
n'est pas tout à fait certain. 
En conclusion, nous voyons que les progrès technologiques de 
ces dernières années nous pennettent de supposer que les réseaux 
locaux sont destinés à un brillant avenir. Dans le chapitre 
suivant, nous verrons quelques réseaux locaux cc:mnercialisés, 
certains dédicacés aux micro-ordinateurs, d'autres destinés à 
interconnecter des mini-ordinateurs. Mais dans quelques années, 
lorsque micro-ordinateurs et mini~rdinateurs seront devenus des 
synonymes, sera-t-il possible de dissocier les tennes 
"infonnatique" et "réseau" ? 
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3. ETUIE DE C0ELCUES RESEAUX I1DlliX EXISTANI'S. 
Dans ce chapitre, nous analyserons un certain nanbre de réseaux de façon 
très générale, mettant l'accent sur la technologie de ces réseaux locaux, 
ainsi que sur leur prix. Nous ven-ons ainsi que ces réseaux sont très 
perfonnants, rna.is d'un prix inabordable !X)ur interconnecter des 
micro-ordinateurs. Ensuite nous étudierons deux réseaux particuliers. Le 
premier est EI'HERNEI' ayant servi de œse à la réalisation de nanbreux autres 
réseaux. Le second est le réseau CMNDlEI', spécialeµient dédicacé à 
l'interconnexion de micro-ordinateurs, et qu'il nous a été loisible de 
tester. 
3.1. EIUDE OJMPARATIVE DE RESEAUX IœAUX. 
Da.ns ce i;:::aragraphe, nous ferons une canparaison des caractéristiques 
principa.~es de 34 réseaux locaux (XEPHON), (Z:r:I.CG1), (OJRVUS), 
(ROOLANDS), (CXJITON), (SPANIOL). Cette canpa.raison se fera sous fo:rme 
d'une grille, ayant en ligne les différents réseaux, en colonne les 
caractéristiques canparées. Les différents prix mentionnés sont de 
1983. Des canparaisons entre réseaux de constructeurs ont été faites 
dans (MEYER) (TAN) • 
Cette canparaison n'a pa.s !X)ur but de déterminer des critères de 
sélection de tel ou tel type de réseau, rna.is elle est donnée à titre 
infonnatif, afin de !X)UVoir se faire une idée du marché des réseaux 
locaux. Cette liste n'est bien etendu pas exhaustive. 
Voici la liste des critères de canpa.raison que l'on retrouve en 
abscisse dans la première grille ci-dessous (fig 3-1) : 
- Nan du réseau: C'est la référence du produit. 
- Date de la première installation: Date où le premier réseau a 
été opérationnel. 
- Nanbre de réseaux installés dans le monde: Ce nanbre permet de 
se faire une idée de la carmercialisation de ce réseau. 
- Architecture : 
L.A.N (voir 2.1.). 
On retrouve ici les architectures classiques des 
On retrouve entre autres: 
- Le réseau bus : "bus". 
- Le réseau en anneau ou ooucle: "anneau". 
- Le réseau en aroorescence: "arbre". 
- Le réseau arborescent à un niveau: "étoile". 
- Le réseau rna.illé: "rna.illé". 
- Les lignes a::xmrutées : · "swi tch" • 
- fuyen physique : C'est le moyen physique d'interconnexion: 
coaxial, pa.ire torsadée (twis.pa.ir.), cable téléphonique, fibre 
optique (f.opt.), etc ••• 
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- Nanbre maximum de postes : Ce nanbre est celui que l'on peut 
mettre sur un seul segment du réseau, sans tenir canpte des 
répéteurs permettant de multiplier ce nanbre. 
- Protocole : Ce protocole correspond à celui de la couche Liaison 
de donnees de l'architecture O.S.I. On y retrouve: 
- CSrAA./CD : accès multiple avec éaJute préalable, et détection 
de collision (voir 3.2.1.). 
- ŒrAA/CA: Accès multiple avec éaJute préalable, en évitant les 
collisions (voir 3.3.). 
- Jeton : la méthode d'autorisation de remplissage de trame par 
possession d'un jeton. 
- Tranche (slot) vide: Le temps est rép:3.rti en tranches; chaque 
tranche de temps peut contenir un message signalé par un bit sur 
le moyen physique d'interconnexion. 
- Insertion de registre: Chaque système possède un registre à 
décalage. Tant qu'il ne veut rien émettre, il transfere les 
messages de l'entrée à la sortie. Lorsqu'il veut émettre, les 
messages d'entrée sont insérés dans ces registres, pendant que 
le système émet en sortie. A la fin de son émission, il vide 
les registres à la sortie. 
Dans la seconde grille ( fig 3-2) , nous retrouvons les éléments 
suivants: 
- Vitesse du réseau : Il s'agit de la vitesse de transmission du 
réseau. 
- Vitesse point à point: Il s'agit ici de la vitesse sur laquelle 
peuvent canpter les utilisateurs de deux systèmes cœmunicants. 
Dans le cas où la transmission est relayée par des N.I.U, cette 
vitesse peut être inférieure à la vitesse du réseau. 
- Distance maximale : C'est la distance extrème tolérée par le 
réseau entre deux systèmes carrrrunicants. 
- Prix moyen du réseau : C'est le prix nécessaire pour une 
configuration minimale. Il faut examiner ces chiffres avec la plus 
grande prudence : dans certains cas, les prix ne conviennent que 
pour juste deux interfaces, dans d'autres cas, lorsque les r~seaux 
sont dédicacés à certaines machines précises, les prix canprennent 
l'acquisition de ces ITE.chines. 
- Prix d'ajout d'un poste: C'est la scmne à payer pour ajouter un 
élément au réseau. 
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+ Nan +date+ nanbre + archi-+ moyen + nanbre+protocole+ 
+ du réseau 
+ 
+ prern.+ réseaux+ tee+ +physique+ max.de+ + 
+ inst.+ instal.+ ture + + postes+ + 
--------------------------------------------------------------------+ 
+ + + + + + + + 
+ ARCNET + 1975 + 4 500 +arbre+ coaxial + 255 + jeton + 
+ 
+ CABLENEI' 
+ 
+ + 
+ 1974+ 
+ + · 
+ ŒUSTER/CNE + 1980 + 
+ 
+ DATA RING 
+ 
+ E(X)NEI' 
+ 
+ GRAPEVINE 
+ + 
+ 1979 + 
+ + 
+ 1980 + 
+ + 
+ 1980 + 
+ + + 
+ HYPERBUS + 1977 + 
+ + + 
+ HYPERCHANNEL + 1977 + 
+ 
+ IBX S/40 
+ + 
+ 1981 + 
+ + + 
+ INTERLAN Eth.+ 1982 + 
+ + + 
+ LOCArnEI' + 1980 + 
+ + + 
+ LCOSELY OXJP.+ 1981 + 
+ 
+ MCZ+2 
+ 
+ .MEX;ALI.NK 
+ + 
+ + 
+ + 
+ 1980 + 
+ + + 
+ MILLWAY II + 1980 + 
+ 
+ NEI'/ONE 
+ 
+ OMNINET 
+ 
+ PACX Dl 
+ 
+ + 
+ 1980 + 
+ + 
+ 1980 + 
+ + 
+ 1970 + 
+ + 
+ + + + + 
+ + bus + coaxial + 1 6 360. + TDMA 
+ + + + + 
850 + bus + torsadé + 64 + CSMA/m + 
+ + + + + 
30 + annea.u+twis.pair.+ 254 +slot vide+ 
+ + + + + 
250 + bus +twis.pair.+ 100 + CSMA/m + 
+ + + + + 
100 + switch+ téléphone+illimt.+ switch. + 
+ + + + + 
20Q + bus + coaxial + 512 + CSMA/CA + 
+ + + + + 
200 + bus + coaxial + 1 000 + CSMA/CA + 
+ + + + + 
+ étoile+ téléphone+ 8 192 + switch. + 
+ + + + + 
200 + bus + coaxial + 100 + CSMA/m + 
+ + + + + 
175 + bus + coaxial +20 000 + CSMA/m + 
+ + + 
+ bus + coaxial + 
+ + + 
+ bus + coaxial + 
+ + + 
250 + hd bus+ cœ.xial + 
+ + + 
15 + bus + coaxial + 
+ + + 
+ + 
+ TRAŒ + 
+ + 
255 + CSMA/QJ + 
+ + 
255 +rncd.fréq.+ 
+ + 
100 +ctr.cent.+ 
200 + bus + coaxial + 8 000 
+ + 
+ CSMA/m + 
+ + + 
3 000 + bus 
+ + 
+twis.pair.+ 63 + CSMA/CA + 
+ + + + + 
1 600 + maillé+coax,tw.p.+12 000 +bit swit.+ 
+ + + + + 
fig 3-1 (début) grille de canparaison de L.A.N. 
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+ Nan +date+ nanbre + arclu-+ moyen + nanbre+protocole+ 
+ du réseau 
+ 
+ prem.+ réseaux+ tee+ +physique+ max.de+ + 
+ inst.+ instal.+ ture + + postes+ + 
+ 
+ PIXNET 
+ 
+ PLANEI' 
+ 
+ POLYNET 
+ + 
+ 1975 + 
+ + 
+ 1982 + 
+ + 
+ 1981 + 
+ + + 
+ SDS 420/E02.B+ 1979 + 
+ + + 
+ SENSION + 1982 + 
+ + + 
+ SERIES/1 Lœ + + 
+ 
+ SILK 
+ 
+ SYFANEI' 
+ 
+ TELEVIDED 
+ 
+ VIDEDDATA 
+ 
+ WANGNEI' 
+ 
+ X+NEI' 
+ 
+ XEROX 8000 
+ 
+ XIBUS 
+ + 
+ 1980 + 
+ + 
+ 1983 + 
+ + 
+ 1981 + 
+ + 
+ 1972 + 
+ + 
+ 1982 + 
+ + 
+ 1979 + 
+ + 
+ 1981 + 
+ + 
+ 1980 + 
+ + + 
1 650 + anneau+ 4 cables + 
+ + + 
+ anneau+ coaxial + 
+ + + 
55 + anneau+twis.pa.ir.+ 
+ + + 
575 + bus + coaxial + 
+ + + 
15 + bus + coaxial + 
+ + + 
+ anneau+ twinax + 
+ + 
72 + SDLC + 
+ + 
500 + jeton + 
+ + 
250 +slot vide+ 
+ + 
250 + CSMA/CD + 
+ + 
100 + CSMA/CD + 
+ + 
256 +ins. rég.+ 
+ + + + + 
,. 3 + anneau+a::iax&f.opt+ 8 400 +ins. reg.+ 
+ 
+ bus 
+ + + + 
+ coaxial +16 384 + CSMA/CA + 
+ ' + + + + 
1 300 + étoile+twis.pa.ir.+ 16 +ctr.cent.+ 
+ + + + + 
300 + bus + coaxial +10 000 +modula.+ 
+ + + + + 
9 + bus + coaxial +16 384 + CSMA/CD + 
+ + + + + 
Sb+ maillé+twis.pa.ir.+ 8 160 + polling + 
+ + + 
+ bus + coaxial + 1 024 
+ + + 
15 + anneau+twis.pair.+ 4 095 
+ + 
+ CSMA/CD + 
+ + 
+ins. rég.+ 
+ + + + + + + + 
+ XODIAC + 1980 + 80 + bus + coaxial + 32 + jeton + 
+ + + + + + + + 
+ Z-NEI' + 1980 + + bus + coaxial + 255 + CSMA/CD + 
+ + + + + + + + 
+ 3ro1 ETHERNET+ 1981 + + bus + coaxial + 1 024 + CSMA/CD + 
+ + + + + + + + 
+ 8100 R+LCX)P + 1979 + 12 000 + étoile+twin cab.+ 255 + polling + 
+ + + + + + + + 
--------------------------------------------------------------------+ 
fig 3-1 (fin) grille de canpa.raison de L.A.N. 
+ Nan 
+ du réseau 
+ 
+ 
+ ARCNET 
+ 
+ CABLENEI' 
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+ vitesse 
+ du 
+ réseau 
+ vitesse + dist. + prix + prix + 
+ point à + max.+ moyen + ajout + 
+ point + + réseau+ poste + 
+ + + + + + 
+ 2.5 Mbps + 123 Kbps + 7 Km + $30 000 + $5 000 + 
+ + + + + + 
+ 14 Mbps + 19.2Kbps + 70 Km+ $15 000 + $1 000 + 
+ + + + + + 
+ CLUSTER/OOE + 250 Kbps + 250 Kbps + 300 m + $8 000 + 
+ + + + + + 
+ DATA RING + 3.2 Mbps + 150 Kbps + 10 Km+ $12 000 + 
+ 
$500 + 
+ 
$350 + 
+ + + + + + + 
+ EO)NEI' + 250 Kbps + 250 Kbps + 500 m + $400 + $200 + 
+ + + + + + + 
+ GRAPEVINE + 500 Kbps + 9600 bps + ill. + $16 000 + $800 + 
+ + + + + + + 
+ HYPERBUS + 6.3 Mbps + 6.3 Mbps + 800 m + + $1 000 + 
+ + + + + + + 
+ HYPEROfANNEL + 50 Mbps + 44 Mbps +1.5 Km +$100 000 + $80 000 + 
+ + + . + + + + 
+ IBX S/40 +1000 Mbps +57.6 Mbps + 10 Km+ + + 
+ + + + + 
+ INTERLAN Eth.+ 10 Mbps + 10 Mbps +2.5 Km+ 
+ 
+ 
+ 
+ 
+ + + + + + + 
+ LCCALNEI' +19.2 Kbps + 128 Kbps + 50 Km+ $5 000 + $800 + 
+ + + + + + + 
+ LCOSELY COUP.+ 50 Mbps + 36 Mbps + 1 Km + + + 
+ + + + + + + 
+ MCZ+2 + 800 Kbps + 800 Kbps + 2 Km+ $35 000 + $4 800 + 
+ + + + + + + 
+ .MEX:;ALINK + 1 Mbps +9 600 bps + 10 Km+ $6 000 + $2 000 + 
+ + + + + + + 
+ MILLWAY II + 1 Mbps + 100 Kbps + 2 Km+ $40 000 + + 
+ + + + + + + 
+ NET/ONE + 10 Mbps + 9.2 Mbps +2.5 Km+ $40 000 + $500 + 
+ + + + + + + 
+ OMNINEI' + 1 Mbps + 1 Mbps +1.2 Km+ $5 000 + $700 + 
+ + + + + + + 
+ PACX N + 78 Mbps +9 600 bps + 9 Km+ $88 000 + $1 900 + 
+ + + + + + + 
fig 3-2 (début) grille de CX111p:ITaison de L.A.N. 
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+ Nan 
+ du réseau 
+ 
+ 
+ PIXNEI' 
+ 
+ PLANEI' 
+ 
+ POLYNET 
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+ vitesse 
+ du 
+ réseau 
+ vitesse + dist. + prix + prix + 
+ point à + max.+ moyen + ajout + 
+ point + + réseau+ poste + 
+ + + + + + 
+ 56 Kbps + 56 Kbps + 1 Km + + + 
+ + + + + + 
+ 1 0 Mbps + 1 Mbps + 50 Km + + + 
+ + + + + + 
+ 10 Mbps + 1.3 Mbps + 14 Km+ $13 000 + $2 000 + 
+ + + + + + + 
+ SDS 420/E02.B+ 1 Mbps + 1 Mbps + 500 m + $35 .000 + $9 600 + 
+ + + + + + + 
+ SENSION + 10 Mbps + 10 Mbps +1.5 Km+ $10 000 + $5 000 + 
+ + + + + + + 
+ SER.IES/1 rœ + 2 Mbps + 2 Mbps +1.5 Km+ $56 000 + $400 + 
+ + + + + + + 
+ SILK + 16 Mbps + 100 Kbps + 75 Km+ $2 400 + $2 000 + 
+ + + + + + + 
+ SYFANEI' + 3 Mbps + 56 Kbps + 1 Km + + + 
+ + + + + + + 
+ TELEVIDID + 800 Kbps + 800 Kbps + + $12 500 + $2 500 + 
+ 
+ VIDIDDATA 
+ 
+ WANGNET 
+ 
+ X+NET 
+ + + + + 
+ 300 Mbps + 10 Mbps + 50 Km+ $ 500 + 
+ + + + + 
+ 340 Mbps + 12 Mbps + 4 Km+ $3 200 + 
+ + + + + 
+ 16 Mbps + 800 Kbps + 4 Km+ $16 000 + 
+ 
$500 + 
+ 
$500 + 
+ 
$600 + 
+ + + + + + + 
+ XEROX 8000 + 10 Mbps + 10 Mbps +2.5 Km+ + $700 + 
+ + + + + + + 
+ XIBUS + 10 Mbps + 200 Kbps + 400 m +$102 000 + $500 + 
+ + + + + + + 
+ XODIAC + 2 Mbps + 2 Mbps +1.5 Km+ $60 000 + + 
+ + + + + + + 
+ Z-NET + 800 Kbps + 800 Kbps + 2 Km+ $2 200 + $900 + 
+ + + + + + + 
+ 3CXM ETHERNET+ 10 Mbps + 10 Mbps +2.5 Km+ $3 800 + $1 000 + 
+ + + + + + + 
+ 8100 R+LCOP +38.4 Kbps +38.4 Kbps + 2 Km+ + + 
+ + + + + + + 
fig 3-2 (fin) grille de ccmparaison de L.A.N. 
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Au vu de ces grilles, on constate que l'arclritecture de loin la 
plus répandue est celle du bus, avec canme protocole de controle le 
"Carrier Sense, Multiple Acces, Collision ~tection" (C.S.M.A/C.D), 
avec des vitesses de transmission variant de 250 Kbps à 10 Mbps. En 
seconde place, on retrouve, pour la même arclritecture, le protocole 
de controle "Carrier Sense, Multiple Acces, Collision Avoidance" 
(C.S.M.A/C.A.), méthode qui est dérivée du ŒMA/CD. Le moyen physique 
d'interconnexion le plus utilisé est le câble coaxial, de par sa 
faible sensibilité aux parasites extérieurs. 
Il nous a semblé intéressant d'expliciter plus cette methode de 
CSMA/CD, sur bus unique, au travers d'un réseau précis, le réseau 
ETHERNET, qui sera le sujet du chapitre suivant. 
3.2 RESEAU ETHERNET. 
Le premier réseau ETHERNET a été créé par la société XEROX en 1 975 
( MEl'CALFE) • A partir de 1 980, ce sont trois sociétés, XEROX, INTEL et 
DIGITAL EÇUIPMENT qui en ont spécifié la version actuelle. Outre son 
ancienneté, l'intérêt principal de ce réseau réside dans le fait 
qu'il a servi de base à la conception de maints autres réseaux locaux. 
Par rapport à l'arclritecture o.s.I., les spécifications d'ETHERNET 
correspondent aux deux dernières couches du mcdèle de référence, la 
couche LIAISON DE ~ et la couche PHYSIÇOE. Afin de respecter 
cette arclri tecture, nous subdiviserons l'étude du réseau EI'HERNET en 
l'étude de chacune de ces deux couches. 
Note : Les différents concepts de l'arclritecture en couches seront 
décrits plus bas (voir 5.2.). La connaissance précise de ces concepts 
n'est pas nécessaire à la canpréhension du reste de ce chapitre. On 
ne verra une couche que ccmne un modèle fournissant des services à la 
couche supérieure et dialoguant avec une entité hanologue d'un autre 
système au moyen d'un protocole. Une entité d'une couche est un 
élément actif de cette couche. 
3.2.1. Vue générale du réseau. 
Le réseau ETHERNET, décrit en détail dans (XEROX), est basé 
sur l'utilisation d'un câble coaxial passif canme moyen 
physique d'interconnexion. Chaque poste connecté au réseau 
utilise la méthode dite "Carrier Sense, Multiple Access, 
Collision ~tection". Voyons en détail les principes de cette 
méthode. 
3.2.1.1. Carrier Sense. 
Cette expression signifie que tous les postes sont à 
l'écoute du câble. Le câble est en effet passif, donc 
le test de présence d'un message se fait sur la "porteuse" 
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(un signal sur le câble). 
3.2.1.2. Multiple Acces. 
L'accès au câble est multiple, ce qui revient à dire 
que tous les i:ostes petNent émettre à tout manent, sans 
ordre préétabli. 
3.2.1.3. Collision Detection. 
Chaque i:oste en train d'émettre est cap:3.ble de 
détecter si le signal qu'il émet est unique sur le 
câble, ou si deux ou plusieurs i:ostes sont en train 
d'émettre simultanément. Si c'est le cas,_ l'émetteur 
arrête sa transnùssion, brouille volontairement_ le 
câble pendant quelques instants (de l'ordre de 32 à 48 
bits à une vitesse de 10 Mbps) afin d'être certain que 
tous les systèmes soient conscients de la collision, puis, 
après une attente de durée aléatoire (un multiple canpris 
entre 1 et 1 0 du temps de transnùssion de 51 2 bits à 1 0 
Mbps), puis réessaye la transnùssion. 
3.2.2. Services fournis par la couche Liaison de DJnnées. 
Les spécifications générales d'ETHERNET corresi:ondent aux 
deux couches inférieures de l'architecture o.s.r. L'ensemble 
des couches su}?érieures (gloœlisé en couche "client") peut 
utiliser deux services de la couche LIAISON DE DONNEE'S 
d'ETHERNET: 
Note : Dans un soucis de clarté, les descriptions se feront au 
rroyen du langage PASCAL, supi:osé bien connu du lecteur. 
Note : Nous parlerons ici de trame, utilisant un tenne propre au 
protocole X.25 (CCITI'1) du c.c.I.T.T. (voir 4.2.2.). Une trame 
est un ensemble d'octets de données transmis sur un moyen 
physique de connexion. L€ tenne exact ("unité de données de 
protocole de liaison de données") sera défini plus œs (voir 
5.1.12.). L€ tenne "trame", plus connu, sera utilisé ici, afin 
de pennettre au lecteur de se référencer à un langage qui lui 
est plus familier. 
- FUNCTIOO TRANSMIT-FRAME 
(DE.STINATIOO-PARA.M ADRE.SSVALUE; 
SOURCE-PARAM : ADRE.SSVALUE; 
TYPE-PARAM : TYPEVALUE; 
DATA-PARAM : DATAVALUE) 
: (TRANSMIT-OK,EXCESSIVE-O)LLISIOO-ERROR); 
- FUNCTIOO RECEIVE-FRAME 
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-(VAR DESTINATION-PARAM ADRFSSVALUE; 
VAR SOORCE-PARAM : ADRFSSVALUE; 
VAR TYPE-PARAM : TYPEVALUE; 
VAR DATA-PARAJ.\1 : DATAVALUE) 
: (RECEIVE-OK,FRAME-CHECK-ERROR,ALIGNMENT-ERROR); 
La première fonction sert à émettre des trames sur le réseau, 
la seconde à en recevoir. Nous allons voir successivement les 
différents arguments de ces fonctions. 
3.2.2.1. Adresses. 
Une adresse est représentée par une suite de 47 bits. 
Les adresses peuvent être de deux types: 
- Adresse physique: Une adresse physique prend une valeur 
unique associée à la station, et est distincte de toutes 
les adresses des autres stations. Dans ce cas, le bit 48 
est mis d'office à. "1". 
- Adresse de groupe: Lorsque le bit 48 est mis à "O", une 
station reconnait canne son adresse propre une adresse de 
groupe. Les différentes adresses de groupe doivent être 
préalablement déclarées pour chaque système. Une adresse 
composée des 48 bits mis à "O" est une adresse qui sera 
reconnue par tous les systèmes présents sur le réseau. Il 
est évident que l'adresse de groupe ne peut se retrouver 
dans le paramètre SOURCE-PARAM. 
3.2.2.2. Type de trame. 
Le type de trame se canpose de 16 
par la couche LIAISCN DE OONNEFS. 
pourrait par exemple utiliser ces 16 
l'adresse et les carrnandes définies 
C.C.I.T.T. (œITI'1). 
3.2.2.3. D:>nnées. 
bits non controlés 
La couche client 
bits pour y mettre 
dans l'avis X25 du 
La zone de données se compose d'un nanbre entier 
d'octets canpris entre 46 et 1500. Cette zone sera 
transférée ou reçue telle quelle par la couche. 
3.2.2.4. Résultat de l'émission. 
Si le message a été correctement émis, la fonction 
retournera TRANSMIT-OK. Dans le cas contraire, cela 
voudrait dire que le câble de transmission est saturé, 
et qu'apres un certain nanbre d'essais, la couche a 
abandonné l'espoir de pouvoir transmettre correctement le 
message, ce qui est indiqué par EXCESSIVE-O)LLISION-ERROR. 
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3.2.2.5. Résultat de la réception. 
Si le message a été oorrectement reçu, la fonction 
retourne la valeur RECEIVE-OK. Dans le cas oontraire, 
soit il y a eu détection d'erreur dans le calcul du total 
de oontrole (FRAME-OIECK-ERROR), soit la oouche n'a pas 
reçu un nanbre entier d'octets (ALIGNMENT-ERROR). 
3.2.3. Services fournis par la couche Physique. 
La couche physique fournit carme services: 
- la 'EX)Ssibilité d'émettre un bit, 
- la 'EX)ssibilité de recevoir un bit, 
- la 'EX)ssibilité de détecter une oollision, 
- la détection de l'occupation du câble, et 
- une fonction d'attente de (n) milisecondes. 
3.2.4. Protocoles de la couche Liaison de I:onnees. 
Il n'entre pas dans le cadre de cette description de 
spécifier en détail les protocoles utilisés par la couche 
Liaison de I:onnees. Voyons seulement les grandes lignes de son 
fonctionnement. 
3.2.4.1. Emission 
Lorsque l'entité reçoit une demande d'émission de trame 
('IRANSMIT-FRAME), elle va éoouter la ligne jusqu' a ce 
qu'elle soit libre de signaux. A ce marrent canmence 
l'émission, où l'entité envoie en série la trame, 
augmentée d'un C.R.C.(Cyclic Redundancy Check ou 
vérification de redondance cyclique). Pendant toute 
l'émission, elle vérifie qu'il n'y ait pas de brouillage 
(collision), c'est à dire qu'une autre entité ne soit pas 
en train d'émettre. Si elle n'a pas détecté de oollision, 
la procédure se tennine et le résultat de la fonction est 
TRANSMIT-OK, sinon l'entité teste le nanbre d'essais de 
transmission, et s'il est inférieur à une valeur fixée 
préalablement (16 dans le mcrlèle général), elle attend un 
temps aléatoire (car sa.chant qu'une autre entité veut 
émettre, il . s'agit de ne pas recarmencer la transmission 
en même temps), puis elle réitere le processus 
d'émission. Si le nanbrê de tentatives dépasse 16 elle 
abandonne et renvoie EXCESSIVE-mLLISIOO-ERROR. 
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3.2.4.2. Réception. 
Lorsqu'une fonction RECEIVE-FRAME est émise par la 
couche client, l'entité se met à l'écoute du câble. Si 
une transmission était en cours, l'entité attend la fin de 
la transmission. A ce manent, elle enregistre la trame 
suivante sur la ligne. Si l'adresse correspond à celle de 
l'entité, la fonction prend carme valeur soit 
ALIGNMENT-ERR0R si le nanbre d'octets reçu n'est pas 
entier, FRAME-OIECK-ERR0R si le calcul du C.R.C. n'est pas 
le même que celui qui est reçus, et RECEIVE-OK sinon. 
Si l'adresse ne correspond pas, l'écoute recanmence. 
3.2.5. Avenir du Réseau ETHERNET. 
Nous 
simple. 
postes 
(SHOCH) 
voyons que le principe du réseau ETHERNET est très 
Ses perfonnances relativement élevées (10 Mbps, 100 
par segments, 3 segments pour un réseau) et sa fiabilité 
en font un système particulièrement attractif. 
Pour qu'un L.A.N. ait une chance de s'imposer sur le marché, 
il faut que les fabricants de processeurs construisent des 
processeurs dédicacés. C'est la seule façon d'arriver à imposer 
un standard, · donc de réaliser des systèmes partiellement 
ouverts. 
Deux des grands constructeurs de processeurs (INTEL et 
IDIDROLA) se sont penchés sur le problème et ont c:mnercialisé 
des processeurs appropriés. Dans les deux cas, il s'agit d'un 
groupe de deux processeurs fonctionnant en tandem, le premier 
pouvant être associé à la . couche physique (émission et 
réception d'un bit, détection de collision ••• ), le second à la 
couche liaison de données (calcul du C.R.C., canparaisons des 
adresses ••• ). 
Chez INTEL (un des trois concepteurs de la version actuelle), 
ces processeurs ont carme références 82 501 et 82 586 (INTEL1), 
(INTEL2), (INTEL3), (INTEL4), et chez IDIDR0LA, leurs références 
sont AM7990 et AM7991. Leur prix avoisine les 10 000 FB le 
groupe des deux processeurs. 
3.2.6. Conclusions. 
Nous avons vu un mcrlèle de L.A.N. dont la diffusion carme 
standard ne fait pas de doutes. I.E.E.E. l'a d'ailleurs repris 
dans sa nonne IEEE802 sur les réseaux locaux. Dans le cadre de 
ce travail, nous n'avons pas réalisé de couche liaison de 
données, mais nous auront toujours à l'esprit que c'est ce type 
de primitives de la couche liaison de données qui sera présente 
au bas de l'architecture. 
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3.3. RESEAU CMNINET. 
3.3.1. Introduction. 
Le réseau Œ1NINET a été conçu et est fabriqué par la finne 
americaine OORVUS à San Jose, en californie (CDRVUS). 
CDRVUS est une société construisant, , entre autres, des 
disques durs de type 'twinchester11 pour micro-ordinateurs I.B.M., 
Apple, T.I.,etc... Ces disques possèdent des capacités de 
6,12,18,30 et 40 Mégabytes. L'idée suivie dans Œ1NINET est de 
permettre· à plusieurs micro-ordinateurs de partager un ou 
plusieurs de ces disques durs. 
Nous allons donc voir un réseau 
uniquement à des micro-ordinateurs, et 
_partager un ou plusieurs disques durs, 
frais. 
3.3.2. caractéristiques techniques. 
bon marché, destiné 
dont le but est de 
afin de réduire les 
Le réseau Œ1NINET utilise un câble ccmposé de deux 
a:>nducteurs torsadés ( câble téléphonique) véhiculant les 
infonnations à une vitesse de 1 million de bits par sea:>nde. 
L'interface est de type RS422, c'est à dire une transmission 
différentielle (un conducteur à +Sv, l'autre à Ov, alternance 
selon la valeur du bit). Ce type de conducteur permet des 
t;.ransmissions jusqu'a 1 200 mètres de distance. 
Le protocole d'accès est de type ŒMA/CA, canparable au 
ŒMA/CD (voir 3.2.1.), si ce n'est que quand le canal est libre, 
un poste désireux d'émettre attend d'ab:>rd un laps de temps 
aléatoire. Cette methode permet théoriquement de réduire le 
nanbre de collisions d'un facteur 10. 
Le réseau est bâti autour d'un disque dur, les autres 
postes ne pouvant établir de ccmnunication qu'avec ce disque 
dur. 
Au manent de l'installation, chaque poste se voit attribuer 
(matériellement) une adresse, canprise entre 1 et 63, le système 
ne supportant que 63 utilisateurs. 
3.3.3. caractéristiques du logiciel. 
Le réseau CMNINET est fourni sous forme de boîte noire. 
L'utilisateur n'a accès à aucune des primitives du réseau. Le 
logiciel de gestion du réseau porte le nan de CX>NSTELLATION, et 
est partiellement transparent à l'utilisateur. 
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Nous ne retrouvons que les primitives destinées à gérer des 
fichiers, identiques à celles utilisées pour un disque souple. 
Chaque système possède son répertoire sur disque, et on y 
retrouve bien la politique de Œ1NilŒI': partager un disque dur, 
sans plus. 
Il est toutefois possible que plusieurs postes partagent le 
même répertoire, ce qui leur pennet d'utiliser une base de 
données canmune. Mais le gérant du disque ignore ce fait, et 
c'est à l'utilisateur à bien gérer les accès. Pour celà, le 
logiciel lui offre un utilitaire de gestion de sémaphores, 
accessibles de tous les postes, dont un des ruts est de 
pennettre la gestion des accès concurrents à la base de données. 
Un autre utilitaire fourni par a::NSTELLATION est la gestion 
d'un ensemble de fichiers créés dynamiquement et accessibles de 
tous les postes. 
3.3.4. Extensions prévues. 
Un des modules annoncé par CDRVUS est le "Utility server", 
pennettant de contrôler une imprimante et/ou un modem. 
Pour les copies de sécurité, mRVUS annonce un "BANK", 
mém:Jire de masse à cartouches d'une capacité de 200 Moctets, 
ayant un temps d'accès moyen de 20 secondes, à un prix 
n'excédant guère les 100 000 FB. 
Afin de pennettre à CMNmET d'être connecté à d'autres 
réseaux, CDRVUS annonce la parution d'un "Gateway", pennettant 
les conversions de protocole vers un S.N.A. (réseau d'I.B.M.), 
EI'HERNEI' (voir ci-dessus), X25 (Nonne du C.C.I.T.T) et d'autres 
via des interfaces RS232C. 
3.3.5. Appréciation. 
Nous avons testé ce réseau avec six APPLE III, exécutant des 
tâches les plus diverses possibles simultanément, tels des 
chargement de fichiers, des canpilations, etc... A ce niveau, 
les temps de réponses ont toujours été très bons. 
Par contre, les accès concurrents à des fichiers doivent 
être très soigneusement gérés, le gérant de disque n'agissant 
que ccmne si un seul poste etait connecté. 
Le temps d'installation du réseau, ainsi que celui d'ajout 
d'un poste, est extrèmement rapide : il suffit de pincer à 
travers le câble un connecteur, d'installer la carte interface 
dans le micro-ordinateur, et le tour est joué. 
Le manque de documentation est le point noir de ce réseau, 
qui par ailleurs, devra séduire tous ceux qui désirent partager 
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un disque dur entre plusieurs utilisateurs, à frais (très) 
réduits. 
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4. l'ŒMALISATIŒ. 
4. 1 INIRDJCTIŒ. 
A partir du manent où on veut interconnecter des systèmes, il 
s'agit de définir des protocoles ayant pour but la ccmpréhension 
mutuelle des messages émis par les systèmes coopérants. 
S'il s'agit d'interconnecter des systèmes d'un même fournisseur, 
le fournisseur définira lui-meme les règles du dialogue qu'utiliseront 
les systèmes canmunicant. A partir du m:::rnent où plusieurs 
constructeurs décident de faire canmuniquer leurs ma.chines, il devient 
nécessaire de parvenir à une définition cœrnune de ces règles. 
Pour résoudre ce problème, les instituts de norma.lisation ont crée 
des normes. Une nonne est (Larousse) "un principe servant de règle". 
Ces nonnes sont votées par les principaux intéressés, et dès lors 
doivent être appliquées par tous. 
Nous verrons dans la suite de ce chapitre les différents instituts 
de norma.lisation participant à l'élaboration des normes, puis l'état 
actuel de la norma.lisation en ma.tière d'interconnexion de systèmes, 
puis les règles définies (et celles non définies) de ces nonnes 
d'interconnexion. Ensuite, nous verrons l'accueil fait par les 
différents constructeurs à la parution de ces nonnes, ainsi que leur 
position vis-a-vis de celles-ci, et nous en tirerons quelques 
conclusions par rapport à la suite de ce travail. 
4. 2. INS'ITIDl'S DE l'ŒMALISATICN. 
Dans ce paragraphe, nous allons passer en revue les différents 
instituts de norma.lisation ayant contribué à l'élaboration de ces 
nonnes d'interconnexion des systèmes, avec une brève description de 
leur fonctionnement. 
4.2.1. r.s.o. 
L'I.s.o., ou International Standard Organisation 
(Organisation Internationale de Standardisation), est une 
institution n'ayant pas de siège propre, ma.is est une 
juxtaposition d'instituts nationaux de norma.lisation. Plus de 
69 pays y adhèrent, parmi lesquels A.N.S.I, pour les 
Etats-Unis, D.I.N. pour l'Allema.gne, B.S.I. pour la Royaume-Uni, 
S.I.S. pour la Suède, J.I.S.C. pour le Japon, G.O.S.T. pour 
l'U.R.s.s., A.F.N.O.R. pour la France, I.B.N.-B.I.N. pour la 
Belgique, etc ••• 
Lors de réunions de l' I.S.O., ayant lieu dans un des pays 
membres, participent d'une part les représentants des bureaux de 
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nonnalisation nationaux, et d'autre part tous ceux qui sont 
concernés par les nonnes discutées. On y retrouve 
principalement des constructeurs, mais également des organismes 
tels l'E.C.M.A ou le C.C.I.T.T (voir description plus œs). 
Seuls les représentants des instituts de nonna.lisation 
nationaux y ont droit de vote (un par pays), les autres 
participants pouvant uniquement faire des suggestions. Un vote 
ne peut être négatif que s'il est accanpagné d'une 
contre-proposition valable. Aussi le vote d'un texte de nonne 
est-il précédé d'avant-projets distribués dans les pays membres 
longtemps à l'avance, afin que ceux-ci puissent l'étudier et 
préparer les contre-propositions éventuelles. 
La façon dont sont organisées les décisions entre les 
représentants des instituts de nonna.lisation nationaux et les 
constructeurs relève de l'organisation nationale. Dans certains 
pays, les instituts ont des carmissions d'études, dans d'autres, 
il s'agit de simples contacts entre instituts de nonnalisation 
et constructeurs. 
4.2.2. C.C.I.T.T. 
Le c.c.r.T.T. ou Canité Consultatif International des 
Télégraphes et Téléphones est un institut international dont les 
membres sont les représentants nationaux des organismes des 
P.T.T. Son fonctionnement est semblable à celui de l'I.s.o., 
exception faite que les participants ayant droit de vote ne sont 
plus les représentants des instituts de nonna.lisation, mais les 
représentants des P.T.T. 
Participent également aux réunions du c.c.I.T.T. les entités 
de gestion des télécarmunications lorsqu'il n'y a pas de 
rronopole des cœmunications (cas entre autre des Etats-Unis), et 
des fournisseurs de matériels. 
A l'origine, le C.C.I.T.T. ne s'occupait que des moyens de 
œs niveau d'interconnexion, alors que l'I.S.O se chargeait de 
nonna.liser les procédures de plus haut niveau. Progressivement, 
le c.c.I.T.T. a caranencé à normaliser tous les protocoles 
d'interconnexion, dont un exemple est le Télétex (ŒITT2). 
Certains autre projets de nonnes de l'interconnexion des 
systèmes, émis par I.s.o., ont été intégralement repris par le 
C.C.I.T.T, qui les utilise carme si ces projets étaient leurs 
propres nonnes. 
Cette lutte d'influence est d'autant plus marquée que chacun 
des deux organismes n'a pas droit de vote chez l'autre. 
4.2.3. E.C.M.A. 
L'E.C.M.A, ou European Canputer's Manufacturers Association 
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{Association des Constructeurs Informatiques Européens) est un 
regroupement privé des principaux constructeurs européens 
Bull, IBM Europe, I. C.L., Philips, Siemens, Oli vetti, Nixdorf, 
etc ••• 
Au niveau de l'interconnexion des systèmes, les réunions de 
l'E.C.M.A. ont pour but de parvenir à des accords infonnels 
entre les différents partenaires. Ces accords sont exprimés 
sous fonne de normes, n'ayant aucune valeur stable, mais étant 
des propositions précises et canplètes qui sont soumises tant à 
l'I.s.o. qu'au C.C.I.T.T. 
En cas de refus de ces propositions, l'E.C.M.A. modifie 
toujours en conséquence ses nonnes, qui sont donc toujours 
alignées sur les nonnes internationales d'I.S.O. ou du 
C.C.I.T.T. Une nonne E.C.M.A n'est donc pas une nonne stable, 
mais plutôt un bon document de travail. 
4.2.4. C.E.P.T. 
Le C.E.P.T., ou Canite Européen des Postes et Téléphone, est 
un regroupement infonnel des organismes de P.T.T. européens, 
définissant des lignes de conduite à tenir lors de réunions du 
c.c.I.T.T. 
4.2.5. Camù.ssions Européennes. 
Elles pranouvoient certains aspects de l'I.S.O, dans le cadre 
de certains projets Européens, tel le projet ESPRIT. 
4.3. E.l'AT AcroEL DE IA N::EMALISATICN. 
Dans ce chapitre, nous verrons d'abord les différentes étapes de 
conception d'une norme chez I.s.o, ensuite l'état d'avancement des 
travaux, puis finalement les références de base utilisées pour la 
réalisation. 
4.3.1. Conception d'une nonne. 
Lorsque le besoin d'une nonne se fait sentir, une demande est 
émise au secrétariat de l'I.S.O., qui dans un premier temps 
établit des groupes de travail pour l'étude du projet. Ces 
groupes de travail sont constitués d'experts dans le danaine, de 
plusieurs nationalités. L'E.C.M.A., pour ne citer que lui, se 
constitue typiquement catme groupe de travail. 
Pendant l'étude du projet, les diverses étapes sont reprises 
dans des notes de service (prefixées par "N"), du sous-groupe 
concerné de l'I.S.O. Dans le cas de l'interconnexion des 
systèmes, la référence est ccmposée de TC97, référence de ce qui 
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a trait à l'informatique, SC16 pour ce qui concerne 
l'interconnexion. Ces différentes notes de service n'ont qu'un 
usage interne. 
Lorsque le projet semble être mûr, on édite un 
avant-projet référencé "D.P." (de l'anglais Draft Proposal), qui 
est soumis aux critiques des différents membres. A partir de 
ces critiques, on révise l'avant-projet aussi longtemps qu'il y 
a de grosses objections. 
Au manent où le projet semble prendre sa fonne définitive, on 
change l'ancienne référence "Revised D.P." en projet 
international de standardisation, en abrégé "D.I.S." (de 
l'anglais Draft International Standard). 
Si le vote de la nonne est positif, nous avons alors un 
"I.S", c'est à dire un standard international (de l'anglais 
International Standard), qui est soumis à la plus grande 
diffusion possible. 
4.3.2. Etat d'avancement des travaux. 
C'est en 1979 qu'ont débuté les projets de normalisation de 
l'interconnexion de systèmes. Depuis 1980,l'architecture de 
base en sept couches (voir 5.2.) a déjà été votée. Pour chacune 
des couches, une définition des services et des protocoles est 
en cours d'élalx>ration. Pour les couches transport et session, 
on en est au stade de projet international. 
Au niveau de la couche application, trois grands projets ont 
été décrits: 
- La définition d'un protocole de tenninal virtuel, ou V.T.M. 
(de l'anglais Virtual Tenninal Management). 
- La Manipulation et Transfert de processus ou J.T.M. (de 
l'anglais Job Transfer and Manipulation), à l'état de notes de 
service. 
- La gestion et l'accès aux fichiers, ou F.T.A.M (de l'anglais 
File Transfer, Acces and Management) en est à l'état 
d'avant-projet. 
La définition de la couche présentation n'est qu'à l'état de 
notes de service. 
Les définitions des couches inférieures ne sont pas faites, 
I.s.o. préférant utiliser les nonnes déjà définies dans le cadre 
des télécanmunications. En fait, le protocole X.25 du C.C.I.T.T 
(CCITT1), (GRANT) semble être admis carme un des grands 
standards des couches inférieures. 
Beaucoup d'annexes à l'architecture de base sont également en 
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a::,urs d'élaboration, à l'état de notes de service. 
On garde l'esI,X>ir que l'ensemble des nonnes d'intera::,nnexion 
des systèmes ouverts soit voté I,X>ur 1990. 
4.3.3. Références Utilisées. 
- IS 7498: Modèle de base. 
- DIS 8072 : Définition du Service TransI,X>rt. 
- DIS 8073: Définition du Protocole de TransI,X>rt. 
- DIS 8326: Définition du Service Session. 
- DIS 8327: Définition du Protocole de Session. 
- DP 8571/1 . ~scription générale du F.T.A.M. . 
- DP 8571/2 . Stockage de fichiers virtuels. . 
- DP 8571/3 . Définition du Service de F.T.A.M. . 
- OP 8571/4 . Définition du Protocole de F.T.A.M. . 
- N1666 . Définition du Service Présentation. . 
- N1667: Définition du protocole de Présentation. 
- N1740: Définition du Service Réseau. 
4.4. aNl'ffiU ŒS ~. 
Les nonnes r.s.o. de l'intera::,nnexion des systèmes définissent les 
protocoles nécessaires au dialogue entre des systèmes ouverts. Le but 
de ces nonnes n'est pa.s de décrire une mise en oeuvre, mais bien de 
guider le a::,ncepteur dans la réalisation d'un système ouvert. 
~ plus y sont définis les traitements d'erreurs de protocole, en 
cas de parametre invalide, de col1ision, d'erreur de séquencement 
etc ••• 
Tous les m::rlèles sont fournis sous fonne de tables d'états, 
reprennant chaque action à exécuter selon un état et un évènement 
entrant. 
La. création d'une nonne est en fait un ensemble de concessions 
réalisées par chacune des parties prenantes (en général les différents 
a::,nstructeurs ayant déja réalisé I,X>ur leur propre canpte des 
protocoles fonctionnels). Ainsi, on en arrive à des nonnes canplexes, 
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possédant un grand nanbre d'options -négociées lors de l'établissement 
d'une connexion. Ce processus de négociation d'options rend très 
ccmplexe la mise en oeuvre de ces nonnes. 
Le rncdèle décrit par les nonnes ne fait référence à aucune mise en 
oeuvre particulière. Un certain nanbre de problèmes techniques se _ 
posent suite aux diverses technologies utilisables, et sont donc 
laissés à l'appréciation du réalisateur, ce qui peut engendrer des 
interprétations différentes d'un réalisateur à l'autre. 
En conclusion, ces nonnes définissent parfaitement les protocoles 
devant se dérouler lorsque ne surgit aucun problème dû à la 
technologie, mais sont muettes sur les traitements à effectuer en cas 
de déficiences dùes à celles-ci. 
4.5. REACI'ICN DES ~ucrmRS. 
Il est bien évident qu'aucun constructeur n'a intérêt pour 
lui-meme à suivre une quelconque nonnalisation. On retrouve trois 
catégories de position: 
- Certains constructeurs ont leurs propres nonnes, et ont intérêt à 
freiner toute standardisation. 
- D'autres suivent les constructeurs plus puissants qu'eux (et un en 
particulier) , et n'ont que faire de la nonnalisation, préférant 
utiliser les nonnes du plus puissant. 
- Il reste une catégorie de constructeurs qui suivent les nonnes afin 
de pallier à leur manque de développement dans ce danaine. 
4.6. a:NCWSI<ES. 
Nous voyons ainsi que carunercialement, l'impact de la nonnalisation 
de l'interconnexion des systèmes risque d'être assez réduit. Le 
modèle architectural en sept couches est sur toutes les lèvres, 
malheureusement il arrive à un manent où beaucoup de constructeurs se 
sont déja penchés sur le problème et ont établis leurs propres 
standards. 
Dans le cadre d'un travail de fin d'études, il nous a paru quand 
même intéressant de vérifier la faisabilité et la cohérence des 
différentes nonnes, et en particulier leur mise en oeuvre sur des 
micro-ordinateurs. 
Aussi est-ce à titre expérimental que l'essai de mise en oeuvre de 
l'architecture d'interconnexion des systèmes ouverts a été réalisé. 
<XNI'RIB(JI'ION A UNE REALISATION O.S.I. Page 31 
Dans ce chapitre, nous définirons les tenues utilisés dans le cadre de 
l'architecture en couche o.s.r., puis nous verrons brièvement les 
différentes fonctions de chaque couche, et ensuite les conventions de 
services utilisées tout au long de ce travail. La description canplète de 
ce qui suit se trouve en (IS01). 
5. 1 • 1 • Système ouvert : 
Des systèmes sont dits ouverts s'ils cœrnuniquent entre eux 
en utilisant les spécifications des nonnes o.s.r. 
5.1.2. (n)-Couche: 
Un système est canposé de sous-syst~, classés 
hiérarchiquement. Les sous-systèmes d'un même rang dans des 
systèmes différents forment une couche. Les sous-systèmes 
adjacents carmu:niquent via leur frontière carrnune. Une 
(n)-couche est un sous-système de rang n. La fig. 5-1 représente 
cette structuration en couches. 
SYS.A 
CDUCHE DE 
NIVE.AU 7rlc-Jriric 
SUPERIEUR 
(N+1)-CDUCHE ***** 
(N)-CDUCHE tt-Jriric 
(N-1)-CDUCHE **** 
CDUCHE DE 
NIVE.AU 
INFERIEUR 
SYS.B SYS.C 
*** 7rlc-Jriric 
***** *** 
tt-Jriric **** 
*** tt-Jriric 
-------------------------------------
-------------------------------------
fig 5-1 Structuration en couches d'O.S.I. 
5.1.3. (n)-Entité: 
tt-Jriric = SCUS-SYSTEME 
= SUPPORT PHYSIÇUE 
Une (n)-entité est un élément actif d'une (n)-couche. 
5.1.4. (n)-Service: 
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Chaque (n)-couche fournit des (n)-serviœs aux (n+1)-entités 
de la (n+1)-couche. Ces services pennettent aux (n+1)-entités de 
coopérer. Ces (n)-serviœs sont effectués à l'intérieur de la 
(n)-couche, qui s'appuie, au besoin, sur les (n-1)-services de 
la (n-1)-couche. 
5.1.5. (n)-Connexion: 
C'est une association dans une ( n) -couche entre deux ou 
plusieurs (n)-entités. 
5.1.6. (n)-Protœole: 
C'est un ensemble de règles et de fonnats déterminant les 
caractéristiques de ccmnunication entre des (n)-entités. 
5.1.7. (n)-Adresse de point d'accès des services ou (n)-S.A.P. : 
La (n)-adresse de points 
(n)-adresse, identifie le point 
auquel une (n+1)-entité est liée. 
parties: 
d'accès des services, ou 
d'accès à des (n)-services 
Une (n)-adresse canprend deux 
- La (n-1)-adresse de la (n)-entité à laquelle la (n+1)-entité 
est reliée par un (n)-point d'accès à des services, et 
- un (n)-suffixe, pennettant l'identification exclusive du point 
d'accès à des services dans le contexte de la (n-1)-adresse. 
5.1.8. (n)-Identificateur d'extrémité de connexion: 
Quand une (n+1)-entité établit une (n)-connexion avec une 
autre (n+1)-entité, chaque (n+1)-extrémité se voit attribuer un 
(n)-identificateur d'extrémité de connexion par la (n)-entité 
qui la sert, pennettant ainsi de distinguer la (n)-connexion de 
toutes les autres (n)-connexions accessibles à partir du 
(n)-point d'accès à des services. Cet identificateur 
d'extrémité de connexion canporte deux parties: 
- La (n)-adresse du (n)-point d'accès à des services, auquel est 
associée la (n)-connexion, et 
Un (n)-sufixe d'extrémité de connexion, unique dans le 
contexte du point d'accès à des (n)-services. 
5.1.9. (n)-Infonnations de contrôle de protocole 
Il s'agit d'infonnations transférées entre deux (n)-entités, 
pour coordonner leurs opérations conjointes. 
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5.1.10. (n)-Données utilisateur: 
Ce sont des données transférées entre deux (n)-entités à 
destination des (n+1)-entités, pour lesquelles les (n)-entités 
fournissent des services. 
5.1.11. (n)-Unités de données. 
' Les unités de données sont un ensemble hanogène de données. 
5.1.12. (n)-Unités de données de protocole ou (n)-P.D.U. : 
Ce sont des unités de données qui canprennent des (n)-données 
utilisateurs et des (n)-infonnations de contrôle de protocole. 
5.1.13. (n)-Unités de données de service ou (n)-S.D.U. : 
Ce sont des unités de données transférées à travers le point 
d'accès des · services entre une (n+1)-entité et une (n)-entité en 
une seule opération. · 
5.1.14. (n)-Unités de données express de service: 
Ce sont des petites (n)-unités de données de service dont le 
transfert est effectué de façon prioritaire par rapport aux 
(n)-unités de données de service. 
s.2. ŒSCRIPrirn DES CXXJœES o.s.r. 
03.ns ce paragraphe, 
déccmposition en couches, 
différentes couches, et 
chacune de ces couches. 
nous verrons d'abord les principes de 
puis selon ces critères la détennination des 
ensuite une brève description du rôle de 
5.2.1. Principes de décanposition. 
* P1 : Ne créer que le nanbre nécessaire de couches, afin de 
simplifier l'intégration des différentes couches. 
* P2 : Créer des frontières là où la description des interfaces 
est concise, et le nanbre d' interactions au travers de cette 
frontière est réduit. 
* P3 Créer des couches là où les fonctions diffèrent 
manifestement au niveau technologie ou en type de traitement. 
* P4 
couche. 
. 
. 
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Rassembler les fonctions similaires 
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dans une même 
* P5 : Choisir des frontières là où l'experience a montré que 
c'était efficace. 
* P6 : Créer une frontière où il est utile d'avoir un interface 
standardisé. 
* P7 : Créer une couche là où l'on trouve un niveau différent 
d'abstraction dans le traitement des données. 
5.2.2. Critères de détermination de l'architecture. 
5.2.2.1. Couche physique. 
Afin de pennettre la plus grande variété possible de moyens 
physiques d'interconnexion, l'application des principes P3, P5 
et P7 a conduit à identifier la CX)UQIB PHYSIÇUE cœme la couche 
la plus basse de l'architecture. 
5.2.2.2. Couche liaison de données. 
Les moyens physiques de carmunication nécessitent des 
techniques spécifiques pour transmettre des données entre -
les systèmes. Ces techniques ont été déja étudiées et 
standardisées (voir 3.2.5.). L'application des principes 
P3, PS et P7 a conduit à identifier la Q)UQIB LIAISON DE 
IXlNNEES au dessus de la couche physique. 
5.2.2.3. Couche réseau. 
Certains systèmes agissent carme destination finale des 
données, d'autres carme noeuds intennédiaires. 
L'application des principes P3, P5 et P7 a conduit à 
identifier la CX)UQIB RESEAU au dessus de la couche liaison 
de données. Les protocoles orientés réseau, tels le 
routage, seront regroupés dans cette couche. 
5.2.2.4. Couche transport. 
Le contrôle de l'acheminement des données entre le 
système terminal source et le système terminal destination 
est la dernière fonction à exécuter pour fournir la 
totalité du service de transport des données. On trouve 
dès lors au dessus de la couche réseau la CX)UQIB 
TRANSPORT, qui décharge les couches supérieures de tout ce 
qui a trait au transport des données entre elles. 
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5.2.2.5 Couche session. 
Afin d'organiser et de synchroniser le dialogue, et 
gérer les échanges de données, l'application des principes 
P3 et P4 a conduit à identifier la (X)UQIE SFSSIOO au 
dessus de la couche transport. 
5.2.2.6. Couche présentation. 
Le reste des fonctions est lié à la représentation et 
la manipulation de données structurées. Par l'application 
des principes P3 et P4, on situe la CXXJŒE PRESENTATIOO au 
dessus de la couche session. 
5.2.2.7. Couche application. 
Les programnes d'application effectuent du traitement 
de l'information. L'aspect de ces processus d'application 
et les. protocoles par lesquels ils camruniquent penuettent 
d'identifier la (X)UOIE APPLICATIOO canme · la couche 
supérieure de l'architecture. 
Obéissant aux principes P1 et P2, l'architecture résultante 
est fonnée de sept couches, représentées à la fig 5-2. 
couche 
application 
présentation 
sys.a protocole sys.b 
-k-k* 2 _______ 3 *** 
-k-k* 2 ________ 3 *-k-k 
session *** 2 -------3 *** 
transport *** 2 ________ 3 *** 
réseau *** 2 _______ 3 *** 
liaison de données*** 2 --------3 *** 
physique *** 2--------3 *** 
moyen physique ----------------------
fig 5-2 : architecture en sept couches. 
5.2.3. Rôle des sept couches dans l'architecture. 
5.2.3.1. Couche application. 
***=Entité 
Le rôle de cette couche est de servir de fenêtre 
entre les entités d'application utilisant l'O.S.I. pour 
échanger des informations. Chaque fois que des 
carmunications ont lieu, c'est au travers de la couche 
application que tous les parai.nètres concernant un 
processus d'application sont portés à la connaissance de 
l'environnement o.s.r. 
5.2.3.2. Couche présentation. 
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La couche présentation se charge de la représentation 
des infonna.tions que des entités d'application se 
ccmnuniquent, ou auxquelles elles se réfèrent au cours de 
leur dialogue. Elle ne s'occupe que de l'aspect 
syntaxique, et non de l'aspect sémantique. Les entités 
d'application peuvent utiliser n'i.mp:>rte quelle syntaxe, 
la couche présentation assurant la transfonna.tion entre 
cette syntaxe et la syntaxe ccmnune de transfert. 
On peut ainsi avoir simultanément trois syntaxes lors 
d'échanges d'infonna.tions: 
- La syntaxe utilisée par l'entité application émettrice. 
- La syntaxe utilisée par l'entité application réceptrice. 
- Une syntaxe ccmnune de transfert. 
5.2.3.3. Couche session. 
' Le rôle de la couche session est de fournir aux 
entités présentation coopérantes les moyens nécessaires 
pour organiser et synchroniser leur dialogue, et pour 
gérer leurs échanges de données. Elle fournit à chacun de 
ses utilisateurs les moyens nécessaires à: 
- Etablir une connexion avec un autre utilisateur du 
service de session, échanger des données avec celui-ci de 
façon synchronisée, et libérer de façon ordonnée la 
connexion. 
Négocier l'utilisation de jetons donnant droit à 
l'échange de données, à la synchronisation et à la 
libération de la connexion. Un jeton est un attribut 
d'une connexion de session qui est dynamiquement attribué 
à un utilisateur du service session, à un rncment 
détenniné, I.)Our faire usage des services décrits 
ci-dessus. 
- De I.)OSer des I.)Oints de synchronisation au cours du 
dialogue et, en cas d'erreur, de reprendre le dialogue à 
partir d'un I.)Oint de synchronisation convenu. 
D'interranpre un dialogue et de le reprendre 
ultérieurement à un rocment détenniné à l'avance. 
5.2.3.4. Couche transI.)Ort. 
Le service transI.)Ort assure un transfert transparent 
des données entre utilisateurs du service transI.)Ort. Il 
libère ces utilisateurs de toute préoccupation conceniant 
OONTRIBUI'ICN A UNE RE.ALISATICN o.s.r. Page 37 
les moyens détaillés mis en oeuvre pour réaliser ce 
transfert. ·Le service transport assure: 
- Le choix de la qualité de service, afin d'optimiser 
l'utilisation des ressources de ccmnunication disponibles. 
- L'indépendance par rapport aux ressources des couches de 
niveaux inférieurs. 
- La signification de bout en bout: le service transport 
assure le transfert des données échangées entre 
utilisateurs du service transport jusqu'au ni veau des 
systèmes finals. 
- La transparence des infonnations transférrées. Elle 
n'impose aucune restriction au contenu, fonnat ou co:1a.ge 
des infonnations ou données, et n'a même pas besoin 
d'interpréter leur structure ou signification. 
- Le service transport utilise un système d'adressage qui 
est en correspondance avec celui du service réseau qui le 
prend en charge. 
5.2.3.5. Couche réseau. 
La couche réseau fournit d'une part les moyens 
d:établir, de maintenir et de libérer des connexions 
reseau entre des systèmes contenant des entités 
d'application devant camnuniquer, et d'autre part les 
moyens fonctionnels et procéduraux pour échanger entre 
entités de transport des unités de données du service 
réseau sur des connexions de réseau. Le service réseau 
fournit le transfert transparent de données entre les 
utilisateurs du service, et cache à ceux-ci la façon par 
laquelle les ressources sont utilisées pour réaliser ce 
transfert. 
Indépendance vis à vis des moyens de transmission. 
- Transfert de bout en bout. Toutes les fonctions de 
routage et de relais sont prises en charge par l'entité 
réseau, a:mprenant le cas où plusieurs moyens de 
transmission différents sont utilisés en parallèle ou en 
tandem. 
5.2.3.6. Couche liaison de données. 
La couche liaison de données fournit les moyens 
fonctionnels et procéduraux nécessaires à l'établissement, 
à la maintenance et à la libération des connexions de 
liaison de données entre entités de réseau, ainsi qu'au 
transfert des unités de données du service de liaison de 
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données. Une connexion de liaison de données est réalisée 
à l'aide d'une ou plusieurs connexions physiques. La 
couche liaison de données détecte et corrige, dans la 
mesure du possible, les erreurs pouvant se prcduire dans 
la couche physique. 
5.2.3.7 Couche physique. 
La couche physique fourrùt les moyens mécaniques, 
électriques, fonctionnels et procéduraux nécessaires à 
l'activation, au ma.intien et à la désactivation des 
connexions physiques destinées à la transmission de bits 
entre entités de liaison de données. 
5.3. a:tN.ENI'ICNS DE SERVICE. 
Tout le mcdèle d'architecture est basé sur un certain nanbre de 
conventions appelées row:ENTICN DE SERVICE. Ces conventions seront 
utilisées tout au long de ce travail, pour définir les interfaces 
entre les différentes couches, pennettant ainsi une canpréhension plus 
aisée par rapport au mcdèle général o.s.r. 
5.3.1. Définitions. 
5.3.1.1. Utilisateur d'un service. 
Il s'agit de la représentation abstraite de la totalité 
des entités d'un système détenniné qui utilisent un 
service (voir fig 5-3). 
5.3.1.2. Fourrùsseur d'un service. 
C'est une ma.chine abstraite constituant un mcdèle du 
canportement de la totalité des entités fourrùssant le 
service telles qu'elles sont vues par l'utilisateur (voir 
fig 5-3). 
5.3.1.3. Service d'une couche. 
C'est le service fourrù par une couche du mcdèle de 
référence (voir 5.1.4.). 
5.3.1.4. Primitive. 
C'est un élément abstrait d'une interaction entre un 
utilisateur d'un service et le fourrùsseur de ce service. 
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5.3.1.5. Requête. 
C'est une primitive émise par un utilisateur de service 
pour demander un certain service ( voir 5. 3. 3. 5. ) • 
5.3.1.6. Indication. 
C'est une primitive émise par un fournisseur de service 
. 
. 
- pour indiquer un certain service( pour indiquer entre 
autre un refus de connexion ou une détection d'erreur), ou 
- pour indiquer qu'un service a été demandé par un 
utilisateur du service (voir 5.3.3.5.). 
5.3.1.7. Réponse. 
C'est une primitive émise par un utilisateur d'un 
service i;:our achever au niveau d'un point d'accès 
particulier à ce service une certaine procédure 
préalablement lancée par une indication reçue à ce i;:oint 
d'accès au service (voir 5.3.3.5.). 
5.3.1.8. Confirmation. 
C'est une primitive émise par le fournisseur d'un 
service i;:our achever, au niveau d'un i;:oint d'accès 
particulier à ce service, une certaine procédure 
préalablement lancée par une requête reçue à ce i;:oint 
d'accès des services (voir 5.3.3.5.). 
5.3.2. Mcrlèle des services d'une couche. 
Toutes les interactions entre deux utili~teurs du service, situées 
dans la (n+1)-o:mche, sont définies auprès de i;:oints d'accès aux services 
séparés. Les utilisateurs du service canmuniquent via le fournisseur du 
service se trouvant dans la (n)-couche, en utilisant tous les services des 
couches de niveau inférieur à la (n+1)-couche. Les infonnations sont 
échangées entre un utilisateur du service et le fournisseur du service à 
l'aide de primitives. Le roc:rlèle est représenté à la figure 5-3. 
*-Jrlrl:*-Jridrir:tttttt 
*UTILISATEUR* 
* DU SERVICE * 
*-kktttt**tttttt 
*tt 
H**7rl:**Htttt* 
*UTILISATEUR* 
* DU SERVICE * 
H**********tt* 
*** 
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*-k-k POINT D'AœES AUX *-k-k 
*-k-k 2 -- SERVICFS -- 3 -k-k* 
*** *-k-k 
***AAAAAA*-k-k***-k-k-k-kttAAAAAAAAAAAAAAtt-k 
** FOURNISSEUR 00 SERVICE -k-k 
tt ( MAŒINE ABSTRAITE} -k-k 
*-k-k-k-k-k-k**-k-ktt*AAAAAAAkk*************** 
fig 5-3 Mcrlèle d'un service. 
5.3.3. Conventions d'appellation des primitives. 
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L'appellation de chaque primitive canprend trois éléments: 
Une appellation spécifique qui indique le type de 
primitive, 
- Un nan générique qui indique le groupe de primitive, 
- Une appellation indiquant le service. 
5.3.3.1. Appellation spécifique. 
L'appellation spécifique peut être: 
- requête, syml:x)lisé par 'REQ', 
- indication, syrn}:olisé par 'IND', 
- réponse, syml:x)lisé par 'RSP', 
- confinnation, syrn}:olisé par 'CNF'. 
Ce syrn}:ole postfixera le nan de la primitive. 
5.3.3.2. Appellation générique. 
L'appellation générique sera représentée par une suite 
de deux ou trois lettres, fonnant le diminutif de l'action 
à effectuer. 
Exemples: 
CX>N = création de connexion 
DIS= déconnexion (disconnect) 
UAB = coupure par l'utilisateur (user abort} 
MIN= synchronisation mineure 
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IJl' = données (data) 
RA = acquiescement de resynchronisation (resynchronize 
ack) 
Note : Les diminutifs sont ceux des termes anglais tels: 
DIS p::,ur 'disconnect'. 
5.3.3.3. Appellation de services. 
Les appellations de services peuvent être: 
- Application, syrnl:olisé par 
- Présentation, syrnoolisé par 
- Session, syrnoolisé par 
- Transp::,rt, syrnoolisé par 
- Réseau, syrnl:olisé par 
'A' ou 'F' 
'P' 
'S' 
'T' 
'N' 
- Liaison de données, syrnoolisé par 'DL' 
- .Physique, syrnoolisé par 'PH' 
Ces syrnooles préfixeront les appellations des 
primitives. 
5.3.3.4. Exemples. 
T-<XN-REQ: requête de connexion de la couche transp::,rt. 
N-IJl'-IND : indication de données de la couche réseau. 
S-RS-RSP 
session. 
réponse de resynchronisation de la couche 
P-REL-ŒF : confirma.tien de libération (release) de la 
couche présentation. 
5.3.3.5. Enchainement chronologique des primitives. 
Posons A et B les deux p::,ints d'accès des services de 
deux entités canmunicantes. Les seuls enchainements de 
primitives sont: 
- Service non confinné: 
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requête en A ... indiœtion en B 
- Service confinné . . 
requête en A ... indiœtion en B 
... 
en :a confinnation en A repense ... 
- Détection d'ananalie par le fournisseur de services: 
indiœtion en A • • • indiœtion en B 
- Refus d'exécution d'un service par le fournisseur de 
services : 
requête en A • • • indiœtion en A 
La figure 5-4 donne la représentation graphique des 
enchainements. 
Lors d'un service confinné ou non confinné, les 
paramètres de l'indiœtion sont ceux de la requête, les 
paramètres de la confinnation sont ceux de la réponses. 
Ces paramètres sont toujours identiques sauf dans certains 
œs de négociation, où cela sera précisé. 
* * 
3 * * ... 
* * 
service non confinné 
* * 
3 
INDICATIOO 
3 * * 3 ... 
* * 
* * 
2 * * 2 ... 
OJNFIRMATICN * * 
service confinné 
2 __ * * 
INDICATICN * * 
INDICATIOO 
REPONSE 
3 
INDICATICN 
détection d'ananalie par le fournisseur de services 
* * 
3 * * 
CDN'IRIBUI'IOO A UNE REALISATIOO o.s.r. 
2 __ * * 
INDICATIOO * * 
refus d'exécution d'1.Il1 service 
fig 5-4 Diagramne d'enchainement de primitives. 
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PARTIE II 
REALISATION 
6. DF.SOUPl'ICN GENffiALE œ IA RFALISATICN. 
6. 1 • mmaxJCrICN. 
Dans ce chapitre, nous verrons les choix effectués selon les moyens 
disponibles pour mettre en oeuvre une partie des protoc:oles de 
. l'O.S.I. 
Nous verrons successivement une description du système utilisé, 
avec les contraintes portant sur ce système et restreignant la 
réalisation, puis les règles générales nous guidant dans la 
réalisation, et finalement les options choisies au niveau de chaque 
couche. 
Ce chapitre est une justification des décisions prises. Au niveau 
de chaque couche, les fonctions réellement réalisées seront décrites 
dans les chapitres consacrés à ces derrùères. 
Différents facteurs nous ont obligés à ne réaliser qu'un 
sous-ensemble de ces normes, notamment la parution de celles-ci petit 
à petit. Si les premiers textes datent de décembre 1983, les derrùers 
datent d'avril 1984. Les rncxlifications n'étaient pas toujours très 
imp:>rtantes, mais souvent l'interprétation de certains points douteux 
devait être rncxlifiée. 
6.2. IE5CRIPI'ICN IlJ SYSTIME l1I'ILISE. 
6.2.1. ~scription du matériel. 
Le système utilisé est un micro-ordinateur de marque APPLE, 
mcx:lèle APPLE-II ( APPLE1 ) ( APPLE2 ) ( ŒAmRE1'1 ) ( ŒAMJRE1'2) , 
piloté par un processeur 8 bits, le 6502, et doté d'une mémoire 
vive de 64 Koctets. 
La mémoire de masse se canpose de deux disquettes souples de 
140 Koctets chacune, auxquelles peut être adjoint une 
disquette virtuelle, canposée de 192 Koctets de mémoire vive. 
Au niveau du logiciel, l'application a été développée sur un 
système PASCAL u.c.s.D., dont la très large diffusion assurait 
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une certaine p:>rtabilité. Basé sur un interpreteur de P-a:rle, 
ce logiciel canporte outre le canpilateur, tout le système 
d'exploitation de la machine. 
6.2.2. Contraintes du système. 
De par le caractère mono-tâche de l'APPLE-II, il était 
nécessaire de faire fonctionner les différentes procédures de 
facon synchrone. 
De plus, et c'est l'élément détenninant du choix de la 
réalisation, la gestion des périphériques se fait par logiciel 
(boucle de temps d'attente). La conséquence en est que le 
système d'exploitation n'accepte aucune interruption, à moins de 
modifier le B.I.o.s., c'est à dire le gérant des entrées-sorties 
(de l'anglais Basic Input output System), opération très 
aléatoire et qui n'entrait pas dans le cadre de ce travail. 
De par le caractère asynchrone de la transmission de données, 
il nous a fallu renoncer à échanger physiquement des messages 
d'un micro-ordinateur à l'autre. C'est p:>ur cette raison que 
nous nous sœmes orientés vers un fonctionnement des couches 
supérieures de l'architecture O.S.I. 
6.2.3. caractéristiques du Canpilateur. 
Le canpilateur PASCAL-U.C.S.D. p:>ssède un 
d'extensions par rapport à la norme PASCAL, 
seront utilisées par cette réalisation. 
certain nanbres 
dont certaines 
La plus irnp::)rtante est la possibilité de 
canpilations séparées. Ces portions de programmes 
séparée, inexécutables seules, sont appelées 
anglais UNIT), et sont canposées de deux parties: 
réaliser des 
à canpilation 
"Uni tés" ( en 
- Une partie "INTERFAŒ", dans laquelle sont définies les 
constantes et les variables (plus leur type), ainsi que les 
déclarations de procédures et de fonctions, telles qu'elles 
seront visibles dans les programmes utilisant l'unité. 
- Une partie "IMPLEMENTATION", dans laquelle nous trouverons les 
constantes, les variables et les procédures locales à l'unité, 
ainsi que le corps des procédures déclarées dans la partie 
"interface". 
Cette p:>ssibilité offre deux grands avantages utilisés dans 
la réalisation: 
Elle permet d'alléger le travail du canpilateur, chose 
irnp::)rtante vu la ccmplexité du travail et la faiblesse des 
ressources du canpilateur (qui n'accepte, par exemple, que 255 
procédures dans un programme ou une unité). 
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- Elle pennet de plus de cacher le fonctionnement interne des 
procédures et fonctions déclarées dans l'interface. Grâce à 
celà, si les interfaces sont canplètement spécifiées, et c'est 
le cas dans les nonnes o.s.r., toute extension du cooe des 
procédures n'influence pas les progranmes utilisant cette unité. 
Ceci s'avère particulièrement intéressant dans le cadre de ce 
travail, ou seulement une partie du réseau est réalisée: il 
suffira de changer les unités de bas niveau pour bénéficier d'un 
réseau cc:mplet. 
Une autre caractéristique du. PASCAL u.c.s.D. est la 
possibilité d'accès direct sur disque, utilisée dans ce travail 
pour la gestion des mémoires-tampon. 
6.3. ŒCTSICNS DE REALISATICN. 
6.3.1. Règles générales. 
La déccrnposition du travail en différentes unités correspond 
à la découpe en couches de l'architecture o.s.r. L'application 
de ce principe présente deux avantages sérieux: 
- L'application des princi:pes de déccmposition en couches 
(voir 5.2.1.), et particulièrement les principes P2, P3, P4 
et P7, semble toute indiquée pour justifier la découpe. 
- Afin de pouvoir intégrer le plus facilement possible cette 
réalisation dans un réseau canplet, il était important 
d'être le plus proche possible du rna:ièle des nonnes o.s.r. 
Dans le même souci d'extensibilité tous les accès aux 
différentes fonctions de chaque couche se feront sous fonne 
d'une mise en oeuvre des conventions de services (voir 5.3.) : 
une rouche peut activer les services de la rouche de niveau 
inférieur par des requêtes et des réponses, et être activée 
par la· rouche inférieure via des indications et des 
ronfinnations. La facon dont ceci est effectivement mis en 
oeuvre varie selon chaque rouche. 
Dans toute l'architecture, une adresse de point d'accès aux 
services sera ronstituée de l'identificateur d'extrémité de 
ronnexion de l'entité, pennettant l'identification des variables 
locales et de l'état de l'entité. Cet identificateur ne sera 
pas présent en cas de requête et d'indication de création de 
ronnexion, car à ce roc:ment aucune valeur ne lui est encore 
attribuée. 
Le contenu de cet identificateur . de ronnexion sera 
transparent à l'utilisateur, qui l'utilisera exclusivement pour 
référencer la ronnexion jusqu'à sa cloture. 
Pour faire "fonctionner" notre prototype, l'utilisateur, qui 
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n'a accès au réseau que par la couche Application, carmencera 
par donner le p::>int d'accès des services de la couche 
application, puis dertandera l'exécution de la primitive de son 
choix, avec tous ses paramètres. 
L'ordre de passage dans les différentes couches est le 
suivant : 
- Si c'est une requête ou une rép::>nse: 
a.- Application appelant-- 3 Présentation Appelant. 
b.- Présentation appelant -- 3 Session appelant. 
c.- Session appelant -- 3 · Transp::>rt appelant. 
d.- Transp::>rt appelant -- 3 Réseau appelant. 
e.- Réseau appelant -- 3 Réseau appelé. 
f.- Réseau appelé --3 Transp::>rt appelé. 
g.- Réseau appelé --3 Réseau appelant. 
h.- Réseau appelant -- 3 Transp::>rt appelant. 
i.- Eventuellement, itération de d. à h. 
En cas d'erreur de protocole ou d'erreur dans les paramètres, 
ce processus est arrêté et une erreur est signalée à la couche 
application. 
- En cas d'indication ou de confinnation: 
- Application appelé -- 3 Transport appelé (p::>ur voir si des 
unités de données sont présentes) 
a.- Transp::>rt appelé - 3 Session appelé. 
b.- Session appelé -- 3 Présentation appelé. 
c.- Présentation appelé -- 3 Application •. 
Ce processus est arreté si aucune unité de données de 
services n'est à transmettre à la couche supérieure. 
6.3.2. Description de la réalisation de chaque couche. 
6.3.2.1. Couche RESEAU. 
Dans notre réalisation, la couche réseau est une couche 
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factice pennettant au système de simuler un réseau. Elle 
recouvrera en effet toutes les couches inférieures à la 
couche transi;x::>rt. Elle se contente de tranfonner une 
requête en indication, une réi;x::>nse en confinnation. 
Pour réaliser cela, elle convertit l'identificateur 
d'extrémité de connexion du système appelant en celui du 
système appelé en utilisant des tables, et signale la 
primitive conjointe (indication ou confinnation) à celle 
qui a occasionné l'activation de la couche (requête ou 
réi;x::>nse) • 
6.3.2.2. Couche TRANSPORT. 
La couche transi;x::>rt est le lieu ou se fera l'échange 
des données entre d'une part le réseau, et d'une autre 
part les entités d'application. C'est au niveau de cette 
couche que se résolveront les problèmes de 
synchronisation. 
Il y a deux types d'évènements susceptibles de rncx:lifier 
l'état de la couche transi;x::>rt: 
- Les requêtes et les réi;x::>nses provenant de la couche 
SESSION, et 
- Les indications et les confinnations provenant de la 
couche RESEAU. 
Dans une mise en oeuvre réelle, ces deux types 
d'évènements sont asynchrones. Dans le prototype réalisé 
ici, nous avons tenté d'être le plus proche i;x::>ssible de 
la réalité en faisant fonctionner la couche transi;x::>rt de 
la facon suivante : toute requête à la couche réseau 
faite par une des entités transi;x::>rt est transformée en 
indication ( les réi;x::>nses en confinnations), et l'entité 
transi;x::>rt camrunicante rncx:lifie .irrrnédiatement son état, 
exécutant éventuellement les traitements appropriés, sans 
que l'entité session liée à ce i;x::>int d'accès des services 
n'en soit avertie. 
Par contre, les requêtes et 
exécutées irrmédiatement, mettant 
l'entité. 
les réi;x::>nses seront 
ainsi à jour l'état de 
Sachant que chaque entité transi;x::>rt i;x::>ssède des 
ressources en quantité limitée, la couche transi;x::>rt 
assurera le contrôle de flux des messages par un 
mécanisme de crédit. 
Afin de limiter le nanbre de connexions de réseau, um 
mécanisme de multiplexage sera mis en oeuvre, :permettant à 
plusieurs entités transi;x::>rt carmuniquant sur des 
connexions réseau semblables d'utiliser un même i;x::>int 
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d'accès de services réseau. 
6.3.2.3. Couche SE5SIOO. 
ra couche session a un fonctionnement synchrone par 
_rapport à l'application. Son but essentiel est de 
contribuer à la synchronisation des applications. Pour 
cela, il y a des primitives de synchronisation et de 
resynchronisation, que l'entité session vérifie et gère 
selon l'état dans laquelle elle se trouve. 
On peut classer les primitives de la couche session en 
trois groupes: 
- Les requêtes et les réponses, qui occasionnent une 
mise à jour irrmédiate de l'état de l'entité session, et 
éventuellement l'émission d'une unité de données vers 
l'entité hanologue. 
- Une fonction de détection d'évènement, qui testera si un 
évènement s'est proouit au niveau de la couche transport, 
et si c'est le cas, mettra à jour l'état de l'entité 
session. 
- Les indications et confinnations, qui ne seront que le 
désassemblage des messages préalablement reçus et détectés 
par la fonction ci-dessus. 
Tous les arguments émis ou reçus par la . couche session 
auront la forme de chaines d'octets, et non des types 
PASCAL, ce qui permettra une plus grande flexibilité de 
mise en oeuvre en cas d'utilisation éventuelle du rncdèle 
par des programmes d'applications écrits en d'autres 
langages que · le PASCAL, à condition que ces systèmes 
puissent canpiler en code natif les unités, et faire 
l'édition des liens entre progranmes en langages 
différents. 
6.3.2.4. Couche PRESENTATION. 
Le rôle de la couche présentation est de déterminer 
une syntaxe de transfert camnune, et de transformer cette 
syntaxe en une syntaxe canpréhensible par chacune des 
entités d'application corresp::,ndantes. 
Malheureusement l'état d'avancement de la normalisation 
de la couche présentation ne pennet pas encore de tenter 
la réalisation de cette couche. 
Son rôle dans cette réalisation sera simplement la 
transfonnation des arguments de type PASCAL provennant de 
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la couche application en chaines d'octets, et renvoi de la 
primitive vers la couche session. 
6.3.2.5. Couche APPLICATION. 
Panni les trois types d'application recensés et définis 
par I.s.o. (J.T.M.,F.T.A.M.,V.T.M voir 4.3.2.), seul sera 
réalisé le F.T.A.M., c'est à dire le transfert des 
fichiers et la gestion de leur accès. 
Il n'entrait pas dans le cadre de ce travail d'écrire 
un gérant de base de données, mais bien de fournir toutes 
les primitives nécessaires à son fonctionnement. 
Dans le chapitre consacré à la couche application se 
trouvera une brève description des concepts du F.T.A.M., 
le lecteur désirant avoir la description canplèète étant 
invité à s'en référer aux textes des nonnes. 
Les fonctions réalisées ici seront la vérification des 
appels des primitives, et l'acheminement des données. 
aNI'RIBUI'ION A UNE REALISATION o.s.I. 
7. DESŒIPI'ICN DE IA CDJœE RESFAIJ. 
7. 1 • SPEX!.Œ'ICATIOOS DES smvlCES. 
7.1.1. Demande de connexion. 
PROCEDURE N--OJN-REQ 
( VAR N-IDI': TYPIDI'; 
CALLING-NSAP,CALLED-NSAP:TYPNSAP); 
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La procédure de requête de connexion ( N--CXN-REQ) va 
engendrer une indication de o::,nnexion (N--OJN-IND) au point 
d'accès de service "CALLED-NSAP". De plus, l'identificateur 
d'extrémité de connexion (N-IDI') va être défini par la o::,uche 
réseau, et la couche transport devra utilis~ cette variable 
pour référencer cette nouvelle o::,nnexion. A part 
l'identificateur d'extrémité de o::,nnexion, les deux autres 
arguments sont transmis tels quels à l'entité appelée. 
PROCECORE N--CXN-IND 
( VAR N-ID1': TYPIDI'; 
CALLING-NSAP,CALLED-NSAP:TYPNSAP); 
Cette · procédure sert à indiquer à 1 'entité transport à 
laquelle elle est liée qu 'une requête de o::,nnexion a été 
émise par une autre entité. 
PROCEDORE N--OJN-RSP 
( N-IDI': TYPIDI' i 
RESP-NSAP: TYPNSAP) ; 
La procédure de réponse de o::,nnexion (N-aJN-RSP) est émise 
par l'entité appelée si elle accepte la o::,nnexion. 
L'identificateur d'extrémité, déclaré dans l'indication de 
o::,nnexion, est utilisé pour référencer la connexion. Le point 
d'accès de service en réponse (RESP-NSAP) n'est utilisé ici que 
par souci de respect des nonnes, prévoyant éventuellement un 
renvoi sur un point d'accès de service différent de celui 
appelé. 
PROCEDURE N--OJN-CNF 
( N-IDI': TYPIDI'; 
RESP-NSAP:TYPNSAP); 
Cette primitive engendre la confinnation de o::,nnexion 
(N--OJN-ŒF) au point d'accès de service de l'entité appelante. 
7.1.2. Transfert de données. 
PROCEDURE N-DI'-REQ 
( N-ID1': TYPIDI'; 
CXNI'RI.BUTIOO A UNE REALISATIOO o.s.r. 
DATA : TYPNSDU; 
LONG : INTEGER) ; 
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Le transfert de données sur une connexion réseau s'effectue 
au IOC>yen de la demande de données. L'identificateur d'ext.J;-émité 
de connexion {N-IDr), sert à identifier la connexion sur 
laquelle les données sont à tranférer. 
Le type d'unité de données du service de réseau {DATA) est 
une table d'octets de longueur ma.ximum de 512 octets. Afin de 
réduire la longueur des échanges, la longueur des données utiles 
est renseignée (LONG), afin de ne transmettre que le nanbre 
nécessaire d'octets. 
La requête d'émission de données ne .i;,eut s'effectuer que 
sur une connexion établie. En d'autres cas, elle n'est 
simplement pas exécutée. Il n'y a pas de restriction concernant 
la direction d'émission {la connexion est supp::,sée simultannée). 
PRCCEDURE N-DT-IND 
{N-IDr:TYPIDr; 
VAR DATA : TYPNSDU; 
VAR LONG : INTEGER) ; 
La .procédure d'indication de données {N-DT-IND) sert à 
indiquer à une entité transJ;X)rt que des unités de données de 
service réseau sont présentes. 
7.1.3. Libération de connèxion. 
PRCCEDURE N-DIS-REQ 
(N-IDI':TYPIDr; 
CAUSE: INTEGER) ï 
La requête de libération de connexion (N-DISREQ) .i;,eut 
être à tout manent émise par une des deux entités transJ;X)rt 
J;X)ur signifier soit un refus de connexion, soit un abandon après 
erreur, soit simplement la fin nonnale de connexion. La cause 
(CAUSE) est un paramètre entier et cc:mporte la cause de 
déconnexion provenant de la couche transport. 
PRCCEDURE N-DIS-IND 
(N-IDr:TYPIDr; 
VAR CAUSE: INTEGER) ï 
L'indication de libération de connexion réseau (N-DIS-IND) 
.i;,eut soit indiquer qu'une requête de libération de connexion a 
été émise par l'entité camrunicante, soit que le fournisseur des 
services de réseau décide de clôturer la connexion suite, par 
exemple, à une erreur de protocole, ou à une carence de 
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ressources. 
La fonction de transfonnation de point d'accès des services est 
basée sur une table de correspondance. Quatre fonctions gèrent cette 
table : ajout d'un élément, retrait, sélection, et mise à jour. Dans 
cette table, nous retrouvons les identificateurs d'extrémité de 
connexion appelée et appelante, et une variable tcoléenne indiquant si 
la connexion est établie. 
Dans notre· rrroèle, l'utilisation de cette variable tcoléenne est 
tout à fait inutile, car la requête de connexion est imnédiaternent 
suivie de la confinnation (ou de l'indication de déconnexion), mais 
dans un réseau réèl, une connexion pourrait être demandée et non 
encore confinnée. Si à ce manent une autre entité veut utiliser la 
connexion réseau, elle ne peut pas encore transférer de données, mais 
elle ne doit quand même pas exécuter une requ"ete de connexion. 
Voyons maintenant les différentes actions selon les invocations des 
primitives. 
7.2.1. N-a:N-REQ: 
Cette procédure crée dans la table un point d'entrée, 
recevant en retour l'identificateur d'extrémité de connexion, et 
positionne la variable tcoléenne de connexion établie à "faux". 
Puis elle exécute un N-ŒN-IND. 
7.2.2. N-a:N-IND: 
Après avoir 
point d'entrée 
mise à "vrai" 
activation dans 
de connexion. 
7.2.3. N-(X)N-RSP: 
crée un point d'entrée (qui est le symétrique du 
de la requête), où la variable booléenne est 
( car à ce manent la connexion existe) , il y a 
la couche transport de la procéd.ure d'indication 
Cette procédure exécute simplement une confinnation de 
connexion à l'autre extrémité de connexion. 
7.2.4 N-a:N-CNF: 
A la réception de la confinnation, l'entité va positionner 
l'indicateur d'existance de la connexion à "vrai", et activer la 
procédure de confinnati~n de connexion dans la couche transport. 
7.2.5. N-Dr-REQ: 
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Si la connexion existe, la procédure va exécuter une 
indication de données à l'autre extrénité de connexion. 
7.2.6. N-IJI'-IND: 
Cette procédure va activer la procédure d'indication de 
données dans la couche transport. 
7.2.7. N-DIS-REC,2: 
Après avoir supprimé le point d'entrée dans la table des 
conn~ons, cette procédure exécute une indication de 
déconnexion. 
7.2.8. N-DIS-IND: 
Cette procédure retire le point d'entrée dans la table des 
connexions, puis active la procédure de déconnexion de la couche 
transport. 
Dans les cas où une sélection ou une création sont impossibles 
(engorgement, identificateur inexistant dans le cas d'une sélection, 
existant dans le cas d'une création), la procédure renvoie une 
indication de déconnexion, avec un ccrle d'erreur indiquant que c'est 
le fournisseur de services qui a réclamé la déconnexion, et si la 
connexion était établie, elle exécute également une requête de 
déconnexion. 
7.3. EXTENSIOOS FUIDRES. 
En cas d'intégration dans un réseau, c'est cette couche qui subira 
les plus grandes mcdifications. Il faudra en effet mettre en oeuvre 
tous les protocoles de la couche réseau, en respectant les interfaces 
décrits ci-dessus (IS019). 
Si l'on s'oriente vers un réseau local utilisant les spécifications 
de l'interface ETHERNET, les procédures seront assez simples: il 
faudra créer une unité de données de service réseau de requête de 
connexion, une unité de données de service réseau de réponse de 
connexion, une de requête de déconnexion et une unité de données de 
service réseau de transfert de données. 
Toutes les procédures de la couche pourront être gardées au 
niveau de la gestion de la table de correspondance des identificateurs 
de connexion, ffiélis la transforffiéltion de requête en indication devra 
être transfonnée en une expédition réelle de données. 
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A la réception d'une unité de données de service réseau, il faudra 
décoder le type d'unité de données de service réseau (requête ou 
réponse de connexion, requête de données, ou requête de 
déconnexion), et activer imnédiatement (interruption, 
multi-processeurs) la procé::iure appropriée dans la couche. 
Une autre option est la réalisation d'une couche réseau de type 
"connectionless-mcrle", c'est à dire qu'il n'est pas néces~ire de 
créer une connexion de réseau pour l'émission d'unités de données de 
protocole de réseau. Cette option est possible lors de l'utilisation 
de la classe 4 de protocole de transport !voir 8.2.1. et 8.3.). 
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8. DESŒIPTICN DE IA OXJœE 'IRANSPCRl'. 
8. 1 • SP.ECIE'lcATICN DES SERVICES. 
Rappelons que l'ensemble des en-têtes de procédures et de 
fonctions décrits ci--0essous sont - les seules parties visibles par 
l'utilisateur des services de transport. Les règles de dénanination 
des nans de ces procédures et fonctions sont celles reprises dans les 
conventions de services (voir 5.3.). 
8.1.1. Etablissement de connexion. 
PRcx::::ECURE T-mN-REQ 
( VAR T-IDI': TYPIDI'; 
CALLING-TSAP, CALLED-TSAP :TYPSAP; 
EXPRESS :ILOLEAN; 
VAR ERR: INT.Ex;ER) ; 
La procédure de requête de connexion ( T-<XN-REQ) va 
affecter une connexion transport entre le point d'accès de 
service appelé ( CALLED-TSAP) et le point d I accès de service 
appelant (CALLING-TSAP). La variable booléenne EXPRESS signifie 
au fournisseur de service transport qu'un transfert de données 
express est ou n'est pas demandé. En retour, cette procédure 
définira un identificateur d'extrémité de connexion uniqµe au 
niveau du i;::oint d'accès de service. Cet identificateur est 
indispensable car il peut y avoir plusieurs connexions transport 
entre les deux entités session. 
Cette procédure créera si nécessaire une connexion réseau, 
puis fera la requête de création de connexion transport, 
signalée à l'autre entité. Si elle supporte la gestion des 
données express, elle laissera la booléenne EXPRESS à ce qu'elle 
était, sinon elle la met à "faux". 
La variable ERR prend une valeur différente de zéro si une 
erreur est détectée: engorgement, erreur de protocole ••• 
FUNCTICN T-mN-IND 
(VAR T-IDI':TYPIDI'; 
VAR CALLING-TSAP,CALLED-TSAP:TYPSAP; 
VAR EXPRESS: BCOLEAL~; 
VAR ERR: INTEXiER; ) : BCOLEAN; 
La fonction d'indication de connexion (T-mN-IND) est activée 
par l'entité session appelée, et quand elle retourne une valeur 
"vrai", cette fonction indique qu'une requête de connexion est 
parvenue au point d'accès de service de l'entité appelée. 
L'identificateur d'extrémité de connexion est défini, afin 
d'identifier la connexion transport de facon unique par l'entité 
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session appelée. Si le fournisseur de service p:,ssède les 
fonctions nécessaires à la gestion des données express, la 
booléenne EXPRESS prendra la valeur reçue par la connexion, 
sinon elle prendra la valeur "faux". 
La variable ERR est toujours égale à zéro, mais est définie 
dans un souci d'harogénéité. 
PRCCEDURE T-(l)N-RSP 
(T-IDI':TYPIDI'; 
RFSP-TSAP:TYPSAP; 
EXPRESS: IDJLEAN i 
VAR ERR: INTEGER) i 
La procédure d'acceptation de connexion (T-<XN-RSP) est émise 
par l'entité session appelée, p:,ur notifier l'accord de créer 
une connexion. L'adresse de p:,int d'accès de service en réponse 
(RFSP-TSAP) est identique à l'adresse appelée, et est gardée 
dans un souci de respect des normes, qui étudie la possibilité 
de fair~ des reroutages au niveau de la couche transp:,rt. 
La variable EXPRESS peut prendre la valeur "vrai" si elle 
était déjà à "vrai" lors de l'indication, c'est à dire que le 
service express était demandé par l'entité appelante et supp:,rté 
par les fournisseurs de services de l'entité appelante et de 
l'entité appelée (ce qui est le cas dans notre réalisation). 
La variable ERR est différente de zéro si l'identificateur 
d'extrémité de connexion est inconnu, si une réponse de 
connexion n'est pas conforme à l'état du fournisseur de service, 
ou si la variable EXPRESS ne prend pas une valeur autorisée. 
FONCTION T-<XN-CNF 
(T-IDI':TYPIDr; 
VAR RESP-TSAP:TYPSAP; 
VAR EXPRESS:IDJLEAN; 
VAR ERR: INTEGER) : IDJLEAN; 
Cette fonction, exécutée par l'entité session appelante, 
prend la valeur "vrai" si la rép:,nse de connexion est parvenue 
au fournisseur de services de la couche transport. 
L'adresse en réponse de p:,int d'accès de service est la 
même que celle de la primitive de rép:,nse. 
Si la variable EXPRESS a une valeur "vrai", alors le 
transfert de données express est autorisé sur la connexion. 
La variable ERR est différente de zéro si l'identificateur 
d'extrémité de connexion est inconnu auprès du fournisseur de 
services. 
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8.1.2. Transfert de données no:rmales. 
PRCCEDURE T-JJI'-REX,2 
(T-IDr:TYPIJJI'; 
VAR DATA: TYPI'SDU i 
LONG : INTEGER; 
VAR ERR: INTEGER) i 
Cette procédure est exécutée par une entité session désireuse 
d'émettre des données sujettes au contrôle de flux des données 
no:rmales (voir 8.2.4.). Précisons que ce contrôle de flux est 
transparent à l'utilisateur des services. 
L'unité de données de service transp::>rt (DATA) est une suite 
de longueur quelconque (inférieure à 64 Koctets) d'octets, le 
nanbre d'octets utiles étant donné par la variable I.ONG. Afin 
de pennettre une longueur non définie préalablement, le TYPI'SOO 
est défini carme un vecteur de longueur 1 , et aucun contrôle à 
l'exécution n'est fait sur l'indice. L'entité session émettrice 
de données définira un type PASCAL cxmme suit: 
TYPE 
BYTE=0 •• 255; 
TYPI'SDU=PACKED JW.RAY(1 •• 1) OF BYTE; 
TYPiœAL=(* DEFINITION LOCALE*); 
TYPDATA=REX:DRD 
CASE BCOLF.AN 
OF TRUE : ( TSDU: TYPI'SDU) ; 
FALSE: (DATA:TYPIŒAL); 
END; 
De la sorte, les tailles d'unités 
transp::irt sont gérées dynamiquement, 
l'utilisateur des services de transp::irt. 
de données de service 
selon les besoins de 
La variable ERR prend une valeur différente de zéro si l'état 
de la connexion est tel qu'il ne pennet pas la transmission de 
données, si l'identificateur d'extrémité de connexion est 
inconnu du fournisseur de services transp::irt, ou si l'état du 
fournissseur de services transp::irt est tel qu'il n'a plus les 
ressources nécessaires au transfert de toute l'unité de données 
de service (voir contrôle de flux et mécanisme de crédit en 
8.2.2.). 
FONCTION T-DI'-IND 
(T-IDI':TYPDIT; 
VAR DATA:TYPI'SDU; 
VAR I.ONG: INTEGER; 
VAR ERR: INTEGER) : BCX)LF.AN; 
Cette fonction prend la valeur "vrai" si une unité de données 
de service transp::>rt canplète est disp::inible. Les remarques 
concernant le type de données et la longueur sont identiques à 
celles forrm.ùées plus haut. 
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La variable ERR prend une valeur différente de zéro si 
l'identificateur d'extrémité de connexion est inconnu, ou si 
l'état de l'entité transport est tel qu'il ne peut recevoir de 
données (par exemple en attente d'une confirrnation de 
connexion). 
8.1.3. Transfert de données express. 
Le transfert d'unités de données express du service transport 
est indépendant du contrôle de flux des unités de données 
nonnales du service transport. Il est surtout utilisé dans le 
cas ou le flux des données nonrales est congestionné. 
PR<X!EDORE T-EX-R.B;:;l 
(T-IDr:TYPIDr; 
EXTSOO :TYPEXTSOO; 
LONG: INT.EX:;ER i 
VAR ERR: INT.EX:;ER) i 
Cette procédure effectue l'envoi d'une unité de données 
express (EXTSOO) sur la connexion transport. La longueur de 
cette unité de données express (LONG) est canprise entre 1 et 16 
octets. 
La variable ERR est différente de zéro si l'identificateur 
d'extrémité de connexion est inconnu, si l'état de l'entité 
transport est tel qu'il ne puisse recevoir cette requête, ou 
que l'utilisation de données express ne soit pas utilisable sur 
cette connexion. Ce plus, la valeur est non nulle si le 
contrôle de flux des unités de données express est 
congestionné (situation non persistante). 
FUNCTIOO T-EX-IND 
(T-IDr:TYPIDr; 
VAR EXI'SOO: TYPEXTSOO; 
VAR LONG: INT.EX:;ER; 
VAR ERR: INTEX;ER) :BOOLEAN; 
Cette fonction prend la valeur "vrai" si une unité de données 
express a été reçue par l'entité. Le contenu et la taille de 
l'unité de données du service sont spécifiés par les arguments 
EXTSOO et LONG. 
La variable ERR prend une valeur différente de zéro lorsque 
l'ïdentificateur d'extrémité de connexion est invalide, ou si 
les fonctions de gestion des données express ne sont pas 
fournies sur cette connexion. 
8.1.4. Libération de connexion. 
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PRcx:EaJRE T-DIS-REQ 
( T-IDI': TYPIDI' i 
VAR ERR:INTEX:;ER); 
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Cette procédure peut être activée à tout rocment pour 
réclamer la libération de la connexion transport. 
La variable ERR :peut prendre une valeur différente de zéro si 
l'identificateur d'extrémité de connexion est invalide. 
FUNCI'ION T-DIS-IND 
( T-IDI': TYPIDI' i 
VAR CAUSE: INTEX:;ER i 
VAR ERR: INTEX:;ER) : BX)LF.AN i 
Cette fonction prend la valeur "vrai" si la connexion de 
transport a été refusée ou liberée. Le paramètre CAUSE prend la 
valeur zéro si la déconnexion est due à une requête de 
libération de la part de l'entité transport éloignée, et prend 
une valeur non nulle si la déconnexion a été causée par un des 
deux fournisseurs de service, suite par exemple, à une erreur de 
protocole, à une défaillance des ressources ••• 
La variable ERR prend une valeur différente de 
l'identificateur d'extrémité de connexion est invalide. 
.,. . 
zero si 
Les évènements mcxlifiants l'état de l'entité de transport peuvent 
avoir deux origines : soit c'est un service demandé par une entité 
session liée au point d'accès de service, requête ou réponse, soit 
une indication ou une confinna.tion de l'entité réseau à laquelle est 
liée l'entité transport. 
Quelle que soit l'origine de la primitive (session ou réseau), la 
couche transport doit réagir imnédiatement afin d'optimiser le 
dialogue entre entités transport. Nous verrons en effet ci-dessous que 
le contrôle de flux tire sa raison d'être de l'asynchronisme 
existant entre les utilisateurs des services de la couche transport et 
les évènements provenant du réseau. 
Nous verrons d'abord quelques concepts principaux, tels que les 
classes de protCXX)les réalisées, le multiplexage, le contrôle de 
flux, la gestion des données express, puis nous verrons carment est 
organisé le fournisseur de service transport. 
8.2.1. Classes de protCXX)les. 
D:ms le modèle de référence, cinq classes de protCXX)les ont 
été définies pour _le fournisseur de services de transport. Ces 
cinq classes sont fonction de la qualité de la ligne et de la 
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technologie des entités corresr:ondantes. 
* CLASSE O : C'est la classe de base. Elle supr:ose une 
connexion réseau ayant un taux acceptable d'erreurs non 
signalées, et un taux acceptable d'erreurs signalées. C'est 
typiquement la classe réservée aux tenninaux. 
* CLASSE 1 : C'est- la classe de base avec en plus un 
mécanisme de reprise sur erreur. Elle SUPJ;X)Se une connexion 
réseau ayant un taux acceptable d'erreurs non signalées, mais 
présentant un taux inacceptable d'incidents signalés. Cette 
classe est une version améliorée de la classe O, donc 
également reservée a des tenninaux ( un peu plus 
intelligents). 
* CLASSE 2 : Prévue r:our une connexion ayant un taux 
acceptable d'erreurs (signalées et non signalées), cette 
classe prend en charge le multiplexage de plusieurs 
connexions transr:ort sur une seule connexion réseau, ainsi 
que la gestion du contrôle de flux (sujet à négociation 
voir 8.2.2.). C'est ce genre de classe que l'on retrouve sur 
des systèmes autonaœs. 
* CLASSE 3 : C'est la classe avec reprise sur erreur et 
multiplexage. Destinée à fonctionner sur un système 
semblable à celui de la classe 2, elle est prévue r:our 
fonctionner avec des connexions réseau présentant un taux 
acceptable d'erreurs non détectées, mais un taux inacceptable 
d'erreurs signalées. 
* CLASSE 4: C'est la classe avec détection d'erreurs. Elle 
présente de plus toutes les caractéristiques de la classe 3. 
Elle est destinée à l'utilisation de connexions réseau 
présentant un taux inacceptable d'erreurs (signalées et non 
signalées) • 
D3ns le cadre de la réalisation d'un réseau local, et sur 
base de ce qui a été vu concernant le réseau El'HERNEI' (voir 
3.2.), la classe 2 était typiquement la classe à mettre en 
oeuvre. En effet, le taux d'incidents sur la ligne est très 
faible (car la couche liaison de données d'EI'HERNEI' ne transmet 
que des trames correctement reçues), et statistiquement le taux 
d'erreurs sur un câble coaxial est assez bas. 
Pour des raisons de confonnité à la norme, toute mise en 
oeuvre de la classe 2 entraine la mise en oeuvre obligatoire de 
la classe O. Cette mise en oeuvre a été réalisée, bien 
qu'inutilisée dans l'architecture de ce prototype. 
On r:ourrait certes objecter que la mise en oeuvre de la 
classe 3 aurait pu être plus appropriée. En effet, en cas 
d'erreur signalée, la classe 2 ne prévoit d'autre traitement que 
de libérer la connexion. Cependant, en regardant les services 
fournis par El'HERNEI', on constate qu'en cas de détection 
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d'erreur sur une trame {C.R.C. incorrect ou nanbre non entier 
d'octets), on ne peut faire aucune hyp'.)thèse sur la référence de 
destination, celle-ci :EX)uvant être erronée aussi bien que le 
reste. Il est donc impossible de signaler une erreur à une 
entité précise, d'ou la classe 3, prévue :EX)ur faire des reprises 
sur erreurs SiœALEES, ne nous parait :pa.s appropriée. 
La classe 4 détecte les erreurs. En fait, c'est une classe 
qui se justifie autant :EX)ur des L.A.N. que pour des W.A.N., 
seulement la réalisation d'une classe 4 :EX)ur cette couche 
représente à elle seule un travail considérable. L'utilisation 
· de temporisateurs canplexes (délai de création de connexion, 
délai d'inactivité, temporisateur de fenêtre ••• ) fait que les 
interruptions sont indispensables. De plus, les ressources 
nécessaires sont beaucoup plus importantes, car toute unité de 
données est mémorisée dans le système pendant un certain temps. 
Dans ce travail où trois autres couches devaient être 
réalisées, le choix fut pris de ne :pa.s mettre en oeuvre cette 
classe 4. 
8.2.2. Négociations. 
Com:ne dans toutes les couches, il est nécessaire de négocier 
certaines options de la couche transport. Toutes les 
négociations se font au manent de la création de la connexion, 
et les options choisies ne peuvent être roodifiées durant la 
vie de la connexion;. 
Une des négociations :EX)rte sur la classe choisie. Le 
fournisseur de service pro:EX)se en effet la classe 2, mais 
pro:EX)se également cœme classe de repli la classe O. 
Le transfert des données express est aussi sujet à 
négociation : , l'utilisateur des services de trans:EX)rt peut en 
demander l'usage, qui peut être refusé par l'entité appelante, 
éventuellement par l'entité appelée, ou encore par l'utilisateur 
des services transport appelé. Ce n'est que si tous sont 
capables de supporter ou d'utiliser ce service que le transfert 
des données express sera réalisé. 
La taille maximum des unités de données de protocoles de 
transport est également négociée. Chaque entité transport 
pro:EX)se la taille max±mum qu'elle peut supporter (en fonction de 
ses ressources), et c'est la plus petite des deux qui est 
choisie. 
Une option encore négociée est l'absence de contrôle de 
flux de la classe 2, ce qui la reduit à la classe de œse avec 
multiplexage. 
8.2.3. Multiplexage et gestion d'adresses. 
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Le nanbre de connexions de transport est égal au nanbre de 
connexions de session (lui-même égal au nanbre de connexion de 
présentation et d'application}. Par contre, le nanbre de 
connexions de transport est supérieur ou égal au nanbre de 
connexions de réseau. Un multiplexage est nécessaire. 
Le nanbre de 
systèmes pour 
transport. 
connexions de réseau est égal au nanbre de 
lesquels il existe au rroins une connexion 
Une adresse de . point d'accès des services au transport se 
cx::rnpose de trois parties: 
- un identificateur du système. 
- un point(".") servant de délimiteur. 
- un identificateur local à ce système. 
L'adresse_ entière ne peut depasser 16 caractères. 
exemples: SYS2.USER5 
1.roro 
La première partie est l'adresse du point d'accès des 
services du réseau, la deuxième étant un identificateur local. 
Le tout fonne l'adresse de point d'accès des services du 
transport. 
I.e fournisseur du service transport ne fait aucun contrôle 
de sémantique sur l'adresse de point d'accès des services. Il 
essaye simplement d'établir une connexion réseau entre les 
premières parties dès deux adresses. 
Afin d'identifier une connexion transport à partir d'un point 
d'accès des services de réseau, chaque entité se voit attribuer 
un numéro· entier destiné à servir de référence. Pour affecter 
ce numéro à une connexion, le fournisseur de service va chercher 
le premier entier positif non utilisé. Chaque T.P.D.U. va 
contenir ce numéro, pennettant le démultiplexage par l'entité 
réceptrice. 
Un exemple de la gestion des adresses de points d'accès des 
services est représenté à la fig 8-1. 
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SESSIOO TRANSPORT RESEAU LIA.OON. PHYS. 
) -k-kld.******* -Jrlrlrlc**-lrlrirlric + 
) * A.1-C.3 *----* A.1-C.3 *-+ + 
) -JrlrlrlcA****** -Jrlrlrlc******* + + 
) + + 
) ***-Jrlrirlc**** -Jrlrlrlc***-Jrlrlrlc + -Jrlrlrlc*** + 
s ) * A.2-C.1 *----* A. 2-C. 1 *--+--* A-C *--+ + 
y ) *-Jrlrlrlc-Jrlrirlc** -Jrlrlrlc-Jrlt:-Jrlt:*** + **~ + + 
S · ) + + + 
A ) * A.3-C.2 * * A.3-C.2 *--+ +-*A*---+ 
) *********** **-Jrlt:-Jrlt:***** + ~ + 
) + + 
) *********** ******-Jrlt:-Jrlt:* ******* + + 
) * A.1-B.1 *--* A. 1-B. 1 *---* A-B *-+ + 
) *****-Jrlt:-Jrlt:** *-lrlt:***-lrlrirlric ******* + 
+ 
+ 
+ 
) * * * * * * * * *** ****1rl<***** ******* + 
s ) * B.1-A.1 *---* B. 1-A. 1 *-----* B-A *--+ + 
y ) ~****** * * * * * * k-kk:lrir -Jrlt:-Jrlt:*** + ***** + 
s ) +--* B *----+ 
B ) * B.1-C.1 *---* B.1-C.1 *--* B-C *--+ + 
) *****-Jrlt:-Jrlt:** tttt**-lrlt:*** ******* + 
+ 
+ 
+ 
) -lrlt:*****-lrlt:** ******-Jrlt:-Jrlt:* tttt*** + 
) * C.1-B.1 *----* c.·1-B. 1 *-----* C-B *--+ + 
) *******k-k** ******-lrlrirlric **~ + + 
) + + 
) *********** *********** + ***** + 
s ) * C.1-A.2 *----* C.1-A.2 *--+ +--* C *----+ 
y ) -lrlt:********* ******-Jrlt:-Jrlt:* + + -lrlrirlric + 
s ) + + + 
C ) * C.2-A.3 *----* C.2-A.3 *----* C-A *--+ + 
) *********** **-lrlt:******* + ******* + 
) + + 
) *********** *********** + + 
) * C.3-A.1 * * C.3-A. 1 *--+ + 
) *********** *********** + 
FIG 8-1 : Exemple de gestion des points d'accès des services. Chaque 
entité est représentée par le point d'accès des services appelant et 
appelé. 
A.1-C.3 représente par exemple une des trois connexion du système A au 
système C. Pour le système A, c'est la première des trois connexions 
existants entre ces systèmes, pour le système c, c'est la troisième. 
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8.2.4. Contrôle de flux. 
Les normes spécifient les règles de gestion du oontrôle de 
flux, sans préciser la facon dont cela doit être mis en 
oeuvre. Nous déoouperons ce paragraphe en deux : les 
spécifications des normes d'une part, la réalisation d'une autre 
part. 
8.2.4.1. Définitions 
8.2.4.1.1. Crédit 
Le crédit est le nanbre d'unités de données de 
protocole qu'une entité est autorisée à émettre. 
8.2.4.1.2. Numéro d'unité de données de protocole. 
Chaque unité de données est numérotée. Le numéro 
d'une unité de données de protocole est égal au numéro 
de la dernière unité de données de protocole émise 
incrémenté de un. Le numéro initial est zéro. 
8.2.4.1.3. Fenêtre de transmission. 
La fenêtre de transmission est l'ensemble des 
numéros d'unités de données de protocole de transport 
qu'une entité a le droit d'émettre. 
8.2.4.1.4. T.P.D.U. Œ 
C'est une unité de données de protocole de requête 
de création de oonnexion. 
8.2.4.1.5. T.P.D.U. CC 
C'est une unité de données de protocole de 
confinnation de création de connexion. 
8.2.4.1.6. T.P.D.U. DT 
C'est une unité de données de protocole transportant 
des données de l'utilisateur des services de transport. 
8.2.4.1.7. T.P.D.U. AK 
C'est une unité de données de protocole destinée à 
acquiescer des données et à m:x:lifier la fenAetre de 
transmission. 
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8.2.4.1.8. Limite inférieure de fenêtre. 
C'est le plus petit numéro de T.P.D.U. DI' que 
l'entité est autorisée à émettre. 
8.2.4.1.9. Limite supérieure de fenêtre. 
C'est le plus grand numéro de T.P.D.U. DI' que 
l'entité est autorisée à émettre. 
8.2.4.2. Spécifications du contrôle de flux. 
Le contrôle de flux est basé sur un mécanisme de 
crédit. Chaque entité de transport affecte un crédit 
initial à l'autre entité, contenu dans la T.P.D.U. œ pour 
l'entité appelante, dans la T.P.D.U. CC pour l'entité 
appelée. 
Au dép:rrt, la limite inférieure de la fenêtre d'une 
entité est égale à zéro, la limite supérieure au crédit 
reçu dans la T.P.D.U œ ou la T.P.D.U. œ. 
Au fur et à mesure de la transmission, toute unité de 
données de protcx::ole porte un numéro, égal à celui de la 
précédente uni té · de données plus 1 , m:x:lulo 128. Une 
entité peut émettre des T.P.D.U. DI' jusqu'à ce que le 
numéro de la prochaine T.P.D.U. IJl' soit supérieur à la 
limite supérieure de la fenêtre. 
A tout rncment, une entité peut rncdifier la fenêtre de 
l'entité correspondante en émettant une T.P.D.U. AK, 
contenant un numéro de T.P.D.U. et un crédit, à condition 
que : 
- Le numéro de T.P.D.U. soit supérieur ou égal au dernier 
numéro de T.P.D.U. AK émis, ou supérieur à zéro si c'est 
la première T.P.D.U. AK émise. 
- La sarrre des valeurs numéro de T.P.D.U. AK et crédit 
(rncxiulo 128) ne soit pas inférieure à la limite supérieure 
de la fenêtre de l'entité correspondante (pas de 
réduction de crédit autorisée). 
A la réception d'une T.P.D.U. AK, l'entité va mettre à 
jour sa fenêtre de transmission en prenant le numéro de 
la T.P.D.U. AK canne la limite inférieure de sa fenêtre, 
et la sœrne des valeurs numéro de T.P.D.U. AK et crédit 
cœme sa limite supérieure de fenêtre. 
Ce mécanisme est symétrique au niveau des deux entités. 
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8.2.4.3. Réalisation du contrôle de flux. 
Au manent de la création d'une connexion transport, 
chaque entité se voit réserver une méiroire tampon, de 
taille finie. 
L'entité initiatrice de la connexion va attribuer dans 
la T.P.D.U. Œ un crédit égal à la taille du tampon 
divisée par la taille maximale proposée des unités de 
données de protocole de transport. 
L'entité recevant une T.P.D.U. Œ va d'abord déterminer 
la taille maximum des unités de données de protocole, qui 
est la valeur la plus petite entre la taille proposée et 
la taille que cette entité supporte, le résultat allant 
être la taille maximale des T.P.D.U. supportée par la 
connexion. Appliquant le même mécanisme, elle émettra 
dans la T.P.D.U. œ un crédit égal au quotient de la 
taille de son tampon et de cette taille de T.P.D.U. 
A la réception d'une T.P.D.U. œ, l'entité va calculer · 
si une augmentation de crédit est possible (cas où la 
taille maximum des T.P.D.U. aurait été diminuée), et si 
c'est le cas, émet une T.P.D.U. AK avec le nouveau crédit, 
obligatoirement plus grand que le crédit initial. 
Lorsqu'une entité reçoit une T.P.D.U. D:Ç'.., après 
vérification de sa validité (numéro canpris dans la 
fenêtre de transmission et égal au dernier numéro reçu 
plus un}, elle va calculer si le crédit peut être 
augmenté, ce qui est possible car l'indication de données 
du réseau fournit la longueur utile de la T.P.D.U., cette 
longueur pouvant être inférieure à la taille maximum des 
T.P.D.U. Si ce crédit peut être augmenté, une T.P.D.U. 
AK est émise avec le dernier numéro de T.P.D.U. IJl' reçu, 
et le nouveau crédit. 
Lorsque l'utilisateur du service ira retirer du tampon 
(par la fonction T-!Jl'-IND) une unité de données du service 
transport, une augmentation de crédit est également 
possible, ce qui canme précédemnent engendrera l'émission 
d'une T.P.D.U. AK. 
Prenons un exemple pour illustrer ce mécanisme. 
Supposons la taille du tampon égale à 600 octets, la 
taille maximum des T.P.D.U à 256 octets. A la fin de 
l'établissement de connexion, nous aurons: 
limite inférieure= 1 
mémoire tampon libre= 600 
crédit réel= 600 / 256 = 2 
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crédit attribué= 2 
limite supérieure= crédit= 2 
Arrive une première T.P.D.U DI' de numéro 1, d'une 
taille de 100 octets. La situation deviendra: 
limite inférieure= 2 
mé.rroire tampon libre = 600 - 100 = 500 
crédit attribué= 1 
crédit réel= 500 / 256 = 1 
limite supérieure= 2 
Il n'y a en effet pas de changement, une seule 
T.P.D.U. ?)uvant être reçue. SUpp:,sons qu'arrive une 
sea:>nde T.P.D.U. DI' ?)rtant le numéro 2 et de même 
taille ( 1 00 octets) • Nous aurons alors : 
limite inférieure= 3 
mémoire tampon libre= 500 - 100 = 400 
crédit attribué= 0 
crédit réel= 400 / 256 = 1 
limite supérieure= 2 
On voit que le crédit réel est supérieur au crédit 
attribué. L'entité va donc émettre une T.P.D.U. AK ayant 
cœme numéro 3 et carme crédit 1. L'entité destinatrice 
modifiera sa fenêtre, lui mettant les limites 
inférieures et supérieures à 3. 
Si suite à cela, l'utilisateur des services de 
trans?)rt retire les de~ unités de données, nous aurons: 
limite inférieure= 3 
mémoire tampon libre= 400 + 200 = 600 
crédit attribué= 1 
crédit réel= 600 / 256 = 2 
limite supérieure de fenêtre= 3 
De nouveau, une T.P.D.U. AK doit être émise, ?)rtant 
le numéro de T.P.D.U. AK 3 1 et signalant un nouveau crédit 
de 1. 
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8.2.5. Contrôle de flux des données express. 
Le contrôle de flux des données express est beaua::,up plus 
simple, pour deux raisons: la taille des T.P.D.U. express est 
très r:,eti te ( max 1 6 octets) , et on n' émet une seconde T. P. D. U. 
de données express que lorsque la première a été acquiescée. 
Voyons d'abord quelques définitions, puis nous montrerons le 
mécanisme gérant le contrôle de flux des données express. 
8.2.5.1. T.P.D.U. ED 
C'est une unité de données de protocole transport 
portant des données express. 
8.2.5.2. T.P.D.U. FA 
C'est une unité de données de protocole signifiant 
l'acquiescement de la dernière T.P.D.U. ED émise. 
Supposons qu'une entité soit émettrice et l'autre réceptrice 
de données express, le mécanisme étant symétrique. L'entité 
réceptrice possède deux tampons de réceptions de T.P.D.U. ED., 
et canporte trois états: 
-:- PREMIER-VIDE 
- PREMIER-PLEIN 
- SEXXND-PLEIN 
L'entité émettrice canporte deux états: 
- PRET-EMISSIOO 
- ATI'ENTE-AQJ. 
Les états initiaux sont PREMIER-VIDE pour l'entité 
réceptrice, PRET-EMISSION pour l'entité émettrice. 
Lorsqu'il y a demande d'émission (T-EX-REQ), si l'état est 
PRET-EMISSIOO, le fournisseur de services émettra une T.P.D.U. 
ED, et prendra l'état ATI'ENTE-AQJ. Sinon, il signalera un 
engorgement des données express. 
A la réception d'une T.P.D.U. FA, le fournisseur de services 
signalera une erreur s'il avait l'état PRET-EMISSION, sinon il 
passera de l'état ATI'ENTE-A()J. à l'état PRET-EMISSIOO. 
Du côté de la réception, lorsque le fournisseur de services 
reçoit une T.P.D.U. ED, trois cas r:,euvent se présenter: 
- Il est en état PREMIER-VIDE: il y a rangement du contenu 
de la T.P.D.U. dans le premier tampon, émission d'une 
T.P.D.U. FA, et passage à l'état PREMIER-PLEIN. 
CXNIRIBOTION A UNE REALISATION o.s.I. Page 70 
- Il est en état ffiEMŒR-PLEIN: il y a rangement dans le 
deuxième tampon, et passage à l'état sro:ND-PLEIN. 
- Il est en état SEO:ND-PLEIN: signalisation d'une erreur de 
protocole. 
Lorsque l'utilisateur des services veut s'enquérir de la 
présence de données express (par la fonction T-EX-IND), les 
trois cas suivant peuvent se présenter: 
- Il est en état ffiEMŒR-VIDE 
valeur "faux". 
la fonction retourne la 
- Il est en état ffiEMŒR-PLEIN: la fonction prend la valeur 
"vraie", le fournisseur délivre les données contenues dans le 
premier tampon, et passe à l'état ffiEMŒR-VIDE. 
- Il est en état SECnID-PLEIN: la fonction prend la valeur 
"vrai", le fournisseur délivre les données contenues dans le 
premier tampon, transferre les données contenues dans le 
second tampon vers le premier tampon, émet une T.P.D.U FA, et 
passe à l'état PREMIER-PLEIN. 
De la sorte, 
peut émettre une 
acquiescée. 
les spécifications sont bien respectées, on ne 
T.P.D.U. ED que lorsque ~a première a été 
8.2.6. Traitement d'erreurs. 
Lors de la mise en oeuvre de la classe 2, il n'est pas 
spécifié ce qui doit se passer en cas d'erreur de protocole. 
Dans notre réalisation, nous avons classé les erreurs en deux 
types : celles provenant de l'utilisateur des services; et 
celles provenant des indications de l'entité réseau. 
Pour les premières, la variable ERR présente dans toute 
primitive prend une valeur non nulle, dépendante du type 
d'erreur. La façon dont réagit l'utilisateur de service 
"fautif" est une décision locale. 
Pour les erreurs de protocole provenant du réseau (numéro de 
T.P.D.U. invalide, T.P.D.U. non attendue, etc ••• ), il y a 
émission d'une T.P.D.U. ER, c'est à dire une unité de données de 
protocole de transport d'erreur, avec un code signalant 
l'erreur. Vu que la classe 2 ne fait pas de reprises sur 
erreur, à la réception d'une telle T.P.D.U., l'entité effectue 
une requête de libération de connexion. 
8.2.7. Diagrarrme d'enchainement des primitives. 
Le lecteur trouvera en annexe une table d'état détenninant 
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les actions à prendre en fonction des évènements entrants et de 
l'état de l'entité. 
8.3. EXTENSICR> FUIDRES. 
Afin, de fournir un service réseau très efficace, et sur une machine 
autorisant les interruptions (ou mieux le multi-tâches), une 
réalisation de la classe 4 constituerait une amélioration 
intéressante. Cette classe détecte toute ananalie de fonctionnement 
grâce à une batterie de · temporisateurs destinés à déceler toute 
ananalie par l'expédition de T.P.D.U. de contrôle. Elle offre de 
plus certains services tels le total de contrôle au niveau d'une 
unité de données de protocole, qui canplète le calcul du C.R.C. de la 
couche liaison de données d'ETHERNET. 
De plus, le modèle o.s.r. prévoit l'utilisation possible dans cette 
classe du mode hors-connexion réseau, spécialement adaptée aux L.A.N. 
(IS015) (IS016) (IS017) (IS018) (S'IUOOITZ). 
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9. IE3ŒIPTICN DE LA a::xJœE SE'SSICN. 
Avant d'aborder la couche session, il faut préciser que dans ce texte, 
nous ne parlerons que du sous-ensemble des primitives nécessaire à 
l'architecture choisie, à savoir les primitives nécessaires à la réalisation 
de l'application de gestion des fichiers -(F.T.A.M - voir 11.). Le lecteur 
intéressé trouvera en annexe la définition et la réalisation de TCUl'FS les 
fonctions définies dans les textes des nonnes relatifs à la définition du 
service et du protocole de la couche session. 
L'ensemble de ces fonctions a été réalisé, mais par manque dè capacité du 
système utilisé, il ne :peut être mis en oeuvre simultanément. 
9. 1. SPEX.:IF'ICATICNS DES SERVICES. 
Rap:pelons que l'ensemble des en-têtes de procédures et de 
fonctions d~rits ci-dessous sont les seules parties visibles par 
l'utilisateur des services de session. Les règles de dénanination 
des nans de ces procédures et fonctions sont celles reprises dans les 
conventions de services {voir 5.3.). 
9.1.1. Concepts. 
9.1.1.1. Unités fonctionnelles. 
Afin de pen11ettre une synchronisation du dialogue 
s'adaptant au plus grand nanbre d'utilisations !X)Ssible, 
la couche session est suooivisée en plusieurs 
sous-ensembles, appelés UNITES FONCTICNNELLES. On retrouve 
certaines de ces unités fonctionnelles dans les nonnes du 
c.c.I.T.T., certaines dans les prO!X)Sitions de l'E.C.M.A., 
etc ••• , ce qui !X)urrait faire croire que le concept de ces 
unités fonctionnelles a plutôt !X)ur but de mettre 
d'accord toutes les parties concernées par 
l'interconnexion. 
Le choix des unités fonctionnelles est négocié au 
m:xnent de la création d'une connexion. Un utilisateur des 
services de session désigne les unités fonctionnelles dont 
il a œsoin, le fournisseur de service vérifie qu'il a 
bien les capacités de les mettre en oeuvre, les pro!X)se à 
l'entité appelée, qui choisit celles qu'elle :peut 
supporter, avant de les pro!X)ser à l'utilisateur des 
services de session ap:pelé, qui panni celles qui restent, 
choisit celles qui seront mises en oeuvre, à moins qu'il 
ne juge le restant insuffisant, auquel cas il refuse la 
création de la connexion {en précisant les unités qu'il 
:peut sup!X)rter). 
Voyons les différentes unités fonctionnelles pro!X)sées 
par l'O.S.I. 
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9.1.1.1.1. Noyau de base. 
Le noyau de base contient les services 
nécessaires à la création d'une connexion session, 
au transfert des données, à la libération nonnale 
d'une connexion, et à sa coupure brutale. 
L'ensemble des primitives du noyau de base est 
toujours présent et n'est pas sujet à négociation. 
9.1.1.1.2. Négociation de terminaison. 
Cette unité fonctionnelle canprend le service de 
négociation de libération de connexion. 
L'utilisateur des services de session peut refuser 
la terminaison de connexion, signifiant par là qu'il 
a encore des données à émettre. Le jeton de 
négociation de libération (voir 9.1.1.2.) est 
disponible. 
9.1.1.1.3. Transmission en semi-duplex. 
Lorsque cette unité fonctionnelle a été 
sélectionnée, la transmission a lieu à l'alternat 
( 1 'un après l'autre) et le jeton de données ( voir 
9.1.1.2.) est disponible. · 
9.1.1.1.4. Transmission en duplex. 
Cette unité ne !)=ut être choisie qu'a 
l'exclusion de la précédente. Lorsqu'elle est 
sélectionnée, la transmission des données s'effectue 
de facon simultanée, et le jeton de données ( voir 
9.1.1.2.) n'est pas disponible. 
9.1.1.1.5. Transfert de données express. 
L'unité fonctionnelle de transfert de données 
express pennet le transfert de données express sur 
une connexion session indépenderrrnent de toute 
restriction imposée par le contrôle de flux ou 
l'attribution du jeton de données (voir 9.1.1.2.). 
9.1.1.1.6. Transfert de données typées. 
L'unité fonctionnelle de transfert de données 
typées pennet de transférer des unités de données de 
service de session dites "typées", indépendernment de 
l'attribution du jeton des données (voir 9.1.1.2.). 
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9.1.1.1.7. Transfert d'infonnations de capacité. 
Cette unité fonctionnelle permet de transférer 
une quantité limitée d'infonnations avec 
confinnation. Cette unité fonctionnelle ne peut 
être sélectionnée que si l'unité fonctionnelle de 
gestion d'activité a été sélectionnée (voir 
9.1.1.1.12.). 
9.1.1.1.8. Synchronisation mineure. 
Cette unité propose à l'utilisateur la pose de 
points de synchronisation mineure (voir 9.1.1.3.). 
Le jeton de synchronisation mineure est disponible 
(voir 9.1.1.2.). 
9.1.1.1.9. Synqhronisation ma.jeure. 
Cette unité prop:::>se à l'utilisateur la p:::>se de 
points de synchronisation majeure (voir 9.1.1.3.). 
Le jeton de synchronisation majeure (voir 9.1.1.2) 
est disponible. 
9.1.1.1.10. Resynchronisation. 
Cette unité fonctionnelle pennet à l'utilisateur 
des services de session la p:::>se de points de 
resynchronisation (voir 9.1.1.4.). 
9.1.1.1.11. Signalisation d'ananalies. 
L'unité fonctionnelle de signalisation 
d'ananalies canprend les services de signalisation 
d'ananalie par l'utilisateur des services et par le 
fournisseur des services. Cette unité fonctionnelle 
ne peut être choisie que si l'unité fonctionnelle 
de transmission semi-duplex a été choisie. 
9.1.1.1.12. Gestion d'activité. 
Lorsque cette unité fonctionnelle a été choisie, 
l'utilisateur des services de session peut gérer les 
activités et le service de p:issation de contrôle 
(voir 9.1.1.5.). Le jeton de synchronisation 
majeure (voir 9.1.1.2.) est disponible. 
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9.1.1.2. Concept de jeton. 
Un jeton est un attribut d'une connexion de session qui 
est attribué dynamiquement à un seul utilisateur du 
service de session à la fois, pour lui permettre de faire 
usage de certains services. La possession d'un jeton 
confère le droit d'utilisation exclusive du service 
associé au jeton. 
Quatre jetons ont été définis : 
- Le jeton de données (voir 9.1.1.1.3.). 
- Le jeton de synchronisation mineure (voir 9.1.1.1.8.). 
- Le jeton de synchronisation majeure et d'activité (voir 
9 • 1 • 1 • 1 • 9 • et 9. 1 • 1 • 1 • 1 2 • ) • 
- Le jeton de tenninaison (voir 9.1.1.1.2.). 
Un jeton est toujours soit disponible, auquel cas il 
est attribué à un des utilisateurs (et non attribué à 
l'autre) , qui a le droit aux services associés au jeton, 
soit indisponible auquel cas deux situations se présentent 
Soit aucun utilisateur n'a accès aux services associés 
~u jeton. 
- Soit les deux entités y ont droit. 
9.1.1.3. Concepts de synchronisation. 
Les utilisateurs des services de session peuvent 
insérer des points de contrôle au cours de leur 
dialogue. Clla.que point de contrôle est représenté par 
un m.nnéro de série ( canpris entre O et 999 998) • Les 
m.nnéros de série des points de contrôle sont attribués 
par les utilisateurs des services session, mais leur 
validité est contrôlée par le fournisseur de services. 
On trouve deux types de synchronisation: 
- La synchronisation majeure (voir 9.1.1.1.9.), et 
- La synchronisation mineure (voir 9.1.1.1.8.). 
La synchronisation majeure a pour but de structurer 
l'échange de données en une suite "d'unités de dialogue". 
Une unité de dialogue a carme caractéristique que tous les 
éléments échangés durant celle-ci sont canplètement 
séparés de ceux qui la précèdent et de ceux qui la 
suivent. Un point de synchronisation majeure indique la 
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fin d'une unité de dialogue et le début de la suivante. 
Tout point de synchronisation ma.jeure fait l'objet d'une 
confinnation explicite. 
La synchronisation mineure sert à structurer une unité 
de dialogue. Chaque point de synchronisation mineure peut 
faire, ou ne pas faire, l'objet d'une confinnation 
explicite. 
La fig 9-1 represente schématiquement la structuration 
d'une unité de dialogue. 
SYNC. MAJEURE 
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. 
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. 
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. 
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. 
. 
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. 
. 
* u * 
. 
. 
* E * 
. 
. . . 
**7rlr A Jd. A A A 
... 
SYNC. MAJEURE . . 
fig 9-1 exemple de structuration d'unité de dialogue. 
9.1.1.4. Resynchronisation. 
La resynchronisation peut être lancée par les deux 
utilisateurs de services de session. Elle sert à mettre 
la connexion dans un état défini, pennettant l'attribution 
d'une nouvelle valeur au numéro de série du point de 
synchronisation, et une nouvelle attribution des jetons 
disponibles. Suite à une resynchronisation, le 
fournisseur des services élimine toutes les données reçues 
qu'il n'a pas encore délivré à l'utilisateur des services. 
Trois options ont été définies: 
- L'abandon ( option ABANIDN) : elle sert à mettre le 
numéro de série à une valeur non encore utilisée. 
- Le redémarrage (option RESTART) : cette option est 
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utilisée pour attribuer au numéro de série une valeur 
ayant deja été utilisée, supérieure au numéro de série 
du dernier redémarrage, mais inférieure ou égale au 
numéro de série de la dernière synchronisation mineure 
; . 
am.se. 
- I.e choix de l'utilisateur (option SEI') : elle sert à 
attribuer une nouvelle valeur au numéro de série, 
valeur quelconque choisie par l'utilisateur des 
services. 
9.1.1.5. Concept d'activité. 
I.e concept d'activité a été défini par confonnité aux 
nonnes diffusées par le C.C.I.T.T. dans le cadre de la 
nonnalisation du télétex (ŒITT2). 
Une activité est un ensemble d'unités de dialogue. Une 
seule activité est autorisée à la fois. Une activité 
démarre, peut être interranpue, éventuellement reprise 
au cours de la même connexion session ou lors d'une 
connexion session ultérieure, peut être abandonnée ou 
cloturée nonnalement. La gestion des activités ne peut 
être utilisée que si cette unité fonctionnelle a été 
choisie (voir 9.1.1.1.12.). 
Lorsque l'unité fonctionnelle d'activité a été 
sélectionnée, et qu'aucune activité n'a encore démarré, 
les entités peuvent s'échanger des infonnations de 
capacités (voir 9.1.1.1.7.) si cette unité fonctionnelle a 
été sélectionnée, afin de connaitre leurs capacités 
mutuelles. 
D3.ns le cadre de cette réalisation, les unités fonctionnelles 
de transmission semi-duplex, de synchronisation mineure et de 
resynchronisation ont été mises en oeuvre, étant les seules 
nécessaires à la réalisation du protocole du F.T.A.M. Les 
autres sont données en annexe. 
9.1.2. Spécification des interfaces. 
9.1.2.1. Définitions carmunes. 
TYPE ARRAY-24=PACKED ARRAY(1 •• 24) OF CHAR; 
ARRAY-14=PACKED ARRAY(1 •• 14) OF CHAR; 
ARRAY-2 =PACKED ARRAY(1 •• 2) OF CHAR; 
ONE-BYTE =0 •• 255; 
'IW)-BYTES=0 •• MAXINT; 
SIX-BYTES=PACKED ARRAY(1 •. 6) OF ('0' •• '9'); 
TYP-SSDU=VAL :ARRAY(1 •• 1) OF 0 •• 255; 
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Canme pour la couche transport, le type des unités de 
données de service sera: 
TYPE TYPLCCAL=REO)RD 
(* SELCN BESOlliS *); 
END; 
TYPDATA=REmRD 
CASE BX>LEAN 
OF TRUE : ( SSDU :TYP-SSDU) ; 
FAI.SE: ( DATA: TYPiœAL) 
END; 
Sauf pour la requête et l'indication de données (ou 
elle est illimitée), la longueur maximale des unités de 
données de service de session est limitée à 512 octets. 
Dans toutes les primitives, nous trouverons une 
variable ERR, dont la valeur est différente de zéro p::,ur 
tout appel invalide de la primitive (erreur de protocole, 
engorgement, manque de ressources, unité fonctionnelle non 
mise en oeuvre, identificateur d'extrémité de connexion 
invalide, p::,int d'accès aux services appelé inconnu, 
etc ••• ). Certains de ces codes signalent des erreurs non 
persistantes (engorgement •• ), d'autres des erreurs 
persistantes (erreur de protocole, identificateur 
d'extrémité de connexion invalide, ••• ). 
9.1.2.2. Création de connexion. 
PROCEDURE S-ŒN-REQ 
(VAR S-IDI':TYP-IDI'; 
CALLlliG-REFERENCE:ARRAY-24; 
ClJMt.CN-REFERENCE :ARR!\.Y-1 4; 
ADDITiœAL-REFERENCE:ARRAY-2; 
CALLlliG-SSAP: TYP-SAP; 
CALLED-SSAP:TYP-SAP; 
SES-REQ: 'IWO-BYTES; 
NUM:SIX-BYTES; 
'IDKEN:CNE-BYTE; 
VAR SSDU:TYP-SSDU; 
VAR ERR: IN'I'mER) ; 
FUNCrIOO S--0:N-IND 
(VAR S-IDI':TYP-IDI'; 
VAR CALLlliG-REFERENCE:ARRAY-24; 
VAR ~-REFERENCE:ARRAY-14; 
VAR ADDITICNAL-REFERENCE:ARRAY-2; 
VAR CALLlliG-SSAP:TYP-SAP; 
VAR CALLED-SSAP:TYP-SAP; 
VAR SFS-REQ:'IWO-BYTES; 
VAR NUM:SIX-BYTES; 
VAR 'IDKEN:CNE-BYTE; 
VAR SSOO:TYP-SSDU; 
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VAR ERR: INTEGER) : I?O)LF.AN; 
De par l'absence de multiplexage entre l'adresse de 
J;Oint d~accès de services de transJ;Ort et l'adresse de 
J;Oint d'accès de services de session, ces deux 
identificateurs d'extrémité de connexion (S-IDr) seront 
identiques, et leur gestion également. 
L'identification du demandeur de la connexion se fait 
au moyen de trois valeurs: 
- La référence personnelle du demandeur 
( CALLrnG-REFERENCE) • 
- Une référence canmune 
( (X)Mt,Œ-REFERENCE) • 
- Une référence supplémentaire 
(ADDITIONAL-REFERENCE). 
Le fournisseur des services de session n'utilise pas ces 
références, et se contente de les transmettre à l'entité 
appelée. 
On trouve l'origine de la présence de ces références en 
analysant l'avis S.62 du C.C.I.T.T. (ŒITT2). La référence de 
l'utilisateur appelant se nanrne dans l'avis S.62 
"l'identification du tenninal demandeur" (et carme nous le 
verrons plus bas la référence de l'utilisateur appelé sera 
"l'identification du tenninal demandé"), la référence ccmnune 
deviendra "la date et l'heure", et la référence additionnelle 
"le numéro de référence d'échange supplémentaire". Ce petit 
exemple nous permet d'illustrer la guerre d'influence entre ces 
deux instituts de nonnalisation (voir 4.2.). 
Les adresses de J;Oint d'accès de service (CALLrnG-SSAP et 
CALLED-SSAP) servent à créer la connexion. 
Les unités fonctionnelles souhaitées (SE.SREQ J;X)ur SESsion 
REl;2uirements) sont codées sur 16 bits, et J;X)ur chaque unité, le 
bit est mis à "1" lorsque l'unité est souhaitée. Voici la 
description du ca:!age: 
bit 1 = transmission semi-duplex 
2 = transmission duplex 
3 = tranfert de données express 
4 = synchronisation mineure 
5 = synchronisation majeure 
6 = resynchronisation 
7 = gestion d'activité 
8 = négociation de tenninaison 
9 = transfert d'infonnation de capacités 
10 = signalisation d'anaralies 
11 = transfert de données typées. 
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Rappelons que le 
transmission duplex ou 
et la resynchronisation. 
rocrlèle réalisé ne supp::>rte que la 
semi~uplex, la synchronisation mineure 
Si la synchronisation mineure ou majeure, ou la 
resynchronisation ont été souhaitées, un numéro de série initial 
doit être convenu. Ce numéro de série est codé en ASCII, et 
ccmprend de 1 à 6 chiffres. 
Lorsque des jetons sont disp::>nibles (selon les choix des 
unités fonctionnelles), leur attribution est nécessaire. Au 
m:::ment de la requête de connexion, trois valeurs sont 
p::>ssibles, codées sur 2 bits: 
- Attribué à l'entité appelante: code 00 
- Attribué à l'entité appelée: code 01 
- Laissé au choix de l'entité appelée: code 10. 
Le codage des jetons est effectué camne suit : 
- jeton de tennina.ison : bits 8 & 7 
(non mis en oeuvre). 
jeton de synchronisation majeure et de gestion d'activité: 
bit 6 & 5 . 
(non mis en oeuvre). 
- jeton de synchronisation mineure : bit 4 & 3. 
- jeton des données : bit 2 & 1 •. 
Les données peuvent œmp::,rter jusqu'a 512 octets, 
transparents au fournisseur des services de session, et 
reproduits tels quels dans l'indication de connexion. 
PRcx:::EDURE S-ŒN-RSP 
(S-IDI':TYP-IDI'; 
CALLED-REFERENCE:ARRAY-24; 
~-REFERENCE:ARRAY-14; 
ADDITIOOAL-REFERENCE:ARRAY-2; 
RFSPCNDING-SSAP:TYPSAP; 
RESULT:INTEGER; 
SESREQ: T."70--BYTE.S; 
NUM:SIX-BYTE.S; 
'IOKEN:OOE-BYTE; 
VAR SS00:TYP-SSOO; 
VAR ERR: INTEGER) i 
FUNCTION S-ŒN-CNF 
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(S-IDr:TYP-IDr; 
VAR CALLED-REFERENCE:ARRAY-24; 
VAR ~-REFERENCE :ARRAY-1 4; 
VAR ADDITICNAL-REFERENCE:ARRAY-2; 
VAR RESPCNDING-SSAP:TYPSAP; 
VAR RESULT:INTEGER; 
VAR SESRFJ;;l:'IID-BYTES; 
VAR NUM:SIX-BYTES; 
VAR 'IOKEN: CNE-BY'IE; 
VAR SSDU:TYP-SSOO; 
VAR ERR: Ilfi'EGER) :Pa)LEAN i 
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L'entité appelée répJnd à une indication de connexion 
( S-<XN-IND} par une répJnse de connexion ( S-a:::N-RSP) • La 
variable RESULT aura une valeur nulle si la connexion est 
acceptée, un ccde de refus autrement. 
Les différents paramètres ont la même signification que 
dans la requête, excepté que les unités fonctionnelles ne sont 
plus souhaitées, mais dans la confirmation elles sont 
sélectionnées. 
L'attribution des jetons doit également être décidée 
{l'option "choix de l'entité appelée" n'est _pas valide}. 
En cas de refus de connexion (code RESULT différent de zéro), 
les paramètres sont donnés à titre indicatif, par exemple la 
variable SESRFJ;;l contient les unités fonctionnelles suppJrtées 
par l'entité appelée. 
7.1.2.3. Libération de connexion 
PRCCEDORE S-REL-RFQ 
(S-IDr:TYP-IDr; 
VAR SSDU: TYP-SSOO; 
VAR ERR: INTEX;ER) ; 
FUNCTIOO S-REL-IND 
{S-IDr:TYP-IDI'; 
VAR SSDU: TYP-SSDU; 
VAR ERR: INTEX;ER) : :eoJLEAN; 
La procédure de requête de libération de connexion 
(S-REL-RFQ de l'anglais RELease) peut être demandée par 
les deux entités si l'unité fonctionnelle de négociation 
de libération de connexion n'a PAS été sélectionnée, ce 
qui est le cas ici. Autrement, seule l'entité 
propriétaire du jeton de libération peut effectuer cette 
requête. 
PROCEDURE S-REL-RSP 
(S-IDI':TYPDIT; 
RESULT:INTEGER; 
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VAR SSIXJ:TYP-SSDU; 
VAR ERR: INTEGER) i 
FUNCTICN S-REL-CNF 
< s-mr: TYPmr; 
VAR RESULT:INTffiER; 
VAR SSIXJ:TYP-SSDU; 
VAR ERR: INTEGER) : ECOLE.AN; 
Page 82 
Le paramètre RESULT prend une valeur différente de zéro 
si l'entité réceptrice d'une indication de libération 
refuse de libérer la connexion. Elle ne peut le faire que 
si l'unité fonctionnelle de négociation de libération a 
été choisie. Dans notre réalisation, cette option n'est 
pas mise en oeuvre, ce qui entraine que l'entité ne peut 
qu'accepter la libération, et le paramètre RESULT est 
toujours égal à zéro. 
9.1.2.4. Transfert de données. 
PROCEDURE S-ffi'-Rm 
(S-IDr:TYP-IDr; 
VAR SSIXJ:TYP-SSDU; 
VAR ERR: INTEGER) ; 
FUNCI'ICN s-m..:. IND 
(S-IDr:TYP-IDr; 
VAR SSIXJ:TYP-SSDU; 
VAR ERR: INTEGER) :ECOLE.AN; 
La taille rnax.imale de l'unité de données de service 
n'est ici pas définie (elle est plus exactement limitée à 
64 Koctets). La fonction d'indication ne sera vraie que 
si toute l'unité de données a été reçue, indépenderrment de 
toute segmentation réalisée par le fournisseur des 
services. 
Dans la première version de la couche session était 
prévu un service de mise en quarantaine, qui n'est plus 
défini dans la version actuelle. C'est dû au fait que 
l'utilisateur des services de session peut émettre une 
unité de données de service de longueur "illimitée", ayant 
l'assurance que l'indication de la réception de cette 
unité de données ne se fera qu'à la réception canplète de 
l'unité. 
9.1.2.5. Synchronisation mineure. 
La pose de points de synchronisation mineure peut se 
faire à tout m:rnent au cours de la vie d'une connexion. A 
chaque point de synchronisation est associé un numéro de 
série pennettant l'identification de ce point de 
synchronisation. 
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L'entité qui :i;:ose un :i;:oint de synchronisation peut 
dernander la confinnation de ce :i;:oint de synchronisation. 
Elle n'est cependant pas tenue d'arrêter toute 
transmission de données en attendant la confinnation. 
PRcx::EDURE S-MIN-REQ 
(S-IDr:TYP-IDl'; 
TYP-SYNC:ONE-BY'IB; 
NUM:SIX-BY'IBS; 
VAR SSIXJ:TYP-SSDU; 
VAR ERR: INTEGER) ; 
FUNCTICN S-MIN-IND 
(S-IDI':TYP-IDI'; 
VAR TYP-SYNC:ONE-BY'IB; 
VAR NUM:SIX-BY'IBS; 
VAR SSIXJ:TYP-SSDU; 
VAR ERR: INTEGER) :ECOLEAN i 
Dans la :i;:ose de :i;:oints de synchronisation mineure, le 
TYP-SYNC précise si l'entité émettrice de la requête 
attend une ré:i;:onse de synchronisation mineure (bit 1 mis à 
"O") ou ne l'attend pas (bit 1 de TYP-SYNC mis à "1"); 
Le numéro de série (NUM) doit être supérieur d'une 
unité au numéro de la dernière synchronisation mineure, ou 
être égal au numéro contenu dans la S.P.D.U. de création 
de connexion ou dans celle de la dernière 
resynchronisation, selon la dernière primitive ayant eu 
lieu. 
PRCCEDURE S-MIN-RSP 
(S-IDI':TYPI-DT; 
NUM:SIX-BY'IBS; 
VAR SSIXJ:TYP-SSDU; 
VAR ERR: INTEGER) ï 
FUNCTICN S-MIN-CNF 
(S-IDI':TYP-IDI'; 
VAR NUM-SIX-BY'IBS; 
VAR SS00:TYP-SSDU; 
VAR ERR: INTEGER) : ECOLE.AN; 
Lorsque la ré:i;:onse à un :i;:oint de synchronisation a été 
demandée, l'entité réceptrice de la synchronosation émet 
une ré:i;:onse de synchronisation mineure (S-MIN-RSP), 
portant le numéro de synchronisation (NUM) de l'indication 
de synchronisation mineure. Ce numéro est indispensable, 
car plusieurs :i;:oints de synchronisation peuvent être 
énùs par une entité avant de recevoir la première 
confinnation. 
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9.1.2.6. Resynchronisation. 
Une resynchronisation peut être émise par les deux 
entités, à tout manent suivant l'établissement de la 
connexion, et permet de rncrlifier le numéro de série de 
synchronisation, purgeant ainsi les données non encore 
traitées, et de changer l'attribution des jetons. 
Apres avoir émis une requête de resynchronisation 
(S-RS-:Rm), l'entité ne peut qu'attendre la confinnation 
de la synchronisation. 
L'entité qui reçoit une indication de resynchronisation 
arrête de délivrer des données, et doit Émettre une 
réponse de resynchronisation. 
PRcx:EDORE S-RS-:Rm 
(S-IDI':TYP-IDI'; 
RSYN:CNE-BYTE; 
NUM: SIX-BYTES; 
'IDKEN:CNE-BYTE; 
VAR SSOO:TYP-SSDU; 
VAR ERR: INTmER) ; 
FUNCI'IOO S-RS-IND 
(S-IDI':TYPDIT; 
VAR RSYN:CNE-BYTE; 
VAR NUM:SIX-BYT&S; 
VAR 'IDKEN:CNE-BYTE; 
VAR SSOO:TYP-SSDU; 
VAR ERR: INTmER) :BCX)LF.AN; 
PRcx:EDORE S-RS-RSP 
(S-IDI':TYP-IDI'; 
NUM:SIX-BYTE.S; 
'IDKEN:OOE-BYTE; 
VAR SSOO:TYP-SSDU; 
VAR ERR: INTmER) ; 
FUNCI'IOO S-RS-CNF 
(S-IDI':TYP-IDI'; 
VAR NUM:SIX-BYT&S; 
VAR 'IDKEN: OOE-BYTE; 
VAR SSOO:TYP-SSDU; 
VAR ERR: INTmER) : BCX)LF.AN; 
Le paramètre de type de resynchronisation (RSYN) 
indique le genre de confinnation requise: 
0: option "redémarrage" (RESTART) 
1 : option "abandon" ( ABANLCN) 
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2: option "choix de l'utilisateur" (SEI'). 
La valeur du numéro de série (NUM) sera fonction du 
type de resynchronisation choisi. 
La co:lification des jetons est identique à celle de la 
création de connexion (voir 9.1.2.2.), de même que les 
remarques s'y rapportant. 
9.1.2.7. Attribution des jetons. 
A tout mcrnent, une entité peut offrir un jeton qu'elle 
possède à l'autre entité. 
PRcx::!EDORE S-GI'-REJ:l 
(S-IDI':TYP-IDI'; 
'IDKEN :OOE-BYTE; 
VAR ERR: INTEGER) i 
FUNCTICN S-GI'-J;ND 
(S-IDI':TYP-IDI'; 
VAR 'IDKEN:OOE-BYTE; 
VAR ERR: INTEGER) :EOJLFAN i 
La codification des jetons transmis est la suivante: 
bit 7: jeton de tenninaison 
bit 5: jeton de synchronisation majeure 
et de gestion d'activité 
bit 3: jeton de synchronisation mineure 
bit 1 : jeton de données. 
Si la valeur du bit est "1 ", l'attribution du jeton 
passe à l'entité recevant l'indication. 
Il faut remarquer que le passage des jetons est le seul 
service ne pennettant pas de transférer des unités de 
données de service. Ceci est dû au fait que ce service 
est presque toujours associé à une requête de 
transmission de données. 
9.1.2.8. Coupure de connexion. 
La requête de coupure de connexion (S-UAB-Rm) peut 
être émise par les deux entités à tout manent durant la vie 
de la connexion. 
L'indication de coupure de connexion peut apparaître 
suite à une requête de l'autre entité (S-UAB-IND), mais 
peut également être faite par le fournisseur de services 
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(S-PAB-IND). 
PRCX::EnJRE S-UAB-REJ,2 
(S-IDr:TYP-IDr; 
VAA SSOO: TYP-SSOO; 
VAA ERR: IN'r.ffiER) i 
FUNCTION S-UAB-IND 
( S-IDr:TYPIDr; 
VAA SSOO: TYP-SSOO; 
VAA ERR: INI'.&iER) : :OCOLF.AN; 
FUNCTION S-PAB-IND 
( S-IDr:TYPIDr; 
VAA CAUSE:ONE-BYTE; 
VAA ERR: INT.EX:;ER) : ECOLE.AN; 
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La procédure de requête de coupure de connexion 
(S-UAB-REJ,2), ainsi que la fonction d'indication de coupure 
(S-UAB-IND) de l'utilisateur de service (de l'anglais User 
ABort) ne spécifie pas ,la cause de la coupure, tandis que la 
fonction d'indication de coupure (S-PAB-IND) du fournisseur 
de service (de l'anglais Provider ABort) précise la raison de 
la déconnexion dans le paramètre CAUSE, et est signalée aux 
deux entités. 
9.1.2.9. Fonctions de test d'activité. 
Vu l'asynchronisrne règnant entre la couche transport et 
la couche session, deux fonctions !)eITilettant l'activation 
d'une entité session ont été prévues: 
FUNCTION NEW-ŒN 
(VAA S-IDr:TYP-IDI'; 
SSAP: TYP-SAP) : :OCOLF.AN; 
FUNCTION NEI'-ACT 
(S-IDr:TYP-IDr; 
VAA ERR: INT.EX:;ER) : :OCOLF.AN; 
La première sert à détecter l'indication d'une nouvelle 
connexion demandée par une autre connexion. L'adresse de 
point d'accès des services sert à détenniner si 
l'utilisateur · des services de session est bien 
l'utilisateur appelé. Si la fonction est vraie, 
l'identificateur d'extrémité de connexion prend une valeur 
identifiant la connexion. 
_La seconde fonction sert à activer l'entité session 
liée à l'identificateur d'extrémité de connexion. Le 
paramètre de détection d'erreur peut être différent de 
zéro si l'identificateur d'extrémité de connexion est 
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invalide. 
Ces deux primitives ne sont pas prévues dans les 
nonnes, mais ont été rajoutées dans notre réalisation. 
9.2.1. Utilisation de la couche transport. 
9.2.1.1. Affectation à une connexion transport. 
Lors d'une requête de ronnexion de session, le 
fournisseur de services va créer une ronnexion transport 
au moyen de la requête de ronnexion transport (T-(X)N-REQ 
voir 8.1.1.). Ensuite l'entité va attendre une 
ronfinnation de ronnexion (T-(X)N-CNF voir 8.1.1.), ou une 
indication de déconnexion (T-DIS-IND voir 8.1.3.). 
La fonction NEW'-(X)N sert à détecter si une nouvelle 
ronnexion est demandée. Pour cela, 1 'entité va tester 
l'entité transport via l'indiœtion de ronnexion transport 
(T-(X)N-IND voir 8.1.1.), et si cette fonction a la valeur 
"vrai", elle va accepter la connexion (T-{X)N-RSP voir 
8.1.1.) si elle possède assez de ressources pour supporter 
la connexion, ou la refuser par une requête de 
déconnexion (T-DIS-IND voir 8.1.3.). La fonction NEW'-CDN 
prendra alors la valeur "vrai". 
9.2.1.2. Utilisation des données nonnales. 
Toute unité de données de protocole de session est 
émise via la requête de données de la session (T-DT-REQ 
voir 8.1.2.). Toute l'unité est expé;:liée en un seul 
appel, la segmentation éventuelle étant prise en charge 
par l'entité transport. Tant qu'une unité de données de 
protocole n'est pas canplètement reçue, la fonction 
d' indiœtion de données de transport (T-DT-IND voir 
8.1.2.) prendra la valeur "faux". 
9.2.1.3. Utilisation des données express. 
Les unités de données de service express du transport 
sont utilisées pour transférer des petites unités de 
données de protocole. Son utilisation a pour but d'éviter 
le rontrôle de flux des données nonna.les, ce qui est 
particulièrement intéressant en œs de rongestion. On y 
transferre des unités de données relatives à la coupure, 
et à la préparation à la réception de certaines unités de 
données de protocole telles la resynchronisation. 
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9.2.2. Spécifications du protocole. 
9.2.2.1. Création de connexion. 
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Lorsqu'1.Il1e entité désire créer 1.Il'le connexion, elle va 
d'abord créer 1.Il'le connexion transport ( voir 9. 2. 1 • 1 • ) , 
ensuite elle va émettre une S.P.D.U. CN (connect), 
contenant les paramètre suivants (voir aussi 9.1.1.2.) : 
- L'identification de l'utilisateur appelant: 
- La référence de l'utilisateur appelant. 
- La référence canmune. 
- La référence additionnelle. 
- La taille rna.xirrrum des T.S.D.U que cette entité est 
apte à émettre et à recevoir, une valeur pour chaque 
sens de transfert. Cette valeur peut être nulle, 
auquel cas il n'y a pas de segmentation des unités de 
données de protocole, et on suppose que le fournisseur 
de service de transport peut émettre des unités de 
données de service de taille illimitée. 
- Une option de protocole indiquant que l'entité peut 
concaténer plusieurs unités de données de protocole 
session sur une unité de données de service de 
transport (toujours refusée dans notre réalisation)._ 
- Un numéro de version, égal à 1 (première version du 
fournisseur de services). 
- Le numéro de série initial proposé. 
- L'attribution des jetons disponibles selon le choix 
des unités fonctionnelles proposées: 
- attribué à l'entité appelante, 
- attribué à l'entité appelée, ou 
- au choix de l'entité appelée. 
- L'ensemble des unités fonctionnelles proposées. 
- Les adresses de point d'accès des services appelante 
et appelée. 
- Les données de l'utilisateur de service. 
Après émission de cette S.P.D.U., l'entité se met en 
attente d'une S.P.D.U. AC (accept) ou d'une S.P.D.U. RF 
(refuse). 
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A la réception d'une S.P.D.U. Œ, l'entité émet une 
indication de connexion et attend une réponse de connexion 
de l'utilisateur de services. 
La réponse de connexion peut engendrer l'émission de 
deux types de S.P.D.U., selon que le paramètre RESULT 
(voir 9.1.1.2.) ait une valeur nulle (si la connexion est 
acceptée), ou non nulle (en cas dê refus). 
La S.P.D.U. AC d'acceptation de connexion canprend les 
paramètres suivants: 
- Le groupe d'identificateur de connexion: 
- Référence de l'utilisateur appelé. 
- Référence a::rrmune. 
- Référence additionnelle. 
- L'option de protocole, pennettant de traiter des 
unités de données de protocole concatenées (voir 
ci-dessus), option qui peut avoir la valeur "vrai" si 
elle l'était déja dans la S.P.D.U. Œ. 
- La taille maximum des T.s.n.u., qui est pour chaque 
direction de transfert égale à la plus petite valeur 
entre celle proposée et celle supportée par l'entité 
appelée. 
- Le numéro de version. 
- Le numéro de série initial, nécessaire si l'unité 
fonctionnelle de synchronisation mineure, de 
synchronisation majeure ou de resynchronisation a été 
choisie, et que la gestion d'activité n'a pas été 
choisie. 
- L'attribution initiale des jetons. Il n'y a que deux 
valeurs possibles dans la S.P.D.U. AC: 
- attribué à l'entité appelante, ou 
- attribué à l'entité appelée. 
- la liste des unités fonctionnelles choisies pour 
être mises en oeuvre sur la connexion. Si le 
transfert en semi-duplex et le transfert en duplex 
avaient été tous les deux proposés dans la S.P.D.U. Œ, 
alors une seule des deux unités fonctionnelles doit 
être présente. 
- Les adresses de point d'accès des services des 
entités appelante et appelée. 
- Les données de l'utilisateur. 
Après l'émission d'une S.P.D.U. AC, l'entité appelée 
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entre dans un état de transmission et de réception de 
données. 
A la réception d'une S.P.D.U. AC, l'entité appelante 
met à jour les unités fonctionnelles choisies, le numéro 
de série initial, l'attribution des jetons, et se met en 
état de transfert de données. 
Si l'entité appelée refuse la connexion (paramètre 
RESULT different de zero), elle émet une S.P.D.U. RF, dont 
les paramètres sont: 
- L'identification de l'utilisateur appelé: 
- référence de l'utilisateur appelé, -
- référence cannune, et 
- référence additionnelle. 
- Un paramètre de déconnexion de transport, spécifiant 
si la connexion transport i;:x:,urra être réutilisée ou 
non. Dans notre réalisation, ce paramètre sera 
toujours à "faux". 
- La liste des unités fonctionnelles supi;:x:,rtées par 
l'entité appelée. 
Un paramètre ccdant la raison de refus de la 
connexion, et qui apparaitra dans la primitive de 
confinnation de connexion dans le paramètre RESULT. 
Lorsqu'elle émet une S.P.D.U. RF, l'entité appelée 
enclenche un temporisateur, et attend soit l'expiration du 
temporisateur, soit une indication de déconnexion 
traI1$i;:x:,rt. Si le temporisateur expire le premier, 
l'entité émet une requête de déconnexion transport. 
A la réception d'une S.P.D.U. RF, l'entité exécute une 
requête de déconnexion de transport. La connexion cesse 
d'exister. 
9.2.2.3. Libération de connexion. 
La libération de connexion ne peut être émise que par 
1' entité i;:x:,ssédant tous les jetons disponibles. Pour 
demander la libération de la connexion, l'entité émet une 
S.P.D.U. FN (finish). Cette S.P.D.U. contient a:mne 
paramètres: 
- Le paramètre de déconnexion de transi;:x:,rt (voir plus 
haut), toujours à "faux" dans notre réalisation. 
- Les données de l'utilisateur. 
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I.Drsqu'une entité émet une S.P.D.U. FN, elle refuse 
toute autre s.P.D.U. que la S.P.D.U. rn (disconnect), ou 
la S.P.D.U. NF (not finish), cette dernière étant valide 
si l'unité fonctionnelle de négociation de libération a 
été sélectionnée ( ce qui n'est pas le cas dans notre 
réalisation) • 
A la réception d'une S.P.D.U. :rn, l'entité émet une 
indication de déconnexion et attend une réponse de 
déconnexion. Cette réponse de déconnexion entrainera 
l'émission d'une S.P.D.U. m. Cette S.P.D.U. rn contient 
pour tout paramètre les données de l'utilisateur du 
service. Après l'émission de cette S.P.D.U., l'entité 
enclenche un temporisateur, et attend une indication de 
déconnexion de transport. Si le temporisateur expire 
avant l'indication de déconnexion transport, alors 
l'entité émet une requête de déconnexion transport. 
A la réception · d'une S.P.D.U. rn, l'entité cloture la 
connexion et exécute une requête de déconnexion 
transport. 
9.2.2.4. Coupure de connexion. 
La coupure sert à provoquer à tout manent une 
libération anonnale de connexion. La coupure peut être 
provoquée par une entité via une requête de coupure, ou 
par le fournisseur de service au manent d'une détection 
d'erreur de protocole. 
La S.P.D.U. AB (al:::ort) contient l'option de déconnexion 
de transport, ainsi qu'une petite quantité de données 
utilisateur ( rrax 16 octets) si cette S. P .D. U. a été émise 
suite à une requête de coupure, ou une petite quantité 
de données dont la définition dépend de la réalisation du 
système en cas de coupure faite par le fournisseur de 
services. 
Si le transfert d'unités de données express du service 
de transport est disponible, la S.P.D.U. AB est émise surt 
ce flux express, sinon elle est émise sur le flux des 
données nonnales. L'entité enclenche alors un 
temporisateur, et attend une indication de déconnexion de 
transport. Si le temporisateur expire avant cette 
indication, l'entité émet une requête de déconnexion de 
transport. 
A la réception d'une S.P.D.U. AB, l'entité considère 
que la connexion session cesse d'exister et émet une 
requête de déconnexion de transport. 
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Note : Dans la définition, si l'option de non déronnexion 
de transport est souhaitée, l'entité réceptrice de la 
S.P.D.U. AB peut émettre une S.P.D.U. AA (aoort accept), 
ne contenant aucun paramètre, sur le flux des données 
express s'il est disponible, sur le flux des données 
nonnales autrement. Vu que dans notre réalisation cette 
option n'est pas prévue, nous ne nous étendrons pas 
davantage sur cette possibilité. 
9.2.2.5. Transfert dè données. 
SUite à une requête d'émission de données, une 
S.P.o.u. or (data) contient un paramètre de délimitation, 
indiquant si les octets qui suivent sont le début ou la 
fin d'une unité de données de service de session, ou une 
portion intermédiaire. Ce paramètre ne peut être 
présent que si le paramètre de taille de T.s.o.u. de la 
S.P.D.U. AC est différent de zéro. 
L'indication de données se fait à la réception de la 
S.P.o.u. or si la segmentation n'a pas été sélectionnée, 
ou à la réception du dernier segment de l'unité de données 
de service de session si la segmentation a été choisie 
(taille maximum des T.S.D.U différente de zéro pour cette 
direction de transfert). 
Si la segmentation a été adoptée, la réception d'une 
S.P.D.U. de resynchronisation, de réponse à la 
synchronisation, ou de coupure peut avoir un effet 
destructif sur l'unité de données de service canplète. 
Le droit d'émission de données est sujet à un 
contrôle de la possession du jeton de données si l'unité 
fonctionnelle de transfert de données en semi--0uplex a été 
sélectionnée. 
9.2.2.6. Passage des jetons. 
Une entité peut, lors du transfert des données, décider 
de céder des jetons qu'elle possède, au moyen d'une 
requête de session de jetons. La S.P.D.U. GI' (give 
tokens) contient camie seul paramètre la liste des jetons 
transférés. 
A la réception d'une S.P.D.U. Gr, l'entité peut 
considérer qu'elle possède les jetons spécifiés dans le 
paramètre des jetons cédés. 
L'émission de S.P.D.U. or doit se faire avec la 
concaténation d'une S.P.D.U. GI'. Dans ce cas, seule la 
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dernière partie de l'unité de données de service 
rontiendra éventuellement le paramètre rontenant la liste 
des jetons cédés. Cette a:,ncatenation se fait de façon 
transparente à l'utilisateur des services de session. 
9.2.2.7. Synchronisation mineure. 
La pose de points de synchronisation mineure se fait 
via une S.P.D.U. MIP (minor point) et la réponse à une 
synchronisation mineure par une S.P.D.U. MIA (miner ack). 
La décision d'attendre une réponse à une S.P.D.U. MIP est 
décidée par les utilisateurs de service de session, et est 
transparent~ au fournisseur de service. 
La S.P.D.U. MIP rontient les paramètres: 
- Type de synchronisation, indiquant .si une ronfinnation 
est atterrlue. 
- Le numéro de 
synchronisation. 
,, . 
serie servant à identifier le point de 
- Les données de l'utilisateur. 
Lors dé l'émission d'une S.P.D.U. MIP, l'entité va 
vérifier si le numéro de série est valide, et se mettre 
dans un état ·tel que la réception d'une S.P.D.U. MIA est 
valide ou non selon le paramètre de type de 
synchronisation. 
La réception d'une S.P.D.U. MIP engendre une indication 
de synchronisation mineure_. 
Si la ronfinnation a été demandée dans le paramètre de 
type de synchronisation, une S.P.D.U. MIA doit être 
émise, rontenant les paramètres numéro de série, 
identifiant le point de synchronisation, et des données 
uitilisateur. 
La confinnation peut se faire dès la réception de 
l'indication de synchronisation, mais ne doit pas être 
spécialement faite irnnédiatement (d'autres S.P.D.U. DT 
peuvent être émises ou reçues entre-temps). 
9.2.2.8. Resynchronisation. 
La resynchronisation peut avoir plusieurs buts : 
s'approprier les jetons de manière brutale, purger des 
données non enrore traitées... La resynchronisation 
s'effectue par l'envoi d'une S.P.D.U. RS (resynchronize), 
dont les paramètres sont: 
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- Un paramètre d'attribution des jetons, identique à 
celui de la S.P.D.U. Œ (voir 9.2.2.1.). 
- Un paramètre indiquant le type de resynchronisation, 
pouvant prendre les valeurs: 
- abandon, 
- redémarrage, ou 
- choix de l'utilisateur. 
- Un paramètre numéro de série, inqiquant le numéro de 
série à partir duquel la resynchronisation est 
demandée. Pour le choix du numéro de série, voir 
ci-dessus (voir 9.1.1.1.5.). 
- Des données de l'utilisateur. 
Lors d'une requête de resynchronisation, la S.P.D.U. 
RS est envoyée sur le flux des données nonnales. De plus, 
si le transfert des données express de transport est 
disponible, il y a émission d'une S.P.D.U. PR (pre1)<3.re), 
qui a pour but de signaler à l'entité réceptrice qu'une 
S.P.D.U. RS va arriver. 
Une s.P.D.U. PR a::rnporte un seul paramètre, le type de 
pré1)<3.ration, qui peut être: 
- Pré1)<3.ration à une resynchronisation. 
- Pré1)<3.ration à une réponse de resynchronisation. 
- Pré1)<3.ration à une réponse de synchronisation majeure 
(non utilisé dans notre réalisation). 
Après avoir émis la S.P.D.U. RS, l'entité met au rebut 
toutes les S.P.D.U. entrantes sauf les S.P.D.U. PR, les 
S.P.D.U. RS (qui entraînent une situation de conflit), 
ou les S.P.D.U. AB. 
A la réception 
resynchronisation), 
toutes les S.P.D.U. 
S.P.D.U. AB). 
d'une S.P.D.U. PR-RS (pré1)<3.ration de 
l'entité réceptrice met au rebut 
autre que la S.P.D.U. RS (ou une 
La réception de la S.P.D.U. RS prov(XJUe une indication 
de resynchronisation, et l'entité attend une réponse de 
resynchronisation. Elle émet alors une S.P.D.U. RA 
(resynchronize ack), dont les 1)araffiètres sont: 
- Un 1)<3.ramètre d'attribution des jetons, identique à la 
S.P.D.U. AC (voir 9.2.2.1.). 
- Un paramètre numéro de série, qui selon le type de 
resynchronisation, prendra carme valeur: 
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- Redémarrage: le numéro de la S.P.D.U. RS. 
- Choix de l'utilisateur: le numéro contenu dans la 
réponse. 
- Abandon 
dans la 
: le plus grand du numéro de série reçu 
S.P.D.U. RS et du dernier numéro de 
synchronisation mineure. 
- Les données de l'utilisateur. 
Si le transfert de données express est supporté par 
l'entité transport, une s.P.D.U. PR-RA (préparation de 
réponse à la resynchronisation) sera émise sur le flux des 
données express, en plus de la S.P.D.U. RA. L'entité se 
retrouve alors dans un état de transfert normal de 
données. 
A la réception d'une S.P.D.U. PR-RA, l'entité continue 
à mettre au rebut toute S.P.D.U., sauf la S.P.D.U. RA (ou 
une S.P.D.U. AB). A la réception de la S.P.D.U. RA, 
l'entité se remet dans un état de transfert nonnal de 
données, le numéro de série et l'attribution des jetons 
ayant étés mis à jour. 
9.2.3. Réalisation. 
La réalisation de la couche session peut être décanposée en 
quatre types de traitement: 
- Les requêtes et les réponses. 
- La détection d'évènements provenant de l'entité transport. 
- Les indications et les confinnations. 
- La détection de demandes de nouvelles connexions. 
Ces quatre parties seront vues séparément, chacune regroupant 
des actions similaires. 
Afin de gérer les ressources de chacune des entités, quatre 
procédures sont utilisées. La première sert à accéder aux 
variables locales de l'entité, la seconde à les mettre à jour, 
une troisième pour les créer, une quatrième pour les supprimer. 
Ces variables locales ccrnprennent tous les renseignements 
nécessaires au l:on fonctionnement du fournisseur de service, 
tels l'état de l'entité, les unités fonctionnelles choisies, 
l'attribution des jetons, les tampons lors de la segmentation 
des unités de données de service, les fourchettes de numéros de 
série de synchronisation valables ••• 
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Afin de se simplifier la tâche, et vu que le service 
transport est TRES fiable ( car il n'y a pas vraiment de 
transfert physique de données), le temporisateur utilisé 
ci~essus ne parvient JAMAIS à expiration. 
9.2.3.1. Requêtes et réponses. 
Toute primitive de requête ou de réponse engendre 
Une vérification afin de déterminer si l'utilisateur 
des services a droit d'utiliser ce service (selon l'état . 
et les unités fonctionnelles choisies). 
- Une vérification de certains paramètres (numéro de 
série •• ) 
- L'encodage de l'unité de données de service en une ou 
plusieurs ur,ùtés de données de protcx::ole. 
- L'utilisation des services de transport pour effectuer 
l'acheminement des unités de données de protocole. 
- La mise à jour de l'état et des variables locales de 
l'entité. 
Si rme des opérations ne peut être effectuée, ou si 
une vérification montre que quelque chose est erroné, le 
paramètre ERR de la primitive prend une valeur différente 
de zéro, et le processus est arreté. 
9.2.3.2. Détection d'activité. 
La fonction NEI'-ACI' (voir plus haut) va engendrer 
l'exécution des fonctions T-DI'-IND et T-DIS-IND de la 
couche transport. Si l'une ou l'autre prend la valeur 
"vrai", le fournisseur va exécuter les opérations 
suivantes: 
- Déterminer le type de la S.P.D.U •• 
- Vérifier si sa présence est autorisée. 
- Déccrler et vérifier le contenu des paramètres sujets à 
vérification (numéro de série ••• ). 
- Mettre à jour l'état de l'entité et des variables 
locales. 
- Si c'est le cas, mérroriser le fait qu'une fonction 
d'indication ou de confinnation peut être effectuée par 
l'utilisateur des services, auquel cas la fonction NEI'-ACI' 
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prendra la valeur "vrai". 
En cas de détection d'une erreur, l'entité émettra une 
S.P.D.U. AB et clôturera la connexion. 
9.2.3.3. Indications et confinnations. 
En cas d'indication ou de confinnation, le fournisseur 
de service vérifiera si cette primitive était bien 
attendue, et si c'est le cas, déccd.era la dernière 
S.P.D.U. reçue pour passer les paramètres, mettant la 
fonction à "vrai". 
9.2.3.4. Détection d'indication de connexion. 
Vu que toute .indication de connexion doit être 
précédée d'une .indication de connexion transport, le 
fournisseur de services va regarder si une telle 
.indication est arrivée aun niveau de l'entité transport. 
Si c'est le cas, le fournisseur de services va créer 
les variables locales à la connexion, l'identificateur 
d'extrémité de connexion, et mettre à "vrai" la fonction. 
9.3. EXTENSiœs FOIURES. 
Toutes les primitives de la couche session en rncde connexion 
(IS010) (IS011) ont été réa.lisées, le reste des spécifications et de 
la description se trouvant en annexe. Il existe en outre un rncde 
"hors-connexion" (IS012), mais celui-ci n'est pas encore suffisanment 
défini p::,ur être mis en oeuvre. 
La seule partie non réalisée est la gestion du temporisateur de 
déconnexion de transport (voir plus haut). Nous imaginerions bien un 
jeu de trois procédures pennettant de gérer les temporisateurs. 
PRcx:EDURE srART-TIMER 
(VAR REFERENCE-TIMER:INTEGER; 
DEIAY: INTEGER) ; 
FONCTION WAIT 
( REFERENCE-TIMER: INTffiER) : I?O)LF.AN; 
PR<X:EDURE S'IDP-TIMER 
(REFERENCE-TIMER: INTEGER) ; 
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Le paramètre REFERENŒ-TIMER servirait à référencer le 
temporisateur, et DELAY exprimerait une durée. 
Rappelons que ces procédures sont déja insérées dans les 
programnes, ainsi que les actions découlant de l'expiration du 
temporisateur. 
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1 0. 1 • cr.NCEPTS. 
10.1.1. Contexte de présentation. 
Pour un utilisateur du service, un contexte de présentation 
. représente les catégories d '.infonnations q' il peut transférer ou 
recevoir sur une connexion de présentation à un manent donné. 
10.1.2. Syntaxe de transfert. 
Une syntaxe de transfert est l'ensemble des règles de 
représentation des données de l'utilisateur. Il y a une seule 
syntaxe de transfert correspondant à un contexte de 
présentation. 
10.1.3. Jeu de contextes définis. 
Un jeu de contextes définis est un ensemble de contextes de 
présentation qui ont été définis entre les trois parties 
concernées par la carmunication : les deux utilisateurs de 
services et le fournisseur de services. 
10.1.4. Contexte par défaut. 
I.e contexte par défaut est un contexte de présentation défini 
par le service de présentation. Il autorise uniquement le 
transfert d'information sous forme de chaînes de bits. Ce 
contexte est d'office sélectionné lorsqu'aucun autre contexte 
n'est explicitement sélectionné. 
10.1.5. Service de gestion de contexte. 
La gestion des contextes fournit les éléments de service qui 
permettent: 
- La définition et la redéfinition de contexte de présentation, 
par accord mutuel entre les utilisateurs de service. Un nan est 
associé à chaque contexte défini. 
- La sélection via son nan d'un contexte de présentation défini. 
- La suppression d'un contexte de présentation. 
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10.1.6. Niveaux de services. 
Trois niveaux de services ont été détenninés, négociés selon 
les possibilités des entités de présentation ccmmunicantes. 
Ces trois ni veaux sont les ni veau O, ni veau 1 et ni veau 2. 
10.1.6.1. Niveau O. 
Les services de gestion de contexte ne sont pas 
disponibles dans ce ni veau O. Un seul contexte est 
utilisé durant toute la durée de la connexion. Ce 
contexte est défini par référence à un contexte prédéfini. 
10.1.6.2. Niveau 1. 
Le niveau 1 pennet de choisir des contextes canne étant 
les contextes courants. Chacun de ces contextes est 
défini par référence au nan de contextes prédéfinis. 
10.1.6.3. Niveau 2. 
En plus des services offerts par le ni veau 1 , le ni veau 
2 pennet de définir dynamiquement des contextes, soit en 
modifiant des contextes prédéfinis, soit sans référence à 
des contextes prédéfinis. 
10.1.7. Contrôle du dialogue. 
Toutes les primitives de contrôle du dialogue 
(synchronisation, resynchronisation ••• ) sont identiques à celles 
de session. Une entité présentation ne fait que tranfo:aner les 
primitives de présentation en primitives de session. 
1 O. 2. REM.ISATICN. 
Par manque de renseignements concernant les services et les 
protocoles de la couche présentation, le rôle de cette couche dans 
notre réalisation se oornera à tranfo:aner la syntaxe PASCAL utilisée 
dans les protocoles du F.T.A.M. 
10.3. EXT.ENSICNS FUIURES. 
La définition de la couche transport est encore vague (IS07) 
(IS08). On spécifie des services de définition, de mo:lification et de 
suppression de syntaxe de représentation, mais n'est pas encore défini 
le mécanisme de gestion de ces syntaxes. 
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D3ns le cadre de cette réalisation, il nous semble que l'effort 
doit être axé sur les différents langages de programnation 
existants, afin de définir des règles de transfonnation, pe.nnettant, 
par exemple, un dialogue entre une application écrite en O)EOL, et une 
application en_PASCAL. 
Lorsque sortiront les définitions des services et des protocoles de 
présentation, au moins sous fonne de DIS (voir 4.), il sera temps de 
réaliser les services tels qu'ils sont actuellement pro!.X)sés. 
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11. DESŒIP'IlCN DE IA <DJaIE APPLICATICN. 
11 • 1 • a:NCEPI'S. 
Dans le cadre de l'interconnexion des systèmes ouverts, l'I.s.o. a 
défini d'une part un certain nanbre de primitives destinées à gérer le 
réseau ( IS03) ( IS04) , et d'autre part a proposé trois applications 
pour lesquelles des protocoles ont été définis. De ces trois 
applications, nous en avons mis une en oeuvre, le F.T.A.M., relative à 
l'accès et à la gestion de fichiers. 
Cette vue générale du modèle du F.T.A.M. est une synthèse des 
spécifications contenues dans les textes de nonnes DP8571/1, DP8571/2, 
DP8571/3 et DP8571/4 (IS03) (IS04) (ISOS) (IS06). Nous invitons le 
lecteur désireux d'obtenir de plus amples infonnations à s'y référrer. 
Signalons dès à présent que seules les primitives d'accès aux 
ccmnandes décrites ci-dessous ont été réalisées, et non un gérant de 
base de données. 
11.1.1. Besoin d'un modèle de fichiers virtuels. 
La façon dont sont mis en oeuvre les rroyens de stockage de 
fichiers varie considérablement entre les systèmes. De plus, il 
existe beaucoup de façons d'accéder à différents fichiers, selon 
que ce soit un utilisateur humain, un gérant de base de données, 
un programme d'application accédant à des fichiers ••• 
Ceci justifie l'utilité de créer un modèle de structuration 
de fichier, et de définir les protocoles d'accès aux éléments de 
ces fichiers (GIEN). 
Dans le cadre de l'interconnexion des systèmes ouverts, nous 
aurons une transfonnation entre d'une part les actions et les 
éléments de données représentant le contenu des fichiers et 
leurs attributs, et d'une autre part les ressources des systèmes 
locaux. 
11.1.2. Types de services fournis. 
11.1.2.1. Contrôle du tranfert 
Il y a trois entités concernées par le transfert de 
fichiers: 
- Une entité qui prend l'initiative du contrôle du 
transfert, 
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- Une entité émettrice des données, et 
- Une entité réceptrice des données. 
De l'entité contrôlant le transfert, il y a deux flux 
d'info:rmations : celui qui provient de l'entité Émettrice 
des données, et celui provenant de l'entité réceptrice. 
Dans un but de simplification, on peut considérer que 
l'entité contrôlant le transfert ne va effectuer ses 
contrôles qu'à travers une seule des deux entités gérant 
les données. Dans beaucoup de cas, celà arrivera 
naturellement, le contrôleur et le gérant des données 
étant dans le même système. 
11.1.2.2. Asymétrie du dialogue. 
On trouve deux grandes asymétries dans le dialogue, qui 
se reflètent dans la structure des services et du 
protocole. 
Tout d' aoord, chaque activité ( ensemble des opérations 
de transfert) est démarrée par un des utilisateurs des 
services de gestion des fichiers, et le système associé au 
gérant des fichiers joue un rôle passif, réagissant aux 
carrnandes de l'entité initiatrice. 
La seconde asymétrie est liée au fait que, lorsque l'on 
transferre un fichier de données, une des entités est 
l'émettrice des données, l'autre en est la réceptrice. 
11.1.2.3. Fonctions de contrôle. 
On trouve deux fonctions de contrôles distinctes: 
Un service de transfert de fichier, dans lequel 
l'utilisateur ne se soucie ni de détection, ni de 
re<X>uvrement d'erreurs. Pour cela, il fait confiance à la 
qualité de services fournie par les couches inférieures, 
et tout traitement d'erreurs est invisible à 
l'utilisateur. 
- Un service dans lequel des primitives sont fournies pour 
effectuer la détection et le re<X>uvrement d'erreurs. 
L'utilisateur a la possibilité de choisir panni un certain 
nanbre de procédures de gestion d'erreurs, selon le type 
d'application réalisé. 
11.1.3. Vue générale des services et des protocoles. 
Lors 
nanbres 
d'une session de transfert de 
d'étapes doivent être exécutées. 
fichiers, un certain 
Ces étapes, appelées 
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PHASES, ont chacune un but p:i.rticulier, et lX)ur chaque phase, il 
n'existe qu'un certain nanbre de messages valides. A tout 
rocment une entité ne peut être que dans une seule phase, les 
phases ne lX)UVant se chevaucher. 
La fig 11-1 illustre les différentes phases par lesquelles 
une entité doit p:i.sser au cours d'une connexion, ainsi que les 
opérations débutant et clôturant ces phases. 
PHASE DE ŒNNEXICN APPLICATICN 
**-Jrlrlrir-lririri<:-H:*-H:*-H:*-irlrk****-Jrlrlrlr-H:-H:***·k-Jdrlridrirkk-H:*-H:*-H:**-H:-H:***** 
* * 
* * * 
* * 
PHASE DE SELECI'ION DE FICHIER * 
* * 
****-H:-H:****-H:****-H:****-H:-irlrk*-H:**-H:********-H:** 
* 
* * * * * 
* * * * * * 
* * * * 
PHASE FICHIER CXJVERT * * 
* * * * 
*-H:**************-H:***-H:*-H:-H:* 
* * 
* * * * * * * * 
* * * * * * * * 
* * * * * 
********-H:***** * * * 
* * * * * * TRANSFERT * * * * 
* * * * * * * * 
* * * * OWRIR FERMER * * 
* * * * * * 
* * * 
GESTICN FICHIER * * 
* * * * * 
* * SELECTICN DF..SELECTION * 
* * * 
* GESTION ENSEMBLE DES FICHIERS * 
* * ŒNNEXICN DECDNNEXION 
fig 11-1 phases d'une connexion. 
11.1.3.1. Phase de connexion d'application. 
Cette phase n'est p:i.s 
gestion de fichiers, mais 
connexion application. 
spécifique au protocole de 
est la phase établissant une 
11.1.3.2. Phase de sélection de fichiers. 
Dans cette phase, l'utilisateur des services 
application identifie ou crée un fichier unique sur lequel 
lX)rteront les opérations des phases ultérieures. La 
sélection lX)rtera sur le fichier jusqu'à la "désélection" 
(voir 11.1.3.7.) de cev fichier. De la sorte, toutes les 
opérations ultérieures ne devront plus référencer le 
fichier, celui-ci ayant été choisi lX)ur cette connexion. 
Nous voyons de la sorte qu'il y aura autant de connexions 
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applications que de fichiers accédés simultanément. 
Note : Le tenne "désélection" sera utilisé, représentant 
mieux le sens à attribuer que les tenues "clôture de 
sélection, fin de sélection ••• ", bien que ce tenne ne soit 
p-3.s un tenue français. 
11.1.3.3. Gestion du fichier. 
Dans cette phase, l'utilisateur a la p::,ssibilité 
d'effectuer certaines opérations s:,rr les attributs du 
fichier (voir 11.1.6.). 
11.1 .. 3.4. Ouverture de fichier. 
La phase d'ouverture du fichier établit un régime dans 
lequel le transfert de données peut avoir lieu. 
11.1.3.5. Transfert des données. 
Cette phase d'accès aux données consiste en un cerains 
nanbre d'opérations. Olaque opération consiste en: 
- Un opérateur spécifiant l'opération à accanplir, 
donnant le type de l'opération et identifiant l'unité 
de données à laquelle s'applique l'opération. 
- Un transfert de données. 
- Un signal de clôture d'opération. 
11.1.3.6. Clôture de fichier. 
Cette phase clôture le contexte opérationnel établi 
p-3.r l'ouverture. Elle fournit la confinnation que le 
transfert des données est bien clôturé. 
11.1.3.7. Désélection du fichier. 
La phase de désélection clôture le contexte 
opérationnel établi p-3.r la phase de sélection. La phase 
de désélection peut demander la suppression du fichier 
sélectionné. 
11.1.3.8. Terminaison de connexion. 
Cette phase libère la connexion entre l'utilisateur du 
service de F.T.A.M. et le gérant des données. 
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11.1.4. Opérations globales sur des fichiers. 
11.1.4.1. Création. 
Cette opération crée un nouveau fichier, et initialise 
les attributs (voir 11.1.6.) du fichier. 
11.1.4.2. Sélection. 
Cette opération crée un lien entre le requéreur et un 
fichier particulier. Cette opération est nécessaire pour 
toutes les opérations suivantes. 
11.1.4.3. Lecture d'attributs. 
Cette opération renvoie les valeurs des attributs 
demandés ( voir 11 • 1 • 6. ) • 
11.1.4.4. M:xlifications d'attributs. 
Cette opération :permet de rncrlifier, d'ajouter ou de 
supprimer des attributs d'un fichier. 
11.1.4.5. Ouverture d'un fichier. 
Cette opération établit un régime permettant toutes les 
opérations sur un fichier donné (voir 11.1.5.). Elle 
opère sur le fichier sélectionné. 
11.1.4.6. Fermeture d'un fichier. 
Cette opération détruit le lien d'accès, de façon 
ordonnée, établi par l'opération d'ouverture d'un fichier. 
11.1.4.7. Suppression d'un fichier. 
Cette opération supprime un fichier, et le 
désélectionne. Elle clôture le régime de sélection de 
fichier. 
11.1.4.8. Désélection d'un fichier. 
Cette opération clôture le régime de sélection de 
fichier, en supprimant le lien d'accès entre le requéreur 
et le gérant des fichiers. 
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11.1.5. Opérations d'accès à un fichier. 
11.1.5.1. Localisation. 
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Cette opération localise une unité de données dans le 
fichier. Lors de l'ouverture d'un fichier, le premier 
élément est localisé. 
11.1.5.2. Lecture. 
L'unité de données actuellement localisée est lue, et 
l'unité de données suivante est localisée. 
11.1.5.3. Insertion. 
Une nolNelle unité de données est crée, à la position 
appropriée du fichier (selon l'organisation du fichier). 
11.1.5.4. Remplacement. 
Le contenu d'une unité de données est remplacé pa.r une 
nouvelle valeur. Cette opération peut être contrainte 
par certains attributs, telle la longueur de l'ancienne 
valeur. 
11.1.5.5. Extension. 
Les unités de données sont rajoutées à la fin du 
fichier. 
11.1.5.6. Suppression. 
L'unité de données est supprimée, et l'unité de données 
suivant celle supprimée est localisée. 
11.1.6. Attributs d'un fichier. 
Chaque fichier a un ensemble d'attributs globaux, n'ayant 
qu'une valeur ou qu'un jeu de valeurs. A un rranent donné, tous 
les requéreurs d'accès à ce fichier verrons les mêmes valeurs, 
ou les mêmes jeux de valeurs. 
a.- Nan du fichier. 
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Chaque fichier r;orte un nan. Le protocole de F.T.A.M. 
ne fait aucune vérification quand au nan du fichier. 
b.- Types d'accès. 
Cet attribut indique 
peuvent être effectuées 
deux valeurs: 
l'ensemble des opérations qui 
sur le fichier. Il canr;orte 
- L'ordre d'accès: séquentiel ou aléatoire. 
- la direction: entrée, sortie ou entrée/sortie. 
c.- Contrôle d'accès. 
L'attribut de contrôle d'accès est un ensemble 
d'attributs, chaque élément détenninant une condition sous 
laquelle l'accès aux éléments du fichier est autorisé. 
L'accès au fichier est autorisé si au moins une des 
conditions est satisfaite. 
' 
Jusqu'à quatre 
d'une condition. 
que la condition 
sont: 
tennes peuvent servir à la définition 
Chaque tenue doit être satisfait pour 
soit remplie. Les tennes des conditions 
- Le · type d'accès autorisé, sous fonne d'un vecteur 
bcx)léen dont les éléments sont les opérations "lire", 
"insérer", "remplacer", "supprimer", "étendre", "lire 
les attributs", "changer les attributs" et "supprimer 
le fichier". 
- Eventuellement une identification des utilisateurs 
autorisés au type d'accès. 
- Eventuellement un mot de passe lié à l'identification 
de l'utilisateur autorisé au type d'accès. 
Eventuellement l'adresse de r;oint d'accès de service 
autorisé à faire l'accès. 
d.- Infonnation canptable. 
e.- Date et heure de la création. 
f.- Date et heure de la dernière rocx:lification. 
g.- Date et heure du dernier accès en lecture. 
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h.- Identification du créateur du fichier. 
i.- Identification du dernier m:rlificateur du fichier. 
j.- Identification du dernier lecteur du fichier. 
k.- Disp::,nibilité du fichier. 
Ce paramètre indique le délai à attendre avant 
l'autorisation d'ouverture du fichier. 
1.- Contexte de présentation. 
A ce sujet, voir les commentaires du chapitre 10. 
m.- Nan d'enc:ryptage. 
n.- Type de structure d'accès. 
Ce paramètre peut prendre carme valeurs "fichier non 
structuré", "fichier plat" ou "fichier arborescent". Ce 
paramètre est initialisé à la création du fichier, et 
n'est pas susceptible de m:rlifications. 
o.- Nan de la structure de présentation. 
Ce paramètre indique le nan de la structure de 
présentation utilisée. Une valeur est donnée à cet 
attribut au m::ment de la création du fichier, et elle ne 
peut être m:rlifiée. 
p.- Taille actuelle du fichier. 
Cet attribut est canp::,sé de deux entiers. Le premier 
donne une unité de mesure, le second le nanbre d'unités de 
cette mesure contenu dans ce fichier. 
q.- Taille future du fichier. 
Cet attribut indique la taille maximum que p::,urra 
prendre le fichier. Sa représentation est identique à 
celle de la taille actuelle du fichier (voir ci-dessus) 
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r.- Qualifiœtion légale. 
Ce paramètre contient 
statut légal de ce 
organisation nationale. 
les infonnations relatives au 
fichier, et dépend de chaque 
11.2. SPEX.:.Œ'ICATICN DES IN'I'EBFACES. 
Rappelons que l'ensemble des en-têtes de procédures et de 
fonctions décrits ci-dessous sont les seules parties visibles par 
l'Ùtilisateur des services d'appliœtion. Les règles de dénanination 
des nans de ces procédures et fonctions sont celles reprises dans les 
conventions de services (voir 5.3.). 
Carme pour les autres couches, nous trouverons deux paramètres 
carmuns à toutes les primitives: 
- L'identifiœteur d'extrémité de connexion (F-Im'), servant à 
identifier la connexion appliœtion. 
- Une variable d'erreur ERR, servant à signaler une erreur de 
protocole à l'utilisateur des services. 
Lors de la création d'une connexion Appliœtion, l'entité qui fait 
la requête de création sera l'entité INITIATRICE de la connexion, 
l'autre étant l'entité RECEPIRICE. Toutes les primitives de REÇUEI'E 
et de mNFIRMATICNS seront exécutées par l'entité initiatrice, les 
primitives d'INDICATICN et de REPONSE seront exécutées par l'entité 
réceptrice. La seule exception sont les primitives concernant le 
transfert des données (voir 11.1.2.2., 11.2.11. et 11.2.12.), dont 
l'utilisation dépend de la direction du transfert. 
11.2.1. Création de connexion. 
TYPE TYP-SERVICE=(RELIABLE,USERCORRECI'ABLE); 
TYP-WINOOW=1 •• 16; 
TYP-SUBSET=(FILE-TRANSFER,FILE-ACCESS, 
LTD-FILE-MANAGEMENT,FILE-MANAGEMENT); 
PROCEDURE F-CON-REQ 
(VAR F-IDI':TYPIDI'; 
CALLING-SAP,CALLED-SAP:TYP-SAP; 
SERVICE:TYP-SERVICE; 
SUBSET:TYP-SUBSET; 
WINrov:TYPWINIOv; 
IDENTITY: S'IRING; 
VAR ERR: INTEGER) ; 
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La création d'une connexion d'application est la première 
phase d'une activité de transfert de fichiers. L'entité qui 
exécute la procédure de requête de connexion (F-OJN-REJ) 
devient l'entité initiatrice de connexion. Les différents 
pn-arnètres de cette procédure sont: 
- L'identificateur d'extrémité de connexion F-IDI', dont le 
fonctionnement est analogue à celui des autres couches. 
Les points d'accès de services appelé et appelant 
( CAL.LING-SAP et CALLED-SAP) • 
- Le type de service SERVICE (voir 11.1.2.3.) 
- Les sous-ensembles de services désirés (SUBSET), et qui 
peuvent être: 
- Le service de transfert de fichier simple. 
- Le service de localisation d'éléments du fichier. 
- Le service de gestion limitée de fichiers. 
- Le service de gestion canplète de fichiers. 
L'identification de l'initiateur de la connexion 
( IDENTITY) • 
- Le paramètre WJNro-v sert à donner le nanbre de fenêtres 
de transmission en cas d'utilisation du service de correction 
par l'utilisateur (voir 11.1.2.3.). 
FUNCI'ION F-OJN-IND 
(VAR F-IIJI':TYP-IDI'; 
VAR CALLING-SAP:TYP-SAP; 
VAR CALLED-SAP:TYP-SAP; 
VAR SERVICE:TYP-SERVICE; 
VAR SUBSET:TYP-SUBSET; 
VAR WINIX:m:TYP-WJNro-v; 
VAR IDENTITY:S'IRING; 
VAR ERR: INTEGER) :BCûLEAN; 
Cette fonction d'indication de création de connexion 
(F-ŒN-IND) prend la valeur "vrai" lorsqu'une entité reçoit une 
demande de connexion application. Les paramètres sont 
identiques à ceux de la requête. 
PRcx:::EDURE F-Cl)N-RSP 
(F-IDr:TYP-IDI'; 
RESP-SAP:TYP-SAP; 
SERVICE:TYP-SERVICE; 
SUBSET:TYP-SUBSET; 
WINIXM:TYP-WINIXM; 
DIAGNOSTIC:INTEGER; 
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VAA ERR: INTEGER) ; 
La procédure de répJnse de création de connexion (F--OJN-RSP) 
sert à l'entité appelée à accepter une connexion application. 
Tous les paramètres sont identiques à ceux de la requête, sauf 
l'adresse en répJnse (RE.SP-SAP), qui peut être modifiée en cas 
de rèroutage de la connexion, et le paramètre DIAGNOSTIC servant 
à signaler une ananalie (service non exécutable •• ), tout en 
acceptant la connexion. 
FONCTION F--OJN-ŒF 
(F-IDI':TYP-IDI'; 
VAA RFSP-SAP:TYP-SAP; 
VAA SERVICE:TYP-SERVICE; 
VAA SUBSET: TYPSUBSET i 
VAA WJ:Nrov:TYPWINIXJM; 
VAA DIAGNOSTIC: INTEGER; 
VAA ERR: INTEGER) : EO:)LEAN; 
La fonction 
( F--OJN-CNF) est 
application, et 
établie. 
de confinna.tion de création de connexion 
reçue par l'entité initiatrice de la connexion 
sert à lui indiquer que la connexion est 
11.2.2.Tenninaison de connexion. 
La connexion se clôture par l'échange des primitives 
suivantes. C'est un service confinné, qui ne nécéssite pas de 
ccmnentaires. Seule l'entité initiatrice de la connexion a le 
droit d'émettre la requête de déconnexion. 
PROCEDURE F-REL-REQ 
(F-IDI':TYP-IDI'; 
VAA ERR: INTEGER) ; 
FUNCTION F-REL-IND 
(F-IDI':TYP-IDI'; 
VAA ERR: INTEGER) : EO:)LEAN; 
PROCEDURE F-REL-RSP 
(F-IDI':TYP-IDI'; 
VAA ERR: INTEGER) ; 
FONCTION F-REL-ŒF 
(F-IDI':TYP-IDI'; 
VAA ERR: INTEGER) : EO:)LEAN; 
11.2.3. Coupure de connexion. 
PROCEDURE F-AB-REQ 
(F-IDI':TYP-IDI'; 
VAA ERR: INTEGER) i 
La procédure de requête de coupure de connexion (F-AB-REQ) 
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peut être émise par les deux entité à tout rnc:ment au oours de la 
connexion. Cette primitive détruit la connexion sans oondition, et 
tout traitement en oours est abandonné. 
TYPE TYP-ORIGINATOR=(USER-ORIGINATOR, 
PROVIDER-ORIGINATOR) ; 
FUNCI'ION F-AB-IND 
(F-IDr:TYP-IDr; 
Will ORIGINATOR:TYP-ORIGINATOR; 
Will ERR: .INTffiER ) : BX)LFAN; 
I.a fonction d'indication de ooupure de oonnexion (F-AB-IND) sert 
à indiquer à l'utilisateur des services qu'une coupure a été faite. 
Le paramètre ORIGINATOR sert à indiquer si la ooupure a été 
demandée par l'utilisateur des services ou a été faite par le 
fournisseur des services. 
11.2.4. Sélection. 
Le but de ces · primitives est de sélectionner un fichier en 
spécifiant un nanbre suffisant d'attributs pour l'identifier de 
façon non ambigÜe. 
PRcx:EOURE F-SEL-REX,2 
(F-IDr:TYP-IDr; 
FILENAME:S'IRING; 
Will ERR: .INTffiER) ; 
I.a requête de sélection (F-SEL-REX,2) sert à demander la 
sélection d'illl fichier, dont le nan se trouve dans FILENAME. 
FUNCI'ION F-SEL-IND 
(F-IDr:TYP-IDr; 
Will FILENAME:STRING; 
Will ERR: .INTffiER) : EO)LFAN; 
L'indication de sélection de fichier sert à signaler à 
l'entité réceptrice qu'un fichier doit être sélectionné. 
PRcx:EOURE F-SEL-RSP 
(F-IDr:TYP-IDr; 
DIAGNOSTIC:IN'I'ffiER; 
Will ERR: .INTffiER) ; 
FUNCI'ION F-SEL--CNF 
(F-IDr:TYP-IDr; 
Will DIAGNSOITCO: IN'I'ffiER; 
VAA ERR: .INTffiER) : EO)LF.AN; 
I.a réponse de sélection (F-SEL-RSP) émise par l'entité 
réceptrice, et la confinnation (F-SEL-CNF) reçue par l'entité 
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initiatrice de la connexion p::>rtent un paramètre DIAGNOSTIC dont 
la valeur différente de zéro indique que le fichier n'a pu 
être sélectionné. 
11.2.5. Désélection. 
PROCEDURE F-DES-REQ 
(F-IDT:TYP-IDT; 
VAR ERR: INTEGER) i 
.FUNcrICN F-DFS-IND 
(F-IDT:TYP-IDT; 
VAR ERR: INTEGER) :BCX)LEAN; 
PROCEDURE F-DES-RSP 
(F-IDT:TYP-IDT; 
DIAGNOSTIC:INTEGER; 
VAR ERR: INTEGER) i 
FUNcrICN F-DFS-CNF 
(F-IDT:TYP-IDT; 
VAR DIAGNOSTIC:INTEGER; 
VAR ERR: INTEGER) : ECOLEAN i 
La requête de désélection (F-DFS-REQ) n'est émise que par 
l'entité initiatrice de la connexion, et ne peut l'être que si 
un fichier a été sélectionné. 
Cette primitive, tout ccmne d'indication (F-DFS-IND), ne 
canp::,rte aucun paramètre. 
La réponse de désélection (F-DFS-RSP), émise par l'entité 
réceptrice, et la confinnation (F-DFS-CNF) reçue par l'entité 
émettrice canportent le paramètre DIAGNOSTIC, prenant une valeur 
non nulle si la désélection n'a pu être effectuée. 
11.2.6. Création de fichier. 
PROCEDURE F-ŒE-REQ 
(F-IDT:TYP-IDT; 
FILENAME:S'ffiING; 
ATTRIBUT: TYP-ATTRIBUT; 
VAR ERR: INTEGER) ; 
La procédure de création de fichier (F-ŒE-REQ) sert à entrer 
dans la phase de sélection d'un fichier inexistant. Les 
différents paramètres sont le nan du fichier (FILENAME) ainsi 
que ces attributs ATTRIBUT (voir 11.1.6.). Cette requête ne 
peut être émise que par l'entité initiatrice de la connexion. 
FUNcrION F-ŒE-IND 
(F-IDT:TYP-IDT; 
VAR FILENAME:S'IRING; 
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VAR ATI'RIBUT:TYP-ATI'RIBUT; 
VAR ERR: INTEGER) : ECOLEAN; 
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La fonction d'indication de création de fichier (F-ŒE-IND) 
sert à indiquer à l'entité réceptrice qu'un fichier doit être 
créé et sélectionné. 
PRCXEDURE F-ŒE-RSP 
(F-IDr:TYP-IDr; 
DIAGNOSTIC:INTEGER; 
VAR ERR: INTEGER) ; 
FUNCITCN F-ŒE-ŒF 
(F-IDr:TYP-IDr; 
VAR DIAGNOSTIC:INTEGER; 
VAR ~: INTEGER) : ECOLEAN; 
La procédure de réponse (F-ŒE-RSP) et la fonction de 
confinnation (F-ŒE-ŒF) servent à parachever ce service de 
création. Le paramètre DIAGNOSTIC prend une valeur non nulle si 
la création n'a pu avoir lieu. 
11.2.7. Suppression de fichier. 
Les primitives de suppression de fichier servent à 
désélectionner un fichier de telle façon qu'il ne puisse être 
resélectionné par la suite. 
PRCCEDURE F-DEL-REÇJ 
(F-IDr:TYP-IDr; 
VAR ERR: INTEGER) ; 
FUNCITCN F-DEL-IND 
(F-IDr:TYP-IDr; 
VAR ERR: INTEGER) : BO'.)LÈAN; 
PROCEDURE F-DEL-RSP 
(F-IDr:TYP-IDr; 
DIAGNOSTIC: INTEGER; 
VAR ERR: INTEGER) ; 
FUNCTION F-DEL-ŒF 
(F-IDr:TYP-IDr; 
VAR DIAGNOSTIC:INTEGER; 
VAR ERR: INTEGER) : ECOLEAN; 
Le paramètre DIAGNOSTIC prend une valeur différente de zéro 
si la suppression n'a pu avoir lieu. 
11.2.8. Lecture des attributs. 
PRCCEDURE F-REA-REÇJ 
(F-IDr:TYP-IDr; 
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A'ITR-NAMFS:TYP-A'ITR-NAMFS; 
VAR ERR: INTEGER} ; 
FUNCTION F-REA-IND 
(F-IDI':TYP-IDI'; 
VAR ATI'R-NAMFS:TYP-ATI'R-NAMFS; 
VAR ERR: INTEGER) :K'OLEAN; 
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La requête de lecture des attributs (F-REA-Rm) i;:orte canne 
paramètre la liste des attributs à lire (voir 11.1.6.). 
L'indication (F-REA-IND) cani;:orte ce même paramètre. 
PROCEDURE F-REA-RSP 
(F-IDI':TYP-IDI'; 
ATI'RIBUTE:TYP-A'ITRIBUI'E; 
DIAGNOSTIC:INTEGER; 
VAR ERR: INTEGER) ; 
FUNCTION F-REA-CNF 
(F-IDI':TYP-IDI'; 
VAR A'ITRIBUTE:TYP-A'ITRIBUI'E; 
VAR DIAGNOSTIC:INTEGER; 
VAR ERR: INTEGER) :BOOLEAN; 
La réi;:onse de lecture d'attributs (F-REA-RSP) émise par 
l'entité réceptrice, tout caume la confinnation (F-REA-CNF), 
canprend ccmne paramètre la liste des attributs demandés. La 
fonction diagnostic prend une valeur non nulle si la fonction 
n'a pu être exécutée correctemnent. 
11.2.9. Changement d'attributs. 
Ce service confinné sert à changer les attributs d'un 
fichier. Les nouvelles valeurs des attributs (voir 11.1.6.} 
sont contenues dans le paramètre ATI'RIBUTE dans la requête 
(F-CHA-Rm} et l'indication (F-CHA-IND}. Le paramètre 
DIAGNOSTIC de la réi;:onse (F-CHA-RSP} et de la confi.rmation 
(F-CHA-CNF) prend une valeur non nulle si l'opération n'a pu 
s'effectuer correctement. 
PROCEDURE F-CHA-RE'.;;1 
(F-IDI':TYP-IDI'; 
ATI'RIBUTE:TYP-ATI'RIBUTE; 
VAR ERR: INTEGER} ; 
FUNCTION F-CHA-IND 
(F-IDI':TYP-IDI'; 
VAR A'ITRIBUI'E: TYP-ATI'RIBUI'E; 
VKR ERR: INTEGER) : BCOLEAN; 
PROCEDURE F-CHA-RSP 
(F-IDI':TYP-IDI'; 
DIAGNOSTIC:INTEGER; 
VKR ERR: INTEGER) ; 
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FUNCrION F-OIA-CNF 
(F-IDI':TYP-IDI'; 
VAR DIAGNOSTIC:INTEGER; 
VAR ERR: INTEGER) :OCOLEAN; 
11.2.1 O. Ouverture d'un fichler. 
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Ce service sert à entrer dans la phase de transfert de 
données (fig 11-1). 
TYPE TYP-PRcx:&SSING=(F-READ,F-WRITE); 
PR<XEIXJRE F-OPN-REX,2 
(F-IDI':TYP-IDI'; 
PRCCESSING:TYP-PRcx::FSSING; 
ACTIVITY:INTEGER; 
VAR ERR: INTEGER) ; 
FUNCTION F-OPN-IND 
(F-IDI':TYP-IDI'; 
VAR PRCCESSING:TYP-PRcx::&SSING; 
VAR ACTIVITY:INTEGER; 
VAR ERR: INTEGER) : BCOLEAN; 
La fonction de requête d'ouverture d'un fichler (F-OPN-REXJ) 
ne peut avoir lieu qu'après avoir sélectionné ce f ichler. Le 
paramètre PRcx::FSSING est destiné à préciser le type d'ouverture, 
en lecture ou en écriture. -
Le paramètre ACTIVITY sert à identifier l'activité en cours 
sur le fichler, et sera utilisé en cas de reprise sur erreur 
( voir 11 • 2. 22. ) • Ce paramètre N'A RilN A VOIR avec le concept 
d'activité de la couche session. 
PR<XEIXJRE F-OPN-RSP 
(F-IDI':TYP-IDI'; 
DIAGNOSTIC:INTEX;ER; 
VAR ERR: INTEGER) ; 
FUNCrION F-OPN-RSP 
(F-IDI':TYP-IDI'; 
VAR DIAGNOSTIC:INTEGER; 
VAR ERR: INTEGER) : ECOLEAN; 
La procédure de réf()nse d'ouverture ( F-OPN-RSP) f()rte le 
paramètre DIAGNOSTIC, qui prend. une valeur différente de zéro si 
l'ouverture n'a pu s'effectuer correctement. Cette valeur est 
transmise dans la confirmation (F-OPN-Gœ). 
11.2.11. Fenneture de fichler. 
r--- --- - ---- - ---- - - ----- --- ------ - - - -
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PROCEDURE F-CLO-REQ 
(F-IDr:TYP-IDr; 
VAR ERR: INTEGER) ; 
FUNCTION F-CT.0-IND 
(F-IDr:TYP-IDr; 
VAR ERR: INTEGER) :BO'.)LF.AN; 
PROCEDURE F-CLO-RSP 
(F-IDr:TYP-IDr; 
DIAGNOSTIC:mr:EX;ER; 
VAR ERR: INTEGER) ; 
FUNCTION F-CI.0--ŒF 
(F-IDr:TYP-IDr; 
VAR DIAGNOSTIC:INTEGER; 
VAR ERR: INTEGER) : BO'.)LF.AN; 
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La procédure de requête de fermeture de fichier (F-CLO-REQ) 
et son indication à l'entité réceptrice (F-CLO-IND) servent à 
sortir de la phase de transfert de données (fig 11-1). 
La réponse de fenneture (F-CLO-RSP) transporte .le paramètre 
DIAGNœrIC, qui prend une valeur non nulle en cas 
d'impossibilité de fermeture, et reporté dans la confinnation de 
fernieture de fichier (F-CLO-CNF). 
11.2.12. Transfert de données. 
PROCEDURE F-DAT-REQ 
(F-IDr:TYP-IDr; 
DATA-TYP:TYP-DATA-TYP; 
DATA-VAL:TYP-DATA-VAL; 
VAR ERR: INTEGER) ; 
FUNCTION F-DAT-IND 
(F-IDr:TYP-IDr; 
VAR DATA-TYP:TYP-DATA-TYP; 
VAR DATA-VAL:TYP-DATA-VAL; 
VAR ERR: INTEGER) : BO'.)LF.AN; 
La procédure de requête de transfert de données 
(F-DAT-REQ), et l'indication à l'entité cœrnunicante 
(F-DAT-IND), servent à transférer des données d'une entité à 
l'autre. Ces données sont définies par leur type (DATA-TYP) et 
leur valeur (DATA-VAL). 
Ce service ne peut être effectué qu'aprés avoir émis une 
requête de lecture ou d'écriture (voir 11.2.15. et 11.2.16.), 
et en avoir reçu confinnation. 
11.2.13. Fin de données. 
PROCEDURE F-DAE-REQ 
CXNI'RIBUTION A UNE REALISATION O.S.I. 
(F-IDI':TYP-IDI'; 
DIAGNOSTIC:INTEGER; 
VAR ERR: INTEGER) ; 
FUNCTICN F-DAE-IND 
(F-IDI':TYP-IDI'; 
VAR DIAGNOSTIC:INTEGER; 
VAR ERR: INTEGER) : E(X)LEAN; 
Page 119 
Ce service sert à indiquer la fin d'unités de données, et est 
utilisé après avoir énùs une ou plusieurs requêtes de 
transfert de données (voir 11.2.12.). Le paramètre DIAGNOSTIC 
sert à signaler si le transfert a pu se clôturer nonnalement. 
11.2.14. u:x::alisation d'unité de· données. 
TYPE TYP-LCCATE=(FIRST,LAST, 
ClJRRENT, NEXT, PREVIOUS) ; 
PRCCEDURE F-I.œ-REQ 
(F-IDI':TYP-IDI'; 
· LCCA'IE:TYP-LCCA'IE; 
VAR ERR: INTEGER) ; 
FUNCTICN F-I.œ-IND 
(F-IDI':TYP-IDI'; 
VAR LCCA'IE: TYP-LCCA'IE; 
VAR ERR; INTEGER) : E(X)LEAN; 
La procédure de requête de localisation d'une unité de 
données (F-I.œ-REQ) et l'indication à l'autre entité (F-I.œ-IND) 
servent à identifiier l'unité de données qui sera la prochaine 
sur laquelle le transfert de données aura lieu. 
Le paramètre LCCA'IE peut prendre les valeurs premier (FIRST) 
ou dernier (LAST) par rapport au fichier, ou des valeurs 
relatives à la dernière unité de données accédée (OJRRENT, 
PREVIOUS ou NEXT). 
Le ,majèle précise en outre une façon d'accéder aux unités de . 
données par niveau si le fichier est structuré en arbre. Nous 
n'avons pas développé cette rnéthooe, mais en cas de réalisation, 
il faudra seulement changer le typ: TYP-LCCA'IE afin de pouvoir 
demander ce genre de localisation. 
PROCEDURE F-I.œ-RSP 
(F-IDI':TYP-IDI'; 
DIAGNOSTIC:INTEGER; 
VAR ERR: INTEGER) ; 
FUNCTION F-I.œ-ŒF 
(F-IDI':TYP-IDI'; 
VAR DIAGNOSTIC:INTEGER; 
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VAR ERR: INTEGER) :BCOLEAN; 
La procédure. de réponse de localisation (F-I.œ-RSP) et la 
fonction de confinnation (F-I.œ-ŒF) portent camne paramètre le 
DIAGNOSTIC prenant une valeur différente de zéro si la 
localisation n'a pu être réalisée. 
11.2.15. Ecriture sur un fichier. 
Ce service précède un transfert de données (voir 11.2.12.) et 
précise le sens du transfert jusqu'à la fin de transfert de 
données (voir 11.2.13.). Le fichier doit préalablement avoir 
été sélectionné et ouvert. 
TYPE TYP-OPERATICN=(REPLACE,INSERT,EXTEND); 
PRCCEDURE F-WRT-REQ 
(F-IDr:TYP-IDr; 
OPERATION:TYP-OPERATION; 
IœATE:TYP-IœATE; 
VAR ERR: INTEGER) ; 
FUNCTICN F-WRT-IND 
(F-IDr:TYP-IDr; 
VAR OPERATION:TYP-OPERATION; 
VAR IœATE:TYP-IœATE; 
VAR ERR: INTEGER) : BCOLEAN; 
Le type d'opération (OPERATION) représente le genre 
d'écriture à effectuer remplacement (REPLACE), insertion 
(INSERT) ou écriture en fin de fichier (EXTEND). La 
localisation (IœATE) est identique à celle de la localisation 
d'une unité de données (voir 11.2.14). 
PRCCEDURE F-WRT-RSP 
(F-IDr:TYP-IDr; 
DIAGNOSI'IC:INTEGER; 
REO)VERY:SIX-BYTES; 
VAR ERR: INTEGER) ; 
FUNCTION F-WRT-CNF 
(F-IDr:TYP-IDr; 
VAR DIAGNOSTIC:INTEGER; 
VAR REmVERY:SIX-BYTES; 
VAR ERR: INTEGER) :BCOLEAN; 
La réponse et la confinnation portent un paramètre DIAGNOSTIC 
indiquant si l'écriture est possible ou pas. 
Le paramètre REO)VERY identifie un point de contrôle où une 
reprise est autorisée. Sa valeur est canprise entre 1 et 999 
998, et est codée en ASCII. 
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11.2.16. Lecture d 1UIÙté de données. 
La requête de lecture (F-RF.A-REQ) est émise par l'entité 
initiatrice de connexion J:)Our demander le transfert de données 
de l'entité réceptrice. C'est un des seuls cas où l'entité 
initiatrice prend un rôle :passif et atterrl des indications de 
transfert de données (voir 11.2.12.). 
PRCXEXJRE F-RF.A-REQ 
(F-IDI':TYP-IDI'; 
IœATE:TYP-IœATE; 
REO)VERY:SIX-BYTE.S; 
VAR ERR: INTEGER) ; 
FUNCrION F-RFA-IND 
( F-IDI': TYP-IDr; 
VAR IœATE:TYP-IœATE; 
VAR RECDVERY:SIX-BYTE.S; 
VAR ERR: INTEGER) :BOOLEAN; 
PRCXEXJRE F-RFA-RSP 
(F-IDr:TYP-IDr; 
DIAGNOSTIC:INTEGER; 
VAR ERR: INTEGER) ; 
FONCTION F-RFA-CNF 
(F-IDr:TYP-IDr; 
VAR DIAGNSOI'IC:INTEGER; 
VAR ERR: INTEGER) : BOOLEAN; 
Les différents paramètres sont identiques à ceux expliqués 
plus haut. 
11.2.17. Suppression d 1UIÙté de données. 
Ce groupe de primitive sert à supprimer une UIÙté de données 
du fichier. Les différents paramètres sont identiques à ceux 
vus plus haut. 
PRCXEXJRE F-ERA-REQ 
(F-IDr:TYP-IDr; 
IœATE:TYP-IœATE; 
VAR ERR: INTEGER) i 
FUNCrION F-ERA-IND 
(F-IDr:TYP-IDr; 
VAR IœATE:TYP-IœATE; 
VAA ERR: INTEGER) : BOOLEAN; 
PRCXEXJRE F-ERA-RSP 
(F-IDr:TYP-IDr; 
DIAGNOSTIC:INTEGER; 
VAR ERR: INTEGER) ; 
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FUNCTION F-ERA--(NF 
(F-IDI':TYP-IDI'; 
VAR DIAGNOSTIC:INTEGER; 
VAR ERR: INTEGER) : EOJLEAN; 
11.2.18. Fin de transfert. 
.. La primitive de fin -de transfert s'effectue 
confinnation d'une fin de données (voir 11.2.13.) 
apres 
PROCEDURE F-TRE-REQ 
(F-IDI':TYP-IDI'; 
VAR ERR: INTEGER) ; 
FONCTION F-TRE-IND 
(F-IDI':TYP-IDI'; 
VAR ERR: INTEGER) :EOJLEAN; 
PROCEDURE F-TRE-RSP 
(F-IDI':TYP-IDI'; 
DIAGNOSTIC:INTEGER; 
VAR ERR: INTEGER) ; 
FUNCTION F-TRE-CNF 
(F-IDI':TYP-IDI'; 
VAR DIAGNOSTIC:INTEGER; 
VAR ERR: INTEGER) : EOJLEAN i 
Le paramètre DIAGNOSTIC a le même usage que dans les autres 
primitives décrites plus haut. 
11.2.19. Annulation du transfert de données. 
Les deux utilisateurs des services peuvent émettre une 
requête d'annulation du transfert de données (F-CAN-REQ), 
après avoir émis une réponse de lecture ou d'écriture, ou en 
avoir reçu confinnation, et avant l'émisssion (la réception) 
d'une rép:,nse (confinnation) de fin de données. Après 
utilisation de l'annulation, toute indication ou confinnation 
non encore délivrée est supprimée. Le fichier reste cependant 
ouvert. 
PROCEDURE F-CAN-REQ 
(F-IDI':TYP-IDI'; 
DIAGNOSTIC:INI'EGER; 
VAR ERR: INTEGER) ; 
FONCTION F-CAN-IND 
( F-IDI': TYP-IDI'; 
VAR DIAGNOSTIC:INI'EGER; 
VAR ERR: INTEGER) : EOJLEAN i 
PROCEDURE F-CAN-RSP 
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(F-IDr:TYP-IDr; 
DIAGNOSTIC:IN'I'ffiER; 
VAR ERR: INTmER) ; 
FUNCTION F-C.AN-CNF 
. (F-IDr:TYP-IDr; 
VAR DIAGNOSTIC:INTmER; 
VAR ERR: INTmER) : :OCOLEAN; 
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Le paramètre 
l'indication la 
confinna.tion, il 
ou non. 
DIAGNOSTIC indique dans la requête et 
cause de 1 'annulation. Dans la rép:mse et la 
indique si une reprise sur erreur est p:,ssible 
11.2.20. Insertion de p:,ints de contrôle. 
L'insertion de p:,ints de contrôle est effectuée pendant le 
transfert de données. L'utilisation de ces primitives pennet à 
l'entité émettrice de données de savoir qu'aucun redémarrage 
(voir 11.2.21.) n'aura lieu à partir des données émises avant le 
p:,int de contrôle. L'émetteur peut continuer à émettre des 
données avant d'avoir reçu confinna.tion du p:,int de contrôle. 
Le nombre de p:,ints de contrôle p:,uvant rester non confinnés 
est défini dans la requête de connexion (voir 11.2.1.). Tous 
les points de contrôle doivent être confinnés avant la 
requête de fin de transfert (voir 11.2.18.) 
PROCEDURE F-ŒK-RE;J 
(F-IDr:TYP-IDr; 
CHECK.POINI':SIX-BYTES; 
VAR ERR: INTEGER) ; 
FUNCTION F-ŒK-IND 
(F-IDr;TYP-IDr; 
VAR CHECK.POINT:SIX-BYTES; 
VAR ERR: INTEGER) : BX>LEAN; 
PROCEDURE F-ŒK-RSP 
(F-IDr:TYP-IDr; 
CHECK.POINT:SIX-BYTES; 
VAR ERR: INTEGER) ; 
FUNCTION F-CHK-CNF 
(F-IDr:TYP-IDr; 
VAR CHECK.POINT:SIX-BYTES; 
VAR ERR: INTEGER) : BX>LEAN; 
Le paramètre CHECKPOINT sert à identifier le point de 
contrôle, et peut prendre une valeur canprise entre 1 et 999 
998, cooée en ASCII. 
11.2.21. Redémarrage. 
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Le redémarrage interranpt un transfert de données, avec perte 
p::>ssible de données non encore délivrées, et pennet de négocier 
un p::>int à partir duquel le transfert doit recarmencer. 
Une indication de redémarrage est refusée·par une requête 
d'annulation (voir 11.2.19). 
PROCEDURE F-RST-REQ 
(F-IDI':TYP-IDI'; 
CHECKPOINT:SIX-BYTES; 
VAR ERR: INTEGER) ; 
FUNCrION F-RST-IND 
(F-IDI':TYP-IDI'; 
VAR CHECKPOINT:SIX-BYTES; 
VAR ERR: INTEGER) : EOJLEAN; 
PROCEDURE F-RST-RSP 
(F-IDI':TYP-IDI'; 
CHECKPOINT:SIX-BYTES; 
VAR ERR: INTEGER) ; 
FUNCrION F-RST-cNF 
(F-IDI':TYP-IDI'; 
VAR CHECKPOINI':SIX-BYTES; 
VAR ERR: INTEGER) : PCOLEAN; 
Le ccrlage du paramètre CHECKPOINT est identique à celui des 
primitives vues plus haut. 
11.2.22. Recouvrement de régime. 
Le recouvre.ment de .régime 
après une panne. Il pennet à 
des activités en faisant 
d'activité préalablement établi 
PROCEDURE F-RCV-REQ 
(F-IDI':TYP-IDI'; 
ACTIVITY:INTEGER; 
VAR ERR: INTEGER) ; 
FUNCrION F-RCV-IND 
(F-IDI':TYP-IDI'; 
VAR ACTIVITY:INTffiER; 
VAR ERR: INTEGER) : EOJLEAN; 
PROCEDURE F-RCV-RSP 
(F-IDI':TYP-IDI'; 
DIAGNOSTIC:INTEGER; 
VAR ERR: INTEGER) ; 
FUNCTION F-RCV-CNF 
(F-IDI':TYP-IDI'; 
sert à recréer un régime ouvert 
l'entité réceptrice de redémarrer 
référence à un identificateur 
(voir 11.2.10.). 
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VAA DIAGNOSTIC:INTEX;ER; 
VAA ERR: IN'I'B3ER) :B:OLEAN; 
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Le paramètre DIAGNOSTIC de la réponse (F-RCV-RSP) et de la 
confinnation (F-RCV-cNF) signale si le recouvrement a pu être 
effectué ou non. 
11 • 3. DESŒIPI'ICN 00 PR<mXDLE. 
_Le protocole du F.T.A.M. est assez simple, et consiste uniquement 
en la vérification de la validité de l'invocation des primitives. 
Pour réaliser cela, on retrouve dans les variables locales deux 
listes d'actions autorisées: 
- Une liste des primitives de requête et de réponses autorisées 
par l'utilisateur des services, et 
- Une liste des F.P.D.U. susceptibles d'être reçues de la couche 
présentation. 
La liste des actions et des mises à jour de ces ·liste est reprise 
en annexe. 
11.4. EXTENSICNS FU'IURES. 
Les primitives de cette couche ont toutes été réalisées. Il est de 
la sorte possible de concevoir un gérant de base de données, utilisant 
ces primitives pour effectuer la transformation entre le rncdèle 
virtuel de fichier tel défini par O.S.I. et les mises en oeuvre 
proposées sur les différents systèmes existants sur le marché. 
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12. INTmRATIŒ DE IA RFALISATIŒ. 
Cette réalisation canprend la partie "centrale" de l'architecture des 
systèmes ouverts. Dans le cas où il faudrait intéger cette réalisation dans 
un réseau canplet, a:mnercial, il faudrait réaliser les applications pouvant 
fonctionner sur le réseau, et fournir les moyens physiques et procéduraux 
afin d'interconnecter des systèmes différents entre eux. 
12. 1 • REALISATICN D'UN GERANI' DE BASE DE IXNNEES. 
Toutes les primitives nécessaires à la mise en oeuvre d'un gérant 
de base de donnees fonctionnant sur le ITXXlele du F.T.A.M. sont 
fournies dans les services d'application. 
Sur base des renseignements des nonnes, il serait intéressant de 
réaliser ce gérant, pennettant l'accès à des fichiers structurés en 
arbre, et gérant les problèmes de collisions, d'interblocage, etc ••• 
12.2. REALISATICN DES l-OYENS PHYSI(OES D'IN'I'.ER.a:NNEXCN. 
En gardant les interfaces réseau, il suffirait de changer son 
protocole (réduit à sa plus simple expression dans notre réalisation), 
afin de pennettre l'échange physique de données entre postes. 
Dans le cadre d'un réseau local, la couche réseau peut n'avoir 
qu'un protocole très restreint, et cela d'autant plus que le 
contrôle de flux est effectué par la couche transport. 
Il 
réseau 
données 
aurait 
.. 
reseau. 
suffirait d'avoir quatre types d'unités de données de protocole 
: demande de connexion, réponse de connexion, transfert de 
et déa:mnexion. Un petit mécanisme d'adressage supplémentaire 
pour effet de déterminer les points d'accès aux services de 
La couche liaison de données fournirait les primitives décrites 
pour le réseau ETHERNET (voir 3.2.). 
12. 3. AMELiœATICNS DE IA REALISATICN. 
Une amélioration importante serait de réaliser la classe 4 dans la 
couche transport, qui pennet de détecter des ananalies telles 
l'extinction non signalée d'une des entités carmunicantes ou la 
réémission d'une unité de données perdue. 
La mise en oeuvre de temporisateurs se révèlerait aussi d'une 
grande utilité. Nous verrions assez bien une fonction de 
temporisateur au niveau du système d'exploitation, utilisée par toutes 
les couches. 
Note Les appels au tempJrisateur sont déja effectués dans certaines 
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couches. Dans la couche transport, par contre, les temporisateurs ne 
sont p:iS mis en oeuvre car ils devraient faire réagir l'entité au 
rocment de leur expiration, alors que dans les autres couches, ce sont 
des fonctions b:x>léennes testées par les entités. 
Cœme architecture globale, l'idéal nous semblerait d'avoir un 
processeur multi-tâche, où un processus serait affecté aux couches 
transport, réseau, li~üson de données et physique, alors que les 
autres processus seraient affectés à une ou plusieurs applications. 
Le processus relatif au transport serait activé à toute réception de 
message provenant du réseau, et par les primitives des entités 
session. 
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13. a:NCLUSIOOS. 
La première partie de ce travail portait sur l'étude des réseaux 
locaux existants sur le marché. Il nous est apparu que l'effort actuel 
portait sur des réseaux de mini-ordinateurs, et qu'il n'y avait encore 
que peu de L.A.N. bon-marché destinés aux ~cro-ordinateurs. 
D'autre part, les différents contacts que nous avons eus nous ont 
apportés la conviction qu'il était possible de réaliser les interfaces 
physiques pour un réseau local. Nous avons réalisé des interfaces pour 
les APPLE-II travaillant à 64 Kbps. 
Au niveau des protocoles de plus haut niveau, nous avons fait l'étude 
des nonnes de l'interconnexion des systèmes ouverts (O.S.I.) proposées 
par l'organisation internationale de normalisation ( I.S.O.). Cette étude 
nous apparaissait d'autant plus judicieuse que les nonnes en arrivent 
tout doucement à leur état de maturation. Il n'est pas certain que les 
constructeurs leur accordent l'accueil souhaité, mais de vastes projets 
européens (ESPRIT) s'y attachent particulièrement. 
Nous avons réalisé une mise en oeuvre de ces nonnes, sur un 
micro-ordinateur, simulant un réseau réèl. Une application-type a été 
faite (le F.T.A.M. ou gestion d'accès à des fichiers). L'ensemble des 
procédures est assez lourd, seulement le principe de négociation de 
sous-ensembles de services nous pennet de faire fonctionner les éléments 
nécessaires au F.T.A.M. sans trop de dégradation des perfonnances. 
Nous n'avons pas 
processus éloignés 
présentaient guère 
micro-ordinateurs. 
étudié les autres applications-types (gestion des 
et tenninal virtuel), estimant que ceux-ci ne 
d'intérêt dans le cadre d'un L.A.N. de 
Ce travail s'est inscrit carme une phase nécessaire dans la conception 
d'un réseau local. Beaucoup de points propres à la réalisation y ont été 
conçus. La mise en oeuvre globale ne dépend plus de facteurs propres à 
l'O.S.I., mais plutôt à des contraintes: 
matérielles pour ce qui concerne son intégration dans une 
interconnexion physique, et 
- liées à des organisation internes de fichiers, pour l'application du 
F.T.A.M. 
Afin de disposer d'un réseau, nous estimons que ces deux points sont 
des sujets de réalisations intéressant, pouvant être poursuivis dans 
des travaux semblables à celui-ci. De la sorte, il sera possible de 
disposer d'un réseau sur lequel pourront se greffer des nouveaux 
systèmes, à condition que ceux-ci respectent la normalisation del' 
o.s.r. 
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LISI'E DES MJl'S-CLES El' ABBREVIATI<NS. 
Activité (session) : 9.1.1.5. 
Adresse (de point d'accès de services) : 
- Définition: 5.1.7. 
- Représentation: 8.2.3. 
C.C.I.T.T. : 4.2.2. 
Classe de protocole (transport) : 8.2.1. 
Confinna.tion (primitive) : 5.3.1.8. 
Connexion: 5.1.5. 
Contexte (présentation) : 10.1.1. 
Couche: 
- Général : 5.1.2. 
- Application: 5.2.3.1. 
- Présentation :5.2.3.2. 
- Session: 5.2.3.3. 
- TransI,X>rt : 5. 2. 3. 4. 
- Réseau: 5.2.3.5. 
- Liaison de données: 5.2.3.6. 
- Physique: 5.2.3.7. 
Créait ( transI,X>rt) : 8. 2. 4. 1 • 1 • 
C.S.M.A./C.D. : 3.3.2. 
C.S.M.A./C.A. 3.2.2. 
Données (de l'utilisateur) 
E.C.M.A. : 4.2.3. 
Entité: 5.1.3. 
EI'HERNET : 3. 2. 
5.1.10. 
Fenêtre de transmission (transport) : 8.2.4.1.3. 
Fournisseur (de services) : 5.3.1.2. 
F.P.D.U. (P.D.U. application) 5.1.12. 
F.S.A.P. (S.A.P. application) : 5.1.7. 
F.S.D.U. (S.D.U. application) : 5.1.13. 
F.T.A.M. : 4.3.2. 
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Identificateur (d'extrémité de ronnexion) : 5.1.8. 
Indication (primitive) : 5.3.1.6. 
Information (de rontrôle de protorole) : 5.1.9. 
I.S.O. : 4. 2. 1. 
Jeton (session) 
J.T.M. : 4.3.2. 
L.A.N. : 2. 1. 6. 
Micro-ordinateur: 
9.1.1.2. 
- Définition: 2.1.2. 
- Utilisé: 6.2. 
N.I.U. (systèmes interface réseau) : 1.3. 
N.S.A.P. (S.A.P. réseau) 5.1.7. 
N.S.D.U. (S.D.U. réseau) : 5.1.13. 
OMNINET : 3.3. 
Primitive : 5. 3. 1 • 4. 
Protorole . 5.1.6 • . 
P.P.D.U. (P.D.U. présentation) 
P.S.A.P. (S.A.P. présentation) 
P.S.D.U. (S.D.U. présentation) 
Réseau: 
- Général: 2.1.3. 
- Anneau ou l:oucle: 2.1.7. 
- Bus: 2.1.9. 
- Etendu: 2.1.5. 
- Etoile: 2.1.8. 
- Hétérogène: 2.1.4. 
- Hiérarchique : 2.1.8. 
- Local : 2.1.6. 
Requête (primitive) : 5.3.1.5. 
Réponse (primitive) : 5.3.1.7. 
Resynchronisation: 9.1.1.4. 
Service: 5.1.4. 
. 5.1.12. . 
: 5. 1. 7. 
. 5.1.13. . 
Synchronisati on (session) : 9.1.1.3. 
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Syntaxe (présentation) : 10.1.2. 
Système: 
- Infonnatique: 2.1.1. 
- Ouvert: 5.1.1. 
S.P.D.U. (P.D.U. session) : 5.1.12. 
s.s.A.P. (S.A.P. session) 5.1.7. 
s.s.D.U. (S.D.U. session) : 5.1.13. 
T.P.D.U. (P.D.U. transport) 5.1.12. 
T.S.A.P. (S.A.P. transport) : 5.1.7. 
T.S.D.U. (S.D.U. transport) : 5.1.13. 
Unité de données 
- Canpilation: 6.2.3. 
- De dialogue (session) : 9.1.1.3. 
- De protocole: 5.1.12. 
- De service : _5. 1 .13. 
- express: 5.1.13. 
- Fonctionnelle (session) : 9.1.1.1. 
Utilisateur (des services) : 5.3.1~3. 
V.T.M. 4.3.2. 
W.A • .N. : 2.1.5. 
(TAN) 
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ANNEXE I 
DESCRIPTION 
DES TABLES D'ETATS 
DE LA COUCHE TRANSPORT 
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I.1. VUE GmrnALE. 
Cette partie des annexes est consacrée à la description des 
protocoles de la classe 2 de la couche transport. 
Ia couche transport a été réalisée de façon à réagir 
instantanément à tout évènement susceptible d'engendrer une 
série d'actions de sa part. Aussi trouvons nous d~ux types 
d'évènements: d'une part les requêtes et les reponses 
provennant de l'utilisateur des services de transport (à travers 
les services de la couche session), et d'autre part les 
indications et les confü:mations provenant de la couche réseau. 
A chacun de ces évènements correspond un ensemble de procédures, 
vérifiant la validité de l'évènement, ainsi que des paramètres 
accompagnant cet évènement. Ensuite, si l'entité doit provoquer 
une indication ou une confü:mation à l'utilisateur des services, 
elle mémorisera ce fait. Si par contre des T.P.D.U. doivent 
être émises en retour, l'entité provoquera imméiiatement les 
requêtes ou les réponses appropr.iées à la couche réseau. 
Les tables . d'états décrites ci-dessous rrontrent les 
différents traitements à effectuer. En lignes, nous trouvons 
les différents évènements rncdifiant l'état de l'entité, en 
colonnes les différents états que peut prendre cette entité. 
Nous verrons successivement la liste des états possibles de 
l'entité, puis la description des évènements entrants et des 
évènements sortants, ensuite le contenu des T.P.D.U. envoyées 
d'une entité à l'autre par des requêtes de transfert de 
données de réseau, puis suivra le tableau des différents états, 
et la liste des actions résultants du couple état/évènement 
entrant. 
Ia réalisation de ce protocole a été faite de la façon la 
plus proche possible des descriptions des nonnes O.S.I., afin de 
simplifier la maintenance et l'amélioration de ces progranmes. 
A chaque appel de primitive, le programne teste l'état de 
l'entité (CASE OF), et effectue le traitement selon ce dernier. 
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I.2. LISTE ŒS ErATS. 
Lans cette partie, nous décrivons tous les états que peut 
prendre une entié transport On retrouve ces états dans les 
colonnes de la table d'états ci-dessous. 
Lans cet état, aucune connexion transport n'existe. De 
la part de l'utilisateur des services, seule une requête 
de connexion peut · être émise, engendrant ainsi une 
création de connexion de transport (si les ressources 
nécessaires sont disponibles). 
De la couche réseau, toute indication autre que 
l'indication de connexion ou l'indication de données 
engendrera une déconnexion de réseau. 
WFNC (Wait For Network Confinnation) 
L'entité p:3.rVient dans cet état quand elle a fait une 
requête de connexion réseau, et en attend la 
confinnation. 
WEœ (Wait For Connection Confinn) 
Après avoir émis une unité de données de protocole de 
demande de connexion de transport, l'entité se met dans 
cet état d'attente de confinnation de cohnexion de 
transport, au moyen de la T.P.D.U. CC (voir plus bas). 
WF1'RESP (Wai t For Transport RESPonse) 
Cet état est atteint après que l'entité ait fourni une 
indication de connexion de transport à l'utilisateur des 
services, et qu'elle attend une réponse de connexion 
('l'CXNRSP). 
OPEN 
Lans cet état, les échanges de données sont autorisés 
aux deux entités canmunicantes. 
WOCL (Wait Be.fore Closing) 
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Cet état est atteint lorsque un utilisateur des 
services a fait une requête de connexion, et sans avoir 
reçu la réponse, émet une requête de déconnexion. 
L'entité dans cet état attend d'a.l::x:,rd une T.P.D.U. de 
confirmation de connexion (ou la T.P.D.U. de demande de 
déconnexion), avant d'énettre soit une T.P.D.U. de 
requête de déconnexion, soit une T.P.D.U. de 
confirmation de déconnexion. 
Après qu'une T.P.D.U. de requête de déconnexion ait 
été émise, cet état indique que l'entité attend une 
T.P.D.U. de confirmation de déconnexion. Plus aucun 
échange de données n'est autorisé dans cet état. 
,--------------------------- - - --------- -
a::NI'RIBUTION A UNE REALISATION O.S.I. Page 5 
I.3. LISI'E ŒS EVENEMENTS ENrRANTS 
Les évènements entrants sont découpés en deux parties: ceux 
qui proviennent de l'utilisateur des services, et qui sont 
décrits dans la partie prinèipa.le de ce travail (voir 8.1.), et 
ceux qui proviennent de l'entité réseau. 
De l'utilisateur des services: 
~: Requête de connexion (voir 8.1.). 
TClmSP: Rép::,nse de connexion (voir 8.1.). 
'lDll<EJJ: Requête d'émission de données (voir 8.1.). 
'l'EXRBJ 
8.1.). 
Requête d'émission de données exprèss (voir 
'IDISREIJ: Requête de déconnexion (voir 8.1.). 
De l'entité réseau: 
Cette primitive p::,rte carme paramètres l'identification 
des p::,ints d'accès des services de l'entité appelante et 
de l'entité appelée, ainsi que l'identificateur 
d'extrémité de connexion réseau. Dans notre réalisation, 
il s'agira du préfixe de l'adresse de transp::,rt (séparé du 
reste de l'adresse par un"."). 
En plus de l'identificateur d'extrémité de connexion, 
cette primitive de confinnation de connexion spécifie 
l'adresse en rép::,nse de p::,int d'accès des services de 
l'entité ap:pelée. 
NDISIND 
Cette primitive 
p::,rte la cause 
primitive, toutes 
indique une déconnexion réseau, et 
de la déconnexion. Suite à cette 
les connexions transp::,rt liées à cette 
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connexion réseau cessent d'exister. 
NIJI'1ND 
Cette primitive sert •à signaler des données en 
provenance du réseau. Un démultiplexage est effectué afin 
d' identifier la · connexion transport à partir de 
l'identificateur d'extremité de connexion réseau et d'un 
paramètre "référence destination" cooé en 16 bits. Les 
paramètres de cette primitive sont la longueur et les 
valeurs des données émises sur la connexion. 
Suite 
T.P.D.U., 
I.5.) : 
à cela, on procède à une identification de la 
et les T.P.D.U. suivantes sont reconnues (voir 
- T.P.D.U. CR: demande de connexion. 
- T.P.D.U. cc . confirnation de connexion. . 
- T.P.D.U. ·DR . demande de déconnexion. . 
- T.P.D.U. oc . confirnation de déconnexion. . 
- T.P.D.U. AK . acquièscement. . 
- T.P.D.U. EA . acquièscement de données express • . 
- T.P.D.U. ED données express. 
- T.P.D.U. lJI': données nonnales. 
- T.P.D.U. ER: erreur. 
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I.4. LIS'IB DES E.VENEMENl'S ~-
Nous retrouvons ici toutes les requêtes et les réponses à 
destination de la couche réseau, et les indications ou les 
confinnations destinées à l'utilisateur des services de 
transport. 
De l'utilisateur des services: 
'1U:NIND: Indication de connexion (voir 8.1.). 
'10:NCNF: Confinnation de connexion (voir 8.1.). 
'lDl'IND: Indication de données (voir 8.1.). 
TEXIND: Indication de données express (voir 81.). 
'IDISIND: Indication de déconnexion (voir 8.1.). 
Rappelons que ces primitives sont des fonctions testées par 
l'utilisateur des services de transport. Par conséquent, 
lorsqu'il est signalé dans les traitements qu'une primitive 
d'indication ou de confinnation est exécutée, cela veut dire que 
l'entité signalera que la fonction prend la valeur "vrai" lors 
de son exécution par l'utilisateur des services. 
La primitive 
destructif sur 
données express. 
d'indication de déconnexion a un effet 
l'indication de données et l'indication de 
De l'entité réseau: 
Cette primitive effectue la requête de connexion 
réseau. Ses paramètres sont, outre l'identificateur 
d'extrémité de connexion appelé par adresse (c'est le 
fournisseur de services du réseau qui attribue une valeur 
à ce paramètre), les adresses de point d'accès de services 
appelant et appelé. 
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SUite à une indication de connexion, cette primitive 
indique que l'entité transport est apte à accepter une 
nouvelle connexion. Ses paramètres sont l'identificateur 
d'extrémité de connexion, et l'adresse en retour de point 
d'accès aux services de l'entité appelée. 
NDISREJJ 
Cette primitive réalise 
L'identificateur d'extrémité 
à l'appel de la primitive, 
l'exécution de cette primitive. 
une déconnexion réseau. 
de connexion réseau, présent 
cesse d'exister à la fin de 
Cette primitive effectue l'émission de données. 
sera signalée implicitement lors de l'émission 
T.P.D.U. particulière. Les T.P.D.U. sont les mêmes 
celles des évènements entrants. 
Elle 
d'une 
que 
Au niveau de la réalisation, chaque T.P.D.U. est 
assemblée dans une procédure propre à la T.P.D.U., et 
cette procédure se clôture par la requête de données. 
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r.s. <XNI'.ENU L'ES T.P.D.U. 
T.P.D.U. Œ 
* Un crédit initial, destiné au contrôle de flux (voir 
8.2.). 
* Une référence source, à utiliser•pa.r l'entité appelée si 
le démultiplexage est choisi. 
* Une référence destination, égale à zéro. 
* La classe proposée. Dans notre réalisation, il s'agira 
de la classe 2. Il est de plus precisé que le fournisseur 
de service prerrl en charge le contrôle de flux. 
* Les identificateurs des point d'accès aux services 
réseau. 
* La taille maximum des T.P.D.U. supportée sur la 
connexion réseau. 
* L'option "utilisation du transfert ·de données express", 
toujours présente dans notre réalisation. 
* La classe de protocole de repli. 
réalisation, il s'agira de la classe O. 
T.P.D.U. œ 
Dans notre 
* Le crédit destiné au contrôle de flux (voir 8.2.). 
* Une référence source, à utiliser par l'entité appelante 
si le démultiplexage est choisi. 
* La référence destination, égale à la référence source de 
la T.P.D.U. Œ. 
* La classe choisie, égale à la classe 2 dans notre 
réalisation. Rappelons que la classe O est également 
supportée. 
* Les identificateurs de points d'accès aux services 
réseau. 
'---
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* La taille maximum choisie des T.P.D.U. 
* L'option "utilisation du transfert de données express", 
si elle est supportée par le fournisseur des services, et 
a été demandée. 
T.P.D.U. œ 
* La référence destination. 
* La référence source. 
* La cause de déconnexion. 
T.P.D.U. OC 
* La référence destination. 
* La référence source. 
T.P.D.U. Dr 
* La référence destination (en classe 2). 
* Un indicateur de fin d'unité de. données de services de 
transport, utilisé dans le cas où on a du procéder à une 
segmentation. 
* Le numéro de la T.P.D.U. 
* Les données de l'utilisateur des services. 
T.P.D.U. ED 
* La référence destination (en classe 2). 
* Le numéro de la T.P.D.U. ED. Dans la classe 2, ce 
numéro prend une valeur quelconque, mais est quand même 
présent pour des raisons de conformité. 
* Les données de l'utilisateur des services, canprenant de 
1 à 16 octets. 
T.P.D.U. AK 
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* la référence destination (en classe 2). 
* la nouvelle valeur du crédit. 
* Le numéro de séquence en réponse, indiquant le numéro de 
la prochaine T.P.D.U. attendue. Ce numéro sert à indiquer 
la limite inférieure de la nouvelle fenêtre. 
T.P.D.U. FA 
* la référence destination. 
* Le numéro de la T.P.D.U. ED dont cette T.P.D.U. fait 
l'accusé de réception. En classe 2, ce numéro peut 
prendre n'importe quelle valeur, mais est présent pour des 
raisons de confonnité. 
T.P.D.U. ER 
* la référence destination. 
* la cause du rejet. 
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I.6. TABLE D'ETATS. 
-------------------------------
. . E T A T s . . . . 
. . . 
. . . 
---------------------------------
. :W :W :W :O :C :W :C . . . 
. :F :F :B :P :L :F :L . . . 
. EVENEMENT :N :C :C :E :O :T :O . 
:C :C :L · :N :S :R :S 
. ENTRANT . . . . :I :E :E . . . . . . . 
. . . : . :N :S :D . . . . . . 
. . . . . ;G :P : . . . . . . . 
--------------------------
. . . . . . . . . 
. . . . . . . . . 
. 
'l'CX:NREx:l . . . . . . . 1 : . . . . . . . . 
. . . . . . . . 
. . . . . . . . 
. TO:NRSP . . . . . . 2: . . . . . . . . . 
. . . . . . . . . 
. . . . . . . . . 
. 
'l'lJrR.m . . . : 3: . . . . . . . . . . 
. . . . . : . . . . . . . . . . . 
. TEXRm . . . . 4: . . . . . . . . . . . 
. . . . . . . . . 
. . . . . . . . . 
. 
'IDISREQ . 5: 6: . 7: . 8: . . . . . . 
. . . . . . . . . 
. . . . . . . . . 
. . . . . . . : . . . . . . . . . 
. NŒNCNF . 9: . . . . . . . . . . . . 
. . . . . . . . . 
. . . . . . . . . 
. NO)NIND . . . . . . : 10: . . . . . . . 
: . . . . . . . . . . . . . . . . 
. NDISIND :11 :11 :12:11 :12:11: . 
. . . . . . . . . 
. . . . . . . . . 
. Nm'IND . . . . . . . . . . . . . . . . . 
. . . . . . . 
. . . . . . . 
. Œ . . . . . . :13: . . . . . . . 
. . . . . . . . . 
. . . . . . . . . 
. DR . :14:15:16:15: :17: . . 
. . . . . . . . . 
. . . . . . . . . 
. oc . . . . : 18: : 19: . . . . . 
. . . . . . . . . 
. . . . . . . . . 
. cc . : 20: 21: . . :22: . . . . 
. . . . . . . . . 
. . . . . . . . . 
. AK . . . :23:24: : 19: . . . . 
. . . . . . . . . 
. . . . . . . . . 
. FA . . . :25:24: : 19: . . . . 
. . . . . . . . . 
. . . . . . . . . 
. ED . . . :26:24: : 19: . . . . 
. . . . . . . . 
. . . . . . . . 
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. or . . . :27:24: : 19: . . . . 
. . . . . . . . . 
. . . . . . . . . 
. ER . :28:29:30:30: : 19: . . 
. . . . . . . . . 
. . . . . . . . . 
,----------------------- ------- ----- - - -
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I. 7. LIS'lE DF.s ACTICNS. 
A chaque numéro <lans la table corresp::xrl : 
- Soit une action, représentée par un ensemble d'opérations, 
sUJ.vie du nouvel état pris par l'entité, representé par une 
flèche"==)". 
- Soit 
action. 
une condition, suivie d'un double point Il• Il . 
- Soit un ensemble de conditions, séparées par un";". 
et d'une 
Si l'intersection d'une ligne et d'une colonne ne contient 
aucun numéro, ou si pour un numéro aucune condition n'est 
valide, il y a erreur de protocole, et deux traitements 
peuvent être effectués: 
- Si l'erreur survient suite à une primitive de l'utilisateur 
des services de transport (TlJI'.RB;:2, 'l'EXREX:l, 'IU:NREQ, TCXNRSP, 
TDISR.m), la variable ERR de la primitive prendra une valeur 
différente de zéro. 
- Si la connexion transport est identifiée, une T.P.D.U. ER 
est émise vers l'entité ayant causé l'erreur. 
L'état CT.OSED est un état artificiel. Une connexion ne 
peut avoir cet état que dans une seule situation: Une 
déconnexion a été demandée, et l'utilisateur des services de 
transport n'en n'a pas encore pris connaissance (par une 
fonction TDISIND). 
Dans tous les autres cas, cet état représente l'absence de 
connexion, c'est à dire qu'il n'existe pas d'identificateur 
d'extrémité de connexion. C'est l'état par défaut d'une 
connexion n'existant pas. 
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1: Si plus de ressources disponibles: 
'IDISIND, 
2 . . 
3 . . 
4 . . 
==) CLOSED; 
Si aucune ronnexion réseau n'existe 
entre les entités transport: 
NOJNRm, 
==) WFCC; 
Si une ronnexion réseau existe entre 
les entités transport: 
==) WFCC; . 
Si une ronnexion réseau a été demandée 
et n'est pas enrore ronfirinée: 
==) WFNC; 
N-IJI'-REQ( Œ), 
=) OPEN; 
voir 8.2.4., 
==) OPEN 
voir 8.2.5., 
==) OPEN; 
5: Si pas d'autre ronnexions transport 
sur cette ronnexion réseau: 
NDISREQ, 
==) CTŒED; 
S'il y a d'autres ronnexions transport 
sur cette ronnextion réseau: 
==) CLOSED; 
6: ==) WBCL; 
7 . N-IJI'-REQ(DR), . 
==) CLOSING; 
8 . N-IJI'-REQ(DR), . 
==) CLOSED; 
9 : N-IJI'-REQ(Œ), 
==) WFCC; 
10: Création d'une ronnexion réseau. 
11 : 'IDISIND, 
==) CLOSED; 
12: ==) CLOSED; 
13: Si les ressources sont suffisantes 
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pour une nouvelle connexion: 
rra::NIND, 
==) WFl'.RESP; 
Sinon: 
N-IJI'-IID,2(DR), 
==) CLOSED; · 
14: 'IDISIND, 
==) CLOSED; 
Si pas d'autre connexions transport 
sur la connexion réseau 
NDISIID,2; 
15: ==) CLOSED; 
Si pas d'autre connexions transport 
sur la connexion réseau: 
NDISIID,2; 
16: N-IJI'-IID,2(0C), 
'IDISIND, 
==) CLOSED; 
17: N-IJI'-IID,2(0C), 
--) CLOSED• , 
18: ==) CLOSED; 
Si pas d'autre connexions transport 
sur la connexion réseau 
NDISIID,2; 
19: ==) CLOSED; 
20: Si les paramétres de la T.P.D.U. sont acceptables 
TCCNCNF, 
==) OPEN; 
Si les pararnétres ne sont pas acceptables: 
'IDISIND, 
N-IJI'-IID,2(DR), 
=) CLOSING; 
21: N-IJI'-IID,2(DR), 
==) CLOSING; 
22: N-IJI'-IID,2(DR), 
==) CLOSED; 
23: Voir 8.2.4., 
==) OPEN; 
24: ==) CLOSING; 
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25: Voir 8.2.5., 
==) OPEN; 
26: Voir 8.2.5., 
==) OPEN; 
27: Voir 8.2.4., 
==) OPEN; 
28: TDISIND, 
==) CLOSED; 
Si pas d'autre connexion transport 
sur la connexion réseau: 
NDISREQ; 
29: ==) CLOSED; 
Si pas d'autre connexion transport 
sur la connexion réseau: 
NDISREQ; 
30: TDISIND, 
N-IJI'-REQ(DR), 
==) CLOSING; 
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ANNEXE II 
DESCRIPTION 
DES AUTRES SERVICES 
DE SESSION 
--------- ------------------ --- - -
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D3ns cette annexe, nous décrirons les différents services de 
la oouche session qui n'ont pas été définis dans la partie 
principa.le de ce travail. La réalisation de ces primitives a 
été effectuée, mais leur intégration dans l'ensemble du travail 
n'a pa.s été faite, pour des raisons de perfonna.nce del' 
APPLE-II. 
Il étatit en effet totalement inutile de charger lé système 
avec un ensemble de procédures qui ne sont pa.s utilisées par les 
oouches supérieures (présentation et application F.T.A.M.). 
Mais afin que le lecteur puisse se faire une idée de 
l'ensemble des procédures définies par I.S.O. pour la couche 
session, nous les décrirons ici. Les concepts définis dans la 
partie principa.le du travail sont toujours valables ici. 
La présentation des services et des protocoles est identi que 
à celle faite dans la partie principale de ce travail. 
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II.1. SP.EX.:..Œ'ICATICN DES SERVIŒS. 
II.1.1. Négociation de tenninaison. 
lors de la rép:mse à une requête de déconnexion 
(S-REI:r-RSP voir 9.1.2.3.), le paramètre RESULT peut 
prendre une valeur différente de zéro, auquel cas la 
déconnexion n'est pas faite. Pour refuser cette 
libération de - connexion, l'entité doit posséder le 
jeton de négociation de libération de connexion (voir 
9.1.1.2.). • 
II.1.2. I:anande de jetons. 
PR<X'.EDURE S-Pr-Rm 
(S-IDI':TYP-IDI'; 
'IDKEN:CNE-BYTE; 
VAR SS00: TYP-SSDU; 
VAR ERR: INTEGER) ; 
FUNCITCN S-Pr-IND 
( S-IDI': TYP-IDI'; 
VAR 'IDKEN: CNE-BYTE; 
VAR SSOO:TYP-SSOO; 
VAR ERR:INTEGER) :Ea)LEAN; 
Ces primitives servent à demander des jetons que 
l'entité émettrice ne IJOSSède pas. Le ccdage des jetons 
ést identique à celui de l'attribution des jetons (voir 
9.1.2.7.). 
II.1.3. Transfert de données express. 
PROCEOORE S-EX-REQ 
(S-IDI':TYP-IDI'; 
VAR SSDU:TYP-SS00; 
VAR ERR:INTEGER); 
FUNCTIOO S-EX-IND 
(S-IDI':TYP-IDI'; 
VAR SSDU:TYP-SS00; 
VAR ERR: INTEGER) :Ea)LEAN; 
Ces procédures servent à émettre et à recevoir des 
unités de données express de service. La taille 
maximum de ces unités de données est limitée à 16 
octets. 
II.1.4. Transfert de données typées. 
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PRCCErXJRE S-TD-REQ 
(S-IDr:TYP-IDr; 
VAA SS:00:TYP-SSOO; 
VAA ERR: INTffiER) ; 
FUNCTICN S-'ID-IND 
(S-IDr:TYP-IDr; 
VAA SSOO:TYP-SSOO; 
VAA ERR: INTffiER) : :OCOLF.AN; 
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Les données typées peuvent se transférer 
irrlépendenment de la J:X>Ssession du jeton des données. 
Le reste du fonctionnement de ces primitives est 
identique à celui du transfert des données normales 
(voir 9.1.2.4.), y canpris la taille illimitée des 
unités de données et la segmentation éventuelle. 
II.1.5. Transfert de données de capacités. 
L'unité fonctionnelle de transfert des données de 
capacités ne peut être sélectionnée que si l'unité 
fonctionnelle de gestion d'activité a été sélectionnée. 
Son existence est liée à la recherche de ccmpa.tibilité 
avec les nonnes du C.C.I.T.T., dans lesquelles le 
transfert de données de capacités sert aux entités 
carmunicantes à décrire leurs capacités (taille de 
tampon, vitesse de transmission ••• ). 
PRCCErXJRE S-Œ>-REQ 
(S-IDI':TYP-IDr; 
VAA SSOO-TYP-SSOO; 
VAA ERR: INTffiER) ; 
FUNCTICN S-CD-IND 
(S-IDI':TYP-IDI'; 
VAA SSOO:TYP-SSOO; 
VAA ERR: INTffiER) : :OCOLF.AN; 
PRCXEXJRE S-Œ>-RSP 
(S-IDr:TYP-IDr; 
VAA SSOO:TYP-SSOO; 
VAA ERR: INTffiER) ; 
FONCTION S-CD---ŒF 
(S-IIJI':TYP-IIJI'; 
VAA SSDU:TYP-SSOO; 
VAR ERR: INI'EXiER) : :OCOLF.AN; 
L'émission de la requête de transfert de données 
de capacités ne peut avoir lieu que lorsque l'entité 
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p:Jssède le jeton de synchronisation majeure (voir 
9.1.1.2.) et qu'aucune activité n'est en cours (voir 
9.1.1.5. et plus bas). 
Après avoir émis une requête de transfert de 
données de capacités, l'entité attend une confir!Tléition 
de données de capacités. 
Une entité recevant une indication de données de 
capacités est tenue d'émettre la rép:Jnse de données de 
capacités avant l'usage de toute autre primitive. 
Le nanbre maximum d'octets de l'unité de données de 
service est limité à 512. 
II.1.6. Synchronisation majeure. 
PROCEIXJRE S-MA.J-Rm 
( S-IDI':TYP-IDI'; 
NUM:SIX-BYTES; 
VAA SSDU:TYP-SSDU; 
VAA ERR: INTffiER) ; 
FUNCTICN S-MA.J-IND 
(S-IDI':TYP-IDI'; 
VAA NUM:SIX-BYTES; 
VAA SSDU:TYP-SSDU; 
VAA ERR: m:m:;ER) :OCOLEAN; 
PROCEIXJRE S-MA.J-RSP 
(S-IDI':TYP-IDr; 
VAA SSDU:TYP-SSDU; 
VAA ERR: INrn3ER) ; 
FUNCI'ICN S-MA.J-CNF 
(S-IDI':TYP-IDr; 
VAA SSDU:TYP-SSDU; 
VAA ERR: IN'I'B3ER) : OCOLEAN; 
La synchronisation majeure est un service confirmé, 
pennettant à une entité de p:Jser des p:Jints de 
synchronisation délimitant des unités dè dialogue (voir 
9.1.1.3.). 
Après avoir émis une requête de synchronisation 
majeure (S-MA.J-Rm), l'entité ne peut plus utiliser 
d'autres services (sauf la coupure, la 
resynchronisation ou l'interruption d'activité) jusqu'à 
la réception de la confinnation de la synchronisation 
( S-MA.J-CNF) • 
A la réception d'une indication de synchronisation 
majeure (S-MA.J-IND), l'entité ne peut requérir 
,------- - ---- - ~ - - - - -
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l'utilisation de synchronisation, de clôture ou 
d'interruption d'activité avant d'avoir émis une 
réponse de synchronisation ma.jeure (S-MAJ-RSP). 
II.1.7. Service de rapport d'erreurs. 
le service de rapport d'erreurs peut être utilisé 
par les utilisateurs des services afin de signaler une 
ananalie, ou par le fournisseur des services lors de la 
détection d'une erreur de protocole. 
Ce service n'est autorisé que si l'unité 
fonctionnelle de rapport d'erreurs (voir 9.1.1.1.11.) a 
été sélectionnée. Ce. plus, cette unité fonctionnelle 
ne peut être utilisée que si l'unité fonctionnelle de 
transfert de données en semi-duplex a été choisie. 
PROCEDURE S-ED-RDJ 
(S-DIT:TYP-IDI'; 
RF.ASCl'l:OOE-BYTE; 
VAR SSDU:TYP-SSDU; 
VAR ERR: INT.t.GER) ; 
FUNCrICN S-ED-IND 
(S-IlJI':TYP-IlJI'; 
VAR RF.ASCl'1: OOE-BYTE; 
VAR SSDU:TYP-SSDU; 
VAR ERR: IN'.I'ffiER) : BX)LFAN; 
FONCTION S-ER-IND 
(S-IlJI':TYP-IDr; 
VAR RF.ASCl'1: OOE-BYTE; 
VAR ERR: INTFX;ER) : BX)LEAN; 
La procédure S-ED-RDJ ne peut être utilisée par 
une entité que si elle ne possède pas le jeton de 
données. La fonction S-ED-IND signale un rapport 
d'erreur émis par l'entité camrunicante. 
La fonction S-ER-IND est signalée aux deux 
utilisateurs de services, indiquant une erreur détectée 
par le fournisseur des services (et ne cc:rnportant donc 
aucune donnée de l'utilisateurs). 
II.1.8. Gestion d'activité. 
II.1.8.1. Démarrage d'activité. 
PROCEOORE S-AS-RDJ 
(S-IDr:TYP-IlJI'; 
ANNEXES 
--- - -- - -
~CN A UNE REALISATICN O.S.I. 
ACI'IVITY-NAME:SIX-BYTES; 
VAR NSDU:TYP-NSDU; 
VAR ERR: INTffiER) ; 
FUNCI'ICN S-AS-IND 
(S-IDr:TYP-IDr; 
VAR ACI'IVITY-NAME:SIX-BYTES; 
VAR NSDU-TYP-NSDU; 
VAR ERR: INTffiER) : BCOLEAN; 
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Ce service permet à l'entité :i;::ossédant le 
jeton de synchronisation ma.jeure et de gestion 
d'activité (voir 9.1.1.2.) de démarrer une 
activité. Ce service ne :peut être demandé que 
si l'unité fonctionnelle de gestion d'activité a 
été sélectionnée et qu'aucune activité n'est en 
cours. 
II.1.8.2. Redémarrage d'activité. 
PROCEOORE S-AR-REQ 
(S-IDr:TYP-IDr; 
CALLING-REFERENCE :ARRAY-24; 
CALLED-REFERENCE:ARRAY-24; 
<J:Mvrn-REFERENCE:ARRAY-14; 
ADDITIONAL-REFERENCE:ARRAY-2; 
OLD-ACI'IVITY-NAME:SIX-BYTES; 
NEW-ACI'IVITY-NAME:SIX-BYTES; 
NUM:SIX-BYTES; 
VAR SSDU:TYP-SSOO; 
VAR ERR: INTffiER) ; 
FUNCI'ICN S-AR-IND 
(S-IDr:TYP-IDr; 
VAR CALLING-REFERENCE:ARRAY-24; 
VAR CALLED-REFERENCE:ARRAY-24; 
VAR c:x::MM:N-REFERENCE:ARRAY-14; 
VAR ADDITIONAL-REFERENCE:ARRAY-2; 
VAR OLD-ACI'IVITY-NAME:SIX-BYTES; 
VAR NEW-ACI'IVITY-NAME:SIX-BYTES; 
VAR NUM:SIX-BYTES; 
VAR SSDU:TYP-SSDU; 
VAR ERR: INTffiER) : BCOLEAN; 
Ce service permet à une entité de reprendre 
une activité préalablement interrompue (voir 
II.1.8.3.). Dans le cas où une activité avait 
démarré avec une autre connexion session, les 
références des utilisateurs sont reprises, ainsi 
que le nom de l'ancienne activité, afin de faire 
le lien avec cette dernière. 
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II.1.8.3. Interruption d'activité. 
PRCXEXJRE S-AI-REQ 
(S-IDI':TYP-IDI'; 
RFASON:CNE-BYTE; 
VAR ERR: INTffiER) ; 
FUNCTICN S-AI-IND 
(S-IDI':TYP-IDI'; 
VAR RFASON:CNE-BYTE; 
VAR ERR: IN'I'E8ER) : BX)LF.AN; 
PRcx.:EIXJRE S-AI-RSP 
(S-Drr:TYP-IDI'; 
VAR ERR: INTffiER) ; 
FUNCTICN S-AI-CNF 
(S-IDI':TYP-IDI'; 
VAR ERR: INTEXIBR) : BX)LF.AN; 
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Ce service pennet d'interranpre une activité 
(éventuellement redémarrée plus tard - voir 
II.1.8.2.). L'entité désirant utiliser ce 
service doit posséder le jeton de gestion 
d'activité (voir 9.1.1.2.). 
Après avoir Émis une requête d'interruption 
d'activité (S-AI-REQ), l'entité ne peut plus 
requérir de services ( sauf la coupure de 
connexion) avant d'avoir reçu la confinnation de 
l'interruption ( S-AI-ŒF) • 
A la réception d'une indication d'interruption 
d'activité (S-AI-IND), l'entité ne peut utiliser 
aucun service ( excepté la coupure de connexion) 
avant d'émettre une réponse d'interruption 
( S-AI-RSP) • 
II.1.8.4. Abandon d'activité. 
PRCXEXJRE S-AD-REQ 
(S-IDI':TYP-IDI'; 
REASON:CNE-BYTE; 
VAR ERR:IN'I'E8ER); 
FUNCTICN S-AD-IND 
(S-IDI':TYP-IIJI'; 
VAR REASON: CNE-BYTE; 
VAR ERR: INTEXIBR) : BX)LF.AN i 
PROCEIXJRE S-AD-RSP 
(S-Drr:TYP-IDI'; 
VAR ERR: INTEXIBR) ; 
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FüNCTICN S-~ 
(S-IDr:TYP-IDr; 
VAR ERR: INTEXiER) : ro:>LFAN; 
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Ce service s'utilise de la même façon que le 
service d'interruption d'activité ( voir 
II. 1 • 8. 3. ) • Une activité abandonnée ne peut 
cependant être redémarrée. 
II.1.8.5. Terminaison d'activité. 
PR0CEIXJRE S-AE-REQ 
(S-IDr:TYP-IDr; 
NUM:SIX-BYTES; 
VAR SSDU:TYP-SSOO; 
VAR ERR: INTEXiER) ; 
FUNCI'ICN S-AE-IND 
{S-IDr:TYP-IDI'; 
VAR NUM:SIX-BYTES; 
VAR SSDU:TYP-SSOO; 
VAR ERR: INTEX:;ER) :ro:>LFAN; 
PROCEIXJRE S-AE-RSP 
{S-IDI':TYP-IDr; 
VAR SSDU:TYP-SS00; 
VAR ERR: INTEX;ER) ; 
FUNCI'ICN S-AE-CNF 
(S-IDr:TYP-IDI'; 
VAR SSDU: TYP-SS00; 
VAR ERR: INTEXiER) : ro:>LFAN; 
Une entité peut signaler la fin d'une activité 
au moyen de la requête de tenninaison 
d'activité {S-AE-REQ), si elle possède le jeton 
de gestion d'activité {voir 9.1.1.2.). A partir 
de ce manent, l'entité ne peut plus utiliser de 
services autres que la coupure de connexion avant 
de recevoir la confi.rrration de tenninaison 
d'activité (S-AE-ŒF). 
L'entité recevant une indication de 
tenninaison d'activité {S-AE-IND) ne peut 
utiliser d'autres services que la coupure de 
connexion avant d'émettre une réponse de fin 
d'activité (S-AE-RSP). 
II.1.8.6. Passage de contrôle. 
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Ce service ne peut être utilisé que 
lorsqu'aucune activité n'est en cours, et sert à 
prendre le contrôle de la connexion, en 
reclamant tous les jetons disp:mibles. 
PROCEIXJRE S-CG-REQ 
(S-IDr:TYP-IDr; 
VAR ERR: IN.rEX;ER) ; 
FUNCTICN S-CG-IlID 
(S-IDr:TYP-IDr; 
VAR ERR: IN.rEX;ER) : BCOLF.AN; 
La requête de passage de contrôle 
(S-CG-REX,2) émise, l'utilisateur des services peut 
considérer qu'il p::,ssède tous les jetons 
disp::,nibles. 
A la réception de l'indication de passage de 
contrôle (S-CG-IlID), l'utilisateur des services 
ne p::>ssède plus aucun des jetons disp::>nibles. Il 
ne lui est pas loisible de refuser ce passage de 
contrôle. 
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II.2. DESŒIPI'ICN DES PRCmXrlLES. 
II.2.1. Négociation de tenninaison. 
I.Drsque · la primitive de réponse de déconnexion porte 
le paramètre RESULTAT différent de zéro, une S.P.D.U. 
NF ( Not Finish) est émise, contenant juste des données 
de l'utilisateur. La connexion continue d'exister. 
II.2.2. Cemande de jetons. 
La S.P.D.U. Pl' (Please Tokens) de demande de jetons 
contient cœme paramètres: 
- La liste des jetons demandés, et 
- Les données de l'utilisateur. 
· La S.P.D.U. est envoyée sur le flux nonnal des 
données, et n'engendre . pas de mcdification de l'état 
des entités. Le fait qu'un jeton demandé ne soit pas 
en possession de l'entité réceptrice de la S.P.D.U. 
n'engendre pas d'erreur de protocole. 
II.2.3. Transfert de données express. 
La S.P.D.U. EX (EXpedited data) de transfert de 
données express est envoyée sur le flux des données 
express via une requête de transfert de données 
express de la couche transport (T-EX-REQ), et contient 
les données de l'utilisateur. 
II.2.4. Transfert de données typées. 
Toutes les procédures de transfert de données typées 
sont identiques à celles de transfert de données 
nonnales (voir 9.2.2.5.), sauf que c'est une S.P.D.U. 
'ID (Typed Data) qui est émise, et que la possesion du 
jeton des données n'est pas nécessaire en semi-duplex 
pour l'utilisation de ce service. 
II.2.5. Transfert de données de capacités. 
I.e transfert de données de capacités est un service 
confinné. Suite à une requête de données de 
capacités, l'entité émet une S.P.D.U. CD (c.apability 
Data), contenant les données de l'utilisateur, sur le 
flux des données nonnales. A partir de ce m::ment, 
l'utilisateur des services ne peut plus utiliser de 
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services avant d'avoir reçu la confinnation de données 
de capacités. 
A l'indication d'une S.P.D.U. de données de 
capacités, l'entité est tenue d'émettre une réponse de 
données de capacités, dont les données seront émises 
sous forme d'une S.P.D.U. CDA (capability Data Ack) sur 
le flux des données nonnales. A ce rocrnent, l'entité se 
renet dans un état de transfert de données. 
A la confinnation de données de capacités, 
représentée par la S.P.D.U. CDA, l 'ent_ité se remet dans 
un·état de transfert de données. 
II.2.6. Synchronisation majeure. 
La S.P.D.U. MAP (MAjor Point) de requête de 
synchronisation majeure canporte a:mne éléments: 
- Un paramètre de type de synchronisation indiquant 
qu'il s'agit de la fin d'une unité de dialogue, et non 
la fin d'une activité (et cela même si l'unité 
fonctionnelle de gestion d'activité n'a pas été 
sélectionnée) • 
- Le numéro de série, qui indique le numéro de la 
synchronisation. 
- Les données de l'utilisateur. 
· Dès que la S.P.D.U. MAP a été envoyée, l'entité se 
met en attente d'une S.P.D.U. PR-MAA (PRepa.re MAjor Ack 
- si le transfert de données express est autorisé) 
et/ou une S.P.D.U. MAA (MAjor Ack). 
La réception d'une S.P.D.U. MAP engendre une 
irrlication de synchronisation majeure, et l'entité 
attend une rép:mse de synchronisation majeure de 
l'utilisateur des services. 
Si le transfert des données express est mis en 
oeuvre, la réponse de synchronisation majeure 
entraînera d'abord l'émission d'une S.P.D.U. PR-MAA 
(PRepa.re MAjor Ack) sur le flux des données express, 
suivie de l'émission d'une S.P.D.U. MAA contenant le 
numéro de série de la synchronisation majeure et les 
données utilisateur. Si le transfert des données 
express n'est pas disponible, seule la S.P.D.U. MAA est 
., . 
enuse. 
II.2.7. Signalisation d'anana.lies. 
~ux types de services distincts sont gérés par les 
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procédures de signalisation d'ananalies: 
- Les indications émises aux deux utilisateurs des 
services, et provenant du fournisseur de services. 
Les requêtes d'une entité signalées par des 
indication à l'entité cœmunicante. 
wrsqu'une entité détecte une erreur, elle émet une 
S .P .D. U. ER ( Exception Report) vers l'entité 
canmunicante, et une indication d'erreur à 
l'utilisateur des services de cette entité. 
L'entité recevant une S.P.D.U. ER la signale à 
l'utilisateur des services en Émettant une indication 
d'erreur. 
Les deux entités entrent dans un état d'où elles ne 
peuvent sortir qu'à la requête ou la réception d'une 
S.P.D.U. de coupure ou d'interruption d'activité, de 
resynchronisation, de coupure de connexion ou de 
cession du jeton des données (rappelons que ce service 
n'est autorisé qu'en transrrùssion semi-duplex). 
La requête de signalisation d'erreur sert à mettre 
les entités dans un état d'erreur duquel elles ne 
pourront sortir que par une requête identique à 
celles ci-dessus, émise par l'entité ayant reçu la 
S.P.D.U. ED (Exception Data), contenant un ccde 
d'erreur et des données utilisateur. 
II.2.8. Gestion d'activité. 
Nous verrons ici la gestion d'activité. Rappelons 
que l'utilisation des primitives de gestion d'activité 
n'est autorisée que si cette unité fonctionnelle a été 
sélectionnée. 
De plus, toute requête de ces primitives ne peut 
être exécutée par une entité que si elle possède le 
jeton de synchronisation majeure et de gestion 
d'activité (voir 9.1.1.2.). 
II.2.8.1. Démarrage d'activité. 
La requête de démarrage d'activité engendre 
l'émission d'une S.P.D.U. AS (Activity Start), 
contenant l'identificateur d'activité, et les 
données utilisateurs. 
Cette S.P.D.U. ne peut être émise que si 
aucune activité n'est en cours. Dès émission ou 
réception de la S.P.D.U. AS, l'activité est en 
r------------ ---------------- - --- --- - -
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cours, et la transmission de données peut avoir 
lieu. 
II.2.8.2. Redémarrage d'activité. 
La requête de redénarrage d'activité est 
destinée à signaler la reprise d'une activité 
préalablement interranpue. Cette requête 
engendre l'émission d'une S.P.D.U. AR (Activity 
Resume) , contenant : 
- Un paramètre destiné à faire le lien avec 
l'ancienne activité, et contenant: 
- La référence de l'utilisateur appelé. 
- La référence de l'utilisateur appelant. 
- Une référence carmune. 
- Une référence additionnelle. 
- L'identificateur de· l'ancienne activité. 
- Un numéro de série initial. 
- L'identificateur de la nouvelle activité. 
- Des données de l'utilisateur. 
Dès l'émission et à la réception de la 
S.P.D.U. AR, l'activité est considérée ccmne 
ayant redémarré, et la transmission de données 
est autorisée. 
II.2.8.3. Interruption d'activité. 
La requête d'interruption d'activité 
engendre l'émission d'une S.P.D.U. AI (Activity 
Interrupt). Cette S.P.D.U. AI contient un 
paramètre de cause, mais pas de données de 
l'utilisateur. 
Si l'utilisation des données express sur la 
connexion transport est autorisée, une S.P.D.U. 
PR-RS (PRepare ReSynchronize - préparation à la 
resynchronisation) est émise simultanément sur ce 
flux. 
Après avoir émis la S.P.D.U. AI, l'entité 
entre dans un état où toutes les S.P.D.U. sont 
écartées, sauf les S.P.D.U. PR-RS (cas de 
collision), les S.P.D.U. PR-RA (PRepare 
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Resynchronize Ack - préparation à l'acceptation 
d'interruption), la S.P.D.U. AIA (acquiescement 
d'interruption d'activité - voir plus bas) et une 
S.P.D.U. AB de coupure de connexion. 
La réception d'une S.P.D.U. AI engendre une 
indication d'interruption d'.activité. Si la 
connexion transr:ort suPIX)rte l'utilisation du 
transfert de données express, cette S.P.D.U. doit 
être précédée d'une S.P.D.U. PR-RS. L'entité 
se met alors en attente d'une rér:onse 
d'interruption d'activité. 
La rér:onse d'interruption d'activité engendre 
l'émission d'une S.P.D.U. AIA (Activity Interrupt 
Ack), précédée de l'émission d'une S.P.D.U. PR-RA 
(préparation à l'acquiescement de 
resynchronisation) si l'utilisation des données 
express est autorisée sur la connexion transr:ort. 
La S.P.D.U. AIA n~ canr:orte aucun paramètre. Dès 
l'émission de la S.P.D.U. AIA, l'activité est 
suspendue,· et ne r:ourra reprendre qu'à l'émission 
ou la réception d'une S.P.D.U. AR (activity 
resume, ou redémarrage d'activité). 
La réception d'une S.P.D.U. AIA engendre une 
confinnation d'interruption d'activité, et 
l'activité en cours est suspendue. 
II.2.8.4. Abandon d'activité. 
I.e fonctionnement de ce groupe de primitives 
est identique à celui de l'interruption 
d'activité (voir II.2.8.3.), sauf que ce sont des 
S.P.D.U. AD (Activity Discard) et ADA (Activity 
Discard Ack) qui sont émises, et que le 
redémarrage d'une activité n'est pas autorisé. 
II.2.8.5. Tenninaison d'activité. 
I.e fonctionnement de la terminaison d'activité 
est identique à celui de la r:ose de r:oints de 
synchronisation majeure (voir II.2.6.), si ce 
n'est que l'activité se clôture, et que le 
paramètre de type de synchronisation n'est pas 
présent dans la S.P.D.U.. Les s.P.D.U. émises 
sont les S.P.D.U. AE (Activity End) et AEA 
(Activity End Ack), dont le ccdage est identique 
aux S.P.D.U. de synchronisation majeure. 
II.2.8.6. Passage de contrôle. 
;------ ------- - - - - --- --- - - -
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SUite à une requête de passage de 
contrôle, l'entité énet une S.P.D.U. GI'C (Give 
Tokens Confinn), ne contenant aucun paramètre. 
Suite à celà, l'entité n'accepte plus aucune 
autre S.P.D.U. que la S.P.D.U. Gr.A (Give Tokens 
Ack). 
La réception d'une S.P.D.U. GI'C engendre d'une 
part une indication de passage de contrôle, et 
d'une autre part l'émission d'une S.P.D.U. Gr.A, 
ne .contenant aucun paramètre. 
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ANNEXE III 
DESCRIPTION 
DES TABLES D'ETA~ 
DE LA COUCHE SESSION 
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ITI. 1. VUE GENrnALE. 
Cette annexe est consacrée à la description des protocoles de 
la couche session. 
Carme dans les descriptions des protocoles de la couche 
transport, les protocoles de la couche session sont définis sous 
fonne de tables, dont les lignes représentent les évènements 
entrants et les colonnes les différents états que peut prendre 
une entité session. 
Les tables d'états ci-dessous reprennent l'ensemble des 
protocoles de la couche session. Suite aux négociations, 
certaines unités fonctionnelles peuvent ne pas avoir été 
choisies (ce qui est le cas dans notre réalisation), mais les 
fonctions de vérification de validité servent à détecter si tel 
service est mis en oeuvre ou pas. 
Les . évènements entrants et sortants sont décrits dans la 
partie principale de ce travail (voir 8.1. et 9.1.). Les nans 
des différents états sont les mêmes que ceux utilisés dans les 
textes des nonnes r.s.o., afin de simplifier toute rnc:x:ti.fication 
suite à des ajoutes des instituts de nonnalisation. 
Au ni veau du programne, pour chaque évènement entrant, on 
procède aux tests de validité de la primitive selon les unités 
fonctionnelles choisies, puis selon les états, on procède à 
l'activation des procédures appropriées. 
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IlI.2. ~ I.Œ:ALES 
Unités fonctionnelles: 
- FD: Transmission en duplex. 
- HD: Transmission en semi-duplex. 
- EXCEP: Traitement des ananalies. 
- TD: Utilisation des données typées. 
- NR: Négociation de clôture de connexion. 
- SY: Utilisation de la synchronisation mineure. 
- MA Utilisation de la synchronisation majeure. 
- RESYN: Utilisation de la resynchronisation. 
- EX: Transfert de données express. 
- ACT: Gestion d'activité. 
- CD: Utilisation des données de capacités. 
La fonction lxoléenne FU(T), où Test une des unités 
fonctionnelles décrites ci-dessus, prend la valeur "vrai" si 
l'unité fonctionnelle a été sélectionnée lors de la création 
de connexion. 
Jetons. 
Quatre jetons existent : 
- MI . Jeton de synchronisation mineure. . 
- MA . Jeton de synchronisation majeure et d'activité. . 
- 'IR . Jeton de négociation de tenninaison. . 
- DK . Jeton de données. . 
Les fonctions suivantes sont utilisées lors de la 
vérification du droit d'utilisation de certains services. 
- AV(T), 
"vrai" si 
sont: 
où T est un des jetons, prend la valeur 
le jeton est disponible. Les valeurs de AV(T) 
- AV(MI) := FU(SY) 
- AV(DK) := FU(HD) 
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- AV('IR) := FU(NR) 
- AV(MA) := FU(MA) ou FU(ACT) 
- OiNED(T) est nne fonction qui prend la valeur "vrai" 
si le jeton (T) est dis:i;x:mible et possédé par l'entité. 
Elle prend la valeur "faux" si le jeton est disponible et 
non possédé par l'entité, et n'est pas définie si le jeton 
n'est pas disponible. 
- I(T) := non AV(T) ou CWNED(T) 
- II(T) := AV(T) et CWNED(T) 
- A(T) := non AV(T) ou non CWNED(T) 
- AA(T) := AV(T) et non CWNED(T) 
Quelques variables locales sont utilisées: 
- '!'EXP est "vrai" si la connexion transport autorise le 
transfert de données express. 
- VACr est "vrai" si nne activité est en cours. 
- VNEXTACl' est "vrai" si un point de synchronisation 
majeure a été reçu lorsqu'nne activité est en cours, à "faux" 
si, lors d'nne activité en cours, une S.P.D.U. AE est émise 
ou reçue. 
- VRSP est une variable utilisée pour résoudre les 
problèmes de collisions de resynchronisation, et indique le 
type de resynchronisation en cours, prenant les valeurs: 
- NO: pas de resynchronisation en cours. 
- A: resynchronisation ABANOON. 
- R: resynchronisation RESTART. 
- s: resynchronisation SE:r. 
- DSC: abandon d'activité. 
- INT: interruption d'activité. 
- VRSffiB indique le numéro de série en cas de collision 
de resynchronisation RESTART. 
-~ est nne fonction booléenne qui prend la 
valeur "vrai" si l'entité est gagnante en cas de collision de 
resynchronisation, de terminaison ou d'interruption 
d'activité. La fonction d'évaluation est la suivante: 
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- On évalue d'arord les prochaines valeurs de VRSP et 
VRSPNB (voir ci~essus). 
- On canp:rre ces nouvelles valeurs aux anciennes, sachant 
. que : 
œc prévaut sur INT 
INT prévaut sur A 
A prévaut sur S 
S prévaut sur R 
R prévaut sur NO 
- En cas d'égalité et si VRSP vaut R, on canp:rre les deux 
VRSPNB, · et la plus petite valeur prévaut sur la plus 
grande • . 
- Si le résultat de la ,canp:rraison indique que la nouvelle 
resynchronisation prévaut sur l'ancienne, la fonction 
SPMWINNER prend la valeur "vrai", et on tient a:mpte de 
cette nouvelle resynchronisation, remettant à jour les 
valeurs de VRSP et VRSPNB. Sinon, on oublie cette 
nouvelle resynchronisation. 
- En cas d'égalité; et si la dernière resynchronisation a 
été émise par l'initiateur de la connexion, alors la 
fonction SPMWINNER prend la valeur "faux". 
- Vl'CA. est une variable l:x::xJléenne prenant la valeur 
"faux" si l'entité est l'initiatrice de la connexion. 
- V'mR est une variable l:x::xJléenne prenant la valeur 
"vrai" si la connexion transport peut être réutilisée lors 
d'une connexion session ultérieure. 
- VCDLL est une variable l:x::xJléenne prenant la valeur 
"vrai" si une collision de S.P.D.U. FN (finish) a été 
détectée. 
- V(A) est le plus petit m:nnéro de série p.:Jur lequel une 
confirmation de synchronisation est attendue. Il n'y a pas 
de confinnation de synchronisation attendue lorsque V(A) = 
V(M) (voir plus bas). 
- V(M) est le prochain numéro de série à utiliser. 
- V(R) est le plus petit numéro de série pour lequel une 
resynchronisation avec l'option RESTART est autorisée. 
- VSC est une variable l:x::xJléenne prenant la valeur "vrai" 
si l'utilisateur des services a le droit d'émettre une 
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réponse de synchronisation mineure quand V(A) est inférieur à 
V(M). 
* STA.01 . . 
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m.3. LISTE DE3 ErATS. 
Cet état est factice, et corresp::,nd au cas où il 
n'existe pas de connexion réseau. I.e seul cas où l.Il1e 
connexion prend cet état est quand la connexion est 
clôturée, mais que l'utilisateur des services n'en est 
pas encore averti. 
* STA01A : 
Après avoir énis une S.P.D.U. AB (ABort), l'entité 
atterri l.Il1e S.P.D.U. AA (Abort Accept). Cet état n'est 
atteint que si la connexion transp::,rt est réutilisée p::,ur 
l.Il1e autre connexion session. 
* STA01B: 
Après avoir énis l.Il1e requête de connexion transp::,rt 
(T-a:N-Rm), l'entité attend une confinnation de connexion 
transp::,rt ( T-a:N-ŒF) • 
* STA01C: 
D:ms cet état, la connexion session n'existe plus, mais 
la connexion transp::,rt n'est pas clôturée. Ce mécanisme 
permet d'éviter les négociations entre deux entités 
transp::,rt. 
* STA02A : 
Après énission d'une S.P.D.U. CN (Cc:Nnect), l'entité 
atterri soit une S.P.D.U. AC (ACcept), soit l.Il1e S.P.D.U. RF 
(ReFuse). 
* STA.03: 
Suite à l'énission d'une S.P.D.U. FN (FiNish), l'entité 
atterri une S.P.D.U. DN (Discc:Nnect) ou l.Il1e S.P.D.U. NF 
(Not Finish). 
* STA04A : 
Après avoir énis l.Il1e S.P.D.U. MAP (MAjor Point), 
l'entité atterri une S.P.D.U. MAA (MAjor Ack) si TEXP a la 
valeur "faux", une S.P.D.U. PR-MAA (PRepare MAjor Ack) si 
TEXP a la valeur "vrai". 
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* STA04B: 
Après avoir émis une S.P.D.U. AE (Activity End), 
l'entité atterrl une S.P.D.U. AFA (Activity End Ack) si 
TEXP a la valeur "faux", une S.P.D.U. PR-MAA (PRepare 
MAjor Ack) si TEXP a la valeur "vrâi". 
* STAOSA: 
Suite à l'émission d'une S.P.D.U. RS (ReSynchronize), 
l'entité attend une S.P.D.U. RA (Resynchronize Ack) si 
TEXP a la la valeur "faux", une S.P.D.U. PR-RA (PRepare · 
Resynchronize Ack) sinon. 
* STAOSB: 
Suite à l'émission d'une S.P.D.U. AI (Activity 
Interrupt), l'entité attend une S.P.D.U. AIA (Activity 
Interrupt Ack) si TEXP a la valeur "faux", une S.P.D.U. 
PR-RA sinon. 
* STAOSC: 
Suite à l'émission d'une S.P.D.U. AD (Activity 
Discard), l'entité attend une S.P.D.U. ADA (Activity 
Disœ.rd Ack) si TEXP a la valeur "faux", une S.P.D.U. 
PR-RA sinon. 
* STA06 : 
Cet état est atteint lorsque l'entité attendait une 
S.P.D.U. RA (Resynchronize Ack) ou une S.P.D.U. PR-RA 
(PRepare Resynchronize Ack), et qu'elle reçoit une 
S.P.D.U. PR-RS (PRepare ReSynchronize), ce qui est un œs 
de collision de resynchronisation. C'est la S.P.D.U. RS 
qui suit la S.P.D.U. PR-RS qui pennettra de détenniner 
quelle est l'entité gagnante de la collision (fonction 
SPMWINNER) • 
* STA08 : 
Après avoir signalé une in::liœtion de création de 
connexion (S-mN-IND), l'entité attend de la part de 
l'utilisateur des services une réponse de création de 
connexion (S-CXN-RSP). 
* STA09: 
- ·- - --- - -------------- -----------
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Après avoir signalé une indication de déconnexion 
(S-REL-IND), l'entité attend une réponse de déconnexion 
(S-REL-RSP) de la part de l'utilisateur des services. 
* STA10A: 
• Après avoir reçu la S.P.D.U. PR-MAA (PRepare MAjor 
Ack), l'entité attend une S.P.D.U. MAA (MAjor Ack) • 
• 
* STA10B: 
Après avoir reçu la S.P.D.U. PR-MAA, l'entité attend 
une S.P.D.U. AEA (Activity End Ack). 
* STA11A : 
Suite à l'irrlication de resynchronisation (S-RS-IND), 
l'entité atterrl une réponse de resynchronisation 
(S-RS-RSP) de l'utilisateur des services. 
* STA11B : 
Suite à l'irrlication d'interruption d'activité 
(S-AI-IND), l'entité attend une réponse d'interruption 
d'activité (S-AI-RSP) de l'utilisateur des services). 
* STA11C : 
Suite à l'irrlication d'abandon d'activité (S-AD-IND), 
l'entité attend une réponse d'abandon d'activité 
(S-AD-RSP) de l'utilisateur des services. 
* STA15A : 
Après avoir reçu une S.P.D.U. PR-MAA (PRepare MAjor 
Ack), l'entité attend soit une S.P.D.U. MAA (MAjor Ack), 
soit une S.P.D.U. AEA (Activity End Ack). 
* STA15B : 
Après avoir 
ReSynchronize), 
(ReSynchronize}, 
soit une S.P.D.U. 
* STA15C : 
reçu une S.P.D.U. PR-RS (PRepare 
l'entité attend soit une S.P.D.U. RS 
soit une S.P.D.U. AD (Activity Discard), 
AI (Activity Interrupt}. 
,- -
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Après avoir reçu une S.P.D.U. PR-RA (prepapre 
Resynchronize Ack), l'entité attend soit une S.P.D.U. RA 
(Resynchronize Ack), soit une S.P.D.U. AIA (Activity 
Interrupt Ack), soit une S.P.D.U. ADA (Activity Discard 
Ack). 
* STA16 : 
L'entité atteint cet état après avoir émis soit tme 
S.P.D.U. IN (Discc:Nnect), soit une S.P.D.U. AB (ABort), et 
·aans les deux S.P.D.U. le i;aramètre "réutilisation de la 
connexion transp::,rt" est mis à "faux". Dans ce cas, 
l'entité attend une indication de déconnexion transp::,rt 
( T-DIS-IND) • 
* STA18 : 
Cet état est atteint après avoir émis une S.P.D.U. GrC 
(Give Tokens Confinn), et l'entité attend une S.P.D.U. GI'A 
(Give 'lbkens Ack). 
* STA19 : 
Aprés avoir émis une S.P.D.U. ED (Exception Data), 
l'entité attend un recouvrement d'un des deux utilisateurs 
des services. 
* STA20: 
Aprés avoir reçu une S.P.D.U. ED (Exception Data) ou 
une S.P.D.U. ER (Exception Rep::,rt), l'entité attend un 
recouvrement d'une des deux utilisateurs des services. 
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* STA21 : 
Après avoir émis une S.P.D.U. m (capability Data), 
l'entité attend une S.P.D.U. CDA (capability Data Ack). 
* STA22 : 
Après avoir signalé une indication de données de 
capacités (S-CD-IND), l'entité attend une rép::,nse de 
données de capacités (S-CD-RSP) de l'utilisateur des 
services. 
* STA713: 
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C'est l'état de transfert norma.l des données, duquel 
sont permises toutes les requêtes. 
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III.4. RELATICNS AVEr. IA CXXXlIE 'mANSKRr. 
Nous feront la distinction entre les primitives de requête 
et de réponse d'une part, d'indication et de confinnation d'une 
autre part. 
les primitives de requête de création de connexion 
( T-ŒN-Rm) , de réponse à la création de connexion ( T-<XN-RSP) , 
et de requête de libération de connexion (T-DIS-REQ) sont 
mentionnées telles quelles dans les listes d'actions ci-dessous. 
Les différents paramètres décrits dans la partie principale de · 
ce travail (voir 8.1.) se déduisent assez facilement du 
contexte. La création et la libération du jeu de variables 
locales nécessaires à la gestion de l'entité sont implicites. 
Les requêtes de transfert de données ( T-Dr-Rm) et de 
transfert de données express (T-EX-Rm) canportent carme 
argument le nan de la S.P.D.U. qu'ils transmettent. Ne sont pas 
décrits ci-dessous les segmentations et réassemblages éventuels, 
afin de ne pas alourdir la description. 
L'indication de création de connexion (T-a:N-IND), et la 
confinnaticn de . création de connexion (T-a:N-CNF), sont des 
évènements créant une nouvelle entité, et sont à ce titre repris 
dans les lignes des tables d'états. Les actions du protocole en 
découlant sont· décrites dans les tables, mais non la façon dont 
sont créées les variables locales nécessaires à la gestion de 
l'entité. 
De même, l'indication de libération de connexion 
(T-DIS-IND) détruira ces variables locales. 
Les fonctions d' im.iC'.ation de données ( T-Dr-IND) et 
d'indication de données express (T-EX-IND) ne sont pas 
mentionnées dans ces tables. A la place, les nans des 
différentes S.P.D.U. sont donnés. En fait, on suppose une 
analyse des unités de données de service de transport, 
pennettant de transfonner la T.S.D.U. en une S.P.D.U. On ne 
décrit pas le réassemblage ou l'éclatement nécessaire pour y 
arriver. 
Le service de transfert de données express de transport étant 
sujet à négociation (et pouvant donc ne pas être mis en 
oeuvre}, on ne fait pas la distinction entre les S.P.D.U. 
provenant de ce transfert express ou du transfert nonnal des 
données. On suppose simplement que les données express sont 
analysées avant les données normales. 
Certains cas de transfert de données express sont sujets à 
des précautions particulières. On pourrait par exemple recevoir 
une S.P.D.U. de données express après avoir émis une S.P.D.U. de 
demande de création de connexion (S.P.D.U. CN), et ne pas encore 
avoir reçu la réponse (S. P. D. U. AC} • Afin de résoudre ces 
problèmes, trois primitives ont été définies. La première 
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consiste à sauver la S.P.D.U. dans une file, afin de la 
traiter ultérieurement. La seconde consiste à supprimer la 
file (en cas de coupure de connexion, de resynchronisation ••• ). 
La troisième est plutôt un "état" dans lequel les S.P.D.U. 
entrantes sont extraites de la file, plutôt que des T.S.D.U. 
provenant de la couche transport. 
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m.s. TABLES o'El'ATS. 
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---------
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+ s + s + s 
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+ + ETATS + 
+ +---------- ------------------------------------+ 
+ + s + s + s + s + s + s + s + s + s + s + s + s + s + s + s + 
+ +T+T+T+T+T+T 
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----------------------
+ + ET A T ·S + 
+ +--------------- ---------------------------+ 
+ + s + s + s + s + s + s + s + s + s + s + s + s + s + s + 
+ +T+T+T+T+T+T+T+T+T+T+T+T+T+T+ 
+ EVENEMENT + A + A + A + A + A + A + A + A + A + A + A + A + A + A + 
+ + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 
+ + 1 + 1 + 1 + 1 + 2 + 3 + 4 + 4 + 5 + 5 + 5 + 6 + 8 + 9 + 
+ + +A+B+C+A+ +A+B+A+B+C+ + + + 
-------------------
+ + + + + + + + + + + + + + + + 
+ S-CG-REJJ + + + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ S--GI'-REJJ + + + + + + + 52+ 53+ + + + + + + 
+ + + + + + + + + + + + + + + + 
+ S-Pl'-REJJ + + + + + + + + + + + + + + 54+ 
+ + + + + + + + + + + + + + + + 
+ S-UER-REQ + + + + + + + + + + + + + + 55+ 
+ + + + + + + + + + + + + + + + 
+ S-REL-REQ + + + + + + + + + + + + + + 56+ 
+ + + + + + + + + + + + + + + + 
+ S-REL-RSP + + + + + + + + + + + + + + 57+ 
+ + ·+ + + + + + + + + + + + + + 
+ S-UAB-REQ + + + 58+ 59+ 59+ 59+ 59+ 59+ 59+ 59+ 59+ 59+ 59+ 59+ 
+ + + + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ T-a::N-JND + 60+///+///+///+///+///+///+///+///+///+///+///+///+///+ 
+ + + + + + + + + + + +- + + + + 
+ T-a::N-ŒF +///+///+ 61+///+///+///+///+///+///+///+///+///+///+///+ 
+ + + + + + + + + + + + + + + + 
+ T-DIS-JND +///+ 62+ 63+ 64+ 63+ 63+ 63+ 63+ 63+ 63+ 63+ 63+ 63+ 63+ 
+ + + + +. + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ TIMER +///+ 58+///+///+///+///+///+///+///+///+///+///+///+///+ 
+ + + + + + + + + + + + + + + + 
----------------
-- -------
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-----------------------------------------------------------
+ + ETATS + 
+ +--------- ------------------------------------------+ 
+ + s + s + s + s + s + s + s + s + s + s + s + s + s + s + s + 
+ +T+T+T+T+T+T+T+T+T+T+T+T+T+T+T+ 
+EVENE11ENT+A+A+A+A+A+A+A+A+A+A+A+A+A+A+A+ 
+ + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 2 + 2 + 2 + 7 + 
+ + 0 + 0 + 1 + 1 + 1 + 5 + 5 + 5 + 6 + 8 + 9 + 0 + 1 + 2 + 1 + 
+ + A + B + A + B + C + A + B + C + + + + + + + 3- + 
----------------------------------------------
+ + + + + 
+ S-Œ-Rm + + + + 
+ + + + + 
+ S-Gr-Rm + 66+ 67+ + 
+ + + + + 
+ S-PI'-Rm + 70+ 71+ + 
+ + + + + 
+ S-UER-Rm + 75+ 75+ + 
+ + 
+ + 
+ + 
+ + 
+ + 
+ + 
+ + 
+ + 
+ + 
+ + 
+ + 
+ + 
+ + 
+ 72+ 
+ + 
+ 76+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ + + + + + + + + + 
+ S-REL-Rm + + + + + + + 77+ + 
+ + + + + + + + + + 
+ S-REL-RSP + + + + + + + + + 
+ + + + + + + + + + 
+ S-UAB-Rm + 59+ 59+ 59+ 59+ 59+ 59+ 59+ 59+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ + + + + 
+ . + + + 65+ 
+ + + + + 
+ 68+ .+ + 69+ 
+ + + + + 
+ + + 73+ 74+ 
+ + + + + 
+ + + + 75+ 
+ + + + + + + 
+ + + + + + 78+ 
+ + + + + + + 
+ + + + + + + 
+ + + + + + + 
+ 59+ 59+ 59+ 59+ 59+ 59+ 
+ + + + + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ T-0:N-IND +///+///+///+///+///+///+///+///+///+///+///+///+///+///+///+ 
+ + + + + + + + + + + + + + + + + 
+ T-a::N-arF +///+///+///+///+///+///+///+///+///+///+///+///+///+///+///+ 
+ + + + + + + + + + + + + + + + + 
+ T-DIS-IND + 63+ 63+ 63+ 63+ 63+ 63+ 63+ 63+ 63+ 63+ 63+ 63+ 63+ 63+ 63+ 
+ + + + + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ TIMER +///+///+///+///+///+///+///+///+ 58+///+///+///+///+///+///+ 
+ + + + + + + + + + + + + + + + + 
---------------------------------------------------------
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---------------- ---------------------------------------
+ + ETATS + 
+ +----- ----------------------------------+ 
+ + s + s + s + s + s + s + s + s + s + s + s + s + s + s + 
+ +T+T+T+T+T+T+T+T+T+T+T+T+T+T+ 
+EVEND1ENT+A+A+A+A+A+A+A+A+A+A+A+A+A+A+ 
+ + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 
+ + 1 + 1 + 1 + 1 + ~ + 3 + 4 + 4 + 5 + 5 + 5 + 6 + 8 + 9 + 
+ + +A+ B + C +A+ +A+B+A+B+ C + + + + 
-----
-----------
+ + + + + + + + + + + + + + + + 
+ SPDU AC +///+ 79+///+ 58+ 80+ + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ SPDU CN +///+ 58+///+ 81+ + + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ SPDU RF +///+ 79+///+ 58+ 82+ + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ SPDU DI' +///+ 79+///+ 58+ + 83+ 84+ 85+ 86+ 87+ 88+ 89+ + + 
+ + + + + + + + + + + + + + + + 
+ SPDU EX +///+ 79+///+ 58+ 90+ 91+ 92+ 93+ 94+ 95+ 96+ 97+ + + 
+ + + + + + + + + + + + + + + + 
+ SPDU 'ID +///+ 79+///+ 58+ + 98+ 99+100+101+102+103+104+ + + 
+ + + + + + + + + + + + + + + + 
+ SPDU MAA+///+ 79+///+ 58+ + +105+106+107+108+109+110+ + + 
+ + + + + + + + + + + + + + + + 
+ SPDU MAP +///+ 79+///+ 58+ + + + +111+ + +112+ + + 
+ + + + + + + + + + + + + + + + 
+ SPDU AE +///+ 79+///+ 58+ + + + +113+ + +114+ + + 
+ + + + + + + + + + + + + + + + 
+ SPDU MIA +///+ 79+///+ 58+ +115+116+117+118+119+120+121+ + + 
+ + + + + + + + + + + + + + + + 
+ SPDU MIP +///+ 79+///+ 58+ + + + +122+ + +123+ + + 
+ + + + + + + + + + + + + + + + 
+SPDU PR-'f.1AA+///+ 79+///+ 58+ + +124+124+107+108+109+ + + + 
+ + + + + + + + + + + + + + + + 
+SPDU PR-RA+///+ 79+///+ 58+ + + + +125+125+125+126+ + + 
+ + + + + + + + + + + + + + + + 
+SPDU PR-RS +///+ 79+///+ 58+ +127+127+127+128+108+109+126+ + + 
+ + + + + + + + + + + + + + + + 
+ SPDU RA +///+ 79+///+ 58+ + + + +129+ + + + + + 
+ + + + + + + + + + + + + + + + 
+ SPDU RS +///+ 79+///+ 58+ +130+131+131+132+ + +133+ + + 
+ + + + + + + + + + + + + + + + 
+ SPDU NJ +///+ 79+///+ 58+ + + + +134+ + +135+ + + 
+ + + + + + + + + + + + + + + + 
+ SPDU NJA +///+ 79+///+ 58+ + + + + + +136+ + + + 
+ + + + + + + + + + + + + + + + 
+ SPDU AI +///+ 79+///+ 58+ + + + +137+ + +138+ + + 
+ + + + + + + + + + + + + + + + 
+ SPDU AIA +///+ 79+///+ 58+ + + + + +139+ + + + + 
+ + + + + + + + + + + + + + + + 
----------------------------------------·--------------------------
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---------------------------------------
+ + ETATS + 
+ +--------- ----------------------------------------+ 
+ + s + s + s + s + s + s + s + s + s + s + s + s + s + s + s + 
+ +T+T+T+T+T+T+T+T+T+T+T+T+T+T+T+ 
+EVENEMENI'+A+A+A+A+A+A+A+A+A+A+A+A+A+A+A+ 
+ + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 2 + 2 + 2 + 7 + 
+ + 0 + 0 + 1 + 1 + 1 + 5 + 5 + 5 + 6 + 8 + 9 + 0 + 1 + 2 + 1 + 
· + +A+B+A+B+C+A+B+C+ + + + + + + 3 + 
- -
+ • + + + + + + + + + + + + + + + + . 
+ SPOU AC + + + + + + + + +140+ + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ SPDU CN + + + + + + + + +140+ + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ SPOO RF + + + + + + + + +140+ + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ SPOO I1I' + + + + + +141+142+143+140+ +144+ + + +145+ 
+ + + + + + + + + + + + + + + + + 
+ SPOU EX + + + + + +146+ +147+140+148+149+ + + +150+ 
+ + + + + + + + + + + + + + + + + 
+ SPOO TD + + + + + +151+152+153+140+ +154+ + + +155+ 
+ + + + + + + + + + + + + + + + + 
+ SPOU MAA+ + + + + +156+127+128+140+ + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ SPDU MAP + + + + + + +157+158+140+ +159+ + + +160+ 
+ + + + + + + + + + + + + + + + + 
+ SPOO AE + + + + + + +161+ +140+ +162+ + + +163+ 
+ + + + +· + + + + + + + + + + + + 
+ SPOO MIA + + + + + +164+165+166+140+ +167+ + + +168+ 
+ + + + + + + + + + + + + + + + + 
+ SPDU MIP + + + + + + +169+170+140+ +171 + + + +172+ 
+ + + + + + + + + + + + + + + + + 
+SPOO PR-MM+ + + + + + + + +140+ + + + + + + 
+ + + + + + + + + + + + + + + + + 
+SPOU PR-RA+ + +- + + + + + +140+ + + + + + + 
+ + + + + + + + + + + + + + + + + 
+SPOU PR-RS +127+127+ + + +173+ +174+140+175+127+127+ + +127+ 
+ + + + + + + + + + + + + + + + + 
+ SP.00 RA + + + + + + +127+176+140+ + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ SPOO RS +131+ + + + + +177+ +140+ +131+131+ + +178+ 
+ + + + + + + + + + + + + + + + + 
+ SPOO AD +134+134+ + + + +179+ +140+ +134+134+ + +134+ 
+ + + + + + + + + + + + + + + + + 
+ SPDU ADA + + + + + + + +180+140+ + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ SPOO AI +137+137+ + + + +181 + +140+ +137+137+ + +137+ 
+ + + + + + + + + + + + + + + + + 
+ SPOO AIA + + + + + + + +182+140+ + + + .+ + + 
+ + + + + + + + + + + + + + + + + 
---------------------------------------------------------------------
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---------------------- --------------
+ + ETATS + 
+ +-------------------------------------------------+ 
+ + s + s + s + s + s + s + s + s + s + s + s + s + s + s + 
+ +T+T+T+T+T+T+T+T+T+T+T+T+T+T+ 
+EVENEMEN'l'+A+A+A+A+A+A+A+A+A+A+A+A+A+A+ 
+ + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 
+ + 1 + 1 + 1 + 1 + 2 + 3 + 4 + 4 + 5 + 5 + 5 + 6 + 8 + 9 + 
+ + +A+B+C+A+ +A+B+A+B+C+ + + + 
-·----·----
+ + + + + + + + + + + + + + + + 
+ SPDU AR +///+ 79+///+ 58+ + + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ SPDU AS +///+ 79+///+ 58+ + + + + + + + + + + 
+ + + + + . + + + + + + + + + + + 
+ SPOO Œ) +///+ 79+///+ 58+ + + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ SPDU Œ)A +///+ 79+///+ 58+ + + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ SPDU ED +///+ 79+///+ 58+ +183+184+184+185+186+187+188+ + + 
+ + + + + + + + + + + + + + + + 
+ SPDU ER +///+ 79+///+ 58+ +189+190+190+185+186+187+188+ + + 
+ + + + + + + + + + + + + + + + 
+ SPOO GI' +///+ 79+///+ 58+ + +191+192+193+194+195+196+ + + 
+ + + + + + + + + + + + + + + + 
+ SPDU GI'A +///+ 79+///+ 58+ + + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ SPDU GI'C +///+ 79+///+ 58+ + + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ SPDU PI' +///+ 79+///+ 58+ +197+198+199+200+201+202+203+ + + 
+ + + + + + + + + + + + + + + + 
+ SPDU li +///+ 79+///+ 58+ +204+ + + + + + + +205+ 
+ + + + + + + + + + + + + + + + 
+ SPDU FN +///+ 79+///+ 58+ +206+ + +207+208+209+210+ + + 
+ + + + + + + + + + + + + + + + 
+ SPDU NF +///+ 79+///+ 58+ +211+ + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ SPDU M +///+212+///+ 58+ + + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ SPOO AB +///+213+///+214+215+215+215+215+215+215+215+215+215+215+ 
+ + + + + + + + + + + + + + + + 
-------------------------------------------------------------
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-------------- --------------------
+ + ETATS + 
+ +----- ----------------------------------------+ 
+ + s + s + s + s + s + s + s + s + s + s + s + s + s + s + s + 
+ +T+T+T+T+T+T+T+T+T+T+T+T+T+T+T+ 
+E.VFNEMENT+A+A+A+A+A+A+A+A+A+A+A+A+A+A+A+ 
+ + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 2 + 2 + 2 + 7 + 
+ + 0 + 0 + 1 + 1 + 1 + 5 + 5 + 5 + 6 + 8 + 9 + 0 + 1 + 2 + 1 + 
+ +A+B+A+B+C+A+B+C+ + + + + + + 3 + 
-------
+ - + + + + + + + + + + + + + + + + 
+ SPDU AR + + + + + + +216+ +140+ + + + + +217+ 
+ + + + + + + + + + + + + + + + + 
+ SPDU AS + + + + + + +218+ +140+ + + + + +219+ 
+ + + + + + + + + + + + + + + + + 
+ SPDU Cl) + + + + + + + + +140+ + + + + +220+ 
+ + + + + + + + + + + + + + + + + 
+ SPDU mA + + + + + + + + +140+ + + +221+ + + 
+ + + + + + + + + + + + + + + + + 
+ SPDU ED + + + + + + + + +140+ +222+ + .+ +223+ 
+ + + + + + + + + + + + + + . + + + 
+ SPDU ER + + + + + + + + + 140:+- +224+ + + +225+ 
+ + + + + + + + + + + + + + + + + 
+ SPDU GI' + + + + + +226+227+228+140+229+230+230+ + +231+ 
+ + + + + + + + + + + + + + + + + 
+ SPIXJ GI'A + + + + + + + + +140+232+ + + + + + 
+ + + + + + + + + + + + + + + + + 
+ SPDU GI'C + + + + + + + + +140+ + + + + +233+ 
+ + + + + + + + + + + + + + + + • + 
+ SPDU PI' + + + + + +234+235+236+140+237+238+ +239+ +240+ 
+ + + + + + + + + + + + + + + + + 
+ SPDU rn + + + + + + + + +140+ + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ SPDU EN + + + + + + + +241+140+ +242+ + + +243+ 
+ + + + + + + + + + + + + + + + + 
+ SPDU .NF + + + + + + +244+ +140+ + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ SPDU M + + + + + + + + +245+ + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ SPDU AB +215+215+215+215+215+215+215+215+245+215+215+215+215+215+215+ 
+ + + + + + + + + + + + + + + + + 
---------------------------------
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III.6. LISI'E DES ACr.IOOS 
1:T~, 
VTCA:=faux, 
=) STA01B; 
2: si VTCA est faux: 
T-IJI'-REQ( CN), 
==) STA02A; 
3: si RESULT = 0 (* connexion acceptée*) : 
T-IJI'-REQ(AC), 
V(A) :=NUM, 
V(M) :=NUM, 
V(R):=0, 
vmLL:=faux, 
VRSP:=no, 
==) STA713; 
sinon: 
si TEXP (* données express*) : 
T-IJI'-REQ(RF-nr) , 
start TIMER, 
=) STA16; 
si non TEXP: 
T-IJI'-REQ(RF-r), 
=) STA01C; 
4: si FU(FD) et non V(l)LL: 
T-IJI'-REQ(IJI')' 
=) STA09; 
5: si FU(EX) et non V(l)LL 
T-EX-REQ(EX), 
=) STA09; 
6: si FU(TD) et non VOJLL: 
T-Dr-REQ(TD), 
==) STA09; 
7: si VSC et FU{SY) et (non FU{ACT) ou VACT) 
et NUM canpris entre V{M) et V(A) : 
T-DI'-REQ(MIA) , 
V(A) :=NUM+1, 
==) STA09; 
8: si FU(RESYN) : 
case RSYN of 
ABANOON: T-EX-REQ(PR-RS), 
T-Dr-REQ(RS-A), 
VRSP:=A, 
==) STAOSA; 
RESEI': T-EX-REQ(PR-RS), 
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T-Dr-RD,2(RS-R), 
VRSP:=R, 
VRSPNB: =NUM, 
=} STAOSA; 
9:si FU(RESYN) et non FU(ACT) : 
case RSYN of 
ABANIX)N : T-EX-RD,2 ( PR-RS) , 
T-Dr-RD,2(RS-A), 
VRSP:=A, 
==) STAOSA; 
SEI' : T-EX-RD,2(PR-RS), 
T-Dr-RD,2(RS-S), 
VRSP:=S, 
==) STAOSA; 
RESEI': si NUM plus grand que V(R) : 
T-EX-RD,2(PR-RS), 
T-Dr-RD,2(RS-R) , 
VRSP:=R, 
VRSPNB:=num, 
==} STAOSA; 
10:si FU(ACT) et VACT et II(MA) : 
T-EX-RD,2( PR-RS) , 
T-Dr-RD,2(AD), 
VRSP:=DSC, · 
==) STAOSC; 
11:si FU(ACT) et VACT et II(MA) : 
T-EX-RD,2(PR-RS), 
T-Dr-RD,2(AI), 
VRSP:=INT, 
==) STAOSB; 
12:si I (D~) : 
T-Dr-RD,2(Dr), 
==) STA10A; 
13:si I(DK) : 
T-Dr-RD,2(Dr), 
==) STA10B; 
14:si I(DK) : 
==) STA15B; 
15:si I(DK) : 
T-IYI'-RD,2( Dr) , 
==) STA713; 
16:si FU(EX) : 
T-EX-RD,2(EX), 
==) STA1 OA; · 
17:si FU(EX) : 
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T-EX-REQ(EX), 
==) STA10B; 
18:si FU( EX) : 
==) STA15B; 
19:si FU(EX) : 
T-EX-REQ(EX), 
==) STA713; 
20:si FU('ID) : 
T-lJI'-REQ( 'ID) ' 
==) STA10A; 
21 :si FU('ID) : 
T-UI'-REQ(TD), 
==) STA10B; 
22:si FU('ID) : 
==) STA15B; 
23:si FU('ID) : 
T-lJI'-REQ('ID)' 
=) STA713; 
24:si (non FU(ACT) ou VACT) et I(DK) 
et I(MI) et II(MA) : 
==) STA15B 
25:si (non FU(ACT) ou VACT) et I(DK) 
et I(MI) et II(MA) : 
T--01'-REQ(MAP), 
VNEXTACT:=vrai, 
si vsc : 
VSC:=faux, 
V(A) :=V(M); 
V(M) :=V(M)+1, 
==) STA04A; 
26:si NUM = V(M)-1 : 
T-EX-REQ(PR-MAA), 
T-lJI'-REQ(MM), 
VACT:=VNEXTACT, 
V(R) :=V(M), 
V(A): =V(M), 
==) STA713; 
27:si NUM = V(M)-1 : 
==) srA15B; 
28:si FU(ACT) et VACT et I(DK) 
et I(MI) et II(MA) : 
==) srA15B; 
29:si FU(ACT) et VACT et I(DK) 
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et I(MI) et II(MA) : 
T-IJI'-REQ(AE), 
VNEXTACT:=faux, 
si vsc: 
VSC:=faux, 
V(A) :=V(M) i 
V(M) :=V(M)+1, 
==) STA04B; 
30:si NUM = V(M) - 1 : 
T-EX-REQ(PR-MAA), 
T-IJI'-REQ(AFA), 
VACT:=VNEXTACT, 
V(R): =V(M), 
V(A) :=V(M), 
==) STA713; 
31:si (non FU(ACT) ou VACT) et I(DK) 
et II(MI) : 
==) STA15B; 
32:si (non FU(ACT) ou VACT) et I(DK) 
et II(MI) : 
T-DI'-REQ(MIP), 
si VSC: 
VSC:=faux, 
V(A) :=V(M); 
V(M) :=V(M)+1, 
==) STA713; 
33: si VSC et FU(SY) et (non FU(ACT) ou VACT) 
et NUM canpris entre V(M) et V(A) : 
T-IJI'-REQ(MIA), 
V(A) :=NUM+1, 
==) STA10A; 
34: si VSC et FU(SY) et (non FU(ACT) ou VACT) 
et NUM canpris entre V(M) et V(A) : 
T-DI'-REQ(MIA), 
V(A) :=NUM+1, 
==) STA10B; 
35: si VSC et FU{SY) et (non FU{ACT) ou VACT) 
et NUM canpris entre V(M) et V(A) : 
==) STA15B; 
36: si VSC et FU(SY) et (non FU(ACT) ou VACT) 
et NUM compris entre V(M) et V(A) : 
T-IJI'-REQ(MIA), 
V(A) :=NUM+1, 
==) STA713; 
37:si FU(RESYN) : 
case RSYN of 
ABANOCN: T-EX-REQ(PR-RS), 
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T-m'-REQ(RS-A), 
VRSP:=A, 
==) STAOSA; 
SEr : si FU(SY) ou FU(MA) : 
T-EX-REQ(PR-RS), 
T-m'-REQ(RS-S), 
VRSP:=S, 
=) STAOSA; 
RESEI': si FU(SY) ou FU(MA) 
et NUM plus grand V(R) : 
T-EX-REQ(PR-RS), 
T-Ol'-REQ(RS-R), 
VRSP:=R, 
VRSNB: =NUM, 
·=) STAOSA; 
38:si non SPMWINNER: 
case RSYN of 
ABANIXN : T-EX-REQ(PR-RS), 
T-Ol'-REQ(RS-A), 
VRSP:=A, 
==) STAOSA; 
SEr : T-EX-REQ( PR-RS) , 
T-m'-REQ(RS-S) , 
VRSP:=S, 
=) STAOSA; 
RESEI' : si NUM plus grand V(R) : 
T-EX-REQ(PR-RS), 
T-Ol'-REQ(RS-R), 
VRSP:=R, 
VRSNB: =NUM, 
==) STAOSA; 
39:si FU(RFSYN) et non FU(ACT) ou VNEXTACT: 
case RSYN of 
ABANIXN: T-EX-REQ(PR-RS), 
T-m'-REQ(RS-A), 
VRSP:=A, 
==) STAOSA; 
SEr : T-EX-REQ( PR-RS) , 
T-m'-REQ(RS-S), 
VRSP:=S, 
==) STAOSA; 
RESEI' : si NUM plus grand V(R) : 
T-EXREQ(PR-RS), 
T-Ol'-REQ(RS-R), 
VRSP:=R, 
VRSPNB: =NUM, 
==) STAOSA; 
40:si FU(RFSYN) et VRSP=NO: 
case RSYN of 
ABANIXN: T-EX-REQ(PR-RS), 
T-ffi'-REQ(RS-A), 
VRSP:=A, 
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=) STAOSA; 
SEI' : si FU(SY) ou FU(MA) : · 
T-EX-REQ(PR-RS), 
T-DI'-REQ(RS-S), 
VRSP:=S, 
==) STA05A; 
RE.SEI': si FU(SY) ou FU(MA) 
et NUM plus grand V(R) : 
T-EX-REQ(PR-RS), 
T-DI'-REQ(RS-R), 
VRSP:=R, 
VRSNB: =NUM, 
==) STAOSA; 
41:si FU(RFSYN) et (non FU(ACT) ou VACT) : 
case RSYN of 
ABANIXN : T-EX-REQ(PR-RS), 
T-DI'-REQ(RS-A), 
VRSP:=A, 
==) STAOSA; 
SEI' : si FU( SY) ou FU(MA) : 
T-EX-REQ(PR-RS), 
T-DI'-REQ(RS-S), 
VRSP:=S, 
=) STAOSA; 
RE.SEI': si FU(SY) ou FU(MA) 
et NUM plus grand V(R) : 
T-EX-REQ(PR-RS), 
T-DI'-REQ(RS-R) , 
VRSP:=R, 
VRSNB:=NUM, 
=) STAOSA 
42:si (VRSP=R et NUM=VRSPNB) ou VRSP=S ou VRSP=A: 
T-EX-REQ(PR-RA), 
T-DI'-REQ(RA), 
V(A) :=NUM, 
V(M) :=NUM~ 
si VRSP=A ou VRSP=S : 
V(R) :=0; 
mettre à jour la p:>si tion des jetons, 
==) STA713; 
43:si FU(ACT) et VACT et II(MA) : 
T-EX-REQ(PR-RS), 
T-DT-REQ(AD), 
VRSP:=DSC, 
==) STAOSC; 
44:si FU(ACT) et VACT et II(MA) et VRSP=NO: 
T-EX-REQ(PR-RS), 
T-DT-REQ(AD), 
VRSP: =DSC,· 
==) STAOSC; 
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44:T-EX-REQ(PR-RA), 
T-JJI'-REQ(ADA), 
VACT:=faux, 
VRSP:=NO, 
OWNED ( DK) : =vrai, 
OWNED(MI) :=vrai, 
OWNED(MA) :=vrai, 
OWNED(NR) :=vrai, 
=) STA713; 
45:si FU(ACT) et VACT et II(MA) : 
T-EX-REQ(PR-RS), 
T-JJI'-REQ(AI), 
VRSP:=INT, 
==) STAOSC; 
46:si FU(ACT) et VACT et II(MA) et VRSP=NO: 
T-EX-REQ(PR-RS), 
T-JJI'-REQ(AI), 
VRSP:=INT, 
==) STAOSC, 
47:T-EX-REQ(PR-RA), 
T-JJI'-REQ( AIA) , 
VACT:=faux, 
VRSP:=NO, 
OWNED(DK) :=vrai, 
OWNED (MI) : =vrai, 
OWNED(MA) :=vrai, 
OWNED(NR) :=vrai, 
=) srA713; 
48:si FU(ACT) et non VACT et I(DK) et I(MI) et II(MA) 
T-JJI'-REQ(AR), 
VACT: =vrai, 
V(A) :=NUM + 1, 
V(M) :=V(A), 
V(R) :=1, 
==) STA713; 
49:si FU(ACT) et non VACT et I(DK) 
et I(MI) et II(MA) : 
T-JJI'-REQ(AS), 
VACT:=vrai, 
V(A) :=1, 
V(M) :=1, 
V(R) :=1, 
==) srA713; 
50:si FU(m) et FU(ACT) et non VACT 
et I(DK) et I(MI) et II(MA) : 
T-DI'-REQ(CD), 
==) STA21; 
51:T-JJI'-REQ(CDA), 
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=) srA713; 
52:si tous les jetons cédés sont disponibles et 
éd
,,. ,,. poss es: 
T-DT-REQ(Gr), 
mettre à jour la position des jetons, 
==) STA04A; 
53:si tous les jetons cédés sont disponibles et 
possédés: 
T-DT-REQ( Gr) , 
mettre à jour la position des jetons, 
==) STA04B; 
54:si tous les jetons reçus sont disponibles 
T-DT-REQ( PI') , 
==) STA09; 
55:si FU(EXCEP) et (non FU(ACT) ou VACI') et M(DK) 
T-DT-REQ( ED) , 
==) STA19; 
56: s'il n'existe aucun jeton disponible 
et ( non FU (ACT) ou non VACT) 
T-DT-REQ(FN-nr), 
VTRR:=faux, 
V(X)LL: =vrai, 
==) STA09; 
57: si RESULT = 0 (* libération acceptée*) : 
si non VTRR: 
T-DT-REQ(lli), 
start TJMER, 
==) STA16; 
si VTRR et non V(X)LL: 
T-DT-REQ( rn) , 
==) STA01C; 
si VTRR et V(X)LL : 
T-DT-REQ(lli), 
VTRR:=faux, 
==) STA03; 
58:T-DIS-REQ, 
==) srA01; 
59:si TEXP: 
T-EX-REQ(AB-nr), 
start TIMER, 
==) STA16; 
si non TEXP: 
T-DT-REQ(AB-r), 
start TIMER, 
==) STA01A; 
60:T-(X)N-RSP, 
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VTCA:=vrai, 
==) STA01C; 
61 :T-DI'-REQ(CN), 
==) STA02A; 
62:stop TIMER, 
==) STA01; 
63:S-PAB-IND, 
• ==) STA01; 
64:==) STA01; 
65:si FU(ACT) et non VACT 
et aucun des jetons disponibles n'est p::>ssédé : 
T-DI'-REQ( GI'C) , 
ŒNED ( DK) : =vrai, 
OWNED (MI) : =vrai, 
OWNED(MA) :=vrai, 
OWNED(NR) :=vrai, 
==) STA18; 
66:si tous les jetons cédés sont di5p::>nibles et 
P.JSSédés: 
T-DI'-REQ(GI'), 
mettre à jour la p::>si tion des jetons, 
==) STA10A; 
67:si tous les jetons cédés sont di5p::>nibles et 
p::>ssédés : 
T-DI'-REQ( GI') , 
mettre à jour la p::>si tion des jetons, 
==) STA10B; 
68: si tous les jetons cédés sont disp::>nibles et 
p::>ssédés : 
T-DI'-REQ(GI'), 
mettre à jour la p::>si tion des jetons, 
si DK est panni les jetons : 
==)STA713; 
si DK n'est pas panni les jetons: 
==) STA20; 
69:si tous les jetons cédés sont disponibles et 
p::>ssédés: 
T-DI'-REQ( GI') , 
mettre à jour la p::>si tion des jetons, 
==) STA713; 
70:si tous les jetons demandés sont disp::>rùbles: 
T-DI'-REQ(PI'), 
==) STA10A; 
71:si tous les jetons demandés sont disp::,rùbles: 
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T-IJI'-RD,2(Pl')' 
==) STA1 OB; 
72:si tous les jetons demandés sont disponibles: 
==) STA15B; 
73: si tous les jetons demandés sont disponibles : 
T-IJI'-RD,2(Pl')' 
==) STA22; 
74:si tous les jetons demandés sont disponibles: 
T-IJI'-RD,2(Pl')' 
==) STA713; 
75: si FU(EXCEP) et (non FU(ACT) ou VACT) et AA(DK) : 
T-IJI'-RD,2(ED), 
=) STA19; 
76: si FU(EXCEP) et (non FU(ACT) ou VACT) et AA(DK) : 
==) STA15B; 
77:si tous les jetons disponibles sont possédés: 
==) STA15B; 
78:si tous les jetons disponibles sont possédés: 
si non V'K:A et non TEXP 
T-IJI'-RD,2(FN-r), 
VTRR: =vrai, 
==) STA03; 
si V'K:A ou TEXP: 
T-IJI'-RD,2(FN-nr), 
VTRR:=faux, 
==) STA03; 
79: ==) STA01A; 
80:S-<XN-ŒF, 
V(A) :=NUM, 
V(M) :=NUM, 
V(R) :=O, 
VOJLL:=faux, 
VRSP:=no, 
==) STA713, 
vider la file; 
81:si V'K:A: 
S-<XN-IND, 
==) STA08; 
si non V'K:A: 
T-DIS-RD.2, 
==) STA01; 
82:S-<DNCNF, 
T-DIS-RD,2, 
==) STA01; 
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83:si A(DK) et non VCXlLL: 
S-JJI'-IND, 
==) STA03; 
84:si FU(FD) : 
S-JJI'-IND, 
==) STA04A; 
85:si FU(FD) : 
S-JJI'-IND, 
==) STA04B; 
86:si A(DK) : 
==) STAOSA; 
87:si A(DK) : 
==) STAOSB; 
88:si A(DK) : 
==) STAOSC; 
89:si A(DK) : 
==) STA06; 
90:sauver dans la file, 
==) STA02A; 
91 : si FU (EX) et non vmLL : 
S-EX-IND, 
==) STA03; 
92:si FU(EX) : 
S-EX-IND, 
==) STA04A; 
93:si FU(EX) : 
S-EX-IND, 
==) STA04B; 
94:si FU(EX) : 
==) STAOSA; 
95:si FU(EX) : 
==) STAOSB; 
96:si FU(EX) : 
S-EX-IND, 
==) STAOSC; 
97:sauver dans la file, 
==) STA06; 
98:si FU('ID) et non vmLL: 
S-TD-IND, 
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==) STA03; 
99:si FU('ID) : 
S-TD-IND, 
==) STA04A; 
100:si FU('ID) : 
S-TD-IND, 
==) STA04B; 
101 :si FU('ID) : 
==) STA05A, 
102:si FU{'ID) : 
==) STA05B; 
103:si FU('ID) : 
==) STA05C; 
104:si FU('ID) : 
==) STA06; 
105:si non TEXP et NUM=V(M)-1 : 
S-MAJ--OiF', 
VACT: =VNEXTACT, 
V(R) :=V(M), 
V(A} :=V(M), 
==) STA713; 
106:si non TEXP et NUM=V(M)-1 : 
S-AE--OiF', 
VACT: =VNEXTACT, 
V(R} :=V(M), 
V(A) :=V(M), 
==} STA713; 
107: ==) STA0SA; 
108: ==} STA0SB; 
109: ==} STA0SC; 
110: ==) STA06; 
111:si (non FU(ACT} ou VACT) et A(DK) 
et A{MI} et AA{MA) : 
=) STA0SA; 
112:si (non FU(ACT) ou VACT) et A(DK) 
et A(MI} et AA(MA) : 
==} STA06; 
113:si FU(ACT) et VACT et A(DK) 
et A(MI} et AA(MA} : 
==} STA0SA; 
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114:si FU(ACT) et VACT et A(DK) 
et A(MI) et AA(MA) : 
==) STA06; 
115:si (non FUfACT) ou VACT) 
·et FU ( SY) et non VSC 
et NUM canpris entre V(M) et V(A) : 
s-~-OŒ, 
V(A) : =NUM+ 1 , 
==)STA03; 
116:si (non FU(ACT) ou VACT) et FU(SY) et non VSC 
et NUM canpris entre V(M) et V(A) : 
s-~-OŒ, 
V(A) :=NUM+1, 
==)STA04A; 
117:si (non FU(ACT) ou VACT) et FU(SY) et non VSC 
et NUM canpris entre V(M) et V(A) : 
S~-OŒ, 
V(A) :=NUM+1, 
==)STA04B; 
118:si (non FU(ACT) 
==) STAOSA; 
119:si (non FU(ACT) 
==) STA05B; 
120:si (non FU(ACT) 
·==) STAOSC; 
121:si (non FU(ACT) 
==) STA06; 
122:si (non FU(ACT) 
==) STAOSA; 
123:si (non FU(ACT) 
==) STA06; 
124: ==) STA15A; 
125: ==) STA15C; 
ou VACT) et FU(SY) et non VSC 
ou VACT) et FU(SY) et non VSC 
ou VACT) et FU(SY) et non VSC 
ou VACT) et FU(SY) et non VSC 
ou VACT) et A(DK) et AA(MI) . . 
ou VACT) ·et A(DK) et AA(MI) . . 
126: sauver dans la file, 
==) STA06; 
127: ==) STA15B; 
128: ==) STA06; 
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129:si FU(RESYN) et non TEXP et ((VRSP=R et NUM=VRSPNB) 
ou VRSP=S ou VRSP=A) : 
ANNEXES OONTIUBUTICN A UNE RFALISATICN o.s.r. 
S-RS-ŒF, 
V(A) :=NUM, 
V(M) :=NUM, 
si VRSP=A ou VRSP=S : 
V(R)=O; 
VRSP=NO, 
=) STA713; 
130:si FU(RFSYN) et non TEXP et NON FU(ACT) : 
case RSYN of 
RS-a : V(M) :=rna.x(V(M) ,NUM), 
S-RS-IND, 
VRSP:=A, 
=) STA11A; 
RS-s: S-RS-IND, 
VRSP:=S, 
=) STA11A; 
RS-r: si NUM plus grand V(R) : 
S-RS-IND, 
VRSP:=R, 
VRSPNB: =NUM, 
==) STA11A; 
131:si FU(RFSYN) et TEXP: 
case RSYN of 
RS-a : V(M) :=rna.x(V(M) ,NUM), 
S-RS-IND, 
VRSP:=A, 
=) STA11A; 
RS-s: S-RS-IND, 
VRSP:=S, 
=) STA11A; 
RS-r: si NUM plus grand V(R) : 
S-Rs-IND, 
VRSP:=R, 
VRSPNB: =NUM, 
==) STA11A; 
132:si FU(RFSYN) et non TEXP et SPMWINNER: 
case RSYN of 
RS-a : V(M) :=rna.x(V(M) ,NUM), 
S-RS-IND, 
VRSP:=A, 
==) STA11A; 
RS-s: S-RS-IND, 
VRSP:=S, 
=) STA11A; 
RS-r: si NUM plus grand V(R) : 
S-RS-IND, 
VRSP:=R, 
VRSPNB: =NUM, 
==) STA11A; 
133:si SPMWINNER: 
case RSYN of 
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RS-a : V(M) :=ma.x(V(M) ,NUM), 
S-RS-IND, 
VRSP:=A, 
=) srA11A; 
RS-s: S-RS-IND, 
VRSP:=S, 
=) srA11A; 
RS-r: si NUM plus grand V(R) : 
S-RS-IND, 
VRSP:=R, 
VRSPNB: =NUM, 
==) STA11A; 
134:si FU(ACT) et non TEXP et M(MA) : 
S-AD-IND, 
VRSP:=DSC, 
==) STA11C; 
135:si FU(ACT) et TEXP et M(MA) : 
S-AD-IND, 
VRSP:=DSC, 
==) STA11 C; 
136:si FU(ACT) et non TEXP: 
S-AD-CNF, 
VACT:=faux, 
VRSP:=NO, 
œNED(DK) :=vrai, 
OWNED(MI) :=vrai, 
œNED(MA) :=vrai, 
œNED(NR) :=vrai, 
=) STA713; 
137:si FU(ACT) et non TEXP et M(MA) : 
S-AI-IND, 
VRSP:=INT, 
==) STA11B; 
138:si FU(ACT) et TEXP et M(MA) : 
S-AI-IND, 
VRSP:=INT, 
==) STA11B; 
139:si FU(ACT) et non TEXP: 
S-AI-ŒF, 
VACT:=faux, 
VRSP:=NO, 
OWNED(DK):=vrai, 
OWNED (MI) : =vrai, 
OWNED (MA) : =vrai, 
OWNED ( NR) : =vrai, 
==) STA713; 
140: ==) STA16; 
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141 :si FU(FD) : 
S-DT-IND, 
==) STA15A; 
142:si A(DK) : 
==) STA15B; 
143:si A(DK) : 
==) STA15C; 
144: ==) STA19; 
145:si A(DK) : 
S-DT-IND, 
==) STA713; 
146:si FU(EX} : 
sauver dans la file, 
==} STA15A; 
147:si FU(EX} : 
sauver dans la file, 
==} STA15C; 
148:si FU(EX) : 
S-EX-IND, 
==} STA18; 
149:si FU(EX} : 
==} STA19; 
150:si FU(EX} : 
S-EX-IND, 
==} STA713; 
151 :si FU('ID} : 
S-TD-IND, 
==} STA15A 
152:si FU('ID} : 
==} STA15B; 
153:si FU('ID} : 
==} STA15C; 
154:si FU('ID} : 
==} STA19; 
155:si FU('ID} : 
S-TD-IND, 
==} STA713; 
156:si NUM=V(M}-1 : 
si non FU(ACT) ou non VNEXTACT: 
S-MAJ-GW; 
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si FU (ACT) et VNEXTACT : 
S-AE-ŒF; 
VACT: =VNEXTACT, 
V(R) :=V(M), 
V(A) :=V(M), 
=) STA713, 
vider la file; 
157:si (non FU(ACT) ou VACT) et A(DK) 
et A(MI) et AA(MA) : 
==) STA15B; 
158:si (non FU(ACT) ou VACT) et A(DK) 
et A(MI) et AA(MA) : 
=) STA15C; 
159:si (non FU(ACT) ou VACT) 
et A(DK) et A(MI) : 
et AA(MA) et NUM=V(M) 
si non VSC: 
V(A) :=V(M); 
V(M) :=V(M)+1, 
==) STA19; 
160:si (non FU(ACT) ou VACT) et A(DK) et A(MI) 
et AA(MA) et NUM=V(M) : 
S-MAJ-IND, 
VNEXTACT:=faux, 
si non VSC: 
V(A) :=V(M); 
V(M) :=V(M)+1, 
=) STA10A; 
161:si FU(ACT) et VACT et A(DK) 
et A(MI) et AA(MA) : 
==) STA15B; 
162:si FU(ACT) et VACT et A(DK) et A(MI) 
et AA(MA) et NUM=V(M) : 
si non VSC : 
V(A) :=V(M) i 
V(M):=V(M)+1, 
=) STA19; 
163:si (non FU(ACT) ou VACT) et A(DK) et A(MI) 
et AA(MA) et NUM=V(M) : 
S-MAJ-IND, 
VNEXTACT:=faux, 
si non VSC: 
V(A) :=V(M) i 
V(M) :=V(M)+1, 
==) STA10A; 
164: si (non FU(ACT) ou VACT) et FU(SY) et non VSC 
et NUM canpris entre V(M) et V(A) : 
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S-MIN-ŒŒ', 
V(A) : =NUM+ 1 , 
=) STA15A; 
165: si (non FU(ACT) ou VACT) et FU(SY) et non VSC: 
=) STA15B; 
166: si (non FU(ACT) ou VACT) et FU(SY) et non VSC: 
==) STA1 SC; 
167: si ·(non FU(ACT) ou VACT) et FU(SY) et non VSC 
et NUM ccmpris entre V(M) et V(A) : 
V(A) :=NUM+1, 
==) STA19; 
168: si (non FU(ACT) ou VACT) et FU(SY) et non VSC 
et NUM ccmpris entre V(M) et V(A) : 
S-MIN-ŒŒ', 
V(A) :=NUM+ 1, 
=) STA713; 
169:si (non FU(ACT) ou VACT) et A(DK) et AA(MI) : 
==) STA15B; 
170:si (non FU(ACT) ou VACT) et A(DK) et AA(MI) : 
==) STA15C; 
171:si (non FU(ACT) ou VACT) et A(DK) 
et AA(MI) et NUM=V(M) : 
si non VSC : 
VSC:=vrai, 
V(A) :=V(M); 
V(M) :=V(M)+1, 
=) STA19; 
172:si (non FU(ACT) ou VACT) et A(DK) 
et AA(MI) et NUM=V(M) : 
si -non VSC : 
VSC:=vrai, 
V(A) :=V(M); 
S-MIN-IND, 
V(M):=V(M)+1, 
==) STA713; 
173:sauver dans la file, 
==) STA15A; 
174:supprimer la file, 
==) STA15B; 
175:sauver dans la file, 
==) STA18; 
176:si FU(RESYN) et TEXP et ( (VRSP=R et VRSPNB=NUM) 
ou VRSP=S ou VRSP=A: 
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S-RS-Qœ, 
V(A) :=NUM, 
V(M) :=NUM, 
si VRSP=A ou VRSP=S: 
V(R)=0; 
rœttre à jour la p:>si tion des jetons, 
==) STA713, 
vider la file; 
177:si FU(RFSYN) et (non FU(ACT) ou VACT) : 
case RSYN of 
RS-a : V(M) :=max(V(M) ,NUM), 
S-RS-IND, 
VRSP:=A, 
==) STA11A; 
RS-s: S-RS-IND, 
VRSP:=S, 
==) STA11A; 
RS-r: si NUM plus grand V(R) : 
S-RS-IND, 
VRSP:=R, 
VRSPNB: =NUM, 
==) STA11A; 
178:si FU(RFSYN) et (non FU(ACT) ou VACT) 
et non TEXP: 
case RSYN of 
RS-a : V(M) :=max(V(M) ,NUM), 
S-RS-IND, 
VRSP:=A, 
==) srA11A; 
RS-s: S-RS-IND, 
VRSP:=S, 
=) srA11A; 
RS-r: si NUM plus grand V(R) : 
S-RS-IND, 
VRSP:=R, 
VRSPNB: =NUM, 
==) srA11A; 
179:si FU(ACT) et TEXP et AA(MA) : 
S-AD-IND, 
VRSP:=DSC, 
==) STA11C; 
180:si FU(ACT) et TEX!? et VRSP=DSC: 
S-AD-Gœ, 
OWNED ( DK) : =vrai, 
OWNED (MI) : =vrai, 
OWNED(MA) :=vrai, 
OWNED ( NR) : =vrai, 
VACT:=faux, 
VRSP:=NO, 
==) STA713, 
vider la file; 
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181 :si FU(ACT) et TEXP et AA(MA) : 
S-AI-IND, 
VRSP:=INT, 
==) STA11B 
182:si FU(ACT) et TEXP et VRSP=INT: 
S-AI-oœ', 
OWNED ( DK) : =vrai, 
OWNED (MI) : =vrai, 
OWNED(MA) :=vrai, 
OWNED ( NR) : =vrai, 
VACT:=faux, 
VRSP:=NO, 
==) STA713, 
vider la fil~; 
183:si FU(EXŒP) et non FU(ACT) et II(DK) : 
S-UER-IND, 
=) STA20; 
184:si FU(EXŒP) et FU(HD) : 
S-UER-IND, 
==) STA20; 
185:si FU(EXŒP) et FU(HD) : 
==) . STAOSA; 
186:si FU(EXŒP) et FU(HD) : 
==) STA05B; 
187:si FU(EXŒP) et FU(HD) : 
==) STA05C; 
188:si FU(EXŒP) et FU(HD) : 
==) STA06; 
189:si FU(EXŒP) et non FU(ACT) et II(DK) : 
S-PER-IND, 
==) STA20; 
190:si FU(EXŒP) et FU(HD) : 
S-PER-IND, 
==) STA20; 
191:si tous les jetons cédés sont disponibles et non 
possédés: 
S-Gl'-IND, 
mettre à jour la position des jetons, 
==) STA04A; 
192:si tous les jetons cédés sont disponibles et non 
possédés: 
S-Gl'-IND, 
mettre à jour la position des jetons, 
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=} STA04B; 
193:si tous les jetons cédés sont disp:mibles et non 
posséa.és: 
==} STA05A; 
194:si tous les jetons cédés sont disponibles et non 
posséa.és: 
==} STAOSB; 
195:si tous les jetons cédés sont disp::mibles et non 
possédés: 
==} STAOSC; 
196:si tous les jetons cédés sont disponibles et non 
éd .... poss es: 
==} STA06; 
197:si tous les jetons demandés 
S-PT-IND, 
==} STA03; 
198:si tous les jetons demandés 
S-PT-IND, 
--} STA04A; 
199:si tous les jetons demandés 
S-PT-IND, 
==} STA04B; 
200:si tous les jetons demandés 
==} STAOSA; 
sont disponibles 
sont disponibles 
sont disponibles 
sont disponibles 
201:si tous les jetons demandés sont disponibles 
==} STAOSB; 
. 
. 
. 
. 
. 
. 
. 
. 
202:si tous les jetons demandés sont disponibles: 
==) STA05C; 
203:si tous les jetons demandés sont disponibles: 
==} STA06; 
204:S-REL-CNF, 
si VI'RR: 
==} STA01C; 
si non VI'RR: 
T-DIS-REQ, 
==} STA01; 
205:si VCDLL: 
S-REL-CNF, 
==} STA09; 
206:si non( (non FU(ACT} ou non VACT} 
et aucun jeton n'est disponible} : 
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S-REL-IND, 
VI'RR:=faux, 
VO)LL:=vrai, 
==} STA09; 
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207:si tous les jetons disp::inibles ne sont pas p::isséà.és 
et (non FU(ACT} ou non VACT} : 
==} STA05A; 
208:si tous les jetons disp::>nibles ne sont pas p::>5séà.és 
et (non FU(ACT) ou non VACT) : 
==} STA05B; 
209:si tous les jetons disp::>nibles ne sont pas p::>sséà.és 
et (non FU(ACT) ou non VACT) : 
==) STA05C; 
210:si tous les jetons disp::inibles ne sont pas p::>5séà.és 
et (non FU(ACT) ou non VACT} : 
==) STA06; 
211 :si FU(NR) : 
S-REL-CNF, 
==) STA713; 
212: stop TIMER, 
==} STA01C; 
213: stop TIMER, 
case AB of 
AB-nr: T-DIS-REQ, 
==) STA01; 
AB-r : ==) STA01C; 
214:case AB of 
AB-nr: (* pas de réutilisation transp::>rt *) 
TDISREQ, 
==) STA01; 
AB-r : (* réutilisation connexion transp::>rt *) 
si non TEXP: 
215:S-UAB-IND, 
case AB of 
==} STA01C; 
si TEXP: 
T-DIS-REQ, 
==} STA01; 
AB-nr : ' (* pas de réutilisation transp::>rt *) 
TDISREQ, 
==) STA01; 
AB-r : (* réutilisation connexion transp::>rt *) 
si non TEXP : 
=} STA01C; 
si TEXP: 
T-DIS-REQ, 
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=) STA01; 
216:si (FU(ACI') et non VACI') et A(DK) 
et A(MI) et M(MA) : 
S-AR-IND, 
VACI': =vrai, 
V(A) :=NUM+1, 
V(M) :=NUM+1, 
V(R) :=1, 
==) STA15B; 
217:si (FU(ACI'} et non VACI'} et A(DK) · 
et A(MI) et M(MA) : 
S-AR-IND, . 
VACI': =vrai, 
V(A): =NUM+ 1 , 
V(M) : =NUM+ 1 , 
V(R) :=1, 
==) STA713, 
vider la file; 
218:si (FU(ACI') et non VACI') et A(DK) 
et A(MI) et M(MA} : 
S-AS-IND, 
VACI': =vrai, 
V(A) :=1, 
V(M) :=NUM+1, 
V(R) :=1, 
==) STA15B; 
219:si (FU(ACI') et non VACI') et A(DK) 
et A(MI) et M(MA) : 
S-AS-IND, 
VACI': =vrai, 
V(A} :=1, 
V(M) :=NUM+ 1, 
V(R} :=1, 
==) STA713, 
vider la file; 
220:si FU(Q)) et (FU(ACI') et non VACI') 
et A(DK} et A(MI) et M(MA) : 
S--m-IND, 
==) STA22; 
221:S-m--<:NF, 
==) STA713; 
222:si FU(EXCEP) et (non FU(ACI' ou VACI') et II(DK} : 
S-UER-IND, 
==) STA19; 
223:si FU(EXCEP) et (non FU(ACI') ou VACI') : 
S-UER-IND, 
si M(DK) : 
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==) STA713; 
si II(DK) : 
==) STA20; 
224:si FU(EXŒP) et (non FU(Acr ou VACT) et II(DK) : 
S-PER-IND, 
==) STA19; 
-
225:si FU(EXŒP) et (non FU(ACT) ou VACT) : 
S-PER-IND, 
si AA(DK) , : 
=) STA713; 
si II(DK) : 
==) STA20; 
226: si tous les jetons cédés sont disp:mibles et non 
J;X)SSédés: 
S-GI'-IND, 
rœttre à jour la position des jetons, 
==) STA1 SA; 
227: si tous les jetons cédés sont disp:mibles et non 
J;X)SSédés : 
=) STA15B; 
228:si tous les jetons cédés sont disponibles et non 
possédés: 
==) STA15C; 
229:si tous les jetons cédés sont disponibles et non 
possédés: 
S-GI'-IND, 
rœttre à jour la position des jetons, 
==) STA18; 
230:si tous les jetons cédés sont disponibles et non 
J;X)SSédés: 
S-GI'-IND, 
rœttre à jour la position des jetons, 
si DK est dans lès jetons cédés : 
=) STA713; 
si DK n'est pas dans les jetons cédés 
==) STA20; 
231:si tous les jetons cédés sont disponibles et non 
possédés: 
S-Gl'-IND, 
rœttre à jour la position des jetons, 
==) STA713; 
232:==) STA713, 
vider la file; 
233:si (FU(ACT) et non VACT) 
et tous les jetons disponibles sont possédés : 
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S-Œ-IND, 
T-DT-Rm( GI'A) , 
OWNED(DK) :=faux, 
OWNED(MI) :=faux, 
OWNED(MA.) :=faux, 
OWNED(NR) :=faux, 
==) STA713; 
234:si tous les jetons demandés sont disp:mibles : 
S-PI'-IND, 
==) STA15A 
235:si tous les jetons demandés 
==) STA15B; 
236:si tous les jetons demandés 
==) STA15C; 
237:si tous les jetons demandés 
S-PI'-IND, 
=) STA18; 
238:si tous les jetons demandés 
--) 
--
STA19; 
sont disponibles . . 
sont disponibles 
sont disp:)nibles . . 
sont disp:)nibles . . 
239:si tous les jetons demandés sont disp:)nibles: 
S-PI'-IND, 
==) STA21 i 
240:si tous les jetons demandés sont disp:)nibles: 
S-PI'-IND, 
==) STA713; 
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241:si tous les jetons disFOnibles ne sont pas possédés 
et (non FU(ACT) ou non VACT) : 
==) STA15C; 
242:si tous les jetons disFOnibles ne sont pas p:)ssédés 
et (non FU(ACT) ou non VACT) : 
==) STA19; 
243:si tous les jetons disponibles ne sont pas I_:X)ssédés 
et (non FU(ACT) ou non VACT) : 
8-REL-IND, 
VTRR:=faux, 
==) STA09; 
244:si FU(NR} : 
S-REL-CNF, 
==) STA15B; 
245:stop TIMER, 
T-DIS-Rm, 
==) STA01; 
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ANNEXE N 
DESCRIPTION 
DES PROTOCOLES 
DE LA COUCHE 
APPLICATION: F.T.A.M. 
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IV.1. VUE GENrnALE. 
Les tables d'états qui suivent donnent les différentes 
actions à suivre lors d'évènements provoquant l'activation de 
l'entité application. 
Deux types d'évènements peuvent se prcrluire: 
Des requêtes ou des réi;:x::,nses en provenance de 
l'utilisateur des services. 
- Des indications et des confinnations en provenance de la 
couche inférieure. 
On a fait la distinction entre l'entité initiatrice de la 
connexion et l'entité réceptrice. 
L'entité réceptrice est celle qui sera utilisée avec un 
gérant de œse de données. Rappelons que ce gérant devra se 
charger de la transfonnation entre le m:dèle de gestion des 
fichiers virtuels, décrits par I.S.O., et la réalisation locale 
des rroyens de gestion de fichiers. 
Cette entité a un rôle passif. Suite à des indications lui 
parvenant de la couche présentation, qu'elle transmet à 
l'utilisateur des services d'application, elle reçoit de .ce 
dernier des réi;:x::,nses. Les seules exceptions concernent les 
requêtes d'abandon de transfert et de coupure de connexion, 
ainsi que le transfert des données lorsque celui-ci prend la 
direction de l'entité réceptrice vers l'entité initiatrice (cas 
d'ouverture en lecture). 
Dans la description des protocoles par table d'etats, nous 
supposerons toujours que l'entité reçoit des F.P.D.U., contenues 
dans les P.S.D.U. ou unitées de données de service de 
présentation, quelle que soit le type de primitive les 
transi;:x::,rtant (resynchronisation, synchronisation mineure ••• ). 
L'entité initiatrice de connexion sera celle qui dirige le 
transfert des données. Elle n'émet que des requêtes, puis 
attend la confinnation. Les seules exceptions sont les 
indication d'abandon de transfert de données ou de coupure de 
connexion, et les indications de données dans le cas où le 
fichier a été ouvert en lecture. 
Tous les transferts de données sont précédés d'une F.P.D.U. 
DSTARI', indiquant le début d'une séquence de données de 
l'utilisateur des services d'application. Cette F.P.D.U. est 
transparente à l'utilisateur des services. 
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Ti/ .2. SERVICES UI'ILISES DE IA a:uœE PRESENI'ATICN. 
Seuls les éléments du service présentation décrits ci-dessous 
sont utilisés: 
P-ŒN-RE)J P-ŒN-IND 
P-ŒN-RSP P-<XN-CNF 
P-REL-RE)J P-REL-IND 
P-REL-RSP P-REL-CNF 
P-UAB-RE)J P-UAB-IND 
P-PAB-IND 
P-MIN-RE)J P-MIN-IND 
P-MIN-RSP P-MIN-CNF 
P-RS-RBJ(abandon) P-RS-IND(abandon) 
P-RS-RBJ(reset) P-RS-IND(reset) 
P-RS-RE)J{set) P-RS-IND(set) 
P-RS-RSP P-RS-CNF 
P-GI'-RE)J(mi) P-GI'-IND(mi) 
P-Dl'-RE)J P-IJr-IND 
P-DFX-RE)J P-DFX-IND 
P-DFX-RSP P-DFX-CNF 
P-DLX-RE)J P-DLX-IND 
P-DLX-RSP P-DLX-CNF 
P-SLX-RE)J P-SLX-IND 
P-SLX-RSP P-SLX-CNF 
A part les trois denùers types de primitives (DFX: define 
context, DLX: delete context et SLX: select context) qui sont 
spécifiques à la couche présentation, toutes les autres 
primitives sont gérées pëlI' la couche session, et ont pour but 
d' hannoniser le dialogue. Toutes ces primitives peuvent porter 
des données de l'utilisateur des services, qui seront 
représentées pëlI' le nan de la F.P.D.U. 
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IV .3. VARIABLES IDCALES. 
Un certain nanbre de variables locales sont utilisées dans 
les tables d'états: 
* 'IRANSP.ARANCl: Cette variable bJoléenne prend la valeur 
"vrai" quarrl les données des indications de transfert de 
données de la couche présentation (P-DT-IND) sont des données 
de 1 'utilisateur des services applications, et .non des 
infonna.tions de protocole dt;i F. T .A.M. Lorsqu'elle prend la 
valeur "faux", les F.P.D.U. sont analysées, et leur contenu 
peut rncxlifier l'état de l'entité. 
* DISCARD : Cette variable bJoléenne prend la valeur 
"vrai" dans le cas où un recouvrement d'erreur a lieu, et que 
les données préalablement Émises ne peuvent plus être 
prises en canpte par l'entité réceptrice. Il faut noter que 
la couche session prend en charge une partie de ces 
supppression. 
* RESEr : Cette variable bJoléenne indique qu'une 
resynchronisation a eu lieu, et que toute donnée reçue doit 
être écartée avant que la fin de la resynchronisation n'ait 
été effectuée. · 
* ~ : Il s'agit d'une variable numérique 
indiquant la liste des points de synchronisation dans un 
fichier, mise à jour lors de la création d'une connexion ou 
le recouvrement d'erreurs. · 
* NEXT-S'YNC: Cette variable numérique indique le dernier 
point de synchronisation pour lequel une resynchronisation 
est autorisée. 
* P-IEFINE: Cet indicateur bJoléen sert à indiquer qu'un 
contexte de présentation doit être défini. 
* P-DEŒTE: Cet indicateur sert à mémoriser le besoin de 
supprimer un contexte de présentation. 
* P-~ : Cet indicateur sert à mémoriser le besoin de 
sélectionner un autre contexte de présentation. 
De plus, un temporisateur est utilisé, pour prévenir les 
risques d'interblocages. Ce temporisateur est déclenché à 
chaque requête, et arrêté à chaque confinnation. Les 
valeurs d'attente sont fonctions du type de procédure, et ne 
sont pas définies dans les nonnes. 
A l'expiration d'un temporisateur, la connexion est 
libérée. 
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IV. 4. DESŒIPTICN DES ErATS. 
Plutôt que de faire la description de tous les états 
possibles d'une entité, nous décrirons les conventions 
utilisées dans les tables ci-dessous. 
Il y a trois types d'états dans lesquels peut être une 
entité, différents selon que ce soit l'entité initiatrice de 
connexion ou l'entité réceptrice. 
- Pour l'entité initiatrice: 
- Soit elle attend une requête de l'utilisateur des 
services. Dans ce cas, l'état corresp.:)nd à une des phases 
de la connexion (voir 11.1.3.). On retrouve notamment 
cnNNECI'ED (la connexion est créée). 
SELECI'ED (un fichier est sélectionné). 
DXFRIDLE (de l'anglais data transfer idle, le fichier est 
ouvert). 
READ (phase de transfert de données). 
WRITE (phase de transfert de donéées). 
- Soit l'entité attend une indication ou une confinnation 
de la couche transp:,rt. Dans ce cas, le nan de l'état est 
préfixé par "P-" et p::,stifxé par "-PD" (de l'anglais 
pending, attendant). 
exemples: 
P-~-PD (attente de confinnation de connexion 
présentation). 
P-RELEASE-PD (attente de confinnation de déconnexion 
présentation) • 
- Soit l'entité attend une F.P.D.U. de rép::,nse de l'entité 
réceptrice, auquel cas le type de ·F.P.D.U. est p::,stifixé 
pr "-PD" (de l'anglais pending). 
- Pour l'entité réceptrice: 
• 
ANNEXES ~00 A UNE REALISATICN O.S.I. Page 86 
Soit elle se trotNe dans une des phases de connexion, 
a:mne l'entité initiatrice (voir ci-dessus), auquel cas 
l'entité attend une F.P.D.U. susceptible de la faire 
changer de phase. 
- Soit elle attend une réponse de l'utilisateur des 
services, suite à une indication émise, et l'état est le 
non de la réponse attendue, postfixé par "-PD". 
exemple: 
SELECI'-PD (attente de réponse de sélection). 
READ-PD (attente de réponse de lecture). 
Soit elle attend une confinnation de la couche 
présentation, auquel cas la dénanination de l'état est le 
nan de la primitive attendue, préfixé par "-P" et postfixé 
par "-PD". 
exemple: 
P-DLXCF-PD (attente de confinnation de suppression de 
contexte). 
D3ns notre réalisation, nous avons procédé carme ·suit: Deux 
vecteurs tooléens indiquent les évènements pouvant se produire. 
Un des deux concerne les requêtes et les réponses (selon 
l'entité) pouvant être émises par l'utilisateur des services). 
L'autre concerne les F.P.D.U attendues. Chaque état est donc 
représenté par un ensemble d'évènements autorisés. Nous 
supposons que les indications et confinnations de la couche 
présentation sont toujours valides (car vérifiées dans la couche 
session), aussi ne les vérifions nous :pas dans la couche 
application. Seules nous intéressent les unités de donées de 
services de présentations, ou unités de données de protocole 
d'application. 
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IV. 5. ŒtNENI'ICNS D 'IDU'IDRE. 
Les conventions de description des actions sont identiques à 
celles de la couche transport (voir annexe I). 
Rappelons que si aucune condition n'a pu être vérifiée pour 
un numéro donné, cela doit être considéré ccmne une erreur de 
protocole, et les traitements correspondent à ceux des cases 
vides. 
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IV.6. TABLES D1EI2\TS IE L'mrITE INITINIRIŒ. 
Cette partie est consacrée à la description des actions selon 
le couple état/évènement ' entrant de l'entité initiatrice de la 
connexion. 
Chaque action est représentée par un numéro à l'intersection 
de l'état et de l'évènement entrant, et sa description est faite 
en regard du numéro dans la liste suivapt les tables. 
Toute intersection a:mposée de "///" représente une 
canbinaison état/évènement i.mp::>ssible. 
Toute intersection vide représente une erreur de protocole. 
Si l'évènement entrant provient de l'utilisateur des services, 
le code d'erreur ERR dans les paramètres de la primitive prend 
une valeur non nulle. Si l'Nvènement causant l'erreur provient 
du réseau (via la couche présentation), la connexion est coupée 
(P-PAB-IND). 
A l'expiration d'un temporisateur, la connexion est également 
coupée. 
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----
--------------------------------
+ + P+ P+ P+ P+ C+ C+ R+ S+ S+ D+ O+ P+ D+ C+ 
+ +-+-+ -+ -+ O+ O+ E+ E+ E+ E+ P+ -+ X+ L+ 
+ + C+ I+ C+ R+ N+ N+ L+ L+ L+ S+ E+ A+ F+ O+ 
+ + L+ D+ O+ E+ N+ N+ E+ E+ E+ E+ N+ C+ R+ S+ 
+ + O+ L+ N+ L+ E+ E+ A+ C+ C+ L+ -+ T+ I+ E+ 
+ + S+ E+ N+ E+ C+ C+ S+ T+ T+ E+ P+ I+ D+ -+ 
+ + E+ + E+ A+ T+ T+ E+-+ E+ C+ D+ O+ L+ P+ 
+ + D+ + C+ S+ -+ E+ -+ P+ D+ T+ + N+ E+ D+ 
+ + + + T+ E+ P+ D+ P+ D+ + -+ + -+ + + 
+ + + + -+ -+ D+ + D+ + + P+ + P+ + + 
+ + + + P+ P+ +· + + + + D+ + D+ + + 
+ + + + D+ D+ + + + + + + + + + + 
----------------------------------~---
+ + + + + + + + + + + + + + + + 
+ F-ŒN-REQ + 1+ 2+ + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ P-ŒN-CNF + + + 3+ + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ P-REL-IND + + 4+ + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ P-REL-ŒF + + + + 5+ + + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ ŒN-RSP + + + + + 6+ + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ F-REL-REQ + + + + + + 7+ + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ REL-RSP + + + + + + + 8+ + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ F-SEL-REQ + + + + + + 9+ + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ SELRSP + + + + + + + +10+ + + + + + +· 
+ + + + + + + + + + + + + + + + 
+ F-DES-REQ + + + + + + + + +11+ + + + + + 
+ + + + + + + + + + + + + + + + 
+ DES-RSP + + + + + + + + + +12+ + + + + 
+ + + + + + + + + + + + + + + + 
+ F-OPN-REQ + + + + + + + + +13+ + + + + + 
+ + + + + + + + + + + + + + + + 
+ OPN-RSP + + + + + + + + + + +14+ + + + 
+ + + + + + + + + + + + + + + + 
+ P-DLX-IND + + + + + + + + + + + +15+ + + 
+ + + + + + + + + + + + + + + + 
+ P-DFX-IND + + + + + + + + + + + +16+ + + 
+ + + + + + + + + + + + + + + + 
+ P-SLX-IND + + + + + + + + + + + +17+ + + 
+ + + + + + + + + + + + + + + + 
-----------------------------------------------------
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+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ F-REA-IID;:2 
+ 
+ F-WRT-IID;:2 
+ 
+ F-CLO-RB;2 
+ 
+ CLO-RSP 
+ 
+ P-PAB-IND 
+ 
+ P-UAB-IND 
+ 
+ ABT-Rm 
· + 
+ F-ABT-Rm 
+ 
+ P+ P+ P+ P+ C+ C+ R+ S+ S+ D+ O+ P+ D+ C+ 
+ -+-+ -+ -+ O+ O+ E+ E+ E+ E+ P+ -+ X+ L+ 
+ C+ I+ C+ R+ N+ N+ L+ L+ L+ S+ E+ A+ F+ O+ 
+ L+ D+ O+ E+ N+ N+ E+ E+ E+ E+ N+ C+ R+ S+ 
+ O+ L+ N+ L+ E+ E+ A+ C+ C+ L+ -+ T+ I+ E+ 
+ S+ E+ N+ E+ C+ C+ S+ T+ T+ E+ P+ I+ D+ -+ 
+ E+ + E+ A+ T+ 1'+ E+ -+ E+ C+ D+ O+ L+ P+ 
+ D+ + C+ S+ -+ E+ -+ P+ D+ T+ + N+ E+ D+ 
+ + + T+ E+ P+ D+ P+ D+ +-+ + -+ + + 
+ + + -+ -+ D+ + D+ + + P+ + P+ + + 
+ + + P+ P+ + + + + + D+ · + D+ + + 
+ . + + D+ D+ + + + + + + + + + + 
+ + + + + + + + + + + + + + + 
+ + + + + + + + + + + + +18+ + 
+ + + + + + + + + + + + + + + 
+ + + + + + + + + + + + +19+ + 
+ + + + + + + + + + + + + + + 
+ + + + + + + + + + + + +20+ + 
+ + + + + + + + + + + + + + + 
+ + + + + + + + + + + + + +21+ 
+ + + + + + + + + + + + + + + 
+ +37+38+38+38+38+38+38+38+38+38+38+38+38+ 
+ + + + + + + + + + + + + + + 
+ +37+38+38+38+38+38+38+38+38+38+38+38+38+ 
+ + + + + + + + + + + + + + + 
+ +39+40+40+40+40+40+40+40+40+40+40+40+40+ 
+ + + + + + + + + + + + + + + 
+ +39+41+41+41+41+41+41+41+41+41+41+41+41+ 
+ + + + + + + + + + + + + + + 
+ TIMER NAT1 + + +42+42+ +42+ + + +42+42+ + +42+ 
+ + + + + + + + + + + + + + + + 
+ TIMER AT1 + +43+ + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ F-ŒE-Rm + + + + + +44+ + + + + + + + + 
+ + + + + + + + + + + + + + + + 
+ F-DEL-RB;2 + + + + + + + +46+ + + + + + + 
+ + + + + + + + + + + + + + + + 
+ F-RAT-Rm + + + + + + + +48+ + + + + + + 
+ + + + + + + + + + + + + + + + 
+ F-CAT-RB:2 + + + + + + + +50+ + + + + + + 
+ + + + + + + + + + + + + + + + 
+ F-LOC-Rm + + + + + + + + + + + + +52+ + 
+ + + + + + + + + + + + + + + + 
+ F-ERA-Rm + + + + + + + + + + + + +54+ + 
+ + + + + + + + + + + + + + + + 
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----------------------------------------------------
+ +~~~~~~~~~~~D+~~~~ 
+ + E+ R+ R+ R+ E+ E+ X+ X+ A+-+ R+ E+ E+ H+ O+ R+ 
+ + A+ I+ I+ I+ A+ A+ F+ F+ N+ C+ E+ ~ A+ G+ C+ A+ 
+ +D+~~~D+D+~~~~~~D+ ➔~~ 
+ +-+ E+ E+ E+ + -+ R+ ·R+ E+ N+ T+ T+-+ A+ T+ E+ 
+ + P+ -+ + -+ + E+ -+ -+ ~ C+ E+ E+ A+ T+ E+ -+ 
+ + D+ P+ + E+ + N+ E+ E+ -+ E+ -+ -+ T+ T+ -+ P+ 
+ + +D+ + N+ + D+ N+ N+ P+ ~ P+ P+ T+ -+ P+ D+ 
+ + + + + D+ + I+ D+ D+ D+ -+ D+ D+ -+ P+ D+ + 
+ + + + + I+ + N+ I+ I+ + P+ + + P+ D+ + + 
+ + + + + N+ + G+ N+ N+ + D+ + + D+ + + + 
+ + + + + G+ + + G+ G+ + + + + + + + + 
---------- ---------
+ + + + + + + + + + + + + + + + + + 
+ REA-RSP +22+ + + + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ WRT-RSP + +23+ + + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ F-DAT-~ + + +24+ + + + + + + +. + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ F-DAE-~ + + +25+ + + + + + + + + + + + + . + 
+ + + + + + + + + + + + + + + + + + 
+ DSTART + + + + +26+ + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ P-TRA-IND +//+//+//+//+27+//+//+//+//+//+//+//+//+//+//+//+ 
+ + + + + + + + + + + + + + + + + + 
+ DAE-~ + + + + +28+ -+ + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ F-TRE-~ + + + +29+ +30+ + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ TRE-RSP + + + + + + +31+31+ + + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ F--CAN-~ + + +32+ +32+ + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ CAN-RSP + + + + + + + + +33+ + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ CAN-~ + + +34+35+34+ + +35+ + + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
----------------------------------------------------------
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+ + R+ W+ W+ W+ R+ R+ R+ W+ C+ F+ C+ D+ R+ C+ L+ E+ 
+ + E+ R+ R+ R+ E+ E+ X+ X+ A+-+ R+ E+ E+ H+ O+ R+ 
+ + A+ I+ I+ I+ A+ A+ F+ F+ N+ C+ E+ L+ A+ G+ C+ A+ 
+ +D+~~~D+D+~~~hh~D+-+h~ 
+ +-+ E+ E+ E+ + -+ R+ R+ E+ -:N+ T+ T+ -+ A+ T+ E+ 
+ + P+ -+ + -+ + E+ -+ -+ L+ C+ E+ E+ A+ T+ E+ -+ 
+ + D+ P+ + E+ + N+ E+ E+-+ E+ -+ -+ T+ T+ -+ P+ 
+ + + D+ + N+ + D+ N+ N+ P+ L+ P+ P+ T+ -+ P+ D+ 
+ + + + + D+ + I+ D+ D+ D+-+ D+ D+ -+ P+ D+ + 
+ + + + + I+ + N+ I+ I+ + P+ + + P+ D+ + + 
+ + + + + N+ + G+ N+ N+ + D+ + + D+ + + + 
+ + + + + G+ + + G+ G+ + + + + + + + + 
--------------------------------------------------
+ + + + + + + + + + + + + + + + + + 
+ F-CAN-RSP + + + + + + + + + +36+ + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ P-PAB-IND +38+38+38+38+38+38+38+38+38+38+38+38+38+38+38+38+ 
+ + + + + + + + + + + + + + + + + + 
+ P-UAB-IND +38+38+38+38+38+38+38+38+38+38+38+38+38+38+38+38+ 
+ + + + + + + + + + + + + + + + + + 
+ ABI'-Rm +40+40+40+40+40+40+40+40+40+40+40+40+40+40+40+40+ 
+ + + + + + + + + + + + + + + + . + + 
+ F-ABI'-RE)J +41+41+41+41+41+41+41+41+41+41+41+41+41+41+41+41+ 
+ + + + + + + + + + + + + + + + + + 
+ TIMER NAT1 +42+42+ + + + +42+42+42+42+42+42+42+42+42+42+ 
+ + + + + . + + + + + + + + + + + + + 
+ CRE-RSP + + + + + + + + + + +45+ + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ DEL-RSP + + + + + + + + + + + +47+ + + + + 
+ + + + + + + + + + + + + + + + + + 
+ RAT-RSP + + + + + + + + + + + + +49+ + + + 
+ + + + + + + + + + + + + + + + + + 
+ CAT-RSP + + + + + + + + + + + + + +51+ + + 
+ + + + + + + + + + + + + + + + + + 
+ I.œ-RSP + + + + + + + + + + + + + + +53+ + 
+ + + + + + + + + + + + + + + + + + 
+ ERA-RSP + + + + + + + + + + + + + + + +55+ 
+ + + + + + + + + + + + + + + + + + 
-------
-----------------------
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IV.7. LISI'E D'ACI'I~ DE L'ENIT.l'E JNITIMru:Œ. 
1:si la requête est acceptable: 
P-a:N-REQ( a::N-REQ}, 
start timer cr1 
TRANSPARANCY:=faux, 
DISCARD:=faux, 
RESEI':=faux, 
E:xPECI'ED-OIECK: =0, 
NEXT-SYNC:=0, 
P-DEFINE:=faux, 
P-SELECI':=faux, 
P-DELETE:=faux, 
==) P-<XNNECI'-PD; 
si la requête n'est pas acceptable: 
F-ABT-IND, 
==) P-O.OSED; 
2:si la requête est acceptable: 
P-IJI'-REQ(mN-REQ}, 
start timer cr1 
TRANSPARANCY:=faux, 
DISCARD:=faux, 
RESEI':=faux, 
E:xPOCI'ED-aIBCK: =0, 
NEXT-SYNC:=0, 
P-DEFINE:=faux, 
P-sELECI':=faux, 
P-DELETE:=faux, 
==) OJNNECI'-PD; 
si la requête n'est pas acceptable 
et la connexion présentation est gardée: 
F-<XN--OlF, 
==) P-IDLE; 
si la requete n'est pas acceptable 
et la connexion transp:>rt n'est pas gardée: 
F-<XN--OlF, 
P-REL-REQ, 
==) P-RELEASE-PD; 
3:si la fp::lu est contenue dans la confirmation 
présentation: 
stop tirner cr1, 
F-ŒN-a.lF, 
==} a::NNECI'ED; 
si la fp::lu n'est pas contenue dans laconfinnation 
présentation, 
mais que la confinnation présentation est p:>sitive: 
==) OJNNECI'-PD; 
si la confirmation est non p:>sitive: 
==) P-IDLE; 
4:si la lil:ération de connexion présentation est 
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acceptée: 
==} P-CUJSED; 
sinon: 
==} P-IDLE; 
· 5:si la connexion présentation est libérée : 
==} P-CUJSED; 
sinon: 
==} P-IDLE; 
6:si le DIAGNOSTIC= 0 
stop limer cr1, 
F-CXN-Q\lF, 
==} mNNECI'ED; 
sinon: 
F-CXN-Q\lF, 
si la connexion présentation est libérée: 
==} P-IDLE; 
sinon: 
P-REL-REQ, 
=} P-CTŒED i 
7:P-IJI'-REQ(REL-REQ), 
start limer RLT1 , 
==} RELEASE-PD; 
8 :F-REL--CNF, 
stop timer RLT1, 
si la connexion présentation est libérée: 
==) P-IDLE; 
sinon: 
P-REL-REQ, 
==) P-CUJSED; 
9:P-IJI'-REQ(SEL-REQ), 
start timer ST1 , 
==) SELECI'-PD; 
1 0:F-SEL-CNF, 
stop timer ST1, 
si le DIAGDSTIC = 0: 
==) SELECI'ED; 
sinon: 
==) mNNECI'ED; 
11:P-IJI'-REQ(DE.S-REQ), 
start limer DST1, 
==) DE.SELECT-PD; 
12:F-DES--CNF, 
stop timer DST1, 
-- } rY'1\ li\ Tt:VTT11:'T"\ • 
-- \...Ul~HJ:A..J.J:,LI I 
13:P-IJI'-REQ(OPN-REQ}, 
start limer or1, 
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==) OPN-PD; 
14:si le DIACNJSTIC non= 0: 
F-OPN--GŒ, 
stop timer ar1 , 
==) SELECI'ED; 
si le DIAœüSTIC = 0: 
si le paramètre DELEI'E-a:NI'EXT est présent: 
P-DELEI'E:=vrai; 
si le paramètre DEFINE-a:NI'EXT est présent: 
P-DEFINE:=vrai; • 
si le paramètre SELECI'-a:NI'EXT est présent: 
P-SELECI': =vrai; 
si non P-DEFINE et non.P-SELECI' et non P-DELEI'E: 
F-OPN--ŒF, 
stop timer ar1, 
==) DXFRIDLE; 
sinon: 
rnérroriser la F.P.D.U., 
==) P-ACI'ICN-PD; 
15:si P-DELEI'E: 
P-DELEI'E:=faux, 
P-DLX-RSP, 
si non P-DEFINE et non P-SELECT 
F-OPN-aœ, 
stop timer ar1, 
DXFRIDLE; 
sinon: 
=) P-ACI'ICN-PD; 
16:si P-DEFINE: 
P-DEFINE:=faux, 
P-DFX-RSP, 
si non P-DEIEI'E et non P-SELECT: 
F-OPN--ŒF, 
stop timer ar1, 
DXFRIDLE; 
sinon: 
==) P-ACTICN-PD; 
17:si P-SELECI' : 
P-SEr.."ECI':=faux, 
P-SLX-RSP, 
F-OPN--GŒ, 
stop timer ar1, 
DXFRIDLE; 
1 8: start timer RT1 , 
si EXPECI'ED-ŒECK=NEXTroINT : 
P-DT-REQ(REA-REQ); 
sinon: 
P-RS-REQ(reset,REA-REQ); 
=) READ-PD; 
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19: start tirner wr1 , 
si EXPECI'ED-ŒECK=NEXTroINT : 
P-Dr-REQ(WRT-REQ); 
sinon: 
P-RS-REQ(reset,WRT-REQ); 
=) WRITE-PD; 
20:P-Dr-REQ(CLO-REQ), 
start tirner CLT1, 
==) CLOSE-PD; 
21:F-CLO-CNF, 
stop timer CLT1, 
=) ~; 
22:F-REA-CNF, 
stop timer RT1 , 
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si la F.P.D.U. a été extraite d'tme primitive de resynchro 
EXPECI'ED-ŒECK:=NEXT-SYNC; 
si DIAGNOSTIC= 0: 
==) READ; 
sinon : 
==) DXFRIDLE; 
23:F-WRT-CNF, 
stop timer wr1, 
si la F.P.D.U. a été extraite d'tme primitive de resynchro 
EXPECI'ED-ŒECK:=NEXT-SYNC; 
si DIAGNaSTIC = 0: 
--) WRITE· 
-- ' 
sinon : 
==) DXFRIDLE; 
24:si non TRANSPARANCY: 
TRANSPARANCY:=vrai, 
P-Dr-REQ(DSTART); 
P-Dr-REQ(DAT-REQ), 
==) WRITE; 
25:si TRANSPARANCY: 
TRANSPARANCY:=faux; 
P-Dr-REQ(DAE-REQ), 
==) WRITE-ENDING; 
26:TRANSPARANCY:=vrai, 
==) READ; 
27:si non DISCARD: 
F-DAT-IND; 
=) READ; 
28:F-DAE-IND, 
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==) READ-ENDING; 
29:P-DI'REQ(TRE-REQ), 
start timer TEI'1 , 
=) WXFER-ENDING; 
30:P-DI'REQ(TRE-REQ), 
start timer TEI'1 , 
=) RXFER-ENDING; 
31:F-'ffi.E-CNF, 
stop timer TEI'1, 
==) DXFRIDLE; 
32:DISCARD:=vrai; 
P~RS-REQ(aœndon,CAN-REQ), 
start timer CAN1 , 
==) CANCEL-PD; 
33:DISCARD:=faux, 
F-CAN-cNF, 
stop timer CAN1, 
==) DXFRIDLE; 
34:TRANSPARANCY:=faux, 
F-CAN-IND, 
==) F-CANCEL-PD; 
35:F-CAN-IND, 
=) F-CANCEL-PD; 
36:P-RS-RSP(CAN-RSP), 
=) DXFRIDLE; 
37:==) P-CIDSED; 
38:F-ABT-IND, 
=) P-CIDSED; 
39:==) P-IDLE; 
40:F-ABT-IND, 
P-REL-REQ, 
==) P-RELEASE-PD; 
41:DISCARD:=vrai; 
TRANSPARANCY:=faux, 
P-RS-REQ(aœndon,ABT-REQ), 
start timer AT1, 
==) P-IDLE; 
42:F-ABT-IND, 
DISCARD:=vrai, 
TRANSPARANCY:=faux, 
P-RS-REQ(aœndon,ABT-REQ), 
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start timer AT1, 
=) P-IDLE; 
43:P-UAB-REQ, 
=) P-cLCSED; 
44:P-DT-REQ(ŒEREQ), 
start timer ŒT1, 
==) ŒEATE-PD; 
45:F-CRE-CNF, 
stop timer ŒT1, 
si DIAGNOSTIC= 0: 
==} SELECI'ED; 
sinon 
==} a:NNECI'ED; 
46:P-DT-REQ(DEL-REQ}, 
start-timer DLT1, 
==) DELEI'E-PD; 
47:F-DEL-CNF, 
stop timer DLT1, 
==} a:NNECI'ED; 
48:P-DT-REQ(RAT-REQ}, 
start timer RAT1 , 
==) RE.AD-ATI'-PD; 
49:F-RAT-CNF, 
stop timer RAT1, 
==) SELECI'ED; 
50:P-DT-REQ(CAT-REQ), 
start timer CAT1, 
=} ŒG-ATI'-PD; 
51:F-CAT-CNF, 
stop timer CAT1, 
==) SELECI'ED; 
52:P-DT-REQ(LOCREQ), 
start timer LT1, 
==} IœATE-PD; 
53:F-I.œ-ŒF, 
stop timer LT1, 
==} DXFRIDLE; 
54:P-DT-REQ(ERA-REQ), 
start timer El'1 , 
==) ERASE-PD; 
55:F-ERA-ŒF, 
stop timer El'1, 
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==) DXFRIDLE 
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I:V .8. TABLES D'RrATS DE L'ENTITE REŒP'm.IŒ. 
Cette p:trtie est consacrée à la description des actions selon 
le couple état/évènement entrant de l'entité réceptrice de la 
connexion. 
Chaque action est représentée par un numéro à l'intersection 
de l'état et de l'évènement entrant, et sa description est faite 
en regard du numéro dans la liste suivant les tables. 
Toute intersection canposée de "///" 
canbinaison état/évènement :i.rntx>ssible. 
représente une 
Toute intersection vide représente une erreur de protocole. 
Si l'évènement entrant provient de l'utilisateur des services, 
le code d'erreur ERR dans les paramètres de la primitive prend 
une valeur non nulle. Si l'évènement causant l'erreur provient 
du réseau (via la couche présentation), la connexion est coupée 
(P-PAB-IND). 
A l'expiration d'un temporisateur, la connexion est également 
coupée. 
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+ + P+ P+ P+ C+ C+ R+ S+ S+ D+ O+ P+ P+ P+ D+ C+ 
+ + -+ -+ -+ O+ O+ E+ E+ E+ E+ P+ -+ -+-+X+ L+ 
+ + C+ I+ R+ N+ N+ L+ L+ L+ S+ E+ D+ D+ S+ F+ O+ 
+ + L+ D+ E+ N+ N+ E+ E+ E+ E+ N+ L+ F+ L+ R+ S+ 
+ + O+ L+ L+ E+ E+ A+ C+ C+ L+ -+ X+ X+ X+ I+ E+ 
+ + S+ E+ E+ C+ C+ S+ T+ T+ E+ P+ C+ C+ C+ D+ -+ 
+ + E+ + A+ T+ T+ E+ -+ E+ C+ D+ F+ F+ F+ L+ P+ 
+ + D+ + S+ -+ E+ -+ P+ D+ T+ + -+ -+ -+ E+ D+ 
+ + + + E+ P+ D+ P+ D+ + -+ + P+ P+ P+ + + 
+. + + + -+ D+ + D+ + + P+ + D+ D+ D+ + + 
+ + + + P+ + + + + + D+ + + + + + + 
+ + + + D+ + + + + + + + + + + + + 
-----------------------------------------
+ + + + + + + + + + + + + + + + + 
+ P-a:N-IND + 1+ + + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ CXN-Rm + + 2+ + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ P-REL-IND + + 3+ + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ P-REL-<NF + + + 4+ + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ F-a:N-RSP + + + + 5+ + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ REL-RE)'.J + + + + + 6+ + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ F-REL-RSP + + + + + + 7+ + + + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ SEL-RE)'.J + + + + + 8+ + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ F-SEL-RE)'.J + + + + + + + 9+ + + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ DES-RE)'.J + + + + + + + +10+ + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ F-DES-RSP + + + + + + + + +11 + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ OPN-RE)'.J + + + + + + + +12+ + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ F-OPN-RSP + + + + + + + + + +13+ + + + + + 
+ + + + + + + + + + + + + + + + + 
+ P-DLX-ŒF + + + + + + + + + + +14+ + + + + 
+ + + + + + + + + + + + + + + + + 
+ P-DFX-CNF + + + + + + + + + + + +15+ + + + 
+ + + + + + + + + + + + + + + + + 
+ P-SLX-ŒF + + + + + + + + + + + + +16+ + + 
+ + + + + + + + + + + + + + + + + 
---------------------------------------------------------
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+ + P+ P+ P+ C+ C+ R+ S+ S+ D+ O+ P+ P+ P+ D+ C+ 
+ + -+ -+ -+ O+ O+ E+ E+ E+ E+ P+ -+-+-+X+ L+ 
+ + C+ I+ R+ N+ N+ L+ L+ L+ S+ E+ D+ D+ S+ F+ O+ 
+ + L+ D+ E+ N+ N+ E+ E+ E+ E+ N+ L+ F+ L+ R+ S+ 
+ + O+ L+ L+ E+ ·E+ A+ C+ C+ L+ -+ X+ X+ X+ I+ E+ 
+ + S+ E+ E+ C+ C+ S+ T+ T+ E+ P+ C+ C+ C+ D+ -+ 
+ + E+ + A+ T+ T+ E+ -+ E+ C+ D+ F+ F+ F+ L+ P+ 
+ + D+ + S+ -+ E+ -+ P+ D+ T+ + -+ -+ -+ E+ D+ 
+ + + + E+ P+ D+ P+ D+ + -+ + P+ P+ P+ + + 
+ + + + -+ D+ + D+ + + P+ + D+ D+ D+ + + 
+ + + + P+ + + + + + D+ + + + + + + 
+ + + + D+ + + + + + + + + + + + + 
-·-----
+ + + + + + + + + + + + + + + + + 
+ CW-Rm + + + + + + + + + + + + + +17+ + 
+ + + + + + + + + + + + + + + + + 
+ F-0::.0-RSP + + + + + + + + + + + + + + +18+ 
+ + + + + + + + + + + + + + + + + 
+ REA-Hm + + + + + + + +. + + + + + +19+ + 
+ + + + + + + + + + + + + + + + + 
+ WRI'-Rm + + + + + + + + + + + + + , +21 + + 
+ + + + + + + + + + + + + + + + + 
+ P-PAB-IND + +35+36+36+36+36+36+36+36+36+36+36+36+36+36+ 
+ + + + + + + + + + + + + + + + + 
+ P-UAB-IND + +35+36+36+36+36+36+36+36+36+36+36+36+36+36+ 
+ + + + + + + + + + + + + + + + + 
+ ABT-Rm + + +37+37+37+37+37+37+37+37+37+37+37+37+37+ 
+ + + + + + + + + + + + + + + + + 
+ F-ABT-Rm + + + +38+38+38+38+38+38+38+38+38+38+38+38+ 
+ + + + + + + + + + + + + + + + + 
+ CRE-Hm + + + + +39+ + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ DEL-Hm + + + + + + + +41+ + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ RAT-Hm + + + + + + + +43+ + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ CAT-Rm + + + + + + + +45+ + + + + + + + 
+ + + + + + + + + + + + + + + + + 
+ I.œ-Rm + + + + + + + + + + + + + +47+ + 
+ + + + + + + + + + + + + + + + + 
+ ERA-Rm + + + + + + + + + + + + + +49+ + 
+ + + + + + + + + + + + + + + + + 
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--------------------------------------------------------
+ +~~~~~~~~~~~D+~~~~ 
+ + E+ R+ R+ R+ E+ E+ X+ X+ A+-+ R+ E+ E+ H+ o+ R+ 
+ + A+ I+ I+ I+ A+ A+ F+ F+ N+ C+ E+ L+ A+ G+ C+ A+ 
+ + D+ T+ T+ T+ D+ D+ E+ E+ C+ A+ A+ E+ D+ -+ A+ S+ 
+ + -+ E+ E+ E+ + -+ R+ R+ E+ N+ T+ T+ -+ A+ T+ E+ 
+ + P+ -+ + -+ + E+ -+ -+ ~ C+ E+ E+ A+ T+ E+ -+ 
+ + D+ P+ + E+ + N+ E+ E+-+ E+ -+ -+ T+ T+ -+ P+ 
+ + + D+ + N+ + D+ N+ N+ P+ L+ P+ P+ T+ -+ P+ D+ 
+ + + + + D+ + I+ D+ D+ D+ -+ D+ D+ -+ P+ D+ + 
.+ + + + + I+ + N+ I+ I+ + P+ + + P+ D+ + + 
+ + + + + N+ + G+ N+ N+ + D+ + + D+ + + + 
+ + + + + G+ + + G+ G+ + + + + + + + + 
---------
+ + + + + + + + + + + + + + + + + + 
+ F-RFA-RSP +20+ + + + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ F-WRT-RSP + +22+ + + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ F-DAT-REX:! + + + + +23+ + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ F-DAE-REX:! + · + + + .+24+ + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ USTARI' + + +25+ + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ P-TRA-IND + + +26+ + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ DAE-REX:! + + +27+ + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ 'IRE-REX:! + + + +28+ +29+ + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ F-'IRE-RSP + + + + + + +30+30+ + + + + + + + + 
+ + + + + + + + + + + + + + + + t + 
+ F-CAN-REX:! + + +31+ +31+ + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ CAN-RSP + + + + + + + + +32+ + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ CAN-REX:! + + +33+ +33+33+ + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ F-CAN-RSP + + + + + + + + + +34+ + + + + + + 
+ + + + + + + + + + + + + + + + + + 
---------·-------------------------------·-------------------
ANNEXES 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
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+~~~~~~~~~~~~~~~~ 
+ E+ R+ R+ R+ E+ E+ X+ X+ A+-+ R+ E+ E+ H+ O+ R+ 
+ A+ I+ I+ I+ A+ A+ F+ F+ N+ C+ E+ L+ A+ G+ C+ A+ 
+~~~~~~~~~hh~~-+h~ 
+ -+ E+ E+ E+ + -+ R+ R+ E+ N+ T+ T+ -+ A+ T+ E+ 
+ P+ -+ + -+ + E+ -+ -+ ~ C+ E+ E+ A+ T+ E+ -+ 
+ ~ P+ + E+ + N+ E+ E+-+ E+ -+ -+ T+ T+ -+ P+ 
+ + ~ + N+ + ~ N+ N+ P+ L+ P+ P+ T+ -+ P+ ~ 
+ + + + ~ + I+ ~ ~ ~ -+ ~ ~ -+ P+ ~ + 
+ + + + I+ + N+ I+ I+ + P+ + + P+ ~ + + 
+ + + + N+ + G+ N+ N+ + ~ + + ~ + + + 
+ + + + Gf, + + G+ G+ + + + + + + + + 
-----------------
+ + + + + + + + + + + + + + + + + + 
+ P-PAB-IND +36+36+36+36+36+36+36+36+36+36+36+36+36+36+36+36+ 
+ + + + + + + + + + + + + + + + + + 
+ P-PAB-IND +36+36+36+36+36+36+36+36+36+36+36+36+36+36+36+36+ 
+ + + + + + + + + + + + + + + + + + 
+ ABT-Rm +37+37+37+37+37+37+37+37+37+37+37+37+37+37+37+37+ 
+ + + + + + + + + + + + + + + + + + 
+ F-ABT-Rm +38+38+38+38+38+38+38+38+38+38+38+38+38+38+38+38+ 
+ + + + + + + + + + + + + + + + + + 
+ F-CRE-RSP + + + + + + + + + + +40+ + + + + + 
+ + + + + + + + + + + + + + + + + + 
+ F-DEL-RSP + + + + + + + + + + + +42+ + + + + 
+ + + + + + + + + + + + + + + + + + 
+ F-RAT-RSP + + + + + + + + + + + + +44+ + + + 
+ + + + + + + + + + + + + + + + + + 
+ F-CAT-RSP + + + + + + + + + + + + - + +46+ + + 
+ + + + + + + + + + + + + + + + + + 
+ F-Iœ-RSP + + + + -+ + + + + + + + + + +48+ + 
+ + + + + + + + + + + + + + + + + + 
+ F-ERA-RSP + + + + + + + + + + + + + + + +50+ 
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IV. 9. LISTE ŒS ACI'ICNS DE L 'ENI'ITE REX..EPIRIŒ. 
. 
. 
1:si l'indication de connexion n'est pas acceptable: 
P-UAB-RB;J, 
==) P-CLOSED; 
sinon: 
si l'indication ne contient pas la F.P.D.U. <XN-Rm: 
P-(l)N-RSP, 
==) P-IDLE; 
sinon: 
si la F.P.D.U. CXN-Rm est acceptable: 
TRANSPARANCY:=faux, 
DISCARD:=faux, 
RESET: =faux, 
EXPECI'ED-OIECK:=0, 
NEXT-SYNC:=0, 
P-DEFINE:=faux, 
P-DELEI'E:=faux, 
P-SELFX:T:=faux, 
F-CXN-IND, 
==) ŒNNECI'-PD; 
sinon : 
P-UAB-Rm, 
==) P-CLOSED; 
2:si la F.P.D.U. <XN-Rm est acceptable: 
TRANSPARANCY:=faux, 
DISCARD:=faux, 
RESET:=faux, 
EXPECI'ED-OIECK:=0, 
NEXT-SYNC:=0, 
P-DEFINE:=faux, 
P-DELEI'E:=faux, 
P-SELFX:T:=faux, 
F-CXN-IND, 
==) CXNNECI'-PD; 
sinon: 
P-UAB-Rm, 
==) P-CLOSED; 
3:P-REL-RSP, 
si l'indication de déconnexion présentation est acceptable 
==) P-CLOSED; 
sinon: 
==) P-IDLE; 
4:si DIAGNOSTIC= 0: 
==) P-CLOSED; 
sinon: 
==) P-IDLE; 
5:si DIAGNOSTIC= 0: 
<LNI'RIBUTICN A UNE REALISATICN o.s.r. 
si la réponse de connexion présentation 
n ' est pa.s encore émise: 
P-CDN-RSP(CDN-REX',2), 
=) <X.lNNECI'ED; 
sinon: 
P-IJI'-REX',2(a:N-REX',2), 
= ) <X.lNNECI'ED; 
sinon: 
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si la réponse de conn~on présentation n'est pa.s 
,. . 
encore ffill.Se: 
P-CDN-RSP(CDN-REX',2), 
==) P:-CLOSED; 
sinon: 
P-IJI'-REX',2(a:N-REX',2), 
==) P-IDLE; . · 
6:F-REL-IND, 
=) RELFASE-PD; 
7:P-IJI'-REX',2(REL-RSP), 
=) P-IDLE; 
8:F-SEL-IND, 
==) SELECI'-PD 
9:P-IJI'-REX',2(SEL-RSP), 
si DIAGNOSTIC = 0 : 
=) SELECI'ED; 
sinon: 
. ==) CXNNECl'ED; 
10:F-DES-IND, 
=) DESELECT-PD; 
11:P-IJI'-Rm(DES-RSP), 
=)<X.lNNECI'ED; 
12:F-OPN-IND, 
EXPECI'ED-FILE := 1, 
=) OPEN-PD; 
• 
13:si un contexte de présentation doit être défini: 
P-DEFINE:=vrai; 
si un contexte de présentation doit être choisi: 
P-SELECI':=vrai; 
si un contexte de présentation doit être détruit: 
P-DELETE:=vrai; 
si non P-DEFINE et non P-SELECT et non P-DELETE: 
P-IJI'-REX',2(OPN-RSP), 
==) DXFRIDLE; 
sinon: 
P-IJI'-REX',2(OPN-RSP), 
si P-DELETE: 
P-DLX-R.Er.2, 
==) P-DLXCF-PD; 
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sinon: 
si P-DEFINE: 
P-DFX-REX), 
==) P-DFXCF-PD; 
sinon: 
si P-SELECI': 
P-SLX-REX), 
==) P-SLXCF-PD; 
14:si P-DELEI'E : 
P-DELEI'E:=faux, 
si non P-DELEI'E et non P-SELECI': 
==) DXFRIDLE; 
sinon: 
si P-DEFINE: 
==) P-DFXCF-PD; 
sinon: 
si P-SELEcr: 
=) P-SLXCF-PD; 
15:si P-DEFINE: 
P-DEFINE:=faux, 
si non P-SELECI': 
=) DXFRIDLE; 
sinon: 
==) P-SLXCF-PD; 
16:si P-sELECI' : 
P-sELECI':=faux, 
==) DXFRIDLE; 
17 :F-CID-IlID, 
=) CLOSE-PD; 
18:P-Dr-REX)(CLO-RSP), 
-- ) SELECI'ED. 
-- I 
19:si ·1e paramètre "point de sync." est présent: 
RESET:=vrai; 
F-RF.A-IND, 
==) RE.AD-PD; 
2O:si DIAGNOSTIC= 0: 
si RESET: 
P-RS-REX)(reset,RF.A-RSP); 
sinon: 
P-Dr-REX)(RF.A-RSP); 
==) RF.AD; 
sinon: 
==) DXFRIDLE; 
21:si le paramètre "point de sync." est présent: 
RESET: =vrai; 
F-WRT-IND, 
==) WRITE-PD; 
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22:si DIAGNOSTIC= 0: 
si RESEI': 
P-RS-REQ(reset,WRT-RSP); 
sinon: 
P-IJI'-REQ(WRT-RSP); 
==) WRITE; 
sinon: 
=) DXFRIDLE; 
23:si non TRANSPARANCY: 
TRANSPARANCY:=vrai, 
P-IJI'-REQ(dstart); 
P-IJI'-REQ(DAT-REQ), 
==) READ; 
24:si TRANSPARANCY: 
TRANSPARANCY:=faux; 
P-IJI'-REQ(DAE-REQ), 
==) READ-ENDING; 
25:TRANSPARANCY:=vrai, 
=) WRITE; 
26:si non DISCARD: 
F-DAT-IND; 
==) WRITE; 
27:F-DAE-IND, 
=) WRITE-ENDING; 
28:F-TRE-IND, 
==) RXFER-ENDING; 
29:F-TRE-IND, 
==) WXFER-ENDING; 
3O:P-IJI'-REQ(TRE-RSP), 
P-'ffi-REQ(mi), 
==) DXFRIDLE; 
31:DISCARD:=vrai; 
P-RS-REQ(abandon,CAN-REQ), 
start tilner CAN1 , 
==) CANCEL-PD; 
32:DISCARD:=faux, 
F-CAN-CNF, 
stop tiiner CAN1, 
==}DXFRIDLE; 
33:F-CAN-IND, 
==) F-CANCEL-PENDING; 
34:P-IJI'-REQ(CAN-RSP), 
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==) DXFRIDLE; 
35:==) P-CWSED; 
36:F-ABI'-IND, 
==) P-CLOSED; 
37:F-ABI'-IND, 
P-REL-REQ, 
==) P-RELEASE-PD; 
38:DISCARD:=vrai, 
TRANSPARANCY:=faux, 
P-RS-REQ(abandon,ABI'-REQ), 
==) P-RELEASE-PD; 
39:F-ŒE-IND, 
=) CREATE-PD; 
40:P-DI'-REQ(ŒE-RSP), 
si DIAGNOSTIC= 0: 
==) SELECI'ED; 
sinon: 
==) CCNNECI'ED; 
41:F-DEL-IND, 
=) DELEI'E-PD; 
42:P-DI'-REQ(DEL-RSP), 
=) SELECI'ED; 
43:F-RAT-IND, 
==) RF.AD-ATT-PD; 
44:P-DI'-REQ(RAT-RSP), 
=) SELECI'ED; 
45:F-CAT-IND, 
=) ŒG-ATT-PD; 
46:P-DI'-REQ(CAT-RSP), 
==) SELECI'ED; 
47:F-ICC-IND, 
==) ICCATE-PD; 
48:P-DI'-REQ(ICC-RSP), 
==) DXFRIDLE; 
49:F-ERA-IND, 
==) ERASE-PD; 
50:P-DI'-REQ(ERA-RSP), 
==) DXFRIDLE; 
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