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Abstract
Spoken language understanding has been ad-
dressed as a supervised learning problem,
where a set of training data is available for
each domain. However, annotating data for
each domain is both financially costly and
non-scalable so we should fully utilize in-
formation across all domains. One existing
approach solves the problem by conducting
multi-domain learning, using shared parame-
ters for joint training across domains. We
propose to improve the parameterization of
this method by using domain-specific and task-
specific model parameters to improve knowl-
edge learning and transfer. Experiments on 5
domains show that our model is more effec-
tive for multi-domain SLU and obtain the best
results. In addition, we show its transferabil-
ity by outperforming the prior best model by
12.4% when adapting to a new domain with
little data.
1 Introduction
Spoken language understanding (SLU) (Young
et al., 2013) plays an important role in task-oriented
dialog systems. It consists of two typical subtasks,
including intent detection and slot filling (Tur and
De Mori, 2011). One example is shown in Fig-
ure 1, where the input is the utterance “watch ac-
tion movie ?”. The outputs consist of an over-
all intent class label (i.e., WatchMovie) and
a slot label sequence (i.e., O, B-movie-type,
I-movie-type, O). Since slots highly depend
on the intent information, dominant SLU systems
in the literature (Goo et al., 2018; Li et al., 2018;
Xia et al., 2018; Qin et al., 2019; E et al., 2019; Liu
et al., 2019) adopt joint models for the two tasks.
Though achieving promising performance, ex-
isting work mainly focuses on the single-domain
∗Corresponding Author. The work was done when the
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watch action movie ?
O B-movie-type I-movie-type O
WatchMovieIntent
Slot
Utterance
Figure 1: An example with intent and slot annotation
(BIO format), which indicates the slot of movie name
from an utterance with an intent WatchMovie.
scenario, relying on a set of domain-specific train-
ing data, which is both financially costly and non-
scalable. Ideally, when an SLU system meets a new
domain with little labeled data, the model should be
able to transfer the existing domain knowledge to a
new domain effectively. To this end, some existing
work has endeavored towards using resources from
all domains to train a model (Hakkani-Tu¨r et al.,
2016; Kim et al., 2017). In particular, as shown in
Figure 2(a), Kim et al. (2017) build a joint model
by combining labeled data from each domain for
jointly training intent detection and slot filling. Un-
fortunately, the method is domain-agnostic and
task-agnostic in the sense that the same set of
model parameters are used for jointly representing
cross-domain and cross-task information. While
this can be useful for feature integration, it does
not offer fine-grained channels for learning domain
and task-specific knowledge, which can be use-
ful for improving model performances. Take the
sentence “watch action movie” in Figure 1 for ex-
ample, the shared and domain-specific knowledge
on the words “watch” and “action movie” is subtle,
because “action movie” is domain-specific while
“watch” can be shared with other domains. Simi-
larly, different tasks require different features.
To address this issue, we propose a domain-
aware and task-aware model for multi-domain joint
intent detection and slot filling. The main idea is to
make use of domain-aware and task-aware param-
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Figure 2: Methods for multi-domain spoken language
understanding. Prior work trains a single model on
mixed dataset (a). Our proposed domain-aware task-
aware model (b). Dash line denotes information flow to
slot filling and solid line denotes information flow to in-
tent detection. Blue color represents Domain-Specific
Module and gray color denotes Domain-Shared Mod-
ule. Better viewed in color.
eterization, structuring the model so that domain-
specific and task-specific components interact for
maximizing the strength. As shown in Figure 2(b),
the model consists of a domain-shared module for
common knowledge across domains, and a domain-
specific module for explicitly extracting specific
feature for each domain. In addition, to make our
model aware of the characteristics of tasks, we de-
sign separate model parameters to explicitly trans-
fer features for intent detection and slot filling tasks
across domains. For sentence-level intent detection
transfer, the learned shared and domain-specific
feature representations are directly combined. For
token-level slot filling transfer, we propose a two-
stage decoder which includes a filter decoder to
mask out tokens which do not need domain-specific
information, and a controller decoder to automati-
cally calculate weights at the token-level for select-
ing domain-shared and domain-specific features,
so that fine-grained combination of domain knowl-
edge can be achieved. In addition, we further utilize
graph convolutional networks (Kipf and Welling,
2016) to encode syntax information, which can
help to capture domain-specific and domain-shared
features.
We conduct experiments on two benchmarks
MTOD (Schuster et al., 2019) and ASMixed (Goo
et al., 2018; Coucke et al., 2018), which include
five different domains totally. Experiments show
that our method achieves state-of-the-art results of
91.27% sentence accuracy on the MTOD dataset,
outperforming prior best by 1.91%. On the AS-
Mixed dataset, we achieve 84.81% sentence accu-
racy, outperforming prior best by 5.63%. In partic-
ular, given a new domain with little labeled data,
our framework can effectively transfer knowledge
by our proposed domain-aware task-aware mod-
ule and can outperform the existing state-of-the-art
model by 12.4% on average. All datasets and code
are publicly available at: https://XXX.
2 Task Definition
The input to our task is a sentenceX = (x1, . . . , xn)
and two tasks are performed jointly. Slot filling
can be treated as a sequence labeling task that
predicts the corresponding slots sequence oS =
(oS1 , . . . , o
S
n). Intent detection can be seen as a clas-
sification problem to decide the intent label oI .
Multi-Domain Learning Suppose that there is
a domain set D =
{
d1, d2, ..., d|D|
}
and a dataset
with m data T = {t1, t2, ..., tm}. For each t in T ,
t = (X, oS , oI , d), where X represents utterance,
oS represent target slots, oI represents target intent
and d represents domain of this data, respectively.
The task attempts to learn a joint model function
F trained on multiple source domain which will
be used for each domain. Similar to OneNet (Kim
et al., 2017), we assume that the input is still one
utterance, without the need to know which domain
it comes from. However, since our model requires
explicit knowledge of the input domain for cal-
culating a corresponding representation, we first
perform a domain classification task. It has been
shown that the accuracy of a standard sequence
classifier can be rather reliable, reaching the level
of 99.7%. More details are given in Section 4.3.
3 Approach
The overall structure of our model is shown in Fig-
ure 3. First, a domain-aware syntactic encoder
is proposed for incorporating domain-shared and
domain-specific features, which are combined for
intent detection. Second, a two-stage decoder
includes Slot Filter and Slot Controller module,
which is used to make fine-grained knowledge
transfer for the token-level slot filling. Both intent
detection and slot filling parameters are optimized
simultaneously via a joint learning scheme.
watch action movie ?
Global
Syntax-Aware
Encoder
Local
Syntax-Aware
Encoder
GCN Layers
watch action movie ?
GCN Layers
WatchMovie
Task-aware Layer Decoder LayerDomain-aware Layer
B-movie-type
I-movie-type OO
Intent Decoder Slot Decoder
Slot Controller
Slot Filter
Self-Attentive Encoder Self-Attentive Encoder
Concat
Figure 3: Overview of our proposed framework. It consists of a global-locally syntax-aware encoder, a slot filter,
slot controller and two decoders. The gray color represents general features across all domains and the blue color
denotes domain-specific features. Better viewed in color.
3.1 Domain-Aware Syntactic Encoder
In our framework, we propose a global-local
syntax-aware to make our framework explicitly
aware of domain. More specifically, a global
syntax-aware encoder is proposed to capture the
domain-shared features where instances from all
domains will pass the global encoder. Meanwhile,
we utilizeD local syntax-aware encoders to capture
features of differnent domains. The architecture of
all local syntax-aware encoders is same with the
global syntax-aware encoder. However, for each
domain d, parameters of its local syntax-aware en-
coder are differnet from others. Each instance from
domain d only pass into its corresponding local
encoder to capture the specific d domain features.
In the following section, we describe the syntax-
aware encoder which consists of an self-attention
encoder to capture the contextual information and
an graph network to encoder syntax information.
Self-Attentive Sentence Representation Fol-
lowing Qin et al. (2019), we first utilize a basic self-
attentive encoder to obtain self-attentive representa-
tion. Given an n-word sentenceX = (x1, x2, .., xn),
a bidirectional LSTM (Hochreiter and Schmidhu-
ber, 1997) is used to produce hidden state vec-
tors H = (h1,h2, ...,hn). Besides, we also ap-
ply self-attention over word embedding to capture
context-aware features. We adopt Transform en-
coder (Vaswani et al., 2017), which maps the matrix
of input vectors X = {φemb(x1), . . . , φemb(xn)}
∈ Rn×d (φemb represents embedding mapping ma-
trix) to queries (Q), keys (K) and values (V )
matrices by using different linear projections and
output C ∈ RT×d is a weighted sum of values:
C = softmax
(
QK>√
dk
)
V , where dk denotes the
dimension of keys. We concatenate these two rep-
resentations as the self-attentive encoding represen-
tation: E =H ⊕C, where E = (e1, e2, .., en) ∈
Rn×2d and ⊕ is concatenation operation.
Graph Convolution over Dependency Trees
Syntax information is an important source of fea-
tures across domains. In our framework, we pro-
pose to build a GCN (Kipf and Welling, 2016) over
the dependency tree of a sentence to exploit syntac-
tical information. For a given graph with k nodes,
an adjacency matrixA ∈ Rk×k is used to represent
the graph, where Aij = 1 if there is an edge going
from node i to node j. We denote the output of the
l-th layer for node i as g(l)i , where g
(0)
i represents
the initial state of node i.
In our paper, we set G(0) = E to make nodes
aware of context (Zhang et al., 2018, 2019a). For
an L-layer GCN, g(L)i is the final state of node i.
Given the dependency tree of the input sentence,1
the graph convolution operated on the node repre-
sentation can be written as:
g
(l)
i = σ
( n∑
j=1
A˜ijW
(l)g
(l−1)
j + b
(l)
)
, (1)
where l ∈ [1, 2, · · · , L], A˜ = A + I and I is a
n×n identity matrix to consider information itself,
W (l) is a linear transformation, b(l) is a bias term
and σ is a nonlinear function.
To sufficiently capture syntactical information in
a sentence, we stack this operation over L layers,
where we use G = (g(L)1 , . . . , g
(L)
n ) as output word
representations.
Hence, we can utilize a global syntax-aware
encoder to obtain a global encoding Gg =
(gg1, . . . , g
g
n), which captures domain-shared fea-
tures. Similarly, for each domain d, we produce
a local encoding Gl, using a local d syntax-aware
encoder to capture local encoding representation
Gl = (gl1, . . . , g
l
n).
3.2 Task-Specific Intent Decoder
Domain Shared-Private Feature Fusion After
obtaining the domain-shared and domain-specific
encoding representation Gg, Gl, we use a self-
attention module (Zhong et al., 2018; Goo et al.,
2018) to compute relevant attention context for
intent detection. The global attention context can
be calculated as:
ag = W gGg + bg, (2)
pg = softmax (ag) . (3)
cg is then the sum of each element ggi , weighted
by the corresponding normalized global self-
attention score pgi :
cg =
∑
i
pgi g
g
i . (4)
We similarly compute the local self-attention
context cl. After obtaining the global encoding rep-
resentation cg and local encoding representation cl,
we combine them through a simple concatenation
operation which can be written as:
cm = [cg, cl], (5)
where cm is the mixed syntax-aware encoding fea-
ture, which can be seen as combining the domain-
shared and domain-specific features.
1We use Stanford CoreNLP (Manning et al., 2014) to gen-
erate the dependency tree.
Intent Prediction The combined context encod-
ing cm is used for intent detection:
yI = softmax
(
W Ihc
m
)
, (6)
oI = argmax(yI), (7)
where yI is the intent output distribution of the
utterance; oI represents the intent label and W Ih
are trainable parameters of the model.
3.3 Task-Specific Slot Filling Decoder
We propose a two-stage decoder to consider task
characteristic for slot filling. The first stage uses
a filter to mask out those domain-general tokens
which does not need domain-specific features.
Such tokens include those annotated with a domain-
general slot-label.2 The second stage makes use of
a controller module to achieve fine-grained knowl-
edge transfer by automatically obtaining the weight
to select how to combine the domain-shared and
domain-specific features at the token-level.
Slot Filter We adopt a simple feedforward net-
work as our filter, which aims to mask the domain-
general tokens. In this way, we can allow our model
to focus on knowledge transfer for more inferable
tokens. Given the global-local encoder output: Gg
and Gl, we concat them and pass them to the Filter
module, which can be written as:
F = Sigmoid
(
W f [G
g,Gl] + bf
)
, (8)
where W f are trainable parameters of the model,
and we define the label F = (f1, ..., fn) as the prob-
ability of domain general tokens and (1 − F ) =
(1− f1), ..., (1− fn)) as the probability of domain
specific tokens.
After obtaining the probability of domain spe-
cific tokens and domain-specific features Gl =
(gl1, . . . , g
l
n), we can utilize the output of Filter
module to mask out domain-general tokens, each
filtered ith domain-specific information representa-
tion can be written as:
uli = (1− fi) ∗ gli. (9)
where U = {ul1, . . . , uln} represents the remained
domain-specific presentation.
2We define slot-label is domain-general when a slot-label
exists in all domains (e.g. O).
Fine-grained Fusion for Slot Filling Here, we
describe the process of fine-grained fusion for slot
filling. We first propose a controller, which gen-
erates weights deciding how to combine domain-
shared and domain-specific features at the token-
level. Then, we make a fine-grained fusion for slot
filling at the token-level.
Slot Controller Given the utterance X , after ob-
taining the global-local encoder output: Gg and
Gl, we concat them and use a simple feedforward
network to calculate weights at each token which
can be written as follows:
P = Sigmoid
(
W c[G
g,Gl] + bc
)
. (10)
Finally, we adopt P = (p1, ..., pn) as the token-
level weights to combine domain-shared and
domain-specific features.
Fine-grained Fusion For incorporating domain-
shared features at the token-level, we use the
weight produced by the controller module to fuse
domain-shared and domain-specific features.
ufi = pi ∗ uli + (1− pi) ∗ ggi , (11)
where ufi is the fused representation at i
th token.
Slot Prediction We use a unidirectional LSTM
as the slot-filling decoder. Following Li et al.
(2018) and Qin et al. (2019), we adopt intent infor-
mation to guide the slot prediction. At ith decoding
step, the decoder state hSi can be formalized as:
hSi = LSTM
(
hSi−1,y
S
i−1,y
I ⊕ ufi
)
, (12)
where hSi−1 is the previous decoder state; ySi−1 is
the previous emitted slot label distribution and yI
is embedding of intent in the utterance.
Finally, hSi is utilized for slot prediction:
ySi = softmax
(
W Shh
S
i
)
, (13)
oSi = argmax(y
S
i ), (14)
where oSi is the slot label of the i
th word in the
utterance.
3.4 Joint Training
We adopt a joint model to consider the two tasks
and update parameters in a joint optimization. The
intent detection objection can be formulated as:
L1 , −
m∑
j=1
yˆj,I log
(
yj,I
)
. (15)
Dataset Domains Train Dev Test
MTOD Reminder, Weather, Alarm 30,521 4,181 8,621
ASMixed ATIS, SNIPS 17,562 1,200 1,593
Table 1: Statistics of datasets.
Similarly, the slot filling task objection is defined
as:
L2 , −
m∑
j=1
nj∑
i=1
yˆj,Si log
(
yj,Si
)
, (16)
where yˆIj and yˆ
j,S
i are the gold intent label and
gold slot label, respectively; m is the number of
training data and nj is the number of tokens in jth
data.
In addition, to further strengthen the Filter abil-
ity, we add an auxiliary loss to train Filter as a
classification task, the loss function can be denotes
as:
L3 , −
m∑
j=1
nj∑
i=1
yˆj,Fi log
(
f ji
)
+ (1− yˆj,Fi ) log
(
1− f ji
)
,
(17)
where yˆj,Fi is the gold representation of Filter. The
final joint objective is formulated as:
Lθ = α1L1 + α2L2 + α3L3, (18)
where α1, α2 and α3 are hyper-parameters.
4 Experiments
4.1 Datasets
We conduct experiments on the benchmark MTOD
(Schuster et al., 2019). The dataset contains three
domains including Alarm, Reminder, Weather do-
main. We follow the same format and partition as in
Schuster et al. (2019). To justify the generalization
of the proposed model, we construct another multi-
domain SLU dataset (ASMixed) by mixing the
ATIS (Hemphill et al., 1990) and SNIPS (Coucke
et al., 2018) dataset and keep the train/dev/test parti-
tion unchanged. In addition, the constructed multi-
domain datasets will be available for further re-
search. The detailed statistics of two datasets are
presented in Table 1.
4.2 Experimental Settings
The dimensionalities of the embedding we adopt
is 64 and LSTM hidden units is 256. The dropout
ratio we use in our framework is 0.4 and the batch
size is 16. The layer of GCN is 3 for MTOD dataset
MTOD ASMixed
Model Overall Exact Slot Intent
Reminder
Exact
Alarm
Exact
Weather
Exact
Overall Exact Slot Intent
ATIS
Exact
SNIPS
Exact
Shared-LSTM (Hakkani-Tu¨r et al., 2016) 88.71 94.87 98.70 82.06 90.19 90.99 76.71 92.55 94.41 81.69 70.41
Separated-LSTM (Hakkani-Tu¨r et al., 2016) 89.73 94.89 99.01 84.59 89.81 92.18 79.53 92.94 94.79 80.96 77.71
Multi-Domain adv (Liu and Lane, 2017) 88.82 94.41 98.87 82.09 88.86 92.05 79.47 91.80 96.48 82.75 75.29
One-Net (Kim et al., 2017) 89.36 95.25 98.56 83.27 90.15 91.83 78.28 93.38 93.72 81.85 73.80
Locale-agnostic-Universal (Lee et al., 2019) 88.54 94.16 99.12 81.63 89.58 91.21 79.35 92.10 96.48 82.19 75.71
Ours framework 91.27* 95.69* 99.20* 85.62* 92.37* 93.29* 84.81* 94.30* 97.30* 86.53* 82.62*
Ours framework (oracle) 95.45 97.80 99.18 95.56 92.81 97.38 87.26 94.93 96.92 86.76 87.89
Table 2: Main Results (Overall Exact, Slot and Intent denote the corresponding metrics on whole datasets and
domain exact represents the exact accuracy on each domain separately). The numbers with * indicate that the
improvement of our framework over all baselines is statistically significant with p < 0.01 under t-test.
and 2 for ASMixed dataset. In the framework, we
use Adam (Kingma and Ba, 2014) to optimize the
parameters in our model and adopt the suggested
hyper-parameters. For all the experiments, we se-
lect the model which works the best on dev set, and
then evaluate it on test set.
4.3 Baselines
We compare our model with several existing state-
of-the-art multi-domain SLU baselines includ-
ing: 1) Shared-LSTM Hakkani-Tu¨r et al. (2016)
trained a single model for intent detection and
slot filling using data from all the domains. 2)
Separated-LSTM. Hakkani-Tu¨r et al. (2016) pro-
posed a multi-task modeling approach for joint
modeling of slot-filling and intent determination for
each domain separately. 3) Multi-Domain Adv.
Liu and Lane (2017) applied an adversarial training
method for learning common features and represen-
tations that can be shared across multiple domains.
For fair comparison, we add an intent detection
module and train the two tasks jointly. 4) One-Net.
Kim et al. (2017) adopted a principled architec-
ture for multi-task learning to fold in the state-of-
the-art models for intent detection and slot filling.
5) Locale-agnostic-Universal. Lee et al. (2019)
proposed a locale-agnostic universal domain clas-
sification model based on multi-task learning that
learns a joint representation of an utterance over
locales with different sets of domains and allows
locales to share knowledge selectively depending
on the domains. To verify the ability of our pro-
posed framework, we implement a joint model for
slot filling and intent detection with the method.
Domain Classification: We adopt a syntax-
aware encoder which is the same as the global
syntax-aware encoder shown in Section 3 to di-
rectly predict domain of given utterance, and the
result is 99.9% in MTOD dataset and 99.7% in
ASMixed dataset. After obtaining the predicted
domain, we put the utterance to the corresponding
local encoder during the test period.
4.4 Overall Results
Following prior works (Goo et al., 2018; Qin et al.,
2019), we evaluate the SLU performance of slot
filling using F1 score, the performance of intent
prediction using accuracy and sentence-level se-
mantic frame parsing using exact accuracy. Ta-
ble 2 shows the experiment results of the proposed
models on two datasets. We can observe that: 1)
Locale-agnostic-Universal has achieved the best
performances on intent detection among all base-
lines, which indicates that explicitly model domain-
shared and domain-specific is more effective than
implicitly capturing shared knowledge with shar-
ing parameters. 2) Our model significantly out-
performs all the baselines by a large margin and
achieves the state-of-the-art performance. In the
MTOD dataset, compared with the best prior joint
work One-Net, we achieve 2.35% improvement on
Reminder domain, 2.22% improvement on Alarm
domain and 1.46% improvement on Weather do-
main. In the ASMixed dataset, the same trend
has been witnessed. This indicates the effective-
ness of our domain-aware and task-aware frame-
work which can effectively improve performance
for each domain. 3) To see the role of our two-stage
decoder intuitively, we also present the result when
using the oracle Filter information.3 The result is
shown in the oracle row of Table 2. We can see
that given the oracle Filter label where we correctly
mask the token that does not need domain-specific
feature will lead to better slot filling performance,
which further verifies the effectiveness of our two-
stage decoder.
4.5 Analysis
We conduct experiment analysis on ASMixed
to answer the following questions: 1) Does the
3We provide the gold Filter one-hot vector during the train-
ing and test process.
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Figure 4: Performance (Exact Acc) of domain adaption on different subsets of original training data on ASMixed
dataset.
Model Overall Exact Slot Intent
ATIS
Exact
SNIPS
Exact
Full Model 84.81 94.30 97.30 86.53 82.62
w/o Local Syntax-Aware Encoder 82.93 93.52 97.24 84.96 80.34
w/o Filter & Controller 82.23 93.28 97.05 83.61 80.48
w/o GCN 83.82 93.82 96.99 85.52 81.62
Table 3: Ablation Experiments on ASMixed datasets.
domain-aware global-local module benefits for
multi-domain SLU? 2) Does the task-aware two-
stage decoder successfully transfer fine-grained
knowledge feature for token-level slot filling across
all domains? 3) Can syntactic information better
generalize across domains in SLU tasks? 4) Can
our framework effectively transfer knowledge for
a new domain with little labeled data? 5) Does
our framework successfully captures the domain-
shared and domain-specific features?
4.5.1 Effectiveness of Domain-Aware
Parameterization
In order to verify our claim that domain-aware
parameterization can effectively capture domain-
specific features. We remove the local syntax-
aware encoder and conduct the experiment. Result
is shown in w/o Local Syntax-Aware Encoder row
in Table 3. We observe that the ATIS Exact acc
drops 1.57% and SNIPS Exact acc drops 2.28%. In
addition, the whole exact acc drops 1.98%, which
shows that domain-specific feature extracted by
local module is important for multi-domain SLU
tasks, and domain-aware parameterization is better
than only using the shared parameters for capturing
domain-specific features.
4.5.2 Effectiveness of Task-Aware
Parameterization
To verify the effectiveness of the task-aware param-
eterization, we conduct ablation experiment where
we remove the two-stage decoder for slot filling.
In this setting, we incorporate shared and domain-
specific feature by summation other than with our
two-stage slot filling decoder. This model is an
effective domain-aware version of OneNet (Kim
et al., 2017), with multi-tasking between intent clas-
sification and slot filling only through parameter
sharing. The results are shown in w/o Filter & Con-
troller row in Table 3. We can see a 1.58% and
1.02% drop in exact and slot filling metric, respec-
tively, which verifies the effectiveness of our pro-
posed two-stage decoder. We attribute this to the
fact that our filter successfully filters the domain-
general token and the model automatically learn
weights on how to combine shared and domain-
specific feature for each token slot prediction.
4.5.3 Effectiveness of Syntactic Information
We remove the GCN layers in our framework and
only adopt the self-attentive encoder to verify the
effectiveness of syntax information. The result
is shown in w/o GCN row in Table 3. We can
see that the performance drops significantly in all
metrics, which demonstrates the effectiveness of
syntax information in multi-domain SLU tasks. We
think utterances in different domains have different
syntactic patterns, which helps the model better
capture the shared and domain-specific features.
4.5.4 Domain Adaption
We conduct domain adaption experiments on
ATSmixed dataset by simulating given a new do-
main with little labeled data to explore the transfer-
ability of our framework. We keep ATIS dataset un-
changed, and the ratio of the except domain SNIPS
from original data varies from [1%, 5%, 10%, 20%,
30%, 40%, 50%]. The results are shown in Fig-
ure 4. We can find that our framework outperforms
One-Net on all ratios of the original dataset. In
particular, our framework trained with 20% train-
ing dataset can achieve comparable and even better
performance compared to One-Net with 50% train-
ing dataset on some domains. Especially, with
5% training data, our model outperforms One-Net
(a) (b)
Figure 5: t-SNE visualization of sentences vector space
from the global encoder (a) and with each domain spe-
cific encoder (b). Each color represents 200 sentence
representations from different domains.
by 12.4% on SNIPS exact. This implies that our
framework effectively transfers knowledge from
other domains to achieve better performance for
the low-resources new domain.
4.5.5 Visualization
In order to see whether our framework successfully
captures the domain-shared and domain-specific
features. In practice, we put 600 sentences which
includes 200 sentences from Alarm domain, 200
sentences from Reminder domain and other sen-
tences from Weather domain into the global syntax-
aware encoder and get those sentence representa-
tions. Sentences from each domain are fed into its
local syntax-aware encoder to get their sentence
representations. Then, we use t-SNE to visual-
ize those sentence representations obtained by the
global and local encoder, as shown in Figure 5.
We can observe that those representations from
the global encoder become closer and overlap with
each other, which verifies that our framework suc-
cessfully captures domain-shared features. Mean-
while, each domain sentence representations appeal
in a cluster and there is nearly no overlap between
different domains, which demonstrates our local
syntax-aware encoder capture the domain-specific
features.
4.5.6 Case Study
To better understand how our proposed task-aware
two-stage decoder affects and contributes to the
final result, we conduct a case study of slot filling
task between our model and the baseline model
One-Net. This case is shown in Figure 6. For the
word “around”, One-Net predicts its slot label as
“O” wrongly. Token“around” is more likely treated
as a domain-general token because it usually does
not have real meaning in SLU system. The re-
sult indicates that One-Net can not capture enough
from Indianapolis to Orlando around December twenty fifth
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Figure 6: A case of slot filling task between our model
and One-Net. The blue slot is correct while the red one
is wrong. Better viewed in color.
domain information to predict it correctly. In con-
trast, our model predicts the slot label correctly.
We attribute this to the fact that the proposed two-
stage decoder successfully learns to capture more
domain-specific knowledge for this token.
5 Related Work
Joint Model for SLU Recently, dominate mod-
els (Zhang and Wang, 2016; Goo et al., 2018; Li
et al., 2018; Wang et al., 2018; Qin et al., 2019;
Zhang et al., 2019b) adopted a joint model for
training slot filling and intent detection simulta-
neously. Zhang and Wang (2016) proposed the
joint work using LSTM for learning the correlation
between intent and slots. Goo et al. (2018) pro-
posed a slot-gated to model the relationship and
interaction between two tasks. Li et al. (2018); Qin
et al. (2019) proposed to use intent information to
explicitly model the semantic correlation between
slots and intent. Our work in line is solving the
same joint task rather than one of the sub tasks.
Besides, we first propose to use intent information
to explicitly guide slot filling in a multi-domain
learning scenario.
Multi-Domain SLU Hakkani-Tu¨r et al. (2016)
proposed a single LSTM model over mixed multi-
domain dataset implicitly learning the domain-
shared features. Kim et al. (2017) adopted one
network to jointly modeling slot filling, intent de-
tection and domain classification. Compared with
their work, we propose a domain-aware model
which uses different parameters to extract shared
feature while adopt a local module to capture
domains-specific feature. Liu and Lane (2017)
also used a shared LSTM to capture domain-shared
knowledge and a private LSTM to extract domain-
specific feature, but simply combine them with
equal weight for multi-domain slot filling. In con-
trast, we use a two-stage decoder to automatically
calculate weights on how to combine shared and
domain-specific knowledge. In addition, our frame-
work explicitly incorporated intent information for
guiding slot filling in a joint model while they only
perform slot filling task. Lee et al. (2019) proposed
a shared-private framework to capture shared and
domain-specific feature for domain classification
task. In our framework, we propose a task-aware
model, not only using a shared-private framework
for sentence-level intent detection, but also adopt-
ing a two-stage decoder for token-level slot filling.
To our best of knowledge, this is the first work to
consider fine-grained domain knowledge transfer
in the multi-domain SLU task in a joint model.
6 Conclusion
We investigated domain-aware and task-aware pa-
rameterization for multi-domain SLU by building
a model with separate domain- and task-specific
parameters. Unlike existing methods, which use
the same parameters for multi-task learning, our
model can better capture fine-grained knowledge.
Experiments on two publicly available datasets in-
cluding five domains show the effectiveness of the
proposed models and achieve the state-of-the-art
performance. In addition, the model can quickly
adapt to a new domain given little labeled data,
which makes it more robust and scalable.
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