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Abstract— Offline procedures for estimating parameters of 
robot dynamics are practically based on the parameterized 
inverse dynamic model. In this paper, we present a novel 
approach to parameter estimation of robot dynamics which 
removes the necessity of parameterization (i.e. finding the 
minimum number of parameters from which the dynamics can 
be calculated through a linear model with respect to these 
parameters). This offline approach is based on a simple and 
powerful swarm intelligence tool: the particle swarm 
optimization (PSO). In this paper, we discuss and validate the 
method through simulated experiments. In “Part Two” we 
analyze our method in terms of robustness and compare it to 
robust analytical methods of estimation. 
I. INTRODUCTION 
The inertial and friction parameters of a robot are 
normally needed for exact computed torque control of the 
robot. There is a wealth of literature on offline methods of 
estimating the parameters of robots' dynamical model (e.g. 
[1-4]). However, most existing research on this subject is 
based on parameterization. 
Examples of methods for obtaining the dynamics of a 
robot can be found in [5]. The basic formulation of a robot’s 
inverse dynamics has the following form [5]: 
( ) ( , ) ( ) ( )c vD q q C q q q g q F sign q F qτ = + + + +       (1) 
where τ denotes the vector of forces/torques applied to the 
robot’s joints, D is the manipulator inertia matrix, C is the 
coriolis/centripetal matrix, g is the gravity vector, Fc is the 
coulomb friction and Fv is the viscous friction. The vector q 
contains all configuration variables (displacement for 
prismatic joints and joint angles for revolute joints). 
Parameterization refers to the linear factorization of (1) as: 
( , , )Y q q qτ α=            (2) 
where Y is the linear regressor and α is the set of base 
parameters. The base parameters are the minimum number 
of parameters that influence the dynamic behavior of the 
robot.  They may be combinations of the mass, inertia, 
friction, and gravity parameters. An efficient procedure for 
reaching this factorization is clearly explained in [6]. 
Such parameterization makes it possible for analytical 
methods to estimate the parameters. The Least Squares 
method [2, 4], for example, which is the most widely used 
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estimation method in the literature, depends on linear 
parameterization. The goal of this paper is to present a 
method which can estimate the values of the actual physical 
parameters (i.e. center-of-mass, inertia parameters, etc.) 
rather than the combinations of them, without getting 
involved with the parameterization procedure. This method 
is based on the particle swarm optimization (PSO). 
Swarm and evolutionary algorithms are optimization 
tools that are inspired by natural phenomena. Examples of 
swarm and evolutionary algorithms and their various 
applications have been discussed in an orderly manner in 
[7]. The PSO, in particular, was motivated by the simulation 
of bird flocking or fish schooling. PSO was first introduced 
by Kennedy and Eberhart in [8], and analyzed thoroughly 
by Clerk and Kennedy in [9]. As an optimization technique, 
PSO found way into numerous applications throughout the 
years. Examples of the applications of PSO in robotics are 
discussed in [3, 7]. 
PSO quickly found way into system identification 
problems. [10], for example, presented a method based on 
artificial neural networks and PSO for the identification of a 
general dynamical system. However, in [10] and similar 
papers, identification of a system requires building a model 
to predict the input-output behavior of the system, while in 
robots, the exact form of the dynamical model is obtained 
from the kinematics of the robot according to [5]. If the 
kinematics is uncertain, there are methods to estimate the 
kinematics; [11] for example, presented a PSO approach to 
the kinematics estimation. This being said, the exact form of 
a robot’s dynamical model is known, and strong analytical 
methods exist that can estimate the values of the parameters 
in the model. Hence, PSO has rarely been used in estimating 
the dynamical model parameters of a robot. 
However, [3] applies PSO to estimating the dynamical 
model parameters of the first three links of a Staubli RX-60 
Robot and compares the method to the conventional least 
squares method. In [3], parameterization is used as a 
preliminary step to estimating the parameters through PSO. 
In this paper, this preliminary step (parameterization) is 
removed, and simulation results are shown to support our 
method. We have simulated the estimation of all parameters 
of the three links of a cylindrical robot to demonstrate the 
simplicity and efficiency of our approach. 
It is important to note that all offline methods of dynamic 
model parameter estimation utilize experimental samples, 
thus the way we obtain these samples (i.e. the way we excite 
our system to obtain these samples) plays an important role 
in the accuracy and reliability of our estimation. In this 
paper, we have used PSO not only in the estimation 
procedure, but also in our trajectory planning. 
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The rest of this paper is arranged as follows: In section II, 
the PSO algorithm is explained. Section III describes how 
PSO can be used without the preliminary step of 
parameterization and section IV notes the advantages of 
using this method.  Section V introduces the cylindrical 
robot and the parameters to be estimated. Section VI 
explains the application of PSO in planning an acceptable 
excitation trajectory. Section VII is dedicated to a simulated 
experiment. Finally, section VIII concludes the paper. 
II. PARTICLE SWARM OPTIMIZATION 
Let ƒ: ℜn⟶ℜ be the function to be optimized. Without 
loss of generality, we’ll take our objective to be 
minimization. 
Objective:     minimize  ƒ(x) 
The PSO algorithm assigns a swarm of k particles to 
search for the optimal solution in an n-dimensional space. 
The starting position of a particle is randomly set within the 
range of possible solutions to the problem. The range is 
determined based on an intuitive guess of the maximum and 
minimum possible values of each component of x, but 
doesn’t need be accurate. Each particle analyzes the function 
value (ƒ(p)) of its current position (p), and has a memory of 
its own best experience (Pbest), which is compared to p in 
each iteration, and is replaced by p if ƒ(p)<ƒ(Pbest). Besides 
its own best experience, each particle has knowledge of the 
best experience achieved by the entire swarm (the global 
best experience denoted by Gbest). Based on the data each 
agent has, its movement in the i-th iteration is determined by 
the following formula: 
    1 1 1 1
2 2 1
. ( )
     ( )
i i i i
i
V w V C r Pbest p
C r Gbest p
− −
−
= + −
+ −
    (3) 
where Vi, Pi, Pbest, and Gbest are n-vectors (or similar 
objects, such as matrices with n components), r1 and r2 are 
random numbers between 0 and 1, re-generated at each 
iteration. C1 and C2 are constant positive numbers, C1 is the 
cognitive learning rate and C2 is the social learning rate. wi 
is the inertia weight. The new position of each particle at the 
i-th iteration is updated by: 
1i i ip p V−= +         (4) 
After certain conditions are met, the iterations stop and 
the Gbest at the latest iteration is taken as the optimal 
solution to the problem. In this paper, we let the PSO 
algorithm end when the number of iterations reaches a 
certain number 
III. PSO IN PARAMETER ESTIMATION OF ROBOT DYNAMICS 
Each sample we have of the robot dynamics contains the 
following data: 
( ) ( ) ( ) ( ),  ,  ,  ,i i i iq q qτ    where τ is the n-vector of 
forces/torques, and q is the state of the n joint variables (n is 
equal to the degrees of freedom of the robot). The index (i) 
is used for the i-th sample. For each sample, based on the 
estimated parameters and the inverse dynamics model, a 
vector τˆ  can be calculated. Referring to (1), we have: 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
ˆ ( ) ( , )
 ( ) ( )
i est i i est i i i
c vest esti i i
D q q C q q q
g q F sign q F q
τ = +
+ + +
  
       (5) 
where Dest, Cest, Fvest, and Fcest are calculated according to 
the estimated parameters. Thus, for every set of potential 
estimates of the parameters, we have a τ  and a τˆ . Define 
e(i) for the i-th sample: 
( ) ( ) ( )
ˆ
i i ie τ τ= −          (6) 
Now define the matrix e for which the i-th column is e(i): 
[ ](1) ( 2) ( )| | ... | NE e e e=        (7) 
where N is the number of samples available. The cost 
function for the PSO algorithm is defined for the matrix E. 
An analysis of what function to define in this stage is 
presented in “Part Two”. In this paper we define the cost 
function as: 
( ) 2e
f E=           (8) 
The objective of the PSO algorithm in our estimation task 
is to find the set of parameters that minimizes the cost 
function ƒ. 
Software for simulating robot dynamics (both symbolic 
and numeric) are introduced in [12]. The software used in 
our simulation, is Robotics Toolbox for Matlab [13]. This 
software, just as many other robotics software, can 
numerically and efficiently calculate the inverse dynamics 
of a robot; meaning that given the kinematics of the robot 
links, and a set of potential estimates for the mass, center of 
mass, inertia, and frictional parameters, a model of the robot 
is simulated which can perform the inverse dynamics 
function of the robot. Thus for every set of potential 
estimates of the parameters, a cost function can be 
calculated via (6-8). If the position of each particle in the 
PSO swarm is defined as an estimate of the robot 
parameters, the PSO algorithm can find the estimate which 
minimizes (8). The algorithm was programmed in Matlab 
software: For each particle, the toolbox simulates the 
inverse dynamics of the robot and uses it on all samples to 
calculate ( )ˆ iτ ; the function value of the particle is then 
calculated through (6-8); Pbest and Gbest are updated and 
the next move is obtained from (3). As can be seen, this 
method does not require the parameterization step. 
IV. ADVANTAGES 
When the need for parameterization is omitted, each 
particle of the PSO swarm can directly represent the mass, 
center of mass, inertia, and frictional parameters, rather than 
combinations of them. This way, a physical insight is given 
of the characteristics of the robot. 
When parameterization is required, the parameters 
become very complicated as the degrees of freedom 
increase. Even if we use software such as ScrewCalculus 
  
[14] to accomplish the symbolic parameterization task, the 
user must organize the symbolic parameters to prepare them 
for estimation via numeric algorithms, which can be a 
frustrating task, considering the complicated symbolic 
analysis.  
To estimate the components of α (defined in (2)) via a 
conventional method of estimation, the matrix Y must be 
encoded. For more complicated robots and higher degrees 
of freedom, Y and α become too complicated for analysis. 
After the estimation procedure, the robot model is ready 
to be used for control purposes, for either model based or 
non-model based control methods. 
For control methods which require only the prediction of 
the input-output behavior of the model, a robot can be 
simulated in the same software used for estimation, which 
simulates the input-output behavior of the robot. 
The identification procedure results in a simulation model 
of the robot from which the D, C, and g matrices defined in 
(2) can also be calculated by the robot simulation software, 
given the state of the system. Thus, control methods which 
require calculation of the mentioned matrices can also be 
implemented after this simple parameter estimation 
procedure is carried out. 
V. THE CYLINDRICAL ROBOT 
We have used the cylindrical robot in our simulations for 
simplicity of presentation. The link parameters of a 
cylindrical robot are shown in table 1 [4]. 
TABLE I.  THE LINK PARAMETERS OF THE CYLINDRICAL ROBOT 
link number 
(i) 
a(i)(m) α(i)(rad) d(i)(m) q(i) 
1 0 0 0 θ1
2 0 -π/2 0 d2
3 0 0 0 d3
 
 The parameters that constitute the robot dynamics are as 
follows:  sia is the component of the center of mass of the 
i-th link along its own a-axis (a could be x, y, or z); mi is the 
mass of the i-th link, and Iiab is the ab component of the 
moment of inertia of the i-th link about its center of mass. fc 
and fv are the coulomb and viscous frictions respectively.  
If the links are treated as one dimensional figures and the 
frictional factors are omitted (as they are in [4], and in 
section VI of this paper), this robot has only 4 identifiable 
parameters (m2, m3, s3z, and I1zz+I2yy+I3yy). For a more 
realistic simulation, such assumptions have not been made 
in section VII of this paper. 
VI. EXCITATION TRAJECTORY 
Defining a proper trajectory by which to excite a 
dynamical system for sampling purposes, plays an 
important role in the accuracy of the estimation based on the 
obtained samples. If part of a system is not excited, the 
parameters pertaining to the dynamics of that part will not 
be identifiable. Similarly, if part of a system is insufficiently 
excited, small errors on the measurement samples can cause 
large errors in the estimated values of the parameters 
pertaining to the insufficiently excited system variables. The 
excitation trajectory must be planned in a way that the 
physical constraints on the system are observed (if they are 
not, the planned trajectory will not be executable) and all 
state variables are properly excited. 
Much research has been carried out on planning 
excitation trajectories for robots. Particularly, [15] uses the 
genetic algorithm to obtain an optimal trajectory for 
excitation. In [15], it is mathematically proven that the 
larger the determinant of the square matrix WTRv-1W, the 
less is the error of our least squares estimation; where Rv is 
the autocorrelation matrix of the error vector τsam-τest, and W 
is built by combining all the Y(i) obtained from measurement 
samples (Y is the regressor defined in (2)). 
( 1, 1, 1)
( 2 , 2, 2)
( , , )
...
q q q
q q q
qN qN qN
Y
Y
W
Y
=
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
 
 
 
         (9) 
When Rv is unknown, it can be replaced by the identity 
matrix, thus the objective of the genetic algorithm becomes 
maximizing the determinant of the square matrix WTW. 
H= | WTW |         (10) 
Objective:     Maximize H 
Subject to physical constraints on the joint variables 
 
A perceivable explanation of this theorem is that in order 
to maximize H, the components of the regressor must be 
large as well as properly varied, thus the system states are 
well excited. 
Thus, a cognitive hypothesis is that if W is replaced by 
Qsam as defined below, the obtained trajectory will remain 
an efficient excitation. If the hypothesis is correct, we can 
obtain an efficient trajectory without parameterization.  
11 11 11 12 12 12 1 1 1
21 21 21 22 22 22 2 2 2
1 1 1 2 2 2
| | | | | | ... | | |
| | | | | | ... | | |
...
| | | | | | ... | |
n n n
n n n
sam
N N N N N N Nn Nn
q q q q q q q q q
q q q q q q q q q
Q
q q q q q q q q
=
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
     
     
     
 (11) 
where qij is the j-th joint variable of the i-th sample.  
We replace the genetic algorithm by PSO and must follow 
the following procedure for obtaining the desired trajectory: 
 
1- Define: 
qj=a1jsin(ω1jt)+ a2jsin(ω2jt)+ a3jsin(ω3jt)  j=1,2,…,n (12) 
(n is the degrees of freedom of the robot.) 
  
2- Define akj and ωkj as the parameters determined by 
PSO. (6n variables in total) 
 
  
3- Calculate the samples (defined by (12)) at the times 
T
i
N
( 1, ..., )i N=  and place them inside Qsam. 
(T is the sampling time and N is the number of desires 
samples.) 
 
4- Define : 
40(| |) .10TQ sam samH abs Q Q a= −         (13) 
where a is a binary value, such that it is 0 if all samples 
meet the physical constraints, and is 1 if any component of 
any sample fails to meet the physical constraints. The 
function abs denotes the absolute value function. Note that 
it is possible that none of the samples break the constraints, 
while the trajectory does break the constraints at some point 
in time. Thus, we must program the constraints slightly 
above their lower limits and slightly below their higher 
limits.  
 
5- Use the PSO algorithm to maximize HQ and 
determine the values of akj and ωkj.     (k=1,2,3     
j=1,2,…,n) 
 
We will test our hypothesis through a simulated 
experiment. Consider the example of the cylindrical robot. 
Consider the following constraints to simplify the example: 
    0 1
1 , 1
j
j j
q
q q
≤ ≤
− ≤ ≤ 
( 1, 2, 3)j =        (14) 
The starting point for the joint variables is considered to 
be: (q1, q2, q3) = (0.5, 0.5, 0.5) 
The PSO parameters of the trajectory planned by the 
above procedure and two random trajectories (which meet 
the constraints) are given in table 2. These trajectories were 
used as reference trajectories to obtain measurement samples 
for each. The three sets of samples were affected by the 
same noise disturbance. The PSO algorithm for parameter 
estimation of the robot’s dynamics was run 5 times for each 
set of samples and the results are compared in table 3. 
It is seen in table 3 that the estimation derived from the 
samples of the obtained trajectory are very close to the real 
values, even though the samples had errors. The algorithm 
reached the exact same estimates in all its 5 runs. 
For the random trajectories, we see a large variance in the 
estimated values, and the perturbations have caused 
relatively large errors on the average estimated values. Our 
hypothesis is validated by this simulation. This method of 
trajectory planning is used in the next section of this paper 
and throughout "part two". 
 
 
 
TABLE II. THE PLANNED AND RANDOM TRAJECTORY PARAMETERS 
 PSO planned 
trajectory 
Random 
trajectory 1 
Random 
trajectory 2 
a11 0.0184 0.0494 0.0061 
ω11 0.0113 0.1000 0.0869 
a21 0.2105 0.0085 0.0440 
ω21 2.2918 0.0688 -0.7861 
a31 0.3841 0.0486 0.0973 
ω31 0.5601 0.0332 -0.0211 
a12 0.0308 -0.0076 0.1192 
ω12 0.0624 0.0771 0.1507 
a22 -0.2101 0.0546 0.1028 
ω22 -0.0124 0.0709 0.0928 
a32 0.5056 0.0614 -0.1604 
ω32 1.3691 -0.1922 0.0903 
a13 0.3410 0.0590 0.1019 
ω13 1.8234 0.0486 0.1026 
a23 -0.1658 0.0082 0.0765 
ω23 -0.3325 0.0563 0.0726 
a33 0.2849 0.0553 0.0726 
ω33 -0.8144 0.0309 0.0349 
TABLE III. ESTIMATED VALUES BASED ON ONE PLANNED TRAJECTORY 
AND TWO RANDOM TRAJECTORIES 
 Planned Random 1 Random 2 Real 
values 
average m2 5.003 4.09 4.72 5 
max-min m2 0 2.71 1.65 - 
average m3 2.996 3.91 3.28 3 
max-min m3 0 2.71 1.64 - 
average -s3z 0.496 0.62 0.66 0.5 
max-min  - s3z 0 1.22 0.64 - 
average I1zz+I2yy+I3yy 3.052 1.50 2.83 3 
min-max 
I1zz+I2yy+I3yy 
0 2.21 0.40 - 
average cost function 0.285 0.029 0.031 - 
VII. SIMULATION RESULTS 
In order to achieve a realistic simulation, all physical 
parameters have been considered and estimated. The 
trajectory suggested by the PSO algorithm (16) is taken as 
the reference trajectory in our sampling operation. All 
sampling data have been given a random error of up to 10% 
of their total value. The PSO parameters used in our 
simulation and the average computational time for each run 
are summarized in table 4. The algorithm was run 10 times; 
the results are shown in tables 5-9, and the unidentifiable 
parameters have been disclosed. A parameter is classified as 
unidentifiable if there is too much variation in its estimated 
value. Note that all real values of the robot parameters and 
the physical constraints are dictated to the simulated robot; 
the simulated robot in our experiment is not meant to model 
a specific counterpart in the real world. 
TABLE IV.  PSO PARAMETERS USED IN SIMULATION AND AVERAGE 
CPU TIME 
swarm population number of 
iterations 
c1 , c2 wi average CPU time 
20 100 1.3 0.6 9.37 seconds 
 
 
 
 
  
The physical constraints to be observed by the trajectory 
planning algorithm are assumed to be as follows: 
1 1 1
2 2 2
23 3 3
( ) ,  4 ( ) 4,  3 ( ) 3
0 ( ) 1,  2 ( ) 2,  2 ( ) 2
0 ( ) 1,  1.5 ( ) 1.5,  1 ( ) 1
rad rad
s s
m m
s s
m m
s s
rad
d m d d
d m d d
π θ π θ θ− ≤ ≤ − ≤ ≤ − ≤ ≤
≤ ≤ − ≤ ≤ − ≤ ≤
≤ ≤ − ≤ ≤ − ≤ ≤
 
(15) 
The following trajectory was planned for the experiment: 
1( )
2( )
3( )
0.97 sin(1.15 ) 0.83sin(1.1 ) 1.94sin(0.42 ) 2.63
0.96sin(0.57 ) 0.35sin(2.05 )-1.1sin(0.12 ) 0.11
-2.3sin(0.07 ) 0.32 sin(1.5 ) 1.42 sin(0.38 )-0.08
0 10
t
t
t
t t t
d t t t
d t t t
t
θ = + + −
= + +
= + +
≤ ≤
 (16) 
It is important to note that once the unidentifiable 
parameters are recognized, in simulating the robot for 
control or similar purposes, we are not free to set the values 
of the unidentifiable parameters to arbitrary values. As an 
example, in the cylindrical robot, I1zz, I2yy, and I3yy, all are 
unidentifiable parameters. The summation of these 
parameters, however, is crucial to the robot dynamics. We 
will define such parameters as semi-identifiable (SI). Some 
parameters, such as m1 in this example, are not completely 
absent in a robot’s dynamics, but have such little effect that 
renders it unidentifiable. We will define such parameters as 
nearly unidentifiable (NUI). For simulation purposes after 
parameter estimation, all SI and NUI parameters must be set 
in accordance with the suggestion of the PSO algorithm. In 
tables 5-7, SI or NUI parameters have been recognized by 
the following procedure: 
A parameter classified as not identifiable by the PSO 
database is classified as SI/NUI if the total cost function is 
affected by the variation of that specific parameter while all 
other parameters are kept unchanged; otherwise the 
parameter is classified as unidentifiable. It is difficult to 
identify whether a parameter is SI or NUI, but it can usually 
be said that a relative variation in the estimated values for 
the SI parameters cause larger variation in the cost function 
than does the same relative variation in the estimated value 
of an NUI parameter. 
For further verification, the mean estimated values 
(including of the SI, NUI, and UI parameters) have been 
used to simulate a second robot (aside from the simulation 
representing the real robot) and the following reference 
trajectory was given to both robots to compare the resulting 
force/torques and the results are shown in figures 1 to 3: 
1( )
2( )
3( )
1.97sin(0.5 ) 0.44sin(2.2t) 0.35sin(0.9t)-2.7
0.6sin(1.7 ) 0.3sin(1.45 ) 0.86sin(0.7 )-0.06
0.4sin(0.3 ) 0.4sin(1.3 ) 0.13sin(1.2 ) 0.16
0 10
t
t
t
t
d t t t
d t t t
t
θ = + +
= − +
= + + +
≤ ≤
 
 (17) 
 
TABLE V. SIMULATION RESULTS FOR LINK 1 
parameter real 
value 
mean 
estimate 
Coefficient 
of 
Variation 
max-min 
estimate 
status 
(I, UI, 
SI) 
M 2 1.51 0.64 3.27 NUI 
-sx 0.5 0.48 0.48 0.69 NUI 
-sy 0.5 0.39 0.52 0.7 NUI 
-sz 1 0.52 0.79 1.08 UI 
Ixx 4 2.97 0.61 5.96 UI 
Iyy 1 0.87 0.50 1.72 UI 
Izz 4 3.23 0.49 5.36 SI 
Ixy 1 0.84 0.41 1.53 UI 
Iyz 1 0.89 0.69 2.33 UI 
Ixz 1 0.96 1.11 3.66 UI 
fc 1 1.09 0.34 1.72 SI/NUI 
fv 1 0.96 0.36 1.5 SI/NUI 
TABLE VI.  SIMULATION RESULTS FOR LINK 2 
parameter real 
value 
mean 
estimate 
Coefficient 
of 
Variation 
max-min 
estimate 
status 
(I, UI, 
SI) 
M 5 4.70 0.08 1.21 I 
-sx 0.5 0.75 0.40 1.06 NUI 
-sy 0.5 0.51 0.48 0.80 NUI 
-sz 0.5 0.35 0.70 0.76 NUI 
Ixx 3 2.23 0.29 2.38 UI 
Iyy 1 0.79 0.66 1.74 SI 
Izz 3 2.42 0.44 3.19 UI 
Ixy 1 0.83 0.49 1.25 UI 
Iyz 1 0.98 0.86 2.19 UI 
Ixz 1 1.38 1.33 5.99 UI 
fc 1 0.996 0.34 1.00 SI/NUI 
fv 1 1.006 0.64 1.90 SI/NUI 
TABLE VII.  SIMULATION RESULTS FOR LINK 3 
parameter real 
value 
mean 
estimate 
Coefficient 
of 
Variation 
max-min 
estimate 
  status 
(I, UI, 
SI) 
M 3 2.98 0.03 0.25 I 
-sx 0.5 0.54 0.04 0.067 I 
-sy 0.5 0.38 0.65 0.90 NUI 
-sz 0.5 0.51 0.007 0.014 I 
Ixx 2 1.69 0.50 3.24 UI 
Iyy 2 1.84 0.47 2.43 SI 
Izz 2 0.80 0.49 1.32 UI 
Ixy 0.5 0.53 0.98 1.78 UI 
Iyz 0.5 0.40 0.41 0.44 UI 
Ixz 0.5 0.34 0.65 0.74 UI 
fc 1 0.77 0.37 0.89 SI/NUI 
fv 1 0.93 0.17 0.54 I 
 
As seen in tables 5-7, unidentifiable parameters have 
been recognized and acceptable estimates of the identifiable 
parameters have been given. The estimated parameters are 
verified for being acceptable by the result of a verification 
simulation (figures 1 to 3). The same algorithm may be used 
to estimate the parameters of any industrial robot, given the 
robot’s link parameters and samples obtained from an 
acceptable (though not necessarily perfect) excitation 
trajectory. The performance of the estimated robot is 
verified by figures 1 to 3. It is seen that even though some 
of the mean estimations in tables 5-7 differ greatly from 
their real values, the behavior of the estimated robot follows 
closely the behavior of the real robot. This confirms that the 
parameters classified as SI/NUI or UI have been correctly 
discovered. 
  
 
Figure 1. Torque comparison for the verification trajectory; Joint 1. solid 
line: real robot; dashed line: estimated robot 
VIII. CONCLUSION 
In this paper, a time-efficient, cost-effective, easily 
implemented, and flexible method based on particle swarm 
optimization was applied to the parameter estimation of 
robot dynamics. As shown through simulation on a 
cylindrical robot, this method is easily executable on any 
industrial robot with any number of degrees of freedom. 
With this method, any user with access to robot simulation 
software can identify a robot and prepare it for control or 
other purposes without getting involved with parameter-
ization. In order to completely avoid parameterization, the 
excitation trajectory was also planned based on a PSO 
approach which requires only the link parameters and the 
physical constraints of the joint variables. In “part 2”, this 
method of robot parameter estimation is compared to least 
squares, total least squares, and robust least squares 
methods in terms of robustness toward relatively large 
errors in the sample data. 
 
 
Figure 2. Torque comparison for the verification trajectory; Joint 2. solid 
line: real robot; dashed line: estimated robot 
 
Figure 3. Torque comparison for the verification trajectory; Joint 3. solid 
line: real robot; dashed line: estimated robot 
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