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Abstract
We explore the effect of different topologies on proper-
ties of self-organizing maps (SOM). We suggest several di-
agnostics for measuring topology-induced errors in SOM
and use these in a comparison of four different topologies.
The results show that SOM is less sensitive to localized ir-
regularities in the network structure than the literature may
otherwise suggest. Further, the results support the use of
spherical topologies as a solution to the boundary problem
in traditional SOM.
1. Introduction
The Self-Organizing Map (SOM) is an unsupervised
competitive learning process developed by Teuvo Kohonen
as a technique to analyze and visualize high dimensional
data sets. The applications of SOM are far reaching; Ko-
honen [4] provides a thorough review of the SOM litera-
ture including applications of SOM. SOM has been used
in applications ranging from speech recognition and image
classiﬁcation to breast cancer detection and gene expres-
sion clustering. Agarwal and Skupin [11] outline the grow-
ing interest of SOM to the GISciences, and propose that the
relationship between SOM and GIScience should be bidi-
rectional. The SOM offers a powerful method for explor-
ing and visualizing geographic data and GIScience offers a
wide array of tools and methods to enable the exploration of
the SOM itself. The exploration of spatial relationships has
always been of great interest to geographers, and as Ritter
states, the goal of SOM is “to translate data similarities into
spatial relationships” [9, p. 1].
The SOM is a type of artiﬁcial neural network in which
neurons are “organized” in such a way as to project the
high-dimensional relationships of a set of training data
onto a low-dimensional network structure. The traditional
SOM uses a rectangular or hexagonal network topology
[4]. These topologies create a well-known problem in SOM
called the boundary or edge effect. Neurons on the bound-
ary of the hexagonal and rectangular lattices have fewer
neighbors, which reduces their ability to interact with other
neurons during the self-organizing process. Using a spher-
ical lattice has been widely suggested as a solution to the
problem [9, 1, 10, 6, 13]. The use of the spherical lattice,
however, does not completely overcome the boundary prob-
lem, and the choice of which spherical topology to use for
the network can be difﬁcult to make.
A regular network topology is one in which every node
on the network has exactly the same number of adjacent
nodes. Any topology involving an edge is irregular. Ar-
ranging our lattice on the surface of a sphere seems to be
an obvious way to overcome the edge. However, there exist
only ﬁve arrangements on the sphere which are completely
regular; these are the ﬁve platonic solids [9, 2]. Any other
arrangement of neurons on the surface of the sphere will re-
sult in an irregular topology, as not all neurons will have the
same number of neighbors.
The classic method for minimizing this irregularity is
to generate the spherical lattice by tessellating (subdivid-
ing) the sides of the icosahedron [6]. While this method
will always result in a highly regular spherical topology, the
main drawback is that the number of neurons in the net-
work (the network size), N, grows exponentially as tessel-
lations are applied. That results in only very coarse control
over network size. Other methods for arranging neurons on
the sphere allow for unlimited control over network size,
but yield topologies with increased irregularity [2, 12, 6].
To date the literature has largely ignored the more irregular
methods in favor of the aforementioned tessellation-basedFigure 1. Edge effects in SOM
methods. A topology which yields a more ﬂexible network
size may be desirable. However, in order to address this is-
sue of network size, we must ﬁrst determine the degree to
which irregularity effects the SOM.
2. Edge Effects
An intrinsic problem with SOMs in two dimensions is
the so called edge effect. This is illustrated in in Figure
1, which displays a SOM trained on socioeconomic census
data consisting of 32 variables for US states. The darker a
neuron in the ﬁgure, the larger is the distance between the
neuron and mean of the input vectors. The distance between
each of the original observations (states) and the mean is
representedbyagraduatedcircle. Takingthesetwotogether
it is clear that the outlier observations are pushed towards
the edges of the map, while the observations that are closest
to the multidimensional center of the data are assigned to
central neurons on the map.
At the edge of the map, neurons have fewer neighbors
which results in any observations being assigned to them
having fewer competitive signals. At the same time, the
edge of the neural lattice represents a true visual boundary
which affects its ability to represent data similarities as spa-
tial relationships.
One way to eliminate the edge effect is to wrap the lattice
around a three-dimensional object such as a sphere or torus,
thereby removing the edge entirely. The toroidal SOM was
introduced by Li et al. [5], however the torus is not effec-
tive for visualization, as maps generated from a torus are
not very intuitive [3, 13]. Ritter [9] describes the torus as
being topologically ﬂat and suggests that a curved topol-
ogy, such as that of a sphere, may better reﬂect directional
data. A sphere also results in a more intuitive map, since
we are accustomed to looking at geographic maps based on
a sphere.
Ritter [9] ﬁrst introduced the spherical SOM, and sev-
eral enhancements have since been suggested [1, 10, 6, 13].
A good comparison of these enhancements can be found in
Wu and Takatsuka [13]. All of these methods derive their
spherical structure through the tessellation of a polyhedron
as originally proposed by Ritter [9]. Wu and Takatsuka
[13] point out the importance of a uniform distribution on
the sphere, and that it is preferable for all neurons to have
an equal number of neighbors and to be equally spaced.
They ﬁnd generally that the tessellation method best sat-
isﬁes these conditions, and speciﬁcally that the icosahedron
is the best starting point [12]. Tessellation of the icosahe-
dron results in a network of neurons, each having exactly
six neighbors, save the original twelve which each have ﬁve
neighbors. This is very close to the ideal structure in which
every neuron would have exactly six neighbors. Wu and
Takatsuka [13] prefer this structure, because it has very low
variances in both neuron spacing and neighborhood size.
Based solely on measures of neuron spacing, Wu and
Takatsuka [12] dismissed the usefulness of a method pro-
posed by Rakhmanov et al. [7] for distributing points on a
sphere. Similarly Nishio et al. [6] use these variance mea-
sures to support their helix algorithm for distributing points
on a sphere. However, these metrics can be misleading
and comparison across topologies may not be consistent.
The traditional rectangular and hexagonal topologies have
no variance in neuron spacing, and the generally preferred
hexagonal structure displays greater variance in neighbor-
hood size than the rectangular structure. The torus, by com-
parison, would have variance in neuron spacing, yet no vari-
ance in neighborhood size. The distance between two neu-
rons is only considered during the formation of the neural
network. At this stage the spacing is signiﬁcant as it plays a
part in constructing the network’s topology by determining
neuron adjacency. However, using this measure to evaluate
potential topologies for use in SOM may be misleading.
As spherical (and other alternative) topologies become
increasingly more common it is necessary to investigate
how the choice of topology effects the SOM. In this paper
the effect of irregularity within topologies is studied as an
attempt to investigate not only the edge effect, but also to
help facilitate the comparison of topologies. It is important
to note that spherical topologies may not be appropriate for
all applications. Removing the edge may reduce the SOM’s
ability to converge. As outliers are forced to interact they
introduce more competition among the neurons. We would
also expect outliers to occupy more space in the ﬁnal map
as their dissimilarity in attribute space should translate to
more distant spatial relationships in the trained SOM. More
research will be needed to help researchers determine the
most appropriate topology for their data and research ob-
jectives.3. Methods
In this paper we explore the general utility of certain ir-
regular spherical topologies beyond offering greater control
over network size. We develop and test new diagnostics
to measure and visualize topology-induced errors in SOM.
More speciﬁcally we
1. Compare the internal heterogeneity of observations
captured by a given neuron to that neuron’s ﬁrst-order
neighborhood size.
2. For different topologies, compare the internal hetero-




These diagnostics help facilitate the evaluation of both
traditional and spherical SOMs. To satisfy the objective
of this research, we apply these diagnostics to a series of
comparable SOMs. Each SOM is trained using the same
synthetic data and training parameters, but utilize different
network topologies. By formally testing for difference of
means and variance in the results of the diagnostics, the fol-
lowing questions are addressed:
1. Does the internal heterogeneity of a neuron decrease as
its ﬁrst-order neighborhood size, or degree, increases?
2. Is the average internal heterogeneity of a SOM higher
when a more irregular topology is used?
3. Which insights, if any, can be gained from a SOM-
based visualization of internal heterogeneity?
In traditional SOMs, outlying observations are pushed
to the edge of the map where they encounter fewer com-
peting signals. The quantiziation error (QError) measures
the distance between two vectors in attribute space. Where
multiple observations land on the same neuron, it is possible
to measure the average pairwise QErrors between those ob-
servations. This gives us a notion of internal heterogeneity,
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where, ni is the number of observations mapped to i, and
xi are the input vectors mapped to i. For any neuron that
captures more then one observation, this measure tells how
dissimilar those observations are. This messure is used in
our three diagnostics.
We train SOMs using four different topologies: rect-
angular, hexagonal, geodesic sphere and spherical. The
spherical topology is based on a method, developed by [7],
for distributing an arbitrary number of points on to the sur-
face of a sphere. Delaunay triangulation is then applied to
these points, producing a topological structure. To yield
meaningful results these SOMs must be trained with com-
parable parameters. The literature provides many rules of
thumb for training a SOM: each SOM is trained in two
stages, the ﬁrst of which uses a larger initial learning rate
and neighborhood search radius with a small number of
training steps; the second stage uses a lower initial learning
rate and neighborhood search radius, but extends the length
of training.
As shown in Figure 2, topologies differ in terms of
achievable network size. For comparability, the network
size of each SOM needs to be as close as possible. The
achievable network size for the geodesic SOM is the most
limiting of the topologies we test. We chose the eighth
frequency geodesic sphere, which has 642 nodes, which is
relatively close to the 644-node hexagonal and rectangular
topologies achieved when the dimensions are set to 28x23.
Finally, the spherical topology was set to 642 nodes.
Figure 2. SOM Size and spherical topologies.
Before appling the diagnostics we must ﬁrst train a se-
ries of SOMs. Using the ten synthetic datasets we train ten
SOMs for each topology.
4. Results
We ﬁnd that the mean internal heterogeneity remains
fairly stable, suggesting that the results of each simulation
can be combined within a given topology (Table 1). For
the rectangular topology, we now have forty neurons with
a degree of two for which an internal heterogeneity can be
calculated. It should be noted that we can only measure the
internal heterogeneity when a neuron captures two or more
observations from the training data.
Foreachtopology, wecalculatedtheinternalheterogene-
ity and degree of all the neurons. We then grouped the inter-
nal heterogeneity measures by degree (Table 2). We found
that the means of these samples respond as expected for theTable 1. Mean internal heterogeneity for each
simulation, by topology.
Geodesic Spherical Hexagonal Rectangular
1 0.0277 0.0277 0.0285 0.0289
2 0.0281 0.0281 0.0291 0.0295
3 0.0278 0.0280 0.0286 0.0292
4 0.0280 0.0282 0.0286 0.0293
5 0.0279 0.0280 0.0289 0.0296
6 0.0278 0.0274 0.0285 0.0290
7 0.0286 0.0283 0.0294 0.0297
8 0.0284 0.0285 0.0294 0.0298
9 0.0283 0.0282 0.0293 0.0295
10 0.0285 0.0285 0.0293 0.0298
0.0281 0.0281 0.0290 0.0294
rectangular and hexagonal, or “ﬂat,” topologies, but not in
the spherical topologies. This may suggest that the spheri-
cal and geodesic topologies are effectively overcoming the
edge problem. The variance of the samples, however, did
not respond as expected. In the ﬂat topologies, the variance
increased as the degree increased, possibly due to the large
difference in sample size. To verify these conclusions we
formally test for differences in means and variance between
the samples using random labeling [8].
In the rectangular and hexagonal topologies, we observe
that all sample means are signiﬁcantly different (Tables 3
and 4). In these tables the difference in means are listed
below the diagonal, the p-value above the diagonal (with
signiﬁcant values in bold), and the variance of each sam-
ple along the diagonal. We also observed differences in the
variance of the samples, except the case of degree size four
and ﬁve in the hexagonal topology, where they were not
signiﬁcantly different. No variances in the spherical and
geodesic topologies differed signiﬁcantly (Tables 5 and 6).
In those topologies, the only signiﬁcant difference in means
was between the sample with degree size six and seven in
the spherical topology.
Next we group the neurons of our trained SOMs based
on their topology, collapsing the neurons of the forty SOMs
into four groups. This results in one sample for each of
the four topologies. We test for a difference in mean and
variance between each sample. No signiﬁcant differences
were found in the variances. The rectangular topology has
the highest mean internal heterogeneity and is the least reg-
ular as measured by closeness centrality. The geodesic
and spherical topologies are the most regular and have the
lowest internal heterogeneity with little difference between
them. This suggests that even though the spherical topology
is more irregular than the geodesic topology, similar levels
of quality may be achieved.
Table 2. Size, mean and variance of each
sample
Degree Geodesic Spherical




5 113 0.0283 (5.28E-05) 526 0.0279 (6.43E-05)
6 5598 0.0281 (6.05E-05) 4758 0.0282 (6.05E-05)
7 417 0.0273 (6.65E-05)
Degree Hexagonal Rectangular
N Mean (Var) N Mean (Var)
2 20 0.0409 (5.66E-06) 40 0.0378 (7.59E-06)
3 218 0.0371 (2.18E-05) 880 0.0348 (3.59E-05)
4 489 0.0347 (4.05E-05) 4926 0.0284 (6.28E-05)
5 206 0.0319 (3.50E-05)
6 4954 0.0278 (6.09E-05)
7
The internal heterogeneity for the hexagon and geodesic
topologies is visualized in Figure 3. Neurons are repre-
sented as their voronoi regions. Darker neurons had higher
internal heterogeneity. We also compute the cluster each
neuron represents by looking at the observations mapped to
it. Knowing which cluster each observation belongs to al-
lows us to see where the clusters are being mapped to on
the trained SOM. For a given neuron we classify it by the
cluster it captured most frequently.
Table 3. Rectangular SOM, Node Heterogene-
ity
Degree 2 3 4
2 (0.000008) 0.002700 0.000100
3 0.002969 (0.000036) 0.000100
4 0.009364 0.006396 (0.000063)
Table 4. Hexagonal SOM, Node Heterogeneity
Degree 2 3 4 5 6
2 (0.000006) 0.000800 0.000200 0.000100 0.000100
3 0.003810 (0.000022) 0.000100 0.000100 0.000100
4 0.006253 0.002443 (0.000040) 0.000100 0.000100
5 0.009008 0.005197 0.002755 (0.000035) 0.000100
6 0.013067 0.009257 0.006814 0.004059 (0.000061)
It is interesting to note that the edges of the cluster ex-
hibit higher internal heterogeneity. This is somewhat in-
tuitive, as our clusters are normally distributed; the major-
ity of our observations will fall well within the regions ob-
served in Figure 3. Each cluster’s outliers will be pushed
toward the edges of these regions. An observation that is
on the edge of a cluster in the original input-space is further
away from the other observations in the input-space. There-
fore, one would expect that observation to also be near the
edge of a cluster in the SOM space. In order to representFigure 3. Internal heterogeneity mapping
(a) Hexagonal Topology
(b) Geodesic Sphere Topology
Table 5. Spherical SOM, Node Heterogeneity
Degree 5 6 7
5 (0.000064) 0.485500 0.197400
6 0.000250 (0.000060) 0.020000
7 0.000674 0.000924 (0.000067)
a three dimensional cluster in two dimensions, the SOM
must compress the edges of the clusters more than their cen-
ters. This explains the higher internal heterogeneity near the
edges of the clusters.
5. Conclusions
The spherical SOM has widely been suggested as a solu-
tion to the edge effect in traditional SOM. The edge of the
traditional SOM is a problem because neurons on the edge
of the neural network are less central than those in the cen-
ter of the network. We extended this problem into spherical
SOM by asserting that irregular spherical topologies will




have neurons that are less central than others. Existing re-
search in spherical SOM has widely been focused on mini-
mizing this irregularity and the commonly used tessellated
icosahedron based topology offers the most regular topol-
ogy. However, the main disadvantage of this topology type
is that it offers a limited control over network size. Alter-
native methods for generating the spherical topology, which
can create a network of any size, have been reviewed or sug-
gested by [12] and [6]. These alternative methods have been
largely dismissed because they produce network structures
that are more irregular. This research has taken a closer look
at the impact that the irregularity has on the training process
in an attempt to address the suitability of these less regular
topologies for use in SOM.
The objective of this research was to determine the util-
ity of certain irregular spherical topologies that offer greater
control over network size. Toward that end, new diagnostic
measures were developed that allow for SOM comparisons
based on topology-induced errors. The diagnostics mea-
sure the internal heterogeneity of observations captured by
a given neuron relative to that neuron’s ﬁrst-order neigh-
borhood size, as well as relative to a composite measure of
topological regularity.
In this study the new diagnostics were applied to the
evaluation of both traditional and spherical SOMs. Each
SOM was trained using the same synthetic data and train-
ing parameters, but utilizing different network topologies.
By formally testing for difference of means and variance in
the results of the diagnostics, the following technical con-
clusions were made: 1) The internal heterogeneity of a neu-
ron decreases as its ﬁrst-order neighborhood size increases,
but less so in spherical topologies. 2) The average inter-
nal heterogeneity of a SOM is higher when a more irregular
topology is used. 3) Visualizing internal heterogeneity pro-
vides valuable insight into the underling training process.
From these conclusions, we can make an interpretation on
the importance of the topological irregularities in SOM.
The effects of irregular topology were minimized in both
of the spherical topologies we tested. Speciﬁcally, we found
no signiﬁcant differences between the two different spher-
ical topologies we test. As such, we believe that the im-
portance of regularity within spherical SOM may be over-
stated. Relying only on highly regular spherical topologies
may place unnecessary constraints on the users of spherical
SOM.
Traditionally the geographical sciences have been con-
cerned with identifying and understanding relationships
found in the context of spatial data. The existing toolbox
for studying these relationships is sizable and and steadily
growing as geographers develop new ways to look at spa-
tial information. While the SOM and spherical SOM are a
welcome addition to that toolbox these tools provide much
more than a new visualization method or clustering tech-nique. Using SOM we can extract spatial representations
from otherwise aspatial data, allowing us to leverage our
existing set of tools on a whole new set of problems.
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