In this paper, an integrated Bayesian model for DIF (Differential Item Functioning) analysis is proposed. Integrated in the sense of modelling the responses along with the DIF, thus allowing DIF detection and DIF explanation in a simultaneous setup. Previous empirical studies and/or subjective beliefs about the items parameters, including differential functioning behavior, may be conveniently expressed in terms of priors distributions and imposed to the model. In this context, it is not necessary, as usual, to specify a set of items without DIF to get a correct identification of the model. It is enough to choose appropriate informative prior distributions for a small number of itens. It reduces the iterative procedures that are commonly used for proficiency purification and DIF detection and explanation. Examples demonstrate the efficiency of this method in simulated and real situations.
Introduction
The Differential Item Functioning (DIF) analysis has been very important in educational research since the 1960's. Its importance is shown in a large number of applied studies. For instance, studies on performance differences in items of educational assessment tests (like GRE, SAT, GMAT, etc.) in groups defined by different ethnic characteristics, gender and socioeconomic status have been frequently shown in literature (eg. O'Neil & McPeck (1993) , Shimitt & Bleinstein (1987) , Berberoglu (1995) , Gierl et al. (2003) and cited references). Therefore, it is not surprising that several statistical methods have been developed in order to support empirical analysis. The profusion of methods for the detection of items with DIF stands out. Some of the most used ones are: Mantel-Haenszel statistic based procedures (particularly the MH D-DIF statistic, cf. ), the logistic regression method (Swaminathan & Rogers, 1990) , the Simultaneous Item Bias Test -SIBTEST (Shealy & Stout, 1993) and methods that use the item parameters from Item Response Theory (IRT) models (Lord, 1980; Thissen, Steinberg & Wainer, 1993) . Other methods are found, for example, in Clauser & Mazor (1998) .
The first three methods cited above depend, directly or indirectly, from a previous estimation of the ability or from alternative criteria for the individuals equalization, which, in general, can not be dissociated from the DIF existence. Therefore, the ability purification in successive stages is recommended where the DIF item detected (in each stage) are eliminated from the ability calculation for the next analysis (Holland & Thayer, 1988; Wang & Su, 2004) . On the other hand, the methods based on IRT models construction, like IRT-LR and IRT-D 2 (Thissen, Steinberg & Wainer, 1993) , postulate that a subset of anchor items, for which the non existence of DIF is assumed, is defined a priori and it is proposed to compare two models in successive stages by using likelihood ratio tests. The anchor items can remain constant or vary in different stages depending on the results of the tests (Wang & Yeh, 2003) . In any case, all these proposals involve different stages of DIF parameters detection and decision about which items have DIF. May (2006) proposes an extension of the standard graded response model (Samejima, 1997) which allows the overall threshold (difficulty) and discrimination parameter to vary across different groups, except for a set of anchor itens.
The detection of items with DIF is an important step in DIF analysis, but a complete analysis also requires some other important steps like a satisfactory classification of the DIF found, the identification of the factors associated to DIF along with the respective hypotheses formulation related to the DIF causes and maybe, a hypotheses confirmatory analysis. For example, Schmitt, Holland & Dorans (1993) suggest that specially planned studies should be used to confirm the hypotheses formulated from the DIF factors study. In this context, it is natural to construct regression models that associate co-variables, related to the items, to the DIF's magnitude. The co-variables would represent the DIF factors in such a way that the regression analysis' results would confirm or not the formulated hypotheses. Longford, Holland & Thayer (1993) proposed a random effects regression model where the parameters of the model vary according to different forms of the test ministration and, in addition, the DIF's magnitude is explained by variables correlated to the items (in particular, a difficulty measure of the item). Rogers & Swaminathan (2000) used characteristics of the individuals on the second level of their two level model to improve the equalization between the members of the reference and focal groups. Swanson et al. (2002) propose an extension of the logistic regression method of Swaminathan & Rogers (1990) imposing an hierarchical structure where characteristics related to the items via co-variables are included on the second level of the regression model allowing the confirmation or rejection of the hypotheses about DIF.
Once again, all the three approaches above require the previous determination of the ability or of a DIF measure. In addition, the detection and the explanation (through associated factors) steps are 2 taken separately. The importance of Bayesian approaches has been steadily growing in Item Response Theory. For example, Bayesian estimation methods are used in IRT models in several approaches (e.g. Albert (1992) , Patz & Junker (1999a) , Patz & Junker (1999b) , Fox & Glas (2001) , Béguin & Glas (2001) ). Particulary, DIF analysis is an appropriate environment for a genuine Bayesian formulation due to the complex structure of the models and the subjective decision features involved, which can be formulated through Bayesian arguments. For example, Zwick, Thayer & Lewis (1999 and Zwick & Thayer (2002) consider a formulation where the MH D-DIF statistic is represented by a normal model where the mean is equal to the "real DIF parameter" for which a normal prior distribution is explicitly considered. These authors use Empirical Bayes (EB) for the posterior estimation of the parameters. Sinharay et al. (2006) consider the same formulation and propose informative prior distributions based on past information and show that the "Full Bayes" (FB) method leads to improvements if compared to the two other approaches, specially in small samples.
This paper presents an integrated Bayesian approach for DIF detection and analysis, which reduces or even eliminates the need of analysis with many steps. In the proposed model, the anchor items (and the items with DIF) are identified simultaneously along with the estimation of all the other parameters of the model. Also, a regression structure associated to the DIF parameters is introduced in such a way that DIF explanation can be analyzed along with the ability simultaneously. Naturally, the model presents the conditions to be used in a confirmatory and explanatory analysis. An example with simulated data are presented considering 2 groups. An analysis with real data concerning an educational program in the state of Rio de Janeiro, Brazil, is also presented.
Model for DIF Analysis
Typically, in educational assessment, a test is formed by I items, but student j only answers a subset I(j) of these items. Let Y ij , j = 1, . . . , J, be the score attributed to the answer given by the student j to the item i ∈ I(j) ⊂ {1, . . . , I}. Only the dichotomic case, where one of the scores in {0, 1} is attributed to the item will be considered. This way, Y ij = 1 if the answer is correct and Y ij = 0 if the answer is wrong. In general, there can be different types of DIF (see Hanson (1998) for a wider characterization), but restricted to the characteristics which are made explicit by the three parameters model -3PL (Birnbaum, 1968) , the types of DIF can be immediately characterized according to the difficulty, discrimination and guessing. This paper will not consider the possibility of DIF in the guessing parameter. Although it is possible, the applicability of this case considering the conventional 3PL model is substantially limited by the known difficulties in the estimation of this parameter and by practical restrictions.
. The main structure of the model used in this paper to associate the student's answer to his/her ability is:
where
. . , I , j = 1, . . . , J and g = 1, . . . , G, g(j) is the group the student j belongs to.
Let
ig be the item's difficulty parameter and c i (∈ [0, 1]) be the item's guessing parameter. Suppose that the students are 3 grouped in G known groups and, a priori,
). It is assumed that λ 1 = (µ 1 , σ 2 1 ) = (0, 1) to guarantee the identification of the model. On the other hand, λ g = (µ g , σ 2 g ), g = 2, . . . , G, is unknown and must be estimated along with the other parameters.
represents the DIF related to the difficulty of the item in each group and e d a ig (d a i1 = 0) represents the DIF related to the discrimination of the item in each group. It is possible to use covariates to explain the DIF parameters d h ig , i = 1, . . . , I, g = 2, . . . , G, h = a, b. It is assumed the following structure for these parameters:
The Normal distribution in (2) defines the regression model where W h is the design matrix, γ h g is the vector of coefficients and τ h g 2 is the item's specific random factor in group g for parameter h. This kind of mixture is used by George & McCulloch (1993) to propose a Bayesian model for variable selection in a regression model.
The distribution in (2) can be written as follows:
3 Bayesian Inference
, c} e Ψ 3 = {d, π, γ, τ }, and each component represents the correspondent parameter with all possible indexes, for example: θ = {θ 1 , . . . , θ J }. The main aim of the inference process is to obtain the joint posterior p(Ψ|Y, W ) distribution given by:
Since it is very hard to obtain the explicit expression for the distribution above, MCMC (Markov Chain Monte Carlo) methods are used to draw a sample of this distribution and approximate it (see Gamerman & Lopes (2006) for details). It is possible to have problems when using MCMC algorithms: they may converge to local modes that do not estimate the parameters efficiently. The choice of the initial values of the chains has a great influence on the local modes convergence problem. Simulated examples presented in Gonçalves (2006) show that it is crucial to set the initial values of the parameters d h ig as zero to obtain good estimates of the model's parameters. Different initial values lead to convergence to local modes.
It is assumed, a priori, that Ψ 1 , Ψ 2 and Ψ 3 are independent, that is:
The following prior distributions are used for the Ψ i s:
and σ 2 g ∼ IG (α 0 , β 0 ), ∀j = 1, . . . , J and ∀g = 2, . . . , G, where IG is the Inverse Gama distribution.
where:
and c i ∼ beta (α c i , β c i ) , ∀i = 1, . . . , I, where LN is the Log-Normal distribution, and defining γ h g = γ 0g , γ 1g , . . . , γ K h g and W = W a , W b , the prior distribution of Ψ 3 is:
), for h = a, b , ∀i = 1, . . . , I and ∀g = 2, . . . , G.
The decision on the classification of an item as having or not DIF is based on the parameters π h ig . A simple classification rule decides based on the posterior mean of π h ig . If it is greater than a p * , item i is classified as having DIF in parameter h, in group g regarding group 1 and vice-versa if it is smaller than p * . Carefully attention must be paid to items of which π h ig is very close to p * . In this paper it is assumed p * = 0.5, but more elaborated criteria may be used to choose the value of p * , for example, based on other loss functions (see Migon & Gamerman (1999) ). Once the item is classified, it is only necessary to analyse the DIF parameters of the items classified as DIF ones, for the other items, the DIF parameter is assumed to be 0.
An important issue concerning DIF analysis is how to proceed in a situation with more than 2 groups. Since the detected and estimated DIF in group g refers to group 1 (reference group), the analysis must be done the following way: if a certain item is detected as a non DIF one in N groups, then, there's no DIF between these N groups, since the item behaves the same way in these groups. If a certain item is detected as a DIF one in a group and as a non DIF one in another group, then, the interpretation is the same as between the group where the item has DIF and the reference group. Finally, if an item has DIF in two groups, the estimatives of the DIF parameters of this item in both groups must be compared since they have the same scale.
Simulated example
In the example of this section, the parameters of the items and the abilities are randomly drawn. The abilities are drawn from a standard normal distribution for the reference group and from a N (−0.25, (1.2) 2 ) distribution for the focal group (and G = 2). The discrimination parameters a i are drawn from a LN (0.2, 0.3) distribution, the difficulty parameters b i are drawn from a standard normal distribution and the guessing parameters c i from a beta distribution with parameters (41, 161).
The items with DIF are also randomly chosen. In this example, 28 items (70% of all the items) are chosen to have DIF, and then, 12 items are chosen not to have DIF. 27 items have DIF in the difficulty parameter, 9 in the discrimination parameter and 8 of these items have DIF in both parameters. The parameter d b i2 , which represents the DIF in the difficulty parameter of the item i, is drawn from a
where W b i2 = 1 for 9 randomly chosen for 9 items with DIF and W b i2 = 0 for the other items, simulating the effect of a binary covariate associated to a common characteristic of these 5 9 items. The parameter d a i2 , which represents the DIF in the discrimination parameter of the item i, is drawn from a N W a i γ a 2 , (τ a g ) 2 distribution, ∀i = 1, . . . , I, where (τ b g ) = 0.2 and γ a 02 = −0.30. No covariate was used for the DIF parameters in the discrimination.
From the drawn parameters of the items and of the abilities, the answers of 4000 students were drawn for a set of 40 dichotomic items. The students were separated in two groups of 2000 students each.
The convergences of the Markov chains drawn from the Gibbs Sampler were tested using the R criteria of Gelman & Rubin (RGR) (see Gamerman & Lopes (2006) for details), calculated from 4 parallel chains after 10,000 iterations and different initial values. The test showed that all the chains converged with RGR < 1.1 for all of them. It was chosen s 2 i = (400000) −1 for DIF in difficulty and s 2 i = (100000) −1 for DIF in discrimination. The results for this study are shown in table 1 and figures 1 and 2. An item is identified as having DIF if the posterior mean of its respective π h ig is greater than 0.5. As observed in figure 1 , the method of DIF identification had a very acceptable performance. With regards to the difficulty, only 6 out of 40 items were misidentified (items 6, 9, 10, 16, 29 and 35) . However, the real value of the DIF parameters of the items 6 and 9 are very small (0.0211 and -0.0483 respectively), making it reasonable to identify these items as not having DIF. In the other misidentified cases, the estimates of the DIF parameters vary between 0.0789 and 0.1293 in absolute values, which can be considered small DIF's. Anyway, the misidentification had a very little effect in the BIAS statistics. Similar conclusions can be made about the discrimination parameters. 
Application
The real data set analysed in this paper refers to an education program called Nova Escola. This program was created by the Rio de Janeiro State Government in the year 2000 and propose criteria to evaluate all the 1854 schools of the State education net. The evaluated grades are from 2 nd to 8 th in elementary school and from 1 st to 3 rd of high school in two disciplines, Portuguese and Mathematics. The main objective of the program is to improve the teaching quality and prize public schools. The real data set analysed in this paper refers to the Maths test applied to the 5 th grade in the year 2005. 67283 students were evaluated, from which 3998 are from the State Capital (Rio de Janeiro city). Due to computational price, a sample of 7998 students is randomly sampled to be analysed: all the 3998 from the Capital and 4000 from the other cities. This is the group division chosen for the DIF analysis. The 56 items are separated into 7 blocks of 8 items and the tests are formed by 3 blocks via incomplete balanced blocks. Each student answers to one of these tests. The tests are composed of multiple choice items with 4 options each, where only one is correct.
The items analysis is based on the Mantel-Haenszel statistic for the difficulty and in the subjective analysis of the items empirical curve for the discrimination. The group of the students from the Capital is defined as the reference group in the DIF analysis. Differential functioning was observed in 7 the items shown in table 2. DIF Itens Discrimination 2, 9, 13, 14, 16, 20, 34, 37, 38, 39 Difficulty 13, 16, 17, 20, 22, 32, 33, 37, 38, 41, 44, 46, 52, 53 From the items with significant positive DIF in the difficulty (more difficult for the students from the Capital), four of them (17, 32, 44 and 52) are related to the interpretation of bar plots. The items 42 and 54 are also related to this content, but their AlfaD Mantel-Haenszel statistics are small (0.63 and 0.25, respectively). Significant DIF was considered for items with absolute value of the AlfaD MantelHaenszel statistics greater than 0.90. From the items with significant negative DIF (13, 20, 37, 46, 53) in the difficulty, all of them are related to the calculation of changes. On the other hand, the items 5, 19 and 34 are also related to this content but have small AlfaD Mantel-Haenszel statistics (-0.46, -0.22 and -0.14, respectively) . These are very interesting results and possibly very important in the Brazilian Mathematics Education community. Based on these results, the analysis will be performed including indicator variables related to the items contents cited above. Based on the opinion of specialists and on the results of the preliminary analysis, the chosen values for the prior probability of an item presenting DIF were: 0.90 for the items for which DIF was detected and 0.1 for the other ones, according to the difficulty; for the discrimination, these values were 0.7 and 0.3 respectively. Therefore, no item was fixed as an anchor one. The choice of these probability values was based on the expected number of answers in the sample for each item (around 1700) and considering that it is desired that the prior distribution has an important influence on the posterior distribution.
The results of this analysis are presented in Item 38 presents a high value (7.48) for the difficulty parameter and a very small value for discrimination parameter (0.18), (the difficulty parameter of item 38 is not presented in its correspondent graph due to its high value). Besides that, it presents a small value for the bisserial correlation (0.05). In original classical IRT analysis using Bilog-mg, item 38 was eliminated because it is a very difficult item but the item was kept in the analysis presented here. The DIF identification for this kind of item must be carefully analysed, because it can be due to the difficulties in the estimation of the parameters of the model.
The results presented in figures 3 and 4 show that only the items 16, 38 and 39 were identified as having expressive DIF in the discrimination with posterior probability greater than 0.5. Concerning the difficulty, the number of items with posteriori probability greater than 0.5 is much larger, precisely 24. Among them are all the items related to the two covariates, all the other ones identified in the preliminary analysis and five other ones not detected. So, the model was very sensitive in the identifi-8 cation of items with DIF, probably because of the combination of the parameters s 2 ib = 1/400000 and s 2 ia = 1/200000, and because of the prior distributions used. Based on the results of the regression shown in table 3, there is substantial evidence that the items related to change are easier for the students from the Capital as the posterior mean of γ b 22 is −0.469 with credibility interval (-0.724 , -0.219 ). On the other hand, the other covariate does not seem to be significant, since its posterior mean coefficient is 0.015 with credibility interval (-0.2600 , 0.2867).
Conclusions
In this paper, an integrated Bayesian model for detection of items with differential functioning and explanation of the differential functioning by regression structures with covariates associated to the items was presented and studied. The model can be used as it is commonly done in literature: by making a previous choice of a subset of anchor items. But it can also be used when one is not sure about an item having or not DIF. In this case, the viability of using a more general model was shown, getting around the difficulties associated with the existence of multi-mode posterior distributions, by choosing appropriate initial values for the chains.
A simulated study showed a good recovery of the generated parameters and a real example showed the viability of using the model in practical situations with satisfactory and intuitively consistent results. Nevertheless, improvements in the model can still be needed. Examples are incorporation of correlation structures between the DIF magnitude and the item's difficulty, and among the DIF in the different items. These are possible directions for future works. On the other hand, the method for DIF detection proposed in this paper presents difficulties when there is no or little knowledge a priori about the items having or not DIF. Other possibilities can be sought.
More structured methods for DIF detection can be proposed and compared to the one presented here. Other models are already being studied by the authors of this paper and will be reported in future work.
