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The τ2-model and the chiral Potts model revisited:
completeness of Bethe equations from Sklyanin’s SOV method
N. Grosjean1 and G. Niccoli2,
Abstract The most general cyclic representations of the quantum integrable τ2-model are analyzed. The complete char-
acterization of the τ2-spectrum (eigenvalues and eigenstates) is achieved in the framework of Sklyanin’s Separation of Vari-
ables (SOV) method by extending and adapting the ideas first introduced in [1, 2]: i) The determination of the τ2-spectrum
is reduced to the classification of the solutions of a given functional equation in a class of polynomials. ii) The determination
of the τ2-eigenstates is reduced to the classification of the solutions of an associated Baxter equation. These last solutions are
proven to be polynomials for a quite general class of τ2-self-adjoint representations and the completeness of the associated
Bethe ansatz type equations is derived. Finally, the following results are derived for the inhomogeneous chiral Potts model:
i) Simplicity of the spectrum, for general representations. ii) Complete characterization of the chiral Potts spectrum (eigen-
values and eigenstates) and completeness of Bethe ansatz type equations, for the self-adjoint representations of τ2-model on
the chiral Potts algebraic curves.
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41. Introduction
The quantum integrable τ2-model has been first introduced in [3] where its Lax operator was constructed as a
general solution to the Yang-Baxter equations w.r.t. the 6-vertex R-matrix. There, for the subvariety of the cyclic
representations parameterized by points on the algebraic curves associated to the chiral Potts (chP) model1, the
analysis of the spectrum (eigenvalues) was made by the standard construction of the Baxter Q-operator. This
last operator was shown to coincide with the transfer matrix of the integrable chiral Potts (chP) model [4]-[8];
in this way a first remarkable connection between these two apparently very different models2 was established.
The eigenvalues analysis was further developed in [12, 13] where additional functional equations for the transfer
matrices of these two models, like those corresponding to the fusion hierarchy3 of commuting transfer matrices4,
were shown. In the special case of the superintegrable chP-model, the role of Bethe ansatz type equations for the
spectral analysis was first pointed out in [4, 5, 6]. In [16] the algebraic Bethe ansatz (ABA) description of the
superintegrable chP-spectrum was rigorously introduced on the basis of the connection between the τ2-model and
the chP-model. In particular, the Bethe ansatz construction was applied to the τ2-transfer matrix, which led to the
reproduction of the Baxter results [8] on the subset of the translation-invariant eigenvectors of the superintegrable
chP-model. More recently [17], Baxter has extended the eigenvalues analysis of the τ2-model to completely
general cyclic representations. The main tool used there was the construction of a generalized Q-operator which
satisfies the Baxter equation with the τ2-transfer matrix5 and the consequent extension to these representations of
the functional relations for the fused transfer matrices.
1.1 Motivations
Let us comment that, in the above literature, the spectral analysis suffers in general from at least one of the
following problems: i) Analysis reduced to the eigenvalues only: no eigenstates construction for the functional
methods based on the Baxter Q-operator and the fusion matrices. ii) Reduced applicability: the ABA applies
only to very special representations of the τ2-model and of the chP-model. iii) Lack of completeness proof, i.e.
the completeness of the spectrum description is not given by the method. In particular, this last problem affects
almost all the Bethe ansatz methods6, which leads to the characterization of the spectrum by solutions of an
associated system of Bethe ansatz type equations.
A rigorous proof of the completeness of these spectrum characterizations is then a fundamental goal which was
achieved in the literature only for a few examples of integrable quantum models, including for example the XXX
Heisenberg model [32] and the cyclic representations of the lattice sine-Gordon model [33]. It is worth remarking
that in the case of the superintegrable chP-model and the τ2-representations to which the ABA applies such a proof
1These curves are parametrized by the equations required for the periodicity of dilogarithm functions, i.e. (3.5) of [3].
2The differences between them are simply expressed in the 2-dimensional statistical mechanics formulation. Both are characterized by
Boltzmann weights which satisfy the star-triangle (Yang-Baxter) equations but while those of the τ2-model satisfy the ordinary difference
property in the rapidities those of the chP-model do not. In fact, one of the interesting properties of the chP-model is that its weights
are uniformized by curves of genus g > 1, hence they cannot satisfy the difference property. Let us recall that the first solutions of the
star-triangle equations with this non-difference property were obtained in [9, 10, 11], while in [7] the general solutions for the chP-model
were derived.
3The approach of fusion hierarchy of commuting transfer matrices was first introduced in [14, 15].
4The τ2-transfer matrix is the second element in this hierarchy, this explains the name given to the model.
5There, it was considered as a kind of generalized chiral Potts model transfer matrix, however, the fact that even the commutativity of
the elements of such operator family is not given leaves the definition of generalized chP-model only formal.
6As the coordinate Bethe ansatz [18, 19, 20], the algebraic Bethe ansatz [21]-[29], the analytic Bethe ansatz [30, 31].
5is missing. Instead, for the reduction to the trivial algebraic curve case, i.e. the Fateev-Zamolodchikov model
[34], the study of the completeness was addressed by a numerical method in [35] (see also [36] and [37] for
further applications of this method). This stresses the importance of the proof of the completeness of the system
of Bethe ansatz type equations for the τ2-model and the chP-model that is given in this article.
Note that all our results are derived in the framework of Sklyanin’s SOV method [38]-[40], which for the τ2-model
was first developed 7 in [41]. However, we cannot get the spectrum characterization by functional equations
directly from the SOV method. Indeed, in the case of cyclic representations [44] of integrable quantum models,
this characterization is related to solutions of an associated finite system of Baxter-like equations. If this system is
compatible with the eigenvalue equation associated to some Baxter Q-operator, the construction of this operator is
one standard procedure to achieve a reformulation in terms of functional equations in the SOV characterization.
For example, this was the strategy followed in [33] for the special cyclic representations of the sine-Gordon
model. In [41], the functional relations of fusion and truncation of transfer matrices (generalized by Baxter
in [17]) were proven to be compatible with the SOV characterization, leading to the derivation of a functional
equation reformulation for the τ2-model.
Note that the standard Baxter construction of a Q-operator by gauge transformations and the subsequent deriva-
tion of the fused transfer matrices can only be applied when the existence of some model dependent quantum
dilogarithm functions [45]-[55] is proven, which can represent a concrete technical problem. Then, it is relevant
to ponder whether it is possible to bypass this kind of constructions by providing different derivations of the func-
tional equation reformulation of the SOV characterization of the spectrum. We show that this is indeed possible
for completely general cyclic representations of the τ2-model; we achieve such a result following the approach
first introduced in [1]. We prove that the τ2-transfer matrix (completed with the Θ-charge for some subvariety of
representations) defines a complete set of commuting charges, i.e. it has simple spectrum8. Moreover, we provide
the complete characterization of all its eigenvalues and eigenstates as solutions of given functional equations in
well defined classes of functions. The same statements are proven for the inhomogeneous chP-transfer matrix.
In the τ2-self-adjoint representations, this characterization leads to the reconstruction of the τ2-eigenbasis which,
for the reduction to representations on the chP algebraic curves, are proven to be a simultaneous eigenbasis of the
inhomogeneous chP-transfer matrix. Furthermore, we show that there exists a quite general subvariety of τ2-self-
adjoint representations, for which we can reconstruct the eigenvalues and the full basis of eigenstates in terms of
the solutions of an associated system of Bethe ansatz type equations. Finally, we prove the same statement of
completeness for the chP-spectrum, which corresponds to the special τ2-self-adjoint representations on the chP
algebraic curves.
In the paper [82] an approach has been developed in the framework of the quantum inverse scattering method
(QISM) [21]-[29], [83]-[86] to achieve the complete solution of lattice integrable quantum models by the exact
characterization of their spectrum and the computation of the matrix elements of local operators. In particular,
in [82] the approach has been developed for the relevant case of the lattice quantum sine-Gordon model [24, 84]
associated by QISM to some special cyclic representations [44] of the 6-vertex Yang-Baxter algebra, and it can
be considered as the generalization to this SOV framework of the Lyon group method9. The possibility to adapt
7See also the series of works [42, 43] where a first result concerning the computation of the form factors of local operators by SOV
was achieved for the special case of the generalized Ising model.
8It is worth remarking that the simplicity implies that the fused transfer matrices do not really add further information useful for the
spectrum characterization.
9Let us remark that this method has been introduced in [87] in the algebraic Bethe ansatz (ABA) framework [21]-[24] for the spin-1/2
XXZ quantum chain [18], [88]-[95] with periodic boundary conditions and then further developed in [96]-[108]. See also [109, 110] and
[111]-[113], for the extension of this method in the ABA framework, to the higher spin XXX quantum chain and to the open spin-1/2
6this approach to the τ2-model using the SOV framework is another motivation to this paper.
1.2 Organization of the paper
The paper is organized as follows. In section 2 we introduce the τ2-model for general cyclic representations,
pointing out its main properties and characterizing the representations for which its transfer matrix is self-adjoint.
In section 3 we characterize the spectrum (eigenvalues/eigenstates) for the most general representations by using
the quantum separation of variables only. In particular, we prove the simplicity of the τ2-spectrum and we show
how to reformulate the SOV characterization of the transfer matrix spectrum in terms of solutions of a functional
equation. In section 4 we consider the restriction of the τ2-model to self-adjoint representations for which we
show that a proper10 Baxter Q-operator is naturally induced from our SOV-characterization of the τ2-spectrum.
Moreover, we characterize the most general τ2-representations for which such a Baxter Q-operator is polynomial
in the spectral variable, leading to the proof of the completeness of the associate Bethe ansatz equations. In
section 5 we introduce an inhomogeneous version of the chiral Potts model and we characterize all its eigenstates
by those constructed for the τ2-transfer matrix. Moreover, we prove the normality of the chiral Potts transfer
matrix for the self-adjoint τ2-representations on the chP algebraic curves, which completely characterizes the
chiral Potts spectrum (eigenvalues/eigenstates) in terms of the one of the τ2-model. Finally, we prove that there
exists a nontrivial subvariety of these representations for which the simultaneous spectrum of chiral Potts model
and τ2-model is completely characterized by polynomial solutions to the associated Baxter equation also proving
a completeness statements for the solutions to Bethe ansatz equations. In appendix A, we give, in some details, the
construction of the SOV representation for the τ2-model. In appendix B, we reproduce, adapting to our notation,
the Baxter construction of the generalized Baxter Q-operator for the τ2-model, to point out the connections with
our SOV construction of the τ2-spectrum. Finally, appendix C describes in the most general framework of cyclic
representation some useful technical results.
2. The τ2 model
2.1 Definitions and first properties
The Lax operator which describes the τ2-model can be parametrized as follows11:
Ln(λ) ≡
(
λαnvn − βnλ−1v−1n un
(
q−1/2anvn + q
1/2
bnv
−1
n
)
u−1n
(
q1/2nvn + q
−1/2
dnv
−1
n
)
γnvn/λ− δnλ/vn
)
, (2.1)
where the an, bn, n, dn, αn, βn, γn and δn are constants associated to the site n that satisfy the relations:
αnγn = ann, βnδn = bndn, (2.2)
and we have denoted with un and vn the generators of the local Weyl algebras:
unvm = q
δn,mvmun ∀n,m ∈ {1, ...,N}. (2.3)
We will study the case where q ≡ e−iπβ2 is a p-root of unity:
β2 =
p′
p
, p ≡ 2l + 1, p′ ≡ 2l′ and l, l′ ∈ Z>0 → qp = 1. (2.4)
XXZ quantum chain [114]-[120] with diagonal boundary conditions, respectively.
10Here we are pointing out that this Q-operator define a one-parameter family of commuting operators which commute with the τ2-
transfer matrix.
11Up to different notations, this Lax operator coincides with that introduced in [3].
7In this case we can define a finite-dimensional representation of dimension p for each Weyl algebra Wn by introducing the
states:
| z 〉 ≡ | z1, . . . , zN 〉 with zi ∈ Sp ≡ {q2n;n = 0, . . . , 2l} and i ∈ {1, ...,N}, (2.5)
for which we have:
vn | z1, . . . , zN〉 = | z1, . . . , qzn, . . . , zN〉 ,
un | z1, . . . , zN〉 = zn| z1, . . . , zN〉 .
(2.6)
From the Lax operators, we can define the monodromy matrix by:
M(λ) =
(
A(λ) B(λ)
C(λ) D(λ)
)
≡ LN(λ) · · · L1(λ), (2.7)
which satisfies the quadratic relation known as the Yang-Baxter relation:
R(λ/µ) (M(λ)⊗ 1) (1⊗M(µ)) = (1⊗M(µ)) (M(λ) ⊗ 1)R(λ/µ) , (2.8)
w.r.t. the six-vertex (standard) R-matrix:
R(λ) =


qλ− q−1λ−1
λ− λ−1 q − q−1
q − q−1 λ− λ−1
qλ− q−1λ−1

 . (2.9)
The elements of M(λ) then generate a representation RN of dimension pN of the so-called Yang-Baxter algebra, this
representation is characterized by 6N parameters. In particular, the commutation relations (2.8) lead to the relation
[B(λ),B(µ)] = 0 for all λ and µ, and also to the mutual commutativity of the elements of the one-parameter family of
operators:
τ2(λ) ≡ trC2M(λ) = A(λ) + D(λ), (2.10)
known as transfer matrix. Let us introduce the operator:
Θ ≡
N∏
n=1
vn, (2.11)
which plays the role of a grading operator in the Yang-Baxter algebra12:
Lemma 1. Θ commutes with the transfer matrix. Moreover, it satisfies the following commutation relations with the ele-
ments of the monodromy matrix:
ΘC(λ) = qC(λ)Θ, [A(λ),Θ] = 0, (2.12)
B(λ)Θ = qΘB(λ), [D(λ),Θ] = 0. (2.13)
Besides, the Θ-charge allows to express the asymptotics of the transfer matrix in λ→ 0 and in λ→ ∞; in particular, from
the known form of the Lax operator, we derive the following expansions:
A(λ) =
(
λNΘ
N∏
a=1
αn + (−1)
Nλ−NΘ−1
N∏
a=1
βa
)
+
N−1∑
i=1
Aiλ
N−2i, (2.14)
D(λ) =
(
λ−NΘ
N∏
a=1
γa + (−1)
NλNΘ−1
N∏
a=1
δa
)
+
N−1∑
i=1
Diλ
N−2i, (2.15)
with Ai and Di being operators, and so13
lim
log λ→∓∞
λ±Nτ2(λ) =
(
Θ∓1a∓ +Θ
±1d∓
)
, (2.16)
12The proof of the lemma is given following the same steps of that of Proposition 6 of [33].
13Here, we have used the short notation limlog λ→±∞, where − stands for the limλ→0 and + stands for the limλ→+∞.
8where:
a+ ≡
N∏
a=1
αa, a− ≡ (−1)
N
N∏
a=1
βa, d+ ≡ (−1)
N
N∏
a=1
δa, d− ≡
N∏
a=1
γa. (2.17)
Let us denote by Στ2 the set of the eigenvalues t(λ) of the transfer matrix τ2(λ), then:
Στ2 ⊂ Ceven[λ, λ
−1]N for N even, Στ2 ⊂ Codd[λ, λ−1]N for N odd, (2.18)
where Cǫ[x, x−1]M is the linear space of the Laurent polynomials over the field C of degree M in the variable x that are
even or odd, as stated in the index ǫ. The Θ-charge allows to introduce the grading Στ2 =
⋃2l
k=0 Σ
k
τ2 , where:
Σkτ2 ≡
{
t(λ) ∈ Στ2 : lim
log λ→∓∞
λ−Nt(λ) =
(
q∓ka∓ + q
±kd∓
)}
, (2.19)
where to any t(λ) ∈ Σkτ2 corresponds simultaneous eigenstates of τ2(λ) and Θ with Θ-eigenvalue q
k
.
2.1.1 Quantum determinant
The quantum determinant:
detqM(λ) ≡ A(λ)D(q
−1λ)− B(λ)C(q−1λ), (2.20)
is a central element14 of the Yang-Baxter algebra (2.8) which has the factorized form:
detqM(λ) =
N∏
n=1
detqLn(λ), (2.21)
where:
detqLn(λ) ≡ (Ln(λ))11 (Ln(λ/q))22 − (Ln)12 (Ln)21 , (2.22)
are the local quantum determinants, which explicitly read:
detqM(λ) =
N∏
n=1
kn(
λ
µn,+
−
µn,+
λ
)(
λ
µn,−
−
µn,−
λ
)
= (−q)N
N∏
n=1
βnann
αn
(
1
λ
+ q−1
bnαn
anβn
λ)(
1
λ
+ q−1
dnαn
nβn
λ), (2.23)
where:
kn ≡ (anbnndn)
1/2 , µn,h ≡
{
iq1/2 (anβn/αnbn)
1/2
h = +,
iq1/2 (nβn/αndn)
1/2
h = −.
(2.24)
2.2 Self-adjoint representations
Lemma 2. Let ǫ ∈ {−1,+1}, if the parameters of the representation satisfy the constrains:
n = −ǫb
∗
n, dn = −ǫa
∗
n, βn = ǫ (a
∗
nbn) /α
∗
n, (2.25)
then the generators of the Yang-Baxter algebra obey the following Hermitian conjugation relations:
M(λ)† ≡
(
A†(λ) B†(λ)
C†(λ) D†(λ)
)
=
(
D(λ∗) −ǫC(λ∗)
−ǫB(λ∗) A(λ∗)
)
, (2.26)
which, in particular, imply that the transfer matrix τ2(λ) is self-adjoint for real λ. Besides, the quantum determinant has
the expression15:
detqM(λ) = q
N
N∏
n=1
|an|2|bn|2
|αn|2
(
1
λ
+ ǫq−1
|αn|2
|an|2
λ)(
1
λ
+ ǫq−1
|αn|2
|bn|2
λ). (2.27)
14See [56] and also [57] for an historical note on the centrality of the quantum determinant in the Yang-Baxter algebra.
15Remark that it only depends on the modulus of the parameters of Lax operators.
9Proof. It is simple to observe that the Lax operator of the τ2-model satisfies the equation (2.26), which can be also written
as:
(Ln(λ))
†
= σ1+δ1,ǫ Ln(λ
∗)σ1+δ1,ǫ −→ M(λ)
† = σ1+δ1,ǫ M(λ
∗)σ1+δ1,ǫ , (2.28)
that is (2.26) holds by definition of M(λ).
3. Characterization of τ2-spectrum: general representations
3.1 SOV representations
According to Sklyanin’s method [38, 39, 40], a separation of variables (SOV) representation for the spectral problem of
τ2(λ) is given by a representation where the commutative family of operators B(λ) is diagonal.
Theorem 1. For almost all the values of the 6N parameters of the representation, there exists a SOV representation for the
τ2-model, i.e. B(λ) is diagonalizable and has simple spectrum.
Proof. See appendix A for a constructive proof of this statement.
Let 〈 ηk | be the generic element of a basis of eigenvectors of B(λ):
〈 ηk |B(λ) = η
(kN)
N
bηk(λ) 〈 ηk | , bηk(λ) ≡
N−1∏
a=1
(
λ/η(ka)
a
− η(ka)
a
/λ
)
, (3.1)
and
ηk ∈ ZB ≡
{
(η(k1)
1
≡ qk1η
(0)
1 , . . . , η
(kN)
N
≡ qkNη
(0)
N
) ; k ≡ (k1, . . . , kN) ∈ Z
N
p
}
, (3.2)
where η(0)a are constants that are defined in appendix A. Here, the simplicity of the spectrum of B(λ) is equivalent to the
requirement
(
η
(0)
a
)p
6=
(
η
(0)
b
)p
for any a 6= b ∈ {1, . . . ,N−1}. The action of the remaining generators of the Yang-Baxter
algebra on arbitrary states16 〈 η| then reads:
〈 η |A(λ) = bη(λ)
[
λη
(+)
A
〈 q−δNη |+ λ−1η
(−)
A
〈 qδNη |
]
+
N−1∑
a=1
∏
b6=a
λ/ηb − ηb/λ
ηa/ηb − ηb/ηa
a
(SOV )(ηa) 〈 q
−δaη | , (3.3)
〈 η |D(λ) = bη(λ)
[
λη
(+)
D
〈 qδNη |+ λ−1η
(−)
D
〈 q−δNη |
]
+
N−1∑
a=1
∏
b6=a
λ/ηb − ηb/λ
ηa/ηb − ηb/ηa
d
(SOV )(ηa) 〈 q
δaη | , (3.4)
where a(SOV )(ηa) and d(SOV )(ηa) are coefficients which have to satisfy the quantum determinant condition:
detqM(ηr) = a
(SOV )(ηr)d
(SOV )(q−1ηr) , ∀r = 1, . . . ,N− 1 . (3.5)
Here, we have defined:
η
(±)
A
= (±1)N−1a±
N−1∏
n=1
η±1n , η
(±)
D
= (±1)N−1d±
N−1∏
n=1
η±1n , (3.6)
and the states 〈 q±δaη | are defined by:
〈 q±δaη | ≡ 〈 η1, . . . , q
±1ηa, . . . , ηN | . (3.7)
Finally, C(λ) is uniquely17 defined by the quantum determinant relation.
16From here on to simplify the notation, we will omit the subscript k in ηk as well as the superscript (ka) in the η(ka)a and we will
reintroduce them only when it will be strictly required.
17Note that the operator B(λ) is invertible except for λ which coincides with a zero of B, so in general C(λ) is defined by (4.5) just
inverting B(λ). This is enough to fix in an unique way the operator C as it is a Laurent polynomial of degree N− 1 in λ.
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3.2 Average values of Yang Baxter generators as central elements
We define the average value O of the elements of the monodromy matrix M(λ) by:
O(Λ) ≡
p∏
k=1
O(qkλ) , Λ ≡ λp, (3.8)
where O can be A, B, C or D and the commutativity of the families A(λ), B(λ), C(λ) and D(λ) implies that A(Λ), D(Λ)
are Laurent polynomials of degree N while B(Λ), C(Λ) are Laurent polynomials of degree N− 1 in Λ. Then the following
proposition holds:
Proposition 1.
a) The average values A(Λ), B(Λ), C(Λ), D(Λ) of the monodromy matrix elements are central. Besides, they satisfy the
relation:
(A(Λ))∗ = D(Λ∗), (B(Λ))∗ = −ǫC(Λ∗), (3.9)
in the case of self-adjoint representations.
b) Let18
M(Λ) ≡
(
A(Λ) B(Λ)
C(Λ) D(Λ)
)
(3.10)
be the 2×2 matrix whose elements are the average values of the elements of the monodromy matrix M(λ), it holds
then:
M(Λ) = L
N
(Λ)L
N−1(Λ) . . . L1(Λ) , (3.11)
where:
Ln(Λ) ≡
(
Λαpn − β
p
n/Λ q
p/2(apn + b
p
n)
qp/2(pn + d
p
n) γ
p
n/Λ− Λδ
p
n
)
(3.12)
is the 2×2 matrix whose elements are the average values of the elements of the Lax matrix Ln(λ).
Proof of a). B(Λ) is central as it follows by taking directly the average of (3.1) in the SOV representations:
B(Λ) = ZN
N−1∏
a=1
(Λ/Za − Za/Λ) , Za ≡ η
p
a =
(
η(0)a
)p
. (3.13)
From qp = 1, we have that A(Zr) and D(Zr) are central and related to the coefficients a(SOV )(qkηr) and d(SOV )(qkηr)
by
A(Zr) ≡
p∏
k=1
a
(SOV )(qkηr) , D(Zr) ≡
p∏
k=1
d
(SOV )(qkηr) , ∀r ∈ {1, . . . ,N− 1}. (3.14)
A(Λ)ΛN and D(Λ)ΛN are polynomials in Λ2 of degree N. The relations (3.14) and the simplicity of the B-spectrum give N
points in which these polynomials are central elements, and the centrality of the asymptotics of A(λ) and D(λ), as trivially
follows from (2.14)-(2.15), yields the centrality of A(Λ) and D(Λ). 
Proof of b). By using that B(λ) is diagonalizable and with simple spectrum in the entire chain as well as in each subchain,
the point b) follows inductively by the simple extension to our representations of the recursion relations on the averages of
the Yang-Baxter generators of Proposition 3 of [33].

18A similar statement was first proven in [44].
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3.3 SOV characterization of τ2-model
The spectral problem for τ2(λ) in the SOV representations is equivalent to the discrete system of Baxter-like equations for
the wave-function Ψt(η) ≡ 〈 η | t 〉 of a τ2-eigenstate | t 〉:
t(ηr)Ψt(η) = a
(SOV )(ηr)Ψt(q
−δrη) + d(SOV )(ηr)Ψt(q
δrη) ∀r ∈ {1, ...,N− 1}, (3.15)
plus the equation in the variable ηN:
Ψt(q
δNη) = q−kΨt(η), (3.16)
for t(λ) ∈ Σkτ2 with k ∈ {0, ..., 2l} where (η1, ..., ηN) ∈ ZB and
q±δrη ≡ (η1, . . . , q
±1ηr, . . . , ηN). (3.17)
Let us remark that the coefficients a(SOV )(ηr) and d(SOV )(ηr) which satisfy (3.5) and the average conditions (3.14) are
fixed up to the following gauge transformations:
a¯
(SOV )(ηr) = a
(SOV )(ηr)
f(ηrq
−1)
f(ηr)
, d¯(SOV )(ηr) = d
(SOV )(ηr)
f(ηrq)
f(ηr)
, (3.18)
which just amounts to a renormalization in the states of the B-eigenbasis:
〈 η | →
N−1∏
r=1
f−1(ηr)〈 η | . (3.19)
Here, we make the following choice of gauge:
a
(SOV )(λ) ≡
(
A(Λ)∏p
a=1 A(λq
a)
)1/p
A(λ), d(SOV )(λ) ≡
(
D(Λ)∏p
a=1 D(λq
a)
)1/p
D(λ), (3.20)
where:
A(λ) ≡
N∏
n=1
(βnαn)
1/2(
λ
µn,+
−
µn,+
λ
), D(λ) ≡
N∏
n=1
(
anbnndn
αnβn
)1/2(
qλ
µn,−
−
µn,−
qλ
). (3.21)
Remark 1. The average values Zr, Z±A , Z
±
D
,A(Zr) andD(Zr) are cleary unchanged by gauge transformations. Moreover,
as central elements of the representation, they are not modified by similarity transformations, and they characterize gauge-
invariant parameters of the SOV representation. Moreover, Proposition 1 uniquely defines the average values of the mon-
odromy matrix elements and allows to establish that A(Λ), B(Λ), C(Λ) and D(Λ) are polynomials of maximal degree 1 in
each of the parameters αpn, βpn, apn, bpn, cpn, dpn of the τ2-representation. Note that this also implies that the gauge-invariant
dates of the SOV representations (up to permutations) are uniquely defined in terms of these parameters. In particular,
denoting by σN−1n (Z) the elementary symmetric polynomial of degree n in the variables Zr, the σN−1n (Z)/σN−1N−1(Z) are
polynomials of degree 1 in the parameters of the τ2-representation.
3.4 Simplicity of τ2-spectrum
In this section we show that the spectrum of the transfer matrix τ2(λ) is non-degenerate (or simple). Let us prove that:
Lemma 3. For almost all the values of the parameters (αpn, βpn, apn, bpn, pn, dpn) the average values of the monodromy
matrix elements A(λ) and D(λ) satisfy the inequalities:
A(Za) 6= D(Za), ∀a ∈ {1, ...,N− 1}, (3.22)
where Za are the zeros of the average value of B(λ).
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Proof. Let us define the functions19:
Fa(α
p
n, β
p
n, a
p
n, b
p
n, 
p
n, d
p
n) ≡ AN(Za)−DN(Za), ∀a ∈ {1, ...,N− 1}. (3.23)
The Proposition 1 and the Remark 1 about the functional dependence of Z1, . . . , ZN−1 w.r.t. these parameters implies that
it is sufficient to show that the functions Fa are nonzero for some special value of the parameters in order to prove that they
are nonzero for almost all the values of the parameters αpn, βpn, apn, bpn, pn, dpn, which will prove the lemma. Note that the
following identities hold:
Fa |

α1β1 = b1d1 = 1a1 with (
p
1
+ d
p
1
) 6= (a
p
1
+ b
p
1
)
dn = an, n = bn, βn = −bnan/αn, n ∈ {2, ...,N},
= qp/2((p1 + d
p
1)− (a
p
1 + b
p
1))B2,N−1(Za), (3.24)
Here, we have used the decomposition of the chain in a first subchain 1, formed by the site 1, and a second subchain 2,
formed by the remaining sites. We also have used the identities:
(C1, 1 − B1, 1) = q
p/2((p1 + d
p
1)− (a
p
1 + b
p
1)), A1, 1(Λ) = D1, 1(Λ), (3.25)
B2,N−1(Λ) = C2,N−1(Λ), D2,N−1(Λ) = A2,N−1(Λ), (3.26)
which follows by using Proposition 1 for the special choice of the parameters done in (3.24). Then, we have only to show
that we can always take B2,N−1(Za) 6= 0 for any a ∈ {1, ...,N− 1}.
Note that from the identities:
detqM2,N−1(Λ) = (A2,N−1(Λ))
2 − (B2,N−1(Λ))
2, (3.27)
BN(Λ) = A1, 1(Λ)B2,N−1(Λ) + B1, 1A2,N−1(Λ), (3.28)
we have that B2,N−1(Za) = 0 if and only if Za is a double zero of detqM2,N−1(Λ). However, this is not the case in
general: by averaging the quantum determinant (2.23), we get the formula:
detqM2,N−1(Λ) ≡
N∏
n=2
a
p
nb
p
n
∏
h=±1
(Λ/Mn,h −Mn,h/Λ), Mn,+ = a
p
n/α
p
n, Mn,− = b
p
n/α
p
n, (3.29)
so the function detqM2,N−1(Λ) has not double zeros for general values of the parameters an, bn, αn.
Theorem 2. For almost all the values of the parameters αpn, βpn, apn, bpn, pn, dpn of a τ2-representation, the spectrum of
τ2(λ) is simple.
Proof. We have to prove that, up to normalization, for any given t(λ) ∈ Στ2 there exists only one solution to the system
(3.15) and (3.16). Let us denote by Ψ¯t(η) with η ∈ ZB any other solution corresponding to the same τ2-eigenvalue t(λ).
Then, we can define the q-Wronskian:
Wt,r(η) = Ψt(η) Ψ¯t(q
−δrη)− Ψ¯t(η)Ψt(q
−δrη), ∀r ∈ {1, ...,N− 1}, (3.30)
which by the system of Baxter-like equations (3.15) satisfies the equations:
a
(SOV )(ηr)Wt,r(η) = d
(SOV )(ηr)Wt,r(q
δrη), ∀r ∈ {1, ...,N− 1}. (3.31)
Thanks to the cyclicity the averages of the above equations read:
(A(Zr)−D(Zr))Wt,r(η) = 0 with Wt,r(η) ≡
2l∏
k=0
Wt,r(η1, . . . , q
kηr, . . . , ηN), (3.32)
which by Lemma 3 implies:
Wt,r(η) = 0, ∀η ∈ ZB and ∀r ∈ {1, ...,N− 1}. (3.33)
19From here, we will use the index N when it will be needed to point out that we are referring to the chain with N sites and we will
omit it otherwise.
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Note that this implies that the wave functions are proportional to the following factorization:
Ψt(η) ∝ η
−k
N
N−1∏
r=1
Qt(ηr) for t(λ) ∈ Σkτ2 , (3.34)
where the proportionality factor could depend on fixed parameters, such as
(
η
(0)
a
)p
, and the Qt(ηr) is the solution of the
discrete system of Baxter-like equations (3.15) for the fixed r ∈ {1, ...,N− 1}.
3.5 Characterization of τ2-eigenvalues as solutions of a functional equation
Let us define the following functions:
A¯(λ) ≡ α(λ)A(λ), D¯(λ) ≡ α−1(qλ)D(λ), (3.35)
where A(λ) and D(λ) are the Laurent polynomials defined in (3.21). Then, they always satisfy the condition:
detqM(λ) = A¯(λ)D¯(λ/q), (3.36)
while the function α(λ) is defined by the requirement:
p∏
n=1
A¯(λqn) +
p∏
n=1
D¯(λqn) = A(Λ) +D(Λ). (3.37)
Note that this last condition is a second order equation in the average
∏p
n=1 α(q
nλ) and then we have only two possible
choices for the averages of the functions A¯(λ) and D¯(λ):
p∏
n=1
A¯(λqn) = Ωǫ (Λ) ,
p∏
n=1
D¯(λqn) = Ω−ǫ (Λ) , (3.38)
where ǫ = ∓ and Ω± are the two eigenvalues of the 2 × 2 matrix M(Λ) composed by the averages of the Yang-Baxter
generators. Let us introduce the one-parameter family D(λ) of p× p matrix:
D(λ) ≡


t(λ) −D¯(λ) 0 · · · 0 −A¯(λ)
−A¯(qλ) t(qλ) −D¯(qλ) 0 · · · 0
0
.
.
.
.
.
.
.
.
. · · ·
.
.
.
.
.
. · · ·
.
.
.
.
.
.
.
.
. 0
0 . . . 0 −A¯(q2l−1λ) t(q2l−1λ) −D¯(q2l−1λ)
−D¯(q2lλ) 0 . . . 0 −A¯(q2lλ) t(q2lλ)


, (3.39)
where for now t(λ) is only a Laurent polynomial of degree N in λ, even for N even and odd for N odd.
Lemma 4. The determinant of the matrix D(λ) is a Laurent polynomial of maximal degree N in Λ ≡ λp, even for N even
and odd for N odd.
Proof. Let us start observing that D(λq) is obtained from D(λ) by exchanging the first and p-th column and then the first
and p-th row, so that
det
p
D(λq) = det
p
D(λ) ∀λ ∈ C, (3.40)
then detpD(λ) is a function of Λ. Let us observe now that detpD(Λ) admits the following expansion:
det
p
D(Λ) = −(A(Λ) +D(Λ)) − A(λ)D(λ/q) det
2l−1
D(1,2l+1),(1,2l+1)(λ)
−A(λq)D(λ) det
2l−1
D(1,2),(1,2)(λ) + t(λ) det
2l
D1,1(λ), (3.41)
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where D(h,k),(h,k)(λ) denotes the (2l− 1)× (2l− 1) sub-matrix of D(λ) obtained removing the rows and columns h and k.
The tridiagonality of the matrices D1,1, D(1,2),(1,2), D(1,2l+1),(1,2l+1) implies that their determinants coincide with those
of the matrices obtained substituting the functions A¯(λ), D¯(λ) with the Laurent polynomials A(λ), D(λ). Then, the lemma
follows as all the terms in the expansions (3.41) are Laurent polynomials with the same properties stated in the lemma.
The interest toward the function detpD(Λ) comes from the following result:
Lemma 5. Any t(λ) ∈ Στ2 is a solution of the functional equation:
det
p
D(Λ) ≡ 0. (3.42)
Proof. First note that the determinant detpD(Λ) depends from the coefficients A¯(µ) and D¯(µ/q) only through their products
(3.36) computed in µ ≡ qaλ with a = 1, ..., p (i.e. by the quantum determinant) and the sum of their averages (3.37)
computed in Λ (i.e. by the sum of the averages of the operators A and D). Indeed, this statement trivially follows from the
expansion (3.41) and from the tridiagonality of the matrices D1,1, D(1,2),(1,2), D(1,2l+1),(1,2l+1).
From the previous lemma, we only have to show that the determinant is zero in N − 1 points, and that the asymptotics in
±∞ are also zero. Let us observe that the SOV characterization of the τ2-spectrum implies that the system of equations
(3.15) admits a non-zero solution, i.e. t(λ) ∈ Στ2 only if:
det
p
D(ηpa) = 0 ∀a ∈ {1, ...,N− 1} and (η1, ..., ηN) ∈ ZB. (3.43)
Indeed, the SOV coefficients lead to the same values of the quantum determinant and the averages of A and D in the zeros
of B. Besides, we have:
lim
log Λ→∓∞
Λ±N det
p
D(Λ) = 0, (3.44)
which simply follows by observing that:
lim
log Λ→∓∞
Λ±N det
p
D(Λ) = − det
p
∥∥a∓δi,j−1 + d∓δi,j+1 − (q∓ka∓ + q±kd∓))δi,j∥∥ = 0, (3.45)
for t(λ) ∈ Σkτ2 and k ∈ {0, ..., 2l}.
Remark 2. The same type of functional equation detD(Λ) = 0 also appears for different quantum integrable models
in [58, 59, 60]. There, it stands for the functional relations which result from the truncated fusions of transfer matrix
eigenvalues. In the case of the τ2-model this type of fusion leads to the same type of equation, as it has been derived in
[12, 13, 17, 41].
3.6 Construction of τ2-eigenstates
Thanks to the previous results we can give a complete characterization of the set Στ2 and construct one τ2-eigenstate |t〉 for
any t(λ) ∈ Στ2 .
Theorem 3. Στ2 coincides with the set of solutions to:
det
p
D(Λ) = 0, ∀Λ ∈ C, (3.46)
in the class of functions (2.18). Then, we can associate a τ2-eigenstate:
Ψt(η) ≡ 〈 η1, ..., ηN | t 〉 = η
−k
N
N−1∏
r=1
Qt(ηr), (3.47)
to any t(λ) ∈ Σkτ2 , where Qt(λ) is the unique solution (up to quasi-constants) corresponding to t(λ) of the Baxter equation:
t(λ)Qt(λ) = A¯(λ)Qt(λ/q) + D¯(λ)Qt(qλ). (3.48)
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Proof. Lemma 5 implies that any element of Στ2 is a solution of (3.46). The reverse inclusion is given by the fact that the
condition (3.46) is just the requirement of the existence of a non-zero solution Qt(λ) of the equation (3.48). Then, t(λ)
and the Ψt(η) defined in (3.47) are solutions of the discrete system of Baxter-like equations (3.15) and (3.16) and so they
define a τ2-eigenvalue and the corresponding τ2-eigenstate. Let us show that Qt(λ) is unique; denoting with Q¯t(λ) any
other solution, we can define the q-Wronskian:
Wt(λ) = Qt(λ)Q¯t(q
−1λ)− Q¯t(λ)Qt(q
−1λ) , (3.49)
which by the Baxter equation satisfies the equation:
A¯(λ)Wt(λ) = D¯(λ)Wt(qλ) . (3.50)
Thanks to the cyclicity the average of the above equation reads:
(
p∏
k=1
A¯(λqk)−
p∏
k=1
D¯(λqk))Wt(Λ) = 0 with Wt(Λ) ≡
p∏
k=1
Wt(λq
k), (3.51)
which implies W (λ) ≡ 0, being:
p∏
k=1
A¯(λqk) 6=
p∏
k=1
D¯(λqk) or equivalently Ω+ (Λ) 6= Ω− (Λ) . (3.52)
It is then easy to see that this implies that Q¯t(λ) ≡ Qt(λ) up to quasi-constant normalization.
4. Characterization of τ2-spectrum: self-adjoint representations
4.1 SOV reconstruction of a Baxter Q-operator
The interest toward the self-adjoint representations of the τ2-model is due to the use of the spectral theorem. The τ2(λ)
transfer matrix is then diagonalizable and the Theorem 3 leads to the construction of the τ2-eigenbasis; this in particular
means that the self-adjointness of τ2(λ) forces the Baxter equation (3.48) to have a complete set of independent solutions.
Moreover, it is interesting to note that in the self-adjoint representations, from the results of our SOV analysis, a Baxter
Q-operator for the τ2-model is automatically reconstructed. In particular, we can define the operator:
Q(λ)|t〉 ≡ Qt(λ)|t〉 (4.1)
where Qt(λ) satisfies the Baxter equation (3.48) with t(λ) ∈ Σt and |t〉 is the corresponding τ2-eigenstate. Then, the set of
the τ2-eigenstates being complete and the function Qt(λ) being uniquely defined (up to quasi constants), the operator Q(λ)
is well defined, up to a quasi-constant scalar quantity, and clearly satisfies the properties:
Q(λ)τ2(λ) = A¯(λ)Q(λ/q) + D¯(λ)Q(λq), [Q(λ),Q(µ)] = 0, [τ2(λ),Q(µ)] = 0 ∀λ, µ ∈ C. (4.2)
In the next subsections we restrict our attention to special self-adjoint representations of the τ2-model. Similarly to the case
of the sine-Gordon model described in [33, 1, 2], we show that for these self-adjoint representations the transfer matrix
spectrum (eigenvalues and eigenstates) is completely characterized in terms of polynomial solutions of the associated
functional Baxter equation. Moreover, we prove the completeness of the set of the transfer matrix eigenstates constructed
by using SOV from the solutions of the associated Bethe ansatz equations.
4.2 Construction of polynomial Baxter equation solutions from τ2-eigenvalues
Let us consider the subvariety in the self-adjoint τ2-representations of real dimension 4N characterized by the constrains:
N∏
h=1
α∗h
αh
= 1,
bn
b
∗
n
=
an
a
∗
n
,
α∗n+1α
∗
n
αn+1αn
=
b∗n+1bn
bn+1b∗n
, ∀n ∈ {1, ...,N}. (4.3)
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Lemma 6. The Laurent polynomials:
a(λ) ≡ iN
N∏
n=1
βn
λ
(1 − i(1+ǫ)/2q−1/2
|αn|
|an|
λ)(1 − i(1+ǫ)/2q−1/2
|αn|
|bn|
λ), d(λ) ≡ qNa(−λq), (4.4)
where ǫ = ±, satisfy the equations:
det qM(λ) = a(λ)d(λ/q), ∀λ ∈ C, (4.5)
and
A(Λ) +D(Λ) =
p∏
n=1
a(λqn) +
p∏
n=1
d(λqn), ∀λ ∈ C. (4.6)
Proof. The condition (4.5) is trivially verified. The condition (4.6) is instead a consequence of Proposition 6 and, in
particular, of the average properties (B.63)-(B.64) once we prove that the coefficients a(λ) and aB(λ), defined in (B.38),
have the same average values. This last statement trivially follows by direct verification once we make the identifications:
rn ≡
(
−ǫ
bn−1αn−1
b
∗
n−1α
∗
n−1
)1/2
=
(
−ǫ
α∗nan
αna∗n
)1/2
∀n ∈ {1, ...,N}, (4.7)
which are consistent with the requirement of cyclicity (B.22) under the constrains (4.3).
Remark 3. Let us remark that the lemma can also be proven under the condition:
A(Λ) = D(Λ), (4.8)
and that the self-adjoint τ2-representations for which (4.8) holds also in any quantum site, i.e. those for which
(α1, ..., αN,a1, ...,aN,b1, ...,bN) ∈ R3N, is a subvariety of the one defined in (4.3).
It is worth remarking that, in the class of self-adjoint representations defined by the constrain (4.3), it results:
a+ = d+ and a− = d−. (4.9)
Then, in these representations, the transfer matrix spectrum presents a double degeneracy for |k| 6= 0, since the asymptotic
behaviour of a t(λ) ∈ Σkτ2 and a t
′(λ) ∈ Σ−kτ2 coincide. Such a degeneracy in the τ2-spectrum is resolved by the Θ-charge,
i.e. the couple (τ2(λ),Θ) has simple spectrum. The proof of this last statement can be given by adapting the proofs of
Proposition 5 and Lemma 2 of [33] to these self-adjoint representations of the τ2-model.
Theorem 4. Let us take a t(λ) ∈ Σkτ2 , then there exists, up to multiplicative quasi-constants, a unique polynomial of the
form:
Qt(λ) = λ
at
2lN−(bt+at)∏
h=1
(λh − λ), 0 ≤ at ≤ 2l, 0 ≤ bt + at ≤ 2lN, (4.10)
which satisfy the Baxter equation:
t(λ)Qt(λ) = a(λ)Qt(λq
−1) + d(λ)Qt(λq) ∀λ ∈ C, (4.11)
where:
at = ±k mod p, bt = ±k mod p. (4.12)
Proof. The uniqueness up to multiplicative quasi-constants is a consequence of Theorem 3. So we only have to prove the
existence of such a polynomial Qt(λ) and the fact that it has the form defined in (4.10) and (4.12). First, let us define the
matrix D˜(λ) by replacing A¯ and D¯ by a and d in D(λ). From the Lemma 6 and since the determinant of D(λ) only depends
of A¯ and D¯ via their average values and the quantum determinant, D(λ) and D˜(λ) have the same determinant. It is worth
noticing that the condition t(λ) ∈ Σkτ2 implies that the p × p matrix D˜(λ) has rank 2l for any λ ∈ C\{0}. Then denoting
with
Ci,j(λ) = (−1)i+j det
2l
D˜i,j(λ) (4.13)
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the (i, j) cofactor of the matrix D˜(λ), the matrix of elements these cofactors has rank 1 and so the vectors:
Vi(λ) ≡ (Ci,1(λ),Ci,2(λ), ...,Ci,2l+1(λ))T ∈ Cp ∀i ∈ {1, ..., 2l+ 1} (4.14)
satisfy the proportionality conditions:
Vi(λ)/Ci,1(λ) = Vj(λ)/Cj,1(λ) ∀i, j ∈ {1, ..., 2l+ 1}, ∀λ ∈ C. (4.15)
These conditions implies:
C2,2(λ)/C2,1(λ) = C1,2(λ)/C1,1(λ), (4.16)
and for (C.1) we can rewrite it as:
C1,1(λq)/C1,2l+1(λq) = C1,2(λ)/C1,1(λ). (4.17)
Moreover, from the relation:
C1,2l+1(λ) = qNC1,2(−λ/q), (4.18)
which follows from (C.1) and (C.2), (4.16) is also equivalent to:
C1,1(λq)C1,1(λ) = qNC1,2(λ)C1,2(−λ) = q−NC1,2l+1(λ)C1,2l+1(−λ), (4.19)
and from the condition detp D˜(Λ) = 0, we have:
t(λ)C1,1(λ) = a(λ)C1,2l+1(λ) + d(λ)C1,2(λ). (4.20)
Let us note that all the cofactors are Laurent polynomial of maximal degree20 2lN in λ:
Ci,j(λ) = Ci,jλ−2lN+ai,j
4lN−(ai,j+bi,j)∏
h=1
(λ
(i,j)
h − λ), (4.21)
as it follows from the form of a(λ), d(λ) and t(λ) ∈ Στ2 . Thanks to formula (C.2), the cofactor C1,1(λ) ∈ C[λ, λ−1]2lN is
even in λ:
C1,1(λ) = C1,1λ−2lN+2a˜1,1
2lN−(a˜1,1+b˜1,1)∏
i=1
(λ
(1,1)
i − λ)(λ
(1,1)
i + λ), (4.22)
then the cofactor equation (4.19) implies:
a1,2 = 2a˜1,1 ≡ 2a¯, b1,2 = 2b˜1,1 ≡ 2b¯, C
2
1,2 = C
2
1,1q
−2(N+b¯) (4.23)
and: (
λ
(1,1)
i
)2
=
(
λ
(1,2)
i
)2
≡ λ¯2i ,
(
λ
(1,2)
i+2lN−(a¯+b¯)
)2
=
(
λ¯i/q
)2
, (4.24)
with λ¯i 6= 0 for any i ∈ {1, ..., 2lN− (a¯+ b¯)} with a¯ and b¯ ∈ Z≥0. Then, we can write:
C1,1(λ) = C1,1λ−2lN+2a¯
2lN−(a¯+b¯)∏
i=1
(λ¯i + λ)(λ¯i − λ), (4.25)
C1,2(λ) = C1,2qa¯+b+Nλ−2lN+2a¯
2lN−(a¯+b¯)∏
i=1
(λ¯i + λ)(ǫiλ¯i − λq), (4.26)
where the ǫi = ±1. The property (C.12), the relations (4.18) and (4.17) imply that ∀i, ǫi = 1. Let us now introduce the poly-
nomials C1,1(λ), C1,2l+1(λ) and C1,2(λ) defined by simplifying the common factors in C1,1(λ)/C1,1, C1,2l+1(λ)/C1,2l+1
and C1,2(λ)/C1,2, respectively. Then, C1,1(λ) has the form:
C1,1(λ) =
N1,1∏
h=1
(λh − λ), with N1,1 ≤ 2lN− (a¯+ b¯). (4.27)
20The ai,j and bi,j are non-negative integers and λ(i,j)h 6= 0 for any h ∈ {1, ..., 4lN− (ai,j + bi,j)}.
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Here and in the following, we will write Zf(λ) to denote the set of the zeros of the function f(λ), then it holds:
ZC1,1(λ) ⊂ {λ¯1, ..., λ¯2lN−(a¯+b)}, 0 /∈ ZC1,1(λ), sp,λ0 6⊂ ZC1,1(λ), (4.28)
for any sp,λ0 ≡ (λ0, qλ0, ..., q2lλ0), a p-string of center λ0 ∈ C. Now, since by definition ZC1,1(λ) ∩ZC1,2(λ) = ZC1,1(λ) ∩
ZC1,2l+1(λ) = ∅, equation (4.17) implies:
C1,2l+1(λ) = qN1,1 C1,1(λq−1), C1,2(λ) = q−N1,1C1,1(λq). (4.29)
Then, equation (4.20) can be written as a Baxter equation for the polynomial C1,1(λ):
t(λ)C1,1(λ) = a¯(λ)C1,1(λq−1) + d¯(λ)C1,1(λq), (4.30)
with coefficients a¯(λ) ≡ qN1,1ϕa(λ) and d¯(λ) ≡ q−N1,1ϕ−1d(λ) and ϕ ≡C1,1/C1,2 =C1,2l+1/C1,1. Note that the consis-
tence21 of the above equation implies that ϕ is a p-root of the unit and then, by (4.23), we have ϕ ≡ q(b¯+N).
Let us define now the polynomial
Qt(λ) ≡ λ
atC1,1(λ) = λat
2lN−(at+bt)∏
h=1
(λh − λ), (4.31)
where:
N1,1 ≡ 2lN− (at + bt), at ∈ {0, ..., 2l}, bt ≡ b¯+mp, m ∈ Z
≥0; (4.32)
then q−at ≡ qN1,1ϕ, Qt(λ) is the desired solution of the Baxter equation (4.11) which belongs to C[λ]2lN. The character-
izations (4.12) are then trivial consequences of the asymptotics of t(λ) ∈ Σkτ2 plus those of the coefficients of the Baxter
equation (4.11) satisfied by Qt(λ).
Lemma 7. The polynomial solution Qt(λ) of the Baxter equation (4.11) associated to t(λ) ∈ Στ2 is a ǫ-real polynomial,
i.e. it satisfies the following complex-conjugation condition:
(Qt(λ))
∗ ≡ Qt(ǫλ
∗) ∀λ ∈ C, (4.33)
where ǫ = ±1 is the discrete parameter defined in (2.25). Then, the Baxter Q-operator, Q(λ) defined in (4.1), is ǫ-self-
adjoint and it is a polynomial of maximal degree 2lN in the spectral parameter λ.
Proof. Let us remark that the self-adjointness of the transfer matrix τ2(λ) and its parity properties imply:
(t(λ))∗ ≡ t(λ∗) and t(−λ) ≡ (−1)Nt(λ) ∀λ ∈ C, (4.34)
while the coefficients of the Baxter equations satisfy the complex-conjugation conditions:
(a(λ))
∗ ≡ ǫNd(ǫλ∗) ∀λ ∈ C. (4.35)
Then, under complex conjugation, the Baxter equation reads:
t(ǫλ∗) (Qt(λ))
∗
= d(ǫλ∗)
(
Qt(λq
−1)
)∗
+ a(ǫλ∗) (Qt(λq))
∗ ∀λ ∈ C, (4.36)
and so the injectivity of the map t(λ) ∈ Στ2 → Qt(λ) ∈ C[λ]2lN implies the condition (4.33).
Remark 4. For any t(λ) ∈ Στ2 the Theorem 4 defines a link between the corresponding polynomial solution of the Baxter
equation and a determinant of a (p − 1) × (p − 1) tridiagonal matrix. Let us note then in literature there exist also other
determinant characterizations of solutions of the Baxter equation. In the quantum periodic Toda chain, linear combinations
of determinants of semi-infinite tridiagonal matrices allow to express these solutions [61, 62, 63]. A careful analysis of the
τ2-model in the limit β2 → β¯2 with β¯2 irrational (i.e. p′, p→ +∞) is of clear interest as the dimension of the representation
21The proof of this statement coincides step by step with the proof given in Theorem 2 of [1].
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of the Weyl algebraWn and the size of the tridiagonal matrix, related to the Baxter equation solution, diverge. Subsequently,
one could ponder whether the characterization which holds in the case of the quantum periodic Toda chain also applies to the
τ2-model for irrational β¯2. This could lead to a reformulation22 of the τ2-spectrum in terms of solutions of nonlinear integral
equations (NLIE) related to the results in [66]. Interestingly, another DDV-type23 NLIE reformulation can be introduced
and it describe the complete τ2-spectrum thanks to the completeness of the Bethe ansatz.
4.3 Completeness of Bethe ansatz type equations
The previous analysis leads to the complete characterization of the transfer matrix spectrum (eigenvalue and eigenstate) in
terms of real (in the case ǫ = 1) or imaginary (ǫ = −1) polynomial solutions of the Baxter equation (4.11).
Proposition 2. To any τ2-self-adjoint representation which further satisfies the conditions (4.3) is associated a system of
Bethe ansatz type equations and there exists a one to one map between the set of all the p-strings free and ǫ-self-adjoint
solutions of it and the set Στ2 .
Proof. Let us construct the isomorphism. Theorem 4 and the previous lemma imply that to any t(λ) ∈ Σkτ2 it is associated
one and only one p-strings free and ǫ-self-adjoint24 solution (λ1, . . . , λ2lN−(at+bt)) of the system of Bethe ansatz equations:
a(λc)
d(λc)
= −q2at
2lN−(at+bt)∏
h=1
(qλc − λh)
(λc/q − λh)
, ∀c ∈ {1, ..., 2lN− (at + bt)}, (4.37)
with at = ±kmod p, bt = ±kmod p.
Conversely, given a p-strings free and ǫ-self-adjoint solution of (4.37) with a = ±bmod p, then it defines uniquely a ǫ-real
polynomial Q(λ) by the equation (4.10). Now, by using Q(λ) we can construct the function:
t(λ) = (a(λ)Q(q−1λ) + d(λ)Q(qλ))/Q(λ) , (4.38)
which thanks to the Bethe equations (4.37) is nonsingular for λ = λc, ∀c ∈ {1, . . . , 2lN− (a+ b)} and is a ǫ-real Laurent
polynomial of degree N in λ. Moreover, we can also construct two states | t±a 〉 by inserting Q(λ) in equation (3.47). So,
t(λ) and Ψt(η) ≡ 〈η1, ..., ηN | t 〉 satisfy the system (3.15) and (3.16), for k = ±a. Then the fixed solution of the Bethe
equation allows us to reconstruct uniquely the τ2-eigenvalue t(λ) and the simultaneous eigenstates | t±a 〉 of τ2(λ) and Θ,
with Θ-eigenvalue q±a.
Note that the previous results can be rephrased as completeness of the Bethe ansatz type equations generated by SOV, as
from this type of Bethe solutions we can reconstruct the complete set of τ2-eigenstates.
5. Spectrum characterization of the inhomogeneous chiral Potts model
In [3] Bazhanov and Stroganov have proven the following remarkable connections between the integrable chiral Potts model
and the τ2-model:
i) The fundamental R-matrix intertwining the τ2-Lax operator in the quantum space is given by the product of four chiral
Potts Boltzmann weights.
22NLIE has been used first to reformulate the spectrum of integrable quantum models in [64, 65]. Similar NLIE were presented in [66]
and also in [67, 68, 55, 69].
23This type of NLIE was introduced and analyzed in [70]-[77] for the fermionic lattice regularizations of the sine-Gordon model, see
also [78]-[81] for a related model.
24It means that the tuple (λ1, . . . , λ2lN−(at+bt)) satisfies the following property under complex conjugation:
(λ∗1, . . . , λ
∗
2lN−(at+bt)) = (ǫλpi(1), . . . , ǫλpi(2lN−(at+bt)))
where π is a permutation of the indexes {1, ..., 2lN− (at + bt)}.
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ii) The transfer matrix of the chiral Potts model is a Baxter Q-operator for the τ2-model.
Both these statements are true when the τ2-model is restricted to parametrization by points on the algebraic curves25 Ck. In
this section, we use the property ii) to characterize the eigenstates of the inhomogeneous chiral Potts transfer matrix by the
SOV construction.
5.1 Transfer matrix of chiral Potts model as Baxter operator of τ2-model on the chP curves
Let us consider the following tuple p≡ (ap, bp, cp, dp) ∈ C4 and let us introduce the following notations:
xp ≡ ap/dp, yp ≡ bp/cp, sp ≡ dp/cp, tp ≡ xpyp, k
2 + (k
′
)2 = 1, (5.1)
then the algebraic curve Ck of modulus k is by definition the locus of the points p which satisfy the equations:
xpp + y
p
p = k(1 + x
p
py
p
p ), kx
p
p = 1− k
′
s−pp , ky
p
p = 1− k
′
spp . (5.2)
Similarly to [3], we can introduce the parametrization:
λαn ≡ −t
−1/2
p bqnbrn , bn/rq
1/2 ≡ (xp/yp)1/2aqndrn/q
2,
βn/λ ≡ −t
1/2
p dqndrn , q
1/2
an/r ≡ −(xp/yp)1/2cqnbrn ,
δnλ ≡ q−2t
−1/2
p aqnarn , q
1/2
dnr ≡ −(yp/xp)1/2dqnarn ,
γn/λ ≡ t
1/2
p cqncrn , q
−1/2
nr ≡ (yp/xp)1/2bqncrn ,
(5.3)
of the τ2-Lax operator in terms of the points p, qn and rn of the curve (5.2) of modulus k. Note that we can identify:
r ≡ (yp/xp)
1/2, (5.4)
so that the off-diagonal elements of the τ2-Lax operator do not depend on the point p on the curve and the parameter t−1/2p
is then proportional to our spectral parameter:
t−1/2p ≡ λ/c0. (5.5)
Then, we can introduce the operator TchPλ , characterized by the kernel26:
TchPλ (z, z
′) ≡ 〈z|TchPλ |z
′〉 =
N∏
n=1
Wqnp(zn/z
′
n)W¯rnp(zn/z
′
n+1), (5.6)
in the left and right un-eigenbasis (2.5), where the functionsW and W¯ are defined in (B.1). TchPλ coincides with the transfer
matrix of the inhomogeneous chiral Potts model [3]. As anticipated, TchPλ is a Baxter Q-operator w.r.t. the τ2-transfer matrix:
τ2(λ)T
chP
λ = aBS(λ)T
chP
λ/q + dBS(λ)T
chP
qλ , (5.7)
where the coefficients read:
aBS(λ) = (−1)
N
N∏
n=1
βnfpqnrn(
1
λ
+ q−1
αndn
βnn
λ)
1 + q
1/2λbn
βnr
1 + λαn
q1/2rn
, (5.8)
dBS(λ) = (−1)
N
N∏
n=1
βnfpqnrn(
1
λ
+ q
αnbn
βnan
λ)
1− λdnr
q1/2βn
1− q
1/2rλαn
an
, (5.9)
and:
fpqnrn =
Wqnp(z(l))
Wqnp(z(0))
W¯rnp(z(l))
W¯rnp(z(0))
. (5.10)
25See the next subsection for precise definitions.
26For a direct comparison see formula (4.12) of [122] with the following identifications:
zj ≡ q
2σ′j , z
′
j ≡ q
2σj ∀j ∈ {1, ...,N}.
Note that TchPλ is well defined, the W -functions (B.1) being cyclic functions of their arguments.
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Note that to write these coefficients we have inverted the formulae (5.3):
xqn
yp
= −q3/2
λbn
βnr
,
xrn
xp
= q1/2
λdnr
βn
, (5.11)
yqn
xp
= q−1/2
rλαn
an
,
yrn
yp
= −q1/2
λαn
rn
, sqnsrn = −
αnβn
nan
. (5.12)
It is worth pointing out that while the Baxter equation (5.7) holds in the general inhomogeneous representations, the com-
mutativity properties:
[τ2(λ),T
chP
λ ] = 0, [T
chP
λ ,T
chP
µ ] = 0 ∀λ, µ ∈ C (5.13)
only hold under the further restrictions:
qn ≡ rn ∀n ∈ {1, ...,N}. (5.14)
Moreover, we also have:
[Θ,TchPλ ] = 0, (5.15)
as it simply follows by computing the matrix elements on the left and right un-eigenbasis:
〈z|ΘTchPλ |z
′〉 = 〈z1/q, ..., zN/q|T
chP
λ |z
′〉 =
N∏
n=1
Wqnp(zn/qz
′
n)W¯rnp(zn/qz
′
n+1)
= 〈z|TchPλ |qz
′
1, ..., qz
′
N
〉 = 〈z|TchPλ Θ|z
′〉. (5.16)
5.2 General representations: spectrum simplicity and eigenstates characterization
Let us denote with RchP
N
the subvariety of the τ2-representations of real dimension 4N+ 4 parametrized by:
αn = −b
2
qn/c0, bn = −dn/q = −aqndqn/q
3/2, (5.17)
βn = −c0d
2
qn , n = −anq = bqncqnq
1/2, (5.18)
and27:
c0 ∈ C, qn ∈ Ck, k ∈ C. (5.19)
Now, for the representationsRchP
N
, we can prove:
Proposition 3. All right and left eigenstates of the transfer matrix TchPλ are eigenstates of τ2(λ) with corresponding eigen-
values related by the functional Baxter equation:
t(λ) =
aBS(λ)q
chP
λ/q + dBS(λ)q
chP
qλ
qchPλ
, (5.20)
where qchPλ denotes the TchPλ -eigenvalue. Moreover, for almost all the representations in RchPN , qchPλ is non-degenerate and
the simultaneous eigenstate of (TchPλ , τ2(λ)) is the one associated to the eigenvalue t(λ) as constructed in Theorem 3.
Proof. The first statement concerning right eigenstates is a simple and well known consequence of the Baxter equation
(5.7) from which we also have that the corresponding τ2-eigenvalue t(λ) is given by (5.20). To prove the statement for
left eigenstates we also have to use the first commutation relation in (5.13). Now, the fact that the τ2-spectrum is simple
for almost all the representations in RchP
N
implies the remaining statements of the proposition, once we recall that the τ2-
spectrum characterization of Theorem 3 holds for completely general representations and so in particular for RchP
N
.
Remark 5. There exists a proper subvariety of RchP
N
for which τ2(λ) has double degeneracy eigenvalues. In these repre-
sentations we have shown that the degeneracy is resolved by the charge Θ then, thanks to the commutativity (5.15), it is the
simultaneous spectrum of Θ and TchPλ that is simple here.
27Note that the dimension of RchPN is defined by counting two independent complex parameters for each points qn ∈ Ck. For example
aqn and dqn can be taken as independent complex parameters while the other two bqn and cqn are fixed by the equations of the curve Ck.
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5.3 Self-adjoint representations: complete spectrum characterization
The Proposition 3 characterizes completely the TchPλ -eigenspace showing that it is contained in the τ2-eigenspace. The
reverse inclusion of eigenspaces however is not proven for generalRchP
N
. To clarify this point it is worth to remark that while
TchPλ and τ2(λ) are both one-parameter families of commuting operators, their mutual commutativity is proven only when
the spectral parameters coincide, see (5.13). This means that we cannot argue, by using this commutativity only28, that the
τ2-eigenstates are eigenstates of TchPλ ; in fact, there may be some residue degeneracy in the τ2-spectrum for fixed value of the
spectral parameter. Note that the simplicity property of τ2-spectrum only says that, taken any two different τ2-eigenstates,
the corresponding two τ2-eigenvalue functions are not identical. This is a less strong statement that: for any τ2-eigenstate
| t 〉 there exists at least one value λt of the spectral parameter such that the τ2-eigenvalue in λt is non-degenerate. If this
last statement can be shown, the commutativity (5.13) implies the coincidence of the τ2 and TchPλ -eigenspaces.
Of course, the diagonalizability of TchPλ defines a sufficient criterion to overcome deeper analysis of the τ2-spectrum degen-
eracy. Indeed, in this case the Proposition 3 directly implies that the TchPλ -eigenbasis is simultaneously a τ2-eigenbasis. Then
it is relevant to know the precise characterization of the representations of RchP
N
for which the chiral Potts transfer matrix
TchPλ is proven to be diagonalizable. Here, we prove that this holds in particular for the representations on the non-trivial
curves for which the τ2-transfer matrix is self-adjoint. Let us denote with RChP,s-adjN ≡ RchPN ∩ RS-adjN such subset of RchPN ,
then the following characterization holds:
Lemma 8. The subvarietyRChP,s-adj
N
is characterized by (5.17)-(5.19) and the following points qn on the chP curves:
qn = (aqn , ǫqǫ0,na
∗
qn , ǫ0,nd
∗
qn , dqn) ∈ Ck, ǫ0,n = ±1, k
∗ = ǫk, (5.21)
where we have fixed c0 = 1, just to simplify the parametrization.
Proof. This subvariety is of real dimension 3N+ 1 and it is parametrized by:
βn = −
(a∗n)
2
qα∗n
, dn = −ǫa
∗
n, n = −anq, bn = ǫa
∗
n/q, (5.22)
with:
αn = −(qa
∗
qn)
2, an = −ǫq
1/2a∗qnd
∗
qn , (5.23)
where the point qn is characterized by (5.21). Indeed, it is a trivial check to verify that the above parametrization satisfies
both the condition (2.25) and those definingRchP
N
. The ǫ-reality condition on the modulus k of the chP curves is then derived
from the equation of the curve29:
k =
ϕpxqn
+ ǫϕ−pxqn
ǫ|xqn |
p + 1/|xqn |
p
, (5.24)
where we have denoted xqn = ϕxqn |xqn | with ϕxqn the phase of xqn .
Lemma 9. Let q be a point on the algebraic curve characterized by the condition (5.21), then the W-functions (B.1) satisfy
the following property under complex conjugation:
(
Wqp(z(n))
Wqp(z(0))
)∗
=
W¯qp(z(p− n))
W¯qp(z(0))
∀z ∈ Sp, (5.25)
where we have the following restriction on the point p∈ Ck, with k∗ = ǫk:
x∗p = ǫq
−1xp, y
∗
p = ǫqyp, s
∗
p = sp. (5.26)
28Note that the reverse statement is proven thanks to the Baxter equation (5.7).
29It is worth noticing that for ǫ = 1 the equation (5.24) implies the following restriction on the modulus of the curve k ∈]− 1, 1[.
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Proof. It is important to point out that the restrictions on the point p are compatible with the condition p∈ Ck. Now, by the
definition (B.1) and the condition (5.21) satisfied by the point q and (5.26), we have:
(
Wqp(z(n))
Wqp(z(0))
)∗
= (spsq)
−n
n−1∏
k=0
yp − q2kyq
q−2xq − q2kxp
(5.27)
where we have used that s∗q = s−1q and s∗p = sp. Once we use the cyclicity condition satisfied by the W¯qp(z), the r.h.s. of
the above equation coincides with the r.h.s. of (5.25).
Proposition 4. For any representation inRchP,s-adj
N
, the inhomogeneous chiral Potts transfer matrix TchPλ is a one-parameter
family of normal operators w.r.t. the points p defined in (5.26). In particular, it satisfies the following Hermitian conjugation
property: (
TchPλ
∣∣
(p,qn)
)†
= g(p,qn) Tˆ
chP
λ
∣∣∣
(p,qn)
, g(p,qn) ≡
N∏
n=1
W ∗qnp(z(0))W¯
∗
qnp(z(0))
Wqnp(z(0))W¯qnp(z(0))
, (5.28)
where TˆchPλ is the second chiral Potts transfer matrix defined by:
TˆchPλ
∣∣∣
(p,qn)
(z, z′) ≡ 〈z|TˆchPλ |z
′〉 =
N∏
n=1
Wqnp(zn+1/z
′
n)W¯qnp(zn/z
′
n). (5.29)
Proof. The proof of (5.28) is a simple consequence of the previous lemma, then the known commutativity [3]:
[TchPλ
∣∣
(p,qn)
, TˆchPλ′
∣∣∣
(p′,qn)
] = 0 ∀p, p′ ∈ Ck, (5.30)
implies the statement of normality thanks to (5.26).
Let us denote with ΣTchPλ the set of all the eigenvalue functions of T
chP
λ , then:
Theorem 5. For any representation in RchP,s-adj
N
the formula (5.20) defines a one-to-one map between the eigenvalue sets
ΣTchP
λ
and Στ2 . Moreover, Theorem 3 allows to construct the full (TchPλ , τ2(λ),Θ)-eigenbasis associating to any t(λ) ∈ Στ2
the corresponding eigenstate.
Proof. The diagonalizability of TchPλ implies, thanks to Proposition 3, that TchPλ shares with τ2(λ) and Θ a complete set of
eigenstates from which the statement about the eigenvalue functions follows. Then, the map (5.20) being an isomorphism,
we can label all the eigenstates of TchPλ in terms of the eigenvalues of τ2(λ) andΘ and, by using Theorem 3, we can construct
the entire simultaneous eigenbasis.
5.4 Completeness of Bethe ansatz type equations
Let us denote with R¯chP,s-adj
N
the subset of RchP,s-adj
N
which contains the representations which satisfy the constrains (4.3).
Then the following characterization holds:
Lemma 10. In the case of N even, the subvariety R¯chP,s-adj
N
is characterized by (5.17)-(5.19) and the points qn on the curves
(5.21) with moreover:
aq2n+i = ±ǫ¯
1/2
2n+iϕ
(1−2δi,0)
aq1
q2δi,0 |aq2n+i |, dq2n+i = ±ǫ
1/2
1,2n+iǫ¯
−1/2
2n+i
(
ϕaq1 /q
)(2δi,0−1) |dq2n+i |, i = 0, 1, (5.31)
where ϕaq1 is the phase of aq1 and
ǫ¯n =
n−1∏
h=1
ǫ2,h, ǫ1,n = ±1, ǫ2,n = ±1. (5.32)
In the case of N odd, R¯chP,s-adj
N
is obtained by the further requirements:
ϕ2aq1
= ±q2, ǫ1,n = ǫ ∀n ∈ {1, ...,N}. (5.33)
24
Proof. Let us impose the second and third conditions of (4.3), these together with (5.22) imply:
(
a
∗
n
an
)2
= q2,
α∗n+1
αn+1
=
αn
α∗n
, (5.34)
from which the first condition in (4.3) is automatically satisfied for N even while it imposes αn ∈ R for N odd. The
conditions (5.34) imply for the points qn the constrains:
dqn
d∗qn
= ǫ1,nq
2
a∗qn
aqn
, q2
a∗qn+1
aqn+1
= ǫ2,n
aqn
q2a∗qn
, (5.35)
with ǫi,n = ±1. Then, the parametrization for the points qn is given by (5.21) plus (5.31) and the equations of the curves
for these points qn read:
k = (ǫ1,2n+iǫ)
(1−δi,0) ǫ¯2n+i (ǫ1,2n+i)
1/2
ϕ2paq1
+ ǫ1,2n+iǫϕ
−2p
aq1
ǫ|xq2n+i |
p + 1/|xq2n+i |
p
. (5.36)
In the case N even we do not have to add further constraints, and it is then clear that the subvariety R¯chP,s-adj
N
can be for
example parameterized by the N + 2 parameters (k, |dq1 |, |aq1 |, |aq2 |, ...., |aqN |). In the case N odd we have still to impose
αn ∈ R, which reads:
ϕ2aq1
= ±q2. (5.37)
In this case, only the choices:
ǫ1,n = ǫ ∀n ∈ {1, ...,N}, (5.38)
lead to non-trivial curves, k 6= 0:
k =
±2ǫ¯nǫ
1/2
ǫ|xqn |
p + 1/|xqn |
p
, (5.39)
and so it is clear that the subvariety R¯chP,s-adj
N
can be for example parameterized by the N+1 parameters (k, |aq1 |, ...., |aqN |).
The interest toward these representations is due to the complete characterization of the τ2-eigenbasis by the ǫ-self-adjoint
solutions of the associated Bethe equations (4.37).
Theorem 6. For any representation in R¯chP,s-adj
N
, there is a one to one map between ΣTchPλ and the set of all the ǫ-self-adjoint
solutions of the system of Bethe ansatz type equations (4.37). Moreover, the two simultaneous eigenstates of TchPλ and Θ
corresponding to the given qchPλ ∈ ΣTchPλ are then constructed by inserting in equation (3.47) the ǫ-real polynomial Q(λ)
defined by (4.10) in terms of this Bethe equation solution.
Proof. The isomorphism stated in the above theorem is just the composition of two isomorphisms. First, since by definition
R¯chP,s-adj
N
⊂ RchP,s-adj
N
, the isomorphism defined in Theorem 5 holds and (5.20) associates to any eigenvalue qchPλ ∈ ΣTchPλ one
and only one t(λ) ∈ Στ2 , and viceversa. Then, we can use the Theorem 4 to uniquely associate the ǫ-real polynomial Q(λ)
defined by (4.10) whose zeros define a ǫ-self-adjoint solution of the Bethe system of equations (4.37). The uniqueness of
the polynomial Q(λ) is proven as in Theorem 3, indeed for any representation in R¯chP,s-adj
N
, the coefficients of the Baxter
equation (4.11) have different average values:
∏p
n=1 a(λq
n)∏p
n=1 d(λq
n)
= (−1)N
N∏
n=1
(1− |xqn |Λ)
2
(1 + |xqn |Λ)
2
6= 1. (5.40)
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6. Outlook
One of our motivations to the present work is to define the required SOV setup to generalize the approach used in [82] to the
τ2-model associated to the most general cyclic representations of the 6-vertex Yang-Baxter algebra, such a generalization
will be presented in [121]. There, the obtained reconstruction of local operators in terms of quantum separate variables and
the derived determinant formula for the scalar products of states are used to compute the form factors of local operators
on the transfer matrix eigenstates and to express them as sums of determinants given by simple modifications of the scalar
product ones.
It is worth mentioning that this approach is not restricted to cyclic representations of 6-vertex Yang-Baxter algebras, as it is
addressed to the large class of integrable quantum models whose spectrum (eigenvalues & eigenstates) can be determined by
implementing Sklyanin’s quantum separation of variables. Such a statement has already been verified for some key quantum
integrable models associated to highest weight representations of the Yang-Baxter algebras and their generalization; these
results will appear shortly in a series of papers.
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A. Constructive proof of the existence of cyclic SOV representations
In the following subsections we will show by recursive construction the Theorem 1.
A.1 Recursive construction of B-eigenstates
Similarly to [1], we will construct the eigenstates 〈 η | of B(λ) ≡ BN(λ) recursively by induction on N. In particular,
assuming we have the BM-eigenbasis for any M < N, the eigenstates 〈 η | of BN(λ) can be written in the following form
〈 η | =
∑
χ
1
∑
χ
2
K
N
( η |χ
2
|χ
1
) 〈χ
2
| ⊗ 〈χ
1
| , (A.1)
in terms of 〈χ
2
| and 〈χ
1
|, respectively, the BM-eigenstates and the BN−M -eigenstates with eigenvalues defined as in (3.1)
by the tuples χ
2
= (χ
2a)a=1,...,M and χ1 = (χ1a)a=1,...,N−M. Computing the kernel KN( η |χ2|χ1 ) will give the recursive
construction of the states 〈 η |.
SOV-representation for N = 1: let us construct first the SOV representation for N = 1. We introduce the states:
〈η
(0)
1 q
h1 | ≡
p∑
k=1
q−k(h1+1/2)
∏k
r=1(q
r−1/2
a1 + q
−(r−1/2)
b1)
(ap1 + b
p
1)
k/p
〈1, k|, ∀h1 ∈ {1, ..., p}, (A.2)
where 〈1, k| are the states of the v1-eigenbasis. 〈η(0)1 qh1 | for h1 ∈ {1, ..., p} then defines a B1-eigenbasis:
〈η
(0)
1 q
h1 |B1 = η
(0)
1 q
h1〈η
(0)
1 q
h1 | with
(
η
(0)
1
)p
≡ qp/2(ap1 + b
p
1). (A.3)
Subsequently, A1(λ) and D1(λ) have the following representation in the B1-eigenbasis:
〈η
(0)
1 q
h1 |A1(λ) = λα1〈η
(0)
1 q
h1−1|−β1λ
−1〈η
(0)
1 q
h1+1|, 〈η
(0)
1 q
h1 |D1(λ) = γ1λ
−1〈η
(0)
1 q
h1−1|−δ1λ〈η
(0)
1 q
h1+1|. (A.4)
A.1.a Reconstruction of the kernel KN( η |χ2|χ1 ) w.r.t. χ2 a=1,...,M−1 and χ1 a=1,...,N−M−1.
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The decomposition
BN(λ) = A2 M(λ)B1 N−M(λ) + B2 M(λ)D1 N−M(λ) (A.5)
implies that the matrix elements of the kernel KN( η |χ2;χ1 ) satisfy the equations(
A2 M(λ)B1 N−M(λ) + B2 M(λ)D1 N−M(λ)
)t
K
N
( η |χ
2
;χ
1
)
= ηN
N−1∏
a=1
(λ/ηa − ηa/λ) KN( η |χ2;χ1 ) ,
(A.6)
where Ot stays for the transpose of an operator O. Taking
χ1aq
h1 /∈ ZdetqM1,N−M(λ), χ2bqh2 /∈ ZdetqM2,M(λ) and χ1aqh1 6= χ2bqh2 , (A.7)
where hi ∈ {1, ..., p}, a ∈ {1, ...,N−M} and b ∈ {1, ...,M}, the previous equations can be written as recursion relations
for the kernel w.r.t. χ1a and χ2b by simply fixing λ = χ1a=1,...,N−M−1 and λ = χ2 b=1,...,M−1. Indeed, for λ = χ1a the
(A.6) leads to
K
N
( η |χ
2
|q−δaχ
1
) d
(SOV )
1 (q
−1χ
1a) χ2M
M−1∏
b=1
(χ
1a/χ2b − χ2b/χ1a)
= K
N
( η |χ
2
;χ
1
) ηN
N−1∏
b=1
(χ
1a/ηb − ηb/χ1a) ,
(A.8)
while for λ = χ2a it holds
K
N
( η | qδaχ
2
|χ
1
) a
(SOV )
2 (q
+1χ
2a) χ1N−M
N−M−1∏
b=1
(χ
2a/χ1b − χ1b/χ2a)
= K
N
( η |χ
2
; η
1
) ηN
N−1∏
b=1
(χ
2a/ηb − ηb/χ2a) .
(A.9)
Here d(SOV )1 (χ1a) and a
(SOV )
2 (χ2a) are the known coefficients of the SOV representations in the subchains 1 and 2 while
q±δr is defined in (3.17).
A.1.b Reconstruction of the kernel KN( η |χ2|χ1 ) w.r.t. χ2 M and χ1 N−M.
In the τ2-model the form of the asymptotics of the Yang-Baxter generators w.r.t. λ leads to some complication in the
computation of the recursions satisfied by the kernel w.r.t. the variables χ
2 M
and χ
1 N−M. Here, we show that just doing a
discrete Fourier transform w.r.t. these variables we get a simpler characterization. Let us introduce the state:
〈η
(0)
N qhN , η
(0)
N−1q
hN−1 , ...., η
(0)
1 q
h1 | =
p∑
kN=1
qkNhN〈η
(0)
N q
kN , η
(0)
N−1q
hN−1 , ...., η
(0)
1 q
h1 |, (A.10)
then it is an eigenstates of the Θ-charge:
〈η
(0)
N qhN , {ηi}|ΘN = q
hN〈η
(0)
N qhN , {ηi}| (A.11)
and moreover it holds:
〈η
(0)
N qhN , {ηi}|BN(λ) = η¯N
N−1∏
n=1
(
λ
ηn
−
ηn
λ
)
〈ηNqhN+1, {ηi}|. (A.12)
Note that by using the recursion formula (A.1) and the representation (A.10) we get:
〈η
(0)
N q
hN , {ηi}| =
∑
χ
1
∑
χ
2
K¯
N
( η |χ
2
|χ
1
)〈χ2, M, χ2, a| ⊗ 〈χ1, N−M, χ1, a|, (A.13)
with
K¯N(η|χ¯2, Mq
h2, M , {χ2, a}|χ¯1, N−Mq
h1, N−M , {χ1, a}) =
1
p2
p∑
k2, M,k1, N−M=1
q−(k1, N−Mh1, N−M+k2, Mh2, M)KN(η|χ¯2, Mq
k2, M , {χ¯2, a}|χ¯1, N−Mq
k1, N−M , {χ1, a} ). (A.14)
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To obtain the dependence of K¯N w.r.t. χ2, M and χ1, N−M, let us introduce the asymptotic operators B(∓)N whose action
reads:
〈 η |B
(∓)
N ≡ (∓1)
(N−1) lim
log λ→∓∞
λ±(N−1)〈 η |BN(λ) = ηN
N−1∏
i=1
η±1i 〈 η |, (A.15)
while the decomposition (A.5) implies:
B
(∓)
N = a∓,2Θ
∓
2
χ1, N−M
N−M−1∏
i=1
χ±1
1, i + d∓,1Θ
±
1
χ2, M
M−1∏
i=1
χ±1
2, i. (A.16)
Acting on the generic state 〈η(0)N , {ηi}| with B(∓)N we get a system of two equations:
K¯
N
( η |χ
2
|χ
1
) = xǫK¯N( η |χ2|q
−δN−Mχ
1
) + yǫK¯N( η | q
−δMχ
2
|χ
1
), ǫ = ±1. (A.17)
Here the coefficients read:
xǫ ≡
aǫ,2q
ǫh2, M χ¯1, N−M
∏
N−M−1
i=1 χ
−ǫ
1, i
η¯N
∏
N−1
i=1 η
−ǫ
i
, yǫ ≡
dǫ,1q
−ǫh1, N−M χ¯2, M
∏M−1
i=1 χ
−ǫ
2, i
η¯N
∏
N−1
i=1 η
−ǫ
i
. (A.18)
Then solving this system we get our result:
K¯
N
( η | q−δMχ
2
|χ
1
)
K¯
N
( η |χ
2
|χ
1
)
=
x− − x+
x−y+ − x+y−
,
K¯
N
( η |χ
2
|q−δN−Mχ
1
)
K¯
N
( η |χ
2
|χ
1
)
=
y+ − y−
x−y+ − x+y−
. (A.19)
A.1.c Reconstruction of the kernel KN( η |χ2;χ1 ) w.r.t. η.
The formula
DN(λ) = D2 M(λ)D1 N−M(λ) + C2 M(λ)B1 N−M(λ) (A.20)
implies the identity
〈η|DN(ηi) = −detqM2 M(qηi)〈η|B
−1
2 M
(qηi)B1 N−M(ηi), (A.21)
writing C2 M(λ) by the quantum determinant detqM2 M(λ) in the subchain 2 and using
〈η|B1 N−M(ηi) = −〈η|D1 N−M(ηi)A
−1
2 M
(qηi)B2 M(qηi). (A.22)
Then, the following recursion relations is obtained for kernel KN( η |χ2;χ1 ) w.r.t. ηi=1,...,N−1:
K
N
( qδiη |χ
2
;χ
1
)
K
N
( η |χ
2
;χ
1
)
= −
detqM2 M(qηi)
dN(ηi)
χ1N−M
∏
N−M−1
a=1 (ηi/χ1a − χ1a/ηi)
χ2M
∏M−1
a=1 (qηi/χ2a − χ2a/qηi)
. (A.23)
Finally, (A.20) leads to the following recursion relation which fix the dependence of the kernel w.r.t. ηN:
K
N
( qδNη |χ
2
;χ
1
)
K
N
( η | qδMχ
2
; qδN−Mχ
1
)
=
χ
(+)
2 D
χ
(+)
1 D
∏M−1
b=1 χ2 b
∏N−M−1
b=1 χ1 b
η
(+)
D
∏N−1
a=1 ηa
. (A.24)
A.2 Gauge-invariant SOV dates: Zr, Z(±)A , Z
(±)
D
, A(Zr), D(Zr)
The recursion relations (A.8)-(A.9) and (A.19) and the requirement of cyclicity give a system of N algebraic equations in
the N unknowns Za ≡ ηpa:
D
1N−M(χ
p
1a) χ
p
2M
M−1∏
b=1
(χp
1a/χ
p
2b − χ
p
2b/χ
p
1a) = η
p
N
N−1∏
b=1
(χp
1a/η
p
b − η
p
b /χ
p
1a) , (A.25)
A
2M(χ
p
2a) χ
p
1N−M
N−M∏
b=1
(χp
2a/χ
p
1b − χ
p
1b/χ
p
2a) = η
p
N
N−1∏
b=1
(χp
2a/η
p
b − η
p
b/χ
p
2a) , (A.26)
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and
ZN
N−1∏
n=1
Z±1n = (±1)
N−1ap
2,±Z1 N−M
N−M−1∏
a=1
Z±1
1 a + (±1)
N−1dp
1,±Z2 M
M−1∏
a=1
Z±1
2 a (A.27)
where we have used (3.6) in the subchains 1 and 2 to expressZ(±)
2, A
∏M−1
a=1 Z
±1
2 a and Z
(±)
1, D
∏
N−M−1
a=1 Z
±1
1 a. The above system
of equations completely determines the Za in terms of χp2a, χp1a, as we can rewrite it in terms of the following Laurent
polynomial equation:
AM(Λ)BN−M(Λ) + BM(Λ)DN−M(Λ) = ZN
[N]∏
a=1
(Λ/Za − Za/Λ), (A.28)
as a consequence of the simplicity of the spectrum of B(λ) in both the subchains 1 and 2. Note that the l.h.s. of the above
equation is formed out of the known average values of the monodromy matrix elements in the subchains 1 and 2. So the Za
for a ∈ {1, ...,N− 1} are fixed determining the zeros of the known Laurent polynomial at the l.h.s. of (A.28). The cyclicity
allows to fix the remaining gauge-invariant SOV dates:
DN(Zi) = −detqMM(Zi)
BN−M(Zi)
BM(Zi)
, AN(Zi) = −detqMN−M(Zi)
BM(Zi)
BN−M(Zi)
, (A.29)
for any i ∈ {1, ...,N− 1} where:
detqMX(Λ) ≡
p∏
a=1
detqMX(q
aλ), X = M,N−M,N. (A.30)
where it holds:
detqMX(Λ) = AX(Λ)DX(Λ)− BX(Λ)CX(Λ), X = M,N−M. (A.31)
A.3 B-spectrum completeness and simplicity
Let us prove that the previously constructed set of B-eigenstates 〈 η | is complete by showing that there are pN distinct
B-eigenvalues.
Proposition 5. The SOV dates Zr with r ∈ {1, ...,N − 1} are all distinct for almost all the values of the parameters
αpn, β
p
n, a
p
n, b
p
n, 
p
n, d
p
n of the τ2-model.
Proof. From the functional dependence30 of Z1, . . . , ZN−1 w.r.t. these parameters we just have to prove that the Jacobian:
J(αp, βp, ap, bp, p, dp) ≡ det
(
∂Zr
∂αps
)
r,s=1,...,N−1
6= 0 (A.32)
does not vanish for some special values to derive J 6= 0 for almost all the values of the parameters. In fact, for J 6= 0, the
map Z = Z(αp1, . . . , α
p
N−1) is invertible from which the claim of the proposition follows.
To show that (A.32), let us consider the representations which satisfy the following constrains:
b
p
n + a
p
n = 0, 
p
n + d
p
n = 0 ∀n ∈ {1, ...,N− 1}, (A.33)
while we leave the representation in the site N unrestricted. Then the averages (3.12) simplify to:
Ln(Λ) ≡
(
Λαpn − β
p
n/Λ 0
0 γpn/Λ− Λδ
p
n
)
∀n ∈ {1, ...,N− 1} (A.34)
Then by (3.11) we can compute the l.h.s. of (A.28) and we obtain:
qp/2(ap
N
+ bp
N
)
N−1∏
n=1
a
p
nd
p
n
α
p/2
n β
p/2
n
(
Λα
p/2
n
β
p/2
n
−
β
p/2
n
Λα
p/2
n
) = ZN
N−1∏
a=1
(
Λ
Za
−
Za
Λ
), (A.35)
and then J 6= 0 trivially follows. We can then define η(0)a as a p-root of Za. They satisfy
(
η
(0)
a
)p
6=
(
η
(0)
b
)p
for any
a 6= b ∈ {1, . . . ,N− 1}.
30See Remark 6.
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Finally, keeping in any subchain the representation of the B-spectrum simple, the Theorem 1 follows by induction.
B. Baxter Q-operator construction for general τ2-model
In [17], Baxter has extended the construction of the Q-operator by gauge transformations of [3] to the τ2-model for general
cyclic representations not restricted to those parameterized by points on chP algebraic curves. The main tool there was
a generalization of the discrete dilogarithm functions. In particular, he has remarked that asking the cyclicity only for
the products of couples of these functions does not prevent the Q-operator from being well defined for general cyclic
representations of the model. Here, we reproduce and adapt Baxter construction in our notations and we point out some
interesting connection with the SOV construction.
B.1 Dilogarithm functions on the algebraic curves Ck
B.1.1 Dilogarithm functions
The dilogarithm functions have been previously introduced and analyzed in [45, 55]. Here we use the notation:
Wqp(z(n))
Wqp(z(0))
= (
sq
sp
)n
n∏
k=1
yp − q
−2kxq
yq − q−2kxp
,
W¯qp(z(n))
W¯qp(z(0))
= (spsq)
n
n∏
k=1
q−2xq − q
−2kxp
yp − q−2kyq
, (B.1)
where z(n) = q−2n, ∀n ∈ {0, ..., 2l}. They are solutions of the following recursion relations:
Wqp(zq)
Wqp(zq−1)
= −z
sp
sq
xp
yp
q−1
1−
yq
xp
qz−1
1−
xq
yp
q−1z
,
W¯qp(zq)
W¯qp(zq−1)
= −
qz−1
spsq
yp
xp
1−
yq
yp
q−1z
1−
xq
xp
q−1z−1
. (B.2)
If the points p and q belong to the curves Ck, they are well defined functions of z ∈ Sp which satisfy the cyclicity condition:
W¯qp(z(p))
W¯qp(z(0))
= 1,
Wqp(z(p))
Wqp(z(0))
= 1. (B.3)
B.1.2 Recursion relations
It is worth defining the following three discrete automorphisms of the Ck-curve:
i) Ξ : p = (ap, bp, cp, dp) ∈ Ck → Ξ(p) = (qap, qbp, cp, dp) ∈ Ck, (B.4)
ii) ∆ : p = (ap, bp, cp, dp) ∈ Ck → ∆(p) = (qbp, ap, qdp, cp) ∈ Ck, (B.5)
iii) Υ : p = (ap, bp, cp, dp) ∈ Ck → Υ(p) = (−q2dp, cp, bp,−ap) ∈ Ck. (B.6)
If the points p and q belong to the curves Ck, the W -functions satisfy the following recursion w.r.t. the action of Ξ on the
point p:
Wqp(qz)
WqΞ(p)(z)
= z1/2
Wqp(z(l))
Wqp(z(0))
1−
xq
yp
q−1
1−
xq
yp
q−1z
,
Wqp(qz)
WqΞ−1(p)(z)
= z1/2
Wqp(z(l))
Wqp(z(0))
1−
yq
xp
qz−1
1−
yq
xp
q
, (B.7)
and
W¯qp(qz)
W¯qΞ(p)(z)
= z−1/2
W¯qp(z(l))
W¯qp(z(0))
1−
yq
yp
q−1z
1−
yq
yp
q−1
,
W¯qp(qz)
W¯qΞ−1(p)(z)
= z−1/2
W¯qp(z(l))
W¯qp(z(0))
1−
xq
xp
q
1−
xq
xp
qz−1
. (B.8)
B.2 Parametrization of τ2-model by points in C3
Let us implement the following gauge transformation on the τ2-Lax operator:
L˜n(λ) ≡
(
1 0
1/rn+1z
′
n+1 1
)
Ln(λ)
(
1 0
−1/rnz′n 1
)
, (B.9)
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where rn ∈ C and
z′n ∈ Sp ≡ {q
2h, h = 1, .., p}. (B.10)
We associate to the tuple (av, bv, cv, dv) ∈ C4 the following point:
v ≡ (xv ≡ av/dv, yv ≡ bv/cv, sv ≡ dv/cv) ∈ C
3, (B.11)
and we define:
tv ≡ xvyv. (B.12)
Now, let us consider the point p ≡ (xp, yp, sp) ∈ C3 and from it the points:
pn ≡ (xp/σn, ypσn, spσn) ∈ C3 , σn ∈ C, ∀n ∈ {1, ...,N}, (B.13)
then it holds:
tpn = tp. (B.14)
We can introduce the following parametrization:
λαn ≡ −t
−1/2
p bqnbrn , bn/rnq
1/2 ≡ (xpn/ypn)
1/2aqndrn/q
2,
βn/λ ≡ −t
1/2
p dqndrn , q
1/2
an/rn ≡ −(xpn/ypn)
1/2cqnbrn ,
δnλ ≡ q−2t
−1/2
p aqnarn , q
1/2
dnrn+1 ≡ −(ypn+1/xpn+1)
1/2dqnarn ,
γn/λ ≡ t
1/2
p cqncrn , q
−1/2
nrn+1 ≡ (ypn+1/xpn+1)
1/2bqncrn ,
(B.15)
of the gauge transformed Lax parameters in terms of the points pn and the set of 2N points qn and rn. Note that we can
identify:
rn ≡ (ypn/xpn)
1/2 = σn(yp/xp)
1/2, (B.16)
so that the off-diagonal elements of the τ2-Lax operator are independent from the points pn and the parameter tp is related
to our spectral parameter by:
tp ∝ λ
−2. (B.17)
It is a simple exercise to derive from the above parametrization (B.15) the relations:
xqn
ypn
= −q3/2
λbn
βnrn
,
xrn
xpn+1
= q1/2
λdnrn+1
βn
, (B.18)
yqn
xpn
= q−1/2
rnλαn
an
,
yrn
ypn+1
= −q1/2
λαn
rn+1n
, sqnsrn = −
αnβn
nan
. (B.19)
B.3 Generalized dilogarithm functions
Let us fix 2N+ 1 points (p,q1, ...,qN,r1, ...,rN) ∈ (C3)(2N+1), then we can define the following N functions:
Y
(n)
λ (zn|z
′
n, z
′
n+1) ≡ Nqnpn(z
′
n)N¯rnpn+1(z
′
n+1)Wqnpn(zn/z
′
n)W¯rnpn+1(zn/z
′
n+1), (B.20)
of the three variables (zn, z′n, z′n+1) ∈ S3p, where:
Nqnpn(z
′
n) ≡
(
spp (σ
p
ny
p
qn − x
p
p )
spqn(σ
p
ny
p
p − x
p
qn)
)h′n/p
, N¯rnpn+1(z
′
n+1) ≡
(
σpn+1y
p
p − y
p
rn
spps
p
rn(σ
p
n+1x
p
rn − x
p
p )
)h′n+1/p
(B.21)
and z′n ≡ q2h
′
n ∈ Sp, while the points (p1, ..., pN) ∈ (C3)N are defined by (B.13) where the (σ1, ..., σN) ∈ CN are fixed by
the conditions:
spqns
p
rn
σpn+1x
p
rn − x
p
p
σpn+1y
p
p − y
p
rn
σpny
p
p − x
p
qn
σpny
p
qn − x
p
p
= 1 ∀n ∈ {1, ...,N}. (B.22)
Note that the Y(n)λ (zn|z′n, z′n+1) are well defined functions of the three variables (zn, z′n, z′n+1) ∈ S3p. Indeed, they satisfy
the cyclicity conditions w.r.t. z′n and z′n+1 thanks to the normalization functions defined in (B.21) while the cyclicity w.r.t.
zn is given by the conditions (B.22).
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B.3.1 Recursion relations
The generalized dilogarithm functions satisfy the recursions:
Y
(n)
λ (znq
−1|z′n, z
′
n+1)
Y
(n)
λ (znq|z
′
n, z
′
n+1)
= sqnsrn
σnz
′
n
σn+1z′n+1
(
1−
xqn
ypn
q−1 znz′n
)
(
1−
yqn
xpn
q
z′n
zn
)
(
1− xrnxpn+1
q−1
z′n+1
zn
)
(
1− yrnypn+1
q−1 znz′n+1
) , (B.23)
as it simply follows from the recursions (B.2). Moreover, we can use the recursions (B.7)-(B.8) to derive:
Y
(n)
λ (znq|z
′
n, z
′
n+1)
Ynλ/q(zn|z
′
n, z
′
n+1)
=
(
z′n+1
z′n
)1/2
fpnpn+1qnrn
1−
xqn
ypn
q−1
1−
xqn
ypn
q−1 znz′n
1− yrnypn+1
q−1 znz′n+1
1−
yrn
ypn+1
q−1
, (B.24)
and
Y
(n)
λ (znq|z
′
n, z
′
n+1)
Ynqλ(zn|z
′
n, z
′
n+1)
=
(
z′n+1
z′n
)1/2
fpnpn+1qnrn
1−
yqn
xpn
q
z′n
zn
1−
yqn
xpn
q
1−
xrn
xpn+1
q
1− xrnxpn+1
q
z′n+1
zn
, (B.25)
where:
fpnpn+1qnrn =
Wqnpn(z(l))
Wqnpn(z(0))
W¯rnpn+1(z(l))
W¯rnpn+1(z(0))
. (B.26)
B.4 Baxter operator construction by gauge transformation
Here, we present explicitly the construction of the Baxter Q-operator which can be seen as a ”generalized chiral Potts”
transfer matrix and the computation of the coefficients of the corresponding Baxter equation.
B.4.1 Q-operator
Let us define the kernel of the Q-operator by the ansatz:
Qλ(z, z
′) ≡ 〈z|Qλ|z
′〉 =
N∏
n=1
Y
(n)
λ (zn|z
′
n, z
′
n+1), (B.27)
where 〈z| and |z〉 are the generic elements of the left and right un-eigenbasis and the Y(n)λ (zn|z′n, z′n+1) are defined in
(B.23). So the recursion (B.23), by using the parameter identifications (B.18)-(B.19), reads:
Y
(n)
λ (znq
−1|z′n, z
′
n+1)
Y
(n)
λ (znq|z
′
n, z
′
n+1)
= −
rnz
′
n
rn+1z′n+1
αnβn
nan
(
1 + q
1/2λbn
βnrn
zn
z′n
)(
1− λdnrn+1
q1/2βn
z′n+1
zn
)
(
1− q
1/2rnλαn
an
z′n
zn
)(
1 + λαn
q1/2rn+1n
zn
z′n+1
) , (B.28)
and then:
〈z|L˜n(λ)21Qλ|z
′〉 =
N∏
h 6=n,h=1
Y
(h)
λ (zh|z
′
h, z
′
h+1) ˜Ln(λ)21Y
(n)
λ (zn|z
′
n, z
′
n+1)
(B.28)
= 0, (B.29)
i.e. the defining condition of the Q-operator.
B.4.2 Baxter equation
Let us derive the Baxter equation, from the condition (B.29), we have that:
〈z|τ2(λ)Qλ|z
′〉 ≡
N∏
n=1
˜Ln(λ)11Y
(n)
λ (zn|z
′
n, z
′
n+1) +
N∏
n=1
˜Ln(λ)22Y
(n)
λ (zn|z
′
n, z
′
n+1), (B.30)
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where:
˜Ln(λ)11Y
(n)
λ (zn|z
′
n, z
′
n+1) = [(λαn −
anzn
q1/2rnz′n
)vn − (βn/λ+
q1/2bnzn
rnz′n
)v−1n ]Y
(n)
λ (zn|z
′
n, z
′
n+1)
(B.28)
= −βn(q
−1αndn
βnn
λ+
1
λ
)
(
1 + q
1/2λbn
βnrn
zn
z′n
)
(
1 + λαn
q1/2rnn
zn
z′n+1
)v−1n Y(n)λ (zn|z′n, z′n+1), (B.31)
and:
˜Ln(λ)22Y
(n)
λ (zn|z
′
n, z
′
n+1) = [(γn/λ+
anzn
q1/2rn+1z′n+1
)vn − (δnλ−
q1/2bnzn
rn+1z′n+1
)v−1n ]Y
(n)
λ (zn|z
′
n, z
′
n+1)
(B.28)
= −
rnz
′
n
rn+1z′n+1
βn(q
αnbn
βnan
λ+
1
λ
)
(1− λdnr
q1/2βn
z′n+1
zn
)(
1− q
1/2rλαn
an
z′n
zn
)v−1n Y(n)λ (zn|z′n, z′n+1). (B.32)
Now the recursions (B.24)-(B.25), by (B.18)-(B.19), read:
Y
(n)
λ (znq|z
′
n, z
′
n+1)
Ynλ/q(zn|z
′
n, z
′
n+1)
=
(
z′n+1
z′n
)1/2
fpnpn+1qnrn
1 + q
1/2λbn
βnrn
1 + q
1/2λbn
βnrn
zn
z′n
1 + λαn
q1/2rn+1n
zn
z′n+1
1 + λαn
q1/2rn+1n
, (B.33)
and
Y
(n)
λ (znq|z
′
n, z
′
n+1)
Ynqλ(zn|z
′
n, z
′
n+1)
=
(
z′n+1
z′n
)1/2
fpnpn+1qnrn
1− q
1/2rnλαn
an
z′n
zn
1− q
1/2rnλαn
an
1− λdnrn+1
q1/2βn
1− λdnrn+1
q1/2βn
z′n+1
zn
. (B.34)
So using (B.33) we get:
˜Ln(λ)11Y
(n)
λ (zn|z
′
n, z
′
n+1) = −
(
z′n+1
z′n
)1/2
βn(q
−1αndn
βnn
λ+
1
λ
)
1 + q
1/2λbn
βnrn
1 + λαn
q1/2rn+1n
×fpnpn+1qnrnY
n
λ/q(zn|z
′
n, z
′
n+1), (B.35)
and analogously using (B.34) we get:
˜Ln(λ)22Y
(n)
λ (zn|z
′
n, z
′
n+1) = −
rn
rn+1
(
z′n
z′n+1
)1/2
βn(q
αnbn
βnan
λ+
1
λ
)
1− λdnrn+1
q1/2βn
1− q
1/2rnλαn
an
×fpnpn+1qnrnY
n
qλ(zn|z
′
n, z
′
n+1). (B.36)
Finally, we have the Baxter equation:
τ2(λ)Qλ = aB(λ)Qλ/q + dB(λ)Qqλ, (B.37)
with coefficients which read:
aB(λ) = (−1)
N
N∏
n=1
βnfpnpn+1qnrn(
1
λ
+ q−1
αndn
βnn
λ)
1 + q
1/2λbn
βnrn
1 + λαn
q1/2rn+1n
, (B.38)
dB(λ) = (−1)
N
N∏
n=1
βnfpnpn+1qnrn(
1
λ
+ q
αnbn
βnan
λ)
1− λdnrn+1
q1/2βn
1− q
1/2rnλαn
an
. (B.39)
Remark 7. It is worth pointing out that these proofs hold also for the case of the τ2-model on the chP curves just imposing
that the rn in (B.16) are all equal to the r in (5.4) plus the requirement that qn and rn are on the curve.
B.5 Connection between generalized Baxter Q-operator and SOV construction
In the next two subsections we point out the connection among the averages of the coefficients of the Baxter equation (B.37)
and the averages values of the Yang-Baxter operators in this way establishing the connection with the coefficients of the
SOV-representations.
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B.5.1 Averages of Baxter equation coefficients as eigenvalues of M(Λ)
In this subsection we show that the averages of the coefficients of the Baxter equation and the cyclicity parameters
{σp1 , ..., σ
p
N
} are completely characterized in terms of the matrix M(Λ) composed by the averages of the Yang-Baxter
generators. In particular, the averages of the Baxter equation coefficients (B.38) and (B.39) coincide with the eigenvalues
of M(Λ) while the eigenstates of M(Λ) fix the {σp1 , ..., σ
p
N
}.
B.5.1.a Matrix characterization of cyclicity conditions
Let us recall that in appendix B.3, we have introduced the cyclicity conditions (B.22) to assure that the generalized Y-
functions are well defined. These cyclicity conditions plus the closure condition σp
N+1 = σ
p
1 fix the parameters {σ
p
1 , ..., σ
p
N
}.
In particular, the following matrix characterization holds:
Lemma 11. Let us define the 2× 2 complex matrices:
An = An · · ·A2A1, (B.40)
with
An =
(
spqns
p
rnx
p
py
p
p − y
p
qny
p
rn x
p
py
p
rn − s
p
qns
p
rnx
p
px
p
qn
spqns
p
rny
p
px
p
rn − y
p
py
p
qn x
p
py
p
p − s
p
qns
p
rnx
p
qnx
p
rn
)
, (B.41)
then
σpn+1 = fAn(σ
p
1) (B.42)
and σp1 is a solution of the quadratic fix-point equation:
σp1 = fAN(σ
p
1). (B.43)
Here, we have defined:
fA(x) ≡
ax+ b
cx+ d
for any 2× 2 complex matrix A =
(
a b
c d
)
. (B.44)
Proof. Let us point out that the cyclicity conditions (B.22) can be seen as recursion relations on the σpn parameters. In
particular, the cyclicity conditions for the couple (σpn, σpn+1) is clearly equivalent to:
σpn+1 = fAn(σ
p
n). (B.45)
It is worth to recall now that (B.44) defines a group morphism between GL(2,C) and the group of Mo¨bius transformation:
fAB = fA ◦ fB ∀A,B ∈ GL(2,C). (B.46)
Then, from this property we derive (B.42), which for n =N and by the closure condition σp
N+1 = σ
p
1 gives (B.43).
B.5.1.b Solution of cyclicity conditions and averages of Baxter equation coefficients
Proposition 6. Let us denote:
M(Λ)
(
e++
e−+
)
= Ω+ (Λ)
(
e++
e−+
)
, M(Λ)
(
e+−
e−−
)
= Ω− (Λ)
(
e+−
e−−
)
, (B.47)
then we have one of the following cases:
σp1 = −(xp/yp)
p/2e++/e
−
+,
p∏
n=1
aB(λq
n) = Ω+ (Λ) ,
p∏
n=1
dB(λq
n) = Ω− (Λ) , (B.48)
σp1 = −(xp/yp)
p/2e+−/e
−
−,
p∏
n=1
aB(λq
n) = Ω− (Λ) ,
p∏
n=1
dB(λq
n) = Ω+ (Λ) . (B.49)
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Proof. Let x and y be two complex numbers and define:(
x′
y′
)
= A ·
(
x
y
)
(B.50)
it holds:
fA
(
x
y
)
=
x′
y′
. (B.51)
Let (h1, k1) a couple of complex numbers such that σp1 = h1/k1, then we can define the following sequence:(
hn
kn
)
= An−1
(
h1
k1
)
(B.52)
which satisfies the property σpn = hn/kn thanks to (B.42), (B.50) and (B.52). So the closure relation (B.43) is equivalent to
the solution of the spectral problem for the 2× 2 complex matrix AN:
ΛAN
(
h1
k1
)
= AN
(
h1
k1
)
=
(
hN+1
kN+1
)
. (B.53)
From the definition (B.52), it is simple to show that the sequence (hn, kn) enjoys the interesting property:
kn+1
kn
=
(
xppy
p
p − x
p
rny
p
rn
) σpnypqn − xpp
σpn+1x
p
rn − x
p
p
,
hn
hn+1
=
1
detAn
(
xppy
p
p − x
p
qny
p
qn
) σpn+1ypp − xprn
σpny
p
p − x
p
qn
, (B.54)
from which we derive:
p∏
h=1
aB(λq
h) =
kN+1
k1
N∏
n=1
(
tpλαn
ann
)−p
,
p∏
h=1
dB(λq
h) = detAN
h1
hN+1
N∏
n=1
(
tpλαn
ann
)−p
, (B.55)
being:
p∏
h=1
aB(λq
h) =
N∏
n=1
(
xppy
p
p − x
p
rny
p
rn
)
(
tpλαn
ann
)p σpnypqn − xppσpn+1xprn − xpp , (B.56)
p∏
h=1
dB(λq
h) =
N∏
n=1
(
xppy
p
p − x
p
qny
p
qn
)
(
tpλαn
ann
)p σpn+1ypp − xprnσpnypp − xpqn . (B.57)
To write the above averages formulae for the coefficients aB(λ) and dB(λ), we have used the formulae (B.38) and (B.39),
the correspondence (B.15) and the fact that from the definition (B.26) of f2pnpn+1qnrn , we have:
p−1∏
a=0
Ξa
(
f2pnpn+1qnrn
)
=
(
spqns
p
rn
σpn+1x
p
rn − x
p
p
σpn+1y
p
p − y
p
rn
σpny
p
p − x
p
qn
σpny
p
qn − x
p
p
)2l
=
(B.22)
1. (B.58)
Now remarking that:
kN+1
k1
=
(
h1
hN+1
)−1
= ΛAN and detAN = ΛANΛ′AN , (B.59)
with Λ′
AN
the second eigenvalue of AN, we obtain:
p∏
h=1
aB(λq
h) = ΛAN
N∏
n=1
(
tpλαn
ann
)−p
,
p∏
h=1
dB(λq
h) = Λ′AN
N∏
n=1
(
tpλαn
ann
)−p
. (B.60)
Finally, to derive our results we have just to remark that the following identities hold:
An =
(
tpλαn
ann
)p(
−(xp/yp)p/2 0
0 1
)
Ln(Λ)
(
−(xp/yp)−p/2 0
0 1
)
, (B.61)
where Ln(Λ) is the average matrix (3.12) and so by Proposition 1:
AN =
(
N∏
n=1
tpλαn
ann
)p(
−(xp/yp)p/2 0
0 1
)
M(Λ)
(
−(xp/yp)−p/2 0
0 1
)
. (B.62)
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B.5.2 Relations to the averages of the SOV coefficients
The following identities:
p∏
n=1
aB(λq
n) +
p∏
n=1
dB(λq
n) = A(Λ) +D(Λ), (B.63)
p∏
n=1
aB(λq
n)dB(λq
n) = detM(Λ) =
p∏
i=1
det qMN(λq
i), (B.64)
are simply consequences of Proposition 6. They are important as they explicitly imply that the sum and the product of
the averages of the Baxter equation coefficients are Laurent polynomials in Λ. Let us define the following set of complex
numbers:
zB ≡ ∪
N−1
a=1 ∪
p−1
ka=0
{η(ka)a } (B.65)
where the η(ka)a were defined in (3.2), then we can prove:
Lemma 12. It is possible to fix:
σp1
∣∣
λ∈zB
6= 0, (B.66)
then, under this choice, the following identities holds:
A(Λ) =
p∏
n=1
aB(λq
n), D(Λ) =
p∏
n=1
dB(λq
n), ∀λ ∈ zB. (B.67)
Proof. Let us remark that from Proposition 6 it holds:
σp1,ǫ = −(xp/yp)
p/2A(Λ)−D(Λ) + ǫ
√
(A(Λ)−D(Λ))2 − 4B(Λ)C(Λ)
2
, (B.68)
with ǫ = ±, then in the zeros of B(λ), we have:
σp1,+ = −(xp/yp)
p/2 (A(Λ)−D(Λ)) or σp1,− = 0. (B.69)
Then it is clear that with the choice ǫ = + it holds:
p∏
n=1
aB(λq
n)
∣∣∣∣∣
ǫ=+
= A(Λ), ∀λ ∈ zB, (B.70)
and so our statement (B.67) follows once we use the quantum determinant relation (B.64) at the zeros of B(λ):
A(Λ)D(Λ) = detqMN(Λ), ∀λ ∈ zB. (B.71)
The Lemma 12 and the characterization of subsection 3.5 of the coefficients of the Baxter equation (3.48) implies that we
can always chose:
p∏
n=1
A¯(λqn) =
p∏
n=1
aB(λq
n),
p∏
n=1
D¯(λqn) =
p∏
n=1
dB(λq
n). (B.72)
The above average identities imply that there exist two functions g (λ) and f (λ) such that:
aB(λ) =
g (λ)
g (λ/q)
A¯(λ), dB(λ) =
f (λ)
f (qλ)
D¯(λ), (B.73)
here we show that in fact these relations are stronger being:
g (λ) ∝ f (λ) . (B.74)
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The above statement follows by remarking that:
aB(λ)dB(λ/q)
A¯(λ)D¯(λ/q)
= NB(λ), (B.75)
where:
NB(λ) =
N∏
n=1

fp¯n p¯n+1qnrnfΞ(p¯n)Ξ(p¯n+1)qnrn
(
−
βnαn
ann
)
1 + q
1/2λbn
βnrn
1 + λαn
q1/2rn+1n
1− λdnrn+1
q3/2βn
1− rnλαn
q1/2an

 , (B.76)
and from the following:
Lemma 13. The function NB(λ) is the identity for all the representations of the τ2-model.
Proof. Let us rewrite the functions fp¯n p¯n+1qnrn by using their definition (B.26) and the parametrization (B.18)-(B.19); then
they reads:
fp¯n,p¯n+1,qn,rn =
(
−
σn+1
σn
r2n
r2n+1
αnβn
ann
)l l∏
k=1
1 + q−2kq3/2 bnβn
λ
rn
1 + q−2kq1/2 αn
n
λ
rn+1
1− q2kq−3/2 dnβn λrn+1
1− q2kq−1/2 αn
an
λrn
, (B.77)
and we can write:
NB(λ) =
N∏
n=1

(−βnαn
ann
)p 1 + qp/2 (bnβn λrn
)p
1 + qp/2
(
αn
n
λ
rn+1
)p 1− q
p/2
(
dn
βn
λrn+1
)p
1− qp/2
(
αn
an
λrn
)p

 . (B.78)
Thanks to the cyclicity conditions (B.22) the r. h. s. of the last equation is 1 as announced.
Remark 8. Let us point out that for general representations the generalized Baxter Q-operator is not proven to define
a commuting family w.r.t. the spectral parameter λ as well as it is not proven to commute with τ2(λ). In this general
setting the eigenstates of τ2(λ) are not necessarily eigenstates of the generalized Baxter Q-operator. Vice versa, the Baxter
equation (B.37) implies that any eigenstate of the generalized Baxter Q-operator is also eigenstate of τ2(λ) which so will
be still constructed as explained in Theorem 3. Finally, let us remark that the previous results on the coefficients implies
that the Baxter equations characterizing the generalized Baxter Q-operator and the Baxter Q-operator constructed by SOV
coincide up to a gauge transformation.
C. Properties of the cofactors Ci,j(λ)
Lemma 14. Let t(λ) be a real Laurent polynomial of degree N in λ, then the cofactors of the matrix D(λ) satisfy the
following identities:
Ch+i,k+i(λ) = Ch,k(λqi) ∀i, h, k ∈ {1, ..., 2l+ 1}, (C.1)
C1,1(λ) = C1,1(−λ), C2,1(λ) = qNC1,2(−λ). (C.2)
and:
(C1,1(λ))∗ ≡ C1,1(ǫλ∗), (C1,2(λ))∗ ≡ C1,2l+1(ǫλ∗). (C.3)
Proof. The proof of properties (C.1) and (C.2) coincides step by step with that given in Lemma 4 of [1]. Let us prove the
property (C.3) for the cofactor C1,1(λ) = det2lD1,1(λ), where:
D1,1(λ) ≡
∥∥t(λqh)δh,k − a(λqh)δh,k+1 − d(λqh)δh,k−1∥∥1≤h≤2l,1≤k≤2l , (C.4)
then by the properties under complex conjugation of t(λ) and being a(λ)∗ ≡ ǫNd(ǫλ∗) it holds:
(D1,1(λ))
∗ ≡
∥∥ǫN (t(ǫλ∗qh)δh,k − d(ǫλ∗qp−h)δh,k+1 − a(λ∗qp−h)δh,k−1)∥∥1≤h≤2l,1≤k≤2l , (C.5)
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Let DC1,1 be the 2l × 2l matrix of columns:
C
DC1,1
a ≡ C
D1,1
p−a , ∀a ∈ {1, ..., 2l}, (C.6)
where CXa denotes the column a of the matrix X, and let D
C,R
1,1 be the 2l × 2l matrix of rows:
R
DC,R1,1
a ≡ R
DC1,1
p−a , ∀a ∈ {1, ..., 2l}, (C.7)
where RXa denotes for the row a of the matrix X , then the following identity holds:
det
2l
DC,R1,1 (ǫλ
∗) ≡ (det
2l
D1,1(λ))
∗ → (C1,1(λ))∗ ≡ C1,1(ǫλ∗). (C.8)
Analogously, it holds:
( det
2l−1
D(1,2),(1,2)(λ))
∗ ≡ ǫN det
2l−1
D(1,2),(1,2)(ǫλ
∗/q), (C.9)
and by using the expansions:
C1,2l+1(λ) =
2l∏
h=1
a(λqh) + d(λ/q) det
2l−1
D(1,2),(1,2)(λ/q), (C.10)
C1,2(λ) =
2l∏
h=1
d(λqh) + a(λq) det
2l−1
D(1,2),(1,2)(λ). (C.11)
the second identity in (C.3) is just a consequence of (C.9).
Lemma 15. For any t(λ) ∈ Στ2 the following identities are verified:
ZC1,1(λ) ∩ ZC1,2(λ) ≡ ZC1,1(λ) ∩ ZC1,2l+1(λ), (C.12)
and
∃ sp,λ0 ⊂ ZC1,1(λ) ⇒ sp,λ0 ∩ ZC1,2(λ) 6= ∅, (C.13)
for sp,λ0 ≡ (λ0, qλ0, ..., q2lλ0) any p-string.
Proof. The proof of identity (C.12) follows step by step the proof given in Lemma 5 of the paper [1]. Let us assume that
(C.13) is not satisfied, then (4.17) implies that sp,λ0 ⊂ ZC1,2l+1(λ) from which (4.20) holds only if sp,λ0 ⊂ Zd(λ), which is
not verified by the definition of d(λ).
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