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Abstract
In this paper, we characterize the irreducible generic representations of GL(n,F ) where F is a p-adic
field in terms of their γ -factors and central character. This is known as the local converse theorem. This
result refines the one proved by Henniart in 1993 [G. Henniart, Caracterisation de la correspondance de
Langlands locale par les facteurs ε de paires, Invent. Math. 113 (1993) 339–350].
© 2006 Elsevier Inc. All rights reserved.
1. Introduction
In [J-PS-S2], Jacquet, Piatetski-Shapiro, and Shelika defined the L-functions attached to a
pair of irreducible admissible generic representations π and τ of GL(n,F ) and GL(t,F ), re-
spectively, where F is a p-adic field and ψ is a given non-trivial additive character of F . They
also defined the twisted -factors and γ -factors, and proved the remarkable functional equations.
These twisted gamma-factors γ (s,π × τ,ψ) serve as a necessary condition for two repre-
sentations to be isomorphic. To be precise, if two irreducible admissible generic representa-
tions π1 and π2 of GL(n,F ) are isomorphic, then their γ -factors are equal, γ (s,π1 × τ,ψ) =
γ (s,π2 × τ,ψ) for all τ , irreducible admissible generic representations of GL(t,F ) and for
all t , n t  1. This result simply follows the uniqueness of the Whittaker Model of irreducible
✩ This paper is a revision of a part of the author’s PhD thesis at Yale University filed in 1996.
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If it is true, can the condition on t be weakened and by how much?
The answer to the former is yes. These twisted γ -factors serve as invariants of irreducible ad-
missible generic representations of GL(n,F ). The equality of γ -factors implies the equivalence
of representations. A partial answer to the latter is exactly the extent of this paper, in which we
prove the following theorem.
Theorem 1.1. Let π1 and π2 be two irreducible admissible generic representations of GL(n,F ).
If for any t , n− 2 t  1, and for any irreducible generic representation τ of GL(t,F ), π1 and
π2 have the same γ -factors,
γ (s,π1 × τ,ψ) = γ (s,π2 × τ,ψ)
and if they have the same central character
ωπ1 = ωπ2 ,
then π1 and π2 are isomorphic.
This theorem is closely related to what are known as the converse theorems for GL(n), which
are formulated globally in terms of the ring of Adeles of a number field. The local versions
of the converse theorem over a p-adic field, such as Theorem 1.1, can be obtained following
the corresponding global case. Conversely, if the global theorem is not proven, the local case
supports its validity and sometimes provides insight to its proof. The local versions are referred
to as “local converse theorems.” For the detailed explanation of the global converse theorem, we
refer to [C-PS1,C-PS2].
A slightly weaker version of Theorem 1.1 was proved by Henniart in 1993 [He] using a
direct local approach, in which the condition on t is n − 1  t  1, but the proof requires no
condition on the central characters. Cogdell and Piatetski-Shapiro in [C-PS1] proved the theorem
for supercuspidal representations using a global approach when π1 and π2 are supercuspidal. The
general belief although not proven is that the condition on t , for both global and local theorems,
n/2 t  1 is sufficient and sharp. This is known as Jacquet’s Conjecture [C-PS1]. For groups
other than GL(n), the following results are known. The local converse theorems for irreducible
generic representations of U(2,1) and GSp(4) were proved by Baruch in [B1,B2]. The local
converse theorem for SO(2n+ 1) was proved by Jiang and Soudry [J-So]. In order to distinguish
Theorem 1.1 in this paper from others, in the rest of the paper we call it the n× (n− 2) theorem.
In Section 2, we will review the properties of irreducible admissible generic representations
of GL(n) over a p-adic field which are needed in our proof. The proof of the main theorem is
given in Section 3.
2. Generic representations of GL(n)
Through out this paper, let F denote a p-adic local field; q , the number of elements in its
residue field; G = GL(n,F ), the general linear group over F . B is the standard Borel subgroup
of G, the upper triangular matrices. U is the unipotent radical of B . Whenever it is necessary,
we use a subscript to indicate the size of the matrices in discussion. Let M(m × t,F ) be the set
of all the m × t matrices with entries in F . In is the identity matrix in Gn and ωn, the longest
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elsewhere, i.e.
ωn =
⎛⎝0 1. . .
1 0
⎞⎠ .
ωn,t is the following matrix:
ωn,t =
(
It 0
0 ωn−t
)
.
S(F n) denotes the space of Schwartz functions on Fn.
We fix a non-trivial additive character ψ of F . We can define a character of U , by the follow-
ing recipe:
ψ(u) = ψ(u1,2 + u2,3 + · · · + un−1,n) if u = (ui,j ) ∈ U.
By abuse of notation, we still denote it by ψ .
Let (π,V ) be an irreducible admissible generic representation of G with the representation
space V . From the definition of generic representations, it is known that the representation (π,V )
can be realized in a space of functions, the Whittaker Model denoted W(π,ψ). The Whittaker
functions W in Whittaker Model satisfy the following property:
W(ug) = ψ(u)W(g) ∀u ∈ U, ∀g ∈ G.
Note that the Whittaker Model depends on the character ψ ; however it is known that if a repre-
sentation (π,V ) of G has a Whittaker Model for ψ , it also has a Whittaker Model for any other
non-degenerate character of U . For W inW(π,ψ), we let
W˜ (g) = W (ωn · t g−1).
It is well known that W˜ (g) is in W(π˜,ψ), if W is in W(π,ψ) where π˜ is the contragradient
of π .
Let P denote the mirabolic subgroup of G, i.e. the subgroup consisting of the matrices in
G with the bottom row (0, . . . ,0,1). Z is the center of G, the scalar matrices. P ′ = P · Z, is a
standard maximal parabolic subgroup of G.
We review the basic properties of admissible generic representations, in particular supercus-
pidal representations. Let (π,V ) be an irreducible representation of G with the representation
space V . All representations considered here are assumed to be admissible and complex.
Proposition 2.1. (See [G-K].) The restriction of any irreducible admissible generic representa-
tion (π,V ) of G to P has a Jordan–Hölder series of finite length which contains indPU ψ as an
irreducible subrepresentation.
Proposition 2.2. (See [B-Z1].) The following statements are equivalent for irreducible admissi-
ble representations of G:
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(2) The matrix coefficients of π are compactly supported modulo the center.
(3) π cannot be obtained as a subrepresentation or a subquotient of any parabolic induced
representation.
Note that an irreducible representation of G satisfying the properties in the proposition is
called supercuspidal.
The following proposition allows us to use the Whittaker Model to investigate the restriction
of (π,V ) to P .
Proposition 2.3. Let (π,V ) be an irreducible generic representation of G with Whittaker Model
W(π,ψ). Then
v → Wv|P
is injective.
This proposition was proven in [J-PS-S1] for n = 3. The same argument works for the general
case for arbitrary n. Moreover the proof of the general case can be found in [B-Z2, Theorem 4.9].
The injectivity of the map here is equivalent to the existence of the Kirillov Model given by
Bernstein and Zelevinsky in [B-Z1].
The following proposition and lemma are important in proving the theorem.
Proposition 2.4. Let W(π1,ψ) and W(π2,ψ) be the Whittaker Models of irreducible generic
representations of G, π1 and π2, respectively. If W(π1,ψ) and W(π2,ψ) have a non-trivial
intersection, then they are equal.
This proposition follows from the irreducibility of representations π1 and π2 in the space of
Whittaker functions.
The following lemma asserts a kind of completeness of the space of all Whittaker Models.
Lemma 2.1. (See [J-Sh].) Let H be a complex smooth function on G with compact support
modulo U satisfying
H(ug) = ψ(u)H(g) ∀g ∈ G, ∀u ∈ U.
Assume, for all irreducible admissible generic representations τ of G, and for all functions W in
W(τ,ψ), the following integral vanishes:∫
U\G
H(g)W(g)dg = 0
then we have H ≡ 0.
We have a simple corollary which puts the above lemma in the setting needed for our proof.
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generic representations τ of G, and for all Whittaker functions, W in W(τ,ψ), the function
defined by the following integral vanishes for Re(s) large,∫
U\G
H(g)W(g)
∣∣det(g)∣∣(s−k) dg = 0,
where k is some fixed constant, then we have H ≡ 0.
Proof. Define the following functions by
Hm(g) =
{
H(g) if |det(g)| = qm,
0 otherwise.
Hm(g) is compactly supported modulo U by [He, Lemma 2.4.2]. It also satisfies the assumptions
in Lemma 2.1. And
H(g) =
∞∑
−∞
Hm(g).
Now we express the equation in this corollary in the form of Laurent series, it becomes
∞∑
−∞
∫
U\G
Hm(g)W(g)dg q
m(s−k) = 0.
It is obvious that we would have ∫
U\G
Hm(g)W(g)dg = 0 ∀m.
By Lemma 2.1, Hm(g) ≡ 0 for all m; hence H ≡ 0. 
Next we review the basic setting of L-functions attached to a pair of irreducible generic rep-
resentations of Gn and Gt , the details of which can be found in [J-PS-S2].
Let n 1 and t  1 be two integers. Let π and τ be an irreducible generic representation of
Gn and Gt with the Whittaker Model W(π,ψ) and W(τ,ψ), respectively. Let W ∈W(π,ψ)
and W ′ ∈W(τ,ψ). If n = t , we set, for Φ ∈ S(F n),
Ψ (W,W ′, s;Φ) =
∫
W(g)W ′(g)Φ(ηng)|detg|s dg,
where ηn is the row vector of length n,
ηn = (0,0, . . . ,0,1)
and the integration is taken over Un\Gn.
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Ψ (W,W ′, s) =
∫
Ut\Gt
W
(
g 0
0 1
)
W ′(g)|detg|s−1/2 dg.
If n−1 t  1 and j is an integer for which n− t −1 j  0, we set with k = n− t −1− j ,
Ψ (W,W ′, s; j) =
∫ ∫
W
(
g 0 0
x Ij 0
0 0 Ik+1
)
W ′(g)|detg|s−(n−t)/2 dx dg,
the integration being over Ut\Gt for g and over M(j × t,F ) for x. As expectated, Ψ (W,W ′,
s;0) = Ψ (W,W ′, s) if t = n− 1.
Jacquet, Piatetski-Shapiro, and Shalika proved in [J-PS-S2] the following remarkable func-
tional equations for a pair of irreducible generic representations.
Theorem 2.1.
(1) Let π and τ be irreducible admissible generic representation of Gn and Gt with Whittaker
Model W(π,ψ) and W(τ,ψ), respectively. Let W ∈W(π,ψ) and W ′ ∈W(τ,ψ). Then
each of the integrals Ψ (W,W ′, s;Φ) (n = t) and integrals Ψ (W,W ′, s; j) (n − 1 t  1,
n− t − 1 j  0) is absolutely convergent for Re(s) large.
(2) These integrals are rational functions of q−s . More precisely, if t = n, for W ∈W(π,ψ)
and W ′ ∈W(τ,ψ) and Φ ∈ S(F n) the integrals Ψ (W,W ′, s;Φ) span a fractional ideal
C[qs, q−s]L(s,π × τ) of the ring C[qs, q−s]; the factor L(s,π × τ) has the form P(qs)−1
where P ∈ C[x] and P(0) = 1. If n−1 t , there is a similar factor, L(s,π×τ), independent
of j , generating the ideal spanned by the integrals. The same results are true for the pair of
representations π˜ and τ˜ .
(3) For t = n, there is a factor (s,π × τ,ψ) of the form cqms such that
Ψ (W˜ , W˜ ′,1 − s; Φˆ)/L(1 − s, π˜ × τ˜ )
= ωτ (−1)n−1(s,π × τ,ψ)Ψ (W,W ′, s;Φ)/L(s,π × τ). (1)
Similarly, for n− 1 t , n− t − 1 j  1, and k = n− t − j − 1, we also have,
Ψ
(
π˜ (ωn,t )W˜ , W˜ ′,1 − s; k
)
/L(1 − s, π˜ × τ˜ )
= ωτ (−1)n−1(s,π × τ,ψ)Ψ (W,W ′, s; j)/L(s,π × τ) (2)
with the factor (s,π × τ,ψ) being independent of j .
Definition 2.1. We define the gamma factor attached to a pair of representations, π and τ by
γ (s,π × τ,ψ) = (s,π × τ,ψ) ·L(1 − s, π˜ × τ˜ )/L(s,π × τ).
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Ψ (W˜ , W˜ ′,1 − s; Φˆ) = ωτ (−1)n−1γ (s,π × τ,ψ)Ψ (W,W ′, s;Φ), (3)
Ψ
(
π˜ (ωn,t )W˜ , W˜ ′,1 − s; k
)= ωτ (−1)n−1γ (s,π × τ,ψ)Ψ (W,W ′, s; j). (4)
3. The n × (n − 2) theorem
In this section we prove Theorem 1.1, the n× (n− 2) theorem. We are going to show that the
representations π1 and π2 in the theorem have the same Whittaker Model. In light of Proposi-
tion 2.4, it suffices to show that their Whittaker models have a non-trivial intersection. According
to Proposition 2.1, the restriction of irreducible representations of G to P contains indPN ψ as a
subrepresentation which we denote by V0. As representations of P , (π1,V0) and (π2,V0) be-
come isomorphic. Here we implicitly identify the subspace of π1 and π2 corresponding to V0
through the subrepresentation indPN ψ = V0. That is to say
π1(p)v = π2(p)v ∀p ∈ P, v ∈ V0. (5)
Denote the Whittaker function corresponding to v in (πi,V0) by Wiv(g). Thus we will show
W(π1,ψ)∩W(π2,ψ) ⊇
{
W 1v (g) = W 2v (g) | v ∈ V0
}
. (6)
We begin with an observation.
3.1. Bruhat decomposition of GL(n,F )
We first introduce the following decomposition of G,
G = BWP ′P ′ = UWP ′P ′ =
n−1∐
i=0
UαiP ′, (7)
where the union is disjoint and WP ′ can be chosen to be the cyclic group generated by α, where
α =
(
0 In−1
1 0
)
.
Note that the α0 = In = αn, hence the double-coset
Uα0P ′ = UInP ′ = P ′.
Equation (7) is basically a Bruhat Decomposition. A simple calculation shows
αi =
(
0 In−i
Ii 0
)
.
With this decomposition at hand, the equality in Eq. (6) can be further expressed as
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uαip′
)= W 2v (uαip′) ∀i, u ∈ U, p′ ∈ P ′, v ∈ V0. (8)
We introduce the terminology, the height of a double-coset to facilitate the explanation.
Definition 3.1. For each double-coset UαiP ′, we call i the height of the double-coset. We say
π1 and π2 agree on the double-coset of the height i if the following equality holds for all g in
UαiP ′ and v in V0:
W 1v (g) = W 2v (g).
In short, we just say that π1 and π2 agree on height i.
Following this terminology, we want to show π1 and π2 agree on all heights. From Eq. (5),
π1(p)v = π2(p)v ∀p ∈ P, v ∈ V0.
Since π1 and π2 have the same central characters, it follows that Eq. (5) holds for all p′ in
PZ = P ′. That is to say, for p′ in P ′ and v in V0, we do not have to distinguish the actions of
π1 and π2. We will simply denote them by p′v. Consequently the equality carries over to the
corresponding functions in the Whittaker Models
W 1v (p
′) = W 2v (p′) ∀p′ ∈ P ′ = Uα0P ′, v ∈ V0. (9)
That is to say, π1 and π2 agree on height 0.
Lemma 3.1. Let k be a matrix in the double-coset UαiP ′. If
W 1v (k) = W 2v (k)
holds for all v in V0, then
W 1v (g) = W 2v (g)
holds for all g in UαiP ′ and for all v in V0. Hence π1 and π2 agree on height i.
Proof. Each element g in UαiP ′ can be expressed as a product of u, k, and p′ for some u in U
and p′ in P ′, i.e.
g = ukp′.
Hence we have
W 1v (g) = W 1v (ukp′) = ψ(u)W 1p′v(k) = ψ(u)W 2p′v(k) = W 2v (ukp′) = W 2v (g). 
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Now we proceed to prove the main theorem.
Proof of Theorem 1.1. π1 and π2 agree on height 0,
W 1v (p
′) = W 2v (p′) ∀v ∈ V0, p′ ∈ P ′.
In particular,
W 1v
(
gt
x In−t−1
1
)
= W 2v
(
gt
x In−t−1
1
)
,
where gt is any element in Gt , x in M((n− t − 1)× t). For a fixed irreducible generic represen-
tation τ of Gt , n− 2 t  1, W ′ ∈W(τ,ψ), we have
Ψ
(
Wiv,W
′, s;n− t − 1)= ∫ ∫ Wiv
(
gt 0 0
x In−t−1 0
0 0 1
)
W ′(g)|detg|s−(n−t)/2 dx dg.
Consequently we have
Ψ
(
W 1v ,W
′, s;n− t − 1)= Ψ (W 2v ,W ′, s;n− t − 1)
for any Wiv ∈W(πi,ψ) and W ′ ∈W(τ,ψ).
By the assumption that the two representations have the same γ -factors
γ (π1 × τ, s,ψ) = γ (π2 × τ, s,ψ)
and by the functional equation (4), canceling out the γ -factor and the central character of τ , we
get
Ψ
(
π˜1(ωn,t )W˜ 1v , W˜
′,1 − s;0)= Ψ (π˜2(ωn,t )W˜ 2v , W˜ ′,1 − s;0).
Let τ run through all the generic representations of GL(t); according Corollary 2.1, the fol-
lowing equality holds
W˜ 1v
((
gt
In−t
)(
It
ωn−t
))
= W˜ 2v
((
gt
In−t
)(
It
ωn−t
))
for all gt and all v in V0. Taking gt = It , we get
W˜ 1v
((
It
ωn−t
))
= W˜ 2v
((
It
ωn−t
))
for all v in V0.
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W 1v
(
ωn
(
It
ωn−t
))
= W 2v
(
ωn
(
It
ωn−t
))
.
Thus
W 1v
((
In−t
ωt
))
= W 2v
((
In−t
ωt
))
.
The following decomposition of
(
In−t
ωt
)
shows it is in the double-coset of height t :(
In−t
ωt
)
=
(
In−t
It
)(
ωt
In−t
)
∈ UαtP ′.
That is to say π1 and π2 agree on height t . To summarize:
Proposition 3.1. Let π1 and π2 be two irreducible admissible generic representations of Gn
with the same central character. If π1 and π2 have the same γ -factors twisted by all generic
representations of Gt , then π1 and π2 agree on height t .
We can use the same argument repeatedly to show that π1 and π2 agree on all the double-
cosets except the one of height n − 1. Next we prove that π1 and π2 agree on height n − 1. We
begin with the following lemma.
Lemma 3.2. Let Wiv be the same as in this section. The equality
W 1v
(1
0 In−2
0 yn−2, . . . , y1 x
)
= W 2v
(1
0 In−2
0 yn−2, . . . , y1 x
)
(10)
holds for all possible yi , x and all v in V0.
Proof. Let t be the greatest positive integer such that yt = 0. It is just straightforward computa-
tion to show the following equalities:(
In−t−1
0 It
0 yt · · ·y1 x
)
=
⎛⎜⎜⎝
In−t−1
1 − yt−1
yt
· · · − y1
yt
1
yt
It−1
1
⎞⎟⎟⎠×
⎛⎜⎝
In−t−1
1
It−1
1
⎞⎟⎠
×
⎛⎜⎝
In−t−1
yt yt−1 · · ·y1 x
It−1
x
⎞⎟⎠
−
yt
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⎛⎜⎜⎝
In−t−1
1 − yt−1
yt
· · · − y1
yt
1
yt
It−1
1
⎞⎟⎟⎠× αt ×
⎛⎜⎝
It−1
1
In−t−1
1
⎞⎟⎠
×
⎛⎜⎝
In−t−1
yt yt−1 · · ·y1 x
It−1
− x
yt
⎞⎟⎠ .
The decomposition clearly shows that the matrix in Eq. (10) is actually in the double-coset
of height t . Since π1 and π2 agree on cosets of height up to n − 2, and n − 2 t , the lemma is
established. 
We use the equality in Lemma 3.2 and the functional equation to conclude that π1 and π2
agree on height n − 1. The following equalities and matrix manipulation are true for all v in V0
and all Whittaker functions, W in the Whittaker Models of πi :
W 1v
(1
0 In−2
0 yn−2, . . . , y1 x
)
= W 2v
(1
0 In−2
0 yn−2, . . . , y1 x
)
,
W 1v
(
ωnωn
(1
0 In−2
0 yn−2, . . . , y1 x
))
= W 2v
(
ωnωn
(1
0 In−2
0 yn−2, . . . , y1 x
))
,
W 1v
(
ωn
(
x y1, . . . , yn−2 0
In−2 0
1
)
ωn
)
= W 2v
(
ωn
(
x y1, . . . , yn−2 0
In−2 0
1
)
ωn
)
,
W 1v
(
ωn
(
x y1, . . . , yn−2 0
In−2 0
1
)
ωn,1ωn,1ωn
)
= W 2v
(
ωn
(
x y1, . . . , yn−2 0
In−2 0
1
)
ωn,1ωn,1ωn
)
.
Since ωn,1ωn = αn−1, the equality becomes
W 1
π1(αn−1)v
(
ωn
(
x y1, . . . , yn−2 0
In−2 0
1
)
ωn,1
)
= W 2
π2(αn−1)v
(
ωn
(
x y1, . . . , yn−2 0
In−2 0
)
ωn,1
)
.1
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′
i s, we have:
X˜1v
⎛⎜⎜⎜⎜⎝
⎛⎜⎜⎜⎜⎝
x
y1 1
... In−4
yn−2 1
0 0 0 0 1
⎞⎟⎟⎟⎟⎠ωn,1
⎞⎟⎟⎟⎟⎠= X˜2v
⎛⎜⎜⎜⎜⎝
⎛⎜⎜⎜⎜⎝
x
y1 1
... In−4
yn−2 1
0 0 0 0 1
⎞⎟⎟⎟⎟⎠ωn,1
⎞⎟⎟⎟⎟⎠ .
X˜iv is a Whittaker function inW(π˜i ,ψ), so we have the following equality:
Ψ
(
π˜1(ωn,1)X˜1v,χ
−1,1 − s;n− 2)= Ψ (π˜2(ωn,1)X˜2v,χ−1,1 − s;n− 2).
Note that the above equality holds first for Re(s)  0 and then a rational functions of q−s for all
v in V0 and all χ .
Then we use the functional equations attached to π1 and π2 and quasi-characters, χ of F ∗.
Canceling out the γ -factor, we get
Ψ
(
X1v,χ, s;0
)= Ψ (X2v,χ, s;0) ∀χ.
By the linear independence of quasi-characters of G1 = F ∗ or Corollary 2.1, we get
X1v
(
x
In−1
)
= X2v
(
x
In−1
)
∀x.
Take x = 1 and simplify the expression, we get
W 1v
(
αn−1
)= W 2v (αn−1) ∀v ∈ V0.
αn−1 is in the coset of height n− 1. Hence by Lemma 3.1,
W 1v (g) = W 2v (g) ∀v ∈ V0, g ∈ Uαn−1P ′.
Hence π1 and π2 agree on height n − 1, therefore all heights. Proving Eq. (8), we conclude the
proof of the n× (n− 2) theorem. 
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