A local limit theorem is given for the sample mean of a zero energy function of a nonstationary time series involving twin numerical sequences that pass to infinity. The result is applicable in certain nonparametric kernel density estimation and regression problems where the relevant quantities are functions of both sample size and bandwidth. An interesting outcome of the theory in nonparametric regression is that the linear term is eliminated from the asymptotic bias. In consequence and in contrast to the stationary case, the Nadaraya-Watson estimator has the same limit distribution (to the second order including bias) as the local linear nonparametric estimator.
INTRODUCTION
Consider an array x k,n , 1 ≤ k ≤ n, n ≥ 1 constructed from some underlying nonstationary time series and assume that there is a continuous limiting Gaussian process G(t), 0 ≤ t ≤ 1, to which x [nt] ,n converges weakly, where [a] denotes the integer part of a. For instance, in many applications we encounter quantities such as x k,n = d −1 n x k where x k is a nonstationary time series, such as a unit root or long memory process, for which d n is an appropriate standardization factor. A common functional of interest S n of x k,n is defined by Our thanks to the co-editor and two referees for helpful comments on the original version of this paper. where c n is a certain sequence of positive constants and g is a real integrable function on R. Such functionals arise in nonparametric estimation problems, particularly those involving nonlinear cointegration models, where the underlying time series x k are nonstationary, g is a kernel function, and the secondary sequence c n depends on the bandwidth used in the nonparametric regression. The limit behavior of S n in the situation where ∞ −∞ g (s) ds = 0 was studied in Wang and Phillips (2009a) , where it was shown that when c n → ∞ and n/c n → ∞,
where L G (t, s) is the local time of the process G(t) at the spatial point s, defined in the following section. When the function g is a kernel density, the limit (1.2) is simply the local time of G at the origin. This limit may be recentered at an arbitrary spatial point s by using g c n x k,n − s in place of g(c n x k,n ) in (1.1). Jeganathan (2004) investigated the asymptotic form of similar functionals when x k,n is the partial sum of a linear process. For the particular situation where c n x k,n is a partial sum of independent and identically distributed (i.i.d.) random variables, related results were given in Borodin and Ibragimov (1995) , Akonom (1993) , and Phillips and Park (1998) . Results of the type (1.2) have many statistical applications, especially in nonparametric estimation-see Phillips (2009a, 2009b) . The present work is concerned with developing a limit theory for the sample function S n in the zero energy case where ∞ −∞ g (s) ds = 0. Such cases are important in nonparametric regression and appear in the analysis of bias and in derivative estimation problems. In bias analysis, e.g., we need to consider functions of the form g (s) = s K (s) , where K (s) is the kernel function used in nonparametric estimation, and then g (s) ds = 0 when K is a symmetric function. Interestingly, in this case it turns out that for nonstationary time series, the expression for the bias in the limit theory involves no linear term in the bandwidth, in contrast to the stationary case. One consequence of this change in the limit theory is that the local level (Nadaraya-Watson) estimator has the same asymptotic distribution including the bias correction as that of the local linear estimator in nonstationary cointegrating regression. These issues are explored in Section 2 (see Remarks 2.5 and 2.6 for details). Similarly, in nonparametric derivative estimation, we need to deal with functions such as the kernel derivative g (s) = K (s), which again have zero energy when K is symmetric. Theorem 2.1 shows that the limit theory for S n in (1.1) differs from (1.2) when g has zero energy in terms of both rate of convergence and the limiting process.
MAIN RESULTS
Let {ξ j , j ≥ 1} be a linear process defined by
where { j , −∞ < j < ∞} is a sequence of i.i.d. random variables with E 0 = 0, E 2 0 = 1, and characteristic function ϕ(t) of 0 satisfying ∞ −∞ |ϕ(t)|dt < ∞. Throughout the paper, the coefficients φ k , k ≥ 0, are assumed to satisfy one of the following conditions. C1. φ k ∼ k −μ ρ(k), where 1/2 < μ < 1 and ρ(k) is a function slowly varying at ∞.
be a Borel measurable function on R. As discussed earlier, the present paper is concerned with the limit behavior of sample functions of the form ∑ n k=1 g x k / h , when n → ∞, h ≡ h n → 0, and g is an integrable zero energy function for which
We start with the following notation. A fractional Brownian motion with 0
where
See, e.g., Theorem 22.1 of Geman and Horowitz (1980) . Here and subsequently, the process {L ζ (t, s), t ≥ 0, s ∈ R} is said to be the local time of a measurable process {ζ(t), t ≥ 0} if, for any locally integrable function
with probability one.
We now develop a limit theory for the sample function (1.1) in the zero energy case. Write d 2 n = Ex 2 n . It is well known (see, e.g., Wang, Lin, and Gulati, 2003) that
2)
Our main result is as follows.
THEOREM 2.1. Assume that |g(t)|dt < ∞, |ĝ(t)|dt < ∞ and |ĝ(t)| ≤ C min{|t|, 1}, whereĝ(x) = e it x g(t)dt and C is a positive constant. Then, for any h → 0 (h 2 log n → 0 under C2) and nh/d n → ∞, we have
3)
where τ 2 = g 2 (s)ds, N is a standard normal variate independent of ψ(t), and for 0 ≤ t ≤ 1, the process ψ(t) is defined by
Remark 2.1. The conditions on g(x) imply g(x) dx = 0 and g 2 (x) dx < ∞. Indeed it follows by dominated convergence that
On the other hand,
This fact will be used in the proof without further explanation. Integrability ofĝ(x) is a mild condition, and |ĝ(t)| ≤ C min{|t|, 1} is implied by (1 + |x|)|g(x)| dx < ∞. Many commonly used functions, such as the normal kernel function or functions having a compact support with g(x) dx = 0, satisfy the conditions on g(x) in Theorem 2.1. These conditions are particularly convenient for our proofs. More direct conditions such as g(x) dx = 0, (1 + |x|)|g(x)| dx < ∞, and g 2 (x) dx < ∞ might be imposed on g, but it is not clear whether these are sufficient for our results.
Remark 2.2. If g(t)dt = 0, the limit behavior of ∑ n k=1 g x k / h is quite different and involves a different rate of convergence. It has been proved as a corollary of a more general result in Wang and Phillips (2009a) 
Jeganathan (2004) and Borodin and Ibragimov (1995) provide related results for such sample functions. The latter monograph investigated the limit behavior of ∑ n k=1 g x k / h under more general settings on g(x), but required x k to be a partial sum of i.i.d. random variables.
Remark 2.3. Assume that φ 0 = 1 and φ j = 0, j ≥ 1. In this setting, x i = ∑ i j=1 j is a partial sum of i.i.d. random variables, and d 2 n = n. Under some conditions on g(x) that are similar to those in Theorem 2.1, Theorem 4.3.3 of Borodin and Ibragimov (1995) established that
4)
3), which is related to τ 2 . But there is an essential difference between (2.3) and (2.4). In particular, (2.4) is only a partial invariance principle because the limit involves the characteristic function ϕ(t) = Ee it 0 of the innovations in x k and so the constant τ in (2.4) is dependent on this distribution. The reason underlying the difference between (2.3) and (2.4) is that the sample autocovariances of the summand in (2.3) satisfy
See the proof of Proposition 3.3. Hence J n = o P (1), when h → 0, and so J n does not contribute to the limit behavior of
The extension of (2.4) to linear processes can be found in Jeganathan (2008) . Our proof is different from Jeganathan (2008) , and the presence of the bandwidth sequence h seems to simplify the limit theory.
Remark 2.4. If | f j (x)| and f 2 j (x), j = 1, 2, are Lebesgue integrable functions on R with τ 1 = f 1 (x) dx = 0 and τ 2 = f 2 (x) dx = 0, in addition to the result (2.3), we have
where the notation → D is defined as in Section 3.2. As a direct consequence of (2.5), we have the following corollary, which provides a self-normalized result for additive functionals of random sums.
COROLLARY 2.1. Assume that [|g(t)| + g 4 (t)] dt < ∞, |ĝ(t)| dt < ∞, and |ĝ(t)| ≤ C min{|t|, 1}, whereĝ(x) = e it x g(t) dt and C is a positive constant.
Then, for any h → 0 (h 2 log n → 0 under C2) and nh/d n → ∞, we have
(2.6) Remark 2.5. Result (2.5) is also useful in nonparametric bias analysis related to nonstationary cointegration regression. To illustrate, consider the following nonlinear structural model of cointegration:
where u t is a zero mean stationary equilibrium error and f is an unknown function to be estimated with the observed data {y t , x t } n t=1 . The conventional kernel estimate of f (x) in model (2.7) is given bŷ
, (2.8)
is a nonnegative real function, and the bandwidth parameter h ≡ h n → 0 as n → ∞. Under certain conditions on f (x), u t , and h, it is shown in Wang and Phillips (2009a) that
where C 0 is a constant related to the kernel K (x) and the moment Eu 2 t . By making use of the result (2.5), together with some additional smoothness conditions on f (x), an explicit bias term may be incorporated into the limit theory (2.9). To do this, we use the following assumptions in the asymptotic development. The assumptions are similar to those in Wang and Phillips (2009b) , but Assumption 3 allows for higher order kernel functions K ( y).
Assumption 3.
(a) K (x) satisfies that K ( y) dy = 1 and for some p ≥ 2,
Assumption 4. For given fixed x, f (x) has a continuous p + 1 derivative in a small neighborhood of x, where p ≥ 2 is defined as in Assumption 3.
THEOREM 2.2. Under Assumptions 1-4, we have
Remark 2.6. An important distinction between (2.10) and the limit theory for the case of stationary x t is that the expression for the bias in (2.10) involves only a term that depends on f ( p) (x). In particular, in the important case where p = 2, there is no linear term (involving f (x)) in the bias expression. The reason for this simplification in the limit theory is that in the usual Taylor development for the bias, the linear term takes the form
is a zero energy function. It follows from Theorem 2.1 that I a = O p n 1/4 h 3/2 when x t is unit root nonstationary and d n = √ n as occurs under Assumption 1. On the other hand, the quadratic term in the Taylor development of the bias has the form
, which is O p n 1/2 h 3 from (2.5). Thus, I a is dominated by I b as n → ∞ provided nh 6 → ∞. On the other hand, when nh 6 = O(1), both I a and I b do not affect the limit theory. Details are given in the proof of Theorem 2.2 in Section 4. By contrast, in the stationary case both I a and I b are O nh 2 , and then both terms contribute to the bias in the limit theory.
Remark 2.7. The result (2.10) implies that
12)
where a n diverges to infinity as slowly as required. This indicates that a possible "optimal" bandwidth h that yields the best rate in (2.12) or the minimal E(
where a and a are positive constants. This result is different from that of nonparametric regression with a stationary regressor, which typically requires h = o n −1/5 for undersmoothing. Investigation of an "optimal" bandwidth h for nonstationary cointegration regression therefore involves different criteria from that of stationary regression. We leave this topic for future work.
Remark 2.8. Interestingly, the fact that the linear term in the bias is eliminated in (2.10) means that in the nonstationary case the Nadaraya-Watson estimator f (x) defined by (2.8), under Assumptions 3 and 4 with p = 2, has the same limit distribution (to the second order including bias) as the local linear nonparametric estimator (e.g., Fan and Gijbels, 1996) , defined bŷ
Remark 2.9. The local linear nonparametric estimator is popular partly because of its bias reducing properties in comparison with the Nadaraya-Watson estimatorf (x) defined by (2.8). The present finding shows that this particular advantage is lost when x t is nonstationary. The other main advantage of the local linear smoother is the absence of boundary effects when the distribution of x t has bounded support. However, in the present case, x t is recurrent with unbounded support, and so this second advantage also does not apply. Remark 2.10. As pointed out by a referee, a comparison between the Nadaraya-Watson estimatorf (x) defined by (2.8) and the local polynomial estimator with order p > 2 would be interesting. The asymptotics related to the local polynomial estimator with order p > 2 require more precise results than those of (2.5). This kind of extra precision in the limit theory is not available at the present time. So we leave this topic for future work.
PROOF OF THEOREM 2.1
Section 3.1 provides some preliminary lemmas. Section 3.2 outlines the proof of Theorem 2.1. In fact, we provide the proof of the more general joint convergence result (2.5). Some useful propositions are given in Section 3.3. These propositions are interesting in their own right. Throughout the section we denote constants by C, C 1 ,..., which may differ at each appearance.
Preliminaries
Recalling the properties of φ j , together with (2.2), simple calculations show that
Next, because E 0 = 0, E 2 0 = 1, and the characteristic function ϕ(t) of 0 satisfies ∞ −∞ |ϕ(t)|dt < ∞, it follows that, ∀ > 0, we may choose A sufficiently large such that
uniformly on k. See, e.g., the proof of Corollary 2.2 of Wang and Phillips (2009a) . Result (3.2) implies the following fact.
F. S k / k has a density ν k (x), and the ν k (x) are uniformly bounded on k and x by a constant C.
See, e.g., Lukács (1970, Thm. 3.2.2) . Note that, for any s < m, 
where = d denotes equivalence in distribution. By virtue of (3.3), results (3.1) and (3.2) also imply the following lemma.
LEMMA 3.1. x k /d k has a density g k (x) in which the g k (x) are uniformly bounded over k and x by a constant C, and as k → ∞,
Proof. By virtue of (3.1) and (3.2), it follows from (3.3) with s = −1 and the independence of j that
uniformly on k. This proves that x k /d k has a density g k (x), and the g k (x) are uniformly bounded on k and x by a constant C. As for (3.4), for any > 0, by noting that we may choose A sufficiently large such that
uniformly on k because of (3.2), we have 2π sup
when k → ∞, where we have used the fact that
. This proves (3.4) and also completes the proof of Lemma 3.1.
n To introduce the next two lemmas, let r (x) be a real function such that
where x s,k is defined as in (3.3) and μ is a constant.
LEMMA 3.2.
(ii) Suppose that |r (t)| ≤ C min{|t|, 1} and |r (t)| dt < ∞, wherer (t) = e it x r (x) d x. Then, for all l − k ≥ 1 and all k ≥ s + 1,
Remark 3.1. The constant C in Lemma 3.2 depends on r (x) through |r (x)| dx and |r (x)| dx. This implies that, if
where is a set of functionals, then Lemma 3.2 holds true uniformly on r (·) ∈ G.
Proof. The first part of result (i) follows from fact F. It follows from Lemma 3.1 that
which gives the second part of result (i).
We next prove result (ii). We prove (3.8) with s = 0 because the proofs of (3.7) and (3.8) with s = 0 are the same and so the details are omitted. For convenience of notation, write x k = x 0,k and I k,l = I (0) k,l . As |r (t)| dt < ∞, we have r (x) = 1 2π e −i xtr (t) dt. This yields
Define ∑ l j=k = 0 if l < k and put a s,q = ∑ s−q j=0 φ j . Without loss of generality, assume that φ 0 = 0. Indeed, if φ 0 = 0, we may use φ 1 , etc. Because
it follows from independence of the k 's that
9)
where (λ, k) = E e iz (1) / h |r (t)| dt,
As n can be taken sufficiently large so that u/ √ n is as small as required, we assume u = 0 in the following proof for convenience. We first show that, for all λ,
To estimate (3.10), write 1 ( 2 , respectively) for the set of 1 ≤ q ≤ k/2 such that |λ a l,q − t a k,q | ≥ h (|λ a l,q − t a k,q | < h, respectively), and
By noting that
a s,q = s−q ∑ j=1 φ j ∼ C (s − q) 1−u ρ(s − q), under C1 φ, under C2,(3.
11)
as s − q sufficiently large, it is readily seen that
whenever #( 1 ) ≤ √ k and k is sufficiently large, where #(A) denotes the number of elements in A. On the other hand, there exist constants γ 1 > 0 and γ 2 > 0 such that
12)
because E 1 = 0, E 2 1 = 1, and 1 has a density. See, e.g., Chapter 1 of Petrov (1995) . Also note that
because B 2 2 ≤ B 1 B 3 , by Hölder's inequality. By virtue of these facts, it follows from the independence of t that
q=1 q (λ a l,q − t a k,q ). This, together with the fact that
as required. We now turn back to the proof of (3.8) for s = 0. Recall that we may assume u = 0 for convenience as earlier. By virtue of (3.9) and (3.10), it suffices to show that
13)
for l − k ≥ 1. First notice that, for any δ > 0, there exist constants γ 3 > 0, γ 4 > 0, and k 0 sufficiently large such that, for all s ≥ k 0 and q ≤ s/2,
under C1, and
under C2. These facts follow from (3.11) and (3.12) with a simple calculation. Hence, because ρ(.) is a slowly varying function, whenever
(3.14)
Now, using |r (t)| ≤ C min{|t|, 1}, we obtain that, whenever l − k ≥ k 0 ,
where we have used the fact that |Ee iλ 1 |dλ < ∞. This gives (3.13) for l − k ≥ k 0 . The result (3.13) for l − k ≤ k 0 is obvious, because, in this case,
The proof of Lemma 3.2 is now complete. n
Proof of (2.5)
First, it is convenient to introduce the following definitions and notation. If α
to mean that for all α (1) Billingsley, 1968, Thm. 3.1; Hall, 1977) To prove (2.5), we use the following lemma, whose proof is the same as in Wang and Phillips (2009b) . Also see Borodin and Ibragimov (1995) . LEMMA 3.3. Suppose that {F t } t≥0 is an increasing sequence of σ -fields, q(t) is a process that is F t -measurable for each t and continuous with probability one, Eq 2 (t) < ∞, and q(0) = 0. Let ψ(t), t ≥ 0, be a process that is nondecreasing and continuous with probability one and satisfies ψ(0) = 0 and Eψ 2 (t) < ∞. Let ξ 1 ,...,ξ m be random variables that are F t -measurable for each t ≥ 0. If, for any γ j ≥ 0, j = 1, 2,...,r , and any 0 ≤ s < t ≤ t 0 < t 1 < ··· < t r < ∞, 
s) = s independent of ψ(t).
By virtue of Lemma 3.3, we now obtain the proof of (2.5). Technical details of some subsidiary results that are used in this proof are given in the next section. Set
for 0 ≤ t ≤ 1 and 0 ≤ l < ∞.
We will prove in Propositions 3.1 and 3.2 that ζ n (t,l) ⇒ ζ(t,l), for each 0 ≤ l < ∞, where ζ(t,l) = W (t) − W (−l), ψ n (t) ⇒ τ 2 ψ(t), and ψ jn (t) ⇒ τ j ψ(t), j = 1, 2, on D[0, 1]. Furthermore we will prove in Proposition 3.4 that {η n (t)} n≥1 is tight on D[0, 1]. These facts imply that, for any 0
Hence, by Prohorov's theorem (see Billingsley, 1968, Sect. 6) , for each {n } ⊆ {n}, there exists a subsequence {n } ⊆ {n } such that
, where η(t) is a process continuous with probability one by noting (3.28) later in this section. Write
It is readily seen that F s ↑ and η(s) is F s -measurable for each 0 ≤ s ≤ 1. Also note that ψ(t) (for any fixed t ∈ [0, 1]) is F s -measurable for each 0 ≤ s ≤ 1. If we prove that for any 0 ≤ s < t ≤ 1,
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then it follows from Lemma 3.3 that the finite-dimensional distributions of η(t), τ 1 ψ(1), τ 2 ψ(1) coincide with those of τ N ψ 1/2 (t), τ 1 ψ(1), τ 2 ψ(1) , where N is a normal variate independent of ψ 1/2 (t). The result (2.5) therefore follows because η(t), τ 1 ψ(1), τ 2 ψ(1) does not depend on the choice of the subsequence. See, e.g., Theorem 2.3 of Billingsley (1968) . Let 0 = t 0 < t 1 < ··· < t r = 1 and 0 = l 0 < l 1 ,...,l r < ∞, where r and r are arbitrary integers, and G(•) be an arbitrary bounded measurable function on R j+(r +1)(r +1) . To prove (3.16) and (3.17), it suffices to show that
19)
The result (3.15) (for convenience of notation, we assume that the sequence {n } in (3.15) is just {n} itself), together with the uniform integrability of η n (t), η 2 n (t), and ψ n (t) for each 0 ≤ t ≤ 1 (see Proposition 3.3), implies that the statements (3.18) and (3.19) will follow if we prove , Billingsley, 1968, Thm. 5.4) . Note that, by using similar arguments to those in the proofs of Lemmas 5.4 and 5.5 in Borodin and Ibragimov (1995) , we may choose
and simple calculations show that
By independence of k , we now only need to show that
Furthermore, by independence of k again and conditioning arguments, it suffices to show that, for any μ,
25)
where x s,k is defined as in (3.3). This follows from Proposition 3.5. The proof of Theorem 2.1 is now complete.
Some Useful Propositions
In this section we will prove the following propositions required in the proof of theorem 2.1. Our notation will be the same as in the previous sections except when explicitly mentioned.
PROPOSITION 3.1. We have, for each 0 ≤ l < ∞,
26)
where W (t) = W 3/2−u (t) under C1 and W (t) = W (t) under C2.
Proof. The first result of (3.26) is well known. The second result in (3.26) can be found in, e.g., Wang et al. (2003) . 
Similarly, we also have
Proof. We only prove (3.27). It suffices to show that (a) the finite-dimensional distributions of ψ n (t) converge to those of τ 2 ψ(t);
Statement (a) has been established in Jeganathan (2004) (also see Wang and Phillips, 2009a ). We will use Theorem 4 of Billingsley (1974) to establish statement (b). According to this theorem, we only need to show that
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and there exists a sequence of α n ( , δ) satisfying lim δ→0 lim sup n→∞ α n ( , δ) = 0 for each > 0 such that, for
we have
To prove (3.28), by noting that, for all > 0,
it suffices to show that, for all > 0,
In fact, by recalling that x k /d k has a uniformly bounded density g k (x) by Lemma 3.1, we have
where we have used the fact that
We next prove (3.29). It follows from the independence of k and (3.3) that
The result (3.29) will follow if we prove lim δ→0 lim sup n→∞ α n ( , δ) = 0 for each > 0. In fact, by letting r (x) = g 2 ( y/ h + x), we have r (x) dx = g 2 (x) dx < ∞ uniformly on y ∈ R and h. Hence it follows from part (i) of Lemma 3.2 (also recall Remark 3.1) that, for all > 0, n PROPOSITION 3.3. For any fixed 0 ≤ t ≤ 1, η n (t), η 2 n (t), and ψ n (t), n ≥ 1, are uniformly integrable.
Proof. We first claim that, for each fixed t,
In fact it follows from (3.6) with r (x) = g 2 (x) that, for each fixed t,
By virtue of (3.33), together with Proposition 3.2 and the fact that ψ k (t) is positive, it follows from Theorem 5.4 of Billingsley (1968) that ψ k (t) are uniformly integrable for each fixed t.
To prove the uniform integrability of η 2 n (t) for each fixed t, we first show that
That is, the conditions on r (t) in part (ii) of Lemma 3.2 hold true uniformly for all y ∈ R and h. It now follows from (3.8) (recall Remark 3.1) with u = 0 and s = 0 that, for all l − k ≥ 1,
Hence, by noting that
and recalling (3.3), we obtain that
h + h 2 log n, under C2, which yields (3.34), because h → 0 (h 2 log n → 0 under C2). By virtue of (3.34), for any A > 0 and fixed t, we have
This, together with the fact that
where we have used the uniform integrability of ψ n (t). That is, η 2 n (t) is uniformly integrable. The integrability of η n (t) follows from that of η 2 n (t). The proof of Proposition 3.3 is now complete.
Proof. As in the proof of Proposition 3.2, we will use Theorem 4 of Billingsley (1974) to establish the tightness of η n (t) on D [0, 1] . According to the theorem, we only need to show that
36)
The result (3.36) has been proved in (3.28). To prove (3.37), we choose
It follows from (3.32) and (3.35) that
h + h 2 log n, under C2, → 0, first n → ∞ and then δ → 0, as h → 0 (h 2 log n → 0 under C2). Now, by noting that by using Markov's inequality and the independence of k , we obtain the required (3.37). The proof of Proposition 3.4 is complete.
n PROPOSITION 3.5. Results (3.24) and (3.25) hold true for any constant u ∈ R.
Proof. Let r (t) = g( y/ h + t). It has been proved in Proposition 3.3 that r (x) satisfies the conditions required in part (ii) of Lemma 3.2 (also recall Remark 3.1), uniformly on y and h. Hence it follows from (3.8) that, uniformly on y,
h + h 2 log n, under C2.
This implies (3.25) because h → 0 (h 2 log n → 0 under C2) and nh/d n → ∞. The proof of (3.24) is similar, and the details are omitted. 
PROOF OF THEOREM 2.2
We may writê It is readily seen that Assumptions 1-4 match those used in Theorem 3.1 of Wang and Phillips (2009b) except Assumption 2. The current Assumption 2 seems to be more natural and clearly does not affect the result and the proof of Theorem 3.1 in Wang and Phillips (2009b) . It follows from (3.8) of Wang and Phillips (2009b) 
PROOF OF THEOREM 2.3
We may writê
, where H 1 (x) = x K (x). As in the proof of Theorem 2.2, it follows easily from (2.5) that
where C 0 and C 1 are constants. Also recall that
By virtue of these facts, together with (2.10), to prove
