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Abstract
In this paper, existence criteria are established for the existence of periodic solutions of a second order sublinear
differential equation with delay and forcing function. Our method is based on careful a priori estimation and
continuation theorems, and our sublinear condition is an improvement of the boundedness condition in some recent
results.
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1. Introduction
Forced second order differential equations such as Lienard and Duffing equations have been the
subject of many investigations since they arise in many physical models. In particular, periodic solutions
of such equations with delay are studied by Iannacci and Nkashama in [1], Omari and Zanolin in [2],
and many others (see for examples [3–8]). For instance, in [5], it is shown that if the continuous function
g : R → R is bounded and the real numbers a, b satisfy
0 < |b| < |a|
4π2
,
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then the forced equation
ax ′′(t) + bx(t) + g (x(t − τ )) = p(t), t ∈ R, (1)
where τ > 0 and the forcing function p : R → R is a 2π -periodic continuous function with zero mean
over [0, 2π ], i.e.,∫ 2π
0
p(s)ds = 0,
has at least one 2π -periodic solution. As another example, it is shown in [7] that if b = 0, a = 1,
|g(x)| ≤ A|x | + B for |x | ≥ ρ where ρ > 0, 0 ≤ A < 1/π2 and B ≥ 0, and xg(x) > 0 for |x | ≥ ρ,
then (1) has at least one 2π -periodic solution.
In this note, we will obtain additional criteria for the existence of 2π -periodic solutions of (1) under a
sublinear condition on the function g. Our criteria, as will be explained in the last section, are compatible
with the existent ones for the well known Duffing equation.
The techniques for obtaining the existence criteria are based on a priori estimation and continuation
theorems. Indeed, once appropriate a priori bounds for the 2π -periodic solutions of the auxiliary equation
ax ′′(t) + λ{bx(t) + g(x(t − τ )) − p(t)} = 0, t ∈ R, (2)
are known for each λ ∈ (0, 1), then by embedding the original problem in a functional-analytic
framework, these continuation theorems will imply existence of periodic solutions to the original
equation (see e.g. [6–8]).
2. Preparatory results
We will assume throughout that in the Eqs. (1) and (2)
(H) p is a real 2π -periodic function with zero mean over [0, 2π ], g is a real continuous function and
τ > 0.
For a real 2π -periodic continuous function x = x(t), we will also denote its maximum norm by
‖x‖ = max0≤t≤2π |x(t)|. A solution of (2) is a twice continuously differentiable real function that
renders (2) into an identity.
Lemma 1. Let x : R → R be a 2π -periodic and continuously differentiable function. Then for any
ξ ∈ [0, 2π ],
|x(t)| ≤ |x(ξ)| + 1
2
∫ 2π
0
|x ′(s)|ds, t ∈ R.
Proof. Note that for any t ∈ [ξ, ξ + 2π ],
|x(t)| =
∣∣∣∣x(ξ) +
∫ t
ξ
x ′(s)ds
∣∣∣∣ ≤ |x(ξ)| +
∫ t
ξ
|x ′(s)|ds,
and
|x(t)| =
∣∣∣∣x(ξ + 2π) +
∫ t
ξ+2π
x ′(s)ds
∣∣∣∣
=
∣∣∣∣∣x(ξ) +
∫ ξ+2π
t
(−x ′(s))ds
∣∣∣∣∣ ≤ |x(ξ)| +
∫ t+2π
t
|x ′(s)|ds.
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By adding the above two inequalities, we see that
2|x(t)| ≤ 2|x(ξ)| +
∫ ξ+2π
ξ
|x ′(s)|ds = 2|x(ξ)| +
∫ 2π
0
|x ′(s)|ds
as required.
Lemma 2. Suppose b = 0 and there are constants ρ > 0, β > 0 and α ∈ [0, 1) such that
|g(x)| ≤ β|x |α, |x | > ρ. (3)
If x = x(t) is a 2π -periodic solution of (2), then there are constants ρ1 > ρ and t0 ∈ [0, 2π ] such that
|x(t0)| ≤ ρ1.
Proof. We assume that b > 0 since the case b < 0 can be proved in a similar manner. First note that by
integrating (2) from 0 to 2π , we see that
0 =
∫ 2π
0
p(s)ds =
∫ 2π
0
bx(s)ds +
∫ 2π
0
g(x(s − τ ))ds =
∫ 2π
0
bx(s)ds +
∫ 2π
0
g(x(s))ds. (4)
Since g satisfies (3), there exists ρ1 > ρ such that
sign {bu + g(u)} = sign {bu}
for |u| > ρ1. If x(t) > ρ1 for t ∈ [0, 2π ], then bx(t) + g(x(t)) > 0 and if x(t) < −ρ1, then
bx(t) + g(x(t)) < 0. In either case,∫ 2π
0
{bx(s) + g(x(s))}ds = 0,
which is contrary to (4). Thus there must be some t0 ∈ [0, 2π ] such that |x(t0)| ≤ ρ1. The proof is
complete.
Lemma 3. Suppose b = 0 and there are constants ρ > 0, β > 0 and α ∈ [0, 1) such that (3) holds. If
x = x(t) is a 2π -periodic solution of (2), then∫ 2π
0
|g(x(t))|dt ≤ 2πβ‖x‖α + 2π max|u|≤ρ |g(u)|. (5)
Proof. Let x = x(t) be a 2π -periodic solution of (2). Let A = {t ∈ [0, 2π ] | |x(t)| > ρ} and
B = {t ∈ [0, 2π ] | |x(t)| ≤ ρ}. Then∫ 2π
0
|g(x(t))|dt =
∫
A
|g(x(t))|dt +
∫
B
|g(x(t))|dt
≤ β
∫
A
|x(t)|αdt +
∫
B
max|u|≤ρ |g(u)|dt
≤ 2πβ‖x‖α + 2π max|u|≤ρ |g(u)|
as desired. The proof is complete.
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3. A priori bounds
We are now ready for estimating 2π -periodic solutions of (2).
Theorem 1. Suppose 0 < |b| < |a|/π2 and there are constants ρ > 0, β > 0 and α ∈ [0, 1) such
that (3) holds. If x = x(t) is a 2π -periodic solution of (2), then there is a positive number r∗ such that
‖x‖ < r∗ and ‖x ′‖ < r∗.
Proof. Let x = x(t) be a 2π -periodic solution of (2). In view of Lemma 2, there are constants ρ1 > ρ
and t0 ∈ [0, 2π ] such that |x(t0)| ≤ ρ1. If ‖x‖ < ρ1, then we may take r∗ to be ρ1. Suppose not, then in
view of Lemma 1 and the Cauchy–Schwarz inequality,
|x(t)| ≤ |x(t0)| + 12
∫ 2π
0
|x ′(s)|ds ≤ ρ1 + 12
∫ 2π
0
|x ′(s)|ds
≤ ρ1 +
√
2π
2
{∫ 2π
0
|x ′(s)|2ds
}1/2
(6)
for t ∈ R, so that
2
π
(‖x‖ − ρ1)2 ≤
∫ 2π
0
|x ′(s)|2ds. (7)
On the other hand, if we multiply (2) by x(t) and then integrate from 0 to 2π , we see that
−a
∫ 2π
0
|x ′(s)|2ds + λb
∫ 2π
0
x2(s)ds + λ
∫ 2π
0
x(s)g(x(s − τ ))ds − λ
∫ 2π
0
x(s)p(s)ds = 0.
In view of Lemma 3 and (7), we then see that
2|a|
π
(‖x‖ − ρ1)2 ≤ |a|
∫ 2π
0
|x ′(s)|2ds
≤ 2π |b|‖x‖2 + ‖x‖
{∫ 2π
0
|g(x(s − τ ))|ds +
∫ 2π
0
|p(s)|ds
}
≤ 2π |b|‖x‖2 + ‖x‖
{
2πβ‖x‖α + 2π max|u|≤ρ |g(u)| +
∫ 2π
0
|p(s)|ds
}
.
Since
2|a|
π
(‖x‖2 − 2ρ1‖x‖) < 2|a|
π
(‖x‖ − ρ1)2 ,
we may now obtain
2|a|
π
‖x‖2 − 2π |b|‖x‖2 < A‖x‖ + 2πβ‖x‖1+α (8)
where
A = 4
π
ρ1|a| + 2π max|u|≤ρ |g(u)| +
∫ 2π
0
|p(s)|ds
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is a constant independent of x(t) and λ. By our assumption 0 < |b| < |a|/π2, we may further write
‖x‖ < c1 + c2‖x‖α, (9)
where
c1 = A2π
( |a|
π2
− |b|
)−1
> 0
and
c2 = β
( |a|
π2
− |b|
)−1
> 0.
By means of our assumption α ∈ [0, 1), we may now conclude that
‖x‖ ≤ ρ2
for some ρ2 > ρ1. Indeed, since u > c1 + c2uα for all large positive u, the set {u ≥ 0 | u < c1 + c2uα}
must be bounded.
To see that x ′ is also bounded, we first note from (2) that
|a|
∫ 2π
0
|x ′′(s)|ds ≤ |b|
∫ 2π
0
|x(s)|ds +
∫ 2π
0
|g(x(s − τ ))|ds +
∫ 2π
0
|p(s)|ds
≤ 2π |b|‖x‖ + 2πβ‖x‖α + 2π max|x |≤ρ2 |g(x)| +
∫ 2π
0
|p(s)|ds
≤ |a|ρ3
for some ρ3 > ρ2. Then letting t1 ∈ [0, 2π ] such that x ′(t1) = 0, we see that for t ∈ [0, 2π ],
x ′(t) = x ′(t1) +
∫ t
t1
x ′′(s)ds =
∫ t
t1
x ′′(s)ds
and
|x ′(t)| ≤
∫ 2π
0
|x ′′(s)|ds ≤ ρ3
as required. The proof is complete.
By means of the a priori bounds just obtained, we may follow the standard procedures as explained
in various places of [8] and the continuation theorem on page 40 of [8] to show the existence of a
periodic solution of (1). Similar procedures have been demonstrated several times (see e.g. [6–8]), we
will therefore state our result only.
Theorem 2. Suppose 0 < |b| < |a|/π2 and there are constants ρ > 0, β > 0 and α ∈ [0, 1) such that
(3) holds. Then (1) has a 2π -periodic solution.
We remark that our result is more general than the result in [5] stated above.
4. The case where b = 0 and a = 1
Similar techniques can be applied to the case where b = 0 and a = 1.
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Theorem 3. Suppose b = 0 and a = 1. If there are constants ρ > 0 and β ∈ (0, 1/2π2) such that
g(x) ≥ −β|x |, x ≤ −ρ, (10)
or,
g(x) ≤ β|x |, x ≥ ρ,
and
xg(x) > 0, |x | ≥ ρ, (11)
then (1) has a 2π -periodic solution.
To see the proof, we assume that (10) holds since the other case can similarly be proved. Let b = 0,
a = 1 and x = x(t) be a 2π -periodic solution of (2). Then integrating (2) from 0 to 2π , we see that∫ 2π
0
g(x(s − τ ))ds = 0. (12)
In view of (11), if x(t) > ρ for t ∈ [0, 2π ], then g(x(t)) > 0 and if x(t) < −ρ, then g(x(t)) < 0. In
either case,∫ 2π
0
g(x(s))ds = 0,
which is not compatible with (12). Thus there must be some t0 ∈ [0, 2π ] such that |x(t0)| ≤ ρ. Let
A = {t ∈ [0, 2π ] | x(t) > ρ}, B = {t ∈ [0, 2π ] | x(t) < −ρ} and C = {t ∈ [0, 2π ] | |x(t)| ≤ ρ}. Then
in view of (12),∫
A
g(x(s))ds = −
∫
B
g(x(s))ds −
∫
C
g(x(s))ds
≤
∫
B
β|x(s)|ds +
∫
C
|g(x(s))|ds
≤ 2πβ‖x‖ + 2π max|u|≤ρ |g(u)|.
Therefore,∫ 2π
0
|g(x(s))|ds =
∫
A
|g(x(s))|ds +
∫
B
|g(x(s))|ds +
∫
C
|g(x(s))|ds
≤ 4πβ‖x‖ + 4π max|u|≤ρ |g(u)|.
Now by arguments similar to those leading to (8), we may obtain
2
π
‖x‖2 < A˜‖x‖ + 4πβ‖x‖2
where
A˜ = 4
π
ρ1 + 4π max|u|≤ρ |g(u)| +
∫ 2π
0
|p(s)|ds
is independent with respect to λ and x(t). The rest of the proof is similar to that of Theorem 1 so that ‖x‖
and ‖x ′‖ are uniformly bounded by a constant. Our conclusion then follows from continuation theorems.
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Corollary 1. Suppose b = 0 and a = 1. If there are constants ρ > 0, β > 0 and α ∈ [0, 1) such that
g(x) ≥ −β|x |α, x ≤ −ρ,
or,
g(x) ≤ β|x |α, x ≥ ρ,
and
xg(x) > 0, |x | ≥ ρ,
then (1) has a 2π -periodic solution.
5. Remarks
In [5], it is proved that if the continuous function g : R → R is bounded and 0 < |b| < |a|/4π2, then
(1) has a 2π -periodic solution. Theorem 2 asserts that the boundedness condition on g can be relaxed to
the sublinearity condition and the condition 0 < |b| < |a|/4π2 to 0 < |b| < |a|/π2, and hence it is an
improvement.
It is also proved in [3] that if there exist constants ρ, M > 0 such that g(x) ≥ −M for x ≤ −ρ
and xg(x) > 0 for |x | ≥ ρ, then (1) has a 2π -periodic solution. Again, our Corollary 1 only assumes
sublinear g and hence is also an improvement.
It should be noted that an example has been provided in [9] to show the nonexistence of 2π -periodic
solutions of the well known Duffing equation
x ′′(t) + g(x(t)) = p(t). (13)
More specifically, if
g(x) = (m + 1)2x − tan−1 x
and
p(t) = 4 cos(m + 1)t,
where m is a non-negative integer, then (13) does not have any 2π -periodic solutions. If we take m = 0,
then we see that |g(x)| ≤ β|x | for some β ∈ (0, 1) is necessary for the existence of 2π -periodic
solutions. On the other hand, we require in Theorem 3 that β ∈ (0, 1/2π2), which is compatible with
this example since (13) is a degenerate case of our Eq. (1).
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