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Energy Eient Estimation of Gaussian Soures Over
Inhomogeneous Gaussian MAC Channels
Shuangqing Wei, Rajgopal Kannan, Sitharama Iyengar and Nageswara S. Rao
Abstrat
It has been shown lately the optimality of unoded transmission in estimating Gaussian
soures over homogeneous/symmetri Gaussian multiple aess hannels (MAC) using multiple
sensors. It remains, however, unlear whether it still holds for any arbitrary networks and/or with
high hannel signal-to-noise ratio (SNR) and high signal-to-measurement-noise ratio (SMNR). In
this paper, we rst provide a joint soure and hannel oding approah in estimating Gaussian
soures over Gaussian MAC hannels, as well as its suient and neessary ondition in restor-
ing Gaussian soures with a presribed distortion value. An interesting relationship between our
proposed joint approah with a more straightforward separate soure and hannel oding sheme
is then established. Further omparison of these two shemes with the unoded approah reveals
a laking of a onsistent ordering of these three strategies in terms of the total transmission
power onsumption under a distortion onstraint for arbitrary in-homogeneous networks. We
then formulate onstrained power minimization problems and transform them to relaxed onvex
geometri programming problems, whose numerial results exhibit that either separate or un-
oded sheme beomes dominant over a linear topology network. In addition, we prove that the
optimal deoding order to minimize the total transmission powers for both soure and hannel
oding parts is solely subjet to the ranking of MAC hannel qualities, and has nothing to do
with the ranking of measurement qualities. Finally, asymptoti results for homogeneous networks
are obtained whih not only onrm the existing optimality of the unoded approah, but also
show that the asymptoti SNR exponents of these three approahes are all the same. Moreover,
the proposed joint approah share the same asymptoti ratio with respet to high SNR and high
SMNR as the unoded sheme.
1 Introdution
Reent years have witnessed a tremendous growth of interests in wireless ad ho and sensor networks
from both aademia and industry, due to their ease of implementation, infrastruture-less nature,
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as well as the huge potentials in ivil and military appliations. In many instanes, sensor nodes
are deployed to serve a ommon purpose suh as surveillane and monitoring environments. One of
the major design metris is to maximize the lifetime of a sensor net while meeting the onstraints
imposed by the quality of reonstrution, suh as the resulting ultimate distortion measure when
data olleted by sensors are fused to onstrut an estimate of the monitored soure. A ritial fator
aeting the lifetime of a sensor net is the amount of total power expenditure that senor nodes spend
on transmitting their measurements to a fusion enter. The power onsumptions are losely related
with the way sensors olleting and proessing measurements, as well as the ommuniation link
quality between sensor nodes and the fusion enter.
In this paper, assuming L sensor nodes send measurements of a Gaussian soure to a fusion
enter via a one-hop interferene limited wireless link, we investigate the issue of power alloations
aross sensors with and without loal ompression and hannel oding. A similar system model for
Gaussian sensor networks has also been adopted reently by [1, 2, 3℄ and [4℄. In [1, 2℄, the authors
investigated joint soure-hannel oding paradigm and analyzed how distortion sales with respet
to the size of the network. They showed that unoded transmission ahieves the lower bound of
the mean squared error distortion as the number of sensors grow to innity in symmetri networks.
However, no exat soure and hannel oding shemes are provided for general system settings other
than the unoded sheme. In [3℄, the exat" optimality of unoded transmission is proved even for
the homogeneous Gaussian networks with nite number of sensor nodes. As pointed out in [3℄, it
remains unlear though what approah is more favorable when a system beomes non-symmetri
with a nite number of sensors.
The objetives of this paper are two folds. First, we will propose a joint soure-hannel oding
approah and then establish its relationship with the separate soure and hannel oding strategy.
Seond, we will investigate the optimal rate and power alloation strategy in order to minimize
the total transmission power under the onstraint that the mean squared error value in estimating
the Gaussian soure remotely is no greater than a presribed threshold. In partiular, we will
ompare the resulting total power onsumptions of three distint proessing shemes, namely, joint
soure and hannel oding, separate soure and hannel oding and unoded amplify-and-forward
approahes for in-homogeneous networks, and demonstrate the well known result of the optimality
of unoded approah for estimating Gaussian soures in homogeneous networks does not always hold
in inhomogeneous networks.
Our ontributions in this paper an be summarized as follows:
• A joint soure and hannel oding approah is proposed, whose ahievable rate region is ob-
tained. An interesting relationship between this approah and separate soure and hannel
oding approah is then established.
• Optimal deoding order for both joint and separate soure hannel oding is found whih is
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only a funtion of MAC hannel ranking order, and has nothing to do with the power level of
soure measurement noise, when we intend to minimize the total transmission power.
• Relaxed geometri programming problems are formulated in order to ompare three shemes.
Numerial results demonstrate the unoded transmission is not always the best option. The
ordering of the three shemes is highly dependent on relative hannel qualities, measurement
noise levels, as well as the distortion threshold.
• Asymptoti results for large size homogeneous networks with nite SNR and SMNR are ob-
tained whih show the optimality of unoded transmission from another perspetive. More
importantly, a ondition is found under whih the saling fator of reeived hannel SNR ver-
sus signal-to-distortion-noise-ratio (SDNR), as SMNR grows to innity, of joint approah is
equal to that of the unoded sheme. In addition, we prove the SNR exponents of all three
shemes are the same.
The paper is organized as follows. System model is set up in Setion 2. A joint soure and
hannel oding sheme is proposed in Setion 3, in whih we establish its ahievable rate region, as
well as its relationship with the separate soure and hannel oding sheme. In order to ompare
joint and separate approahes, the formulated total power minimization problems are solved using
geometri programming approah in Setion 4, where we also obtain the optimal deoding order
for non-homogeneous networks. Unoded approah is revisited in Setion 5 from the perspetive of
making omparisons with the former two approahes. In Setion 6, we ompare the aforementioned
three shemes in asymptoti region for homogeneous networks. Finally, numerial results of our
omparisons for arbitrary two-node networks are presented in Setion 7.
2 System Model
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Figure 1: System model
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Assume L sensor nodes observe a ommon Gaussian soure X0[i], i = 1, · · · , n, where X0[i] ∼
N (0, σ2S) are identially and independently distributed Gaussian random variables with mean zero
and variane σ2S . The measurements Xj [i] = X0[i]+Nj [i], j = 1, · · · , L from L sensors experiene in-
dependent additive Gaussian measurement noise Nj [i] ∼ N (0, σ2Nj ), where independene is assumed
to hold aross both spae and time. Let Yj[i] denote the transmitted signal from sensor j at time i,
whih satises an average power onstraint:
1
n
n∑
i=1
|Yj[i]|2 ≤ Pj , j = 1 · · · , L. (1)
.
The proessed signals {Yj [i]} then go through a Gaussian multiple aess hannel and are super-
posed at a fusion enter resulting in Z[i] =
∑L
j=1
√
gjYj[i] +W [i], where W [i] ∼ N (0, σ2W ) are white
Gaussian noise introdued at the fusion enter and assumed independent with Nj[i]. Coeients
gj , j = 1, · · · , L apture the underlying hannel pathloss and fading from sensors to the fusion enter.
In this paper, we assume oherent fusion is onduted in the sense that gj are assumed perfetly
known by the fusion enter. Upon reeiving {Z[i]}, the fusion enter onstruts an estimate {Xˆ0[i]}
of {X0[i]} suh that the average mean squared error DE ∆= limn→∞ 1n
∑n
i=1E
∣∣∣X0[i]− Xˆ0[i]∣∣∣2 of the
estimation satises DE ≤ D, where D is a presribed upper bound for estimation error.
What interests us in this paper is power eient shemes to estimate the Gaussian soure remotely
with a presribed mean squared error. Three approahes, namely, joint soure and hannel oding,
separate soure and hannel oding, and unoded amplify-and-forward shemes, will be investigated
in the sequel.
3 Joint Soure-Channel Based Fusion and Its Relationship with Sep-
arate Soure and Channel Coding
In [5℄, a joint soure and hannel oding sheme is proposed to estimate two orrelated Gaussian
soures remotely at a fusion enter where measurements from two sensors are reeived through a
Gaussian MAC hannel. Ahievable rate region was obtained as a funtion of the required distortion
tuple in restoring two orrelated soures. Inspired by their work, we, in this setion, will rst
develop an ahievable rate region for our proposed joint soure-hannel oding (JSCC) approah for
any arbitrary network with L > 1 sensor nodes and then demonstrate an interesting relationship
of JSCC with a separate soure and hannel oding sheme (SSCC) whih is a straightforward
ombination of the reent ndings on CEO problem [6℄ and traditional MAC hannel oding [7℄ with
independent soures.
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3.1 Ahievable Rate Region for Distributed Joint Soure-Channel Coding in
Estimation of Gaussian Soures
Let R˜j , j = 1, · · · , L denote the ompression rate at the j-th sensor. There are total 2nR˜j soure
odewordsUj = {U(k)j , k = 1, · · · , 2nR˜j} from whih sensor j seletsU(mj)j = {U (mj )j [i], i = 1, · · · , n}
to represent Xj = {Xj [i], i = 1, · · · , n}. The joint approah we propose here is to let eah sensor
diretly transmit a saled version of a soure odeword U
(mj )
j . The saling fator introdued herein is
to maintain the average transmission power Pj by sensor j, j = 1, · · · , L. Sine L sensors see the same
Gaussian soure with independent measurement noise, L quantization vetors {U(mj )j , j = 1, · · · , L}
are orrelated. As a result, the deoding at fusion enter needs to take into aount of suh orrelation
when it performs joint deoding of these L odewords. The deoded soure/hannel odeword Uˆ
(mj)
j
are then linearly ombined to obtain an MMSE estimate {Xˆ0[i], i = 1, · · · , n} of the Gaussian soure
{X0[i], i = 1, · · · , n}.
We are interested in deriving the ahievable region of rate tuples {R˜j , j = 1, · · · , L} suh that
2nR˜j , j = 1, · · · , L soure/hannel odewords an be deoded with asymptoti zero error and the
mean squared error DE satises DE ≤ D.
Theorem 1. To make DE ≤ D, R˜i satisfy
R˜i = I(Xi;Ui) = ri +
1
2
log
[
1 +
σ2S
σ2Ni
(
1− 2−2ri)
]
, i = 1, · · · , L (2)
where ri ≥ 0, i = 1, · · · , L are hosen based on
1
DE
=
1
σ2S
+
L∑
k=1
1− 2−2rk
σ2Nk
≥ 1
D
(3)
and I(Xj ;Uj) denotes the mutual information between Xj and a Gaussian random variable Uj , whih
is assoiated with Xj by
Uj = Xj + Vj , j = 1, · · · , L (4)
where Vj , independent of Xj , are independent Gaussian random variables with mean 0 and variane
σ2Vi = σ
2
Ni
/(2ri − 1).
Proof. The proof is a straightforward appliation of the tehniques used in proving Lemma 10 in [6℄.
For brevity, we only provide an outline here.
We quantize {Xj [i]} with 2nR˜j Gaussian vetors {Uˆj [i]} suh that the soure symbol Xj [i] an
be onstruted from the quantized symbol through a test hannel [7℄: Xj [i] = Uˆj [i] + Vˆj[i], where
Vˆj [i] is a Gaussian random variable with mean zero and variane 2
−2R˜jσ2Xj , whih is independent of
Uˆj [i] ∼ N
(
0, (1 − 2−2R˜j )σ2Xj
)
. Equivalently, we an also represent Uˆj[i] as Uˆj [i] = αXj [i] + V˜j[i],
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where α is the linear-MMSE estimate oeient and V˜j [i] is the resultant estimation error. By
orthogonal priniple, we have
α =
σ2
Uˆj
σ2Xj
=
(
1− 2−2R˜j
)
and V˜j[i] is a Gaussian variable independent ofXj [i] with mean zero and variane 2
−2R˜j
(
1− 2−2R˜j
)
σ2Xj .
Therefore, after normalization, we obtain
Uj =
1
α
Uˆj = Xj +
1
α
V˜j = Xj + Vj (5)
where Vj ∼ N
(
0, σ2Xj/(2
2R˜j − 1)
)
. We introdue variables rj suh that
22R˜j − 1 = (22rj − 1) σ2Xj
σ2Nj
(6)
whih proves (4). We an also see that rj is atually the onditional mutual information between Xj
and Uj given X0, i.e. rj = I (Xj ;Uj |X0). Sine I(Xj ;Uj) = H(Uj)−H(Vj), it is then straightforward
to show that (2) holds.
Given Uj = Xj + Vj and Xj = X0+Nj , where Nj and Vj are independent, we an onstrut the
LMMSE estimate of X0 by Xˆ0 =
∑L
j=1 βjUj , where oeients βj an be determined again using
Orthogonal Priniple. Based on Equations (95) and (96) in [6℄, we obtain the desired result for the
mean squared error in (3).
From the proof of Theorem 1, it an be seen that Ui and Uj are orrelated due to the orrelation
between Xi and Xj , whose orrelation an be aptured by ρi,j , the ovariane oeient between Xi
and Xj , whih an be omputed as
ρi,j =
E[XiXj ]√
E|Xi|2E|Xj |2
=
σ2S√
(σ2S + σ
2
Ni
)(σ2S + σ
2
Nj
)
(7)
The ovariane oeient ρ˜i,j between Ui and Uj an be obtained aordingly as:
ρ˜i,j = ρi,j
√
(1− 2−2R˜i)(1 − 2−2R˜j ). (8)
After substituting R˜i determined in Theorem 1 into it, we obtain
ρ˜i,j =
√
qiqj
(1 + qi)(1 + qj)
, (9)
where qi =
σ2
S
σ2
Ni
(1− 2−2ri).
For any given subset S ⊆ {1, 2, · · · , L}, dene vetors U(S) =
[
Uπ1 , · · · , Uπ|S|
]
and U(Sc) =[
Uπ|S|+1, · · · , UπL
]
, where π is an arbitrary ordering of the L indexes. The ovariane matrix of
U = [U(S),U(Sc)]T an thus be deomposed as
ΣU = E
[
UUT
]
=
[
ΣS ΣS,Sc
ΣSc,S ΣSc
]
, (10)
where ΣS, ΣSc , ΣS,Sc denote the auto- and ross-ovariane matries of U(S) and U(S
c). The
entries of ΣU are (ΣU)i,j = ρ˜i,j
√
PiPj for i 6= j and (ΣU)i,i = Pi, i, j ∈ {1, · · · , L}, where ρ˜i,j is
obtained in (9).
After eah sensor maps the observation vetor to Uj , an additional saling fator γj =
√
Pj
σ2
Uj
is
imposed on Uj , where σ
2
Uj
= σ2Xj/
(
1− 2−2R˜j
)
in order to keep the average transmission power of
Yj[i] = γjUj [i] as Pj . The reeived signal at the fusion enter an thus be written as
Z[i] =
L∑
j=1
γjUj [i]
√
gj +W [i] (11)
Theorem 2. Given the reeived signal Z[i], i = 1, · · · , n in (11), the quantization rate R˜i, i =
1, · · · , L obtained in Theorem 1 satises the following inequalities in order to restore X0 at the
fusion enter with distortion no less than D:
R˜(S) ≤
|S|−1∑
i=1
I
(
Uπi ;U
π|S|
πi+1
)
+ I (U(S);U(Sc))
+I (U(S);Z|U(Sc)) ,∀S ⊆ {1, · · · , L}, (12)
where R˜(S) =
∑
i∈S R˜i, U(S) = {Ui, i ∈ S}, Sc is the omplementary set of S, {π1, · · · , π|S|} is an
arbitrary permutation of S, and U
π|S|
πi+1 =
[
Uπi+1 , · · · , Uπ|S|
]
.
Proof. The proof follows the footsteps of the one proving ahievability of the apaity region for
regular MAC hannel with independent hannel odewords. The dierene here is that we need
to take into aount the orrelations of the hannel inputs from eah user when the joint typial
sequene tehnique is used to ompute the upper bound of the probability of various error events.
The details are deferred to the Appendix A.
It an be easily seen that when inputs to the hannel are independent, the rst and seond terms
in (12) vanish and onsequently the inequality redues to the one haraterizing the apaity region
for MAC hannels with independent inputs [7, Chap.15.3℄.
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Next, we prove a sequene of lemmas in order to establish a onnetion between the JSCC and
SSCC approahes.
Lemma 1. Given Uj = Xj + Vj, j = 1, 2 as in (4), U2 → X2 → X1 → U1 forms a Markov hain.
As a result, we have
I(U2;X2|U1) = I(U2;X2)− I(U1;U2) (13)
I(U1;X1|U2) = I(U1;X1)− I(U2;U1) (14)
I(U1, U2;X1,X2) = I(X1;U1) + I(X2;U2)− I(U1;U2) (15)
Proof. See Appendix B.
Lemma 2. For Uj = Xj + Vj , j = 1, · · · , L, the following relation of mutual information holds
I (U(S);X(S)) =
∑
i∈S
I(Ui;Xi)−
|S|−1∑
i=1
I
(
Uπi ;U
π|S|
πi+1
)
, ∀S ⊆ {1, · · · , L}. (16)
Proof. WLOG, onsider S = {1, 2, · · · , s}. Dene U˜2 = [U2, U3, · · · , Us] and X˜2 = [X2,X3, · · · ,Xs].
Apparently, U˜2 → X˜2 → X1 → U1 forms a Markov hain. From (15), we immediately obtain:
I [U(S);X(S)] = I(X1;U1) + I(U˜2; X˜2)− I(U1; U˜2) (17)
Using same idea, it an be shown that
I(U˜2; X˜2) = I(U2;X2) + I(U3 · · · , Us;X3, · · · ,Xs)− I(U2;U s3 ), (18)
where I(U3 · · · , Us;X3, · · · ,Xs) an be deomposed in a similar manner. Suh deomposition an
be onduted iteratively until we reah
I(Xs−1,Xs;Us−1, Us) = I(Xs−1;Us−1) + I(Us;Xs)− I(Us;Us−1) (19)
Combining all iterations yields the desired result:
I (U(S);X(S)) =
s∑
i=1
I(Ui;Xi)−
s−1∑
i=1
I
(
Ui;U
s
i+1
)
(20)
As the whole derivation does not rely on the exat order of {1, · · · , s}, we thus omplete the proof
of Lemma 2.
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Lemma 3. For the same U(S) and X(S) as in Lemma 1, we have
I (U(S);X(S)) − I (U(S);U(Sc)) = I [U(S);X(S)|U(Sc)]
= I [U(S);X0|U(Sc)] +
∑
i∈S
I [Ui;Xi|X0] (21)
Proof. See appendix
Theorem 3. When eah sensor performs independent vetor quantization and subsequently transmits
the resulting saled quantization vetor through a Gaussian MAC hannel, to reonstrut the Gaussian
soure at fusion enter with distortion no greater than D, the neessary and suient ondition is
for any subset S ⊆ {1, 2, · · · , L}, the following inequality holds
I [U(S);X0|U(Sc)] +
∑
i∈S
I [Ui;Xi|X0] ≤ I [U(S);Z|U(Sc)] (22)
where
LHS = −1
2
log
[
DE
σ2S
+
∑
i∈Sc
DE
σ2Ni
(
1− 2−2ri)
]
+
∑
i∈S
ri (23)
and
RHS =
1
2
log
{
1 +
1
σ2W
√
g(S)TQΣS
√
g(S)
}
(24)
with
√
g(S)T =
[√
gi, i ∈ S
]
and QΣS = ΣS − ΣS,ScΣSc−1ΣSc,S. The auto- and ross-ovariane
matries ΣS, ΣSc, ΣS,Sc and ΣSc,S are dened as in (10).
Proof. To onstrut an estimate of X0 at a fusion enter with distortion no greater than D is
equivalent to requiring that the minimum ompression rate R˜i satises R˜i = I(Xi;Ui), as required
by loal vetor quantization, and that R˜i, i = 1, · · · , L are in the region determined in Theorem 2.
Consequently, the onditions are translated to
∑
i∈S
I(Xi;Ui) ≤
|S|−1∑
i=1
I
(
Uπi ;U
π|S|
πi+1
)
+I (U(S);U(Sc)) + I (U(S);Z|U(Sc)) (25)
From Lemma 2 and Lemma 3, this ondition is equivalent to
I [U(S);X0|U(Sc)] +
∑
i∈S
I [Ui;Xi|X0] ≤ I [U(S);Z|U(Sc)] . (26)
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Dene ri = I (Xi;Ui|X0). Then it is straightforward to show that the LHS of (26) is equal to that in
(23) by omputing the mean squared error of estimating X0 using U(S) or [U(S), U(S
c)] [6℄, whih
is
E
[|X0|2|U(S)] =
[
1
σ2S
+
∑
i∈S
1
σ2Ni
(
1− 2−2ri)
]−1
(27)
Given I [U(S);Z|U(Sc)] = H [Z|U(Sc)] − H [Z|U(S), U(Sc)] and U and Z are Gaussian ran-
dom vetor/variables, it is suient to get the onditional variane of Z given the vetor U(Sc).
This an be boiled down to nding the onditional variane of
∑
i∈S
√
giγiUi given U(S
c) as Z =∑L
i=1
√
giγiUi +W .
Based on Theorem 3 in [8℄, we have
Cov [U(S)|U(Sc)] = ΣS −ΣS,ScΣSc−1ΣSc,S (28)
Therefore,
Var
(∑
i∈S
√
giγiUi
)
=
√
g(S)TQΣS
√
g(S). (29)
The entropy an thus be omputed aordingly yielding
H [Z|U(Sc)] = 1
2
log
[
2πe
(
σ2W +
√
g(S)TQΣS
√
g(S)
)]
H [Z|U(Sc), U(S)] = 1
2
log
(
2πeσ2W
)
(30)
whih leads to (24), and hene ompletes the proof.
3.2 Relationship With Separate Soure-Channel Coding Approah
If we look losely at (22) and (23), we an easily see that the LHS of the ahievable rate region
for the JSCC approah atually haraterizes the rate-distortion region for Gaussian soures with
onditionally independent (CI) ondition [6℄.
Under the CI assumption, distributed soure oding at sensors inludes two steps. The rst step
is the same as in JSCC, in whih an independent vetor quantization for Gaussian soure at eah
sensor is onduted with respet to the observed signal Xj = {Xj [i], i = 1, · · · , n}, whih generates
a vetor Ukj = {Ukj [i], i = 1, · · · , n}, k ∈ {1, · · · , 2nR˜j}. In the seond step, those indexes of kj are
further ompressed using Slepian-Wolf's random binning approah [6, 9℄. Consequently, there are
2nRj bins for sensor j, whih ontain all representation vetorsUkj of measurements Xj. It was shown
in [6℄ that Rj satisfy:
∑
j∈S Rj ≥ I [U(S);X0|U(Sc)] +
∑
i∈S I [Ui;Xi|X0], for all S ⊆ {1, 2, · · · , L}
in order to restore X remotely with distortion no greater than D.
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For SSCC, to send indexes of bins orretly to the fusion enter, independent Gaussian odewords
{Yj [i] ∼ N (0, Pj), i = 1, · · · , n} for j = 1, · · · , L for eah bin index are generated at L sensors.
To ensure indexes are orretly deoded at the fusion enter, the rate tuple {Ri, i = 1, · · · , L}
should also be ontained in the apaity region of Gaussian MAC hannel with independent hannel
inputs under power onstraints {Pj , j = 1, · · · , L}. The region is haraterized by
∑
i∈S Ri ≤
1
2 log
[
1 +
∑
j∈S
Pjgj
σ2
W
]
, for all S ⊆ {1, 2, · · · , L}.
The data proessing at the fusion enter onsists of three phases. In the rst phase, hannel
deoding is performed to reover the indexes of bins ontaining {Ukj , j = 1, · · · , L}. In the seond
phase, joint typial sequenes {Ukj } are obtained from L bins whose indexes are restored. In the last
phase, {Ukj } are linearly ombined to estimate the soure vetor {X0[i]} under the minimum mean
squared error (MMSE) riterion.
Under SSCC, we an therefore obtain the suient and neessary ondition for restoring X0 with
MSE no greater than D:
I [U(S);X0|U(Sc)] +
∑
i∈S
I [Ui;Xi|X0]
≤ 1
2
log

1 +∑
j∈S
Pjgj
σ2W

 ,∀S ⊆ {1, 2, · · · , L}. (31)
In general, we annot say whih approah, JSCC or SSCC, is better in terms of the size of rate
region. This an be seen more learly when we look at a partiular ase for L = 2. When there are
only two sensors, to reonstrut {X0[i]} with a distortion no greater than D using JSCC or SSCC
proposed as above, the transmission powers P1 and P2, as well as r1 and r2 satisfy:
r1 − 1
2
log
{
DE
σ2S
+
DE
σ2N2
(
1− 2−2r2)
}
≤ 1
2
log
(
1 +
P1g1(1− ρ˜21,2)
σ2W
)
(32)
r2 − 1
2
log
{
DE
σ2S
+
DE
σ2N1
(
1− 2−2r1)
}
≤ 1
2
log
(
1 +
P2g2(1− ρ˜21,2)
σ2W
)
(33)
r1 + r2 +
1
2
log
(
σ2S
DE
)
≤ 1
2
log
(
1 +
P2g2 + P1g1 + 2ρ˜1,2
√
P1g1P2g2
σ2W
)
(34)
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where ρ˜1,2 denotes the ovariane oeient between Ui and Uj , whih is zero for SSCC and
ρ˜1,2 =
√
q1q2
(1 + q1)(1 + q2)
, (35)
for JSCC, as obtained in (9) with ri satisfying
1/DE =
1
σ2S
+
2∑
k=1
1− 2−2rk
σ2Nk
≥ 1
D
. (36)
It an be easily seen from (32)-(34) that inequalities of (32) and (33) under JSCC are domi-
nated by those under SSCC, i.e. {Pj , rj} satisfying (32) and (33) under JSCC also satises the
orresponding inequalities under SSCC, while the inequality (34) under JSCC dominates that under
SSCC.
To ompare SSCC and JSCC, we next formulate a onstrained optimization problem in whih
the objetive is to minimize the total transmission power of L sensors with a onstraint that the
distortion in restoring X is no greater than D. For L = 2, the problem an be stated as
min
Pi,ri,i=1,2
P1 + P2, subjet to (32)-(34) and (36). (37)
whih beomes power/rate alloations for SSCC and JSCC, respetively, for dierent orrelation
oeients ρ˜. The optimization results for SSCC and JSCC under dierent hannel and measurement
parameters will reveal to us the relative eieny of SSCC and JSCC, whih will be further ompared
with that for an unoded sheme, as investigated in the next few setions.
4 Optimal Power and Rate Alloations to Minimize the Total Trans-
mission Power
4.1 Geometri Programming Solution to Power/Rate Alloations
The onstrained optimization problems in (37) are non-onvex. They an, however, be solved e-
iently using standard tehniques in onvex optimization by transforming the original problems into
relaxed onvex geometri programming problems [10℄.
In this setion, we take SSCC as an example to demonstrate how it works. For SSCC with
ρ˜ = 0, the rate tuple (R1, R2) should be taken from the boundary of the apaity region for two-user
12
Gaussian MAC hannels to minimize P1 + P2. Consequently,
R1 =
α
2
log
(
σ2W + P1g1
σ2W
)
+
1− α
2
log
(
1 +
P1g1
g2P2 + σ2W
)
R2 =
α
2
log
(
1 +
P2g2
g1P1 + σ2W
)
+
1− α
2
log
(
σ2W + P2g2
σ2W
)
(38)
where α ∈ [0, 1] is a time sharing fator.
Dene yj = 2
2Rj
, zj = 2
2rj
for j = 1, 2. We an transform this total power minimization problem
for SSCC with L = 2 to an equivalent generalized Signomial Programming problem [11℄:
min
Pj ,yj ,zj ,j=1,2
P1 + P2, subjet to: (39)
(
g2P2 + σ
2
W
)(1−α)
y1 ≤(
1 +
g1P1
σ2W
)α (
g1P1 + g2P2 + σ
2
W
)(1−α)
(40)
(
g1P1 + σ
2
W
)α
y2 ≤(
1 +
g2P2
σ2W
)(1−α) (
g1P1 + g2P2 + σ
2
W
)α
(41)
σ2s
σ2N2 + σ
2
s
z−12 +D
−1
σ2sσ
2
N2
σ2N2 + σ
2
s
y−11 z1 ≤ 1 (42)
σ2s
σ2N1 + σ
2
s
z−11 +D
−1
σ2sσ
2
N1
σ2N1 + σ
2
s
y−12 z2 ≤ 1 (43)
y−11 y
−1
2 z1z2σ
2
s/D ≤ 1 (44)
D−1 + σ−2N1z
−1
1 + σ
−2
N2
z−12 ≤ σ−2s + σ−2N1 + σ−2N2 (45)
where onstraints (40) and (41) are obtained by relaxing equality onstraints in (38), and onstraints
(42)-(45) result from the transformation of (32)-(34), whih are in the form of f(x) ≤ 1, where f(x)
is a posynomial funtion of n variables [10℄: f(x) =
∑K
k=1 ckx
a1k
1 x
a2k
2 · · · xankn , where ck ≥ 0 and
xj > 0 for j = 1, · · · , n and aij ∈ R. In addition, onstraints (40) and (41) are in the form of
generalized signomial funtions [11, 12℄ with frational powers.
Single ondensation tehnique [11, 12℄ an then be applied to onvert this Signomial programming
problem to a standard geometri programming (GP) problem. In this method, we replae (1 +
P1g1/σ
2
W ) in the RHS of (40) by its geometri mean β
β11
11
(
g1P1
σ2
W
β12
)β12
, and similarly (1 + P2g2/σ
2
W )
in the RHS of (41) by ββ2121
(
g2P2
σ2
W
β22
)β22
, where βi,j ≥ 0 and βi,1 + βi,2 = 1 for i = 1, 2. In addition,
we also replae (g1P1 + g2P2 + σ
2
W ) by its geometri mean:
(
σ2
γ1
)γ1 ( g1P1
γ2
)γ2 (g2P2
γ3
)γ3
, where γi ≥ 0
and
∑3
i=1 γi = 1. Finally, to handle frational powers in the LHS of (40) and (41), we introdue
two auxiliary variables t1 and t2 to replae g1P1 + σ
2
W and g2P2 + σ
2
W , respetively, in the LHS of
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(40) and (41). Aordingly, two additional posynomials are introdued on the list of onstraints:
giPi + σ
2
W ≤ ti for i = 1, 2.
The resulting standard geometri programming problem an thus be solved in an iterative manner
by repeatedly updating normalization oeients βij and γi, and applying interior point method for
a given vetor of these oeients [11, 12℄.
Using the similar method, we an also transform the optimization problem for the JSCC approah
to a onvex Geometri programming problem. The details are skipped here [13℄.
4.2 Optimal Soure/Channel Deoding Order for Non-Symmetri Channels
Although the optimization problems formulated in (37) an only be solved algorithmially, we an
still manage to obtain some insights by srutinizing the problem strutures. In this setion, we will
reveal some relationships between the optimal deoding order and hannel attenuation fators for
non-symmetri networks.
4.2.1 Separate Soure and Channel Coding
We rst show the optimal soure enoding/deoding order, as well as hannel deoder order for
SSCC is uniquely determined by the ordering of hannel attenuation fators {gi, i = 1, · · · , L}, and
has nothing to do with the ranking of sensor measurement noise power {σ2Ni , i = 1, · · · , L}.
Theorem 4. For SSCC, let π∗ denote any permutation of {1, · · · , L} suh that gπ∗(1) ≤ gπ∗(2) ≤
· · · ≤ gπ∗(L). To minimize the total transmission power, the optimal deoding order for hannel odes
at reeiver is in the reversed order of π∗, i.e. interferene anellation is in the order π∗(L), π∗(L−
1), · · · , π∗(1), whih is also the deoding order of distributed soure odewords.
Proof. The proof onsists of two steps. First, we will determine the hannel deoding order for a
given vetor of soure enoding rates {Ri, i = 1, · · · , L}. For SSCC, the rate tuple {Ri} satises∑
i∈S Ri ≤ 12 log
(
1 +
∑
i∈S Pigi/σ
2
W
)
, whih is equivalent to
∑
i∈S
Xi ≥ f(S) ∆=
∏
i∈S
22Ri − 1,∀S ⊆ {1, · · · , L}. (46)
where Xi = Pigi/σ
2
W and f : 2
E → R+ is a set funtion with E ∆= {1, · · · , L}. Given {Ri}, the
optimization problem then beomes min
∑L
i=1 σ
2
WXi/gi, subjet to (46).
Based on the Corollary 3.13 in [14℄, the set of power vetors {Xi} satisfying (46) is a ontra-
polymatroid G(f), as f satises (1) f(φ) = 0 (2) f(S) ≤ f(T ) if S ⊂ T (3) f(S) + f(T ) ≤
f(S∪T )+f(S∩T ). From Lemma 3.3 in [14℄, the minimizing vetor {Xi, i ∈ E} formin
∑L
i=1 σ
2
WXi/gi
is a vertex point {Xπ∗(i)} of G(f), where π∗ is a permutation on the set E suh that 1/gπ∗(1) ≥ · · · ≥
14
1/gπ∗(L) and
Xπ∗(i) = f ({π∗(1), · · · , π∗(i)}) − f ({π∗(1), · · · , π∗(i− 1)})
=
i∏
j=1
22Rpi∗(j) −
i−1∏
j=1
22Rpi∗(j) (47)
whih thus proves the rst part of this Theorem.
We next use (47) to transform the objetive funtion to
L∑
i=1
σ2WXi/gi =
L−1∑
i=1
(
1
gπ∗(i)
− 1
gπ∗(i+1)
) i∏
j=1
22∗Rpi∗(j) (48)
For SSCC, rate tuples {Ri, i = 1, · · · , L} satisfy
∑
i∈S Ri ≥ I (X(S);U(S)|U(Sc)). It is therefore
quite straightforward to show that in order to minimize the total transmission power in (48), we
need to have
∑i
j=1Rπ∗(j) ahieve the lower bound, i.e.
i∑
j=1
Rπ∗(j) = I
(
X
π∗(i)
π∗(1);U
π∗(i)
π∗(1)|U
π∗(L)
π∗(i+1)
)
(49)
whih implies that the deoding order for soure odewords is π∗(L), · · · , π∗(1), independent of the
ordering of varianes {σNi , i = 1, · · · , L} of measurement noise.
Theorem 4 implies that sensor π∗(L) does not ondut random binning and its quantization vetor
{Uπ∗(L)[n]} is restored rst. {Uπ∗(L)[n]} is then used as side information to restore sensor π∗(L−1)'s
soure odeword {Uπ∗(L−1)[n]} from this node's rst stage Gaussian soure vetor quantization, whih
resides in the bin whose index is deoded from the hannel deoding step. This proess ontinues
until sensor π∗(1)'s rst stage quantization vetor {Uπ∗(1)[n]}is restored by using all other sensors'
quantization as side information.
In the next setion, we will see a similar onlusion an be reahed for JSCC.
4.2.2 Joint Soure and Channel Coding
Unlike in the SSCC ase where we have a nie geometri (ontra-polymatroid) struture whih
enables us to reah a onlusion valid for any arbitrary asymmetri networks, JSCC in general laks
suh a feature for us to exploit. We will instead , in this setion, fous on a ase with only L = 2
sensor nodes and establish a similar result as in Setion 4.2.1 for optimal hannel deoding orders.
WLOG, we assume g1 > g2 in the subsequent analysis.
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Theorem 5. Given a pair of quantization rates R˜1 and R˜2, when g1 > g2, the optimal deoding
order to minimize the total transmission power P1 + P2 is to deoder node 1's signal rst, and then
node 2's information after removing the deoded node 1's signal from the reeived signal, i.e.
R˜1 = I(U1;Z) =
1
2
log
(
1 +
(√
P1g1 + ρ˜
√
P2g2
)2
σ2W + P2g2(1− ρ˜2)
)
R˜2 = I(U2;Z,U1) =
1
2
log
(
P1(1− ρ˜2) + σ2W
σ2W (1− ρ˜2)
)
(50)
where ρ˜ is the same as in 35.
Proof. See appendix D.
5 Unoded Sensor Transmission in Fusion
For Gaussian sensor networks as modeled in Setion 2, it has been shown reently [1, 2℄ that unoded
transmission, i.e. eah sensor only forwards a saled version of its measurements to the fusion enter,
asymptotially ahieves the lower bound on distortion when the number of sensors grow to innity
and system is symmetri. In the ontext of the theme of this paper, we, in this setion, investigate
the optimal power alloation strategy when a nite number of sensors deploy the unoded sheme
under more general hannel onditions.
For unoded transmission, the transmitted signal by node j is Yj[i] = αjXj [i], where αj =√
Pj
σ2
S
+σ2
Nj
is a saling fator to make the transmission power E|Yj[i]|2 = Pj . The reeived signal at the
fusion enter is therefore Z[i] =
∑L
j=1 Yj[i]
√
gj+W [i]. The linear MMSE estimate ofX0[i] is: Xˆ0[i] =
γZ[i], where the oeient γ an be obtained using Orthogonal priniple: E
[(
X0[i]− Xˆ0[i]
)
Z[i]
]
=
0. The resultant MSE is
E
∣∣∣X0[i]− Xˆ0[i]∣∣∣2 = σ2S
∑L
j=1
Pjgjσ2Nj
σ2
S
+σ2
Nj
+ σ2W∑L
j=1 Pjgj +B + σ
2
W
(51)
where B =
∑L
i=1
∑L
i 6=j,j=1 ρi,j
√
Pigi
√
Pjgj and the ovariane oeients ρi,j is the same as in (7).
When L = 2, the power ontrol problem under a distortion onstraint E
∣∣∣X0[i] − Xˆ0[i]∣∣∣2 ≤ D for
16
the unoded sheme an be formulated as:
minP1 + P2 subjet to:
1
2
log
[
σ2S
D
(
1 +
σ2N1
σ2S + σ
2
N1
P1g1
σ2W
+
σ2N2
σ2S + σ
2
N2
P2g2
σ2W
)]
≤ 1
2
log
[
1 +
P1g1 + P2g2 + 2ρ1,2
√
P1g1P2g2
σ2W
]
(52)
This problem an again be transformed to a GP problem using the ondensation tehnique applied
in Setion 4.1. We skip the details here.
What deserves our attention is that when we ompare the onstraint in (52) with (34), there is
a striking similarity when we substitute ri with R˜i, whose relationship was introdued in (6). After
substitution, (34) beomes
1
2
log
{
σ2S
D
[1 +A1] [1 +A2]
}
≤ 1
2
log
[
1 +
P1g1 + P2g2 + 2ρ˜1,2
√
P1g1P2g2
σ2W
]
(53)
where Ai =
σ2Ni
σ2
S
+σ2
Ni
(22R˜i − 1) for i = 1, 2, and ρ˜1,2 and ρ1,2 are assoiated as in (8).
For JSCC, we have R˜i ≤ I(Ui;Y |Uj) + I(Ui;Uj), whih is equivalent to
2R˜i − 1
1− ρ˜21,2
≤ Pigi
σ2W
(54)
We an infer from (32)-(34), as well as (52) that it is in general hard to argue whih approah is the
most energy eient in terms of the total power onsumption under a ommon distortion onstraint
D, whih will be further exemplied in our simulation results in Setion 7. There, we will see the
most energy eient approah depends on exat values of σ2Nj , as well as gi and D.
However, when a system beomes homogeneous and symmetri in the sense that σ2Ni = σ
2
Nj
and gi = gj for all i, j ∈ {1, · · · , L}, we have onsistent results for both nite number of L and
asymptotially large L, as revealed in the next setion, when we ompare these three approahes.
6 Energy Consumption Comparison for Homogeneous Networks:
Finite and Asymptoti Results
In this setion, we provide analytial results on omparisons between dierent transmission strategies
proposed thus far, inluding JSCC, SSCC and unoded shemes in terms of their total transmission
power onsumptions when system beomes homogeneous.
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6.1 Comparison under nite L and nite SNR
Theorem 6. When a system of L < ∞ sensors beomes symmetri, the total power onsumption
for the separate, joint and unoded shemes proposed previously follow:
(
Pg
σ2W
)
LoB
<
(
Pg
σ2W
)
A
<
(
Pg
σ2W
)
J
<
(
Pg
σ2W
)
S
(55)
where
(
Pg
σ2
W
)
LoB
is the lower-bound on transmission power, and g is the ommon hannel gain from
eah sensor to the fusion enter. Indexes A, J and S represent the unoded, joint and separate
enoding shemes, respetively.
Proof. The proof hinges upon the analysis of rate and power alloations for symmetri networks for
dierent shemes.
Separate Coding:
We rst look at the separate soure and hannel oding approah. In symmetri networks, for
soure oding part, eah node employs idential ompression rate R, whih satises LR = Lr +
1
2 log
σ2S
D , where r is the solution to
1
σ2S
+
L
σ2N1
(1− 2−2r) = 1
D
. (56)
As a result [6℄,
LR = −L
2
log
(
1− σ
2
N1
L
(
1
D
− 1
σ2S
))
+
1
2
log
σ2S
D
(57)
For hannel oding part, to minimize the total transmission power, it is optimal to let eah sensor
transmit at the same power P and same rate R whih an be ahieved by jointly deoding all node's
information at the fusion enter. Therefore, the total ompression rate also satises
LR =
1
2
log
(
1 +
LPg
σ2W
)
(58)
Combining (57) and (58) yields
(
Pg
σ2W
)
S
= − 1
L
+
σ2S
LD
(
22r
)L
= − 1
L
+
σ2S
LD
[
1−
(
1
D
− 1
σ2S
)
σ2N1
L
]−L
(59)
Joint Coding:
For the joint soure-hannel oding sheme, the vetor quantization rate for eah sensor is equal
to R˜ = I(X1;U1), whih is assoiated with r as shown by (2), where r an be further obtained using
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(56).
By applying the tehniques used in driving the onstraints in (32)-(34) to the L > 2 ase when
hannel is symmetri, the quantization rate and the resultant L-user multiple aess hannel with L
orrelated inputs {U1, · · · , UL} are assoiated by
Lr +
1
2
log
σ2S
D
= I(U1, · · · , UL;Z)
= H(Z)−H(Z|U1, · · · , UL), (60)
where the onditional entropyH(Z|U1, · · · , UL) = 12 log
(
2πeσ2W
)
, and the entropy of Z =
∑L
j=1
√
gγUj+
W is H(Z) = 12 log
[
2πe
(
σ2W + gVar(γ
∑
j Uj)
)]
. Given the ovariane oeient between Ui and
Uj : ρ˜ =
σ2
S
σ2
S
+σ2
N1
(1− 2−2R˜), we have
E|γ
L∑
j=1
Uj |2 = LP + (L2 − L)ρ˜P (61)
From (56) and (2), we obtain
ρ˜ =
(
σ2S
D
− 1
)(
L+
σ2S
D
− 1
)−1
. (62)
The transmission power P for joint oded sheme in symmetri networks an thus be omputed
using (60) and (61):
(
Pg
σ2W
)
J
=
[
− 1
L
+
σ2S
LD
(
22r
)L](
1 +
(
L− 1
L
)
ρ˜
)−1
(63)
Comparing (63) with (59), it is apparent that
(
Pg
σ2
W
)
J
<
(
Pg
σ2
W
)
S
.
Unoded Sheme
When sensor transmits saled measurements in a symmetri network, we an obtain the minimum
transmission power P by making the mean squared error obtained in (51) equal toD and substituting
Pj , gj and σ
2
Nj
by P , g and σ2N1 , respetively. As a result, we obtain
(
Pg
σ2W
)
A
=
[
L2σ2S
σ2S + σ
2
N1
− L
(
σ2S
D
− 1
)
σ2N1
σ2S + σ
2
N1
]−1(
σ2S
D
− 1
)
(64)
To ompare
(
Pg
σ2
W
)
A
with
(
Pg
σ2
W
)
J
, we need to introdue an auxiliary variable. Dene
Q˜L = 1−
σ2S + σ
2
N1
σ2S
ρ˜ < 1− ρ˜. (65)
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We an therefore re-derive the minimum power for unoded sheme:
(
Pg
σ2W
)
A
=
1
L
(
1
Q˜L
− 1
)
. (66)
In addition, we an express 22r =
[
1−
(
1
D − 1σ2
S
)
σ2
N1
L
]
as
22r =
[
Q˜L
L
(
L+
σ2S
D
− 1
)]−1
=
1− ρ˜
Q˜L
> 1 (67)
whih is used to transform
(
Pg
σ2
W
)
J
as
(
Pg
σ2W
)
J
=
1
L
{(
1− ρ˜
Q˜L
)L−1 1
Q˜L
− L− 1 + σ
2
S/D
Lσ2S/D
}
(68)
where the seond term
L−1+σ2S/D
Lσ2
S
/D
< 1 due to L > 1 and σ2S > D. Sine 1− ρ˜ > Q˜L, after omparing
(68) and (66), it is straightforward to show
(
Pg
σ2
W
)
J
>
(
Pg
σ2
W
)
A
.
Lower Bound of Transmission Power
Sine X0 → {X1, · · · ,XL} → Z → Xˆ0 forms a Markov hain, by Data Proessing Inequality [7℄,
we have I(X0; Xˆ0) ≤ I(X1, · · · ,XL;Z). On one hand, to ensure E|X0 − Xˆ0|2 ≤ D, it an be shown
I(X0; Xˆ0) ≥ 12 log
σ2
S
D using rate distortion results [7℄. On the other hand, the mutual information
I(X1, · · · ,XL;Z) is upper-bounded by the mutual information of an additive noise Gaussian hannel
with hannel gain
√
g and total transmission power upper-bounded by E|∑Lj=1Xj |2 = LP + (L2 −
L)ρP , where ρ =
σ2S
σ2
S
+σ2
N1
is the ovariane oeient between Xi and Xj for i 6= j. Consequently,
I(X1, · · · ,XL;Z) ≤ 1
2
log
[
1 +
Pg
σ2W
(
L+ (L2 − L)ρ)] (69)
From
1
2 log
σ2
S
D ≤ I(X0; Xˆ0) ≤ I(X1, · · · ,XL;Z), we obtain the lower-bound of transmission
power: (
Pg
σ2W
)
LoB
=
σ2
S
D − 1
L+ (L2 − L)ρ (70)
Compare this lower bound with (64), we have
(
Pg
σ2
W
)
LoB
<
(
Pg
σ2
W
)
A
.
Therefore, we have shown that the order in (55) holds and thus ompleted the proof.
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6.2 Comparison under L→∞ and nite SNR
In this setion, we provide the saling behaviors of the total transmission power of various shemes
studied so far. In partiular, we are interested in how
Pg
σ2
W
sales with respet to the number of
sensors L in a symmetri system under a ommon onstraint on distortion no greater than D. The
analysis is quite straightforward based on the results for a nite L number of sensors that we have
obtained in (59), (68), (66) and (70), for separate, joint, unoded shemes and the lower bound,
respetively.
Theorem 7.
lim
L→∞
(
LgP
σ2W
)
S
=
σ2S
D
exp
[
σ2N1
(
1
D
− 1
σ2S
)]
− 1
lim
L→∞
(
LgP
σ2W
)
J
= exp
[
σ2N1
(
1
D
− 1
σ2S
)]
− D
σ2S
lim
L→∞
(
L2gP
σ2W
)
A
= lim
L→∞
(
L2gP
σ2W
)
LoB
=
(
1
D
− 1
σ2S
)(
σ2S + σ
2
N1
)
(71)
Proof. The proof of these onvergene results is quite straightforward based upon the results for
nite L as above, and is skipped here.
It is obvious that the transmission power of the unoded sheme shares the same saling fator as
the lower-bound, whih is in the order of 1/L2. The asymptoti optimality of the unoded sheme
in symmetri Gaussian sensor networks is not a new result, whih has been attained previously in
[1℄ [15℄. In [1, 15℄, the authors assumed a xed transmission power and showed that the distortion
ahieved using unoded approah has the same asymptoti saling law as that obtained via a lower
bound. Here, we provide a dierent perspetive in assessing its optimality for the unoded sheme
in terms of the total transmission power while meeting a xed distortion onstraint.
Both joint and separate oding shemes have the saling fator in the order of 1/L. Asymptoti-
ally, joint oding sheme saves in total transmission power by a fator of σ2S/D as ompared with
the separated approah.
6.3 Comparison under nite L and SNR→∞
Given the number of sensors L < ∞, we are interested in the saling fators assoiated with trans-
mission SNR P/σ2W , mean squared error D and measurement noise variane σ
2
N in homogeneous
networks. In partiular, we need to investigate how the following asymptoti fators are related,
σ2N → 0, D → 0 and P/σ2W →∞.
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We rst need to identify the limit imposed upon the saling fator related with σ2N and D. As
an be seen from both (56) and (64) under SSCC, JSCC and unoded approahes, it is required that
λ
(
σ2N
) ∆
=
σ2N
L
(
1
D
− 1
σ2S
)
≤ 1. (72)
Denote γ∗ = limσ2
N
→0
lnD
lnσ2
N
. It an be seen that γ∗ has to satisfy γ∗ ∈ [0, 1] in order to have the
inequality in (72) hold. Consequently,
λ∗ = lim
σ2
N
→0
λ
(
σ2N
)
=
{
0, 0 ≤ γ∗ < 1
1
L γ
∗ = 1
(73)
Theorem 8. The asymptoti ratios assoiated with D, σ2N and P/σ
2
W have the following relationship:
lim
σ2
N
→0
(
Pg/σ2W
)
S
σ2S/D
=
1
L(1− λ∗)L (74)
lim
σ2
N
→0
(
Pg/σ2W
)
J
σ2S/D
=
1
L2(1− λ∗)L (75)
lim
σ2
N
→0
(
Pg/σ2W
)
A
σ2S/D
=
1
L2(1− λ∗) (76)
Proof. The proof follows straightforwardly with (59), (63) and (64) for SSCC, JSCC and unoded
shemes, respetively, as we let σ2N → 0 and σ
2
N
D ≈ Lλ∗.
We an see from (74)-(76) that when γ∗ ∈ [0, 1), i.e. λ∗ = 0, the JSCC and unoded shemes
have the same aysmptoti ratio between the reeived SNR and S-MSE-Ratio, whih is smaller than
that for the SSCC approah by a fator of 1/L. If γ∗ = 1, i.e. λ∗ = 1/L, unoded approah has the
smallest ratio among all shemes. However, if we introdue the SNR exponent as dened in [16℄,
η
∆
= − lim
σ2
N
→0
lnD
ln
(
Pg/σ2W
) , (77)
All three approahes share the same ratio η = 1 for nite L.
Theorem 8 therefore provides us another perspetive to ompare these remote estimation ap-
proahes. It demonstrates the proposed joint soure and hannel oding sheme has potentially the
same asymptoti performane as the unoded one in high hannel SNR and high measurement SNR
regions for all ratio exponents γ∗ ∈ [0, 1). In addition, speaking of SNR exponent of distortion mea-
sure in the high SNR region, all three shemes investigated in this paper share the same asymptoti
ratio η = 1.
An additional remark we next make is about the limitation as to adopting SNR exponent η
as a metri to haraterize the asymptoti performane in large SNR regions [16℄. It an be seen
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learly from the above analysis that the SNR exponent obsures the asymptoti dierene between
SSCC and JSCC, as well as the unoded approahes, whih have dierent linear ratios as shown in
Theorem 8. These dierenes are gone one log-sale is imposed, however.
Note also that we have impliitly assumed that the spetral eieny of the system model in
this paper, whih is the ratio the soure bandwidth over hannel bandwidth [16℄, is one.
7 Numerial Results
d0
d1
d2
Fusion Center
Soure
dL
Figure 2: 1-D loation Model
In this setion, the three approahes proposed in this paper are examined and ompared with
eah other by looking at eah of their optimal total transmission powers under the onstraint of
restoring X0 with MSE no greater than D, some presribed threshold. Partiularly, we onsider
a linear network topology where a soure, fusion enter and L = 2 sensor nodes are loated on
a same line as illustrated in Figure 2. To assoiate positions of sensor nodes with hannel gains
and measurement noise, we assume a path-loss model with oeient βs and βc for gi and σ
2
Ni
,
respetively: gi ∝ 1/(d0 − di)βc and σ2Ni ∝ d
βs
j , for i = 1, · · · , L, where d0 is the distane between
soure and fusion enter, and di is the distane between the i-th sensor and soure. Given a distortion
upper-bound D < σ2S and βc = βs = β, the distane between the soure and fusion enter has to
satisfy the following inequality, d0 < (L)
1/β
[
1
D − 1σ2
S
]−1/β
, whih is obtained by making the MSE
using {Xi} to estimate X0 no greater than D.
We then run the geometrial programming based optimization algorithm to determine the min-
imum total transmission powers for various approahes. We onsider 9 spots uniformly distributed
between the soure and fusion enter for possible loations of two sensors, whih are indexed by
integers 1 through 9. The smaller the index value is, the loser the sensor is loated to the soure.
Figure 3(a), Figure 3(b) and Figure 3() demonstrate the total minimum power onsumption P1+P2
as a funtion of nodes' loations for three sensor proessing shemes, from whih we have following
observations:
• As proved in Theorem 6, when network is symmetri, Ptotal,A < Ptotal,J < Ptotal,S .
• Under a relatively large distortion onstraint (e.g. D = 0.5), unoded sheme is the most
energy eient among the three andidates for all sensor loations, as shown by Figure 3(a).
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• Under relatively small distortion onstraints (e.g. D = 0.1 and D = 0.01), separate oding
approah beomes the most energy eient when the relative position of two sensors beomes
more asymmetri. For example, in both Figure 3(b) and Figure 3(), at a loation with an
index pair (1, 9), i.e. the rst sensor is losest to the soure and the seond sensor is losest to
the fusion enter, we have Ptotal,A > Ptotal,J > Ptotal,S .
• Overall, to minimize the total power expenditure, we should hoose either unoded transmission
or separate oding sheme for a given pair of loations. This is a bit surprising as joint oded
approah is often advoated more eient (rate wise) than the separate one. It thus exemplies
that exat values of hannel onditions and the level of measurement noise are ruial to
onluding whih sheme is the most power eient in non-symmetri Gaussian networks with
a nite number of sensors.
A Proof of Theorem 2
Proof. From Theorem 1, we know that eah sensor nds from 2nR˜j odewords the losest one
U
(k)
j = {U (k)j [i]} to the observation vetor {Xj [i]} and then amplify-and-forwards {Yj [i]} to the
fusion enter. The deoder applies jointly typial sequene deoding [7℄ to seek {U (k)j , j = 1, · · · , L}
from L odebooks whih are jointly typial with the reeived vetor {Z[i]}.
WLOG, re-shue 2nR˜j vetors suh that U
(1)
j is the vetor seleted by sensor j ∈ {1, · · · , L}. We
assume that a subset U (1)(Sc) = {U (1)j , j ∈ Sc} has been deoded orretly, while its omplementary
set U (1)(S) = {U (1)j , j ∈ S} is in error, whih implies that the hannel deoder at fusion enter is
in favor of a set of vetors U (k)(S) = {U (kj )j , kj 6= 1, j ∈ S}, instead. Next, We will nd the upper
bound of the probability that
(
U (1)(Sc), Z
)
and U (k)(S) are jointly typial.
The tehnique to upper-bond this probability is quite similar as the one for MAC hannels with
independent hannel inputs [7, Chap 15.3℄. The major dierene here is that the hannel inputs from
L sensors are orrelated beause of the testing hannel model used in independent soure oding, i.e.
Uj = Xj + Vj = X0 +Nj + Vj , for j = 1, · · · , L.
The upper bound of the probability that
(
U (1)(Sc), Z
)
and U (k)(S) are jointly typial is therefore
2n(H(U(S),U(S
c),Z)+ǫ)2−n(H(U(S
c),Z)−ǫ)2−n
P
i∈S(H(Ui)−ǫ)
(78)
= exp2
(
−n
(
H(U(Sc), Z) +
∑
i∈S
H(Ui)
−H(U(S), U(Sc), Z)− (|S|+ 2)ǫ)) (79)
where the rst term in (78) is the upper bound for the number of jointly typial sequenes of
(U(S), U(Sc), Z), the seond term in (78) is the upper bound of the probability P
(
U (1)(Sc), Z
)
and
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the last term in (78) is the upper bound of the probability P
(
U (k)(S)
)
. The summation in the last
term in (78) is due to the independene of odebooks generated by eah sensor and the assumption
that deoder is in favor of some U
(kj)
j for kj 6= 1 and j ∈ S, whih are independent of U (1)(S).
Sine we have at most 2n
P
j∈S R˜j
number of sequenes to be onfused with U
(1)
j , j ∈ S, we need
∑
j∈S
R˜j < H(U(S
c), Z)
+
∑
i∈S
H(Ui)−H(U(S), U(Sc), Z)− (|S|+ 2)ǫ
=
|S|−1∑
i=1
I
(
Uπi ;U
π|S|
πi+1
)
+ I (U(S);U(Sc), Z)− (|S|+ 2)ǫ (80)
for all S ⊆ {1, · · · , L} and any arbitrarily small ǫ in order to ahieve the asymptoti zero error
probability as n→∞, whih thus ompletes the proof.
B Proof of Lemma 1
Proof. As U2 → X2 → X1 → U1 forms a Markov hain, we have
I(U2;X2,X1|U1) (a)= I(U2;X1,X2, U1)− I(U2;U1)
(b)
= I(U2;X2) + I(U2;X1, U1|X2)− I(U2;U1)
(c)
= I(U2;X2)− I(U2;U1) (81)
where equations (a) and (b) are due to the hain rule on onditional mutual information [7℄. Given
Markov hain of U2 → X2 → X1 → U1, U2 and (X1, U1) are onditionally independent given X2 and
onsequently I(U2;X1, U1|X2) = 0 leading to equation (c).
On the other hand, following equations also hold under similar arguments:
I(U2;X2,X1|U1) (1)= I(U2;X2|U1) + I(U2;X1|X2, U1)
(2)
= I(U2;X2|U1) + I(U2;X1, U1|X2)− I(U2;U1|X2)
(3)
= I(U2;X2|U1) (82)
Therefore, ombining (81) and (82) yields:
I(U2;X2|U1) = I(U2;X2)− I(U1;U2) (83)
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and similarly,
I(U1;X1|U2) = I(U1;X1)− I(U1;U2) (84)
whih thus proves (13) and (14).
We an prove (15) by rstly showing that
I(U1, U2;X1,X2) = I(X1,X2;U1) + I(U2;X2,X1|U1) (85)
under the hain rule, where
I(X1,X2;U1) = I(X1;U1) + I(X2;U1|X1) = I(X1;U1) (86)
beause of U2 → X2 → X1 → U1. Sine we have already proved (81), it is straightforward to show
that (15) holds.
C Proof of Lemma 3
Proof. Due to the independene of measurement noise, U(S) → X(S) → X(Sc) → U(Sc) forms a
Markov hain. The rst equation in (21) is a diret appliation of (13).
The proof of the seond equation is based upon another Markov hain by adding the soure
random variable X0 into the former one: U(S) → X(S) → X0 → X(Sc) → U(Sc). From this
Markov hain, we an dedue
I [U(S);X0|U(Sc)] = I [U(Sc),X0;U(S)]− I [U(Sc);U(S)]
= I [X0;U(S)] + I [U(S
c);U(S)|X0]− I [U(S);U(Sc)]
= I [X0;U(S)] − I [U(S);U(Sc)] (87)
and
∑
i∈S
I [Ui;Xi|X0] = I [U(S);X(S)|X0 ]
= I [U(S);X(S)] + I [U(S);X0|X(S)]− I [X0;U(S)]
= I [U(S);X(S)] − I [X0;U(S)] (88)
where the rst equality is beause of the onditional independene of (Xi, Ui) given X0.
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It an be seen that (87) and (88) yields
I [U(S);X0|U(Sc)] +
∑
i∈S
I [Ui;Xi|X0]
= I (U(S);X(S)) − I (U(S);U(Sc)) , (89)
whih ompletes the proof for Lemma 3.
D Proof of Theorem 5
Proof. Dene Zi = 2
2R˜i
(
1− ρ˜2), for i = 1, 2. It an be shown that Zi > 1 by using ρ˜2 = ρ2(1 −
2−2R˜1)(1− 2−2R˜2) and 0 < ρ < 1 as shown in (7).
Given a pair of quantization rates (R˜1, R˜2), the original optimization problem beomes
minP1 + P2, subjet to:
P1 ≥ (Z1 − 1)σ
2
W
(1− ρ˜2)g1
∆
= b1, P2 ≥ (Z2 − 1)σ
2
W
(1− ρ˜2)g2
∆
= b2
P1g1 + P2g2 + 2ρ˜
√
P1g1P2g2
≥ σ2W
(
22R˜1+2R˜2(1− ρ˜2)− 1
)
∆
= b3 (90)
Dene a matrix
A =
[
g1 ρ˜
√
g1g2
ρ˜
√
g1g2 g2
]
(91)
whose eigenvalue deomposition is: A = QΛQT , where the diagonal matrix Λ = diag{λ1, λ2} has
eigenvalues λi of A and the olumn vetors of the matrix
Q =
[
q1,1 q1,2
q2,1 q2,2
]
(92)
are normalized eigenvetors assoiated with λ1 and λ2 respetively, whih satisfy:
QTQ =
[
1 0
0 1
]
∆
= I2 (93)
Notie that the last onstraint in (90) is a quadrati form of variables
√
P1 and
√
P2, whih
essentially determines an ellipse, we an perform an unitary transformation by introduing two new
variables Y1 and Y2:
Y = [Y1, Y2]
T = QT [
√
P1,
√
P2]
T
(94)
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suh that the original optimization problem in (90) is transformed to an equivalent one:
min ||Y ||2 = Y 21 + Y 22 , subjet to:
Q[Y1, Y2]
T ≥ [b1, b2]
λ1Y
2
1 + λ2Y
2
2 ≥ b3. (95)
We show next that Y 21 + Y
2
2 is minimized at the point where the seond line q2,1Y1 + q2,2Y2 = b2
intersets with the ellipse λ1Y
2
1 + λ2Y
2
2 = b3 as shown in Figure 4. In order to prove this, we need
to rst prove that the intersetion of two lines qi,1Y1 + qi,2Y2 = bi, i = 1, 2 is inside the ellipse. Let
[Y ∗1 , Y
∗
2 ] denote the rossing point of the two lines, whih an be determined as [Y
∗
1 , Y
∗
2 ] = Q
T [b1, b2]
T
.
It is suient to prove that λ1(Y
∗
1 )
2 + λ2(Y
∗
2 )
2 < b3, whih is equivalent to having
[b1, b2]A[b1, b2]
T < b3. (96)
This holds as
[b1, b2]A[b1, b2]
T − b3
= − σ
2
W
1− ρ˜2
[√
(Z1 − 1)(Z2 − 1)− ρ˜
]2
< 0 (97)
where Zi were dened right below (50), and hene obtain the desired result.
Assume λ1 > λ2. Solving quadrati funtion of |λI2 −A| = 0, we obtain eigenvalues λ1 and λ2:
λ1,2 =
1
2
(g1 + g2)
[
1±√1−∆
]
(98)
where ∆ = 4g1g2(1−ρ˜
2)
(g1+g2)2
. The entries of eigenvetors an be omputed aordingly:
q1,1 =
√
λ1 − g2
2λ1 − g1 − g2 , q1,2 = −
√
λ2 − g2
2λ2 − g1 − g2
q2,1 =
√
λ1 − g1
2λ1 − g1 − g2 , q2,2 =
√
λ2 − g1
2λ1 − g1 − g2 . (99)
Based on (98), we have 2λ1 − g1 − g2 = −(2λ2 − g1 − g2) = (g1 + g2)
√
1−∆. Due to the
non-negativeness of the ratios involved in (99), it an be shown that λ1 > g1 > g2 > λ2. In addition,
beause of λ1 + λ2 = g1 + g2, qi,j's satisfy:
q1,1 > |q1,2|, q2,1 < q2,2. (100)
We an therefore onlude that the lengths of the semi-axis 1/
√
λ1 and 1/
√
λ2 of the ellipse in the
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diretion of Y1 and Y2, respetively, satisfy 1/
√
λ1 < 1/
√
λ2.
Also, sine the slopes of the lines q2,1Y1+q2,2Y2 = b2 and q1,1Y1+q1,2Y2 = b1 have the relationship
of q2,1/q2,2 < 1 < q1,1/|q1,2|, in addition, [Y ∗1 , Y ∗2 ] is inside the ellipse, the minimum distane in (95)
is attained at the point where the line with smaller slope intersets with the ellipse, as illustrated by
Figure 4, whih implies to minimize the total transmission power P1 + P2, the seond onstraint on
P2 in (90), as well as the third one, should be ative. This is equivalent to having: R˜2 = I(U2;Z,U1)
and R˜1 + R˜2 = I(U1, U2;Z) + I(U2;U1), and R˜1 = I(U1;Z).
Consequently, when g1 > g2, the deoding at the fusion enter follows exatly as that desribed
in Theorem 5.
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(a) Result 1: D = 0.5, σ2S = σ
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(b) Results 2: D = 0.1, σ2S = σ
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Figure 3: Total power onsumption for separate soure-hannel oding (Red), joint soure-hannel
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oded (Bla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Figure 4: Total power minimization
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