ABSTRACT Impulsive noise is one of the most challenging issues in digital subscriber lines (DSL). In order to mitigate the deleterious effects of impulsive noise, the conventional automatic repeat request invokes cyclic redundancy checking (CRC) in order to estimate the existence of impulsive noise and then triggers retransmission, which degrades the spectral efficiency attained. More straightforward techniques of mitigating impulsive noise, such as blanking and clipping, require specific design, which increases the implementation complexity. Against the background, we propose a novel two-stage joint impulsive noise estimation and data detection scheme conceived for low-density parity-check (LDPC) coded discrete multitone (DMT)-based DSL systems. More explicitly, first of all, we propose a semi-blind estimation method, which is capable of estimating the arrival of impulsive noise without using CRC and additionally evaluating the power of impulsive noise with an adequate accuracy. Second, in order to improve the accuracy of impulsive noise estimation in more advanced LDPC-coded DMT-based DSL systems, we propose a decision-directed method for the second stage of channel decoding and data detection with the aid of extrinsic information transfer (EXIT) charts. Our proposed two-stage scheme is capable of approaching the performance of the idealistic scenario of perfectly knowing both the arrival time and the instantaneous power of impulsive noise. Moreover, we analyze the mean square error of the proposed schemes in order to quantify the estimation accuracy and to reduce the estimation complexity. Our simulation results demonstrate that our proposed scheme is capable of achieving a near-capacity performance to using our LDPC coded DMT-based DSL system in the presence of impulsive noise.
I. INTRODUCTION
Telephone lines date back to Alexander Graham Bell's invention of the telephone in 1875, when a voice signal was transmitted within a 3.4kHz-bandwidth channel [1] . With the ever-increasing demand for data services, the feasibility of twisted copper pairs to convey data has drawn substantial attention, resulting in a series of digital subscriber line (DSL) standards, such as the integrated services digital networks (ISDN) [2] , asymmetric DSL (ADSL) [3] , very high data-rate DSL (VDSL) [4] and the G.fast [5] , which aims for supporting Giga-bit data-rate transmission at a low cost [6] - [8] .
The bandwidth exploited has been gradually expanded from the 30 MHz of VDSL [4] to 106 MHz for G.fast [5] , which is expected to significantly increase the overall throughput, albeit it imposes strong crosstalk at high operating frequencies. The current DSL system performance is limited both by crosstalk as well as by stationary and impulsive noise. The crosstalk can be substantially mitigated by duplex transmission [1] and vectoring [9] - [11] as well as VOLUME 5, 2017 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ by dynamic spectrum management [12] , [13] . In this case, the nonstationary noise will have a more substantial impact on the system performance. Specifically, for the sake of reducing the latency, the duration of a discrete multitone symbol denoted by T DMT is shortened from the 125µs duration of VDSL [4] to 20.83µs for G.fast [5] . This increases the system's vulnerability to bursty impulsive noise, because a single noise-impulse has a higher probability to contaminate several consecutive DMT symbols, hence resulting in bursty errors at the receiver. If only a small fraction of a DMT symbol is affected by impulsive noise, it is still possible to correct the errors with the aid of forward error correction (FEC) techniques. However, the FEC code is often overloaded in the presence of long bursty errors, which severely degrades the system's performance. The reduction of impulsive noise effects is necessary for DSL and it has indeed drawn a large amount of research attention [14] - [19] . The combination of Reed-Solomon (RS) codes and trellis coded modulation (TCM) as well as interleaving is adopted in the current DSL standard at the time of writing [5] . Toumpakaris et al. [14] proposed an erasure decoding aided RS scheme for reducing the interleaving delay in the face of non-stationary disturbances, while Zhang et al. [15] analysed the performance of automatic repeat request (ARQ) schemes based on RS codes. Considering the inability of RS codes to benefit from soft-decisions, the trend is to adopt more advanced FEC codes [20] , such as low-density parity-check (LDPC) codes, in DSL. Neckebroek et al. [16] proposed a retransmission-aided LDPC scheme for DSL, which is capable of improving the goodput of the standard. However, if the impulsive noise occurs with a relatively high probability, the retransmission will be triggered frequently, which degrades the system's transmission efficiency. Furthermore, the retransmissions are usually checked by a cyclic redundancy check (CRC) codes, which further degrades the spectral efficiency. More straightforward techniques of mitigating the impulsive noise, such as blanking, clipping as well as reconstruction and mitigation, are proposed in [17] - [19] . Blanking and clipping [17] requires threshold optimization and unfortunately it forms an error floor at high signal power levels. Reconstruction and mitigation requires complex component design [18] or requires pilot insertion [19] and hence it increases the implementation complexity.
Against this background, in order to avoid the ARQ-induced spectral efficiency degradation and to improve the accuracy of impulsive noise estimation for advanced LDPC-coded DMT-based DSL systems in this paper, we propose a joint two-stage impulsive noise estimation and data detection scheme. The main contributions of the paper are listed as follows.
• Firstly, we propose a semi-blind impulsive noise estimation as the first-stage estimation method, which is capable of estimating both the arrival instant of impulsive noise and the power of impulsive noise at an adequate accuracy without using CRC. We note that the proposed method effectively eliminates the potential spectral efficiency degradation imposed by ARQ retransmissions;
• Secondly, in order to improve the accuracy of the impulsive noise estimation, we propose an iterative decision-directed method for LDPC-coded DMT-based DSL systems as the second-stage estimation for highorder modulation constellations, where a beneficial iteration gain may be achieved. The estimation is integrated into the detection and decoding process, for the sake of mitigating both the complexity and the delay;
• Furthermore, in order to quantify the estimation accuracy and designate the appropriate samples for the impulsive noise estimation, we mathematically analyse the mean square error (MSE) of the two-stage algorithm and confirm its accuracy by simulation. Our results are also compared to the theoretical Cramer-Rao Lower Bound (CRLB).
• We optimize the number of iterations both within the LDPC decoder as well as between the soft-demapper and the decoder, with the aid of extrinsic information transfer (EXIT) charts.
• Finally, our simulation results demonstrate that our proposed scheme is capable of achieving a near-capacity performance for LDPC coded DMT-based DSL systems in the presence of impulsive noise. For example, the SNR-difference of the BER curve of our proposed schemes and the idealistic scenarios of perfectly knowing both the arrival instant and the instantaneous power of the impulsive noise is less 0.2dB for 16QAM and 4096QAM. The rest of the paper is organized as follows. In Section II, we introduce the transmission system and noise model considered. The proposed joint impulsive noise estimation and data detection scheme is detailed in Section III. In Section IV, two design examples of the novel scheme are assessed both with the aid of EXIT charts and BER evaluations. Finally, the paper is concluded in Section V.
II. SYSTEM AND NOISE MODEL A. CODED DMT TRANSCEIVER
We consider a discrete multitone (DMT) system having N tones as illustrated in Fig. 1 . The sequence of information bits denoted by b b b ∈ {0, 1}, which are encoded, hence resulting in the bits denoted by c c c ∈ {0, 1}. For Q-ary QAM having the alphabet X X X , the interleaved bits denoted by d d d ∈ {0, 1} are grouped into a set of BPS = log 2 Q bits and then mapped with index X q ∈ X X X to Q-ary symbols denoted by X X X , where q is the decimal value of the binary set of the BPS number of bits. In order to ensure having a real-valued output after IDFT, X X X is Hermitian transposed to X X X , subject to the following constraint [21] :
Since the DSL channel is slowly time-variant, channel information can be estimated periodically and then compared FIGURE 1. The structure of our joint impulsive noise estimation and data detection scheme conceived for LDPC coded DMT-based DSL systems. ''Blind'' and ''DD'' refer to semi-blind and decision-directed, respectively.
to opt the results without the influence of impulsive noise. Therefore, it is reasonable to assume that the channel impulse response (IR) is perfectly known at the transmitter and X X X is pre-equalized by the precoder, hence resulting inX X X . Our Transmit Precoder (TPC) design is detailed later in this section. After the IDFT stage of Fig. 1 , the time-domain signal denoted byx x x = [x 0 ,x 1 , . . . ,x N −1 ] T is expressed as
where F F F is the normalized discrete Fourier transform matrix, yielding
. The DMT symbols pass through the channel denoted bỹ h h h and they are contaminated by the stationary noise denoted byñ ñ n S S S and by impulsive noise denoted byñ ñ n I I I . Assuming that synchronization is perfectly established, the received symbols denoted byỹ ỹ y are expressed as
whereỹ ỹ y is an N -element vector,h h h is an (N × N )-element matrix and ρ is the received signal power per symbol. At the receiver of Fig. 1 , Y Y Y can be recovered with the aid of the DFT as follows:
Then, (4) becomes
After extracting the samples from Y Y Y , we have
where Y Y Y is a 
B. NOISE MODEL
The noise process includes both stationary and impulsive noise, which are characterized both in the time-domain and the frequency-domain in this subsection.
1) STATIONARY NOISE
As discussed in [22] , the power of the stationary noise is flat over all frequencies and its amplitude is assumed to be Gaussian-distributed. Its probability density function (PDF) in the time domain can be expressed as
where we denote the time-domain index by k and N (µ, σ 2 ) represents the real-valued Gaussian distribution with the mean of µ and the variance of σ 2 . The real-valued noise is transformed to the complex-valued variable after DFT and its PDF in the frequency domain is given bỹ
where we denote the frequency-domain index by n and CN (µ, σ 2 ) represents the complex-valued Gaussian distribution with a mean of µ and the variance of the real and imaginary parts given by 0.5σ 2 .
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2) IMPULSIVE NOISE
The impulsive noise (IN) in DSL is usually characterized in terms of four aspects: amplitude, duration, inter-arrival time (IAT) and spectral characteristics. The main model used for the amplitude is the Weibull distribution [22] , [23] . By contrast, the commonly used distribution for the duration is the twin-term log-normal approach of [22] - [24] . The IAT is usually modelled using the exponential [22] , the Poisson [24] and the Markov Renewable Process (MRP) [23] .
The auto-correlation function (ACF) is modelled as a negative logarithmic function [22] or as an exponentially decaying cosine function [23] . Therefore, it can be inferred that the impulsive noise in DSL is a coloured Weibull-distributed variable. When considering the DFT-based demodulation at the receiver, the behaviour of the coloured Weibull-distributed variable after DFT has to be discussed.
Here let us denote a correlated Weibull-distributed variable by w [k] , which is processed by DFT having a size of N . Then, we have
The following convergence has been formally proved in [25] 
where
normal random variable with zero-mean and a variance of
is the spectral density associated with the autocorrelation of the process. The convergence formulated in (12) can be approached with a sufficiently large DFT size, which is readily satisfied by the DMT size of G.fast [5] having N = 2048 or 4096. As a result, the IN amplitude distribution in the frequency domain can be approximated by a Gaussian distribution. Then, the PDF ofÑ Ĩ N Ĩ N I is given by
where l is the number of samples in a DMT symbol influenced by the impulsive noise in the time domain, while p(l ) (whose expression is shown in Section B.3) is the probability that the number of samples in a DMT symbol influenced by IN in the time domain happens to be l . Furthermore, let us denote the IN variance at the tone index n by σ 2 IN,n , when the whole OFDM symbol is influenced by IN in the time domain and then σ 2 I ,n (l ) is a fraction of σ 2 IN,n , yielding
In this paper, the exponentially decaying cosine function of [23] is adopted to represent the ACF of IN:
Let us denote the power spectral density of impulsive noise by S(f ) = FT R(t) , where FT represents the continuous Fourier transform. Then the IN variance can be expressed as
where f is the bandwidth of each tone in the DMT, while Z is the impedance. The spectrum of both impulsive noise and stationary noise is shown in Fig 2 . (16) . For the stationary noise, the power spectral density is set to −135 dBm/Hz.
3) TEMPORAL CHARACTERISTICS
The duration of IN can be modelled by the two-term log-normal form [23] ,
and the IAT of IN can be modelled by the following two-state MRP [23] ,
where the state-transitions occur according to the matrix P P P. The parameters of the noise model, such as α, β, t 1 , t 2 , v 1 , v 2 , λ, θ , B and P P P vary according to the geographic location and the time of day according to [23] and to the realistic measurement-based document [26] by British Telecom (BT). Based on the above temporal model, p(l ) is given as (10) in [27] . The expression of p(l ) is complex and long and hence readers are recommended to read the original reference [27] for more details. The cumulative density function (CDF) of l is plotted in Fig 3 . 
III. IMPULSIVE NOISE ESTIMATION AND DATA DETECTION A. IMPULSIVE NOISE ESTIMATION
The power spectrum of impulsive noise depends α and β in (16) , which were found to be Gaussian distributed variables with a small variance [23] , [26] . In this paper, we assume that the mean values of α and β are known. Furthermore, with the aid of (14), assuming that the power level of stationary noise is known at the receiver, the impulsive noise estimation can be simplified to estimate l , namely the number of samples influenced in the time domain representation of a DMT symbol. The structure of our proposed joint impulsive noise estimation and data detection scheme is shown in Fig. 1 . At the receiver side, the extracted samples Y Y Y are firstly forwarded to the proposed blind estimator, which estimates l as it will be detailed in Section III-A.1. With knowledge of both σ 2 IN,n and estimated l , the instantaneous impulsive noise variance level can be obtained according to (14) . Given the estimate of the instantaneous noise variance, the QAM soft demapper becomes capable of producing more reliable loglikelihood ratios (LLRs) for the channel decoder. For the bit-to-symbol mapping schemes of high-order modulation, where substantial iteration gains can be achieved, a further decision-directed (DD) estimator is proposed for improving the estimation accuracy. The interleaved a posteriori LLRs gleaned from the channel decoder are passed to the hard detector and the results then enter the proposed DD estimator as one of its inputs. Its second input is given by the extracted samples Y Y Y . The DD estimator outputs the estimated value of l for the QAM soft demapper, as detailed in Section III-A.2. Again, utilizing the estimated results and σ 2 IN,n , the QAM soft demapper produces the soft LLRs for further iterations, where the DD estimation is activated, until an error-free status or a pre-set outer iteration limit is achieved. The proposed blind-DD estimators are detailed as follows.
1) PROPOSED SEMI-BLIND METHOD
According to (7) , the received symbol of tone n is expressed as
Then, we have
and
where Y Y Y sel is the received vector associated with the elements selected for estimation and the selection of Y Y Y sel is discussed later in Section III-A.5. Taking the expectation of (21), we have
where K is the number of elements in Y Y Y sel . The estimated valuel can be obtained as:
where we define = ρK + σ 2 S K and = 1 N σ 2 I ,n .
2) PROPOSED DECISION-DIRECTED METHOD
(19) can be reformulated as
Taking the square of both sides, we have
Here we denote the samples estimated on the basis of the previous decision byX n = X n + n , where n is the error VOLUME 5, 2017 between the transmitted sample X n and the estimated samplê X n on tone n. Taking the expectation of both sides of (25), we have
where we denote the instantaneous estimate of l at tone n byl n . The approximation in the third line of (26) is reasonable because the semi-blind estimation method results in a small value n . Then we havê
Since l may be deemed to be identical over all tones in a DMT symbol, the number of error-infested samples in a DMT symbol can be expressed aŝ
where M and K represent the initial tone index and the number of tones involved for variance estimation, respectively.
3) NUMERICAL RESULTS
In this subsection, we will investigate the performance of the proposed scheme.
Lemma 1:
The MSE is one of the most popular parameters used for evaluating the estimation accuracy. According to Appendix A, the MSE of the blind estimation methods may be expressed as
Lemma 2: It should be noted that the results of the proposed estimation method are unbiased. According to Appendix B, the Cramer-Rao Lower Bound (CRLB) is expressed as
The normalized MSE and CRLB are defined as follows: Fig. 4 shows the normalized MSE of the blind estimation method at various SNR levels defined as ρ/N S , when employing 16QAM and 4096QAM. Since it takes an extremely long time to evaluate the overall MSE for all possible l values, we opted for the scenarios, where l = 1000 and l = 2048, respectively, while the impulsive noise occurrence probability is 0.1. Our observations are as follows. Firstly, the proposed blind estimation method has the same performance regardless of the QAM order, because the expectation of Y * n Y n in (23) is 1 for any QAM order and the results are expected to be identical for a sufficiently large number of samples. Secondly, the MSE value does not decrease significantly for K > 300, which is explained as follows. It can be inferred from (29) that the MSE is partially dependant on the power of impulsive noise, while the power of impulsive noise becomes weaker, when the tone index increases, especially when K > 300 as shown in Fig 2. Based on this observation, the samples with indeces spanning from 1 to 300 are selected as Y Y Y sel for blind estimation. Thirdly, any increase in the SNR degrades the estimation performance and the normalized MSE associated with l = 2048 is lower than that of l = 1000, which can be explained as follows. The estimation process is similar to the maximum-likelihood detection, where the detection accuracy is dependant on the power ratio between the desired variable and the undesired variable. The increase of SNR decreases the ratio of impulsive noise power over the transmitted signal power. Similarly, the impulsive noise has a higher power for l = 2048 than for l = 1000. These observations can also be directly inferred from (29) . Fig. 5 presents CRLB and the achievable normalized MSE of the proposed methods, when employing 4096QAM. Again, the impulsive noise occurrence probability is set to 0.1. The label 'Blind' refers to the blind estimation method and 'Blind+DD' refers to the blind estimation method associated with 3 further iterations of the DD estimation method. Note that 4096QAM is considered according to the maximum number of bits (as 12) defined in [5] . Low-order QAM, such as 16QAM, is not considered for comparison with the CRLB, because as shown in Fig. 6 , the EXIT chart of 16QAM is almost horizontal, which means that its iterations gain is negligible. Hence 16QAM cannot benefit from the proposed DD estimation. Our observations ares discussed as follows. Firstly, the proposed 'Blind+DD' algorithm outperforms the 'Blind' method and it is capable of achieving the CRLB. Secondly, the normalized MSE of the 'Blind+DD' method becomes lower when we increase the number of samples used for estimation in a single DMT symbol, because the accuracy of the estimation can be improved upon increasing the number of selected samples. Therefore, we opt for 1000 samples for the DD estimation method. Thirdly, the CRLB is not dependent on the value of l , which can also be observed from (30).
B. DATA DETECTION
The corresponding data detection of the receiver is also shown in Fig. 1 , which consists of the QAM soft demapper and LDPC decoder. More explicitly, the associated a priori information and extrinsic information are interleaved and exchanged between the QAM soft demapper and the LDPC decoder L itera times, while the information gleaned from the QAM soft demapper is first deinterleaved and then exchanged L LPDC times within the LDPC decoder. The final hard decision is carried out by the LDPC decoder in order to produce the estimatedb b b of the transmitted bits b b b.
For the ease of explanation, the information exchanged between the components during data detection, in terms of the LLRs, as shown in Fig. 1 , is defined as follows:
the a priori, a posteriori and extrinsic LLRs, respectively, associated with the QAM soft demapper.
• c c) : the a priori, a posteriori and extrinsic LLRs, respectively, associated with the LDPC decoder. For Q-ary QAM associated with the alphabet X X X as detailed in Section II-A, the a posteriori LLRs of the received signal can be calculated by the log-Maximum A Posterior (Log-MAP) algorithm [28] with the aid of the estimatedl , as:
where 
During the first inner iteration, we have the a priori probability of p(X q ) = 
refers to the bits mapped to the specific constellation point of Fig. 1 for the next iteration. After the convergence of the iterations both within the LDPC decoder and between the QAM softdemapper and the LDPC decoder or after the predefined iteration limits specified by L itera and L LDPC are met, the LDPC decoder will finally carry out a hard-decision yieldingb b b.
IV. EXIT CHART AND BER PERFORMANCE EVALUATION
Let us now investigate the achievable performance of our joint impulsive noise estimation and data detection schemes shown in Fig. 1 . A 1/2-rate 61380-bit LDPC code and the min-sum decoding algorithm having the maximum number of decoding iterations given by 25 and 100 were adopted for the channel code. The samples spanning from 1 to 300 were used for the blind estimator and the samples spanning from 1 to 1000 were used for the DD estimator. The SNR of the system is set to ρ/σ 2 S , which represents the received signal power normalized by the stationary noise of each tone. The achievable performance is assessed through two examples in terms of two metrics: the achievable BER and the EXIT charts, as follows.
1) EXAMPLE 1
A DMT-based system associated with N = 2048 using 16QAM under the impulsive noise model of DT central office (CO) was simulated. An interleaver length of 900 DMT symbols was used. Fig. 6 plots the EXIT chart of the LDPC decoder and of the soft demapper for different types of impulsive noise variance knowledge, namely for perfect knowledge, for the knowledge extracted from the proposed blind estimator and no knowledge. The selected samples used for blind estimation are those spanning from 1 to 300. The impulsive noise model is parametrized by DT(CO) as shown in Fig 3. Our observations are listed as follows. Firstly, the EXIT curve of the soft demapper gleaning its knowledge from the blind estimator is above that of the scenario operating without estimation and it is quite close to the case with perfect knowledge. Hence, as expected the blind estimation method is capable of providing a more reliable LLR for the soft demapper. Secondly, the EXIT curve of the 16QAM soft-demapper is almost horizontal, while the extrinsic LLR of 4096QAM soft demapper increases visibly upon the increasing the apriori LLRs. This is because 16QAM has no iteration gains, while 4096QAM benefits from increasing the number of the iterations between the soft demapper and the channel decoder. Thirdly, as shown in Fig. 6b , there is still a gap in the EXIT curve of the QAM soft demapper having perfect knowledge and that relying on the blind estimation. Hence, the DD estimator can be incorporated into the iterative loop of high-order QAM schemes during further iterations. Fourthly, increasing the number of inner iterations within the LDPC decoder from 25 to 100 improves its EXIT-chart performance albeit the improvement is not very significant. As shown in Fig. 6a , the EXIT curve of the 16QAM softdemapper is almost horizontal, which means that the iteration gain of 16QAM is negligible. Therefore, it is desired to opt for a higher number L LDPC of inner iterations and lower number L itera of outer iterations. The BER performance of the proposed joint impulsive noise estimation and data detection scheme is shown in Fig. 7 , in comparison to that of the perfect variance knowledge and of no knowledge of the impulsive noise variance. Our observations are discussed as follows. Firstly, the error floor is formed for the system without impulsive noise estimation, which is explained as follows. The channel state information and noise variance level as well as the received signal are fed into the QAM softdemapper at the receiver of Fig. 1 . If we rely on using the stationary noise variance level to detect the samples suffering from impulsive noise, unreliable LLRs will be calculated, which may result in error bursts. Secondly, our proposed joint impulsive noise estimation and data detection aided 16QAM has a similar BER performance to that associated with perfect knowledge of the impulsive noise variance and exhibits a significant improvement over that operating without IN variance estimation. Thirdly, the E b /N 0 gap between our proposed scheme and the maximum achievable limit is as low as 1.7 dB, hence our scheme is capable of attaining a near-capacity performance.
2) EXAMPLE 2
The system setup is identical to that of Example 1, except that 4096QAM was employed. As discussed above, 4096QAM has a significant iteration gain and hence it is desired to use a higher number L itera of outer iterations and a lower number L LDPC of the inner iterations. We can select the optimal number of outer iterations with the aid of Fig. 8 . On one hand, it can be observed that our proposed scheme achieves a better BER performance, when we increase the number L itera of outer iterations. On the other hand, the improvement becomes smaller, when L itera increases. To elaborate a little further, the SNR gap between 'Blind+3DD' and 'Blind+4DD' is small, but 'Blind+4DD' requires a further outer iteration. Considering the trade off between the complexity and the BER performance, the system 'Blind+3DD' is deemed to be the most attractive, hence it is selected for our further investigations. Fig. 9 plots our EXIT chart analysis, where the softdemapper is fed by our proposed estimation method, or alternatively, it relies on perfect impulsive noise variance knowledge, respectively. Since the EXIT curve of the softdemapper associated with the DD estimator cannot be plotted, only the EXIT curve of perfect knowledge is plotted. It can be inferred that an open tunnel emerges at SNR = 25 dB. The two stair-case shaped decoding trajectories were recorded for the soft-demapper fed with the exact impulsive noise variance information, or by that estimated using our proposed algorithm. The point of convergence around (1.0, 0.6) is reached by both types of variance estimation schemes relying on L itera = 4 iterations, which means that the proposed scheme is capable of approaching the optimal ML detection performance recorded for perfect variance knowledge at the same number of iterations. Fig. 10 shows the BER performance of different combinations of our proposed joint impulsive noise estimation and data detection scheme under the DT(CO) impulsive noise model, in comparison to both the perfect knowledge and no knowledge scenarios. Our observations are listed as follows. Firstly, the E b /N 0 gap between the schemes fed with our 'Blind+DD' estimation results and with perfect FIGURE 9. EXIT chart of 4096QAM for perfect impulsive noise variance knowledge. The impulsive noise is modelled according to the parameter specified by DT(CO). The interleaver length is 900 DMT symbols. 'Blind+DD' refers to blind estimation with 3 additional iterative DD estimations. impulsive noise variance knowledge is less 0.1dB, when we have L itera = 4 and L LDPC = 25. Secondly, it requires 1.2 dB lower SNR for the 'Blind+DD' method to attain BER = 10 −6 than for the 'Blind' method, which means that our proposed DD estimator beneficially improves the performance. Thirdly, the E b /N 0 gap between our proposed scheme and the maximum achievable limit is 3.4 dB at BER = 10 −6 . Therefore we conclude that our proposed joint estimation and decoding relying on the 'Blind+DD' scheme is capable of achieving a near-capacity performance. 
3) EFFECT OF INTERLEAVER LENGTH
Since using the interleaver length of 900 DMT symbols is not plausible for some application scenarios, we investigate the effect of the interleaver length by simulations. The system setup is identical to the case of Example 1 and Example 2, except for employing an interleaver length of 90 DMT symbols, as seen in Fig. 11 and Fig. 12 for 16QAM and 4096QAM, respectively. The different schemes have the same trends as in the above examples. Comparing them to the corresponding performance in Fig. 7 an Fig. 10 , it can be inferred that the system associated with an interleaver length of 90 DMT symbols requires about 1.3 dB and 2 dB higher E b /N 0 to achieve the point of BER = 10 −6 , which is explained as follows. Even if the reliable LLRs of the samples suffering from impulsive noise can be calculated by our proposed estimation algorithm, the LLRs still remain relatively small and the corresponding bits have to be recovered with the aid of the neighbouring LLRs. The system having a shorter interleaver length sometimes fails to spread these LLRs uniformly, hence the channel decoder cannot recover all the transmitted bits. However, compared to the BER performance recorded without impulsive noise estimation, our proposed method is still capable of significantly improving the system performance.
V. CONCLUSIONS
The major challenge in coded DSL systems operating in the presence of impulsive noise has been the acquisition of the reliable LLRs from the samples suffering from impulsive noise. We have proposed a two-stage impulsive noise estimation algorithm for determining the arrival instant and the variance of impulsive noise, so that reliable LLRs of the samples inflicting impulsive noise can be calculated. The MSE and CRLB results characterize the accuracy of the blind estimation method and of our DD estimation method. Based on the results, we also select the appropriate samples for two different estimation methods in our system considered. We have also optimized the joint estimation and data detection scheme conceived for our LDPC coded DMT-based DSL systems two different estimation methods in our system considered, with the aid of EXIT chart. Our extensive simulation results have confirmed that the proposed scheme is capable of providing accurate impulsive noise variance estimation, and exhibiting a near-capacity performance associated with the idealized perfect impulsive noise variance knowledge at a low number of iterations.
APPENDIX A DERIVATION OF THE MSE
Here let us introduce the short-hand of = 1 N σ 2 I ,n and = ρK + σ 2 S K . Then MSE of the estimated valuel is expressed as
Let us denote the first, second and third term of (36) by T 1 , T 2 and T 3 , respectively. Then T 2 becomes
Furthermore, T 3 can be expanded as
The second term of (38), denoted by T 32 can then be expanded as 
To expound further, MSE 1 can be simplified as
Similarly, MSE 2 can be simplified as 
While MSE 3 can be simplified to
Substituting (X * n N S,n ) = (X * n ) (N S,n ) + (X * n ) (N S,n ) into MSE 4 , we have 
Similarly, substituting (X * n N I ,n ) = (X * n ) (N I ,n ) + (X * n ) (N I ,n ) into MSE 4 , we have
Similarly,
In this way, it is easy to get T 32 from all the MSE i contributions. Summing up T 1 , T 2 and T 3 , we arrive at the MSE of the estimatedl as
Since the stationary noise power is much lower than that of the impulsive noise, the third term is negligible. The first term dominates MSEl , when ρ is relatively small. The second term has a significant impact on the MSEl , when ρ is increasing. Therefore, the proposed estimation method works well in the relatively low SNR range.
APPENDIX B DERIVATION OF THE CRLB
For the tone having an index n in the DMT symbol, the received signal is expressed as
where W I ,n and W S,n are zero-mean unit-variance Gaussian variables. Then it is easy to obtain
Then Y n − √ ρX n is Gaussian with zero mean and an (K ×K )-element covariance matrix. Let us denote the covariance of the left side as C C C(l ), whose [i, j] 
According to [29] , the Fisher information matrix is expressed as
Therefore, the CRLB becomes:
