ABSTRACT Intensity nonuniformity is one of the common issues in image segmentation, which is caused by technical limitations or external interference. In this paper, a novel region-based active contour model is presented for interleaved segmentation of images with intensity nonuniformity and correction of the bias field. First, we define the local region-based fitting image by using the information of bias field and the intensity, and simultaneously introducing the local difference between the input image and estimated image. Next, a likelihood fitting image energy functional is built in a local region around each point. Then, a level set method is used to present a total energy functional, which contains the level set distance regularization term and the length regularization term. Extensive experiments are conducted on synthetic images and real medical images to demonstrate the advantages of our model over the state-of-the-art methods. Segmentation results show robustness to initialization and noise, as well as significant improvements in both accuracy and execution time.
Image segmentation is one of the most basic and important stage in digital image processing and computer vision. In the past few decades, it has been widely researched, and a lot of approaches for image segmentation have appeared [1] [2] [3] [4] [5] . However, due to complex background, noise and intensity nonuniformity, image segmentation is still a challenging task. Intensity nonuniformity or bias field [6] [7] [8] caused by imperfections of imaging devices and other external effects often occurs in real images. Because bias field result in the intensity overlaps of object and background, it is hard to get accurate segmentation results.
Active contour models [9] [10] [11] [12] have been testified to be the efficient methods in virtue of their good properties which can supply segmentation results with a smooth and closed contours and manage with the changes in topology through the use of implicit description of curve evolution described by level set function According to the type of information used, active contour models are roughly grouped into two major categories: edge-based models [18] [19] [20] [21] [22] and region-based models [13] [14] [15] [16] [17] . Edge-based models usually construct a gradient stop function to make the contour curve move towards the object edge. Because the intensity gradient information is sensitive to noise, edge-based models are sensitive to image noise and may cause boundary leakage around weak boundaries. Region-based models segment an image by designing a certain region descriptor based on statistical information of inner and outer regions of active contour curve to guide the contour curve evolution. Due to the region descriptor, which is helpful to overcome the limitations of edge-based models to some extent, region-based models are less sensitive to noise and can efficiently segment objects with weak boundaries.
Chan-Vese (CV) model [9] is one of the most representative model in region-based models and it utilizes the average intensities in inner and outer regions of the evolution curve to approximate the image intensities inside and outside the evolution curve, respectively. In other word, a piecewise constant function is employed to search for an optimal approximation of the input image in CV model under the assumption that the object is homogenous and so is background However, this hypothesis is not valid for heterogeneous images, CV model cannot deal with intensity nonuniformity, which show itself as a smooth intensity variation across the image. To overcome this difficulty, local region-based models [23] , [26] are proposed by using intensity information in local regions instead of global intensity information inside and outside active contour. It is generally assumed that images with intensity nonuniformity are homogeneous in local areas around each pixel in these local region-based models Li et al. [16] , [17] presented a local binary fitting (LBF) model which puts forward an approximation of image intensities in spatially varying local regions The approximation is achieved by using local intensity to construct two fitting functions on both sides of the evolution curve. Ding et al. [35] proposed an active contours based on local pre-fitting energy. This model is robust to the initializations and takes less time duo to the fitting functions which are calculated before the evolution of curve. However, the segmentation accuracy may be reduced for some images due to the local pre-fitting functions. Zhang et al. [15] presented an intensity fitting energy by minimizing the difference between the input image and the fitting image By using the local intensity information to define the fitting image, it can get promising segmentation results. Wang et al. [34] propose a novel image fitting model by defining the square fitted image to approximate the square of the input image. Wang et al. [34] also pointed out that this model cannot effectively highlight desirable objects located in images with vague boundaries. Inspired by bilateral filtering, Niu et al. [28] utilized local spatial distance and intensity to define a local similarity factor. This model can detect object from images in presence of strong noise and intensity nonuniformity However, the above models do not have the ability for bias correction which is an important assignment for medical image processing.
In order to yield segmentation and nonuniformity correction simultaneously Li et al. [23] presented a local intensity clustering (LIC) model by applying K-means method and minimizing the differences between the input image and the local clustering center in the neighborhood around each point. Huang and Li [29] presented a modified local intensity clustering (MLIC) model, which introduced the difference matrix between the input image and estimated image to improve LIC. Zhang et al. [25] developed a local statistical model (LSM). In this model, Gaussian distributions was introduced to model the inhomogeneous objects, and a mapping from the input image intensity to local intensity mean was described to suppress intensity nonuniformity However it regularizes the level set function by using Gaussian smooth processing, so it may suffer from the segmentation of undesirable background regions. Li et al. [30] developed a new method named multiplicative intrinsic component optimization (MICO) for interleaved segmentation of magnetic resonance (MR) images and estimation of the bias field A linear expression of twenty orthogonal Legendre polynomial functions is utilized to approximate the bias field whose smoothly varying character is guaranteed by the Legendre polynomial functions The experimental results demonstrate that the intensity nonuniformity in the input image and the estimated bias field are consistent However, this model is sensitive to noise. The above models manifested themselves in dealing with inhomogeneous images, but the constructed fitting functions or the cluster centers may be insufficient to mitigate the effects of intensity nonuniformity for certain images and cannot distinguish desirable objects from background. Hence, it is desirable to propose novel segmentation method that can effectively mitigate the effects of intensity nonuniformity.
In this work, we present a novel region-based active contour model for segmentation and bias correction. Based on an image model combining the bias-free image intensity, the bias field and the local difference we construct two local intensity fitting functions that are close to the input image intensities on the two sides of the curve in a neighborhood of every pixel. Afterwards, at each pixel, we formulate a local regionbased fitting image in term of the evolution curve and the two aforementioned local intensity fitting functions. A local energy functional is defined by minimizing the differences between the local region-based fitting image and the input image. Then a global energy functional is obtained by combining the local energy functional in regard to neighborhood center in the whole image area. Finally, this global energy is incorporated with an arc length term of the curve and a level set function regularization term that ensure accurate calculation of the level set evolution and avoid expensive re-initialization procedures. Segmentation and nonuniformity correction can be simultaneously implemented by iteratively updating the variables until it is stable or up to the specified number of iterations. The proposed model have been tested on synthetic images and real images. Compared with the stateof-the-art methods, segmentation results show robustness to initialization and noise, as well as improvements in both accuracy and execution time.
The remaining part of this paper is organized as follows. We briefly review some algorithms in section II, our proposed method is introduced in section III In section IV, experimental results and discussions are presented. Conclusions are summarized in Section V
II. RELATED WORKS A. THE LBF MODEL
Li et al. [16] , [17] developed the LBF model to overcome the difficulty resulted from intensity nonuniformity. Given an image u : ⊂ R 2 → R, let φ(x) : → R be a level set function defined on the image area . The evolving curve S can be expressed by the level set function φ(x) as S = {x ∈ |φ(x) = 0 }, which separates into two areas: 1 = inside(S) = {x ∈ |φ(x) < 0 } and 2 = outside(S) = { x ∈ | φ(x) > 0}. For a given pixel y ∈ , the local energy functional is given by:
(1) Update the level set function φ based on (17); 7:
End while 8: else (method = three -phase) 9: Initialize the level set function ; 10: Initialize the bias field B and local difference v; 11: while contour evolution is not converged or the fixed iterative times is not reached do 12: Calculate c, B and v from (29)- (31) with λ 1 and λ 2 being fixed positive coefficients; K (x − y) being a Gaussian kernel function; f 1 (y) and f 2 (y) being two fitting functions that is optimally close to the local intensity value in 1 and 2 When the contour S is precisely located on the boundary of the object. To find the object boundaries, i.e., a curve S that minimizes the local energy ε y for all y in , the integral of ε y over is minimized. Therefore, the total fitting energy is formulated by:
where µ and ν are positive constant coefficients; M 1 (φ(x)) = H (φ(x)) and M 2 (φ(x)) = 1 − H (φ(x)) are the membership functions of 1 and 2 with H being the Heaviside function; L(φ) and (φ) are the regularization terms. Traditionally, the first term on the right-hand side of (2) is called as a fidelity term. The distance regularization term (φ) = 1 2 (|∇φ(x)| − 1) 2 dx, which was developed by literature [18] , is adopted in LBF model to avoid reinitialization of the level set function φ which should be a signed distance function in the process of curve evolution. So the distance regularization term can preserve the stability of the level set evolution and achieve accurate calculation.
The length regularization term L(φ) = |∇H (φ(x))| dx, which measures the length of the zero level set, can smooth the zero level contour and avert small and isolated areas in the segmentation results.
The LBF model can segment nonuniformity images accurately, but if the initial curve position is inappropriate, it easily falls into a local minimum, which means that this model requires strict initial contour position as pointed by literature [27] and literature [31] . Besides, this model has no ability to make correction of the intensity nonuniformity.
B. THE LIC MODEL
In order to yield segmentation and nonuniformity correction simultaneously, the local intensity clustering (LIC) model is presented in [23] . The LIC model is built on the following widely accepted image model
with J being the recovered true image, which takes different constant values c k in each disjoint areas k , with
forming a partition of , i.e., = N k=1 k , and j ∩ k = 0 for j = k; B being the bias field, which is presumed to change smoothly and slowly; and N being the additive noise. The LIC model takes B(y)J (y) as the clustering center approximately in the local area O y of each pixel y. By applying the K-means clustering algorithm and considering that the pixels in O y can be classified into N clusters, a local energy function is presented as follows:
where K is a Gaussian kernel function which satisfies K (x − y) = 0 for x / ∈ O y . When the value of ε y reaches the minimum, the clustering result is the best. To obtain the object boundaries, i.e., a curve S that can minimize the energy ε y for all y in , the total energy functional can be given by:
with µ and ν being positive constant coefficients; M i (φ(x)) being the membership functions of i ; L(φ) being the distance regularization term and (φ) being the length regularization term.
Owing to the multiplicative image model of intensity nonuniformity, the bias field and intensity information are taken into account in the LIC model. Therefore, it has capability for image segmentation and simultaneous correction of the bias field. However, employing only the local intensity and bias information is inadequate to fit the input image as has been discussed in the literature [29] and this model still suffers from the defect in sensitivity to the initialization and easily falls into a local minimum. VOLUME 6, 2018
III. OUR MODEL A. IMAGE MODEL
The image model employed to depict intensity nonuniformity is given by (3). Many publications have used it for nonuniformity correction. However, employing only the local intensity and bias information is insufficient to estimate the input image, as pointed by Huang and Li [29] . For the sake of more accurate segmentation result, Huang and Li [29] propose an improved image model, which can be formulated as:
with J being the recovered true image, v(x) being a smooth function, N (x) being the additive noise, and B being the bias field with slowly and smoothly changing characteristic over the whole image region. In this improved image model, v(x) is taken as the local difference between the input image u(x) and estimated image B(x)J (x).
B. LOCAL REGION-BASED FITTING ENERGY
Based on (6), a new local region-based fitting energy is presented. To be specific, at a given point x ∈ , we consider a small local region with a radius ρ formulated as: 
with N (y) being the noise. Based on the above analysis, we can regard (B(x)c i + v(x)) as the center of the cluster
For convenience, we denote a vector c = (c 1 , c 2 , · · · , c N ). Based on above analyses, we define the local region-based fitting image as follows:
where u i (y) is a characteristic function of the region and satisfies
It can easily be seen that when the difference between the fitting image and the input image reaches the minimum, the clustering result in the local area is the best. Thus, the local energy is presented as follow:
where G(x − y) is a window function with the property of G(x − y) = 0 for y / ∈ O x , which is used to delimit a local region centered at the pixel x. As done in [23] , a Gaussian kernel function G(x − y) is used as the indicator function of the local region O x with the radius ρ, which is given by
with α being a constant such that G(z)dz = 1 and σ being the standard deviation. It should be noted that the radius ρ should be chosen appropriately on the basis of the level of the intensity nonuniformity. The more inhomogeneous local intensity is, the faster bias field changes. In this case, a smaller value should be taken, and σ should also be smaller for the truncated Gaussian functions G(z). Based on the indicator function of the local region, we can rewritten the local energy as
As described above, the intensity u(y) in the local area O x is separable, and thus can be divided into N categories by minimizing the local energy, which lead to the optimal partition of O x with optimal cluster centers (B(x)c i + v(x)) . However, our final purpose is not to divide the neighborhood O x , but to obtain an optimal partitions for the entire image region. This goal cannot be accomplished by minimizing a local energy ε x for a point x. Minimization of ε x for all the points x is necessary, which can be attained by minimizing the integral of ε x over the entire image areas. Therefore, we defined an objective energy as following:
C. LEVEL SET FORMULATION AND NUMERICAL IMPLEMENTATION The objective energy defined by (14) is presented on the basis of partition j N j=1
. It is inconvenient to minimize the energy ε formulated by (14) . In this section, we aim at converting the objective energy (14) to the level set formulation by utilizing one or multiple level set functions to represent the disjoint region and incorporating a length regularization term and a distance regularization term. The optimization of the energy can be implemented by solving the evolution equation of one or multiple level set functions.
1) TWO-PHASE SEGMENTATION
For the two-phase case, one level set function φ(x) is employed and the whole image domain is divided into two disjoint areas 1 and 2 , which are the internal and external regions of the zero-level curve S. In this case, the local regionbased fitting image defined in (9) can be expressed as (15) where M 1 (φ) = H (φ) and M 2 (φ) = 1 − H (φ). In numerical calculation, we substitute a regularized function H ε given by
for Heaviside function H , and accordingly the derivative of H ε given by δ ε = 1 π ε ε 2 +x 2 for the Dirac delta function δ.
The length regularization term L(φ) is used in our model to punish the arc length of the zero-level curve, so the smoothness of the curve can be controlled by the parameter ν. In fact, the parameter ν has been discussed in previous studies [33] , [34] . A big value of ν can be chosen to prevent some false outlines in the final segmentation results when segmenting the images corrupted by noise. A small value of ν can be taken to prevent the zero-level curve to cross boundaries or not to reach the desirable boundaries when dealing with the images with severe intensity nonuniformity and weak boundaries. Besides, in order to maintain the stability and accuracy of the level set, it is inevitable to guarantee the signed distance property |∇φ| = 1 in the processing of the evolution. For this purpose, the penalty term (φ) is introduced in our method. Therefore, by level set method, the total energy functional can be formulated as:
The image segmentation result, the estimated bias field B and the local difference v can be obtained by implementing the gradient descent method to optimize the total energy (16). The minimization is achieved through an iterative process. By variation method, the Gateaux derivative of the energy functional F can be calculated. Based on the theory that the function φ of minimizing the energy functional F satisfies the Euler Lagrange equation ∂F ∂φ = 0, the gradient flow equation i.e., the evolution equation of function φ, is presented by
with ∇ being the gradient operator, div(·) being the divergence operator. In our model, the level set evolution is implemented through the use of the explicit finite difference scheme [18] . The optimal c i that minimizes the energy functional (16) for fixed B(x), v(x) and φ, is given by
Keeping c, v(x), and φ fixed, the optimal B(x) that minimizes
F(φ, c, B, v), is given by
B(x) = G * u 2 i=1 c i M i − v(x) G * 2 i=1 c i M i G * 2 i=1 c 2 i M i(19)
Keeping c, B(x), and φ fixed, the optimal v(x) that minimizes F(φ, c, B, v), is given by
2) MULTIPHASE SEGMENTATION For the case of N ≥ 3, the whole image domain is divided into three or more disjoint areas Two or more level set func-
The membership function of the region i is formulated as
For convenience, we denote = (φ 1 , φ 2 , · · · , φ n ). For the case of N = 3 and N = 4, we use two level set functions φ 1 (x) and φ 2 (x) to define the corresponding membership functions. The membership functions in the three-phase case can be written as
For the case of N = 4, the definition of M i (φ) can be expressed as
We use the three-phase segmentation model to segment the normal brain Magnetic Resonance (MR) images in this paper. In this case, the local region-based fitting image defined in (9) can be formulated as:
The total energy of the three-phase level set formation is expressed as
Keeping c, B(x) and v(x) fixed, the minimization of F( , c, B, v) with respect to can be implemented by solving the following gradient flow equations:
+ νδ ε div
with
We can minimize the energy functional (25) by the identical procedure with that of the two-phase case. And the optimal c, B(x) and v(x) that minimize the energy (25) can be calculated as follows, respectively:
IV. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, our model is evaluated on synthetic images and real images with different degree of intensity nonuniformity. All the experiments have been carried out with MATLAB2011b on the PC with an Intel (R) Core (TM) 2.70 GHz CPU, 4 GB RAM and Windows 7 64-bit. Unless otherwise specified, we set the parameter as follow:σ = 3, ε = 1, time step t = 0.025 and µ = 1. For fair comparison, all best parameters are selected for the other models. Besides visual evaluation, the performance of our model and the other models also are compared quantitatively by the Dice coefficient (DC) [21] , [32] , the Jaccard similarity (JS) [21] , the false positive (FPF) and false negative fraction (FNF) [29] . These metrics are written as:
where A 1 stands for the foreground of the ground truth image, A 2 indicates the foreground from the test model, O represents the common region of A 1 and A 2 , and N (·) is the pixel numbers of the region. The closer the values of JS and DC are to 1, and the values of FPF and FNF are to 0, the more accurate the experimental results of the models are. Fig. 1 illustrates the evolutionary process of the zero-level contour and the segmentation results from our model on two synthetic images corrupted by intensity nonuniformity. In this experiment, the length term coefficient ν of our model are chosen to be 0.001 × 255 × 255 and 0.003 × 255 × 255, respectively. Fig. 1(a) and (e) are the input images and the initial zero-level contours represented by red solid lines. Fig. 1(b) , (c), (f) and (g) illustrate the evolutionary process of the zero-level set. Fig. 1(d) and (h) are the results of our model. Fig. 1(i) and (k) are the estimated bias fields from our model. Fig. 1(j) and (l) are the bias corrected images from our model. The results indicate that our model achieves desirable results due to exploiting local region information, which can separate the objects from its background in images with intensity nonuniformity. Fig. 2 shows the robustness of our model to initial curve location. Our model is used to segment two synthetic images under four different initializations. The values of ν in our model for the two images are 0.003 × 255 × 255 and 0.0005 × 255 × 255, respectively. The first synthetic image is the same as the second one in Fig. 1. Row 1 and 3 show four different initializations of the zero-level function on the two synthetic images. We exhibit the corresponding results of our method in row 2 and 4, respectively. Although these initial locations are quite different, our model can get almost the same results, which correctly capture the boundaries. It is clear that our method can achieve desirable segmentation results with different locations of the initial curve, which testify the robustness of our model to the initial curve location. 3 shows that our method can deal with images polluted by noisy. The first image in row 1 is a noise-free image, and the other three images in row 1 are three kinds of noise images created by adding noise to the noise-free image. These three noise images are obtained by using the MATLAB function ''imnoise'' to add Gaussian noise with zero mean and 0.003 variance, speckle noise with zero mean and 0.003 variance, passion noise with default parameters of the MATLAB ''imnoise'' function to the first image in row 1, respectively. Row 2 represent the segmentation results accordingly. The coefficients ν of length regularization term in our model for three kinds of noise images are set to be 0.01×255×255, 0.03×255×255 and 0.3×255×255, respectively. It is easy to see that our method can handle different kind of noise images and can segment images accurately in the presence of noise and intensity nonuniformity. segment the second image. LSM is just the opposite. When LSM is used to segment the four medical images, even though we have done our best to adjust the parameters, the result of LSM model is not satisfactory. Although the segmentation result of LBF model on four medical images is better than that of MLIC and LSM, LBF model has strict requirement for the position of the initial curve, and therefore when the initialization curve is set improperly, it could not get accurate segmentation results. From the experimental results, it is clear that our model has a better performance in segmenting images with intensity nonuniformity. nonuniformity, but it does not perform well at the images with weak boundaries. The MLIC model is just the opposite. Duo to the local region-based fitting image, our model can fit the image intensity well and deal with strong intensity nonuniformity and weak boundaries.
A. TWO PHASE SEGMENTATION
In this experiment, we compare the execution time of our model with LBF, MLIC and LIC. For this purpose, we apply LBF, MLIC, LIC and our model to segment three images with intensity nonuniformity. The segmentation results of this experiment are exhibited in Fig. 6 . The values of ν in our model for the three images are 0.01 × 255 × 255, 0.003 × 255 × 255 and 0.001 × 255 × 255, respectively. Column 1 exhibits three images and the initializations. Column 2 to 5 display the experimental results of LBF, MLIC, LIC and our model, respectively. For fair comparison, we carefully chose the common initialization location suitable for each model to obtain desirable results and selected the optimal parameters for the other models. The CPU time and iteration numbers of these models in Table 1 indicate that our method takes less CPU time than the other three methods to segment the three images.
B. MULTIPHASE SEGMENTATION
In this experiment, we apply three-phase model of our method to segment three brain MR images and compare with LIC and and our model are exhibited in column 2 to 5, respectively. The bias corrected images from our model are displayed in the last column. Fig. 7 show that our method can detect more CSF than LIC and MLIC in segmenting these three images, and our model can capture more GM than LIC and MLIC in segmenting the first images. The incorporation of the local region-based fitting in our model makes our model better than the other two models.
In this experiment, the experimental results of our method are evaluated and compared with that of LIC and MICO. More than 100 simulated brain MR images are used in the experiment. These images with the ground truth were obtained from BrainWeb (http://www.bic.mni.mcgill.ca/ brainweb/). All of images were corrupted with bias field and noise. We chose three of them to be shown in Figure 8 . We set ν = 0.005 × 255 × 255, ε = 1.5, σ = 4 and time step t = 0.06 for all images in this test. Figure 8 shows comparison results of our method with LIC and MICO. Column 1 are three brain MR images. The ground truth and the experimental results of LIC, MICO and our method, are displayed in column 2 to 5, respectively. Row 1, 3 and 5 are GM and row2, 4 and 6 are WM. All WM and GM are shown in white. Because our model uses the information of bias field and the intensity, and simultaneously takes into account the difference between the input image and estimated image to approximate the image intensity, it can get more accurate results of segmentation. As shown in Fig. 8 , our method can detect more GM than LIC and MICO in segmenting these images. In other words, over-segmentation of WM occurred in LIC model and MICO model. The average JS values, DSC values, FPF values and FNF values for the GM and WM gained from the three models are exhibited in Table 2 , which demonstrates that our method has achieved a better performance in segmenting these images. It should be noted that the average value of FPF of our model is higher and at the same time a lower FNF value than that of the other two models due to the over-segmentation of WM in LIC model and MICO model.
V. CONCLUSION
We have proposed an active contour model based on local intensity fitting energy for segmentation and nonuniformity correction of images. Based on an improved image model incorporating the bias field, the bias-free image intensity and local difference matrix, the local region-based fitting image is introduced in our framework. An energy functional is defined by minimizing the difference between the local region-based fitting image and the input image in the local area around each pixel. By variational level set method, this energy is combined with two regularization terms to build up the total energy. Experimental results on synthetic images and real images as well as comparison with state of-the-art models have shown that our method is robust to the initial curve location and noise, and offers significant improvements in both accuracy and execution time.
