We derive expressions for three-body phase space that are explicitly symmetrical in the masses of the three particles, by three separate methods.
Nature of the problem
When a body of mass √ p 2 > m 1 +m 2 +m 3 decays into three bodies the rate is largely determined by the relativistic phase space for the process. Of course the amplitude for the process will be modulated by the dynamics, including intermediate resonant states, but the principal factor dictating the lifetime of the body is the phase volume. I therefore propose to discuss this process, neglecting all amplitude modulation, i.e. ignoring any structure. This is an old chestnut with a venerable ancestry [1] . However there is one outstanding problem with it that has never been properly resolved: namely all explicit results so far been derived destroy the symmetry of the phase volume on the three masses m i .
To explain the difficulty let me first write down the phase volume ρ in D-dimensional space-time. It is given by the expression 
which is positive in the physical decay region. Like the more complicated expression (1) we see that ρ in (2) is visibly symmetric under particle interchange. In particular in the four-dimensional limit, ρ p→1+2+3 is nothing but proportional to the area A Φ of the phase plot bounded by vanishing of the Kibble cubic (3), lim D→4 ρ = A Φ /(128π 3 p 2 ). The quandary arises when we try to take the next step in (2), for if we happen to eliminate one of the Mandelstam variables (or indeed any linear combination) we are left, for even D, with an elliptic integral that is not explicitly symmetrical in the masses, although it must be implicitly so. The standard references [4, 5] in this topic carry out this unsymmetrical step and then the mass symmetry is not at all obvious in the expressions quoted for ρ. One may of course generate a symmetrical form by averaging the unsymmetrical-looking expressions over the three ways of eliminating the Mandelstam variables, but this is "cheating" since each expression on its own should be symmetrical, howevr opaque this is.
In this presentation I will exhibit three ways of obtaining ρ in an explicitly symmetrical manner-there may be others. The first way, described in the next section, comes by massaging known elliptic answers into symmetric form via Jacobi Z functions, using known (textbook) properties. The second way consists in breaking up the phase space integral into sections which, when duly combined, produce a symmetrical answer; it is well suited for working out the behaviour of ρ near threshold [p
. The third way is to reinterpret ρ as the discontinuity of a sunset Feynman diagram, which is then symmetrically evaluated by Fourier transformation; this provides a terminating expansion for odd D but only an asymptotic expansion for even D.
Conversion to symmetrical elliptic form
The standard integral representation for the three-particle phase space reads (see, e.g., in [4, 5] )
so that t 1 ≤ t 2 ≤ t 3 ≤ t 4 . The authors of [5] write the phase space as the imaginary part of a sunset diagram, specifically ρ = −2πImT 123 /(4π) 4 . With the understanding that p 2 ≥ (m 1 + m 2 + m 3 ) 2 , and quoting the result from refs. [4, 5] , the phase space integral in four dimensions may be written in terms of elliptic functions as
with
(6) Above, K(k), E(k) and Π(α 2 , k) represent the complete elliptic integrals as listed in standard texts [6] . We also note that the quantity
occurring in recurrence relations for the sunset diagram (see, e.g., in [10, 9] ) can be expressed as
The products q ++ q −− and q +− q −+ (and thus the argument k) are totally symmetric in m 1 , m 2 , m 3 so the term containing E(k) is also symmetric. The function K(k) is also symmetric, but its coefficient is not symmetric. To summarize, the symmetry with respect to m 1 , m 2 , m 3 is not explicit, neither in the integral representation (4) nor in the explicit result (5) in terms of elliptic functions.
The lack of symmetry is irrelevant in the equal mass case when eq.(3) reduces to the compact result,
The real problem is how to express (3) in an explicitly symmetric way. The key to success is to rewrite (3) in terms of Jacobian zeta-functions. We first observe that 0 ≤ α 2 i < k 2 . This corresponds to case III on p. 229 of [6] ,
where Z(β i , k) is the Jacobian zeta-function:
In terms of Jacobi's functions,
where
Now we can use the addition formulae from [6] (p. 34, Eq. (142.01)):
where the angles
can also be represented as
(17) In this way, we get
(19) It is now appropriate to introduce the third angle,
because formula (141.01) on p. 33 of [6] , provides the remarkable symmetric connection
Using it, we can represent the four-dimensional phase space in a beautifully symmetric form,
or, if one prefers,
In the equal-mass limit,
(24) In this case, using Eq. (21) we get
with k eq defined in Eq. (10) . In this way, we reproduce Eq. (9). We note that Eq. (25) yields a reduction formula of Z(ϕ, k), for a special case when
.
Phase cut treatment
In the familiar triangular (s, t, u) Mandelstam plot, the Dalitz [1] plot is bounded by the Kibble cubic curve Φ(s, t, u) = 0 and the shape is generally given by a distorted triangle. The closer we approach threshold p ≡ √ p 2 ≃ m 1 + m 2 + m 3 , the closer does the (smaller) shape approach a circle [7] , whereas the bigger is p 2 the larger and more triangular does the shape become, since the masses become less significant. In fact when one of the masses vanishes, two of the 'corners' in the phase space boundary cease being rounded and become sharp.
In Figure 1 we have drawn a typical Dalitz plot with all masses nonzero, since that represents the most general case. Referring to it, we may pick out certain important locations: points O where the Mandelstam variables assume their minimum values, points P where they take on their maximum values. Other points labelled by Q represents the six locations where the tangents to the cubic at the various O i and P j intersect. It is worth mentioning that the P extremal points correspond to one particle being at rest and the other two taking up the available energy, while the O points correspond to two particles moving as a clump (with no relative momentum) and the third taking up the energy slack.
The challenge is to integrate over the interior of the region Φ ≥ 0, without destroying the mass symmetry. This must necessarily done by not eliminating one of the Mandelstam variables or any linear combination, through the constraint s+t+u = p 2 +m . There are a number of ways of doing this; we have found it most convenient to carry out the areal integration by evaluating the hexagonal area bounded by the six Q intersection points and subtracting off the six contained areal sectors OP Q, because these sectors become easily estimated expressions in the limiting cases when p 2 is large or near threshold. The areal sectors themselves can be written in terms of elliptic functions in general for any p 2 and their sum total has of necessity a nice symmetrical form. (Alternatively one could work out the area of O s P u O t P s O u P t and add the areas between the arcs and chords of OP , but we have found this to be more unwieldy.)
We begin by quoting the area for the (in general irregular) hexagon bounded by Q su Q st Q ts Q tu Q ut Q us , namely
This is clearly symmetrical. Next we have to evaluate the six sectors A OP Q . Consider A OtPsQsu because the other sectors are easily found by permutation of labels as we shall see. Here it pays temporarily to cast s and r = t − u as independent variables; the boundary Φ = 0 is given by one or other of the branches
(Actually the phase space area is nothing but
ds/2, which reduces to Almgren's formula.) Now the sector O t P s Q su has area
where r L (s) = s−p 2 −m 
where r R (s) = −s + p 2 + m 
is bound to be an explicitly symmetric function of the masses. We note that the same procedure can be applied to other even D cases, when the sectorial integrals have to be weighted by Φ D/2−2 , as well as the hexagonal sector A Q . It only remains to work out the area of one of the sectors, say A OuPsQst , in a useful manner. Although it is evident that part of
can be expressed in terms of elliptic functions (4) tabulated in the standard texts [6] , that observation does not greatly aid one's understanding. Instead we have found it more helpful to make a pair of substitutions which lend themselves to asymptotic expansions. Thus at high energy we let s = (p − m 3 ) 2 − 4m 3 py, whereupon the resulting integral becomes directly amenable to series expansion in powers of m/p using algebraic computer packages like Mathematica or Maple. For p 2 ≫ (m 1 + m 2 + m 3 ) 2 we obtain the leading terms, 
QZ. Expanding both integrand and limit in powers of Q one arrives at (note that θ 13 below is π/2 − θ 2 in the notation of [8, 9] )
where θ 13 = arcsin
Sunset Avenue
Finally let me take the third route. It rests upon the observation that the "sunset" Feynman self-energy diagram, containing N internal lines, viz.
has a branch point singularity at the threshold
and that the discontinuity across the branch cut is nothing but N-particle phase space [12] : ρ p→1+2+..+N = 2ℑI N (p). So it is sufficient to work out I N , which is nothing but the Fourier transform of the product of N causal propagators,
Now in D-dimensions [11] , letting r ≡ √ −x 2 + iǫ,
Therefore, for the particular case of three bodies, the integral may be reduced, after Euclidean rotation (q 2 = −p 2 ), to
(39) Notwithstanding that this is an integral over four Bessel function, it is at least symmetric over the masses. Notice that we have not yet descended to 4-D because there is an intrinsic infinity in the sunset integral, although it is absent for the imaginary part.
Balanced progress is achievable through the asymptotic expansion,
(Incidentally for odd D, the series terminates and is not asymptotic.) e.g.
Since the integral of a Bessel function with an exponential and power is known to lead to a hypergeometric 2 F 1 function, we end up in D-dimensions with a leading expression like Taking the discontinuity of (40), and setting D = 4, we arrive at the 3-body threshold expansion, for N-body phase space near threshold.
One final comment. If a few of the particles are massless, it is best to input directly the massless propagators rather than attempt to take the zero-mass limit of the above massive formulae, because that is quite tricky. 
