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Abstract. We study a general equilibrium system where agents have heterogeneous beliefs concern-
ing realizations of possible outcomes. The actual outcomes feed back into beliefs thus creating a
complicated nonlinear system. Beliefs are updated via a genetic algorithm learning process which
we interpret as representing communication among agents in the economy. We are able to illustrate a
simple principle: genetic algorithms can be implemented so that they represent pure learning effects
(i.e., beliefs updating based on realizations of endogenous variables in an environment with hetero-
geneous beliefs). Agents optimally solve their maximization problem at each date given their beliefs
at each date. We report the results of a set of computational experiments in which we ﬁnd that our
population of artiﬁcial adaptive agents is usually able to coordinate their beliefs so as to achieve the
Pareto superior rational expectations equilibrium of the model.
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1. Introduction
The rational expectations assumption has become a standard feature of gener-
al equilibrium economic theorizing. Many economists argue that while such an
assumption may seem extreme, it can be justiﬁed as the eventual outcome of a
(usually unspeciﬁed) learning process. This argument has led many researchers to
theorize as to how such a learning process might work and whether systems with
expectations so deﬁned would actually converge to a rational expectations equilib-
rium. Some authors have begun to investigate general equilibrium learning models
basedongeneticalgorithms,with largelypromisingresults.1 Inthispaperwestudy
a general equilibrium system where agents have heterogeneous beliefs about the
future valuesof endogenousvariables.Thesebeliefs affectactualoutcomes,which
in turn feed back into beliefs, creating a complicated nonlinear system. We use a
genetic algorithm to update agents’ beliefs. Our primary objective is to illustrate
how the modelling of such a system can be implemented without compromising
the standard economic assumption that agents optimize given their beliefs.
Such an illustration is interesting, in our view, because genetic algorithm learn-
ingcanbeimplementedintwodifferentways.Intheﬁrstmethod,agentsareviewed42 JAMES BULLARD AND JOHN DUFFY
as learning how to optimize in the sense that they experiment with different values
oftheirchoicevariable(s)basedonwhichvaluesworkedwellforotheragentsinthe
past. Most of the general equilibrium applications of genetic algorithms of which
we are aware use this ﬁrst method.2 In the second method, agents are viewed as
learninghowto forecast,meaningthattheyselectavaluefortheirforecastvariable
basedon which valueshaveworkedwell in the past, andthen solvea maximization
problem to ﬁnd the value of their choice variable given their forecast.3 With this
second method, the assumption that agents maximize utility is maintained. In this
paper we provide an example of this second method and discuss its strengths and
weaknesses.
In order to deﬁne an evolutionary approach to an individual agents’ problem in
thegeneralequilibrium-homogeneouspreferencesenvironmentthatweconsider,it
isnecessarybothtodeﬁnehowtheagentviewsthefutureandhowtheagentchoos-
es a value of the choice variable. In the learning how to optimize implementation
of genetic algorithm learning, one assumes (implicitly or explicitly) that all agents
have the same view of the future, and that the genetic algorithm is used to assign
agents a value of the choice variable given the set of commonly held expectations.
Clearly,ifalltheagentsoptimizedacommonobjectivegiventhesecommonexpec-
tations,allagentswouldmakethesamedecisionandtheheterogeneityonwhichthe
genetic algorithm dependswould be lost.4 Rather than optimize, the agents simply
choosevaluesofthechoicevariableaccordingtothegeneticalgorithmassignment.
This method has been successfully applied in several recent papers. In this case,
however,the researcheris weakeningboth theassumptionthat agentshaverational
expectations (expectations are updated adaptively, since rational expectations are
not well deﬁned)as well asthe assumptionthat agentsoptimize giventheir beliefs.
Nevertheless, once equilibrium is attained, beliefs and actions of all agents are
consistent with rational expectations and utility maximization.
In applying genetic algorithms to learning problems, many researchers might
wanttorelaxtherationalexpectationsassumptionwithoutrelaxingtheoptimization
postulate.Onereasonforadoptingsuchanapproachisthatmodeleconomieswhere
both assumptions hold tend to have multiple equilibria. It is not clear what an
individual agent with rational expectations should believe since there are multiple
outcomes that are consistent with equilibrium, and which one is ‘right’ depends
on what all the other agents believe. Achieving one of these equilibria requires a
certain coordination of beliefs among all of the agents in the population.
In the example of genetic algorithm learning that we present in this paper,
agentsare viewed as learninghow to forecast.Agents initially have heterogeneous
viewsofthefuturewhichtheyusetoindividuallysolvetheircommonmaximization
problem.Thegeneticalgorithmisusedonlytoupdatebeliefs.Thus,intheexample
we develop, the only departure from standard assumptions is that agents initially
have heterogeneous beliefs which they eventually learn to coordinate in order to
achieve an equilibrium outcome. We believe that this exercise is an especially
useful application of genetic algorithm learning, as it is applied to an area ofUSING GENETIC ALGORITHMS TO MODEL THE EVOLUTION OF HETEROGENEOUS BELIEFS 43
economicmodellingforwhicheconomistshavethe leastknowledge:theformation
and evolution of expectations. The fact that expectations are easily modeled and
updated using a genetic algorithm is interesting in itself. Our example also helps
illustrate the fact that genetic algorithms provide us with a ﬂexible tool that can be
used in many different ways.
Themodelweuseisatwo-periodendowmentoverlappinggenerationseconomy
with ﬁat money. We outline the model in the next section. In Section 3 we describe
the model under learning, and in Section 4 we show how to apply a genetic
algorithm in a manner consistent with utility maximization. The ﬁnal sections












). Agents live for two periods and
seek to maximize utility over this two period horizon. The population of agents
alive at any date
t is ﬁxed at 2
￿
N where
N is the number of agents in each
generation. There is a single perishable consumption good and a ﬁxed supply of
ﬁat money.Agentsare endowedwith anamount
!1 of the consumptiongoodin the
ﬁrst period of life, and an amount





> 0. In the ﬁrst period of life, agents may choose to simply
consume their endowments, or they may choose to save a portion of their ﬁrst
period endowment in order to augment consumption in the second period of life.
Since the consumption good is perishable, agents in this economy can save only
by trading a portion of their consumptiongoodfor ﬁat money.In the secondperiod
of life, they can use any ﬁat money they acquired in the ﬁrst period to purchase
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t forecast of the price of the consumption good
at time
t
+1. This forecast can be formed in any number of ways. For the moment44 JAMES BULLARD AND JOHN DUFFY
we consider the case where all






































Combining the ﬁrst order conditions with the budget constraint, one ﬁnds that
the ﬁrst period consumption decision for all
























!2. It follows that each agent
i’s savings decision at time
t is the




























Fiat money is introduced into this economy by a government that endures
forever. The government prints ﬁat money at each date





per capita. It uses this money to purchase a ﬁxed, per capita amount
g of the


















It is assumed that these government purchases do not yield agents any additional
utility. Note that while government purchases are exogenous, the evolution of the
nominal money supply is determined endogenously depending on the realization




) at each date
t. The price level realization depends, in turn,
on the forecast of the gross inﬂation factor. Thus, in this model the evolution of the
nominal money supply depends in part on the beliefs of the agents.
Since agents can save only by holding ﬁat money, the money market clear-
ing condition is that aggregate savings equals the aggregate stock of real money























The explicit introduction of unsecured debt – in our case, the ﬁat money printed
by the government – serves to ensure that Walras’ Law holds for this economy.6
Therefore, by Walras’ Law, market clearing in the money market implies market
clearing in the consumption good market as well.
Substituting Equations (1)–(2) into (3) and rearranging, one obtains the follow-
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Figure 1. The model under perfect foresight.
where
￿
H denotesthe higherof thetwo stationary valuesand
￿
L denotesthe lower
stationary value. These two solutions will be real valued if government purchases
















Given condition (5) and the restrictions on endowments that imply that
￿
>1,






Condition (5) can then be interpreted as a restriction on the government’s ability
to ﬁnance all of its purchases through the printing of money while maintaining a
positivevaluedﬁatcurrency.7 It is easily establishedthatthe Paretosuperiorsteady
state is the low inﬂation steadystate,
￿
L.Underthe assumptionofperfectforesight
this solution is locally unstable. The other steady state,
￿
H, is locally stable in












The two stationary equilibria are illustrated in Figure 1, which depicts the
qualitative graph of Equation (4) for a particular case that will be studied later












government expenditures per capita,
g, increase, the curve representing Equation





closer together.46 JAMES BULLARD AND JOHN DUFFY
3. Learning
The assumption that agents have perfect foresight is useful for understanding the
dynamicsof the model when agentsknow the model. We now relax the assumption
that agents have perfect foresight knowledge of future prices. Instead we assume
that all
N agents who are in the ﬁrst period of life at time
t forecast future prices





































to forecast next period’s price. While all
N agents use the same speciﬁcation
(6) for their forecast model, each agent may have a different belief regarding the
appropriate value of the unknown parameter
b. We further restrict agent’s beliefs
regarding the parameter
















The lower bound ensures that price forecasts are always nonnegative. The upper
boundof
￿representsthehighestinﬂationfactorthatagentswouldneedtoforecast
in order to achieve a feasible equilibrium. From Equation (1) we see that inﬂation
forecastsin excessof
￿ imply that the agent’s optimal savings decision is negative,
that is, the agent would like to borrow from another agent in the ‘consumption
loan’ market. However, for simplicity, we have chosen to rule out the possibility
of borrowing by agents.9 Thus inﬂation forecasts that are equal to or exceed
￿ will
all result in the same consumption allocation, namely that agents save nothing and
simply consume their endowments. Later in the paper, we consider an example
economy where the domain for inﬂation forecasts is enlarged to include forecasts
that may exceed the value of
￿.
Each agent uses their individual forecast of future inﬂation to solve the con-
strained maximization problem given in the previous section. The more accurate
the agent’s forecast, the higher is the agent’s utility. Therefore, it is in the agent’s
interest to approximate the ‘true’ value of the unknown parameter
b as closely as
possible.Ofcourse,whileagentsarelearning,this‘true’valueforthegrossinﬂation
factor will depend on all agents’ beliefs, and will therefore be time-varying.
We stress that the speciﬁcation for the agent’s forecast model (6) is consistent
with the actual law of motion for prices when agents have perfect foresight.T h e
consistency of the agent’s forecast model with the actual law of motion enables us
to examine whether or not agents can learn the true model. Agents will have coor-




































), that is, if all agents have
identical forecast models, and their forecasts are always correct.
Of course, with this speciﬁcation, forecast models differ only slightly across
agents. One could easily design a more complicated example where the set of
forecast models varied to a much greater degree.10 Our intention in this paper,USING GENETIC ALGORITHMS TO MODEL THE EVOLUTION OF HETEROGENEOUS BELIEFS 47
however,issimplytoillustrateanalternativeapproachtogeneticalgorithmlearning
that maintains the assumption that agents optimize given their beliefs.
4. The Evolution of Beliefs






) over time. We ﬁrst describe how forecast models are coded
as binary strings and then we illustrate how the genetic operators of the genetic
algorithm are used to update agents’ beliefs.
4.1. CODING OF BELIEFS
At every moment in time
t, there are two generations of
N agents alive in the
population. The ﬁrst generation is the current ‘young’ generation (agents in the
ﬁrst period of life) while the second generation is the current ‘old’ population
(agents in the secondperiod of life). Eachmember of eachgenerationmayinitially
have a different belief about the parameter
b. Their belief as to the true value of
this parameter – their ‘model’ – is encoded in a bit string of ﬁnite length





‘ -bit strings are chosen randomly for each generation. These
bit strings are sufﬁcient to completely characterize each agent’s consumption and
savings behavior as we shall now demonstrate.
Let the bit string for agent















































































s. The result is
a value in the interval
[0
;1
]. This fraction is then multiplied by the maximum gross
inﬂation factor that the agent would need to forecast, consistent with equilibrium,
which is given by the value of the parameter

































). With this forecastthe modelis closed and the agentis able
to solvethe maximizationproblem. Thealgorithm that we developedfor this paper
actually solves this constrained maximization problem for each agent, given the
agent’s parameter estimate for
b. Thus agents have no difﬁculty in our framework48 JAMES BULLARD AND JOHN DUFFY
in solving a constrained maximization problem. They are only uncertain as to the
correctvalueoftheparameter
b.Thisuncertaintycanbeviewedasarisingnaturally
if we think of agents as initially uncertain about the beliefs of the other agents.
Initial uncertainty of this type may come about even if all agents understand well
the nature of their situation. Since there are multiple beliefs that are consistentwith
equilibrium, the ‘correct’ belief at every date depends on the beliefs of all of the
other agents.
4.2. GENETIC UPDATING OF BELIEFS
Agents of generation
t form forecasts of future prices only in period
t, when they
are members of the ‘young’ generation. The actual inﬂation factor between dates
t and
t
+ 1 depends on the aggregate savings decision of the subsequent young
generation
t
+ 1, and will not be revealed to members of generation
t until these
agents are in the second period of their lives, that is, when they are members of
the ‘old’ generation. Thus, the success or failure of a particular forecast cannot be
immediately ascertained.
Thegeneticupdatingof beliefsproceedsasfollows. Theﬁrst stepis to calculate
aggregate savings by the young generation born at time
t. This is done by solving
each young agent’s maximization problem, conditional on that agent’s belief, and























Using this value for aggregate savings in Equation (3), and using Equation (2) to























































now calculate the actual lifetime utility achieved by each member of generation
t
￿ 1. These lifetime utility values will be used in the ﬁrst step of the genetic
algorithm.
Thegeneticalgorithmisusedto modelhowthenextgeneration’sbeliefsevolve.
The ﬁrst step in the genetic algorithm is reproduction based on relative ﬁtness
(i.e. natural selection). Here we use a simple tournament selection method. Two
members (bit strings) of the most recent old generation alive at time
t
￿ 1a r e
selected at random and their lifetime utility values are compared. Comparison of
lifetime utility values is equivalent to assessinghow close eachof these two agentsUSING GENETIC ALGORITHMS TO MODEL THE EVOLUTION OF HETEROGENEOUS BELIEFS 49
came to correctly forecasting actual inﬂation, since the two agent’s forecast rules
were used to solve the same utility maximization problem. The bit string of the
old agent with the highest lifetime utility value (the closest forecast) is copied and
placed in the population of ‘newborn’ agents. This tournament selection process
is repeated
N times so as to create a population of
N newborn bit strings. We
stress that it is forecast models that are being copied. These forecast models have




The next step in the genetic algorithm is the application of the crossover and
mutation operators. In addition to these two standard genetic operators, we have
augmentedourgeneticalgorithmwithanelitist selectionoperatorthatwewillrefer
to as the election operator following Arifovic (1994). We view all three of these
operatorsasdescribingaprocessbywhichthe‘newborn’generation(theproductof
the reproduction operator) experiments with ‘alternative forecast models’ before
deciding upon the forecast model they will actually use when they are ‘born’
into next period’s young generation. The ‘alternative forecast models’ are created
through the crossover and mutation operators.
The crossover operator is applied to all
N strings in the newborn population.
First, the
N newbornstringsarerandomlypaired.Then,for eachpairofstrings,the
crossover operation is performed with some probability
p
c











to the right of the cut point are then swapped and the two strings are recombined.
The result is two newstrings that sharebits of the genetic material that made up the
original two newborn strings. Following application of the crossover operator the
resulting strings are subjectedto the mutation operator.Everybit in all
N bitstrings
is subject to being mutated. With probability
p
m


















of the crossover and mutation operators is a set of
N alternative forecast models.
Following application of the crossoverand mutation operators, the
N newborns
must decide whether they want to adopt any of the alternative forecast models as
their own. In order to make this decision, the newborns consider how well the
alternative forecast models would have performed had these models been used in
the recent past. The alternative forecast models are ﬁrst decoded and then used
to obtain an inﬂation forecast. The utility maximization problem is then solved,





), and a lifetime (expected) utility value is calculated for each alternative
forecast model. Once this process is complete, the election operator determines
how newborn agents choose between the string (model) they have inherited and
the alternative string (model) they have ‘created’.
Pairs of newborn agents are matched with their associated alternatives. The
election operator then chooses the two forecast models (out of four) that yielded
the highest lifetime utility from among the two newborns and the two alternatives.50 JAMES BULLARD AND JOHN DUFFY
The two ‘winners’ become the forecast models used by the two members of the
newborn generation; the ‘losers’ are discarded.12 The election operator is applied
N
=2 times so as to obtain a newborn generation of
N agents.13
Once the strings of the newborn generation have been chosen, time changes to
the next period,
t
+ 1, and the population of agents is aged appropriately. Agents
who were born at time
t
￿ 1, and who were members of the old generation at
time
t, cease to exist. Agents who were born at time
t and who were members of
the young generation at time
t now become members of the old generation. The
newborn generation is the new young generation ‘born’ at time
t
+ 1. The process
described in this section is then repeated again, beginning with the calculation of a






Our genetic algorithm learning system generates a sequence of gross inﬂation
factors, a sequence of
N-string generations, and a sequence of sets of
N forecast
errors. We allow the system to evolve until the following convergence criteria are
met. First, we require that inﬂation is at a steady state level predicted by the model
under perfect foresight; second, all strings within the most recent generation must
be identical; and third, the most recent two sets of forecast errors must all be equal
to zero up to a predeﬁned tolerance. If these criteria were not met after 1,000
iterations, the process was terminated.
4.3. REMARKS ON INTERPRETATION
We prefer to think of the agents in this economy as choosing a forecast model.
This forecast model is then used to predict future prices and hence future gross
inﬂation factors. Thus, in principle it is different forecast models that agents are
experimenting with, not different beliefs about future inﬂation. However, in the






) that agentsare learningaboutis equivalentto their individual
forecast of gross inﬂation. As we have previously noted, we chose this forecast
modelspeciﬁcationin order to keepourillustration simple. Onecan easilyimagine
adifferentenvironmentwhereagentsconsideredamorecomplicatedsetofforecast
models with more than one parameter value, and in such cases, there would no
longer be a one-to-one mapping from parameter values to forecast values.14
We note that the election operator implies that newborn agents are capable of
assessing the relative performance of different forecast models. Given this ability,
one might wonder why all newborn agents don’t simply choose the forecast model
thatyieldedthehighestlifetimeﬁtnessvalueinthemostrecentpast.Inourexample
economy this would amount to all newborn agents setting the parameter
b equal
to last period’s gross inﬂation factor
￿, the standard against which all forecast
models are assessed. One reason that agents might not behave in this manner is
that the economy is not initially in a steady state (and there is no guarantee that it
will necessarily ever achieve a steady state). Prior to the achievement of a steady
state, the actual inﬂation factor will not remain constant but will instead vary fromUSING GENETIC ALGORITHMS TO MODEL THE EVOLUTION OF HETEROGENEOUS BELIEFS 51
one period to the next. If agents recognize the time-varying nature of the inﬂation
factor during the transition to a steady state then they may rationally choose to
use forecast models that differ from those that worked best in the previous period.
Thus, during the transition to a steady state it may not make sense for agents to
simply set the parameter
b equal to the previous period’s realized inﬂation factor,
￿, even though the previous
￿ is used by newborn agents to assess the lifetime
utility they might expect to obtain from each forecast model.15
We also stress that we do not need to think of the model as sets of agents
actually passing along genetic information via a biological process. Instead, we
might view new agents coming into the model as new entrants to the workforce.
Theycommunicatewithotheragentsconcerningpossibleforecastmodelsforfuture
inﬂation, and take actions based on the forecast model they adopt. Thus, agents
can be viewed as exchanging ideas about the best way to forecast the future. The
reproduction operator ensures that the better ideas from the older generation are
adopted by the younger generation. The crossover and mutation operators allow
the agents to experiment with alternative forecasts. The election operator ensures
that agents are not forced to adopt any ‘bad ideas’.
5. Parameterization and Results
Our results are intended to illustrate our learning how to forecast implementation
of genetic algorithm learning, and should be regarded as suggestive rather than an
exhaustivestudyof this interpretation of geneticalgorithm learning. We beginwith
our choiceof parameter values for the genetic algorithm aspect of the model. In all
ofour simulations,we choseto seta high rate of crossover,
p
c
= 1, and a relatively




:033. The high probability of crossover is possible
because of the election operator: if agents are allowed to discard ‘bad ideas’, there





= 60. These parameter values all fall within the
ranges recommended in the genetic algorithm literature.16 In addition, we chose







= 4, agents choose from among 24
￿ 1 or 15 different parameter values
for
b.W h e n
‘
= 8, a similar calculation reveals that agents choose from among
255 different parameter values for
b.
We also had to chose values for a number of parameters relating to the overlap-
ping generations economy. We chose to use the same endowment amounts in all
simulations:
!1
= 4a n d
!2







:45. The principle advantage to con-
sidering two different levels for
g is that the two steady state equilibria are moved
closer together as
g increases. In particular, when
g
= 0
:333, the two stationary









g is increased to 0
:45,
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5.1. MAIN FINDINGS AND INTERPRETATION
Our main result is that, in almost all of the computational experiments that we
conducted,the algorithm satisﬁedour criterion for convergenceto the low inﬂation
stationary equilibrium,
￿
L, of the model within the allotted 1,000 iterations. In
some replications of the last experiment reported below, convergence failed to
obtain within 1,000 iterations.
The genetic algorithm’s selection of the low inﬂation equilibrium stands in con-
trast to the stability properties of the model under the perfect foresight assumption.
Recall from our earlier discussion that under perfect foresight, it is the high inﬂa-
tion stationary equilibrium,
￿
H, that is the attractor for all initial valuesof inﬂation




However, the genetic algorithm’s selection of the low inﬂation stationary equi-
librium is in accord with the predictions of a number of studies that replace the
perfect foresight assumption in the overlapping generations economy with some
kind of adaptive expectations scheme. Lucas (1986), for example, showed that if
agents forecast future prices using a simple past average of prices, the economy
would be locally convergent to the low inﬂation stationary equilibrium.17 Marcet
and Sargent (1989) obtained a local stability result for the low inﬂation stationary
equilibrium when agents forecastfuture prices using a least squaresautoregression
on past prices, but only for situations where the level of the government’s real
deﬁcit,
g, was low enough.Bullard (1994) analyzed,in a closelyrelated model, the
bifurcation involved in moving from a money growth rate that was too low to one
that was too high under the Marcet and Sargent learning scheme. The picture that
emerges from these studies is that stability of the low inﬂation steady state of this
model under the adaptive learning schemes considered is at best local, and that for
some parameter conﬁgurations even local stability fails to obtain.
Arifovic(1995)studiedgeneticalgorithmlearningintheMarcet–Sargentmodel
using a learning how to optimize implementation. She also found that the genetic
algorithm system she studied converged to the low inﬂation steady state even in
cases where least squares learning failed to converge.
While our computational experiments are only suggestive, we ﬁnd that again,
the low inﬂation stationary equilibrium seems to be much more of an attractor
under our genetic algorithm learning scheme than it is under the perfect foresight
assumption. As in Arifovic (1995), the genetic algorithm learning approach has a
much more global ﬂavor as compared with least squares learning, since the strings
representingagent’sforecastmodelsinthegeneticalgorithmareinitially randomly
generated and thus the economy may start very far away from equilibrium.
The explanation for the convergence results we obtain under genetic algorithm
learningdiffersfromtheexplanationsforconvergenceofferedbyLucasandMarcet
andSargent.BothLucasandMarcetandSargentshowedthatundertheirrespective
adaptivelearning schemes,the dynamics of the model environment were reversed,
so that the low inﬂation stationary equilibrium became the attractor, and the highUSING GENETIC ALGORITHMS TO MODEL THE EVOLUTION OF HETEROGENEOUS BELIEFS 53
inﬂation stationary equilibrium became unstable. The explanation for the con-
vergence of the genetic algorithm learning model to the low inﬂation stationary
equilibriumwouldseemtobethatthisequilibriumprovidesagentswiththe highest
lifetime utility (ﬁtness)possibleinthis economyasit is the Paretosuperiorequilib-
rium of the model. The genetic learning algorithm conducts an extensive directed
searchof the parameterspace;the aim of this searchis to ﬁnd this globaloptimum.
Thus, one interpretation is that when convergence is obtained, it is because the
genetic algorithm has located the global optimum, the object of its search.
Thisexplanationfortheconvergenceofthegeneticalgorithmtothelowinﬂation
steadystatewouldbestraightforwardifagentswerelearninginastaticenvironment
with a unique and unchanging global optimum. However, as noted previously,
agents are in a dynamic environment where their beliefs interact with outcomes,
and outcomes interact with agents’ beliefs, so that the landscape that is being
searched may be constantly changing. In such an environment, the low steady
state inﬂation factor will only yield the highest possible level of lifetime utility
if all agents have coordinated on forecasting this level of inﬂation. Prior to such
coordination,there may be other forecastrules that lead to higher levelsof lifetime
utility. Thus a question remains as to how the genetic algorithm is able to achieve
coordination on the low inﬂation steady state in the dynamic environment that we
consider.18 In an effort to address this question, we have examined the evolution
of lifetime utility, or lifetime ﬁtness for a couple of different forecast rules in a
number of our simulations. In particular, we have looked at the evolution of the
ﬁtnessvaluethatwouldbeassignedtoaforecastmodelthatalwaysforecastthelow
steady state inﬂation factor as well as the ﬁtness value that would be assigned to
a forecast model that always forecast the high steady state inﬂation factor.19 With
the exception of the ﬁrst few initial periods, we always ﬁnd that the ﬁtness value
of the low inﬂation steady state forecast is signiﬁcantly greater than that of the
high inﬂation steady state forecast. Therefore, a ﬁtness distinction between these
two stationary outcomes is nearly always present in the landscape that agents are
searching. We believe that the presence of this distinction in steady state ﬁtness
levels is responsible for the convergence results that we are obtaining in most
parameterizations of our model.
Figure 2 serves to illustrate this ﬁtness distinction. This ﬁgure depicts the
evolution of the hypothetical ﬁtness value that would be attached to both the








= 8. The ﬁgure also shows the
evolution of the actual average ﬁtness value from the population of 30 agents.
This illustration is typical of other simulations we have conducted. We see that
the ﬁtness value associated with the low inﬂation steady state forecast is always
higherthanthe ﬁtnessvalueassociatedwith the highinﬂation steadystate forecast.
Notice that these ﬁtness values vary over time due to the interaction of outcomes
andbeliefs.Notefurtherthattheaveragepopulationﬁtnessvalueinthis illustration
is initially intermediate to the low and high steady state inﬂation ﬁtness values but54 JAMES BULLARD AND JOHN DUFFY
Figure 2. The evolution of ﬁtness values.
very quicklymovestoward the ﬁtnesslevelassociatedwith the low inﬂation steady
state forecast and follows this level very closely until the convergencecriteria have
been satisﬁed at the end of 34 iterations. We conclude from this exercise that there
is typically a distinct advantage,in terms of lifetime ﬁtness, from a forecast model
that is consistent with the low inﬂation steady state, and that this advantage may
well explain the convergence results that we are obtaining.
We now turn to a discussion of some of the more speciﬁc results of the exper-
iments that we performed to determine the role played by the different parameter








values for the length of agents’ bit strings:
‘





population of 30 agents considers just 15 different values for
b, so the ratio of
different possible beliefs to agents is 0.5. When
‘
= 8, the population of 30 agents
considers 255 different values for
b and the ratio of different possible beliefs to
agents is 17 times higher, at 8.5. This experiment is intended to determine whether
the degree of heterogeneity is a factor in the speed with which the algorithm
converges to the low stationary inﬂation value. The results are reported in the
ﬁrst column of Table I, which presents the mean and standard deviation of the
number of iterations to convergencefrom 100 computational experiments for each
parameterization. As the table reveals, increasing the heterogeneity of beliefs by
lengthening the bit string from 4 to 8 led to an increase in the mean number of
iterations it took the algorithm to converge, as well as an increase in the standardUSING GENETIC ALGORITHMS TO MODEL THE EVOLUTION OF HETEROGENEOUS BELIEFS 55
Table I. Convergence results for different GA parameterizations.










) values Mean Std. dev. Mean Std. dev.
4 15 11.24 3.47 10.43 1.46
8 255 50.49 54.96 22.39 7.84
Figure 3. The evolution of inﬂation forecasts.
deviation. We conclude that the increase in the number of inﬂation forecasts that
agents might consider made it more difﬁcult for these agents to coordinate on a
single forecast corresponding to
￿
L.




trated in Figure 2). We see that agents very quickly coordinate on a neighborhood




:333 within about 10 iterations;
however it takes agents a total of 34 iterations to actually reach consensus on the
same inﬂation forecast value.
5.3. EXPERIMENT 2





= 60. The results are reported in the second
column of Table I1. When
N is increased to 60, the ratio of different possible
forecaststo agentsdecreases,and so it takes agentsless time to ﬁndgood forecasts
– sampling by the population has increased. Evidently, when
‘
= 4a n dt h e r ea r e56 JAMES BULLARD AND JOHN DUFFY
Table II. Convergence results for different values of
g.












) values Mean Std. dev. Mean Std. dev.
4 15 11.24 3.47 13.19 7.90
only 15 inﬂation forecasts, the increase in the population size does not make much
difference. However, when there are more possible forecasts than agents, as when
‘
= 8, an increase in the population size leads to a considerable reduction in the
mean number of iterations to convergence.
5.4. EXPERIMENT 3
In a third experiment we onceagainset
‘
= 4a n d
N











on the low inﬂation stationary equilibrium when it was closer to the high inﬂation
stationary equilibrium. The mean number of iterations to convergence from 100
computational experiments for each value of
g is reported in Table II, which
repeats some information found in Table I. The increase in
g does lead to an
increasein the mean number of iterations to convergenceas well as in the standard
deviation, indicating that coordination is made more difﬁcult when equilibria are
closer together.
5.5. EXPERIMENT 4








and we considered whether our convergence results were robust to an increase in
the maximum inﬂation forecast that agents could make. Recall that the domain






= 4. Note that this interval contains both of the stationary inﬂa-
tion values in all of the experiments we considered. When young agents forecast
inﬂation factors above
￿, their optimal consumption decision is to consume more
than their endowment in the ﬁrst period, through borrowing. Consequently their
savings is negative. Since consumption loans from old agents to young agents are
not possible, and since we do not allow young agents to lend or borrow among
themselves,inﬂationforecastsabove
￿ wouldsimplyresult intheagentconsuming
his endowment in both periods and saving nothing. Thus, inﬂation forecasts above
￿ have the same effect on aggregate savings as an inﬂation forecast equal to
￿.
Nevertheless, increasing the maximum forecast above
￿ implies that more agents
will initially choose to save zero, and this could affect our convergence results.USING GENETIC ALGORITHMS TO MODEL THE EVOLUTION OF HETEROGENEOUS BELIEFS 57
Table III. Convergence results for different maximum inﬂation forecasts.











) values Mean Std. dev. Mean Std. dev.
8 255 50.49 54.96 67.60 85.90






= 5, (while maintaining the same endowment sequence,
!1




= 8, the number of possible inﬂation forecasts
remains ﬁxed at 255. However, the number of inﬂation forecasts that imply a zero
savings decision has increased substantially. When the upper bound on inﬂation
forecastsis equalto
￿
= 4, only 1 out of 255 possibleinﬂation forecastswill imply
a zero savings decision, but when the maximum inﬂation forecast is 5, there are
51 out of 255 inﬂation forecasts or 20% of all possible forecasts that will imply
a zero savings decision. The mean number of iterations to convergence from 100
computational experiments in which the maximum inﬂation forecasts are
￿ and
￿
+ 1 are reported in Table 3, which repeats some information from Table I.
In Table III, the mean and standard deviation of the number of iterations to
convergencein the ﬁnal columnare basedon thosesimulationswhere convergence
was obtained. In 17 out of 100 replications for the case where the maximum
forecast was
￿
+ 1, the system failed to meet our convergence criteria within the
allotted 1,000 iterations. Nevertheless, it is quite possible that the algorithm would
eventuallyhave satisﬁed the convergencecriterion if it were allowed to continue.20
The weight of the evidence, then, is that it does take longer for the system to
converge in the case where the maximum forecast is
￿
+ 1 as opposed to the case
where the maximum forecast is
￿. We conclude from this exercise that researchers
will have to give some consideration to the set of possible forecast rules they allow
agents to choose from.
6. Summary
Economists have only recently begun to apply genetic algorithms to economic
problems. In this paper we have provided a simple illustration of an alternative
implementation of the genetic algorithm in an overlapping generations economy.
In typical applications, agents are viewed as learning how to optimize, while in
our alternative implementation, agents are viewed as learninghow to forecast.The
agents in our implementation optimize given their beliefs, so that the researcher
relaxes standard economic assumptions along only one dimension, proceeding
from homogeneous to heterogeneous beliefs. Our implementation may be viewed
as especially useful for economists who wish to study problems of coordination of
beliefs.2158 JAMES BULLARD AND JOHN DUFFY
Our experimental ﬁndings are mainly illustrative. We found that agents can
indeed coordinate beliefs and learn the Pareto superior equilibrium of an overlap-
ping generations model. We have offered a possible explanation for this result.
Our results are consistentwith the much more extensiveresults of Arifovic (1995),
who useda learninghow to optimize implementation of the genetic algorithm. Our
initial impression is that the learning how to forecast version of genetic algorithm
learningconvergesfasterthanthelearninghowtooptimizeimplementationstudied
by Arifovic (1995). To the extent this result holds up under further computational
experimentation,it would beconsistentwith results found in a series of two-period
overlapping generations experiments with human subjects conducted by Marimon
and Sunder (1994). These authors report that learning to make good forecasts
‘seems to come faster’ to their human subjects than does learning to solve a maxi-
mization problem.22 We also found that coordination was more difﬁcult when the
number of inﬂation values considered by agents was higher, when the two sta-
tionary equilibria of the model were closer together, and when agents entertained
inﬂation rate forecasts outside the bounds of possible stationary equilibria.
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Notes
1. See,for example, Arifovic (1995, 1996), Arifovic, Bullardand Duffy(1997), Bullardand Duffy
(1998a,b), Routledge (1995) and Sargent (1993). For some other economic applications of
geneticalgorithmsseethespecialissueof ComputationalEconomics,Vol.8,No.3(1995),edited
by Chris Birchenhall. Goldberg (1989) and Mitchell (1996) provide excellent introductions to
the use of genetic algorithms.
2. Bullard and Duffy (1998a,b) are an exception.
3. MarimonandSunder(1994) viewthedistinctionbetweenlearning howtooptimizeandlearning
how to forecast as a key experimental design challenge in the context of setting up overlapping
generations experiments with human subjects.
4. In most learning models in a macroeconomic context, including many with least squares learn-
ing, there is, in effect, a representative agent who maximizes given expectations, and the
expectations are updated according to some ﬁxed adaptive rule.
5. The choice of logarithmic preferences implies that consumption in both periods of life are
gross substitutes. This choice of preferences rules out the possibility that the limiting perfect
foresight dynamics are periodic or chaotic. For an analysis of genetic learning in a model where
consumption in thetwo periods of lifearenon-gross substitutes, see Bullardand Duffy (1998b).
6. This condition for Walras’ Law to hold is discussed in Pingle and Tesfatsion (1994). More
generally, as Wilson (1981) and others have shown, Walras’ Law may fail to hold in inﬁnite
horizon overlapping generations economies.
7. The government’s purchase of
g units per capita of the consumption good at every date
t
is feasible since each agent alive at date
t is endowed with some amount
!1 or
!2 of the
consumption good and both of these amounts exceed
g as can be seen from condition (5).
8. For an analysis of the dynamics under a least squares learning scheme see Marcet and Sargent
(1989) and Bullard (1994).USING GENETIC ALGORITHMS TO MODEL THE EVOLUTION OF HETEROGENEOUS BELIEFS 59
9. Whenallagentshavethesameendowments, preferences andbeliefs,aconsumptionloanmarket
involving borrowing and lending among agents of the same generation cannot exist. However,
whenagentsareheterogeneous insomerespect,e.g.whentheyhaveheterogeneous beliefsaswe
assume here, then an active consumption loan market becomes possible. The implementation
of a consumption loan market in an economy where agents have heterogeneous beliefs is a
challenging task which we leave to future research.


























satisﬁed. If it is not, the algorithm is reinitialized and the simulation is begun anew.
12. Thus, in contrast to Arifovic (1994), it is the forecast models of agents that are discarded, rather
than the agents themselves.
13. The election operator is properly viewed as an elitist selection operator. Some type of elitist
selectionisnecessarytoensurethatthegeneticalgorithmconverges asymptoticallytotheglobal
optimum. See Rudolph (1994).
14. See Bullard and Duffy (1998a) for an example of such an environment.
15. At issue is the following trade-off: while it is important to have a universal ﬁtness criterion so
as to apply some selection pressure, it is also important to maintain some heterogeneity in the
population of candidate forecast models so as to ensure a good global search.
16. See, for instance, Grefenstette (1986) or Goldberg (1989).





= 0, using the average
of past prices as a learning rule will never sufﬁce since the equilibrium price sequence would
be nonstationary.
18. Arifovic and Eaton (1995) have an application of genetic algorithm learning in a dynamic
environment in which, under certain parameterizations, the genetic algorithm fails to ﬁnd a
Pareto dominant equilibrium, converging instead to a Pareto inferior equilibrium. Thus, there is
no guarantee that a genetic algorithm will always ﬁnd the global optimum.
19. Note that these are hypothetical ﬁtness values, associated withunchanging, steady state forecast
rules that are not necessarily present in the population of decision rules. If each of these rules
were actually in use in the population then the observed outcomes would be slightly altered.
20. In all instances of non-convergence the algorithm was observed to be rather close to the low
inﬂationstationaryequilibrium.Wespeculatethatconvergencetothelowstationaryequilibrium
would have occurred ifa mutation or two in a particular bit value had occurred and the correctly
mutated string had been randomly selected by the reproduction tournament.
21. Forexamplesofgeneticalgorithmlearninginothertypesofcoordinationproblems,seeArifovic
and Eaton (1995) and Bullard and Duffy (1998b).
22. Marimon and Sunder (1994), p. 143.
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