We show that nonlinear problems including nonlinear partial differential equations can be efficiently solved by variational quantum computing. We achieve this by utilizing multiple copies of variational quantum states to treat nonlinearities efficiently and by introducing tensor networks as a programming paradigm. The key concepts of the algorithm are demonstrated for the nonlinear Schrödinger equation as a canonical example. We numerically show that the variational quantum ansatz can be exponentially more efficient than matrix product states and present experimental proof-of-principle results obtained on an IBM Q device.
Nonlinear problems are ubiquitous in all fields of science and engineering and often appear in the form of nonlinear partial differential equations (PDEs). Standard numerical approaches seek solutions to PDEs on discrete grids. However, many problems of interest require extremely large grid sizes for achieving accurate results, in particular in the presence of unstable or chaotic behaviour that is typical for nonlinear problems [1] [2] [3] . Examples include large-scale simulations for reliable weather forecasts [4] [5] [6] and computational fluid dynamics [7] [8] [9] .
Quantum computers promise to solve problems that are intractable on conventional computers through their quantum-enhanced capabilities. In the context of PDEs, it has been realized that quantum computers can solve the Schrödinger equation faster than conventional computers [10] [11] [12] , and these ideas have been generalized recently to other linear PDEs [13] [14] [15] [16] [17] [18] . However, nonlinear problems are intrinsically difficult to solve on a quantum computer due to the linear nature of the underlying framework of quantum mechanics.
Recently, the concept of variational quantum computing (VQC) attracted considerable interest [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] for solving optimization problems. VQC is a quantumclassical hybrid approach where the evaluation of the cost function C(λ) is delegated to a quantum computer, while the optimization of variational parameters λ is performed on a conventional classical computer. The concept of VQC has been applied, e.g., to simulating the dynamics of strongly correlated electrons through non-equilibrium dynamical mean field theory [22, 23, 33, 34] , and quantum chemistry calculations were successfully carried out on existing noisy superconducting [21, 25, 26] and ion quantum computers [28] .
We extend and adapt the concept of VQC to solving nonlinear problems efficiently on a quantum computer by virtue of two key concepts. First, we introduce a quantum nonlinear processing unit (QNPU) that efficiently calculates nonlinear functions of the form F = f created by networks of the form shown in Fig. 1(b) . The same function f
= f (j) may appear multiple times by choosingÛ i (λ) =Û j (λ). Second, we use tensor networks as a programming paradigm for QNPUs to create optimized circuits that efficiently calculate linear operators O j acting on functions f (j) .
The variational states ψ(λ) j ⟩ represent N = 2 n values of the functions f (j) which form a trial solution to the problem of interest. The cost function C(λ) for nonlinear VQC is built up from outputs of different QNPUs that are then processed classically to iteratively determine the optimal set λ. Large grid sizes that are intractable on a conventional computer require only n ≳ 20 qubits which is within reach of noisy intermediate-scale quantum (NISQ) devices. In addition, the scheme is applicable to other types of nonlinear problems that can be solved via the minimization of a cost function C(λ) [36] . We demonstrate the concept and performance of nonlinear VQC by emulating it classically for the canonical example of the time-independent one-dimensional nonlinear Schrödinger equation
where V is an external potential and g denotes the strength of the nonlinearity. We also implement nonlinear VQC for Eq. (1) on IBM quantum computers to establish its feasibility on current NISQ devices. 
where ⟪K⟫ c , ⟪P ⟫ c and ⟪I⟫ c are the mean kinetic, potential and interaction energies, respectively. In Eq. (2) ⟪⋅⟫ c denotes averages with respect to a single real-valued function f
In line with standard numerical approaches [43] [44] [45] we apply the finite difference method (FDM) to Eq. (1) and discretize the interval [a, b] into N equidistant grid points x k = a+h N k, where h N = N is the grid spacing, = b−a is the length of the interval and k ∈ {0, . . . , N − 1}. Each grid point is associated with a variational parameter f k that approximates the continuous solution f (x k ) at x k . Furthermore, we impose periodic boundary conditions (i.e., f N = f 0 ) and the normalization condition imposed on the continuous functions f translates to
where
Note that the condition on the set of parameters {ψ k } is independent of the grid spacing, and in the following we consider optimizing the cost function with respect to them.
All averages ⟪⋅⟫ c in Eq. (2) can be approximated by corresponding expressions of the discrete problem ⟪⋅⟫. We find [43] [44] [45] ⟪⋅⟫ c = ⟪⋅⟫ + E grid , where E grid ∝ 1 N 2 is the error associated with the trapezoidal rule when transforming integrals into sums, and
Note that ⟪K⟫ in Eq. (4a) uses a FDM representation of the second-order derivative in Eq. (1).
For evaluating the terms in Eq. (4) on a quantum computer we consider quantum registers with n qubits and basis states q⟩ = q 1 . . . q n ⟩ = q 1 ⟩ ⊗ . . . ⊗ q n ⟩, where q j ∈ {0, 1} denotes the computational states of qubit j. Regarding the sequence q 1 . . . q n = binary(k) as the binary representation of the integer k = ∑ n j=1 q j 2 n−j , we encode all N = 2 n amplitudes ψ k in the normalized state
We prepare the quantum register in a variational state ψ(λ)⟩ via the quantum circuitÛ (λ) of depth d shown in Fig. 1(b) . We consider depths d ∝ poly(n) such that the ansatz requires exponentially fewer parameters than standard classical schemes with N parameters. The power of this ansatz is rooted in the fact that it encompasses all matrix product states (MPS) [46] [47] [48] [49] with bond dimension χ ∼ poly(n) [35] . Since polynomials and Fourier series [50, 51] can be efficiently represented by MPS, the quantum ansatz simultaneously contains universal basis functions that are capable of approximating a large class of solutions to nonlinear problems efficiently. Figure 2 (a) demonstrates the basic working principle of the QNPU for the nonlinear term ⟪I⟫. The effect of the controlled NOT operations between pairs of qubits is to provide a point-wise multiplication with the ancilla thus measuring ∑ k ψ k 4 . In Fig. 2(b) we show the circuit for measuring ⟪P ⟫. The unitaryV= O 1 encodes function values of the external potential V . A copy of ψ is effectively multiplied point-wise with the external potential by controlled NOT gates to give ∑ kṼk ψ k 2 . Similarly, multiplying ψ with their shifted versions using adder circuits (see [35] for details) allows evaluating the kinetic energy term.
The measured expectation value of the ancilla qubit is directly related to the desired quantities as ⟪I⟫ = g⟨σ z ⟩ [52, 53] . Furthermore, derivatives of the cost function, as required by some minimization algorithms [36, 54, 55] , can be evaluated by combining the ideas presented here with the quantum circuits discussed in [24, 30, 56, 57] .
The unitary networkV represents scaled function valuesṼ k of the external potential where ∑ N −1 k=0
and α > 0 a scaling parameter such that V k = αṼ k . Efficient quantum circuitsV for measuring ⟪P ⟫ can be systematically obtained by establishing tensor networks as a programming paradigm. To this end we expand the external potential in polynomials or Fourier series,
, where b j (x) are basis functions and c j are expansion coefficients [35] . In the case of Fourier series of order J, the approximate potential is represented by an MPS of bond dimension χ = J [50, 51] . Next we write the MPS in terms of n − ⌈log χ⌉ unitaries [58] [59] [60] , where ⌈⋅⌉ is the ceiling function. Each of these unitaries acts on 2χ qubits and can be decomposed in terms of elementary two-qubit gates [35, [61] [62] [63] [64] . An upper bound for the depth of the resulting quantum circuit is
. The depth thus scales polynomially with the number of qubits n and with χ, and many problems of interest show an even more advantageous scaling. For example, in the following we consider the potential
and set κ 2 = 2κ 1 (1 + √ 5). This potential realizes an incommensurate bichromatic lattice where the ratio s 1 s 2 determines the amount of disorder in the lattice [65] . The trap potential V (x) in Eq. (6) is exactly represented by an MPS of bond dimension χ = 4. The depth of the corresponding quantum circuit 
In this equation, we assume N ≥ N min and N min = min is the minimal number of grid points for resolving the smallest length scale min of the problem. The parameters C X in Eq. (7) 
. We thus conclude that only moderate ratios N N min > 1 and therefore relatively small values of M are needed in order to achieve accurate solutions with small grid errors. The quantum ansatz in Fig. 1 (b) is inspired from tensor network theory and can be regarded as the Trotter decomposition of the time t evolution operator exp(−iHt ̵ h) of a spin Hamiltonian H with shortrange interactions [66] . Similarly to the coupled cluster ansatz in quantum chemistry VQC calculations [19] , there is currently no known efficient classical ansatz for this state [67, 68] . We envisage that this ansatz is more efficient than methods based on an MPS ansatz on a classical computer like the multigrid renormalization (MGR) method in [55] .
To provide numerical evidence for this we first obtain the numerically exact solution of Eq. (1) on the interval [0, 1] via the MGR algorithm [55] and by allowing for the maximal bond dimension χ of the MPS ansatz [35] . In this case the numerically exact solution is described by N = 2 n parameters like in other conventional algorithms. The results are shown in Fig. 3 (a) for two different values of s 1 s 2 . In the weakly disordered regime
2 varies on the length scale set by 1 κ 1 . On the contrary, the strongly disordered regime s 1 s 2 ≈ 1 is characterized by strongly localized solutions in space. The localization of the wavefunction can be quantified using the inverse participation ratio (IPR) [69] 
We show the IPR in (5) and calculate the maximum bipartite entanglement entropy of all possible bipartitions of the qubit wave function S max . S max is a measure of the entanglement of ψ exact ⟩ and is shown in the bottom panel in Fig. 3(b) .
The entropy S max stays constant with κ 1 for s 1 s 2 ≫ 1, and S max ∝ log(κ 1 ) in the strongly disordered regime s 1 s 2 ≈ 1. Since S max ≤ log(χ) for MPS [46, 49] , the bond dimension χ needs to grow with κ 1 . MPS are thus not an efficient ansatz for large values of κ 1 .
To demonstrate the efficiency of the quantum ansatz in this parameter regime, we obtain the set of parameters λ that maximize the fidelity F = ⟨ψ exact ψ(λ)⟩ for different depths d [35] . The infidelity R = 1 − F is thus a measure of the error when approximating the exact solution by this ansatz, and in the following we refer to R as the representation error. The error R decreases exponentially as a function of N for all values of κ 1 shown in Fig. 3  (c) , and thus we obtain accurate solutions for N N ≪ 1. Even for the largest value of κ 1 = 2π × 128 and R ≈ 10 −2 , we find N N ≈ 0.04 and thus we only require 4% of the full number of parameters needed in conventional algorithms. Most importantly, the inset of Fig. 3(c) shows that N ∝ log(κ 1 ). Since S max ∝ log(κ 1 ) in the strongly disordered regime, we thus obtain S max ∝ N ∝ d for the quantum ansatz. This scaling of S max with d for s 1 s 2 ≈ 1 is consistent with the findings in [68] , and exponentially better than in the case of the MPS ansatz where Fig. 3(c) . The inset shows N [MPS] for s 1 s 2 ≈ 1 and grows much faster than log(κ 1 ). It follows that the quantum ansatz is indeed more efficient in representing strongly entangled states than MPS.
All quantum resources of nonlinear VQC scale polynomially with the number of qubits which can result in an exponential speedup compared to some conventional methods. Furthermore, the quantum ansatz can be more efficient than the MPS ansatz of the MGR method. This superior performance is particularly relevant for current NISQ devices where only the most efficient variational states can succeed. We test the feasibility of nonlinear VQC on current NISQ devices by calculating the ground state of Eq. (1) for a simple harmonic potential and a single variational parameter on an IBM Q device [70] utilizing further network optimizations (see [35] for details). The experimental implementation of the nonlinear VQC algorithm was able to identify the optimal variational parameter with an error of less than 10% leading to excellent agreement of the ground state solutions with exact numerical solutions [c.f.
The methods presented here are readily modified to two-and three-dimensional problems with an overhead scaling linearly in the number of dimensions, and can be applied to a broad range of nonlinear terms and differential operators. An exciting prospect for future work will be to utilize intermediate-scale quantum computers for solving non-linear problems on grid sizes beyond the scope of conventional computers.
ML and DJ are grateful for funding from the Networked Quantum Information Technologies Hub (NQIT) of the UK National Quantum Technology Programme as well as from the EPSRC grant "Tensor Network Theory for strongly correlated quantum systems" First we provide the details for the IBM quantum computer experiments in Sec. I. Then Sec. II contains a description of the adder circuit used in the main text for computing the kinetic energy. Section III presents how to do time evolution with the Burgers equation using the variational framework. We explain the matrix product state (MPS) ansatz in Sec. IV and derive its quantum circuit representation. The Monte Carlo sampling error is explained in Sec. V. In Sec. VI we describe the fidelity optimization algorithm and provide the number of variational parameters in the quantum and MPS ansatz. We use the same notation and definitions as in the main text.
I. IBM QUANTUM COMPUTATIONS
To run on IBM's noisy intermediate-term quantum computers, we need to reduce the hardware requirements and optimize the circuits shown in the main text. These optimizations lead to deviations from the generic nonlinear VQC circuit structure discussed in the main text. For computing the expectation value of an operatorÔ that is diagonal,Ô =D O , or can be diagonalized easily, i.e.Ô =D O = ∑ k o k k⟩⟨k , we use a quantum circuit that does not require ancilla qubits. The expectation value of such an operator reads ⟨ψ
This expectation value is obtained by measuring all qubits and computing the mean value after M experiments as ⟨ψ Fig. S1 (a) .
Each measurement m gives a multi-index binary(k)
from which we obtain k (m) . Then the expectation val-
2 . We compute ψ k 2 for a particular value of k by counting how often that value of k appears in M experiments and then dividing that number by M . Figure S1 (b) shows the corresponding quantum circuit for the Laplace operator ∆. The Laplace operator is diagonalized by the Quantum Fourier Transform (QFT) and has eigenvalues ∆ k = 2N where N = 2 n for n qubits. Therefore ⟨ψ ∆ ψ⟩ = ⟨ψ (Q FT) †D ∆ (Q FT) ψ⟩ = ∑ k ψ k 2 ∆ k where ψ k is obtained from the QFT of ψ⟩, i.e. (Q FT) ψ⟩. After we have applied the QFT to ψ⟩ =Û (λ) 0⟩, we compute the expectation value as in Fig. S1 (a) .
To illustrate that this quantum algorithm works, we chose the smallest non-trivial system size of n = 2 qubits and the variational ansatz of Fig. S1 (c) which is parametrized by one real parameter λ. To make use of the best available hardware, we chose to work on the 20 qubit IBM devices Tokyo and Poughkeepsie. We considered the nonlinear Schrödinger equation with a harmonic trap potential V (x) = 2000(x−0.5) 2 and x ∈ [0, 1). Using the variational ansatz, we evaluated the quantum circuits of Fig. S1 Fig. 1 in the main text shows the squared absolute value of the solution functions, which is also referred to as the ground state solution (density). This is compared to the numerically exact solution obtained from imaginary time evolution [3] .
Figure S1 (d) shows the general quantum circuit for evaluating specific or averaged function values. We did not use this circuit in the IBM experiment where, instead, we used the circuit of Fig. S1 (a) to compute ψ 0 2 , ψ 1 2 , ψ 2 2 , and ψ 3 2 . Note that the QFT required here could be realized using just single-qubit gates with classical control [4] , which would simplify the hardware requirements significantly. We did not exploit this simplification here since the IBM quantum computers do not offer classical control yet. Therefore we used the complete QFT quantum circuit shown in Fig. S1 (b) .
II. ADDER CIRCUIT FOR KINETIC ENERGY
The quantum circuit presented in Fig. S2 is the QNPU for computing the kinetic energy in the main text via the adder operatorÂ. This operator increments the index of every wave function coefficient by one and can therefore be seen as a special case of the general quantum circuits for arithmetic operations discussed in Refs. [5, 6] . Compared with the more general circuits of Refs. [5, 6] , this adder circuit requires fewer ancilla qubits and gates. We deduce from Fig. S2 that for n > 2 qubits, the adder circuit is composed of n − 2 ancilla qubits, n − 2 CNOT and 2n − 2 Toffoli gates. For n = 2 the adder circuit requires one CNOT and one Toffoli gate, and for n = 1 one CNOT gate suffices.
III. NONLINEAR VQC FOR THE BURGERS EQUATION
To illustrate how a time-dependent nonlinear partial differential equation is solved, we develop a quantum algorithm that approximates time evolution of the Burgers equation
Here, ν is the so-called coefficient of kinematic viscosity and Eq. (S1) gives rise to turbulence when 1 ν becomes large [7, 8] . We discretize the spatial coordinate x (as done in the main text of this article for the nonlinear Schrödinger equation) and we represent the resulting function values f k at time t by a vector f ⟩. Then Eq. (S1) takes on the form: k=0 ψ k+1 binary(k)⟩. We consider periodic boundary conditions where ψN = ψ0. Inserting this QNPU in Fig. 1 (a) in the main text gives the circuit for determining the kinetic energy ⟪K⟫. Note thatÛ (λ) is fed on input port IP1 and in ψ⟩ =Û (λ) 0⟩, the lowermost qubit is the most significant qubit and the uppermost qubit is the least significant.
where ∆ and ∇ are the discretized Laplace and Nabla matrix, respectively, and D f is a diagonal matrix with the values f k on its diagonal.
For the classical simulation of Eq. (S2), we use the time-dependent variational principle algorithm for MPS [9, 10] . This algorithm requires that ∆ and f ⟩∇ are written as matrix product operators and we show how this is done in Ref. [11] .
For the quantum algorithm, it is important to note that Eq. (S2) does not conserve the norm of f ⟩. Therefore we choose the variational ansatz to be f ⟩ = λ 0 ψ(λ)⟩, where λ 0 is a new variational parameter and λ = (λ 1 , λ 2 , . . .) as before (see discussion in main text). The introduction of λ 0 allows us to handle arbitrary norms ⟨f f ⟩ of the variational solution f ⟩, while the wave function on the quantum computer always fulfills ⟨ψ(λ) ψ(λ)⟩ = 1.
To keep this discussion as simple as possible, we just consider the Euler method for time evolution [12] here. The Euler method computes the time-evolved solution after time step τ , f (t + τ )⟩, by using the previous solution, f (t)⟩, and the right-hand side of Eq. S2 at time t. If we summarize the right-hand side of Eq. S2 by O f ⟩, then the Euler method identifies f (t+τ )⟩ = (1 + τ O(t)) f (t)⟩. In the variational setting, instead of directly computing f (t + τ )⟩ via this formula, it is more efficient to define the cost function
and minimize this cost function via the variational parameters of f (t + τ )⟩.
For the quantum algorithm we define f (t + τ )⟩ =
QNPUs for evaluating the cost function Eq. (S4) of the Burgers equation for an example with n = 4. These QNPUs need to be inserted in the circuit of Fig. 1 (a) from the main text with a small modification: in this circuit the unitary on input port IP1 needs to be controlled by the ancilla (as are all unitaries on the other input ports IP2 to IPr).
HereÛ † is the adjoint ofÛ which defines ψ ⟩ =Û 0⟩, i.e. the function f (t)⟩ =λ0 ψ ⟩ at time t. Note thatÛ † is fixed and has no variational parameters. The variational parameters reside outside the QNPUs in U (λ) which defines f (t + τ )⟩ = λ0 ψ⟩ = λ0Û (λ) 0⟩. Furthermore, in the notation here,Â is the adder circuit defined in the caption of Fig. S2 , andDψ denotes the diagonal operator that has the values ofψ k on its diagonal. every value of t. Then for each time step τ , the following cost function needs to be minimized:
For each time step, Eq. (S4) is minimized via the procedures discussed in Refs. [13, 14] . Figure S3 shows the quantum circuits that are required for the computation of this cost function. Note that the QNPUs need to be modified after every time step, asÛ changes after every time step.
More sophisticated time evolution algorithms can readily be realized for nonlinear partial differential equations on a quantum computer. For example, a timedependent variational principle can be formulated similarly to Refs. [15, 16] where the required new ingredients (for nonlinear terms) are obtained from the quantum circuits presented here and in the main text.
IV. MPS ANSATZ
In this section, we describe the general procedure for transforming MPS into quantum circuits. We also discuss how plane wave, cosine, and sine functions are represented on a quantum computer.
A. General Procedure
An MPS of bond dimension χ,
is defined in terms of n tensors B[j] qj αj−1,αj , where the index q j ∈ {0, 1} and all indices α j run from 1 to χ except α 0 and α n which both take on only the value 1. The MPS tensor entries are real or complex numbers and constitute the variational parameters in the MPS ansatz. We observe that there are O(nχ 2 ) = O(poly(n)) variational parameters, bipartite entanglement entropy is limited to values ≲ log(χ), and most MPS algorithms have a computational cost O(poly(χ)) [17, 18] . Figure S4 shows the required steps for transforming a MPS of bond dimension χ into a quantum circuit. The MPS quantum circuit consists of n − s unitary matrices each of dimension 2 s+1 ×2 s+1 = 2χ×2χ. Each of these unitary matrices can be further decomposed into a product of O(χ 2 ) generic two-qubit unitaries [19] . We can embed these resulting two-qubit unitaries in the quantum ansatz of Fig. 1 (b) in the main text. Therefore any MPS of bond dimension χ ∼ poly(n) is efficiently contained in the quantum ansatz of depth d ∼ poly(n). Figure S5 illustrates how the resulting quantum circuits look like for an MPS of bond dimensions χ = 2 and 4. For the depths d of these quantum circuits we obtain d = n − 1 for χ = 2 and d = 5(n − 2) + 1 for χ = 4.
B. Plane Wave, Sine, and Cosine Function Representations on a Quantum Computer MPS contain polynomials as well as Fourier series [21, 22] and so these are also contained in the quantum ansatz presented in Fig. 1 (b) in the main text. A plane wave function exp(iκx) can be written as an MPS of bond dimension χ = 1 [21] and its quantum circuit representation requires only single-qubit gates, as can be seen in Fig. S6 (a) . We write the function sin(κx) as an MPS of bond dimension χ = 2 [21] , which is a quantum circuit of the form shown in Fig. S5 (a) . We write the sum of two different sine functions as an MPS of bond dimension χ = 4, which is a quantum circuit of the form shown in Fig. S5 (b) and (c). This MPS of bond dimension χ = 4 is used in the main text for representing the potential V (x) = s 1 sin(κ 1 x) + s 2 sin(κ 2 x).
Depending on the hardware capabilities, there exist several alternatives for realizing V (x) = s 1 sin(κ 1 x) + s 2 sin(κ 2 x) on a quantum computer. Note that sin(κx) as well as cos(κx) can be written as a sum of two plane waves, respectively. Therefore two quantum circuits of the form of Fig. S6 (a) suffice to represent a single function sin(κx). Four quantum circuits of the form of Fig. S6 (a) represent the potential V (x) = s 1 sin(κ 1 x) + s 2 sin(κ 2 x). Therefore, instead of a single MPS quantum circuit, we can also use several simpler circuits (composed of single-qubit unitaries only) for the potential representation on a quantum computer. Sine and cosine functions are also generated probabilistically with the quantum circuit of Fig. S6 (b) . 
V. SAMPLING ERROR
Here we analyze the grid error and the Monte Carlo sampling error. We first investigate the convergence of the numerically exact solution with the number of grid points. These results facilitate the analysis of the Monte Carlo sampling error.
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A. Grid Error
We numerically calculate the expectation values ⟪K⟫, ⟪P ⟫ and ⟪I⟫ in the main text for different grid sizes N = 2 n . The results are presented in Fig. S7 and show that all expectation values increase with an increasing number of grid points until they level off and converge at a critical number of grid points N min = 2 nmin . This critical number depends only on the value of the wavenumber κ 1 which controls the shape of the external potential. More specifically, N min approximately coincides with the number of grid points required to resolve the potential
By taking into account that one needs at least four grid points to resolve a single wave length, we obtain n min = 6 for κ 1 = 2π × 16, n min = 7 for κ 1 = 2π × 32, n min = 8 for κ 1 = 2π × 64, and n min = 9 for κ 1 = 2π × 128. These simple estimates are in very good agreement with the results in Fig. S7 . More generally, we define
where min is the smallest lengthscale of the problem. 
for n > n min . In particular, we thus conclude ⟨σ z ⟩ K anc → 1 and ⟨σ z ⟩ I anc → 0 for n → ∞. Note that the expected scaling in Eq. (S8) can be used in practice to determine the minimal grid size N min . This is important for finding the optimal grid size that results in converged results with reasonable Monte Carlo sampling sizes, as discussed in the next section.
where E X MC is the absolute Monte Carlo error associated with the average ⟪X⟫. The expressions in Eq. (S11) can be further simplified, and we begin with the error associated with the potential energy ⟪P ⟫. With the help of Eq. (7)(a) in the main text, the relative Monte Carlo sampling error can be written as
Since α Next we investigate the error associated with the kinetic energy term ⟪K⟫ and note that
Combining the equations above we obtain the relative sampling error associated with ⟪K⟫,
To further simplify this we assume that N ≥ N min such that ⟨σ z ⟩ where
The constant C K is expected to be of the order of unity since ⟪K⟫ ≈ 1 
where MC experiments and thus M increases exponentially with n. The grid error also tends to zero exponentially fast ∝ 4 −n for n > n min , and thus n only needs to be slightly larger than n min in order to achieve accurate solutions. This avoids exponentially many Monte Carlo samples.
Note that the minimal grid size N min can be determined by gradually increasing N until the measured expectation values ⟨σ z ⟩ anc show the expected scaling behaviour in Eq. (S8). In this way optimal grid sizes resulting in accurate solutions with moderate Monte Carlo sampling sizes can be chosen.
VI. FIDELITY F OPTIMIZATION AND NUMBER OF VARIATIONAL PARAMETERS N
In the main text of this article we determine optimal approximations in terms of MPS ψ MPS ⟩ and in terms of our quantum ansatz ψ QA ⟩ for numerically exact solutions ψ exact ⟩. We achieve this by maximizing F = ⟨ψ exact ψ
MPS
⟩ as well as F = ⟨ψ exact ψ QA ⟩ using standard tensor network optimization techniques [17, 18] . Our algorithm optimizes the variational unitaries one after another and for each unitary U j determines the new unitaryŨ j that maximizes F under the assumption that all other unitaries are fixed. Because F = tr(U j R j ) we obtain the optimalŨ j from a singular value decomposition of R j = U Rj Σ Rj V Rj asŨ j = V † Rj U † Rj . For real-valued unitary gates (as considered throughout our analysis), our quantum ansatz of Fig. 1 (b ,qj ) ,αj as an isometric matrix with row-muliindex (α j−1 , q j ) and column-index α j . This reshaped form allows us to count the number of free parameters of such an isometry.
