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Markov chains in a Dirichlet Environment and hypergeometric
integrals
Chaˆınes de Markov en environnement de Dirichlet et inte´grales
hyperge´ome´triques
Christophe Sabot a
aCNRS, UMPA, ENS Lyon, 46 alle´e d’Italie, 69007 Lyon
Abstract
The aim of this text is to establish some relations between Markov chains in Dirichlet Environments on directed
graphs and certain hypergeometric integrals associated with a particular arrangement of hyperplanes. We deduce
from these relations and the computation of the connexion obtained by moving one hyperplane of the arrangement
some new relations on important functionals of the Markov chain.
Re´sume´
Le but de ce texte est d’e´tablir une relation entre les chaˆınes de Markov en environnement de Dirichlet sur
des graphes oriente´s, et certaines inte´grales hyperge´ome´triques associe´es a` un arrangement d’hyperplans. Nous
de´duisons du calcul de la connexion obtenue en bougeant un hyperplan des relations nouvelles sur des fonctionnelles
importantes de ces marches.
Version franc¸aise abre´ge´e Les lois de Dirichlet jouent un role spe´cifique dans le contexte des marches
ale´atoires en environnement ale´atoire, car la loi moyenne´e d’une marche ale´atoire en environnement de
Dirichlet est la loi d’une marche renforce´e sur les areˆtes oriente´es (cf [1]). De fac¸on plus profonde, le but
de cette note est d’e´tablir un lien entre certaines fonctionnelles importantes de ces marches, e´troitement
lie´es a` la transforme´e de Laplace du temps d’occupation des areˆtes, et des inte´grales hyperge´ome´triques
associe´es a` un arrangement d’hyperplans particulier. On calcule alors la connexion obtenue en faisant
1 Je tiens a` remercier N. Enriquez a` qui cette note doit beaucoup.
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bouger un hyperplan ; elle induit un syste`me diffe´rentiel satisfait par les fonctionnelles de notre marche
ale´atoire. Nous pensons que les proprie´te´s alge´briques de cette connexion pourraient donner beaucoup
d’information sur les marches ale´atoires qui nous inte´ressent.
On se place dans le cadre ge´ne´ral suivant : on conside`re un graphe oriente´ G = (V,E) contenant un
sommet cimetie`re δ, dont aucune areˆte ne sort. On note U = V \{δ}, et on suppose qu’il existe un chemin
simple oriente´ entre tout point x de U et δ. On suppose aussi qu’on a un point x0 dans U , a` partir duquel
on peut atteindre tout point de V par un chemin oriente´. On note e et e la teˆte et la queue d’une areˆte
e. On se donne des poids positifs αe sur chacune des areˆtes e. On construit alors la chaˆıne de Markov
en environnement ale´atoire sur le graphe G de la fac¸on suivante : en chaque point x de U on tire des
probabilite´s de sortie (pe)e=x, inde´pendamment suivant une loi de Dirichlet de parameˆtre (αe)e=x. On
note E(α) la moyenne associe´e sur les environnements, et P (pe) la loi de la chaˆıne de Markov sur le graphe
G, partant de x0 et arreˆte´e en δ, obtenue a` partir des probabilite´s de transition (pe). On note alors G
p
la fonction de Green de la marche tue´e en δ, de telle sorte que ze = G
p(x0, e)pe est le nombre moyen de
traverse´es de l’areˆte e avant d’atteindre δ. Le but de cette note est d’exprimer certaines fonctionnelles
comme E(α)[e−<λ,z>pT ], ou` (λe) ∈ (R
∗
+)
E et pT est la probabilite´ de l’arbre couvrant T oriente´ vers δ
(pour la mesure de probabilite´ naturellement associe´ a` la chaˆıne de Markov P (pe)), en fonction d’inte´grales
hyperge´ome´triques associe´es a` un arrangement d’hyperplan particulier. Cette correspondance est obtenue
en faisant le changement de variables (pe) 7→ (ze).
De´crivons maintenant brie`vement l’arrangement conside´re´. On note div : RE → RU l’ope´rateur div(θ)(x) =∑
e=x θe −
∑
e=x θe et H
G,x0 l’espace affine HG,x0 = {(ze), div(z) = δx0}. Les hyperplans He = {ze =
0} forment un arrangement d’hyperplans AG,x0 = (HG,x0 , (He)e∈E). Nous sommes particulierement
inte´resse´s par le domaine ∆ = {ze > 0}. Les bases de cet arrangement sont les familles (He1 , . . . , H|E|−|U|)
ou` (e1, . . . , e|E|−|U|) forment le comple´mentaire d’un arbre couvrant T de E. On note alors ωT =
dze1
ze1
∧ · · · ∧
dze|E|−|U|
ze|E|−|U|
, et nous conside´rons les inte´grales hyperge´ome´triques I
(α)
∆,T (λ) de´finies en (1). Les
inte´grales de ce type ont e´te´ intensivement e´tudie´es (cf [2] pour un texte de pre´sentation). En particulier,
en bougeant un hyperplan ces inte´grales satisfont un syste`me diffe´rentiel ([2]), que nous calculons dans ce
cas pre´cis, cf the´ore`me 3.1. Nous relions ces inte´grales (en fait les inte´grales obtenues a` partir d’un graphe
bipartite Gˆ simplement construit a` partir de G) a` la transforme´e de Laplace de la densite´ d’occupation
des areˆtes ze, ponde´re´e par le poids des arbres couvrants du graphe, cf the´ore`me 2.1.
1. Introduction
Among random environments, Dirichlet environments play a special role since the annealed law of a
random walk in a Dirichlet environment corresponds to the law of a reinforced random walk, on oriented
edges (cf [1]). More deeply, the aim of this text is to show that random walks in Dirichlet environment
have strong relations with certain hypergeometric integrals, which have been intensively studied (cf e.g. [2]
for a review text). As a consequence of these relations, we are able to write a differential system satisfied
by the Laplace transform of certain important functionals of the walks (this differential system is related
to the Gauss-Manin connection of the arrangement, cf [2], chap 8, 10). We hope this new direction will
be useful to understand the properties of Random Walks in Dirichlet Environment. The complete proofs
of the results announced in this note will appear soon.
Let us now describe the model of Markov chains in random Dirichlet environment on directed graphs.
Let G = (V,E) be a finite directed graph, V is the set of vertices and E ⊂ V × V is the set of edges.
We denote by e (resp. e) the origin (resp. the destination) of the edge e, so that e = (e, e). For simplicity
we assume that there is no loop (i.e. edge of the type (x, x)). We suppose that the set of vertices can be
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decomposed in V = U ⊔{δ}, and that a base point x0 ∈ U is given, such that: there is no edge with origin
δ; for all x ∈ U there is a directed simple path from x to δ; for any x in U , there is a directed simple path
from x0 to x, with the following simple definitions.
Definition 1.1 i) A simple path from vertices x to y, x 6= y, is a set of edges {e1, · · · , ek} such that
there is a list of distinct vertices (x0 = x, x1, . . . , xk = y) such that for all j, 1 ≤ j ≤ k, we have either
ej = (xj−1, xj) or ej = (xj , xj−1). The path is directed if for all j, ej = (xj−1, xj).
ii) A (simple) cycle is a set of edges {e1, . . . , ek} such that there is a list of distinct vertices (x0, . . . , xk−1)
such that for all j, 1 ≤ j ≤ k, we have either ej = (xj−1, xj) or ej = (xj , xj−1), with the convention that
xk = x0. The cycle is directed if for all j, ej = (xj−1, xj).
iii) A spanning tree is a subset T of edges which contains no cycle and which contains a simple path
between any two vertices x and y. The spanning tree T is directed (towards δ) if for any vertex x in U it
contains a unique edge e with origin x. In this case for any vertex x the (simple) path from x to δ in T
is directed.
Now, we construct some Markov chain on G killed at {δ}. We define the set of environments
∆˜ = {(pe) ∈ (0, 1]
E , ∀x ∈ U,
∑
e, e=x
pe = 1}.
An element (pe) of ∆˜ defines a Markov chain on V , starting at x0, stopped at δ, and with exit probabilities
(pe)e=x at any point x in U .
Let us now consider a set of positive weights (αe)e∈E . For all x in U we set βx =
∑
e=x αe. We endow
the set of environments ∆˜ with the probability µ(α) with density∏
x∈U Γ(βx)∏
e∈E Γ(αe)
(∏
e∈E
pαe−1e
)
dλ∆˜,
where dλ∆˜ is the measure on ∆˜ given by dλ∆˜ =
∏
e∈E˜ dpe, where E˜ is obtained from E by removing
arbitrarily, for each vertex x, one edge with origin x (one can easily see that dλ∆˜ is independent of this
choice). This means that the transition probabilities are chosen independently at each vertex x under a
Dirichlet law of parameter (αe)e=x.
We denote by GpU the Green function of the Markov chain with transition probabilities (pe) killed at
δ, i.e.
GpU (x, y) = E
(pe)
x
[
Tδ−1∑
k=0
1Xk=y
]
= (I − PU )
−1
x,y,
where Tδ is the first hitting time of δ, and PU is the transition matrix of the Markov chain restricted to
U × U . For all edge e ∈ E, ze = G
p
U (x0, e)pe is equal to the expected number of crossings of the edge e
before the killing time Tδ. These values give of course considerable information on the behavior of the
random walk P
(pe)
x0 .
2. The arrangement (HG,x0, (He)e∈E), and the change of variables.
We suppose that we have a graph G = (V,E) and a base point x0 as in section 1, and some (not
necessarily positive) weights (αe)e∈E . We define the divergence operator div : R
E → RU by
div(θ)(x) =
∑
e=x
θe −
∑
e=x
θe, (θe) ∈ R
E , x ∈ U,
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and HG,x0 the affine space by
HG,x0 =
{
(ze) ∈ R
E , div(z) = δx0
}
,
where δx0 is the Dirac mass at x0. The hyperplanes He = {ze = 0} ∩ H
G,x0 define an arrangement of
hyperplanes in the affine space HG,x0 that we denote
AG,x0 = (HG,x0 , (He)e∈E).
The complementHG,x0\∪eHe determines some connected components, and we will be specially interested
in a particular connected component ∆ = {(ze) ∈ H
G,x0 , ze > 0, ∀e ∈ E}. The crucial remark is that
the function (ze) = (G
p
U (x0, e)pe) takes its values in ∆ for all environment (pe) ∈ ∆˜, thanks to the third
assumption on G, x0. In particular ∆ is not empty. We recall that a basis of an arrangement is a maximal
free subfamily of (He).
Proposition 2.1 The bases of the arrangement AG,x0 are exactly the subsets {He}e∈T c , for all spanning
trees T .
We suppose given on HG,x0 an arbitrary orientation. To any spanning tree T , we associate the differential
form, with logarithmic poles
ωT =
dze1
ze1
∧ · · · ∧
dze|E|−|U|
ze|E|−|U|
,
where {e1, . . . , e|E|−|U|} = T
c and is ordered so that ωT is positively oriented.
We will be interested in the following integrals (when they are well-defined): for all (λe) ∈ (C)
E ,
ℜ(λe) > 0 we set
I
(α)
∆,T (λ) =
∫
∆
e−<λ,z>
∏
e
zαee ωT . (1)
We want to relate some functional of the Markov chain defined in section 1 with hypergeometric
integrals of the type (1). The Markov chain in Dirichlet environment defined on G as in section (1) is not
naturally related to the hypergeometric integral (1) for the graph G, but for a closely related graph Gˆ.
The strategy is to construct a bipartite graph Gˆ = (Vˆ , Eˆ) from the graph G = (V,E) by duplication of
the vertices of U . We define Vˆ = Uˆ ∪{δ}, where Uˆ = {−,+}×U. To simplify notations, we denote (−, x)
(resp. (+, x)) by x− (resp. x+). We construct the set of edges Eˆ as follows: to any edge e ∈ E we associate
an edge eˆ ∈ Eˆ by eˆ = (x+, y−) if e = (x, y) and y 6= δ, and eˆ = (x+, δ) if y = δ. To any vertex x in U we
associate an edge eˆx = (x−, x+). We define the set of edges of Gˆ by Eˆ = {eˆ, e ∈ E} ∪ {eˆx, x ∈ U}.
Then, we define the affine space HˆG,x0 = HGˆ,(−,x0) = {(zˆe) ∈ R
Eˆ , div((zˆe)) = δ(−,x0)}. It is clear
that the affine spaces HG,x0 and HˆG,x0 are isomorphic. Thus we always write HG,x0 for HˆG,x0, and we
set zeˆx =
∑
e=x ze for all vertex x ∈ U . The arrangement associated with the graph Gˆ is then Aˆ
G,x0 =
(HG,x0 , (He)e∈Eˆ). Compared with the arrangement associated with G, we see that they have the same
underlying affine space HG,x0 , but the arrangement of Gˆ is richer since it contains all the hyperplanes of
the arrangement of G plus the hyperplanes Heˆx = {zeˆx = 0} = {
∑
e=x ze = 0}, for all vertex x in U .
Comparing the spanning trees, it is clear that any spanning tree T of G can be extended into a spanning
tree Tˆ of Gˆ by adding the edges {ex, x ∈ U}. Moreover, if Tˆ is a directed spanning tree of Gˆ, then all
the edges eˆx are contained in Tˆ (cf definition of section 2), thus removing the edges {eˆx, x ∈ U} we get
a directed spanning tree of G. Thus, the directed spanning trees of G and Gˆ are the same.
We give now the following weights to the edges of Eˆ: αeˆ = αe, e ∈ E, αeˆx = −βx. It is clear that the
domain ∆ of the arrangement AG,x0 is also a domain of the arrangement AˆG,x0 since zeˆx =
∑
e=x ze is
positive if all the ze are positive. For all λ ∈ C
Eˆ , ℜ(λe) > 0, and all spanning tree Tˆ of Gˆ, we denote by
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Iˆ
(α)
Tˆ ,∆
(λ) =
∫
∆
e−<λ,z>

∏
e∈Eˆ
zαee

ωT .
the integral (1) for the graph Gˆ and the weights (αe, e ∈ Eˆ) such defined. Without loss of generality
we can consider a function λ which vanishes on the edges eˆx (indeed, since zˆeˆx =
∑
e=x zˆeˆ), so we may
consider Iˆ
Tˆ ,∆(λ) as a function on C
E .
Theorem 2.2 For all directed spanning tree T of G, and for all λ ∈ CE, ℜ(λe) > 0, we have the following
equality (and the integral are well-defined):
CαIˆ
(α)
∆,Tˆ
(λ) = E(α)
[
e−<λ,z>
( ∏
e∈T pe
det(I − PU )
)]
,
where on the left-hand side Cα =
∏
x Γ(βx)/
∏
e Γ(αe) and Tˆ is the associated directed spanning tree in Gˆ,
and on the right-hand side ze = G
p(x0, e)pe is the expected number of visits of the edge e by the Markov
chain on G starting at x0 with transition probabilities (pe).
Sketch of the proof: We make the (not so easy) change of variables i : ∆˜ → ∆, given by (pe) 7→ ze =
GpU (x0, e)pe. 2
This last formula has an important probabilistic meaning. Indeed, we see that we get the Laplace
transform of the occupation density of the edge, which is an important probabilistic quantity, weighted
by the probability of a directed spanning tree (for the natural probability measure associated with (pe)).
This law on spanning trees contains a lot of information on the initial Markov chain. For example, by
the Wilson algorithm (cf [3]), the law of the unique (directed) simple path from x0 to δ is the law of the
loop erased random walk from x to δ, obtained from the Markov chain P (pe). Moreover, summing on all
directed spanning trees we exactly get the Laplace transform of the occupation density of the edges.
3. The Gauss-Manin connection
We consider a graph G and some weights αe such that the integrals I∆,T (λ) are well-defined (actually,
we are mainly interested in the graph Gˆ obtained from a graph G with positive weights, as described in
section 2). We denote by T the set of spanning trees of G. To any cycle C of G (given with an arbitrary
orientation) we associate a linear form lC on R
E , and to any simple path σ from x0 to δ we associate a
linear form lσ, given by
lC(λ) =
∑
e∈C
ǫC(e)λe, lσ(λ) =
∑
e∈σ
ǫσ(e)λe, (λe) ∈ R
E ,
where ǫC(e) is equal to +1 (resp. -1) if e is directed according to (resp. in opposition to) the orientation
of C, and ǫσ(e) is equal to 1 (or −1) if e is directed from x0 to δ (or from δ to x0) in the path σ. We define
the manifold M = CE \ ∪
C cycle ker lC , where the logarithmic differential forms
dlC
lC
are well-defined.
Let (fT )T∈T be the canonical base of R
T . To all simple cycle C of G, we associate the endomorphism
ΩC of R
T , given by
ΩC(fT ) =
∑
e∈C
ǫC(e0, e)αefT∪{e0}\{e},
if there is an edge e0 in T
c such that C ⊂ T ∪{e0} and ΩC(fT ) = 0 otherwise (in the last formula, ǫC(e0, e)
is equal either to +1, resp. −1, if the directions of e and e′ are the same, resp. opposite, in the cycle C).
To any simple path σ from x0 to δ, we associate the diagonal endomorphism Ωσ of R
T , with coefficients
(Ωσ)T,T = 1 if σ ⊂ T , and 0 otherwise. It is clear that Ωσ is a projector on the subspace generated by
5
the spanning trees containing σ. Concerning the matrices ΩC we easily get (ΩC)
2 = (
∑
e∈C αe)ΩC , which
means that ΩC∑
e∈C
αe
is a projector.
Theorem 3.1 The vector I∆(λ) = (I∆,T (λ))T∈T satisfies dI∆(λ) = −ΩI∆(λ), on M ∩ {ℜ(λe) > 0},
where d is the differential operator in the variables (λ), and Ω is the T ×T matrix (with differential form
coefficients), given by
Ω =
∑
σ
dlσ(λ)Ωσ +
∑
C
dlC(λ)
lC(λ)
ΩC ,
where the first sum is taken over all simple paths from x0 to δ and the second summation is taken over
all simple cycles of G.
Proof: If T is a spanning tree, and e an edge in T c, there is a unique cycle CeT contained in T ∪ {e}, that
we orient by convention according to the direction of e. Moreover, there is a unique simple path σT from
x0 to δ in T , that we orient from x0 to δ. The proof is based on two types of relation. The first one is of
cohomological nature: let e0 be in T
c then
lCe0
T
(λ)
∫
∆
ze0e
−<λ,z>
(∏
e∈E
zαee
)
ωT =

 ∑
e′∈C
e0
T
ǫCe0
T
(e′)I∆,T∪{e0}\{e′}(λ)

 .
The second relation comes from the condition div(z) = δx0 , which implies that for all (λe) ∈ R
E and for
all spanning tree T : < z, λ >= lσT (λ) +
∑
e∈T c zelCeT (λ). 2
The operator ∇ = d + Ω defines a connection on the vector bundle M × RT , and theorem 3.1 says
that I∆(λ) is a flat section of this connection. This connection is actually integrable, and we describe the
structure equations. Let us introduce a definition. We define the genus of a subset S ⊂ E as the size of
the maximal free family of cycles contained in S (we say that a family (C1, . . . , Ck) of cycles is free if the
associated functions (χC1 , . . . , χCk) are free, where χC =
∑
C ǫ
C(e)δe).
Proposition 3.1 The matrices ΩC and Ωσ satisfy the following commutation relations:
i) [ΩC ,ΩC′ ] = 0 if C and C
′ are disjoint or if the genus of C ∪ C′ is not 2.
ii) [Ωσ,Ωσ′ ] = 0 for all σ, σ
′.
iii) [ΩC ,Ωσ] = 0 if C and σ are disjoint or the genus of σ ∪ C is not 1.
iv) If S ⊂ C has genus 2, then either it contains 2 disjoint cycles, or exactly 3 cycles. In the last case,
these 3 cycles C1, C2, C3 satisfy the following commutation relation [ΩC1 +ΩC2 +ΩC3 ,ΩCi ] = 0, for all
i = 1, 2, 3.
v) If σ1 and σ2 are two simple paths from x0 to δ such that the genus of σ1 ∪ σ2 is 1, i.e. such that
σ1 ∪ σ2 contains a unique cycle C, then [Ωσ1 +Ωσ2 ,ΩC ] = 0.
These relations imply that the connection ∇ is integrable, i.e. that ∇2 = Ω ∧ Ω = 0.
Sketch of the proof: the commutation relations i), ii), iii), iv), v) imply that Ω ∧ Ω = 0, once we remark
that
dlC1
lC1
∧
dlC2
lC2
−
dlC1
lC1
∧
dlC3
lC3
+
dlC2
lC2
∧
dlC3
lC3
= 0, for C1, C2, C3 in the configuration iv), and that dlσ1∧
dlC
lC
=
dlσ2 ∧
dlC
lC
in the configuration v). The commutation relations are obtained by direct computation. 2
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