Abstract. Given a square-free monomial ideal I in a polynomial ring R over a field K, we compute the projective dimension of I. We establish the connection between the lcm-lattice and hypergraph of a given monomial ideal and in doing so we provide a sufficient condition for removing the higher dimension face without impacting the projective dimension. For higher dimensional faces that do not satisfy this sufficient condition, we investigate what the impact on projective dimension is when they are removed. Specifically, we focus on the cases where the 1-skeleton of the hypergraph is either a string, a cycle, or a forest. We prove that in these cases the higher dimensional face either has no impact on the projective dimension or the projective dimension only goes up one with the extra higher dimensional face.
Introduction
Finding the projective dimension or the Castelnuovo-Mumford regularity of a homogeneous ideal, I, in a graded polynomial ring R = K[x 1 , ..., x n ] over a field K has been an active research field over the last decades. See for example the survey papers [8] , [18] . These two invariants give important information about the ideal and they measure the complexity of the ideal. Moreover they play important roles in algebraic geometry, commutative algebra and combinatorial algebra. In general, one finds the graded minimal free resolution of the ideal to obtain those invariants but the this computation is difficult and computationally expensive. Alternatively one can try finding bounds for these invariants using properties of the ideal. As we will see, studying monomial ideals and specifically square-free monomial ideals is important in this strategy. In particular, the initial ideal of the given ideal gives the upper bound of those invariants because the regularity of the given ideal is bounded by the regularity of the initial ideal. Also, the polarization of a monomial ideal preserves the projective dimension of a monomial ideal, so one may use square-free monomial ideal to understand projective dimension of monomial ideals in general. Finally when I is a square-free monomial ideal, there is a dual relation between the projective dimension and the regularity with respect to the Alexander dual. Thus finding the projective dimension of a square-free monomial ideal is a core problem in this field, see for instance [2] . Another reason that finding projective dimension is important is that one can decide if the ideal is Cohen-Macaulay or not. Also while detecting Cohen-Macaulayness is important in its own right, it is also used in another important question which is determining normality of an ideal. The purpose of this paper is to find the projective dimension of a square-free monomial ideals without computing the the graded minimal free resolution. This paper focuses on using two combinatorial objects which can be associated to a square-free monomial ideal in place of the minimal resolution: the dual hypergraph; and the lcm-lattice. Kimura, Terai and Yoshida define the dual hypergraph of a square-free monomial ideal in order to compute its arithmetical rank [13] . Since then, there are couple of papers using this combinatorial object to study varies properties, for example [9] , [16] . In particular, Lin and Mantero use that to show that deals with the same dual hypergraph have the same projective dimension [14] which has found use in other papers such as in [11] .
For the second combinatorial object, Gasharov, Peeva, and Welker define the lcmlattice of a monomial ideal. They show if there is a map between two lcm-lattices which is a bijection on the atoms and preserves joins then a resolution of an ideal is the resolution of the other with respect to the map, i.e. those two ideal have the same Betti numbers and projective dimension [7] . Phan and Mapes show that every finite atomic lattice is the lcm-lattice of a monomial ideal via a special construction [17] , [19] . Thus it is natural to inquire if there is a connection between the dual hypergraph and the lcm-lattice of a given square-free monomial ideal. The answer is yes and is one of the first results in this paper. Specifically one can construct the lcm-lattice of the monomial via the dual hypergraph and vice versa in Section 2. 4 .
The results in [14] , and [15] focus mostly on determining the projective dimension when the dual hypergraph of the ideal consists only of vertices and edges (i.e. is "1-dimensional"). Moreover the work of Kimura, Rinaldo, and Terai shows that the projective dimension of a monomial ideal depends on the 1-skeleton structure of the dual hypergraph [12] , so it is clear that sometimes a higher dimension face of a dual hypergraph can be removed without impacting the projective dimension of the monomial ideal. This paper focuses mostly on the question: Under what conditions can one remove higher dimensional face without changing the projective dimension of the hypergraph? And when it does change, can we control by how much it changes? The work by Lin and Mantero was able to answer part of the question [15] with some restrictions on the 1-skeleton of the hypergraph. Moreover in this paper using the connection to lcm-lattices, we show a sufficient condition for removing the higher dimension face has no impact on the projective dimension (Lemma 2.9). Most importantly, we find that string or cycle hypergraphs have the same projective dimension with extra higher dimensional faces on them except in one special condition (Lemma 3.8, Theorem 4.3). Finally, when one is given a forest hypergraph with short branches( see Definition 5.1), adding extra the higher dimensional faces on the forest do not impact the projective dimension of the hypergraph.
In Section 2 we establish all of the appropriate notation for both dual hypergraphs and lcm-lattices. We also include a summary of the most relevant results and techniques from [14] and [15] . We show the relationship between the dual hypergraph and the lcm-lattice which leads us to consider restricted classes of hypergraph for the remainder of the paper. We also establish the notation a new technique we developed in this paper for getting bounds on projective dimension which are inspired by methods from [5] . We then proceed with our results concerning higher dimensional faces on strings, cycles, and then bushes in Section 3, Section 4, and Section 5 (respectively).
Preliminaries
Through out this paper, ideals are monomial ideals in a polynomial ring R over the filed K.
Lattices and LCM-lattices.
A lattice is a set (P, <) with an order relation <, which is transitive and antisymmetric satisfying the following properties:
(1) P has a maximum element denoted by1 (2) P has a minimum element denoted by0 (3) Every pair of elements a and b in P has a join a ∨ b, which is the least upper bound of the two elements (4) Every pair of elements a and b in P has a meet a ∧ b, which is the greatest lower bound of the two elements.
We define an atom of a lattice P to be an element x ∈ P such that x covers0 (i.e. x >0 and there is no element a such that x > a >0). We will denote the set of atoms as atoms(P ).
Definition 2.1. If P is a lattice and every element in P − {0} is the join of atoms, then P is an atomic lattice. Further, if P is finite, then it is a finite atomic lattice.
Given a lattice P , elements x ∈ P are meet-irreducible if x = a ∧ b for any a > x, b > x. The set of meet-irreducible elements in P is denoted by mi(P ). Given an element x ∈ P , the filter of x is ⌈x⌉ = {a ∈ P |x a}. We can also define intervals (open and closed, respectively) between two elements a and b of P as follows: (a, b) = {c ∈ P | a < c < b} and [a, b] = {c ∈ P | a ≤ c ≤ b}.
Remark 2.2. Lemma 2.3 in [17] guarantees that if P is a finite atomic lattice, then every element p in P − {1} is the meet of all the meet irreducible elements greater than p.
For the purposes of this paper it will often be convenient to consider finite atomic lattices as sets of sets in the following way. Let S be a set of subsets of {1, ..., n} with no duplicates, closed under intersections, and containing the entire set, the empty set, and the sets {i} for all 1 i n. Then it is easy to see S is a finite atomic lattice by ordering the sets in S by inclusion. This set obviously has a minimal element, a maximal element, and n atoms, so by [20, Proposition 3.3 .1] we need to show that it is a meet-semilattice. Here the meet of two elements would be defined to be their intersection and since S is closed under intersections this is a meet-semilattice. Conversely, it is clear that all finite atomic lattices can be expressed in this way, simply by letting
where supp(p) = {a i | a i p, a i ∈ atoms(P )}.
2.2.
Coordinatizations of LCM-lattices. LCM-lattices became important in the study of resolutions of monomial ideals in the paper by Gasherov, Peeva, and Welker [7] . Namely two results( Theorem 3.3 and Theorem 2.1 in [7] , respectively) that will be important to us here which they proved in that paper is: If one has monomial ideals I and I ′ in polynomial rings R and R ′ with lcm-lattices L and L ′ , respectively. Then if there is a join preserving map f : L → L ′ which is a bijection on atoms then a minimal resolution of R/I can be relabeled to be a resolution of R ′ /I ′ . And if f is an isomorphism then the relabeled resolution is a minimal resolution of R ′ /I ′ .
Continuing this study one of the main results( Theorem 5.1) of [19] is to show that every finite atomic lattice is in fact the lcm-lattice of a monomial ideal. This result was generalized by a modified construction in [17] , which also showed that with the modified construction all monomial ideals can be realized this way. We include a brief description of this work here for the convenience of the reader.
Define a labeling of a finite atomic lattice P as any assignment of non-trivial monomials M = {m p 1 , ..., m pt } to some set of elements p i ∈ P . It will be convenient to think of unlabeled elements as having the label 1. Define the monomial ideal M M to be the ideal generated by monomials
for each a ∈ atoms(P ) where ⌈a⌉ c means take the complement of ⌈a⌉ in P . We say that the labeling M is a coordinatization if the lcm lattice of M M is isomorphic to P .
The following theorem, which is Theorem 3.2 in [17] , gives a criteria for when a labeling is a coordinatization. each variable only appears in monomials along one chain in P .)
Example 2.4. In Figure 1 we see an example of a poset P with a labeling on the vertices. We can see that this labeling satisfies both conditions of 2.3 and so one can check that the corresponding monomial ideal (bcd, abc, a 2 c, a 2 b) has P as its lcm-lattice. Note that this ideal is not square-free, to get a square-free monomial ideal with this lcm-lattice one would just need to replace one of the a labels with a new variable or square-free monomial which does not use any of the variables a, . . . , d. 2.3. Hypergraph of a squarefree monomial ideal. Kimura, Terrai, and Yoshida define yet another combinatorial object we can associate to a monomial ideal is the dual hypergraph [13] , which is defined as follows.
Definition 2.5. Let I be a squarefree monomial ideal in a polynomial ring with n variables with minimal monomial generating set {m 1 , . . . , m µ }. Let V be the set {1, . . . , µ}. We define H(I) (or H when I is understood) to be the hypergraph associated to I which is defined as {{j ∈ V :
Note that the condition of being separated corresponds to having a minimal generating set for the corresponding monomial ideal. Recently there has been a number of results concerning determining both the projective dimension and the regularity of squarefree monomial ideals from the associated hypergraph. As this paper will focus more on the projective dimension we include the statements of some of results that will be useful for the rest of the paper here (these appear separately in the literature but we will list them all here as part of one statement). Note that Theorem 2.7 part (1) allows us to talk about the projective dimension or regularity of a hypergraph rather than an ideal. As we see in the other parts of Theorem 2.7, pd(H) = pd(H(I)) = pd(R/I) and reg(H) = reg(H(I)) = reg(R/I). We will continue to use this notation throughout the paper. Moreover if a hypergraph H is an union of two disconnected hypergraphs G 1 and G 2 , we have pd(H) = pd(G 1 ) + pd(G 2 ) by Proposition 2.2.8 of [10] . (where a j 's are the atoms of L I ) with the variable x i . It is a matter of looking at the definitions to see that this labeling of L I will produce a coordinatization which yields the original ideal I. Note that this labeling by definition will satisfy condition (C2) since each variable only gets used once, so it remains to consider what condition (C1) means in this case. Now, consider the fact that condition (C1) requires that all meet irreducibles of L I are labeled. This means that some subset of faces of H(I) corresponds to the set of meet-irreducibles of L I (by the correspondence that for those faces ∨ j∈[µ];j ∈F i a j is a meet-irreducible). Given this, it will be easier to think of elements in L I as subsets of [µ] where the element in L I is the join of the atoms corresponding to the indices in the corresponding set.
Since each meet-irreducible in L I will correspond to a face of H(I) this means that by Remark 2.2 we can recreate L I as the meet-closure of the following set {(F i ) c : i = 1, . . . , n} where by F c i we mean take the complement in [µ] . One should note that to create the meet closure of a set of subsets, one just needs to take all intersections of the subsets including the empty intersection.
Note that there can be numerous cases where
In these cases the difference here between H(I) and H(I ′ ) has to be in the faces that do not correspond to meet-irreducibles. Lemma 2.9 determines which faces in H(I) correspond to elements which are not meet-irreducible in the corresponding L I .
Recall that a meet-irreducible of L I is an element which is not the meet of any 2 elements. In terms of the language of L I as being a set of subsets this means that there is an subset σ in L I which is not the intersection of 2 (or more) subsets τ 1 , . . . , τ t of L I where none of these τ i are σ. Taking complements this should correspond to the following statement about faces in H(I).
Lemma 2.9. If F ∈ H(I) is the union of 2 or more distinct faces of H(I) then the variable x corresponding to the face F labels an element which is a meet in L I . Remark 2.10. In the Figure 2 , the face corresponding to the variable q or the variable r is a union of 2 or more distinct faces. Hence the projective dimension of the hypergraph is the same as the projective dimension of the hypergraph after we remove those two faces.
Combining Lemma 2.9 with the work of [7] and [17] we can see that removing faces F which are the union of other faces preserves the lcm-lattice and thus preserves all the Betti numbers. Using this we can see that in order to further extend the previous results on computing the projective dimension by using combinatorial formulas on H(I) we need only consider certain classes of hypergraphs which do not have faces which would be deemed irrelevant by Lemma 2.9. This extends the result of [14] which is listed in Theorem 2.12(3).
Colon Ideals -Key tool.
One technique that is used in [14] and [15] which we will need here is using the short exact sequences obtained by looking at colon ideals. Specifically there are two types of colon ideals that we will be interested in, and we will explain what each operation looks like on the associated hypergraphs. Definition 2.11. Let H be a hypergraph, and I = I(H) be the standard square-free monomial ideal associated to it in the polynomial ring R. Let G(I) = {m 1 , . . . , m µ } be the minimal generating set of I. Let F be a face in H and let x F ∈ R associated to F ; also let v be a vertex in H and m v ∈ I be the monomial generator associated to it.
• The hypergraph H v : v = Q v is the hypergraph associated to the ideal I v : m v where I v = G(I)\m v , and H v = H(I v ) is the hypergraph associated to the ideal I v .
• The hypergraph H : F obtained by cancelation of F in H is the hypergraph associated to the ideal I : x F .
• The hypergraph (H, x F ) obtained by adding a vertex corresponding to the variable x F in H is the hypergraph associated to the ideal (I, x F ).
The following results appearing in [15] will be very useful to us in this paper. We put them here for the self-containment of this work and for the reader's convenience. (1) (cf. Theorem 2.9 (c) [15] 
6. Splittings -Key Tool. In [4] the notion of a splitting of a monomial ideal I was introduced.
Definition 2.13.
[4] A monomial ideal I is splittable if I is the sum of two nonzero monomial ideals J and K, i.e. I = J + K, such that
(1) The generating set G(I) of I, is the disjoint union of G(J) and G(K).
(2) There is a splitting function
satisfying (a) (S1) for all w ∈ G(J ∩ K), w = lcm(ψ(w), φ(w)). (b) (S2) for every subset S ⊆ G(J ∩ K), both lcm(ψ(S)) and lcm(φ(S)) strictly divide lcm(S).
If J and K satisfy the above properties they are called a splitting of I.
Now the key reason we are interested in splittings is the following result by both Eliahou-Kervaire and separately Fatabbi. 
It is important to note however that not all monomial ideals admit splittings, but what is interesting is that there are sometimes monomial ideals that can be decomposed into a sum of ideals J and K which satisfy the conclusions of the previous theorem. This motivates the following definition by Francisco, Ha, and Van Tuyl in [6] Definition 2.15. Let I, J and K be monomial ideals such that G(I) is the disjoint union of G(J) and G(K). Then I = J + K is a Betti splitting if
for all i ∈ N and all (multi)degrees j.
One complication however is that if one wants to use the existence of a Betti splitting to prove something about a resolution, one must first know something about the resolution in question. The key for us will be in dissecting the proof of Fatabbi in order to prove in special cases which may fail condition (S2) in Definition 2.13 that a similar formula for (some) Betti numbers holds.
The following lemma is an adaptation of the proof of Fatabbi in a special case where we do not have a splitting. In this case we can show that the necessary conditions hold at the end of the resolution, so that we get a formula like that of Theorem 2.14 for the last Betti numbers. In particular this allows us to prove something about projective dimension. 
and the following conditions on regularity
Then pd(R/I) = q + 1.
Proof. We consider the short exact sequence
Let α(w) = (w, w) be the map from J ∩ K to J ⊕ K and π(u, v) = u − v be the map from J ⊕ K to I. There is an induced homology sequence
Suppose we have pd(R/I) ≤ q + 1, pd(R/J) < q, pd(R/K) = q, and pd(R/(J ∩ K)) = q, then the homology sequence becomes
Moreover, the q + r graded piece is the following:
Now using our assumption that reg(R/K) < r and pd(R/(K)) = q then we have Tor Remark 2.17. The above lemma can be translated in terms of associated hypergraphs. Let H = H(I) be a hypergraph with underlying vertex set V , and let V 1 and V 2 be a partition of the vertices of H such that V 1 ∪ V 2 = V and V 1 ∩ V 2 is empty. Now define I i to be the ideal generated by the generators of I indexed by the elements in V i for i = 1, 2. Let G i = H(I i ) for i = 1, 2 and H(I 1 ∩ I 2 ), hypergraphs corresponding the ideals I i for i = 1, 2 and the ideal I 1 ∩ I 2 . Suppose pd(H) ≤ q + 1, pd(G 1 ) < q, pd(G 2 ) = q, and pd(H(I 1 ∩ I 2 )) = q, moreover reg(G 2 ) < r and reg(H(I 1 ∩ I 2 )) = r. Then pd(H) = q + 1.
The next lemma deals with a special case that we will use in this paper where G 1 will correspond to one vertex of a larger hypergraph H. 
and the other of length: Proof. To see this consider the hypergraph H, for notational convenience, let us denote the vertex neighboring v 1 as w α , the vertices neighboring v 2 as w β 1 and w β 2 , and the vertex neighboring v k as w γ . Now removing v 2 from H leaves us with a hypergraph on the same vertex set excluding v 2 and all vertices remain open except w β 1 and w β 2 which become closed together with a k − 1 face F ′ that has {v 1 , v 3 , . . . , v k } as its vertex set (note this also describes the hypergraph H v 2 ). Now to consider the intersection with the ideal generated by G 1 a first step towards finding these new generators is to multiply each generator for G 2 by the monomial m v 2 corresponding to v 2 in the original H. The result on hypergraphs is now we get a hypergraph which we will denote as m 
Strings with higher dimensional faces
In this section we will be primarily interested in higher dimensional faces attached to strings. When we say a string together with a face consisting of k vertices we will mean that a face F with k vertices {v 1 , . . . , v k } is attached to string where we will use the notation {w 1 , . . . , w µ } to denote the vertices in the string. To indicate how the face F is attached to the string we can identify each of the v i with a w j . In the special case where the string has w 1 and w µ closed and all the other vertices open, we will denote that as H Sµ . We also denote the vertex set of H Sµ as V . In general the placement of these higher dimensional faces in terms of how many vertices from the string separate vertices of F will be important. We will use the notation n 1 to represent the number of vertices from w 1 to v 1 including w 1 , n i to represent the vertices between v i−1 and v i for i = 2, . . . , k, and n k+1 to represent the number of vertices between v k and w µ including w µ . The vertex w i will be assumed to be open for all i unless otherwise stated.
Example 3.1. The hypergraph shown in Figure 3 .4 shows the string hypergraph with a higher dimensional face with the notation outlined above. In this case, µ = 11, k = 4, n 1 = 1, n 2 = n 3 = n 4 = 2, and n 5 = 0. The next two propositions will deal with the case when the sum of the n i modulo 3, is less than 2k or greater than or equal to 2k + 1 (resp.). In these two cases we will show that for a hypergraph H satisfying the hypotheses of the propositions, that the projective dimension will be the same as for H Sµ . 
. We consider the short exact sequence
where x F is the variable corresponding to F . We first observe that (H :
) because H V F is union of k + 1-string such that each string has n i vertices and by Theorem 2.7(2). Once we show that pd(H V F ) < pd(H Sµ ), then by the short exact sequence, we have
It is sufficient to show that
which is equivalent to show
which is true by the assumption 
Proof. We first notice that pd(H
i=1 r i ≥ 2k + 1 and by Theorem 2.7(2). Since k+1 i=1 r i ≥ 2k + 1, r i < 3, and k > 1, we have at most one r i is equal to 1. We may assume r 1 = 2. Let H v 1 = H v be the hypergraph where we remove the vertex v 1 = v from H and let H v : v 1 = Q v be the hypergraph H(I v : m v ) where I v = I(H v ) and m v is the monomial corresponding to the vertex v. We have a short exact sequence
We claim that in this case pd(H Sµ ) = pd(H v ) > pd(Q v ). Note with this claim, and the facts that pd(H v ) ≤ max{pd(Q v ), pd(H)} and
To see the proof of claim, we will use induction on k. When k = 2, H v is a union of two strings of length n 2 + n 3 + 1 and n 1 . When n 2 ≥ 2 and n 3 ≥ 2, the string of length n 2 + n 3 + 1 has two open strings with n 2 − 1 and n 3 − 1 open vertices. When (n 2 = 1 and r 3 = 2), or (n 3 = 1 and r 2 = 2), the string of length n 2 + n 3 + 1 has exactly 3 closed vertices at the ends of string and all other vertices are open. By the work of [14] , Theorem 2.7(2), we have either
when n 2 ≥ 2, n 3 ≥ 2, r 2 = 2 and r 3 = 2, or
when n 2 ≥ 2, n 3 ≥ 2, (r 2 = 1 and r 3 = 2) or (r 2 = 2 and r 3 = 1), or
when n 2 = 1 and r 3 = 2, or
when n 3 = 1 and r 2 = 2. On the other hand, Q v is a union of two isolated vertices and two strings of length, n 1 − 2, n 2 − 2 + n 3 + 1, hence we have
For the second inequality above, we use the fact that r 2 + r 3 ≥ 3. For case when k > 2, we use the same exact sequence. Here the hypergraph H v is a union of a string of n 1 vertices and a string of length
By induction hypothesis and Theorem 2.7(2), pd(H
On the other hand, Q v is a union of two isolated closed vertices and two strings of length n 1 − 2 and k+1 i=2 n i − 2 + k − 1. Hence we have
Now we want to deal with the case when the sum of the n i modulo 3 is equal to 2k. In this case we get two different outcomes, and it will be necessary to prove a number of lemmas that will allow us to work with the special case.
First we will need to to prove some results about when the spacing measured by the n i is equivalent to 2 modulo 3. The following lemma deals with the case where one of the ends of the string coincides with a vertex from F . If n i = 2 + 3l i for i = 1, ..., k where l i are some non-negative integers, then the projective dimension of H is
Proof. We use induction on k. When k = 1, we have w µ = v 1 . In this case the face has only one vertex v 1 which forces w µ = v 1 to become a closed vertex. Also, H becomes a string of length µ = n 1 + 1. By Theorem 2.7(2), (4), pd(H) = n 1 + 1 − n 1 +1 3 = 2 + 2l 1 and reg(H) = n 1 +1 3 = 1 + l 1 . For the induction step, we consider the short exact sequence
Since k > 1, the vertex v 1 corresponds to a monomial of degree 3. Notice that H v 1 is a union of a string of length n 1 and a hypergraph with exactly the same structure of H (i.e. closed vertex on one end of string and an open vertex coinciding with a vertex of the higher dimensional face at the other end) such that it has a face with k − 1 vertices. By Theorem 2.7(4) and induction hypothesis, we have
Moreover, the hypergraph Q v 1 is a union of three isolated vertices and two strings of length n 1 − 2 and n 2 − 2 + n k − 1 + k − 2 + k−1 i=3 n i . Therefore by Theorem 2.7(4) again, we have
Using the short exact sequence on the projective dimension and Theorem 2.7(6), we have
In the next lemma we will need to adapt our notation a bit as here we need to consider a specific case which is necessary for the proof of Lemma 3.6. Specifically this will address H v 2 in Lemma 3.6 where H is a a string together with a face consisting of k vertices. 
Proof. We use induction on k. When k = 3, H is a string of length n 1 + n 2 + 2. By Theorem 2.7(2), (4), pd(H) = n 1 + n 2 + 2 − n 1 +n 2 +2 3 = 4 + 2(l 1 + l 2 ) and reg(H) = n 1 +n 2 +2 3 = 2 + l 1 + l 2 . For the induction step, we consider the short exact sequence
The proof is almost identical to the Lemma 3.4 except that v 1 corresponds to a monomial of degree 2, H v 1 is a union of a string and a hypergraph satisfying the assumptions of Lemma 3.4, and reg(
Now we will use the splitting type result in Lemma 2.16 to finish our necessary results for the hypergraphs which are a string together with a face consisting of k vertices, where the spacing between the vertices of the face are equivalent to 2 modulo 3. 
Thus, we obtain pd(H) ≤ 2(k − 1) + 2 k i=2 l i + 1. Now we consider H = {v 2 } ∪ H v 2 and we will show it satisfies the condition of Remark 2.17 with V 1 = {v 2 } and V 2 as the vertex set of H v 2 . Denote I i as the ideal generated by the generators of I(H) corresponding to V i , and G 1 = {v 2 } = H(I 1 ) and G 2 = H v 2 = H(I 2 ). First notice that pd(G 1 ) = 1 and reg(G 1 ) = 2, since the degree of the generator corresponding to v 2 is 3. Moreover G 2 satisfies the condition of Lemma 3.5, hence pd(
′ where H(I ′ ) has 4 isolated vertices and two strings of length n 2 − 3 and
Hence by Lemma 2.16, pd(H) = 2(k − 1) + 2 k i=2 l i + 1. Example 3.7. Let H be the whole hypergraph in the left side of Figure 6 . Let V 1 be the w 4 (black part) of H and V 2 = {w 1 , w 2 , w 3 , w 5 , w 6 , w 7 } (blue part) of H. Let G 1 and G 2 be the hypergraphs associated to the vertex sets V 1 and V 2 . Then the faces {w 3 , w 4 }, {w 4 , w 5 }, and {w 1 , w 4 , w 7 } (the purple part) are the shared edges or faces of G 1 and G 2 . In the right of Figure 6 , we show the hypergraphs for G 1 and G 2 separately. 
Now with Lemma 3.6 we are ready to address the case when the sum of the n i is 2k modulo 3. In this case Lemma 3.8 will be an instance of the special sub-case, and Proposition 3.9 will give the general result.
Lemma 3.8. Let H Sµ be as before with vertex set V . Let F be a k − 1-dimensional face with k > 2 and H = H Sµ ∪ F . Let the vertices of F be denoted as {v 1 , . . . , v k } as before and the n i are also defined as before and let n 1 = 3l 1 +r 1 , ..., n k+1 = 3l k+1 + r k+1 . If r 1 = 1 = r k+1 , and r i = 2 for all 1 < i < k + 1, then pd(H) = pd(H Sµ ) + 1.
Proof. First notice that pd(H
.
Let x E be the variable corresponding to the edge E x that connecting v 1 and the vertex of w n 1 and y E be the variable corresponding to the edge E y that connecting v k and the vertex of w k+ k i=1 n i +1 . We consider the short exact sequences:
Notice that ((H : E x ) : E y ) is a union of two isolated vertices, two strings of length n 1 − 2 and n k+1 − 2, and a hypergraph satisfies assumptions of Lemma 3.6. Now with assumptions of r i 's, we have pd((H :
Since (H, x E ) is a union of an isolated vertex, a string of length n 1 − 1, and a string of length k+1 i=2 n i + k − 1 with a k − 1-dimensional face such that n 2 , ..., n k+1 are the numbers of vertices between vertices of F and k+1 i=2 r i = 2(k − 1) + 1. By Lemma 3.3 and Theorem 2.7(4),
Moreover, ((H : E x ), y E ) is a union of two isolated vertices, two strings of length n 1 − 2 and n k+1 − 1 and a hypergraph satisfies the assumptions of Lemma 3.4 with a k − 1 face. Then by Lemma 3.4 and Theorem 2.7(4),
Since pd((H :
and pd((H :
Proposition 3.9. Let Let H Sµ be as before with vertex set V . Let F be a k − 1-dimensional face with k > 2 and H = H Sµ ∪ F . Let the vertices of F be denoted as {v 1 , ..., v k }. Define the n i as before and let n 1 = 3l 1 + r 1 , ..., n k+1 = 3l k+1 + r k+1 , and
We will show pd(H v 1 ) > pd(Q v 1 ). Then by the short exact sequence on the projective dimension, we have
Moreover, we will show that when r i = 0 for all i, then pd(H v 1 ) = pd(H Sµ ) + 1, and otherwise pd(H v 1 ) = pd(H Sµ ). These two claims will prove the proposition.
We proceed by induction on k for both claims. When k = 3, observe that by Definition 2.6 and Discussion 2.8 in [15] , Q v 1 is a union of two isolated vertices, and two strings of length n 1 −2 and n 2 −2+n 3 +2+n 4 . Hence by Theorem 2.7(4),
Notice H v 1 is a union of a string of length n 1 and a cycle of length n 3 + 2 with two branches of length n 2 and n 4 . By Theorem 2.12(3),
when r i = 0 for all i. When r i = 0 for some i, we may assume r 1 = 2 and r 3 = 2 by symmetry. Hence by Theorem 2.12(3) again,
In both cases, we have pd(H v 1 ) > pd(Q v ) and this concludes the case when k = 3. Now suppose F is a k-dimensional face with k + 1 vertices, v 1 , ..., v k+1 . Suppose r i = 0 for all i then again by Definition 2.6 and discussion 2.8 in [15] , Q v 1 is either (1) a union of two isolated vertices, a string of length n 1 − 2 and a string of length k+2 i=2 n i + k − 2 when n 2 ≥ 2, or (2) Q v 1 is a union of two isolated vertices, a string of length n 1 − 2 and a string of length k+2 i=3 n i + k − 1 when n 2 = 1. For the later case, k+2 i=3 r i = 2k − 1, then by Theorem 2.7(4),
For the first case, by Theorem 2.7(4), we have
with the fact r 1 + ... + r k+2 = 2k + 2 and r 1 = 2. Now in both cases consider that H v 1 is a union of a string of length n 1 and a string of length k+2 i=2 n i +k with a k −1-dimensional face. Notice that k+2 i=2 r i = 2k and r i = 0 for all i such that 2 ≤ i ≤ k + 2. By induction and Theorem 2.7(4), we have
where we use the fact that r 1 + ... + r k+2 = 2k + 2 and r 1 = 2. Therefore pd(Q v 1 ) < pd(H v 1 ), and pd(H) = pd(H v 1 ) = pd(H Sµ ) + 1, satisfying the 2 claims. Now suppose r i = 0 for some i > 1 then r j = 2 for all j = i. Notice again by the discussions in [15] that Q v 1 is either (1) a union of two isolated vertices, a string of length n 1 − 2 and a string of length k+2 i=2 n i + k − 2 when n 2 ≥ 2, or (2) Q v 1 is a union of two isolated vertices, a string of length n 1 − 2 and a string of length k+2 i=3 n i + k − 2 when n 2 = 0. For the later case, we have k+2 i=3 r i = 2k. By Theorem 2.7(4),
with the fact that r 1 + ... + r k+2 = 2k + 2 and r 1 = 2. Similar to the case where r i is never 0, we get that H v 1 is a union of a string of length n 1 and a string of length k+2 i=2 n i + k with a k − 1-dimensional face. Notice that k+2 i=2 r i = 2k and r i = 0 for some 2 ≤ i ≤ k + 2. So by induction and Theorem 2.7(4), we have
where we use the fact that r 1 + ... + r k+2 = 2k + 2 and r 1 = 2. Hence pd(Q v 1 ) < pd(H v 1 ), and pd(H) = pd(H v 1 ) = pd(H Sµ ), thus finishing the proof.
Now tying together Proposition 3.2, Proposition 3.3, and Proposition 3.9 we can prove the following result. Proof. For the cases when r 1 +...+r k+1 < 2k or r 1 +...+r k+1 > 2k, we have pd(H) = pd(H Sµ ) by Proposition 3.2 and Proposition 3.3. We are left to consider the case, r 1 + ... + r k+1 = 2k. Notice the assumptions of Lemma 3.8 gives r 1 + ... + r k+1 = 2k and r i = 0 for all i. Hence by Lemma 3.8 and Proposition 3.9, the conclusion follows.
Cycles with higher dimensional faces
Now we will examine the case where we have added a higher dimensional face to an open cycle. In this section we will denote the dual hypergraph which is an open cycle with µ open vertices as H Cµ . Let V F denote the vertex set {v 1 , . . . , v k }, which is a subset of the vertex set V of H Cµ , and let V F be the vertex set of a k − 1 dimensional face F . The dual hypergraph H will be H Cµ ∪ F . As in Section 3 the spacing between the vertices of F will be very important. Let n i denote the number of vertices between v i and v i+1 for 1 ≤ i < k and n k is the number of vertices between v k and v 1 (not including endpoints). Moreover, we will standardly write n i = 3l i + r i where 0 ≤ r i ≤ 2 for i = 1, . . . , k.
We start by showing that the induced hypergraph of H Cµ on the complement of V F has smaller projective dimension than that of H Cµ when the sum of the n i modulo 3 is less than 2k − 1. This will be necessary in the proof of Theorem 4.3. 
by Theorem 2.7(3). On the other hand, pd
) because H V F is union of k strings such that each string has n i vertices. Notice that this notation allows that n i can be 0 for some i. It is sufficient to show that
which is equivalent to showing
which is true by the assumption k i=1 r i < 2k − 1. Next, we show that when the sum of the n i modulo 3 is greater than 2k − 1 that the projective dimension of H is the same as for the underlying cycle. 
Proof. By Theorem 2.7(3), we have
, and k > 2, we have at most one r i such that r i = 1. We may assume r k = 1 if there is one otherwise r i = 2 for all i. Let r 1 = 2 and r 2 = 2 and vertex v 1 is the vertex between between those vertices. Let H v 1 = H v be the hypergraph removing the vertex v 1 = v from H and let H v : v 1 = Q v . We have a short exact sequence
We will show that pd(
> pd(Q v ). Then with the facts that pd(H v ) ≤ max{pd(Q v ), pd(H)} and
Notice that H v is a string of length
On the other hand, Q v is the union of two closed vertices and a string of length
Now we can show that the projective dimension is always preserved H and H Cµ differ by a single higher dimensional face F . Proof. Let V F = {v 1 , . . . , v k }, which is a subset of the vertex set of H Cµ , be the vertex set of F . Let n i = 3l i + r i be the spacing between the v i and defined as before. If k i=1 r i ≥ 2k − 1 then the theorem holds by Lemma 4.2. So we need only consider the case when 
Bushes with higher dimensional faces
Definition 5.1. We say a hypergraph is a bush, if its 1-skeleton has branches of length at most 2. We say a vertex is a joint on a hypergraph if its degree is at least 3.
The smallest case of a bush is a 2-star where there is exactly one joint and every branch has length less than or equal 2. Proof. Suppose there is no higher dimensional faces on H then it is true by Proposition 4.16 of [15] . Assume there is a face F on H such that it is at least 2-dimensional. We assume that F = ∪F i otherwise we are done. We use induction on the number of faces on H such that their dimension is at least 2.
Suppose F is the only higher face on H such that it has dimension at least 2. Notice that the number of vertices of F must be at least 3. Therefore the number of vertices of H V (F ) is at most |V (H)| − 3 and the projective dimension of H V (F ) is at most |V (H)| − 3. We consider the short exact sequence
where x F is the variable corresponding to the face F . The hypergraph H : F is a 2-star without higher dimensional face with the same vertices of H and hence pd(H : F ) = |V (H)| − 1. Moreover, by Theorem 2.12(1), we have pd(H : F ) ≤ pd(H). We observe that the hypergraph (H, x F ) is the union of H V (F ) and an isolated vertex corresponding to x F , hence it has projective dimension at most |V (H)| − 3 + 1 = |V (H)| − 2. Using the short exact sequence on the projective dimension, we have
Now we assume that H has more than one higher dimensional face and F is one of them. The induction hypothesis gives pd(H : F ) = |V (H : F )| − 1 = |V (H)| − 1 since (H : F ) has the same number of vertices of H with one less higher dimensional face F . As before, we use the same short exact sequence above and the fact that pd(H, x F ) ≤ |V (H)| − 2 to obtain pd(H) = pd(H : F ) = |V (H)| − 1. Proof: The proof follows exclusively as the proof of Proposition 4.9 of [15] or Theorem 2.12(3). The only assumption that is needed in the proof of Proposition 4.9 of [15] is that J has no higher dimensional face on the branches of J. Proof. We use induction on the number of joints and number of higher dimensional faces on the joints. Suppose H only has one joint and this joint has branches length 1, then nothing to be proven. Suppose that H has an unique joint with at least one branch of length 2. Then by Lemma 5.2, we are done.
Suppose H has at least two joints, and we assume that J is a joint having branches of length 2. Suppose there is no higher dimensional faces on branches of J then by Lemma 5. Suppose the branches of J has at least one higher dimensional face. Let F be one of higher dimensional face and x F be the variable corresponding to the face. We consider the same short exact sequence: 0 ← (H, x F ) ← H ← H : F ← 0.
Notice that (H : F ) is a hypergraph obtained from H with the face F removed. By induction hypothesis, pd(H : F ) = pd((H : F ) ′ ) where (H : F ) ′ is obtained from H : F by removing joints having branches of length 2. Since J is a joint with branches of length 2, J will be removed in H ′ and (H : F ) ′ . Moreover, all the vertices of branches of J will become closed because the branches have length at most 2. By Theorem 2.12(2) again, we have pd(H : F ) ′ = pd(H ′ ). We are left to show pd(H : F ) = pd(H) as before. With the short exact sequence it is sufficient to show that pd(H : F ) > pd(H, x F ).
By induction on the number of higher dimensional faces on the branches of J, we have pd(H, x F ) = pd((H, x F ) ′ ) because (H, x F ) has no face F on the branches of J. Remark 5.5. Let H be a hypergraph satisfies the assumptions of Proposition 5.4, further if H ′ is a union of branches of joints with length 2, of 1-star strings and of cycles of 1-stars, then one can obtain pd(H) by first remove all the joints having branches of length 2 then one apply the Proposition 4.2 in [15] to obtain the projective dimension of H. This is because all the higher dimensional faces on the branches of joints of length 2 can be removed in H ′ by Theorem 2.12(2) and the fact that all the vertices on the branches of joints of length become closed in H ′ . We give one example below to show the process.
Example 5.6. Let H be a hypergraph as in Figure 7 . By Proposition 5.4, we remove the red vertices that are the joints of H having branches of length 2 to obtain the hypergraph as in Figure 8 . By Lemma 2.9, we can remove the higher dimension green face and by Theorem 2.12(2), we can remove the blue faces. We obtain the hypergraph as in Figure 9 . Finally, we remove edges using Theorem 2.12(2) again, and Theorem 2.12(3) to obtain the hypergraph as in Figure 10 . Then by Theorem 2.7(2), we have the project dimension of H equal to 27 + 2 + 2 + 4 = 35 which is coming from 27 isolated vertices, two open strings of length 3, and a string of length 5. The projective dimension is 27 + 2 + 2 + 4 = 35.
