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Abstract
Unconventional superconductivity often emerges near antiferromagnetic order. This paradigm ap-
plies to many iron-based superconductors, but the iron chalcogenide FeSe represents a major puzzle.
Its normal state has a nematic order (spontaneously broken lattice rotational symmetry) which, in
contrast to the iron pnictides, is not accompanied by an antiferromagnetic order. In one proposal,
such properties of FeSe originate from the orbital degrees of freedom associated with the Fe’s 3d
electrons. In a competing proposition, spin physics is central to FeSe but magnetic frustration has
replaced antiferromagnetism with a more exotic spin state. Here, we show that a frustrated spin-1
bilinear-biquadratic model on the square lattice displays quantum transitions between non-magnetic
and antiferromagnetic phases, each of which is also nematic. Our large-scale density matrix renor-
malization group calculations show that tuning the ratio of competing interactions in the model in-
duces a transition from a (pi, 0) antiferroquadrupolar order to a (pi, 0) antiferromagnetic state, either
directly or through a (pi/2, pi) antiferromagnetic order. Our findings explain the recent dramatic ex-
perimental observations of an orthorhombic antiferromagnetic order in the pressurized FeSe, and
suggest that superconductivity in a wide range of iron-based materials has a common origin.
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Understanding the iron-based superconductors (FeSCs) has been a subject of extensive research
in recent years.1–3 The initial interest came with the discovery of superconductivity in the iron
pnictides. More recently, iron chalcogenides have added considerable material varieties to this
intriguing field and held the record of superconducting transition temperature (Tc) in FeSCs. These
include the potassium iron selenides and other intercalated FeSe systems,4 as well as the single-
layer FeSe built on substrates.5,6 Because all these involve FeSe as a building block, it is important
to understand the physics of the bulk FeSe.7,8 Indeed, there is an intensive current interest in this
system, which possesses the simplest structure among the FeSCs. It displays a tetragonal-to-
orthorhombic structural transition, with Ts ≈ 90 K at ambient pressure, but no magnetic long-
range order.9–16 This phenomenology differs from the standard case of the iron pnictides, where
the structural phase transition is accompanied by a (pi, 0) antiferromagnetic (AFM) order.2,3,17
Several studies have advanced the proposals which attribute this unusual behavior of FeSe to
the frustrated magnetism among the interaction-induced local moments.18–20 A non-magnetic, an-
tiferroquadrupolar (AFQ) state with wave vector (pi, 0) appears as a result of frustrated magnetism
and has the properties of the bulk FeSe.18 An added appeal of the theoretical picture is that the
predicted spin excitations, both for low energies near the wavevector (pi, 0) and over a wide ranges
of energy and wave vector, have been verified by recent experiments.21–24 Meanwhile, parallel
proposals11,12,25 invoke the ordering of the electrons residing on Fe’s 3dxz and 3dyz orbitals, which
are degenerate in the C4-symmetric (tetragonal) phase above Ts. This idea is also appealing, be-
cause the splitting between the two 3d orbitals have been observed in the ARPES experiments in
FeSe.13–15 Determining which of these competing ideas captures the essential physics is important
to understanding the central microscopic ingredients for the normal state of the FeSCs as well
as elucidating the degree to which the mechanism for superconductivity is universal across the
varieties of the FeSCs.
In this paper, we address the issue by exploring the quantum phase transitions out of the ne-
matic phase of FeSe. On general grounds, models with differing microscopic degrees of freedom
will have different types of phases in their phase diagrams and, thus, different kinds of quantum
phase transitions. Further motivation comes from recent experiments. The NMR26 and X-ray scat-
tering27 measurements in pressurized FeSe have demonstrated that, lowering temperature induces
a tetragonal to orthorhombic (OR) transition which accompanies a magnetic transition.
Our starting point is a spin-1 bilinear-biquadratic model on the square lattice, which builds on
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theoretical studies of FeSe and other FeSCs.18,19,28–31 The model is defined as
H =
∑
i,j
[
JijSi · Sj +Kij (Si · Sj)2
]
, (1)
where Si is a spin-1 operator at site i, Jij and Kij are respectively the bilinear and biquadratic
couplings between the spins at sites i and j, with i, j belonging to distinct bonds. Besides the usual
spin operator, we also need to consider the quadrupolar operator Qi, which has five components:
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i . The biquadratic term in Eq. (1) can be re-expressed as
(Si ·Sj)2 = (Qi ·Qj)/2− (Si ·Sj)/2 + (S2iS2j)/3. Interactions beyond the nearest-neighbor ones
have been recognized as important to the phase diagram. For a minimum model without loss of
generality, we consider J1 = 1 as the energy unit, J3 = 0, and −K1 = K2 = −K3 = K > 0. We
will refer to the present model as J1-J2-K model.
To explore the possible quantum phases of the model Eq. (1), we start from an analysis based
on a site-factorized wave-function.18,30–32 The obtained phase diagram is illustrated in the J2-K
plane in Fig. 1, which contains four stable phases: q = (pi, 0) collinear AFM (CAFM) phase, q =
(pi/2, pi) AFM∗ phase, q = (pi, pi) Ne´el AFM phase, and q = (pi, 0) AFQ phase. The right panels
of Fig. 1 illustrate the schematic configuration of each phase. The CAFM and Ne´el AFM have the
conventional uniaxial and staggered spin patterns, respectively. The (pi, 0) AFQ is characterized
by the mutually orthogonal nearest-neighbor directors (See Methods). The (pi/2, pi) AFM∗ is an
entirely new phase, in which the spin direction along the x-axis rotates with commensurate period
of four sites while its period along the y-axis is still two sites reflecting the wave vector (pi/2, pi).
This AFM∗ state is nematic since it spontaneously breaks the C4 symmetry, by choosing between
two degenerate wave vectors q = (pi/2, pi) or (pi, pi/2). For an illustration, the spin configuration
of the (pi/2, pi) AFM∗ state along the x-axis may take the 4-site periodic pattern as {|Sz = 1〉,
|Sx = 1〉, |Sz = −1〉, |Sx = −1〉}, while the spin orientation still takes the conventional staggered
pattern along the y-axis. Importantly, in the (pi/2, pi) AFM∗ phase, the q = (pi, 0) quadrupolar
order parameter is nonzero as well, which is responsible for its stability.
Our analysis so far has been semi-classical. In order to explore the role of quantum fluctua-
tions and analyze the model in an unbiased way, we have carried out large-scale density-matrix
renormalization group (DMRG) calculations.33 We consider the evolutions of the zero-temperature
phases as a function of the biquadratic K coupling for fixed J2 = 1.5 and 0.8, respectively. Due to
cylindrical geometry, the CAFM automatically selects the configuration with q = (0, pi), whereas
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the (pi/2, pi)/(pi, pi/2) AFM∗ selects q = (pi/2, pi), and the AFQ phase selects q = (pi, 0). In
order to identify these phases, we have calculated the static spin and quadrupolar structure factors
defined as
m2S(q) =
1
L4
∑
i,j
Si · Sjeiq·(ri−rj), (2)
m2Q(q) =
1
L4
∑
i,j
Qi ·Qjeiq·(ri−rj), (3)
where i, j are only partially summed over the L × L sites in the middle of cylinder in order to
reduce finite-size effects.34
For J2 = 1.5 we identify a direct transition from CAFM to (pi, 0) AFQ at Kc ' 0.65. The
evolutions of spin and quadrupolar structure factors shown in Fig. 2(a) simultaneously change
dramatically at Kc ' 0.65, where the CAFM peak at (0, pi) melts and the AFQ peak at (pi, 0)
develops rapidly. The finite-size scaling analysis of m2S and m
2
Q in Figs. 2(b)-(c) identifies the
nonzero order in the thermodynamic limit for each phase.
For J2 = 0.8, the system is CAFM at K . 0.25 and (pi, 0) AFQ at K > 0.65. In between, a
new peak of spin structure factor develops at q = (pi/2, pi) as shown in Fig. 3(a), which character-
izes the (pi/2, pi) AFM∗ order. Our site-factorized wave-function analysis of the (pi/2, pi) AFM∗
suggests the coexistence of the (pi/2, pi) magnetic and (pi, 0) quadrupolar orders. In Figs. 3(b)-(c),
the finite-size scalings of m2S and m
2
Q clearly demonstrate the nonzero values of both orders at
K ∼ 0.6. This signature is less clear for smaller K, but we expect that both orders already coexist
there. We note that, for the 6× 6 cluster, q = (pi/2, pi) is not one of the allowed wave vectors, and
it may seem inappropriate to scale the m2S data in this phase. However, the overall trend of m
2
S is
consistent with a nonzero (pi/2, pi) magnetic order.
To characterize the nematicity in different phases, we introduce two nematic order parameters
σ1 and σQ defined as
σ1 =
1
Ns
∑
i
[〈Si · Si+xˆ〉 − 〈Si · Si+yˆ〉], (4)
σQ =
1
Ns
∑
i
[〈Qi ·Qi+xˆ〉 − 〈Qi ·Qi+yˆ〉], (5)
where xˆ and yˆ denote the unit length along the x and y directions, respectively, and Ns is the
number of lattice sites. The absolute value of the nematic order parameters as a function of K at
J2 = 1.5 and 0.8 are respectively presented in Figs. 4(a),(b). We find that σ1 dominates over σQ
inside the CAFM phase (K . 0.65 (0.25) for J2 = 1.5 (0.8)), and σQ becomes dominant over σ1
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inside the (pi, 0) AFQ phase (K & 0.65 for both J2), showing the different primary origin of the
nematicity. We also notice that the crossing of the two nematic order parameters occurs exactly
at the location where the quadrupolar order at q = (pi, 0) develops. For J2 = 1.5, the crossing is
at the boundary between CAFM and (pi, 0) AFQ; for J2 = 0.8, it occurs at the boundary between
CAFM and (pi/2, pi) AFM∗.
We now discuss the implications of our results for FeSe. Our work leads to two scenarios based
on the presented phase diagram in Fig. 1(a). For clarity, we show a schematic phase diagram of
the nematic phases in the inset of Fig. 4(c). Pressuring FeSe amounts to taking a cut in this
phase diagram: we propose two such cuts as candidates for the parameter tuning, which are also
illustrated in the inset of Fig. 4(c). The resulting phase diagram is illustrated in the main panel of
Fig. 4(c), with the system undergoing either a direct transition between (pi, 0) AFQ and CAFM,
or a transition between them through an intermediate (pi/2, pi) AFM∗ regime with coexistence of
magnetic and quadrupolar orders. This phase diagram is strikingly similar to that inferred from
the recent experiments. While the presence of AFM order at pressures on the order of 2 GPa had
been indicated before,35 recent NMR measurements26 have provided strong evidence that the order
breaks the C4 symmetry and has a (pi, 0) wave vector. The X-ray scattering experiments27 have
also provided evidence that a C4 symmetry breaking accompanies the magnetic ordering. There
are indications in the existing experiments for two stages of phase transitions under pressure,35–38
with the onset of AFM order around p1 ≈ 0.8 GPa and a change of the magnetic structure around
p2 ≈ 1.2 GPa.35 Further NMR and neutron-scattering mesurements in the intermediate pressure
range, 0.8 GPa . P . 1.7 GPa are especially called for to clarify this issue and ascertain which
of the two proposed sequences applies.
The (pi, 0) AFQ order per se does not efficiently couple with the coherent conduction electrons
near the Fermi surface. Still, the nematic order parameters, σ1 and σQ defined in Eqs.(4) and (5)
will linearly mix with the occupancy difference in the 3dxz and 3dyz orbitals, thereby generating
a change in the electronic structure as has been extensively observed by ARPES experiments.13–15
By contrast, the (pi, 0) CAFM order will have a strong direct coupling with the conduction elec-
trons, in addition to the coupling through σ1 and σQ. This will induce additional changes to the
Fermi surface. Thus, our proposed quantum phase transitions will be manifested in the changes to
the geometry of Fermi surfaces. This is consistent with the dramatic change of the Fermi surface
recently reported in the Shubnikov-de Haas (SdH) oscillation measurements.39
The consistency of the quantum phase transitions we have identified in the frustrated bilinear-
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biquadratic model with the experimental observations provides strong evidence that a similar type
of spin physics is important for the superconductivity of both iron chalcogenides and iron pnic-
tides. This is not to say that the orbital degrees of freedom are decoupled. As discussed above,
the nematic order of the spin quadrupolar or dipolar orders will be coupled to the orbital order.
Nonetheless, the interactions among the spin degrees of freedom as described in Eqs.(4) and (5)
will give rise to superconducting pairing in FeSe – and, by extension, other iron chalcogenides –
in a similar way as they do in the iron pnictides. Thus, our results not only yield the understanding
of the striking recent experiments in FeSe, but also provide the evidence for a common origin
of superconductivity across the extensive material classes of iron-based superconductors. More
generally, our findings connect superconductivity of the highest Tc iron-based families with that
arising near an antiferromagnetic order in a broad array of strongly correlated electron systems,
including the cuprates and heavy fermion metals.
Methods
Site-factorized wave-function analysis We choose the time-reversal invariant basis of the SU(3)
fundamental representation: |x〉 = i|1〉−i|1¯〉√
2
, |y〉 = |1〉+|1¯〉√
2
, |z〉 = −i|0〉, where we abbreviate
|Sz = ±1〉 ≡ | ± 1〉 (|Sz = 0〉 ≡ |0〉) and |1¯〉 ≡ | − 1〉. Within this basis, the site-factorized
wave-functions at each site i is expressed as a complex vector, di = (dxi d
y
i d
z
i ), with the constraint
di · d¯i = 1 and the requirement d2i = d¯2i . In a quadrupolar state, d will take a purely real or
imaginary value, but not both, and the associated director is parallel to the director vector d. This
is to be contrasted with a magnetic order, for which a nonzero dipolar magnetic moment arises
from a vector d that contains both real and imaginary components. The energy per site of each
phase can be obtained analytically, which leads to the determination of the phase boundaries.
In the notation of [Phase 1] / [Phase 2], these are as follows: (1) [Ne´el AFM] / [(pi, 0) AFQ]:
K + 2J2 − 2 = 0; (2) [Ne´el AFM] / [(pi/2, pi) AFM∗]: K − 8J2 + 4 = 0; (3) [(pi/2, pi) AFM∗] /
[CAFM]: 11K − 8J2 + 4 = 0; (4) [(pi/2, pi) AFM∗] / [(pi, 0) AFQ]: 5K − 4 = 0; (5) [CAFM] /
[(pi, 0) AFQ]: 2K − J2 = 0.
DMRG calculations We perform the density matrix renormalization group simulations with spin
rotational SU(2) symmetry on the L × 2L cylinder systems with L = 4, 6, 8 in the y direction.
The cylinder geometry has open boundary conditions along the x direction and periodic boundary
conditions along the y direction. We keep up to 4000 SU(2) DMRG states for the L = 8 cluster.
In the Ne´el and CAFM phases, the truncation error is around 10−6; in the (pi/2, pi) AFM∗ and
6
(pi, 0) AFQ phases, the truncation error is around 10−5. The small truncation errors ensure us to
obtain accurate DMRG results.
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FIG. 1. Phase diagram and schematic representations for the phases. (a) Phase diagram of the J1-
J2-K1-K2-K3 model with K1 = −K2 = K3 = −K (K > 0) on the J2-K plane. (J1 is set to 1.) The
phase boundaries are determined from site-factorized wave function calculations. (b)-(e) are schematic
illustrations of the four states in (a). The green arrows represent spins. The red cylinders in (e) repre-
sent the quadrupolar directors and the blue donut-shaped regimes represent the spin fluctuations which are
perpendicular to the directors.
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FIG. 2. Quantum phase transition from CAFM to (pi, 0) AFQ for J2 = 1.5. (a) Spin (m2S) and
quadrupolar (m2Q) structure factors obtained from DMRG calculations on the 8×16 cylinder. With growing
K, both structure factors simultaneously exhibit dramatic changes atK ' 0.65, indicating a phase transition
from CAFM to (pi, 0) AFQ. (b) and (c) are the finite-size scaling for the peaks of the spin and quadrupolar
structure factors with increasing K, where the lines are guide to the eye. For the quadrupolar structure
factors, the momentum q = (pi, 0) is chosen. According to the scaling, K = 0.65 is close to the phase
boundary.
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FIG. 3. Quantum phase transitions of CAFM - (pi/2, pi) AFM∗ - (pi, 0) AFQ for J2 = 0.8. (a) Spin
(m2S) and quadrupolar (m
2
Q) structure factors obtained from DMRG calculations on the 8×16 cylinder. With
growingK,m2S shows the first transition from CAFM to (pi/2, pi)AFM
∗ atK ' 0.25 and the next transition
to (pi, 0) AFQ at K ' 0.65. In both (pi/2, pi) AFM∗ and (pi, 0) AFQ, m2Q exhibits the characteristic peak
at (pi, 0). (b) and (c) are the finite-size scaling for the peaks of m2S and m
2
Q with growing K, where the
lines are guide to the eye. For the quadrupolar structure factors, the momentum q = (pi, 0) is chosen. The
momentum (pi/2, pi) is not an allowed lattice vector on the 6× 6 cluster; this is responsible for the apparent
nonmonotonic dependence of m2S vs 1/L for 0.25 < K < 0.65. Results at additional K values are shown
in the Supplemental Material.
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FIG. 4. Nematicity of the different phases and explanation of the Pressure-Temperature phase di-
agram of FeSe based on our results. The spin and quadrupolar nematic order parameters (σ1 and σQ,
defined in Eqs.(4) and (5)) as a function of K for (a) J2 = 1.5 and (b) J2 = 0.8 on the L = 6, 8 cylinders.
(c) The pressure-temperature phase diagram inferred from our theoretical phase diagram (illustrated in the
inset, based on Fig. 1(a)). There are two possible sequences of quantum phase transitions from (pi, 0) AFQ
towards CAFM phase, as illustrated by the arrows in both the main panel and the inset.
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Site-factorized wave-function analysis and phase diagram
For a spin-1 model possibly harboring purely magnetic order, purely quadrupolar order, or coex-
isting magnetic and quadrupolar orders, it is convenient to choose the time-reversal invariant basis
of the SU(3) fundamental representation,
|x〉 = i|1〉 − i|1¯〉√
2
, |y〉 = |1〉+ |1¯〉√
2
, |z〉 = −i|0〉, (6)
where we abbreviate |Sz = ±1〉 ≡ | ± 1〉 (|Sz = 0〉 ≡ |0〉) and |1¯〉 ≡ | − 1〉. Within this basis,
the site-factorized wave-functions at each site i which characterize any possible ordered state with
short-ranged correlations can be expressed as
|di〉 = dxi |x〉+ dyi |y〉+ dzi |z〉, (7)
where dxi , d
y
i , d
z
i are complex numbers and can be re-expressed in the vector form with the basis
{|x〉, |y〉, |z〉} as di = (dxi dyi dzi ). It is convenient to separate the real and imaginary parts of
di as di = ui + ivi. The normalization of the wave-function leads to the constraint di · d¯i = 1,
or equivalently, u2i + v
2
i = 1, and the overall phase can be fixed by requiring d
2
i = d¯
2
i , i.e.,
ui · vi = 0. In a pure quadrupolar state, d will take either a real or imaginary value, but not
both, and the associated director is parallel to the director vector d. This is to be contrasted
with a magnetic order, for which d contains both real and imaginary components, thus yielding a
dipolar magnetic moment. Within the framework, we can determine the spin operator from Si =
2ui × vi. In terms of the components of the d, the spin and quandrupole operators can be written
as Sα = −i∑βγ αβγ d¯βdγ , Qx2−y2 = −|dx|2 + |dy|2, Q3z2−r2 = [|dx|2 + |dy|2 − 2|dz|2] /√3,
Qαβ|α 6=β = −d¯αdβ − d¯βdα.
Within the site-factorized wave-function analysis, we can then re-express the model Hamilto-
nian as
H =
∑
i,δn
[
Jn
∣∣di · d¯j∣∣2 + (Kn − Jn) |di · dj|2 +Kn] , (8)
where we have fixed J3 = 0 and −K1 = K2 = −K3 = K > 0. The variational phase diagram
is obtained by numerically minimizing the Hamiltonian above. There are five phases found within
the site-factorized wave-function analysis, which are collinear antiferromagnetic phase (CAFM),
Ne´el AFM , (pi, 0) antiferroquadrupolar phase (AFQ), a newly discovered magnetic phase dubbed
(pi/2, pi) AFM∗, and a phase with coexistence of magnetic and quadrupolar orders at different
real-space sites dubbed AFMQ.
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The CAFM and Ne´el AFM show the conventional spin patterns with nearest-neighbor spins
parallel or anti-paralle to each other. The (pi, 0)AFQ is characterized by the mutually orthogonal
nearest-neighbor directors, i.e., di · dj = 0 = di · d¯j .
For (pi/2, pi)AFM∗, the spin pattern along the x-axis can take the periodic pattern as |Sz = 1〉,
|Sx = 1, |Sz = −1〉, and |Sx = −1〉, while the spin pattern along the yˆ-axis still takes the
conventional staggered form.
Within the site-factorized wave-function studies, the phase boundaries between each phase can
be determined analytically. We find that the site energies for Ne´el AFM, collinear AFM (CAFM),
(pi/2, pi) AFM∗, AFMQ, and (pi, 0) AFQ (we ignore the constant terms and set (J1, J3) = (1, 0)
in the equations along with −K1 = K2 = −K3 = K > 0) are
ENe´elAFM = 2 (K1 − J1) + 2J2 + 2J3 = −2 + 2J2 − 2K, (9)
ECAFM = K1 + 2(K2 − J2) + 2J3 = −2J2 +K, (10)
E(pi/2,pi)AFM∗ = −J1 + 5
4
K1 +
1
2
K2 +K3 = −1− 7
4
K, (11)
E(pi,0) AFQ = K1 + 2K3 = −3K, (12)
EAFMQ = −1
2
J1 +K1 +
3
2
K3 = −1
2
− 5
2
K. (13)
We can then determine the boundaries between each phase based on these energies
(1) Phase boundary between Ne´el AFM and (pi, 0)AFQ: K + 2J2 = 2.
(2) Phase boundary between Ne´el AFM and (pi/2, pi)∗AFM: K − 8J2 = −4.
(3) Phase boundary between Ne´el AFM and AFMQ: K + 4J2 = 3.
(4) Phase boundary between (pi/2, pi)AFM∗ and AFMQ: K = 2
3
.
(5) Phase boundary between AFMQ and (pi, 0)AFQ” K = 1.
(6) Phase boundary between (pi/2, pi)∗AFM and CAFM: 11K − 8J2 = −4.
(7) Phase boundary between AFMQ and (pi, 0)AFQ: 7K − 4J2 = −1.
(8) Phase boundary between CAFM and (pi, 0)AFQ: 2K − J2 = 0.
The AFMQ shows the same period as that of (pi/2, pi)AFM∗, but is an inhomogeneous phase with
finite magnetic orders and quadrupolar orders at different real-space columns (rows). The spin
17
pattern in AFMQ takes staggered pattern between magnetically-ordered sites, while the quadrupo-
lar pattern is ferroquadrupolar (FQ), i.e., quadrupolar directors are all parallel to each other. The
site-factorized wave-functions between the magnetically-ordered sites and the quadrupolar sites
are orthogonal to each other. Since this regime with coexisting magnetic and quadrupolar orders
at different columns (rows) appears between the (pi/2, pi)AFM and (pi, 0)AFQ, whose period is
consistent with both (pi/2, pi)AFM and (pi, 0)AFQ, it is likely that this phase is just a transition
regime between the purely magnetic phase and the purely quadrupolar phase. Its existence reflects
the first-order nature of the transition between the two phases, and it is expected to be destabilized
by quantum fluctuations; this is confirmed by our DMRG calculations. We have therefore ignored
it in the phase diagram in Fig. 1(a).
DMRG results
In this part we present more DMRG results. First we show the real space spin and quadrupo-
lar configurations obtained through the calculations of the spin-spin and quadrupolar-quadrupolar
correlation functions by DMRG on L = 8 cylinder in Fig. 5. Due to the cylindrical geometry,
the CAFM automatically chooses the anti-parallel configuration along the y−direction and the
parallel configuration along the x−direction; the AFQ phase has the antiferroquadrupolar config-
uration along the x−direction and the ferroquadrupolar configuration along the y−direction. In
the (pi/2, pi) AFM∗ phase, along the y−direction, the spin configuration is anti-parallel; along the
x−direction, the spin pattern in Fig. 5(b) indicates the spins are orthogonal between two nearest
neighbor sites. Secondly, we present more data of the spin (m2S) and quadrupolar (m
2
Q) order pa-
rameters for J2 = 0.8 in Fig. 6, which shows that the first phase transition point is at K ' 0.25
and the second phase transition is at K ' 0.65. Finally, we show the finite-size scaling for the
nematic order parameters σ1 and σQ of the four phases in Fig. 7. In the Ne´el AFM, both σ1 and
σQ decay fast to vanish with increasing size. For other three phases, the finite-size scaling clearly
show the non-zero nematic orders in the thermodynamic limit.
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b (π/2,π) AFM*
c Néel AFM
a CAFM
d (π,0) AFQ
FIG. 5. Real space spin and quadrupolar correlation functions of the four phases. (a) The spin
correlation for the CAFM at J2 = 1.5 and K = 0.5; (b) the spin correlation for the (pi/2, pi) AFM∗ at
J2 = 0.8 and K = 0.35; (c) the spin correlation for the Ne´el AFM at J2 = 0.4 and K = 0.6; (d) the
quadrupolar correlation for the (pi, 0) AFQ at J2 = 1.5 and K = 0.7. The green site is the reference
site; the blue and red colors denote positive and negative correlations of the sites with the reference site,
respectively. The area of circle is proportional to the magnitude of the spin or quadrupolar correlation.
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FIG. 6. Finite-size scaling of spin and quadrupolar order parameters for J2 = 0.8. To supplement the
data in Fig. 3 of the main text, m2S (a) and m
2
Q (b) are shown with more different K values here. The lines
are guided to the eye. For the quadrupolar order in (b), the peak value of the quadrupolar structure factor at
the momentum q = (pi, 0) is chosen.
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FIG. 7. Finite-size scaling of nematic order parameters for the four different phases. The nematic
order parameters σ1 (a) and σQ (b) for the CAFM at J2 = 1.5,K = 0.5, the (pi/2, pi) AFM∗ at J2 =
0.8,K = 0.35, the (pi, 0) AFQ at J2 = 1.5,K = 0.7, and the Ne´el AFM at J2 = 0.4,K = 0.6.
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