The paper addresses the concept of multicointegration in panel data frame-work. The proposal builds upon the panel data cointegration procedures developed in Pedroni (2004) , for which we compute the moments of the parametric statistics. When individuals are either cross-section independent or cross-section dependence can be re-moved by cross-section demeaning, our approach can be applied to the wider framework of mixed I(2) and I(1) stochastic processes analysis.
Introduction
Panel data techniques for macroeconomic analysis have experienced huge development in recent years. The increasing availability of statistical information has allowed to conduct studies using data of di¤erent countries, regions or cities to get more insights into economic relationships. In addition, the use of panel data statistics allows improvement in the power of statistical inference since it combines the information in both the time and cross-section dimensions. Macroeconomic panels can be characterized as those panel data sets with moderate or large number of observations (T ) compared to the number of individuals (N ) . This feature implies that non-stationarity in variance can be present in the panel data set, so that practitioners have to check whether the estimation of their model relating economic variables results in spurious regression or in cointegration relationship.
Non-stationarity in variance has been profusely addressed in panel data literature. We can …nd proposals that extend univariate unit root and stationarity tests to panel data framework, and similar developments have been proposed in cointegration analysis. Overviews of the …eld can be found in Banerjee (1999) , and Breitung and Pesaran (2005) . Main developments in panel data framework have addressed cointegration relationships. These proposals allow the assessment of the presence of long-run relationships among variables that in most cases are characterized as I(1) processes. However, standard cointegration analysis might be incomplete even in the case that cointegration is found. Thus, it is possible that a deeper level of cointegration, i.e. multicointegration, exists. As noted in Engsted, Gonzalo and Haldrup (1997) , multicointegration is also an important property of the data that needs to be considered empirically. The statistical properties of the procedures that are used for estimating and testing cointegrated systems become invalid if multicointegration is not taken into account when it is present. This will have serious consequences, for instance, in forecasting and hypothesis testing. Therefore, consideration of multicointegration when it is present can give us better statistical results when we analyze long-run economic relationships, especially in those cases where stock- ‡ow relationships are involved. Extending multicointegration to panel data framework is not only a matter of theoretical interest, but useful from an empirical point of view.
Empirical applications considering multicointegration have appeared in time series literature, although they can be extended to panel data framework as well -see Granger and Lee (1989) , Lee (1992) , Leachman (1996) , Leachman and Francis (2002) , and Siliverstovs (2003) . Previous multicointegration analyses are carried out either for one or more individuals, although the stochastic properties are studied individual-by-individual. For the latter, the application of multicointegration in panel data is of interest, provided that we can gain more insight on panel data stochastic properties through the combination of the information in both the cross-section and time series dimensions. Finally, it is worth mentioning that our approach can be applied to the analysis of cointegration with I(2) processes, since multicointegration is a special case of polynomial cointegration. In this case, further applications can be conducted -for instance, the analyses in Juselius (1999 Juselius ( , 2004 , and Banerjee, Cockerell and Russell (2001) can be extended to panel data framework. Multicointegration has mostly been tested using either the two-step approach in Granger and Lee (1989) , the one-step approach in Engsted, Gonzalo and Haldrup (1997) , or the Error Correction Model speci…cation in Engsted and Haldrup (1999) . In this paper we address this concern and generalize the approach in Pedroni (2004) to tackle panel data multicointegration.
One important feature of non-stationary panel data analysis is cross-section dependence. So far, cross-section independence among individuals has been commonly assumed in all these cases since it allows standard Normal limiting distributions to be obtained. However, this assumption plays an important role in practice. Banerjee, Marcellino and Osbat (2005) analyze the e¤ects of cross-section dependence in panel data unit root tests that assume independence among individuals. They show that important size distortions (over-rejections) appear when cross-section dependence is ignored. Recent developments in the literature aim to weaken this assumption using di¤erent approaches to account for cross-section dependence. In this paper we proceed in two stages. First, we derive the limiting distribution of the panel multicointegration test assuming that the individuals are cross-section independent. In a second stage we consider the factor structure in Bai and Ng (2004) , and Banerjee and Carrion-i-Silvestre (2006) to account for cross-section dependence whether the …rst level cointegrating vector is known or unknown. Both the one and the two-step approaches available in the literature for testing multicointegration are useful in conducting our analysis.
The paper is organized as follows. Section 2 de…nes the concept of multicointegration and presents the model that is used in the paper. Section 3 de…nes the panel data multicointegration test statistics, for which both …nite sample and asymptotic moments are computed. In Section 4 we consider the presence of cross-section dependence when testing for multicointegration through common factors models. Section 5 analyses the …nite sample performance. In Section 6 we investigate the presence of multicointegration between sales and production for a panel data set of forty-eight US industries. Finally, Section 7 concludes.
Multicointegration in panel data
Cointegration is a necessary condition for the presence of multicointegration as de…ned in Granger and Lee (1989) . Thus, if we consider one dimensional time series fy i;t g 1 0 and m-dimensional time series fx i;t g 1 0 all being I(1) non-stationary stochastic processes, t = 1; : : : ; T , i = 1; : : : ; N , these variables are assumed to satisfy the following standard cointegration model:
(1) where fc t g 1 1 is an s 0 -dimensional deterministic sequence of general form -typically, c t = 0, c t = 1 and c t = (1; t) -and where # i;t is an I(0) series. Suppose that the cumulated cointegration residuals, S i;t = P t j=1 # i;j , cointegrate with either fy i;t g 1 0 and/or fx i;t g 1 0 , then we obtain the standard multicointegration model, that is
where fm t g 1 1 is the s 1 -dimensional deterministic sequence and where u i;t is an I(0) series. Following Engsted, Gonzalo and Haldrup (1997) , we can write (2) as:
where Y i;t = P t j=1 y i;j and X i;t = P t j=1 x i;j are I(2) variables and Cm t = P t j=1 c j + m t is the new m 0 -deterministic component associated to multicointegration relation (3), with m 0 = s 0 + s 1 and i = ( 
with d u i;t = v i;t . The order of integration d can be either d = 0; 1 or 2, which is to be discussed below. The processes x 0 i;t ; X 0 i;t ; Y 0 i;t are initialized at t = 1; 0; 0, respectivelythis does not a¤ect the results. The w i;t = (v i;t ; " i;1t ; " i;2t ) 0 stochastic processes involved in the de…nition of the model are assumed to be a strong-mixing sequence satisfying the multivariate invariance principle in Phillips and Durlauf (1986) . Thus, let B T (r) =
t=1 w i;t be the partial sum process. Then, as T ! 1, B T (r) ) B(r) BM ( ), where ) denotes weak convergence of the associated probability measure on the unit interval [0, 1] , and B(r) denotes a vector Brownian motion process with long-run variance matrix i . Moreover, we partition i conformably with w i;t , so that 
where i = E(w i;0 w 0 i;0 ) and i = P 1 k=1 E(w i;0 w 0 i;k ). For subsequent use, we also de…ne i = i + i , which can be partitioned in conformity with i . In (5) the diagonal submatrices i;11 and i;22 are assumed to be positive de…nite such that x 0 i;t and X 0 i;t are not permitted to be individually cointegrated.
There are in this I(2) system several cointegration possibilities depending on the order of integration of u i;t , i.e.
d u i;t = v i;t with d = 0; 1; 2. When d = 2 there do not exist either cointegration or multicointegration because there is not any common stochastic trend -i.e. u i;t process is integrated of order two. When d = 1 there is only cointegration at the …rst level. Note that in this case Y 0 i;t ; X 0 i;t CI(2; 1) with cointegrating vector (1; i ) and, hence, P t j=1 z i;j = P t j=1 y i;j P t j=1 x i;j i is integrated of order 1. Then, the residuals z i;t must be stationary showing that there is cointegration at the …rst level. Finally, when d = 0 we conclude that the variables y i;t and x i;t are multicointegrated in such a way that all stochastic trends are cancelled in the multicointegration relation. The conditional model (4) can be expressed as:
where i = ( i;0 i;1 i i;2 i ). Depending upon the integration order of u i;t , there may be stochastic cointegration at di¤erent levels as well as deterministic co-trending if some elements in i turn out to be zero, although the series individually have nonzero elements in their deterministic part. The speci…cation in (6) nests the multicointegration framework de…ned in Haldrup (1994) and Engsted, Gonzalo and Haldrup (1997) once we specify either Cm t = 0, Cm t = 1, Cm t = (1; t) or Cm t = (1; t; t 2 ), i.e. zero, constant, trend and quadratic trend respectively.
Testing the null of non-multicointegration in panel data
In this section we present the panel data residual based statistic that allows testing the null hypothesis of non-multicointegration. Although our set-up builds upon the multicointegration framework, the proposal can be applied in more general situations in which the presence of cointegration can be tested for mixed I(2) and I(1) variables. This is of great interest provided that, to the best of our knowledge, there are not any proposal in non-stationary panel data analysis that address this concern. The computation of the statistics proceeds as follows. First, the OLS estimated residuals in (6) are used to specify an augmented Dickey-Fuller type regression,
from which either the normalized bias -computed as T^ i 1 ^ i;1
, see Hamilton (1994) , pp. 523 -or the t-ratio statistic t^ i can be de…ned for each individual. Second, the individual information can be combined using the parametric betweendimension panel data statistics as de…ned in Pedroni (2004) , i.e.
Haldrup (1994) follows Phillips and Ouliaris (1990) and derives the limiting distribution for the individual t^ i statistics, which is shown to converge to t^ i )
, and, similarly, 1 ^ i;1
where
with ! i;00:1 = ! i;00 ! i;01 Theorem 1 Let fy i;t g 1 0 and fx i;t g 1 0 be the I(1) stochastic processes that de…ne the cointegration relationship given in (1), and Y i;t = P t j=1 y i;j and X i;t = P t j=1 x i;j be the I(2) stochastic processes that de…ne the multicointegration relationship in (6). Let and denote the mean and variance for the vector Brownian motion functional
Furthermore, let p i be the order of autoregression chosen such that p i ! 1 and p 3 i =T ! 0. Under the null hypothesis of non-multicointegration that i = 0 8i; i = 1; : : : ; N , in (7) and assuming that individuals are cross-section independent, the Z^ N T and Zt N T statistics given in (8) converge as T ! 1 followed by N ! 1, i.e. (T; N ! 1) seq , to:
where 1 ; 1 ; 2 and 2 are the mean and variance of the Brownian motion functionals to which the individual normalized bias and t-ratio statistics converge.
As in Pedroni (2004) , in order to prove Theorem 1 we require only the assumption of …nite second moments of the random variables characterized as Brownian motion functionals, which will allow us to apply the Lindberg-Levy Central Limit Theorem as N ! 1. The moments of the limiting distributions, 1 ; 1 ; 2 and 2 , are approximated by Monte Carlo simulation for the four deterministic speci…cations -zero, constant, trend and quadratic trend -for di¤erent combinations of m 1 I(1) and m 2 I(2) stochastic regressors in the cointegrating relationship. To be speci…c, we have followed Haldrup (1994) , and Engsted, Gonzalo and Haldrup (1997) and de…ne (m 2 + 1) I(2) stochastic processes -one for the endogenous variable and m 2 for the regressors -using partial sum of partial sum of iid N (0; 1), whereas for the m 1 I(1) stochastic processes we have used using partial sum of iid N (0; 1) with T = 1; 000 in all cases. Tables 1 and 2 present the moments of the limit distributions.
Since the limit distribution of the tests can provide poor approximation in …nite samples, we have approximated the moments of the statistics for T = f50; 100; 250g as well. For these sample sizes the moments have been computed selecting the order (p i ) of the parametric correction in (7) with the t-sig criterion in Ng and Perron (1995) with p max = 5 as the maximum number of lags. Other criteria might be followed to select the order of the autoregressive correction -i.e. we could chose p i by means of information criteria such as AIC or BIC, or …x p i in exogenous way. Since the t-sig criterion in Ng and Perron (1995) is one of the most widely used strategies in practice, we have preferred to compute …nite sample moments following this approach. Obviously, the use of di¤erent methods to select p i in …nite samples a¤ects the moments that have to be used to compute the statistic. Thus, practitioners willing to apply other criteria when selecting the order of the autoregressive correction should compute the moments of the statistics in …nite samples. Tables 1 and 2 report the …nite sample moments for the di¤erent deterministic speci…cations based on the t-sig criterion in Ng and Perron (1995) . In all simulations 10,000 replications were done. As can be seen, the moments of the distribution depends both on the speci…cation and the number of stochastic regressors.
Panel multicointegration with common factors
Previous sections have assumed that individuals in the panel data set are independent from each other. Notwithstanding, economic models predict that macroeconomic variables such as GDP, consumption, interest rates, exchange rates and investment for di¤er-ent countries are related. Economic models for which multicointegration can be present are based on some of these variables, so dependence among individuals is found. For instance, life-cycle hypothesis involves income, consumption and wealth, which are expected to be related for di¤erent countries. Unful…lment of independence among individuals implies that previous results no longer hold. As mentioned in the introduction, there are di¤erent approaches in the literature to account for cross-section dependence. In this section we adopt approximate common factor models to model cross-section dependence among individuals. Our speci…cation follows that in Banerjee and Carrion-i-Silvestre (2006) for the panel cointegration analysis. However, the application of this approach has led us to write the multicointegration testing procedure in terms of the two-steps procedure in Granger and Lee (1989) , instead of using the one-step approach in Engsted, Gonzalo and Haldrup (1997) .
Let us assume that we have a panel data multicointegrated set given by:
where S i;t = P t j=1 # i;j . Equation (9) represents the …rst level of cointegration, while (10) speci…es the multicointegrating relationship, i.e. the relationship between y i;t and the cumulated residuals of the …rst level cointegrating regression. Since multicointegration requires that variables in levels have to be cointegrated, then S i;t I(1) by de…nition. The OLS estimated residuals in (9) can be written as# i;t = # i;t c t (
This feature allows us to use the cumulated estimated residuals of (9) and de…nes the following set-up:
where S i;t = P t j=1 # i;j , which can be estimated using# i;t obtained in the …rst step without a¤ecting the results. C (L) = P 1 j=0 C j L j , F t denotes a (1 r)-vector containing the common factors, with i the vector of loadings. Despite the operator (1 L) in equation (13), F t does not have to be I(1). In fact, F t can be I(0), I(1), or a combination of both, depending on the rank of C(1).
. If C(1) 6 = 0, but not full rank, then some components of F t are I(1) and some are I(0). Our analysis is based on the same set of assumptions in Bai and Ng (2004) , and Banerjee and Carrion-i-Silvestre (2006). As in Banerjee and Carrioni-Silvestre (2006), we distinguish two situations depending on whether the stochastic regressorŜ i;t is strictly exogenous or non-strictly exogenous regressor. This distinction is important since under strict exogeneity the limiting distribution of statistics does not depend onŜ i;t . However, this is not true when correlation between e i;t and# i;t is allowed so some sort of modi…cations should be introduced to account for the endogeneity. Here we suggest using the Dynamic OLS (DOLS) estimation method in Stock and Watson (1993) . Throughout the paper, we assume that the number of leads and lags is …xed as in Stock and Watson (1993) , although they can be chosen using BIC information criterion as suggested in Westerlund (2005b) -see Banerjee and Carrion-i-Silvestre (2006) for further details on non-strictly exogenous regressors. For ease of exposition, we assume thatŜ i;t is strictly exogenous stochastic regressor. The estimation of the common factors is done as in Bai and Ng (2004) , and Banerjee and Carrion-i-Silvestre (2006) . The procedure to estimate both the idiosyncratic disturbance term and the common factors proceeds as follows. First, we compute the …rst di¤erence of the model:
Note that ifŜ i;t is non-strictly exogenous, we should introduce leads and lags of 2Ŝ i;t in (16). Then, we take the orthogonal projections y i;t = f t i + z i;t , with
and x i the matrix that collects the …rst di¤erence of the deterministic and theŜ i;t stochastic regressor -the superscript in x i indicates that there are deterministic elements. The estimation of the common factors and factor loadings can be done as in Bai and Ng (2004) using principal components. Then, the estimated residuals are de…ned asz i;t = y i;t f t~ i , so that we can recover the idiosyncratic disturbance terms through cumulation, i.e.ẽ i;t = P t j=2z i;j , and test the unit root hypothesis using the ADF regression equation. When r = 1 we can use the ADF type equation to analyze the order of integration of F t as well. However, we should proceed in two steps. In the …rst step, we regressF t on the deterministic speci…cation and the stochastic regressors. In the second step, we estimate the ADF regression equation using the detrended common factor F t , i.e. the residuals of the …rst step. Finally, if r > 1 we should use one of the two statistics proposed in Bai and Ng (2004) -denoted as M Q c (q) for the non-parametric statistic and M Q f (q) for the parametric one -to …x the number of common stochastic trends (q). The following Theorem presents the limiting distribution of these statistics.
Theorem 2 Let fY i;t g the stochastic process with DGP given by (11) 
where ADF c e (i) and ADF ẽ (i) denote the statistics for the constant and time trend speci…cations, respectively, and
(2) When r = 1, under the null hypothesis that F t has a unit root
where W w (r) denotes the detrended -either by a constant or a linear time trend depending on the deterministic speci…cation -Brownian motion.
(3) When r > 1, let W q be a q-vector of standard Brownian motion and W q the detrended counterpart. Let v (q) be the smallest eigenvalues of the statistic computed as
(3.1) Let J be the truncation lag of the Bartlett kernel, chosen such that J ! 1 and
Then, under the null hypothesis that F t has q stochastic trends,
2) Under the null hypothesis that F t has q stochastic trends with a …nite VAR( p) representation and a VAR(p) is estimated with p p, T ṽ f (q) 1
The proof of Theorem 2 is entirely analogous to that in Banerjee and Carrion-iSilvestre (2006) and sketched in the Appendix. Note that the limiting distribution of the statistics is the same as the ones in Bai and Ng (2004) , and in Banerjee and Carrion-i-Silvestre (2006) . We can de…ne a panel data unit root statistic using the individual ADF statistics computed for the idiosyncratic disturbance term, i.e.
, j = fc; g, which, standardized, it is shown to converge to the standard Normal distribution. Asymptotic and …nite sample moments ẽ j and ẽ j , j = fc; g, of the statistics are reported in Table 3 using 1,000 replications -note that these moments can be also used to compute those statistics in Bai and Ng (2004) , and in Banerjee and Carrion-i-Silvestre (2006) . As above, the …nite sample moments are based on the use of the t-sig criterion in Ng and Perron (1995) with p max = 5 as the maximum number of lags for the autoregressive correction.
The presence of multicointegration depends on the rank of the C(1) matrix in (13) and on the values of i in (14). Thus, if i = 1 8i and C(1) is of full rank, multicointegration does not exist. Multicointegration is present when i < 1 8i and C(1) = 0. Finally, multicointegration will be present with up to r 1 ( r) non-stationary factors if i < 1 8i and C(1) 6 = 0, but not full rank, since then some components of F t are I(1) and some are I(0). This situation can be encountered if cross-multicointegration is present between y i;t and/or x i;t for di¤erent individuals.
1 In this case, the non-stationary common factor might be understood as a common stochastic trend relating y i;t (or x i;t ) series in each panel data set.
Monte Carlo simulations
Finite sample performance of the statistics that have been proposed in this paper is investigated using simulations. We present simulation results for the situation in which individuals are assumed to be cross-section independent, and for the case where cross-section dependence is driven by common factors. Note that throughout the section we assume that the the …rst level cointegrating vector i is assumed to be unknown. Throughout the section, the lag order for the autoregressive correction that is required for computing the ADF statistics is selected using the t-sig criterion in Ng and Perron (1995) with p max = 5 lags as the maximum order.
Cross-section independent individuals
The data generating process (DGP) that has been used is given by
where, without loss of generality, A i = 2 8i = 1; : : : ; N , and i;t N 0; 2 ;i . Note that when i;1 = i;2 = 0 and x i;2t ; y i;2t I (0) we are under the null hypothesis of nonmulticointegration, while when i;1 6 = i;2 6 = 0 and x i;2t ; y i;2t I ( 1) we are under the alternative hypothesis of multicointegration. We have several local alternatives depending upon the values for i;1 , i;2 and the di¤erent possibilities to obtain I ( 1) processes, i.e. overdi¤erenced stationary processes. The x i;2t and y i;2t stochastic processes have been de…ned as follows:
y i;2t = w i;2t w i;1t = i;1 w i;1t 1 + " i;1t w i;2t = i;2 w i;2t 1 + " i;2t ;
where " i;1t N 0;
, " i;2t N 0;
with 2 " i;1 = 2 " i;2 = 1. Note that when i;1 = i;2 = 1 we are under the null hypothesis, while for i;1 ; i;2 < 1 we are under the alternative hypothesis.
Several speci…cations have been adopted in the Monte Carlo simulations for the parameters of interest when analyzing the empirical power -i.e. under the alternative hypothesis. We have imposed i;1 = i;2 = 0:5 for all individuals since they do not and Osbat (2005) . a¤ect the empirical power of the statistics. There are two di¤erent sets of parameters that a¤ect the empirical power of the statistics, i.e. the autoregressive parameters i;1 and i;2 , and 2 ;i , which has the interpretation of a signal-to-noise ratio since we have set 2 " i;1 = 2 " i;2 = 1. Regarding these parameters, we have followed two approaches. First, we have assumed that they are …xed and common to all individuals setting i;1 = i;2 = f0:99; 0:9g and 2 ;i = f10; 30; 50g. Second, when investigating the empirical power we have allowed heterogeneous values for both the autoregressive parameters specifying i;1 = i;2 U [0:9; 0:99] and for the signal-to-noise ratio
2
;i U [10; 50], where U denotes the uniform distribution. In all cases, we have carried out simulations for T = f50; 100; 250; 1; 000g and N = f20; 40g, with 1,000 replications. The nominal size is set at the 5% level of signi…cance.
Tables 4 and 5 report the empirical size and power when the relevant parameters of the model are homogeneous for all individuals. In general, the statistics show mild over size distortions for small sample sizes (T = 50), though the empirical size tends to be close to nominal one as T increases. In addition, size distortions decrease with the signal-to-noise ratio. Notwithstanding, note that these size distortions only appear for those speci…cations that include deterministic terms, since for the non-deterministics case the empirical size is around the nominal one in almost all situations. These oversize distortions could be explained by the speci…cation of the DGP in structural form. Note that if we express the DGP in …nal form we obtain that the disturbance term is a mixture of the disturbance terms in the structural form, which under the null hypothesis include overdi¤erenced stochastic processes. Simulations not reported here indicate that the empirical size equals the nominal one in all cases when the stochastic I(2) and I(1) processes are generated in an independent way. Regarding the empirical power, the test statistics show good properties with values that equal one in most cases when i;1 =
Cross-section dependent individuals
We de…ne the DGP given by y i;t = S i;t + u i;t (17)
S i;t = # i;t ; u i;t = F t i + e i;t ;
where # i;t iid N (0; 1) and i U [2; 10]. The idiosyncratic disturbance terms are generated according to e i;t = i e i;t 1 + i;t , with i;t iid N 0; 2 i , while the common factor term is given by F t = F t 1 + t , with t iid N (0;
2 ). In this section we consider the case of one known common factor (r = 1) as well as the case three (r = 3) unknown common factors. For the later, we have estimated the number of common factors using the panel BIC information criteria in Bai and Ng (2004) allowing for up to six common factors. In order to save space, we only investigate the empirical size and power of the Zẽ statistic, using i = f0:9; 0:99; 1g 8i, = f0:9; 0:95; 1g, with 2 i = f3; 5g and 2 = 1 -note that
has interpretation in terms of signal-to-noise ratio. Simulations are computed for T = f50; 100; 250g and N = 40, using 1,000 replications. The nominal size is set at the 5% level of signi…cance.
The DGP given in (17) and (18) implies that y i;t and x i;t are cointegrated with cointegrating vector (1, -1). The presence of multicointegration depends on the values of i and . Thus, if i = 1 8i and/or = 1, multicointegration does not exist. Multicointegration is present when both i and are less than one 8i. Finally, multicointegration will be present up to r 1 ( r) non-stationary factors if i < 1 8i and = 1 for r 1 common factors. We have obtained the OLS estimated residuals from y i;t = i + x i;t i + # i;t , and de…ned S i;t = P t j=1# i;j . Then, we have proceeded following the procedure described in Section 4, with m t = (1; t) in (11). We use the …nite sample moments reported in Table 3 to compute the Zẽ statistic.
Let us …rst focus on the results for the one common factor. Results in Table 7 indicate that for large T the empirical size of the Zẽ statistic is close to the nominal one, although size distortion appear for T = 50. This feature was to be expected since in this case T is similar to N -note that our approach requires T larger than N . The ADF F statistic shows good empirical size, although mild distortions appear for T = 50. As expected, the power of both statistics increases as i and moves away from one. Furthermore, the power of the Zẽ statistic increases as 1=4 . We only o¤er results for the non-parametric version of the M Q statistic M Q f since results for the parametric one (M Q c ) were almost equivalent. In this Table, M Q(3) denotes the frequency that the M Q f statistic has detected three common stochastic trends, M Q(2) for the frequency corresponding to two stochastic trends, M Q(1) for one stochastic trend and, …nally, M Q(0) denotes the times that the statistic has not detected any stochastic trend. Results in Table 8 indicate that the empirical size of the Zẽ statistic approaches the nominal one as T increases, regardless of 2 i . As expected, the power of the test increases as i moves away from one, and as T gets larger. Note that these conclusions are obtained irrespective of . The performance of the M Q f statistic is quite good, since it tends to detect the right number of common stochastic trends most times, while it shows non-trivial power when the common factors are stationary. As for the Zẽ statistic, these conclusions are robust to the value of i . In all, simulations that have been conducted in this paper indicate that the test statistics o¤er good properties in …nite samples when testing the null hypothesis of non-multicointegration, regardless of the test statistic that is used.
Production and sales multicointegration relationship in US industries
In this section we illustrate the application of the procedures developed in this paper using monthly inventories and sales series as in Granger and Lee (1989) . We use seasonally adjusted series in 1996 constant dollars that cover the period January 1967 to December 1996, i.e. T = 359 observations, and are drawn from the US Department of Commerce, Bureau of Economic Analysis database -the analysis cannot be extended from January 1997 onwards due to methodological changes in the de…nition of these time series. The database o¤ers information on inventories (Inv i;t ) and sales (sales i;t ) for 47 US industries that belong to manufacturing, wholesale trade and retail trade sectors. The production (prod i;t ) series are obtained using the identity in Granger and Lee (1989) , i.e. prod i;t = sales i;t + Inv i;t , i = 1; : : : ; 47 and t = 1; : : : ; 359. Granger and Lee (1989) conclude that empirical results generally support the presence of multicointegration relationships between production and sales in many of the US industries and industrial aggregates. The goal of this section is to extend the previous evidence using the panel data techniques that have been proposed in this paper, which allows the power of the analysis to be increased through the combination of the information of the time and cross-section dimensions.
We have applied the panel data unit root tests in Maddala and Wu (1999) -hereafter, MW statistic -and Im, Pesaran and Shin (2003) -henceforth IPS statistic -to analyze the panel data sets of sales, production and inventories. The order of the autoregressive speci…cation that is used to compute the individual statistics is selected using the t-sig criterion in Ng and Perron (1995) with the maximum order of lags set at twelve as in Granger and Lee (1989) . Panel A of Table 9 indicates that for the case where cross-section independence is assumed, the t-ratio IPS statistic concludes that sales, production and inventories are I(1), while the …rst di¤erence of inventories is stationary in variance. Mixed evidence is obtained when using the MW statistic. The null hypothesis of nonstationarity cannot be rejected at the 5% level of signi…cance for sales and inventories, while it is rejected for production and change in inventories. Cross-independence might be an unrealistic assumption, especially when analyzing sales and production series of industries that belong to the same economy.
We have accounted for the presence of cross-section dependence in three di¤erent ways. First, we have followed the approach in Im, Pesaran and Shin (2003) , and have proceeded to remove the cross-section mean -which implies assuming that cross-section dependence is driven by one stationary common factor. Results reported in Panel A of Table 9 indicate that sales, production and inventories are I(1), while change in inventories is I(0). The second way to consider cross-section dependence is based on the computation of the bootstrap distribution for the IPS and MW panel data statistics. In this case, we reach the same conclusions as when individuals were assumed to be independent. Finally, we can base the analysis on the common factor approach in Bai and Ng (2004) . Panel A of Table 9 presents the estimated number of factors (r) determined using the panel BIC information criterion allowing for up to six common factors. Both versions of the M Q statistic indicate that there are non-stationary factors driving production, sales and inventories, while the panel ADF statistic applied to the estimated idiosyncratic disturbance term does not reject the null hypothesis of unit root. Therefore, production, sales and inventories can be characterized as non-stationary panels. The opposite situation is found for change in inventories, since both components are stationary in variance.
So far, the analysis reveals that production and sales are cointegrated with vector (1, -1) since all computation that has been carried out shows that change in inventories is I(0). Furthermore, Bai and Ng (2004) methodology indicates that dependence across US industries in the change in inventories is driven by stationary common factors. Panel B of Table 9 presents the panel data statistics for testing the null hypothesis of non-multicointegration. Assuming that individuals are cross-section independent leads to reject the null hypothesis of non-multicointegration using both Z^ N T and Zt N T statistics at the 5% level of signi…cance. Therefore, we …nd evidence that points to the presence of multicointegration. Nevertheless, these results might be wrong if cross-section dependence is present amongst individuals. First, we have accounted for the presence of cross-section dependence including temporal e¤ects. Thus, working with cross-section demeaned data produces inconclusive results. The Z^ N T statistic …nds evidence of panel multicointegration, whereas the Zt N T does not. Previous analyses have revealed that common factors might be driving cross-section dependence. In order to account for this feature, we have computed the statistics in Section 4 allowing for up to six common factors. Results in panel B of Table 9 investigates whether inventories cointegrates with production and/or sales. In both cases the maximum number of common factors is achieved. Let us focus …rst on sales and inventories relationship. In this case, there are non-stationary common factors -the number depends both on the information criterion and on the version of the M Q statistic that is used -and panel data ADF statistic computed for the idiosyncratic disturbance term does not reject the null hypothesis of unit root at the 5% level of signi…cance. Therefore, results indicate that there is not cointegration between sales and inventories. When the analysis focuses on production and inventories, we …nd that, regardless of the information criterion and the version of the M Q statistic that is used, there are two non-stationary in variance common factors. The panel ADF statistic based on the estimated idiosyncratic disturbance term shows that the null hypothesis of unit root can be rejected at the 10% level. Taken at a whole, we have found evidence of mild multicointegration up to the presence of two non-stationary common factors. As mentioned above, note that this situation might be encountered if cross-multicointegration is present between production or inventories for di¤erent industries, i.e. if series of production (or inventories) of different industries cointegrate each other. Thus, the non-stationary common factors might be understood as common stochastic trends relating production (or inventories) series in each panel data set.
Conclusions
We have proposed test statistics that allow us to analyze the presence of multicointegration relationships in panel data. Although the proposal has focused on multicointegration testing, the statistics can be used to study the presence of cointegration in a wider framework, that is, panel cointegration among I(2) processes when individuals are independent or when cross-section dependence can be modelled by including temporal e¤ects -to the best of our knowledge, this has not been previously considered in the literature. However, this is not the case when cross-section dependence is modelled through approximate factor models. In this situation, the analysis has to be carried out in a I(1) set-up. The use of the common factor approach can be used regardless of whether the cointegration vector of the …rst level is known or unknown. Simulations conducted in the paper reveal that the statistics show good performance in terms of empirical size and power. Finally, we have illustrated the use of the proposal investigating multicointegration relationships between sales and production of US industries.
A Mathematical Appendix

A.1 Proof of Theorem 2
We proceed to sketch the proof the case were the deterministic term is driven only by a constant (m t = 1), although the results can be generalized for the other speci…cations. Thus, we show that our framework can be reduced to the one in Bai and Ng (2004) , and Banerjee and Carrion-i-Silvestre (2006), so that interested readers can …nd further details in those references.
Note that the model given by (11) and (12) can be expressed as:
Note that we can writez
where v t =f t f t H and d i =~ i H 10 i . The computation of the partial sum processes of (19) gives:
Let us analyze each element of (20) separately. The left-hand side of (20) is equal to
where [P i ẽ i ] j denotes the j-th element of the matrix P i ẽ i , and P i = I T 1 M i . The …rst element on the right of (21) 
The second element on the right hand of (21) tends to T
since we assume that stochastic regressor S i;t is strictly exogenous. Henceforth, we use S i;t instead of Ŝ i;t in the derivations provided that it has been shown that
These derivations lead us to Banerjee and Carrion-i-Silvestre (2006) for further details. The same result can be achieved for T 1=2 P t j=2 z i;j . This indicates that the presence of stochastic regressors does not have any e¤ect on the partial sum processes. Regarding the term involving fv t g we see from Eq. (A.3) in Bai and Ng (2004) 
. Moreover and as shown in Bai and Ng (2004) , the term
From all these results it follows that
that is, the limiting distribution is the same derived in Bai and Ng (2004) for the constant case -see Bai and Ng (2004) for the proof. The same result is found for the ADF test. This implies that the presence of stochastic regressors does not a¤ect the limiting distribution of the statistic.
Let us now deal with the unit root hypothesis testing when there is r = 1 common factor. The …rst di¤erence of the model de…nes an idempotent matrix M i that depends on the individual, although it is shown below that the elements that depend on i vanish asymptotically. Thus, note that
since we de…neF 1 = 0. Note that the …rst element of (22) is
since F t = H F t + v t and V t = P t j=2 v j . The detrended estimated factor will remove
which can be shown that
-see Bai and Ng (2004) 
where W w (r) denotes the detrended Brownian motion and~
w . The ADF statistic has the same limiting distribution provided that the order of the autoregressive correction is selected such that p ! 1 and p 3 = min [N; T ] ! 0. The limiting distribution of the test statistic that is used when there is more than one common factor (r > 1) is the same as the one derived in Bai and Ng (2004) for the constant case. We address the reader to Bai and Ng (2004) for the proof of this part of the Theorem, since our framework is equivalent to theirs. Finally, it should be mentioned that all these results hold for the case of non-strictly exogenous regressors once the model given by (11) and (12) has been augmented to include leads and lags of Ŝ i;t . In practice, the number of leads and lags can be selected using the BIC information criterion. Further details can be found in Banerjee and Carrion-i-Silvestre (2006) . -18.144 85.923 -17.582 72.963 -17.251 68.480 -17.029 67.094 3 1 -22.060 110.768 -21.496 90.987 -21.185 84.285 -20.953 82.385 4 1 -25.878 136.910 -25.359 109.777 -25.125 100.824 -24.824 97.521 0 2 -15.617 76.183 -14.387 59.183 -13.633 53.168 -13.240 Table 3 : Asymptotic and …nite sample moments for the ADF idiosyncratic statistics T = 50 T = 100 T = 250 T = 1; 000 Table 7 : Empirical size and power for the Zẽ and ADF F statistics. One known common factor, N = 40 individuals T indicates the number of common stochastic trends that are present in the estimated common factors (r). ADF idio denotes the ADF panel data unit root tests applied on the estimated idiosyncratic disturbance terms.
