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Abstract
We consider stochastic second order meth-
ods for minimizing strongly-convex functions
under an interpolation condition satisfied by
over-parameterized models. Under this con-
dition, we show that the regularized sub-
sampled Newton method (R-SSN) achieves
global linear convergence with an adaptive
step size and a constant batch size. By grow-
ing the batch size for both the sub-sampled
gradient and Hessian, we show that R-SSN
can converge at a quadratic rate in a local
neighbourhood of the solution. We also show
that R-SSN attains local linear convergence
for the family of self-concordant functions.
Furthermore, we analyse stochastic BFGS
algorithms in the interpolation setting and
prove their global linear convergence. We em-
pirically evaluate stochastic L-BFGS and a
“Hessian-free” implementation of R-SSN for
binary classification on synthetic, linearly-
separable datasets and consider real medium-
size datasets under a kernel mapping. Our
experimental results show the fast conver-
gence of these methods both in terms of the
number of iterations and wall-clock time.
1 Introduction
Common machine learning tasks can be formulated as
minimizing a finite sum of objective functions. For
instance, in supervised learning, each component of
the finite sum is the loss function associated with
∗ Equal contribution.
† Canada CIFAR AI Chair.
a training example. The overall objective is typ-
ically minimized using stochastic first order meth-
ods such as stochastic gradient descent (SGD) or
its variance-reduced versions [62, 27, 18]. However,
first order methods can suffer from slow convergence
on ill-conditioned problems. Popular adaptive meth-
ods [19, 30, 65] alleviate this problem to some extent
by using a diagonal approximation to the covariance
of the stochastic gradients to approximate the second
order information of the function. By modelling the
function’s local geometry, these adaptive methods are
more robust to the problem’s conditioning and tend to
have reasonable performance across various problems.
There has also been substantial work in explicitly in-
corporating second order information through the Hes-
sian matrix in Newton methods [36, 52, 45] or through
the Fisher information matrix in natural gradient
methods [1, 60, 54, 46]. Incorporating this information
to adapt to the local curvature enables Newton meth-
ods to achieve quadratic convergence in a neighbour-
hood of the solution, whereas typical first order meth-
ods can only achieve linear convergence [50]. However,
the computational complexity of Newton methods is
linear in the number of training examples and cubic
in the problem dimension, making it prohibitively ex-
pensive for large high-dimensional datasets. To reduce
the dependence on the number of training examples,
sub-sampled Newton methods [58, 59, 9, 21, 69] sample
a smaller batch of points and use it to form the sub-
sampled Hessian in each iteration. In order to further
scale these methods to high-dimensional datasets or
to models with a large number of parameters, there
has been a rich body of research to develop compu-
tationally efficient approximations to the Hessian ma-
trix [4, 36, 46, 21, 56]. In this paper, we mainly re-
strict our attention to sub-sampled Newton methods
and consider problems of moderate dimension where
it is computationally efficient to perform sub-sampled
Hessian-vector operations.
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A recent, parallel line of work has focused on the opti-
mization of large over-parameterized models prevalent
in modern machine learning. The high expressivity
of these models enables them to interpolate the train-
ing data, meaning that the gradient for each compo-
nent function in the finite sum can become zero at
the solution of the overall objective [63, 67, 68, 41, 3].
Examples of such models include logistic regression
on linearly-separable data, non-parametric regression
[34, 5], boosting [61], and over-parameterized deep
neural networks [71]. Interpolation allows stochastic
first order methods to attain the convergence rates of
their deterministic counterparts, without the need for
explicit variance reduction techniques [67, 68, 41, 3].
Although interpolation enables the fast convergence of
stochastic first order methods, these methods do not
take advantage of second order information and can
be still hindered by ill-conditioning. This motivates
us to study stochastic second order methods in the
interpolation setting.
1.1 Contributions
To this end, we focus on the regularized sub-sampled
Newton method (R-SSN) that uses a batch of examples
to form a sub-sampled Hessian and gradient vector in
each iteration. R-SSN combines the sub-sampled Hes-
sian with Levenberg-Marquart regularization [32, 42].
We first analyse the convergence rate of R-SSN for
strongly-convex functions in the interpolation setting.
In Section 3.1, we show that R-SSN with an adaptive
step size and a constant batch size can achieve global
linear convergence in expectation. This work is in con-
trast with that of Bollapragada et al. [9] and Bellavia
et al. [6] that analyse sub-sampled Newton methods
in the absence of interpolation, where a geometrically
increasing batch size is required to get a global linear
convergence.
If we allow for a growing batch size in the interpolation
setting, R-SSN results in linear-quadratic convergence
in a local neighbourhood of the optimal solution (Sec-
tion 3.2). In contrast, in order to obtain superlinear
convergence, Bollapragada et al. [9] require the batch
size for the sub-sampled gradient to grow at a faster
than geometric rate. Our results show that interpo-
lation allows R-SSN to achieve fast convergence rates
with a more reasonable growth of the batch size.
We further analyse the performance of R-SSN for min-
imizing self-concordant functions. This class of func-
tions and its generalizations include commonly-used
losses such as the Huber loss [44], smoothed hinge loss
[72] and the logistic loss [2]. The importance of self-
concordant functions is to obtain an affine-invariant
analysis of the Newton method (its behavior is in-
variant to affine transformation of the space), yielding
rates similar to that of smooth, strongly-convex func-
tions, but with only affine-invariant constants [50, 11].
In Section 4, we prove that under the same interpo-
lation condition, R-SSN with an adaptive step size
strategy and a constant batch size attains local lin-
ear convergence in expectation. Closest to our work
is the recent paper by Marteau-Ferey et al. [43] that
shows that approximate Newton methods result in lo-
cal linear convergence; however, their result does not
consider the interpolation setting and requires that the
approximate Newton directions are “close” to the true
direction with high probability.
Next, we study stochastic Quasi-Newton methods [64,
73, 38, 8, 23]. In particular, we focus on stochas-
tic BFGS-type algorithms in the interpolation setting
(Section 5). We prove that these strategies includ-
ing the popular L-BFGS [36] algorithm (the limited
memory version of BFGS) can attain global linear con-
vergence with a constant batch size. Our result is in
contrast to previous work that shows the global linear
convergence of stochastic BFGS algorithms by either
using variance-reduced techniques [31, 40, 49] or pro-
gressive batching strategies [10].
Finally, in Section 6, we evaluate R-SSN and stochas-
tic L-BFGS for binary classification. We make use of
synthetic, linearly-separable datasets and consider real
datasets (n ≈ 10k-30k) under a kernel mapping. We
use automatic differentiation and inexact conjugate
gradient [26] to develop a “Hessian-free” implemen-
tation of R-SSN that enables us to obtain the Newton
update direction without an additional memory over-
head. In the interpolation setting, we observe that
both R-SSN and stochastic L-BFGS result in faster
convergence when compared to commonly used first
order methods [27, 30, 19]. Furthermore, a modest
batch-growth strategy and stochastic line-search [68]
scheme ensure that R-SSN is computationally efficient
and competitive with stochastic first order methods
and L-BFGS variants in terms of both the number
of iterations and wall-clock time required for conver-
gence.
2 Background
We consider the unconstrained minimization of a finite
sum, minw∈Rd f(w) := 1n
∑n
i=1 fi(w), where f is twice
continuously differentiable. We consider R-SSN that
has the following update at iteration k:
wk+1 = wk − ηk [HSk(wk)]−1∇fGk(wk), (1)
where ηk is the step size. The sets Gk (bgk = |Gk|),
Sk (bsk = |Sk|) are independent samples of indices
chosen from {1, . . . , n} uniformly at random without
replacement. The sub-sampled gradient and the sub-
sampled Hessian with the Levenberg-Marquardt (LM)
regularization parameter τ ≥ 0 [32, 42] are defined as:
∇fGk(wk) =
1
bgk
∑
i∈Gk
∇fi(wk) (2)
HSk(wk) =
1
bsk
∑
i∈Sk
∇2fi(wk) + τId. (3)
We refer to the vector [HSk(wk)]
−1∇fGk(wk) as
the sub-sampled Newton direction. Observe that
both the sub-sampled gradient and Hessian are un-
biased, implying that EGk [∇fGk(wk)] = ∇f(wk) and
ESk [HSk(wk)] = ∇2f(wk) + τId.
Throughout this paper, unless otherwise stated, ‖·‖
denotes the `2 norm of a vector or the spectral norm
of a matrix. For all our convergence results, we make
the following standard assumptions: the objective f
is bounded below, f(w) ≥ f(w∗) for all w; and there
exist positive constants µ, L such that the following
inequalities hold for all points w, v ∈ Rd,
f(v) ≥ f(w) + 〈∇f(w), v − w〉+ µ
2
‖v − w‖2 ,
(µ-strong-convexity)
f(v) ≤ f(w) + 〈∇f(w), v − w〉+ L
2
‖v − w‖2 .
(L-smoothness)
We denote κ = L/µ as the condition number of f .
Additionally, we assume that each function fi is Li-
smooth and µi-strongly-convex. Although µi can be
zero for some of the functions, meaning they are only
convex, the finite sum is strongly-convex with µ > 0.
Furthermore, we define µ¯ =
∑n
i=1 µi/n ≤ µ and L¯ =∑n
i=1 Li/n ≥ L to be the average strong-convexity and
smoothness constants of f .
These assumptions imply that for any sub-sample
S, the function
∑
i∈S fi/|S| is LS -smooth and µS -
strongly-convex, meaning that the eigenvalues of
any sub-sampled Hessian can be upper and lower-
bounded [9, 10, 49]. In particular, if µ˜ = minS µS ≥ 0
and L˜ = maxS LS , then for any sample S and point w,
the regularized sub-sampled Hessian HS(w) has eigen-
values bounded in the [µ˜+ τ, L˜+ τ ] range. Thus, the
LM regularization ensures that the sub-sampled Hes-
sian will always be positive definite, which guarantees
that the sub-sampled Newton direction always exists.
In this work, we focus on models capable of inter-
polating the training data. Typically, these models
are highly expressive and are able to fit all the train-
ing data. In the finite sum setting, interpolation im-
plies that if ∇f(w∗) = 0, then ∇fi(w∗) = 0 for all i
[68, 67, 3, 41], meaning that all the individual functions
fi are minimized at the optimal solution w
∗ of the fi-
nite sum. For smooth, strongly-convex finite sums we
consider, interpolation implies the strong growth con-
dition (SGC) [67, Proposition 1][63]: for some ρ ≥ 1
and all w,
Ei ‖∇fi(w)‖2 ≤ ρ ‖∇f(w)‖2 . (SGC)
For example, if the training data spans the feature
space, then SGC [67] is satisfied for models capable of
interpolating the data when using the squared loss (for
regression) and the squared hinge loss (for classifica-
tion).
3 Sub-sampled Newton Methods
In this section, we present our main theoretical results
for R-SSN. We characterize its global linear conver-
gence (Section 3.1) and local quadratic convergence
(Section 3.2) under interpolation. To state our re-
sults, we use the concepts of Q and R-convergence
rates [53, 52] and include definitions of these terms
in Appendix A.
3.1 Global convergence
In the following theorem, we show that for smooth,
strongly-convex functions satisfying interpolation, R-
SSN with an adaptive step size and constant batch
sizes for both the sub-sampled gradient and Hessian
results in linear convergence from an arbitrary initial-
ization.
Theorem 1 (Global linear convergence). Under
(a) µ-strong-convexity, (b) L-smoothness of f , (c)
[µ˜ + τ, L˜ + τ ]-bounded eigenvalues of the sub-sampled
Hessian and (d) ρ-SGC, the sequence {wk}k≥0
generated by R-SSN with (i) step size ηk =
(µSk+τ)
2
L((µSk+τ)+(LSk+τ)cg)
and (ii) constant batch sizes
bsk = bs, bgk = bg converges to w
∗ at a Q-linear rate
from an arbitrary initialization w0,
E[f(wT )]− f(w∗) ≤ (1− α)T (f(w0)− f(w∗))
where α = max
{
(µ¯+τ)2
2κcg(L˜+τ)
, (µ¯+τ)
2κ(L˜+τ)
}
and
cg =
(ρ−1) (n−bg)
(n−1) bg .
The proof is given in Appendix B. While the depen-
dence on bgk is explicit, the dependence on bsk is
through the constant µ˜; as bsk tends to n, µSk tends
to µ, allowing R-SSN to use a larger step size that
results in faster convergence (since µ ≥ µ¯). If we
set bgk = bsk = n and τ = 0, we obtain the rate
E[f(wT )] − f(w∗) ≤
(
1− 12κ2
)T
[E[f(w0)] − f(w∗)]
which matches the deterministic rate [29, Theorem 2]
up to a constant factor of 2.
Similar to SGD [67, 63], the interpolation condition
allows R-SSN with a constant batch size to obtain Q-
linear convergence. In the absence of interpolation,
SSN can only achieve an R-linear rate by increasing
batch size geometrically for the sub-sampled gradi-
ent [9]. Next, we analyse the convergence of R-SSN
in a neighbourhood of the solution.
3.2 Local convergence
To analyse the local convergence of R-SSN, we make
additional assumptions. Similar to other local conver-
gence results [9, 59], we assume that the Hessian is M -
Lipschitz continuous, implying that for all w, v ∈ Rd,∥∥∇2f(w)−∇2f(v)∥∥ ≤M ‖w − v‖ .
We also assume that the moments of the iterates are
bounded [9, 7], implying that for all iterates wk, there
exists a constant γ such that
Ek−1
[
‖wk − w∗‖2
]
≤ γ [Ek−1 ‖wk − w∗‖ ]2 .
If the iterates lie within a bounded set [25], then the
above assumption holds for some finite γ [9]. We as-
sume that the sample variance of the sub-sampled Hes-
sian is bounded [9], implying that for all w ∈ Rd,
1
n− 1
n∑
i=1
[∥∥∇2fi(w)∥∥2 − ∥∥∇2f(w)∥∥2] ≤ σ2
for some σ > 0. Given these additional assumptions,
we now characterize the local convergence of R-SSN.
Theorem 2 (Local convergence). Under the same
assumptions (a) - (d) of Theorem 1 along with (e)
M -Lipschitz continuity of the Hessian, (f) γ-bounded
moments of iterates, and (g) σ-bounded variance
of the regularized sub-sampled Hessian, the sequence
{wk}k≥0 generated by R-SSN with (i) unit step size
ηk = 1 and (ii) growing batch sizes satisfying
bgk ≥
n(
n−1
ρ−1
)
‖∇f(wk)‖2 + 1
, bsk ≥
n
n
σ2 ‖∇f(wk)‖+ 1
converges to w∗ at a linear-quadratic rate
E ‖wk+1 − w∗‖ ≤
γ
(
M + 2L+ 2L2
)
2(µ˜+ τ)
(E ‖wk − w∗‖)2
+
τ
µ˜+ τ
E ‖wk − w∗‖ .
in a local neighbourhood of the solution ‖w0 − w∗‖ ≤
2(µ˜+τ)
γ(M+L+2L2) . Furthermore, if τ = 0 and µ˜ > 0, R-SSN
can achieve local quadratic convergence
E ‖wk+1 − w∗‖ ≤ γ
(
M + L+ 2L2
2µ˜
)
(E ‖wk − w∗‖)2 .
The proof is provided in Appendix C. Note that con-
stant τµ˜+τ corresponding to the linear term is less than
one guaranteeing contraction. The constant corre-
sponding to the quadratic term is not required to be
less than one to guarantee convergence [50].
The above theorem shows that in order to obtain a lo-
cal linear-quadratic convergence rate, we need to pro-
gressively increase the batch size for both the sub-
sampled Hessian and the sub-sampled gradient, and
that the batch size for the gradient needs to grow at a
faster rate. The required geometric growth rate for Gk
is the same as that of SGD to obtain linear convergence
without variance-reduction or interpolation [17, 22].
Note that the proof can be easily modified to obtain a
slightly worse linear-quadratic rate when using a sub-
sampled Hessian with a constant batch size. In addi-
tion, we can relax the Lipschitz Hessian assumption
and obtain a slower superlinear convergence [70].
Unlike the explicit quadratic rate we state above, in
the absence of interpolation, the unregularized SSN
can be shown to achieve only an asymptotic superlin-
ear rate [9]. Moreover, in this case, bgk needs to in-
crease at a rate that is faster than geometric, greatly
restricting its practical applicability.
The following corollary (proved in Appendix C.1)
states that if we decay the LM regularization param-
eter τ at a rate proportional to the gradient norm,
R-SSN can achieve quadratic convergence for strongly-
convex functions. This decay rate is inversely propor-
tional to the growth of the batch size for the sub-
sampled Hessian, indicating that larger batch sizes
require smaller regularization. This relationship be-
tween the regularization and sample size is consistent
with the observations of Ye et al. [70].
Corollary 1. Under the same assumptions as Theo-
rem 2, if we decrease the regularization term according
to τk ≤ ‖∇f(wk)‖, R-SSN can achieve local quadratic
convergence
E ‖wk+1 − w∗‖ ≤
γ
(
M + 4L+ 2L2
)
2(µ˜+ τk)
(E ‖wk − w∗‖)2 .
On the other hand, if we make a stronger assumption
on the growth of the stochastic gradients, in particular,
if we assume that Ei ‖∇fi(w)‖2 ≤ ρ ‖∇f(w)‖4, then
R-SSN can achieve local quadratic convergence using
only a constant batch size for the sub-sampled gradient
and the same rate of growth for the sub-sampled Hes-
sian. We state this result as Corollary 2 and prove it in
Appendix C.2. However, we note that this assumption
might be too restrictive to be useful in practice.
4 R-SSN under Self-Concordance
In this section, we analyse the convergence of R-SSN
for the class of strictly-convex self-concordant func-
tions. A function f is called standard self-concordant1
if the following inequality holds for any w and any
direction u ∈ Rd,
|uT (f ′′′(w)[u])u| ≤ 2 ‖u‖3/2∇2f(x) .
Here, f ′′′(w) denotes the third derivative tensor at
w and f ′′′(w)[u] represents the matrix corresponding
to the projection of this tensor on vector u. Func-
tions satisfying self-concordance include commonly
used losses such as the Huber loss [44], smoothed hinge
loss [72] and under a generalized definition of self-
concordance, the logistic loss [2].
4.1 Convergence Rate
In order to characterize the convergence rate of R-SSN,
we define the regularized Newton decrement at w as:
λ(w) := 〈∇f(w) , [∇2f(w) + τId]−1∇f(w)〉1/2
When τ = 0, this corresponds to the standard def-
inition of the Newton decrement of f at w [50]. If
we denote the standard Newton decrement as λ0(w),
then the regularized version can be bounded as λ(w) ≥
λ0(w). We also introduce the regularized stochastic
Newton decrement as
λ˜i,j(w) := 〈∇fi(w) , [Hj(w)]−1∇fi(w)〉1/2
for independent samples i and j. In Proposition 1,
we show that if function f satisfies the SGC and the
sub-sampled Hessian has bounded eigenvalues, then f
satisfies a similar growth condition for the regularized
stochastic Newton decrement, implying that for all w
and j, there exists ρnd ≥ 1 such that
Ei
[
λ˜2i,j(w)
]
≤ ρnd λ2(w). (Newton decrement SGC)
For ease of notation, we use
λ˜k := 〈∇fGk(wk) , [HSk(wk)]−1∇fGk(wk)〉1/2
to refer to the regularized stochastic Newton decre-
ment at iteration k of R-SSN. We now consider an
update step similar to (1) but with a step size ad-
justed according to the regularized stochastic Newton
decrement at each iteration,
wk+1 = wk − c η
1 + η λ˜k
[HSk(wk)]
−1∇fGk(wk) (4)
where c, η ∈ (0, 1] and will be determined later.
1If a function is self-concordant with parameter C ≥
0, re-scaling it by a factor C2/4 makes it standard self-
concordant [50, Corollary 5.1.3], and hence we consider
only standard self-concordant functions in this work.
Theorem 3. Under (a) self-concordance (b) L-
smoothness of f (c) [µ˜ + τ, L˜ + τ ]-bounded eigenval-
ues of the sub-sampled Hessian (d) ρnd =
ρL
µ˜+τ -Newton
decrement SGC and (e) bounded iterates [25] implying
‖wk − w∗‖ ≤ D for all k ≥ 0, the sequence {wk}k∈[0,m]
generated by R-SSN in (4) with (i) the damping con-
stant c =
√
µ˜+τ
L , η ∈
(
0, c
ρnd(1+L˜D/(µ˜+τ))
]
and (ii)
constant batch size equal to 1 converges to w∗ from an
arbitrary initialization w0 at a rate characterized by
the equation,
E [f(wk+1)] ≤ f(wk)− η δω (λk) .
Here δ ∈ (0, 1] and the univariate function ω is defined
as ω (t) = t− ln(1 + t).
Furthermore, in a local neighbourhood defined as λm ≤
1/6, the sequence {wk}k≥m generated by R-SSN con-
verges to w∗ at a Q-linear rate,
E [f(wT )]−f(w∗) ≤
(
1− ηδ
1.26
)T−m
(E [f(wm)]−f(w∗)).
The proof is given in Appendix D. The above result
gives an insight into the convergence properties of R-
SSN for loss functions that are self-concordant but not
necessarily strongly-convex. Note that the analysis of
the deterministic Newton’s method for self-concordant
functions yields a local quadratic convergence that is
problem independent, meaning it does not rely on the
condition number of the objective function. However,
it is non-trivial to improve the above analysis and ob-
tain a similar affine-invariant result.
5 Stochastic BFGS
Consider the stochastic BFGS update,
wk+1 = wk − ηkBk∇fGk(wk) (5)
where Bk is a positive definite matrix con-
structed to approximate the inverse Hessian matrix,[∇2f(wk)]−1. Similar to [10, 49, 40], we assume that
Bk has bounded eigenvalues, that is, λ1I  Bk  λdI.
We now show that under the SGC, stochastic BFGS
results in global linear convergence with a constant
step size.
Theorem 4 (Global linear convergence). Under (a)
µ-strong-convexity, (b) L-smoothness of f , (c) [λ1, λd]-
bounded eigenvalues of the inverse Hessian approxima-
tion Bk and (d) ρ-SGC, the sequence {wk}k≥0 gener-
ated by stochastic BFGS with (i) a constant step size
ηk = η
λ1
cgLλ2d
and (ii) and a constant batch size bgk = bg
converges to w∗ at a linear rate from an arbitrary ini-
tialization w0,
E[f(wT )]− f(w∗) ≤
(
1− µλ
2
1
cg Lλ2d
)T
(f(w0)− f(w∗))
where cg =
(n−bg) (ρ−1)
(n−1) bg + 1.
The strong-convexity assumption can be relaxed to use
the Polyak  Lojasiewicz inequality [57, 28] and obtain
the same rate up to a constant factor. In the ab-
sence of interpolation, global linear convergence only
can be obtained by using either variance-reduced tech-
niques [49, 40] or progressive batching [10]. Further-
more, similar to these works, our analysis for the
stochastic BFGS method is applicable for precondi-
tioned SGD where Bk can be any positive definite pre-
conditioner.
6 Experiments
We verify our theoretical results on a binary classifi-
cation task on both synthetic and real datasets. We
evaluate two variants of R-SSN: R-SSN-const that
uses a constant batch size and R-SSN-grow where we
grow the batch size geometrically. For the latter, we
grow the batch size by a constant multiplicative fac-
tor of 1.01 in every iteration [22]. Note that although
our theoretical analysis of R-SSN requires indepen-
dent batches for the sub-sampled gradient and Hes-
sian, we use the same batch for both variants of R-
SSN and observe that this does not adversely affect
empirical performance. We use inexact conjugate gra-
dient [26] to solve for the (sub-sampled) Newton di-
rection in every iteration. We choose the LM regu-
larization τ via a grid-search and tune it per experi-
ment. For R-SSN-grow, following Corollary 1, starting
from the LM regularization picked by grid-search, we
progressively decrease τ in the same way as we in-
crease the batch size. We evaluate stochastic L-BFGS
(sLBFGS) with a “memory” of 10. For sLBFGS, we use
the same minibatch to compute the difference in the
(sub-sampled) gradients to be used in the Hessian ap-
proximation (this corresponds to the “full” overlap set-
ting in [10]). We use regularization to ensure that the
resulting Hessian approximation is always positive def-
inite. For both R-SSN and sLBFGS, we use the stochas-
tic line search from [68] to set the step size in each
iteration.
We compare the proposed algorithms against common
first order methods: SVRG [27], Adam [30] and Ada-
grad [19]. For all experiments, we use an (initial)
batch size of b = 100 and run each algorithm for 200
epochs. Here, an epoch is defined as one full pass over
the dataset and does not include additional function
evaluations from the line-search or conjugate gradi-
ent. Subsequently, in Figure 2, we will plot the mean
wall-clock time per epoch that takes these additional
computations into account. For SVRG, the step size is
chosen via 3-fold cross validation on the training set,
and we set the number of inner iterations per outer
full-gradient evaluation to n/b. We use the default
hyper-parameters for Adam and Adagrad. All results
are averaged across 5 runs.
6.1 Synthetic datasets
We first evaluate the algorithms on a binary classifica-
tion task on synthetic, linearly-separable datasets and
vary the margin. Linear separability ensures that the
interpolation condition holds for these datasets. For
each margin, we generate a dataset with 10k examples
with d = 20 features and binary labels. For this set of
experiments, in addition to the above algorithms, we
also compare against unregularized full-batch Newton
and L-BFGS, the deterministic variants of the pro-
posed methods. For the deterministic L-BFGS, we use
the PyTorch [55] implementation with line-search and
an initial step size of 0.9.
In Figure 1, we show the training loss for the logistic
loss (row 1) and the squared hinge loss (row 2) func-
tions. We make the following observations: first, by
incorporating second order information, R-SSN is able
to converge much faster than first order methods. Sec-
ond, global linear convergence can be obtained using
only constant batch sizes, verifying Theorem 1. Third,
by growing the batch size, R-SSN performs similar to
the deterministic Newton method, verifying the local
quadratic convergence of Theorem 2. Fourth, we ob-
serve that although the theory only guarantees global
linear convergence (not quadratic) for stochastic L-
BFGS under interpolation, empirically these methods
can be much faster than first order methods. Finally,
as we increase the margin (left to right of Figure 1),
the theoretical rate under interpolation improves [67],
resulting in faster and more stable convergence for the
proposed algorithms.
6.2 Real datasets
We also consider three real datasets: mushrooms, rcv1,
and ijcnn from the LIBSVM repository [16], and use
an 80 : 20 split for the training and test set, respec-
tively. We fit a linear model under the radial basis
function (RBF) kernel. The kernel mapping results in
the effective dimension being equal to the number of
points in the dataset. This results in problem dimen-
sions of 6.5k, 20k and 28k for mushrooms, rcv1, and
ijcnn respectively. The RBF kernel bandwidths are
chosen via grid search using 10-fold cross validation on
the training split following Vaswani et al. [68]. Note
that the mushrooms dataset is linearly separable un-
Logistic Loss
Squared Hinge Loss
Figure 1: Comparison of R-SSN variants and stochastic L-BFGS against first order methods on synthetic data
where interpolation is satisfied. Both R-SSN and stochastic L-BFGS outperform first order methods. From left
to right we show the results for datasets with margins [0.01, 0.05, 0.1, 0.5] under two different losses.
Logistic Loss Squared Hinge Loss
Figure 2: Comparison of R-SSN variants and stochastic L-BFGS against first order methods for linear models
under two different losses. Under the RBF kernel mapping, the mushrooms dataset satisfies interpolation, and
the R-SSN variants and sLBFGS perform best in this setting. When interpolation is not satisfied (ijcnn), these
methods are still competitive.
der the chosen kernel mapping and thus satisfies the
interpolation condition. For these datasets, we limit
the maximum batch size to 8192 for SSN-grow to al-
leviate the computation and memory overhead. For
these datasets, we show the training loss, test accu-
racy, as well as the mean wall-clock time per epoch.
For this set of experiments, the stochastic line-search
procedure [68] used in conjunction with sLBFGS led to
a large number of backtracking iterations resulting in
a high wall-clock time per epoch. To overcome this
issue, we used a constant step-size variant of sLBFGS
and did a grid-search in the [10−4, 1] range to select
the best step-size for each experiment. In the interest
of space, we refer the reader to Appendix G for results
on the rcv1 dataset.
In the first row of Figure 2, we observe when inter-
polation is satisfied (mushrooms), the R-SSN variants
and sLBFGS outperform all other methods in terms of
training loss convergence. When interpolation is not
satisfied (ijcnn), the stochastic second order methods
are still competitive with the best performing method.
In the second row, we observe that despite the fast
convergence of these methods, generalization perfor-
mance does not deteriorate regardless of whether in-
terpolation is satisfied. Furthermore, since all our ex-
periments are run on the GPU, we are able to take
advantage of parallelization and amortize the runtime
of the proposed methods. This is reflected in the third
row where we plot the mean per-epoch wall-clock time
for all methods. Note that sLBFGS is competitive with
R-SSN with respect to the number of iterations, but
has a higher per-epoch cost on average.
7 Related Work
Sub-sampled Newton methods: Besides the work
mentioned earlier [9, 6], there have been many recent
works analyzing sub-sampled Newton (SSN) meth-
ods [12, 13, 37, 33] and we briefly survey them here.
Roosta-Khorasani and Mahoney [58, 59] derive prob-
abilistic global and local convergence rates. Similarly,
Xu et al. achieve a local linear-quadratic convergence
in high probability by using a non-uniform sampling
scheme to select the batch. Erdogdu and Montanari
propose the NewSamp method that sub-samples the
Hessian and then uses a regularized truncated SVD
[21] to form the Hessian inverse approximation. Ye
et al. provide a unified analysis of the local conver-
gence properties of these sub-sampled Newton meth-
ods where the gradient is assumed to be exact [70].
In contrast, we consider stochastic gradients and show
global Q-linear convergence and local Q-quadratic con-
vergence in expectation for SSN for strongly-convex
objectives under interpolation.
Self-Concordance: The class of self-concordant
functions was first introduced by Nesterov and Ne-
mirovskii [51] and has been extended to include com-
mon losses such as (multi-class) logistic regression [2].
Zhang and Xiao propose a distributed inexact New-
ton’s method and gave convergence analysis for self-
concordant functions [72]. Mokhtari et al. intro-
duce the Ada Newton method that computes a geo-
metrically increasing batch size based on a targeted
statistical accuracy and show local quadratic conver-
gence for self-concordant functions with high proba-
bility [47, 20]. However, none of these works analyse
stochastic Newton methods under self-concordance.
Stochastic Quasi-Newton methods: Quasi-
Newton methods [52] that approximate the Hessian
and are popular in practice due to their cheaper itera-
tion costs compared to full Newton methods and their
superlinear convergence [52]. Stochastic variants of
these methods have been proposed to further reduce
the computation overhead from a large training set
[64, 73, 38, 8, 23]. Combined with variance-reduction
techniques from popular first order methods, stochas-
tic BFGS-type methods can achieve global linear con-
vergence [31, 40, 49]. Bollapragada et al. use progres-
sive batching with stochastic L-BFGS to show linear
convergence for strongly-convex functions and sublin-
ear rate for convex functions [10]. Mokhtari et al. use
memory to reduce the variance for stochastic BFGS
and achieve a local superlinear convergence rate [48].
However, none of these methods consider the perfor-
mance of these methods under the interpolation set-
ting.
Stochastic Optimization under Interpolation:
Stochastic optimization under an interpolation condi-
tion has been analysed by several authors recently [41,
3, 67, 15, 68, 24]. Under interpolation, both Ma et
al. and Vaswani et al. show that under mild con-
ditions, stochastic gradient descent (SGD) with con-
stant step size achieves linear convergence for strongly-
convex functions [41, 67]. Similarly, SGD with a con-
stant step size can match the deterministic rates in the
convex [67, 63] and non-convex [3, 67] settings. The
interpolation assumption also allows for momentum-
type methods to achieve the accelerated rates of con-
vergence for least-squares [24] and more generally in
convex settings [67, 35]. Although the step size in
these settings depends on unknown quantities, it has
been recently shown that stochastic line-search meth-
ods based on the Armijo condition can be used to
automatically set the step size and still achieve fast
convergence rates [68]. However, to the best of our
knowledge, stochastic second order methods have not
been explored under interpolation.
8 Conclusion
We showed that the regularized sub-sampled Newton
method with a constant batch size can result in lin-
ear convergence rates for minimizing smooth, strongly-
convex and self-concordant functions in the interpola-
tion setting. Under this condition, we also proved the
linear convergence of stochastic BFGS-type methods.
Through experiments using kernels, we showed that
even if the interpolation property is approximately sat-
isfied, both R-SSN and stochastic L-BFGS can lead
to fast convergence without the need for increasing
the batch size or employing variance reduction tech-
niques. Furthermore, our “Hessian-free” implemen-
tation of R-SSN enables us to achieve this conver-
gence in a computationally efficient manner without
additional memory overhead. Our theoretical and ex-
perimental results show the fast convergence of these
methods and indicate their potential for training large
over-parameterized models that satisfy the interpola-
tion property. For future work, we aim to investigate
ways to handle non-convex losses and further scale
these methods to handle millions of parameters.
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A Notes on Convergence Rates
Suppose a sequence {xk}k≥0 converges to x∗, for q = 1, define the limit of the ratio of successive errors as
p := lim
k→∞
‖xk+1 − x∗‖
‖xk − x∗‖q .
The rate is referred to as Q-linear when p ∈ (0, 1) and Q-superlinear when p = 0, where Q stands for quotient.
If q = 2 and p <∞, it is referred to as Q-quadratic convergence. We say the rate is linear-quadratic if
‖xk+1 − x∗‖ ≤ p1 ‖xk − x∗‖+ p2 ‖xk − x∗‖2
for p1 ∈ (0, 1) and p2 <∞. Moreover, the R-linear convergence is a weaker notion where R stands for root, and
is characterized as the following: there exists a sequence {k} such that for all k ≥ 0,
‖xk − x∗‖ ≤ k
where {k} converges Q-linearly to 0. Note that this is a less steady rate as it does not enforce a decrease at
every step [52].
B Proof of Theorem 1
Proof. This analysis closely follows the proof of Theorem 2.2 in [9]. By the L-smoothness assumption,
f(wk+1) ≤ f(wk) + 〈∇f(wk) , wk+1 − wk〉+ L
2
‖wk+1 − wk‖2
= f(wk)− ηk
〈
∇f(wk) , [HSk(wk)]−1∇fGk(wk)
〉
+
L
2
η2k
∥∥∥[HSk(wk)]−1∇fGk(wk)∥∥∥2 (Update step)
Since Sk and Gk are independent samples, let us fix the Hessian sample Sk and take expectation with respect to
the unbiased gradient sample Gk,
EGk [f(wk+1)] ≤ f(wk)− ηk
〈
∇f(wk) , [HSk(wk)]−1∇f(wk)
〉
+
L
2
η2k EGk
∥∥∥[HSk(wk)]−1∇fGk(wk)∥∥∥2︸ ︷︷ ︸
:=P
Using the fact E ‖x‖2 = E ‖x− Ex‖2 + ‖Ex‖2 with x = [HSk(wk)]−1∇fGk(wk), we can bound the last term as
P = EGk
[∥∥∥[HSk(wk)]−1∇fGk(wk)− EGk [[HSk(wk)]−1∇fGk(wk)]∥∥∥2]+ ∥∥∥EGk [[HSk(wk)]−1∇fGk(wk)]∥∥∥2
= EGk
[∥∥∥[HSk(wk)]−1 [∇fGk(wk)−∇f(wk)]∥∥∥2]+ ∥∥∥[HSk(wk)]−1∇f(wk)∥∥∥2
(Again, by unbiasedness and independent batches)
P ≤ 1
(µSk + τ)
2EGk
[
‖∇fGk(wk)−∇f(wk)‖2
]
+
∥∥∥[HSk(wk)]−1∇f(wk)∥∥∥2 (Since HSk(wk)  (µSk + τ)Id)
Now we use Lemma 1 to bound the term EGk ‖∇fGk(wk)−∇f(wk)‖2,
EGk ‖∇fGk(wk)−∇f(wk)‖2 ≤
n− bgk
(n− 1) bgk
(ρ− 1) ‖∇f(wk)‖2
which implies
(∗) = EGk
∥∥∥[HSk(wk)]−1∇fGk(wk)∥∥∥2 ≤ ρ− 1
(µSk + τ)
2
n− bgk
(n− 1) bgk
‖∇f(wk)‖2 +
∥∥∥[HSk(wk)]−1∇f(wk)∥∥∥2
From the above relations, we have
EGk [f(wk+1)] ≤ f(wk) +
Lη2k
2
ρ− 1
(µSk + τ)
2
n− bgk
(n− 1) bgk
‖∇f(wk)‖2
− ηk
〈
∇f(wk) , [HSk(wk)]−1∇f(wk)
〉
+
Lη2k
2
∥∥∥[HSk(wk)]−1∇f(wk)∥∥∥2︸ ︷︷ ︸
:=Q
Expanding
∥∥∥[HSk(wk)]−1∇f(wk)∥∥∥2 and decomposing [HSk(wk)]−1 gives us
Q = −ηk
〈
∇f(wk) ,
(
[HSk(wk)]
−1 − Lηk
2
[HSk(wk)]
−2
)
∇f(wk)
〉
= −ηk
〈
[HSk(wk)]
−1/2∇f(wk) ,
(
I − Lηk
2
[HSk(wk)]
−1
)
[HSk(wk)]
−1/2∇f(wk)
〉
≤ − ηk
(LSk + τ)
(
1− Lηk
2 (µSk + τ)
)
‖∇f(wk)‖2
To ensure
(
I − Lηk2 [HSk(wk)]−1
)
is positive definite, we need step-sizes satisfying
ηk ≤ 2 (µSk + τ)
L
(6)
Then we have
EGk [f(wk+1)] ≤ f(wk)−
ηk
(LSk + τ)
(
1− Lηk
2 (µSk + τ)
)
‖∇f(wk)‖2 + Lη
2
k
2
ρ− 1
(µSk + τ)
2
n− bgk
(n− 1) bgk
‖∇f(wk)‖2
= f(wk)−
[
ηk
(LSk + τ)
(
1− Lηk
2 (µSk + τ)
)
− Lη
2
k
2
ρ− 1
(µSk + τ)
2
n− bgk
(n− 1) bgk
]
‖∇f(wk)‖2
Subtract f(w∗) from both sides and using the fact that strong convexity implies ‖∇f(x)‖2 ≥ 2µ(f(x)− f(x∗))
for all x, the bound becomes
EGk [f(wk+1)]− f(w∗) ≤ f(wk)− f(w∗)
− 2µ
[
ηk
(LSk + τ)
(
1− Lηk
2 (µSk + τ)
)
− Lη
2
k
2
ρ− 1
(µSk + τ)
2
n− bgk
(n− 1) bgk
]
(f(wk)− f(w∗))
≤
(
1− 2µηk
(LSk + τ)
+
µLη2k
(LSk + τ) (µSk + τ)
+
µL(ρ− 1)η2k
(µSk + τ)
2
n− bgk
(n− 1) bgk
)
(f(wk)− f(w∗))
Let us define constants c1 =
µ
(LSk+τ)
, c2 =
L
(µSk+τ)
, and c3 =
µ(ρ−1)
(µSk+τ)
n−bgk
(n−1) bgk
using constant batch-sizes for
the sub-sampled gradient and Hessian, i.e. bgk = bg ≥ 1 and bsk = bs ≥ 1,
=⇒ EGk [f(wk+1)]− f(w∗) ≤
(
1− 2c1ηk + c1c2η2k + c2c3η2k
)
(f(wk)− f(w∗))
To ensure contraction, the step size needs to satisfy
0 < ηk ≤ 2c1
c2(c1 + c3)
(7)
Taking ηk ≤ c1c2(c1+c3) , the above bound becomes
EGk [f(wk+1)]− f(w∗) ≤
(
1− c
2
1
c2(c1 + c3)
)
(f(wk)− f(w∗))
≤
1− µ (µSk + τ)2L (LSk + τ) (µSk + τ) + cgL (LSk + τ)︸ ︷︷ ︸
:=C
 (f(wk)− f(w∗))
where we denote cg =
(ρ−1)(n−bg)
(n−1) bg . Note that since cg ≥ 0, our bound for ηk simplifies to
ηk ≤ (µSk + τ)
2
L ((µSk + τ) + (LSk + τ) cg)
≤ (µSk + τ)
2
L (µSk + τ)
≤ (µSk + τ)
L
,
hence satisfies our requirement in (6). Now let us lower bound the term C,
C ≥ µ (µSk + τ)
2(
L˜+ τ
)
L ((µSk + τ) + cg)
≥ µ (µSk + τ)
2
2 max{cg, (µSk + τ)}
(
L˜+ τ
)
L
=⇒ EGk [f(wk+1)]− f(w∗) ≤
1− µ (µSk + τ)2
2 max{cg, (µSk + τ)}
(
L˜+ τ
)
L
 (f(wk)− f(w∗))
Case 1: If cg ≥ (µSk + τ),
=⇒ EGk [f(wk+1)]− f(w∗) ≤
1− (µSk + τ)2 µ
2cg
(
L˜+ τ
)
L
 (f(wk)− f(w∗))
Taking an expectation wrt Sk,
=⇒ ESk,Gk [f(wk+1)]− f(w∗) ≤ ESk
1− (µSk + τ)2 µ
2cg
(
L˜+ τ
)
L
 (f(wk)− f(w∗))
≤
1− (ESk [µSk ] + τ)2 µ
2cg
(
L˜+ τ
)
L
 (f(wk)− f(w∗)) (By Jensen’s inequality)
=⇒ ESk,Gk [f(wk+1)]− f(w∗) ≤
1− (µ¯+ τ)2 µ
2cg
(
L˜+ τ
)
L
 (f(wk)− f(w∗))
Case 2: If cg ≤ (µS + τ),
=⇒ EGk [f(wk+1)]− f(w∗) ≤
1− µ (µSk + τ)
2
(
L˜+ τ
)
L
 (f(wk)− f(w∗))
Taking an expectation wrt Sk,
=⇒ ESk,Gk [f(wk+1)]− f(w∗) ≤
1− µ(µ¯+ τ)
2
(
L˜+ τ
)
L
 (f(wk)− f(w∗))
Putting the two cases together,
=⇒ EGk [f(wk+1)]− f(w∗) ≤ min

1− (µ¯+ τ)2 µ
2cg
(
L˜+ τ
)
L
 ,
1− µ(µ¯+ τ)
2
(
L˜+ τ
)
L
 (f(wk)− f(w∗))
Apply recursion,
=⇒ E[f(wT )]− f(w∗) ≤
min

1− (µ¯+ τ)2 µ
2cg
(
L˜+ τ
)
L
 ,
1− µ(µ¯+ τ)
2
(
L˜+ τ
)
L

T (f(w0)− f(w∗))
Finally, using our definition for the condition numbers κ = µL , we have
E[f(wT )]− f(w∗) ≤
1−max
 (µ¯+ τ)22κcg (L˜+ τ) ,
(µ¯+ τ)
2κ
(
L˜+ τ
)

T (f(w0)− f(w∗))
and the proof is complete.
C Proof of Theorem 2
Proof. From the update rule,
‖wk+1 − w∗‖ =
∥∥∥wk − w∗ − [HSk(wk)]−1∇fGk(wk)∥∥∥
=
∥∥∥[HSk(wk)]−1 (HSk(wk)(wk − w∗)−∇fGk(wk))∥∥∥
=
∥∥∥[HSk(wk)]−1 (HSk(wk)(wk − w∗)−∇f(wk)−∇fGk(wk) +∇f(wk))∥∥∥
≤
∥∥∥[HSk(wk)]−1∥∥∥ ‖HSk(wk)(wk − w∗)−∇f(wk)−∇fGk(wk) +∇f(wk)‖
≤ 1
(µSk + τ)
‖HSk(wk)(wk − w∗)−∇f(wk)−∇fGk(wk) +∇f(wk)‖
=
1
(µSk + τ)
∥∥HSk(wk)(wk − w∗)−∇2f(wk)(wk − w∗) +∇2f(wk)(wk − w∗)
−∇f(wk)−∇fGk(wk) +∇f(wk)
∥∥
where we repeatedly applied the triangle inequality.
=⇒ ‖wk+1 − w∗‖ ≤ 1
(µSk + τ)
[ ∥∥∇2f(wk)(wk − w∗)−∇f(wk)∥∥+ ∥∥(HSk(wk)−∇2f(wk)) (wk − w∗)∥∥
+ ‖∇fGk(wk)−∇f(wk)‖
]
Taking the expectation Ek over all combinations of Sk and Gk, we have
Ek ‖wk+1 − w∗‖ ≤ 1
(µ˜+ τ)
[ ∥∥∇2f(wk)(wk − w∗)−∇f(wk)∥∥︸ ︷︷ ︸
(1) Bound using Lipschitz Hessian
+Ek
∥∥(HSk(wk)−∇2f(wk)) (wk − w∗)∥∥︸ ︷︷ ︸
(2) Bound using Hessian Variance
+ Ek ‖∇fGk(wk)−∇f(wk)‖︸ ︷︷ ︸
(3) Bound using SGC
]
We bound the first term using the M -Lipschitz continuity of the Hessian,∥∥∇2f(wk)(wk − w∗)−∇f(wk)∥∥ = ∥∥∇f(wk)−∇f(w∗)−∇2f(wk)(wk − w∗)∥∥
=
∥∥∥∥∫ 1
0
∇2f(w∗ + t(wk − w∗))(wk − w∗)dt−∇2f(wk)(wk − w∗)
∥∥∥∥
=
∥∥∥∥∫ 1
0
(∇2f(w∗ + t(wk − w∗)−∇2f(wk)) (wk − w∗)dt∥∥∥∥
=
∫ 1
0
∥∥(∇2f(w∗ + t(wk − w∗)−∇2f(wk)) (wk − w∗)dt∥∥
(Jensen’s inequality)
≤
∫ 1
0
∥∥∇2f(w∗ + t(wk − w∗))−∇2f(wk)∥∥ ‖wk − w∗‖ dt
(Cauchy-Schwarz inequality)
≤
∫ 1
0
M ‖w∗ + t(wk − w∗)− wk‖ ‖wk − w∗‖ dt (M -Lipschitz Hessian)
= ‖wk − w∗‖2
∫ 1
0
M (1− t) dt
=⇒ ∥∥∇2f(wk)(wk − w∗)−∇f(wk)∥∥ ≤ M
2
‖wk − w∗‖2
For the second term, note that we have
Ek
∥∥HSk(wk)−∇2f(wk)∥∥ = Ek ∥∥∇2fSk(wk) + τI −∇2f(wk)∥∥
≤ Ek
∥∥∇2fSk(wk)−∇2f(wk)∥∥+ ‖τI‖
By the assumption that the sub-sampled Hessians have bounded variance, from [25, 39] we have that
Ek
∥∥∇2fSk(wk)−∇2f(wk)∥∥2 ≤ n− bskn bsk σ2s
Using Jensen’s inequality for the square root function and combining with the above, we have
Ek
∥∥HSk(wk)−∇2f(wk)∥∥ ≤ σs
√
n− bsk
n bsk
+ τ.
Then by setting the sub-sampled Hessian batch-size according to
bsk ≥
n
‖∇f(wk)‖ nσ2s + 1
we can achieve
Ek
∥∥HSk(wk)−∇2f(wk)∥∥ ≤ ‖∇f(wk)‖+ τ.
The second term can then be bounded as
Ek
∥∥(HSk(wk)−∇2f(wk)) (wk − w∗)∥∥ ≤ ‖wk − w∗‖Ek ∥∥HSk(wk)−∇2f(wk)∥∥
≤ ‖wk − w∗‖ [‖∇f(wk)‖+ τ ]
Ek
∥∥(HSk(wk)−∇2f(wk)) (wk − w∗)∥∥ ≤ L ‖wk − w∗‖2 + τ ‖wk − w∗‖ .
The third term can again be bounded using Lemma 1 and applying Jensen’s inequality, we have
Ek ‖∇fGk(wk)−∇f(wk)‖ ≤
√
n− bgk
(n− 1) bgk
√
ρ− 1 ‖∇f(wk)‖ .
If we let bgk ≥ n(n−1ρ−1 )‖∇f(wk)‖2+1 then we have
Ek ‖∇fGk(wk)−∇f(wk)‖ ≤ ‖∇f(wk)‖2 ≤ L2 ‖wk − w∗‖2 .
Putting the above three bounds together,
Ek ‖wk+1 − w∗‖ ≤ 1
(µ˜+ τ)
[
M
2
‖wk − w∗‖2 + L ‖wk − w∗‖2 + τ ‖wk − w∗‖+ L2 ‖wk − w∗‖2
]
=⇒ Ek ‖wk+1 − w∗‖ ≤
(
M + 2L+ 2L2
)
2(µ˜+ τ)
‖wk − w∗‖2 + τ
µ˜+ τ
‖wk − w∗‖
Taking an expectation Ek−1,
Ek,k−1 ‖wk+1 − w∗‖ ≤
(
M + 2L+ 2L2
)
2(µ˜+ τ)
Ek−1
[
‖wk − w∗‖2
]
+
τ
µ˜+ τ
Ek−1 ‖wk − w∗‖
Using the γ bounded moments assumption,
=⇒ Ek,k−1 ‖wk+1 − w∗‖ ≤
γ
(
M + 2L+ 2L2
)
2(µ˜+ τ)
Ek−1 [‖wk − w∗‖]2 + τ
µ˜+ τ
Ek−1 ‖wk − w∗‖
which gives us the linear-quadratic convergence. Moreover, if τ = 0 and µ˜ > 0, we have the following quadratic
convergence
E ‖wk+1 − w∗‖ ≤ γ(M + 2L+ 2L
2)
2µ˜
E ‖wk − w∗‖2
given that ‖w0 − w∗‖ ≤ 2µ˜γ(M+L+2L2) .
C.1 Proof of Corollary 1
Proof. By a similar analysis of Theorem 2, replacing τ by τk, we have
Ek ‖wk+1 − w∗‖ ≤ 1
(µ˜+ τk)
[ ∥∥∇2f(wk)(wk − w∗)−∇f(wk)∥∥︸ ︷︷ ︸
(1) Bound using Lipschitz Hessian
+Ek
∥∥(HSk(wk)−∇2f(wk)) (wk − w∗)∥∥︸ ︷︷ ︸
(2) Bound using Hessian Variance
+ Ek ‖∇fGk(wk)−∇f(wk)‖︸ ︷︷ ︸
(3) Bound using SGC
]
The second term can then be bounded as
Ek
∥∥(HSk(wk)−∇2f(wk)) (wk − w∗)∥∥ ≤ ‖wk − w∗‖Ek ∥∥HSk(wk)−∇2f(wk)∥∥
≤ ‖wk − w∗‖ [‖∇f(wk)‖+ τk]
≤ L ‖wk − w∗‖2 + τk ‖wk − w∗‖
Now if we decrease the regularization factor as τk ≤ ‖∇f(wk)‖,
≤ L ‖wk − w∗‖2 + ‖∇f(wk)‖ ‖wk − w∗‖
=⇒ Ek
∥∥(HSk(wk)−∇2f(wk)) (wk − w∗)∥∥ ≤ 2L ‖wk − w∗‖2
The other two terms will be bounded similarly as in Theorem 2, and putting the three bounds together,
Ek ‖wk+1 − w∗‖ ≤ 1
(µ˜+ τk)
[
M
2
‖wk − w∗‖2 + 2L ‖wk − w∗‖2 + L2 ‖wk − w∗‖2
]
=⇒ Ek ‖wk+1 − w∗‖ ≤
(
M + 4L+ 2L2
)
2(µ˜+ τk)
‖wk − w∗‖2
Taking an expectation Ek−1,
Ek,k−1 ‖wk+1 − w∗‖ ≤
(
M + 4L+ 2L2
)
2(µ˜+ τk)
Ek−1
[
‖wk − w∗‖2
]
Using the γ bounded moments assumption,
=⇒ Ek,k−1 ‖wk+1 − w∗‖ ≤
γ
(
M + 4L+ 2L2
)
2(µ˜+ τk)
(Ek−1 ‖wk − w∗‖)2 .
C.2 Local quadratic convergence under stronger SGC
Corollary 2. Under the same assumptions (a) - (c) of Theorem 1, along with (d) ρ-stronger SGC, (e) M -
Lipschitz continuity of the Hessian (f) γ-bounded moment of the iterates, the sequence {wk}k≥0 generated by
R-SSN with a (i) unit step-size ηk = η = 1 and (ii) a constant batch-size bgk = bg for the gradients with a
growing batch-size for Hessian such that
bsk ≥
n
n
σ2 ‖∇f(wk)‖+ 1
.
converges to w∗ with the quadratic rate,
Ek ‖wk+1 − w∗‖ ≤ γ
(
M + 2L+ 2L2 cg
2µ˜
)
(E ‖wk − w∗‖)2 ,
from a close enough initialization w0 such that ‖w0 − w∗‖ ≤ 2µ˜γ (M+2L+2L2 cg) . Here cg =
√
ρ(n−bg)
bg (n−1) .
Proof. Using Lemma 2 to bound the third term, we obtain the following bound,
Ek ‖∇fGk(wk)−∇f(wk)‖ ≤
√
ρ (n− bgk)
(n− 1) bgk
‖∇f(wk)‖2
Ek ‖∇fGk(wk)−∇f(wk)‖ ≤ L2
√
ρ (n− bgk)
(n− 1) bgk
‖wk − w∗‖2
Using the same analysis as Theorem 2 for the first two terms, we obtain
Ek ‖wk+1 − w∗‖ ≤ 1
(µ˜+ τ)
[
M
2
‖wk − w∗‖2 + L ‖wk − w∗‖2 + τ ‖wk − w∗‖+ L2cg ‖wk − w∗‖2
]
+
τ
µ˜+ τ
Ek−1 ‖wk − w∗‖
where cg =
√
ρ (n−bgk )
(n−1) bgk
and bgk can remain fixed for all the iterations. Taking an expectation Ek−1,
Ek,k−1 ‖wk+1 − w∗‖ ≤
(
M + 2L+ 2L2cg
)
2(µ˜+ τ)
Ek−1
[
‖wk − w∗‖2
]
+
τ
µ˜+ τ
Ek−1 ‖wk − w∗‖
Using the γ bounded moments assumption,
=⇒ Ek,k−1 ‖wk+1 − w∗‖ ≤
γ
(
M + 2L+ 2L2cg
)
2(µ˜+ τ)
(Ek−1 ‖wk − w∗‖)2 + τ
µ˜+ τ
Ek−1 ‖wk − w∗‖
which gives us the linear-quadratic convergence. Furthermore if τ = 0, µ˜ > 0 and ‖w0 − w∗‖ ≤ 2(µ˜+τ)γ (M+2L+2L2 cg)
yields the quadratic rate
Ek,k−1 ‖wk+1 − w∗‖ ≤
(
γ
(
M + 2L+ 2L2 cg
)
2(µ˜+ τ)
)
(Ek−1 ‖wk − w∗‖)2 .
D Proof of Theorem 3
We begin by defining the local norm of a direction h with respect to the local Hessian for a self-concordant
function as
‖h‖x =
〈∇2f(x)h , h〉1/2 = ∥∥∥[∇2f(x)]1/2 h∥∥∥ .
We state the standard results for self-concordant functions that are needed in our analysis.
Theorem 5 (Theorem 5.1.9 in [50]). Let f be a standard self-concordant function, x, y ∈ domf , and ‖y − x‖x <
1. Then
f(y) ≤ f(x) + 〈∇f(x) , y − x〉+ ω∗ (‖y − x‖x) .
Here, ω∗ (t) = −t− log(1− t).
Theorem 6 (Theorem 5.2.1 in [50]). Let λ0(w) :=
〈
∇f(w) , [∇2f(w)]−1∇f(w)〉1/2 be the unregularized Newton
decrement at w. If f is standard self-concordant and λ0(w) < 1, then
f(w)− f(w∗) ≤ ω∗
(
λ0(w)
)
.
See [50] for the proofs. Now we give the proof for Theorem 3.
Proof. First, we analyze the norm of the update direction with respect to the local Hessian,
‖wk+1 − wk‖wk =
cη
1 + ηλ˜k
∥∥∥[∇2f(wk)]1/2 [HSk(wk)]−1∇fGk(wk)∥∥∥
=
cη
1 + ηλ˜k
∥∥∥[∇2f(wk)]1/2 [HSk(wk)]−1/2 [HSk(wk)]−1/2∇fGk(wk)∥∥∥
≤ cη
1 + ηλ˜k
∥∥∥[∇2f(wk)]1/2 [HSk(wk)]−1/2∥∥∥∥∥∥[HSk(wk)]−1/2∇fGk(wk)∥∥∥
≤ cηλ˜k
1 + ηλ˜k
√
L
µ˜+ τ
Substitute in the choice of c,
=⇒ ‖wk+1 − wk‖wk ≤
ηλ˜k
1 + ηλ˜k
≤ 1 (8)
This allows us to analyze the sub-optimality in terms of objective values using Theorem 5,
f(wk+1) ≤ f(wk)− cη
1 + ηλ˜k
〈
∇f(wk) , [HSk(wk)]−1∇fGk(wk)
〉
+ ω∗
(‖wk+1 − wk‖wk)
We know that ω∗ is strictly increasing on the positive domain, using (8),
=⇒ f(wk+1) ≤ f(wk)− cη
1 + ηλ˜k
〈
∇f(wk) , [HSk(wk)]−1∇fGk(wk)
〉
+ ω∗
(
ηλ˜k
1 + ηλ˜k
)
Since ω′(t) = 11+t
=⇒ f(wk+1) ≤ f(wk)− cη
1 + ηλ˜k
〈
∇f(wk) , [HSk(wk)]−1∇fGk(wk)
〉
+ ω∗
(
ω′
(
ηλ˜k
))
Now take expectation on both sides with respect to Gk and Sk conditioned on wk,
EGk,Sk [f(wk+1)] ≤ f(wk)− EGk,Sk
[
cη
1 + ηλ˜k
〈
∇f(wk) , [HSk(wk)]−1∇fGk(wk)
〉]
+ EGk,Sk
[
ω∗
(
ω′
(
ηλ˜k
))]
Note that
λ˜k ≤ 1
µ˜+ τ
‖∇fGk(wk)‖
=
1
µ˜+ τ
‖∇fGk(wk)−∇fG(w∗)‖ (by interpolation assumption)
≤ L˜+ τ
µ˜+ τ
‖wk − w∗‖ (by smoothness on the batch)
≤ (L˜+ τ)D
µ˜+ τ
:= λmax
=⇒ EGk,Sk [f(wk+1)] ≤ f(wk)−
cηλ2k
1 + ηλmax
+ EGk,Sk
[
ω∗
(
ω′
(
ηλ˜k
))]
(9)
Using the convexity of ω′ on the positive domain with Jensen’s inequality, the last term can be bounded as
E
[
ω∗
(
ω′
(
ηλ˜k
))]
= E
[
ηλ˜kω
′
(
ηλ˜k
)
− ω
(
ηλ˜k
)]
≤
η2E
[
λ˜2k
]
1 + ηλ˜min
− E
[
ω
(
ηλ˜k
)]
where λ˜min = minwk,Gk,Sk λ˜k. Applying the Newton decrement SGC gives us,
=⇒ E
[
ω∗
(
ω′
(
ηλ˜k
))]
≤ η
2ρndλ
2
k
1 + ηλ˜min
− E
[
ω
(
ηλ˜k
)]
with ρnd =
ρL
µ˜+τ . Combining this with (by interpolation assumption) gives us
E [f(wk+1)] ≤ f(wk)− cηλ
2
k
1 + ηλmax
+
η2ρndλ
2
k
1 + ηλ˜min
− E
[
ω
(
ηλ˜k
)]
= f(wk)− ηλ2k
(
c
1 + ηλmax
− ηρnd
1 + ηλ˜min
)
︸ ︷︷ ︸
(∗)
−E
[
ω
(
ηλ˜k
)]
(10)
For η in the range 0 < η ≤ cρnd(1+λmax)−cλmin (≤ 1), we have
ηρnd(1 + λmax)− ηcλmin ≤ c
=⇒ ηρnd(1 + ηλmax) ≤ ηρnd(1 + λmax) ≤ c(1 + ηλmin)
=⇒ ηρnd
1 + ηλmin
≤ c
1 + ηλmax
Thus we can choose 0 ≤ η ≤ cρnd(1+λmax) (≤ cρnd(1+λmax)−cλmin ) and upper bound (*) in (10) by 0. Now we have
the following expected decrease of the function value for one update,
E [f(wk+1)] ≤ f(wk)− E
[
ω
(
ηλ˜k
)]
By the convexity of ω and using Jensen’s inequality,
≤ f(wk)− ω
(
ηE
[
λ˜k
])
= f(wk)− ω
(
ηE
∥∥∥HSk(wk)−1/2∇fGk(wk)∥∥∥)
Apply Jensen’s inequality using the convexity of ‖·‖H for some H  0,
≤ f(wk)− ω
(
η
∥∥∥EHSk(wk)−1/2E∇fGk(wk)∥∥∥)
Using the fact that the inverse square root function is operator convex (Lo¨wner-Heinz Theorem) [66, 14] on a
positive spectrum, we can apply the operator Jensen inequality to bound the inner term,
≤ f(wk)− ω
(
η
∥∥∥[∇2f(wk) + τId]−1/2∇f(wk)∥∥∥)
= f(wk)− ω (ηλk)
=⇒ E [f(wk+1)] ≤ f(wk)− ω (ηλk) (11)
Note that for any c, δ ∈ (0, 1] and t ≥ 0,
ω (ct)− cδω (t) = ct− log(1 + ct)− cδt+ cδ log(1 + t)
≥ ct− c log(1 + t)− cδt+ cδ log(1 + t)
= (c− cδ)t− (c− cδ) log(1 + t)
= (c− cδ)(t− log(1 + t))
= (c− cδ)ω (t)
≥ 0
=⇒ ω (ct) ≥ cδω (t) .
Combining this with (11) yields the global R-linear convergence rate,
E [f(wk+1)] ≤ f(wk)− ηδω (λk)
=⇒ E [f(wT )]− f(w∗) ≤ f(w0)− f(w∗)− ηδ
(
T−1∑
k=0
ω (λk)
)
Note that λk =
〈
∇f(wk) ,
[∇2f(wk) + τI]−1∇f(wk)〉 ≤ λ0k, and since ω∗ (t) is a decreasing function for t ≤ 1/6,
then ω∗ (λk) ≥ ω∗
(
λ0k
)
. As shown in [72], for all t ≤ 1/6, ω∗ (t) ≤ 1.26ω (t), then for λk ≤ λ0k ≤ 1/6, we can
bound the above as
E [f(wk+1)] ≤ f(wk)− ηδ
1.26
ω∗
(
λ0k
)
Subtract f(w∗) from both sides,
E [f(wk+1)]− f(w∗) ≤ f(wk)− f(w∗)− ηδ
1.26
ω∗
(
λ0k
)
and apply Theorem 6,
≤ f(wk)− f(w∗)− ηδ
1.26
(f(wk)− f(w∗))
E [f(wk+1)]− f(w∗) ≤
(
1− ηδ
1.26
)
(f(wk)− f(w∗))
which completes the proof.
E Proof of Theorem 4
Proof. From the L-smoothness assumption, we have
Ek[f(wk+1)] ≤ f(wk)− ηk 〈∇f(wk) , Bk Ek[∇fGk(wk)]〉+
L
2
η2k Ek ‖Bk∇fGk(wk)‖2
Ek[f(wk+1)] ≤ f(wk)− ηk 〈∇f(wk) , Bk∇f(wk)〉+ Lλ
2
d η
2
k
2
Ek ‖∇fGk(wk)‖2
Bounding the last term using Lemma 1,
Ek ‖∇fGk(wk)‖2 ≤
(
(n− bg) (ρ− 1)
(n− 1) bg + 1
)
‖∇f(wk)‖2
Denoting
(
(n−bg) (ρ−1)
(n−1) bg + 1
)
as ρ′
Ek[f(wk+1)] ≤ f(wk)− ηkλ1 ‖∇f(wk)‖2 + ρ
′Lλ2d η
2
k
2
‖∇f(wk)‖2
If ηk = η =
λ1
ρ′Lλ2d
,
=⇒ Ek[f(wk+1)] ≤ f(wk)− λ
2
1
ρ′Lλ2d
‖∇f(wk)‖2 + ρ
′Lλ2d
2
λ21
ρ′2L2λ4d
‖∇f(wk)‖2
= f(wk)−
(
λ21
ρ′Lλ2d
− λ
2
1
2ρ′Lλ2d
)
‖∇f(wk)‖2
=⇒ Ek[f(wk+1)] ≤ f(wk)− λ
2
1
2ρ′Lλ2d
‖∇f(wk)‖2
Subtracting f(w∗) from both sides and apply strong convexity,
Ek[f(wk+1)]− f(w∗) ≤ f(wk)− f(w∗)− µλ
2
1
ρ′Lλ2d
(f(wk)− f(w∗))
=
(
1− µλ
2
1
ρ′Lλ2d
)
(f(wk)− f(w∗))
=⇒ E[f(wk+1)]− f(w∗) ≤
1− µλ21(
(n−bg) (ρ−1)
(n−1) bg + 1
)
Lλ2d
 (f(wk)− f(w∗))
Recursing,
E[f(wT )]− f(w∗) ≤
1− µλ21(
(n−bg) (ρ−1)
(n−1) bg + 1
)
Lλ2d
T (f(w0)− f(w∗))
Proposition 1. Suppose f satisfies the SGC with parameter ρ. Then the following holds for positive definite
matrices A,B with bounded eigenvalues λmin(B) and λmax(A), i.e.
E ‖∇fG(w)‖2A ≤
ρλmax(A)
λmin(B)
‖∇f(w)‖2B
for all f .
Proof. From the LHS,
E ‖∇fG(w)‖2A ≤ λmax(A)E ‖∇fG(w)‖2
≤ ρλmax(A) ‖∇f(w)‖2
From the RHS,
‖∇f(w)‖2B ≥ λmin(B) ‖∇f(w)‖2
Combining the two inequalities gives us the desired bound.
F Common Lemmas
Lemma 1. Consider y = 1n
∑n
i=1 yi where yi ∈ Rd. Then for a yi selected uniformly at random, we have
E [yi] = y. Suppose we unidormly draw a sample B ⊂ {1, . . . , n} and let yB = 1b
∑
i∈B where b = |B|. If the yi’s
satisfy a growth condition such that
Ei ‖yi‖2 ≤ c ‖y‖2
for some c > 0. Then the expected squared norm of the error  = yB − y can be bounded as
E ‖yB − y‖2 ≤ (n− b)(c− 1)
(n− 1)b ‖y‖
2
.
Proof. For an arbitrary entry j ∈ {1, . . . , d}, the error 2j can be bounded using its sample variance as [39]
2j =
n− b
nb
1
n− 1
n∑
i=1
(yij − yj)2
=
n− b
nb
1
n− 1
n∑
i=1
(y2ij − 2yijyj + y2j )
Take the squared norm of , we have
=⇒ ‖‖2 = n− b
nb
1
n− 1
d∑
j=1
n∑
i=1
(y2ij − 2yijyj + y2j )
=
n− b
nb
1
n− 1
n∑
i=1
(
‖yi‖2 − 2 〈yi , y〉+ ‖y‖2
)
Now take and expectation on both sides and using the unbisedness of yi, we have
E ‖‖2 = n− b
nb
1
n− 1
n∑
i=1
(
E ‖yi‖2 − 2 ‖y‖2 + ‖y‖2
)
(12)
Apply the growth condition,
=⇒ E ‖‖2 ≤ n− b
nb
1
n− 1
n∑
i=1
(
c ‖y‖2 − ‖y‖2
)
=
(n− b)(c− 1)
(n− 1)b ‖y‖
2
which completes the proof.
Lemma 2. Consider the same setup as in Lemma 1. If we replace the growth condition with
Ei ‖yi‖2 ≤ c ‖y‖4
then we obtain the following bound on the expected squared error
E ‖yB − y‖2 ≤ (n− b)c
(n− 1)b ‖y‖
4
.
for some c > 0.
Proof. Using the same analysis as in Lemma 1 up to equation (12) and applying the new growth condition gives
us
E ‖‖2 ≤ n− b
nb
1
n− 1
n∑
i=1
(
c ‖y‖4 − ‖y‖2
)
≤ n− b
nb
1
n− 1
n∑
i=1
(
c ‖y‖4
)
(Since ‖y‖2 > 0)
=
(n− b)c
(n− 1)b ‖y‖
4
.
G Additional Experiments
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Figure 3: Comparison of R-SSN variants and stochastic L-BFGS against first order methods on rcv1 for linear
models under two different losses.
