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y(k) is the process output. . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Flowchart of a simple Particle Swarm Optimization Algorithm . . . . . 21
1.4 Structure of Proposed MPC-PSO Controller . . . . . . . . . . . . . . . 29
1.5 Power System Dynamics Tested with the Proposed Controller . . . . . 32
2.1 Structure of Proposed MPC-PSO Controller . . . . . . . . . . . . . . . 45
2.2 Flowchart of Proposed PSO-based MPC . . . . . . . . . . . . . . . . . 46
2.3 Nonlinear Characteristic of a Control Valve . . . . . . . . . . . . . . . . 52
2.4 Set Point Tracking of Control Valve for Proposed Controller . . . . . . 55
2.5 Control Effort for Set Point Tracking of Control Valve . . . . . . . . . . 55
2.6 Servo Behavior of Control Valve for Proposed Controller . . . . . . . . 55
2.7 Control Effort for Servo Behavior of Control Valve . . . . . . . . . . . . 55
3.1 Diagram of Synchronous Machine Infinite Bus (SMIB) Power System . 61
3.2 Angle (rad) for Case I . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3 Convertor Current . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.4 Frequency Deviation (rad/sec) . . . . . . . . . . . . . . . . . . . . . . . 68
3.5 Mechanical Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.6 Control Input 1, cos(β) . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.7 Control Input 2, v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.8 Angle for |u| ≤ ±1.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
ix
3.9 Convertor Current . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.10 Frequency Deviation (rad/s) . . . . . . . . . . . . . . . . . . . . . . . . 70
3.11 Mechanical Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.12 Control Input 1, cos(β) . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.13 Control Input 2, v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.14 Angle (rad) for Case II . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.15 Convertor Current . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.16 Frequency Deviation (rad/sec) . . . . . . . . . . . . . . . . . . . . . . . 73
3.17 Mechanical Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.18 Control Input 1, cos(β) . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.19 Control Input 2, v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.20 Angle (rad) for Case III . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.21 Convertor Current . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.22 Frequency Deviation (rad/sec) . . . . . . . . . . . . . . . . . . . . . . . 75
3.23 Mechanical Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.24 Control Input 1, cos(β) . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.25 Control Input 2, v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.26 Angle (rad) for Case IV . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.27 Convertor Current . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.28 Frequency Deviation (rad/sec) . . . . . . . . . . . . . . . . . . . . . . . 77
3.29 Mechanical Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.30 Control Input 1, cos(β) . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.31 Control Input 2, v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.32 Angle (rad) for Case V . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.33 Convertor Current . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.34 Frequency Deviation (rad/sec) . . . . . . . . . . . . . . . . . . . . . . . 79
3.35 Mechanical Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.36 Control Input 1, cos(β) . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.37 Control Input 2, v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
x
4.1 Block diagram of single area LFC . . . . . . . . . . . . . . . . . . . . . 89
4.2 Disturbance and Frequency Deviation for Designs 1-3 . . . . . . . . . . 94
4.3 Change in Generated Power for Designs 1-3 . . . . . . . . . . . . . . . 94
4.4 Control Effort for Designs 1-3 . . . . . . . . . . . . . . . . . . . . . . . 94
4.5 Cost Function for Designs 1-3 . . . . . . . . . . . . . . . . . . . . . . . 94
4.6 Robustness of Frequency Deviation . . . . . . . . . . . . . . . . . . . . 96
4.7 Robustness in Change in Generated Power . . . . . . . . . . . . . . . . 96
4.8 Control Efforts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.9 Cost Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.10 Block diagram of nth area LFC with GRC nonlinearities . . . . . . . . 98
4.11 Frequency Deviation for GRC = 0.01 . . . . . . . . . . . . . . . . . . . 100
4.12 Frequency Deviation for GRC = 0.0017 . . . . . . . . . . . . . . . . . . 100
4.13 Generated Power Output for GRC = 0.01 . . . . . . . . . . . . . . . . 100
4.14 Generated Power Output for GRC = 0.0017 . . . . . . . . . . . . . . . 100
4.15 Control Effort for GRC = 0.01 . . . . . . . . . . . . . . . . . . . . . . . 100
4.16 Control Effort for GRC = 0.0017 . . . . . . . . . . . . . . . . . . . . . 100
4.17 Cost for GRC = 0.01 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.18 Cost for GRC = 0.0017 . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.19 Varying Disturbance Applied . . . . . . . . . . . . . . . . . . . . . . . 102
4.20 Frequency Deviation for Varying Disturbance . . . . . . . . . . . . . . 102
4.21 Generated Power Output for Varying Disturbance . . . . . . . . . . . . 102
4.22 Control Effort for Varying Disturbance . . . . . . . . . . . . . . . . . . 102
4.23 Frequency Deviation for Varying GRC . . . . . . . . . . . . . . . . . . 103
4.24 Generated Power Output for Varying GRC . . . . . . . . . . . . . . . . 103
4.25 Control Effort for Varying GRC . . . . . . . . . . . . . . . . . . . . . . 103
4.26 Cost Functions for Varying GRC . . . . . . . . . . . . . . . . . . . . . 103
4.27 Frequency Deviation for GRC with Parameter Variation . . . . . . . . 105
4.28 Generated Power Output for GRC with Parameter Variation . . . . . . 105
4.29 Control Effort for GRC with Parameter Variation . . . . . . . . . . . . 105
4.30 Control Effort for GRC with Parameter Variation . . . . . . . . . . . . 105
xi
4.31 Block diagram of two-area LFC with GRC nonlinearities . . . . . . . . 107
4.32 Frequency Deviation in Area 1 . . . . . . . . . . . . . . . . . . . . . . . 110
4.33 Frequency Deviation in Area 2 . . . . . . . . . . . . . . . . . . . . . . . 110
4.34 Change in Generated Power in Area 1 . . . . . . . . . . . . . . . . . . . 110
4.35 Change in Generated Power in Area 2 . . . . . . . . . . . . . . . . . . . 110
4.36 Control Effort, u1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.37 Control Effort, u2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.38 Power Flow in Tie-Line . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.39 Cost Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.40 Frequency Deviation in Area 1 . . . . . . . . . . . . . . . . . . . . . . . 113
4.41 Frequency Deviation in Area 2 . . . . . . . . . . . . . . . . . . . . . . . 113
4.42 Change in Generated Power in Area 1 . . . . . . . . . . . . . . . . . . . 113
4.43 Change in Generated Power in Area 2 . . . . . . . . . . . . . . . . . . . 113
4.44 Control Effort, u1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.45 Control Effort, u2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.46 Power Flow in Tie-Line . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.47 Cost Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.48 Frequency Deviation in Area 1 . . . . . . . . . . . . . . . . . . . . . . . 116
4.49 Frequency Deviation in Area 2 . . . . . . . . . . . . . . . . . . . . . . . 116
4.50 Change in Generated Power in Area 1 . . . . . . . . . . . . . . . . . . . 116
4.51 Change in Generated Power in Area 2 . . . . . . . . . . . . . . . . . . . 116
4.52 Control Effort, u1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
4.53 Control Effort, u2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
4.54 Power Flow in Tie-Line . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
4.55 Block diagram of four-area interconnected power system . . . . . . . . 118
4.56 Area 1 of four-area interconnected power system . . . . . . . . . . . . . 119
4.57 Four-Area Excluding Nonlinearity, ∆f1 & ∆f2 . . . . . . . . . . . . . . 120
4.58 ∆f3 & ∆f4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.59 ∆Pg1 & ∆Pg2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.60 ∆Pg3 & ∆Pg4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
xii
4.61 u1 & u2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.62 u3 & u4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.63 Power Flow in Tie-Lines for Four-Area System Excluding GRC . . . . . 121
4.64 Four-Area Including Nonlinearity, ∆f1 & ∆f2 . . . . . . . . . . . . . . 123
4.65 ∆f3 & ∆f4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.66 ∆Pg1 & ∆Pg2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.67 ∆Pg3 & ∆Pg4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.68 u1 & u2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.69 u3 & u4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.70 Power Flow in Tie-Lines for Four-Area System with GRC . . . . . . . . 124
5.1 Block diagram of Drum Boiler Turbine System . . . . . . . . . . . . . . 129
5.2 Power Generated at Operating Point 4 . . . . . . . . . . . . . . . . . . 133
5.3 Pressure at Operating Point 4 . . . . . . . . . . . . . . . . . . . . . . . 133
5.4 Water Level at Operating Point 4 . . . . . . . . . . . . . . . . . . . . . 133
5.5 u1 at Operating Point 4 . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.6 u2 at Operating Point 4 . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.7 u3 at Operating Point 4 . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.8 Power Generated - Switch Operating Points from 4 to 5 . . . . . . . . . 135
5.9 Pressure - Switch Operating Points from 4 to 5 . . . . . . . . . . . . . 135
5.10 Water Level - Switch Operating Points from 4 to 5 . . . . . . . . . . . 135
5.11 u1 - Switch Operating Points from 4 to 5 . . . . . . . . . . . . . . . . . 135
5.12 u2 - Switch Operating Points from 4 to 5 . . . . . . . . . . . . . . . . . 135
5.13 u3 - Switch Operating Points from 4 to 5 . . . . . . . . . . . . . . . . . 135
5.14 Power Generated - Switch Operating Points from 4 to 6 . . . . . . . . . 137
5.15 Pressure - Switch Operating Points from 4 to 6 . . . . . . . . . . . . . 137
5.16 Water Level - Switch Operating Points from 4 to 6 . . . . . . . . . . . 137
5.17 u1 - Switch Operating Points from 4 to 6 . . . . . . . . . . . . . . . . . 137
5.18 u2 - Switch Operating Points from 4 to 6 . . . . . . . . . . . . . . . . . 137
5.19 u3 - Switch Operating Points from 4 to 6 . . . . . . . . . . . . . . . . . 137
xiii
5.20 Power Generated - Switch Operating Points from 4 to 7 . . . . . . . . . 140
5.21 Pressure - Switch Operating Points from 4 to 7 . . . . . . . . . . . . . 140
5.22 Water Level - Switch Operating Points from 4 to 7 . . . . . . . . . . . 140
5.23 u1 - Switch Operating Points from 4 to 7 . . . . . . . . . . . . . . . . . 140
5.24 u2 - Switch Operating Points from 4 to 7 . . . . . . . . . . . . . . . . . 140
5.25 u3 - Switch Operating Points from 4 to 7 . . . . . . . . . . . . . . . . . 140
5.26 Power Generated - Switch Operating Points from 4 to 3 . . . . . . . . . 141
5.27 Pressure - Switch Operating Points from 4 to 3 . . . . . . . . . . . . . 141
5.28 Water Level - Switch Operating Points from 4 to 3 . . . . . . . . . . . 141
5.29 u1 - Switch Operating Points from 4 to 3 . . . . . . . . . . . . . . . . . 141
5.30 u2 - Switch Operating Points from 4 to 3 . . . . . . . . . . . . . . . . . 141
5.31 u3 - Switch Operating Points from 4 to 3 . . . . . . . . . . . . . . . . . 141
5.32 Power Generated - Switch Operating Points from 4 to 2 . . . . . . . . . 142
5.33 Pressure - Switch Operating Points from 4 to 2 . . . . . . . . . . . . . 142
5.34 Water Level - Switch Operating Points from 4 to 2 . . . . . . . . . . . 142
5.35 u1 - Switch Operating Points from 4 to 2 . . . . . . . . . . . . . . . . . 142
5.36 u2 - Switch Operating Points from 4 to 2 . . . . . . . . . . . . . . . . . 142
5.37 u3 - Switch Operating Points from 4 to 2 . . . . . . . . . . . . . . . . . 142
6.1 Block Diagram of Proposed MPC-PSO with Noise . . . . . . . . . . . . 145
6.2 Noise in the System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
6.3 Converter Current for SMIB system with Noise . . . . . . . . . . . . . 146
6.4 Frequency Deviation with Noise . . . . . . . . . . . . . . . . . . . . . . 146
6.5 Control Effort, cos(β) for Noise . . . . . . . . . . . . . . . . . . . . . . 146
6.6 Control Effort, v for Noise . . . . . . . . . . . . . . . . . . . . . . . . . 146
6.7 Converter Current for SMIB system with Model Mismatch . . . . . . . 148
6.8 Frequency Deviation with Model Mismatch . . . . . . . . . . . . . . . . 148
6.9 Control Effort, cos(β) for Model Mismatch . . . . . . . . . . . . . . . . 148
6.10 Control Effort, v for Model Mismatch . . . . . . . . . . . . . . . . . . . 148
6.11 Effect of Prediction Horizon - Change in Frequency Deviation . . . . . 149
xiv
6.12 Effect of Prediction Horizon - Change in Power Generated . . . . . . . 149
6.13 Effect of Population Size - Change in Frequency Deviation . . . . . . . 151
6.14 Effect of Population Size - Change in Power Generated . . . . . . . . . 151
xv
THESIS ABSTRACT
NAME: Muhammad Salman Yousuf
TITLE OF STUDY: Nonlinear Predictive Control using Particle Swarm Opti-
mization: Applications to Power Systems
MAJOR FIELD: Electrical Engineering
DATE OF DEGREE: June 2009
Although classical control is still the workhorse in the majority of control engi-
neering applications, it is well recognized that this linear control method is not always
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control and they were applied successfully to several industrial applications. MPC re-
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The vast majority of industrial processes are typically operated using linear controllers,
although it is well know that these processes are highly nonlinear. For these nonlinear
systems, designing a feedback control law is very difficult because of the necessity
to explore the whole state space. For nearly five decades, the PID controller has
been the premium controller used in industries and other applications. It has shown
good results, especially for single-input single-output applications. For multi-variable
systems, it has shown limited success. The limitations of the PID controller are due
to its characteristics, mainly its hardware realizability [41].
However, due to the continual evolution of digital computers, research to produce
better control systems has increased and advanced control systems are being devel-
oped. These systems are digital and do not need hardware realizability. Also, the
1
processes today are much more complex and they need to be optimized and strictly
controlled. This is especially true for multi-variable systems. Furthermore, rising
costs of energy and raw materials, combined with the availability of powerful and eco-
nomical microprocessors have provided additional incentive to evolve better control
techniques.
Therefore, as we can now pursue the development of advanced control more feasibly
than ever before, and the demands of our time are also increasingly stringent, we have
no lack of motivation to develop and use better and advanced control methods. These
motivating points can be enumerated as follows:
1. Limitations of classical (PID) control, especially for multivariable, nonlinear,
complex systems.
2. Requirement of high steady state optimization and optimal closed loop control.
3. Strong emphasis on smooth plant operation with minimum down time.
4. Strong emphasis on optimal plant economics and efficiency.
5. Modern processes becoming ever-more complex.
6. Rising costs of energy, raw materials, labor etc.
7. Rising demands of consumers.
8. Realization that maximum profit can be generated by responding effectively to
marketplace variations with minimum investment using integration of all aspects
of automation.
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9. Systems being forced to operate over wider range of conditions for maximum
efficiency.
10. Availability of amazingly powerful computer and microprocessor technology at
much lower costs.
So, being motivated by these factors, a modern day control problem that any
control system must solve can be stated as follows [112].
Online updation of the manipulated variables to satisfy multiple, changing perfor-
mance criteria in the face of changing plant characteristics.
Today, all control methodologies are dedicated to the solution of this problem.
These methodologies are distinguishable by the technique they use, which lie in the
distinction of one or many of the following entities:
1. Initial assumptions.
2. Mathematical formulation of performance criteria.
3. Selection of process representation.
4. Intended hardware implementation.
5. Intended process efficiency.
6. Importance of process constraints.
7. Process complexity.
8. Importance of uncertainties in the process.
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9. Economic goals.
Many control methodologies are available today with different sub-techniques. The
aim is to simply the system and the performance objectives mathematically such
that the control problem defined by [112] is solved in the best possible and optimal
way while fulfilling the hardware limitations. Perhaps the most crucial part is the
incorporation of constraints in the problem formulation. We will discuss this point
further in this thesis. The dynamic objective function is a mathematical function that
has to be minimized. This together with the dynamic inequality constraints on the
system formulate the performance criteria. The system is represented using the usual
well-known methods as a dynamic model, with uncertainties, if present. Lately, these
uncertainties are recognized as extremely important for optimal plant operation and
are incorporated in the controller formulation.
At this point, the following point is worth emphasizing: The operating point that
will satisfy all the economic goals of the process will lie at the intersection of the con-
straints. So, to be optimal, any control system must anticipate constraint violations
and compensate for them in a systematic way. Violations must not be allowed while
keeping the operating point as close as possible to these constraints.
Thus, the fundamentally important control problem is the creation of an effective,
practical method for the design of feedback controllers for constrained dynamic linear
or nonlinear systems with some uncertainties. Usually, designers using different control
techniques ignore the issue of constraints at the design stage and deal with them
in an ad hoc way during the implementation. However, Model Predictive Control
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(MPC) technique provides a way and methodology to handle system constraints in a
systematic way, both during design and implementation and to optimize the control.
Furthermore, MPC technique is independent of the type of system model, objective
functions, and constraints. Thus, currently, it is the only control methodology that
can most directly incorporate all the process constraints, different performance criteria
and is capable of utilizing any available process model [112]. This is why it is extremely
successful in numerous applications.
To search for optimal control, MPC can be combined with many heuristic tech-
niques, for example, Particle Swarm Optimization.
1.2 The Model Predictive Control Theory and
Background
In this section, an introduction of the Model Predictive Control (MPC) theory and
algorithm is given along with a substantial literature review.
The current interest of the industry in MPC can be traced back to a set of pa-
pers which appeared in the late 1970s. In 1978 Testud, Richalet, Rault, and Papon
described successful applications of “Model Predictive Heuristic Control” [147] and
in 1979 engineers from Shell, Cutler and Ramaker, outlined “Dynamic Matrix Con-
trol” (DMC) and reported applications to a fluid catalytic cracker [37]. Then in 1987
Mohtadi et al. presented the “Generalized Predictive Control” [97], [98]. In these
techniques or algorithms, an explicit dynamic model of a plant is used to predict the
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effect of future actions of the manipulated variables on the output, thus providing the
name “Model Predictive Control”. The future moves of the manipulated variables
are determined by optimization with the objective of minimizing the predicted error
subject to operating constraints. The optimization is repeated at each sampling time
based on updated information i.e. measurements from the plant.
The success of MPC can be attributed to the following three factors:
1. Incorporation of an explicit process model in the control calculation allowing
the controller to deal directly with all significant features of the plant dynamics.
2. Consideration of the plant behavior over a future horizon in time, allowing the
effects of feedforward and feedback disturbances to be anticipated and removed
in advance. This allows the controller to drive the plant more closely along the
desired future trajectory.
3. Consideration of process input, state and output constraints directly in control
calculations. Thus control violations are less likely to occur.
As mentioned earlier, it is this inclusion of constraints that most clearly distin-
guishes MPC from other process control paradigms [113]. Some good reviews of model
predictive control can be found in [34], [120], [121], [114], [105], [88] and [117].
Besides DMC and MPHC. there are several other commercially available model
predictive controllers available today, some of them are:
• MAC (Model Algorithmic Controller) or MPHC (Model Predictive Heuristic
Controller)
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• GPC (Generalized Predictive Controller)
• EPSAC (Extended Prediction Self Adaptive Controller)
• PFC (Predictive Functional Controller)
• EHAC (Extended Horizon Adaptive Control)
to name a few.
In model predictive control, the process output is predicted by using a model of
the process to be controlled. Any model that describes the relationship between the
input and the output of the process can be used. Further, if the process is subjected
to disturbances a disturbance or noise model can be added to the process model thus
allowing the effect of the disturbances on the predicted process output to be taken into
account. In order to define how well the predicted process output tracks the reference
trajectory, a criterion function is used. Typically the criterion is the difference between





[ŷ(k + i)− w(k + i)]2 (1.1)
where ŷ is the predicted process output, w is the reference trajectory, and Hp is the
predicted horizon. The basic structure common to all MPC algorithms is shown in
Figure 1.1.
Here the controller output sequence uopt over the prediction horizon is obtained by
minimization of J with respect to u. As a result the future tracking error is minimized.
If there is no model mismatch i.e., the model is identical to the process and there are
7
Figure 1.1: Structure of MPC
no disturbances and constraints, the process will track the reference trajectory exactly
on the sampling instants.
The key to a good MPC algorithm is the technique used to optimize the cost
function, J. In this thesis, Particle Swarm Optimization is used for this purpose, the
details of which will see in Section 1.3. Figure 1.2 shows the predicted output and
input over a horizon.
The working of MPC is well-known in the literature and will be discussed in detail
Section 2. However, this section will elaborate more on the applications and techniques
of MPC as found in the extensive literature available on the topic. For example, in the
sections 5 of the online publications [158], [159], and [160], the International Journal
of Robust and Nonlinear Control has mentioned several papers related to nonlinear
control and constraints. However, there are numerous other publications available.
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Figure 1.2: Predicted output and the corresponding optimal input over a horizon Hp,
where u(k) is the optimal input, ŷ(k) is the predicted output and y(k) is the process
output.
As mentioned already, the MPC technique is not new. Continuing from that, Yu-
geng in 1993 demonstrated the effectiveness of MPC on an inverted pendulum on a
cart using a two-level model predictive control algorithm [172]. At the first level, the
nonlinear plant is controlled with a state-feedback system to linearize the closed-loop
system. At the second level, the MPC algorithm is applied for further linearizing the
system. This achieves good dynamics and robustness. This approach also decreases
the computational complexity. Similarly, in 1994, the control of a paper machine
headbox was achieved with a nonlinear predictive controller incorporating a nonlinear
model-based observer within the MPC framework [127]. The proposed approach was
shown to handle deterministic disturbances. constraints in the manipulated variables
and mismatch between model and process. Under very restrictive assumptions the
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algorithm was interpreted as a linearizing controller. In 1995 and 1996, the publica-
tions of Yim [169] [168], demonstrate an approach to end point trajectory control of
elastic manipulators based on the nonlinear predictive control theory. Also the 1995
publication of Patwardhan [109], demonstrating the performance of the MPC algo-
rithm by simulating a benchmark CSTR (Continuous Stirred Tank Reactor) control
problem, and as the already referred [77], in which Katende demonstrates adaptive
GPC algorithm on nonlinear models are notable. All of this research indicates that
better results are achieved in the respective applications through the deployment of
some form of MPC.
A method of transforming a general constrained nonlinear optimization problem
into a convex optimization problem with quadratic criterion function and linear con-
straints, enabling the solution to be found through quadratic programming routines
was given in [17] in 1996. It uses a neural network model incorporated in a feedback
linearization scheme. With a suitable approximation of the resulting nonlinear con-
straints, it is then possible to solve the MPC with feedback linearization by also using
a quadratic programming optimization routine. Simulation results show enhancement
of the overall closed-loop performance with no penalizing effect on the control ef-
fort. In the author’s opinion these are promising results in the neural control field of
nonlinear processes subjected to environmental constraints.
In the literature, different MPC structures and slightly varying algorithms are
abundantly found. The typical way to present these is to apply the algorithm to a
challenging problem/application and observe the results. For example, Multivariable
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MPC applied to cement mills showed improved performance compared to previous
LQ techniques with respect to the hardness of the raw material as in [93]. Also, the
application of cascaded MPC to an induction motor by Hedjar [60], [62] and [63] gave
more effective control. When considering both electrical and mechanical dynamics
of the motor, the proposed control law dealt with mismatched parameters as well as
disturbance in the load effectively. In an interesting paper, Zhang and Morris have
shown an approach to partition a process into several fuzzy operating regions which
are identified as linear models of the parts of the whole process using neuro-fuzzy
approach [173]. Based on these local linear models, a nonlinear MPC is developed
by combining several local linear MPCs, which usually give analytical solutions. The
technique is demonstrated for the pH control of a CSTR.
Nonlinear MIMO MPC was presented by Al-Duwaish (2003) and applied to vari-
ous chemical processes including a shell distillation column by allowing the impurity
and pressure control of the column to be decoupled while satisfying the constraints [7].
Rueda et al. also applied MPC to a high-purity distillation column in 2005, based on
iterative linearization of the model response so that the same closed loop responses as
in the pure non-linear approach are obtained but with reduced computation times and
more efficient optimization [125]. MPC based on neural networks can was also applied
to cascaded thermal processes by Pappa in 2004 [106]. Among the newer applications,
a new constrained multivariable predictive control scheme is proposed to maximize the
production in polymerization processes by Alamir et al., 2007 [5]. The key features
of the proposed feedback strategy are its ability to rigorously handle the process con-
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straints, for example, input saturation, maximum allowed heat production, maximum
temperature values, and rate of change, as well as its real time implementability due
to the low dimensional control parametrization being used. Application of an efficient
MPC algorithm to a Hot Strip Finishing Mill can be found in [20].
MPC also finds applications in the field of robotics. An example is to control
a manipulator with a flexible forearm [140], where a neural network represents the
dynamical model. The nonlinear predictive controller was designed using the receding
horizon approach. The aim was to design a controller using the neural network and also
predict the output. This application was demonstrated by Song and Koivo in 1999 and
is more related to neural networks, but it does use the receding horizon technique as
a part. MPC is also applied for the nonlinear feedback control of robotic manipulator
by Hedjar [61]. In 2005, Hedjar et al. also demonstrated a finite horizon nonlinear
predictive controller with integral action and applied it to rigid link manipulators
resulting in asymptotic tracking of smooth trajectories and robustness to parameter
uncertainties [64]. A nonlinear low dimensional predictive control approach is applied
for the control of RABBIT, a walking under-actuated robot. The resulting technique
seems to be real-time implementable thanks to the low dimension of the optimization
problem [30] (2005). MPC is also used to control the level of blood glucose in Type I
diabetic patients, as recently demonstrated in [71]. Practical tests showed robustness
and advantages of using nonlinear MPC. [44] discusses the application of MPC to a
2-degree of freedom helicopter model. The algorithm keeps the helicopter stable in
maneuvers which were not possible with a linear controller.
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To check the working of an MPC algorithm, instead of using actual systems, non-
linear models such as the Hammerstein and Wiener or a combination of both can be
used. Such models are well-known in the literature. Examples of such efforts can be
found in [16] and [53].
As regards to the variety of algorithms and design of an MPC controllers, again
the literature available is abundant. For example, the actual design of an MPC using
9 neural networks is given in [90] by Liu. A neural network based nonlinear predictive
controller can also be found in Lazar 2001 [87] and a recent approach through this
area is in [72], where Support Vector Machine Neural Network is used to devise a
methodology for the generalized predictive control scheme. Similarly the first steps in
obtaining the theory to build a Fuzzy based MPC was published in 1999 by Espinosa
[48]. Another Fuzzy based approach is given in [29]. A fairly new technique for
MPC is by using Multirate Nonlinear Predictive Control as proposed by Halldorson
[58], [57] . This new approach reduces the computational load because it divides the
prediction horizon into only a few equidistant intervals with piecewise constant control
signals. After solving a first dynamic optimization problem the prediction horizon is
halved, keeping the second half of the solution fixed and doubling the sampling rate
in the first half of the control horizon. Using these settings a second optimization
is performed to improve the first acquired solution. This procedure is repeated until
the applied control step has a reasonable sampling time. This improved stability and
computational cost properties of the resulting control strategy without deteriorated
quality of control. MPC schemes can also be based on nonlinear state space models
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as shown by Rau in 2002 [116].
Multivariable processes using MPC as shown to be more identifiable in closed loop
with techniques based on autoregression models (ARMA), state space models, and
neural networks [2].
The technique that is most closely related to the work proposed here than others, is
the application of MPC with Genetic Algorithms to Nonlinear Models by Al-Duwaish
and Naeem [2]. This is a big leap forward because it was the first time an Evolutionary
Algorithm (EA, discussed in Section 1.3) was applied to MPC. The application in-
volved use of the proposed MPC-GA on Hammerstein and Wiener Models. The novel
application formulated the MPC as an optimization problem and and the genetic al-
gorithm is used in the optimization process. This was presented as an MS Thesis
by Naeem and Al-Duwaish in 2001 [100]. The GA-based MPC discussed in the work
was demonstrated successfully to SISO, MIMO, linear, and nonlinear systems. This
technique gave excellent control of a nonlinear control valve and a heat exchanger.
Simulation results on a binary distillation column and are demonstrated successfully
also. It is demonstrated that MPC can also be applied to power systems, namely a
STATCOM single machine power system. This was the first time MPC was applied
to any power system.
Several other practical and well researched MPC algorithms can be found in Zheng
1998 [175], Kouvaritakis 1999 [84], Cannon et al. 2001 [23], Imsland 2004 [70].
A valuable paper focused on the study of robustness properties of a family of MPC
controllers is by Magni (2002) [92]. It solves the tracking problem for asymptotically
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constant reference signals with emphasis given to integral action added to the plants.
Advancements to the techniques related to the MPC algorithm include observer-based
MPC [122], a fast modular multivariable nonlinear MPC [146], Nonlinear MPC with
Extended Dynamic Matrix Control [49], and other techniques as in [9], [11], [110],
[82], and [18]. The MPC concept can be extended to more advanced approaches
based around it, such as Extended Prediction Self Adaptive Control (EPSAC) and
Nonlinear-EPSAC [144] and can be applied to real-life systems.
Classical and very useful knowledge base for MPC is available in [113], [19], [77],
[103], [102], and [96].
Recent additions to MPC literature are applying MPC to nonlinear processes [10]
and discussion of nonlinear MPC for realtime applications [12]. Recently, Xu pre-
sented a GPC-PID control strategy for a cooling-coil unit in heating, ventilation and
air conditioning systems. Results showed that the proposed controller was able to
deal with a wide range of operating conditions and achieved better performance than
conventional methods [164]. Predictive control of a complex district heating network
is given in [126]. Other applications of MPC available in the literature are the control
of power converters [36] based on the cost function, multi-objective nonlinear predic-
tive control for hot Spring Thermal Energy Conversion (STEC) plant in Japan [174],
verifying feasibility and effectiveness, a guidance law based on nonlinear predictive
control for unmanned attack air vehicle [52], and pendulation control of an offshore
crane [142]. An application involving improvement of the distribution system stabil-
ity of gas turbines is given in [75]. MPC is used to successfully damp the oscillation
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when the power distribution system is subjected to a disturbance. A low computa-
tion and simple structure predictive controller for MIMO HVAC systems is given in
[163]. Song proposed a chaotic PSO-based Neural Network Predictive Controller for
nonlinear systems in [141]. A robust model predictive control method is developed
for the level control problem of a nuclear steam water generator by Hu and Yuan in
[68]. Closed loop stability and constraints satisfaction in the entire operating range
are guaranteed by the feasibility of the optimization problem and simulation results
show the effectiveness of the proposed method.
1.3 The Particle Swarm Optimization Technique
Particle swarm optimization (PSO), first introduced by James Kennedy and Russel
Eberhart, is one of the modern heuristic algorithms which belongs to the category of
swarm intelligence methods [80]. It was developed through simulation of a simplified
social system and was first presented by them in an IEEE Neural Network Conference
paper [81]. In the simulation model of a social system, each particle position can
be thought of being a state of mind of a particular setting of abstract variables that
represent the individual’s beliefs and attitudes. The movement of the particles thus
correspond to the change of these concepts. Swarms or social groups adjust their
beliefs and attitudes through the evaluation of stimuli from the environment and
compare it to their existing knowledge. If such stimuli or values are found to be more
fit, they replace their existing values. These three important properties of human or
animal social behavior i.e., evaluation, comparison, and imitation, are the inspiration
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for the particle swarm optimization algorithm, and the particle swarm uses these
concepts in adapting to the environmental changes and solving complex minimization
problems [81].
Besides being a model of human or animal behavior, the particle swarm is closely
related to swarm intelligence. Here, there is no central control and no one gives
orders. Each particle is a simple agent acting upon local information. But the swarm,
as a whole, is able to perform tasks whose degree of complexity is well beyond the
capabilities of an individual particle. This is due to self-organization. The interactions
among the particles (low-level components) result in complex structures at the swarm
(high-level or global) level making is possible for it to perform optimization of complex
functions.
Kennedy and Eberhart later developed this algorithm and laid the foundation to
what today is called as Swarm Intelligence [80], where they defined the five basic
principles on which Swarm Intelligence is based upon. These five basic principles are:
1. The proximity principle: The swarm should be able to carry out simple time
and space calculations.
2. The quality principle: The swarm should be able to respond to quality factors
in the environment.
3. The principle of diverse response: The swarm should not commit its activities
along excessively narrow channels.
4. The principle of stability: The swarm should not change its behavior every time
the environment changes.
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5. The principle of adaptability: The swarm must be able to change its behavioral
mode when its worth the computational price.
Note that the fourth and fifth principles are the opposite sides of the same coin.
The PSO algorithm adheres to all of these principles [81]. Thus, the PSO system is
thought of as an intelligent system. This is because it is based upon artificial life and
has roots in Evolutionary Computation (EC).
Like in other Evolutionary Computation methods, the particle swarm consists of
a population of individuals that represent solutions to the optimization problems we
need to be solved. An optimal solution is selected through an iterative and proba-
bilistic modification of these solutions. There is not much difference in PSO and other
Evolutionary Algorithms (EAs) in EC-terms. However, the difference lies in how the
population/swarm is changed from one iteration to the next. In EAs, genetic opera-
tors like selection, mutation and crossover are used whereas in PSO, the particles are
modified according to two formulas after each iteration. Also, conceptually, in PSO,
the particles stay alive and inhibit the search space during the whole run, where as
in other EAs, the individuals are replaced in each generation. Another fundamental
conceptual difference is that in EA the objective is reach through competitive search
whereas in PSO, it is reached through cooperative search.
As a result, PSO differs from other EAs [50] [56] [118] [136] in terms of performance.
The EA techniques have been successfully applied in many areas. However, PSO is a
more robust and fast algorithm that can provide better solutions to nonlinear, non-
differentiable, multi-modal problems. Such problems involve the minimization of a
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static objective function i.e., the main goal of a global minimizer that does not change.
A high-quality solution can be generated within shorter calculation time with more
stable convergence characteristic than given by other stochastic methods. Due to this
ability, it is effective in solving problems in a wide variety of scientific fields [108].
Since it was conceived, several variants of PSO have surfaced. The drawback of
the simple PSO was discussed by Angeline [8] and Kennedy [78]. The Vmax operator
introduced by Kennedy and Eberhart [81] is what makes the PSO algorithm a com-
petitor of other EA algorithms as recognized by Angeline [8]. The most commonly
used PSO algorithm that is used is given in [133] which is briefly discussed here.
As in other EAs, a population of individuals exist in PSO. However, here instead
of using genetic operators, these individuals are “evolved” by cooperation and com-
petition among themselves through generations. Each particle adjusts its “flying”
according to its own experience as well as its companions’ experience. Each individ-
ual, called a “particle” in fact, represents a potential solution to the problem.
Each particle is treated as a point in D-dimensional space. The ith particle is
represented as
Xi = (xi1, xi2, ..., xiD) (1.2)
The best previous position (the position giving the best fitness value) of any particle
is recorded and represented as
Pi = (pi1, pi2, ..., piD) (1.3)
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Similarly, the position change (velocity) of each particle is
Vi = (vi1, vi2, ..., viD) (1.4)
The particles are manipulated according to the following equations which give the
updated velocities and positions of the particles.
V n+1i = w ∗ V ni + c1 ∗ rni1 ∗ (P ni −Xni ) + c2 ∗ rni2 ∗ (P ng −Xni ) (1.5)
Xn+1i = X
n
i + x ∗ V n+1i (1.6)
For easier understanding, a simple flowchart illustrating the general working of the
PSO algorithm is given on the next page in Figure 1.3.
Later versions of the PSO discuss the effects of inertial weights which effect the
change in velocity. The velocity is multiplied by an inertia factor before updating
[135]. A variant is the accommodation of a constriction factor given by Clerc in [35].
This constricts the velocity of the particles to their present velocity before updating.
PSO converges very rapidly for uni-modal problems, but for multi-modal problems
there is a risk of the algorithm getting stuck in the local optima, i.e. premature
convergence. In order to avoid this, one would have to look into all possible local
optima before deciding on the global optimal value. This by itself is cumbersome
because the algorithm will take a large amount of time to journey through all the
local solutions before converging on the global optima. One method to avoid this
premature convergence was addressed in [91] wherein the researchers renewed the
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Figure 1.3: Flowchart of a simple Particle Swarm Optimization Algorithm
swarm by breeding some of the particles and called this algorithm the Hybrid-PSO,
which is a merger of EAs with the basic PSO. Shi, et al. have also addressed this idea
in a 2003 paper which proposes two new methods to integrate the PSO and Genetic
Algorithm (GA) methods in parallel and in series. Simulations show that both the
algorithms work better to obtain global minimum than standard PSO algorithm on a
series of benchmark functions [132].
One of the most important factors for an efficient PSO algorithm is the proper
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tuning of the parameters. This will enable the achievement of the global optimum
quickly and without premature convergence. Numerous papers have discussed this
matter and studied the effects of the tuning and parameter values. The prominent
papers are Shi and Eberhart [134] and [135], Eberhart and Shi [45], Carlisle and Dozier
[25], Angeline [8], and El-Gallad [47]. However, there are many others.
The idea of neighborhoods for PSO was discussed by Kennedy in [78]. Here the
information about the solution can be shared between particles so as to enhance the
search space and achieve better convergence. The particles can share information with
two or more of their adjacent particles. Different types of neighborhood techniques
which can influence the convergence were also discussed.
PSO was first applied to the training of Neural Networks [81] and since then it is
very important in that regard. A development to the PSO algorithm in this regard
is the Cooperative Particle Swarm Optimizer (CPSO), that leads to a significant
reduction in the training time [150], [152]. The CPSO technique splits the solution
vector of the function into several smaller vectors, where each sub-vector is optimized
using a separate PSO. The effects of swarm size on CPSO are discussed further in [151].
A first study of PSO for multi-objective (MO) problems is presented by Parsopoulos
and Vrahatis in 2002 [107]. The PSO technique solved well-known test problems,
including difficult MO cases efficiently which is also compared with GA techniques.
Another advantage of PSO is that it can be used as a hybrid with different other
optimization algorithms, for example, GA [132]. Another hybrid algorithm in PSO is
based on Levenberg-Marquardt optimizer. This method gave a very high success rate
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for six different parameter estimation problems [76]. Wang proposed a hybrid PSO
algorithm with Cauchy mutation in 2007 [154]. This avoids the PSO from falling into
a local optima as the best solution because the particles quickly get closer to the best
particle. By adding a Cauchy mutation on the best particle, the mutated best particle
leads other particles to better optima. Experimental study showed that this HPSO
worked successfully with difficult multimodal functions. Another technique to avoid
the local optima is using a dimension mutation operator. It is used in conjunction with
a dynamically changing inertial weight based on the degree of particle diversity and
improvement in fitness. This gives very good results as demonstrated experimentally
by Wei in [156] by the use of several benchmark functions.
An Extended PSO (EPSO) algorithm was proposed by Xu in 2005. This algorithm
uses local as well as global best positions for the calculation of the particles velocity
at each iteration [162]. Thus the new equation for velocity becomes:
V n+1i = K.(V
n
i + c1 ∗ rni1 ∗ (P ni −Xni )+ c2 ∗ rni2 ∗ (P nl −Xni )+ c3 ∗ rni3 ∗ (P ng −Xni )) (1.7)
where K is the constriction factor given by Clerc [35]. This algorithm combines the
advantages of global best and local best together. However, this needs further in-
vestigation in terms of weight assignments (c’s), topology for local best, and further
comparisons.
Eberhart and Shi have presented a very useful paper on the developments, applica-
tions and resources of the PSO in 2001 which can be found at [46]. This paper also list
the main applications where PSO excels. PSO can be used to optimize a wide array
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of functions of different types and is continually applied to a huge number of problems
and systems. To make sure that while using the algorithm, the good practices are
adopted and the bad practices are ignored, Kennedy’s recent paper is very important
[79]. It gives an informal discussion of the algorithm and its different parameters and
emphasizes that the real research goal is not to make the algorithm more complicated.
In fact, the goal is to strip it down to its essentials, at least while this paradigm is
still young, and avoid suboptimal methods.
1.3.1 Particle Swarm Optimization Algorithm
A brief description of the PSO algorithm is described in Section 1.3 and a flowchart
is given in Figure 1.3. Here how to implement the algorithm is briefly discussed and
some of its attributed at the algorithmic level are given.
This algorithm is for the optimization of continuous and real-valued functions in
the n-dimensional space, <n. The PSO is a population-based search-algorithm and
the population is called a swarm, S. The swarm consists of a number of particles
that move around in the search space S. A neighborhood relation N is defined on the
swarm. N determines the values of all particles, pi and pj, whether they are neighbors
or not. Thus for each particle p a neighborhood, N(p), containing all neighbors of p
is assigned. A fitness function f must be defined to compare candidate solutions in
the search space S which is a subset of <n, and map into the real numbers, i.e.: f : S
⊆ <n → <n . In fact, the PSO only compares fitness, so an ordinal fitness function
would suffice. Each particle p has two state variables:
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• Its current position: −→x (t)
• Its current velocity: −→v (t)
As well as a small memory containing:
• Its best position: −→p (t)
• The best −→p (t) of all p ∈ N(p):−→g (t),
Where −→x (t), −→v (t), −→p (t) and −→g (t) are n-dimensional vectors.
Particle Swarm Optimization basically consists of three parameters:
• vmax which restricts every coordinate of −→v (t) within the range [-vmax to vmax],
• φ1 and φ2 that determine the influence of −→p (t) and −→g (t) in the velocity update
formula.
The swarm is initialized at time t = 0 by placing the particles randomly and
uniformly distributed in S and assigning a random and uniformly chosen velocity
vector −→v (0) from V n. Moreover, set −→p (t) = −→g (t) = −→x (t).
The iterative optimization process starts after this initialization. The expressions
for the particle positions and velocities in the next time step are given by these recur-
sive equations:
−→v (t + 1) = −→v (t) + φ1(−→p (t)−−→x (t)) + φ2(−→g (t)−−→x (t)) (1.8)
−→x (t + 1) = −→x (t) +−→v (t + 1) (1.9)
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Note that these equations are just another way to represent equations 1.5 and 1.6.
The position of a particle at time t+1 is calculated as a sum of it old position
−→x (t) and current velocity −→v (t + 1) . Additionally, the velocity −→v (t + 1) is updated
as a sum of the particle’s old velocity −→v (t), its own cognitive learning part, φ1 (−→p (t)
- −→x (t)) and social learning part, φ2 (−→g (t) - −→x (t)).
After having calculated the velocities and position for the next time step t+1, the
first iteration of the algorithm is completed. Typically, this process is iterated for a
certain number of time steps, or until some acceptable solution has been found by
the algorithm. Here the pseudo-code for the PSO algorithm is presented. During the
search, the particles exchange information about their positions and fitness values.
This communication results in that the swarm learns and refine its knowledge about
the search, and moves towards the good search space areas. This is analogous to flocks
of birds flying and searching for food, to social insects such as bees and ants when
foraging or nesting, and to humans who affect the minds of each other by interacting
socially.
Program of Particle Swarm Optimization Algorithm:
Set t = 0;
Initialize φ1, φ2, Vmax and define N;
∀p ∈ S : Initialize −→x (t), −→v (t), −→p (t), and −→g (t) as described.
While
{
Min. is not reached or Iterations not exhausted
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∀p ∈ S : Calculate −→v (t + 1) and −→x (t + 1) using 1.8 and 1.9.
∀p ∈ S : Update −→p (t + 1) with −→x (t + 1) if f (−→x (t + 1)) is better than f(−→x (t))
∀p ∈ S : Update −→g (t + 1) with −→p (t + 1) in N(p).
}
As an emergent result of the two equations 1.8 and 1.9, the swarm as a whole will
identify and approach the good areas of the search space in a self-organized structure
based on comparison to and imitation of the particles to each other.
On the algorithmic level, the main strength of the PSO is its fast convergence,
which compares favorably to many EAs [108]. However, it has three major weaknesses:
1. It cannot dynamically adjust its velocities when fine-tuning a found optimum,
and hence the convergence rate decreases dramatically in the close vicinity of
optima [8].
2. On hard problems with many optima, its fast convergence rate may result in
premature convergence [78].
3. The number of PSO parameters to tune is critically large [78].
However, there are a number of techniques available in the literature that address
these problems and try to minimize them. For instance, to control the convergence,
the inertia-weight model by Eberhart and Shi can be used [135]. We too have used
this technique in this thesis. This technique multiplies the velocity of the current
time-step t with a factor called the inertia weight, w, in the calculation of the new
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velocity at t + 1, i.e.:
w ∗ −→v (t + 1) = −→v (t) + φ1(−→p (t)−−→x (t)) + φ2(−→g (t)−−→x (t)) (1.10)
Where w ∈ [0,1] is to enforce convergence. The reducing factor w is only multiplied
with −→v (t).
Another technique is using the Maurice-Clerc model involving the constriction
factor, K [35]. The resulting equation for the velocity is given as:
−→v (t + 1) = K ∗ (−→v (t) + φ1(−→p (t)−−→x (t)) + φ2(−→g (t)−−→x (t))) (1.11)
Other weaknesses of PSO are not critical for the applications in this thesis but
they can be avoided by using well-known techniques. Premature convergence can be
avoided by using hybrid-PSO algorithms, i.e. in combination with GAs, as described
by [91]. The convergence can be speeded up by using techniques to improve the
particles’ trajectories as given in [80].
1.4 Statement of Problem
The aim of this thesis is to develop a new algorithm that can be used for effective con-
trol of processes and systems. This advanced control algorithm is realized by utilizing
the Model Predictive Control technique described in the Section 1.2. This technique
will require the optimization of a quadratic criterion or objective function. This op-
timization is done by using the heuristic technique of Particle Swarm Optimization
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described in Section 1.3. PSO technique has several advantages over other heuristics
that have been already discussed. Particularly, the PSO is used to provide quick re-
sults while optimizing complex objective functions with multiple objectives and any
process constraints.
The algorithm can be represented by the following block diagram:
Figure 1.4: Structure of Proposed MPC-PSO Controller
The selection of a feasible and realizable objective function is also very important.
Generally, the objective functions include some penalty terms, like the weighted sums
of control signals (inputs) over the control horizon and weighted sums of the rate
of change of control signals over the prediction horizon, in addition to the weighted
sum of errors over the prediction horizon. Also, constraints are taken into account
which are due to the physical limitations on the actuators. So, a generalized objective
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e(k + i)T Qe(k + i) +
Hc∑
i=1
∆u(k + i)T R∆u(k + i) +
Hp∑
i=1
u(k + i)T Su(k + i)(1.12)
Subjected to the following constraints:
umin ≤ u(k + i) ≤ umax (1.13)
∆umin ≤ ∆u(k + i) ≤ ∆umax (1.14)
ymin ≤ y(k + i) ≤ ymax (1.15)
In Equation 2.20 Q, R and S are the weights on the prediction error, e(k), change
in the input, ∆u, and magnitude of the input, u, respectively. The prediction error is
defined as,
e = w(k)− ŷ(k) (1.16)
Where w(k) is the reference or the desired set point.
The process models used in this thesis are the Linear and Non-Linear State Space
Models. Some linear and nonlinear examples are taken at the start for studying,
but the main concentration is the optimal control of linear and nonlinear, SISO and
MIMO, multi-order, power systems.
30
1.5 Thesis Organization and Scope
This thesis is organized as follows: In the first chapter, the importance of MPC is
emphasized and the motivation for this work is given. The algorithm is also described
briefly. The Particle Swarm Optimization Technique is also discussed. Concise but
comprehensive literature reviews for both MPC and PSO are also given. It is seen
that heuristic based MPC algorithms are rarely used in the literature and they have
not been previously applied to any power systems.
In the second chapter, the MPC technique is explored in detail along with the
necessary concepts associated with it, like description of the process models, process
constraints, advantages and disadvantages etc. The MPC-PSO algorithm is also pro-
posed in this section and explained. The proposed controller is applied to a nonlinear
control valve to illustrate the use and explain it through an example.
The proposed controller is then applied to three major nonlinear power systems.
These systems are high order, MIMO and nonlinear. Chapters 3 - 5 detail these
applications. Three power systems selected for applying the proposed controller. The
details are given in Figure 1.5.
In Chapter 6, the results are summarized and special topics are discussed. The
foreseen future improvements that can be done to the proposed controller and its
applications are also discussed.
31






In Chapter 1, Model Predictive Control was introduced and some detail was given,
including an introduction to the algorithm. In this chapter, the MPC concept is
described in more detail. The proposed MPC-PSO controller is also introduced and
explained. Then it is applied for the nonlinear control of an automatic valve to
illustrate its use and understand it better.
2.1 The Predictive Controller Concept
Model Predictive Control refers to a class of algorithms that compute a sequence of
signals or manipulated variable adjustments, in order to optimize the future behavior
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of a plant. The optimal sequence is generated by utilizing a model of the process. The
model of the system is any entity that describes the input and output relations and any
type of model can be used. These models are given in Section 2.2.1. Naturally, these
models can be linear or non-linear. Also, if the process is subjected to disturbances,
noise or variations, these can be incorporated to the process models in the form of
disturbance or noise models. This will allow the effect of disturbances on the predicted
process to be taken into account. MPC also incorporates process constraints in the
prediction, as mentioned earlier. All of these qualities constitute the Model Predictive
Controller Concept [74].
To deeply understand the process, consider Figure 1.2 again. If the current time
is denoted by k, u(k), y(k) and ŷ(k) denote the controller output, the process output
and the predicted process output respectively at the time k. w is the desired process
output or the set point. Now, we define,
u = [u(k), u(k + 1), ..., u(k + Hp − 1)]T (2.1)
ŷ = [ŷ(k + 1), ŷ(k + 2), ..., ŷ(k + Hp)]
T (2.2)
w = [w(k + 1), w(k + 2), ..., w(k + Hp)]
T (2.3)
Here, Hp is the prediction horizon i.e., the time in the future up to which the output
is predicted using the model. Using this predictive output, the predictive controller
computes the future controller output sequence u as shown in Figure 1.2 such that
the predicted output of the process, ŷ is as close to the desired process output, w, as
possible. This desired process is called the reference or the reference trajectory.
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When the controller output sequence, u(k) is obtained in the above way for control-
ling the process in the next Hp samples, only the first element of u(k) is used to control
the process instead of the complete controller output sequence. At the next sample,
k+1, this whole process is repeated using the latest measured information. This is
called the receding horizon principle [74]. Assuming that there are no disturbances or
modeling errors, the predicted process output, ŷ(k + 1) is exactly equal to the actual
process output. Again, a future controller output sequence, u(k), is calculated such
that the predicted output is close to the reference trajectory. Generally, this controller
output sequence is different from the one obtained at the previous sample. The reason
of using the receding horizon technique is that it allows us to compensate for future
disturbance or modeling errors. For example, if for a case at k, due to a disturbance or
modeling mismatch, the predicted process output, ŷ(k +1) is not equal to the process
output, y(k), then it makes sense to start predictions from the measure process out-
put at time k+1, rather than the process output predicted at the previous sample, k.
The predicted process output is now corrected for disturbances and modeling errors
activating a feedback mechanism. Resulting from the receding horizon approach, the
horizon Hp shifts one sample into the future at every sample instant, predicting the
process output again.
2.1.1 Summary of Model Predictive Control Algorithm
The Model Predictive Control algorithm can be summarily described to generally have
the following three steps [114].
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1. Explicit use of a model to predict the process output along a future time horizon
(Prediction Horizon, Hp)
2. Calculation of a control sequence along a future time horizon (Control Horizon,
Hc), to optimize a performance index.
3. A receding horizon strategy, so that at each instant the horizon is moved towards
the future which involves the application of the first control signal of the sequence
calculated at each step which is illustrated in Figure 1.2.
2.2 Elements of the Predictive Controller Design
In this section, the components that build up the predictive controller are discussed
in more detail.
2.2.1 Process Models
The model of the process is the heart of the Model Predictive Controller concept. All
MPCs explicitly use a model of the plant to be controlled to determine the future
behavior or outputs of that plant or process. For an ideal MPC system, the model
should match the process exactly. Practically, this is rarely that case and generally,
identification techniques are used to obtain a workable model of the process to be
controlled. Therefore, generally, all process models are derived from plant testing or
system identification.
Process models are linear as well as non-linear. Since most of the industrial and
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power processes are nonlinear, they have been emphasized and worked upon in this
thesis. However, a list of the process models found in literature is also given because
they can be used with MPC as well.
Linear State Space Model
Every linear lumped system can be described by a set of equations of the form [40]:
ẋ(t) = Ax(t) + Bu(t) (2.4)
y(t) = Cx(t) + Du(t) (2.5)
For a system with the following parameters:
• Inputs = p
• Outputs = q
• State Variables = n
The size of the constant matrices, A, B, C, and D are:
• A = n x n
• B = n x p
• C = q x n
• D = q x p
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While in the equations 2.4 and 2.5, x are the states, ẋ represents the derivative of
the states, u is the input and y is the output of the process.
This concept can be extended to give the i -step ahead prediction of the output of
the process in a simple manner:
ẋ(k + 1|k) = Ax(k|k) + Bu(k|k) (2.6)
y(k + 1|k) = Cx(k|k) + Du(k|k) (2.7)
Where x(k + 1 | k) means the prediction of x at time k + 1 given the information
at time k.
Nonlinear State Space Model
Most physical systems, including the ones studied in this thesis are non-linear. Systems
can also be time varying. Some of these systems can be described in state space form
by nonlinear differential equations which are of the form:
ẋ(k + 1|k) = h(x(k|k), u(k|k), k) (2.8)
y(k + 1|k) = f(x(k|k), u(k|k), k) (2.9)




Other dynamic models of the systems that can be used with MPC are are follows:
1. Linear Models:
• Impulse Response Model
• Step Response Model








To determine the health of the tracking (predicted process output, ŷ(k) tracking the
reference trajectory, w(k)), a criterion function or cost function is used. Typically,
such a function is a function of ŷ, w and u. A simple criterion function is given in




[ŷ(k + i)− w(k + i)]2 (2.10)
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In this criterion, there is no involvement of u. Other criterion functions can be
obtained by augmenting different penalty terms to this criterion function. These
penalties usually involve the input, u and the rate of change of the input, ∆u. These
quantities are penalized by weighting matrices when they exceed a certain desired




e(k + i)T Qe(k + i) +
Hc∑
i=1
∆u(k + i)T R∆u(k + i) +
Hp∑
i=1
u(k + i)T Su(k + i)(2.11)
where Q, R and S are the weighting matrices, Hc is the control horizon and e is
the error between the desired output and the predicted output. i.e.,
e = w(k)− ŷ(k) (2.12)
Now the controller output sequence uopt over the prediction horizon is obtained by
the minimization of J with respect to u. i.e.,
uopt = minuJ (2.13)
Then, uopt is optimal with respect to the criterion function that is minimized. As
a result, the future tracking error is minimized. If the model is exactly identical to
the process and there are no disturbance or constraints, then the process will track
the reference trajectory exactly on each of the sampling instants.
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2.2.3 Process Constraints
Most practical control problems are dominated by process constraints and nonlinear-
ities. These constraints are discussed here before moving on to the discussion of the
proposed MPC-PSO controller, to enable easier understanding of the literature ahead.
For constrained model predictive control of a physical system, some criteria must
be satisfied along with the minimization of the quadratic cost function. These condi-
tions/criteria are known as constraints. The most common constraints are constraints
on the manipulated and/or state variables. These constraints can make even a linear
system nonlinear. These nonlinearities can be “weak” or “strong” and it may be that
a linear controller design might be working well for a “weakly nonlinear” system, it
will most probably for a “strongly nonlinear” system [6].
With regards to process constraints, they are present in the manipulated vari-
ables in almost all processes because of the physical limitations of the actuators which
cannot exceeded. For safe plant operation, states such as velocity, acceleration, tem-
perature, pressure, revolutions, etc must also be constrained. Constraints can also be
used to represent the performance objectives of the controllers. Although most control
constraints should be respected throughout the operation i.e. hard constraints, some
times, especially during the case when the system is subjected to unexpected distur-
bances, it may be unavoidable to exceed some state constraints i.e. soft constraints
[113]. Hard constraints are usually imposed on the input to the process while soft con-
straints are usually implemented on the output of the process. Obviously, it is intended
to avoid violations of the soft constraints as well to ensure optimal plant operation,
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however, temporarily violations can be allowed for the satisfaction of other criteria,
and the magnitude of the violation is generally subjected to a quadratic penalty in the
objective function. In MPC, the use of hard constraints is generally avoided because
a disturbance can easily cause such a controller to become non-feasible [113]. Vari-
ous types of constraints are given below. More or less, these constraints are similar,
but it is worth mentioning them here because they are frequently categorized in the







Equality constraints refer to the equality of some input or output to a specified
value. For example,
k(x(t), u(t), t) = 0 (2.14)
An application of this constraint is in the regulator problem where the output of
the process must be maintained at a fix value.
Inequality Constraints
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Inequality constraints refer to the conditions that some input or output must be
greater or lesser than some specified value. For example,
k(x(t), u(t), t) ≥ 0 (2.15)
k(x(t), u(t), t) ≤ 0 (2.16)
This type of constraint also finds applications in many problems.
Level Constraints
Level constraints refer to the aggregation of equality and inequality constraints i.e.
the condition when the controller is restricted between two values, [umax umin]. For
example,
umin(k) ≤ u(k) ≤ umax(k) (2.17)
Rate Constraints
Rate constraints refer to the condition when the change of the controller output
per sample is limited between two values, [∆umax ∆umin]. For example,
∆umin(k) ≤ ∆u(k) ≤ ∆umax(k) (2.18)
This type of constraints are usually applied to avoid large changes in the input moves
to limit large changes in the output of the process. Rate constraint is used extensively
in this thesis to implement constraints on change in control effort, ∆u.
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Constrained MPC problems are found in literature in the publications of Pala-
zoglu [103] and [102], Cheng [32], and Rossiter [124] and many others. Chapter 8 of
Rossiter’s book [73] gives a detailed account on constraints and their handling while
using MPC.
2.3 PSO based Model Predictive Control: MPC-
PSO
In this thesis a new PSO-based model predictive controller is proposed. The block
diagram of the proposed controller is shown in Figure 2.1. The purpose of the con-
troller is to use the process model to search for the best control signals to be applied.
However, this must be done while satisfying some constraints and optimizing some
cost function. The process model can be of any type and in this thesis it is generally
a nonlinear state space representation of the system to be controlled. The algorithm
is described in Figure 2.2 in the form of a flowchart and it is explained in the next
section.
2.3.1 Implementation of MPC-PSO
The algorithm proposed in Section 1.4 is implemented in MATLAB. It consists of a new
MPC technique to control processes by incorporating the Particle Swarm Optimization
algorithm. The particles are initialized at the started by assigning them random
values. They can also be initialized randomly around a previously obtained optimal
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Figure 2.1: Structure of Proposed MPC-PSO Controller
control signal within a certain range, which will be typically defined by the rate
constraint on that control signal. A set of inputs for the process is generated and
is applied to the model. The output of the model is obtained and a cost function
is evaluated based on these outputs. The inverse of the cost determines the fitness




Where J is the cost function or the performance index. This will be described in
detail later.
The PSO algorithm then finds the optimal input sequence which physically consists
of the control moves. The particle values are updated with these values and applied
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Figure 2.2: Flowchart of Proposed PSO-based MPC
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to the model again. This is done a certain number of times.
The PSO algorithm uses the real direct values obtained from the process and does
not require conversion into another number system or integers. This gives obvious
advantages of practicality, less computation time and straightforward understanding
and interpretation.
The number of particles represent the prediction horizon, Hp. If there are more
than one inputs, i.e. we have a MIMO system for example, the number of particles
is increased proportionally. So for a two input system, the number of particles is
doubled. Note that the particles are not to be confused with the population of the
particle swarm. For each particle there is a certain population in the swarm. So, if
the prediction horizon is 3 for example, and the population is 20, the swarm size will
be 3x20. So the total population of the particle swarm will be 60. Obviously, the first
20 of them will be for the present instant, while the next 40 will be for the next two
instants or samples and so on.
After the cost function is evaluated, an optimal control signal is selected. This
optimal control signal is the one which gives the least cost, or the most fitness. This
is applied to the plant itself. Thus the plant moves ahead by one sample.
This whole process from the random initialization of the swarm to this last step
is repeated again for the plant, which has by now advanced one step due to the
application of the optimal control signal. This can be clearly seen in the flowchart in
Figure 2.2. After the system been run for a certain time, the simulation stops.
Now the performance index or the cost function is discussed. This is given earlier
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in Equation 2.20 and is evaluated as the weighted sum of square of errors between
actually and predicted outputs over a finite prediction horizon, Hp. Incorporated into
the performance index is the weighted sum of the square of the change in inputs over
the control horizon, Hc, and the weighted sum of the square of the input moves over




e(k + i)T Qe(k + i) +
Hc∑
i=1
∆u(k + i)T R∆u(k + i) +
Hp∑
i=1
u(k + i)T Su(k + i)(2.20)
Subjected to the following constraints:
umin ≤ u(k + i) ≤ umax (2.21)
∆umin ≤ ∆u(k + i) ≤ ∆umax (2.22)
ymin ≤ y(k + i) ≤ ymax (2.23)
In Equation 2.20 Q, R and S are the weights on the prediction error, e(k), change
in the input, ∆u, and magnitude of the input, u, respectively. The prediction error is
defined as,
e = w(k)− ŷ(k) (2.24)
Where w(k) is the reference or the desired set point.
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2.3.2 Constraint Formulation
Constraints and their handling ability are very important to the MPC-PSO algorithm.
Constraints are applied to both the process inputs, i.e. the control signals and also to
the rate of change of these inputs.
The constraints on the inputs are applied at the time of generating the population
of the particle swarm, which is usually random. The swarms are initialized within
the ranges allowable keeping in view the constraints. Another way to implement
constraint on the input is by capping the value of input to the maximum or minimum
allowable value when a violation is detected. This is done by putting a check on the
generated control signal during each iteration. The psuedocode for this technique can
be written as:
IF{current input} > {maximum allowable control}; {current input} =
{maximum allowable control}
ELSEIF{current input} < {minimum allowable control}; {current input} =
{minimum allowable control}
ELSE; {current input} = {current input}
The constraints on the rate of change of inputs are applied by comparing the
input at each time instant, k, with the input at the previous time instant, k-1. If the
difference of the two inputs, ∆u is violating the constraints, the input is set to the
extreme value allowable by the constraint. Therefore, if ∆u is higher than the desired
range, u at the instant k is set to the maximum value and vice versa. This prevents
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the rate of change of inputs from violating the constraints. This can be coded as:
IF{current input− previous applied input} ≥ ∆umax; {current input} =
{previous applied input}+ ∆umax
ELSEIF{current input− previous applied input} ≤ ∆umin; {current input} =
{previous applied input} − |∆umin|
ELSE; {current input} = {current input}
Some processes have constraints on particular states. This is also taking care of
in a similar way by checking the particular states at each time instant k for violations
and if there is a violation, the cost function is set to a very high value thus eliminating
that state and input sequence to be applied to the system. This can be applied as:
IF{observed state} > {maximum allowable value}; cost = 1010;
ELSEIF{observed state} < {minimum allowable value}; cost = 1010;
2.4 MPC-PSO Explained through Nonlinear Con-
trol of a Valve
To understand the concept of MPC-PSO better, a simple example of a nonlinear
control valve is presented.
Control valves are one of the basic components of process and power systems
control. The control valve is essentially an opening with adjustable volume and is
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widely used to control the flow of fluids. It consists of an actuator, a valve body and
a valve plug. The actuator translates the control signal into motion of a piston which
moves the valve plug resulting in a specific volume through which the liquid is allowed
to flow. This controls the flow rate of the liquid through the valve.
The dynamics of a typical control valve are described as a Wiener Model in [157].
Wiener Model is a specialized nonlinear model that consists of a linear dynamic block
followed by a nonlinear zero memory block and is explained in detail by Palazoglu in
[103]. Details of Wiener model or modeling of a control valve are not considered a
part of this discussion.
The model of the control valve is given below and is described by the linear dy-
namics in Equation 2.25 and Wiener nonlinearity in Equation 2.26.
x(k) =
0.0616q−1 + 0.0543q−2





where u(k) is the control signal (pressure), x(k) is the stem position, and y(k) is the
flow through the valve. y(k) is the control variable.
The nonlinear characteristics of the control valve described by the Equation 2.26
are given in Figure 2.3. It is seen that the behavior is most nonlinear in the range of
-0.4 ≤ x(k) ≤ 0.4.
The proposed controller is applied to the nonlinear model of the control valve and
is tested for both regulatory as well as servo behavior. The PSO parameters are taken
as:
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Figure 2.3: Nonlinear Characteristic of a Control Valve
• Population = 20
• Iteration = 500
• wmax = 0.9
• wmin = 0.4
• c1 = 2.04
• c2 = 2.04
The prediction horizon is taken to be 3.




e(k + i)T Qe(k + i) +
Hc∑
i=1
∆u(k + i)T R∆u(k + i) +
Hp∑
i=1
u(k + i)T Su(k + i)
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For this example, Q = t, R = 0, and S = 0.01. Q = t means that the weight
on the error increases with time. So gradually the emphasis on minimizing the error
increases significantly than the emphasis on minimizing the control. The constraint
on ∆ is applied continuously but is not built in to the cost function. Instead, it is
implemented as a hard constraint on the system due to the physical dynamics of the
valve actuator, and can not be violated. This is formulated as described in Section
2.3.2.
The control effort, u in this example is thus taken to be constrained in two ways:
• 0 ≤ u ≤ 1
• -0.5 ≤ ∆u ≤ 0.5
This means that the control signal is constrained between a minimum and maxi-
mum value of 0 and 1 respectively and cannot vary by more than 0.5 between samples
in any case.
All simulations in this thesis are done on MATLAB on an Intel 2Ghz Core2Duo
machine with 2GB of RAM. The programming is directly done in MATLAB without
using any toolboxes.
The system is initialized at 0. The sampling time is taken as 0.1s. The swarm is
initialized as a 3x20 matrix with random values between 0 and 1. The optimal control
effort is also initialized at zero, and ∆u is set at 0.5. The model of the system is
explicitly programmed as well. The system is simulated for the first time with these
values and the first optimal control signal is search for and selected using the cost
function as described in Section 2.3.1. The PSO algorithm is run for 500 iterations
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which is enough to ensure that optimal control effort is the best one for this instant.
At the same time the optimal control efforts for the prediction horizon (next two
samples) is also obtained. This will be the scope of work for the controller at each
sample.
The first control signal is applied to the control valve and the system is advanced
to the next state. This state is now the initial condition for the next sample. This
process goes on and optimal control signal is continuously generated and applied to
the system. At the end of a certain time (30s) the simulation is stopped. The next
two sections detail the results of these simulations for regulatory and servo cases.
2.4.1 Regulatory Control of Control Valve Using MPC-PSO
First the proposed controller is applied to the nonlinear control valve for regulation.
The objective is to track a given set point. The set point is switched from 0 to 0.5 as
seen in Figure 2.4. The proposed controller applies the optimal control effort to bring
the valve position to the required set point, i.e. 50% open. The valve position is also
given in Figure 2.4. It is seen that there is an overshoot of 0.2 and the valve position
momentarily goes up to 70% open. Then it quickly decreases to reach the required
set point. So at about 12s, the valve is at the required set point, i.e. 2 seconds after
the command is sent. The applied optimal control effort is seen in Figure 2.5. It is
seen that the control effort is within the minimum and maximum limits of [0, 1] and
the rate of change is also a maximum of 0.5 between samples.
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Figure 2.4: Set Point Tracking of Control
Valve for Proposed Controller















Figure 2.5: Control Effort for Set Point
Tracking of Control Valve

























Figure 2.6: Servo Behavior of Control
Valve for Proposed Controller

















Figure 2.7: Control Effort for Servo Behav-
ior of Control Valve
2.4.2 Servo Control of Control Valve Using MPC-PSO
The proposed control is also applied for the servo control of the nonlinear valve. The
set point is varied as shown in Figure 2.6. The valve position follows the given set
points and the behavior is seen in the same figure. The figure is self explanatory. The
control effort for this case is shown in Figure 2.7.
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2.5 Advantages and Disadvantages of MPC
The advantages and disadvantages of MPC are discussed in detail in Soeterboek’s
book [115]. Some of the advantages are:
• The concept of predictive control is not restricted to single-input, single-output
processes. Predictive controllers can be derived for and applied to multi-input,
multi-output processes.
• Predictive controllers can be applied to linear and nonlinear processes.
• Predictive control is the only methodology that can handle process constraints
in a systematic way during the design of the controller.
• The concept of predictive control can be used to control a wide variety of
processes without the designer having to take special precautions.
• In a natural way, feed-forward action can be introduced for compensation of
measurable disturbances and for tracking reference trajectories.
• Because predictive controllers make use of predictions, pre-scheduled reference
trajectories (for example, used in robot control) or set points can be dealt with.
• Predictive control is an open methodology. That is, within the framework of
predictive control there are many ways to design a predictive controller. As a
result, different predictive controllers, each with different properties, have been
proposed in the literature over the last 30 years. Many of them are mentioned
in the literature review in Chapter 1.
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Some disadvantages found in the MPC technology are [115]:
• Since predictive controllers belong to the class of model-based controller design
methods, a model of the process must be available. In general, while designing a
control system two phases can be distinguished: modeling and controller design.
Predictive control provides only the solution for the controller design part. A
model of the process must be obtained by other methods.
• A second drawback is due to the fact that the predictive control concept is an
open methodology. It has already been mentioned that due to this, different
predictive controllers can be derived having different properties. Although the
differences between these controllers seem rather small, these small differences
can yield very different behavior of the closed-loop systems. As a result, it can
be quite difficult to select which predictive controller must or can be used to
solve a particular control problem. One cannot afford the risk and expense of
designing a control system that might not work with another process and the
cost of which cannot therefore be spread over a large number of applications.
2.6 Conclusion
The predictive controller concept is given in detail. It is seen that the MPC can
incorporate a variety of cost functions, and constraints, as well as use any explicit
model of the system available. The proposed controller is also now well understood.
The application of the proposed controller is illustrated on the example of a nonlinear
control valve and the results show the the proposed controller can successfully control
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the nonlinear system directly, without the need of any approximation or linearization.
Furthermore, the optimal control effort is generated while obeying all the constraints
and limitations of the system as well as physical limitation on the actuator. The
proposed controller works well for both regulatory as well as servo applications.
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CHAPTER 3
APPLICATION OF MPC-PSO TO
SYNCHRONOUS MACHINE ON
INFINITE BUS (SMIB) SYSTEM
In this chapter, the Synchronous Machine connected to an Infinite Bus (SMIB) system
is studied and the proposed MPC-PSO controller is applied directly to its nonlinear
model. Various scenarios of operation are considered.
3.1 Introduction
In the literature, many methods are used for the control of the SMIB system. Various
approaches to design the controller are available, including Classical Control [39],
Optimal Control [171], Adaptive Control [101], Variable Structure Control (VSC) [24],
and Intelligent Control [66]. Traditionally, all of these methods involve linearization,
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at least to some degree if not complete [170], [138] or some sort of complex nonlinear
transformations to reduce the order of the system [139], [143], and [69]. Therefore,
some adaptive control methods were also suggested by Pierre [111] and Ghosh [54].
Al-Musabi [4] and his advisors, Al-Hamouz and Al-Duwaish proposed a newly
design VSC for SMIB system utilizing iterative heuristic optimization techniques (GA,
PSO and TS) to provide a simpler, more systematic method with no need for complex
approximations. This enabled direct application to the VSC design to the nonlinear
model without undergoing bothersome transformations. It was successfully applied to
the model given by Matthews in [95] and showed significant improvements compared
to previous work on this subject.
As in preceding literature, the primary objective is to drive the SMIB system
from an already perturbed, possibly unstable state to desired setpoints. Furthermore,
some more control objectives involving real errors in the system are explored and
the control of the system in the event of real component faults is also tried. This
contribution is very important to stamp the power of MPC-PSO since it will show
that the algorithm can bring complex nonlinear unstable systems with real faults to a
desired set point without the need of approximations, linearizations, transformations
or model reduction. Another feature of this contribution will be that the system will
be stabilized very quickly.
First we will study the nonlinear model of the SMIB system in the next section
followed by its control in the proceeding sections.
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Figure 3.1: Diagram of Synchronous Machine Infinite Bus (SMIB) Power System
3.2 Nonlinear Model of the SMIB System
In [95], a nonlinear model of a synchronous machine connected to an infinite bus is
given by Matthews et al. The system is shown in Figure 3.1.
The dominant dynamics of the nonlinear single machine can be simplified using
the following assumptions:
• The voltage behind the transient reactance of the machine is constant.
• Governor/turbine dynamics are represented by a slow first-order system
• Swing equations are used to describe the mechanical motion of the synchronous
machine.
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The dynamics of the system are described by the following equations:




[Pm − Pac −KPdc]−D.ω (3.2)





Ṗm = −αPm + v (3.5)
where
δ: rotor angle of the machine in electrical radians relative to the center of mass.
ω: rotor angular velocity in radians per second with respect to synchronous speed.
H : inertia constant in seconds.
D : damping coefficient in seconds−1
Pm: per unit mechanical power.
Pac: per unit AC power.
Pdc: per unit power stored in the converter.
ωB = 377 rad/s
ωb = 75.399 rad/s
K = 1
α: time constant of governor/turbine or mechanical power actuator.
v : the corresponding input.
Id: Direct current through converter.
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Rc: Commutating resistance per unit.
X = Xd + Xt + Xl (3.6)
Pac = (E1E2/X) sin δ (3.7)





And the control inputs are:
u1 = cos(β) and
u2 = v

















































The DC Converter is rated at 80 MW. The system is 230 kV and the machine
rating is 800 MVA. On this rating base, the system parameters are [95]: X = 0.2 pu,
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Rc = 0.3 pu, L = 0.015 pu, H = 7.0 s, D = 0.5 s
−1, and α = -0.1 s−1.
This corresponds to k1 = 20, k2 = 177.72857, k3 = 8.078571, k4 = 66.667, and k5
= 26.928561.
The control inputs are also constrained as follows:
−0.95 ≤ u1 ≤ 0.985 (3.8)
|u2| ≤ 3.5 (3.9)
Due to the rating of the converter, limit is also imposed on x2 (Id) as: 0 ≤ x2 ≤
0.1 pu. And since x4 = Pm, it is required that x4 ≥ 0.
All of these constraints are easily dealt with in the implementation of MPC-PSO
for this system as will be explained later.
3.3 MPC-PSO Control of SMIB System
In this section, we will study the application of the MPC-PSO to the SMIB system
and comment on the results.
The primary control objective is to drive the machine from a perturbed, possibly
unstable, state to a desired equilibrium point and to maintain it there.
A secondary control objective involves inducing fault conditions in the system
while it is at equilibrium. They will disturb the equilibrium and the objective will be
to bring the system back to the desired equilibrium points using the control inputs
and maintain it there, in the presence or absence of the induced faults.
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The control objectives involve these subgoals:
1. The machine must be operated at the rated frequency, i.e. change in frequency,
x3 must be zero at equilibrium.
2. The DC current through the converter, Id, x2 must be zero at equilibrium
3. A specified amount of AC power is required to be delivered to the bus. This
defines the desired load angle, γ, of x1.
Both primary and secondary control objectives are studied in this section and
various cases of each are discussed.
3.3.1 Performance of Proposed Controller for Perturbed Sys-
tem
To achieve the primary control objective, the design procedure proposed in [95] is
sliding VSC and it involves the following:
1. Transforming the state space system into a Luenberg canonical form.
2. Constructing a suitable sliding surface.
This procedure, especially the first step, is complicated and involves many manip-
ulations. Furthermore, it will sacrifice the precision of control.
As in previous works, here the control is constrained as per the conditions in
Section 3.2 with the following initial conditions:
x1 = 0.0522, x2 = 0.1, x3 = 0.1, & x4 = 6.6 sin(x1(0)) = 0.3444 (3.10)
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There is no constant disturbance on the system in this case, but the initial states
x2 and x3 are perturbed. This means that the system starts from a disturbed value
and the aim is to bring these two perturbed states to zero.
The states of the system are:
X = [δ Id ω Pm] (3.11)
And the control objective is to bring x2 (Id) and x3 (ω) to 0 using u1 = cos(β) and
u2 = v.






where ∆Id is the error in the DC current through the converter, Id and ∆ω is the
error in the rotor angular velocity, ω in rad s−1 with respect to the synchronous speed
of the rotor.
Case I - Control with Unconstrained Rate of Change on Inputs
In this case, the controls u1 and u2 are constrained within the limits defined in Equa-
tions 3.8 and 3.9. However, the control effort can change by any value within these
limits, thus implying that there is no constraint on the rate of change of the control
inputs ∆u, i.e. ∆u1 and ∆u2 are unconstrained. The system is initialized from the
perturbed initial states given in Equation 3.10 and the objective is to bring the con-
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vertor current and change in frequency to zero as quickly as possible, while respecting
the implied input constraints.
The controller succeeds in bringing the system from the perturbed system state
to the steady state very quickly as seen in Figures 3.2 to 3.5. The behavior of the
controlled outputs, Id and ω are seen in Figure 3.3 and Figure 3.4 respectively. The
convertor current, Id, state x2 goes to its steady state extremely quickly, taking only
0.03 seconds to reach the required equilibrium state of 0. More importantly, the
change in frequency also becomes 0 and reaches the required equilibrium state after
0.1s. Practically, this means that the system frequency is brought to 60Hz after
starting from an error of 0.1 p.u. The other states of the system, x1 = δ and x4
= Pm settle at slightly different equilibrium points from the initial values after the
perturbed system is brought to equilibrium. The new equilibrium value for x1 (δ) is
0.0560 rad, up from the initial value of 0.0522, while that for x4 (Pm) is 0.3694 p.u. up
from 0.3444. Therefore, it is seen that due to the perturbation in initial conditions,
the value of the states x1 and x4 change slightly.
The control effort applied is seen in Figures 3.6 and 3.7. The first control input,
cos(β) is needed for only 0.03s. After that, Id settles to zero. The second control effort,
v is in effect for only 0.1s, the duration it takes for the frequency deviation to be zero.
So, in total, the control efforts take only 0.1s to bring the system from perturbed
state to equilibrium state, after which the control efforts attain an equilibrium value
of zero. The control efforts, u1 and u2 are also found to be within the constraints
imposed by the system in Equations 3.8 and 3.9. Since ∆u is not constrained, the
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Figure 3.2: Angle (rad) for Case I




















Figure 3.3: Convertor Current





























Figure 3.4: Frequency Deviation (rad/sec)























Figure 3.5: Mechanical Power

















Figure 3.6: Control Input 1, cos(β)














Figure 3.7: Control Input 2, v
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controller rapidly changes the control inputs to the system. Both positive and negative
control efforts are applied to the maximum in several instances and this is the reason
the system arrives at equilibrium so quickly.
The Figures 3.2 to 3.5 also show the comparison of these results with Al-Musabi’s
[4] and Matthew’s [95] work. It is seen that the proposed controller gives a massive
improvement in results than the previously proposed Heuristics (GA/PSO/TS) based
VSC (Al-Musabi [4]) and regular VSC (Matthews [95]). The proposed controller
excels by bringing the system to the equilibrium states much quickly and keeping the
deviation in the angle and mechanical power of the system minimal. The frequency
deviation is found to be controlled in 0.1s, compared to at least 1s for previous works.
This is a 10-fold improvement. The frequency deviation reached a maximum value
of of only -0.013 p.u. while for the previous work, the deviation reached a maximum
of 0.35p.u. at 0.25s. For the uncontrolled case in the figures, the system is of course
unable to reach the equilibrium points.
The convertor current, Id is also seen to reach the required equilibrium state in a
shorter duration. Another important thing to be taken from this comparison is that
it is seen that the proposed controller does not cause a large change in the angle and
mechanical power of the SMIB system while bringing the perturbed frequency and
current to equilibrium. So, it is seen that the angle is at equilibrium state is only
0.056 rad compared to at least 0.15 rad in the previous work [4]. Same is true for the
mechanical power, which is only 0.369 p.u. compared to at least 1 p.u. in the previous
work [4].
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Proposed MPC−PSO, stringent constraints
PSO−VSC [Al−Musabi]
Proposed MPC−PSO, nominal constraints
Figure 3.8: Angle for |u| ≤ ±1.5




















Figure 3.9: Convertor Current




























Figure 3.10: Frequency Deviation (rad/s)























Figure 3.11: Mechanical Power

















Figure 3.12: Control Input 1, cos(β)














Figure 3.13: Control Input 2, v
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It is also seen that the control effort, v is in effect for at least 1s in previous work
[4]. However, during the whole duration, it is unable to reach the maximum allowable
control limits defined in Equation 3.9. The maximum value it attains is ±1.5. Using
the proposed controller, the whole range of control input is utilized and the control
input does reach the maximum allowable values of ±3.5. This is the reason why the
proposed controller gives the best results, by applying maximum allowable optimal
controls to the system thus enabling it to reach the equilibrium states quickly.
For the sake of further comparison, we now extend this case by limiting the control
effort v between ±1.5. This is termed as an stringent constraint on v. Therefore,
−1.5 ≤ u2 ≤ 1.5
The results for this case are seen in Figures 3.8 to 3.13 where they are compared with
Al-Musabi’s work as well as the proposed work here with nominal constraints on v.
It is seen that now the value of u2 = v cannot go beyond ±1.5. The results are of
course better for the case when v could go beyond it and up to ±3.5. However, it is
demonstrated here that the results are still enormously better than the Al-Musabi’s
proposed PSO-based VSC. Also, the states x1 and x4 of the system are able to retain
their equilibrium values in this case as well after going through minimal fluctuations.
The frequency deviation is brought to the equilibrium value of 0 in 0.2s while the
convertor current deviation becomes equilibrium at 0.03s. These results show that
the proposed MPC-PSO controller is able to apply the right optimal efforts at the
right time to bring the system to the required set points as quickly and as efficiently
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as possible while obeying the constraints it is subjected to.
Case II - Control with Constrained Inputs
Now the case where constraints are imposed on the change of control efforts is consid-
ered. Therefore, a ∆u is specified, so that the system changes the control effort only
up to a certain value between each sample.
|∆u1| ≤ 1 (3.13)
|∆u2| ≤ 1 (3.14)
If the controller tries to switch the control effort by more than 1 between adjacent
samples, it will be not allowed. The limit of 1 is mainly challenging for u2 = v as
it is the more rapidly changing control, directly effecting the most critical output of
change in frequency, ω. A limited ∆u1 doesn’t have a profound effect as the state Id
comes to equilibrium very quicky in any case. Such a case, in which the controller is
proposed with a constrained ∆u is not found in the existing literature, so the results
are compared with the nominal case of unconstrained ∆u.
The behavior of the states in this case are seen in Figures 3.14 to 3.19. The
controller takes a bit more than 0.2s to bring both the desired states x2 & x3 to
steady state values, i.e. zero. The frequency deviation starts to decrease from the
initialized value of 0.1p.u. and reaches an undershoot of -0.05p.u. at 0.1s the becomes
zero at 0.23s. There are slight oscillations in Id in this case also which continue up till
0.18s.
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Figure 3.14: Angle (rad) for Case II




















Figure 3.15: Convertor Current




























Figure 3.16: Frequency Deviation
(rad/sec)



















Figure 3.17: Mechanical Power

















Figure 3.18: Control Input 1, cos(β)














Figure 3.19: Control Input 2, v
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The plots of control efforts are seen in Figures 3.18 and 3.19.The results confirm
that both the constraints on u (Equations 3.8 and 3.9) as well as ∆u (Equations 3.13
and 3.14) are not violated. Naturally, due to this restriction on the control effort it
takes longer for the system to stabilize. The maximum u1 applied is 0.018 and the
maximum u2 applied is 3 at two instances.
It is seen that the angle and mechanical power attain slightly different values
because of the longer settling time now taken by the system. Comparing this with
the previous work, even the constrained ∆u controller is giving better results versus
the unconstrained ∆u VSC techniques.
3.3.2 Performance of Proposed Controller Under Fault Con-
ditions
In this section, the control of SMIB system is presented in the event of real system
faults, which are introduced in the lumped system components X, Rc and L. Cases
like these have rarely been studied in the literature. Therefore, it will be interesting
to study the performance of the newly proposed MPC-PSO controller in this way.
Case III - X changes by 10% Temporarily, |∆u| ≤ 1
The collective reactance for the SMIB model is given in Equation 3.6. Due to a fault
in one of the reactive components, the value of X changes by 10%, from 0.2 to 0.18.
This fault appears for 10 cycles, from 0.2s to 0.3s, after which it is cleared. The control
efforts are constrained as defined by the system, and the change in control effort is
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Figure 3.20: Angle (rad) for Case III
























Figure 3.21: Convertor Current
























Figure 3.22: Frequency Deviation
(rad/sec)

















Figure 3.23: Mechanical Power


















Figure 3.24: Control Input 1, cos(β)










Figure 3.25: Control Input 2, v
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constrained by |∆u| ≤ 1.
The reaction of the system states to this fluctuation in the value of X is given
in Figures 3.20 to 3.23. It is seen that once the fault appears, the system frequency
deviates sharply reaching a maximum value of -0.02 rad/s at 0.22s. The frequency
deviates around the nominal value of 60Hz several times as evident by the oscillations
in Figure 3.22. This is because the fault disappears at 0.3s and thus there is further
fluctuation in the frequency, which reaches 0.024 rad/s at 0.34s. The system then
reaches the equilibrium condition again at 0.46s, that is, 0.26s after appearance of
the temporary fault. The convertor current varies by maximum values of -0.005 and
+0.005 p.u. and reaches equilibrium again at 0.46s. So both the disturbed system
states are controlled in less than 0.3s and brought back to equilibrium states. The
angle and mechanical power of the system deviate by very small amounts due to the
appearance of this fault.
Figures 3.24 and 3.25 show the control inputs for this case. ∆u is constrained in
this case. Of course, the system is also obeying the limits on u2 described in Equations
3.8 and 3.9. The maximum value for u1 is 0.008 while for u2, it is ±2.8. Both control
efforts attain their steady state values once the system reaches equilibrium at 0.46s.
Case IV - X changes by 10% Permanently, |∆u| ≤ 1
This case is similar to the previous one, however now the value of X changes by 10%,
from 0.2 to 0.18 at the instant 0.2s and remains so. The constraints on u and ∆u are
same as in Case I.
Due to the fault, both the controlled states of the system deviate from the steady
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Figure 3.26: Angle (rad) for Case IV
























Figure 3.27: Convertor Current
























Figure 3.28: Frequency Deviation
(rad/sec)

















Figure 3.29: Mechanical Power


















Figure 3.30: Control Input 1, cos(β)










Figure 3.31: Control Input 2, v
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state values. The current, Id changes by as much as 0.005p.u. and the frequency
deviates by a maximum of -0.02 rad/s. The controller, although constrained, brings
the controlled states to steady values within 0.2s of the fault. The results for this case
are given in Figures 3.26 to 3.31.
It is evident from these results that the control signals applied to the system obey
all constraints. The values of u1 and u2 remain within the specified constraints, as
well as |∆u1| & |∆u2| are always ≤ 1.
In this case, it is observed that the system reaches equilibrium quicker than the
previous case because the fault in X is not fluctuating. In fact, it is a parameter
variation the controller copes up with this by applying continuous optimal control
inputs. Therefore, due to this variation, it is observed in Figures 3.26 and 3.29 that
the states of the system angle and mechanical power change.
Case V - Parameter Variations in the System
In this extreme case, the system with unconstrained ∆u has a parameter variation
given by the following:
1. The value of Rc changes by 50%, from 0.3 to 0.6.
2. The value of L changes by 50%, from 0.015 to 0.03.
3. The value of X changes by 50%, from 0.2 to 0.1.
The response of the system in this case is seen in Figure 3.32 to 3.35. The frequency
deviates by as much as -0.132 p.u. while the current fluctuate by a maximum of 0.204
p.u., however, these states are controlled back at their steady values in less than 0.2s.
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Figure 3.32: Angle (rad) for Case V



















Figure 3.33: Convertor Current



























Figure 3.34: Frequency Deviation
(rad/sec)























Figure 3.35: Mechanical Power




















Figure 3.36: Control Input 1, cos(β)














Figure 3.37: Control Input 2, v
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It is good to see that the system is able to work at steady state even in the presence of
major parameter variations which appear in all resistive and reactive components. The
control efforts applied in this case are seen in Figures 3.36 and 3.37. The controller
applies large control efforts at several time instants to bring the system to steady
state as quickly as possible, however, the constraints defined by Equations 3.8 and 3.9
are always met. The controller is able to control the system frequency and convertor
current to equilibrium states in less than 0.2s. However, due to the change in system
parameters, the equilibrium values of angle and mechanical power, that is, states x1
and x4 shift. This shift is compared in the figures which show the behavior of the
system with nominal parameters vs. 50% parameter variation.
3.4 Conclusion
The predictive controller based on PSO applied to a SMIB model performed very well.
Results obtained for the cases of perturbed initial conditions as well as in the event of
induced faults showed that MPC-PSO can effectively control the SMIB system. The
overshoots in the system states as a result of these perturbations and faults were min-
imal and the control effort applied was smooth and quick. The controller, although
challenged by system as well as control constraints and being limited by constraints on
change in control effort, performed well in controlling the complex, nonlinear, MIMO
system directly without any need of linearization, model reduction of other approxi-
mations. This shows the ability of the MPC-PSO controller to be applied directly to
complex power systems with the promise of expecting good results. A comparison of
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the results obtained with preceding literature showed that predictive control performs
far better than variable structured control in this case. The PSO algorithm incorpo-
rated in the MPC technique enabled the controller to keep the computational time
low and arriving at optimal solutions of the control effort.
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CHAPTER 4
APPLICATION OF MPC-PSO TO
LOAD FREQUENCY CONTROL
4.1 Introduction
Load Frequency Control (LFC) has been one of the most important subjects for power
systems engineers for decades as it is essential to maintain the supply of high quality
and reliable electric power to the consumers. It is also known as Automatic Generation
Control (AGC) [27]. The main objectives of LFC for a power system are [131]:
• Ensuring zero steady-state errors for frequency deviations.
• Minimizing unscheduled tie line power flows between neighboring control areas.
• Getting good tracking for load demands and disturbances.
• Maintaining acceptable overshoot and settling time on the frequency and tie line
power deviations.
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Today’s large scale power systems are composed of interconnected subsystems or
control areas in which the frequency of the generated power has to be kept constant.
These subsystems are connected via tie-lines or HVDC links making distinct control
areas [176]. Each area has one or more generators and is responsible for its own loads
as well as scheduled interchanges with neighboring areas. However, loading in power
systems is never constant and changes in load result in changes in system frequency.
Interconnected neighboring areas in a modern power system pose a challenge to
load frequency control which must be addressed to maintain the quality of the whole
power system. The main quality risk involved is that control area frequencies as well
as tie-line power can undergo prolonged fluctuations due to a sudden change of loading
in an adjacent power system. These prolonged fluctuations are mainly the result of
system nonlinearities.
LFC has undergone extensive investigation because of its importance. The need
of regulating the output power (and voltage) of each generator of the control area
is very important while maintaining the frequency fluctuations within pre-specified
limits. The goal is to minimize frequency deviations all interconnected areas as well
as in the tie-lines.
The LFC problem has been studied for almost four decades. A large portion of
the study has considered linear LFC problems only. One of the earliest studies is by
Cavin, which considers the LFC problem from an optimal stochastic control point of
view [26]. The application of this technique resulted in improved transient response
of the power and frequency deviations. However, this required the implementation of
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a fifth-order filter and was quite complex. A simpler technique based on PI optimal
regulator is given in [21]. Other methods of classical control were also applied to LFC.
However, with these methods, the dynamic performance was poor, especially with
nonlinearities or parameter variations.
Adaptive control has been applied to LFC extensively and suboptimal control tech-
niques have also been developed due to practical limitations of the optimal techniques
[137], [33]. One of the early adaptive control methods is the PI adaptation technique
given by Pan and Liaw [104]. It considers the plant parameter changes and instead of
using an explicit parameter identification, the controller only used the available infor-
mation of states and outputs fed back to it. Good results were obtained even with this
reduced order plant model and the performance was somewhat insensitive to parame-
ter variations and generation rate constant nonlinearity. Liaw has also presented a
reduced order adaptive LFC technique for interconnected hydrothermal power system
[89]. An adaptive decentralize LFC scheme for multi-area power systems is given by
Zribi et al that guarantees very small fluctuations [176]. A similar technique is also
given by Bevrani [14].
Recently, fuzzy logic has also been extensively applied to the LFC problem. The
fuzzy techniques perform well to remove steady state errors and are simpler and easily
applicable [28], [22]. However, they have poor transient response, and to improve this
fuzzy PID methods have been proposed [167]. Fuzzy systems have also been combined
with ANN, GA and other techniques. Shayeghi et al have provided a PSO based multi-
stage LFC technique in [129]. A useful comparison of intelligent techniques used on
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linear LFC is given by Mathur [94].
Another important technique applied to LFC has been the use of Variable Structure
Control (VSC). Several papers are available on this topic [138], [86], [85], [38]. These
VSC schemes, however, used trial and error methods to select LFC feed back gains.
This is a cumbersome and inaccurate process and can be computationally impractical.
Therefore, heuristic techniques have been developed to select the feed back gains for
VSC. A good example is in the paper by Al-Hamouz and Al-Duwaish, which uses GA
to select the optimal VSC feedback gains [3]. The results show improved dynamic
performance of the system with much less control efforts being used. Other schemes
using GA have been also promoted in the literature, for example, the GA and LMI
based Robust LFC given in [119].
More recently, Model Predictive Control (MPC) has also been applied to the LFC
problem in the form of State Contractive Constraint (SCC) based MPC [83]. The
scheme was applied to a two area linear LFC system and it guaranteed stability with
uncertainties in the model. However, the control was not smooth and had quite a bit
of oscillations.
Although good linear control of multiarea load frequency has been achieved by
several researchers, these designs will not work properly in practice due to the real
nonlinear nature of LFC systems. Therefore, consideration of nonlinearities in the
models of LFC is very important. One of the main type of nonlinearities is the Gen-
eration Rate Constraint (GRC). This is the constraint on the power generation rate
of the turbine and due to it the disturbance in one area affects the output frequency
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in other interconnected areas. The load frequency in the tie-line is also affected. The
Governor Dead Band (GDB) is also another type of nonlinearity in the LFC systems
[153].
For nonlinear system models of LFC, a Ricatti-based optimal control technique is
proposed by Wang [155]. The controller design is based on optimization of a Ricatti-
equation. The results show large variations in frequency and power output and the
system states take a long time to settle to steady state values. Using the proposed
technique, these important problems will be tackled.
Adaptive control provides a better control of the LFC problem, especially with the
presence of nonlinearities and parameter variations [123], [149]. However, implemen-
tation limitations hamper its popularity. Decentralized load frequency control designs
have been given by Yang et al, [165], [166] using LQR techniques. This gives improved
results over the Ricatti-based optimal control techniques and the aim of the proposed
technique is to improve that further.
Velusami gives decentralized biased dual mode controllers with for LFC nonlinear-
ities which are designed on the basis of ISE and stability criteria. Its implementation
is easy due to the simple structure of the dual mode controller. The results showed
good closed loop stability with high quality responses of the system for both steady
and transient states while being less sensitive to parameter variations. Thus it appears
that adaptive and decentralized control techniques for LFC give better results com-
pared to conventional schemes. A detailed discussion of different control techniques
used on LFC and their performance is given in [131].
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For the past decade, researchers have focused on intelligent control schemes for
nonlinear LFC as well. Birch gives an enhanced neural network LFC technique for the
power system in England and Wales [15]. The NN approach has several advantages of
conventional approaches, as the controller is able to perform well in case of parameter
variations and time variance of the system, resulting in effective and robust control.
However, the drawback is that the bulky neural network has to be trained offline and
is not suitable for full closed loop control. It also has to be retrained in the case of
system changes. and Hameida [59]. Shayeghi has also given an H∞ based robust
ANN LFC scheme [130]. Other ANN based techniques are given in good detail in the
survey [131].
A PSO technique for VSC of the nonlinear LFC problem is presented in [4]. The use
of PSO improves the calculation time of the results drastically, while also improving
the dynamic performance of the LFC problem. The results show improvements over
optimal integrated control, however the results using decentralized VSC technique
[166] still fare better. The aim of the proposed technique is to improve the oscillatory
transient response and achieve faster settling of system states. Furthermore, the
PSO-VSC technique cannot sufficiently prevent frequency deviation in the adjacent
interconnected areas. A PSO based VSC technique is also given in [55]. A new
approach to LFC problem has been the use of Internal Model Control (IMC) to tune
the PID controller [145].
It is concluded from this review that nonlinearities play a very important role in the
quality of the LFC system and they cannot be ignored. Furthermore, the objective
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is to achieve minimum frequency deviation in an LFC system when it is subjected
to disturbance. Several of the techniques cited have been successful to achieve these
results. However, none of the previous work on nonlinear LFC has handled the system
constraints in the controller design process. The proposed approach will handle the
normally present nonlinearities and constraints in the LFC system in a structured
way in the controller design phase. This will give obvious advantages with regards to
optimal control and constraints handling.
One of the reasons to opt for MPC as a load frequency controller is that MPC is
now a well-known control technique that has proven reliability. Also, it has been shown
that it can easily incorporate and handle nonlinearities and constraints. Although it
has been extensively used to control industrial processes successfully, it has found very
limited use in the field of power systems. Therefore, it is aimed to be a new frontier for
MPC. Moreover, the use of PSO in the proposed MPC technique gives more flexible,
accurate and faster control of processes and power systems alike.
4.2 Model of an LFC System
The dynamic model for an n-area interconnected system is given in this section. The
model is taken from the work done by Zribi [176] and Yang [166]. The model can be
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Figure 4.1: Block diagram of single area LFC
presented as the following:
Ẋi(t) = Aixi(t) + Biui(t) +
n∑
j=1, j 6=i
Eijxj(t) + Fidi(t) (4.1)
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]
(4.8)
di(t) = Pdi(t) (4.9)
The definitions of the symbols used in the model are as follows:
∆fi(t): incremental change in frequency for ith area subsystem (Hz)
ω: rotor angular velocity in radians per second with respect to synchronous speed.
H : inertia constant in seconds.
D : damping coefficient in seconds−1
Pm: per unit mechanical power.
Pac: per unit AC power.
Pdc: per unit power stored in the converter.
ωB = 377 rad/s
K = 1
The control objective of LFC is to keep the change in frequency, ∆fi(t) = x1(t) as
close to 0 as possible in the presence of load disturbance, di(t) by the manipulation of
the input, ui(t).
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4.3 Single Area Load Frequency Control
In single area LFC, Eij is ignored as there are no tie lines. Using the following system
parameters [138]:
Tp = 20s, Kp = 120 Hz p.u. MW
−1, Tt = 0.3s, K = 0.6 p.u. MW−1 rad−1, Tg =
0.08s, R = 2.4 Hz p.u. MW−1




−0.05 6 0 0
0 −3.33 3.33 0
−5.208 0 −12.5 −12.5









−6 0 0 0
]T
The proposed MPC-PSO described in Chapter 2 has been applied on this system
to minimize certain cost functions to obtain the optimal control signals. The objective
is to keep the load frequency at the specified rate, or more specifically, to keep the
change in load frequency equal to zero in the presence of disturbance at the loading.
The PSO parameters used for the controller are particles, n = 20, maximum
number of iterations, m = 500, prediction horizon, Hp = 7, wmax = 0.9, wmin =
0.4, c1 = c2 = 2.04 and a time varying weight is used. The iterations ensure that the
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algorithm is terminated after there is no possibility of significant improvement in the
value of the cost function.




e(k + i)T Qe(k + i)
where Q = 1. The constraint on the control signal is:
−0.2 ≤ u ≤ 0.2
The system is simulated first for the linear case and then for nonlinear case with
parameter variations. Initially, all states are at zero.
4.3.1 Single Area LFC Excluding Nonlinearity
First, Single Area LFC excluding the GRC nonlinearity is explored. The system is
given a step change of 0.3 p.u., which means that the load of this generation system
has changed by 0.3 p.u. Naturally, this change in load will demand the system to
adjust its load by the same amount to power it. This will change the load frequency.
The MPC-PSO based Load Frequency controller needs to minimize this frequency
deviation as well as bring it to zero as soon as possible while obeying the constraints
of the system as well as the control effort. The constraints on the system are defined
in its model while the constraints on the control effort are designed into the controller.
The behavior of the system is studied under three conditions. In all these, the
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limits of the control signal are imposed to be,
|u| ≤ 0.2
These conditions are designed on the basis of constraint on the control effort as:
• Design 1 - No constraint on change in the control effort between samples, i.e.
∆u is unconstrained.
• Design 2 - ∆u ≤ 0.1. This means that the control effort cannot change by more
than 50% between samples.
• Design 3 - ∆u ≤ 0.05. This means that the control effort cannot change by more
than 25% between samples.
Figure 4.2 shows the disturbance of 0.3 p.u. applied to the system and the cor-
responding frequency deviation observed. All the three designs are compared. It is
observed that the disturbance causes the least frequency deviation for the case when
the control effort is unconstrained between samples. The reason is obvious. The fre-
quency deviates to a maximum value of -0.02 p.u. For the case of constrained ∆u,
the frequency deviation is relatively large, up to a value of 0.03 p.u. However, it is
also observed that for the case of unconstrained ∆u, the change in generated power
is larger than the case with constrained ∆u as shown in Figure 4.3. This means that
to change the output power with respect to the load disturbance, there momentarily
is an overshoot going up to 0.07 p.u. which for the case of constrained ∆u is only up
to 0.05. After this value, the generated power steadily drops to the required 0.03 p.u.
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|delta u| = 0.1
|delta u| = 0.05
Figure 4.2: Disturbance and Frequency De-
viation for Designs 1-3

































|delta u| = 0.1
|delta u| = 0.05
Figure 4.3: Change in Generated Power for
Designs 1-3





















|delta u| = 0.1
|delta u| = 0.05
Figure 4.4: Control Effort for Designs 1-3




















|delta u| = 0.1
|delta u| = 0.05
Figure 4.5: Cost Function for Designs 1-3
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value. Same is true for the small undershoot. Understandably, it takes more time to
achieve the results in the case of constrained ∆u.
The control effort is shown in Figure 4.4. It is seen that the maximum control effort
is constrained between -0.2 and 0.2 at all times, which were the original self imposed
constraints on the system. For the case of unconstrained ∆u, the control effort varies
sharply and reaches both maximum and minimum allowed values. However, for the
case of ∆u≤ 0.05, the control effort reaches a maximum value of 0.13 and it is observed
that it remains within the specified constraint between samples.
The cost function is shown in Figure 4.5. The cost function takes its maximum
value when the disturbance just appears, based on which the correct control efforts
are found and applied to the system resulting in the cost function to be minimized
gradually. Naturally, for the controller designed with constrained ∆u, the cost function
attains the maximum value.
To study the robustness of the proposed controller for the case of varying load
disturbances, a load disturbance seen in Figure 4.6 is applied. The load is simulated
to vary from a disturbance of 0 p.u. to 0.03 p.u., going up to 0.05 p.u. and then
becoming 0 p.u. again. This effect of the varying load is on the load frequency
is also seen in this figure. It is seen that the load frequency varies most when the
disturbance varies most. When the disturbance varies from 0.05 p.u. to 0, the load
frequency varies maximum for the case of controller with constrained ∆u, going up
to a maximum frequency disturbance of 0.05 p.u. and 0.045 p.u. for the case of
unconstrained ∆u. The corresponding behavior of the change in generated power is
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Figure 4.6: Robustness of Frequency Devi-
ation

































Figure 4.7: Robustness in Change in Gen-
erated Power






















Figure 4.8: Control Efforts
















Figure 4.9: Cost Functions
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seen in the Figure 4.7. It is seen that the change in generated power follows the load
disturbance meaning that the system can supply the load its power demand. The
power generated changes most when the disturbance is largest. Also, the trade off
seen in the previous results is also apparent here, that the change in generated power
is more for the case of unconstrained ∆u, however the frequency deviation is large
and vice versa for the case of constrained ∆u. It is also seen that the change in
generated power takes a few more instances to arrive at the steady state for the case
of constrained ∆u. This behavior is in line with the observations of the previous case
as well.
The control effort for both cases is seen in Figure 4.8. It is seen that the controller
always obeys the constraint |u| ≤ 0.2. The cost function is seen in the Figure 4.9. It is
seen that the cost if largest for the case when the disturbance is most. Understandably,
it is more for the case when the controller has a constrained ∆u than for the case of
unconstrained ∆u.
4.3.2 LFC Including GRC Nonlinearity
Now the nonlinearity in the form of Generation Rate Constraint (GRC) is added to
the system. The nonlinearities appear in the form of saturation of states and can be
illustrated by the general n-area block diagram in Figure 4.10.
A GRC value of 0.6 p.u. MW min−1 = 0.01 p.u. MW sec−1 is applied to the
system. This means that the generated power output of the system cannot vary by
more than 0.01 p.u. MW in 1 second. A disturbance of 0.01 p.u. is present in the
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Figure 4.10: Block diagram of nth area LFC with GRC nonlinearities
system. The proposed controller is applied to the system with this nonlinearity. The
control effort in this case is also restricted to be |u| ≤ 0.5. The prediction horizon, Hp
= 3. All other conditions are same as in the previous case.
The results for this case are seen in Figures 4.11 to 4.17. It is seen that for the case
when GRC is present with a constant power demand of 0.01 p.u. from the system, the
frequency deviates to a maximum value of -0.033 Hz as seen in Figure Figure 4.11.
The frequency stops deviating after 6.3s. It can also be seen from Figure 4.13 that the
generated power from the system cannot change beyond 0.01 p.u. MW in 1 second.
The system is able to supply the required power demand after 4.15s, however, there
are a few fluctuations after that, and the system is able to completely reach the steady
state at 6.2s. The power generated from the system is now 0.01 p.u. MW. Compared
with the PSO-VSC proposed by Al-Musabi [4], it is seen that the proposed controller
offers significant improvements over the previous work as seen in Figure 4.11. The
frequency deviation is much lesser and the load frequency deviation becomes zero
quicker. It is also seen from Figure 4.13 that the power demand is fulfilled quicker
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and more smoothly using the proposed technique. The control effort is seen in the
Figure 4.15. The maximum control effort applied to the system is 0.14 and it is applied
at the time when frequency deviation is maximum as clear from the figures. After the
system reaches steady state with no frequency deviation with the required change in
the generated power, the control effort is set at a constant value of -0.027. The cost
is seen in Figure 4.17 and understandably, it is most at the start when the frequency
deviation is maximum and then gradually decreases to become zero.
The system is also tested for a GRC value of 0.1 p.u. MW min−1 = 0.0017
p.u. MW sec−1, as done in previous work [4], [155]. The results of this test, along
with the comparison with the previous work can be seen in Figures 4.12 and 4.14.
It is seen that the proposed technique preforms much better than that Riccati-based
optimal load frequency controller proposed by Wang [155]. Comparing with the PSO-
VSC technique given by Al-Musabi [4], the performance of the proposed technique is
almost same. It can be seen in Figure 4.12, that the maximum frequency deviation
of the system using the proposed technique is lesser than the previous work for this
value of GRC. The control effort for this case is given in Figure 4.15, while the cost is
given in Figure 4.17.
Another challenging test for the LFC system is through varying the load distur-
bance. A varying load disturbance, as seen in Figure 4.19 is applied to the single area
system with GRC = 0.01 p.u. MW sec−1. The load disturbance is 0.01 p.u. at the
start and then changes to 0.02 and 0.03 p.u., and finally becomes 0.015 p.u. The dy-
namics of the frequency deviation and change in generated power are seen in Figures
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Figure 4.11: Frequency Deviation for GRC
= 0.01



























Figure 4.12: Frequency Deviation for GRC
= 0.0017





























Figure 4.13: Generated Power Output for
GRC = 0.01




































Figure 4.14: Generated Power Output for
GRC = 0.0017




















Figure 4.15: Control Effort for GRC = 0.01




















Figure 4.16: Control Effort for GRC =
0.0017
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Figure 4.17: Cost for GRC = 0.01













Figure 4.18: Cost for GRC = 0.0017
4.20 and 4.21 respectively. It is seen that the frequency deviates by 0.033 p.u. every
time am incremental disturbance of 0.01 p.u. is given at the load. The frequency
deviation is maximum at 0.07 p.u. when the load disturbance changes by 0.015 p.u.
at 60s. The generated power from the system fulfils the load demand in all cases as
seen from Figure 4.21. The control effort is seen in Figure 4.22, and it suggests that
the maximum control inputs are applied when the load disturbance shifts to a new
value. Slight fluctuations in the load frequency are adjusted by the control input.
The system is also tested for a range of GRC values by testing it for three cases.
The values of GRC selected to be are 0.0017, 0.005 and 0.01. These GRC values
are practical values and are dependent on the model and specifications of the power
generation unit (turbine). All other parameters and control variables are same.
The results are seen in Figures 4.23 to 4.26. It is clear that the frequency deviation
and the change in generated power, as well as the control effort applied is most for
the case when the GRC is the smallest. The frequency deviates by as much as 0.152
Hz in this case and becomes 0 only after 19 seconds. The maximum value of the
change in generated power is different in each case. It is 0.014, 0.016 and 0.017 for the
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Figure 4.19: Varying Disturbance Applied



















Figure 4.20: Frequency Deviation for Vary-
ing Disturbance























Figure 4.21: Generated Power Output for
Varying Disturbance




















Figure 4.22: Control Effort for Varying
Disturbance
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Figure 4.23: Frequency Deviation for Vary-
ing GRC




































Figure 4.24: Generated Power Output for
Varying GRC

























Figure 4.25: Control Effort for Varying
GRC













Figure 4.26: Cost Functions for Varying
GRC
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cases when GRC is 0.01, 0.005 and 0.0017 respectively. When the GRC is smallest
at 0.0017 p.u., it takes longest, i.e. 20s for the system to provide the steady demand
power of 0.01 p.u. MW. For the cases of GRC 0.01 and 0.005, it took 5 and 8 seconds
respectively.
The control efforts seen in Figure 4.25, and they set at -0.0273, -0.1 and 0.0025 for
the cases of GRC 0.01, 0.005 and 0.0017 respectively. The control inputs vary till the
time it takes for the system to reach the required steady states, after which they take
their steady states. The cost is also the most for the case of smallest GRC and least
for the case with the largest.
4.3.3 LFC Including Nonlinearity and Parameter Variations
A challenging case involving two parts is considered here:
• 25% parameter variations in the system due to severe disturbances or modeling
errors
• GRC nonlinearity of 0.01 p.u. MW sec−1 applied on two states, x2 and x4
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Figure 4.27: Frequency Deviation for GRC
with Parameter Variation

































Figure 4.28: Generated Power Output for
GRC with Parameter Variation
























Figure 4.29: Control Effort for GRC with
Parameter Variation














Figure 4.30: Control Effort for GRC with
Parameter Variation
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The results of this comparison are given in Figures 4.32 to 4.35. It is seen that the
frequency deviates by 33% more for the case when system parameters are varied by
25%. However, in this case it takes a little less time to reach the required value. The
change in generated power almost remains the same for both cases. There is slight
difference in the behavior which is clear from Figure 4.33. The change in generated
power is observed to be 25% more for the case with parameter variation. It is also
observed that the cost function is higher when the parameters are varying from the
nominal values. The results indicate that the proposed controller is quite indifferent
to the variation in system parameters.
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4.4 Two-Area Load Frequency Control
In this section, the LFC problem is extended to two interconnected areas. The areas
are connected as seen in Figure 4.31.
First the case of two-area LFC excluding nonlinearity is explored and then the
GRC nonlinearity is also incorporated in the model to explore the nonlinear case.
Figure 4.31: Block diagram of two-area LFC with GRC nonlinearities
The model in Figure 4.31 can be expressed by the following set of equations. The
generalized model was given before also in Equation 4.1, but now it is extended for
two-area system.
Ẋi(t) = Aixi(t) + Biui(t) +
n∑
j=1, j 6=i
Eijxj(t) + Fidi(t) (4.10)
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 (4.15)
The system is stable and the objective is to minimize the system frequency deviation
∆ḟ1(t) and ∆ḟ2(t) in Areas 1 and 2 respectively under load disturbances in both areas.
The parameters of the system are given below [166]:
Tp1 = Tp2 = 20s, Kp1 = Kp2 = 120 Hz p.u. MW
−1, Tt1 = Tt2 = 0.3s, K1 = K2 =
108
1 p.u. MW−1 rad−1, Tg1 = Tg2 = 0.08s, R1 = R2 = 2.4 Hz p.u. MW−1 and B1 = B2
= 0.425 p.u. MW Hz−1
Since the parameters in this model are identical, and the change in the tie-line
power, ∆Ptie is caused by the difference in the area frequencies, ∆f1(t) - ∆f2(t), the
performance of the system has been tested by applying the disturbance in Area 1 only.
4.4.1 Two-Area LFC Excluding Nonlinearity
In this case, the GRC nonlinearity is excluded. A step disturbance of 0.03 p.u. is











Such a cost function ensures that the system is internally stable. The terms of the cost
function are scaled equally. The control signals in this case are constrained stringently
to be -0.1 ≤ u ≤ 0.1. Since the control signal is already so much constrained within
its maximum limit, there is no limit on the change of control, ∆u.
The dynamics of the system in this case are given in Figures 4.32 to 4.35 and the
results are compared with previous work [4] as well as LFC using the pole placement
technique. The behavior of the frequency deviation in both areas is seen as well
as the change in generated power in both areas. In comparison with the PSO-VSC
technique two cost functions are compared. J1 is the same cost function used here,
while J2 proposed in [4] is a slightly different cost function as it incorporates the
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Figure 4.32: Frequency Deviation in Area
1































Figure 4.33: Frequency Deviation in Area
2




































Figure 4.34: Change in Generated Power
in Area 1






































Figure 4.35: Change in Generated Power
in Area 2




















Figure 4.36: Control Effort, u1





















Figure 4.37: Control Effort, u2
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Figure 4.38: Power Flow in Tie-Line
















Figure 4.39: Cost Function
control inputs into it as well. The results show the the proposed technique performs
much better in all aspects as compared with the previous work. It is seen in Figure
4.32 that the frequency deviation in Area 1 is less than what it was in the previous
work as well as using the pole placement technique. Also, the frequency deviation
becomes zero quicker using the proposed technique, than using previous techniques.
From Figure 4.33, it is seen that for the Area 2, the deviation is at least 75% lesser
compared to previous work.
It is seen in Figure 4.34 that the system is supplying the required 0.03 p.u. load
from Area 1. The required load is supplied much quickly than in the compared
techniques. But the trade-off for it is that the maximum change in generated power
using the proposed technique is 0.01 p.u. more than previous work. There is minor
deviation of generated power in Area 2, and it is must less compared to the deviation
that is observed using other techniques. After that, the change in generated power in
Area 2 becomes zero. Figure 4.38 shows the change in the tie-line power flow. Due
to the frequency deviation in both areas, power begins to flow in the tie-line and as
soon as the frequency deviations reach 0, the power flow in the tie-line also stops.
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Compared to previous work and the pole placement technique, the power flow in the
tie-line is much less using the proposed technique. The maximum flow in the tie-line
in this case is -0.004 p.u., while for the pole placement technique, it is about 0.013
p.u.
Figures 4.36 and 4.37 show the control efforts of the system. It is observed that
the control effort obeys the constraints and the controller provides the optimal control
inputs to the system to enable it to cope with the continuous disturbance of 0.03 p.u.
The cost function is given in Figure 4.39.
Now a more challenging case of two-area LFC excluding nonlinearity is studied.
In this case the parameters of the two areas differ in the following respects:
Tp1 = 25s, Tp2 = 20s, Kp1 = 112.5 Hz p.u. MW
−1, Kp2 = 120 Hz p.u. MW−1.
The rest of the system parameters are identical. This two-area system is subjected
to a huge disturbance of 0.1 p.u. in both areas. This case is taken from the paper
by Kong [83], in which State Contractive Constraint (SCC)-based MPC is applied
to the LFC problem. The comparison of the proposed technique with SCC-MPC is
given in Figures 4.40 to 4.43. It is seen that the proposed MPC-PSO technique gives
a much smoother control of the system. From Figure 4.40 it is clear that although the
SCC-MPC is able to bring the Area 1 frequency deviation to zero 1 second earlier than
MPC-PSO, there are a lot of oscillations and there is also a steady state error using the
SCC-MPC technique. The proposed technique enables the Area 1 frequency deviation
to become zero more smoothly and accurately. The frequency deviation in Area 2 is
seen in Figure 4.41. It is seen that proposed technique fares enormously better than
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Figure 4.40: Frequency Deviation in Area
1































Figure 4.41: Frequency Deviation in Area
2



































Figure 4.42: Change in Generated Power
in Area 1






























Figure 4.43: Change in Generated Power
in Area 2

















Figure 4.44: Control Effort, u1






















Figure 4.45: Control Effort, u2
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Figure 4.46: Power Flow in Tie-Line













Figure 4.47: Cost Function
SCC-MPC. The change in generated power from the areas is seen in Figures 4.42 and
4.43. It is seen that the proposed techniques enables the system to cope with the
power demand more smoothly, with lesser overshoot and shorter duration without
any steady state errors. Since [83] does not give any details on the control constraints,
they are taken to be -0.5 ≤ u ≤ 0.5 and the result is shown in Figures 4.44 and 4.45.
It is seen that optimal control efforts needed to continuously cope up with the power
demand are generated by the controller and applied to the system. The power flow
in the tie-line is shown in Figure 4.46. It is seen that after 5s, once all the required
states of the system are at equilibrium, the power in the tie-line also becomes zero.
4.4.2 Two-Area LFC Including GRC Nonlinearity
In this case, a GRC nonlinearity of 0.015 p.u. is incorporated in the system [4], [166].











The system is subjected to a 0.01 p.u. disturbance. The results for this case are
given in Figures 4.48 to 4.54. It is seen that the system is brought to equilibrium
in about 5.5s and the power flow in the tie-line between the areas also becomes zero
after that time, as seen in Figure 4.54. Figure 4.48 compares the performance of the
proposed controller to several techniques available in the literature for this problem.
The comparisons are given with LQR, Optimal Integral Controller, PSO-VSC [4], and
Decentralized VSC technique for LFC proposed by Yang [166]. The comparison with
the LQR is significant as it is the benchmark controller. However, it utilizes all system
states while the proposed technique utilizes the practically available output states only
[43].
It is seen that the proposed technique is closely comparable with the LQR controller
and out-performs the techniques given in previous work. As a result, the freuquency
deviation in Area 1 becomes zero in less than 5 seconds with lesser oscillations as
seen in Figure 4.48. For the Area 2, it is seen from Figure 4.49 that the frequency
deviation is much less compared to PSO-VSC [4] and Optimal Integral Controller
cases. Thus the proposed controller is able to minimize the frequency deviation in
an adjacent area better. The system is able to supply the load with the required
0.01 p.u. increase in power demand from Area 1, while the power generated from
Area 2 remains unchanged. The control efforts shown give the optimal control input
that is applied continuously to keep the system at steady state while coping with the
load disturbance. Comparing the power flow in tie-line in Figure 4.54, it is seen that
the power deviation in it becomes zero quicker than in other techniques and closely
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Figure 4.48: Frequency Deviation in Area
1






























Figure 4.49: Frequency Deviation in Area
2



























Figure 4.50: Change in Generated Power
in Area 1





























Figure 4.51: Change in Generated Power
in Area 2




















Figure 4.52: Control Effort, u1






















Figure 4.53: Control Effort, u2
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Figure 4.54: Power Flow in Tie-Line
compares with LQR.
4.5 Four-Area Load Frequency Control
A multiarea interconnected system is considered now. It is taken to be connected as
a combination of ring as well as longitudinal manners [166], as shown in Figure 4.55.
This can be more clearly seen in the block diagram of the first area of this system
in Figure 4.56. The other areas of the system can also be represented by similar block
diagrams.
The nominal parameter values for this system are:
Tp1 = 20s, Tp2 = 25s, Tp3 = 20s, Tp4 = 15s
Kp1 = 120, Kp2 = 112.5, Kp3 = 125, Kp4 = 115 Hz p.u. MW
−1
Tt1 = 0.3s, Tt2 = 0.33s, Tt3 = 0.35s, Tt4 = 0.375s
K1 = K2 = K3 = K4 = 0.6 p.u. MW
−1 rad−1, Tg1 = 0.08s, Tg2 = 0.072s, Tg3 =
117
Figure 4.55: Block diagram of four-area interconnected power system
0.070s, Tg4 = 0.085s
R1 = 2.4, R2 = 2.7, R3 = 2.5, R4 = 2 Hz p.u. MW
−1
T12 = T13 = T14 = T21 = T23 = T31 = T32 = T41 = 0.545
T24 = T34 = T42 = T43 = 0
B1 = B2 = B3 = B4 = 0.425 p.u. MW Hz
−1
The model of the system can be generalized as given previously in Section 4.2.
In this case as well, a step load disturbance of 0.03 p.u. is applied to Area 1 of the
system for the case when nonlinearity is excluded and a load disturbance of 0.01 p.u.
is applied for the case including the GRC nonlinearity. The cost function used in this
case is a condensed form of the previously used one, to enable emphasis on the most





2 + ∆P 2g1
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Figure 4.56: Area 1 of four-area interconnected power system
For the case when the nonlinearity is excluded, the results are given in Figures 4.57
to 4.63. It is seen that the frequency deviation in all areas is controlled to be zero and
the power demand is met for Area 1. The power generated for all other areas remains
unchanged, although they experience minor fluctuations while the power demand in
Area 1 is being met. The power fluctuates in the tie-lines also due to the step load
disturbance, but eventually become zero as the system reaches steady states. The
power flow in the tie-lines can be seen in Figure 4.63. The optimal control efforts are
seen in Figures 4.61 and 4.62.
For the case including nonlinearity, a GRC value of 0.1 p.u. MW/s is applied to
the system and it is subjected to a step load disturbance of 0.01 p.u. The results for
this test are given in Figures 4.64 to 4.70. A comparison of these results with the
linear case, with 0.01 p.u. disturbance is also given in these figures. The effect of
nonlinearity is clearly seen. The frequency deviation and change in generated power
is obviously more in the case with nonlinearity. Also, the control efforts applied to
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Frequency Deviation in Area 1









Frequency Deviation in Area 2
Figure 4.57: Four-Area Excluding Nonlin-
earity, ∆f1 & ∆f2









Frequency Deviation in Area 3









Frequency Deviation in Area 4
Figure 4.58: ∆f3 & ∆f4











Change in Power Generated in Area 1











Change in Power Generated in Area 2
Figure 4.59: ∆Pg1 & ∆Pg2











Change in Power Generated in Area 3











Change in Power Generated in Area 4
Figure 4.60: ∆Pg3 & ∆Pg4
































Figure 4.61: u1 & u2
































Figure 4.62: u3 & u4
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Change in Tie−Line Power between Areas 1 & 2








Change in Tie−Line Power between Areas 2 & 3








Change in Tie−Line Power between Areas 1 & 3









Change in Tie−Line Power between Areas 1 & 4
Figure 4.63: Power Flow in Tie-Lines for Four-Area System Excluding GRC
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the system are slightly greater in this case.
4.6 Conclusion
The proposed controller is applied to the challenging LFC problem. Both linear and
nonlinear cases are explored and the results show that the controller is able to suc-
cessfully control the load-frequency of single as well as interconnected power systems.
The proposed controller works well for several linear and nonlinear cases, with varying
values of the nonlinearity as well as parameter variations. Both SISO (single area)
and MIMO (two and four area) systems are able to be controlled using this technique.
Comparison with published literature show improvements in the load-frequency con-
trol by using this newly proposed MPC-PSO controller for power systems. Several
examples from the existing literature are compared with the performance of the pro-
posed controller on this problem for both linear and nonlinear cases, as well as for
single and two-area LFC systems. The consistent quality of the results over several
different cases suggest that the proposed method is robust and reliable for the LFC
problem. Since a general methodology of controller design is presented, controllers for
any n-area LFC system can be developed using this technique.
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Frequency Deviation in Area 1
 
 











Frequency Deviation in Area 2
Including GRC
Excluding GRC
Figure 4.64: Four-Area Including Nonlin-
earity, ∆f1 & ∆f2











Frequency Deviation in Area 3
 
 











Frequency Deviation in Area 4
Including GRC
Excluding GRC
Figure 4.65: ∆f3 & ∆f4










Change in Power Generated in Area 1
 
 











Change in Power Generated in Area 2
Including GRC
Excluding GRC
Figure 4.66: ∆Pg1 & ∆Pg2











Change in Power Generated in Area 3
 
 











Change in Power Generated in Area 4
Including GRC
Excluding GRC
Figure 4.67: ∆Pg3 & ∆Pg4




































Figure 4.68: u1 & u2




































Figure 4.69: u3 & u4
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Change in Tie−Line Power between Areas 1 & 2
 
 










Change in Tie−Line Power between Areas 2 & 3










Change in Tie−Line Power between Areas 1 & 3











Change in Tie−Line Power between Areas 1 & 4
Including GRC
Excluding GRC
Figure 4.70: Power Flow in Tie-Lines for Four-Area System with GRC
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CHAPTER 5
APPLICATION OF MPC-PSO TO
A FOSSIL FUEL POWER UNIT
5.1 Introduction
Power generation units can be fueled by several means, but one of the most common
means is using fossil fuels, typically diesel or natural gas. A Fossil Fuel Power Unit
(FFPU) essentially consists of a boiler and a turbine. The boiler is used to generate
steam which drives the turbine, these generating electrical power. The steam is pro-
duced by heating water in a furnace. The temperature of the furnace is controlled by
controlling the flow of the fossil fuel.
The boiler-turbine operation is complex as steam must be delivered at a constant
rate to the coupled turbine for reliable operation. The rate of steam delivered has
to be altered to adjust the speed of the turbine for changing the generated power
capacity. At the same time, it is also desired to keep the boiler pressure constant
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and water level deviation minimum. Thus it manifests itself as a highly nonlinear
and strongly coupled complex problem with uncertainties. It is critical to control
this process efficiently to optimize the use of fuel, minimize losses and maximize the
profitability of operation through the selection of optimal control signals.
The fossil fuel boiler-turbine power generation system has been studied by many
researchers. However, there is a lack of published literature in this area as a bulk
of the work on optimizing boiler-turbine operation and maximizing fuel efficiency is
probably proprietary or patented. However we do find some discussion on the control
of this system.
There are several types of boiler-turbine models in the literature with varied com-
plexity levels and orders, depending upon the number of factors considered during
modeling. A generalized drum-boiler-turbine model is considered here. This was orig-
inally developed by Åström and Eklund [1] by studying the power generation plant
P16/G16 at Sydvenska Kraft AB plant at Malmö, Sweden. The model was published
in 1972 using data collected in 1969. The model was presented as a second order non-
linear system. Morton and Price updated this model in 1977 by incorporating water
level deviations [99], however the results were not good [42]. Finally, this model was
updated by Bell and Åström in 1987 and this is the one used here. This model was
also used in [31].
A classical adaptive control scheme is applied to this model by Hogg [67] us-
ing multiloop PI controller. The boiler-turbine parameters were considered to be
time-varying. This was further extended by Tu by comparing different multivariable
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schemes for this problem [148]. Chen and Shamma [31] used linear programming for
online control of this system. The control signals were generated by formulating the
problem as l1-optimal control problem. It is found that it is a challenge to design a
controller for this system that can work for all operating points. This problem was also
addressed by Dimeo and Lee using Genetic Algorithm to design a universal coupled PI
controller that can work at all the operating points of this system [42]. In 2004, Tan
et. al. [145] applied a linear controller to this problem using a distance measure via
the gap metric technique. The gap metric technique is used to compute the distance
between the nonlinear boiler-turbine system and a fixed linear system. To tackle the
strong nonlinearities of this system, they had to use only certain operating points,
otherwise the system would not have worked well. Moreover, the could not keep the
water level deviation zero, as required by the system at any operating point. Clearly,
this method well worked for some selected operating points, but the actual operating
points given by Bell and Åström [13] were not entirely controllable.
A slightly different model of this FFPU system is given by Garduno-Ramirez [51].
In his thesis, he has applied several intelligent control techniques to this system,
however, the response of this model appears to be much slower compared to Åström’s
model. Work by Heo [65] and Chang [28] use this model to applied Multiobjective
and Multiagent control techniques respectively. However, the response is very slow
and is studied for near operating points only. Xiao and Wang [161] applied Neural
Network based MPC to this model, but mainly considered very close switching points
themselves and response for switching to far operating points is extremely slow, taking
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up to 20 mins. Shakil [128] applied a Tabu-Search based predictive controller to this
system that enable good control through the complete operating range. The results
showed smoother switching between operating points and low water level deviations
while the control signals were also smoothly changing.
The proposed controller will be applied to the excellent and well described model
given by Bell and Åström and will tackle the nonlinear system directly. Moreover, the
full range of operating points will be studied. A great advantage of using nonlinear
control is that any intermediate operating point can be also given to the system.
Therefore, it is not necessary to switch to the required operating points only. However,
as this is the method by which this system is operated, the system will be operated
at these defined operating points.
5.2 Model of Drum-Boiler-Turbine Power Unit
There are many types of boiler-turbine models in the literature with varied complexity
levels and orders, depending upon the number of factors considered during modeling.
A generalized drum-boiler-turbine model is considered here. This was originally devel-
oped by Åström and Eklund [1] by studying the power generation plant P16/G16 at
Sydvenska Kraft AB plant at Malmö, Sweden. The model was published in 1972 using
data collected in 1969. The model was presented as a second order nonlinear system.
Morton and Price updated this model in 1977 by incorporating water level deviations
[99], however the results were not good [42]. Finally, this model was updated by Bell
and Åström in 1987 and this is the one used here. This model was also used in [31].
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The fossil fuel boiler-turbine system is modeled as a third order nonlinear MIMO
system, represented by the following differential equations.
ẏ1 = −0.0018u2y9/81 + 0.9u1 − 0.15u3 (5.1)
ẏ2 = (0.073u2 − 0.016)y9/81 − 0.1y2 (5.2)
ẏ4 =
(141u3 − (1.1u2 − 0.19)y1)
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(5.3)




Where, L is the water level and αcs and qe are evaporation rate (Kg/s) and steam
quality variables respectively, which are given by
αcs =
(1− 0.001538y4)(0.9y1 − 25.6)
y4(1.0394− 0.0012304y1) (5.5)
qe = (0.854u2 − 0.147)y1 + 45.59u1 − 2.51u3 − 2.096 (5.6)
This system can be represented by a block diagram as in Figure 5.1.
Figure 5.1: Block diagram of Drum Boiler Turbine System
The control signals, u1, u2 and u3 are given to the three control valves. The are
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described below:
• u1 is the fuel flow to the combustion unit of the boiler. Although the combustion
process is very complex and depends on several factors, the most important
factor is the fuel flow into the combustion chamber or furnace. The system is
also modeled based on that.
• u2 is the steam flow to the turbine coupled to the boiler. The amount of steam
is responsible for the speed of the turbine.
• u3 controls the flow of feedwater into the furnace.
The states of the system are described as:
• y1 is the steam pressure, P in Kg/cm2.
• y2 is the electrical power generated, Po from the turbine in MW.
• y3 is the water level deviation, Xw in m.
• y4 is the fluid density in Kg/m3.
Inputs to the boilers given in the model are normalized between [0,1]. The rate
limitations on the inputs are given below:
| .u1| ≤ 0.007/sec
−2/sec ≤ | .u2| ≤ 0.02/sec
| .u3| ≤ 0.05/sec
(5.7)
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5.3 Operating Points of Drum-Boiler-Turbine
Power Unit
The system must be operated at the specified operating points. Table 6.2 shows the
different operating points of the boiler. Initially, the boiler has to be started at the
nominal operating point (OP# 4), i.e. at 100% and this has to be done manually
(open loop). After the boiler reaches the nominal operating point, the controller is
switched on and the system becomes closed loop. The operation of the boiler can
be switched between these operating points after that, and also to an intermediate
operating point. It is not practical to switch from the nominal operating point to an
extreme operating point, i.e. from OP# 4 to OP# 1 and OP# 7 directly. Such a
demand might lead to unstability.
Table 5.1: Operating Points for the System
OP#: 1(70%) 2(80%) 3(90%) 4(nom,100%) 5(110%) 6(110%) 7(130%)
y1 75.6 86.4 97.2 108 119 130 140
y2 15.3 36.7 50.5 66.65 85.1 105 128
y4 300 342 385 428 472 513 556
u1 0.15 0.20 0.27 0.34 0.41 0.50 0.60
u2 0.48 0.55 0.62 0.69 0.75 0.82 0.89
u3 0.18 0.25 0.34 0.43 0.54 0.66 0.79
5.4 Problem Formulation
The objective is to design an MPC-PSO controller for the boiler-turbine system that
can provide stable and efficient switching between different operating points. The goal
is to switch the operating points:
• In minimum time
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• With minimum steady state error
• With minimum overshoots and oscillations
• With minimum water level deviation
The MPC-PSO controller is applied directly to the model. It is assumed that the
model is known, as given in [13]. A sampling time of 1 sec is used for the system.
Since all control signals can affect all the system states, a coupled scheme is used. A
prediction horizon, Hp of 15 is used for each control input. PSO particles are taken
to be 25, and the other PSO parameters are the same as taken in previous examples.
A time varying weight is used.
5.5 Operation at Nominal Operating Points
Figures 5.2 to 5.7 show the operation of the system at nominal operating points. The
control is applied directly to the nonlinear model of the system and all the constraints
on the control are also implemented. The MPC-PSO controller successfully generates
the optimal signals required to keep the boiler operating constantly at this operating
point. Comparing with the data in Table 6.2, the values of the control efforts, u1, u2,
and u3 are maintained 0.34, 0.69 and 0.43 respectively. It is observed that the power,
pressure and water level are constant also.
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Figure 5.2: Power Generated at Operating
Point 4















Figure 5.3: Pressure at Operating Point 4












Water Level Deviation − Operating Point 4
Time (secs)
m
Figure 5.4: Water Level at Operating Point
4












u1, Operating Point 4
Time (secs)
Figure 5.5: u1 at Operating Point 4












u2, Operating Point 4
Time (secs)
Figure 5.6: u2 at Operating Point 4












u3, Operating Point 4
Time (secs)
Figure 5.7: u3 at Operating Point 4
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5.6 Control of Boiler-Turbine System for Switch-
ing OPs
Now the case switching operating points is explored. The system is started at the
nominal operating points in all cases. At t = 100s, the operating points are switched.
The following switching cases are explored:
• Operating Points switch from OP#4 to OP#5.
• Operating Points switch from OP#4 to OP#6.
• Operating Points switch directly from OP#4 to OP#7.
• Operating Points switch from OP#4 to OP#3.
• Operating Points switch from OP#4 to OP#2.
The results for the first case are given in Figures 5.8 to 5.13. It is seen that the
controller generates the optimal sequences needed to move the system states to the
new operating points quite smoothly. As soon as the disturbance is applied, it is
noted that the feed water is cut (u3) to allow more steam to be produced from the
existing water in the boiler. The flow of the fuel, u1 is also increase as well as the
steam flow, u2. As soon as the system reaches the operating points, the control efforts
are constant at their new values. It is clear that now more fuel and water is allowed
into the boiler to generate more steam required to produce more power. The pressure
in the boiler thus rises.
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Figure 5.8: Power Generated - Switch Op-
erating Points from 4 to 5

















Figure 5.9: Pressure - Switch Operating
Points from 4 to 5












Water Level Deviation − Switch Operating Point 4 to 5
Time (secs)
m
Figure 5.10: Water Level - Switch Operat-
ing Points from 4 to 5












u1, Switch Operating Point 4 to 5
Time (secs)
Figure 5.11: u1 - Switch Operating Points
from 4 to 5












u2, Switch Operating Point 4 to 5
Time (secs)
Figure 5.12: u2 - Switch Operating Points
from 4 to 5












u3, Switch Operating Point 4 to 5
Time (secs)
Figure 5.13: u3 - Switch Operating Points
from 4 to 5
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It is seen that the power demand of 85.1 MW is met very early, merely 50s after
the operating points are switched. The power output becomes completely steady
after 100s. The maximum overshoot for the power is about 1.1 MW over the required
operating value of 85.1 MW which appears for a few seconds. The power output
reaches the new value so quickly because the cost function is weighted in such a way
that it gives most cost to the error in power, compared to the error in pressure and
water level deviation. This is very important because the power output is the most
critical parameter and the power demand from the system should be fulfilled as quickly
as possible.
The pressure reaches the steady operating value of 119 Kg/cm2 after about 110s.
The water level deviates to a maximum value of 9 cm during this switching. There
are slight overshoots in the generated power and pressure of the boiler. This is is
because of the slow response of the system and rate constraints on the control signals.
It is seen that the pressure response is much slower compared to the output power
response because the error in pressure is given a lesser weight.
For the second case, the same behavior is repeated, and the system has now to
cope with a larger power demand. The results for this case seen in Figures 5.14 to
5.19. The system is able to reach the required output power value of 105 MW in less
than 50s after the switching is done. This switch is smooth without any overshoots.
The pressure takes about 200s to reach the steady value at this operating point. The
value overshoots by about 6.2 Kg/cm2 and then decreases to the steady value of 130
Kg/cm2. The water level deviates to a maximum value of 15.6 cm in the drum.
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Gain Scheduled l1 [Chen]
Figure 5.14: Power Generated - Switch Op-
erating Points from 4 to 6




















Gain Scheduled l1 [Chen]
Figure 5.15: Pressure - Switch Operating
Points from 4 to 6


















Gain Scheduled l1 [Chen]
Figure 5.16: Water Level - Switch Operat-
ing Points from 4 to 6












u1, Switch Operating Point 4 to 6
Time (secs)
Figure 5.17: u1 - Switch Operating Points
from 4 to 6







u2, Switch Operating Point 4 to 6
Time (secs)
Figure 5.18: u2 - Switch Operating Points
from 4 to 6







u3, Switch Operating Point 4 to 6
Time (secs)
Figure 5.19: u3 - Switch Operating Points
from 4 to 6
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This case is compared with the work done by Chen and Shamma [31]. It is found
that the proposed control is much more successful on this complex system because it
is able to fulfil the power demanded from it much quickly. Through the use of gain
scheduled l1-optimal control technique, Chen and Shamma are able to fulfil the power
demand of 108 MW in about 125s, which is considerably more than the proposed
technique. Also, the pressure is not able to reach the required steady state value
of 130 Kg/cm2 using their technique, but instead reaches only up to 127 Kg/cm2.
It is seen that the proposed controller is able to bring the pressure to the required
equilibrium value. In this case the pressure reaches a maximum value of 136.2 Kg/cm2,
but this value is well within the allowable range of the system. The pressure increases
because the focus is to provide the required power from this generation unit system
as quickly as possible, as explained earlier. Water level deviation is slightly more in
the proposed case because more water is needed to provide for the rise in pressure and
quicker supply of electrical power.
It is seen in the second case that the system again reaches the new steady state
values smoothly. It is also obvious that the constraints on the control efforts as well
as the different rate constraints are obeyed during this transition. The rate change is
maximum in the transient behavior of the system, and once the system reaches steady
state, the control efforts are at constant values.
In the third case, the operation of the system is switched from operating point 4
to operating point 7 directly. This switching is not recommended, instead, for moving
to operating point 7, it is recommended to switch to an intermediate operating point
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like 5 or 6. However, for testing purposes this is done here. It is seen from Figures
5.20 to 5.25 that the system is able to switch its operation to the required operating
point and fulfils the power demanded from it. It is observed that the power demand
is fulfilled in about 193 seconds from the switching. The pressure takes longer, about
300 seconds to reach a steady state in this extreme case. A steady state error of about
1 Kg/cm2 is observed in this case. The water level deviates to a maximum value of
15.9 cm for this case.
For the fourth and fifth cases, the power demanded from the turbine is decreased.
The behavior of the system states is seen in Figures 5.26 to 5.31 and Figures 5.32 to
5.37. The supply of fuel and steam to the system is decreased as soon as the operating
points are switched. This is done while obeying the rate constraints on the system
given in Equation 5.7. To maintain the system at the new operating points, lower
effort is needed which is clear in Figures 5.23 to 5.25. There are slight undershoots
in these cases. However it is seen that the power demand is met within 50 s of the
switching in both cases.
5.7 Conclusion
The proposed controller is able to switch the operating points of the complex system
successfully. It is seen that the optimal control effort is applied allowing the system
to reach its steady state values quickly and smoothly with minimum overshoots. The
results show that the proposed controller can be directly applied to the nonlinear
model of this coupled system. It generates optimal control signals for switching the
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Figure 5.20: Power Generated - Switch Op-
erating Points from 4 to 7

















Figure 5.21: Pressure - Switch Operating
Points from 4 to 7












Water Level Deviation − Switch Operating Point 4 to 7
Time (secs)
m
Figure 5.22: Water Level - Switch Operat-
ing Points from 4 to 7












u1, Switch Operating Point 4 to 7
Time (secs)
Figure 5.23: u1 - Switch Operating Points
from 4 to 7












u2, Switch Operating Point 4 to 7
Time (secs)
Figure 5.24: u2 - Switch Operating Points
from 4 to 7












u3, Switch Operating Point 4 to 7
Time (secs)
Figure 5.25: u3 - Switch Operating Points
from 4 to 7
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Figure 5.26: Power Generated - Switch Op-
erating Points from 4 to 3

















Figure 5.27: Pressure - Switch Operating
Points from 4 to 3












Water Level Deviation − Switch Operating Point 4 to 3
Time (secs)
m
Figure 5.28: Water Level - Switch Operat-
ing Points from 4 to 3












u1, Switch Operating Point 4 to 3
Time (secs)
Figure 5.29: u1 - Switch Operating Points
from 4 to 3












u2, Switch Operating Point 4 to 3
Time (secs)
Figure 5.30: u2 - Switch Operating Points
from 4 to 3












u3, Switch Operating Point 4 to 3
Time (secs)
Figure 5.31: u3 - Switch Operating Points
from 4 to 3
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Figure 5.32: Power Generated - Switch Op-
erating Points from 4 to 2

















Figure 5.33: Pressure - Switch Operating
Points from 4 to 2












Water Level Deviation − Switch Operating Point 4 to 2
Time (secs)
m
Figure 5.34: Water Level - Switch Operat-
ing Points from 4 to 2












u1, Switch Operating Point 4 to 2
Time (secs)
Figure 5.35: u1 - Switch Operating Points
from 4 to 2












u2, Switch Operating Point 4 to 2
Time (secs)
Figure 5.36: u2 - Switch Operating Points
from 4 to 2












u3, Switch Operating Point 4 to 2
Time (secs)
Figure 5.37: u3 - Switch Operating Points
from 4 to 2
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plant from one operating point to another while obeying the limits of the control effort
applicable, as well as applying the different rate limitations of the individual control
efforts. Compared to previous work, the proposed technique provides faster control.
An extreme case of switching operating points from nominal to maximum directly is
also studied and it shows that the controller is able to cope up with this challenge
and gives a smooth and quick transition. The controller is able to switch between
different operating points of the system within the full range of operation effectively






In this chapter some further topics related to the proposed MPC-PSO controller are
discussed. A brief summary of this thesis is also presented. The conclusion derived
from this work and recommendation for future work and improvements is also given.
6.1 Further Topics
6.1.1 MPC-PSO in Noisy Environment
Although all efforts to remove noise from a process are done, it is likely that the
process will experience noise at one or more of its inputs. The propose technique
is tested in such a case, when noise is present in the system. For this purpose, the
nonlinear SMIB system, discussed in Chapter 3 is used. All parameters are same as
already given with the same process constraints.
144
Figure 6.1: Block Diagram of Proposed MPC-PSO with Noise
The block diagram in Figure 6.1 shows the proposed controller with noise, n(k)
added at the feedback. This means that at the sampling of the output, a noise is
present in the system and the signal that is eventually fed back to the controller is
distorted. The noise signal is show in Figure 6.2 and it is clear that the system is
subjected to a rather large random noise value, approaching that of the originally
perturbed conditions of the signal, i.e. |0.1| p.u. in magnitude. The magnitude of the
noise signal is a minimum of 0.052 p.u.
The result of this simulation are seen in Figures 6.3 to 6.6. Although the system
is subjected to a large noise signal, it is seen in Figure 6.4 that the there is very
little continuous deviation in the frequency of the generated power. There are small
fluctuations present in the control signal, u2 due to the continuous random noise.
However, the system is still able to track the required outputs, i.e. Id and ω. In this
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Figure 6.2: Noise in the System























Figure 6.3: Converter Current for SMIB
system with Noise

























Figure 6.4: Frequency Deviation with
Noise




















Figure 6.5: Control Effort, cos(β) for Noise

















Figure 6.6: Control Effort, v for Noise
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case, there is also an inherent risk that if the noise level at a particular instant is the
negative of the output at that same instant, the output will become zero and control
will become difficult.
6.1.2 MPC-PSO with Model Mismatch
It is unlikely that the explicit models of the complex processes we have studied are
100% accurate. In this section, the behavior of the proposed technique in the case of
model mismatch is given. The SMIB example from Chapter 3 is again taken. However,
now the parameters of the system have 5% modeling error. Thus, the parameters of
the system are modeled as follows:
Table 6.1: Modeling Errors for SMIB Parameters




















Taking H = 7.0 s, D = 0.5 s−1, and α = -0.1 s−1, this corresponds to:
Table 6.2: Effects of Modeling Errors on System Parameters






As shown in Figures 6.7 to 6.10, there is a steady state error in the output due
to the modeling error. The output frequency of the system is deviated by 0.01 rad/s
which is understandable as the model is different from the system.
147






















Figure 6.7: Converter Current for SMIB
system with Model Mismatch





























Figure 6.8: Frequency Deviation with
Model Mismatch



















Figure 6.9: Control Effort, cos(β) for
Model Mismatch
















Figure 6.10: Control Effort, v for Model
Mismatch
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Figure 6.11: Effect of Prediction Horizon -
Change in Frequency Deviation














































Figure 6.12: Effect of Prediction Horizon -
Change in Power Generated
6.1.3 Effect of Prediction Horizon
The Prediction Horizon, Hp is one of the most important parameters of MPC and is
used to tune the design controller. Increasing Hp generally has a stabilizing effect on
the closed loop system, and typically results in better control. However, due to large
Hp, the computational load on the system increases considerably. This load comes
from the least-squares cost functions that have been defined previously. Therefore,
the computational price and performance must be balanced through selecting an ap-
propriate value of Hp. So, for robustness purposes, large value of Hp is advisable, but
for computational purposes, a smaller value is preferred. It is also argued that the Hp
should be chosen such that the system reaches 90% of its steady state value within
the horizon [115]. In this thesis, the Hp for which the best results were obtained was
selected for simulation.
Figure 6.11 shows the simulation of the Load Frequency Control problem for Single
Area with GRC value = 0.01 p.u. MW/min. It is seen that for the case when Hp
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= 1, the system is totally uncontrollable. This is because an Hp = 1 is less than the
actual delay of the system, and the MPC is not able to control it. It is noted that
the minimum Hp should be at least equal to the delay in the system. So, for Hp
= 2, it is seen that although the frequency deviation parameter is converging to the
required value of zero, the response is very sluggish. As Hp increases to 3 and 5, the
response improves and the frequency deviation becomes zero quickly. However, as seen
in Figure 6.12, due to large value of Hp, the computational load significantly increases,
hence sub-optimal control sequences are generated which although bring the frequency
deviation to zero, cause small fluctuations in the power deviation. Therefore, from
an overall perspective of the system, it appears that selecting Hp = 3 gives the best
results.
6.1.4 Effect of PSO Population Size
The population size of the particle swarm for the PSO technique also affects the
quality of the optimal control given by the proposed technique. This is because the
population of the swarm is the number of solutions available. The larger the swarm,
the larger will be the pool of potentially optimal solutions that will give the lowest
cost.
Keeping all other parameters same, and an Hp of 3, the single area nonlinear LFC
system is simulated with different sizes of the particle swarm. As seen in Figure 6.13,
it is seen that the frequency deviation is controlled to be zero in exactly the same
way, regardless of the swarm being large or small. However, from Figure 6.14, it is
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Figure 6.13: Effect of Population Size -
Change in Frequency Deviation































Figure 6.14: Effect of Population Size -
Change in Power Generated
seen that when the population of the swarm is small, at 20, there are fluctuations
in the power generated from the system, which is again the result of sub-optimal
control signals generated due to small swarm size. As the population is increased, the
power generated becomes smooth, with essentially no difference in the results if the
population size is increase beyond 100 particles.
This observation is interesting because it also illustrates that even though the
controlled variable may come to the required steady state, the parameters of the
proposed controller like the population size and Hp can affect the overall system in
such a way that other outputs, which are not controlled, may experience fluctuations.
Therefore, the controller has to be tuned keeping in view the complete system and
what is required from it.
6.1.5 Computational Complexity and Real-Time Application
There are a number of factors that determine the computational complexity of the
proposed technique. The main factors contributing to the computational complexity
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are:
1. Size of Control Loop
2. Complexity of the Process itself
3. Prediction Horizon, Hp
4. Population size of the particle swarm
5. Number of iterations of PSO
To keep the computational complexity low, limits are imposed on the sizes of
each of the above factors. However, usually the techniques given in literature are
computationally very complex and impossible to realize on hardware that can control
the system in real-time.
A great advantage of the proposed technique is that it is extremely fast, com-
pared to other techniques in the literature. This advantage mainly comes from the
incorporation of PSO, instead of other optimization techniques. PSO is an inherently
fast technique and it complements the efficient MPC in a nice way. Therefore, the
computation time for a case when the population size is 20, Hp is 3, and number
of iterations is 500 is merely 0.15s per sample on an Intel Core2Duo 2Ghz machine
running Windows XP.
This time can be drastically improved by optimizing the coding and implementing
the controller on a specialized industrial grade microprocessor. A wide variety of
PIC-family controllers, and digital signal processors can be used for this purpose. If
the computational complexity is further reduced, and sufficient hardware capability is
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provided, the proposed technique can be realized comfortably for real-time application.
Another solution is to realize the proposed technique on a cluster of PCs.
6.2 Summary
The thesis can be summarized by the following brief points:
• A new Model Predictive Control technique based on the Particle Swarm Opti-
mization algorithm is proposed. The PSO algorithm is used as an optimization
tool for the well-known MPC methodology. The proposed controller is called
the MPC-PSO controller.
• Useful literature reviews to both MPC and PSO techniques are given in this
thesis. It is tried that a concise yet comprehensive literature review is presented.
• The proposed control technique is applied for the optimal control of power sys-
tems. MPC techniques are mostly applied on processes in the existing literature
and power systems are seldom controlled by MPC. The proposed technique is ap-
plied to three well-known, hugely practical and important power systems which
are:
1. Synchronous Machine on Infinite Bus (SMIB)
2. Load Frequency Control (LFC) of multi-area interconnected power systems
3. Fossil Fuel Power Unit - Drum-Boiler-Turbine system
• The proposed technique is fairly generic to any type of nonlinear constrained or
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unconstrained system. It can be applied to any process, be it of power, chemical
or industrial nature, with very few and minor modifications based on the system
dynamics and constraints.
• The PSO algorithm incorporated in the MPC technique enables the controller
to keep computational time low and arriving at optimal solutions of the control
effort quickly.
• Explicit models of these power systems are considered. Nonlinearities are incor-
porate directly without any transformation, approximation, model reduction,
linearization etc.
• Linear and non-linear both LFC are considered.
• SISO as well as MIMO systems are considered.
• The proposed technique is applied to the control of an automatic flow valve
also, to illustrate the method and give a clearer understanding of the technique
proposed.
• The thesis only deals with the control of the systems, with no effort for identi-
fication. Identification can also be incorporated with this control technique.
• Process and input constraints are explicitly taken into account in the system
model and controller formulation during the optimization. Equality and rate
constraints are incorporated wherever defined by the system dynamics.
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• Wherever appropriate, the results obtained by the use of this proposed tech-
nique are compared with the results of various techniques present in the existing
literature.
• The results are given such that a clear description of the dynamics of the relevant
system states and control efforts are clear from the figures with the need of a
lot of explanation.
• Special topics pertaining to the proposed controller are discussed.
6.3 Conclusion
The main things that can be concluded from this thesis are:
• Most of the work done on the control of power systems as well as processes
using MPC uses linearized, approximated, reduced or transformed models of
the system. The dynamics of the system are usually linearized around certain
operating points. When setpoints rapidly change, the linearization techniques do
not perform well. Even with good approximations and linearization techniques,
there is always the drawback of inaccuracy, thus resulting in sub-optimal control.
The proposed method provides a valuable technique that can be directly applied
to nonlinear models of processes, with the confidence that the nonlinearities and
constraints of the system will be dealt with efficiently and optimal control signals
will be generated.
• The only limitation to the proposed technique is due to the physical limitations
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of the actuators being controlled. Therefore, the proposed technique can con-
tinuously perform better due to the fact that faster, more accurate and reliable
actuators are developed continuously.
• Input and rate constraints can be effectively imposed on the controller by design,
thus ensuring that the constraints are never violated.
• The application of the proposed technique on SMIB system show that the con-
troller performs extremely well for the cases of perturbed initial conditions as
well as for induced faults and parameter variations. The overshoots in the sys-
tem states as a result of these perturbations and faults were minimal and the
control effort applied was smooth and quick. A comparison of the results ob-
tained with preceding literature showed that the proposed controller performs
far better than variable structured control for this case.
• Results for the application of the proposed technique to the LFC system show
that the system is well-suited to take on this challenging problem. The results
show that the controller is able to successfully control the load-frequency of
single as well as interconnected power systems better than what was achieved
in previous work on this topic.
• The proposed controller is able to switch the operating points of the complex
fossil fuel power unit quite successfully. Optimal control efforts are applied al-
lowing the system to reach the required steady state values quickly and smoothly
with minimum overshoots. The results show that the proposed controller can be
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directly applied to the nonlinear model of this highly nonlinear coupled system.
The controller always obeys the limits of the control effort applicable, as well as
applies the different rate limitations of the individual control efforts. It is seen
that controller is able to switch between different operating points of the system
within the full range of operation effectively and demonstrates special emphasis
on fulfilling the power demand as quickly and as smoothly as possible.
6.4 Recommendation for Further Work
Research is always considered as an iterative as well as exhaustive process. The work
on the proposed controller and this topic, by a true measure, can not be considered
complete. There will always be points to improve upon and more problems to tackle.
This, when accompanied by the eagerness to excel in this field, gives rise to several rec-
ommendations. Rest assured, ample time and energy will be invested to further work
on this vast topic and positively contribute to science. The many possible suggestions
that come to mind in this regard are as follows:
• Several other EAs and optimization techniques remain to be explore as a tool
for MPC. A variety of heuristics-based MPC techniques can be developed and
compared for different problems.
• The proposed technique uses the PSO tool in its relatively simplest form. Several
advanced as well as hybrid PSO techniques are abundantly available in the
literature. The performance of the proposed controller can be improved by
incorporating an advanced PSO algorithm.
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• An important factor in the performance of the predictive controller is the nature
of the cost function. The cost function can be formulated in several ways, and
can include other system parameters along with the error. Therefore, perfor-
mance of the proposed controller using different cost functions (depending on
the application) can be investigated.
• Only power systems are considered. This technique will undoubtedly find nu-
merous applications in the field of petrochemical and industrial processes. For
sure, it will provide valuable contribution to the optimal control of processes.
• The proposed technique can be applied to a multi-area SMIB system in which
several synchronous machines are connected to an infinite bus.
• More ideas related to the PSO and MPC parameters can be explored.
• This technique coupled with a good system identification technique can provide
a powerful package for identification and control of complex nonlinear systems.
• Adaptive MPC-PSO methodology can be developed. This methodology will
then be used for the online control of a process whose model is uncertain. The
adaptive MPC-PSO will be able to identify this mismatching online and update
the process model such that it is accurate and optimal control can be achieved.
• Efforts can be done for reducing the computational complexity of this algorithm.
This will be a tremendous help in applying the system to complex systems in
real-time using off-the-shelf hardware.
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• Hardware Realizability and Real-time Implementation of the proposed technique
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