Approximate dynamic programming algorithms, such as approximate value iteration, have been successfully applied to many complex reinforcement learning tasks, and a better approximate dynamic programming algorithm is expected to further extend the applicability of reinforcement learning to various tasks. In this paper we propose a new, robust dynamic programming algorithm that unifies value iteration, advantage learning, and dynamic policy programming. We call it generalized value iteration (GVI) and its approximated version, approximate GVI (AGVI). We show AGVI's performance guarantee, which includes performance guarantees for existing algorithms, as special cases. We discuss theoretical weaknesses of existing algorithms, and explain the advantages of AGVI. Numerical experiments in a simple environment support theoretical arguments, and suggest that AGVI is a promising alternative to previous algorithms.
Introduction
Approximate dynamic programming (approximate DP or ADP) approximates each iteration of DP in two ways: estimating the Bellman operator using empirical samples and/or expressing a Q-value function by a function approximator. Many reinforcement learning (RL) algorithms are based on ADP. For example, Q-learning is an instance of approximate value iteration (approximate VI or AVI). Recently, a combination of deep learning and AVI is becoming increasingly popular because its performance has exceeded that of human experts in many Atari games (Mnih et al. 2015; Hasselt, Guez, and Silver 2016) .
However, theoretical analysis of AVI shows that even when approximation errors are i.i.d. Gaussian noise, AVI may not be able to find an optimal policy. Unfortunately, approximate policy iteration (approximate PI or API) has almost the same performance guarantee (Bertsekas and Tsitsiklis 1996; Scherrer et al. 2012) , and a better ADP algorithm is necessary to further extend the applicability of RL to complex problems.
Recently, value-based algorithms using new DP operators have been proposed by several researchers (Azar, Gómez, and Kappen 2012; Bellemare et al. 2016) . Bellemare et al. showed that a class of operators including an advantage learning (AL) operator can be used to find an optimal policy when there is no approximation error (Bellemare et al. 2016 ). In particular, it was shown experimentally that deep RL based on approximate AL (AAL) outperforms an AVIbased deep RL algorithm called deep Q-network (DQN). However, AAL lacks a performance guarantee.
Azar et al. proposed dynamic policy programming (DPP) and approximate DPP (ADPP). The latter displays greater robustness to approximation errors than AVI (Azar, Gómez, and Kappen 2012) . In particular, if cumulative approximation errors over iterations is 0, ADPP finds an optimal policy. However, despite its theoretical guarantee, ADPP has been rarely used for complex tasks, with a few exceptions (Tsurumine et al. 2017) .
Motivated by those studies, we propose a new DP algorithm called generalized VI (GVI), which unifies VI, DPP, and AL. We provide a performance guarantee of approximate GVI (AGVI), which not only shows that the price to pay for ADPP's robustness to approximation errors is a prolonged effect of approximation errors, but also provides a performance guarantee for AAL. Furthermore, we argue that AAL tends to over-estimate Q-values by maximization bias (Hasselt 2010) as the cost of its optimality. AGVI provides a way to balance the pros and cons of other algorithms, leading to better performance as exemplified in Fig. 1 .
We also explain how GVI is related to a regularized policy search method, in which a policy is updated repeatedly with constraints on new and old policies. We show a relationship between the Q-value function learned by GVI and regularization coefficients. Such a connection has not been demonstrated for AL.
Finally, we show experimental results for AGVI in simple environments. The results support our theoretical argument, and suggest that AGVI is a promising alternative.
In summary, here we:
• propose a new DP algorithm called GVI the approximated version of which is robust to approximation errors and resistant to over-estimation of Q-values.
• show AGVI's performance guarantee, which indicates a weakness of ADPP.
• show a performance guarantee for ALL.
• clarify a connection with existing DP algorithms and a regularized policy search method. (Sutton and Barto 2017) ). Lines indicate the mean ratio (over 1, 000 experimental runs) of going left from C in an evaluation phase where greedy action is taken. At each state, there are 100 possible actions. At state C, actions 1−50 lead to the left, but the rest lead to the right. At states A and D, any action leads to state C. At state B, any action leads to state A with an immediate reward drawn from a Gaussian distribution, the mean of which is −0.1, and variance is 1.0. The agent is allowed to take actions according to ε-greedy where ε = 0.1 for 5 steps. Every 5 steps, the agent is initialized to state C, and the Q-table is updated using experience the agent obtained in the 5 steps. AVI and AAL suffer from maximization bias, and ADPP suffers from slow learning. Softmax AVI, where mellowmax is used rather than max, learns quickly without maximization bias, but suffers from error instability. Our algorithm, AGVI, avoids those issues.
Preliminaries

Basic Definitions and Notations
We denote the set of bounded real-valued functions over a finite set X by B X . We often consider a Banach space (B X , · ), where f = max x∈X |f (x)|. For brevity, we denote it by B X with an abuse of notation. When we say a series of functions f k converges to f , we mean uniform converges, and we write lim k→∞ f k = f . For functions f and g with a domain X , f > (≥)g mean f (x) > (≥)g(x) for any x ∈ X . Similarly, any arithmetic operation of two functions is a component-wise operation. For example, f + g is a function f (x) + g(x), and f + c is a function f (x) + c for any constant c.
Reinforcement Learning
We only consider the following type of Markovian decision processes (MDPs): Definition 1 (Finite State and Action MDP). An MDP is a 5-tuple of (S, A, P, r, γ), where S is the finite state space, A is the finite action space, P : S × A × S → [0, 1] is the state transition probability kernel, r : S × A → [−r max , r max ] is the expected immediate reward function, and γ ∈ [0, 1) is the discount factor.
Semantics are as follows: suppose that an agent has executed an action a ∈ A at a state s ∈ S. Then, state transition to a subsequent state s ∼ P (·|s, a) occurs with an immediate reward whose expected value is r(s, a). We usually use s and a to denote a state and an action, respectively. We only consider infinite horizon tasks.
A policy is a conditional probability distribution over actions given a state. We consider only stationary stochastic Markov policies.
The state value function (for a policy π) is the expected discounted future rewards when the policy π is followed from a state s, in other words,
, where E π indicates that a policy π is followed with the expectation, and r t and s t denote reward and state at time t, respectively. When the expectation is further conditioned by an action a, it is called a Q-value function. We denote it as
It is known that V * := sup π V π and Q * := sup π Q π exist under our settings, and they are called the optimal state value function and the optimal Q-value function, respectively. An optimal policy π * satisfies V * = V π *
. The optimal advantage function is defined as A * := Q * − V * .
Bellman Operator and Policy Operators
An operator is a mapping between functional spaces. A policy π yields a right-linear operator B S×A → B S defined by ∀f ∈ B S×A , (πf )(s) = a π(a|s)f (s, a). A stochastic kernel P also yields a right-linear operator B S → B S×A defined as (P g)(s, a) = s P (s |s, a)g(s ), where g ∈ B S . By combining them, we define the following right-linear operator (P π f )(s, a) := (P (πf ))(s, a). Hereafter, we omit parentheses, e.g., (P π f ), and denote it as P π f for brevity. The Bellman operator T π : B S×A → B S×A for a policy π is defined s.t. ∀f ∈ B S×A , T π f = r + γP π f . Similarly, the Bellman optimality operator T is defined s.t. ∀f ∈ B S×A , T f = r + γP mf , where m is max operator defined by mf (s) = max a f (s, a). We often use the mellowmax operator m β : B S×A → B S defined by
where |A| is the number of actions (Asadi and Littman 2017) . It is known that as β → ∞, m β → m. On the other hand, lim β→0 m β becomes just an average over actions. Therefore, by m ∞ and m 0 , we mean m and an average over actions, respectively, in this paper. We define
Mellowmax is known to be a non-expansion (Asadi and Littman 2017) . Therefore, T β is a contraction with modulus γ. We denote its unique fixed point by Q β . The following operator is often used in RL:
We call b β the Boltzmann operator, which is not a nonexpansion (Asadi and Littman 2017) .
Advantage Learning Operator
Bellemare et al. (Bellemare et al. 2016) proposed an AL operator:
where α ∈ [0, 1). The algorithm using this update rule is called AL. They showed that a greedy policy w.r.t. lim k→∞ Q k is an optimal policy when there is no approximation error. Furthermore, Bellmare et al. argued that by using AL, the difference between Q-values for an optimal action and for sub-optimal actions is enhanced, leading to learning that is less susceptible to function approximation error. They experimentally showed that deep RL based on AAL outperforms DQN in Atari games.
Dynamic Policy Programming Operator
Azar et al. (Azar, Gómez, and Kappen 2012) proposed the following update rule called DPP:
where β ∈ (0, ∞]. Since the difference between m β Q k and b β Q k can be bounded, they also proposed the following update rule:
They showed that a Boltzmann action selection policy π k (a|s) = exp (βQ k (s, a)) / a exp (βQ k (s, a )) converges to an optimal policy, and that ADPP is more robust to approximation errors than AVI or API.
3 The Algorithm and Theoretical Analyses
Generalized Value Iteration (GVI)
Note that r.h.s. of (2) becomes an AL operator with α = 1 as β → ∞. Consequently, one may think that Q k+1 := T β Q k + α (Q k − m β Q k ) also converges to the optimal Qvalue function. Unfortunately, it does not hold. Specifically, the following theorem holds (All proof is in Appendix). Theorem 1 (Generalized Value Iteration). Suppose a function Q 0 ∈ B S×A and the following update rule
We call the algorithm using the update rule (3) GVI. Remark 1. Theorem 1 for α = 1 states that for any required accuracy ε, there exists K s.t. for k > K, the deviation of
is kept within ε. Note that unless A * = 0, Q k does not converge. Hence, we cannot state it in a form similar to cases where α = 1. Clearly, when A * (s, a) < 0 for a state s and an action a, Q k (s, a) is diverging to −∞. Accordingly, it follows that a greedy policy w.r.t. lim k→∞ Q k is an optimal. When A * = 0, any action is optimal.
Remark 2. Let us note that when the greedy policy w.r.t. Q θ is optimal. (Hence, the greedy policy w.r.t. lim k→∞ Q k is optimal) Suppose that an optimal action a and a second-optimal action b satisfies
Hence, a is also greedy action w.r.t. Q θ . It implies that whether or not a greedy action w.r.t.
, which is called action-gap (Farahmand 2011 ). When action-gap is large, a task is easy, and GVI may find an optimal policy. On the other hand, when action-gap is small, a task is difficult, and GVI is likely not to find an optimal policy. However, a second-optimal action also has a Q-value close to the best action. Accordingly, the secondoptimal action may not be a bad choice.
As clearly shown by Theorem 1, unless either α = 1 or β = ∞, an optimal policy cannot be obtained by GVI. However, empirical results show that both AAL and ADPP work best when α and β take moderate values rather than 0 or 1 for α and ∞ for β (Azar, Gómez, and Kappen 2012; Bellemare et al. 2016) . Our theoretical analyses (Theorem 2 and Sect. 3.2) indeed indicate that moderate values of α and β have preferable properties.
Performance Bound for Approximate GVI
An exact implementation of GVI requires a model of an environment. In model-free RL, sampling by a behavior policy introduces sampling errors and bias on chosen state-action pairs. In addition, in large scale problems, function approximation is inevitable. As a result, GVI updates are contaminated with approximation errors ε k ∈ B S×A resulting in an update rule
We call this algorithm approximate GVI (AGVI). The following theorem relates approximation error ε k and the quality of a policy obtained by AGVI.
Theorem 2 (Performance Bound for AGVI). Suppose the update rule of AGVI, and
where
Remark 3. π k which satisfies π k Q k = m β Q k can be found, for example, by maximizing the entropy of π k with constraints as proposed in (Asadi and Littman 2017) . Remark 4. As α approaches 1, this performance bound reconstructs that of ADPP (Azar, Gómez, and Kappen 2012) 1 :
where α in C k and E k is set to 1. As a corollary, a performance bound for AAL can be obtained by β → ∞ as well.
Faster Error Decay with α < 1 Theorem 2 implies a slow decay of approximation error when α = 1. For simplicity, assume that ε k = 0 for all k except 0 where ε 0 = ε. In this case, (4) becomes
, and all terms not related to approximation error are aggregated to C. Therefore, D k determines how quickly the effect of the approximation error ε decays. Figure 2 shows the coefficient for various α. As α becomes higher, the decay slows.
Accordingly, for some types of approximation error, such as model bias of a function approximator, ε might pile up, and ADPP might perform poorly. Another source of such error is sampling bias due to a poor policy. In the beginning of learning, a policy that seems best is deployed to collect samples. However, such a policy may not be optimal, and may explore only a limited state and action space. As a result, approximation error is expected to accumulate outside the limited space. Over-estimation of Q-value function, which we explain next, is also a source of such error. 1 We corrected a mistake in their bound (their error terms lack a coefficient 2).
Less Maximization Bias with finite β AVI tends to overestimate the Q-value due to maximization bias. Such overestimation can be caused not only by environmental stochasticity, but also by function approximation error. This is a significant problem when these algorithms are applied to complex RL tasks (Hasselt 2010; Hasselt, Guez, and Silver 2016) .
To understand maximization bias, suppose that AVI has started with Q 0 . When an environment or a policy is stochastic, Q 1 (s, a) is a random variable. As a result, taking the maximum of Q 1 (s, a) over actions corresponds to an estimator E [max a Q 1 (s, a)], i.e., over-estimation of max a E [Q 1 (s, a)], which we want in reality.
On the other hand, as β → 0, the over-estimation diminishes. Indeed, since mellowmax is increasing in β, and convex in Q-value, we have
Soft-update similar to the above works better than double Q-learning (Fox, Pakman, and Tishby 2016) .
Derivation of the Algorithm
To understand the meaning of α and β, we explain how GVI is derived from a regularized policy search method. The derivation is similar to that of DPP (Azar, Gómez, and Kappen 2012) . A difference is that we use entropy regularization in addition to Kullback-Leibler (KL) divergence.
Regularized Policy Search to a New PI-Like DP Let D(s; π, π) := a π(a|s) (log π(a|s) − log π(a|s)) denote KL divergence between policies π and π at state s, and H(s; π) := a π(a|s) log π(a|s) denote entropy of π at state s. Suppose a modified state value function
Let π • denote an optimal policy that maximizes the modified state value function above. It turns out that they have the following form. 
.
where α = θ θ+η , β = θη θ+η , and Q
• maximizes expected cumulative rewards while maintaining entropy and KL divergence between π
• and π, π
• is expected to be better than π, but not to be too different from it and not to be deterministic.
We are interested in solving an original MDP. A straightforward approach is updating π to π
• , and finding a new optimal policy with π
• as a new baseline policy, s.t. KL divergence becomes 0. This can be done by first obtaining V π • π using fixed-point iteration ) . Then, we compute π
• with lim k→∞ V k π , and finally update π to π • . By repeating these steps, the policy is expected to converge to an entropy-regularized optimal policy.
Regularized Policy Search to a New VI-Like DP Rather than updating V k π infinitely, updating once might be enough, as is the case for VI. Suppose V 0 ∈ B S×A . In this case, update rule is
where π 0 is an arbitrary policy satisfying π(a|s) > 0 for any state s and action a, and
It turns out that (slightly modified version of) the above algorithm can be efficiently implemented by GVI. The modification is that policy improvement is done by
With this modification, GVI can be derived as follows: define Q k by 2
Equivalently, we have
By using (7) and (10),
2 log |A| is added just for obtaining log-average-exp expression in the end. Without it, the almost same algorithm can be derived. Therefore, we have
Consequently, by substituting r + γP V k − V k+1 in (8) with the above expression,
Plugging back (13) and (14) to V k and π k in (9), respectively, we get
The last line exactly corresponds to GVI update rule.
Numerical Experiments
Our purposes in the numerical experiments are the followings:
• Purpose 1. We confirm that Theorem 1 is consistent with numerical experiments, and that the Q-value difference can be enhanced as α approaches 1.
• Purpose 2. α = 1 (or ADPP) may need time to switch from a poor initial policy to a better policy. We examine whether by setting α to a moderate value, such a problem can be ameliorated.
• Purpose 3. β = ∞ (or AAL) over-estimates Q-values. We examine whether by setting β to a moderate value, such a problem can be avoided.
Environments and Experimental Conditions
We used the following environments.
ChainWalk There are 11 states (0, 1, ..., 10) connected like a chain, and the agent can move either left or right. Training episodes always start from state 5. State transition to a desired direction occurs with probability 0.7. With probability 0.3, state transition to the opposite occurs. At the ends of the chain, attempted movement to outside of the chain results in staying at the ends. When an agent gets to a state which is on the left (or right) side, but not at the left (or right) end of the chain, the agent gets −1 (or 1) reward. If the agent reaches the center, or state 5, it gets no reward. If the agent moves to the left (or right) end of the chain, it can get 3 (or 1) reward. In this environment, optimal behavior is going to the left regardless of states. For brevity, we denote the Q-value of going left by Q(s, L), and right by Q(s, R) in this environment. LongChainWalk The LongChainWalk environment is a modified version of the ChainWalk environment. We modified the environment as follows: First, the chain consisted of 51 states. Second, training episodes start from a uniformly sampled state. Third, actions are specified by integers from −5 to 5 meaning a desired movement to state s + a, where s is a current state, and a is an action. In other words, the agent is able to make larger movements. Since the overestimation problem becomes more serious as the number of actions increases, this modification is important for our purpose. Fourth, action always succeeds, but a subsequent state is s = clip(s + a + n), where n is sampled uniformly from an integer from −3 to 3 at every state transition, and clip(x) restrict x to [0, 50]. Finally, immediate reward is exp(−(s − 25) 2 /25), where s is a subsequent state. Therefore, the agent needs to move toward the center.
In an experiment for Purpose 1, the ChainWalk environment was used. We updated a Q-table with a perfect model of the environment. β and γ are fixed to 10 and 0.99, respectively.
In an experiment for Purpose 2, we again used the ChainWalk environment. However, this time, we trained an agent without the environmental model. Training consisted of 2, 500 episodes. In each episode, the agent was allowed to take 100 actions according to -greedy. After every episode, the Q-table was immediately updated using experience the agent obtained during the episode. After every episode, evaluation of the agent was performed. The evaluation consisted of 100 episodes starting from a state sampled uniformly. The agent was allowed to take greedy actions w.r.t. the Q-value it obtained from the training. The metric of the agent is the median of mean episodic rewards in an evaluation over 20 experimental runs. β and γ are fixed to 10 and 0.99, respec- tively.
In an experiment for Purpose 3, we used LongChainWalk. Except that training consisted of 5, 000 episodes, and that ε was fixed to 0.3, training conditions were same as the second experiment. Figure 3 compares the numerical and analytical values of action-gap Q(s, L) − Q(s, R) at various α. It shows that Theorem 1 is consistent with numerical experiments, and the action-gap increases as α approaches 1, as predicted. Figure 4 shows the numerical and analytical Q-values after 100, 000 iterations when α = 1.0. In this environment, going right is a sub-optimal action. Therefore, it is strongly devalued when α = 1.0 (Q(s, R) is diverging to −∞).
Value Difference Enhancement (Purpose 1)
From these results, we conclude that Theorem 1 is consistent with numerical experiments, and that the Q-value difference can be increasingly enhanced as α approaches to 1.
Error Decay Property of AGVI (Purpose 2)
α = 1 (or ADPP) may need time to switch from a poor initial policy (going right) to a better policy (going left). We examine whether by setting moderate α, such a problem can be ameliorated. Figure 5 shows the result. When α = 1.0, the performance is poorer than that of α = 0.8. However, performance slowly approaches that of α = 0.8 as learning proceeds. For reasonably large β and smaller than or equal to approximately 0.8, similar results were obtained.
In order to further analyze what was occurring, we visualized the Q-value of ADPP (Fig. 6) . It suggested that slow "Optimal" means that of an optimal policy, and "random" means that of a random policy. Lines indicate the median (over 20 experimental runs) of mean episodic rewards in an evaluation phase. The shaded area is the 90 percentile. Among all results, α = 0.8 works best. When α is either 0.8 or 1.0, the area of the 90 percentile is narrower compared to AVI, showing the robustness of AGVI. When α = 1.0, the performance approaches that of α = 0.8 to the end. However, learning is slow. learning when α = 1 (ADPP) is caused by prolonged devaluation of an optimal action.
In summary, as Fig. 5 shows, when α = 1 (ADPP), learning is slow. This occurred because ADPP takes a long time to switch from an initial poor policy that tends to go right to better policy that tends to go left (Fig. 6 ) by a strong marginalization of a sub-optimal action. Indeed, this slow learning was not seen when was higher, supposedly due to almost exploratory behavior. This policy switching is probably important in complex environments in which an initial policy is likely to be sub-optimal. Figure 5 shows that setting α to a moderate value ameliorates this problem while outperforming AVI.
Less Maximization Bias (Purpose 3)
Finally, we conducted an experiment to investigate whether by setting β to a moderate value, over-estimation of the Qvalue by maximization bias could be avoided.
We define the error ratio (ER) by
where Q is the true Q-value of a corresponding parameter setting, and Q is the estimated Q-value. Therefore, stronger over-estimation results in a higher error ratio. In Fig. 7 , ERs for various parameters are shown. One can see that overestimation appears when β is high. In particular, parameter In the beginning, the Q-value of going left was strongly devalued since it seemed to be sub-optimal. Information that going left is actually optimal slowly propagates toward the center, but it takes a very long time to overcome the initial wrong Q-value. As a result, even after 2500 iterations, optimal actions are not found in a broad region due to prolonged incorrect devaluation of the optimal action.
settings at the upper left corner strongly over-estimate the Q-value. Figure 8 shows final performance across different parameter settings. It is clear that a moderate value of β works best, for except for α = 1, where no over-estimation occurred, and performance was high with any choice of β. However, even in this simple environment, we observed that intermediate performance was higher when α was set to a moderate value such as 0.8. This observation is consistent with the finding that a moderate α may lead to faster learning because of faster error decay.
From these results, we conclude that by setting β to a moderate value, over-estimation can be avoided. Rather, under-estimation occurs.
Related Work
Our work was stimulated by research that established connections between a regularized policy search and valuefunction learning such as (Azar, Gómez, and Kappen 2012; O'Donoghue et al. 2017; Fox, Pakman, and Tishby 2016; Nachum et al. 2017 ). In particular, our work is an extension of (Azar, Gómez, and Kappen 2012) , further connecting a regularized policy search with AL (Bellemare et al. 2016) .
In (Bellemare et al. 2016) , it is shown that a class of operators may enhance the action-gap. In this paper, we showed the value to which AL converges. We also showed a performance guarantee that implies that as α increases, AAL The top left corner and the top edge correspond approximately to AVI and AAL, respectively. The right edge corresponds to ADPP. It is clear that a small β leads to less over-estimation while higher β leads to over-estimation. Interestingly, higher α leads to less over-estimation. becomes robust to approximation errors although its learning slows. A performance guarantee for AAL is new, and our performance guarantee explains why AAL works well.
Over-estimation of the Q-value by maximization bias was first noted by (Thrun and Schwartz 1993) , and several researchers have addressed it in various ways (Fox, Pakman, and Tishby 2016; Hasselt 2010; Hasselt, Guez, and Silver 2016) . In particular, GVI is similar to a batch version of Glearning (Fox, Pakman, and Tishby 2016) with action-gap enhancement. Fox et al. predicted that action-gap enhancement would further ameliorate maximization bias. Our experimental results support their argument. Another approach to tackle the over-estimation uses a double estimator, as proposed in (Hasselt 2010) . With a double estimator, searching to find optimal β or scheduling of β can be avoided. This may be a good choice when interactions with an environment require a long time so that short experiments with different β are prohibitive. However, the use of a double estimator doubles the sample complexity of algorithms. In (Fox, Pakman, and Tishby 2016) , the authors showed that softupdate using appropriate scheduling of β led to faster and better learning.
Recently, a unified view of a regularized policy search and DPP has been provided (Neu, Jonsson, and Gómez 2017) . Our work is limited in that we only unified value-iterationlike algorithms. However, our work shows that AL can be also seen in the unified view. In addition, our work is more advanced in that we showed a performance guarantee for AGVI, which includes AAL, for which there has been no performance guarantee previously. 
Conclusion
In this paper, we proposed a new DP algorithm called GVI, which unifies VI, AL, and DPP. We showed a performance guarantee of its approximate version, AGVI, and discussed a weakness of ADPP. We also showed that AAL tends to over-estimate Q-values. Experimental results support our argument, and suggest our algorithm as a promising alternative to existing algorithms. Specifically, AGVI allows us to balance (i) faster learning and robustness to approximation error and (ii) maximization bias and optimality of the algorithm. We also showed an interesting connection between GVI and a regularized policy search. For AL, such a connection was formerly unknown.
A Lemmas Related to Mellowmax
We prove lemmas related to mellowmax. They are used throughout the proof of Theorem 1 and Theorem 2. For brevity, we use the following definitions in this section:
where x i ∈ R, and i = 1, . . . , N .
Proof. Indeed, consider an entropy H(β) of
It can be rewritten as
Therefore, the derivative of g(β)+β −1 log N is smaller than or equal to 0, but the derivative of g(β) is larger than or equal to 0.
B Proof of Theorem 1.
For shorthand notation, we use θ := β 1−α . This value frequently appears as the unique fixed point of T θ , i.e., Q θ . When either α = 1 or β = ∞, θ needs to be understood as ∞, and Q θ needs to be read as Q * . Hereafter, we use this notation.
We mainly assume α = 1. For α = 1, take the limit of α → 1 appropriately (also see (Azar, Gómez, and Kappen 2012) ). For brevity, we define
For later use in a proof of Theorem 2, we deal with a case where AGVI update is used in this section. Its update rule is the following: suppose Q 0 ∈ B S×A , Q 0 ≤ V max , Q k is obtained by applying to Q 0 the update rule of AGVI
where α ∈ [0, 1], β ∈ (0, ∞], and ε k ∈ B S×A is approximation error at iteration k.
The following series of functions q k turns out to be very useful: q 0 := Q 0 and
B.1 Proof Sketch
Since the proof is lengthy, we provide a sketch of the proof. Lemma 7 shows that Q θ − q k+1 is bounded by
where C 0 := 2γV max + γαβ −1 log |A|. By using (16), we can show that when there is no approximation error, lim k→∞ q k = Q θ . To show this, we suppose that it does not hold, and deduce a contradiction. When there is no approximation error, (16) becomes
, both of which implies lim k→∞ q k = Q θ with a convergence rate equal to or faster than α k . Accordingly, it converges to 0, and there exists K such that for k > K,
where c < 1. It clearly follows that q k converges to Q θ , and it contradicts to the assumption that lim k→∞ q k = Q θ does not hold. Therefore, lim k→∞ q k = Q θ . Furthermore, from this discussion, one can see that there exists K such that
This shows that for any ε ∈ R + , there exists K such that k > K, kQ θ − kq k < ε. Lemma 6 shows that Q k can be expressed by
Note that for any functions f, g ∈ B S×A , m β f − m β g ≤ f − g holds (Asadi and Littman 2017) . Therefore, for any sequence of functions f n ∈ B S×A such that
and
Proof. We prove the claim by induction. For k = 0,
Next, suppose that up to k, the claim holds. Then,
Furthermore,
This concludes the proof.
The following two claims show to what value q k is converging when there is no approximation error. Lemma 7. Q θ − q k+1 is bounded by
where C 0 := 2γV max + γαβ −1 log |A|.
Proof. By definition,
where we used a fact that A −1 k+1 A k + A −1 k+1 α k = 1 to exchange the order of T π k and the coefficients. From (18),
Therefore,
Hence, we have
By defining δ k := α k+1 1−α β (in case of α = 1, read θ as ∞ and θ − δ k as kβ),
Accordingly,
where again we used a fact that A −1 k+1 A k + A −1 k+1 α k = 1 at the last inequality.
As shown in Lemma 5, m β h(s) + β −1 log |A|, where h ∈ B S×A , is non-increasing in β. Hence,
log |A| β .
Hence, by substituting q k+1 with (20),
where q = A k+1 A −1 k q k + A k+1 α k q 0 . By multiplying both sides of (21) by A k+1 , we obtain
where Q θ − q 0 ≤ 2V max is used. This concludes the proof.
As a corollary of Lemma 7, we have the following. Corollary 7.1. When there is no approximation error, q k converges uniformly to Q θ .
Proof. The claim for α = 1 has been shown in Sect. B.1. For α = 1, read θ as ∞ and A k as k. Then, the almost same proof can be used. Now, we prove Theorem 1.
Proof of Theorem 1. We first prove the claim for α = 1. From (19),
and the explanation given in Sect. B.1, the claim holds. For α = 1, (18) is
As explained in Sect. B.1, the rate of convergence of q k is faster than linear convergence rate. Therefore, ∀ε ∈ R + , ∃K such that ∀k > K, ∃ψ ∈ B S×A , ψ < ε such that
where φ ∈ B S×A , φ < ε. By
we have
C Proof of Theorem 2.
C.1 Proof Sketch
To bound Q * − Q π k , we first bound it by Q * − Q θ + Q θ − Q π k . Proposition 8 gives us an upper bound of the first term.
To bound the second term, we note that since π k denote a policy which satisfies π k Q k = m β Q k ,
Lemma 9 gives us an upper bound of Q θ − q k+1 . To bound q k+1 − T π k Q θ , first note that
