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Clustering: an ill-posed problem
We have seen how to perform and evaluate clustering. . .
. . . but we do not know what is a cluster
Thus we have built something without defining it!
It is a serious problem
Impossible to provide guarantees on by-products of clustering (ex.: some user
decisions) since no guarantees on clustering itself is really available
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Expected guarantees on clustering
ẑ , µ̂, K̂ , etc. are estimates of theoretical quantities z , µ, K , etc.
It can be thus expected classical guarantees provided for any estimate in statistics
Typically: consistency, bias, variance
Examples:
p(K̂ = K) = 1 as n → ∞
p(ẑ = z) for finite n
In the previous lessons we were very far from such a requirement. . .
Key idea
Formalize the rigorous definition of a cluster
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The model-based clustering paradigm
a cluster ⇐⇒ a distribution
It recasts all previous/next questions into model design/estimation/selection
It takes benefits from all theoretical statistics environment
How to choose the best metric M(k)?
How to choose the number K of clusters?
Clusters of different sizes are they well estimated?
How to choose the data unit?
How to select features?
How to deal with mixed data?
How to deal with missing data?
How to deal with outliers?
. . .
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What about empirical clustering?
Somewhere it works pretty well even if it has the previous mentioned limits
1 Interesting to understand why
2 Interesting to overcome their limits then
In fact many empirical methods are hidden model-based clustering ones!
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d-variate Gaussian with variance matrix I and same cluster sample size (see later)
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Reformulate K -means: the hidden estimate choice






(ẑℓc , µ̂ℓc ) = argmax(z,µ) ℓc (µ; x , z)
}
⇒ ẑW ≡ ẑℓc
Estimate
Maximum of the so-called complete-likelihood (see later for its statistical properties)
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θ = (π,α) with α = (α1, . . . ,αK )
Model: it includes both the family p(·;αk) and the number of groups K
m = {p(x1;θ) : θ ∈ Θ}
The number of free continuous parameters is given by
ν = dim(Θ)
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The clustering process in mixtures
1 Estimation of θ by θ̂
2 Estimation of the conditional probability that xi ∈ Gk
tik(θ̂) = p(Zik = 1|Xi = xi ; θ̂) =
π̂kp(xi ; α̂k )
p(xi ; θ̂)
3 Estimation of zi by maximum a posteriori (MAP)
ẑik = I{k=arg maxh=1,...,K tih(θ̂)}
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Estimation of θ by complete-likelihood
Maximize the complete-likelihood over (θ, z)





zik ln {πkp(xi ;αk)}
Equivalent to traditional methods
Metric M = I M free Mk free
Gaussian model [πλI ] [πλC ] [πλkCk ]
Bias of θ̂: heavy if poor separated clusters
Associated optimization algorithm: CEM (see later)
CEM with [πλI ] is strictly equivalent to K -means
CEM is simple et fast (convergence with few iterations)
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Estimation of θ by observe-likelihood





Convergence of θ̂, asymptotic efficiency, asymptotically unbiased
General algorithm for missing data: EM
EM is simple but slower than CEM
Interpretation: it is a kind of fuzzy clustering
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Principle of EM and CEM
Initialization: θ0
Iteration noq:
Step E: estimate probabilities tq = {tik (θq)}
Step C: classify by setting tq = MAP({tik (θq)})
Step M: maximize θq+1 = arg maxθ ℓc (θ; x, t
q)
Stopping rule: iteration number or criterion stability
Properties
⊕: simplicity, monotony, low memory requirement
⊖: local maxima (depends on θ0), linear convergence (EM)
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Example of an EM in the univariate case




































































































Note : low at the beginning but increase of the log-likelihood
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Local maxima
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Comparison EM-CEM in practice
n overlap1 K̂L(θ, θ̂) err(z , ẑ)
EM CEM EM CEM
low 0.2770 0.2771 0.3383 0.3217
20 middle 0.4916 0.3699 0.2050 0.1700
high 0.4108 0.3132 0.0983 0.0667
low 0.0209 0.0822 0.3342 0.3188
200 middle 0.0187 0.0425 0.1638 0.1587
high 0.0172 0.0209 0.0530 0.0500
low 0.0014 0.0454 0.3112 0.3113
2000 middle 0.0017 0.0246 0.1620 0.1619
high 0.0017 0.0059 0.0509 0.0510
1high: 30%, middle: 15%, low:5%
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Categorical variables: latent class model
Categorical variables: d variables with mj modalities each, x
j
i





















= 1|zik = 1)
with αk = (α
jh
k
; j = 1, . . . , d; h = 1, . . . ,mj )
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Integer: Poisson mixture model
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SPAM E-mail Database3
n = 4601 e-mails composed by 1813 “spams” and 2788 “good e-mails”
d = 48 + 6 = 54 continuous descriptors2
48 percentages that a given word appears in an e-mail (“make”, “you’. . . )
6 percentages that a given char appears in an e-mail (“;”, “$”. . . )






1 if word/char j appears in e-mail i
0 otherwise
2There are 3 other continuous descriptors we do not use
3https://archive.ics.uci.edu/ml/machine-learning-databases/spambase/
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An EM run with a binary data set
Initial binary data
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An EM run with a binary data set
Iteration 1
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An EM run with a binary data set
Iteration 2
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An EM run with a binary data set
Iteration 3
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An EM run with a binary data set
Iteration 4
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An EM run with a binary data set
Iteration 5
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An EM run with a binary data set
Iteration 6
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An EM run with a binary data set
Iteration 7
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An EM run with a binary data set
Iteration 8
31/113
Need to formalize Formalizing estimation Formalizing selection More advanced formalizing MixtComp in MASSICCC To go further
An EM run with a binary data set
Iteration 9
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An EM run with a binary data set
Iteration 10
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An EM run with a binary data set
Iteration 11
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An EM run with a binary data set
Iteration 12
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An EM run with a binary data set
Iteration 13
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An EM run with a binary data set
Iteration 14
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An EM run with a binary data set
Iteration 15
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An EM run with a binary data set
Iteration 16
39/113
Need to formalize Formalizing estimation Formalizing selection More advanced formalizing MixtComp in MASSICCC To go further
An EM run with a binary data set
Iteration 17
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An EM run with a binary data set
Iteration 18
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An EM run with a binary data set
Iteration 19
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An EM run with a binary data set
Iteration 20
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An EM run with a binary data set
Final summary
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Mixed data: classical approaches
Usually, unify data type by transformation :
Quantify continuous variables: loose some information
MCA dof categorical variable: loose the meaning
. . .
Proposal
Model-based directly on raw data
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Mixed data: conditional independence everywhere






















In addition, for symmetry between types, intra-type conditional independence
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Missing data: a seminal paper
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Missing data: current solutions
X1 X2 X3 Cluster
1.23 ? 3.42 ?
? ? 4.10 ?
4.53 1.50 5.35 ?
? 5.67 ? ?
Discarded solutions
Suppress units and/or variables with missing data ⇒ loss of information
Imputation of the missing data by the mean or more evolved methods ⇒
uncertainty of the prediction not taken into account
Retained solution
Use an integrated approach which allows to take into account all the available
information to perform clustering
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Missing data: notations and MNAR assumption
Oi ⊆ {1, . . . , d} the set of the observed variables from sample i
x
O
i the observed data from sample i
Mi the set of the missing variables for sample i
µO
ik




the sub-matrix of Σk associated to row Oi and columns Mi (the same for
any other combination)
Assumption on the missingness mecanism
Missing At Randon (MAR): the probability that a variable is missing does not
depend on its own value given the observed variables.
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Missing data: maximum likelihood estimator
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EM and Gaussian case: E step
θ and θ+ the parameters for two successive steps (idem for missing data)
z+
ik














































: conditional imputation of the missing data given the cluster.
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with 0 the d × d

















Variance correction due to the under-estimation of variability caused by the
imputation of missing data.
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Missing data: SEM algorithm
A SEM algorithm to estimate θ by maximizing the observed-data log-likelihood
Initialisation: θ(0)
Iteration nb q:
E-step: compute conditional probabilities p(xM , z|D;θ(q))
S-step: draw (xM(q), z(q)) from p(xM , z|x0;θ(q))
M-step: maximize θ(q+1) = arg maxθ ln p(x
O , xM(q), z(q); θ)
Stopping rule: iteration number
Properties: simpler than EM and interesting properties!
Avoid possibly difficult E-step in an EM
Classical M steps
Avoids local maxima
The mean of the sequence (θ(q)) approximates θ̂
The variance of the sequence (θ(q)) gives confidence intervals
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Missing data: SE algorithm
A SE algorithm estimates then (xM , zM)
Iteration nb q:
E-step: compute conditional probabilities p(xM , zM |D; θ̂)
S-step: draw (xM(q), zM(q)) from p(xM , zM |D; θ̂)
Stopping rule: iteration number
Properties
simplicity because of conditional independence
the mean/mode of the sequence (xM(q), zM(q)) estimates (xM , zM)
confidence intervals are also derived
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Missing data: illustration with the cancer data set (1/2)
Strategy “mice4 + mixture”: mixture on the dataset completed by mice
> data.imp=mice(data)
> data.comp.mice=complete(data.imp)
Strategy “full mixture”: mixture on the observed (no completed) dataset
4http://cran.r-project.org/web/packages/mice/mice.pdf
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MMissing data: illustration with the cancer data set (2/2)
Strategy mice + mixture full mixture
% misclassified 12.8 8.1
Avoid to complete missing data (imputation depends on the purpose)
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Keep in mind
George E.P. Box (1987)
“Essentially, all models are wrong, but some are useful”
M = {m} will denote the set of competing models
The true distribution p is not necessarily in M
Density estimation: AIC, BIC
Clustering: ICL, CL, NEC
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Importance of model selection: example
Model = number of clusters + parametric structure of clusters
Too simple model: bias
classe 1
classe 2














true modèle: [πλk I ]
too simple model: [πλI ]
Too complex model: variance















borderline with [πλI ]
. . . borderline with [πλkCk ]
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Importance of model selection: bias/variance trade-off
Partition error rate: err(z1, z2) ≥ 0 a distance-like between two partitions z1, z2
Gap between true and model partition:
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Importance of model selection: illustration of the variance effect
30 samples from a bivariate mixture with two components
π1 = π2 = 0.5, µ1 = (0, 0)
′, µ2 = (2, 2)
′, Σ1 = Σ2 = I
M = {spherical, general}
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Some heuristics entropy-based criteria: examples











cik ln tik (θ)
= ℓc (θ; x, c) + ξ(θ; c)
= complete-data log-likelihood + entropy





ξ(θ̂K ; t(θ̂K ))
ℓ(θ̂K ; x)− ℓ(θ̂1; x)
if K > 1
1 if K = 1
CL criterion (Completed Likelihood): retain m maximizing






Behaviour: not completely satisfactory but something happens. . .
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Some heuristics entropy-based criteria: NEC illustration
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Some heuristics entropy-based criteria: CL illustration
Interpretation as a penalized within-cluster inertia criterion:
CL([pλI ],K ) = −
nd
2
ln(WK )− n ln(K) + cst
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Theoretical model selection criteria









”cost” of the model
criterion penalty interpretation user purpose
general criteria in statistics
AIC ν model complexity prediction
BIC 0.5ν ln(n) model complexity identification
specific criterion for the clustering aim
ICL 0.5ν ln(n) model complexity well-separated
−
∑
i,k ẑik ln tik (θ̂) + partition entropy clusters
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BIC criterion: integrated likelihood
Posterior likelihood of m:
p(m|D) ∝ p(D|m) p(m)
︸ ︷︷ ︸
prior on m
Ideal model in a Bayesian context:
m̂∗ ∈ arg max
m∈M
p(m|D)









Choose the prior p(θ|m)
Evaluate the integral
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BIC criterion: genesis
Laplace-Metropolis approximation: under standard regularity conditions, we have




BIC criterion (Bayesian Information Criterion): retain m maximizing
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BIC criterion: consistency
Consistency: BIC asymptotically selects the best




Theoretical illustration of consistency: m1 ⊆ m2, m1 being the true model,
∆ν = ν2 − ν1, ∆ℓ = ℓ(θ̂2;D)− ℓ(θ̂1;D), we have
2(BIC2 − BIC1) + ∆ν ln(n) = 2∆ℓ
d
−→ χ2∆ν
With µ = ∆ν and σ2 = 2∆ν the mean and the variance of χ2∆ν
p(χ2∆ν > ∆ν ln(n)) ≤ p(|χ
2
∆ν − µ| > ∆ν ln(n) − µ) ≤
σ2
(∆ν ln(n) − µ)2
n→∞
−→ 0
by using the Chebyschev inequality. Thus, asymptotically, BIC will select m1
Special case of K : be careful on the χ2 approximation validity. . .
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ICL criterion: genesis










Thus models leading to overlapping groups are more penalized (low z evidence)
ICL criterion (Integrated Classification Likelihood): replace z by ẑ
ICL = ln p(x, ẑ|m)
BIC-like approximation of ICL:
ln p(x, z|m) = ln p(x, z; θ̂x,z|m)−
ν
2
ln n + Op(1)
In case of the right model m: θ̂x,z
a.s.
→ θ∗ and θ̂x
a.s.
→ θ∗. Thus, for n large
enough, θ̂x,z ≈ θ̂x. Then, we take ẑ = MAP(θ̂x) (or also ẑ = t(θ̂x)). It gives
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ICL criterion: robustness to model misspecification
A bivariate mixture of a uniform and a Gaussian cluster:
non-Gaussian component: π1 = 0.5, p1(x1) = 0.25 I[−1,1](x
1) I[−1,1](x
2)
Gaussian component: π2 = 0.5, µ2 = (3.3, 0)
′, Σ2 = I
50 simulated data sets of size n = 200










K 1 2 3 4 5
BIC . 60 . 32 8
ICLbic . 100 . . .
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ICL criterion: consistency?
Assumption: true model with two groups and parameter θ∗2
Theoretical result:











2 ) the Fisher matrix for a data
unit calculated with the true parameter θ2 and θ
∗p
2 its projected value on the parameter
subspace associated to the one component case, µn = E[χ
2
∆ν (δn)] = ∆ν + δn ,
σ2n = Var[χ
2
∆ν(δn)] = 2(∆ν + δn)
Asymptotically: by Chebishev inequality, with µn − ∆ν ln n − 2n ln 2 > 0
p(choose wrong model) = p(ICLbic2 < ICLbic1) ≤
σ2n
(µn − ∆ν ln n − 2n ln 2)2
Thus it goes towards 0 for well-separated groups
Experimental result: 100 samples from a univariate Gaussian mixture





∆µ 2.9 3.0 3.1 3.2 3.3
n BIC ICL BIC ICL BIC ICL BIC ICL BIC ICL
100 94 23 96 31 97 44 95 45 97 60
400 100 9 100 21 100 48 100 70 100 85
700 100 8 100 15 100 39 100 72 100 96
1 000 100 6 100 16 100 56 100 75 100 91
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Large n: BIC behaviour (1/2)
The mixture density is wrong (as all models)
Mixtures allow to estimate any distribution by increasing the number of
components (high flexibility)
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Large n: BIC behaviour (2/2)
Since BIC is consistent, as n grows, it adds components for improving the true
density estimation
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Missing data: illustration with the cancer data set (1/2)
Strategy “mice5 + mixture”: mixture on the dataset completed by mice
> data.imp=mice(data)
> data.comp.mice=complete(data.imp)
Strategy “full mixture”: mixture on the observed (no completed) dataset
5http://cran.r-project.org/web/packages/mice/mice.pdf
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Missing data: illustration with the cancer data set (2/2)








































mice + mixture full mixture
K̂ = 7 K̂ = 2
. . .may lose some cluster information when imputation before clustering
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CAUTION
Impossible to use BIC/ICL for kernel/spectral clustering (data set has changed. . . )
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Reformulate K -means: elbow as a slope heuristics (1/3)
SH (Slope Heuristics) criterion: retain m maximizing
SHm = ℓ(θ̂m;D)− 2 ̂variancem
Estimating the penalty: optimal penalty is linear in νm
2 ̂variancem = κνm.
and also











bias≈ cst for too complex models
thus, for complex enough models, ℓ(θ̂m;D) behaves linearly with νm and the
corresponding slope is κ/2
capushe6 (CAlibrated Penalty Using Slope HEuristics): κ/2 can be estimated by
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Reformulate K -means: elbow as a slope heuristics (2/3)
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Reformulate K -means: elbow as a slope heuristics (2/3)
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Outliers: Two possibilities
“After”: exclude data outside the confidence area of clusters
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Outliers: “during” example with acoustic emission control
Data: n = 2 061 event locations in a rectangle of R2 representing the vessel
Model: Diagonal Gaussian mixture + uniform (noise)
Groups: sound locations = vessel defects
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Units: changing the data units
Principle of data units transformation u:
u : X = X id −→ X u
x = xid = id(x) 7−→ xu = u(x)
u is a bijective mapping to preserve the whole data set information quantity
We denote by u−1 the reciprocal of u, so u−1 ◦ u = id
Thus, id is only a particular unit u
Often a meaningful restriction7 on u: it proceeds lines by lines and rows by rows
u(x) = (u(x1), . . . , u(xn)) with u(xi ) = (u1(xi1), . . . , ud (xid))
Advantage to respect the variable definition, transforming only its unit
u(xi ) means that u applied to the data set xi , restricted to the single individual i
uj corresponds to the specific (bijective) transformation unit associated to variable j
7Possibility to relax this restriction, including for instance linear transformations involved in PCA (principal
component analysis). But the variable definition is no longer respected.
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Units: revisiting units as a modelling component
Explicitly exhibiting the “canonical” unit id in the model
pm = {· ∈ X 7→ p(·; θ) : θ ∈ Θm} = {· ∈ X
id 7→ p(·; θ) : θ ∈ Θm} = p
id
m
Thus the variable space and the probability measure are embedded
As the standard probability theory: a couple (variable space,probability measure)!
Changing id into u, while preserving m, is expected to produce a new modelling
pum = {· ∈ X
u 7→ p(·; θ) : θ ∈ Θm}.
A model should be systematically defined by a couple (u,m), denoted by pum
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Units: interpretation and identifiability of pum
Standard probability theory (again): there exists a measure u−1(m) s.t.8
u−1(m) ∈ {m′ ∈ M : pidm′ = p
u
m}
There exists two alternative interpretations of strictly the same model:
pum: data measured with unit u arise from measure m;
pid
u−1(m)
: data measured with unit id arise from measure u−1(m)
Two points of view:
Statistician
The model pum is not identifiable over the couple (m, u)
Practitioner
Freedom to choose the interpretation which is the most meaningful for him
8This set is usually restricted to a single element
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Units: opportunity for designing new models
Great opportunity to build easily numerous new meaningful models pum!
Just combine a standard model family {m} with a standard unit family {u}
New family can be huge! Combinatorial problems can occur. . .
Some model stability can exist in some (specific) cases: m = u−1(m)
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Units: model selection
As any model, possible to choose between pu1m1 and p
u2
m2
However, caution when using likelihood-based model selection criteria (as BIC)
Prohibited to compare m1 in unit u1 and m2 in unit u2
But allowed after transforming in identical unit id








Example for abs. continuous x and differentiable u, the density transform in id is:
pid
u−1(m)
= {· ∈ X id 7→ p(u(·); θ) × |Ju(·)| : θ ∈ Θm}
with Ju(·) the Jacobian associated to the transformation u
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Units: prostate cancer data (1/2)
Individuals: 506 patients with prostatic cancer grouped on clinical criteria into
two Stages 3 and 4 of the disease
Variables: d = 12 pre-trial variates were measured on each patient, composed by
Eight continuous variables (age, weight, systolic blood pressure, diastolic blood
pressure, serum haemoglobin, size of primary tumour “SZ”, index of tumour stage and
histolic grade, serum prostatic acid phosphatase “AP”)
Two ordinal variables (performance rating, cardiovascular disease history)
Two categorical variables with various numbers of levels (electrocardiogram code, bone
metastases)
Some missing data: 62 missing values (≈ 1%)
Two historical units for performing the clustering task:
Raw units id: [McParland & Gormley, 2015]9
Transformed data u: since SZ and AP are skewed, [Jorgensen & Hunt, 1996]10 propose
uSZ =
√
· and uAP = ln(·)
9McParland, D. and Gormley, I. C. (2015). Model based clustering for mixed data: clustmd. arXiv preprint
arXiv:1511.01720.
10Jorgensen, M. and Hunt, L. (1996). Mixture model clustering of data sets with categorical and continuous
variables. In Proceedings of the Conference ISIS, volume 96, pages 375–384.
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Units: prostate cancer data (2/2)
Model m: full mixed data x = (xcont , xcat , xordi , xint , xrank ) (missing data are
allowed also) are simply modeled by inter conditional independence
p(x;αk) = p(x
cont ;αcontk )× p(x
cat ;αcatk )× p(x
ordi ;αordik )× . . .
In addition, for symmetry between types, intra conditional independence for each
Results:
New units uSZ and uAP are selected by ICL
New units allow to select two groups and provides a lower error rate



























Table : New units: 9% misclassified
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all parts are Gaussians
S: set of variables useful for clustering
U: set of redondant clustering variables, expressed with R ⊆ S
W : set of variables independent of clustering
Trick
Variable selection is recasted as a particular model selected by BIC
11Raftery and Dean (2006), Maugis et al. (09a), Maugis et al. (09b)
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MASSICCC?
A high quality and easy to use web platform
where are transfered mature research clustering (and more) software
towards (non academic) professionals
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Here is the computer you need!
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Prostate cancer data12
Individuals: 506 patients with prostatic cancer grouped on clinical criteria into
two Stages 3 and 4 of the disease
Variables: d = 12 pre-trial variates were measured on each patient, composed by
eight continuous variables (age, weight, systolic blood pressure, diastolic blood
pressure, serum haemoglobin, size of primary tumour, index of tumour stage and
histolic grade, serum prostatic acid phosphatase) and four categorical variables
with various numbers of levels (performance rating, cardiovascular disease history,
electrocardiogram code, bone metastases)
Some missing data: 62 missing values (≈ 1%)




12Byar DP, Green SB (1980): Bulletin Cancer, Paris 67:477-488
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Data upload without preprocessing
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Run clustering analysis
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It is running on the (Inria) cloud. . .
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Several quick result overviews. . . without post-processing
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Variable significance on global partition
+ similarity between variables
100/113
Need to formalize Formalizing estimation Formalizing selection More advanced formalizing MixtComp in MASSICCC To go further
Variable “Age” difference between clusters
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Variable “SG” difference between clusters
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Variable “BM” difference between clusters
103/113
Need to formalize Formalizing estimation Formalizing selection More advanced formalizing MixtComp in MASSICCC To go further
Individual cluster separation (with the cluster weight)
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Scoring cancer data following the clustering task
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Curve “cookies” data set
The Kneading dataset comes from Danone Vitapole Paris Research Center and
concerns the quality of cookies and the relationship with the flour kneading process13 .
There are 115 different flours for which the dough resistance is measured during the
kneading process for 480 seconds. One obtains 115 kneading curves observed at 241
equispaced instants of time in the interval [0; 480]. The 115 flours produce cookies of
different quality: 50 of them have produced cookies of good quality, 25 produced
medium quality and 40 low quality.
13Lévéder et al, 04
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Upload curves data
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Run a clustering task with three clusters
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Overview of the three clusters of cookies
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Curve “cookies” result
Using a basis functional model-based design for functional data14
14Jacques and Preda (2013)
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Some remaining questions
More on dependent data (like times series)
High-dimensional data
Missing not at random data (MNAR)
. . .
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Next lesson
Introduction to cluster analysis and classification:
Bi-clustering and co-clustering
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