The goal of this article is to develop a theory for direct integrals of Hilbert spaces parallel to the recent approach by Lachowicz and Moszyński for direct sums of Banach spaces and diagonal operators and semigroups. In it we deal with the characterisation of spectrum, existence of semigroups, and asymptotic rates as well as questions of decomposability. Among other things, this results in an extra degree of differentiability for particular solutions of certain initial value problems.
Introduction
The study of strongly continuous semigroups, or C 0 -semigroups, was motivated by so-called Cauchy problems -initial value problems regarding evolution equations. This theory applied abstract functional and operator theoretic machinery to the solving of partial differential equations (PDEs) and related problems (see [3, 14] ). There has been a renewed interest in C 0 -semigroups due to the discovery of abstract methods that can be used to address asymptotic questions such as the energy decay of physical systems. These have come in the form of the so-called quantified Tauberian theorems, beginning with the work of [5] , exploding upon the PDE scene through the results of [7] , and largely perfected in [25] .
In this article, we combine a recent approach to direct sums of C 0semigroups, done by Lachowicz and Moszyński [19] in 2016, with direct integral theory. Indeed, one can view our results as a generalisation and expansion of those in [19] when considering the setting of Hilbert spaces.
The central results of this article are the following two theorems in Section 4. Theorem 4.1 states that the direct integral of a family of C 0 -semigroups is itself a C 0 -semigroup on the direct integral space if and only if the family is uniformly exponentially bounded. Theorem 4.2 states that any C 0semigroup on the direct integral space that is generated by a decomposable operator is itself decomposable. In other words, there is a preservation of some 'pointwise a.e. condition' across C 0 -semigroups and their generators. This is particularly interesting, given that there is a distinction between socalled maximally defined operators and those defined via a direct integral (see [16] where this distinction is teased out). Sections 2-3 provide the preliminaries and basic operator-theoretic results needed to tackle the central issue, which, as mentioned, is addressed in Section 4. Sections 5-7 then deal with special cases, applications, and asymptotic questions that arise out of our central results, including a discussion on a theorem by Maniar and Nafiri [21] and how it follows as a simple corollary of our more general quantified asymptotics result.
From a C 0 -semigroup theoretic perspective, our results are already deeply interesting, answering natural fundamental questions and creating the groundwork for the aforementioned applications to specific Cauchy problems, quantified asymptotic theory, and rates of decay. However, this article may also lead to two other rich areas of application, yet to be explored.
Firstly, since every von Neumann algebra on a separable Hilbert space is a direct integral of factors [30] , we hope that further progress can be made in the theory of quantum Markov semigroups (QMSs) on von Neumann algebras by building on our results for C 0 -semigroups on direct integral spaces. QMSs, a natural generalisation of classical Markov semigroups that have interested mathematical physicists for almost fifty years, are a certain type of one-parameter operator semigroup on von Neumann algebras, originally arising out of the study of open quantum systems. Recently, there has been an interest in deriving results concerning QMSs and their generators inspired from classical strongly continuous semigroup theory (see [1, 2] for example).
The key difference between QMSs and C 0 -semigroups is that QMSs act on what are essentially spaces of operators (subspaces of B(H), the space of bounded linear operators on a Hilbert space H) whereas C 0 -semigroups act directly on a Banach space X, leading to the use of different topologies. Nonetheless, ideas from C 0 -semigroup theory evidently can be useful in developing an understanding of QMSs. On the theory of QMSs and their geneators, see [11, 18, 20, 27] to name but a few milestone papers.
Secondly, direct integrals, often called fibre integrals, have recently reappeared independently from the theory of von Neumann algebras, in the area of homogenisation theory. For examples of this, see [6, 8, 10, 12] . This provides a potential avenue for more applications of our results. See also [22, Section 5] for an area of potential overlap between homogenisation theory (and hence direct integral theory) and quantified asymptotics for C 0 -semigroups.
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Preliminaries
In this article, we use standard notation, denoting the spectrum and resolvent set of a closed linear operator B acting on a Hilbert space (assumed always to be complex) by σ(B) and ρ(B) and the resolvent operator (λ−B) −1 , for λ ∈ ρ(B), will usually be denoted by R(λ, B). We also write B(X) for the space of bounded linear operators on any Banach or Hilbert space X.
The following proposition is a simple fact about resolvents that will be used in the article, stated without proof and an immediate corollary of the Neumann series expansion. We will also use 1 G to denote the characteristic function for a set G and the abbreviation 'a.e.' to mean either 'almost every' or 'almost everywhere', depending on the context. Turning now to direct integrals of Hilbert spaces, let µ be a σ-finite complete positive Radon measure on the σ-algebra of Borel sets of a locally compact Hausdorff topological space Ω. An important example of this is the counting measure on N with the discrete topology.
A Hilbert (space) bundle H over base space Ω is an assignment that for each s ∈ Ω assigns a Hilbert space H s with an inner product ·, · s and a norm · s . is the Hilbert space of all measurable sections x ∈ F such that
modulo measurable sections that are 0 µ-a.e. and equipped with the inner product
We state some simple properties without proof (see [15, Section 3] and [31, Lemma 35] ). Proposition 2.2. Let µ and Ω be as above. The following statements are true.
(i) If M = {M k } ∞ k=1 is the countable collection of sets with finite measure such that Ω = ∞ k=1 M k , the triple sequence given by
is also a fundamental sequence after rearrangement into a sequence of one parameter. Furthermore, this fundamental sequence has elements that are pointwise bounded and have finite ⊕ Ω H s dµ(s) norm. Hence, from now on we can assume that the fundamental sequence is pointwise bounded and contained in
of measurable sections such that for every s ∈ Ω, the vectors e i (s) form an orthonormal basis for the fiber
if Ω ′ ⊂ Ω is measurable and µ(Ω ′ ) > 0, then we can form the direct integral ⊕ Ω ′ H s dµ(s) using the same definition as before, with Ω ′ replacing Ω.
⊕ Ω ′ H s dµ(s) can be identified with the subspace of H given by
Direct Integrals of Operators
In most discussions on direct integrals, for a given measurable field (H, be essentially bounded. When this extra condition is satisfied, we shall call {T (s) ∈ B(H s ) : s ∈ Ω} a bounded measurable field of operators. We will not go into a discussion of measurable fields and direct integrals of bounded operators, these can be found in [13, 29, 23] .
The standard generalisation to closed operators, first given by Nussbaum [24] , is through the characteristic matrices introduced by Stone [28] . The characteristic matrix (P i,j ) of a closed operator A on a Hilbert space H is the 2 × 2 matrix of bounded operators representing the projection P of H × H onto the closed subspace Γ(A), the graph of A. Nussbaum defined a measurable field of closed operators to be a family of closed operators {A(s) : D(A(s)) ⊂ H s → H s : s ∈ Ω} such that for each i, j, the family {P i,j (s) : s ∈ Ω} forms a measurable field of bounded operators. This is shown to be consistent with the bounded case in [24, Proposition 6] We provide an alternative definition which turns out to be equivalent modulo a resolvent condition. We define a measurable field of closed operators to be a family of closed operators {A(s) : D(A(s)) ⊂ H s → H s : s ∈ Ω} such that there exists a fixed ν ∈ C such that for a.e. s ∈ Ω, ν ∈ ρ(A(s)) and the family of resolvents {R(ν, A(s)) : s ∈ Ω} adjusted on a set of measure zero is a bounded measurable field of operators.
When there exists such a ν ∈ C, the equivalence of definitions follows from the simple fact that adding scalar multiples of the identity does not change measurability in either definition and that inverses of Nussbaum measurable fields are measurable when they exist because the characteristic matrix of the inverse is merely a rearrangement of the components (see [24, Proposition 5] ). Note that since
We can now define the direct integral of a measurable field of closed operators on the maximal reasonable domain.
In accordance with this definition, if we write A = ⊕ Ω A(s) dµ(s), there is an implicit assumption that there exists at least one λ ∈ C such that for a.e. s ∈ Ω λ ∈ ρ(A(s)) and that s → R(λ, A(s)) B(Hs ) is essentially bounded.
⊕ Ω ′ H s dµ(s) using the same definitions as before, with Ω ′ replacing Ω. When considering
Notice that there may exist operators A on a direct integral space H = ⊕ Ω H s dµ(s) that are not themselves, the direct integral of a measurable field of closed operators. In the case, however,
We now provide some basic properties of direct integrals of operators. First, we deal with boundedness. Proof. Assume (i). Then for any x ∈ ⊕ Ω H s dµ(s),
and we are done.
For the converse, we must take care that any offending function we construct is measurable. Taking the set
These sets are clearly measurable. If for a.e. s ∈ Ω,
Let x ′ (·) := f j (·)1 K j (·) and note that it is measurable and in ⊕ Ω H s dµ(s). Since
(ii) also fails.
Second, we state a theorem on adjoints and inverses. 
Proof. [24, Theorem 3] or [9, Proposition 3.5] proves this theorem for the Nussbaum case. Since we have the assumption of boundedness in (ii), all that remains to show is that the resolvent conditions also hold for (i). This follows easily from the fact that ρ(B * ) = {λ : λ ∈ ρ(B)} and R(λ, B * ) = R(λ, B) * for any unbounded densely defined operator B.
Note that this also implies that if A =
⊕ Ω A(s) dµ(s), A is densely defined if and only if D(A(s)) is densely defined for a.e. s ∈ Ω since an operator B is densely defined if and only if B * exists.
Some basic spectral properties of direct integrals of operators follow immediately from this.
The following statements are true.
This corollary leads to another corollary, covering and generalising the counting measure case for Hilbert spaces in [19, Corollary 3.7] , following its proof. We are done if we show that λ can be approximated by z such that there exists K ⊂ Ω of positive measure with z ∈ σ(A(s)) for all s ∈ K.
Let ε > 0. By assumption, there exists G ⊂ Ω of positive measure such that λ ∈ ρ(A(s)) and R(λ, A(s)) s > 1 δε for all s ∈ G. Hence, there exists G λ ⊂ G of positive measure and η ∈ C such that η ∈ σ(R(λ, A(s)) for all s ∈ G λ and |η| > 1 ε . By the spectral mapping theorem for the resolvent, there
In particular, |z − λ| < ε and µ(G λ ) > 0.
It is worth mentioning that Azoff [4] and Chow [9] delve much deeper into the spectral theory of direct integrals. In particular, [4, Examples 4.2, 4.4] show the importance of essential boundedness in Corollary 3.4 by demonstrating that not much can be said about the spectrum of A given only the spectra of a.e. A(s).
Finally, we turn to compactness. Before we prove the following lemma, recall that a measurable subset A ⊂ Ω is called an atom (with respect to µ) 
Using the same construction as in the proof of Proposition 3.2, for all i ∈ N, there exists a measurable subset K
Hence, A cannot be compact. Proof. The 'if' direction is simply the case of a direct sum of compact operators tailing to zero, rewriting
Recall that for a direct sum of operators
There the direct sum can clearly be approximated by operators of finite rank.
For the 'only if' direction, let Ω 1 be the set of points of positive measure and let {M k } ∞ k=1 be the collection of sets in Proposition 2.2 of finite measure exhausting Ω. Then 
Direct Integrals of C 0 -Semigroups
In this section, we prove that we can take direct integrals of C 0 -semigroups that have a uniform exponential growth bound and that the generator of the direct integral is the direct integral of the generators. Proof. First, we prove the 'if' direction. T : R + → B( ⊕ Ω H s dµ(s)) clearly satisfies the semigroup property. We now check the strong continuity at 0. Since T (·) (s) is a C 0 -semigroup for each s ∈ Ω, for any
By Proposition 3.2, T t ≤ M e ωt for all t ≥ 0. Since any C 0 -semigroup has an exponential bound, Proposition 3.2 also proves the 'only if' direction.
Finally, let B be the generator of T t . Our goal is to prove that B = A, but we must first check that A exists as a direct integral. Let λ = ω We now show that B = A. Again, let λ = ω + 1. Then λ ∈ ρ(B), λ ∈ ρ(A(s)) and for some fixed C > 0, R(λ, B) , R(λ, A(s)) ≤ C for a.e. s ∈ Ω. By Proposition 3.4, λ ∈ ρ(A). Once again using the Laplace transform representation for resolvents of generators and Corollary 3.4(1), we have A natural question to ask is whether the sufficient conditions for a direct integral of operators to generate a C 0 -semigroup are also necessary conditions (see [19, Theorem 4.4]) . A positive answer for this question is given in the following theorem. where ω ′ = max {ω, 0} so that g is exponentially bounded with respect to t. Applying Fubini's theorem two more times, we get that 
As mentioned in the introduction, Theorem 4.2 says that decomposable generators generate decomposable C 0 -semigroups. We also have the following corollary which generalises [19, Theorem 4.4] in the Hilbert space case in a weaker way than Theorem 4.2. However, this method could not be directly used to prove Theorem 4.2 since H s does not embed into ⊕ Ω H s dµ(s) in any meaningful way and hence difficulties potentially arise as to the existence of a semigroup for all t ≥ 0 on H s for any particular s.
Direct Integrals of Special Classes of Semigroups
A natural question to ask is whether there are similar results to Theorems 4.1 and 4.2 for special classes of semigroups (see [14, Chapter II Section 4]).
5.1.
Bounded Analytic Semigroups. First, we provide an easy consequence of Proposition 3.4 that deals with sectoriality. Proof. The 'if' direction follows immediately from Proposition 3.4(2) and Proposition 3.2 as the uniform resolvent bound for a.e. s given λ ∈ Σ π/2+δ guarantees that such λ ∈ ρ(A). The 'only if' direction is proved by showing, in the same way as the proof for Theorem 4.2, that Σ π/2+δ ∩Q\{0} ⊂ ρ(A(s)) and that for each ε ∈ (0, δ), the same constant M ε for bounding λR(λ, A) also bounds λR(λ, A(s)) s for all λ ∈ Σ π/2+δ−ε ∩ Q \ {0} for a.e. s ∈ Ω. Again, as in the proof of Theorem 4.2, we are done by Proposition 2.1 and continuity of the resolvent applied to compact subsets of the sectors.
In other words, A is sectorial of angle δ ∈ [0, π 2 ) if and only if A(s) is uniformly a.e. sectorial of angle δ for a.e. s. We restate this in terms of bounded analytic semigroups without proof (see [14, Chapter II Section 4a.] and [17, Chapter 3] ). 
uniformly for a.e. s ∈ Ω.
These results can also be extended for general unbounded semigroups (see [ In other words, the direct integral operator generates an eventually differentiable semigroup if individual A(s) are eventually differentiable in a uniform a.e. way.
5.3.
Immediately Norm-Continuous Semigroups. We introduce the natural notion of norm-continuous in t uniformly a.e. on Ω in order to formulate the most obvious result concerning immediately norm-continuous semigroups. We say that {T t (s) : s ∈ Ω} is norm-continuous for t > t 0 uniformly a.e. on Ω if for every t > t 0 and ε > 0, there exists δ > 0 such that T t (s) − T t 1 (s) B(Hs) < ε for all |t − t 1 | < δ for a.e. s ∈ Ω. Note that δ is independent of s.
Proposition 5.4. Suppose that A =
⊕ Ω A(s) dµ(s). Assume that A(s) generates a semigroup T (·) (s) for a.e. s ∈ Ω that are uniformly a.e. exponentially bounded and that {T t (s) : s ∈ Ω} is norm-continuous for t > t 0 uniform a.e. on Ω. Then A generates an eventually norm-continuous semigroup that is norm-continuous for t > t 0 .
Proof. The direct integral semigroup T (·) exists by Theorem 4.1. Let t > t 0 , ε > 0, and x ∈ ⊕ Ω H s dµ(s). Then by norm-continuity for t > t 0 on Ω a.e., there exists δ > 0 such that
[14, Chapter II Theorem 4.20] gives us a useful characterisation of immediately norm-continuous semigroups on Hilbert spaces, which we can use to prove the following result. and are uniformly exponentially bounded or when the families generate contraction semigroups. An explicit example for the counting measure is given in [19, Section 5] for a stochastic particle system.
Note that the proof of the measurability of s → T t (s)x(s) in Theorem 4.2 means that for some cases it is enough to check measurability conditions for the operators A(s) instead of checking the measurability of the pointwise a.e. solution.
Asymptotics of Direct Integral Semigroups
We motivate this final section by beginning with and stating a result concerning the stability of a uniformly bounded countable sequence of C 0semigroups on Hilbert spaces from [21] with an added assumption that we believe is necessary.
Theorem 7.1 ([21, Theorem 3.2]). Let {T n (t) : R + → B(H n ) : n ∈ N} be a uniformly bounded sequence of C 0 -semigroups with corresponding generators A n such that for all n ∈ N, iR ⊂ ρ(A n ). Further assume that
Then for a fixed α > 0 the following conditions are equivalent:
The assumption (7.1) is missing from the statement of [21, Theorem 3.2] as found in [21] . It is ambiguous as to whether or not the authors of that paper implicitly assume this condition in [21, Theorem 3.2] without explicitly stating it. The introduction, preparatory work in Section 2, and application in Theorem 4.4 of their paper indicate that they are, in fact, assuming (7.1). However, their statement of [21, Proposition 3.6] seems to indicate otherwise. In any case, we both believe that the authors of [21] merely accidentally left out (7.1) as an assumption in [21, Theorem 3.2] and use the following example to show that the theorem fails if it is not assumed. We drop the subscripts for the norms as the context provides enough clarity.
Example 7.2. Take A n = −1/n to be the multiplication operator acting on H n = C for all n ∈ N. Then A n generates the multiplication semigroup T n (t) = e −t/n on H n for all n ∈ N which is uniformly bounded by 1. Moreover, is − A n = is + 1/n which has inverse (is + 1/n) −1 for all s ∈ R, n ∈ N so that iR ⊂ ρ(A n ) for all n ∈ N. Condition (i) of Theorem 7.1 is satisfied since |s| −α R(is, A n ) = |s| −α |is + 1/n| −1 ≤ |s| −(1+α) , (n ∈ N, |s| ≥ 1).
However condition (ii) of Theorem 7.1 is not satisfied since for t = 1, 1 1/α T n (1)A −1 n = e −1/n n ≥ e −1 n so that sup t≥0,n∈N
Thus, (7.1) cannot be omitted and furthermore, we believe it is just as natural to assume instead the stronger condition
which we will explain after the following theorem which generalises [21, Theorem 3.2] with the correct assumptions. We will prove the theorem using a much simpler argument than the one found in [21] , while still using [7, Theorem 2.4] as in [21] . Further assume that iR ⊂ ρ(A(r)) for a.e. r ∈ Ω and ess-sup r∈Ω R(is, A(r)) Hr < ∞, (s ∈ R).
Then the following are equivalent:
(i) ess-sup r∈Ω sup |s|≥1 |s| −α R(is, A(r)) Hr < ∞. Thus, [21, Theorem 3.2] with the additional assumption (7.2) follows by taking the counting measure. In fact, the only theory necessary in this specific discrete case is that of direct sums, covered in [19] . We also see from the above proof that if we only assume ess-sup demonstrating that the stronger condition (7.2) is indeed just as natural to assume as (7.1). The method of passing to a direct integral (or sum) in order to obtain the relation between uniform resolvent bounds and 'uniform strong' stability can be applied to other quantified Tauberian theorems such as those found in [5, 7, 25] (strongly continuous) and [26] (discrete).
