Abstract. We are inventing techniques to increase variable source yields from image subtraction analyses. An example innovation that will improve detection efficiency by about 10% is presented. The MEGA image-subtraction pipeline is a software instrument that could evolve into a tool to do microlensing science with virtual observatories.
Introduction to the MEGA Pipeline
What is dark matter and where are the primordial baryons? The pioneering first generation of microlensing surveys have provided tantalizing clues that both the M31 and Milky Way dark halos harbor a significant number of MACHOs [1, 2] . However, no lenses have yet been proven to actually reside in either halo. Our next generation survey, the Microlensing Exploration of the Galaxy and Andromeda or MEGA, will map the spatial distribution of a large sample of M31 microlensing events with unprecedented accuracy. This event distribution and a model of our experimental detection efficiency can together be used to prove whether or not the majority of lenses are located in M31's dark halo.
As developers of the MEGA image-subtraction pipeline, we have imagined interacting with Virtual Observatories (VOs) in several ways. It seems possible that VO technologies may one day federate our data, but also, that the software written for the MEGA pipeline could serve as a basis for powerful new experiments in the era of VOs. Indeed, huge amounts of microlensing events could be harvested from the data flow produced by all-sky surveys like Pan-STARRS, LSST, and GAIA [3] with a VO-enabled image-subtraction pipeline. Our innovations could be implemented, for example, in an instrument that calculates and monitors the microlensing detection power of VO-federated image data.
Optimal Image Subtractions
We are inventing techniques to increase the yield of microlensing events and variable stars [4] from subtractions of time-series image data. The following is an example of the kind of optimization implemented for the MEGA pipeline.
Recall that to detect microlensing, a high signal-to-noise reference image is created and from it relative flux variations are measured for a time-ordered sequence of images of the same field. The reference is made by registering and coadding some or all of the images in the dataset. The best choice for the origin of the reference image is the most typical pointing so that all of the other images overlap as much as possible. A first-order approximation of the percentage of non-overlapping image area relative to any particular image j in a dataset of N images with dimensions X and Y and origins (or "pointings") x j and y j is:
Eqn. (1) is also known as the "Manhattan dissimilarity" for being the shortest distance between two points in city blocks. The image j with the smallest dissimilarity D(j) is the best origin for a single reference image.
Subtracting from 2 reference images further reduces the efficiency loss due to telescope pointing errors. It is also possible to replace bad data present in a single reference image with good data from the second image. Understanding how to pick the 2 best reference images is really an introduction to partitioning problems. When partitioning a set of objects into K clusters the goal is to find clusters, the objects of which show a high degree of similarity, while objects belonging to different clusters are as dissimilar as possible [5] . Clusters can be constructed by assigning each object to the nearest of a set of K representative objects. A representative object, or in our case a reference image, is also called the "K-mediod" of a cluster. Thus we want K=2 clusters. In addition to pointing (x and y), we add a third dimension to the parameter space being partitioned that quantifies the on-sky signal-to-noise of each image, and we weight the images by exposure and seeing. Modeling results in Table 1 show that double-subtraction and use of K-mediod cluster finding will increase our source yield by about 10%. Note that the largest loss is due to saturation of M31's bulge. 
