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Resumen Se presentan las técnicas del procesamiento del lenguaje natural a través de
su definición, desarrollo histórico, niveles de análisis, así como algunos de los
problemas que surgen en el análisis automático de textos utilizando estas técnicas.
Posteriormente, se muestran las distintas aplicaciones del procesamiento del len-
guaje, exponiendo más extensamente, las dirigidas al análisis del contenido docu-
mental, es decir, laelaboración automática de resúmenes y la indización automáti-
ca de documentos. Finalmente, se emiten las conclusiones.
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1. INTRODUCCIÓN
Las tecnologías de la infoitación están alcanzando cotas cada vez más al-
tas en la vertiente de análisis automático de los documentos. El análisis del
contenido documental (resumen e indización) ya se puede perpetrar de modo
automático gracias al procesamiento del lenguaje natural (PLN), si bien es
cierto, que no se han alcanzado soluciones finales. El PLN sigue siendo una
disciplina desconocida para profesionales, e incluso investigadores, del área
de la Biblioteconomía y la Documentación a pesar de que interviene directa-
mente en campos propios de este dominio como la Recuperación o Análisis de
la Información. En España son pocos los investigadores del área que, directa o
indirectameníe, han indagado en este tema. Si bien, en (García, 1996) encon-
tramos un reciente e interesante estudio experimental, tanto por el tema abor-
dado como por la metodología utilizada, donde se ha originado un sistema
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para el análisis automático de documentación periodística con la finalidad úl-
tima, de efectuar una recuperación más intuitiva y cercana a los usuarios de
este tipo de documentación. Otras aportaciones, en este caso teóricas son las
dc (Moreiro, 1992 y 1993) donde reflexiona sobre las relaciones entre el PLN
y la transformación documental y entre la Lingíiística y la Documentación
respectivamete.
Partiendo de conocimientos informáticos y lingitísticos (lingúistas compu-
tacionales), se están desarrollando sistemas para la confección de resúmenes y
La indización automática. Este tipo de investigaciones se lleva practicando
desde hace décadas, y se comienza a recoger los frutos de años de inspección,
por lo que se debe permanecer atentos a su evolución de cara a la posible im-
plantación en un futuro proximo.
La complejidad del procesamiento del lenguaje natural es algo que queda
patente, por lo que cabe reseñar que es un campo no exento de dificultad para
los linguistas que deben adquirir la instrumentación de los informáticos, y
para los informáticos, ya que deben hacer suyos conocimientos linguisticos.
De la misma forma, estas técnicas se tornan doblemente intrincadas para los
documentalistas porque hay que tomar los conceptos, las herramientas y ma-
neras de proceder tanto de linguistas como de informáticos. A pesar de lo es-
pinoso que resulta para los documentalistas, consideramos necesario comen-
zar a constituir, o incoporarse, a gmpos de trabajo con objeto de potenciar el
incremento de este tipo de herramientas de análisis automático del contenido
documental para la lengua española.
Por otro lado, este tipo de actividades no debe sobresaltar a los que consi-
deran que las tareas de resumir e indizar son operaciones pura y exclusiva-
mente ejecutables por el intelecto humano, puesto que se está demostrando
que, a pesar de no existir todavía logros definitivos, y esto hay que resaltarlo,
se pueden alcanzar a corto o mediano plazo. Y aunque nos mostramos opti-
mistas en cuanto a las posibilidades de estas nuevas herramientas, hay que se-
ñalar que somos conscientes que basta que los resultados no sean los deseados
no deben incorporase en las labores documentales. Igualmente, estas tecnolo-
gías no se han de tomar como un nuevo «competidor» para los documentalis-
tas, puesto que el tiempo ahorrado en el análisis del contenido se podrá dedi-
car a otros cometidos, como por ejemplo, la difusión de la información, que es
sin duda la razón de ser de todo el quehacer documental.
2. EL PROCESAMIENTO DEL LENGUAJE NATURAL
El procesamiento del lenguaje natural consiste en el estudio y análisis de
los aspectos lingúisticos dc un texto a través de programas informáticos. Un
sencillo ejemplo de PLN es un corrector ortográfico de un procesador de tex-
tos que todos hemos empleado alguna vez, aunque hay otras herramientas más
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complicadas como veremos más adelante. Menciona Verdejo (1994, p.S) que
e] lenguaje natural se distingue de los lenguajes artificiales por su riqueza (en
vocabulario y construcciones), flexibilidad (reglas con múltiples excepcio-
nes), ambigiiedad (pudiendo darse diversos significados de una palabra o una
frase según el contexto), indeterminación (permitiendo referencias y elipsis) y
posibles interpretaciones del sentido literal según la situación en que se produ-
ce. Lo que son ventajas para la comunicación humana se convierten en pro-
blemas a la hora de un tratamiento computacional, ya que implican conoci-
miento y procesos de razonamiento que aún no sabemos ni cómo
caracterizarlos ni cómo formalizarlos.
Continuando con esta misma autora (p. 16) hay que señalar que el PLN
surge en la década de los cincuenta, y su historia se entrelaza con las investi-
gaciones que sobre el lenguaje se llevan a cabo en otras disciplinas, principal-
mente linguistica formal, psicología cognitiva, lógica y la informática, pero
sobre todo, la inteligencia artificial, dando lugar a una disciplina denominada
Iingúísíica computacional. La lingúística computacional es la intersección de
la lingílística y la informática con cl fin de procesar o generar las lenguas. Se
distinguen distintas etapas en el despliegue teórico y práctico dcl PLN:
1. De los años cuarenta a mitad de los sesenta. Coinciendo con la apari-
ción de los ordenadores se extendió la idea de que el procesamiento del len-
guaje se lograría en muy poco tiempo, pero paulatinamente fueron surgiendo
las incógnitas que conllevan los intentos en este sentido. Por estos motivos se
dejaron de financiar proyectos encaminados principalmente, a la traducción
automática ruso-inglés. Asimismo, se iniciaron experimentos para compren-
der el lenguaje en ámbitos muy específicos.
2. Desde principios de los setenta hasta comienzos de los ochenta. El
tratamiento de la sintaxis, en términos de formalismos y algoritmos, experi-
mentó un incremento considerable, aunque realmente la teoría lingílística y la
práctica computacional pocas veces convergieron.
3. De la década de los ochenta hasta la actualidad. Se ha llevado a cabo
la unión entre las teorías lingílísticas y los mecanismos de parsing, a la vez
que se ampliaron los estudios del PLN a nivel de la pragmática y del discurso.
Por otro lado, se comenzó a hablar también de las llamadas «Industrias de la
lengua», que propició que diversas compañías colocaran en el mercado pro-
ductos en donde integran la informática y la lingilística. Estamos hablando de
correctores ortográficos automáticos incorporados a los programas de proce-
samiento de textos, la traducción automática, sistemas de análisis y recupera-
ción de información, o programas de reconocimiento y síntesis del habla, sis-
temas en los cuales se escudriña en el presente para perfeccionarlos.
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2.1. NIVELES EN EL PLN
Las técnicas del procesamiento del lenguaje se promueven a través de di-
ferentes análisis ocupando cada uno de ellos distintos niveles, directamente
relacionados con los inconvenientes de éstos. El primero que apuntaremos es
el morfológico, en el cual, ya se han alcanzado cotas de efectividad importan-
tes, rozando en algunos analizadores el 95% dc efectividad. El analizador sin-
táctico toma como fuente de análisis el producto de la etapa anterior para,
principalmente, desambigúar aquellas palabras que no se han desambigúado
en el morfológico. Por último, veremos los niveles semánticos y pragmáticos
que aún comportan más dificultad que los anteriores.
Análisis morfológico. Efectúá un examen de cada vocablo para obtener
toda la información gramatical de la misma como prefijos, raíces, sufijos y de-
sinencias, así como la clase gramatical o clases a la(s) que pertenece. A conti-
nuación se ofrece la solución del analizador morfológico que Rank Xerox
tiene accesible a través de la red de redes Internet para esta frase: «Esta nota
para mañana».
<Esta> Pronombrc-+-Demostrativo+Femenino+Singular
Dcterminante+Demostrativo+Femenino+Singular
<nota> Verbo(notar)+Presente indicativo~i~3a persona+Singular
Verbo(notar)±lmperativo+2apersona+Singular
Sustan tivo-i-Femeni no+S ingular
<para> Preposición
Verbo(parir)-i-Presente subjuntivo+ í a persona+Singular
Vcrbo(parir>±Presentesubjuntivo.*~3a persona±Singular
Verbo(parir)+lnlperativo±3apersona+Singular
Verbo(parar)+Presente indicativo±3>persona+Singular
Vcrbo(parar)-l-lmperativo-+-20 personal- Singular
<mañana> Sustantivo÷Femenino±Singular
Adverbio.
Como se puede comprobar, la conclusión del análisis automático es una
lista con las posibles categorías gramaticales junto a los valores gramaticales
de cada una de las palabras que aparecen en la frase. La incertidumbre del len-
guaje queda visible, por lo que se tendrán cíue emplear otros mecanismos para
lograr una desambiguación lo más completa posible.
Análisis sintáctico. Tiene por objeto comprobar si los vocablos del texto
estan bien coordinados y unidos, es decir, avericuar si las oraciones son gra-
Esta yo ni pali la ti ene tí <p< ni h le a í ravés tIc la red Ini era el un an idi zador níorh >1 og i~ q ve
se puede pr<>bar cii la sigujenle dirección de World Wide Web tiRl,: hítp://www Xerox. líigreno—
14 e/ni Iit/T.,o Is tít íííl (ni ayo. 1 996>.
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maticalmente correctas. Además, en este estadio se pretende también la reso-
lución de problemas no solucionados en el análisis anterior como la reiterada
ambigliedad gramatical de las palabras, destinando para ello varios mecanis-
mos como las posiciones de las voces en las oraciones o los contrastes grama-
ticales. Para esto se dispone de una base de datos donde se recogen todas las
combinaciones gramaticalmente aceptables entre los vocablos, aunque otra
opción es al contrario, recoger las posibilidades prohibidas. Una construcción
que no se permite es ésta: «Las clasificación es ...», ya que una de las reglas es
que el artículo y el sustantivo deben coincidir en género y número. El criterio
sería así:
ARTI (SING$- SUST (PLUR) = PROHIBIDO
Por otro lado, habrá reglas que señalan que un verbo no puede ir precedi-
do de un articulo.
ARTI-i-VERB=PROHIBIDO
ARTI+I-IOMOGRAFÍA [SUST, VERB]=SUST
Análisis semántico-pragmático. La semántica estudia la significación de
las palabras, por tanto, un análisis semántico tratará de averiguar el significa-
do de las oraciones de un texto, y por extensión el del mismo texto. En el PLN
el conocimiento semántico se representa (Smeaton, 1995) especificando con-
ceptos simples y sencillos que se combinan en estructuras más intrincadas
como redes semánticas, dependencias conceptuales o estructuras. Como el
resto de los análisis del lenguaje, esta fase toma el resultado de otros análisis
precedentes que puede ser ambigUo (ambigúedades sintácticas en este caso)
para tratar de eliminarías. Uno de los rompecabezas en el procesamiento de la
fase semántica es la gran cantidad de conocimiento que se necesita acerca de
los vocablos y conceptos en el universo del discurso, en orden a formalizar ta-
les interpretaciones, de ahí su complejidad.
2.2. PROBLEMAS EN EL ANAIISIS DE LOS TEXTOS
Sin profundizar en el PLN se puede deducir que los programas que aco-
metan un análisis automático de textos se van a encontrar con una serie de di-
ficultades más o menos engoiTosas, que sin embargo, no ofrecen ningún obs-
táculo para su comprension en la comunicacion humana, aunque sí para un
analizador automático. Veamos algunos ejemplos:
La aparición en el texto de un guión puede tener varios sienificados.
u no que está poniendo en relación dos palabras o también lo podemos hallar
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dividiendo un vocablo al final de una línea, indicando que el resto de la voz
está en el siguiente renglón.
2. La anáfora es un tipo de señalamiento que desempeñan ciertas pala-
bras como por ejemplo «ésta», «lo», «le»,»aquí», «allí» etc., para asumir el
significado de una parte del discurso ya emitida:
<l-lay diferencias entre la indización manual y la indización automática, la
primera la acomete una persona y la segtínda la ejecuta tun programa»
«primera» indización manual «segunda» indización automática
Para (Grishman, 1991, p.l48) una de las características de las lenguas na-
turales, que constituye a la vez la razón para que su análisis sea tan difícil, es
que gran parte de lo que se comunica está implícito en el discurso. Este fenó-
meno ha sido muy atendido tanto por linguistas teóricos como por los que se
dedican a la linguistica computacional. La resolución de la anáfora es un pro-
ceso de sustitución: reemplazamos el sintagma anafórico por una descripción
más completa que permita la interpretación del sintagma nominal por medio
dc etapas sucesivas de procesamiento semántico. Se distinguen (Rico, 1994a)
dos tipos de expresiones anafóricas: las endofóricas, es decir, las que aparecen
dentro de los textos y por tanto, su antecedente se localiza en el mismo texto,
y las exofóricas, cuyo antecedente no es posible detectarlo dentro del texto.
Rico (1 994b) examina un procedimiento de resolución de este fenómeno.
3. La elipsis es otro de los inconvenientes que surgen en el análisis auto-
mático y se define como una figura de construcción que consiste en omitir en
la oración una o más palabras, necesarias para la recta construcción gramati-
cal, pero no para que resulte claro el sentido. Las expresiones elípticas (Palo-
mar, 1994) son fenómenos muy habituales en la comunicación humana y en
contextos hombre-máquina como elementos dc cohesión, coherencia y econo-
mía discursivas. Continua manifestando que tina diferencia fundamental entre
ciertas construcciones elípticas y los fenómenos anafóricos (por ej., en casos
de anáfora pronominal), es que en las primeras no aparece ninguna entidad
lingilistica que deba ser vinculada con un antecedente mediante una relación
de correferencia, sino que, simplemente, se da un «vacío» en la estructura sin-
táctica dc la frase en cuestión. Desde la perspectiva del tratamiento computa-
cional se han distinguido tres tipos de elipsis: intrasentenciales (producidas en
el interior de una oración u oraciones coordinadas), fragmentos (ocurren fun-
damentalmente en situaciones de diálogo), y elipsis semánticas (aquellas que
no sc manifiestan como estructuras incompletas sino como proposiciones se-
mánticamente incompletas). Entre las clases de vocablos que se pueden elidir
encontramos verbos, sustantivos, adjetivos y adverbios.
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~<Elmismo documentalista realiza (i> y Gil corrige la indización de los artícu-
los»
(i) «la indización de los artículos»(u) «El mismo documentalista»
En definitiva, si se pretende comprender íntegramente un texto con la fi-
nalidad bien de resumirlo o indizarlo por medios automáticos, sin duda alguna
se tendrán que destinar mecanismos para la resolución de los dilemas que re-
presenta la anáfora y la elipsis, porque de lo contrario, cuando un sistema au-
tomático que busca los conceptos esenciales de un texto localice términos
como: «ésta», «aquélla», o «primera» no sabrá que se está haciendo referencia
a un vocablo mencionado anteriormente. Lo mismo que en el caso de una pa-
labra elidida, la cual habrá que restituirla al pasaje.
4. Nombres propios y siglas. En un texto aparecen continuamente nom-
bres propios (a veces, en distintos idiomas) por lo que se está ante un trance
añadido que hay que resolver Además, se detectan siglas, que para complicar
esta empresa se pueden escribir de modos variados. En los textos nos pode-
mos encontrar oraciones como:
«El sistema CLARIT, diseñado por D.A Evans, es una aproximación a la in-
dización automática vía procesamiento del lenguaje natural»
«Desde la S.E.P.L.N. se está potenciando la lingtiística computacional», o
también, «La SEPLN es la Sociedad Espafiola para el Procesamiento del Lengua-je Natural»
El reconocimiento de los nombres propios y su posterior análisis y clasifi-
cación (Miranda, 1994) es una tarea bastante compleja, debido fundamental-
mente, a su elevado número, a la gran variedad de formas que adoptan y a la
ambigiledad que algunos de ellos presentan. El simple reconocimiento ya re-
sulta difícil, porque el único distintivo con el que se cuenta es el empleo de la
mayúscula, pista que no es válida para las palabras que van detrás de punto.
2.3. DESARROLLO DE HERRAMIENTAS PARA EL PLN
Coincidimos plenamente con (Verdejo, 1994, p. 19), por razones obvias,
cuando reconoce que lo ideal seña que se dispusiera de una biblioteca básica
de herramientas como corpus, lexicones o analizadores para poder iniciar in-
vestigaciones que precisan estos utensilios. No obstante, hemos observado
que la red de redes Internet es un medio útil para conocer la existencia de ins-
trumentos creados en este campo, el contacto con investigadores de esta disci-
plina, o incluso, el aprovechamiento de analizadores en la misma red.
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3. APLICACIÓN DEL PROCESAMIENTO DEL LENGUAJE NATURAL
3.1. APLICACIONES GENERALES
Las aplicaciones del PLN en este caso son variadas. A continuación des-
plegamos algunas de ellas:
1. Traducción automática. Los primeros ensayos surgieron a mitad de
los cincuenta pero una década más tarde bastantes proyectos financiados hasta
ese momento se abandonaron, principalmente en Norteamérica porque no se
conseguía la calidad deseada. A partir de los ochenta se potencié de nuevo
este tipo de experimentación a través de grandes programas en Europa, Japón
y Estados Unidos, no obstante, no se ha alcanzado aún la calidad de la traduc-
ción humana.
2. Comunicación hombre-máquina. Las experiencias han ido encamina-
das principalmente, a la consecución de la comunicación humano-robots, lo
que ha posibilitado que, en pocos años y de forma generalizada, por medio de
un micrófono se diga a un ordenador: «Abre el procesador de textos Xx-.
3. Enseñanza asistida por ordenador
4. Procesadores de textos. Llevan incorporados correctores ortográficos.
diccionarios de sinónimos más o menos completos, así como los verificadores
automáticos de las palabras que se van tecleando en el procesador de textos.
3.2. APLICACIONES ESPECÍFICAS EN DOCUMENTACIÓN
En cuanto a la instrumentación donde interviene el PLN en el análisis y
recuperación de información destaca:
1. La interrogación de Bases de datos en lenguaje natural. De este modo
se simplifican las consultas, puesto que proporciona la interrogación en una
base de datos de una manera totalmente natural como por ejemplo: «Qué do-
cumentos hay sobre la difusión dc la información en las bibliotecas universita-
rias», en lugar de hacerlo con un lenguaje intercalado con operadores boolea-
nos.
JI. La generación automática de tesauros, que posibilita la identifica-
ción de relaciones sintácticas y semánticas entre palabras y frases.
III. La categorización y diftísión de la información. Un programa mane-
jando técnicas del PLN y teniendo previamente establecidos una serie de per-
files con las necesidades de información dc un conjunto de usuarios, an~liza y
ultra la información que ingresa en el sistema dc información, generalmente a
través del correo electrónico, haciéndola llegar a cada usuario de forma total-
mente automática. Este instrumento se está integrando actualmente en algunos
Elprocesamiento del lenguaje natural aplicado al análisis... 213
sistemas de información de organizaciones norteamericas. Un programa con
estas características es Intelí X’ de la compañía norteamericana DataTimes.
IV. Elaboración automática de resúmenes.
y. Indización automática de documentos.
Estas dos últimas aplicaciones del procesamiento del lenguaje natural al
análisis del contenido documental, se describen más ampliamente en el si-
guiente apartado.
Elaboración automática de resúmenes
De los años sesenta hasta la actualidad se ha venido indagando, con más o
menos ímpetu, en la mejora de mecanismos para la confección automática de
resumenes, tomando como base el procesamiento del lenguaje natural con ob-
jeto de reducir el coste del procedimiento documental. La sucesión que siguen
estos sistemas para alcanzar sus propósitos, es de forma generalizada la si-
guiente: se lee el texto con formato electrónico y se aplican distintos análisis
lingílísticos para su reducción. Para practicar estos pasos se dispone de una se-
rie de analizadores con sus reglas gramaticales, así como de lexicones más o
menos amplios dependiendo del sistema.
Estamos ante una fase de proliferación de este tipo de herramientas, por lo
que se actúa, en estos momentos, desde grupos de investigación instituciona-
les y compañías comerciales como por ejemplo Oracle. El programa ConTex
de esta compañía es uno de estos sistemas. No está disponible como un pro-
ducto autónomo en la fecha, sino que se debe adquirir con una licencia de
base de datos Oracle7. ConText dispone del procesamiento del lenguaje natu-
ral para la identificación de temas y contenido de los textos, y no de conside-
raciones estadísticas. Se ha concebido inicialmente para resumir información
relacionada con la Empresa para aligerar la gran cantidad de información que
consumen los responsables de la toma de decisiones en las organizacioneA.
Para una profundización mayor se puede consultar (Summarizing, 1995),
(Pinto, 1992).
Un sistema de producción automática de resúmenes puede ser de gran uti-
lidad para los centros de documentación en las organizaciones (Gil, 1996)
puesto que los directivos de las empresas si hay algo de lo que carecen es de
tiempo, por lo que hay que hallar la manera para que la información que les
llegue sea en el instante y con la extensión adecuadas, para que puedan dige-
rirla y convertirla en acciones. El tipo de información a resumir seria datos so-
bre competidores y sus productos, legislación, informes sobre sectores o mer-
cados, noticias aparecidas en la prensa diaria bien en papel o electrónicamente
sobre economía o sobre su sector, así como informes a los que se tenga acce-
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so, capítulos de monografías de reciente publicación o de Tesis doctorales re-
lacionadas con el área de actividad.
Indización automática
Su origen hay que buscarlo a finales de los años cincuenta con la apari-
ción de los ordenadores y por la denominada explosión de la información. La
indización, ya sea en su vertiente manual o automática, ha despenado desde
siempre más interés -desde el punto de vista de la investigación- que la auto-
matización del proceso de resumir Los primeros pasos en indización automá-
tica (Gil, ¡995) se emprendieron al amparo de medios estadísticos, aunque al
poco tiempo se comprendió que se podían intercalar métodos linguisticos. Fi-
nalmente, fue la lingúistica la que se convirtió, hasta la fecha, en fundamento
insustituible para el logro de una indización automática de documentos.
Las principales tentativas en este área proceden de Estados Unidos donde
hay una larga tradición de más de cuatro décadas, por lo que subrayaremos
sólo algunos intentos como (Cohen, 1995), (Silvester, 1994) o (Evans, 1991).
Pero no obstante, también se han proyectado prototipos experimentales para
lenguas distintas del inglés como el espafiol (Simón, 1990) , ruso (Pozhariskii,
1991), francés (Orban, 1993), árabe (Hmeide, 1995), chino (Wan, 1995), core-
ano (Seo, 1993) o portugués (Robledo, 1991).
La mayoría de los sistemas de indización mencionados se ha diseñado al
amparo de grupos de investigación universitarios o desde grandes institucio-
nes, que por la gran cantidad de documentación que manejan se ven en la ne-
cesidad de diseñar una herramienta automática para agilizar la indización de
documentos. Por otro lado, también hay sistemas de indizacién automática en
el mercado como SPIRIT (de la sociedad SIEMENS) que puede indizar textos
en francés, inglés y alemán; Golem, que es un sistema de almacenamiento y
recuperación documental, pero dispone de un módulo llamado PASSAT que
prepara la indización automática para el alemán, holandés e inglés; ALETH
(de ERLI) para textos en francés; DARWIN (de CORA) realiza sus análisis en
francés, inglés y alemán; INDEXICON (de la corporación norteamericana
ICONOVEX) que está disponible para el inglés; y programas de indización
asistida por ordenador como SINTEX o ALEXDOC.
Todos los programas de indización automática no tienen las mismas carac-
terísticas, no consuman idénticos procedimientos ni toman las mismas herra-
mientas para llevar a cabo sus análisis. Así, los hay que disponen casi exclusi-
vamente, de una lista de autoridades y cuando el sistema localiza en el texto
una o varias palabras pertenecientes a esta lista, las considera como términos
de indización. De igual modo, hay otros más complicados que se sirven de los
diferentes planos del análisis lingúístico, unidos o no, a principios estadísti-
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cos. En general, se vuede advertir que todos los sistemas de indización auto-
mática aplican alguno ovarios de estos instrumentos:
Bases de datos con : — raíces de las palabras
— desinencias
expresiones idiomáticas
— vocablos vacíos
— listade autoridades
Analizadores: — morfológicos
— sintácticos
— semánticos
Técnicas estadísticas
Normalización de términos
Autoreenvios
El uso de este tipo de programas no tiene una trascendencia tan directa de
cara a los usuarios como la creación automática de resúmenes, sino que su
conveniencia reside, siempre y cuando el análisis realizado tenga una buena
calidad, en el ahorro de tiempo y esfuerzo para el documentalista, y así, al
«descargarse» de las faenas del análisis, puede dedicar más atención a otras.
A lo largo de este artículo se ha presentado una introducción con los as-
pectos más relevantes que intervienen en el procesamiento del lenguaje, con la
finalidad de servir de base para futuros trabajos en donde se tratarán más ex-
tensamente las distintas experiencias (descripción de sistemas, metodologías
empleadas, tiempos de ejecución, resultados obtenidos, etc.) que se están lle-
vando a cabo en el análisis automálico del contenido documental tomando
como fundamento el procesamiento del lenguaje natural.
NOTA
Para quienes deseen profundizar en algunos de los aspectos tratados ante-
riormente proporcionamos a continuación una pequeña gúla referencial. Así,
para una visión general y completa de lo que es la Linguistica Computacional
ver (Grishman, 1991). Además, a través de se puede obtener información so-
bre Universidades que ofrecen programas de lingúística computacional y pro-
cesamiento del lenguaje, los mayores laboratorios no académicos de ensayo
sobre PLN, las publicaciones más importantes en este campo, listas de correo
En el grupo de noticias de Internet llamado comp.ai.nat-lang se discute sobre problemas
relativos al lenguaje natural y los ordenadores, como análisis y generación del lenguaje natural
,traducción automática.
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electrónico y cómo subseribirse, grupos de noticias, organizaciones y asocia-
ciones profesionales, Congresos y Conferencias, así como una extensa biblio-
grafía parcelada en PLN.
Si se buscan estudios sobre la aplicación de herramientas básicas en el
PLN la publicación dirigida por José Vidal Beneyto titulada Las industrias de
la lengua3 pero principalmente, los Boletines de la Sociedad Española delProcesamiento del Lenguaje Natural (SEPLN).
Con respecto al ámbito de la obtención automática de resúmenes, se puede
consultar un monográfico de La revista Informahon Processing & Alanage-
mení, 31(5), 1995. Y finalmente, para la indización automática, no hay ningu-
na monografía sobre este asunto, sino aportaciones diseminadas por gran can-
tidad de fuentes sobre Documentación, aunque destacan la mencionada
Information Processing & Management y el Journal of dic American Society
br Information Science (JASIS).
4. CONCLUSIONES
La utilidad del procesamiento del lenguaje natural para el análisis y recu-
peración de información se está haciendo cada vez más presente como ha que-
dado demostrado. No obstante, también hemos podido comprobar que practi-
car un análisis automático de textos es una misión no exenta de problemas,
que hay que ir salvando si queremos conseguir un resumen o indización de
modo automático que nos merezca una total confianza. Igualmente, el avance
en el aumento de sistemas de elaboración de resúmenes y de indización de
modo automático ha ido en los últimos años, e irá, paralelo a los avances en el
procesamiento del lenguaje. y al mismo tiempo, a la disponibilidad de poten-
tes ordenadores en los que procesar grandes cantidades de texto en el menor
tiempo posible.
Por otro lado, ante los escasos equipos de investigación en el área de Bi-
blioteconomía y Documentación en este campo de actuación, sería recomen-
dable que se iniciara una incorporación o incluso, se crearan grupos de trabajo
interdisciplinares (lingilistas-inforináticos-documentalistas) ya que el diseño y
auge de herramientas automáticas para el análisis del contenido documental
así lo requiere. Pero además, se le daría sentido una vez más, a la interdiscipli-
naríedad de la Documentacion.
1 .as Inda stri as de la lengua. Madrid: Fuíidhción Germán Sánchez Ruipérez, 1991
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