two, equations bristling with Greek letters and arcane symbols. And as for the mathematics of deciding when to apply nitrogen, well, let's just say it's not a pretty sight -five full journal pages that at first blush look like a flight plan to Jupiter.
An article on how cheating (moral hazard, if you prefer the parlor term) must be considered in designing all-risk agricultural insurance policies gives both farmers and insurers the usual complement of equations to occupy their idle hours. But it doesn't stop there. All of reality seems up for grabs. Here are a few highlights: * Allfarmers are identical. This, coupled with the consistent reference to farmers as "she," could lead to some serious barroom brawls with the macho heroes of herbicide ads.
* Farm profits do not depend on government programs. This should go over big with farmstate legislators struggling to justify billion-dollar subsidies. * Farmers are indifferent between incomefrom honest farming and that gained by cheating insurance companies. We have apparently come a long way from the days of agrarian fundamentalism and the view that farmers were somehow good folks.
* Insurers have no preexisting wealth with which to finance claims. Perhaps a fantasy, perhaps a premonition of the S&L crisis -I'm not sure here.
These are but a few of the many surprising observations to be found in the article. Most are merely whimsical and, one supposes, harmless enough if not taken too seriously. A few, though, like that of farmers' indifference to cheating might best have been examined carefully before publication to avoid libel suits from farm groups.
I am also indebted to this particular article for introducing me to "stylized" facts. Its author briefly speculates that, "the gains from risk sharing in agriculture are smaller than the gains from risk sharing in other industries . . . especially given the presence of large government programs and active futures markets." As reasonable as this might seem, it "does not fit with the stylized facts of agriculture as usually perceived by agricultural economists" and is summarily dismissed from further consideration. Now, I'm not going to try and convince you that economists in general, much less agricultural economists, don't have style. A visit to any annual association meeting clearly shows they do. But "stylized facts?" Perhaps a new journal, modelled after Gentleman's Quarterly or Cosmopolitan, is in order that can give these stylish facts the treatment they deserve.
Whims sometimes collide as journal articles pass in the night, but no one seems to care. For example, a recentAJAE article claims that only the amount of water a plant takes up determines yields. Forget the bugs, hail, and equipment breakdowns. In the same issue of this journal, another article claims that crop yields are a function of not one, but two things, water and nitrogen. The author of the first article pointed out that the case of water and fertilizer was tried, but "little insight was gained" and "the costs in terms of analytical complexity were substantial." I'm the first to admit that a little disagreement never hurt anyone, and I'm the last to argue for consistency at all costs. I draw the line, however, at fairness. It hardly seems right that some farmers get by having to solve relatively simple single-period equations, while others must solve nasty-looking monsters that cover several lines and require knowledge of everything from now until infinity. This is, after all, a country in which all are created equal, and I think that should be respected.
From time to time, I've been tempted to show some of the farmers I've worked with the equations from our journals and ask if they really solve them. To be honest, I just don't have the guts to do it. No telling what might happen. Then, out of the blue, theAJAE announced that students, too, solve equations in order to allocate study time. I seized my chance.
The particular equation students solve is this: As you might expect, the instructor's equation is more complicated than that used by students; it also has four mathematical constraints that are not shown here. I prepared a questionnaire for the students in a graduate course I was attending on the philosophy of social science. All 16 students present that day, as well as the professor, agreed to provide data.
First, I showed them the equation they were supposed to have solved. My initial questions revealed not only had none of the students ever solved it; none had ever seen it before. Inquiring further, I learned that only two of the students thought they had the mathematical ability to solve the equation, but neither could recall having solved any equation whatsoever in allocating their study time. The instructor was no better. He had never seen his equation nor anything like it, and said he couldn't solve it anyway.
I also wanted to check if the students had a well-behaved "learning production function" of the type suggested in the article. First, I asked the question, "If you study one extra second, do you always learn more?" One said "yes," 15 said "no." I also asked which best described the units in which they allocated their study time: nanoseconds, seconds, minutes, hours, or days. One chose minutes, one said hours sometimes, days others, and the remaining 14 said hours. To have functions of the type used in the article, you need what mathematicians call "continuity." The results I obtained don't support the assumption of continuity at all.
One assumption buried among the equations and symbols seemed especially cynical -learning has diminishing utility. Hamburgers have diminishing utility, I suppose. The first one tastes great, the second is a bit less enjoyable, and the tenth one is just about more than you can handle. But learning? I have always hoped that those I taught felt as I do -the more you know, the more you value learning. So I asked the students directly, "The more I learn, the less I value learning-true or false?" One said true, 15 said false.
Surely, not all of economics could be as whimsical as this, I thought. I headed back to the library to get some copies of the even more prestigiousAmerican Economic Review. But on the way, I remembered that some well-known general economists, (Leontief and McCloskey came to mind), have from time to time come before our association. Their message, incredible as it now seemed, was that in comparison to AER and similar journals, agricultural economists had done a commendable job of preserving their connection to the real world.
What was going on? I was tired of reading and decided to ask some experts.
Dona W. Hardy
According to one of the papers presented at the 1987 meetings of the American Agricultural Economics Association, many people think professional journals are "filled with mathematical erotica" (Johnson). What constitutes the erotic is obviously a personal judgment, for search as I might, I find nothing remotely titillating in the back issues of my journals.
What I do find, however, is enough mathematics to make my old calculus books seem readable by comparison. In fact, a few years ago when physicists met economists at a showdown over who had the fanciest mathematical models at the Santa Fe Institute (Pool), the underdog economists put up a surprisingly good fight. The economists were properly shocked when a leading physicist admitted (with apologies, one hopes) that he had stooped to experimentation rather than using proofs in trying to figure out how "What is your area of specialization?" "Abstract algebra, group theory, that sort of thing. As best I can tell, it has no application, but you can never be too careful these days. Everybody wants to apply mathematics. It's ruining a perfectly beautiful subject." "I see. What else struck you about the journal I sent?" She thought for a minute, then said, "Well, there is one other thing. Remember, now, I'm no expert on agriculture, but the way everything from continuity to convexity to differentiability was assumed at the drop of a hat bothered me a bit. These are all very technical concepts, and I would be surprised if they very accurately described much in agriculture. I had the feeling that a lot of the assumptions were being made solely so that mathematics could be applied." "That may be," I admitted. "But as long as mathematics is used, at least we can be assured of accurate results. That no doubt motivates much of the work I have shown you." Dr. Hardy surprised me by responding, "There's no reason to expect accuracy from this sort of thing. Let me give you an example from this short paper on poultry production that was stuck in the journal you sent. Of course, the problem facing the processing plant was not one of seeing how many drumsticks they would have if a certain number of chickens were processed. Rather, they needed to know how many chickens to process to get a certain number of drumsticks. The paper was the first to use mathematical methods to derive the now-famous Legus Equation:
What had originally been a tedious trial-anderror method of trying to guess how many chickens it would take to get a certain number of drumsticks became a matter of applying a single formula. "This approach, while in some sense mathematically correct, can easily lead to wrong answers," she continued.
"That's a very famous result," I said. "How could it give wrong answers?" "Simple. To get 25 drumsticks I'd have to process 12.5 chickens. Chickens don't come in halves. The answer is wrong." "Maybe in some technical sense, but not practically," I objected. "All you need to do is round to the nearest whole chicken." "Perhaps," she said thoughtfully. "You see, we seldom face those problems in pure mathematics. We use real numbers that don't need rounding. In pure mathematics, at least, I'd be very careful about rounding anything off. Strange things can result. How would you round off 12.5?" "To 13, of course," I responded. "Why not 12?" she asked. "It's as close to 12.5 as 13." "Obviously," I responded, "because you wouldn't have enough drumsticks. Everyone knows that." "Maybe everyone. But not mathematics. Mathematics knows nothing about chickens, and that's why you can't trust it to give you a right answer outside of the world of pure mathematics." I was starting to get worried for Dr. Legus. He had recently received a large grant from the Highway Department to study road-killed poultry. The project was considered a stroke of genius. Legus turned road-kill study on its head by proposing to study causes, not effects. While everyone else looked into ways to dispose of dead birds, Legus proposed to use mathematical models of poultry behavior to determine why chickens crossed the road in the first place.
But if mathematics had nothing to say about chickens, what would happen?
I tried to change the subject once again. "I heard your seminar on mathematics and logic a few years ago. It seems we might be more careful about accuracy when doing computations, but most of our work with mathematics is of a different nature. In most of our work, mathematics is a logical tool which guides our reasoning about economic matters." "I object to the way you are using the term 'reasoning'," she said. "'Rationalizing' is more accurate. You see, since mathematics has nothing to say about any of the topics you apply it to in your journals, it can't lead to any conclusion that is not first arrived at by other methods. You first state a problem, then determine a conclusion, then fill in the middle with mathematics. But if you didn't already have the conclusion, you would have no idea where to take the mathematics. That's why I call it 'rationalizing'. And mathematics is so abstract, that virtually anything can be rationalized in this way. I wouldn't call any of it reasonable, though." "As I was reading the articles, I couldn't help but think that this might explain why they came to such trivial conclusions," she continued. "The mathematics is not only offering no help in finding surprising results, it positively gets in the way of rationalizing even simple ones. As obvious as some of the conclusions are in the articles you showed me, it was clear that someone had gone to a lot of work to get even that far with mathematics." "What would you have us do?" I asked. "Trust your own profession more and mathematics less. After all, I'm not coming to you in search of ways economics or poultry science might tell me more about mathematics. Why should you be coming to me thinking I can be of more help to you? I'm sure you can think of better ways than mathematics to describe and reason within your profession. Save the mathematics for the simpler tasks, like counting chickens."
Simple things, indeed. Wasn't she aware of Dr. Legus's article, "Counting Chickens Before They Are Hatched: A Probabilistic Approach?" Probably not, I surmised.
The plane ride home was a long one, and I couldn't get Dr. Hardy's claim that articles in the journal led to trivial conclusions off my mind. She didn't seem the type to recognize an important finding in agriculture anyway, I thought.
I had time on my hands and browsing through theAJAE she had returned seemed no worse than reading airline in-flight magazines. Granted, the teaching article's conclusion that innovations may save time in addition to enhancing learning didn't seem all that startling. Nor did the assertion that questionnaires that evaluate innovations should "center explicitly on the innovation rather than the entire course." I turned to the next article, and there in the abstract I read, "Thus, conservation may be a key to solving resource scarcity problems." Two articles later, I learned that, "the evidence indicates that agricultural banks that failed in the 1980's took relatively high risks and suffered the consequences in an agricultural downturn." Later, "multinominal logit techniques," whatever they are, revealed "older farmers are less likely to use computers and educated farmers are more likely to use them."
As I read still more seemingly obvious conclusions, theAJAE was working its dependable cure for insomnia. Drifting off to sleep, I remembered something that happened to me way back in the dark ages when I was just starting out as an extension farm management specialist. I was making a presentation to a bunch of rough-looking farmers in Florida and apparently said something that was obvious to all but me. We met for lunch in the University of Minnesota's faculty club. As we reached the end of the serving line, he politely asked the cashier to put both meals on his bill. One of my longest held beliefs from economics -there is no such thing as a free lunch -had been seriously challenged, and we hadn't even started our interview.
Dr. Root began by thanking me for letting him borrow my most recent copy of the American Journal of Agricultural Economics and suggested we discuss an article that developed a general mathematical model for studying technologies that conserve inputs. When applied to irrigation of crops, the model showed that introducing a pollution tax is likely to reduce both water use and pollution. The conclusion may not have been too surprising, but there was more than enough mathematics in the article to qualify it as rigorous in my book.
"One thing puzzles me," he began. "Barely three sentences into the description of the model, the authors choose to look at only two irrigation technologies. I don't know that much about agriculture, but aren't there more ways to water crops?" "Yes," I admitted. "Even in the example used later in the paper, four types of irrigation are considered. But as the authors clearly say, they're only trying to simplify the problem they have at hand." "I see." Root now directed my attention to the next paragraph of the article in which it was assumed there was only one crop, that returns to scale were constant, and that there was only one input used in growing the crop. "Do farmers usually have only one crop they can possibly grow?" he asked.
"Actually, this study was done in California where there is tremendous variety in crop production," I answered.
"Do you think the authors were aware of that fact?" he innocently asked.
"No doubt. I'm sure that this assumption, too, was for simplicity." "Ah," he said. "I'm just guessing now, but isn't it generally the case that farmers can affect water use and pollution by changing crops?" "Of course," I answered. "Can I then gather that a whole range of solutions to the pollution problem have been eliminated for simplicity?" "It would seem that way," I had to admit.
"And don't constant returns to scale rule out any argument a person might make that small farmers use techniques that pollute less than those used by larger farmers?" he continued.
"Yes, it does," I said, "but the authors say right here in the footnote that it doesn't matter because all of the farms in the area were large anyway." "Isn't it conceivable that this could be changed?" he asked.
"I suppose. Are you suggesting that not considering farm size was also a matter of simplicity?" "Now you're getting the picture," he said with satisfaction. "Can you see how this would also be the case with the assumption that there is only one input, water?" This was a good point. Here in Minnesota, at least, much of the research on controlling pollution from agriculture involves sustainable systems which vary practices on a system-wide basis. Changing only one input is considered a fine way of missing the whole point of environmentally benign farming. When I explained this to him, he pointed out that once again a whole class of options for dealing with the pollution problem had been eliminated.
"So, what the article says 'for ease of exposition', that only water matters in crop production, carries a high price tag both in terms of contradicting facts and in the way it limits how to look at the problem. In my field of philosophy, ease of exposition has never carried much weight as a value."
No argument there. One of the few things I remembered from the philosophy classes I took in college was that the more difficult someone's writing was to understand, the more highly regarded it seemed to be.
At least we had gotten through page two of the article. But, alas, we were a long way from being in the clear. For at the top of the next page, the assumption was made that the farmer was a pure profit maximizer.
"Why do you think this assumption was made?" he asked. "Do the authors think farmers should be completely greedy and act with complete disregard for the well-being of their neighbors? I suspect that at least some agricultural economists, farmers too, for that matter, go to churches that teach otherwise." "The authors don't come right out and say why they chose this way of looking at farmers, but it seems likely to me that it was done to simplify the analysis. I doubt the authors think farmers really act this way, but treating them like they do makes life a bit easier for the researchers," I surmised.
"I see," he said. "And how about the mathematics they use to find the maximum profits. Does it have any assumptions built into it for simplicity?" "Yes," I explained. "The assumptions are so common they are not always spelled out. But without them, analysis of this type would be difficult, if not impossible. The assumptions, of course, are not strictly true." "What do you make of the way selecting an irrigation system is predicated upon the farm being able to cover land rent?" he asked. "It's a standard and obvious assumption," I said.
"Does the article offer any general way of saying whether such costs will be covered, or is the issue of farm survival also tossed out the window of simplicity?" It seemed to be, I granted. As we continued our journey through the article, he stopped me every paragraph or so to ask questions. At last, we made it through to the conclusion that "in sum, introduction of a pollution tax is likely to reduce water use and pollution." "Now this is interesting," he announced. "We made it all the way to a conclusion such as this in a supposedly scientific article and, unless I have missed it, have never once made reference to anything factual. In fact, several things that are readily admitted as false figure heavily into the chain of reasoning that led to the conclusion." "What does that matter?" I asked. "At the very least, the conclusion should read 'If there are only two irrigation systems, and if there is only one crop, and if farm size doesn't matter, and if only water use affects crop production, and if farmers act only out of greed, and if the calculus invented for use in physics also applies to farmer behavior, and if the tax doesn't cause the farmer to go out of business, then introduction of a pollution tax is likely to cause one farmer to choose the one (of two) irrigation system that reduces water use and pollution'." "And there's more," he went on. "The authors don't mention it until the conclusion, but we must also add three more ifs to the list: if land quality does not vary in a field, if there is no problem that all farmers taken together will act just like any one farmer does, and if nothing important changes over time." "That's quite a mouthful," I said. "Maybe they chose to say things as they did for simplicity." "If so, I object," said Dr. Root. "The reason is that the matter being discussed is one of consequence. Someone might actually take the study seriously and add to the tax burden of California farmers. I suspect the farmers would find this rather distasteful." "Yes, but at least pollution would be reduced," I reminded him.
"You miss the point. There is no way to know from this study if pollution would be reduced or not by adding to farmers' tax bills. What if farmers had been characterized differently? What if they were assumed to be concerned about pollution resulting from their operations and were doing everything they possibly could to prevent it while still staying in business? In this view, taxing their irrigation water would leave them with less money to carry out their desire to minimize the pollution resulting from their operations. And the study gives us no evidence whatsoever to support one view of farmer behavior over the other. All we know is that one is simpler." "How should we regard the conclusion that raising taxes will reduce pollution, then?" I asked.
"Not as having been shown to be true, because it follows from several premises admitted to be false. I suppose many economists may find the tax-effect to be somehow selfevident, a matter of faith, so to speak. But anyone who needed convincing will find no facts to back up the claim, only a long list of curiously simplifying assumptions. In no sense, however, should the relationship between taxes and pollution be characterized as having been supported by objective study." Even though Dr. Root was convincing on this article, I thought he might be overlooking one of the mainstays of research in agricultural economics, empirical work that rests solely on data, not whims. While it is common to have a whimsical introduction in an article, many sooner or later get down to objective analysis of data.
"Do you remember the teaching article I used in the survey of your students?" I asked him.
"Yes," he replied. "Your results did little to support the assumptions used in the article."
"But there was a second part of the article in which data were used to support the conclusions. Did you have a chance to read that?" "Yes, I did. It, too, was interesting. As I recall, the mathematical model was based on variables for which no data existed. Rather than stop there, the article resorted to 'proxies and subjective data'. These data were collected for only one class, and then only at the end of the class, even though changes in learning were the main focus of the paper. Are practices such as these common?" "Compromise is the price you pay when working in the real world," I said.
"So, thanks to compromise, there are data on cumulative grade point average, test results, and ethnic background of students. By the way, why were these data converted to logarithms?" "The authors don't say," I answered, "but it is common to try various functional forms in a regression to get a better fit with the data." "Does the R of .387 reported in the article mean a good fit was obtained?" "No, the author admits it was not especially high." Actually, I thought it was shockingly low. The tests of variable significance weren't very encouraging, either.
"But still he pressed on?" he asked. Pressed on, indeed. Dr. Root and I reviewed the regression results together. Some variables behaved themselves the way good statistics should; others didn't and were unceremoniously expelled from further consideration. A negative correlation turned up between learning and minority status, both U.S. and foreign. Dr. Root perked up. "A significant result at last! Teaching in the classroom is clearly biased against minorities!" His excitement faded as I explained this was hardly the point of the paper. Instead, we went on to the hypothesis concerning how students allocate their study time to innovations. There was not much in the way of data here, either. Where continuous variables of infinite range were employed in the theoretical model, the students surveyed had only four choices: Disagree Strongly, Disagree, Agree, and Agree Strongly. We turned our discussion to the statistical analysis of these data.
There were four variables the theoretical model claimed would be important. Of these, the first two were not significantly different from zero. No matter, though, because they were otherwise "consistent with theoretical expectations." The article assured us that the statistical problem arose from weaknesses in the data set, not the theoretical model. The third variable was "consistent with theoretical expectations and is significant at the 10 percent level." "Couldn't there be data problems with the third variable, too?" asked Root.
"I suppose," I said, "but that was the only one of the four variables that acted as expected. The fourth variable was worst of all -it was statistically significant and of the wrong sign."
In light of the unrealistic assumptions of the theoretical model, the statistical problems encountered, and the author's own concerns about the one-and-only data set applied, both Michael and I expected a somewhat tentative conclusion at best. "Can't you both explain and predict?" "Only if you haven't given yourself a license to fictionalize the world. Now all sciences do some of this, granted. It's called using 'ideal types'. We studied that way back when you were a student. You remember, using frictionless surfaces in physics, that sort of thing." "But these idealizations," he continued, "while not completely accurate, show respect for reality. What your man Friedman did was take things overboard. For him, since no statement was going to be completely accurate, why worry? Just assume anything you want." "What's the problem with that?" "For one thing, you lose your ability to explain anything. Imagine going before some Congressional Agricultural Committee with this story: 'Well, it's like this. We have more wheat this year because the first order conditions of the multiperiod maximization problem, given limited inputs and convex risk surfaces, indicate that, all other things being equal, there should be a rise in output'. Where there should be an explanation, we only have gibberish." "What economics has set itself to doing is the lowest of all scientific pursuits, that of building a barometer. A barometer will tell you when a storm is coming, but tells you nothing about why the storm is coming and does nothing to increase your understanding of storms. The big difference is that at least barometers are reliable, which is more than I can say for economic predictions. Even the big corporate economics shops are closing because no one can predict any better than the Countess. Meanwhile, economists go on justifying all manner of methodological outrages based on their predictive power." I somehow thought a fisherman like Tom would show more enthusiasm for barometers. "Can't barometers also be used to predict when fish will be feeding?" I asked.
"Some people think so, and they'll get no quarrel from me. But you don't seriously think whoever invented the barometer had so much as seen a trophy bass, do you? The relationship between barometric pressure and fish feeding was learned by crafty bassers, not deduced from some high theory. As for "Why?" my sad conclusion is this: The entire method of whims is geared toward the publishing of articles. No wonder academics, pressured as they are to "publish or perish," are so eager to jump on the whimsical honey wagon. The world is viewed as being completely determined by mathematical laws; messy observations and data collection become unnecessary; and the vast part of an article can be devoted to whims and rigorous manipulations of them. The subjects of the research, farmers or otherwise, are confined to acting "as if' they were
