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This paper treats of a model of a population whose individuals diffuse 
on a line according to the usual Brownian motion scheme (with constant 
diffusion coefficient u2/2) and at the same time undergo births and deaths 
with constant rates h and ~1 respectively. The “backward” equation 
governing the transition probability of such a process and an iterative 
expression for its solution are given. The main results concern the 
asymptotic spatial distribution of the population conditional on its size as 
time increases: if the process starts with a single individual at the 
origin, and if at time t the population has exactly n members in positions 
Y19 *a., y,,, then the mean position $ = C; yi/n has asymptotically a 
Gaussian distribution with zero mean and standard deviation o d\/t, while 
the spatial dispersion s2 = ZZ: (yi - y)r about 1 has a limiting non- 
degenerate distribution. Thus for fixed n the mean position gets more 
diffuse but the dispersion does not grow without limit. 
I. INTRODUCTION 
Models describing growth and dispersal of a population have been consi- 
dered by Skellam [l], N e y man and Scott [2], and Sevast’yanov [3]. Skellam 
has discussed the effect of Gaussian diffusion on spatial distribution of 
population density in linear and two dimensional habitats under the assump- 
tion of the Malthusian and logistic laws of growth or decline of the population. 
Neyman and Scott consider births in “litters” of random size, age dependent 
probability of deaths, and random dispersal of the members of the litter. A 
serious restriction in their model is the regular spacing of births together 
with the assumption of simultaneity of births of all members of a given 
generation. Sevast’yanov has discussed the chance of ultimate extinction of a 
population, members of which diffuse according to a Gaussian process in a 
region bounded by an absorbing boundary. The chance mechanism governing 
reproduction in Sevast’yanov’s model is that of a multiple branching process 
in continuous time, but the discussion proceeds in terms of “generation 
times.” 
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The present paper is concerned with a simple model of a stochastic popula- 
tion diffusing in space. We assume that each individual in the population 
diffuses in an unrestricted linear habitat independently of all the others, the 
diffusion constituting a simple Gaussian process: that is, if the individual 
is at the point x at any given time, then after a time interval t and conditional 
on his survival in that interval, his position is specified by the probability 
density 
x(y 1 x, t) = [277~~t]-~~~ exp [-(y - ~)~/2a~t], (1.1) 
where u2/2 is the constant coefficient of diffusion. We can, without loss of 
generality, and shall in what follows, set u = 1. We also assume constant 
birth and death rates: an individual at position x at time t has chances pSt 
of dying and XSt of giving birth to another individual at the same position x 
in a small time interval St, where p and X are constants; the chance of more 
than one birth and/or death in St is o(St). The assumptions above determine 
the model we are studying. Its extension to the case of simple diffusion in an 
unlimited habitat of more than one dimension is immediate. 
The model described above constitutes a multiplicative point process 
(cf. [4, 51). The state of the population at a given time t is the ordered set 
xn = (x1, . . . . x,) of the positions of its members. The population state space W 
is the set of all such xn, with n = 0, 1,2;... Thus B = X,“=O R,, where R, 
is the n-dimensional Euclidean space, with R, denoting conventionally the 
state n = 0 of an extinct population. We refer to x1, “‘, x, as the coordinates 
of xn, and we denote a point of W with n unspecified by x. The assumptions 
we have made about our model imply that the process is Markovian, time- 
homogeneous, and multiplicative : its temporal evolution is completely specified 
by the probability density f(y” / xk, t) of a transition from xk to y” in the 
time interval t, where 
P&"> t) = 1, f(r" I xk, t) dY" 
n 
is the probability that the population is of size n at time t conditional on the 
state xk at time 0 and Xz=,,p,(~~, t) = 1; furthermore, f(. 1 xk, t) is multipli- 
cative: i.e., it is obtained by compounding the independent transition pro- 
babilities f(* 1 xi, t) pertaining to the k “ancestors” with positions x1, ..., 
xk at time 0 (see [4, 51). 
We shall also assume that the members of the population are indistin- 
guishuble: this is tantamount to assuming that the transition probabilities 
f(y” 1 xk, t) are symmetric (i.e., invariant under coordinate permutations: 
see [4]). Let us introduce a generating function (briefly, g.f.) G(z, 0 1 xk, t) 
defined as follows: 
G(z, 6 1 xk, t) = 5 z”G,(B” 1 xk, t) (1.3) 
A BIRTH, DEATH, AND DIFFUSION PROCESS 211 
where z is a complex number such that 1 z 1 g 1, 6% = (O,, **a, 0,) is a point 
of R,, 8 is a point of LJ?, and 
The assumption of symmetry implies that G, is a symmetric function of 0” 
and 9. Combined with the multiplicative character of the process, this implies 
that G(z, 8 1 9, t) is equal to the symmetrized product of the g.f.‘s. 
G(a, 8 1 xi, t), i = 1, ..‘, lz. Thus in particular 
G(@ 1 Xl, 3% q = &I; 2 Gj(&,, ..., eij I xl, t) Gn--i(eij+t, -, 4, I x2, t), Il j=o (1.5) 
where the right-hand side is summed over all permutations l7 of Oi, ~‘1, 0,. We 
shall always denote such symmetrized sums simply by 
G,(B” ) Xl, x2, t) = f; Gj(ej 1 Xl, t) Gn-j(en-j 1 x.3 t). 
j=o 
(1.6) 
II. THEBACKWARDEQUATIONOFTHEBIRTH,DEATH,ANDDIFFUSIONPROCESS 
We now turn to the derivation and solution of the equation governing 
the temporal transformation of the birth, death, and diffusion process. It will 
be convenient to express this equation in terms of the generating function G 
defined in the last section and it will be sufficient, because of the multiplicative 
character of the process, to give this equation for the generating function 
G(z, 0 1 X, t) conditional on one ancestor at X. It is easily seen (cf. [4, 51) 
that G satisfies the “backward” equation 
$ G(x, 0 I x, t> = - (A + II) G(z, 0 I x, t) + p + XG(2'(x, e 1 x, t) 
+ && G(z, e I X, t) , (2-l) 
where Gt2)(z, 8 1 X, 1) is the g.f. conditional on two “ancestors,” both at X. 
It is known from the general theory of discontinuous Markov processes, 
(cf. [6]) that (2.1) has a unique “honest” solution (i.e., a solution which is the 
g.f. of a probability distribution normalized to unity). In the present section 
we obtain an explicit iterative procedure for calculating this solution; in the 
next one we shall study some of its asymptotic properties. 
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In order to arrive at this iterative form of solution we expand G and Gc2) 
as in (1.3) and equate the coefficients of successive powers of a. This yields 
the sequence of equations 
aG 
-A = - (h + ,u) G, + AGL2' + +& G,, at 
(2.2) 
n = 1,2, ... (2.3) 
Because of the nature of the diffusion process, one surmises that for all t, 
the distributionsf,(y,, ys, ..., y% 1 X, t) will depend only on the distances of the 
n “survivors” from the position x of the ancestor; i.e., thatf, will be a func- 
tion of (yi - x), i = 1, 2, I.., n. If we assume this, we see that 
(1) G, is independent of x and hence equal to the probability of extinction 
p,,(t) in the simple birth and death process: 
cn-p)t] [A - pe-(a-p)t]-l Go(t) =A#> = /$ $1 if X # CL, if 
(2 4) 
h=p, * 
which is in fact the solution of (2.4) with a2G0/ax2 = 0, GA2’ = Gi, and the 
initial condition G,(O) = 0. 
(2) It follows from the above and from (1.6) that 
n-1 
G:‘(P 1 X, t) = 2$,(t) G&II” 1 % t) -I 2 Gj(oi / X, t) G,-@“-’ 1 X9 t) . (2.5) 
j=l 
(3) Formally, 
T$ G,(P 1 X, t) = & 1, e”zejzjfn(yl - x, “.,yn - x, t) dy, -I. dy,, 
72 
=- (2 1 72 t’, ’ G,(@ 1 x, t). 1 (2.6) 
Let us assume that the solution of (2.1) is such that the above is correct. 
Substituting in (2.3), we find 
aG 
---A = - [A + p - 2@,(t) + 8 (2 e,)2] G, + AZ G,G,-,, n = 1,2, ..* 
at i-l 
(2.7) 
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For n = 1 the last term in (2.7) vanishes and the solution with the initial 
condition G,(B 1 x, 0) = eies is easily proved to be 
where 
Gl( Ox, t) = pi(t) exp [i6x - e2t/2], (2.82 
[(A - p)/@ - p-(“-fi)“)]” * e-(“-p)t 
PlW = I[ 1 + jq-2 
if 
if 
t 2 p, 
P* 
(2.9) 
For n > 1, (2.8) is a solution of the homogeneous part of (2.7) if we substitute 
0, = Xy=r Bi for 8; hence the solution of (2.7) with the initial condition 
G,(& ] X, 0) = 0 yields the iteration relation 
G,(B”Ix,t)=h j:i$exp[---)@i(t-7)1 
W-1 
x 2 Gj(@ 1 x, T) Gnmj(B”-j 1 x, T) dr, 
j=l 
n = 2, 3, **a. (2.10) 
Set 8” = 0 and we obtain the probabilities of the simple birth and death 
process: 
A&> = FVPY PlW CPII(W1~ n = 1, 2, *ea. (2.11) 
One can verify that G(z, 8 1 X, t) = CT z?G,(P ] X, t) converges for ] x ] 2 1 
and satisfies the “backward” equation (2.1). Hence, since the solution of the 
latter is known to be both unique and “honest,” G is the required g.f., 
and this justifies post hoc the assumptions made in the course of this calcula- 
tion. 
III. ASYMPTOTICPROPERTIES 
We now turn our attention to the asymptotic properties of the process. 
We know that as t + 00 the extinction probability PO(t) tends to p/h if h > TV 
and to 1 if h 2 p, while p,(t) ---f 0 for all n 2 1. What we shall consider here 
are the asymptotic properties of probabilities and expectations conditional 
on a population of size n. These will give us some idea of the distribution 
in space of the population a long time after its inception. In this section we 
investigate the asymptotic properties of the joint distribution of the variables 
yJz/, i = 1, 2, *.., 72, conditional on n. The characteristic function of this 
distribution is clearly 
WC@, t> = G,(twi t) PnW ’ 
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where P/z/t stands for (8,/dt, 0,/~/l, ..., 0,/z/t) and we shall omit reference 
to the original position of the ancestor, which we can set equal to zero without 
loss of generality. We shall now prove that ;Yr, converges to exp [- 0$2] 
as t - 03, where as before 0, = Cy Bi. Let 
MC t) = [MWM~) exp [W21 MnQn7 t) 
= [Apl(t)]-’ exp [@i/2] G,(P/z/< t) 
where by (2.10) 
= 
s 
m @,(P ,T, t) dT, (3.1) 
0 
1 
P;‘(T) exp [@:7/2t] 
n-1 
a,(@, 7, t) = x gs Gj(@/di T) Gnej(On-j/&, T) if T < t, (3.2) 
0 if 7 > t. 
Clearly 
n-1 
/ %(B", 7) t) 1 5 2 hbh-d~)/~l(~)l exP [@%?I9 
j=l 
and for fixed 7, 
n-1 
lim @A@, 7, 9 = z [pj(~>p,-,(T)/pl(~)l. t+m 
f=l 
Moreover by (2.11) and the argument immediately preceding it, 
h@, t) = j: p;'(T) y [I%(T) lb-,(T)] dT 
1 
=Adtm1w 
= ~-'[~Po(wPl"-l, 
and hence 
[Pdd P,-~T)] dT = !)-r ~%‘o(t)/~l~-~ 
I 
h-l if h2p 
= A-l(X/p)+l if x < p. 
(3.3) 
(3.4) 
(3.5) 
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Hence 1 @, 1 is dominated by an integrable function on (0, -), and therefore 
by the Lebesgue dominated convergence theorem and (3.3) 
Hence 
= exp [- 0,2/2], 
which proves our assertion. The significance of this result is plain. Let 
jj = ZyJn; the characteristic function of jj/ll/t may be obtained by setting 
et = O/n, i = 1, 2 ... , 7 n, in M,(Bn, t). Hence y/d is asymptotically normal 
with zero mean and unit standard deviation. Furthermore (3.6) shows that 
asymptotically the variates (yi - $/2/ are all zero with probability one. 
Thus the asymptotic joint distribution of these variates is degenerate about 
their average. 
IV. SPATIAL DISPERSION 
In order to gain further insight into the asymptotic behavior of the process 
we must introduce some variate which is a measure of the spatial dispersion 
of the population about its mean position, and study its asymptotic distribu- 
tion. Perhaps the simplest such measure for a population of size n is the 
variate 
(4-l) 
We shall now show that the distribution of ss conditional on n tends to a 
fixed nonsingular distribution as t -+ 00. A more detailed description of the 
process than the one embodied in the formalism of the preceding sections 
is required to prove this result. 
If in a given realization of the process, there are n survivors at time t, 
with final positions yi, y2, ..., yn and an ordered set of “lifetimes” 
t = tl > t, > **. > t,,, these are arrived at by a definite sequence of (n - 1) 
births, neglecting all individuals that die before time t. Each such sequence 
corresponds to a family tree. Clearly there will be (n - l)! such trees, some 
of which will coincide because the individuals are indistinguishable. The 
4 
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figure below shows the two distinct trees which obtain in the case of four 
indistinguishable survivors: 
,;A A IO01 101 III 100 101 110 III 
Fig. 1. 
Assume that the position of the ancestor is initially zero and let 7,, 6, be 
respectively the time interval elapsed, and the displacement of an individual 
between two successive births. The subscripts v may conveniently be written 
in a binary notation, as shown in the figure, with the number of digits cor- 
responding to “generation. ” For a given tree, say a(o = 1, 2, ... (n - l)!), let 
I” be the set of all indices V. If we fix the intervals T,,, Y E I”, then it follows 
from the assumptions made in Section I that the LJ,,, v EP, are mutually 
independent normal variates with zero mean and variance T,,. Each of the 
final positions is a sum of such variates: 
Yi = 2 if”, j = 1, 2, . . . . n, (4.2) 
YEI4 
where I; is the subset of Ia obtained by tracing a path in the tree (I from the 
j-th survivor back to zero. Hence also 
z~,=t, j=l,2;.*,n. (4.3) 
y 
It follows that for fixed 7,, v E Ia, the family of variates {y,} has a multivariate 
normal distribution, with a variance-covariance matrix Au whose elements 
are of the form 
= 2 E(f,) = C 7, = t - ti,, i, j = 1,2, -** n, i # j, (4.5) 
VErJ <I =G 
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where I$ = 1: n 1;; i.e., ayj is equal to the sum of the intervals T, which 
are common to the two paths 1; and 1;; hence clearly it is of the form t - tii, 
where the tij are zero if i = j and one of the set {ts, *.., t,} if i # j. The 
characteristic function of the distribution of {yi} is therefore a function of t, 
t,, “‘T n t through the matrix A”: 
We now turn to the probability distribution of “lifetimes.” The probability 
that an individual will survive a time t is p,( t) as given in (2.9) ; the probability 
of a birth between t and t + dt is Xdt; hence the required multivariate den- 
sity is 
P-l p&>f&> **a P&z) dtdt, ... 4, (4.7) 
with t 2 t, 2 t, 2 ... 2 ts. Symmetrizing I& in the usual way with respect 
to 01, 82, .‘., 0,, it now follows that the function G,( P, t) defined in Section II 
can be written as 
where the summation is over the (n - l)! trees. One can verify by induction 
on n that on setting 0% = 0, the formula above does in fact yield the correct 
expression (2.11) for p,(t). 
It now follows that for a given tree and fixed life times, we can transform 
the semipositive definite quadratic form s2(y1, y2, .*. yn) to the diagonal form 
(4.9) 
where the zi are mutually independent standard normal variates and the 
hq are the (n - 1) positive eigenvalues of the matrix 
B, = (I - ; U) A” = (I - ; U) (t U - 7,) = - (I - $ U) T,. (4.10) 
In (4.10) Au is the variance-covariance matrix of the tree u, with elements 
aij = t - tii. TV is the symmetric matrix with elements tij, I is the unit 
matrix, and U is the matrix whose elements are all equal to unity. The last 
expression in the right hand side of (4.10) follows from the fact that U2 = nU 
and hence (I - (l/n) U) U = 0, and it shows that B, does not depend 
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explicitly on t. Hence, neither do the eigenvalues 2; of B,, nor the character- 
istic function 
(n-1) 
v;k% t,, ... t,) = I--I [l - fi&J(t ..., t,)]-1’“. 3 2’ (4.11) 
j=l 
of s2 (i.e., the expectation of exp (zk2)) for the tree o. 
The characteristic function ~)??(a, t) of s2 conditional on a population of size 
n at time t is now obtained by substituting q~i for I,+G~ in (4.8) and dividing 
by P,(t): 
%Lb, t> = P-l p,(t)/p,(t)l 
No symmetrization is needed because q$ is the characteristic function of a 
symmetric function of yr, ys, .“, yn. Set 01 = 0 and we see that 
(4.13) 
where hVp = max (A, p). S ince 1 p’i / 2 1 and CJJ~ is a continuous function 
of 01, it follows by Lebesgue’s dominated convergence theorem that 
= (Avp)n-l jr dt, jr dt, a.. jr-’ ‘xi ~;(a, t , -.., tn) @(t,) 4 
(4.14) 
exists and is continuous in 01. This proves the assertion made in the first 
paragraph of this section, namely, that the distribution of s2 conditional on n 
converges as t -+ 03, to an asymptotic probability distribution, whose character- 
istic function we now see is ~~(a) as given by (4.14). 
We now turn to the moments of s2. Let rn: and rnz be the first and second 
moments of s2 for the tree (T and fixed “lifetimes”; then, 
m;(t2, t2, --p t,) = E [T’ ~;z;] =y A; = Tr (BO), (4.15) 
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= 2 Tr (BZ) + W (&)12, 
where Tr denotes the trace of a matrix. Clearly the elements of B, are linear 
forms in t,, t,, ... , t,; those of B: are quadratic forms in the same variables; 
hence my is linear and rni quadratic in t,, t,, ..., t,; i.e., 
n 
my(t2, t,, ***, t,) = 2 $j; m”z(t2, t,, - , t,) = 2% K&tj. (4.17) 
j=2 $4 j=2 
It is easily seen that, furthermore, my is positive and rni is symmetric and 
definite positive. Let 
(n-l)! (n-l)! 
Kj = 2 K; and Kij = I; K:j. 
0=1 n=1 
It now follows that the first and second moments of s2 conditional on n are 
At this stage, we must draw a distinction between the cases A # p and X = CL. 
If x # ~1, it is easy to see that li Tag dT and Ji ~“pi(~) dT converge as 
2 -+ 00, which implies the convergence of pi(t) and p2(t). Furthermore 
q-a% t2, ... , t,) 2 2 Kjtj, 
j=2 
and 
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for all values of CX; hence we can differentiate under the integral sign in (4.14), 
and therefore 
= ii+= cLz(t)* (4.21) 
Thus the asymptotic distribution of s2 has finite and positive first and second 
moments. If h = y then Ji Tag dT and JI Taco d7 diverge to + 00 as 
t + 00, which implies the divergence of pi(t) and p2(t) to + 00. In both cases 
one concludes that the asymptotic distribution of s2 is nonsingular. A more 
explicit representation of pi(t) is given in the Appendix and leads to the 
following useful bounds for pi: 
APPENDIX 
In this Appendix, we obtain an explicit representation for pr( t) and bounds 
for pl. It follows from (4.18) that 
A”-lp,( t ) ?z 
= p,(t) j~2 (n - j;;;i - 2)! c 
(A.11 
tA.2) 
x 2 (’ ; ‘) (- ly-8-z [&$!l]’ J(n - I, 2, t) 
z-o 
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= s :p,(~)](n- 1,j- l,T)dT, j> 2. (A-3) 
The above recurrence relation yields the last expression in (A.2). Further- 
more, 
J(n, 2, t) = 1: Tag [p+]n-2 dT 
=-&It1 [Jyy -&I 
1 
+ 0 - PL)F1 7-2 
‘Z’ (” ; 1) (- 1)r (1 - gr 
1 
x % + [(A - ;&), - (A - p) 
s=1 
I 
if /\ # TV., and 
I 64.4) 
Jh 29 t> = @ 1 1) ~ It k+)"-l - &] + (n - 1) A” log (1 + At) 
+ $f$ (” ; ‘) ‘;y [l - (1: ht)J 1 (A-5) 
7=2 
if X = t.~. We see from (A.5) that when h = p both pi(t) and p2(t) tend to 03 
with t. It follows from (A.2) that 
p1 = (hVp)n-1~ 
3=2 (n- j;;;i- 2)! 
x 2 (’ ; ‘) (- l)i-2-l [X-l&l] J(n - I, 2, m ) ) (A-6) 
L-0 
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where (h-l.$-l) = min (X-l, p-i), and 
if h > CL, and a similar expression with h and p interchanged if h > CL. To 
obtain bounds for pi(t), note that nKg may be interpreted as the number of 
times t - tj occurs in the variance-covariance matrix for tree CJ. Later, in 
this Appendix, we obtain an expression for n.~~; however, it is sufficient for 
our purpose here to observe that 
(n-l)! 72 
K~ = 2 c; K; = (n - l)! n(n - 1)/n = (n - l)! (rz - 1). (A.8) 
j=Z 0=l i=2 
Since Kjtn 5 Kitj 5 Kit2 for j = 2, 3, ... n, one has 
P-4Iw%zwl (fi - 1Y (n - 1) I(% % t) 2 k%(t) 
I pPl(t)/p&)l (fi - 1j2 J(% 2, t), (A.9) 
which provides upper and lower limits for pi(t), valid for all A, CL, and finite t. 
If h # CL, then 
and hence 
A(t) 2 [I h - Y I/(h~dY exp [- I h - CL I tl, (A.lO) 
I(% n, 00) 2 [I h - CL I/(w)12(n-1) ,;dt2 1:’ dt, ... jr-’ t, 
x =P [- (A - PL) 2 ti] d&z 
= [I x - EL W~P)l -l)/[l x - p p (n - l)! (fz - l)]. 
Moreover, p,,(t) being an increasing function of t, 
J(n, 2, -) 2 [(P/V-~ 4 P’-~ 1,” a(4 d7 
(A.1 1) 
= [(p/X)+-2 Al] +(xV/J-l log [&] * (A.12) 
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It now immediately follows from (A.1 1) and (A.12) that 
[!k&& 5 FL1 5 @$ log [a]. (A.13) 
Finally we proceed to obtain an expression for ?ZKj, j = 2, 3, ..., n. Let ~4 
be the binary symbol for the individual born at time t - tj to the individual 
with the binary symbol vi, say. Out of the (n-l)-(j-l)=n-j 
individuals born after time t - ti, suppose u are descendants of ~7, v of VI, 
and w = n - j - u - v of the other j - 2 individuals existing at time 
t - tj. Let S;(U) denote the set of binary symbols corresponding to ~4 and 
its u descendants; S;(v) the set corresponding to vE and its v descendants. 
It is easy to see that 
2 7” = t - tj (A.14) 
YEP d 
if and only if 01 E S;(u) and /3 E S;(v). This implies that 
TZKY = 2(U -f- 1) (V + I), 
the factor 2 appearing because of the symmetry of the variance-covariance 
matrix. The number of trees in which the above situation exists is 
(j - l)! U! v! N&w) where (j- 1) !, u!, et! are respectively the number of 
ways of obtaining (j - l), u and v descendants from one ancestor and N,-,(w) 
is the number of ways of obtaining w descendants from j - 2 ancestors. 
It is easy to see that 
N,(b) = 2 [r,! r,! *** la!], (A.15) 
rl+r,+...+r,=b 
with N,,(b) = N,(O) = 1. The above analysis yields the following formula 
?ZKj = 2(j - I)! (24 + l)! (v + l)! Nj-a(w), j = 2, 3, ..., n. 
u+v+w+n-j (A-16) 
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