The eigensolutions and associated eigensensitivities of an analytical model are usually calculated at the global structure level, which is time-consuming or even prohibitive for large-scale structures.
Introduction
Calculation of eigensolutions and eigensensitivities is frequently required in model updating, design optimization, and uncertainty analysis. For example, in sensitivity-based finite element (FE) model updating, the eigensolutions of the analytical model serve to construct the objective function, and the eigensensitivities represent a linearized estimate of the change in the eigenvalues and eigenvectors due to perturbations of the elemental parameters of the FE model [1] .
The eigensolutions and eigensensitivities are usually calculated at the global structure level, which is expensive in terms of computation time and computer memory and may be prohibitive for very large structures [2] . For example, a fine FE model was established for the criticality analysis of the Tsing Ma Suspension Bridge that consists of about 300,000 nodes, 450,000 elements, and 1.2 million degrees of freedom (DOFs) [3] . It takes about five hours to obtain the first 100 natural frequencies and mode shapes using a 64-bit Itanium server with eight CPUs of 1.5 GHz each. The calculation of eigensensitivities is more difficult, and usually takes about 10 times longer than the calculation of eigensolutions. This has led to the search for new methods of solving the eigensolutions and associated eigensensitivities of large structures accurately and effectively.
The substructuring approach can be an effective way of dealing with large-scale structures. This method divides the global structure into substructures according to certain division criteria. These substructures are analyzed independently to obtain their designated solutions, which can then be assembled to recover the properties of the global structure [4] . As the global structure is replaced by smaller, more manageable substructures, it is much easier and quicker to analyze the smaller system matrices. In addition, as the substructures are analyzed independently, parallel computation algorithms can be applied. This is particularly efficient when the substructures are identical [5] .
Since the 1960s, several substructuring methods have been proposed and developed to obtain the eigensolutions and eigensensitivities. For example, Hurty [6] and Craig et al. [7] proposed the component mode synthesis method with a fixed-interface condition, and MacNeal [8] and Rubin [9] employed the attachment modes with a free-interface condition. Heo and Ehmann [10] applied the former and Lallemand et al. [11] the latter to derive the eigensolution derivatives. Kron [12] proposed a similar free-interface substructuring method that was subsequently developed to deal with the eigensolutions and eigensensitivities [13] [14] [15] [16] .
In most of the existing substructuring methods, only the lowest modes of the substructures are retained and the higher modes are removed for the efficiency [10] [11] [12] [13] [14] [15] [16] [17] [18] . This approximation of the eigensolutions and eigensensitivities is acceptable for some engineering applications. However, highly accurate eigensolutions and eigensensitivities are frequently required in some cases. For example, during the model updating and optimization process, it is necessary to find the accurate eigensolutions and eigensensitivities when the results are close to the optimized solutions, as even small errors will lead to a wrong search direction, thus hindering the convergence of the optimization.
To extract more accurate results, more modes needs to be retained, perhaps even the complete eigenmodes of the substructures. Inclusion of more master modes in conventional manner heavily decreases the computational efficiency.
In this paper, an iterative substructuring scheme based on Kron's approach is proposed to obtain the accurate eigensolutions and eigensensitivities. The Kron's substructuring method is briefly introduced together with the authors' previous improvement [13] [14] [15] [16] , whereby only a few of the lowest modes are retained in each substructure and the contribution of the higher modes is estimated by a residual flexibility matrix. In the present paper, the contribution of the higher modes is estimated by a residual flexibility matrix in an iterated form from which the eigensolutions can be obtained. The eigensensitivities can also be derived in an iterated form based on this iterative eigenequation. Upon convergence, the iterative schemes reproduce the eigensolutions and eigensensitivities of the original structure accurately. Two numerical examples are employed to demonstrate the accuracy and efficiency of the proposed method.
Calculation of eigensolutions with the iterative substructuring method
In the substructuring method, a global structure with N DOFs is first divided into N S substructures. To be an independent structure, for example, the jth substructure with n 
where subscript "m" denotes the items belonging to the master modes, and superscript "s" denotes the items belonging to the slave modes. The eigenequation (Eq. (2)) is then dissembled according to the master modes and slave modes as
From the second line of Eq. (5), one has
This relationship introduces [22, 23]  
Eq. (7) can be re-written as
Considering Eq. (6), the complete set of the eigenvectors in Eq. (5) is then expressed as 
Due to the orthogonality
in which
is the residual flexibility of the substructures and is given by
Eq. (16) gives the general formula of the residual flexibility for the fixed substructures. The residual flexibility of a free substructure can be formulated in the Appendix.
Finally, the reduced eigenequation Eq. (13) can be re-written in a simple form as
where
This reduced eigenequation (Eq. (17)) can reproduce the eigensolutions of the global structure exactly.
As  includes unknown  , an iterative process is required to solve Eq. (17) . From Eq. (15), the iteration starts with
where the number in the square bracket indicates the iteration step. With the initial value
 , the eigensolutions can be calculated simultaneously for all modes by
From Eq. (15), the iteration formulae can be established (k ≥ 2) as follows.
(1)
(2) When the eigenvalue in the kth iteration reaches the required accuracy, the eigenequation
z is solved to estimate both
The eigenvector of the global structure is then recovered by calculating
It should be noted that the initial eigenequation at Eq. (19) is equivalent to the first-order residual flexibility method and the second iteration is equivalent to the second-order residual flexibility method proposed by the authors [13] .
In Eq. (20),
F M is calculated at the substructure level. In other words,
independently, which are then assembled to the diagonal form.
Eq. (15) reveals that  depends on  , which varies for different modes. The iteration must thus be performed mode by mode. In practice, the eigensolutions of the lower modes generally converge faster than those of the higher modes.
During the iteration process, only the item  needs to be re-calculated, while other items, such as p m Λ and m Γ , remain unchanged. Furthermore, the reduced system matrix d K is equal in size to the number of master modes of the substructures, and thus the iteration process does not require much additional computational power.
Calculation of eigensensitivities with the iterative substructuring method
This section derives the first-order derivatives of the eigenvalues and eigenvectors with respect to an elemental parameter, which can be the physical parameter of an element, such as the stiffness, density and thickness. In this paper, the flexural rigidity of an element is chosen as the elemental parameter, which is denoted by r in the Rth substructure.
The reduced eigenequation (Eq. (13)) can be rewritten for the ith mode as
Eq. (22) is differentiated with respect to r as
Calculation of the eigenvalue derivatives
Pre-multiplying   T i z on both sides of Eq. (23) gives
Given Eq. (22), Eq. (24) can be reduced to According to Eq. (15),
The derivative matrix of the first-order residual flexibility p F with respect to parameter r can be represented by the derivative matrix of the residual flexibility of the Rth substructure as
Iteration is required to achieve an accurate r    . In the first step,
and the eigenvalue derivative in the kth step is obtained as (29) Similar to the eigensolutions, the eigensensitivities can be calculated for all modes simultaneously in the initial iteration. Thereafter, the iterations are performed mode by mode. In each iteration, only r    needs to be re-calculated, as the other items remain unchanged.
Calculation of the eigenvector derivatives
The ith eigenvector of the global structure can be recovered by calculating
Differentiating Eq. (30) with respect to parameter r gives
In Eq. Consequently, the calculation of the eigenvector derivatives of the global structure does not need to be iterative. This is a major advantage of the proposed approach, because in the traditional methods the calculation of the eigenvector derivatives usually costs a great deal more in computation time and resources than the calculation of the eigensolutions and eigenvalue derivatives. It is noted that since only one substructure (the Rth substructure) needs to be analyzed to recover the eigensensitivities with respect to parameter r, the substructuring method can be efficient. The computational accuracy and efficiency of the proposed method is investigated through two numerical examples in the following section.
In this paper, the eigenvalue and eigenvector derivatives are derived with respect to the stiffness parameters. The derivative of the stiffness matrix is used in deriving the eigensensitivity formulae, and the derivative of the mass matrix is zero. The formulae are generally applicable to calculate the eigensensitivity with respect to the physical parameters those contribute to the stiffness and/or mass matrices. If the eigensensitivity to element mass parameters is required, both Fox and Kappor's method and Nelson's method can be employed similarly while the derivative to the stiffness parameters is zero [29] .
Case studies

A cantilever plate
A cantilever plate, as shown in Fig. 1 , is utilized here to verify the accuracy of the proposed , i.e., the iteration terminates when the relative difference in the frequencies from two consecutive iterations is less than 10 -6
. The convergence of the first 10 frequencies is demonstrated in Table 1 . The initial step in Table 1 denotes the results of the substructuring method without iteration. Table 1 shows that the frequencies in the initial step are insufficiently accurate except for the lowest modes. With a few iterations, the predefined value of 10 -6
can be achieved for all modes. Table 1 The eigenvalue derivatives and eigenvector derivatives for the first 10 modes of the global structure with respect to parameter r 1 are then calculated. Parameter r 1 is the flexural rigidity of the element denoted in Fig. 1 . The convergence process of the eigenvalue derivatives is detailed in Table 2 , where the global method refers to the traditional method [26, 27] Without loss of generality, the eigensensitivities with respect to parameter r 2 , which is located in a free substructure (the 5 th substructure in Fig. 1 ), are calculated. Parameter r 2 is the flexural rigidity of the element denoted in Fig.1 . In Table 3 , the eigensensitivities obtained from three approaches (the global method, the substructuring method without iteration, and the substructuring method with iteration) are compared. The similarity of vectors (SV) is adopted to measure the difference in the eigenvector derivatives obtained using the substructuring method ( r 
An SV value of identity implies that the two vectors are identical, whereas a value of 0 indicates that the two vectors are perpendicular. Table 3 again shows that the proposed iterative approach improves the accuracy of eigensensitivities significantly. In the next example, the computational efficiency of the proposed approach is investigated through a relatively large structure.
The Guangzhou New Television Tower
The Guangzhou New TV Tower is a super-tall structure 610 m high that consists of a main tower (454 m) and an antennary mast (156 m), as shown in Fig. 2(a) . The structure comprises a reinforced concrete inner tube and a steel outer tube with concrete-filled-tube (CFT) columns [30] .
The FE analytical model of the structure includes 8,738 three-dimensional elements, 3,671 nodes (each of which has six DOFs), and 21,690 DOFs in total ( Fig. 2(b) ). The global structure is divided into 10 substructures along the vertical direction as Fig. 2(c) . The nodes and elements included in each substructure are listed in Table 4 . Using the proposed substructuring method, the first 20 modes are retained as the master modes in each substructure to calculate the eigensolutions and eigensensitivities for the first 10 modes of the global structure. Again, the convergence criterion is set to Tol = 10 -6
. To determine the accuracy of the results and computational efficiency of the proposed method, the global methods [24, 26, 27] without substructuring are also employed for comparison and the results are treated as exact. The computation time cost of calculating the first 10 eigensolutions and eigensensitivities of the global structure is presented in Table 5 . The global method takes 11.6 seconds to calculate the first 10 eigensolutions of the global structure, whereas using the iterative substructuring method the initial step takes about 34.7 seconds and each iteration adds about 3.0 seconds. In total, 32 iterations are required to satisfy the predefined accuracy, which takes about 131.0 seconds. Although the iterative substructuring method takes longer than the global method for eigensolutions, it contributes to the calculation of eigensensitivities, which is the more time-consuming process.
The global method [26] takes about 197.6 seconds to calculate the first 10 eigensensitivities with respect to one parameter. The proposed substructuring method takes about 13.2 seconds to perform the initialization step, and each iteration adds just 2.6 seconds to the computation time. Moreover, the calculation of the eigenvector derivatives, which usually takes up the majority of the computation time in the global eigensensitivity method, takes only 0.8 seconds. In this case study, 39 iterations are required to achieve the predefined accuracy for the eigensensitivities of the ten modes, which takes Table 5 . These findings indicate that the proposed substructuring method will be very useful for larger sized structures.
Afterwards, the proposed iterative substructuring method is compared with the conventional substructuring method. Using conventional substructuring methods [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] , the eigensolutions and eigensensitivities of the global structure is approximately recovered by some master modes and a first-order residual flexibility of the substructures. This conventional manner is equivalent to the initial step of the proposed iterative substructuring method in absence of iteration. Although inclusion of more master modes can improve the accuracy of the conventional method, the cost of computation time for this precision improvement is luxurious. To demonstrate this, the master modes retained in each substructure of the TV tower structure are increased from 50 to 500 gradually to calculate the first 10 eigensolutions and eigensensitivities of the global structure using conventional manner. The , at least 500 master modes need to be retained in each substructure using the conventional substructuring method. It implies that 500 master modes need to be extracted from each substructure, and the resulting reduced eigenequation has the size of 5000×5000. Inclusion of more master modes improves the accuracy, but increases the computation time heavily.
The computation time and computer memory consumed by the proposed iterative substructuring method and conventional substructuring method are compared in Table 5 , both satisfying the tolerance of 10 -6
. It can be found that, as compared with the conventional substructuring method, the iterative substructuring method requires a little more computer memory, since it has to retain some interim results for iteration. However, the iterative method takes much shorter computation time, mainly due to two reasons: 1) the iterative method needs to extract only 20 master modes from the independent substructures, other than 500 master modes required by the conventional substructuring method; 2) the reduced eigenequation of the iterative method takes the size of 200×200, which is much smaller than that of the conventional substructuring method in size of 5000×5000. In this example, the conventional substructuring method needs about 416.6 seconds to extract the 500 master eigenmodes and residual flexibility matrix from the independent substructures, and costs 6.7 seconds to solve the eigenequation in size of 5000×5000. The conventional substructuring method consumes 207.2 seconds to compute the substructural derivative matrices, based on which 2.4 seconds are required to assemble the eigenvalue derivatives and 16.8 seconds to solve the eigenvector derivatives.
Based on the above observation, the proposed iterative scheme is more efficient than the conventional substructuring method, when the high-accuracy eigensolutions and eigensensitivities are required.
Discussion and conclusion
This paper proposes a new substructuring method to calculate the eigensolutions and eigensensitivities of large-scale structures. The master modes of the substructures are assembled to recover the eigensolutions and eigensensitivities of the global structure, and the contribution of the higher modes are estimated as a residual flexibility matrix in an iterative form. Consequently, the proposed method can predict the eigensolutions and eigensensitivities accurately in just a few iterations. The iterative process is mainly performed at the substructure level, which adds only a small amount of extra computation time. The method is thus computationally efficient, especially for large structural systems.
Other than the conventional substructuring methods which improve the accuracy by increasing the number of the retained master modes, the proposed substructuring method can achieve high accuracy using a few master modes by an iterative scheme on a reduced eigenequation. Since the computational accuracy is achieved without enlarging the size of the retained modes of the substructures, the proposed substructuring method is advantageous in two aspects: 1) the computational effort in analyzing the independent substructures is reduced; 2) the proposed method can keep the assembled eigenequation in small size. The proposed substructuring method is more efficient than the conventional substructuring method when highly accurate results are required. The convergence of the proposed iterative scheme has been mathematically verified using numerical examples. A rigorous mathematical proof of convergence deserves further study. 
Appendix: The residual flexibility for a free structure
Without loss of generality, the residual flexibility and its derivative matrix are here derived for a general free structure, which is described by the eigenequation in form of
The free structure has two kinds of eigenmodes: i.e., N r zero eigenvalues associated with the rigid body modes R, and N d nonzero eigenvalues associated with the deformational modes d Φ . They satisfy the orthogonality condition
The stiffness K and modal flexibility F are expressed by the deformational modes as Tables   Table 1: Convergence of the natural frequencies of the cantilever plate. List of Figures   Fig. 1 . The cantilever plate. 
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