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Abstract
The Lp norm of the Hilbert transform of the characteristic function of a set is invariant with respect to
the structure of the set: it can be written as an explicit function of its Lebesgue measure and of the expo-
nent p. We show that more is true: there is a fixed ratio, only dependent on p, between the Lp norms of
such a Hilbert transform computed on the given set and on the whole line.
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1. Introduction
Let us denote by H the Hilbert Transform on the line, i.e., the operator defined by
Hf (x) = p.v. 1
π
∫
R
f (x − t)
t
dt. (1.1)
Let E be a measurable set of finite Lebesgue measure. Stein and Weiss proved in [3] that
the distribution function μ of the Hilbert transform of the characteristic function χE does not
depend on the structure of the set E but only on its measure |E|. More precisely
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sinh(πλ)
. (1.2)
In [1] we proved that, for 1 < p < ∞ we have
∫
R
∣∣HχE(x)∣∣p dx = φ(p)|E| (1.3)
with φ given explicitly by
φ(p) = 1
πp
∫
R
|log |x||p
(x − 1)2 dx = 2p
∞∫
0
λp−1
sinh(πλ)
dλ
= 4(1 − 2
−p)
πp
ζ(p)Γ (p + 1) (1.4)
where in the last expression above we have denoted by ζ the zeta function of Riemann and by
Γ the Gamma function of Euler. We also proved, using a Mellin transform argument, that (1.3)
and (1.4) are equivalent to (1.2). We prove here a refinement of (1.3) that gives both the values
of ‖HχE‖Lp(E) and ‖HχE‖Lp(R\E) as an explicit function of p and |E|. Our two main results
are given by
Theorem 1.1. Let E be a measurable subset of R of finite Lebesgue measure |E| and let H be
the Hilbert transform, then for all 1 < p < ∞ we have
∫
E
∣∣HχE(x)∣∣p dx =
(
2 − 1
2p−2
) |E|
πp
ζ(p)Γ (p + 1), (1.5)
∫
R\E
∣∣HχE(x)∣∣p dx = 2 |E|
πp
ζ(p)Γ (p + 1), (1.6)
∫
R
∣∣HχE(x)∣∣p dx = 2p − 12p−1 − 1
∫
E
∣∣HχE(x)∣∣p dx. (1.7)
Theorem 1.2. Let μ1 be the distribution function of HχE : E →R and let μ2 be the distribution
function of HχE :R\E →R. They satisfy
μ1(λ) =
∣∣{x ∈ E: ∣∣HχE(x)∣∣> λ}∣∣= 2|E|
eπλ + 1 , (1.8)
μ2(λ) =
∣∣{x ∈R\E: ∣∣HχE(x)∣∣> λ}∣∣= 2|E|
eπλ − 1 . (1.9)
The limit as p → 1+ of ‖HχE‖pp is finite and we obtain ‖HχE‖L1(E) = 2 log 2 |E|.L (E) π
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is
∫
R
(HχE(x))
2 dx = 3 ∫
E
(HχE(x))
2 dx and it follows, with a different proof, also from some
computations contained in [4]. When p = 2 we can also consider the case of the Hilbert transform
of a compactly supported step function f , studying how much L2 norm of the transform falls
inside the support of f . An indicative simple case, when f = αχA + βχB with A and B disjoint
intervals of length 1 at distance δ from each other, is given by the formula
∫
A∪B
(
Hf (x)
)2
dx = α
2 + β2
3
+ ω(δ)(β − α)2 (1.10)
where ω(δ) = 1
π2
∫ 1
δ
1
1+δ
(
log(1+t)
t
)2 dt satisfies 0 < ω(δ) < 13 and ω(δ) → 0 as δ → ∞.
Somewhat similar formulae hold in the case of step functions with n steps, but their complex-
ity grows quickly with n, apparently barring the possibility of obtaining a clean result for generic
L2 functions via an approach analogous to the one we used in [2]. However, it is conceivable
that the theorems proven here are special instances of some sort of “uncertainty principle” for
the Hilbert transform.
2. Proof of the main two theorems
Proof of Theorem 1.1. Let E =⋃nk=1[ak, bk] be the disjoint union of n intervals (we are assum-
ing a1 < b1 < a2 < b2 < · · · < an < bn) and let χE =∑nk=1 χ[ak,bk] be its characteristic function.
Since Hχ[a,b](x) = 1π log | x−ax−b |, we have
∫
E
∣∣HχE(x)∣∣p dx = 1
πp
∫
E
∣∣∣∣∣−
n∑
k=1
log
∣∣∣∣x − bkx − ak
∣∣∣∣
∣∣∣∣∣
p
dx
= 1
πp
∫
E
∣∣∣∣∣log
∣∣∣∣∣
n∏
k=1
(
x − bk
x − ak
)∣∣∣∣∣
∣∣∣∣∣
p
dx.
The rational function y =∏nk=1 x−bkx−ak is monotone strictly increasing for all x where it is well
defined. Its graph has the horizontal asymptote y = 1, the n vertical asymptotes x = ak , and
it intersects the horizontal axis at x = bk for k = 1, . . . , n. It’s easy to verify that the horizon-
tal line y = t , for t ∈ (−∞,0] has exactly n intersections xk(t) with this graph and that these
intersections satisfy xk(t) ∈ (ak, bk] for t ∈ (−∞,0] and k = 1, . . . , n.
Clearly xk(t) are the n solutions of
∏n
k=1(x − bk) = t
∏n
k=1(x − ak), a polynomial equation
in x whose leading terms are (1 − t)xn + (−∑nk=1 bk + t∑nk=1 ak)xn−1 + · · · = 0. This implies
x1(t) + x2(t) + · · · + xn(t) =
∑n
k=1 bk − t
∑n
k=1 ak
1 − t =
n∑
k=1
ak + 11 − t
n∑
k=1
(bk − ak)
and therefore x′1(t) + x′2(t) + · · · + x′n(t) = 1(t−1)2
∑n
k=1(bk − ak).
Summing up the n changes of variables given by xk(t) in each one of the intervals whose
disjoint union is E we thus obtain
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E
∣∣HχE(x)∣∣p dx = 1
πp
∫
E
∣∣∣∣∣log
∣∣∣∣∣
n∏
k=1
(
x − bk
x − ak
)∣∣∣∣∣
∣∣∣∣∣
p
dx = 1
πp
0∫
−∞
∣∣log |t |∣∣p n∑
k=1
x′k(t) dt
= 1
πp
n∑
k=1
(bk − ak)
0∫
−∞
∣∣log |t |∣∣p 1
(t − 1)2 dt
= |E|
πp
+∞∫
0
|log t |p
(t + 1)2 dt. (2.1)
If we now consider the n intersections xk(t) of the horizontal line y = t , for t ∈ (0,+∞) with
the same rational function y =∏nk=1 x−bkx−ak we notice that they define n bijections between t ∈
(0,+∞) and n disjoint subsets whose union is Ec =R\E. More precisely, for k = 1, . . . , n − 1
we see that each xk(t) is a map of t ∈ (0,+∞) onto (bk, ak+1), while xn(t) is a map of (0,+∞)
onto (−∞, a1) ∪ (bn,+∞), with the left half-line corresponding to t > 1 and the right half-line
corresponding to t ∈ (0,1). Arguing now like we just did before we conclude that
∫
R\E
∣∣HχE(x)∣∣p dx = 1
πp
∫
R\E
∣∣∣∣∣log
∣∣∣∣∣
n∏
k=1
(
x − bk
x − ak
)∣∣∣∣∣
∣∣∣∣∣
p
dx
= 1
πp
+∞∫
0
∣∣log |t |∣∣p(x′1(t) + · · · + x′n(t))dt
= 1
πp
n∑
k=1
(bk − ak)
+∞∫
0
∣∣log |t |∣∣p 1
(t − 1)2 dt
= |E|
πp
+∞∫
0
|log t |p
(t − 1)2 dt. (2.2)
Let us now evaluate the two integrals appearing in (2.1) and (2.2). We have
+∞∫
0
|log t |p
(t + 1)2 dt =
1∫
0
|log t |p
(t + 1)2 dt +
1∫
0
|log(1/u)|p
( 1
u
+ 1)2
du
u2
= 2
1∫
0
(− log t)p
∞∑
k=0
(−1)k(k + 1)tk
= 2
+∞∫
0
sp
∞∑
k=0
(−1)k(k + 1)e−kse−s ds = 2
∞∑
k=0
(−1)k
(k + 1)p
+∞∫
0
e−ssp ds
= 2(1 − 21−p)ζ(p)Γ (p + 1) = (2 − 1
2p−2
)
ζ(p)Γ (p + 1).
In the last part of this computation we used the definition of Euler’s Gamma function∫ +∞
e−ssp = Γ (p + 1), the definition of Riemann’s zeta function ζ(p) =∑∞ 1 p and the0 k=0 (k+1)
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∑∞
k=0
(−1)k
(k+1)p = (1 − 21−p)ζ(p) which is easily obtainable splitting the previous zeta
series into two separate infinite sums, over odd and even integers.
In a similar way, for the second integral we obtain
+∞∫
0
|log t |p
(t − 1)2 dt =
1∫
0
|log t |p
(t − 1)2 dt +
1∫
0
|log(1/u)|p
( 1
u
− 1)2
du
u2
= 2
1∫
0
(− log t)p
∞∑
k=0
(k + 1)tk
= 2
+∞∫
0
sp
∞∑
k=0
(k + 1)e−kse−s ds = 2
∞∑
k=0
1
(k + 1)p
+∞∫
0
e−ssp ds
= 2ζ(p)Γ (p + 1).
Now, plugging these two evaluations respectively into (2.1) and (2.2) we obtain formulae (1.5)
and (1.6) in the statement of the theorem for the special case of E equal to a finite disjoint union
of intervals. This result can be extended to the general case of a measurable set E with a standard
approximation argument whose details can be found in the Stein and Weiss paper [3, p. 271].
Formula (1.7) now follows easily, just computing the ratio of the integral over the whole line R
with the integral over E. 
Proof of Theorem 1.2. The distribution function μ(λ) = μf (λ) = |{x ∈ X: |f (x)| > λ}| is well
defined for any measurable function f : X →R, where X is any metric space. It determines the
Lp(X) norms of f , namely
‖f ‖Lp(X) =
{ ∫
X
∣∣f (x)∣∣p dx}1/p =
{
p
+∞∫
0
λp−1μ(λ)dλ
}1/p
. (2.3)
Vice versa, knowing the Lp norms of f for all exponents p in an interval (p1,p2) determines
its distribution function μ. In other words, if ‖f ‖p = ‖g‖p for p1 < p < p2 then μf (λ) = μg(λ)
for all λ  0. This is our Lemma 1.4 in [1, p. 226] whose proof is based on a simple Mellin
transform argument. We want to apply this lemma twice, with X ≡ E and X ≡ R\E and to do
that we need to rewrite the expressions (2.1) and (2.2) in a format that fits the r.h.s. of (2.3). We
have
∫
E
∣∣HχE(x)∣∣p dx = |E|
πp
+∞∫
0
|log t |p
(t + 1)2 dt =
|E|
πp
+∞∫
−∞
|u|p
(eu + 1)2 e
u du
= |E|
πp
( +∞∫
0
upeu
(eu + 1)2 du +
+∞∫
0
upe−u
(e−u + 1)2 du
)
= 2|E|
πp
+∞∫
0
upeu
(eu + 1)2 du
= 2|E|
πp
+∞∫
pup−1
eu + 1 du =
2|E|
πp
+∞∫
p(πλ)p−1
eπλ + 1 π dλ = 2|E|
+∞∫
pλp−1
eπλ + 1 dλ.
0 0 0
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computation now shows that
∫
R\E
∣∣HχE(x)∣∣p dx = |E|
πp
+∞∫
0
|log t |p
(t − 1)2 dt = 2|E|
+∞∫
0
pλp−1
eπλ − 1 dλ
which in turn proves formula (1.9) for μ2. 
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