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R&me. Dans ce travail now montrons I’Bquivalence ntre le pollytope de transport symetriq .re 
T(h) (un objet “physique”), le polytope de Revesz P(h) (un objel. “algebrique”! et le polytopc 
A(xo) des transformatiolns affines agissant sur un simplexe en laissant xc fixe (‘un objet “geomi- 
trique”) et nous utilisons ce fait pour dCterminer certaines prop&es des &!monts extremau;c 
de A(xu). Une description d, ‘1 contenu de cet article est don&e i la Section 2. 
1 (I Introduction 
Soit on un simplexe de l’espace euclidien Rn (n 2 2) et wit x0 E cn 
un point donne. Dans ce travail nous nous proposons d’etudier le poly- 
tope convexe form6 de toutes les applications affines sur Rn qui ap- 
pliquent 0, en lui-mem’e tout en laissant fixe le point x0. 
Ce probleme a et6 souleve en particulier par Lindenstrauss et Perles [41 
et resolu seulement dars le cas oh x0 est le barycentre de 0,. D’ailleurs, 
cette question est un cas bien particulier d’un probleme tres difficile que 
nous decrivons maintenant. Soit V un espace vectoriel topologique lo- 
calement convexe et &pare, soit M un sous-ensemble compact convexe 
de V et soit x0 E K; caracteriser les points extremaux du convexe 
A(xo; K) constitue de toutes les applications affines concilues A sur V 
telles que A(K) G K et Ax0 = x0. A notre connaissance, un seul resultat 
a et6 obtenu dans cette direction et c’est le theoreme de Dubuc [3] 
qui ditque l’identite est un point extreme de A&,; K). 
Nous allons voir (Theoreme 3.1) que i’etude du polytope A(xo; QJ 
(que nous noterons plus simplement A(xo) quand ceci ne pretera pas a 
* La majeure partie du materiel de cet article est contenue dans la these de doctorat de l’auteur, 
“Transformations affines extremales agissant sur un simplexe en la&ant un de ses points fixes”, 
Universiti de Montreal, 1970, sous la direction du professeur Serge Dubuc. 
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confusion) est equivalente al’etude d’un poly,cope introduit par Revesz 
[6] dans le but de gen&raliser le fameux theoreme de Birkhoff [ 1 ‘J sur 
les matrices doublement stochastiques. 
L’equivalence ntre le polytope A(Q) et le polytope de Revesz de 
vient une observation tres utile surtout lorsque on realise qu’il leur tour 
ces polytopes ont equivalents au polytope de transport symdtrique 
introduit et etudie en assez grand detail dans 121. Cette observation 
semble tre la bonne facon d’aborder l’etude l:e A&$, et nous esperons 
qu’elle puisse marquer le commencement a une solution complete du 
probleme auquel nous faisons allusion au deuxieme paragraphe de cette 
introduction. 
Dans cettesection, nous allons fixer certaines notations et indiquer 
les prineipaux resultats inclus dans ce travail. 
Soit n un entier 2 2. Nous allons considerer les 3 polytopes convexes 
suivants: 
(a) Pour X = (A,, . . . . X,), un vecteur de Rn+l avec 0 < hi (0 < i < n), 
P(X) designera lepolytope defini comme suit: 
p(h) = (P = (Pii): 0 < i, j G I?; Pij 2 0, 
)=~=O Pij = l,OGj<n). 
On dira que P(X) est le X-polytope de Revesz. Pour une premiere tude 
du polytope P(h), voir l’article de Perfect et M&sky [ 5 J . 
(b)?ourX=(X07...,&)ERn+1, ob 0 < h; (0 < i G n), tout comme 
dans 121, on designe par T(X) le polytope de transport symetrique as- 
socie au vecteur X: 
2. Principaux rhdtats 63 
(c) Si x0 est un point d’un simplexe u, de Rn, on pose 
A@,) = A@,; o,,) = {A : Rn + Rn : A affine, A (oJ C CJ,,, 
Ax0 =x0). 
Les sommets (points extremaux) de CJ, seront denotes so, sl, . . . . ,T,~ (izt 
b(), q 9 *a-, S, ) sera note E(a,). De meme, nous noterons par EA(x,), 
EP(X), ET(X) les ensembles des points extremaux de A(xo), P(h) et 
T(X) respectivement. 
Lrn point x0 de CQ, peut etre represent6 par deux systemles de coor- 
donnees: tout d’abord par x = (x r , . . . , x,.,) ses coordonnees par rapport 
a la base canonique de Rn (d’ailleurs, par-tout dans ce travail, quand 
nous parlerons d’un point de Rn r6presc:nt.e par ses coordonnees, d’une 
application lineaire representee par sa matrice, etc. . . . . ce sera toujours 
relativement a la base canonique de Rn) et aussi par X = (X0, A,, . . . . A,) 
ses coordonnees barycentriques par rapport g on; pour indiquer cette 
correspondance on ecrira X = a(x). 
Tel que signal6 dans l’introduction, le resultat fondamental est le 
Theoreme 3.1 qui dit que, si x0 E on, les polytopes A(xo) et P(o{x,)) 
sont en bijection lineaire et que si de plus x0 appartient a l’interieur 
de u,, note ui, ii en est de meme des polytopes A(xo) et T(u(x~)). Nous 
indiquons aussi de quelle faGon on peut toujours ramener l’etude de 
A(x,) iI l’etude d’un polytope de transport merne lorsque :ro nest pas 
un point interieur a g‘n. 
Aux Sections 4 et 5 nous exploitons le Theoreme 3.1 pour determiner 
certaines proprietes typiques des points extremaux de A(x,). Ainsi, si 
A est un point extreme de A(xo), on montre que la somme des dimen- 
sions de toutes les faces de CT, qui contiennent les images A(.@, 
0 < k < n, est au plus egale i la dimension de la face de u, qui contient 
le point x0 (oh, bien entendu, on Bit qu’un poi:zt de un nppartient a In 
face F, si F est la face de CF,~ de plus petite dimension qui contient ce 
point). En particulier, on en deduit que si A est un point e?itritme de 
A@,), il existe au mains un sommet Sk de 0, tel que A (Sk) est aussi un 
sommct de u,. 
De plus, si on dit qu’une face F de uT, est accessible en partant du 
sommet Sk de un chaque fois qu.‘il existe Un point extreme A de A(xo) 
tei que 1’im:Ige de Sk par A appartienne a F, on peUt, lorsqz X0 est le 
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barycentre de o,, ou appartient A une mediane ou encore ti toutcs ses 
coordonnees barycentriques distinctes, caracteriser les faces accessibles 
en :bnction de leur dimension et de leur “position relative” par rapport 
A Sk. Ces resultats ont exprimes de facon precise n la Section 5. 
3. Le thbor&ne fondamental 
Le theoreme suivant in ique la liaison qui existe entre les differents 
polytopes que nous avons introduits en Sa Section 2. Quoiqu’il soit t&s 
simple, ce resultat, dont nous ferons un usage intensif dans la suite, 
nous semble tre la bonne facon &border le problbme. 
Thkorhe3.1.(a)SoientE.= (X,,...,A,)E1R”+l,Xi.>O,O~i~n,et 
A = diag(X,, At, . . . . X,, ). Alors 1 ‘application affine P + &I Ptablit une cor- 
respondance biunivoque entre le X-polytope de Revesz P(h) et le poly- 
tope de transport symitrique T(h). 
(b) Soit x0 E q, un point de coordonntks barycentriques (par rapport 
h (T,,) x = (X,, ‘..) A,). Alors les polytopes P(k) et A@,) (YUS comme 
sous-ensembkes de l’ensemble des applications lin6aires de IF1 en lui- 
mhle) sorzt en bijection affine. 
Preww La preuve de la partie (a) resulte d’un calcul immediat. 
A fin de prouver la partie (b) de ce theoreme, introduisons tout 
d’abord quelques notations. Nous designerons par S = (aii), 0 < i, j < n, 
la matrice definie de la facon suivante: 
Uij = Sij pourO~i0z-l,O~j<n, 
u *j= 1 pourO<j<n, 
oh pour chaque k, 0 G k G n, (Q~,...,s,._~ k) sont les coordonnees du 
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air les Vi sont Pes coordonnees barycentriques de x. De fscon plus com- 
pacte on ecrira 
s-’ ‘I = v. 0 
D’autre part, comme chaque transformation Sfine k c!e Rn en Pui- 
mtme peut s’ecrire 
Ax=Bx+a (xER~), 
air B : Rn + Rn est une ;Ipplication linkaire et CI = A(O), on ecrit A = (B, a) 
et on associe ii A la matrice I? = (I$, 0 < i, j < n, definie de la facon 
suivante: 
Y ij =bii si O<i,j< n-1, 
r ,lj =O si O<j<n-1, 
Y* rn =cli siO<Kn-1, 
ou les bij sont les elements de la matrice representant l’application line- 
aire B et les ai sont les coordonnees du vecteur a. On ecrira 
A chaque element A de A(x,) now associons la matrice B = SW1 RS 
Nous allons verifier que P) E P(X), oti X = 0(x0). Pour ce faire, on re- 
marque que les elements apparaissant sur la colonne j de P doivent etre 
les coordonnees barycentriques du vecteur A&-) qui appartient a cn par 
hypothese. DOIIC, si P = (pii), on a pij 2 0 et ZyzO Pij = 1 pour 0 Gi G n. 
De plus, 
Ph=S-‘R (xf) =S-’ (“p) yh. 
Inversement, si P E P(X) est don&e, on pose R = SPS’l. Si. ZZj denote 
la somme des entrees apparaissant sur la colonne j de la matrice S’*, on 
a Xi = 6jn pour 0 <i G n, de sorte que, puisque la somme des entrees 
apparaissant sur chaque colonne de P est 1, on obtient que la derniere 
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rang&t de R est (0, 0, . . . . 0, I), ce qui permet d’associer, de faGon unique, 
a chaque P E P(A) une transformation affine A = (B, a) sur IV. 
Nous completons la preuve en verifiant que A f A(xO). Soit x E CJ, un 
point de coordonnees baryceritriques v = (vO, . . . . v,), et soit p = 
(IQ), .**9 pn) = Pv. Alors pi = X7=0 pij Vj 2 0 et X7= 1/Ai = X7=0 (Zy=o pij)Vj = 1) 
d’ob 
T) =Sp= (JJ avecyEq,, p 
c’est-&-dire que A(cr,) C_ u,. Enfin l’egalite 
R Y ( I x0\ =sp+s)p “p ( 1 
entraine que Ax0 = x0. 
Remarque 3.2. Le .theoreme precedent fournit aussi une preuve de l’af- 
fkmation suivante: Si u, et ox sont deux simplexes de Rn, si x0 E on et 
si y. E ah est le point qui a les memes coordonnees barycentriques (par 
rapport 5 a;,) que celles de x0 (par rapport a on), alors les ensembles 
convexes A(xo; o,.‘, et A(y,; 0;) sont affinement isomorphes. 
Remarque 3.3. AFin de rendre encore plus utile le theoreme precedent, 
nous decrivons la faGon d’obtenir les points t:xtremaux de P(h) dam; le 
ca: oil certaines cles composantes de X sont nulles. Pour fixer les idles, 
now skpposons clue h = (X0, . . . . X, , Xk+ 1, . . . . A,), oh hi = 0 si 0 G i < k et 
Xi > 0 sU ii + I 6: I: < n. On verifie alors assez facilement que P E EP(X) si 
et seulement si .P est de la forme 
p= 1); , ( ) 2 3 
( 1 Pl _ oti P, E EP(v) (oti v = (Xk+l, . . . . A,)) et IpJest une matrice d’ordre 
(12 + 1) X (k + 1) dans laquelle exactement un element sur chaque co- 
lonne est egal a 1 tandis que toi IS les autres sont nuls. En particulier, on a 
cad WA) = (n + l)k+l card El+). 
Si nous traduisons ce resultat pour le polytope A(+), nous obtenons: 
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Proposition 3.4. Soierzt 0 < k, < k, < . . . < k, < n, 0 < Y < n, des entiers 
donnh. Supposons que X0 E CO ({SO, . . . , Sn I\ (SkO, . . . , Sk,}) = 0, _r_ I. (02 
Co dhigne l’enveloppe convexe comme par la suite). Aiors 
A E EA(x,;Qn) * A(‘:skQ* mu*, Sk,)) 2 {sot ***, sn),A(on_,_1) C 
et l’application A restreinte d (J,_,_~ est un point extrhne de 
A(xo; on-,-1)* 
u n-r-17 
C’est done dire que nous pouvons restreindre l’etude du polytope 
A(x,; un) au cas oti x0 E 0; car autrement on ramene le probleme ;i un 
autre du meme type en dimension inferieure. 
Quant au cas oh\l h = (O,O, . ..) O), le polytope P(A) correspond au cas 
oh on n’exige pas qu’un point preassign6 de un reste fixe, et on cherche 
done a determiner l’ensemble des transformations affines extremales de 
u, en lui-meme. Dans ce cas, A est extreme ssi A(Eu,) G Eu,. I1 existe 
done (n + 1) n + 1 telles transformations extremes. 
Remarque 3.5. Le Theortime 3.1 nous permet d’ameliorer considerable- 
ment les resultats de Perfect et Mirsky [5] obtenus pour le polytope 
P(X). Nous avons signal6 ces ameliorations dans [2]. 
4.. Quelques propri&s des points extrhaux de A(x,) 
Econcons tout d’abord une proposition qui indique que meme dans 
LPI cas en apparence assez simple (celk oti nous demandons que le point 
x0 devant etre Iaisse fixe appartienne a une mediane de CJ,), notre pro- 
bleme est complexe et les resultats un peu surprwants. 
Proposition 4.1. Suit r, 0 < r < n, UN entier. Pour t E [ 0, 1 ] p icrivoras 
x(t) = ts, + (1-t)b,, 
oh b, est le barycerztre du sirnpIexe Co({+ , . . . . s, )\{.s,)). A~OKY la fcmc- 
tion J/ : [ 0, 1 ] + N difinie par 
J/(t) = card EA(x(t)) 
est constar2te sur chacun des n + 4 irztervalles Ij7 -?. < j < n+ 1, &mm% 
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I-2 = .CO), I0 = (l/(n t KL In+1 = w, 
I_1 = (0, l&z + l)), 11 = (l&l + 11, 2102 +2N, In = L+, 11, 
4 = []/(s t j), (j t l)/(n + j + 1)) pour 2 G j < rE - 1. 
Cette partition de [O, 11 est indkpemlante de r. 
Le lecteur pourra prouver cette proposition en utilisant le Theor&me 
3.1 et les resultats des Sections 5 et 6 de [ 21, oh il trouvera en outre une 
expression donnant les vzleurs 3/(t). Ainsi, il pourra verifier l’exactitude 
des nombres apparaissant dans les Figures 4.1 et 4.2, oh nous donnons 
le graphique de la foncticn 9 dans les. cas n = 3 et n = 4. 
Signalons enfin que le lecteur trowera dans [ 2, $41 la decomposition 
remarquable de o2 associee a notre nrobleme. 
Iwliquons maintenant quelques rkultats generaux, c’es,t-a-dire valides 
quell& que soient les proprietes geometriques particulieres du point x0 
de o’,. 
Notre premier resultat est tres nature1 et intuitif. Ce qui est remar- 
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Fig. 1. 1.a fonction $(t) = card EA(x(t)), c?h x(t) = ts,.+ (1 - t)h,, dans le cas n = 3. 
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Fig. 2. La fonction $(t) = card EA (x(t)), oh x(t) = tsr + (1 - t)b,, dans le cas ti 5 4. 
ThCorhme 4.2. Soit x0 E u, et soit A E A(x,) un point exfrsme. Ak~s 
il existe au moins un sommet sj de IT, tel que 
A@-) E {so, sl, . . . . ~~1. 
Preuve. Soit ?? = (X0, . . . . X,) les coordonnees barycentriques de x0. Si au 
Lioins un des hi est nul, le theoreme est vrai en vertu de la Proposition 
3.4. Supposons done que Xi > 0 pour 0 G i G n. Soit T= (tii) IWment 
ext&me de T(X) en correspondance biunivoque avec A. Comme ET, le 
graphe positif de T, ne contient pas de cycles (voir [ 2, Theo&me len 
8 2 J ), il existe un j. tel que 
card {(i, jo) : 0 G i < n, tiio > 0) = 1, 
ce qui signifie precisement que A(sjo) est un sommet de o, . 
Remarque 4.3. Dans certaines situations on peut evidemment ren&rcir 
beaucoup la conclusion du theoreme 4.2. Ainsi, le theoreme de Birk- 
hoff permet d’obtenir directement le resultat suivant: Si x0 est le 
barycentre de on, alors ~1 E EA(xo) si et seulement si Ax, = x0 et 
A( E o,,) = E 0,. Mais un .:el resultat est loin d’etre typique. Ainsi, si ~0, 
est un point de CJ~ dont ‘:outes les coc!rdonnees barycentriques sout dis- 
tinctes, la seule transformation affine extremale de A(xo) telle que 
A(Eo,) 2 E u’, est la transformation identite. En efffet, soit 
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x =’ 0(x()) = (X,., . . . . X,), ou on peut supposer que 0 < Ih, < . . . < X,. Si A 
er voie tous les sommets de cm sur des sommets, il correspond a A un 
point extreme :r de T(A) qui possede une seule entree non nulle sur 
chaque zolonne. I1 suit que T = X0 @ S, oh S est un point extreme de 
-Ccl), P = (A,, . ..T X,), et par recurrence que T= diag(X,, h,, . . . . An) et 
dl)nc que A est l’identite. 
Nous allons maintenant voir que le Theoreme 4.2 peut &se deduit 
d”un resultat plus general. Mais pour enoncer et demontrer ce resultat 
nous devons tout d’abord introduire trois definitions. 
!Soit X = (X0, . . . . X,) E Rn+l (supposons que 0 < X0 G X1 G . . . < h,), 
et sioit r = c1c2 . . . cl E Z$l+I (le groupe des permutations de l’ensemble 
cc), 1, l **, n)), ou les ck = (iI, i2, . . . iJ sont les cycles disjoints de w. 
Supposons les notations choisies de telle sorte que i,, = 0 et 
ilrt = min {i,,, . . . . isk} pour 0 < k < 1, et definissons la matrice Tn = (tii) 
de la fagon suivante: 
(i) Si c;< = (ilk) = (iO) est un cycle de hgUeUr 1, on pOSe ti,i, = Xi . 
0 
(ii) si c*k = (ilk... isk) est un cycle de longueur s > 1, on pose 
tirk izJc = tizk i3k = ti,k ilk = Ailk, et ti,k irk = Xirk - hilk pour 2 G Y G S. 
(iii) On. utilise les regles (i) et (ii) pour k = 1, . . . . Z, et ensuite on pose 
t ij = 0 pour les autres (i, i). 
11 est clair que Tn E ET(X) et que si T E Sri+++ , r f T, alors TX # T7’ 
D3initio:n 4.4. Soit 7r E Sn + 1 et soit x,, E 051. L’element de EA(x,) en 
ccwrespondance biunivoyue avec T,, E ET(a(;ro)) defini comme plus 
haut sera dit la transformation afflne extrkmale induite par la permuta- 
ti4n ?r et sera note A,. 
n%%nitiOtI 4.5. Soit Sk un sommet de on, et soit A E A(xO). Si Y, 
@ sh r < II, est le plus petit entier tel que A(sk) appartient a une face de 
c, de dimension r, on dira que Sk est, relativement a A, de potentiel r, 
et on &xh pA’(,$) = r, tandis que le plus petit entier r tel que x0 appar- 
t enne a I ne faw de U, de dimension r sera appele la valence de x0, et 
sera note u(Xo). 
Exempk 4 6. Si x0 est le barycentre de an, alors le theoreme de Birkhoff 
per-met d’ailrrrnsr que pour chaque k, 0 < k < n, et pour chaque 
A E E&to), OII ‘1 pA (Sk) = 0. 
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ThCor&me 4.7. Soit x0 E on. Pour chaque point extreme A de A(xo), on 
a l’inkgalitt? 
De plus, si x0 est tel que toutes ses coordonnfies barycentriques non 
nulles sent distinctes, alors pour chaque m tel que 0 G m G v(x,) il 
existe A E EA(x,) tel que zizo pA (sk)= m. 
Preuve. Supposons tout d’abord que x0 E o;, et supposons au contraire 
qu’il existe A E EA(x,) tel que Z~=,p, (sk) > n. Soit T = (tii) i’element 
de T(u(x~)) en correspondance biunivoque avec A et posons 
Cj = card ((i, j) : 0 < i < n, tij > 0). 
On a 
” C PA(Sk)= C [Cj- 11, 
k=O j=O 
ce qui implique que 
g Cj > 2(n+l). 
j=O 
Mais puisque T est une matrice d’ordre (n + 1) X (n + I), il suit quc K, 
contient un cycle. Ce qui est contradictoire. 
Quant a la deuxieme partie de l’enonce, supposons tout d’abord que 
les coordonnees barycentriques de x0 sont toutes non ~111~ s, et sans 
perte de generalite que 0 < X0 < X, < . . . < h,. Alors I., pplication affine 
induite par la permutation (012 ..* m) (m + 1) . . . (n) repond a la ques- 
tion. Le cas general du theor&me suit alors de la Proposition 3.4. 
Nous pouvons tirer plusieurs consequences du Theoreme 4.7. Signa- 
lons seulement que l’inegalite (*) implique en particulier que pour au 
moins tin k on a PA (Sk) = 0, et 
Theoreme 4.2. On raisonne de 
suivant: 
done on obtient ;_nre autre preuve du 
facon analogue pour obtenir le corollaire 
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Corollaire 4.8. Si A est un point extreme du A(+-,) tel que pour un cer- 
tain k, A(sR) E 0;. ABors A[Eo,\{s& c Etr,. 
5 Faces accessibles . , 
Dans notre contexte, le concept suivant est naturel. 
Definition 5.1. Etant don& x0 E O, et etant don& r, 0 G Y < n, OTT dira 
qu’une face F de O, est (x0, r)ucwssibZe s’il. existe un point extreme A 
de A(xo) tel que A(s,) E F. 
Exemple 5.2. Si x0 est le barycentre de u,, alors pour chaque r, une face 
F de c’n est (x0, r)-accessible ssi F est un de:; sommets de u,. 
Exemple 5.3. Si x0 E 0: apgartient B la mediane issue du sommet sk 
(malis x0 n’est pas le barycentre de on) et si ~1 et v sont les 2 nombres 
positifs tels que p + nv = 1 qui permettent de donner les coordonnees 
arycentriques de x0, on peut, en fonction des valeurs respectives de g 
et v, caracteriser les faces accessibles de la facon suivante: 
(i) Si p c v, la face F er;t (x0, k)-accessible ssi F est un sommet, tan- 
dis que pour Y # k, F est (A:~, r>-accessible ssi dim F < 1. 
(ii) Si 2v :> I_C > v, quel que soit r, la face F est (x0, r)-accessible ssi 
dim&‘,< I. 
(iii) Enfin, si p est le plu,s oetit entier entre 3 et 12 + 1 tel que pv > p, 
alors I7 est (x~, k)-accessible ssi dim F < p - 1, tandis que pour r # k, F 
es{ (x0, r)-accessible ssi F est un sommet. 
Geometriquement, on peut realiser que <es r&hats sont plausibles. 
La preuve est contenue de facon implicite dans l’enonce du Theoreme 
5.2 de [2] pour (i) et dans la preuve du Theoreme 6.1 de [2]pour (ii) et 
(iii). 
Nous d%mS maintenant donneT des conditions suffisantes pow qu’une 
face soit accessible et, da;ls un cas que nous allons indiquer, voii que 
ces t:ondit ions son t aussl necessaires. 
ThCdme 5.4. Soit x0 E oi un ,voint dont toutes Zes coordonn&es bary- 
ten hques (&, , . . . , A,) sont distinctes, et soit n E S,,+1 la permutation 
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definie par la relation 0 < h,,, < XztI) < . . . < h,, ,,,. Soit r, 0 < r < n, 
un en tier. Alors : 
(a) si F est une face de o, telle que 
(i) dim F < ‘wwl(r), . 
(ii) F rencontre le complementaire de la face F, = Co Isn(o), 
%(l)~ .*” s7r(,r-‘(r,-1 1, 
on a que F est (x0, r)-accessible. 
(b) Si de plus les nombres h,,, . . . . X, sont lineairement independants 
sur Z et si XncO) + . . . + Xn+_ll < &), F est (x0, r)-accessible ssi F satis- 
fait les conditions (i) et (ii). 
Note. Dans le cas 013 n(O) = r, la condition (ii> doit etre consider& * 
comme une condition vide et la condition (i) peut se lire: F est un sow 
met de (J,. 
Preuve. Sans perte de generalite, on peut supposer que 7r est l’identite. 
Commencons par dhmontrer que sous les hypotheses de (b) les condi- 
tions (i) et (ii) de (a) sont necessaires. 
Ces resultats ont leur inter-et en soi dans le cas des polytopes de trans- 
port symetriques car ils indiquent que certaines voies sont bloquees et 
c’est pourquoi nous les enoncons independamment sous forme de lem- 
mes, desquels on deduit facilement les necessites requises. 
Lemme 5.5. Supposons que les nombres X,, X,, . . . . X, sont lineairement 
independants sur Z et sont tels que 0 < X, < h, < . . . < h,. Alors pour 
chaque point extreme T = (tij) de T(h) et pour chaque j, 0 < j < n, on a: 
Preuve. L’inegaliti?. est trivialement vraie pour j < n et aussi vraie pour 
j & n - 1, car si au contraire j G n - 1 et tij i 0 pour 0 < i < n, il existe 
un i, tel que tioq = A, et on a l’absurdite Ai =: Zt=e tiok 3 A,. 
Voyons que i’inegalite est aussi vraie pour j < n - 2. Supposons le 
contraire, et supposons qu’il existe un seul t, tel que tiO,l_* = 0 (sinon 
on se ramene facilement B ce cas). Distinguons les 2 possibilites sui- 
van tes: 
(a) i, < n. A,:ors il doit exister exactement un i, # i, :el que tilt, > 0 
et tion :> 0, et done on a t, n_l = A,_,. D’o~ 
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n 
c t nk ‘” X,, - J&l_,, 
k=O 
k#tZ-I 
ce qui est incompatible avec l’independance lineaire et le fait que 
t nn-2 J: 0. 
(b) i, = n. Dans ce cas, on peut supposer que t,, = h,, (autrement on 
r&p& l’argumentation en (a)) et done que T= S @ X,. Appliquant ce 
qui pkc&de g la matrice S on a que ceci est impossible. 
Supposons maintenant le lemme krifie inductivement pour 
j = IT:, n - - 1, . . . . r 4 1, et supposons qu’au contraire l’ensemble 
I, = (i : 0 < i < n, ti, > 0) est de cardinalitk > Y + 2. Aiors il cxiste 
i0 $ Ip et i, # i0 tels que tion > 0 et tiln > 0 (car autremeni on contre- 
dit l’hypothke d’induction ou le fait que T ne contient pas de cycles). 
De meme, considerant la sous-matrice obtenue de T en retranchant la 
rangke et la cdlonne yt -- 1 et utilisant ti nouveau 1’hypothGse d’induction, 
l’hy,poth&e d’independance et le fait que T ne contient pas de cycles, 
on ob.tient yu’il existe i, et i, tels que i2 6 Ir, i, # i,, i2 # i, # i, et 
t* lzn-- I > O9 ti3n_l > 0. Par rkurrence, on d6termine de cette faGon des 
entkrs distincts i,, i,, . . . . i2(n_r._lJ dont aucun n’appartient ri I, et tels 
que f!Tk”_k > 0 pour k = 0, . . . . 12 - r -. 1. Ceci est dej:jg contradictoire si 
card I,. > r + 2. D’autre part, si card I,. = r + 2, pour 6viter la presence 
d’un cycle nous devons avoir qu’il existe un i* tel qut: ti*r+l = X,,. 1 et 
aiors il y a contradiction avec I’indCpendence lineaire. 
Lemme 5.6. Soit r, I < Y < n, WI entie,r dorm&. Suppasons que 
A,. x,, ‘s-t X, sont des nombres positifs tels que 
h, + A, + ..= + A,_, < A,. 
A~o.u POW chaque T = (tij) E T(X) OH a 
{i: rGi<n, tir>O}f(D. 
Preuve. Si, au contraire, il existe T z (tii) E T(X) tel que ti, z 0 pour 
r<i<n,ona 
r-l 
hr = z) tir G ho + aa* + Xr__l. 
i=O 
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Nous allow maintenant prouver la partie (a) du Theo&me 5.4 e:t 
pour ce faire nous pouvons, comme nous l’avons signa& supposer que 
n est I’identite. Nous procederons de la faGon suivante: tout d’abord . 
on considere le cas Y = n, puis le cas r” = yt - 1 et ensuite on utilise un 
pro&de recursif pour les autres valeurs de Y. Dans ce qui va suivre, fi 
designera une face de 0 ._,? satisfaisant les conditions (i) et (ii), et nous 
allons, pour un r donne, prouver le theoreme de faGon recursive sur la 
dimension de F. 
Si p = (A,, . . . . A/_11 ++I, . . . . X,) E Rn , on denotera par T(X; hf) le 
polytope T(p), par (T$, l’ensemble ET(A; At), et on conviendra d’inter- 
preter h._, comme etant Cgal a 0. 
(I) Supposons que r = n et que dim F = n - k, 0 < k & n. 
(I. I) Considerons tout d’abord le cas k = 0. Soit la matrice 2’ = (tij) 
definie de la faGon suivante: ti i_ i = Ai-1 si 1 < i < n, tin = hi - Xi_1 si 
0 G i Gn, et tij = 0 autrement. 11 est clair que T permet de definir un 
point extreme A de A(Q) tel que As, E F. 
(1.2) Supposons maintenant que 1 G k < ~1. Dans ce cas, il nous faut 
montrer que si 0 < i, < i, < . . . < i, < n soid don&, il existe 
T=(tii)“ET(X)telquetign=O,s=l ,..., k,etti,> Osii$ (il ,..., ik}. 
Par hypothese d’induction on suppose qu’il existe un point extreme 
de T(X) possedant exactement s entrees nulles sur la derniere colonne 
(O<sCk),s f au en position (n, n), et que le theoreme est vrai dans Rm, 
m < n. Soit dlonc S = (sii) E (T& un point possedant exactement k - 1 
entrees nulles sur la derniere colonne aux positions (i2, n), . . . . (ik, lrt). 
Definissons alors T = (t$ en augmentant la matrice S d’une rang&: elt 
d’une colonne (la rangee et la colonne i, ) et en posant tit i 1 = Xi 1 , 
.= t’ tiil 
111 
= 0 si 0 < i, j < n et (i, j) # (il, il). I1 est clair que T repond 2 
la question. 
(II) Supposons que Y = n - 1 et que dim F= (IZ - 1) - k’, oti 
0 < k’ :< n-l. Si on pose k = 1 + k’, il nous faut montrer que pour 
chaque 0 < i, < i, < . . . < i, < n avec (ik_l D ik) f (n - 1, n), il exisfe un 
point extreme T = (tij) de T(X) tel que tisn_l = 0 pour 1 < s *G k: et 
t in-1 >Opouri$ {il,...,ik). 
(II. 1) Soit tout d’abord k = 1. Si i, = n, il suffit de prendre T = 3 @ A, 
avec SE (Tn& un point ne posskdant aucune entree nulle sur sa der- 
n&-e colonne. 
Supposons done que O < i, S. n - 1. Soit alors S = (s$ E (T,), up1 
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point ne posddant aucune entree nulle sur sa derniere colonne; puis 
defin&sons T = (pii) de la facon suivante: 
t . . = s.. lJ V siOGi,j<n--l,(i,j)#(il,n-l), 
t- 11 n-l = 0, 
t nn-l= rln t’ =Siln_l =Xil -~i,-l, 
t nn x An - Xi1 + Ai, -1, 
t ij = 0 autrement. 
Comme til n_l = 0 et ES (le graphe positif de S) ne contient pas de 
cycles,, il en est de meme de E,, et il suit que T est la matrice cherchee. 
(11.2) Soit k > 1. ConsidCrons. trois sous-cas: 
(11.2.1) St&osons tout d’abord que i, < 13 - 1. Bar hypothese d’in- 
duction on peut choisir SE (T,Q, un point possedant exactement k - 1 
entrees nulles sur sa dernierc colonne aux positions (iz, n - l), . . . . 
(ik, n - 1). 11 suffit de definir T G T(X) par le mtme procede que celui 
utilise en (II. 1) en remarquant qu’encore une fois on aura t,, > 0. 
(II.2.2) Soit i, = n et i,_, # n - 1. 11 suffit alors de choisir S E (T,), 
un point possedant exactement k - 1 zeros sur la derniere colonne aux 
positions (is, n - 1)pour lGs4 k- 1 (ce qui est possible car ik_r # n - 1) 
et de definir T = S @ A,, . 
(II.2.3) 11 reste A considerer le sous-cas oh ik = n - 1. Soit S choisie 
comme en (11.2.2) et definissons T tie la facon suivante: 
t 
__ 
ij - Sij sn’O<i<n-2,O<jGn-1, 
t- z tn_1 j rn =O siOG<n-2,O<j<n--1, 
t n-in 
= IJ\ V-19 t vvn = A, - h-1, 
t nJ *=Sn-lj siOGj<n-1. 
Puisque (n - 1, n - 1) E ES, on verifie sans peine que T reponti. h la ques- 
tion. 
(III) Supposons que r est tel que 0 < Y < n - 1. I1 nous faut demontrer 
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que pour chaque k, n - r G k < n, pour chaqut: 0 < i, i i, < . . . < i, G n 
tel que (it_n+r, . . . . ik) # (r, r + I _ . . . . n), il existe un point extreme T de 
T(X) possbdant exactement k entrees nulles sur la colonne Y aux posi- 
tion!{ (i,, r), 1 G s G k. 
Jusqu’ici, nous avons dkmontrb le th6o:Gme pour Y = n (I) et pour 
r = n - 1 (II). Par hypothbe d’induction, nous supposons le theoremc 
vrai pour chaque r’ tel que r < r’ < n et qu’il est aussi vrai dans Rm, 
m SC n. Considbrons deux cas: 
(III. 1) ik = n. Comme alors (i;i_n+t, ..,, i& # (r, r + 1, . . . . n - l), on 
peut choisir S = (Sij), 0 < i, i G n - 1, un point extreme de T(X, Ai) ?el 
que JYitr I= 0 si 1 < t < k - 1 et Sir > 0 si i 6 {i,, . . . . ik_l 1,. I! suffit alors 
de prendre T = Se A,. . 
(IllI.2) i, < n. Deux sous-cas ont g considkrer. 
(111.2.1) (ik_n+r+l , . . . . ik) = (r, r + 1, . . . . n -- 1 j. On peut alors choisir 
SE (Tn)e un point possedant exactement k -- 1 entrees nulles sur la co- 
lonne r en position (is, r), I. < s < k - 1. Comme (~2 - 1, r) E Es, il suffit 
de d6finir T de la meme facon qu’en (11.2.3). 
(111.2.2) (iic_,n+r+l, . . . . ik) # (r, . . . . n - 1). Choississons SE (T;,), un 
point posddant k - 1 entrees nulles sur la colonne r en positions (i,, v), 
2 < s < k (ceci est possible par hypothbse III.2.2,1 et definissons T de la 
meme facon qu’en (11.2.1). 
Le lecteur verifiera sans trop de peine que les matrices 7’ ainsi definies 
sont des points extremaux du polytope T(x) telles que {(i, r) : (i, rb E- &- > 
est precisement l’ensemble demand& 
Remarque 5.7. En utilisant la formule 
et en etudiant attentivement la preuve du Thkoreme 5.4, le lecteur v&-i- 
fiera que nous avons construits (n + 1) 2jz elements de EAfx,) (dont 
(n $- 1)2n-- 2n sont distinct@ qui jouissent des propriiftes gZom6triques 
mentionnees d.ans le Theoreme 5.4, et que parmi ceux-ci, (n + 1) 2n 
- (n + 1)2 ne scmt pas des transformations induites par une permutation 
de CO, 1, . . . . n :I (au sens de la Definition 4.4). 
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