Abstract This study proposes an automatic noise estimation method based on local statistics for additive white Gaussian noise. Noise estimation is an important process in digital imaging systems. For example, the performance of an image denoising algorithm can be significantly degraded because of poor noise level estimation. Most of the literature on the subject tends to use the true noise level of a noisy image when suppressing noise artifacts. Moreover, even with the given true noise level, these denoising techniques still cannot attain the best result, particularly for images with complicated details. In this study, a patch-based estimation technique is used to estimate for noise level and applies it to the proposed blind image denoising algorithm. Our approach includes selecting low-rank sub-image with removing high-frequency components from the contaminated image. This selection is according to the gradients of patches with the same statistics. Consequently, we need to estimate the noise level from the selected patches using principal component analysis (PCA). For blind denoising applications, the proposed denoising algorithm integrates the undecimated wavelet-based denoising algorithms and PCA to develop the subjective and objective qualities of the observed image, which result from filtering processes. iment results depict that the suggested algorithm performs efficiently over a wide range of visual contents and noise conditions, as well as in additive noise. Associated with different conventional noise estimators, the proposed algorithm yields the best performance, higher-quality images, and faster running speed.
Introduction
In the field of image processing, noise level is a crucial parameter that can affect numerous subjects of study, such as denoising, segmentation, super-resolution, deblurring, and registration [1, 2] . Contaminated natural images generally need to be corrected and modified based on noise variance. In practice, however, only noisy input images are available, and thus, users should work only with the noise level that has been provided beforehand. The estimation of additive white Gaussian noise (AWGN) in digital natural images has been studied for many decades. Noise estimation methods can be classified into wavelet- [3, 4] , fuzzy- [5] , filter- [6] [7] [8] , block- [9] [10] [11] , and patch-based approaches, as well as statistical and hybrid approaches [12, 13] . Wavelet transform is utilized in [3, 4] to isolate the noisy coefficients in the first diagonal band level, and then, the absolute value of the contaminated coefficients in the first sub-band is estimated. However, wavelet-based techniques tend to overestimate noise in digital images that have complicated structures, edges, ridges, and high-frequency components. Conversely, in transformbased algorithms, the noisy image is first transformed into domains, which are then used to estimate noise. The estimated noise level proposed in [14, 15] utilizes the noise variance values in the singular value decomposition domain. In these methods, singular values are divided into two main parts, and then, the part contributed by the original (noisefree) image is assumed stationary.
However, noise variance may change because of low noise levels or high-frequency components. In addition, in filterbased approaches, as presented in [16, 17] , the contaminated image is first filtered via a high-pass filter to reduce noise in image clusters and structures. The second step is to compute noise variance from the difference between the noisy and reconstructed images. In filter-based methods, the theoretical assumption of noise that will result from the difference between two images is a pivotal challenge. However, this assumption is not practically true, particularly if the contaminated image has complex and high-frequency structures or delicate textures. Finally, in patch-based approaches, as shown in [12, 18, 19] , the noisy images are decomposed into a group of patches. A single-image patch can be presented as a small window in the original image with a patch size of N × N . The intensity in each patch is computed as the patches with the smallest standard deviation among the decomposed patches under investigation. The noise model can cause intensity variation in a homogenous patch. Accordingly, Shin et al. [12] proposed a patch-based technique where they selected the patches whose standard deviations of intensity are close to the minimum standard deviation among decomposed patches; then, they computed the noise level in the selected patches. Despite the simplicity and efficiency of this algorithm, it overestimated the performance in noise level for small noise level cases. This algorithm also demonstrated underestimation behavior in large noise levels because of the variations in patch selection results that depend mainly on the input image and the noise level. In a recent study conducted by Zoran and Weiss [20] , a statistical approach to analyze images filtered via discrete cosine transform (DCT) was proposed. They suggested that the change in kurtosis values resulted from the introduced noise. In practice, the pivotal issue in block-based approaches is identifying blocks with the same contents, i.e., homogeneous blocks. A novel hybrid approach was developed in [13] . The contaminated image was first tessellated into a group of blocks. A Sobel edge detection procedure with a self-determined threshold was then adopted for each block to identify homogeneous blocks with similar features and eliminate structures or textures from contributing to noise level estimation. Another study, conducted by Amer and Dubois, utilized the Laplacian operator to select the most homogeneous patches; then, the blocks whose its variances were very close to the specific block as uniform size were selected [10] . In practice, this method is considered a highly accurate technique in high-frequency image types; however, it exhibits low performance and reliability. To improve the performance of this technique, the most uniform blocks with extremely small local variances should be selected. However, the underestimation problem remains evident even with this modification [21, 22] . In this regard, the noise level σ n can be classified according to whether it is provided or not. Noise level σ n can be categorized into blind and non-blind noise reduction. In the case of non-blind noise reduction, the noise level σ n is studied as a provided factor. On the other hand, in the blind noise reduction the noise level σ n is unknown, and thus, it should be estimated together with the denoising process.
Theoretically, setting noise level parameters is the vital problem in image noise reduction algorithms. Recently, most denoising algorithms presented in the literature are non-blind denoising types, which state this issue using manually available true noise models. Conversely, although the noise level is provided, the performance of non-blind noise level reduction is still not always the best. Consequently, two approaches can improve the performance of denoising algorithms. First, the algorithm structure and its details are enhanced, accordingly, the non-blind image noise reduction algorithm with the real noise level always exhibits high efficiency. Second, the internal noise level parameters are adjusted and tuned for the non-blind denoising algorithm; that is, the noise level is estimated during denoising processes. The main consideration in this study is estimating noise level. First, a robust noise estimation technique is proposed. Then, the interior noise level parameters are tuned to further improve the blind denoising algorithm, which contains the noise level assessment and the non-blind noise suppression processes. The rest of this study is prepared as follows. Estimation of noise using principal component analysis (PCA) is elaborated in Sect. 2. The proposed algorithm for noise model estimation is presented in Sect. 3. The blind denoising image algorithm is discussed in Sect. 4 . Detailed experiments and results are depicted in Sect. 5. Finally, the conclusion is provided in Sect. 6.
Noise level estimation using PCA
In the case of the patch-based noise model estimation technique, a group of patches is derived from the contaminated signal in a raster scan. In the proposed algorithm, the windowing approach is applied to each patch and then slide pixel by pixel until every single patch is covered. Consequently, the tested patches overlap, and the data model of each patch can be expressed as
where N denotes the patch number; x i is the ith original patch with size M × M represented in a vectorized layout, and every single patch is clarified via its central pixel; z i shows the observed vectorized patch contaminated by independent and identically distributed noise. The additive Gaussian noise vector is represented by n i with zero mean and variance σ 2 n . Furthermore, the noise vectors of overlapping patch pairs exhibit a correlation. However, non-overlapping patch pairs mostly appear in the generated patches. To simplify the issue of overlapping, noise vectors are assumed to be completely independent with uncorrelated behavior among all patches. The input noisy sub-images can be studied as data set in Euclidean forms. The variance of the noisy image is then projected onto a particular axis. In addition, the orientation of the axis can be defined using the unit vector u. In accordance with the earlier assumption that the noisy signal is considered uncorrelated, the variance of the projected image details can be expressed as
where V u T x i reflects the variance of a group of patches represented by x i in the u direction; σ n is the standard deviation of AWGN; and u min represents the minimum variance direction, which can be determined using
Moreover, the maximum variance formula presented in [23] is computed using PCA. The lowest variance orientation can be defined using the eigenvector associated with the minimum eigenvalue in the covariance matrix, which can be expressed as follows:
where M is the original signal, i.e., the overall patches or subimages. The variance of the target patches, which is sorted along the minimum variance orientation, is mostly equal to the minimum eigenvalue of covariance matrix. Consequently, the following equation can be derived according to the analysis of the least variance orientation:
where y represents the covariance matrix of the contaminated patches y, z is the covariance matrix of the original patches z i (noise-free patches), and γ min reflects the minimum eigenvalue of matrix .
The decomposition of the minimum eigenvalue of the covariance matrix of the contaminated sub-images is depicted in (5) . Consequently, the noise model can be easily estimated. However, this decomposition problem is an ill-posed issue because the minimum eigenvalue of the covariance matrix of the original sub-images λ min z is unavailable. Despite this shortcoming, noise level can be estimated by utilizing advantage of the features of a digital image. That is, the redundancy and repeated texture of natural digital images are utilized. In addition, the data of digital images span only lowdimensional framework. If the data of patches {z i } ∈ R N ×N span a subspace with dimensions less than N × N , then such sub-images or patches are called low-rank patches.
Accordingly, the minimum eigenvalue of the covariance matrix γ min z is presumed to be zero. Theoretically, the additive Gaussian noise model exhibits the same power in every direction, and all the eigenvalues have the same value along with their power spectra. The noise level can be estimated accordingly by utilizing the subspace spanned through the eigenvectors of the covariance matrix y with zero eigenvalues as follows: Figure 1 depicts the illustration of the eigenvalues for a natural digital image (Peppers) and its Gaussian noise. However, the redundancy hypothesis is not always correct, particularly for images with rich details and complicated textures. To elaborate the result of the PCA-based noise level estimation approach, two examples are shown. The Tank in Fig. 2a represents a scene with simple textures and fine structures. In this scene, most patches are considered to be low rank. The smallest eigenvalue of the digital image groups in the noise-free image patches in this benchmark image is nearly zero. Consequently, the suggested PCAbased approach can completely estimate the noise model levels, as shown in Fig. 2b .
Conversely, Fig. 3a depicts the benchmark image Monarch. This image exhibits complex details, and its fine texture is convoluted in sections where it contains rich edges and ridged scenes. The minimum eigenvalue of the patches in Monarch is greater than zero. Consequently, the proposed PCA approach overestimates noise model level, particularly at low noise scale, as depicted in Fig. 2b . The images with mainly low-rank patches have textures with strong correlation among their patches, and images with low correlation lead to overestimated noise level results. In the case of an image with rich textures, such as Monarch in Fig. 3b , the proposed algorithm PCA slightly overestimates the noise level. To address this shortcoming, one possible approach is to detect collections of low-rank sub-images (e.g., the most similar group of patches and sub-images with the same configurations) from the contaminated image. Generally, patches that contain similar high-frequency components, such as edges, corners, or fine textures, are also examples of low-rank patches. However, collecting all types of low-rank patches, particularly in the presence of a high-noise model, is a dif- ficult and complex task. In this study, low-rank patches are detected without high-frequency components, which are simple to identify and yield more compatible results for noise reduction applications, as discussed in the next section.
Proposed noise model estimation algorithm
In this section, the two main parts of the noise estimation technique are discussed: patch selection and iterative framework for estimation of noise level.
Patch selection algorithm
Patch-and sub-image-based noise estimation approaches rely on the noisy image and its noise type. The contaminated image is classified into a group of sub-images in a raster scan based on its geometric structure. In this section, finding the suitable patches and selecting them from their noisy counterpart is important to analyze image structure.
The variance of an image patch is mostly utilized. Lee and Hoppel [24] found a technique that could address homogenous patches. In this technique, they considered the patches which have smallest variance homogenous. Pyatykh et al. [18] proposed an approach to classify different patches with the same structures and that have a small amount of variance, whereas patches with large variances are eliminated. Although their method is time-saving and simple, it resorts to overestimate noise level. In addition, the poor performance of this method can be justified because of its rich textured images and patches in high noise levels. In lowlevel local variance, the patches are not always homogenous. To improve the previous method, Shin et al. [12] extended their algorithm by utilizing an adaptive threshold value for patch variance in order to choose noisy patches. However, the selection remains far from ideal because of the complicated structure of most natural images. Amer et al. [10] suggested a technique to solve the problem of poor noise model estimation. They established an algorithm to investigate the image texture and to identify the similar patches instead of using only the thresholding approach in a limited variance. A highpass filter was applied on the noisy patches to evaluate the consistency of a group of patches that carried the same textures and structures in different orientations. Then, a suitable threshold of homogeneity measure was used. Thus, the use of high-pass filters can remove many original details of the main patches instead of removing noise. The structure of the image itself, such as rich textured and convoluted images, is important in noise estimation techniques for highly noisy images. Logically, any ideal technique cannot perform its best in estimating various noise levels with different image types. The only patch selection techniques based on variance may not be ideal to separate noise from its signal. Furthermore, noise critically affects image processing applications that use edge detection and segmentation processes where their performance stability can be dramatically influenced in heavy noise present.
Texture strength metric is proposed in this study. This metric is designed according to the matrix of source image gradient and its statistical characteristics to choose low-rank group of patches. In addition, a denoising algorithm is proposed to utilize the noise estimation technique proposed in this study. Zhu and Milanfar [25] reported that the gradient covariance matrix could be used as a measurement scale for image structure.
Furthermore, a noisy image patch y i with size N 2 × 2 of the gradient matrix G yi can be expressed as
where D h and D v are the horizontal and vertical derivative operator matrices, respectively. D h and D v are Toeplitz matrices with size N 2 × N 2 [26] , which are derived from a gradient filter. In addition, the covariance matrix gradient C yi for the contaminated image patch y i is found as
In (8), T represents the mathematically transpose operator. The gradient matrix G yi and the gradient covariance matrix C yi carry the most information regarding noisy image patches and their statistical behavior. The eigenvectors and eigenvalues of C yi are used to measure its dominant direction and energy [27] .
The sum of all the eigenvalue components (trace) of the covariance matrix depicts the fine details and structure strength of the investigated patch. A large trace shows the extent to which the patch is full of texture. Accordingly, the texture strength ξ i can be defined as
where tr (·) represents the trace operator. As mentioned earlier, low-rank patches with sharp edge components in original images are extremely small and can be easily separated by applying the thresholding approach on texture strength. However, the gradient matrix is vulnerable to severe noise, and thus, texture strength will be certainly easily affected by noise. Consequently, Gaussian noise behavior with texture strength should be extensively investigated. In some cases of noise in low-rank groups when the group of patches have flat features, the perfectly original flat patch z f and its gradient matrix G z f can be written as
The contaminated flat patch y f with AWGN is expressed by
where n is the AWGN patch with standard deviation σ n . As shown in (11), the gradient of the flat patch z f has zero value, whereas the gradient matrix of the noisy sub-image can be calculated as follows:
Consequently, the texture strength of patch y f becomes
To investigate the statistical features of fine strength, the value of ξ (n) is estimated using gamma distribution, thereby simplifying the problem. In addition, the probability density function of ξ (n) is determined as follows:
where gamma (α, β) represents the natural gamma distribution that deals with two main parameters: parameter of shape features α and parameter of scale features β. Similarly, σ n is the standard deviation of AWGN, and D h and D v are the scales that can be found from the gradient filter. The proposed PCA-based noise estimation algorithm deals with low-rank sub-images. Although these low-rank sub-images have mostly weak textured or weak designed patches, the proposed algorithm only refers to weak textured patches hereafter in order to simplify the system. To select weak designed patches with flat and simple structures, the null hypothesis is as follows: the given sub-image is a flat patch with AWGN. Then, the patches in which the null hypothesis is true are selected. Thus, the self-reliance interval that covers the amount of gamma distribution ξ (n) is obtained using the following formula:
Accordingly, if the strength of the texture of the patch under investigation is less than the specific inception, then the null suggestion is true and accepted, and that patch is considered a fragile patch. The threshold or confidence level τ is expressed as function of the given significant scale σ and noise value σ n as follows:
Thus, F −1 (σ, α, β) represents the inverse gamma cumulative distribution function with the shape parameter α and scale parameter β. In addition, σ reflects the confidence level. σ n represents the standard deviation of AWGN, N 2 is the number of pixels in the noisy patch under investigation, and D h and D v are the scales resulted from the gradient filter as indicated in (7).
Iterative structure for noise estimation
As mentioned in the previous section, the selection of lowrank patches is important in noise level estimation. Thus, the threshold used to choose the fragile textured patches needs the noise scale as a variable value; that is, the noise level is unavailable. To solve this problem, an iterative framework for estimating noise level and selecting necessary patches is introduced in Fig. 4 . Firstly, the original noise levelσ 0 n is valued from the covariance matrix that is created using the whole patches in the contaminated signal. Furthermore, the (k + 1)th of the following level threshold τ k+1 is found according to the kth estimated noise amountσ k n . The weak textured patch set, which is denoted as W k+1 , is nominated from the contaminated image using the threshold τ k + 1. Subsequently, the (k + 1)th noise level σ k+1 n is estimated using the selected W k+1 with the threshold τ k + 1. This procedure is repeated and iterated up to the estimated noise levelσ n becomes stationary. Although the convergence of these repetition steps is not hypothetically assured, the iteration processes converge after several iterations as shown in the experimental results in Sect. 5.
Blind image denoising algorithm
The proposed technique for blind noise image reduction is developed based on undecimated wavelet transform (UWT) using the PCA technique (UWT-PCA). As shown in Fig. 5 , the proposed method has two main parts. The first part provides an initial approximation of the test image by eliminating the majority of the noise through the application of UWT and PCA. The second part will further improve the result of the first part by applying the overcomplete (cycle spinning) algorithm. The UWT-PCA algorithm begins by setting the noisy image in suitable format and size to adapt to the PCA and UWT requirements, i.e., natural digital images with grayscale format and different image sizes. The RGB image is resized or changed into a grayscale image.
The next step is to apply PCA on the noisy image, thereby guaranteeing the complete component of the image to be correlated and reducing dimensionality to suit the next step. In the proposed denoising algorithm, applying soft thresh- (19) is important to separate the noise from the energy coefficients, where UWT is suitable to suppress noise from the original coefficient counterparts. This technique exhibits the characteristic representation of a spatially adaptive image and thus can significantly characterize image local textures, such as edges and fine details. Inverse UWT (IUWT) is then applied to achieve the complete estimated image. Despite the noise being considerably minimized in the first stage, prominent artifacts and spurious oscillations such as sharp spikes and the Gibbs phenomenon will be generated during denoising operations because of the failure to suppress medium-value noisy wavelet coefficients. The last step before the reconstructed image can be achieved is to return the original image size and format of the resulting image.
Soft thresholding
The soft thresholding strategy can overcome the intrinsic drawback of hard thresholding. Figure 6a depicts the basic scheme of soft thresholding [28] . Accordingly, the pivotal drawback of the hard thresholding approach is the clear discontinuity that makes an abrupt change in the wavelet coefficients, as shown in Fig. 6b . If the coefficient value C ( j,k) is greater than the specific thresholding value (λ), then it decreases when λ is subtracted. If the coefficient value is smaller than λ, then it is set to zero. The function of the coefficient value is as follows:
Overcomplete algorithm
This method has been developed to minimize pseudo-Gibbs phenomena that may affect the resulting image; these phenomena frequently occur in undecimated wavelet-based image reconstruction and denoising [29, 30] . The overcomplete algorithm can be achieved as follows. A number of shifts can be performed on an image with size M × M, horizontally or vertically, or in both directions, within the range of S shifts of the wavelet coefficients. Then, the denoising process is conducted on the shifted data using a wavelet-based technique and then unshifts the denoised image in a reverse manner. These shifts are implemented for each range of the image, and the average of different results after the denoising steps is considered. A reconstruction subject can be produced to weaken pseudo-Gibbs phenomena resulting from denoising using undecimated wavelet transformation by applying the cycle spinning approach.
The image is assumed to be in a periodic pattern format with period M, and thus, better results can be obtained using a higher number of shifts S ∈ {0, 1, 2, . . . , M − 1}. The total shift cycle is complete when S = M − 1. Otherwise, only a partial shift cycle spinning has been performed. Moreover, the quality of the denoised image, as measured by the subjective fidelity measures, is improved extensively for the first few values of the S-shifts.
Experiments
We tested the proposed denoising algorithm on 10 wellknown images (Fig. 7) . These benchmark images were taken from the USC-SIPI image database [31], with 284 images in the data sets LIVE [32] , TID2008 [33] , CSIQ [34] , and test in BSDS500 [35] . The resolutions of the tested images were 512 × 768 and 481 × 321, respectively. The images under investigation were changed into grayscale and then corrupted using a zero-mean AWGN in several variances values σ = 0, 5, 10, 20, 30, 40, 50. The overall of 150 simulations has been conducted to each natural image and each noise level. Additionally, 7 × 7 overlapping patches and σ = 0.8 were used in the proposed algorithm. The proposed algorithm then compared with recent state-of-the-art denoising algorithms, such as Sureshrink and VisuShrink [36] , NieghLevel [37] , Wiener filter [38] , Block Matching 3D [39] , HMM [40] , Ref [41] , and BayShrink [42] , with the ideal parameters shown in their original studies. 
Performance comparison of the proposed noise estimation
The noise estimation technique performance was estimated according to three pivotal points: precision, consistency, and general performance of the algorithm [43, 44] . Among these, the algorithm accuracy and its consistency are typically characterized using average error estimation and noise variance, which are calculated as follows:
whereσ j is the estimated variance of the jth level; E k shows the error of the kth tested image; N and M are the number of images that used in each simulation and simulations for each single noise level, respectively. The general performance of the algorithm can be found from the following formula
For a perfect noise estimation technique, the two values μ E and σ E should be as small as possible. Tables 1 and  2 show the comparison results for precision, consistency, and general algorithm performance. The suggested algorithm (UWT-PCA) achieved the best accuracy (i.e., smallest μ E ) and reliability (i.e., smallest σ E ). Conversely, VisuShrink exhibited the worse accuracy at sever level of noise. Consequently, it also demonstrated the worse overall performance with respect to the proposed method. The performances of BM3D, HMM and Ref. [41] were comparable with that of UWT-PCA at a low noise levels, but significantly worse at sever noise levels. 
Image denoising results
In this section, various denoising techniques were tested to demonstrate how precise estimated noise statistics could increase the performance of noise reduction algorithms. The subjective quality of reconstructed images was evaluated based on the peak signal-to-noise ratio (PSNR) that is found by PSNR = 10.log 10 255 2 MSE .
By contrast, the image quality (Q)-index was used to evaluate the reconstructed image. The image Q-index is a quantitative value that indicates the extent of improvement of a reconstructed image, i.e., the quality of the image based on the Q-index value. The Q-index has a dynamic range (−1, 1) . Accordingly, the value of 1 is attained when the noise-free image and the resulting image are equal, whereas the worst case occurs when the resulting image is twice the mean of the original image subtracted by that of the original image. The image Q-index model is shown in (25) :
where σ xy is the cross-variance between the original image (x) and the resulting image (y); x and y are the means of the original and resulting images, respectively; and σ 2 x and σ 2 y are the variances of the original and resulting images, respectively [45] . The PSNR chart, as shown in Fig. 8 , depicts the benchmark image of F-16, which has the highest value in SGWs-HMM. Its highest value is within the range of 0.3-1 dB, which is better than that of BM3D. The Wiener2 and VisuShrink filters have the lowest PSNR among the denoising algorithms.
In addition, Fig. 9 shows the IQI diagram of the different denoising algorithms for the F-16 benchmark image. The proposed algorithm has the highest IQI, which is 0.742 in low noise levels and 0.498 in high noise levels. The degradation The PSNR graph of the benchmark image Peppers is shown in Fig. 10 . The highest PSNR value was achieved by SGWs-HMM, which was approximately (1.4-3.3 dB) better than HMM and BM3D. Moreover, the VisuShrink and NeighLevel filters had the lowest PSNR among the denoising algorithms. Figure 11 shows the IQI graph of different denoising algorithms for the benchmark image Peppers. The IQI of the proposed algorithm had the highest values, i.e., 0.8264 in low noise levels and 0.4461 in high noise levels. Conversely, IQI exhibited the range of 0.733-0.772 in the HMM, BM3D, Wiener2, and NeighLevel algorithms in low noise levels and 0.368-0.420 in high noise levels. Finally, VisuShrink presented approximately 0.7027 in low noise levels and 0.3342-0.4006 in high noise levels. As shown in Fig. 11 , the values of IQI were too low because of the laborious task of the processes involved in these types of images. It clearly reflected the similarity quality factor where the geometric shapes of the contents of this image, such as lines, curves, and circles, directly affected the IQI rate.
Computational time complexity
For a M × N image with W × W patch, the proposed method has mainly a computational complexity O W 2 × m × n in computing local variances, O (Max_step × m × n) in searching flat blocks (in this study Max_step = 120 and = 10). To compare with other noise estimation algorithms, we also evaluate the computation complexity by run-time in seconds. All estimators are implemented using the [46] programming platform and run on a system with Intel Core i7 2.9 GHz, The average run-time of each noise estimation method, computed by using ten 512 × 512 images ( Fig. 7) with different noise level, is shown in Table 3 . As shown in Table 3 , it can be seen that the proposed method yields very low computational complexity. Wiener filter shows the second faster algorithm due to the simple structure of its design. On the other hand, BayShrink and HMM show the highest complicity time due to the statistical complexity and the long time that consumed to find the short path in patch-blocks grouping.
Conclusion
In this study, the practical estimations and settings of the parameters for noise reduction of natural digital image were discussed. An algorithm to pick out low-rank patches was proposed without choosing the high-frequency components from noisy images which is contaminated with AWGN. PCA technique was applied to the undecimated wavelet domain to evaluate the level of noise according to the data which are selected from the patches. The eigenvalues of the covariance matrix of the image gradient were used as the metrics for texture strength, and the manner in which it changed with several noise levels σ n was analyzed. In the proposed denoising algorithm, the use of the semi-soft thresholding method guaranteed the smoothness of the resulting image and reduced the Gibbs phenomenon. To improve the denoised image, the overcomplete algorithm with a specific number of shifts was implemented. The experiments results showed that the real level of noise provided the perfect noise reduction performance among most of up to date non-blind denoising techniques. Moreover, the proposed method helped boost the denoising performance of the PCA wavelet domain, which was competitive with state-of-the-art denoising algorithms from PSNR, the image Q-index, and visual perception.
