An approximate empirical Bayesian method for large-scale linear-Gaussian
  inverse problems by Zhou, Qingping et al.
An approximate empirical Bayesian method for
large-scale linear-Gaussian inverse problems
Qingping Zhou
Department of Mathematics and Institute of Natural Sciences, Shanghai Jiao Tong
University, Shanghai 200240, China
E-mail: zhou2015@sjtu.edu.cn
Wenqing Liu
Department of Mathematics and Zhiyuan College, Shanghai Jiao Tong University,
Shanghai 200240, China
E-mail: wenqingliu@sjtu.edu.cn
Jinglai Li
Institute of Natural Sciences, Department of Mathematics and MOE Key
Laboratory of Scientific and Engineering Computing, Shanghai Jiao Tong
University, Shanghai 200240, China
E-mail: jinglaili@sjtu.edu.cn
Youssef M. Marzouk
Department of Aeronautics and Astronautics, Massachusetts Institute of
Technology, Cambridge, MA 02139, USA
E-mail: ymarz@mit.edu
March 2018
Abstract. We study Bayesian inference methods for solving linear inverse problems,
focusing on hierarchical formulations where the prior or the likelihood function
depend on unspecified hyperparameters. In practice, these hyperparameters are often
determined via an empirical Bayesian method that maximizes the marginal likelihood
function, i.e., the probability density of the data conditional on the hyperparameters.
Evaluating the marginal likelihood, however, is computationally challenging for large-
scale problems. In this work, we present a method to approximately evaluate marginal
likelihood functions, based on a low-rank approximation of the update from the prior
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covariance to the posterior covariance. We show that this approximation is optimal
in a minimax sense. Moreover, we provide an efficient algorithm to implement the
proposed method, based on a combination of the randomized SVD and a spectral
approximation method to compute square roots of the prior covariance matrix.
Several numerical examples demonstrate good performance of the proposed method.
1. Introduction
Bayesian inference approaches have become increasingly popular as a tool to solve
inverse problems [33, 17, 32]. In this setting, the parameters of interest are treated
as random variables, endowed with a prior distribution that encodes information
available before the data are observed. Observations are modeled by their joint
probability distribution conditioned on the parameters of interest, which defines the
likelihood function; this distribution incorporates the forward model and a stochastic
description of measurement or model errors. The posterior distribution of the unknown
parameters is then obtained via Bayes’ formula, which combines the information
provided by the prior and the data. Here we focus on a particular class of Bayesian
inverse problems, where the forward model is linear and both the prior and the error
distributions are Gaussian. Such linear–Gaussian inverse problems arise in many real-
world applications [33, 17].
In practice, a difficulty in implementing Bayesian inference for such problems is
that the prior and/or the likelihood function may contain unspecified hyperparameters.
For instance, the prior distribution usually encodes some kind of correlation among
the inversion parameters, but the correlation length is often unknown. Alternatively,
the variance and/or the mean of the observational errors may not be available, thus
yielding unspecified hyperparameters in the likelihood function. A natural idea to
address such problems is to construct a hierarchical Bayesian model for both the
inversion parameters and the hyperparameters. Then both sets of parameters can
be inferred from data through the characterization of their joint posterior distribution.
This inferential approach is often called “fully Bayesian.” A fully Bayesian method
can be prohibitively expensive for large-scale inverse problems, however, as it requires
sampling from a posterior distribution that is higher dimensional and no longer
Gaussian. An alternative strategy is the empirical Bayes (EB) approach [7, 6], which
first estimates the hyperparameters by maximizing their marginal likelihood function,
i.e., the probability density of the data conditioned only on the hyperparameters, and
then plugs in the estimated values to compute the posterior of the inversion parameters.
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The use of the EB method has been theoretically justified [23, 28]: roughly speaking,
these theoretical results show that, under certain conditions and for a sufficiently large
sample size, the EB method leads to similar inferential conclusions as fully Bayesian
inference. At the same time, the EB method is more computationally efficient than
the fully Bayesian approach, as it does not require characterizing the joint posterior
distribution.
Nonetheless, the numerical implementation of EB methods remains computation-
ally taxing when dimensionality of the inversion parameters is high, as it involves
maximizing the marginal likelihood function, which in turn requires “integrating out”
the inversion parameters for each evaluation. (Details about the computational cost of
evaluating the marginal likelihood function are given in Section 2.) The goal of this
work is to present an approximate EB method that can significantly reduce the com-
putational cost of solving linear inverse problems with hyperparameters. Specifically,
our method evaluates the marginal likelihood function by using a low-rank update ap-
proximation of the posterior covariance matrix, introduced in previous work for the
non-hierarchical setting, e.g., [11, 3, 21, 1, 30, 29]. The intuition behind the low-rank
update approximation is that the data may be informative, relative to the prior, only
on a low-dimensional subspace of the entire parameter space. As a result, one can
consider approximations of the posterior covariance matrix in the form of low-rank
negative semidefinite updates of the prior covariance matrix, where the update is ob-
tained by solving a generalized eigenproblem involving the log-likelihood Hessian and
the prior precision matrix. The optimality properties of this method are studied in [30],
which shows that this low-rank approximation is optimal with respect to a specific class
of loss functions.
Using the approximation of the posterior covariance developed in [11, 3, 30], we
introduce a new method to efficiently compute the marginal likelihood function. We
prove that the proposed method yields an optimal approximation of the marginal
likelihood function in a minimax sense. Our last contribution lies in the numerical
implementation. Unlike the inverse problems considered in the work mentioned above,
where the prior is fixed, our problems require repeatedly computing the square roots of
different prior covariance matrices—which can be prohibitively expensive when the
dimensionality of the problem is high. To address the issue, we use the spectral
approximation developed in [15] to compute the square root of the prior covariance
matrix, resulting in a very efficient algorithm for evaluating (and maximizing) the
marginal likelihood function.
The rest of this paper is organized as follows. In Section 2 we introduce the basic
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setup of the empirical Bayesian method for solving inverse problems. The low-rank
update approximation for evaluating the log marginal likelihood function is developed
and analyzed in Section 3, and the detailed numerical implementation of the proposed
method is discussed in Section 4. Section 5 provides two numerical examples to
demonstrate the performance of the proposed method, and Section 6 offers concluding
remarks.
2. Problem setup
Consider a linear inverse problem in a standard setting:
y = Gx + η
where y ∈ Rm is the data, x ∈ Rn is the unknown, G is a n ×m matrix, often called
the forward operator, and η is the observation noise. Such an inverse problem can be
solved with a Bayesian inference method: namely we assume that the prior probability
density of x is pi(x) and the likelihood function is pi(y|x), and thus the posterior is
given by Bayes’ theorem:
pi(x|y) = pi(y|x)pi(x)
pi(y)
.
Throughout this paper, we use the notation pi(·) as a generic representation of
probability density; the specific density is made clear by its arguments. We further
assume a Gaussian likelihood and a Gaussian prior with a non-singular covariance
matrix Γpr  0 and, without loss of generality, zero mean:
y | x ∼ N (Gx, Γobs), x ∼ N (0, Γpr). (1)
In this setting, the resulting posterior distribution is also Gaussian
x | y ∼ N (µpos,Γpos),
with mean and covariance matrix given by
µpos = ΓposG
>Γ−1obs y and Γpos =
(
H + Γ−1pr
)−1
, (2)
where
H = G>Γ−1obsG (3)
is the Hessian of the log-likelihood.
Now we consider a more complex situation, where the matrices G, Γpr and Γobs
(or some of them) depend on a vector of unspecified hyperparameters θ ∈ Rp. As
Approximate empirical Bayesian method for linear inverse problems 5
mentioned in the introduction, a popular method to deal with such problems is the
empirical Bayesian (EB) approach, which determines θ by maximizing the marginal
likelihood function:
max
θ
pi(y|θ) =
∫
pi(y|x,θ)pi(x|θ)dx (4)
or the marginal posterior density:
max
θ
pi(θ|y) = p(θ)
∫
pi(y|x,θ)pi(x|θ)dx
where p(θ) is the prior density of θ. Note that the computations of these two objectives
are very similar and so we shall only discuss (4). It is easy to see that the optimization
problem in (4) is equivalent to minimizing the negative log marginal likelihood:
min
θ
− log pi(y|θ)
=
1
2
yTΓ−1obsy +
1
2
log |Γobs| − 1
2
zTΓposz +
1
2
log
|Γpr|
|Γpos| , (5)
where G, Γpr and Γobs depend on θ and z = G
TΓ−1obsy. Note that an important special
case arises when only the prior depends on the hyperparameter θ and the likelihood
function is fixed; in this case, we can simply minimize
L(θ, z) := −1
2
zTΓposz +
1
2
log
|Γpr|
|Γpos| . (6)
For conciseness, below we will present our method for (6), while noting that all the
results can be trivially extended to (5).
Direct evaluation of (6) is not desirable for large scale problems, as it requires
several operations with O(n3) complexity. In what follows, we present an accurate
and efficient—with O(n2r) complexity for some r  n—method to approximate L(θ),
based on a rank-r update approximation of Γpos.
3. The optimal approximation method
3.1. Optimal low-rank update approximation of the posterior covariance
The proposed method begins with the optimal low-rank update approximation of
posterior covariance developed in [3, 30], which is briefly reviewed here. Note that
Γpos can be written as a non-positive update of Γpr:
Γpos = Γpr −KK>,
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where
KK> = Γpr G>Γ−1y GΓpr
and Γy = Γobs + GΓprG
> is the covariance of the marginal distribution of y. This
update of Γpr is negative semidefinite because the data add information; they cannot
increase the prior variance in any direction. As has been discussed in previous work [30],
in many practical problems, the low-rank structure often lies in the update of Γpr that
yields Γpos, rather than in Γpos itself. Hence, [30] proposes to use the following class of
positive definite matrices to approximate Γpos:
Mr =
{
Γpr −BB>  0 : rank(B) ≤ r
}
. (7)
To establish optimality statements regarding the approximation of a covariance
matrix, [30] adopts the following distance between symmetric positive definite (SPD)
matrices of size n:
d2F(A,B) = tr
[
ln2(A−1/2BA−1/2 )
]
=
n∑
i=1
ln2(σi),
where (σi)
n
i=1 are the generalized eigenvalues of the pencil (A,B). This metric was
first introduced by Rao in [26], and can measure the difference between two Gaussian
distributions with the same mean. We direct interested readers to [29] for a detailed
discussion and other applications of this metric. It is important to note that this
distance is generalized in [30] to be
D(A,B) =
n∑
i=1
f(σi),
where f is a function in C1(R+) that satisfies f ′(x)(1 − x) < 0 for any x 6= 1, and
limx→∞ f(x) = ∞. This generalization will be used for the proof of our optimality
statement in next section. Thus we seek a low-rank approximation Γ̂pos of the
covariance matrix Γpos, such that
Γ̂pos = arg min
Γ∈M
D(Γpos,Γ). (8)
The solution of (8) can be derived analytically regardless of the specific choice of
f . Specifically, let Spr be any square root of the prior covariance matrix such that
Γpr = Spr S
>
pr. We define the prior-preconditioned Hessian as
Ĥ = S>prH Spr, (9)
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which plays an essential role in our numerical method. Now let (δ2i ,wi) be the
eigenvalue-eigenvector pairs of Ĥ with the ordering δ2i ≥ δ2i+1; then a solution of (8) is
given by:
Γ̂pos = Γpr −BB>, BB> =
r∑
i=1
δ2i
(
1 + δ2i
)−1
ŵiŵ
>
i , ŵi = Sprwi.(10)
The corresponding minimum distance is
D(Γpos, Γ̂pos) = f(1)r + f
n∑
i=r+1
f(1/(1 + δ2i )).
The minimizer (10) is unique if the first r eigenvalues of Ĥ are distinct.
3.2. Approximating the log-likelihood function
Now we apply the optimal low rank approximation to our problem. The idea is rather
straightforward: we approximate L in (6) with
L̂(θ, z) := −1
2
z> Γ̂pos z +
1
2
log
|Γpr|
|Γ̂pos|
, (11)
for some approximate posterior covariance matrix Γ̂pos. Next we shall derive the
appropriate choice of Γ̂pos. To do this, we need to impose an additional assumption on
the approximate posterior covariance matrix: Γ̂pos − Γpos  0, which means that the
approximation itself should not create any new information. As a result, the class of
matrices for approximating Γpos becomes
M′r =
{
Γ̂pos = (Γpr −BB>) : Γ̂pos − Γpos  0, rank(B) ≤ r
}
(12)
for some maximum rank r. Next we shall consider the approximations of the two terms
log(|Γpr|/|Γpos|) and z> Γpos z in (6) separately.
3.2.1. Approximating the log–determinant term. First, we consider finding a matrix
Γ̂pos ∈ M′r to approximate log(|Γpr|/|Γpos|) with log(|Γpr|/|Γ̂pos|). In this setting,
it is easy to see that the approximation error in the log-marginal likelihood (6) is
| log(|Γpos|/|Γ̂pos|)|, and a natural way to determine Γ̂pos is to seek a Γ̂pos ∈ M′r that
minimizes this approximation error. To this end, we have the following theorem:
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Theorem 3.1 Suppose that we approximate log(|Γpr|/|Γpos|) with log(|Γpr|/|Γ̂pos|) for
some Γ̂pos ∈ M′r. The matrix Γ̂pos ∈ M′r that minimizes the resulting approximation
error, i.e., the solution of
min
Γ̂pos∈M′r
∣∣∣∣∣log |Γpos||Γ̂pos|
∣∣∣∣∣ , (13)
is given by (10). Moreover, the optimal approximation and the associated error are,
respectively,
log
|Γpr|
|Γ̂pos|
=
r∑
i=1
log(1 + δ2i ) and log
|Γ̂pos|
|Γpos| =
n∑
i=r+1
log(1 + δ2i ). (14)
Proof We prove this theorem using the optimality results in [30]. To start, we choose
a particular distance metric by letting
f(x) = | log x|.
We denote the resulting distance metric as D1(A,B) to indicate that such a metric is
actually the 1-norm of (ln(σ1), . . . , ln(σn)) while dF is the 2-norm of the same sequence.
It can be verified that
log
|Γpr|
|Γpos| =
n∑
i=1
log(1 + δ2i ) = D1(Γpr,Γpos),
as log(1+ δ2i ) ≥ 0 for all i ∈ N. Since the approximate posterior covariance Γ̂pos ∈M′r,
we can show
D1(Γpr,Γpos) = D1(Γpr, Γ̂pos) +D1(Γ̂pos,Γpos), (15)
where D1(Γpr, Γ̂pos) = log(|Γpr|/|Γ̂pos|) is the approximation and D1(Γ̂pos,Γpos) =
log(|Γ̂pos|/|Γpos|) is the error associated with it. Note that (15) does not hold without
the assumption Γ̂pos ∈M′r. Thus (13) can be rewritten as,
min
Γ̂pos∈M′r
D1(Γpos, Γ̂pos). (16)
Recall that the solution of minΓ̂pos∈Mr D1(Γpos, Γ̂pos) is given by (10), and it is easy
to verify that the matrix Γ̂pos given by (10) is in M′r, which implies that (10) also
provides the solution of (16). As a result, the optimal approximation and the associated
approximation error are given by (14), which completes the proof.
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3.2.2. Approximating the quadratic term. Similarly, we can also find an approximate
posterior covariance Γ̂pos ∈M′r and approximate z> Γpos z with z> Γ̂pos z. This problem
is a bit more complicated: since z (which is a linear transformation of the data y) is
random, we cannot determine the matrix Γ̂pos by directly minimizing the approximation
error. In this case, a useful treatment is to apply the minimax criterion, i.e., to seek
a matrix Γ̂pos ∈ M′r that minimizes the maximum approximation error with respect
to z. In particular, for the maximum error to exist, we shall require z to be bounded:
z ∈ Zc = {z : ‖z‖2 ≤ c} for a constant c > 0. (See Remark 3.1 for a discussion of
this boundedness assumption.) The following theorem provides the optimal solution
to this problem.
Theorem 3.2 Suppose that we approximate z> Γpos z with z> Γ̂pos z, for some Γ̂pos ∈
M′r. The matrix Γ̂pos ∈ M′r that achieves the minimax approximation error, i.e., the
solution of
min
Γ̂pos∈M′r
max
z∈Zc
|z> Γpos z− z> Γ̂pos z| (17)
is given by (10). Moreover, the resulting approximation is
z> Γ̂pos z = z> Γpr z− z> b, b =
r∑
i=1
δ2i
1 + δ2i
(ŵ>i z)ŵi, (18)
and the associated approximation error is
|z> (Γ̂pos − Γpos) z| = z>
(
n∑
i=r+1
δ2i
1 + δ2i
(ŵ>i z)ŵi
)
. (19)
Proof For any given Γ̂pos ∈M′r, it is easy to see that the solution of
max
z∈Zc
|z> Γpos z− z> Γ̂pos z| = z> (Γ̂pos − Γpos) z
is z = cvmax where vmax is the eigenvector of the largest eigenvalue of Γ̂pos − Γpos, and
the maximum error is c2ρ(Γ̂pos − Γpos) where ρ(·) is the spectral radius. Thus (17)
becomes minΓ̂pos∈M′r ρ(Γ̂pos − Γpos), or equivalently,
min
rank(B)≤r
ρ(KK> −BB>),
and it follows immediately that the optimal Γ̂pos is given by (10). Substituting (10)
into z> Γ̂pos z and z> (Γ̂pos − Γpos) z yields (18) and (19), respectively.
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In principle, of course, ‖z‖2 is not bounded from above, since z is normally
distributed. However, imposing the boundedness assumption, which considerably
simplifies the theoretical analysis, does not limit the applicability of the method or
affect the optimal solution. Specifically, we have the following remarks:
Remark 3.1 First, since z follows a Gaussian distribution, one can always choose a
constant c such that the inequality ‖z‖2 ≤ c holds with probability arbitrarily close to
one. Second, the minimax solution Γ̂pos is independent of the value of c.
Now we combine the two approximate treatments, which is essentially to
approximate (6) by (11) with Γ̂pos given by (10). It is easy to see that the approximation
error is
∆L(θ, z) =
1
2
z> (Γ̂pos − Γpos) z + 1
2
log(|Γ̂pos|/|Γpos|), (20)
and we have the following result regarding its optimality:
Corollary 3.3 Suppose that we approximate (6) with (11) for some matrix Γ̂pos ∈M′r.
The matrix Γ̂pos given by (10) achieves the minimax approximation error, i.e., it solves
min
Γ̂pos∈M′r
max
z∈Zc
|∆L(θ, z)|.
As both terms on the right hand side of (20) are nonnegative, the corollary is a direct
consequence of Theorems 3.1 and 3.2.
4. Numerical implementation
Here we discuss the numerical implementation of our approximate method to evaluate
(6). In principle, this involves two computationally intensive components—both
requiring O(n3) computations under standard numerical treatments. The first task
is to compute the eigenvalues of Ĥ. Recall that our method only requires the r leading
eigenvalues and associated eigenvectors of Ĥ, which can be computed efficiently with a
randomized algorithm for the singular value decomposition (SVD) [20, 13]. The second
task is to compute Spr, the square root of Γpr. As will become clear later, we do not
necessarily need Spr; rather, our algorithm only requires the ability to evaluate SprΩ for
a given matrix Ω. To this end, we resort to the approximation method proposed in [15].
We provide a brief description of the two adopted methods here, tailored according to
our specific purposes.
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4.1. Randomized SVD
The main idea behind the randomized SVD approach is to identify a subspace that
captures most of the action of a matrix, using random sampling [20, 13, 10]. The
original matrix is then projected onto this subspace, yielding a smaller matrix, and a
standard SVD is then applied to the smaller matrix to obtain the leading eigenvalues
of the original matrix. A randomized algorithm for constructing the rank–r′ SVD of
an n× n matrix Ĥ, given in [13], proceeds as follows:
(i) Draw an n× r′ Gaussian random matrix Ω;
(ii) Form the n× r′ sample matrix Y = ĤΩ;
(iii) Form an n× r′ matrix Q with orthonormal columns, such that Y = QR;
(iv) Form the r′ × n matrix B = QT Ĥ;
(v) Compute the SVD of the r′ × n matrix B = UˆΣV T .
According to [13], for this algorithm to be robust, it is important to oversample a bit,
namely to choose r′ > r if r is the desired rank. One can obtain a probabilistic error
bound, i.e., that
‖Ĥ −QB‖2 ≤ (1 + 11
√
r′n)δr+1, (21)
holds with a probability at least 1−6(r′− r)−(r′−r), under some very mild assumptions
on r′ [13]. Note that the diagonal entries of Σ are the eigenvalues of Ĥ and the
columns of V are the eigenvectors. Since we obtain r′ eigenpairs in the algorithm,
we take {δi,wi}ri=1 to be the r dominant ones among them. Above we only
present the basic implementation of the randomized SVD method; further details and
possible improvements of the method can be found in [13] and the references therein.
Finally we also want to emphasize that our approximate EB method can use the
eigenvalues/eigenvectors computed with any numerical approach; it is not tailored to
or tied with the randomized SVD.
4.2. The Chebyshev spectral method for computing Spr
Recall that Ĥ = S>prH Spr, and as a result the randomized SVD only requires evaluating
SprΩ where Ω is a randomly generated n× r′ matrix. Here we adopt the approximate
method proposed in [15], which is based on the following lemma:
Lemma 4.1 (Lemma 2.1 in [15]) Suppose that D is a real symmetric positive
definite matrix. Then there exists a polynomial p(·) such that √D = p(D), and the
degree of p is equal to the number of distinct eigenvalues of D minus 1.
Approximate empirical Bayesian method for linear inverse problems 12
Though
√
D is exactly equal to a polynomial of D, the degree of the polynomial might
be very large if D has a large number of distinct eigenvalues. Thus, instead of trying to
find the exact polynomial p in D that equals
√
D, the aforementioned work computes
a Chebyshev approximation to it.
It is clear that D = OΛOT , where Λ = diag(λ1 · · ·λn), and λ1 ≥ · · · ≥ λn. Now
suppose that we have a polynomial p(·) such that p(λ) ≈ √λ. Then we have
p(D) = O p(Λ)OT
= O diag(p(λ1) · · · p(λn))OT
≈ O diag(
√
λ1 · · ·
√
λn)O
T
=
√
D.
That is, once we have an approximation of
√
λ in the interval [λmin, λmax], where
λmin and λmax are respectively lower and upper bounds on the eigenvalues of D,
we immediately get an approximation of
√
D. A popular method to construct
the approximation p(·) is the Chebyshev polynomial interpolation. The standard
Chebyshev polynomials are defined in [−1, 1] as [24],
Tk(x) = cos(k arccosx), ∀k ∈ N, (22)
and the associated Chebyshev points are given by
xj = cos[
(2j + 1)pi
2k + 2
], j = 0, 1, . . . , k.
It is well known that the Chebyshev interpolant has spectral accuracy for analytical
functions on [−1, 1]; see, e.g. [12].
Here since we intend to approximate the function
√
λ over the range [λmin, λmin]
rather than [−1, 1], we shall use the scaled and shifted Chebyshev polynomials:
T˜k(x) = Tk(tax+ tb), ∀n ∈ N, (23)
and the associated Chebyshev points become
xj =
λmax + λmin
2
+
λmax − λmin
2
cos(
(2j + 1)pi
2k + 2
), j = 0, 1, . . . , k. (24)
The interpolant pk(x) can be expressed as [24],
pk(x) =
k∑
i=0
ciT˜i(x)− c0
2
, (25)
where the coefficients ci are given by
ci =
2
k + 1
k+1∑
j=1
√
xjT˜i(xj). (26)
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Algorithm 1: Chebyshev spectral approximation for computing
√
DΩ
Data: Ω, k
Result: B ≈ √DΩ
Compute the coefficients, ta, tb, and c0, . . . , ck;
Ω0 := Ω;
Ω1 := taDΩ0 + tbΩ0;
for i = 1 to k − 1 do
Ωi+1 := 2(taDΩi + tbΩi)− Ωi−1;
end
B :=
∑k
i=0 ciΩi − c02 Ω0.
It is easy to verify that the scaled and shifted Chebyshev polynomials satisfy the
following recurrence relation,
T˜0 = 1,
T˜1(x) = tax+ tb, (27)
T˜i+1(x) = 2(tax+ tb)T˜i(x)− T˜i−1(x),
with
ta =
2
λmax − λmin , tb =
λmax + λmin
λmax − λmin .
Now recall that we actually want to compute
√
DΩ. Taking advantage of the recurrence
relation (27), we obtain,
√
DΩ ≈ pk(D)Ω =
k∑
i=0
ciT˜i(D)Ω− c0Ω
2
=
k∑
i=0
ciΩi − c0
2
Ω0, (28)
where
Ω0 = Ω,
Ω1 = taDΩ0 + tbΩ0,
Ωi+1 = 2(taDvi + tbΩi)− Ωi−1,
for i = 1, . . . , k− 1. The complete procedure for computing √DΩ with the Chebyshev
approximation is given in Algorithm 1.
Finally we provide some remarks regarding the implementation of the method:
• The original algorithm present in [15] is to compute the product of √D and a
vector, but as is shown in Algorithm 1, its extension to the computation of the
product of
√
D and a matrix is straightforward.
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• The method requires upper and lower bounds on the eigenvalues of D, which are
computed with an algorithm based on the safeguarded Lanczos method [15]. As
is discussed in [15], these estimates need not be of high accuracy.
• The error bound of the proposed Chebyshev approximation is given by Theorems
3.3 and 3.4 in [15].
• If desired, all the matrix-vector multiplications can be performed with the fast
multipole method to further improve efficiency [15].
4.3. The complete algorithm
Now we summarize the complete scheme for constructing the approximation
L̂(θ, z) of (6) with a given rank r, using the methods discussed in Sections 4.1 and
4.2:
(i) Compute the first r eigenpairs, {(δ2i ,wi)}ri=1, of Ĥ(θ) = SprHSpr, using the
randomized SVD method and the Chebyshev spectral method.
(ii) Let ŵi = Sprwi and evaluate
L̂(θ, z) = z> Γpr z− z>
r∑
i=1
δ2i
1 + δ2i
(ŵ>i z)ŵi +
r∑
i=1
log(1 + δ2i ).
5. Examples
5.1. An image deblurring problem
We first test our method on an imaging deblurring problem, which involves recovering
a latent image from noisy observations of a blurred version of the image [14]. In
particular, it is assumed that the blurred image is obtained as a convolution of the
latent image with a point spread function (PSF), and as a result the forward model is:
y(t1, t2) =
∫ ∫
D
fPSF(t1, t2)x(τ1, τ2)dτ1dτ2, (29)
where fPSF(t1, t2) is the PSF and D is the domain of the image. In this example we
take the image domain to be D = [−1, 1]2 and the PSF to be
fPSF(t1, t2) = exp[−((t1 − τ1)2 + (t2 − τ2)2)/t],
where t is a parameter controlling the size of the spreading. Moreover, we assume that
the data y are measured at m = 642 = 4096 observation locations evenly distributed in
D, and that the observation errors are mutually independent and Gaussian with zero
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mean and variance (0.1)2. We represent the unknown x on 256×256 mesh grid points,
and thus the dimensionality of the inverse problem is n = 65536. The prior on x is a
Gaussian distribution with zero mean and covariance kernel [31, 27]:
K(t, t′) = σ2
21−ν
Γ(ν)
(√
2ν
d
ρ
)ν
Bν
(√
2ν
d
ρ
)
, (30)
where d = ‖t − t′‖2, Γ(·) is the Gamma function, and Bν(·) is the modified Bessel
function. (30) is known as the Mate´rn covariance, and several authors have suggested
that such covariances can often provide better models for many realistic physical
processes than the popular squared exponential covariance [31, 27]. A random function
with the Mate´rn covariance is [ν−1] mean-square (MS) differentiable. In this example,
we choose ν = 3 implying second order MS differentiability. We set the standard
deviation σ to one. The correlation length ρ is treated as a hyperparameter to be
inferred in this example.
We now use the proposed empirical Bayesian method to solve the inverse problem.
We first assume that the true correlation length is ρ = 1, and randomly generate a
true image from the associated prior, shown in Fig. 1 (left). We then test two cases of
the forward problem, with t = 0.002 and t = 0.02, where the latter yields an inverse
problem that is much more ill-posed than the former. We assume that the data are
observed on a 128×128 uniformly distributed mesh. We then apply the two convolution
operators to the generated image and add observational noise to the results, producing
the synthetic data also shown in Fig. 1.
Using the proposed approximate EB method, we evaluate the negative log marginal
likelihood function L over a range of ρ values, for both cases of t, and plot the results
in Fig 2. For t = 0.002 (left figure), we compute L with ranks r = 300, 400 and
500, and 600, and observe that the curves converge as the rank increases; indeed, the
results with r = 500 and 600 appear identical. For t = 0.02—because the problem
is more ill-posed—we can implement the method with ranks r = 50, 75, 100, and
150 and observe convergence. In particular, while the results of r = 50 deviate from
the others, the results with r = 75, 100, and 150 look nearly identical, implying that
r = 75 is sufficient for an accurate approximation of the marginal likelihood in this
case. For both cases, the optimal value of ρ is found to be 0.1, which is actually the
true hyperparameter value. We then compute the posterior mean of x, after fixing
ρ = 0.1 in the Gaussian prior on x, and show the results in Fig. 3.
Note that the EB method is able to find the appropriate hyperparameter values
in this example. Nevertheless, our intention is not to illustrate that the EB method
can always identify the correct value of the hyperparameters; rather, the main purpose
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Figure 1. From left to right: the ground truth, the simulated data at t = 0.002 and
that at t = 0.02.
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Figure 2. The negative log marginal posterior function plotted against ρ, for a series
of ranks r indicated in the legend. Left: t = 0.002; right: t = 0.02.
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Figure 3. Posterior mean for the t = 0.002 case. Left: result for ρ = 0.1 (optimal);
right: result for ρ = 0.2.
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Figure 4. Posterior mean for the t = 0.02 case. Left: result for ρ = 0.1 (optimal);
right: result for ρ = 0.02.
of the example is to demonstrate that, should one choose to use the EB method,
the proposed approximations can efficiently and accurately compute the marginal
likelihood.
5.2. X-ray computed tomography
Our second example is an X-ray computed tomography (CT) problem. X-ray CT is
a popular diagnostic tool for medical tomographic imaging of the human body. It
provides images of the object by assigning an X-ray attenuation coefficient to each
pixel [22]. Specifically let u denote the unknown image supported in the unit ball
B(0, 1) in R2. In the case of two-dimensional parallel beam CT, the projection data (or
sinogram) f for each ϕ ∈ [0, 2pi) and s ∈ R is obtained via the following Radon
transform [25]:
f(ϕ, s) =
∫ ∞
−∞
u(sθ + tθ⊥)dt (31)
where θ = (cosϕ, sinϕ) and θ⊥ = (− sinϕ, cosϕ). We test the problem using a
256× 256 ground truth image shown in Fig. 5 (left), which is taken from the Harvard
Whole Brain Atlas [16]. The projection data, shown in Fig. 5 (right), is simulated by
plugging the true image into the Radon transform and adding measurement noise to
the result. The noise is taken to be Gaussian with zero mean and a signal-to-noise ratio
of 1%. The size of the discrete Radon transform operator depends on both the size of
the image and the number of projections. In our simulation, we used 60 projections
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equispatially sampled from 0 to pi. To avoid an inverse crime [18], we recover the
image with a 128× 128 resolution, and thus the dimensionality of the inverse problem
is 1282. We take the prior distribution to be zero-mean Gaussian, with a covariance
matrix given by an anisotropic Mate´rn kernel:
K(t, t′) = σ2
21−ν
Γ(ν)
(√
2νd(t, t′)
)ν
Bν
(√
2νd(t, t′)
)
, (32)
where
d(t, t′) =
√
(t1 − t′1)2
ρ21
+
(t2 − t′2)2
ρ22
.
Now we consider all four parameters ν, σ, ρ1 and ρ2 as hyperparameters to be
determined, and we also assume that the variance 2 of the measurement noise is not
available. We will identify the five parameters using the proposed low-rank approximate
EB method.
We solve the optimization problems with 9 different ranks (r = 500, 1000,
1500, 2000, 2500, 3000, 3500, 4000, 4500), and plot the optimal values of the five
hyperparameters and the associated value of L versus the rank r in Fig. 6. As one
can see, the obtained optimal values of the hyperparameters converge as the rank
increases, and in particular r = 4000 is sufficient to obtain accurate estimates of the
hyperparameters. Next we shall illustrate that the obtained hyperparameter values
can lead to rather good inference results. To show this, we compute the posterior
mean and the variance of the image using the hyperparameter values computed with
the various ranks, and we then compute the peak noise-to-signal ratio (PSNR) of the
posterior means against the true image, which is a commonly used measure of quality
for image reconstruction. Note that the low rank approximation is only used to
obtain the hyperparameters; given these hyperparameter values, the posterior means
and variances are computed directly without approximation. We plot the PSNR as
a function of the rank r in Fig. 7. We also show the posterior mean and variance
field associated with each rank in the plot. One can see from the figure that, as the
rank increases, the resulting hyperparameters can recover images with higher quality
in terms of PSNR. Finally, in Fig. 8, we plot the posterior mean and variance using the
hyperparameters computed with r = 4500, which are taken to be the inference results
of this problem.
These results demonstrate that the outcome of Bayesian inference can depend
critically on the hyperparameters, and that, at least in this example, the proposed
method can provide reasonable values for these parameters, provided that a sufficiently
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Figure 5. Left: the ground truth image. Right: the projection data simulated from
the ground truth.
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Figure 6. The optimal value of the five hyperparameters and the associated value
of L (bottom, right) plotted against the rank r used in the EB approximation.
large rank is used. We also note here that, to better recover images with sharp
edges, one might resort to more complex Gaussian hypermodels [2, 4, 5] than the
one considered here, or even non-Gaussian models such as the Besov [9, 19] and TV-
Gaussian [34] priors. Nevertheless, if one has chosen to use a Gaussian hypermodel,
our method can efficiently determine the values of the associated hyperparameters.
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optimized hyperparameter values with r = 4500.
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6. Conclusions
This paper investigates empirical Bayesian methods for determining hyperparameters
in linear inverse problems. We develop an efficient numerical method to approximately
evaluate the marginal likelihood function of the hyperparameters for large-scale
problems, based on a low-rank approximation of the update from the prior to the
posterior covariance. The proposed method can achieve a computational complexity
of O(n2r) for r  n, while a standard full-rank or direct evaluation approach requires
computations of O(n3) complexity. We also show that this approximation of the
marginal likelihood is optimal in a minimax sense. Two numerical examples illustrate
that the proposed algorithm can accurately evaluate the marginal likelihood function
required in the EB method. This approach may be useful in a wide range of applications
where the unknown is of very high dimension, such as medical and geophysical image
reconstruction. Finally, it is worth noting that, while the approximate EB method
presented in this work can only be applied to linear inverse problems, there have been
several efforts successfully extending low-rank posterior approximations to nonlinear
problems [21, 8]; along these lines, we expect that our method could also be extended
to EB computations for nonlinear inverse problems.
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