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One important goal of this study is to develop a methodology of inference for a widely used 
Cliff-Ord type spatial model containing spatial lags in the dependent variable, exogenous 
variables, and the disturbance terms, while allowing for unknown heteroskedasticity in the 
innovations. We first generalize the generalized moments (GM) estimator suggested in 
Kelejian and Prucha (1998,1999) for the spatial autoregressive parameter in the disturbance 
process. We prove the consistency of our estimator; unlike in our earlier paper we also 
determine its asymptotic distribution, and discuss issues of efficiency. We then define 
instrumental variable (IV) estimators for the regression parameters of the model and give 
results concerning the joint asymptotic distribution of those estimators and the GM estimator 
under reasonable conditions. Much of the theory is kept general to cover a wide range of 
settings. We note the estimation theory developed by Kelejian and Prucha (1998, 1999) for 
GM and IV estimators and by Lee (2004) for the quasi-maximum likelihood estimator under 
the assumption of homoskedastic innovations does not carry over to the case of 
heteroskedastic innovations. The paper also provides a critical discussion of the usual 
specification of the parameter space. 
JEL Code: C21, C31. 
Keywords: spatial dependence, heteroskedasticity, Cliff-Ord model, two-stage least squares, 




Harry H. Kelejian 
Department of Economics 
University of Maryland 
College Park, MD 20742 
USA 
kelejian@econ.umd.edu 
Ingmar R. Prucha 
Department of Economics 
University of Maryland 





Revised September 2005 
Revised July 2007 1I n t r o d u c t i o n 1
In recent years the economics literature has seen an increasing number of the-
oretical and applied econometric studies involving spatial issues.2 While this
increase in interest in spatial models in economics is relatively recent, spatial
models have a long history in the regional science and geography literature.3
One of the most widely referenced model of spatial interactions is one that was
put forth by Cliﬀ and Ord (1973, 1981). This model is a variant of the model
considered by Whittle (1954). In its simplest (and original) form the model
only considers spatial spillovers in the dependent variable, and speciﬁes the en-
dogenous variable corresponding to a cross sectional unit in terms of a weighted
average of endogenous variables corresponding to other cross sectional units,
plus a disturbance term. This model is typically referred to as a spatial autore-
gressive model, the weighted average is typically referred to as a spatial lag, the
corresponding parameter as the autoregressive parameter, and the matrix con-
taining the weights as the spatial weights matrix. A generalized version of this
model also allows for the dependent variable to depend on a set of exogenous
variables and spatial lags thereof. A further generalization allows for the dis-
turbances to be generated by a spatial autoregressive process. Consistent with
the terminology developed by Anselin and Florax (1995) we refer to the com-
bined model as a spatial autoregressive model with autoregressive disturbances
of order (1,1), for short SARAR(1,1). We note that this model is fairly general
in that it allows for spatial spillovers in the endogenous variables, exogenous
variables and disturbances.
Somewhat surprisingly, even though the SARAR(1,1) model has been a
modeling tool for many years, until recently there has been a lack of formal
results concerning estimation methods for this model. One method that has
been employed to estimate this model is the (quasi) maximum likelihood (ML)
1Our thanks for very helpful discussions and suggestions are owed to Irani Arraiz, Badi
Baltagi, Peter Egger, David Drukker, Benedikt Pötscher, and Paulo Rodrigues, and to seminar
participants at Pennsylvania State University, Singapore Management University, ADRES
Conference on Networks of Innovations and Spatial Analysis of Knowledge Diﬀusion in Saint-
Etienne, Texas A&M University, SUNY Albany, University of Innsbruck, Syracuse University
and Kansas University. Also, we gratefully acknowledge ﬁnancial support from the National
Science Foundation through grant SES-0001780 and the National Institute of Health through
the SBIR grant 1 R43 AG027622.
2Some recent applications of spatial models are, e.g., Audretsch and Feldmann (1996),
Baltagi, Egger and Pfaﬀermayr (2005), Bell and Bockstael (2000), Besley and Case (1995),
Betrand, Luttmer and Mullainathan (2000), Case (1991), Case, Hines, and Rosen (1993),
Cohen and Morrison Paul (2004), Hanushek et al. (2003), Holtz-Eakin (1994), Sacrerdote
(2001), Shroder (1995), Topa (2001). Contributions to the theoretical econometric literature
include, e.g., Baltagi and Li (2001a,b, 1999), Baltagi, Song, Jung and Koh (2005), Baltagi,
Song and Koh (2003), Bao and Ullah (2003), Conley (1999), Das, Kelejian and Prucha (2003),
Driscol and Kraay (1998), Kapoor, Kelejian and Prucha (2004), Kelejian and Prucha (2005,
2004, 2002, 2001, 1999, 1998), Korniotis (2005), Lee (2005, 2004, 2003, 2002), Pinkse and
Slade (1998), Pinkse, Slade, and Brett (2002), Yang (2005).
3See, e.g., Anselin (1988), Bennett and Hordijk (1986), Cliﬀ and Ord (1973, 1981), and
Cressie (1993) and the references cited therein.
2procedure, where the likelihood function corresponds to the normal distribu-
tion. Formal results concerning the asymptotic properties of the ML estimator
have been established only recently in an important contribution by Lee (2004).
Given that the likelihood function involves the determinant of a matrix whose
dimensions depend on the sample size and an unknown parameter, there can be
signiﬁcant diﬃculties in the practical computation of this estimator especially if
the sample size is large, as it might be if the spatial units relate to counties, single
family houses, etc. In part because of this Kelejian and Prucha (1999) intro-
duced a generalized moments (GM) estimator for the autoregressive parameter
of the disturbance process that is simple to compute and remains computation-
ally feasible even for large sample sizes. In Kelejian and Prucha (1998) we used
that GM estimator to introduce a generalized spatial two stage least squares
estimator (GS2SLS) for the regression parameters of the spatial SARAR(1,1)
model that is again simple to compute, and demonstrated its consistency and
asymptotic normality.4
All of the above estimators for the SARAR(1,1) model were introduced and
their asymptotic properties were derived under the assumption that the innova-
tions in the disturbance process are homoskedastic. The lack of an estimation
theory that allows for heteroskedasticity, and the lack of corresponding joint
hypothesis tests for the presence of spatial dependencies in the endogenous
variables, exogenous variables and/or disturbances, is a serious shortcoming.
Spatial units are often heterogeneous in important characteristics, e.g., size,
and hence the homoskedasticity assumption may not hold in many situations
(conditionally and unconditionally). It is readily seen that if the innovations are
heteroskedastic, the ML estimator considered in Lee (2004) is inconsistent, and
the asymptotic distribution given in Kelejian and Prucha (1998) for the GS2SLS
estimator is not appropriate. One important goal of this study is therefore to
develop a methodology of inference for the SARAR(1,1) model that allows for
heteroskedastic innovations. In developing this theory we will adopt a modular
approach such that much of the theory not only applies to the SARAR(1,1)
model, but can also be utilized in diﬀerent settings in future research.
In more detail, in this paper we introduce a new class of GM estimators for
the autoregressive parameter of a spatially autoregressive disturbance process
that allows for heteroskedastic innovations. Our GM estimators are again com-
putationally simple even in large samples. We determine their consistency; un-
like in our earlier paper we also determine, under reasonably general conditions,
their asymptotic distribution. Loosely speaking, in deriving those results we
essentially only maintain that the disturbances are n1/2-consistently estimated
(where n is the sample size) and that the estimator of the model parameters
employed in estimating the disturbances is asymptotically linear in the innova-
4The formulation of the GS2SLS estimator is based on an approximation of the ideal
instruments. Recently Lee (2003) and Kelejian, Prucha, and Yuzefovich (2004) extended the
analysis to include the use of ideal instruments. Das, Kelejian and Prucha (2003) analyzed the
small sample properties of the GS2SLS (as well as those of other estimators). They ﬁnd that
in many situations the loss of eﬃciency due to the approximation of the ideal instruments is
minor.
3tions. As a result the methodology developed in this paper covers a wide range of
(linear and nonlinear) models and estimators, in addition to the SARAR(1,1)
model and estimators speciﬁc for that model. We furthermore derive results
concerning the joint distribution of the GM estimators and estimators of the
regression parameters to facilitate joint tests. While the results are presented
for the case of two step estimation procedures where the spatial autoregressive
parameter and the regression parameters are estimated in separate steps, the
analysis can be readily adapted to one step procedures where all parameters are
estimated in a single (but numerically more involved) step.
The general theory is then applied to develop inference methodology for the
SARAR(1,1) model. In particular, we use the GM estimator in constructing
a GS2SLS estimator for the regression parameters of the SARAR(1,1) model
and demonstrate the consistency and asymptotic normality of this estimator.
We also provide results concerning the joint distribution of the GM estimator
and the GS2SLS estimator, which permits, among other things, testing the joint
hypothesis of the absence of spatial spillovers stemming from the endogenous
variables, exogenous variables or disturbances.
Another concern with the existing literature on Cliﬀ-Ord type models, in-
cluding in the above cited literature on the SARAR(1,1) models, is the speciﬁ-
cation of the parameter space for spatial autoregressive parameters. In virtually
all of the literature it is assumed that the parameter space for autoregressive
parameters is the interval (−1,1), or a subset thereof. One may conjecture that
this traditional speciﬁcation of the parameter space received its motivation from
the time series literature. However, as discussed in detail below, choosing the
interval (−1,1) as the parameter space for the autoregressive parameter of a
spatial model is not natural in the sense that the spatial autoregressive para-
meter always appears in those models in product form with the spatial weights
matrix. Hence equivalent model formulations are obtained by applying an (arbi-
trary) scale factor to the autoregressive parameter and its inverse to the weights
matrix. Of course, applying a scale factor to the autoregressive parameter leads
to a corresponding re-scaling of its parameter space. In this paper we therefore
allow for a more general speciﬁcation of the parameter space. Even if a scale
factor is used that results in the parameter space being the interval (−1,1),t h i s
scale factor and correspondingly the autoregressive parameter will then typically
depend on the sample size. In contrast to the existing literature we thus allow
for the parameters to depend on the sample size. Our discussion of the parame-
ter space and possible normalizations of the spatial weights matrix also points
out potential pitfalls with the frequently used approach of row-normalizing the
spatial weights matrix.
The paper is organized as follows: The generalized SARAR(1,1) model is
speciﬁed and interpreted in Section 2. This section also contains a discussion of
the parameter space of the autoregressive parameter. In Section 3 we deﬁne and
establish the large sample properties of our suggested GM estimators for the au-
toregressive parameter of a spatially autoregressive disturbance process. In this
section we also provide results concerning the joint large sample distribution of
the GM estimators and a wide class of estimator of the regression parameters.
4We also develop HAC type estimators for the large sample variance-covariance
matrix of the suggested estimators. Section 4 contains results relating to the
suggested instrumental variable estimators of the regression parameters of the
SARAR(1,1) model and their joint large sample distribution with GM esti-
mators. Concluding remarks are given in the Section 5. Technical details are
relegated to the appendices.
It proves helpful to introduce the following notation: Let An with n ∈ N be
some matrix; we then denote the (i,j)-th element of An as aij,n. Similarly, if vn
is a vector, then vi,n denotes the i-th element of vn. An analogous convention
is adopted for matrices and vectors that do not depend on the index n,i n
which case the index n is suppressed on the elements. If An is a square matrix,
then A−1
n denotes the inverse of An.I f An is singular, then A−1
n should be
interpreted as the generalized inverse of An. At times it will also be helpful to
denote the generalized inverse more explicitly as A+
n. With ai.,n and a.i,n we




n .I f An is a square symmetric nonnegative matrix, then A
1/2
n denotes




n )1/2. Further, we say the row and column sums of
the (sequence of) matrices An are bounded uniformly in absolute value if there









|aij,n| ≤ cA for all n ∈ N
holds. As a point of interest, we note that the above condition is identical to
the condition that the sequences of the maximum column sum matrix norms
and maximum row sum matrix norms of An are bounded; cp. Horn and
Johnson (1985, pp.294-5). For deﬁniteness, let A be some vector or matrix,
then kAk =[ Tr(A0A)]1/2. We note that this norm is submultiplicative, i.e.,
kABk ≤ kAkkBk.
2M o d e l
In this section we specify the generalized SARAR(1,1) model and discuss the
underlying assumptions.
2.1 Speciﬁcation
Suppose a cross section of n spatial units is observed, and the interactions
between those spatial units can be described by the following model:
yn = Xnβn + λnWnyn + un (1)
= Znδn + un
and
un = ρnMnun + εn, (2)





¤0.H e r e yn denotes the n × 1 vec-
tor of observations of the dependent variable, Xn denotes the n × k matrix of
non-stochastic (exogenous) regressors, Wn and Mn are n × n non-stochastic
matrices, un denotes the n×1 vector of regression disturbances, εn is an n×1
vector of innovations, λn and ρn are unknown scalar parameters, and βn is a
k × 1 vector of unknown parameters. The matrices Wn and Mn are typically
referred to as spatial weights matrices, and λn and ρn are typically called spa-
tial autoregressive parameters. The analysis allows for Wn = Mn, which will
frequently be the case in applications. All quantities are allowed to depend on
t h es a m p l es i z e .
The vectors yn = Wnyn and un = Mnun are typically referred to as spatial
lags of yn and un, respectively. We note that all quantities are allowed to depend
on the sample size and so some of the exogenous regressors may be spatial lags of
exogenous variables. Thus the model is fairly general in that it allows for spatial
spillovers in the endogenous variables, exogenous variables and disturbances.
The spatial weights matrices and the autoregressive parameters are assumed
to satisfy the following assumption.
Assumption 1 (a) All diagonal elements of Wn and Mn are zero. (b) λn ∈
(−aλ
n,aλ
n), ρn ∈ (−aρ
n,aρ
n) with 0 <a λ
n,aλ
n ≤ aλ < ∞ and 0 <a ρ
n,aρ
n ≤ aρ < ∞.
(c) The matrices In−λWn and In−ρMn are nonsingular for all λ ∈ (−aλ
n,aλ
n),
and ρ ∈ (−aρ
n,aρ
n).
Assumption 1(a) is clearly a normalization rule. Assumption 1(b) concerning
the parameter space of λn and ρn will be discussed in the next subsection.
Assumption 1(c) ensures that yn and un are uniquely deﬁned by (1) and (2) as
yn =( In − λnWn)
−1 Xnβn +( In − λnWn)
−1 un, (3)
un =( In − ρnMn)
−1 εn.
As remarked in the Introduction, spatial units are often heterogeneous in im-
portant characteristics, e.g., size. For that reason it is important to develop an
estimation theory that allows for the innovations to be heteroskedastic. There-
fore, we maintain the following set of assumptions with respect to the innova-
tions.
Assumption 2 The innovations {εi,n :1≤ i ≤ n, n ≥ 1} satisfy Eεi,n =0 ,
E(ε2
i,n)=σ2
i,n with 0 <a σ ≤ σ2
i,n ≤ aσ < ∞,a n dsup1≤i≤n,n≥1 E |εi,n|
4+η < ∞
for some η>0. Furthermore, for each n ≥ 1 the random variables ε1,n,...,ε n,n
are totally independent.
The above assumption also allows for the innovations to depend on the sam-
ple size n, i.e., to form triangular arrays. We note that even if the innovations do
not depend on n, the elements of yn and un would still depend on n in light of
(3) since the elements of the inverse matrices involved would generally depend
on n. We maintain the following assumption concerning the spatial weights
matrices.
6Assumption 3 The row and column sums of the matrices Wn, Mn, (In −
λnWn)−1 and (In − ρnMn)−1 are bounded uniformly in absolute value.
Given (3), Assumption 2 implies that Eun =0 , and that the VC matrix of
un is given by
Eunu0
n =( In − ρnMn)
−1 Σn (In − ρnMn)
−1
where Σn = diag(σ2
i,n).T h i ss p e c i ﬁcation allows for fairly general patterns of
autocorrelation and heteroskedasticity of the disturbances. It is readily seen
that the row and column sums of products of matrices, whose row and column
sums are bounded uniformly in absolute value, are again uniformly bounded in
absolute value; see, e.g., Kelejian and Prucha (2004), Remark A.1. Because of
this, Assumptions 2 and 3 imply that the row and column sums of the variance-
covariance (VC) matrix of un (and similarly those of yn) are uniformly bounded
in absolute value, thus limiting the degree of correlation between, respectively,
the elements of un (and of yn). That is, making an analogy to the time se-
ries literature, these assumptions ensure that the disturbance process and the
process for the dependent variable exhibit a “fading” memory.5
2.2 Parameter Space for an Autoregressive Parameter
Assumption 1(b) deﬁnes the parameter space for the autoregressive parameters.
In discussing this assumption we focus on Wn and λn. (An analogous discussion
applies to Mn and ρn.) In the existing literature relating to Cliﬀ-Ord models
the parameter space for the autoregressive parameter is typically taken to be
the interval (−1,1) and the autoregressive parameter is assumed not to depend
on the sample size. However, in applications it is typically found that for un-
normalized spatial weights matrices, In − λWn is singular for some values of
λ ∈ (−1,1). To avoid this situation, many applied researchers normalize each
row of their spatial weights matrices in such a way that In−λWn is non-singular
for all λ ∈ (−1,1). We now discuss the implications of various normalizations
of the spatial weight matrix.
Suppose cn denotes a scalar normalization factor. Clearly, this normalization
factor may depend on the sample size. For example, some of our results below
relate to the case in which cn corresponds to the maximal row or column sum
of the absolute values of the elements of Wn. Given such a normalizing factor,






n = cnλn and W∗
n = Wn/cn. It is important to observe
that even if λn and its corresponding parameter space do not depend on n, λ
∗
n
and its implied parameter space will dep e n do nt h es a m p l es i z ea sar e s u l to f
the normalization of the spatial weights matrix.6 It is for this reason that we
allow in Assumption 1 for the elements of the spatial weights matrices, and the
5Of course, the extent of correlation is limited in virtually all large sample analysis; see,
e.g., Amemiya (1985), ch. 3,4, and Pötscher and Prucha (1997), ch. 5,6.
6The parameter space for λ∗
n is given by (−cnaλ
n,c naλ
n).
7autoregressive parameters and the corresponding parameter spaces to depend on
n. Of course, Assumption 1 also covers the case where the true data generating
process corresponds to a model where autoregressive parameters do not depend
on n.
Assumption 1 deﬁnes the parameter space for λn as an interval around zero
such that In − λWn is nonsingular for values λ in that interval. The following
trivial lemma gives bounds for that interval.
Lemma 1 Let τn denote the spectral radius of Wn; i.e.,
τn =m a x {|ν1,n|,...,|νn,n|}
where ν1,n,...,νn,n denote the eigenvalues of Wn.T h e nIn − λWn is nonsin-
gular for all values of λ in the interval (−1/τn,1/τn).7
Clearly, if we select (−1/τn,1/τn) as the parameter space for λn,t h e na l l
eigenvalues of λnWn are less than one in absolute value. Thus if we interpret
(1) as an equilibrium relationship, then this choice of the parameter space rules
out unstable Nash equilibria. Of course, we obtain an equivalent speciﬁcation of
the model if instead of working with Wn we work with the normalized weights
matrix W∗
n = Wn/τn and select the interval (−1,1) as the parameter space for
λ
∗
n = λnτn. Assumption 1 is suﬃciently general to cover both cases.
For large sample sizes the computation of the eigenvalues on Wn is diﬃ-
cult. The following lemma gives boundaries, which are simple to compute, for
a (sub)set of values of λ for which In − λWn is nonsingular.
Lemma 2 Let
τ∗









Then τn ≤ τ∗




The above lemma suggests (−1/τ∗
n,1/τ∗
n) as an alternative (although some-
what more restrictive) speciﬁcation of the parameter space. Of course, we
obtain an equivalent model speciﬁcation if we normalize the spatial weights ma-
trix by τ∗
n and if we choose (−1,1) as the parameter space for the autoregressive
parameter. Since the spectral radius is bound by any matrix norm, other norms
in place of the maximum absolute row and column sum norms can be used, but
τ∗
n is especially easy to compute.
Rather than to normalize Wn by τn or τ∗
n, in much of the empirical literature
the spatial weights matrices are normalized such that each row sums to unity.
7In some of the spatial literature the following closely related claim can be found: In−λWn
is nonsingular for all values of λ in the interval (1/νn,min,1/νn,max),w h e r eνn,min and νn,max
denote the smallest and largest eigenvalue of Wn, respectively. This claim is correct for the
case in which all eigenvalues of Wn are real and νn,min < 0 and νn,max > 0. Since, e.g., the
eigenvalues of Wn need not be real, this claim does not hold in general.
8The motivation for this normalization is that if Wn is row-normalized then In−
λWn is nonsingular for all values of λ in the interval (−1,1); this can be readily
conﬁrmed via Lemma 2. However, this normalization is quite diﬀerent than
those described above in that in row-normalizing a matrix one does not use a
single normalization factor, but rather a diﬀerent factor for the elements of each
row. Therefore, in general, there exists no corresponding re-scaling factor for the
autoregressive parameter that would lead to a speciﬁcation that is equivalent to
that corresponding to the un-normalized weights matrix. Consequently, unless
theoretical issues suggest a row-normalized weights matrix, this approach will
in general lead to a misspeciﬁed model.
The above discussion provides the motivation for our speciﬁcation that the
autoregressive parameters may depend on n. Furthermore, since some of the
regressors may be spatial lags, we allow all of the model parameters to depend
on the sample size.
3 GM Estimator for the Autoregressive Para-
meter ρn
In the following we introduce a class of GM estimators for ρn that can be easily
computed, and prove their consistency and asymptotic normality under a set of
general assumptions. We note that the discussion in this section only maintains
model (2) for the disturbances un, but not necessarily (1) for yn.T h u st h er e -
sults will also be useful in other settings such as cases where yn is determined by
a nonlinear model; see, e.g. Kelejian and Prucha (2001, p. 228). The estimators
put forth below generalize the GM estimator for ρn introduced in Kelejian and
Prucha (1999). In contrast to that earlier paper we now allow for heteroskedas-
tic innovations εi,n, and optimal weighting of the moment conditions. We also
do not conﬁne the parameter space for ρn to be the interval (−1,1),a n da l l o w
ρn to depend on n. In our earlier paper we only demonstrated the consistency
of the estimator. In the following we also derive the asymptotic distribution of
the considered estimators.
3.1 Deﬁnition of the GM Estimator for ρn
In the following let e un denote some predictor of un. Furthermore, for notational
convenience let un = Mnun and un = Mnun = M2
nun, and correspondingly,
e un = Mne un,a n de un = M2
ne un. Similarly, let εn = Mnεn. It is readily seen





























.i,nm.i,n), A2,n = Mn.
Under Assumptions 1 and 3 it is readily seen that the diagonal elements of
A1,n and A2,n are zero and that the row and column sums of A1,n and A2,n
are bounded uniformly in absolute value; see, e.g., Remark A.1 in Kelejian and
Prucha (2004).
Our GM estimators for ρn are based on these moments. Speciﬁcally, note
that in light of (2) εn =( In − ρnMn)un = un − ρnun and so εn = un − ρnun.
Substituting these expressions into (4) or (5) yields the following two equation
system:
γn − Γnαn =0 (6)
where αn =[ ρn,ρ 2











































































r,s=1,2 and e γn =
£
e γ1,n,e γ2,n
¤0 denote corresponding es-
timators for the elements of Γn and γn, which are obtained from the above
expressions for the elements of Γn and γn by suppressing the expectations op-
erator, and replacing the disturbances un, un,a n dun by their predictors e un,
e un,a n de un, respectively. Then, the empirical analog of the relationship in (6)
is
e γn − e Γnαn = υn, (8)
where υn can be viewed as a vector of regression residuals. Our GM estimators
of ρn,s a ye ρn,a r en o wd e ﬁned as weighted nonlinear least squares estimators
based on (8). That is, let e Υn be a 2 × 2 symmetric positive semideﬁnite (mo-
ments) weighting matrix; then e ρn is deﬁned as
10e ρn = e ρn(e Υn)= argmin
ρ∈[−aρ,aρ]
(∙













We note that the objective function for e ρn remains well deﬁn e de v e nf o rv a l u e s
of ρn for which In −ρnMn is singular, which allows us to take the optimization
space for e ρn to be any compact interval that contains the true parameter space.
For computational eﬃciency it is best to use the formulae for the elements of e Γn
and e γn corresponding to the ﬁrst expression on the r.h.s. of (7) and to compute
e un and e un recursively as e un = Mne un and e un = Mne un. In this fashion one can
avoid the computation of M2
n, i.e., the computation of the product of two n×n
matrices.
We now relate the above estimator for the autoregressive parameter to the
GM estimator introduced in Kelejian and Prucha (1999). Under homoskedastic-
ity, σ2 = σ2





nεn]=0 . These three moment conditions underlie the GM estimator
suggested in Kelejian and Prucha (1999). Substituting the ﬁrst of these moment













which is clearly a special case of (4) under homoskedasticity. It is not diﬃcult
to see that the GM estimator suggested in our previous paper can be viewed as









3.2 Consistency of the GM Estimator for ρn
To establish consistency of e ρn we postulate the following additional assumptions.
Assumption 4 : Let e ui,n denote the i-th element of e un. We then assume that
e ui,n − ui,n = di.,n∆n
where di.,n and ∆n are 1×p and p×1 dimensional random vectors. Let dij,n be
the j-th element of di.,n. Then, we assume that for some δ>0 E |dij,n|
2+δ ≤
cd < ∞ where cd does not depend on n, and that n1/2 k∆nk = Op(1).
8If we rewrite the moment conditions in (10) in the form corresponding to (5), then A1,n =
M0
nMn − n−1Tr(MnM0
n)In and A2,n = Mn.
11Assumption 5 (a)The smallest eigenvalue of Γ
0
nΓn is uniformly bounded away
from zero.9 (b) e Υn −Υn = op(1),w h e r eΥn are 2×2 non-stochastic symmetric
positive deﬁnite matrices. (c) The largest eigenvalues of Υn are bounded uni-
formly from above, and the smallest eigenvalues of Υn are uniformly bounded
away from zero.
Assumption 4 implies n−1 Pn
i=1 kdi.,nk
2+δ = Op(1), which was maintained
in Kelejian and Prucha (1999), and so is slightly stronger than their assumption.
Assumption 4 should be satisﬁed for typical linear spatial models where e ui is
based on n1/2-consistent estimators of regression coeﬃcients, di.,n denotes the
i-th row of the regressor matrix, and ∆n denotes the diﬀerence between the
parameter estimator and the true parameter values. In the next section we will
actually demonstrate that Assumption 4 holds for the estimated residuals of
model (1) based on an instrumental variable procedure. Assumption 4 should
also be satisﬁed for typical non-linear models provided the response function is
diﬀerentiable in the parameters, and the derivatives are (uniformly over the pa-
rameter space) bounded by some random variable with bounded 2+δ moments;
compare Kelejian and Prucha (1999).
Assumption 5 ensures that the smallest eigenvalue of Γ0
nΥnΓn is uniformly
bounded away from zero and will be suﬃcient to permit us to demonstrate
that ρn is identiﬁably unique w.r.t. the nonstochastic analogue of the objective
function of the GM estimator. This analogue is given by the function in curly
brackets on the r.h.s. of (9) with e γn, e Γn and e Υn replaced by γn, Γn and Υn.
Under homoskedasticity and e Υn = Υn speciﬁed as at the end of the previous
subsection this assumption is in essence equivalent to Assumption 5 in Kelejian
and Prucha (1999).
















¢¤0, which is readily seen













where Su,n =( In − ρnMn)
−1 Σn (In − ρnMn)
−1.
It is not diﬃcult to see that this linear independence condition is an analogue
to identiﬁcation conditions postulated in Lee (2007), Assumption 5(b), relating
to quadratic forms under homoskedasticity.
We note that while Assumption 5 should be satisﬁed in many settings, it does
not cover situations where all elements of the spatial weights matrix converge
to zero uniformly as n →∞- see Lee (2004) - since in this case the elements
of Γn would tend to zero. On the other hand, Assumption 5 does not generally
9That is, λmin(Γ
0
nΓn) ≥ λγ > 0 where λγ does not depend on n. More specif-
ically, in general Γn depends on Mn, ρn, σ2
1,n,...σ2
n,n. Denoting this dependence as
Γn = Γn(Mn,ρ n,σ2
1,n,...σ2












In this sense the assumption allows for λγ to depend on the sequence of spatial weights
matrices Mn, and on the true values of the autoregressive parameters ρn and variances.
12rule out settings where Mn is row normalized, there is an increasing number of
nonzero elements in each row, and the row sums of the absolute values of the
non-normalized elements are uniformly bounded.
The vector of derivatives (multiplied by minus one) of the moment conditions
(6) w.r.t. ρn is given by Jn = Γn[1,2ρn]0. As expected, the limiting distribution
of the GM estimator e ρn will be seen to depend on the inverse of J0
nΥnJn.
Assumption 5 also ensure that J0
nΥnJn is nonsingular.
Because of the equivalence of matrix norms it follows from Assumption 5
that the elements of Υn and Υ−1
n are O(1).
We can now give our basic consistency result for e ρn.
Theorem 1 Let e ρn = e ρn(e Υn) denote the GM estimator deﬁned by (9). Then,
provided the optimization space contains the parameter space, and given As-
sumptions 1-5,
e ρn − ρn
p
→ 0 as n →∞ .
Clearly the conditions of the theorem regarding e Υn and Υn are satisﬁed for
e Υn = Υn = I2. In this case the estimator reduces to the nonlinear least squares
estimator based on (8). This estimator can, e.g., be used to obtain initial
consistent estimates of the autoregressive parameter. Choices of e Υn that lead
to an eﬃcient GM estimator for ρn (but require some consistent initial estimate
of ρn) will be discussed below in conjunction with the asymptotic normality
result.
3.3 Asymptotic Distribution of the GM Estimator for ρn
Let Dn =[ d0
1.,n,...,d0
n.,n]0 where di.,n is deﬁned in Assumption 4 so that
e un − un = Dn∆n. To establish the asymptotic normality of e ρn we need some
additional assumptions.
Assumption 6 For any n×n real matrix An whose row and column sums are




As u ﬃcient condition for Assumption 6 is, e.g., that the columns of Dn are
of the form πn+Πnεn, where the elements of πn are bounded in absolute value
and the row and column sums of Πn are uniformly bounded in absolute value;
see Lemma C.2. This will indeed be the case in many applications. In the next
section we will verify that this assumption holds for the model given by (1) and
(2), and where Dn equals the (negative of the) design matrix Zn.
Assumption 7 Let ∆n be as deﬁned in Assumption 4. Then
n1/2∆n = n−1/2T0
nεn + op(1),
where Tn is a n × p dimensional real nonstochastic matrix whose elements are
uniformly bounded in absolute value.
13As remarked above, typically ∆n denotes the diﬀerence between the para-
meter estimator and the true parameter values. Assumption 7 will be satisﬁed
by many estimators. In the next section we verify that this assumption indeed
holds for the considered instrumental variable estimators for the parameters of
model (1).
It may be helpful to provide some insight concerning the variance of the
limiting distribution of the GM estimator n1/2(e ρn − ρn) given below. To that
eﬀect we note that an inspection of the derivation of this limiting distribution in
Appendix C shows that it depends on the limiting distribution of the (properly














where for r =1 ,2 the n × n matrices Ar,n are deﬁned in (5), and where the
n × 1 vectors ar,n are deﬁned as










From (11) and (12) we see that, in general, the limiting distribution of n1/2(e ρn−
ρn) will depend on the limiting distribution of n1/2∆n via the matrix Tn, unless
αr,n =0 . Clearly, if Dn is not stochastic, then αr,n =0 . Within the the context
of model (1) and with Dn equal to the (negative of the) design matrix Zn this
would be the case if the model does not contain a spatial lag of the endogenous
variable.
Observing further that the diagonal elements of the matrices Ar,n are zero
it follows from Lemma A.1 that the VC matrix of the vector of quadratic forms
in (11) is given by Ψn =( ψrs,n) where for r,s =1 ,2














We now have the following result concerning the asymptotic distribution of
e ρn. We note that the theorem does not assume convergence of the matrices
involved.
Theorem 2 (Asymptotic normality) Let e ρn be the weighted nonlinear least
squares estimators deﬁned by (9). Then, provided the optimization space con-
tains the parameter space, given Assumptions 1-7, and given that λmin(Ψn) ≥
c∗
Ψ > 0, we have
n1/2(e ρn − ρn)=( J0
nΥnJn)−1J0
nΥnΨ1/2















nΥnJn)−1 ≥ const > 0. (16)
The above theorem implies that the diﬀerence between the cumulative dis-





to zero, which justiﬁes the use of the latter distribution as an approximation of
the former.10
Remark 1. Clearly Ωh ρn(Ψ−1
n )=( J0
nΨ−1
n Jn)−1 and Ωh ρn(Υn) − Ωh ρn(Ψ−1
n ) is
positive semi-deﬁnite. Thus choosing e Υn as a consistent estimator for Ψ−1
n leads
to the eﬃcient GM estimator. Such a consistent estimator will be developed
in the next subsection. As discussed in the proof of the above theorem, the
elements of Ψn are uniformly bounded in absolute value and hence λmax (Ψn) ≤
c∗∗
Ψ for some c∗∗
Ψ < ∞. Since by assumption also 0 <c ∗
Ψ ≤ λmin(Ψn) it follows
that the conditions on the eigenvalues of Υn postulated in Assumption 5 are
automatically satisﬁed by Ψ−1
n We note that Ψn is, in general, only identical to
the VC matrix of the moment vector in (5) if ar,n =0 . The terms involving ar,n
reﬂect the fact that the GM estimator is based on estimators of the disturbances
un and not on the true disturbances. As noted above, Jn equals the vector of
derivatives (multiplied by minus one) of the moment conditions (6) w.r.t. ρn,
and thus Ωh ρn(Υn) has the usual structure, except that here Ψn is not identical
to the VC matrix of the moment vector.
Remark 2. From (11), (12), (14) and (15) we see that n1/2(e ρn − ρn) depends
linearly on a vector of linear quadratic forms in the innovations εn plus a term
of order op(1). This result is helpful in establishing the joint distribution of
e ρn with that of estimators of some of the other model parameters of interest.
In particular, it may be of interest to derive the joint limiting distribution of
n1/2∆n and n1/2(e ρn − ρn).B yA s s u m p t i o n7 ,n1/2∆n is asymptotically linear
in εn and hence the joint limiting distribution can be readily derived using the
CLT for linear quadratic forms given in Appendix A. We will illustrate this
below within the context of IV estimators for model (1).
We next introduce a consistent estimator for Ωh ρn. For this purpose let






where e Γn is deﬁned above by (7) and the discussion after that equation. We
next deﬁne a HAC type estimator for Ψn whose elements are deﬁned by (13).
For this purpose let
e Σn = diagi=1,...,n(e ε
2
i,n)
10This follows from Corollary F4 in Pötscher and Prucha (1997). Compare also the discus-
sion on pp. 86-87 in that reference.
15with e εn =( In −e ρnMn) e un. We furthermore need to specify an estimator for
ar,n = Tnαr,n.T h e m a t r i x Tn introduced in Assumption 7 will in many
applications be of the form
Tn = FnPn with Fn = Hn or Fn =( In − ρnM0
n)
−1 Hn, (18)
where Hn is a real nonstochastic n×p∗ matrix of instruments, and Pn is a real
nonstochastic p∗ ×p matrix, with p as in Assumption 7. In the next section we
will consider instrumental variable estimators for the parameters of model (1)
and (2). In that section we will see that if ∆n corresponds to these instrumental
variable estimators, then the matrix Tn will indeed have the above structure,
and where Pn can be estimated consistently by some estimator e Pn.W e n o w
deﬁne our estimator for Tn as11
e Tn = e Fne Pn with e Fn = Hn or e Fn =( In −e ρnM0
n)
+ Hn. (19)
In light of (12) it now seems natural to estimate ar,n by
e ar,n = e Tne αr,n. (20)
with
e αr,n = n−1 £
D0
n (In −e ρnM0
n)(Ar,n + A0
r,n)(In −e ρnMn) e un
¤
.
G i v e nt h ea b o v ew en o wi n t r o d u c et h ef o l l o w i n gH A Ct y p ee s t i m a t o re Ψn =
(e ψrs,n) where for r,s =1 ,2











r,n e Σne as,n. (21)
Furthermore, based on e Ψn we deﬁne the following estimator for Ωh ρn:
e Ωh ρn =( e J0
ne Υne Jn)+e J0
ne Υn e Ψne Υne Jn(e J0
ne Υne Jn)+. (22)
The next theorem establishes the consistency of e Ψn and e Ωh ρn.
Theorem 3 : (VC matrix estimation) Suppose all of the assumptions of Theo-
rem 2, apart from Assumption 5, hold and that additionally all of the fourth mo-
ments of the elements of Dn are uniformly bounded. Suppose furthermore that
(a) that the elements of the nonstochastic matrices Hn are uniformly bounded
in absolute value,(b) supn |ρn| < 1 and the row and column sums of Mn are
bounded uniformly in absolute value by, respectively, one and some ﬁnite con-
stant (possibly after a renormalization of the weights matrix and parameter space
as discussed in Section 2.2), and (c) e Pn − Pn = op(1) with Pn = O(1).T h e n
e Ψn − Ψn = op(1), e Ψ−1
n − Ψ−1
n = op(1).
11The reason for using the generalized inverse is that h ρn deﬁned by (9) is not forced to lie
in the parameter space, and thus In − h ρnMn may be singular (where the probability of this
event goes to zero as the sample size increases).
16If furthermore Assumption 5 holds, then also
e Ωh ρn − Ωh ρn = op(1).
The hypothesis of zero spatial correlation in the disturbances, i.e., H0 : ρn =
0, can now be tested in terms of N
h
0, e Ωh ρn
i
.
Remark 3. We note that the above theorem also holds if e ρn is replaced by
any other estimator e e ρn with n1/2(e e ρn−ρn)=Op(1).I nc a s eFn = Hn condition
(b) can be dropped. The consistency result for e Ψ−1
n veriﬁes that this estimator
for Ψ−1
n c a ni n d e e db eu s e di nt h ef o r m u l a t i o no fa ne ﬃcient GM estimator, as
discussed after Theorem 2.
Remark 4. The modules underlying the derivation of Theorems 2 and 3 can
be readily extended to cover a wider class of estimators. A crucial underlying
ingredient is the CLT for vectors of linear quadratic forms given in Appendix
A, which was used to establish the limiting distribution of the vector of linear
quadratic forms (11); that CLT is based on Kelejian and Prucha (2001). We
emphasize that while in (5) we consider two moment conditions, all of the above
results generalize trivially to the case where the GM estimator for ρn corresponds
to m moment conditions
n−1E[Eε0
nA1,nεn,...,ε0
nAm,nεn]0 =0 , (23)
where the diagonal elements of Ar,n are zero and the row and column sums
of Ar,n are bounded uniformly in absolute value. The focus of this paper is
on two-step estimation procedures, which is motivated by their computational
simplicity, generality of the ﬁrst step (where residuals may come from nonlinear
models) and, since at least under homoskedasticity, Monte Carlo experiments
suggest that very little eﬃciency is lost, see, e.g., Das, Kelejian and Prucha
(2003). Given instruments Hn, one-step GMM estimators for all parameters,
i.e., ρn,λ n,βn,o ft h eS A R A R (1,1) model could be deﬁned by augmenting those




.p∗,nεn]0 =0 . (24)
with
εn =( In − ρnMn)(yn − Xnβn − λnWnyn).
The limiting distribution of the stacked moment vector follows immediately
from the CLT for vectors of linear quadratic forms. Theorem 3 establishes
consistent estimation of the VC matrix of the vector of (normalized) linear
quadratic forms (11). Estimation of the VC matrix of the vector of (normalized)
linear quadratic forms corresponding to the stacked moment conditions (23)
and (24), is analogous. In fact, in this case estimation simpliﬁes in that the
17components of the vector are either quadratic or linear, and the elements of the
linear terms hr,n are observed.12
3.4 Joint Asymptotic Distribution of GM Estimator for
ρn and Estimators of Other Model Parameters
In the following we discuss how the above results can be extended to obtain the
joint asymptotic distribution of the GM estimator for ρn and of other estimators
that are asymptotically linear in the innovations εn, i.e., that are of the form
considered in Assumption 7. As remarked above, the IV estimators for the
regression parameters of model (1) and (2) considered in the next section will
be of this form. Based on the joint distribution it will then be possible to test
joint hypothesis concerning ρn and other model parameters.
In the following we will give results concerning the joint asymptotic distrib-
ution of e ρn − ρn and ∆n as considered in Assumptions 4 and 7 in conjunction
with the estimation of the disturbances un. Clearly, in general it will be of
interest to have available results not only concerning the joint asymptotic dis-
tribution of e ρn−ρn and ∆n, but also concerning other estimators, say, ∆∗
n that
are of the general form considered in Assumption 7. To avoid having to intro-
duce further notation we give our result in terms of e ρn − ρn and ∆n, but then
comment on what changes would be needed in the formulae to accommodate
other estimators ∆∗
n in place of ∆n. The discussion assumes that Tn = FnPn
and e Tn = e Fne Pn as deﬁned in the previous subsection.
In light of the above discussion we expect that the joint limiting distribu-





. Observing again that the diagonal elements of the matrices
Ar,n are zero it follows from Lemma A.1 that the VC matrix of this vector of








with Ψ∆∆,n = n−1F0
nΣnFn, Ψ∆ρ,n = n−1F0
nΣn [a1,n,a2,n] and where Ψn is
deﬁned by (13). We shall also employ the following estimator for Ψ◦,n:
e Ψ◦,n =
"





12Several months after completing this paper we became aware of a paper by Lin and
Lee (2005) that considers an SAR(1) model with unknown heteroskedasticity. That paper
is complementary to this one, with a focus and extensive discussion of one-step estimation
procedures for that model among other things. That paper does not discuss speciﬁcation
issues regarding the parameter space of the autoregressive parameters, which are considered
in this paper.
18with e Ψ∆∆,n = n−1e F0
ne Σne Fn, e Ψ∆ρ,n = n−1e F0
ne Σn [e a1,n,e a2,n] and where e Ψn is
deﬁned by (21).
We now have the following result concerning the joint limiting distribution
of n1/2(e ρn − ρn) and n1/2∆n.
Theorem 4 Suppose all of the assumptions of Theorem 3 hold, and λmin(Ψ◦,n) ≥
c∗
Ψ◦ > 0.T h e n
∙
n1/2∆n




















































then e Ψ◦,n−Ψ◦,n = op(1), e Ω◦,n−Ω◦,n = op(1),a n dΨ◦,n = O(1), Ω◦,n = O(1).
T h ea b o v et h e o r e mi m p l i e st h a tt h ed i ﬀerence between the joint cumulative
distribution function of n1/2 [∆0
n,(e ρn − ρn)]
0 and that of N [0,Ω◦,n] converges
pointwise to zero, which justiﬁes the use of the latter distribution as an ap-
proximation of the former. The theorem also states that e Ω◦,n is a consistent
estimator for Ω◦,n.
Remark 5. The above result generalizes readily to cases where we are in-
terested in the joint distribution between e ρn − ρn and some other estimator,
say, ∆∗
n,w h e r en1/2∆∗
n = n−1/2T∗0
nεn + op(1), T∗
n = F∗
nP∗
n and e Tn = e F∗
ne P∗
n,
assuming that analogous assumptions are maintained for this estimator. In par-




nΣn [a1,n,a2,n], e Ψ∆∆,n = n−1e F∗0
n e Σne F∗
n, e Ψ∆ρ,n = n−1e F∗0
n e Σn [e a1,n,e a2,n],
and Pn, e Pn replaced by P∗
n, e P∗
n.
4 Instrumental Variable Estimator for δn
As remarked, the consistency and asymptotic normality results developed in an
important paper by Lee (2004) for the quasi-ML estimator for the SARAR(1,1)
model deﬁned by (1) and (2) under the assumption of homoskedastic innovations
do not carry over to the case where the innovations are heteroskedastic. In
fact, under heteroskedasticity the limiting objective function of the quasi-ML
19estimator would generally not be maximized at the true parameter values, and
therefore the quasi-ML estimator would be inconsistent. Also, the asymptotic
normality results developed by Kelejian and Prucha (1998), Kelejian, Prucha
and Yuzefovich (2004) and Lee (2003) for instrumental variable (IV) estimators
of the SARAR(1,1) model do not carry over to the case where the innovations are
heteroskedastic. In the following we provide results concerning the asymptotic
distribution of IV estimators allowing the innovations to be heteroskedastic.
More speciﬁcally, we will show that the considered IV estimators satisfy certain
conditions such that their asymptotic distribution can be readily obtained via
Theorem 4. We also allow for a more general deﬁnition of the parameter space
of the spatial autoregressive parameters to avoid certain pitfalls discussed in
Section 2.
4.1 Instruments
It is evident from (3) that in general Wnyn will be correlated with the distur-
bances un, which motivates the use of IV estimation procedures. We maintain
the following assumptions w.r.t. the n×k regressor matrices Xn, and the n×p∗
instrument matrices Hn.
Assumption 8 : The regressor matrices Xn have full column rank (for n large
enough). Furthermore, the elements of the matrices Xn are uniformly bounded
in absolute value.
Assumption 9 : The instrument matrices Hn have full column rank p∗ ≥ k+1
(for all n large enough). Furthermore, the elements of the matrices Hn are
uniformly bounded in absolute value. Additionally Hn is assumed to, at least,
contain the linearly independent columns of (Xn,MnXn).
Assumption 10 : The instruments Hn satisfy furthermore:
(a) QHH = limn→∞ n−1H0
nHn is ﬁnite, and nonsingular.
(b) QHZ = plimn→∞ n−1H0
nZn and QHMZ = plimn→∞ n−1H0
nMnZn are ﬁ-
nite and have full column rank. Furthermore, let QHZ∗(ρn)=QHZ −




bounded away from zero uniformly in n.
(c) QHΣH = limn→∞ n−1H0
nΣnHn is ﬁnite and nonsingular.
The above assumptions are similar to those maintained in Kelejian and
Prucha (1998, 2004), and Lee (2003), and so a discussion which is quite similar
to those given in those papers also applies here. Regarding the speciﬁcation of
the instruments Hn observe ﬁrst that








20provided that the characteristic roots of λnWn are less than one in absolute
value; compare Lemma 1 and 2 concerning the choice of the parameter space for
λn. The instrument matrices Hn will be used to instrument Zn =( Xn,Wnyn)
and MnZn =( MnXn,MnWnyn) in terms of their predicted values from a
least squares regression on Hn,i . e . ,b Zn = PHnZn and \ MnZn = PHnMnZn




n. Towards approximating the ideal instruments
E(Zn)=( Xn,WnE(yn)) and E(MnZn)=( MnXn,MnWnE(yn)) it seems






where q is a pre-selected ﬁnite constant.13 We note that if Hn is selected as in
(31) it follows from Assumptions 3 and 8 that its elements will be bounded in
absolute value as postulated in Assumption 9. Assumption 9 ensures that Xn
and MnXn are instrumented by themselves. Finally we note that the assump-
tion that Hn has full column rank could be relaxed at the expense of working
with generalized inverses.
4.2 Deﬁnition, Consistency and Asymptotic Normality
Towards estimating the model (1) and (2) we propose a three step procedure.
In the ﬁrst step the model is estimated by two stage least squares (2SLS) using
the instruments Hn. In the second step the autoregressive parameter, ρn,i s
estimated using the generalized moments estimation approach from Section 3
based on the 2SLS residuals obtained via the ﬁrst step. In the third step, the
regression model in (1) is re-estimated by 2SLS after transforming the model via
a Cochrane-Orcutt-type transformation to account for the spatial correlation.
More speciﬁcally, the ﬁrst step 2SLS estimator is deﬁned as:
e δn =(b Z0
nZn)−1b Z0
nyn, (32)
where b Zn = PHnZn =( Xn, \ Wnyn) and \ Wnyn = PHnWnyn. In the second
step we estimate ρn by the GM procedure deﬁn e db y( 9 )b a s e do nt h e2 S L S
residuals e un = yn − Zne δn. We denote the GM estimator again as e ρn.
The next lemma shows that various assumptions maintained in Section 3
w.r.t. the estimator of the regression parameters and estimated residuals are
automatically satisﬁed by the 2SLS estimator e δn and the corresponding residu-
als.
Lemma 3 : Suppose Assumptions 1-3 and 8-10 hold, and supn kβnk < ∞.
Let Dn = −Zn, then the fourth moments of the elements of Dn are uniformly
13In Kelejian, Prucha, and Yuzefovich (2004), who considered the case of homoskedastic
innovations, the instruments were determined more generally by taking q as a function of the
sample size n, i.e., qn,s u c ht h a tqn →∞as n →∞ . Their Monte Carlo results suggest that
q =2may be suﬃcient for many applications.
21bounded, Assumption 6 holds, and:
(a) n1/2(e δn − δn)=n−1/2T0












(c) Pn = Op(1) and e Pn − Pn = op(1) for







The condition supn kβnk < ∞ is trivially satisﬁed if βn = β.O f c o u r s e ,
parts (a) and (b) together imply that e δn is n1/2-consistent for δn.
Clearly e un = un + Dn∆n with Dn = −Zn and ∆n = e δn − δn. Lemma
3 shows that in essence under Assumptions 1-3 and 8-10 the 2SLS residuals
automatically satisfy the conditions postulated in Assumptions 4, 6 and 7 with
Dn = −Zn, ∆n = e δn−δn and Tn as speciﬁed in the lemma. Consequently the
results concerning consistency and asymptotic normality of the GM estimator
for ρn in Theorems 1 and 2 apply in particular to the GM estimator e ρn based
on 2SLS residuals. Lemma 3 also establishes that the fourth moments of the
elements of Dn = −Zn are uniformly bounded. The lemma also gives explicit
expression for Pn and e Pn and veriﬁes the conditions postulated w.r.t. to those
matrices in Theorems 3 and 4. Hence the results of those two theorems also
cover the GM estimator e ρn and the 2SLS estimator e δn. In particular, Theorem 4
gives the joint limiting distribution of n1/2(e ρn−ρn) and n1/2∆n = n1/2(e δn−δn)




We now turn to the third step. Applying a Cochrane-Orcutt-type transfor-
mation to (1) yields
yn∗(ρn)=Zn∗(ρn)δn + εn, (33)
where yn∗(ρn)=yn − ρnMnyn and Zn∗(ρn)=Zn − ρnMnZn. Our estimator
b δn for δn in this third step is now deﬁned as the 2SLS procedure applied to the
transformed model (33) after replacing ρn by e ρn.T h a ti s ,
b δn =[ b Zn∗(e ρn)0Zn∗(e ρn)]−1b Zn∗(e ρn)0yn∗(e ρn) (34)
where b Zn∗(e ρn)=PHnZn∗(e ρn). To express the dependence of b δn on e ρn we also
write b δn = b δn(e ρn).
14An alternative estimation approach is to use a HAC procedure to estimate the variance
c o v a r i a n c em a t r i xo ft h e2 S L Se s t i m a t o r .S u c ha na p p r o a c hw a sc o n s i d e r e di nP i n s k e ,S l a d e ,
and Brett (2002) and Kelejian and Prucha (2005). While such an approach is more robust,
it does not yield a simple testing strategy for a joint test of spatial dependencies in the
endogenous, exogenous and disturbances.
22The next lemma shows again that various assumptions maintained in Section
3 w.r.t. the estimator of the regression parameters and estimated residuals
are automatically satisﬁed by the generalized spatial 2SLS estimator b δn and
corresponding residuals.
Lemma 4 : Suppose the assumptions of Lemma 3, and let b δn(b ρn) be as deﬁned
by (34), where b ρn is any n1/2-consistent estimator for ρn (such as the GM
estimator e ρn b a s e do n2 S L Sr e s i d u a l s ) .T h e n
(a) n1/2[b δn(b ρn) − δn]=n−1/2T∗0
















n = Op(1) and e P∗
n − P∗












Frequently we will be interested in the joint distribution of the generalized
spatial 2SLS estimator b δn(ˆ ρn) and the GM estimator e ρn. In light of Lemma
3 and 4 the limiting distribution of n1/2
h
(b δn − δn)0,(e ρn − ρn)
i0
now follows
immediately from Theorem 4 and Remark 5 after that theorem, with ∆∗
n =
b δn − δn. The asymptotic variance covariance matrix and its corresponding
estimator are given by (28) and (29) with modiﬁcations as described in Remark
5a n dDn = −Zn. The expressions for the matrices Pn, Fn, e Pn are as in Lemma
3, and e Fn =( In −e ρnM0
n)




are as in Lemma 4, and e F∗
n = Hn. The joint distribution can then be used to
test in particular the joint hypothesis H0 : λn = ρn =0in the usual manner.
Finally, consider the estimated residuals corresponding to b δn,i . e . ,e u∗
n =
yn − Znb δn = un + Dn∆∗
n. Clearly, in light of Lemma 4 we could use those
residuals to deﬁne a corresponding GM estimator based on those residuals, and
a discussion analogous to that after Lemma 3 would also apply applies here. Of
course, further iterative procedures are possible, and their asymptotic properties
would again be covered by the asymptotic theory developed above.
Remark 6. The estimation theory of Section 3 was developed under a set of
fairly general assumptions. The results given in this section are illustrative as
to how Assumptions 4, 6, 7 can be implied for the 2SLS and GS2SLS estimator
of the SARAR(1,1) model from the more primitive Assumptions 8 - 10. The
assumption that Xn is nonstochastic rules out the presence of endogenous re-








,w h e r eXn satisﬁes As-
sumptions 8-10, with Xn replaced by Xn (including in the formulation of the
23instruments), and where Yn is a matrix of endogenous variables. Then given
the fourth moments of the elements of Dn are uniformly bounded, and As-
sumption 6 holds, parts (a),(b) and (c) of Lemmata 3 and 4 still hold but with





b Zn∗(e ρn)=PHnZn∗(e ρn)
=
£
(In −e ρnMn)Xn,PHn (In −e ρnM0
n)Yn,PHn (In −e ρnMn)Wnyn)
¤
.
In specifying a full system of equations analogous to Kelejian and Prucha (2004)
one could furthermore develop more primitive conditions that ensure the mo-
ment condition for the elements of Dn as well as Assumption 6.
5 Some Monte Carlo Results
In order to obtain some insights relating to the small sample properties of our
suggested estimators, as well as the quasi-maximum likelihood estimator, we
undertook a limited Monte Carlo study. Our study is limited in that we only
considered one set of parameter values. On the other hand, we consider four
diﬀerent sample sizes, as well as a case in which the innovations are heteroskedas-
tic, and one in which they are homoskedastic. Although our results are quite
suggestive, clearly a more extensive Monte Carlo study is of interest.15
Our Monte Carlo study relates to the model in (1) and (2) with M = W.16
We also took X =[ x1,x2] to be an n × 2 matrix of observations on two ex-
ogenous variables. The four values of the sample size, n, we considered are
250,500,1000, and 2000. In all the simulations, the values of x1 and x2 are
based on data described in Kelejian and Robinson (1992) which relate to income
per capita and the percent of rental housing in 1980 in 760 counties in the US
mid-western states. The 760 observations on the income and rental variables
were normalized to have zero mean and unit variance. We repeated the sample
of 760 observations to generate samples of larger sizes. For sample sizes n = 250
and 500 we used the ﬁrst 250 or 500 observations. In formulating the W ma-
trix we took guidance from the speciﬁcation considered in Kelejian and Prucha
(1999). They considered a weights matrix, to which they referred to as “5 ahead
and 5 behind”. The reason for their designation is that the non-zero elements
in the i-th row of W are in positions i +1 ,...,i+5 ,i+3 ,a n di − 1,...,i − 5,
for i =6 ,...,n − 5.T h u s ,i nt h e s er o w st h ei-th element of u is directly related
to the ﬁve elements of u directly after it and to the ﬁve directly before. The
matrix W is deﬁn e di nac i r c u l a rw o r l ds ot h a t ,e . g . ,i nt h eﬁrst row the non-
zero elements are in positions 2,...,6 (i.e., ﬁve ahead) and n,...,n −5, (i.e., ﬁve
15We note that such a study is currently being conducted by Irani Arraiz, David Drukker
and the authors, but given its dimensions such a study is outside of the scope of the present
paper.
16For ease of notation, in this section we do not indicate the possible dependence of various
quantities on the sample size.
24behind). The positioning of the non-zero elements in rows 2,...,6,n,...,n−5 are
determined analogously. Our speciﬁcation follows Kelejian and Prucha (1999),
but modiﬁes the weights matrix such that the middle third of the units only
have two neighbors, one immediately ahead and one immediately behind, and
so the number of neighbors di varies in our speciﬁcation. The matrix was row
normalized in that in each row the nonzero elements were set equal to 1/di.
In all of our experiments the true model parameter values were: λ =0 .3,
β
0 =( 1 ,1) and ρ = −0.8.L e tξi denote independent draws from the standard
normal distribution. In the homoskedastic case the innovations were generated
as εi = σξi with σ2 =2 , and in the heteroskedastic case as εi = σiξi with
σ2
i = di/4, which yields an average variance of approximately 2.I na l lc a s e st h e
dependent vector y was generated in term of the reduced form (3). For each
Monte Carlo experiment we performed 2000 Monte Carlo iterations.
Our Monte Carlo results are given in Table 1. They relate to the general-
ized spatial 2SLS estimator b δ(e ρ) deﬁn e di n( 3 4 )b a s e do nt h ei n s t r u m e n tm a t r i x
H =[ X,WX,W2X] and with e ρ the eﬃcient GM estimator based on 2SLS
residuals. We denote the estimator as b δGS =( b β
0
GS,b λGS)0.F u r t h e r m o r e , w e
also report on the eﬃcient GM estimator for ρ based on generalized spatial
2SLS residuals, and denote the estimator as b ρGS. We also compute an estimate
o ft h ea s y m p t o t i cv a r i a n c ec o v a r i a n c em a t r i xo f(b δ
0
GS,b ρGS)0 based on (29) using
the results collected in Lemma 4, and compute rejection rates based on corre-
sponding t-test statistics or the respective hypotheses that the parameters are
equal to the true values. The test are performed at a nominal 5 percent signiﬁ-
cance, using the normal limiting distribution as an approximation for the critical
values. For comparison we also report on the quasi-normal ML estimator for δ
and ρ, which we denote as b δML =( b β
0
ML,b λML)0 and b ρML. The rejection rates
are computed based on t-test statistics, using (as would frequently be the case)
the inverse of the negative Hessian of the log-likelihood function as the estimator
for the asymptotic variance covariance matrix of the quasi ML estimator.
In Table 1 we report on the Monte Carlo estimates of the mean and standard
deviations of b ρGS,b λGS,b β1,GS,b β2,GS and b ρML,b λML,b β1,ML,b β2,ML.F o c u s i n go n
the heteroskedastic case we see that the generalized spatial 2SLS/GM estimators
shows very little bias even in small samples. In contrast, the ML estimators are
signiﬁcantly biased. For example, for n = 1000 the ML estimates for ρ and λ are
-.584 and .210, while the true values are -.8 and .3, respectively. The biases do
not decline with the sample size. To further explore the cause of the biases we
ﬁrst note that we expect the ML estimator to converge to the maximizers of the
expected log-likelihood function. Hence we have also computed the maximizers
of the expected log-likelihood function, which are reported in the column “Max”
in Table 1. It turns out that under heteroskedasticity, for the experiment at
hand, those maximizers are diﬀerent from the true parameter values, and that
indeed the ML estimators seem to converge to those maximizers. The rejection
rates of the tests corresponding to the generalized spatial 2SLS/GM estimators
are reasonably close to the nominal value of 0.05. For example, for n = 1000,t h e
rejection rates range from 0.046 to 0.054. This suggests that the derived large
25sample distribution and the developed estimators of the asymptotic variance
covariance matrix are indeed useful towards approximating the small sample
distribution. The rejection rates for the ML estimators range, as is expected
due to the serious biases, from 0.176 to 1.000.
Under homoskedasticity the expected log-likelihood function is maximized at
the true paramter values, and both the generalized spatial 2SLS/GM estimators
and ML estimators show very little bias. We also note that the loss of eﬃciency
of the generalized spatial 2SLS/GM estimators relative to the ML estimators
seems generally modest.
26Table 1: Monte Carlo Estimates
Estimator Heteroskedasticity Homoskedasticity
True Max Mean Std.Dev. Rejct.Rate Max Mean Std.Dev. Rejct.Rate
n=250
e ρGS -0.8 -.795 .0968 .041 -.788 .0660 .070
e λGS 0.3 .297 .0781 .053 .288 .0816 .073
e β1,GS 1.0 .999 .1039 .062 1.006 .0999 .071
e β2,GS 1.0 .999 .1046 .069 1.004 .0998 .067
e ρML -0.8 -0.585 -.578 .0715 .859 -0.8 -.789 .0518 .046
e λML 0.3 0.211 .203 .0670 .294 0.3 .290 .0602 .048
e β1,ML 1.0 1.067 1.069 .0961 .144 1.0 1.006 .0902 .050
e β2,ML 1.0 1.040 1.041 .1026 .098 1.0 1.003 .0959 .058
n=500
e ρGS -0.8 -.795 .0557 .046 -.795 .0406 .055
e λGS 0.3 .299 .0504 .057 .296 .0506 .051
e β1,GS 1.0 .998 .0713 .061 1.001 .0724 .060
e β2,GS 1.0 1.001 .0641 .044 1.004 .0666 .049
e ρML -0.8 -.590 -.586 .0495 .999 -0.8 -.795 0352 .058
e λML 0.3 .218 .216 .0425 .458 0.3 .296 .0414 .049
e β1,ML 1.0 1.073 1.072 .0647 .177 1.0 1.001 .0662 .052
e β2,ML 1.0 1.040 1.042 .0618 .092 1.0 1.004 .0643 .049
n=1000
e ρGS -0.8 -.798 .0377 .047 -.798 .0275 .049
e λGS 0.3 .299 .0361 .048 .298 .0365 .050
e β1,GS 1.0 1.001 .0509 .054 1.001 .0501 .054
e β2,GS 1.0 .999 .0472 .046 1.000 .0470 .043
e ρML -0.8 -.586 -.584 .0346 1.000 -0.8 -.798 .0239 .056
e λML 0.3 .212 .210 0304 .819 0.3 .297 .0297 .050
e β1,ML 1.0 1.071 1.073 .0465 .348 1.0 1.002 .0457 .053
e β2,ML 1.0 1.050 1.050 .0449 .176 1.0 1.001 .0448 .037
n=2000
e ρGS -0.8 -.799 .0267 .055 -.798 .0195 .052
e λGS 0.3 .299 .0254 .053 .299 .0258 .056
e β1,GS 1.0 1.000 .0351 .048 1.001 .0354 .053
e β2,GS 1.0 .999 .0324 .043 1.000 .0325 .044
e ρML -0.8 -.587 -.585 .0247 1.000 -0.8 -.798 .0171 .050
e λML 0.3 .214 .213 .0217 .980 0.3 .298 .0215 .055
e β1,ML 1.0 1.076 1.076 .0320 .651 1.0 1.002 .0324 .050
e β2,ML 1.0 1.047 1.046 .0306 .295 1.0 1.000 .0311 .047
276 Summary and Suggestions for Further Research
In this paper we introduce a new class of GM estimators for the autoregressive
parameter of a spatially autoregressive disturbance process allowing for inno-
vations with unknown heteroskedasticity. The estimation theory for the GM
estimators is developed in a modular fashion under a fairly general set of as-
sumptions, and should cover many (linear and nonlinear) models. The general
theory is then utilized to establish the consistency and asymptotic normality
of IV estimators for the regression parameters for an important class of spa-
tial models, frequently referred to as SARAR(1,1) models. The paper provides
results concerning the joint asymptotic distribution of the GM estimator for
the autoregressive parameter of the disturbance process and IV estimators for
the model regression parameters. Among other things, the results allow for a
j o i n tt e s tt h a tt h ea u t o r e g r e s s i v ep a r a m e ters corresponding to the spatial lags of
the dependent variable and disturbance term are both zero We also provide a
discussion of the speciﬁcation of the parameter space for SARAR(1,1) models.
We demonstrate that a computationally simple re-scaling of the weights matrix
leads to an equivalent model containing a (re-scaled) autoregressive parameter
which has a user-friendly parameter space. Unfortunately, previous studies in
the literature have often re-scaled their weights matrix in such a way that the
“before and after” scaled models are not equivalent.
One suggestion for further research is to extend the results to panel data. A
further suggestion for future research would be a comprehensive Monte Carlo
study which focuses on the small sample properties of the considered estima-
tors. Such a study may also consider comparisons with the quasi-ML estimator
(speciﬁed under homoskedasticity).
28A Appendix: CLT for Vectors of Linear Quadratic
Forms
In the following we state, for the convenience of the reader, a central limit
theorem (CLT) for vectors of linear quadratic forms with heteroskedastic inno-
vations. This CLT is based on a CLT given in Kelejian and Prucha (2001) for
the scalar case. We ﬁrst state a lemma that collects useful results on the mean
and VC matrix between (and as a special case the variance of) linear quadratic
forms.
Lemma A.1 :L e tζ =( ζ1,...,ζn)0 b ear a n d o mv e c t o rw i t hz e r om e a na n d
positive deﬁnite variance covariance matrix Ξ,l e tA=( aij) and B=( bij) be
n×n nonstochastic symmetric matrices, and let a and b be n×1 nonstochastic
vectors. Consider the decomposition Ξ = SS
0,l e tA∗ =( aij,∗)=S0AS and
B∗ =( bij,∗)=S0BS,a n dl e ta∗ = S0a and let b∗ = S0b. Furthermore let η =
(η1,...,ηn)0 = S−1ζ.T h e na s s u m i n gt h a tt h ee l e m e n t so fη are independently


























Remark A.1. The above expression for the covariance exploits the indepen-
dence of the elements of η. A convenient way to obtain these expressions is to
re-write the linear quadratic form as a sum of martingale diﬀerences as, e.g., in
Kelejian and Prucha (2001, Appendix A). If the diagonal elements of A∗ and
B∗ are zero the last two terms drop out from the expression for the covariance,
and so one need only assume the existence of second moments. The last two
terms also drop out from the expression for the covariance in the case where





ηi =3 . Of course, the variance of a linear quadratic form is obtained as the
special case where A = B and a = b. Obviously, in case A and B are not
symmetric the above formulae apply with A and B replaced by (A+A0)/2 and
(B + B0)/2.





where ξn =( ξ1,n,...,ξn,n)0 is an n×1 random vector, Ar,n =( aij,r,n)i,j=1,...,n
is an n×n nonstochastic real matrix, and ar,n =( a1,r,n,...,a n,r,n)0 is an n×1
nonstochastic real vector. We maintain the following assumptions:
29Assumption A.1 The real valued random variables of the array {ξi,n :1≤ i ≤
n, n ≥ 1} satisfy Eξi,n =0 . Furthermore, for each n ≥ 1 the random variables
ξ1,n,...,ξn,n are totally independent.
Assumption A.2 For r =1 ,...,m the elements of the array of real numbers
{aij,r,n :1≤ i,j ≤ n, n ≥ 1} satisfy aij,r,n = aji,r,n and sup1≤j≤n,n≥1
Pn
i=1 |aij,r,n| <
∞. The elements of the array of real numbers {ai,r,n :1≤ i ≤ n, n ≥ 1} satisfy
supn n−1 Pn
i=1 |ai,r,n|
2+η1 < ∞ for some η1 > 0.
Assumption A.3 For r =1 ,...,mone of the following two conditions holds:
(a) sup1≤i≤n,n≥1 E
¯ ¯ξi,n
¯ ¯2+η2 < ∞ for some η2 > 0 and aii,r,n =0 .
(b) sup1≤i≤n,n≥1 E
¯ ¯ξi,n
¯ ¯4+η2 < ∞ for some η2 > 0 (but possibly aii,r,n 6=0 ).
Let μQr,n and σQrs,n denote the mean of Qr,n and the covariance between
Qr,n and Qs,n, respectively, for r,s =1 ,...,m. Then it follows immediately













































i,n. In case Assumption A.3(a)
holds, the mean of Qr,n is zero and the last two terms drop out from the
expression for the variance.





Let μVn = EVn =[ μQ1,n,...,μ Qm,n]0 and ΣVn =[ σQrs,n]r,s=1,..,m denote the
mean and VC matrix of Vn, respectively. We then have the following theorem.
Theorem A.1 Suppose Assumptions A.1-A.3 hold and n−1λmin(ΣVn) ≥ c for










,t h e n
Σ
−1/2
Vn (Vn − μVn)
d → N(0,Im).
30Remark A.2. Since the diagonal elements of a positive deﬁnite matrix are
greater than or equal to the smallest eigenvalue of that matrix it follows that
n−1λmin(ΣVn) ≥ c implies that n−1σQn,ii ≥ c. Therefore this assumption
automatically implies the assumption maintained in Theorem 1 of Kelejian and
Prucha (2001) w.r.t. the variance of a linear quadratic form for each of the linear
quadratic forms Qr,n. Of course, the theorem remains valid, if all assumptions
are assumed to hold for n>n 0 where n0 is ﬁnite.























r=1 πr,nAr,n and dn =
Pm
r=1 πr,nar,n.O b s e r v et h a t











Vn α = n.
To prove the theorem, using the Cramer Wold device, it suﬃces to show that
α0Σ
−1/2
Vn (Vn − μV,n)=
Qn − μQn
σQn
d → N(0,1). (A.1)
To show that (A.1) holds we verify that ξn and Cn and dn satisfy the conditions
of Theorem 1 in Kelejian and Prucha (2001). Assumptions A.1 and A.3 are
identical to Assumptions 1 and 3 in Kelejian and Prucha (2001). Furthermore,
n−1σ2
Qn =1 .T h u s i t s u ﬃces to verify that Assumption 2 in Kelejian and
Prucha (2001) holds for the elements of Cn and dn.
Clearly λmax(nΣ
−1
Vn)=1 /λmin(n−1ΣVn) ≤ 1/c. By Proposition 43 in Dhrymes
















































31in light of Assumption A.2. This shows that the elements of Cn satisfy Assump-








































in light of Assumption A.2. Therefore the elements of dn satisfy Assumption 2
in Kelejian and Prucha (2001). ¥
B Appendix: Proofs for Section 2
Proof of Lemma 1: Clearly In − λWn is non-singular for λ =0 .F o rλ 6=0
we have det(In − λWn)=( −λ)n det(Wn − λ
−1In).C o n s e q u e n t l y In − λWn
is non-singular for values of λ
−1 / ∈ {ν1,n,...,νn,n}.I n p a r t i c u l a r , In − λWn
is non-singular for
¯ ¯λ
−1¯ ¯ >τ n. Rewriting this last inequality as |λ| <τ −1
n
completes the proof.
Proof of Lemma 2 : As an immediate consequence of Geršgorin’s The-
orem — see, e.g., Horn and Johnson (1985), pp. 344-346 — we have τn =
max{|ν1,n|,...,|νn,n|} ≤ τ∗
n. The claim now follows from Lemma 1.
C Appendix: Proofs for Section 3
Remark C.1. Suppose the row and column sums of the np × np matrices
An =( aij,n) are bounded uniformly in absolute value by some ﬁnite constants
















i=1 |aij,n| ≤ c
q
A.
We shall make use of the following lemma.
Lemma C.1 : Suppose the row and column sums of the real nonstochastic n×n
matrices An are uniformly bounded in absolute value. Let un be deﬁned by (2)
and let e un denote a predictor for un. Suppose Assumptions 1 - 4 hold then:
32(a) n−1E |u0
nAnun| = O(1), var(n−1u0
nAnun)=o(1) and
n−1e u0





¯ ¯ = O(1), s =1 ,...,p,w h e r ed.s,n denotes the s-th col-
umn of Dn,a n d
n−1D0
nAne un − n−1ED0
nAnun = op(1).
(c) If furthermore Assumption 6 holds, then
n−1/2e u0
nAne un = n−1/2u0
nAnun + α0
nn1/2∆n + op(1)
with αn = n−1ED0
n(An + A0
n)un. (Of course, in light of (b) we have
αn = O(1) and n−1D0
n(An + A0
n)e un − αn = op(1).)
Proof. We ﬁrst prove part (a) of the lemma. Let ϑn = n−1u0
nAnun and
e ϑn = n−1e u0
nAne un,t h e ng i v e n( 2 )w eh a v eϑn = n−1ε0
nBnεn with
Bn =( 1 /2)(In − ρnM0
n)
−1 (An + A0
n)(In − ρnMn)
−1 .
By Assumption 3 the row and column sums of the matrices (In − ρnMn)
−1
are uniformly bounded in absolute value. Since this property is preserved un-
der matrix addition and multiplication - see, e.g., Remark A.1 in Kelejian and
Prucha (2004) - it follows that also the row and column sums of the matrices
Bn are uniformly bounded in absolute value. Let Σn = diag(σ2
1,n,...,σ2
n,n),
then given Assumption 2 it follows further that also the row and column sums
of the matrices BnΣnBnΣn are uniformly bounded in absolute value. In the
following let K<∞ be a common bound for the row and column sums of the
absolute elements of Bn, Σn and BnΣnBnΣn and of their respective elements.
Then





























where we utilized Lemma A.1. Given that the fourth moments of the εi,n are
uniformly bounded in light of Assumption 2 this establishes the ﬁrst two claims
of part (a) of the lemma.
We next proof the last claim of part (a) of the lemma. The above discussion
implies that ϑn −Eϑn = op(1). Hence it suﬃces to show that e ϑn −ϑn = op(1).
By Assumption 4 we have e un − un = Dn∆n where Dn =[ d0
1.,n,...,d0
n.,n]0.
Utilizing this expression yields











and Cn =[ c0
1.,n,...,c0
n.,n]0 =( An + A0
n)(In − ρnMn)
−1. The row and column
sums of the matrices Cn are again seen to be uniformly bounded in absolute
value. Let K<∞ denote a uniform bound for the row and column sums of the
absolute elements of the matrices An and Cn.
To prove the claim we now show that both φn and ψn are op(1). Using the
triangle and Hölder inequality we get
|φn| =























































for p =2+δ and 1/p+1/q =1 ,a n dw h e r eδ>0 is as in Assumption 4. The last
inequality utilizes the observation of Remark C.1. Since the εj,n are independent
with bounded second moments it follows that n−1 Pn
j=1 |εj,n| = Op(1).T h e
terms n1/2 k∆nk and n−1 Pn
i=1 kdi.,nk
p are Op(1) by Assumption 4. Since
n1/p−1/2 → 0 as n →∞it follows that φn = op(1).
Again, using the triangle and Hölder inequality yields
|ψn| =

































































34with p and q as before. By Assumption 4 both n−1 Pn
i=1 kdi.,nk
p and n1/2 k∆nk
are Op(1).S i n c en1/p−1/2 → 0 as n →∞it follows that ψn = op(1).F r o mt h e
last inequality we see also that n1/2ψn = op(1).
We next prove part (b) of the lemma. In the following let ϑ
∗
s,n denote the
s-th element of n−1D0
nAnun. In light of the discussion after Assumption 3
and given Assumption 4 there exists a constant K<∞ such that Eu2
i,n ≤ K
and E |djs,n|
p ≤ K. W.o.l.o.g. assume that the row and column sums of the
matrices An are uniformly bounded by K. Utilizing the Cauchy-Schwarz and



































which shows that indeed E
¯ ¯n−1d0
.s,nAnun
¯ ¯ = O(1). Of course, the argument
also shows that αn = n−1ED0
n(An + A0
n)un = O(1). Next observe that
n−1D0







nAnDn∆n. It now follows as a special case of our demon-
stration that φn = op(1) that also φ
∗
n = op(1), which completes the proof of
part (b).
We next prove part (c). In light of the proof of part (a) we have
n−1/2e u0








op(1). The claim follows since n1/2∆n = Op(1) by Assumption 4.
Remark C.2: For future reference it proves helpful to note that in light of
Remark A.1 in Kelejian and Prucha (2004) the constant K used in proving the
last claim of part (a) of the above lemma can be chosen as K =2 cPcA where cP
and cA denote a bound for the row and column sums of the absolute elements of
(In − ρnMn)
−1 and An. Furthermore it proves helpful to observe that in light
of (C.1) and (C.2) ¯ ¯ ¯e ϑn − ϑn
¯ ¯ ¯ ≤ 2cPcAςn
where ςn = op(1) does not depend on An.
P r o o fo fT h e o r e m1 :The existence and measurability of e ρn is assured by,
e.g., Lemma 3.4 in Pötscher and Prucha (1997). The objective function of the
weighted nonlinear least squares estimator and its corresponding non-stochastic
counterpart are given by, respectively,
35Rn(ω,ρ)=
h















To prove the consistency of e ρn we show that the conditions of, e.g., Lemma 3.1
in Pötscher and Prucha (1997) are satisﬁed for the problem at hand. We ﬁrst
show that ρn is an identiﬁably unique sequence of minimizers of Rn.O b s e r v e
that Rn(ρ) ≥ 0 and that Rn(ρn)=0 .F r o m ( 6 ) w e h a v e γn = Γn[ρn,ρ 2
n]0.
















ρ − ρn,ρ 2 − ρ2
n
¤£
ρ − ρn,ρ 2 − ρ2
n
¤0
≥ λ∗ [ρ − ρn]
2








∗ [ρ − ρn]
2 = λ∗ε2 > 0,
which proves that ρn is identiﬁably unique. Next let Φn =[ Γn,−γn] and
e Φn =[ e Γn,−e γn],t h e n













° ° °e Φ0






° ° °e Φ0
ne Υne Φn − Φ0
nΥnΦn
° ° °[1 + (aρ)
2 +( aρ)
4].
As is readily seen from the respective second expressions on the r.h.s. of (7), the
elements of Φn and e Φn are all of the form n−1Eu0
nAnun and n−1e u0
nAne un where
the row and column sums of An are bounded uniformly in absolute value. It now
follows immediately from Lemma C.1 that e Φn−Φn
p
→ 0, and that the elements
of e Φn and Φn are, respectively, Op(1) and O(1). The analogous properties are
seen to hold for the elements of e Υn and Υn in light of Assumption 5. Given
this it follows from the above inequality that Rn(ω,ρ)−Rn(ρ) converges to zero
uniformly over the optimization space [−aρ,a ρ], i.e.,
sup
ρ∈[−aρ,aρ]
¯ ¯Rn(ω,ρ) − Rn(ρ)
¯ ¯ ≤
° ° °e Φ0
ne Υne Φn − Φ0
nΥnΦn





36as n →∞ . The consistency of e ρn now follows directly from Lemma 3.1 in
Pötscher and Prucha (1997).
We make use of the following lemma.
Lemma C.2 :L e tun be deﬁned by (2) and let Dn =[ d0
1.,n,...,d0
n.,n]0,w h e r e
di.,n is deﬁned in Assumption 4. Suppose Assumptions 1 - 3 hold, and suppose
furthermore that the columns of Dn are of the form πn + Πnεn,w h e r et h e
elements of πn are bounded in absolute value and the row and column sums of
Πn are uniformly bounded in absolute value. Then (a) Ed4
ij,n ≤ const < ∞,
and thus the moment condition in Assumption 4 is automatically implied, and
(b) Assumption 6 is automatically implied.


































⎦ ≤ const < ∞
since by assumption the elements of πn are bounded in absolute value and the
row and column sums of Πn are uniformly bounded in absolute value, and since
E |εj,n||εk,n||εl.n||εm,n| is uniformly bounded in light of Assumption 2. This
proves claim (a).
Given the maintained assumptions of the lemma and utilizing (3) the ele-
ments of n−1D0







nAn (In − ρnMn)
−1 and B∗
n = Π0
nAn (In − ρnMn)
−1.G i v e n
Remark A.1 in Kelejian and Prucha (2004) the elements of b∗
n are seen to be
bounded and the rows and column sums of B∗
n are seen to be uniformly bounded
in absolute value. By arguments analogous to those in the proof of Lemma C.1
it then readily seen that Eχn = O(1) and var(χn)=o(1).C l a i m ( b ) n o w
follows from Chebychev’s inequality.
P r o o fo fT h e o r e m2 :Deﬁne














with Cr,n =( 1 /2)(In − ρnM0
n)(Ar,n + A0
r,n)(In − ρnMn), and where the ma-
trices Ar,n are deﬁned by (5), r =1 ,2. The second equality in (C.3) is seen
to hold in light of the discussion surrounding equations (4)-(9). For later use
37we observe that the rows and column sums of Cr,n are uniformly bounded in
absolute value; see, e.g., Remark A.1 in Kelejian and Prucha (2004).
We have shown in Theorem 1 that the GM estimator e ρn deﬁn e di n( 9 )i s
consistent. Apart on a set whose probability tends to zero the estimator satisﬁes









(e ρn − ρn)



















































In proving Theorem 1 we have demonstrated that e Γn − Γn
p
→ 0 and that the
elements of e Γn and Γn are Op(1) and O(1), respectively. By Assumption 5 we
have e Υn − Υn = op(1) and also that the elements of e Υn and Υn are Op(1)
and O(1), respectively. Since e ρn and ρn are consistent and bounded in absolute
value, clearly
e Ξn − Ξn
p
→ 0 (C.7)










Ξ for some λ
∗




Ξ < ∞, and thus we also have Ξ−1
n = O(1).L e te Ξ+
n denote the generalized
inverse of e Ξn. It then follows as a special case of Lemma F1 in Pötscher and
Prucha (1997) that e Ξn is nonsingular eventually with probability tending to
one, that e Ξ+






38as n →∞ .
Premultiplying (C.4) by e Ξ+
n and rearranging terms yields
n1/2(e ρn−ρn)=
h








In light of the above discussion the the ﬁrst term on the r.h.s. is zero on ω-sets
of probability tending to one. This yields

















nΥn = op(1). (C.10)
In light of (C.3) and Lemma C.1 the elements of n1/2qn(ρn,∆n) can be
expressed as (r =1 ,2)
n−1/2e u0






Furthermore, the lemma implies that the elements of αr,n are uniformly bounded
in absolute value. Utilizing un =( In − ρnMn)














where ar,n = Tnαr,n, r =1 ,2. Observe that the elements of ar,n are uniformly
bounded in absolute value. As discussed before Theorem 2 in the text, the VC
matrix of the vector of quadratic forms on the r.h.s. of (C.11) is given by Ψn
where the elements of that matrix are given in (13). Those elements can be


















By assumption λmin(Ψn) ≥ const > 0. Since the matrices Ar,n,t h ev e c t o r sar,n,
and the innovations εn satisfy all of the remaining assumptions of the central















d → N(0,I2). (C.13)
Since the row and column sums of the matrices Ar,n are uniformly bounded in
absolute value, and since the elements of ar,n and the variances are uniformly
39bounded by ﬁnite constants it is readily seen from (C.12) that the elements of
Ψn, and hence those of Ψ
1/2
n are uniformly bounded. It now follows from (C.9),
(C.10) and (C.13) that








n ξn + op(1). (C.14)
Observing that Ξn = J0
nΥnJn,w h e r eJn = Γn[1,2ρn]0, this establishes (14).
Since all of the nonstochastic terms on the r.h.s. of (C.14) are O(1) it follows
that n1/2(e ρn − ρn)=Op(1). Next recall that 0 <λ
∗
Ξ ≤ Ξn ≤ λ
∗∗









Ξ )2 ≥ const > 0.
This establishes the last claim of the theorem.
As part of proving Theorem 3 will be to show that e Ψn−Ψn = op(1).O b s e r v e
that the elements can be written as
e ψrs,n = e ψ
∗
rs,n + e ψ
∗∗




































where aij,n =( aij,r,n + aji,r,n)(aij,s,n + aji,s,n).

















where the n × n matrices An are real nonstochastic and symmetric. Suppose
further that the diagonal elements of the matrices An are zero and that their row
and column sums are uniformly bounded in absolute value. Then EΛn = Λn =
O(1) and var(Λn)=o(1), and hence Λn−Λn
p


















Since aii,n =0and the innovations εi,n are assumed to be independent, clearly
EΛn = Λn. The claim that Λn = O(1) follows from the triangle inequal-
ity, observing that the variances σ2
i,n are uniformly bounded and that fur-
thermore also the row and column sums of the matrices An are uniformly
40bounded in absolute value. Deﬁne ζn = ε2
n − σ2








.C l e a r l y









Given the maintained assumptions it follows, e.g., from Remark A.1 in Kele-
jian and Prucha (2004) that the row and column sums of AnΞnAnΞn and
AnΞnAn are uniformly bounded in absolute value. Given that the variances
σ2
i,n are uniformly bounded it follows that var(Λn)=o(1). Hence by Cheby-
chev’s inequality Λn−Λn = op(1). The last claim is now obvious.
Lemma C.4 : Suppose Assumptions 1 - 4 hold. Let εn =( In − ρnMn)un,a n d
let e εn =( In −e ρnMn) e un with e un = un + Dn∆n and Dn =[ d0
1.,n,...,d0
n.,n]0,
and where e ρn can be any estimator that satisﬁes n1/2(e ρn −ρn)=Op(1).D e ﬁne




n), Λn = n−1(ε2
n)0Anε2
n with e ε
2








n,n)0,a n dw h e r et h en × n matrices An are real nonstochastic and
symmetric. Suppose further that the diagonal elements of the matrices An are
zero and that their row and column sums are uniformly bounded in absolute
value, and that Ed4
ij,n ≤ Kd < ∞. Then, e Λn−Λn
p
→0 as n →∞ ,a n de Λn=
Op(1).
Proof. Observe that

































































e εn =( In −e ρnMn) e un =( In −e ρnMn)(un + Dn∆n) (C.20)
= εn +( In − ρnMn)Dn∆n − (e ρn − ρn)Mnun − (e ρn − ρn)MnDn∆n
= εn + ηn
41with
ηn = Rn [∆0




Rn =[ ( In − ρnMn)Dn,Mn (In − ρnMn)
−1 εn,MnDn].
In light of Assumptions 3 and since the elements of Dn and εn have bounded
fourth moments it follows that the columns of Rn are all of the form πn+Πnξn,
where the elements of the n × 1 vector πn are uniformly bounded in absolute
value by some ﬁnite constant, where the row and column sums of the n × n
matrix Πn are uniformly bounded in absolute value by some ﬁnite constant,
and where the fourth moments of the elements of ξn are also bounded by some
ﬁnite constant. In light of this it is easily seen that the fourth moments of the
elements of Rn are bounded by some ﬁnite constant. Consequently
¯ ¯ηi,n
¯ ¯ ≤ αnβi,n (C.21)
where αn = k[∆0
n,(ρn −e ρn),(ρn −e ρn)∆0
n]k and βi,n = kri.,nk with Eβ
4
i,n ≤ Kβ
where Kβ is some ﬁnite constant. Of course, w.o.l.g., we can select Kβ such
that Eβ
γ
i,n ≤ Kβ for γ ≤ 4. Observe furthermore that in light of the maintained
assumptions n1/2αn = Op(1). Given Assumption 2 we have: E |εi,n|
γ ≤ Kε,
γ ≤ 4+η,f o rs o m eKε < ∞. By the assumptions of the lemma
Pn
l=1 |ail,n| <K a
for some Ka < ∞. In the following let K =m a x {1,K a,K β,K ε}. In light of
Remark C.1 it then follows that
Pn
l=1 |ail,n|
γ <K γ and
Pn
l=1 |bil,n|
γ <K γ for
γ ≥ 1.
From (C.20) and (C.21) we have




































































with r =2+η/2. In obtaining the above















¤1/2 ≤ K and Eβ
2
i,n ≤ K it follows further that
also the terms in square brackets in (C.23) are Op(1).S i n c en1/r−1/2 and n1/r−1
tend to zero as n tends to inﬁnity we have δ
∗
1n = op(1) and δ
∗∗
1n = op(1) and
hence ψ1n = op(1). Because of symmetry it follows that also ψ2n = op(1).
Applying the triangle inequality to the last equation of (C.19) and making



























































































the above result we also utilized that by Hölder’s inequality
Pn




















≤ K and Eβ
4
j,n ≤ K it follows that ζn = Op(1)








¤1/2 ≤ K all terms terms
in square brackets in (C.24) are seen to be Op(1). Observing that n1/2αn =
Op(1) it follows that δ
∗
3n = op(1), δ
∗∗
3n = op(1), δ
∗∗∗
3n = op(1) and hence ψ3n =
op(1). T h i sp r o v e st h a te Λn−Λn
p
→0. The last claim follows trivially since by
Lemma C.3 Λn = Op(1).









rs,n are deﬁned in (C.15) and (C.16).
Lemma C.5 : Suppose Assumptions 1 - 4 hold. Let εn =( In − ρnMn)un,a n d
let e εn =( In −e ρnMn) e un with e un = un + Dn∆n and Dn =[ d0
1.,n,...,d0
n.,n]0,
and where e ρn can be any estimator that satisﬁes e ρn − ρn = op(1).L e tan and
43bn be n × 1 vectors whose elements are uniformly bounded in absolute value by
c<∞ and let Σn = diagi=1,...,n(σ2




ne Σnbn − n−1a0
nΣnbn = op(1) and n−1a0
nΣnbn = O(1).
(b) There exist random variables ςn that do not depend on an and bn such that
¯ ¯ ¯n−1a0
ne Σnbn − n−1a0
nΣnbn
¯ ¯ ¯ ≤ K(c)(1 + ςn)
with ςn = op(1) and where K(c) < ∞ is a constant that depends monoton-
ically on c (as well as on some other bounds maintained in the assump-
tions).
Proof. Let e τn = n−1a0
ne Σnbn and τn = n−1a0
nΣnbn. We furthermore deﬁne
τn = n−1a0
nΣnbn where Σn = diagi=1,...,n(ε2
i,n). Clearly
|e τn − τn| ≤ |τn − τn| + |e τn − τn|. (C.25)
By the weak law of large numbers for i.d. random variables, observing that the
fourth moments of εi,n are uniformly bounded, we have






















and c∗ be such that σ2
i,n ≤ c∗, then using the triangle inequality several times,
it is readily seen
|τn − τn| ≤ c2ζ1,n +2 c2c∗. (C.27)
Again by the weak law of large numbers for i.d. random variables we have
ζ1,n = op(1).
It proves convenient to rewrite e τn and τn as
e τn = n−1e ε
0
nCne εn = n−1e u0
nCne un − 2e ρnn−1e u0
nM0













where Cn = diagn
i=1(ai,nbi,n). Given the maintained assumptions the row and
column sums of the respective matrices forming the quadratic forms on the r.h.s.
of the above equations are uniformly bounded in absolute value by some con-
stants that depend monotonically on c as well as other bounds maintained in the
assumptions; compare again Remark A.1 in Kelejian and Prucha (2004). It now
follows from Remark C.2 after the proof of Lemma C.1, the triangle inequality
44and observing that e ρn −ρn = op(1), that there exist random variables ς2,n that
do not depend on an and bn as well as a constant k(c) that depends monoton-
ically on c (as well as on some other bounds maintained in the assumptions)
such that
|e τn − τn| = k(c)ς2,n (C.28)
and ς2,n = op(1).
The ﬁrst claim of part (a) of the lemma follows immediately form (C.25),






i,n ≤ c2c∗ < ∞. Part (b) of the lemma follows form
(C.25), (C.27) and (C.28) with K(c)=c2 +2 c2c∗ + k(c) and ςn = ς1,n + ς2,n,
observing that ς1,n and ς2,n are nonnegative.
Lemma C.6 : Suppose Assumptions 1 - 4 hold. Furthermore assume that
supn |ρn| < 1, and the row sums and column sums of Mn are bounded uni-
formly in absolute value by, respectively, one and some ﬁnite constant. Let
εn =( In − ρnMn)un,a n dl e te εn =( In −e ρnMn) e un with e un = un + Dn∆n
and Dn =[ d0
1.,n,...,d0
n.,n]0,a n dw h e r ee ρn can be any estimator that satisﬁes
e ρn − ρn = op(1).L e t
Fn = e Fn = Hn
or
Fn =( In − ρnMn)
−1 Hn and e Fn =( In −e ρnMn)
+ Hn,
where Hn is an n×p∗ matrix whose elements are uniformly bounded in absolute
value, let Σn = diagi=1,...,n(σ2
i) and e Σn = diagi=1,...,n(e ε
2
i,n),t h e nn−1e F0
ne Σne Fn−
n−1F0
nΣnFn = op(1) and n−1F0
nΣnFn = O(1).17
Proof. The proof will focus on the case where Fn =( In − ρnMn)
−1 Hn and
e Fn =( In −e ρnMn)
+ Hn in that it will be obvious that the arguments implicitly
also cover the case where Fn = e Fn = Hn.
Clearly under the maintained assumptions there exists a ρ∗ with supn |ρn| <
ρ∗ < 1 and so the row sums and column sums of ρ∗Mn are bounded uniformly
in absolute value by, respectively, one and some ﬁnite constant.
Now let νn denote the diﬀerence in the (r,s)-th elements of n−1e F0
ne Σne Fn
and n−1F0





17We would like to thank Benedikt Pötscher for very helpful comments on parts of the proof
of this lemma.
45where
ν1,n = n−1(e f.r,n − f.r,n)0(e Σn − Σn)(e f.s,n − f.s,n) (C.30)
ν2,n = n−1(e f.r,n − f.r,n)0(e Σn − Σn)f.s,n
ν3,n = n−1f0
.r,n(e Σn − Σn)(e f.s,n − f.s,n)
ν4,n = n−1f0
.r,n(e Σn − Σn)f.s,n
ν5,n = n−1(e f.r,n − f.r,n)0Σn(e f.s,n − f.s,n)
ν6,n = n−1(e f.r,n − f.r,n)0Σnf.s,n
ν7,n = n−1f0
.r,nΣn(e f.s,n − f.s,n)
and
e f.s,n − f.s,n =
h
(In −e ρnMn)
+ − (In − ρnMn)
−1i
h.s,n.











Under the maintained assumptions the row sums of ρk
∗Mk
n are bounded uni-
formly in absolute value by one; this is readily seen by arguments like those
in Kelejian and Prucha (1999, p. 526). Let c<∞ be a bound for the ab-
solute elements of Hn, then it follows that c is also a bound for the absolute
elements of ρk
∗Mk
nh.s,n. Given this it follows immediately form Lemma C.5 that
κ
(k,l)
n = op(1) and that there exists a random variable ςn = op(1) and a constant
K(c) such that ¯ ¯ ¯κ(k,l)
n
¯ ¯ ¯ ≤ K(c)(1 + ςn). (C.32)
In the following let c be such that also σ2
i,n ≤ c.
In proving the lemma we will use the usual subsequence argument that
utilizes that a sequence of random vectors taking their values in Rk, 1 ≤ k ≤∞ ,
converges in probability iﬀ for every subsequence there exists a subsequence such
that the random vectors converge almost surely; see, e.g., Gänsler and Stute
(1977), pp. 61-62 and p. 332. Also observe that convergence in probability
[almost sure convergence] of random vectors taking their values in Rk, 1 ≤
k ≤∞ , is equivalent with convergence in probability [almost sure convergence]
for each of the coordinates of the random vector. Now let (nm) denote some
subsequence, then there exists a subsequence (n0
m) such that for ω ∈ A, P(A)=
1,
¯ ¯ ¯e ρn0
m(ω) − ρn0
m
¯ ¯ ¯ → 0,ς n0




m (ω) → 0,, k , l =1 ,...,∞,
as nm0 →∞ . Consequently there exists an index Nω such that for all n0
m ≥ Nω:
ςn0
m(ω) ≤ K(c) and
¯ ¯ ¯e ρn0
m(ω)
¯ ¯ ¯ ≤ ρ∗∗, (C.34)
46where ρ∗∗ =( s u p n |ρn| + ρ∗)/2.
In the following assume that n0
m ≥ Nω.S i n c e
¯ ¯ ¯e ρn0
m(ω)
¯ ¯ ¯ <ρ ∗ the row sums of
e ρn0
m(ω)Mn0
m are less than unity in absolute value. In light of Horn and Johnson
(1985), p. 301, it then follows that In0
m −e ρn0
m(ω)Mn0

























































































¯ ¯ ¯ ≤
B(l,k) with B(l,k) =8 K(c)(ρ∗∗/ρ∗)l+k.S i n c eρ∗∗/ρ∗ < 1 by construction clearly P∞
l=1
P∞
k=1 B(l,k) < ∞. Hence it follows from dominated convergence that
ν1,n0
m(ω) → 0 as nm0 →∞ . This completes the proof that ν1,n = op(1).
By analogous arguments we also see that νi,n = op(1) for i =2 ,...,7. Hence
νn = op(1) and thus n−1e F0
ne Σne Fn−n−1F0
nΣnFn = op(1).T h a tn−1F0
nΣnFn =
O(1) follows from the properties maintained for the row and column sums of
(In − ρnMn)
−1 and the elements of Σn and Hn.
P r o o fo fT h e o r e m3 :We ﬁrst demonstrate that e Ψn − Ψn = op(1), utilizing
the expressions for the elements of e Ψn and Ψn in (C.15) and (C.16). Observe
that under the maintained assumption the row and column sums of the absolute
elements of the matrices Ar,n and As,n are uniformly bounded, and thus clearly
are those of the matrices An =( aij,n) with aij,n =( aij,r,n + aji,r,n)(aij,s,n +







rs,n = O(1) and e ψ
∗
rs,n = Op(1).
Observing that the row and column sums of (In − ρnM0
n)(Ar,n+A0
r,n)(In − ρnMn)
are bounded uniformly in absolute value it follows from Lemma C.1 that e αr,n −
αr,n = op(1), αr,n = O(1) and hence e αr,n = Op(1).B y a s s u m p t i o n e Pn −
Pn = op(1), Pn = O(1), and hence e Pn = Op(1). Observe that by Lemma
C.6 we have n−1e F0
ne Σne Fn − n−1F0
nΣnFn = op(1), n−1F0
nΣnFn = O(1),a n d
hence n−1e F0




rs,n = op(1), ψ
∗∗
rs,n = O(1),a n d
e ψ
∗∗
rs,n = Op(1). Hence e Ψn − Ψn = op(1), Ψn = O(1) and e Ψn = Op(1).
By Assumption 5 we have e Υn−Υn = op(1), Υn = O(1) and thus e Υn = Op(1).
Let Ξn = J0
nΥnJn and e Ξn = e J0
ne Υne Jn, then, as demonstrated in the proof of
47Theorem 2, e Jn = Op(1), Jn = O(1), e Ξ+
n = Op(1) and Ξ−1
n = Op(1),a n d
furthermore e Jn − Jn
p




→ 0 as n →∞ . (There is a slight
diﬀerence in the deﬁnition of e Ξn here and in the proof of Theorem 2, which
does not aﬀect the claim.) Given the above results it is now obvious that
e Ωh ρn − Ωh ρn = op(1).
P r o o fo fT h e o r e m4 :We concentrate again on the case Fn =( In − ρnM0
n)
−1 Hn.
The ﬁrst line in (27) is seen to hold in light of Assumption 7 and Theorem 2.
We next verify that ξ◦,n
d → N(0,Ip∗+2) utilizing the central limit theorem for
vectors of linear quadratic forms given above as Theorem A.1. By assumption
λmin(Ψ◦,n) ≥ c∗
Ψ◦ > 0. In proving Theorem 2 we veriﬁed that the innovations
εn and the elements of ar,n and Ar,n appearing in vn all satisfy the conditions
of the central limit theorem. Since the row and column sums of (In − ρnM0
n)
−1
and the elements of Hn are uniformly bounded in absolute value it follows that
the elements of Fn are also uniformly bounded in absolute value. Thus all
conditions of Theorem A.1 are satisﬁed, which veriﬁes the claim.
In proving Theorems 2 and 3 we have shown that e Ψn − Ψn = op(1), Ψn =
O(1) and thus e Ψn = Op(1). By analogous argumentation it is readily seen
that the other sub-matrices of e Ψ◦,n and Ψ◦,n h a v et h es a m ep r o p e r t i e s ,a n d
thus e Ψ◦,n − Ψ◦,n = op(1) and Ψ◦,n = O(1).B ya s s u m p t i o ne Pn − Pn = op(1),
Pn = O(1) and thus e Pn = Op(1), and furthermore e Υn−Υn = op(1), Υn = O(1)
and thus e Υn = Op(1). In proving Theorem 2 we have veriﬁed that e Jn−Jn
p
→ 0,




ne Υne Jn)+ = Op(1) and (J0
nΥnJn)−1 = O(1). The claim that e Ω◦,n −
Ω◦,n(Υn)=op(1) and Ω◦,n = O(1) is now obvious.
D Appendix: Proofs for Section 4
Proof of Lemma 3: Utilizing (3) it follows from Assumptions 3, 8 and
supn kβnk < ∞ that all columns of Zn =[ Xn,Wnyn] are of the form ϑn =
πn + Πnεn, where the elements of the n × 1 vector πn are bounded in ab-
solute value and the row and column sums of the n × n matrix Πn are uni-
formly bounded in absolute value by some ﬁnite constant; compare, e.g., Re-
mark A.1. in Kelejian and Prucha (2004). The claims that the fourth moments
of Dn = −Zn are uniformly bounded by a ﬁnite constant, and that Assumption
6 holds, now follows directly from Lemma C.2.
Clearly
n1/2(e δn − δn)=e P0
nn−1/2F0
nεn
where e Pn is deﬁned in the lemma and Fn =( In − ρnM0
n)
−1 Hn.G i v e nA s s u m p -
tion 10 clearly e Pn = Pn+op(1) and Pn = O(1),w i t hPn deﬁn e di nt h el e m m a .
Since by Assumption 3 the row and column sums of (In−ρnMn)−1 are uniformly
48bounded in absolute value, and since by Assumption 9 the elements of Hn are
uniformly bounded in absolute value, it follows that the elements of Fn are uni-
formly bounded in absolute value. By Assumption 2, E(εn)=0and its diagonal
VC matrix, Σn, has uniformly bounded elements. Therefore, En−1/2F0
nεn =0
and the elements of VC(n−1/2F0
nεn)=n−1F0
nΣnFn are also uniformly bounded
in absolute value. Thus, by Chebyshev’s inequality n−1/2F0






This completes the proof recalling that Tn = FnPn.
P r o o fo fL e m m a4 :Note from (1) and (2) that
yn∗(ˆ ρn)=Zn∗(ˆ ρn)δn + εn − (ˆ ρn − ρn)Mnun
and hence

















n is deﬁn e di nt h el e m m a ,a n dw i t hF∗
n = Hn and F∗∗




In light of Assumption 10, and since ˆ ρn is n1/2-consistent, it follows that
n−1b Z0











HHQHZ∗(ρn)]−1 = O(1) it follows that
[n−1b Z0




compare, e.g., Pötscher and Prucha (1997), Lemma F1. In light of this it follows
further that e P∗
n−P∗
n = op(1) and P∗
n = O(1),w i t hP∗
n deﬁn e di nt h el e m m a .B y
argumentation analogous to that in the proof of Lemma 3 it is readily seen that
n−1/2F∗0
nεn = Op(1) and n−1/2F∗∗0
n εn = Op(1).C o n s e q u e n t l y n1/2[b δn(ˆ ρn) −
δn]=P∗0
nn−1/2F∗0
nεn +op(1) and P∗0
nn−1/2F∗0
nεn = Op(1), observing again that





[1] Amemiya, T., The Estimation of the Variances in a Variance-Component
Model. International Economic Review, 12 (1971), 1-13.
[2] Anselin, L., Spatial Econometrics: Methods and Models. Boston: Kluwer
Academic Publishers, 1988.
[3] Anselin, L. and Florax, R., New Directions in Spatial Econometrics. Lon-
don: Springer, 1995.
[4] Audretsch, D.B. and Feldmann, M.P., R&D Spillovers and the Geography
of Innovation and Production. American Economic Review 86 (1996), 630-
640.
[5] Baltagi, B.H., Egger, P. and Pfaﬀermayr, M. Estimating Models of Com-
plex FDI: Are There Third-Country Eﬀects? Department of Economics,
Texas A&M University, 2005, forthcoming in Journal of Econometrics.
[6] Baltagi, B.H. and Li, D., Prediction in Panel Data Models with Spatial
Correlation. In L. Anselin and R.J.G.M. Raymond, eds., New Advances in
Spatial Econometrics. New York: Springer Verlag, 1999, forthcoming.
[7] Baltagi, B.H. and Li, D., Double Length Artiﬁcial Regressions for Testing
Spatial Dependence. Econometric Reviews 20 (2001a), 31-40.
[8] Baltagi, B.H. and Li, D., LM Test for Functional Form and Spatial Error
Correlation. International Regional Science Review 24 (2001b), 194-225.
[9] Baltagi, B.H., Song, S.H., Jung, B.C. and Koh, W., Testing for Serial Cor-
relation, Spatial Autocorrelation and Random Eﬀects Using Panel Data.
Department of Economics, Texas A&M University, 2004, forthcoming in
Journal of Econometrics.
[10] Baltagi, B.H., Song, S.H. and Koh, W., Testing Panel Data Regression
Models with Spatial Error Correlation, Journal of Econometrics 117 (2003),
123-150.
[11] Bao, Y., and Ullah, A., Finite Sample Properties of Maximum Likelihood
Estimators in Spatial Models. Department of Economics, University of Cal-
ifornia, Riverside, 2003.
[12] Bell, K.P. and Bockstael, N.E., Applying the Generalized-Moments Esti-
mation Approach to Spatial Problems Involving Microlevel Data. Review
of Economics and Statistics 82 (2000), 72-82.
[13] Bennett, R. and Hordijk, L., Regional Econometric and Dynamic Models.
In Nijkamp P., ed., Handbook of Regional and Urban Economics,v o l .1 .
Amsterdam: North Holland, 1986, 407-441.
50[14] Betrand, M., Luttmer, E.F.P., and Mullainathan, S., Net-work Eﬀects and
Welfare Cultures. Quarterly Journal of Economics 115 (2000), 1019-1055.
[15] Besley, T. and Case, A., Incumbent Behavior: Vote-Seeking, Tax-Setting,
and Yardstick Competition. American Economic Review 85 (1995), 25-45.
[16] Bierens, H.J., Topics in Advanced Econometrics. Cambridge: Cambridge
University Press, 1994.
[17] Case, A., Spatial Patterns in Household Demand. Econometrica 59 (1991),
953-966.
[18] Case, A., Hines Jr., J. and Rosen, H., Budget Spillovers and Fiscal Policy
Independence: Evidence from the States. Journal of Public Economics 52
(1993), 285-307.
[19] Cliﬀ,A .a n dO r d ,J . ,Spatial Autocorrelation, London: Pion, 1973.
[20] Cliﬀ, A. and Ord, J., Spatial Processes, Models and Applications. London:
Pion, 1981.
[21] Cohen, J.P, and Morrison Paul, C.J., Public Infrastructure Investment,
Interstate Spatial Spillovers, and Manufacturing Cost, Review of Economic
and Statistics 86 (2004), 551-560.
[22] Conley, T., GMM Estimation with Cross Sectional Dependence. Journal
of Econometrics 92 (1999), 1-45.
[23] Cressie, N.A.C., Statistics of Spatial Data. New York: Wiley, 1993.
[24] Das, D., Kelejian, H.H. and Prucha, I.R., Small Sample Properties of Esti-
mators of Spatial Autoregressive Models with Autoregressive Disturbances.
Papers in Regional Science 82 (2003), 1-26.
[25] Dhrymes, P.J., Introductory Econometrics. New York: Springer Verlag,
1978.
[26] Driscoll, J. and Kraay, A., Consistent Covariance Matrix Estimation with
Spatially Dependent Panel Data. The Review of Economics and Statistics
LXXX (1998), 549-560.
[27] Fuller, W.A., Introduction to Statistical Time Series. New York: Wiley,
1976.
[28] Gänssler, P. and Stute, W., Wahrscheinlichkeitstheorie.N e wY o r k :
Springer Verlag, 1977.
[29] Hanushek, E.A., Kain, J.F., Markman, J.M., and Rivkin, S.G., Does Peer
Ability Aﬀect Student Achievement? Journal of Applied Econometrics 18
(2003), 527-544.
51[30] Holtz-Eakin, D., Public Sector Capital and the Productivity Puzzle. Review
of Economics and Statistics 76 (1994), 12-21.
[31] Horn, R.A. and Johnson, C.R. Matrix Analysis. Cambridge: Cambridge
University Press, 1985.
[32] Kapoor, M., Kelejian, H.H., and Prucha, I.R., Panel Data Models with Spa-
tially Correlated Error Components. Department of Economics, University
of Maryland, 2004, forthcoming in Journal of Econometrics.
[33] Kelejian, H.H. and Prucha, I.R., A Generalized Spatial Two-Stage Least
Squares Procedure for Estimating a Spatial Autoregressive Model with Au-
toregressive Disturbances. Journal of Real Estate Finance and Economics
17 (1998), 99-121.
[34] Kelejian, H.H. and Prucha, I.R., A Generalized Moments Estimator for
the Autoregressive Parameter in a Spatial Model. International Economic
Review 40 (1999), 509-533.
[35] Kelejian, H.H. and Prucha, I.R., On the Asymptotic Distribution of the
Moran I Test Statistic with Applications. Journal of Econometrics 104
(2001), 219-257.
[36] Kelejian, H.H. and Prucha, I.R., 2SLS and OLS in a Spatial Autoregressive
Model with Equal Spatial Weights. Regional Science and Urban Economics
32 (2002), 691-707.
[37] Kelejian, H.H. and Prucha, I.R., Estimation of Simultaneous Systems of
Spatially Interrelated Cross Sectional Equations. Journal of Econometrics,
118 (2004), 27-50.
[38] Kelejian, H.H. and Prucha, I.R., HAC Estimation in a Spatial Framework.
Department of Economics, University of Maryland, 2005, forthcoming in
Journal of Econometrics.
[39] Kelejian, H.H., Prucha, I.R. and Yuzefovich, E., Instrumental Variable
Estimation of a Spatial Autoregressive Model with Autoregressive Distur-
bances: Large and Small Sample Results. In J. LeSage and K. Pace (eds.)
Advances in Econometrics: Spatial and Spatiotemporal Econometrics. El-
sevier, New York, 2004, 163-198.
[40] Korniotis, G.M., A Dynamic Panel Estimator with Both Fixed and Spatial
Eﬀects. Department of Finance, University of Notre Dame, 2005.
[41] Lee, L.F., Consistency and Eﬃciency of Least Squares Estimation for Mixed
Regressive, Spatial Autoregressive Models. Econometric Theory 18 (2002),
252-277.
[42] Lee, L.F., Best Spatial Two-Stage Least Squares Estimators for a Spa-
tial Autoregressive Model with Autoregressive Disturbances. Econometric
Reviews 22 (2003), 307-335.
52[43] Lee, L.F., Asymptotic Distributions of Maximum Likelihood Estimators
for Spatial Autoregressive Models. Econometrica 72 (2004), 1899-1925.
[44] Lee, L.F., The Method of Elimination and Substitution in the GMM Esti-
mation of Mixed Regressive, Spatial Autoregressive Models. Department of
Economics, Ohio State University, 2005, forthcoming in Journal of Econo-
metrics.
[45] Lee, L.F., GMM and 2SLS Estimation of Mixed Regressive, Spatial Au-
toregressive Models, Journal of Econometrics, 137 (2007), 489-514.
[46] Lin, X. and Lee, L.F., GMM Estimation of Spatial Autoregressive Models
with Unknown Heteroskedasticity. Department of Economics, Ohio State
University, November 2005.
[47] Pinkse, J. and Slade, M.E., Contracting in Space: An Application of Spatial
Statistics to Discrete-Choice Models. Journal of Econometrics 85 (1998),
125-154.
[48] Pinske, J., Slade, M.E. and Brett, C., Spatial Price Competition: a Semi-
parametric Approach. Econometrica 70 (2002), 1111-1153.
[49] Pötscher, B.M. and Prucha, I.R., Dynamic Nonlinear Econometric Models,
Asymptotic Theory. New York: Springer Verlag, 1997.
[50] Sacredote, B., Peer Eﬀects with random Assignment: Results of Dartmouth
Roommates. Quarterly Journal of Economics 116 (2001), 681-704.
[51] Shroder, M., Games the States Don’t Play: Welfare Beneﬁts and the The-
ory of Fiscal Federalism. Review of Economics and Statistics 77 (1995),
183-191.
[52] Topa, G., Social Interactions, Local Spillovers and Unemployment. Review
of Economic Studies 68 (2001), 261-295.
[53] Whittle, P., On Stationary Processes in the Plane. Biometrica 41 (1954),
434-449.
[54] Zhenlin Yang, Z., Quasi-Maximum Likelihood Estimation for Spatial Panel
Data Regressions. Paper presented at the Spatial Econometrics Workshop,
Kiel Institute for World Economics, April 2005.
53CESifo Working Paper Series 
for full list see Twww.cesifo-group.org/wpT 
(address: Poschingerstr. 5, 81679 Munich, Germany, office@cesifo.de) 
___________________________________________________________________________ 
 
2389 Carsten Hefeker and Blandine Zimmer, Uncertainty and Fiscal Policy in an Asymmetric 
Monetary Union, September 2008 
 
2390 Jay Pil Choi and Byung-Cheol Kim, Net Neutrality and Investment Incentives, 
September 2008 
 
2391 Marcel Gérard, Financing Bologna, the Internationally Mobile Students in European 
Higher Education, September 2008 
 
2392 Annette Alstadsæter and Knut Reidar Wangen, Corporations’ Choice of Tax Regime 
when Transition Costs are Small and Income Shifting Potential is Large, September 
2008 
 
2393 António Afonso and Christophe Rault, 3-Step Analysis of Public Finances 
Sustainability: the Case of the European Union, September 2008 
 
2394 Betsey Stevenson and Justin Wolfers, Economic Growth and Subjective Well-Being: 
Reassessing the Easterlin Paradox, September 2008 
 
2395 Bernhard Eckwert and Itzhak Zilcha, Private Investment in Higher Education: 
Comparing Alternative Funding Schemes, September 2008 
 
2396 Øystein Foros, Hans Jarle Kind and Jan Yngve Sand, Slotting Allowances and 
Manufacturers’ Retail Sales Effort, September 2008 
 
2397 Mohammad Reza Farzanegan, Illegal Trade in the Iranian Economy: Evidence from a 
Structural Model, September 2008 
 
2398 Olivier Bos, Charity Auctions for the Happy Few, September 2008 
 
2399 Robert S. Chirinko and Debdulal Mallick, The Marginal Product of Capital: A 
Persistent International Puzzle, September 2008 
 
2400 Ben D’Exelle and Arno Riedl, Elite Capture, Political Voice and Exclusion from Aid: 
An Experimental Study, September 2008 
 
2401 Torben M. Andersen and Joydeep Bhattacharya, On Myopia as Rationale for Social 
Security, September 2008 
 
2402 Fabienne Llense, French CEO Compensations: What is the Cost of a Mandatory Upper 
Limit?, September 2008 
 
2403 Valentina Bosetti, Carlo Carraro, Alessandra Sgobbi and Massimo Tavoni, Delayed 
Action and Uncertain Targets. How Much Will Climate Policy Cost?, September 2008 
  
2404 Robert G. Chambers, Rolf Färe, Shawna Grosskopf and Michael Vardanyan, 
Generalized Quadratic Revenue Functions, September 2008 
 
2405 Leonidas Enrique de la Rosa, Overconfidence in a Career-Concerns Setting, September 
2008 
 
2406 Marcus Drometer and Johannes Rincke, The Design of Political Institutions: Electoral 
Competition and the Choice of Ballot Access Restrictions in the United States, 
September 2008 
 
2407 Markku Lanne and Helmut Lütkepohl, Stock Prices and Economic Fluctuations: A 
Markov Switching Structural Vector Autoregressive Analysis, September 2008 
 
2408 Thomas L. Brewer, International Energy Technology Transfers for Climate Change 
Mitigations, September 2008 
 
2409 Alexander Kemnitz, Native Welfare Losses from High Skilled Immigration, September 
2008 
 
2410 Xavier Vives, Strategic Supply Function Competition with Private Information, 
September 2008 
 
2411 Fabio Padovano and Roberto Ricciuti, The Political Competition-Economic 
Performance Puzzle: Evidence from the OECD Countries and the Italian Regions, 
September 2008 
 
2412 Joan Costa-Font and Mireia Jofre-Bonet, Body Image and Food Disorders: Evidence 
from a Sample of European Women, September 2008 
 
2413 Thorsten Upmann, Labour Unions – To Unite or to Separate?, October 2008 
 
2414 Sascha O. Becker and Ludger Woessmann, Luther and the Girls: Religious 
Denomination and the Female Education Gap in 19
th Century Prussia, October 2008 
 
2415 Florian Englmaier and Stephen Leider, Contractual and Organizational Structure with 
Reciprocal Agents, October 2008 
 
2416 Vittorio Daniele and Ugo Marani, Organized Crime and Foreign Direct Investment: The 
Italian Case, October 2008 
 
2417 Valentina Bosetti, Carlo Carraro, Alessandra Sgobbi and Massimo Tavoni, Modelling 
Economic Impacts of Alternative International Climate Policy Architectures. A 
Quantitative and Comparative Assessment of Architectures for Agreement, October 
2008 
 
2418 Paul De Grauwe, Animal Spirits and Monetary Policy, October 2008 
 
2419 Guglielmo Maria Caporale, Christophe Rault, Robert Sova and Anamaria Sova, On the 
Bilateral Trade Effects of Free Trade Agreements between the EU-15 and the CEEC-4 
Countries, October 2008  
2420 Yin-Wong Cheung and Daniel Friedman, Speculative Attacks: A Laboratory Study in 
Continuous Time, October 2008 
 
2421 Kamila Fialová and Ondřej Schneider, Labour Market Institutions and their Effect on 
Labour Market Performance in the New EU Member Countries, October 2008 
 
2422 Alexander Ludwig and Michael Reiter, Sharing Demographic Risk – Who is Afraid of 
the Baby Bust?, October 2008 
 
2423 Doina Maria Radulescu and Michael Stimmelmayr, The Welfare Loss from Differential 
Taxation of Sectors in Germany, October 2008 
 
2424 Nikolaus Wolf, Was Germany ever United? Evidence from Intra- and International 
Trade 1885 – 1933, October 2008 
 
2425 Bruno S. Frey, David A. Savage and Benno Torgler, Noblesse Oblige? Determinants of 
Survival in a Life and Death Situation, October 2008 
 
2426 Giovanni Facchini, Peri Silva and Gerald Willmann, The Customs Union Issue: Why do 
we Observe so few of them?, October 2008 
 
2427 Wido Geis, Silke Uebelmesser and Martin Werding, Why go to France or Germany, if 
you could as well go to the UK or the US? Selective Features of Immigration to four 
major OECD Countries, October 2008 
 
2428 Geeta Kingdon and Francis Teal, Teacher Unions, Teacher Pay and Student 
Performance in India: A Pupil Fixed Effects Approach, October 2008 
 
2429 Andreas Haufler and Marco Runkel, Firms’ Financial Choices and Thin Capitalization 
Rules under Corporate Tax Competition, October 2008 
 
2430 Matz Dahlberg, Heléne Lundqvist and Eva Mörk, Intergovernmental Grants and 
Bureaucratic Power, October 2008 
 
2431 Alfons J. Weichenrieder and Tina Klautke, Taxes and the Efficiency Costs of Capital 
Distortions, October 2008 
 
2432 Andreas Knabe and Ronnie Schöb, Minimum Wage Incidence: The Case for Germany, 
October 2008 
 
2433 Kurt R. Brekke and Odd Rune Straume, Pharmaceutical Patents: Incentives for R&D or 
Marketing?, October 2008 
 
2434 Scott Alan Carson, Geography, Insolation, and Institutional Change in 19
th Century 
African-American and White Stature in Southern States, October 2008 
 




2436 Marco Angrisani, Antonio Guarino, Steffen Huck and Nathan Larson, No-Trade in the 
Laboratory, October 2008 
 
2437 Josse Delfgaauw and Robert Dur, Managerial Talent, Motivation, and Self-Selection 
into Public Management, October 2008 
 
2438 Christian Bauer and Wolfgang Buchholz, How Changing Prudence and Risk Aversion 
Affect Optimal Saving, October 2008 
 
2439 Erich Battistin, Clara Graziano and Bruno Parigi, Connections and Performance in 
Bankers’ Turnover: Better Wed over the Mixen than over the Moor, October 2008 
 
2440 Erkki Koskela and Panu Poutvaara, Flexible Outsourcing and the Impacts of Labour 
Taxation in European Welfare States, October 2008 
 
2441 Marcelo Resende, Concentration and Market Size: Lower Bound Estimates for the 
Brazilian Industry, October 2008 
 
2442 Giandomenico Piluso and Roberto Ricciuti, Fiscal Policy and the Banking System in 
Italy. Have Taxes, Public Spending and Banks been Procyclical in the Long-Run? 
October 2008 
 
2443 Bruno S. Frey and Katja Rost, Do Rankings Reflect Research Quality?, October 2008 
 
2444 Guglielmo Maria Caporale, Antoaneta Serguieva and Hao Wu, Financial Contagion: 
Evolutionary Optimisation of a Multinational Agent-Based Model, October 2008 
 
2445 Valentina Bosetti, Carlo Carraro and Massimo Tavoni, Delayed Participation of 
Developing Countries to Climate Agreements: Should Action in the EU and US be 
Postponed?, October 2008 
 
2446 Alexander Kovalenkov and Xavier Vives, Competitive Rational Expectations Equilibria 
without Apology, November 2008 
 
2447 Thiess Buettner and Fédéric Holm-Hadulla, Cities in Fiscal Equalization, November 
2008 
 
2448 Harry H. Kelejian and Ingmar R. Prucha, Specification and Estimation of Spatial 
Autoregressive Models with Autoregressive and Heteroskedastic Disturbances, 
November 2008 