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For each environment a rodent has explored, its
hippocampus contains a map consisting of a unique
subset of neurons, called place cells, that have
spatially tuned spiking there, with the remaining
neurons being essentially silent. Using whole-cell
recording in freely moving rats exploring a novel
maze, we observed differences in intrinsic cellular
properties and input-based subthreshold membrane
potential levels underlying this division into place and
silent cells. Compared to silent cells, place cells had
lower spike thresholds and peaked versus flat
subthreshold membrane potentials as a function of
animal location. Both differences were evident from
the beginning of exploration. Additionally, future
place cells exhibited higher burst propensity before
exploration. Thus, internal settings appear to prede-
termine which cells will represent the next novel envi-
ronment encountered. Furthermore, place cells fired
spatially tuned bursts with large, putatively calcium-
mediated depolarizations that could trigger plasticity
and stabilize the newmap for long-term storage. Our
results provide new insight into hippocampal
memory formation.
INTRODUCTION
The hippocampus is a key brain structure for learning and
memory in mammals (Andersen et al., 2007). When a rodent
explores a new space, a long-lasting (Thompson and Best,
1990) map (O’Keefe and Dostrovsky, 1971; O’Keefe and Nadel,
1978) defined by two classes of neurons rapidly appears (Hill,
1978;Wilson andMcNaughton, 1993; Frank et al., 2004; Leutgeb
et al., 2004) in its hippocampus. A place cell fires action poten-
tials (APs) selectively whenever the animal is in a particular
region—called the cell’s place field—of the environment
(O’Keefe and Dostrovsky, 1971), whereas silent cells fire fewAPs across the entire area (Thompson and Best, 1989). In
distinct mazes, different but partially overlapping subsets of
CA1 pyramidal neurons have place fields (O’Keefe and Conway,
1978; Muller and Kubie, 1987; Thompson and Best, 1989; Leut-
geb et al., 2005), with at least half of all neurons silent in each
maze (Thompson and Best, 1989; Wilson and McNaughton,
1993). Thus, an environment is represented not only by where
each place cell fires, but also by which cells are active versus
silent there. Similarly, the human hippocampus represents
specific items (Quiroga et al., 2005) or episodes (Gelbard-Sagiv
et al., 2008) with unique and sparse (Waydo et al., 2006) subsets
of active cells among a larger population of silent neurons.
Therefore, one of themost critical questions for understanding
the formation of spatial memories in rodents as well as declara-
tive memories in humans is—what determines which cells will
form thememory trace of a given environment, item, or episode?
Specifically, regarding rodents and space—what determines
whether a given cell becomes a place cell versus a silent cell in
a given maze? At a basic level, the possibilities include (1) differ-
ences in the amount and spatial distribution of synaptic input and
(2) differences in intrinsic properties that shape the cell’s
response to inputs. Ultimately, for a neuron to have a place field,
the membrane potential (Vm) by definition must consistently
reach the AP threshold in a spatially selective manner.
Conversely, Vm must generally stay below threshold for silent
cells. But what precise combination of inputs and intrinsic prop-
erties achieves this (Figure 1)? For instance, both classes of cells
could receive similar amounts of input but have different baseline
Vm levels (e.g., Figures 1A versus 1B), or they could receive
different amounts of input (e.g., Figures 1A versus 1C) or have
different thresholds (e.g., Figures 1A versus 1D), with each
such alternative having important implications for the origin of
place and silent cells.
With the extracellular recording methods used in nearly all
previous place cell studies, one can attempt to infer the input
into a place cell based on its spiking output (Mehta et al.,
2000); however, this is problematic for studying silent cells
because they rarely spike. More importantly, extracellular
methods cannot measure fundamental intracellular features
such as the baseline Vm, AP threshold, or subthreshold Vm
dynamics needed to reveal why spikes do or do not occur.Neuron 70, 109–120, April 14, 2011 ª2011 Elsevier Inc. 109
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Figure 1. Spatial Distribution of Net Input and Intrinsic Cellular Properties Potentially Underlying the Difference between Place and Silent
Cells in a Novel Environment
AP firing rate (red) and underlyingmembrane potential (Vm) at the soma due to input into cell (black) as a function of animal’s location along a linear environment for
place (A) and silent (B–E) cells. Baseline Vm (bottom of each Vm plot), baseline Vm of place cell (blue), and AP threshold (dashed).
(A) For a neuron to have a place field, Vm by definition must consistently reach spike threshold in a spatially selective manner.
(B–E) Conversely, Vm must generally stay below threshold for silent cells, but this could be achieved in many different ways. (B) Spatial tuning of input and
amplitude of change in Vm due to input could both be same for place and silent cells but start from a lower baseline Vm in silent cells. (C) Baseline Vm and threshold
could both be same for place and silent cells but the amplitude of change in Vm due to input could be smaller for silent cells. Note that smaller Vm change could
occur in various ways such as a smaller net input or the same input acting on a neuron with lower input resistance (RN). (D) Spatial tuning of input and amplitude of
change in Vm due to input could both be same for place and silent cells but threshold could be lower in place cells. Other combinations of input pattern and
intrinsic properties are possible. For instance, in (E), threshold is higher, baseline Vm is somewhat higher, and amplitude of change in Vm due to input and possibly
spatial tuning of input are much lower in silent versus place cells.
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Whole-Cell Recording of Place and Silent CellsBut, recently, intracellular recording in freely moving animals has
become possible (Lee et al., 2006, 2009; Long et al., 2010), and
hippocampal place cells have been recorded intracellularly in
both freelymoving (A.K. Lee et al., 2008, Soc. Neurosci., abstract
[690.22]; Epsztein et al., 2010) and head-fixed (Harvey et al.,
2009) rodents, providing an opportunity to directly measure
inputs and intrinsic properties during spatial exploration. Here,
we used head-anchored whole-cell recordings in freely moving
rats (Lee et al., 2006, 2009) as they explored a novel maze in
order to investigate what underlies the distinction between place
and silent cells starting from the very beginning of map
formation.
RESULTS
We obtained whole-cell current-clamp recordings of dorsal
hippocampal CA1 pyramidal neurons as rats moved around
a previously unexplored ‘‘O’’-shaped arena (for 7.9 ± 2.3 min).
Nine rats went around the maze a sufficient number of times in
the same direction (clockwise, CW, or counterclockwise, CCW)
to allow determination of whether the recorded neuron was
a place (PC, n = 4) or silent (SC, n = 5) cell in that environment
based on its spiking (see Experimental Procedures). In three
cases, both directions qualified. Since cells in one-dimensional
mazes often have different place fields in each direction,
including cases with a place field in one but not the other direc-
tion, this gave 12 directions (4.9 ± 0.9 laps each) to classify as
having place fields (PD, n = 5) or being silent (SD, n = 7). These
numbers agree with the extracellularly-determined fraction of
place cells in a given environment (Thompson and Best, 1989;
Wilson and McNaughton, 1993; Karlsson and Frank, 2008),
suggesting that extracellular methods can accurately sample
silent cells.
Figure 2 shows an intracellularly recorded place cell that fired
in one corner of the maze (Figures 2A and 2B) and had place
fields at that location in both directions (Figure 2C). The AP firing
ratemap for all periods when the animal faced the CCWdirection110 Neuron 70, 109–120, April 14, 2011 ª2011 Elsevier Inc.is shown in original (Figure 2B) and linearized (Figure 2D;
Experimental Procedures) coordinates. A 3 min Vm trace during
3 successive CCW laps (Figure 2E) shows that each pass
through the place field was accompanied by high AP firing rates
as well as a clear subthreshold depolarization under that spiking
(A.K. Lee et al., 2008, Soc. Neurosci., abstract [690.22]; Harvey
et al., 2009). The sustained nature of these depolarizations
suggests that spatially tuned spiking is not simply due to a short
timescale coincidence detection mechanism. Some (Figure 2E,
trace 1), but not all (trace 2), passes revealed spiking associated
with a series of large (to25mV), long-lasting (100ms) depo-
larizations (Kandel and Spencer, 1961; Wong and Prince, 1978;
Traub and Llina´s, 1979; Takahashi and Magee, 2009) occurring
rhythmically at 4–5 Hz (theta frequency).
Figure 3 shows an intracellularly recorded silent cell that fired
very few spikes in the maze and did not have a place field in
either direction (Figures 3A–3D). CCWdirection spiking occurred
mostly during 1 lap (Figure 3C) and thus did not satisfy the
consistency criterion for place fields (Experimental Procedures).
An 3 min trace shows that the Vm was very flat as the animal
moved around the maze (here 1.5 CW laps) (Figure 3E). An
expanded trace (Figure 3E, above right) reveals 5 Hz,
5–10 mV subthreshold fluctuations.
We estimated the net input into the cell as seen at the soma as
a function of the animal’s location. This was done for each direc-
tion of each cell as follows. We first removed all APs and any
parts of the Vm trace directly attributable to the spikes them-
selves, i.e., parts representing spike-associated regenerative
and/or other intrinsic processes at the soma as distinct from
the inputs that triggered the spikes (see Figures S1A–S1C avail-
able online; Experimental Procedures). This included removing
(1) spike after-depolarizations (ADPs), which can be >5 mV and
last for >20ms for single APs and can accumulate for successive
APs (Figures S1A and S1B; Kandel and Spencer, 1961; Wong
and Prince, 1978; Traub and Llina´s, 1979; Jensen et al., 1996),
and (2) the entirety of the slow, large, putatively calcium-based
depolarizations that often follow a burst of APs, which can
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Figure 2. Whole-Cell Recording of a Hippocampal CA1 Place Cell in a Freely Moving Rat Exploring a Novel Maze
(A) Trajectory of animal (blue) and locations where APs occurred (red) during entire 16 min awake recording in ‘‘O’’-shaped maze (inner wall not shown).
(B) AP firing rate map during periods when animal faced CCW direction.
(C) Linearized location (measured around oval maze path) of animal (blue) and APs (red) as a function of time.
(D) Linearized AP firing rate map for CCW direction.
(E) Vm (black, lowest trace expands trace above it around narrower Vm range) and head speed (blue) during three successive CCW laps (corresponding to black
vertical bar in C). Gray bars correspond to shaded place field region in (A). Above: two passes through the place field. *’s mark brief hyperpolarizing current steps
used to probe RN and membrane time constant (tm).
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Figure 3. Whole-Cell Recording of a Hippo-
campal CA1 Silent Cell in a Freely Moving
Rat Exploring a Novel Maze
(A) Trajectory of animal (blue) and locations where
APs occurred (red) during entire 16 min awake
recording.
(B) AP firing rate map during periods when animal
faced CW direction.
(C) Linearized location of animal (blue) and APs
(red) as a function of time.
(D) Linearized AP firing rate map for CW direction.
(E) Vm (black) and head speed (blue) during
1.5 CW laps (corresponding to black vertical bar
in C). Above: Vm dynamics leading to AP (left),
Vm theta frequency oscillations (right).
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Whole-Cell Recording of Place and Silent Cellsbe >25mV and last for >50ms (Figure S1C; Kandel and Spencer,
1961; Wong and Prince, 1978; Traub and Llina´s, 1979). Then the
remaining Vm trace was linearly interpolated across the gaps
(Figures S1A–S1C) and the mean of the resulting trace as a func-
tion of location computed (Figure 4A, black). While the classical,
i.e., mean spiking rate, place field (Figure 4A, red) represents the
output of the cell, this mean ‘‘subthreshold field’’ reflects the
spatially-modulated, net input into the cell’s soma.
We determined the AP threshold of each cell as follows. The
threshold for individual APs varies, especially (1) within a burst,
rising with successive APs (Figure S1B; Kandel and Spencer,
1961), (2) during longer periods of depolarized Vm (e.g., within
the place field), where it is elevated (Figure S1D; Azouz and
Gray, 2003). Because we wanted the threshold to truly represent
a threshold in the sense of the minimum Vm required to trigger
APs and wanted a single such value for each cell, we set it to
be the mean threshold of isolated APs and first APs of bursts
occurring during less-depolarized periods (Figures S1D and
S1E; Experimental Procedures). Note that this is why the
subthreshold field could go above the threshold so determined
(Figure 4A).
Analysis of the mean subthreshold fields and intrinsic param-
eters revealed both similarities and striking differences between
place field (PD) and silent (SD) directions and between place (PC)
and silent (SC) cells (Figures 4A–4G and S1F–S1L). One might112 Neuron 70, 109–120, April 14, 2011 ª2011 Elsevier Inc.suppose place fields resulted from
a higher baseline Vm, making spiking
more likely given similar depolarization
by inputs (Figures 1A versus 1B), but their
baselines were on average more hyper-
polarized than those of silent directions,
though the difference did not reach statis-
tical significance (65.5 ± 2.2 versus
–59.2 ± 1.8 mV; p = 0.059) (Figure 4B).
Perhaps place fields had a higher peak
Vm, irrespective of baseline levels (e.g.,
Figures 1A versus 1B or 1C)? Yes
(52.7 ± 2.0 versus 56.3 ± 1.7 mV; p =
0.20), but the values for both classes
largely overlapped and thus could not
alone determine which directions would
have place fields (Figure 4C). Or perhapsplace field baseline-to-threshold distances were smaller, inde-
pendent of absolute baseline or threshold values, again making
spiking more likely given similar input-based depolarizations
(e.g., Figures 1A versus 1B or 1D)? While slightly smaller on
average (9.7 ± 1.6 versus 11.9 ± 0.6 mV; p = 0.24), again the
classes overlapped substantially (Figure 4D).
A clear possibility is that place cells have larger input-based
depolarizations than silent cells. This was indeed the case. For
place fields, the mean subthreshold field displayed an
5–20 mV (12.8 ± 2.8 mV) (Figure 4E) hill-shaped depolarization
above the baseline that generally closely followed the shape of
the AP firing rate field (Figure 4A; A.K. Lee et al., 2008, Soc.
Neurosci., abstract [690.22]; Harvey et al., 2009). The roughly un-
imodal nature of these subthreshold fields suggests that spatially
tuned spiking does not simply result from thresholding spatially
random inputs but instead that the net input is itself already
spatially tuned. Silent directions, in contrast, had strikingly flat
subthreshold fields (‘‘peak – baseline’’ = 12.8 ± 2.8 mV [place]
versus 2.9 ± 0.3 mV [silent], p = 0.024) (Figures 4A and 4E).
The somatic input resistance (RN) (Supplemental Experimental
Procedures), which can be considered an intrinsic property in
some cases and input-dependent in others, was not larger for
place cells (Figure S1K), thus the larger ‘‘peak – baseline’’ of
place fields did not result from a higher RN, which could have
magnified the effect of inputs on Vm level. Together, these
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Figure 4. Classical Spiking Place Fields and Subthreshold Fields of
Hippocampal Place and Silent Cells in a Novel Environment
(A) Mean AP rate (red) and mean subthreshold Vm (black) as a function of
animal location, averaged over all periods in that direction. AP plots: uniform
0–15 Hz scale, peak rate (left). Subthreshold plots: individual scales,
AP threshold (dotted), minimum Vm (bottom).
(B–G) Intracellular features of place versus silent cells or directions (mean ±
SEM, red). Horizontal jitter added to individual values for visibility. Place cells
(PC): cells 1–4, silent cells (SC): 5–9. PD = place field directions, SD = silent
directions. *,**,*** correspond to p < 0.05, 0.005, 0.0005 differences. See text.
(H) AP and subthreshold fields during first experience of each location for same
cells and directions in (A). AP plots: uniform 0–33 Hz scale.
See also Figure S1.
Neuron
Whole-Cell Recording of Place and Silent Cellspeaked and flat subthreshold field shapes suggest a sparse or
highly non-random distribution of inputs.
The difference in ‘‘peak – baseline’’ values could alone explain
place field spiking versus silence as their respective distributions
did not overlap (Figure 4E); however, the AP threshold was also
clearly lower for place than silent cells (54.9 ± 1.5 versus
46.2 ± 1.5 mV; p = 0.0049) and thus could itself account for
the difference between the two classes (Figure 4F). Therefore,
unexpectedly, input-based or intrinsic features could each
underlie which cells become place or silent cells. The surprising
correlation between these features (‘‘peak – baseline’’ and
threshold) could also be seen directly (r =0.67; p = 0.018) (Fig-
ure S1O). Furthermore, aswas true for individual APswithin a cell
(Figure S1D), the threshold was correlated with the baseline
Vm across cells (r = 0.88; p = 0.00013) (Figure S1P).
The largest underlying difference we found between place
field and silent directions was the relationship between their
peak subthreshold Vm values and corresponding thresholds.
The peak got near to or crossed above threshold for place fields
but generally remained far below threshold for silent directions
(Figures 4A and 4G). This ‘‘peak – threshold’’ difference was
the most statistically significant feature separating the two
classes (place: 3.1 ± 1.4 mV versus silent: 9.0 ± 0.5 mV,
p = 0.00033), with an unexpected and visibly large gap
(of 6.5 mV) between them (Figure 4G). While, by definition, the
‘‘peak – threshold’’ would be expected to be higher for place field
directions, there was no reason to assume the presence of any
gap at all, much less one this wide.
An additional nine recordings (duration 4.2 ± 1.7 min) in which
animals sampled the maze%1 time were similarly analyzed. The
reduced sampling prevented definitive classification into place
field or silent directions, but these cells could be clearly catego-
rized as active (n = 7) or nonactive (n = 2) based on overall firing
rates, then were grouped with the place and silent cells into
active (AC, n = 11) or nonactive (NC, n = 7) cell and active
(AD, n = 12) or nonactive (ND, n = 9) direction classes
(Experimental Procedures). The main results were confirmed in
this expanded data set (Figures S1Q–S1G0). Active cells had
peaked versus flat subthreshold fields (‘‘peak – baseline’’ =
11.5 ± 1.6 mV [active] versus 3.2 ± 0.5 mV [nonactive],
p = 0.00032) (Figure S1T) and lower AP thresholds (53.6 ±
1.5 versus 46.2 ± 1.5 mV, p = 0.0049) (Figure S1U), while the
baseline Vm values of active and nonactive directions largely
overlapped (Figure S1Q). Again the ‘‘peak – baseline’’ and
threshold were negatively correlated (r = 0.47; p = 0.050) (Fig-
ure S1F0) and the threshold and baseline positively correlated
(r = 0.81; p = 0.000039) (Figure S1G0) across cells. Unlike before,
the differences in peak subthreshold Vm (Figure S1R) and
‘‘threshold – baseline’’ (Figure S1S) reached statistical signifi-
cance, though the distributions still largely overlapped, and there
was some overlap in the ‘‘peak – baseline’’ (Figure S1T) and
threshold (Figure S1U) distributions. However, as before, the
‘‘peak – threshold’’ difference was the most statistically signifi-
cant separating feature (active: 2.7 ± 0.8 mV versus nonactive:
8.7 ± 0.5 mV, p = 3.33 109), again with a bimodal distribution
and large gap (of 5.5 mV) between the two classes (Figure S1V).
Indeed, the ‘‘peak – threshold’’ value was the only feature clearly
separating active and nonactive directions (besides the overallNeuron 70, 109–120, April 14, 2011 ª2011 Elsevier Inc. 113
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Figure 5. Pre-exploration Firing Pattern in Response to Depolarizing
Current Injection for Each Eventual Place and Silent Cell in Figure 4A
Current step amplitude (right).
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114 Neuron 70, 109–120, April 14, 2011 ª2011 Elsevier Inc.AP rate, which was used to define the classes in the first place)
(Figures S1Q–S1E0). Overall, both the place field and silent direc-
tion as well as active and nonactive direction results support the
picture of silent cells shown in Figure 1E.
The hippocampal CA1 spatial map is thought to form in the first
few minutes when exploring a novel environment (Hill, 1978;
Wilson and McNaughton, 1993; Frank et al., 2004; Leutgeb
et al., 2004). Here, during the first experience of each location
in each direction, place cells had spatially selective firing in the
same locations as during the entire session, and the
subthreshold fields generally also followed this pattern (Fig-
ure 4H). Moreover, silent directions were silent during the initial
experience and their subthreshold fields were also essentially
flat and far below threshold from the beginning (Figure 4H).
This subthreshold result agrees with extracellular studies
showing that 80% of spiking place fields were present upon
first experience of a given maze (Hill, 1978; Frank et al., 2004)
and shows that spatial selectivity of both CA1 pyramidal cell
inputs and outputs was present by the first exposure to a novel
environment. Also, thresholds of the first AP during explo-
ration were lower for place than silent cells (54.0 ± 0.8
versus44.5 ± 3.3 mV, p = 0.041), as was the case for the entire
session (Figure 4F).
Going back yet earlier in time, we investigated cellular
responses to current steps in the anesthetized animal before
any spatial experience with the maze to see whether intrinsic
properties of place and silent cells differed a priori (Experimental
Procedures). Most unexpectedly, future place cells exhibited far
more bursting to depolarizing current steps than silent cells (frac-
tion of APs in bursts = 0.80 ± 0.15 versus 0.24 ± 0.02, p = 0.033)
(Figures 5 and S1J). Other pre-exploration intrinsic parameters,
including the pre-exploration AP threshold, did not significantly
differ (Figures S1F–S1I), though the pre-exploration and awake
thresholdswere correlated (r = 0.71; p = 0.034), suggesting initial
traces of the later difference. The difference in pre-exploration
burst propensity and lack thereof with respect to other features
also held for the expanded set of active and nonactive cells
(fraction of APs in bursts = 0.62 ± 0.09 versus 0.20 ± 0.04,
p = 0.00092) (Figures S1W–S1A0).
A prominent feature of our recordings was the presence during
behavior of ‘‘complex-spike’’ (CS) events consisting ofR1 AP(s)
followed by a large, long-lasting depolarization (Figure 2E, trace
1; Kandel and Spencer, 1961;Wong and Prince, 1978; Traub and
Llina´s, 1979; Harvey et al., 2009; Takahashi and Magee, 2009).
From in vitro studies, such events are believed to require strong
or synchronous input (Takahashi andMagee, 2009). Importantly,
these substantial, calcium-mediated (Wong and Prince, 1978;
Traub and Llina´s, 1979) depolarizations could trigger various
plasticity mechanisms (Sjo¨stro¨m and Nelson, 2002). We classi-
fied events as CSs by analyzing the slow depolarization
after fast APs were removed (Figure 6A, left; Experimental
Procedures). Figure 6A shows similar CS shapes from two
neurons, while Figure 6B shows the variety of ‘‘complex’’ shapes
these events could take. The slow depolarizations plateaued
around 25 mV (Figure S2A; Experimental Procedures). Though
somatic APs appear blocked during these depolarizations,
axonal APs may continue to be triggered (Mathy et al., 2009).
Occasionally, even longer depolarizations occurred (Figure 6B,
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Figure 6. Complex-Spike (CS) Events at the Soma of CA1 Pyramidal Cells in Freely Moving Rats Exploring a Novel Maze
(A) Examples of similarly-shaped CSs from two cells. Shaded area marks large, slow depolarization used in CS classification (left).
(B) Examples of CS shape variety from same two cells in (A). ‘‘Plateau-like’’ event occurring within place field (right).
(C) Series of CSs occurring within a place field. Arrowsmark spikelets, and 55.7% of APs in this trace had shoulders (i.e., were immediately preceded by spikelet-
like events).
(D) Statistics of APs within CSs for Figure 2 place cell (mean ± SEM). No ‘‘relative threshold’’ value for AP #8 (right) because all were shoulder APs (Experimental
Procedures).
(E) AP (red), CS (green), and extracellularly defined complex spike (blue) rates as a function of animal position for Figure 4A place fields. Peak rates (left).
See also Figure S2.
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Whole-Cell Recording of Place and Silent Cellsright), some resembling ‘‘plateau potentials’’ described previ-
ously in vitro (Fraser and MacVicar, 1996; Suzuki et al., 2008).
Neurons sometimes fired series of CSs rhythmically at
4–5 Hz (Figures S2B and S2C) within the place field (Figures
2E, trace 1, and 6C), as can be elicited by a large, constant
inward current (Kamondi et al., 1998). CS APs had long inter-
spike intervals (ISIs), decreasing peak values of the rising slope,
dV/dt (first derivative of Vm with respect to time), and increasing
width and threshold (Figure 6D; Kandel and Spencer, 1961). In
comparison, extracellularly recorded ‘‘complex spikes’’ are
defined by significantly shorter ISIs (1.5–6 ms) (Ranck, 1973).
Just 5.0% of our intracellularly-classified CSs contained at least
one ISI %6 ms, thus intracellular recording may be required to
detect these special, possibly plasticity-inducing events.
CSs occurred much more frequently for place field than silent
directions (0.20 ± 0.14 versus 0.0011 ± 0.0007 Hz; p = 0.0025)
(Figure S1N), containing 12.6% (23.2%) of all APs and occurring
in 66.7% (6.3%) of all laps in place field (silent) directions.
Furthermore, CSs (Figure 6E, green) were concentrated at the
centers of standard AP place fields (Figure 6E, red), while events
that would have been classified as ‘‘complex spikes’’ usingextracellular recordings fired off-center (Figure 6E, blue; Harris
et al., 2001). CSs therefore carry a strong spatial signal.
DISCUSSION
The subthreshold field, AP threshold, and CSs reveal previously
hidden, but likely crucial, variables for forming spatial maps and
possibly memories of specific items and events. Previous intra-
cellular recordings have shown that a sustained subthreshold
depolarizing hill underlies the region of place field spiking in
both freely moving rats (A.K. Lee et al., 2008, Soc. Neurosci.,
abstract [690.22]) and head-fixedmice navigating a virtual reality
environment (Harvey et al., 2009) and that spikelets (J. Epsztein
et al., 2008, Soc. Neurosci., abstract [690.21]) can strongly influ-
ence spatial firing (Epsztein et al., 2010). Here, for the first time,
wemeasured the input-based subthreshold field of silent cells as
well as fundamental intrinsic properties of both place and silent
cells, revealing the interaction of inputs and cellular features
underlying place and silent cell determination in an environment.
Furthermore, to capture the beginning of spatial memory forma-
tion, our measurements were made in animals exploring theNeuron 70, 109–120, April 14, 2011 ª2011 Elsevier Inc. 115
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familiar mazes (Harvey et al., 2009). Also, while the existence
of intracellular CSs in place cells has been noted before (Harvey
et al., 2009), here we characterized CSs as individual events
(Figures 6A, 6B, 6D, and S2A), as events that often fired rhythmi-
cally at theta frequencies (Figures 2E, trace 1, 6C, S2B, and
S2C), and in terms of their spatial firing patterns (Figure 6E).
Moreover, we showed that they differ from extracellularly classi-
fied CSs. In particular, intracellular CSs, unlike extracellular
ones, are tuned to place field centers (Figure 6E). Regarding
methods, our anesthesia + wakeup protocol yielded basic data
in agreement with methods not involving such a procedure:
place fields like those recorded extracellularly, subthreshold
fields of place cells similar in shape to those from other intracel-
lular experiments (Harvey et al., 2009), and place and silent cell
proportions comparable to extracellular values (Thompson and
Best, 1989; Wilson and McNaughton, 1993; Karlsson and Frank,
2008).
A basic hypothesis for the origin of place fields would be that
a multitude of (excitatory as well as inhibitory) inputs randomly
summate to produce depolarizing hills of differing amplitudes
in different cells, and these then interact with a fixed AP threshold
such that larger hills yield place cells and smaller ones
silent cells. Consistent with this, the subthreshold field ‘‘peak –
baseline’’ of place fields was in each case larger than that of
silent directions (Figure 4E).
However, several other results imply a more structured
process for selecting which cells will have place fields in a novel
environment than this random input-based model. First, place
cells had clearly lower thresholds than silent cells (Figures 4F
and S1E), including from the start of exploration. This suggests
a critical role for intrinsic properties in determining which cells
become place or silent cells. While we cannot rule out some
effect of nonintrinsic factors (e.g., inputs) on our measure of
the awake threshold since it was based on spontaneous APs,
the correlation between this threshold and the pre-exploration
one using experimenter-evoked APs supports an intrinsic origin
of the awake value. What could underlie such a difference in
thresholds? The correlation between the threshold and baseline
Vm (Figures S1D, S1P, and S1G
0) suggests that the former could
be set by the latter. Also, cholinergic modulation can change
thresholds by several millivolts even with a constant baseline
(Figenschou et al., 1996). Alternatively, having a higher propor-
tion of APs triggered by dendritic spikes (Gasparini et al., 2004)
could lead to an apparently lower threshold, with the proportion
itself affected by differences in inputs and/or intrinsic factors.
Second, while the random input-based model predicts
a continuum of ‘‘peak – threshold’’ values (regardless of whether
the AP threshold is fixed or varies across cells) with higher values
for place cells, instead we found a bimodal distribution with
a large, clear gap separating place fields from silent (Figure 4G)
as well as active from nonactive (Figure S1V) directions. This was
the feature that most clearly separated the two classes and,
contrary to the random input-based model, suggests that place
and silent cells qualitatively differ within a given environment.
This qualitative difference is further supported by the surprising
flatness of the silent cells’ subthreshold fields (Figures 4A, 4E,
and 4H). A nonrandom distribution of inputs could explain the116 Neuron 70, 109–120, April 14, 2011 ª2011 Elsevier Inc.lack of a continuum, but would be unlikely to explain the
following result, as it involved somatic current injection.
Third, even prior to any sensory input from the maze, future
place and silent cells unexpectedly displayed differing burst
propensities (Figures 5 and S1J) as did future active and non-
active cells (Figure S1A0). Thus intrinsic properties may predeter-
mine the division into place and silent cells. Does this mean that
a fixed fraction of cells will have place fields regardless of the size
of the environment?While fewer cells may express place fields in
smaller and/or simpler mazes (Thompson and Best, 1989), in
larger environments the number of place cells appears to be
limited, with additional spatial coverage achieved primarily by
having each place cell express multiple fields (Fenton et al.,
2008; Davidson et al., 2009). Therefore, what intrinsic factors
may predetermine is the restricted subset of cells that could
potentially have place fields. Moreover, among the set of
possible place cells, the relative locations of their place fields
also appear to be predetermined (Dragoi and Tonegawa, 2011).
In the simple input-based model, the subthreshold field would
essentially reflect the net synaptic conductance as a function of
the animal’s location and be largely independent of properties
such as the threshold or burst propensity, but these results
show that they are all interrelated. Indeed, direct comparison
of the ‘‘peak – baseline’’ and threshold shows that these features
were negatively correlated (Figures S1O and S1F0) as opposed
to uncorrelated (or positively correlated, which could occur if
the input and threshold were uncorrelated but the threshold
acted as a ceiling on the subthreshold peak). Instead, our results
imply that the subthreshold field itself may be strongly shaped
by the same intrinsic factors underlying the threshold and
bursting. For instance, a subset of neurons, i.e., those that
become place cells, could possess dendritic segments with
greater excitability (Frick et al., 2004; Losonczy et al., 2008),
organized such that a spatially uniform set of synaptic inputs
is converted into a spatially tuned input as seen by the soma
(Jia et al., 2010).
These results should therefore lead to new classes of models
(O’Keefe and Burgess, 2005; McNaughton et al., 2006; Solstad
et al., 2006; de Almeida et al., 2009) of place field formation
based on grid cell (Hafting et al., 2005) or other inputs as well
as models of memory formation in general. Specifically, a role
for intrinsic parameters should be added to that of external
(e.g., sensory-driven) input.
If intrinsic features are critical for selecting which cells become
place cells, how do different environments become represented
by different subsets of place cells (O’Keefe and Conway, 1978;
Muller and Kubie, 1987; Thompson and Best, 1989; Leutgeb
et al., 2005)? In such a ‘‘global remapping,’’ many cells silent in
one maze have place fields in another. Furthermore, 20% of
eventual place cells in a given novel environment are initially
silent there (Hill, 1978; Frank et al., 2004). Thus, the selection
factors cannot be permanently associated with each neuron.
Instead, they may be randomized after a new map has been
learned so that the next novel maze can be encoded by a statis-
tically independent subset of place cells (Leutgeb et al., 2005).
For this, the ability to alter burst propensity (Staff et al., 2000;
Moore et al., 2009), the threshold (Figenschou et al., 1996),
dendritic excitability (Frick et al., 2004; Losonczy et al., 2008),
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relevant (Zhang and Linden, 2003). However, it is still possible
that a subset of neurons is silent in all environments (Thompson
and Best, 1989).
Lastly, what role do CSs play? Across repeated sessions in
a given environment, the map is consistent (Thompson and
Best, 1990), even with intervening sessions in other mazes
(Leutgeb et al., 2005). But if the intrinsic features critical for place
cell determination change, how is the correct map recalled when
the animal encounters a familiar versus novel environment? The
specific location of each place field appears to be determined
very early during exploration of a novel maze (Figures 4A and
4H), and plasticity induced by the rhythmically occurring (Figures
2E, trace 1, 6C, S2B, and S2C), spatially tuned (Figure 6E) CSs
may then refine (McHugh et al., 1996; Frank et al., 2004; Karlsson
and Frank, 2008) and stabilize (Kentros et al., 1998) that map for
long-term storage—a process that should include converting the
intrinsically based firing in a novel environment into synaptic-
based firing as the environment becomes familiar. Without
such a conversion, a newmapwould appear for each experience
in the same maze, as seen when plasticity has been blocked
(Kentros et al., 1998). With a conversion to input-based firing,
when an animal encounters a familiar instead of novel environ-
ment, the map stored in memory can override any current
internal settings ready to express a new set of place cells for
encoding new spatial memories.EXPERIMENTAL PROCEDURES
Surgery, Electrophysiology, and Behavior
The recordingmethod has been previously described in detail (Lee et al., 2006,
2009). Briefly, head-anchored whole-cell recordings in freely moving animals
were obtained in experimentally naive P24–27 male Wistar rats. Animals
were anesthetized with medetomidine (225 mg/kg), midazolam (6 mg/kg),
and fentanyl (7.5 mg/kg), then head-fixed into a stereotaxic frame. A crani-
otomy was made 3.5 mm posterior of bregma, 2.5 mm lateral of midline
over the right hemisphere. Blind in vivo whole-cell recordings were obtained
in the dorsal CA1 region of the hippocampus (Margrie et al., 2002; Lee et al.,
2009). Pipettes (5–7 MU) were filled with an intracellular solution containing
(in mM) K-gluconate 135, HEPES 10, Na2-phosphocreatine 10, KCl 4,
MgATP 4, and Na3GTP 0.3 (pH adjusted to 7.2) as well as biocytin
(0.05%). After obtaining a whole-cell recording, dental acrylic was applied
to anchor the pipette rigidly with respect to the skull. After the acrylic hard-
ened, the animal was moved from the stereotaxic frame to an ‘‘O’’-shaped
arena (outer dimensions 45 3 80 cm, 20 cm high inner and outer walls,
10 cmwide path between inner and outer walls). Then the anesthetic mixture
was antagonized with atipamezole (1 mg/kg), flumazenil (600 mg/kg), and
naloxone (180 mg/kg). After1–3min the animal woke, then explored the arena
for the first time. When exploration stopped, the experimenter encouraged the
animal to continue moving around the maze by gently lifting its tail or touching
its back. Current-clamp measurements of Vm were sampled at 20 kHz while
the animal’s behavior in the maze was captured on video and its location
tracked at 25 Hz. For nine cells, the animal sampled each location in the
maze while facing a given direction (CW or CCW)R2 times (with 1 exception;
see the ‘‘Place Field Classification’’ section). These recordings were used for
place and silent cell analysis. For four of these cells, a small hyperpolarizing
holding current (0.020 to 0.135 nA) was applied. Recordings were cor-
rected offline for nonzero current across the series resistance. Recordings
were not corrected for the liquid junction potential. At the end of recording,
the animal was given an overdose of ketamine and perfused with 0.1 M phos-
phate-buffered saline followed by a 4% paraformaldehyde solution. Neurons
were visualized with the avidin-biotin peroxidase method. All nine neuronshad the depth and electrophysiological characteristics of somatic CA1 pyra-
midal cell recordings, and six of these cells were histologically verified to be
CA1 pyramidal cells (with no evidence of non-CA1-pyramidal-cell filling in
the other three animals). An additional nine recordings, in which the animal
sampled each location in the maze in a given direction%1 time, were included
with the original nine cells for active and nonactive cell analysis (Figures S1Q–
S1G0). For five of these cells, hyperpolarizing holding current was applied
(0.009 to 0.040 nA), and for one cell the holding current was not recorded.
Four of these recordings were histologically verified to be from CA1 pyramidal
cells. Most of the eighteen recordings were used in a previous study (Epsztein
et al., 2010). All procedures were performed according to German guidelines
on animal welfare.
Data Analysis
All analysis was done using custom-written programs in Matlab. All values are
reported as mean ± SEM unless otherwise noted. All place versus silent and
active versus nonactive comparisons were done using the unpaired t test
assuming unequal variances unless otherwise noted, in which case the
nonparametric Mann-Whitney U test was used. Pearson’s linear correlation
coefficient was used to assess correlations (r) between features, with signifi-
cance determined with respect to the hypothesis that there was no correlation.
All p values reported are two sided.
Place Field Classification
The following procedure (Epsztein et al., 2010) was used to determine whether
a cell has a place field in a given direction. Only directions in which the animal
sampled each location inR2 different laps were considered. The locations in
the maze were collapsed onto an 2 m long curve that went around the
‘‘O’’-shaped track, giving a one-dimensional representation of animal location.
The beginning (position 0) and end of this curve were arbitrary and identified as
the same location, preserving the maze’s cyclical structure. The curve was
divided into 4 cm wide segments. Only time periods when the animal’s head
faced within 75 degrees of the given direction (CW or CCW) were considered.
The AP firing rate as a function of the animal’s one-dimensional location in the
given direction (Figures 2D, 3D, 4A, and 6E, red) was computed as the number
of APs that occurred when the head of the animal was within a given pair of
adjacent segments divided by the total amount of time the animal’s head
was there, and this rate was assigned to the location at the middle of the
segment pair. Thus the rate was computed every 4 cm with 8 cm wide boxcar
smoothing. If the total duration that the headwaswithin a pair of segments was
<0.2 s, no rate was assigned to that location. Then (1) the baseline firing rate
was set as the mean rate of the 10% of lowest rate positions, (2) the position
of the peak rate was determined, (3) the full session candidate (place) field
around the peak was determined by adding any continguous positions (called
the ‘‘inside’’ of the field) where the rate wasR the baseline rate plus 20%of the
difference between the peak and baseline rates, and (4) the peak rate outside
of the candidate field was also determined. Steps 1–3 were then repeated for
each individual lap separately, thus producing fields for individual laps too. To
classify a direction as having a place field, (1) the full session candidate field
had to be R12 cm (i.e., 3 positions) wide, (2) the full session’s highest peak
outside the full session field had to be% the baseline rate plus 2/3 of the differ-
ence between the full session peak and baseline rates (i.e., unimodality), and
(3) R2/3 of the individual laps had to have fields that overlapped the full
session field (i.e., consistency). A direction satisfying these conditions was
classified as having a place field (PD). Few APs were fired in directions that
did not have a place field so defined (Figure S1M), so all those directions
were classified as silent (SD). A place cell (PC) is a cell with a place field in
at least one direction; otherwise, it was classified as a silent cell (SC) even if
only one direction could be analyzed. There were two special cases. For
cell 3 (Figure 4A), the animal completed1.5 instead ofR2 CW laps, however
it passed through the full session candidate field twice and both times the
individual lap fields were aligned, so we classified it as a place field. For the
CCW direction of cell 4 (Figure 4A), the full session place field was determined
starting with the seventh CCW lap and continuing through the last CCW lap.
This is because the individual lap fields shifted location in the first six laps
(as can happen in novel environments for a subset of cells) but had a consistent
location starting in the seventh lap onward. Interestingly, the firing during theNeuron 70, 109–120, April 14, 2011 ª2011 Elsevier Inc. 117
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located in the same place as the eventual place field from the seventh lap on.
Active versus Nonactive Cell Classification
The AP firing rates of the 5 place field and 7 silent directions were distributed
such that all place field direction rates were >1.46 Hz and all silent direction
rates were <1.02 Hz; thus, the place field directions were also classified as
‘‘active’’ and silent directions as ‘‘nonactive.’’ The four place cells were also
classified as ‘‘active’’ and the five silent cells as ‘‘nonactive.’’ These firing rates
were thenused to classify theninedirectionsof thenineadditional cells (1 direc-
tion per cell) into seven active directions, all of which had rates >1.54 Hz, and
two nonactive directions, both of which had rates <0.020 Hz. Together, this
yielded 12 active and 9 nonactive directions, and 11 active and 7 nonactive
cells.
Determination of AP Threshold
The principles used for determining the awake AP threshold were (1) the
threshold should truly represent a threshold in the sense of the minimum Vm
required to trigger an AP, and (2) there should be a single such value for
each cell. For each AP, we set the threshold to be the Vm value at which the
dV/dt crossed 10 V/s (or 0.33 3 the peak dV/dt of that AP, whichever was
lower, in order to handle the slower APs that occurred later within bursts
and CSs) on its way to the AP peak Vm. Across all APs of a given cell, the
threshold of individual APs varied, particularly during (1) a burst with short
ISIs or a CS, where successive APs had higher thresholds, and (2) a longer
period of depolarized Vm (e.g., within the place field), where the threshold
was elevated. Because these cases involved conditions without a steady
baseline Vm, we determined the cell’s threshold after excluding all APs except
isolated APs and the first APs in bursts defined based on ISIs alone (with the
maximum ISI conservatively set to 50 ms, meaning that an AP needed to not
have another AP occurring within 50 ms before it), as well as excluding all
APs (including the first AP) in CSs. We also excluded APs with shoulders
(Epsztein et al., 2010), as such spikelet-AP events could be triggered from
different Vm levels than full-blown APs. To exclude APs during longer periods
of depolarized Vm, for each remaining AP we computed the mean of the imme-
diately preceding subthreshold Vm level from 1000 ms before to 50 ms before
the AP peak (using the interpolated subthreshold Vm trace described in the
‘‘Determination of Subthreshold Field’’ section), then plotted the threshold
as a function of this preceding subthreshold level (Figure S1D). This shows
that the threshold was indeed higher for APs triggered from more depolarized
levels. To select a single but robust minimum value for the threshold of each
cell, we determined the 2.5% (Figure S1D (a)) to 97.5% (Figure S1D (b)) range
of preceding subthreshold levels, selected the APs between the 2.5% line and
the line (Figure S1D (c)) 20% of the way from the 2.5% to 97.5% line, then took
the mean threshold of those APs. That is, we selected a subset of APs that
occurred during less-depolarized periods for determining the threshold. In
practice, 10 V/s appeared best for detecting when an individual AP started
to ‘‘take off’’ (Figure S1E). But we also used an alternative method for deter-
mining the threshold of individual APs: setting the dV/dt threshold to be 10%
of that AP’s peak dV/dt. This did not change the result that the threshold of
place cells was much lower than that of silent cells (55.2 ± 1.4
versus 45.8 ± 1.2 mV; p = 0.0019). For determining the threshold of the
first AP, we followed the same exclusion procedure as described above
except we did not exclude APs based on the preceding subthreshold Vm level,
then we took the 10 V/s threshold of the earliest remaining AP. For determining
the pre-exploration AP threshold (during anesthesia) for each cell, we aver-
aged the 10 V/s-based thresholds of the first APs that were rapidly triggered
by depolarizing current steps applied immediately upon breaking into the
neuron and achieving the whole-cell recording configuration. An exception
was made for cell 1, which fired some spontaneous APs at that time; thus,
threshold was determined from the 10 V/s-based thresholds of those APs.
Determination of Subthreshold Field
To compute the mean somatic subthreshold Vm as a function of the animal’s
location for a given head direction (CW or CCW) (Figure 4A, black), we devel-
oped a method for estimating the somatic subthreshold Vm trace by removing
all APs and any parts of the trace directly attributable to the somatic spikes118 Neuron 70, 109–120, April 14, 2011 ª2011 Elsevier Inc.themselves (Figures S1A–S1C). The parts to remove included the ADP after
each individual AP (Figure S1A, left), the accumulated ADPs for successive
APs of a burst (observing that for relatively closely spaced APs, the ADP of
each AP appears to still be present at the time of the next AP so that this
next AP starts from a higher base) (Figure S1A, right, and Figure S1B), and
the entirety of the slow, large, putatively calcium-based depolarizations that
often follow a burst of APs (and that together make a CS) (Figure S1C). To
handle all these cases using a single approach, we began by noting that these
depolarizations (1) were always preceded by an AP and (2) all had a decay
timescale of 20 ms (Kandel and Spencer, 1961). We advanced through
each AP beginning with the first one. For a given AP, considered to be the
‘‘starting AP’’ of this suprathreshold event, we took the minimum Vm value
between 3 ms before the AP peak and the peak (which is thus clearly
a subthreshold Vm level) and extended a horizontal line from that value until
it again crossed the trace for the first time (but skipping past any crossing
that occurred right after the AP due to a sharp, transient after-hyperpolariza-
tion). The beginning of the horizontal line was considered the ‘‘start time’’ of
the suprathreshold event. We then determined the ‘‘end time’’ of the event
based on several factors. We considered the end of the horizontal line to be
‘‘tentative end time (a).’’ We checked all APs (if there were any) whose peaks
occurred within the interval defined by the horizontal line. Generally, we
considered the event to continue as long as each successive AP had a higher
threshold than the previous one. Specifically, if the thresholds of a successive
pair of APs decreased and the latter AP’s threshold came within 5 mV of the
‘‘starting AP’’’s threshold, then the time of the minimum Vm between 3 ms
before that latter AP’s peak and the peak was considered to be ‘‘tentative
end time (b).’’ This allowed decreasing thresholds within a longer CS, as
long as the underlying depolarization was high enough to justify considering
those APs as still being within the CS. Also, if two successive AP peaks
occurred >25 ms apart and the latter AP’s threshold was higher but within
5 mV of the ‘‘starting AP’’’s threshold, then the time of the minimum Vm
between 3 ms before that latter AP’s peak and the peak was considered to
be ‘‘tentative end time (c).’’ This handled cases where simple variability caused
successive, relatively widely spaced APs to have slightly increasing thresh-
olds. Separately, we removed all APs and spikelets within the interval defined
by the horizontal line by removing intervals from the minimum Vm between
3 ms before the peak and the peak, to the minimum Vm between the peak
and 5 ms after the peak of each AP or spikelet. Then we linearly interpolated
across the resulting gaps to give an interpolated trace for this event. The inter-
polated trace was binned into 5 ms bins, and we looked for the first time the
binned trace decreased monotonically for R 20 ms and ended within 5 mV
of the ‘‘starting AP’’’s threshold. If no such drop existed, we looked for the
longest existing monotonic drop ending within 5 mV of the ‘‘starting AP’’’s
threshold. We considered the time of the minimum Vm within the last bin of
the monotonic drop to be ‘‘tentative end time (d),’’ where the last bin was
allowed to extend past the original 20 ms decrease or the end of the horizontal
line in order to capture the entire slow decay. (In a small number of special
cases, there were no decreases between successive bins, so the ‘‘tentative
end time (d)’’ was taken from within the last bin.) The idea was that suprathres-
hold events generally endwith a smooth decay ofR 20ms that returns close to
the ‘‘starting AP’’’s threshold, with shorter decays allowed for shorter events
(e.g., single APs versus CSs) where repolarization may not be strong enough
to overwhelm subsequent input for a full 20 ms. We then set the event’s
end time to be the earliest of the tentative end times (b–d). If it was (b) or (c),
the end time was revised by setting it to the time of the minimum Vm in the
last 5 ms bin between the two successive APs that had dropped from the
previous bin. We then moved on to the first AP after the end time; this became
the new ‘‘starting AP.’’When the last APwas reached, the Vm between the start
and end time of each event was removed and the trace linearly interpolated
across the gaps to yield the subthreshold Vm trace. The mean of the
subthreshold trace as a function of the animal’s location for a given head direc-
tion was binned in the same way as the AP firing rate in the ‘‘Place Field Clas-
sification’’ section to give the subthreshold field. Finally, we note the effect of
the small hyperpolarizing holding current applied to some of the cells during
awake recording. This would tend to hyperpolarize the Vm by RN 3 the
holding current. To check that the results (Figures 4B–4G) were probably not
affected by this, we estimated what the subthreshold values would have
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make a conservative comparison (though one would actually expect thresh-
olds to rise along with Vm based on Figure S1D and thus keep all the results
‘‘in register’’). The results were unchanged: baseline Vm (place: 65.1 ±
2.2 mV versus silent: 58.2 ± 2.3 mV; p = 0.056), peak subthreshold Vm
(52.3 ± 2.4 versus 55.2 ± 2.2 mV; p = 0.38), threshold – baseline (9.3 ±
1.3 versus 10.9 ± 1.2 mV; p = 0.38), peak – baseline (12.8 ± 2.8 versus 2.9 ±
0.3 mV; p = 0.024, unchanged because both values were corrected by the
same amount), peak – threshold (3.5 ± 1.7 versus7.9 ± 1.1 mV; p = 0.00072).
Complex-Spike Classification
To classify an event as a CS, we started with the interpolated trace for a given
event (in which the fast events, i.e., APs and spikelets, but not the slow depo-
larization, were eliminated) taken from the ‘‘Determination of Subthreshold
Field’’ section. We considered the trace starting from the beginning of the hori-
zontal line and ending at the determined end time.Wemeasured the amplitude
from the horizontal line to the peak of the interpolated trace, measured the
width of the interpolated trace at the Vm halfway between the horizontal line
and the peak (crossing any transient dips between the outermost limits), and
computed the product of this amplitude and width. For each cell, we set three
thresholds for amplitude, width, and amplitude 3 width, and classified those
events that satisfied all three thresholds to be CSs. The thresholds were
15 mV, 25 ms, and 15 3 25 mV 3 ms, respectively, adjusted manually
based on visual inspection of the resulting classification. A few events classi-
fied as CSs were rejected upon manual inspection. For determining the loca-
tion at which a CS occurred, we set the time of occurrence to be that of the
peak of the first AP in the CS.
Determination of Complex-Spike Plateau Level
TheVm reachedby the slow, largedepolarization of eachCSwasdetermined as
follows. Intervals from the minimum Vm between 3 ms before the peak and the
peak, to theminimumVm between the peak and 5ms after the peak of each AP
or spikelet were removed from the CS’s Vm trace, linear interpolation was
applied across the resulting gaps, the interpolated trace was low-pass-filtered
with high cutoff 20 Hz, then the peak was taken from this smoothed trace. Fig-
ure S2A shows the distribution of these values for all CSs from all place and
silent cells (mean ± SD = 24.2 ± 4.4 mV). The mean plateau level of all CSs
fromagiven cell was consistent across place, silent, active, and nonactive cells
(mean ± SD =24.1 ± 2.8 mV) (only one silent cell and no additional nonactive
cells had CSs). This mean plateau level and the baseline Vm were uncorrelated
(r=0.12; p=0.76; regression line:meanCSplateau level =0.0783baseline
Vm 29.0mV), and themean plateau level and AP threshold were uncorrelated
(r = 0.41; p = 0.27; mean CS plateau level = 0.26 3 AP threshold  10.4 mV)
across cells.
Pre-exploration Bursting Quantification
Immediately upon breaking into the neuron and achieving the whole-cell
recording configuration, while the animal was anesthetized, we injected
a series of depolarizing current steps. For each step, the current started at
0 nA, lasted for 300 ms, then returned to zero. The first depolarizing step
was 0.1 or 0.2 nA and was increased in increments of 0.1 or 0.2 nA, respec-
tively, for successive steps. The firing pattern of the first step that evoked
R5 APs was used to determine the propensity to burst and is shown for
each cell in Figure 5. The degree of bursting was defined as the fraction of
all APs in the firing pattern that occurred in bursts of R2 APs with ISIs
%10 ms. An exception was made for cell 1 which (1) fired some spontaneous
APs, thus for that cell the first step value that evoked a consistent firing pattern
was used, and (2) displayed a CS-like burst at the beginning of each step of 0.2
nA or more, thus the APs in that burst were counted as bursts even though the
ISIs were > 10 ms.
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