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The infinite Density Matrix Renormalisation Group (iDMRG) algorithm is a highly successful
numerical algorithm for the study of low-dimensional quantum systems, and is also frequently used
to initialise the more popular finite DMRG algorithm. Implementations of both finite and infinite
DMRG frequently incorporate support for the protection and exploitation of symmetries of the
Hamiltonian. In common with other variational tensor network algorithms, convergence of iDMRG
to the ground state is not guaranteed, with the risk that the algorithm may become stuck in a local
minimum. In this paper I demonstrate the existence of a particularly harmful class of physically
irrelevant local minima affecting both iDMRG and to a lesser extent also infinite Time-Evolving
Block Decimation (iTEBD), for which the ground state is compatible with the protected symmetries
of the Hamiltonian but cannot be reached using the conventional iDMRG or iTEBD algorithms. I
describe a modified iDMRG algorithm which evades these local minima, and which also admits a
natural interpretation on topologically ordered systems with a boundary.
I. INTRODUCTION
The Density Matrix Renormalisation Group (DMRG)
algorithm1–3 is a numerical algorithm for computing the
ground state of a lattice Hamiltonian on a finite or infinite
chain, and is one of the most successful and widespread
algorithms in condensed matter physics.4 In the last two
decades it has also been recognised that both finite and
infinite DMRG may be understood as tensor network al-
gorithms, with the ground state being expressed in the
form of a Matrix Product State (MPS).4–7 Implementa-
tions of DMRG typically exploit superselection principles
with respect to quantum numbers such as particle num-
ber or total spin in order to protect these symmetries
and/or increase computational efficiency,7–9 and in the
tensor network formulation of the DMRG algorithm this
equates to working with tensors which explicitly respect
and exhibit the corresponding global symmetries of the
system.10–13
It has been known for some time now that in the infi-
nite form of the DMRG algorithm (iDMRG), complica-
tions may arise in systems having non-bosonic statistics.
Such systems typically converge to a stable orbit in the
space of MPS states rather than to a single state, with
the spread of the energies of these states being deter-
mined by the truncation accuracy of the MPS.8,14,15 In
the present paper I demonstrate a more serious problem
which may arise in iDMRG simulations with non-trivial
particle statistics, if these statistics are also exploited for
computational advantage: When the MPS tensors of the
true ground state act as intertwinors on the space of pro-
tected symmetry charge labels with a period p > 2, the
initial boundary conditions of the simulation may force it
to converge to a state which is not (and does not closely
approximate) the ground state.
In Sec. II of this paper I review the iDMRG algorithm,
while in Sec. III I describe how the performance of the
infinite DMRG algorithm may suffer when symmetries
of the Hamiltonian are exploited for computational ad-
vantage, and give a simple example in which the MPS
tensors of the ground state act as period-3 intertwinors.
In Sec. III E I show how the iDMRG algorithm may be
modified to circumvent this problem and avoid these local
minima, while Sec. III F discusses how the improved algo-
rithm has a natural physical interpretation when applied
to topologically ordered systems with a boundary.16–19 A
more realistic example is given in Sec. IV, which demon-
strates the superior convergence of the revised algorithm.
Finally Sec. V argues that equivalent local minima are
expected to exist for the iTEBD algorithm, though this
algorithm is seen to avoid most symmetry-protected local
minima as a result of the boundary conditions implicit
when the simulation is initialised.
II. INFINITE DMRG
A. Overview
Behind every tensor network algorithm lies a tensor
network Ansatz, and for DMRG, this Ansatz is the MPS.
For an infinite system this Ansatz is likewise, in principle,
infinite in extent, as per Fig. 1(i). In practice the limit
of an infinite Ansatz is approached asymptotically. The
iDMRG algorithm is initialised by exactly diagonalising a
two-site Hamiltonian and decomposing the lowest-energy
eigenvector v into three components, A(1), λ(1), and B(1),
as shown in Fig. 1(ii)-(iii). Note that A(1) and B(1) are
typically gauged to be left-unitary and right-unitary re-
spectively, as shown in Fig. 1(iv), and λ(1) is diagonal
and non-negative. Tensors A(1), B(1), and λ(1) thus cor-
respond to the Schmidt (or singular value) decomposi-
tion of the eigenvector v. Iteration 2 of the algorithm
then consists of taking the centre two sites of the Ansatz,
inserting an additional two sites in between them, and
computing a new triplet of tensors A(2), λ(2), and B(2)
so as to minimise the total energy of the Hamiltonian
(now on four sites), subject to fixed A(1) and B(1) and
constraints on the maximum permitted index dimensions
of the tensors. Tensors A(2), B(2), and λ(2) are gauged
2FIG. 1. (i) The infinite Matrix Product State, in tensor net-
work and traditional DMRG notations. Orientations are ap-
plied to all indices of the MPS to enable the exploitation
of quantum numbers which are not self-dual. (ii) Construc-
tion of the initial two-site MPS. Object v is the lowest-energy
eigenvector of the two-site Hamiltonian with eigenvalue E0,
and is decomposed into three components, A(1), λ(1), and
B(1), where the superscript (1) indicates that these are the
tensors constructed during iteration 1 of the algorithm. The
A and B tensors typically have three indices apiece, so we
may also represent this as shown in diagram (iii) where the
additional indices are of dimension 1 and carry trivial quan-
tum number (also described as “the vacuum charge”, and
frequently denoted I). (iv) All A and B tensors satisfy left-
unitarity and right-unitarity respectively.
as before.
This tensor pair insertion procedure is then iterated
repeatedly until a steady state is reached such that λ(k) ≈
λ(k−1) for all k > kconvergence, to within some desired
tolerance
∑
i
(
λ(k)
i
i − λ(k−1)
i
i
)2
≤ ε, (1)
or that the values of the tensors λ(k) are cyclic with some
integer period p for all k > kconvergence, i.e. λ
(k) ≈ λ(k−p)
for all k after convergence has been attained, again within
some tolerance ε. Formally, exact convergence corre-
sponds to ε → 0, but in practice this is limited by the
numeric precision of the software implementation. This
process is illustrated in Fig. 2.
Note that there exists an additional gauge freedom in
the choice of A(i), λ(i), and B(i) which is not fixed by the
above prescription. The decomposition
v → {A(i), λ(i), B(i)} (2)
FIG. 2. One iteration of the infinite DMRG algorithm, (i) in
tensor network notation and (ii) in traditional DMRG nota-
tion.
is invariant under a transformation of the form
A(i) → A(i)U
B(i) → U †B(i)
(3)
where U is a block-diagonal unitary matrix acting on the
index shared with λ(i), whose block sizes correspond to
the degeneracy of the associated singular values in λ(i).
Thus, for example, if all entries in λ(i) are unique, then U
is a diagonal matrix of complex phases. This gauge may
be changed at any time by inserting a pair of matrices
UU † on an internal bond of the MPS and absorbing U
and U † into the A or B tensors to the left and right of
the bond.
On convergence, there exists a choice of gauge as per
Eq. (3) such that an infinite MPS may be constructed by
infinitely repeating blocks made up of the last p tensors
on each side,
lim
n→∞
[
A(k−p+1) . . . A(k)
]n
λ(k)
[
B(k) . . . B(k−p+1)
]n
,
(4)
and optionally absorbing matrix λ(k) into either A(k) or
B(k) to obtain the form of Fig. 1(i).20 The low-energy
state to which the iDMRG algorithm has thus converged
is then assumed to closely approximate the ground state
of the infinite system.
In order for this assumption to be valid, it is necessary
(though not sufficient)
31. that the ground state of the system may be well-
approximated (or exactly represented) by an infi-
nite MPS, and
2. that the iDMRG algorithm is capable of converging
to that MPS.
Where multiple degenerate ground states exist which
may be written in MPS form, these are associated with
a degeneracy of singular values in λ(k) and therefore re-
lated by a choice of MPS gauge. In such a case it is
therefore always possible to write an orthogonal basis for
the ground subspace with each basis vector taking the
form of Eq. (4).
B. A note on notation
Over the years, a number of different nomenclatures
have been adopted for the tensors of the MPS Ansatz.
In this paper, when MPS tensors are gauged according
to Fig. 2 (left- or right-unitary gauge) they are denoted
A or B respectively. Tensors which are not necessarily in
the left-unitary or right-unitary gauge have historically
been denoted by either A or Γ; this paper will use Γ to
avoid ambiguity.
Regarding arrows on the indices of the MPS, these ar-
rows have historically been used for two purposes. They
may either signify renormalisation group flow, with the
A and B tensors performing a coarse-graining on the
Hilbert space of the lattice and λ being a matrix repre-
sentation of a ket acting on a Hilbert space of dimension
D × D (where D is the maximum permitted dimension
of the MPS bond indices), or they may indicate an ori-
entation for the summing of charges in simulations with
protected symmetries.10 In the former, it is conventional
for all arrows to flow towards λ and thus those on the
MPS bond indices of the B tensors would point from
right to left. The latter imposes no strict constraint on
orientation, requiring only that reversal of an arrow be
associated with replacing each charge on that index with
its dual.
While the ABλ form of the MPS Ansatz [e.g. Fig. 2(i)]
is of great practical use when implementing the iDMRG
algorithm, writing an MPS in this form may conceal rele-
vant structure as the Ansatz itself explicitly breaks trans-
lation invariance. This drawback is avoided when using
the Γ form of the Ansatz [e.g. Figs. 1(i) and 3], in which a
state which is invariant under translation by p sites may
be represented by an MPS made up by periodically re-
peating p different tensors Γ1 . . .Γp. As this paper makes
use of both the ABλ and the Γ forms of the Ansatz, a
convention is adopted in which all bond indices flow from
left to right—both in the ABλ form and in the Γ form—
for greater consistency between the two notations.
Finally, a wide variety of terminology is used to de-
scribe the different regions of the MPS chain when per-
forming DMRG. Historically, in the ABλ form of the
Ansatz the A portion of the chain, to the left of λ and
excluding any new tensors being inserted or updated, has
been termed the system block while the B portion (to the
right of λ, excluding any new tensors being inserted or
updated) has been termed the environment block. When
the tensors being inserted or updated are included, these
regions become the system superblock and environment
superblock respectively. The DMRG algorithm is sym-
metric with respect to the A and B portions of the
chain, and so from an MPS perspective the distinction
between the system and the environment is only of his-
torical importance, but the distinction between block and
superblock remains useful.
III. LOCAL MINIMA FROM SYMMETRY
PROTECTION
A. Illustrative example
As a simple example of where the second assumption
of Sec. II A fails, and the iDMRG algorithm is incapable
converging to the true ground state of the system, con-
sider the Hamiltonian
Hˆ = −
∑
i
µnˆi (5)
on a chain populated by hard-core particles, and intro-
duce a conserved quantum number corresponding to par-
ticle number modulo 3. This may seem artificial in the
context of Eq. (5), but arises naturally when a chemical
potential having the form of Eq. (5) is attached to a pre-
existing Hamiltonian having Z3 symmetry, in the limit
that µ becomes large (see e.g. Sec. IV and Ref. 21).
For µ > 0, the Hamiltonian (5) has a unique ground
state corresponding to complete filling of the chain. This
state admits an MPS representation consistent with pro-
tection of the Z3 symmetry, as shown in Fig. 3(i), and
has bond dimension D = 1.
In this representation, if the MPS bond index between
sites i and i+1 carries charge 0, then the index between
i+1 and i+2 carries charge 1, and more generally, that
between i+q and i+q+1 carries charge (q mod 3). This
MPS is not translation-invariant, but we may make it so
by defining Tˆ to be the one-site translation operator and
writing
|ψ′〉 = 1√
3
(
|ψ〉+ Tˆ |ψ〉+ Tˆ 2|ψ〉
)
, (6)
with MPS bond dimension D = 3. The factors of 1/
√
3
are incorporated by arbitrarily selecting a single MPS
bond and introducing an additional tensor on this bond,
λ = diag(1/
√
3, 1/
√
3, 1/
√
3). While it would be conven-
tional to denote tensors to the left of this bond by A(k),
A(k−1), . . . , and tensors to the right by B(k), B(k−1), . . . ,
all of these tensors are in fact identical. In Fig. 3 they
are therefore all denoted Γ to emphasise this fact. The
new state is invariant under the operation
λ→ ΓλΓ, (7)
4FIG. 3. (i) Ground state of Eq. (5) with three-site translation
invariance, requiring MPS bond index dimension D = 1. In-
dex labels correspond to charge sectors of non-zero dimension.
(ii) Insertion of two extra sites into |ψ′〉 of Eq. (6). Grey ar-
rows show how the tensor Γ acts as an example on the charge
sectors of the MPS bond.
which inserts an additional two sites (but leaves the MPS
unchanged, as it is infinite). This is represented graphi-
cally in Fig. 3(ii). State |ψ′〉 therefore in principle repre-
sents a possible steady state of the infinite DMRG algo-
rithm. In practice, however, this state cannot be attained
by the algorithm in its usual form.
This is readily seen by considering Fig. 1(iii). On this
first iteration, the vacuum charge boundary conditions
may only be satisfied if the number of particles on the
sites is a multiple of three. The hard-core constraint sets
an upper bound of two, and thus the Ansatz is forced
into a zero-particle state. The bonds between A(1), λ(1),
and B(1) in Fig. 1(iii) are therefore also in the vacuum
charge sector, and this constraint propagates to the next
iteration. At each step it therefore remains impossible
to break out of the zero-particle sector. On the space of
states which can be explored by the iDMRG algorithm
with the conventional choice of boundary conditions, this
state consequently represents a “local” minimum which
is not the ground state of the Hamiltonian (5).22
Note that if the Z3 symmetry is not enforced, then
the iDMRG algorithm does not become trapped in this
minimum. Enforcing symmetries reduces the space of
possible states to which the algorithm may evolve in one
iteration. If (as here) this restriction directly results in
the algorithm becoming stuck in a state which is not
the true ground state, this may be termed a symmetry-
protected local minimum. In this instance the local min-
imum is also associated with complete filling of the lat-
tice, but this is not a prerequisite and in Sec. IV we
FIG. 4. (i) Tensor P is a symmetry-conserving projection
operator acting on the MPS bond index, reducing the dimen-
sion of the associated Hilbert space from D to D′. (ii) Ten-
sor P acts on an MPS tensor Γ. (iii) Calculation of the un-
normalised 1-site reduced density matrix associated with P ,
denoted ρˆ(P ).
shall see a more realistic Hamiltonian which also exhibits
symmetry-protected local minima at large but incom-
mensurate fillings.
B. MPS tensors as intertwinors
To see how the tensors Γ in Fig. 3 may be understood
as intertwinors, note that under Hamiltonian (5) with
µ > 0 the probability amplitude of any site of the lat-
tice being unoccupied is zero. We may therefore project
the physical indices of these tensors into the dimension-1
subspace corresponding to the presence of a particle, and
the MPS tensors then reduce to matrices. Conservation
of charge requires that these matrices act as an inter-
twinor on the charge sectors of the MPS bond index.
More generally, let Γ be a translation-invariant repre-
sentation of the ground state of a translation-invariant
Hamiltonian Hˆ ,23 let P be a symmetry-conserving pro-
jector acting on the MPS bond index which reduces the
dimension of this index from D to some smaller value D′,
and let Q = {qP } be the space of charges appearing on
the smaller index of P . Let ρˆ(P ) be the unnormalised
1-site reduced density matrix constructed from the pro-
jected MPS tensor P †ΓiP , where i is the physical index,
as shown in Fig. 4. Suppose there exists a choice of P
such that
[
ρˆ(P )
]i
i
(no sum over i) is non-vanishing for
only one value of i, denoted iP , and that value iP is as-
sociated with a charge having non-trivial action on Q. It
then follows that P †ΓiPP is an intertwinor on the space
of charges Q. If there exists a set of such projectors P
such that Tr(PP ′†) = 0 for all pairs (P, P ′) ∈ P , and for
which the value of
ρˆ(P) =
∑
P∈P
[
ρˆ(P )
]iP
iP
(8)
is sufficiently greater than zero, then this indicates that
⊕
P∈P
[
ρˆ(P )
]iP
iP
(9)
makes a significant contribution to the one-site reduced
5FIG. 5. Calculation of the initial value of v with multiple
boundary charges. The left index is permitted to take n
(L)
q
different charges, each of degeneracy 1, and the right index
is permitted to take n
(R)
q different charges, again each with
degeneracy 1. These need not be the same charges as appear
on the left. This diagram reduces to Fig. 1(ii)-(iii) for n
(L)
q =
n
(R)
q = 1 and qL = qR = I.
density matrix, and the object
⊕
P∈P
P †ΓiPP, (10)
which is an intertwinor on a subspace of the MPS bond
index, makes a significant contribution to the construc-
tion of the ground state. We may then anticipate the
existence of a symmetry-protected local minimum.
Having identified the conditions which may cause the
iDMRG algorithm to become stuck in a symmetry-
protected local minimum, the following Sections explore
different strategies for modifying (i) the initial condi-
tions (Sec. III C), and (ii) the iDMRG update algorithm
(Secs. III D and III E), in order to either avoid falling into,
or permit escape from, the vacuum sector. In the former
approach, the zero-particle state with trivial charges on
the MPS bond indices remains a local minimum as once
the MPS bond enters this charge configuration, the up-
date algorithm is unable to escape. The latter approach
is more robust, eliminating the local minimum from the
landscape of states by providing a means for the algo-
rithm to evolve to a lower-energy state, while neverthe-
less retaining protection of the global Z3 symmetry.
C. Infinite DMRG with free boundary charges
One way in which we can avoid the local minima is by
allowing multiple choices of boundary charge on the ini-
tial state. Object v continues to satisfy vH = λH for the
initial 2-site Hamiltonian, but this expression now takes
the form shown in Fig. 5. For the example of Sec. III A,
allowing both the left and the right boundary charges
to take any value from {0, 1, 2} results in the iDMRG
algorithm finding the translation-invariant ground state
|ψ′〉.
It is interesting to compare this approach with the
technique used in finite DMRG to compute the lowest-
energy state in a given charge sector.7,24 If we denote the
MPS tensors of the finite chain by Γ(1) . . .Γ(L),25 then
the MPS tensors at the end of the chain [either Γ(1) or
Γ(L)] customarily have only two indices, and the state
computed by the algorithm is the lowest state having
trivial quantum number (i.e. the total charge on all sites
is the vacuum). To compute the lowest-energy state in a
sector with non-trivial quantum number, one introduces
an additional index on either Γ(1) or Γ(L), and thus on
either the system or the environment block. This index
behaves similarly to the additional indices introduced in
Fig. 5, with the difference that only one such index is
introduced, and this index has degeneracy 1.
While the method illustrated in Fig. 5 is capable of
finding the translation-invariant state |ψ′〉 of Eq. (6), it
is still less than ideal. State |ψ′〉 is a ground state with
block length 1 in Eq. (4), but requiresD ≥ 3. In contrast,
state |ψ〉 in Fig. 3(i) is a ground state with block length 3,
but can be constructed for the lower cost of D = 1. More
generally, if a ground state may be constructed with pe-
riod p and bond dimension D, then there also exists a
ground state with period 1 and bond dimension pD with
construction analogous to |ψ′〉 in Eq. (6). The approach
illustrated in Fig. 5 favours construction of solutions in
which the charge configuration of the MPS bond has pe-
riod 1, and thus to obtain the same level of accuracy as
a solution with period p in the charge configuration re-
quires a bond index larger by a factor of p, increasing
computational cost by a factor of p3. This factor may
become quite large.26
The potential weakness of this algorithm is the require-
ment that the initial boundary charges associated with
non-zero entries in λ, which are selected on a finite sys-
tem of length 2, should also be appropriate on systems
of all lengths L ∈ {2n | n ∈ Z+}. The boundary charges
for each iteration are wholly determined by the charges
appearing on the MPS bond index of the iteration before,
and if early iterations exclude key charges from the bond
indices (either because of overly-restrictive bond dimen-
sion or because of qualitatively different behaviour in the
small-L and large-L regimes) then this may cause failure
to converge to the correct ground state. In a worst-case
scenario the bond indices may collapse to a single charge
sector on some iteration k, and the free boundary charge
approach then offers no advantage over standard iDMRG
with an appropriate choice of total charge.
An example of failure due to insufficient bond dimen-
sion D may be seen by setting D < 3 with Hamilto-
nian (5), prohibiting the construction of the translation-
invariant state (6). A more detailed example is provided
in Sec. IV.
D. Increasing the inserted block size
Another alternative, suggested in Ref. 8 in the context
of protected symmetries associated with particle number,
is to modify the size of the initialisation block and sub-
sequent inserted blocks such that the total length of the
6growing lattice is always an exact multiple of the filling
fraction. This approach requires the filling fraction (or
whatever other symmetric property is responsible for the
charge periodicity) to be known beforehand, and ideally
to be a constrained parameter. It therefore cannot be
applied to Hamiltonians such as
Hˆ = −J
∑
i
(
c†i ci+1 − c†i+1ci
)
− µ
∑
i
c†ici, (11)
which is the free fermion Hamiltonian written with a
chemical potential µ, as the filling fraction for such a
Hamiltonian is determined during the optimisation pro-
cess as a result of competition between the chemical po-
tential and the hopping terms. When compared to the
standard approach in which a pair of sites is introduced
on each iteration, the additional computational cost of
this approach is a factor of O(dp−2) where d is the di-
mension of the Hilbert space of a single site.
E. Infinite DMRG with an accessory charge
1. Description of algorithm
In Sec. III C the local minimum of Hamiltonian (5)
corresponding to the empty lattice was avoided by modi-
fying the boundary conditions of the initialisation proce-
dure. Section III D then considered a modification of the
iDMRG algorithm which can achieve the same effect, but
is possible only under limited conditions. An improve-
ment over both of the above methods may be achieved
by modifying the MPS Ansatz as shown in Fig. 6(i).
In this Figure an additional index has been added to
the central tensor, λ(k), which does not couple to the
Hamiltonian and which carries some number of charges
n
(λ)
q , each with degeneracy 1. Optimisation proceeds as
before, inserting additional sites and computing a new
eigentensor v which decomposes into new A(k+1), B(k+1),
and λ(k+1), only now the λ-tensor has three indices in-
stead of two. Truncation is performed independently on
the left and right sides of λ(k+1) during the two singular
value decompositions shown in Fig. 6(ii). The cost of the
algorithm is increased relative to the customary iDMRG
algorithm, but only by a factor of O[n
(λ)
q ].
The additional index on the λ-tensor may be given a
physical interpretation as an accessory site, decoupled
from the Hamiltonian, which is capable of carrying arbi-
trary charge. As with the extra charges introduced at the
left and right of Fig. 5, the presence of this charge relaxes
the requirement that the total charges on the sites of the
left half-lattice and right half-lattice sum to the vacuum
sector.
Since the accessory site is now included on the tensor
v, which is variationally optimised during each iteration,
this approach avoids the problem of locking in choices
of boundary charges during initialisation, which may or
FIG. 6. (i) Infinite MPS with an accessory charge. (ii) Trun-
cation of singular values with an accessory charge. After ob-
taining the new eigentensor v, an initial decomposition divides
v into U , S, and V †. The first truncation is performed over
the singular values in S. Tensor v′ is then constructed from
S and V †, then this is decomposed into U ′, S′, and V ′† and
a second truncation is performed, over the singular values in
S′. Tensor λ(k+1) is constructed from U ′S′. (iii) Calculation
of charge sector weights.
may not be appropriate in the large-L limit. This al-
gorithm therefore offers greater flexibility than the free
boundary charges algorithm of Sec. III C.
2. Comparison with targetting of individual charge sectors
It is useful to compare the accessory site algorithm
with the approach discussed in Sec. III C for targetting
individual charge sectors in finite DMRG. In both tech-
niques a single additional index is added to the MPS
Ansatz, lifting the constraint that the state as a whole
must have a quantum number of zero.
When computing the lowest-energy state in a specific
charge sector, the additional charge index is customarily
placed on either Γ(1) or Γ(L) and thus is attached to ei-
ther the system or the environment block. Iteration of
the iDMRG algorithm proceeds in the normal fashion,
with the total charge constraint imposed by this addi-
tional index yielding a state in the desired charge sector.
One may target the lowest-energy state across multiple
7charge sectors simultaneously by admitting several dif-
ferent charges on this additional index. If the additional
index is traced over, then the symmetrised version of this
process (where extra indices appear on both the system
and the environment) is exactly the procedure described
in Sec. III C. If the additional index is not traced over,
then this is instead equivalent to performing several si-
multaneous MPS simulations in parallel, looking for the
lowest-energy state in each charge sector (henceforth the
multiple charges method), with the total bond dimension
D being divided either statically or dynamically between
these simulations. The fraction ofD attributed to a given
charge sector is then equivalent to the bond dimension of
the effective independent MPS on that charge sector.
The accessory site form of the iDMRG algorithm dif-
fers from this approach by putting the extra index on
the central tensor λ, rather than on the system or envi-
ronment. This simple modification has a number of very
important effects.
1. In the multiple charges method, superselection re-
quires that for an MPS bond dimension D, the
DMRG algorithm must divide this bond dimension
between the multiple different charge sectors be-
ing independently optimised. In contrast, accessory
site iDMRG typically selects a single charge sector
yielding the lowest-energy state and allocates the
entire MPS bond dimension to that state.27 For
conventional iDMRG this would result in the MPS
becoming locked into a single charge sector. This
does not happen for accessory site iDMRG, how-
ever, because of the second major difference be-
tween the multiple charges method and the acces-
sory site method:
2. In the multiple charges method, each of the parallel
MPS simulations evolves independently. Thus for
a simulation with total charge q, the system and
environment blocks at step k correspond to the op-
timal system and environment superblocks for total
charge q at step k − 1. In accessory site iDMRG,
the system and environment blocks at step k corre-
spond to the optimal system and environment su-
perblocks across all charges at step k − 1, even if
the optimal state at step k has total charge q and
the optimal state at step k − 1 has total charge
q′ 6= q.
As a result, accessory site iDMRG is capable both of
converging more rapidly to a lower-energy configuration
than the multiple charges method (as is clearly seen in
the example in Sec. IV), and of yielding a more faithful
approximation to the true ground state (corresponding
to a higher effective bond dimension D in the optimal
charge sector at each iteration).
3. Interpretation of results
To interpret the results obtained using this Ansatz, it is
necessary to compute the relative weights of the different
charge sectors on the accessory site for several iterations.
These are given by the diagonal elements of the matrix
M qq′ = λ
αq
β λ
†β
αq′ (12)
[Fig. 6(iii)]. The behaviour of these values then falls into
one of the following four categories:
1. Single charge sector—Only one charge sector has a
weight differing from zero by more than can be at-
tributed to machine precision rounding errors, and
this sector is consistent from iteration to iteration.
The lowest-energy state identified after k iterations
takes the form of Eq. (4), with possible periodic-
ity as per Refs. 14–15 and λ(k) as per Fig. 6(i).
The tensor λ(k) carries the specified charge q on
the accessory site. If this charge is not the vac-
uum charge, consider the meaning of this acces-
sory charge in the context of your model. If you
wish to find the next-lowest-energy charge sector,
repeat the simulation but exclude this charge from
the new index of the λ-tensor. Note that if the
only non-trivial sector has the vacuum charge on
the accessory site, this site can be projected down
to the vacuum sector and then deleted to recover a
standard MPS without an accessory site.
2. Superposition of charge sectors—When more than
one charge sector has a weight different to zero,
this indicates the existence of multiple degenerate
ground states with different charges on the acces-
sory site. As the ground states are degenerate, the
relative occupancies of the charge sectors may vary
from iteration to iteration even while the MPS is
otherwise converged, unless fixed by a choice of
gauge. If wishing to restrict to a single charge value
on the accessory site, either project onto this sector
and rescale the relevant singular values, or exclude
all but one of these sectors and repeat the simu-
lation. The absence of a superposition does not
confirm the absence of a degeneracy.
3. Cyclic charge sectors—Only one charge sector has
a weight different to zero on any given iteration, but
this charge changes cyclically from iteration to iter-
ation with a period pq. To identify a ground state
with charge q on the accessory site, halt the sim-
ulation when only sector q has non-trivial weight.
The Ansatz for the ground state is now given by
Eq. (4) with a block length p which is an integer
multiple of pq, being the lowest common multiple
of pq and any periodicity of the sort described in
Refs. 14–15. Again note that if the accessory charge
is trivial, the accessory site can be projected then
deleted.
84. Cyclic superpositions of charge sectors—A combi-
nation of outcomes 2 and 3.
With limited exceptions (see e.g. Sec. III F), the desired
outcome will be an Ansatz for a state with vacuum charge
on the accessory site. However, by permitting nontriv-
ial charges on the accessory site during the optimisation
process one may obtain states such as that of Fig. 3(i)
which cannot be reached by the usual symmetric iDMRG
algorithm. For example, given Hamiltonian (5) and Z3
symmetry one obtains a result with cyclic charge sectors
(outcome 3). Halting when the non-zero weight is in the
vacuum sector, deleting the accessory site, and applying
Eq. (4) with block length p = pq gives state |ψ〉 as shown
in Fig. 3(i), with MPS bond dimension D = 1.
Note—A procedure for generating an initial estimate
for vector v in conventional iDMRG is given in Ref. 28.
This procedure converges to the same fixed point as the
Product Wave-Function Renormalisation Group tech-
nique (PWFRG) for TEBD,29–32 and may be readily gen-
eralised to the accessory site algorithm (see Appendix A).
However, it is unable to allow for situations where the
charge on the accessory site is cyclic. When this is the
case, the overlap of the initial guess with the true lowest-
energy eigenvector may be sufficiently small as to result
in failure of the numerical algorithm (e.g. Lanczos) used
to find v. For this reason, the use of this estimation pro-
cedure is not recommended with the current algorithm
unless the charge on the accessory site is fixed by the
specification of the system to be studied.
F. Topologically ordered systems
Occasionally, situations may be encountered where it
is appropriate to apply an explicit physical interpreta-
tion to the accessory site. An example of this is in the
study of topologically ordered systems with a bound-
ary. Models of this sort include Kitaev’s toric code
Hamiltonian33 on a cylinder, critical models whose infra-
red limit corresponds to a topological quantum field the-
ory (TQFT),34,35 and models whose particle excitations
explicitly correspond to the charges of a TQFT or unitary
braided tensor category.19,36–38
These models admit dual descriptions either in terms
of the microscopic degrees of freedom, such as the spins of
Kitaev’s toric code, or in terms of the emergent topolog-
ical order. For the toric code, stars and plaquettes which
are not in a lowest-energy configuration may be associ-
ated with e and m charges respectively, and may be cre-
ated pairwise (two e charges or two m charges) by means
of single spin flips in the ground state. Their product is
the fermionic excitation em, and these three charges, to-
gether with the vacuum charge I, exhibit the fusion rules
and exchange statistics of the symmetry group D(Z2).
More generally, the charges of an emergent topological
order on a 2D manifold may exhibit fusion and braiding
statistics derived from any unitary braided tensor cate-
gory (though this is restricted to unitarymodular braided
tensor categories if the manifold supports a non-trivial
cycle). These generalised topologically ordered quasi-
particle excitations are termed anyons,16–18 and are of
particular interest due to their potential use in quantum
computation39 and their proposed role in explaining the
plateau states of the fractional quantum Hall effect.40–45
This interest is likely to be further enhanced by the re-
cently reported detection of Ising anyons at the ends of
iron nanowires.46 Tensor networks provide one of the
most promising approaches for the study of large-scale
anyonic systems,36,37 and therefore the application of ac-
cessory site iDMRG to anyonic systems is of particular
importance.
When simulating any topologically ordered system us-
ing a tensor network algorithm, it is possible to protect
the symmetries associated with the topological charges of
the model. In the enforced absence of symmetry-breaking
operations the topological charges behave as good quan-
tum numbers, and may be exploited in tensor network al-
gorithms for computational gain (and sometimes, in the
absence of an explicit microscopic model, as a matter of
necessity). The application of this approach to the finite
DMRG algorithm is presented in Ref. 47, and builds on
the earlier work of Ref. 36 to develop a general toolbox
for the construction and manipulation of anyonic ten-
sors. This approach to DMRG for topologically ordered
systems (including anyons) may be viewed as a gener-
alisation of the exploitation of non-Abelian symmetries
seen in earlier DMRG simulations.9
While the toric code is most commonly studied (sur-
prise, surprise) on the torus, other anyonic lattice sys-
tems are frequently studied on manifolds with a bound-
ary, most commonly (and sometimes by implicit assump-
tion) on the disc. However, any manifold boundary is
topologically equivalent to one or more punctures, and
thus for topologically ordered systems any manifold with
a boundary admits a (total) boundary charge. Much as
enforcing a total spin sector restricts the admissible states
in conventional DMRG, the choice of this charge may af-
fect the family of states admissible on the lattice, even if
no explicit Hamiltonian-mediated coupling between the
lattice and the boundary exists.
For finite systems, as discussed in Ref. 47, this bound-
ary charge may be included as an additional site at one
end of the chain, and this approach is directly analogous
to the selection of a specific spin sector in conventional
DMRG. The na¨ıeve generalisation of this approach to
infinite systems is to include this charge on one side or
the other of the initial state, as per Fig. 5, though we
have already seen that this is suboptimal. The bound-
ary charge may then be fixed by only admitting a single
choice of charge on this boundary index, or multiple pos-
sible boundary charges may be admitted.
Once again, this treatment is improved upon by the ap-
proach described in Sec. III E where the boundary charge
is expressed on the λ-tensor. As previously discussed,
this results in a decrease in computational cost when the
ground state may be expressed in block-periodic form (4),
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FIG. 7. Mean filling fraction for a system of free hard-core Z3
anyons on a ladder (13), after 300 iterations, as a function of
µ/t. Results are shown for conventional iDMRG (+), iDMRG
with free boundary charges (×), and accessory site iDMRG
(◦), all with MPS bond dimension D = 100. Both iDMRG
with free boundary charges and accessory site iDMRG cor-
rectly identify full occupation of the lattice at large values of
µ/t, but small discrepancies between these techniques are still
observed at intermediate fillings.
and gives the ability to explicitly determine the boundary
charge of the ground state by calculating weights as per
Fig. 6(iii), and to restrict it by constraining the admissi-
ble charges on the accessory site. Finally, this approach
delivers a further benefit when the boundary charge ad-
mits a real, physical interpretation: If the optimal bound-
ary charge differs in the low-L and high-L regimes, then
the inclusion of the accessory site in every update step fa-
cilitates the transition between these regimes, whereas if
the boundary charge is included on the system or environ-
ment block as per Fig. 5, the qualitative behaviour of the
low-L regime may persist as charge boundary conditions
are locked in by unfortunate choices of initial tensors A(1)
and B(1).
IV. FURTHER EXAMPLE
As a more realistic example of the application of ac-
cessory site iDMRG, consider a system of hard-core Z3
anyons with variable filling on a two-rung ladder. The
only interactions are a term permitting anyons to hop
to neighbouring sites if these are vacant, and a chemical
potential. Braiding arises when two anyons use vacant
spaces to hop around one another. Schematically, the
Hamiltonian may be written
Hˆ = −t
∑
〈i,j〉
(
hopping terms
)
− µ
∑
i
c†ici (13)
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0 50 100 150 200 250 300
〈 
n
 〉
0.69
0.7
0.71
0.72
0.73
0.74
0.75
0.76
0.77
FIG. 8. Mean filling fraction 〈n〉 as a function of the num-
ber of iterations performed, for conventional iDMRG (+),
iDMRG with free boundary charges (×), and accessory site
iDMRG (◦), all at µ/t = 1.5 with MPS bond dimension
D = 100.
where 〈i, j〉 represents all pairs of neighbouring sites.
Physical indices of the MPS may be in charge sector 0
or 1 corresponding to absence or presence of an anyon re-
spectively, while MPS bond indices carry the cumulative
anyonic charge, summing from left to right, which may
be 0, 1, or 2. All tensors are symmetric, with nonzero
entries only for combinations of charge labels whose ori-
ented sum is zero. Figure 7 shows filling fraction as a
function of µ/t after three hundred iterations. Conven-
tional iDMRG with exploitation of Z3 symmetry is im-
mediately seen to be unreliable at high filling fractions,
for the reasons discussed in Sec. III A. Infinite DMRG
with boundary charges and accessory site iDMRG both
fare better at high filling fractions, correctly capturing
the 〈n〉 = 1 insulating plateau, but show disagreement at
intermediate fillings.
To understand this discrepancy, let µ/t be fixed at 1.5
and consider how the value of 〈n〉 evolves as a function
of the number of DMRG iterations performed, as shown
in Fig. 8. At µ/t = 1.5 the filling fraction is sufficiently
low that even the standard symmetric iDMRG algorithm
does not suffer a catastrophic failure, yielding a superfi-
cially reasonable value for 〈n〉. Nevertheless, convergence
of the standard algorithm is slow, exhibiting an extremely
long periodicity of the sort described in Refs. 14–15. The
oscillations in 〈n〉 are still large after 300 iterations, and
they exhibit noticeable variability from one cycle to the
next, suggesting that the simulation is relatively poorly
converged.
In contrast the periodicity for accessory site iDMRG is
much shorter and the rate of convergence is faster, giving
more accurate results after significantly fewer iterations.
10
Comparison of the mean occupation number with a ref-
erence value obtained using a non-symmetric implemen-
tation of iDMRG is revealing: Protection of symmetry
has forced the standard (symmetric) iDMRG algorithm
to converge towards a much longer-period orbit than ei-
ther the non-symmetric iDMRG algorithm or the acces-
sory charge iDMRG algorithm (Fig. 8), and the mean
value of the filling fraction over this orbit differs from
that obtained using the non-symmetric reference imple-
mentation (Table I). This larger orbit must therefore be
considered a symmetry-protected local minimum, while
the non-symmetric iDMRG and accessory site iDMRG
converge to orbits which more accurately approximate
the true ground state.
Interestingly, at µ/t = 1.5 the free boundary charge
algorithm is seen to settle into a similar longer-period
orbit to the standard symmetric algorithm. For the free
boundary charge algorithm this represents a relatively
benign form of failure due to insufficiently large bond di-
mension and/or overconstrained boundary conditions at
small chain lengths, as described in Sec. III C. Rather
than recovering a translation-invariant representation of
the ground state as per Eq. (6), the algorithm has broken
translation symmetry in pursuit of lower energies. The
benefit associated with the additional boundary charges
has been lost, and the algorithm has ended up in a sim-
ilar symmetry-protected local minimum to the standard
symmetric iDMRG. Thus, while the free boundary charge
algorithm is equally as effective as the accessory charge
algorithm at sufficiently high and sufficiently low values
of µ/t, it is less reliable over an intermediate regime.
The generalisation of these observations to arbitrary
Hamiltonians is as follows:
• Standard symmetric iDMRG: Avoids symmetry-
protected local minima if the maximum achievable
value of ρˆ(P) in Eq. (8) is sufficiently small, as
charge boundary conditions during initialisation of
the MPS are not of critical importance.
• Free boundary charge iDMRG: Avoids symmetry-
protected local minima if the maximum achievable
value of ρˆ(P) is either sufficiently small, or suf-
ficiently large and accompanied by a sufficiently
large MPS bond dimension D. These conditions
TABLE I. Mean filling fraction for Hamiltonian (13) with
µ/t = 1.5 after 300 iterations, for different variants of the
iDMRG algorithm with MPS bond dimension D = 100. The
average 〈n〉 is taken over one orbit within the space of MPS
states.
Algorithm 〈n〉
Reference non-symmetric iDMRG 0.73335
Standard symmetric iDMRG 0.73602
Free boundary charges iDMRG 0.73636
Accessory site iDMRG 0.73336
promote the retention of all significant charge sec-
tors on the MPS bond. When the free boundary
charge algorithm does become stuck in a local min-
imum, the effects are likely to be less severe as ef-
fective convergence may still be attained on the
portions of the MPS tensors not participating in
the intertwinors, when working in the intermediate
ρˆ(P) regime.
• Accessory site iDMRG: Efficiently avoids
symmetry-protected local minima for any maxi-
mum achievable value of ρˆ(P) and any MPS bond
dimension D.
V. IMPLICATIONS FOR iTEBD
As explained in Sec. III of Ref. 28, there exists a
deep connection between the iDMRG algorithm and
the infinite Time-Evolving Block Decimation algorithm
(iTEBD) with imaginary time evolution. Although
these algorithms differ substantially in their usual pre-
sentation, they are in fact formally equivalent up to a
choice of eigensolver used to find the ground state, with
iDMRG employing the Lanczos method where iTEBD
uses the power method, repeatedly applying an infinites-
imal imaginary time evolution operator to a tensor pair
then restoring normalisation of the wavefunction.
As a consequence, precisely the same local minima
exist in symmetric iTEBD as have been seen here for
iDMRG. The iTEBD algorithm, however, is much more
robust against becoming stuck in a significant symmetry-
protected local minimum. This is because the most com-
mon initialisation procedure for iTEBD is the selection of
a random pair of initial tensors A and B. The Ansatz for
the infinite chain then comprises the pair AB repeated an
infinite number of times. The boundary conditions of this
initialisation are equivalent to those given in Sec. III C for
iDMRG, with all valid charges potentially being repre-
sented on the boundary. For sufficiently large MPS bond
dimension D, the iTEBD algorithm will therefore con-
verge towards a state having a form analogous to Eq. (6).
Nevertheless, as seen in Sec. IV, it is still possible for
iDMRG with free boundary charges—and therefore also
for symmetric iTEBD—to become stuck in a symmetry-
protected local minimum. However, this risk is only sig-
nificant for intermediate values of ρˆ(P), implying that
only a part of each MPS tensor in the translation-
invariant ground state exhibits an intertwinor structure.
As seen in the example of Table I, relatively good con-
vergence to the true ground state is therefore possible,
though the end precision is still less than that which can
be obtained using accessory site iDMRG.
In summary, the standard iTEBD algorithm is
therefore largely protected from the most damaging
symmetry-protected local minima, but potentially per-
forms suboptimally both in speed of convergence and in
the precision obtainable for a given MPS bond dimen-
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sion D. It is, however, unclear whether a counterpart to
the accessory site iDMRG algorithm exists for iTEBD,
as a necessary prerequisite for accessory site iDMRG is
a numerical eigensolver which can switch between charge
sectors from one iteration to the next. If this capability
is suppressed, for example by using the initialisation vec-
tor estimation process of Appendix A, then the accessory
site algorithm is no better than standard iDMRG. At this
time it is unclear how this ability to switch charge sectors
might be incorporated into the iTEBD algorithm, and
thus it is uncertain whether the iTEBD algorithm can
be modified to obtain the enhanced performance seen in
accessory site iDMRG.
VI. CONCLUSION
Under certain circumstances, described in Sec. III B,
exploitation of symmetries in infinite DMRG may cause
failure of simulations to converge to the correct ground
state, becoming trapped instead in symmetry-protected
local minima. This paper has examined three modified
forms of the infinite DMRG algorithm which permit re-
liable exploitation of symmetries of the Hamiltonian at
high filling fraction. Of these, one (discussed in Sec. III D
and Ref. 8) requires a priori knowledge of the repeated
block length of the converged symmetric MPS and so is
limited in its application. Another method (Sec. III C)
is a generalisation of techniques used in finite DMRG to
identify states having non-zero quantum number. This
method performs reasonably well for an example real-
istic Hamiltonian, but may still encounter problems if
the MPS bond dimension is insufficiently large, or if the
boundary charges which are appropriate at initialisation
are not well-suited to longer chains. The third method
(Sec. III E) attaches an accessory site to the region un-
dergoing variational update. This method successfully
reproduces expected behaviour in all regimes, robustly
re-evaluates the global boundary conditions on each it-
eration, offers improved rates of numerical convergence,
and frequently requires a much smaller MPS bond dimen-
sion than the preceding method to obtain the same level
of precision. When exploiting symmetries in iDMRG, ac-
cessory site iDMRG is consequently the method of choice.
From the relationship between iDMRG and iTEBD de-
scribed in Ref. 28, the boundary conditions in symmet-
ric iTEBD are seen to be equivalent to those introduced
in Sec. III C. A more comprehensive discussion may be
found in Secs. IV and V, but in brief it follows that while
iTEBD is relatively robust against symmetry-protected
local minima, it may deliver results with precisions infe-
rior to those of accessory site iDMRG for equivalent MPS
bond dimension.
The accessory site algorithm also permits the study of
systems where the extra site admits a physical interpreta-
tion, such as topologically ordered (e.g. anyonic) systems
on a manifold with a boundary, for which it represents
the total boundary charge. In such systems the acces-
FIG. 9. (i) Decomposition of λ into a unitary matrix U , a
diagonal matrix S which carries the singular values, and an
isometry T which carries the accessory site. (ii) Rolling tensor
λ left through tensor A. The decomposition is chosen such
that BL is right-unitary as per Fig. 1(i). (iii) The left inverse
of λ0. (iv) Construction of λT using the left inverse of λ0.
sory charge may be left free (with its admissible value(s)
in the ground state(s) being an output of the algorithm),
or partially or fully constrained. The standard infinite
DMRG algorithm (without an accessory site or bound-
ary charges) is recovered if this site is constrained to hold
the trivial charge.
Appendix A: Estimation of iDMRG update vector
This Appendix describes how the prescription given
in Ref. 28 for estimating the eigenvector v may be gen-
eralised when v has an additional index corresponding
to an accessory site. Its use is not recommended unless
the charge on this accessory site is fixed by the system
under study, as it is unable to accommodate cycling of
the charge on the accessory site. Use of this prescription
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with the accessory site algorithm has been observed to
cause simulations to converge to a state with fixed acces-
sory charge when a lower-energy series of configurations
with cyclic accessory charge (and the same MPS bond
dimension) is known to exist.
To generalise the prescription of Ref. 28, first let λ
be decomposed as shown in Fig. 9(i). As a choice of
gauge the unitary matrix may always be absorbed into
the A-tensor to the immediate left, and thus λ comprises
a diagonal matrix S containing singular values, and an
isometry T (a projector which obeys unitarity on the
smaller Hilbert space) which carries the accessory site.
As in Ref. 28, the process at the heart of the update
procedure is “rolling” left and right, in which the location
of the λ-tensor moves one bond to the left or the right on
the MPS chain. To perform the process of “rolling left”,
for example, the λ-tensor and the immediately-adjacent
A-tensor are fused, then separated again by means of sin-
gular value decomposition orQR decomposition as shown
in Fig. 9(ii). (Details such as the sequence of fusing and
splitting of indices, while necessary, are routine and so
have not been explicitly specified.) The new λ-tensor,
λL, is again gauged so that U = I in Fig. 9(i). Similarly,
λR is generated by rolling right. Finally, λ0 denotes the
optimal λ-tensor computed on the iteration before last.
It then suffices to construct either the left inverse or
right inverse of λ0, with the left inverse being shown in
Fig. 9(iii), and then constructing the trial vector
λT = λR
(
λ0
)−1
λL (A1)
where the charge index of
(
λ0
)−1
is summed with that
of λR if using the right inverse, or with that of λL if us-
ing the left inverse [Fig. 9(iv)]. The trial vector is then
assembled in the usual way from λT and the A- and B-
tensors generated when rolling right and left (and incor-
porating any unitary matrices generated when gauging
λL and λR).
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