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Extrapolation of Stationary Random Fields
Evgeny Spodarev, Elena Shmileva and Stefan Roth
Abstract We introduce basic statistical methods for the extrapolation of stationary
random fields. For square integrable fields, we set out basics of the kriging extrap-
olation techniques. For (non–Gaussian) stable fields, which are known to be heavy
tailed, we describe further extrapolation methods and discuss their properties. Two
of them can be seen as direct generalizations of kriging.
1 Introduction
In this chapter, we consider the problem of extrapolation (prediction) of random
fields arising mainly in geosciences, mining, oil exploration, hydrosciences, insur-
ance, etc. It is one of the fundamental tools in geostatistics that provides statistical
inference for spatially referenced variables of interest. Examples of such quantities
are the amount of rainfall, concentration of minerals and vegetation, soil texture,
population density, economic wealth, storm insurance claim amounts, etc.
The origins of geostatistics as a mathematical science can be traced back to the
works by B. Mathe´rn (1960) [26], L. Gandin (1963) [9], G. Matheron (1962-63)
[27, 28]. However, the mathematical foundations were already laid in the paper by
A.N.Kolmogorov (1941) [18] as well as in the book by N.Wiener (1949) [45], where
the extrapolation of stationary time series was studied, whereas their practical ap-
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plication is known since 1951 due to mining engineer D. G. Krige [20]. Typical
practical problems to solve are e.g. plotting the contour concentration map of min-
erals (interpolation), inference of the the mean areal precipitation and evaluation of
accuracy of the estimate from spatial measurements (averaging or generalization),
selection of locations of new monitoring points so that the concentration can be
evaluated with sufficient accuracy (monitoring network design).
The remainder of this chapter is divided into three sections. Section 2 contains
preliminaries about distributional invariance properties and dependence structure
of random fields. In Section 3, we concentrate on kriging which is a widely used
probabilistic extrapolation technique for the fields with the finite second moment.
Section 4 contains recent results on the extrapolation of heavy tailed random fields
with infinite variance, namely of stable random fields.
In Sections 2 and 3 we mainly follow the books [4, 5, 38, 42]. Section 4 is based
on the paper [16], it also contains some new results for stable fields with the infinite
first moment, see Section 4.4.
2 Basics of Random Fields
Let (Ω ,F ,P) be a probability space.
Definition 1. A random field X is a random function on (Ω ,F ,P) indexed by points
of Rd , d ∈ N, i.e. X is a measurable mapping X : Ω ×Rd → R.
For an introduction into the theory of random functions see e.g. [38, Chap. 9].
2.1 Random Fields with Invariance Properties
A random field with the finite-dimensional distributions that are invariant with re-
spect to the action of a group G of transformations of Rd is called G-invariant in
strict sense. In case if this invariance is given only for the first two moments of the
field which are assumed to be finite we speak about the G–invariance in wide sense.
Thus, if G is the group of all translations of Rd then one calls such random fields
stationary (in respective sense). For G being the group of rotations SOd one claims
the random field to be isotropic. If G is the group of all rigid motions then such field
is called motion invariant. The same notions of invariance can be transferred to the
increments of random fields. In this case, the stationarity is often called intrinsic.
The intrinsic stationarity in wide sense is called intrinsic stationarity of order two.
For more details on invariance properties confer [38, Sect. 9.5].
Exercise 1. Show that the expectation (if it exists) of any process (d = 1) with sta-
tionary increments is a linear function, i.e., EX(t) = a · t + c for all t ∈ R, a ∈ R,
c ∈ R.
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A popular class of random fields are Gaussian fields.
Definition 2. A random field X = {X(t), t ∈Rd} is Gaussian if all its finite dimen-
sional distributions are Gaussian.
Their use for modelling purposes in applications is explained mainly by the sim-
plicity of their construction and analytic tractability combined with the normal dis-
tribution of marginals which describes many real phenomena due to the Central
Limit Theorem.
By Kolmogorov’s theorem, the probability law of a Gaussian random field is
defined uniquely by its mean value and covariance function; see [38, Sect. 9.2.2] for
more details. If the mean value function EX(t), t ∈ Rd is identically zero we call X
to be centered. Without loss of generality we tacitly assume all random fields of this
chapter to be centered.
Exercise 2. Show that for Gaussian random fields stationarity (isotropy, motion in-
variance) in strict sense and stationarity (isotropy, motion invariance) in wide sense
are equivalent. In this case we call a Gaussian field just stationary (isotropic, motion
invariant).
Examples of Gaussian Random Fields
1. Ornstein-Uhlenbeck Process
A centered Gaussian process X = {X(t), t ∈ R} with the covariance function
E(X(s)X(t)) = e−|s−t|/2, s, t ∈ R is called Ornstein-Uhlenbeck Process. Breiman
(1968) [2, p. 350] has shown that X is the only stochastically continuous stationary
Markov Gaussian process. Additionally, it has short memory, i.e.,
X(t) d= e−t/2X(0)+V (t), t > 0,
where V (t) does not depend on the past {X(s),s ≤ 0}, cf. [23, Example 2.6, p.11].
Defined on R+, X is the strong solution of the Langevin stochastic differential equa-
tion
dX(t) =−1/2X(t)dt+dW (t)
with initial value X(0)∼ N(0,1), where W = {W (t), t ≥ 0} is the standard Wiener
process, see e.g. [3, Chapt. 8, Theorem 7]. It holds also X d=
{
e−t/2W (e t) , t ∈ R},
cf. [3, Chapt. 3, p.107].
2. Gaussian Linear Random Function
A Gaussian linear random function X = {X(t), t ∈ l2} is defined by X(t) = 〈N, t〉2,
t ∈ l2, where N = {Ni}∞i=1 is an i.i.d. sequence of N(0,1)-random variables, and l2 is
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the Hilbert space of sequences t = {ti}∞i=1 such that ‖t‖22 := ∑∞i=1 t2i < ∞ with scalar
product 〈s, t〉2 =∑∞i=1 siti, s, t ∈ l2. Since N is not an element of l2 a.s., the expression
〈N, t〉2 is understood formally as the series ∑∞i=1 Niti which converges in the mean
square sense:
E
∣∣∣∣∣ m∑i=n Niti
∣∣∣∣∣
2
=
m
∑
i=n
t2i → 0, n,m→ ∞.
It holds
X(t)∼ N(0,‖t‖22), X(t)−X(s) = X(t− s), E(X(s)X(t)) = 〈s, t〉2, s, t ∈ l2.
Its variogram γ(h) := 1/2 ·E(X(t+h)−X(t))2 can be computed as
γ(h) =
1
2
E[X(h)]2 =
‖h‖22
2
, h ∈ l2,
see more about variograms in Sect. 2.2.2. Here we have γ(h)→ ∞ as ‖h‖2 → ∞.
Transferring the notions of stationarity from the index space Rd to l2, it is clear that
X is intrinsic stationary of order two but not wide sense stationary. Confer [12] for
the general theory of Gaussian random functions on Hilbert index spaces.
3. Fractional Brownian Field
A fractional Brownian field X = {X(t), t ∈ Rd} is a centered Gaussian field with
covariance (see more about covariance in Sect. 2.2.1)
E(X(s)X(t)) =
1
2
(‖s‖2H +‖t‖2H −‖s− t‖2H) , s, t ∈ Rd
for some H ∈ (0,1] where ‖ · ‖ is the Euclidean norm in Rd . Parameter H (often
called Hurst index) is responsible for the regularity of the paths of X . The greater H,
the smoother are the paths. For d = 1, X is called the fractional Brownian motion,
including the two–sided Wiener process (defined on the whole R) if H = 1/2. In the
case d > 1, H = 1/2 it is called the Brownian Le´vy field (see, e.g., [23, Sect. 2]).
It is easy to check that X is intrinsically stationary of order two and isotropic.
Its variogram γ(h) = 1/2 · ‖h‖2H is clearly motion invariant. This field is not wide
sense stationary as its variance is not constant.
Exercise 3. Show that X
1. has stationary increments which are positively correlated for H ∈ (1/2,1) and
negatively correlated for H ∈ (0,1/2).
2. is H–self similar, i.e., X(λ t) d= |λ |HX(t) for all λ ∈ R and t ∈ Rd .
3. has a version with a.s. Ho¨lder continuous paths of any order β ∈ (0,H).
4. has nowhere differentiable paths for any H ∈ (0,1).
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5. is a linear process for d = H = 1, i.e., X(t) d= tX0, t ∈ R for a random variable
X0 ∼ N(0,1).
Examples of Non-Gaussian Random Fields
1. Le´vy Process with Finite Second Moments
Let X = {X(t), t ≥ 0} be a Le´vy process with finite second moments. It is usually
defined via the Le´vy–Khinchin triplet coding its jump structure, see e.g. [33]. It
is clear that X is intrinsic stationary of order two, but not wide sense stationary.
For each of these processes one can calculate the variance of increments and the
variogram, for example,
γ(h) = 1/2 ·E(X(t+h)−X(t))2 = λ |h|/2, h, t ≥ 0
for the stationary Poisson point process with intensity λ > 0.
2. Poisson Shot Noise Field
A Poisson shot noise field X = {X(t), t ∈ Rd} is defined by
X(t) = ∑
xi∈Φ
f (t− xi) =
∫
Rd
f (t− x)Φ(dx), t ∈ Rd ,
where Φ is a stationary Poisson point process on Rd with intensity λ , f ∈ L1(Rd).
It follows from [38, Exercise 9.10] that X is strictly stationary.
It can be shown that
EX(t) = λ
∫
Rd
f (x)dx,
and if additionally f ∈ L2(Rd) then
cov(X(s),X(t)) = λ
∫
Rd
f (t− s+ x) f (x)dx,
i.e., the Poisson shot noise field is also wide sense stationary (cf. [38, Exercise
9.29]). If f is rotation invariant then X is isotropic of order two. See Figure 1(b)
for a realization of X .
3. Boolean Random Function
Let {Zt(x), x ∈ Rd}t∈R be a family of independent lower semi-continuous ran-
dom functions with subgraphs having almost surely compact sections and Π =
{(xi, ti)}∞i=1 be a Poisson point process in Rd ×R with intensity measure νd ⊗ θ ,
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(a) Gaussian random field with Whittle-
Mate´rn–type covariance function (see Sect.
2.2.1, Example 6), a = 2, b = ν = 1
(b) Poisson shot noise field with λ = 1 and
f (x) = 12pi
(
1− 14‖x‖2
)
1(‖x‖ ≤ 2)
Fig. 1 Simulated realizations of (strictly and wide sense) motion invariant random fields.
where νd denotes the Lebesgue measure on Rd and θ is a σ -finite measure on R.
The random function
Z(x) = sup
(xk,tk)∈Π
Ztk(x− xk), x ∈ Rd
is called a Boolean random function. The functions Zt are referred to as primary
functions. Boolean random functions have been introduced by D. Jeulin for mod-
elling rough morphologies ([13]), see for example [4, Sect. 7.8.1] and references
therein.
2.2 Elements of Correlation Theory for Square Integrable Random
Fields
Let us recall the following basic concepts.
Definition 3. A symmetric function f :Rd×Rd→R is called positive semi–definite
if for any n ∈ N, w1, . . . ,wn ∈ C and any t1, . . . , tn ∈ Rd it holds
n
∑
i, j=1
wiw¯ j f (ti, t j)≥ 0.
Definition 4. A symmetric function f :Rd×Rd→R is called positive definite if for
any n ∈ N, w1, . . . ,wn ∈ C such that (w1, . . . ,wn)> 6= o ∈ Cn and any t1, . . . , tn ∈ Rd
it holds
n
∑
i, j=1
wiw¯ j f (ti, t j)> 0.
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Definition 5. A symmetric function f : Rd ×Rd → R is called conditionally neg-
ative semi–definite if for any n ∈ N, w1, . . . ,wn ∈ C such that ∑ni=1 wi = 0 and any
t1, . . . , tn ∈ Rd it holds
n
∑
i, j=1
wiw¯ j f (ti, t j)≤ 0.
Exercise 4. Prove that functions cos(a · x), a ∈ R, e−|x|p , p ∈ (0, 2] are positive
semi–definite, whereas e−|x|p , p > 2, |cosx|, a2+ cos2 x, a ∈ R are not.
Exercise 5. Find a positive semi-definite function with discrete support.
2.2.1 Covariance function
Definition 6. For a real-valued random field X = {X(t), t ∈ Rd} with EX(t)2 < ∞,
t ∈ Rd , the function C : Rd×Rd → R given by
C(s, t) = cov(X(s),X(t)) = E(X(s)−EX(s))(X(t)−EX(t)) , s, t ∈ Rd
is called the covariance function.
If X is wide sense stationary (motion invariant), then C(s, t) depends only on s− t
(‖s− t‖, respectively), s, t ∈ Rd . For the properties of the covariance function see
[38, Sect. 9.4-9.6]. We mention just a few:
1. Generic property. A function f :Rd×Rd→R is a covariance function of some
square integrable random field iff it is positive semi–definite.
Exercise 6. Prove this fact. Hint: Calculate the variance of linear combinations
∑ni=1 xiX(ti) for arbitrary n ∈ N, ti ∈ Rd , xi ∈ R.
2. Spectral representation. By Bochner-Kchinchin theorem (see, e.g., [1] or [38,
Theorem 9.6]), any continuous at the origin positive semi–definite function
f : Rd → R is a Fourier transform of some symmetric finite measure µ f on
Rd . Thus for a wide sense stationary mean square continuous field X with co-
variance function C we have
cov(X(s),X(t)) =C(s− t) =
∫
Rd
ei〈x,s−t〉 µC(dx).
Here 〈·, ·〉 is the Euclidean scalar product in Rd . Measure µC is called a spectral
measure of X . If µC is absolutely continuous with respect to the Lebesgue mea-
sure, then its density is called a spectral density. The above field X has itself the
spectral representation
X(t) =
∫
Rd
ei〈x,t〉Λ(dx), (1)
where Λ(·) is a complex-valued orthogonal random measure with EΛ(A) = 0
and E
(
Λ(A)Λ(B)
)
= µC(A∩B) for any Borel sets A,B ⊂ Rd . The integral in
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(1) is understood in the mean square sense, i.e. its integral sums converge in
L2(Ω ,F ,P). For more details on the spectral representation of stationary pro-
cesses see [3, Sect. 7, §9, §10], [23, Sect. 3.2, pp. 20-21] or [4, Sect. 2.3.3], [44,
Sect. 4.2, p. 90]. The spectral representation is used e.g. to simulate stationary
Gaussian random fields approximating the integral in (1) by its finite integral
sums with respect to a Gaussian white noise measure Λ .
Parametric Families of Covariance Functions
1. White Noise Model
C(s, t) =
{
σ2, s = t
0, s 6= t. , s, t ∈ R
d .
It is a covariance function of a random field X consisting of independent random
variables X(t), t ∈ Rd , d ≥ 1 with variance σ2 > 0.
2. Normal Scale Mixture
C(s, t) =
∫ ∞
0
e−x‖s−t‖
2
µ(dx), s, t ∈ Rd
for some finite measure µ on [0,∞) is the covariance function of a motion invariant
random field for any d ≥ 1 (see [35]).
3. Bessel Family
C(s, t) = b(a‖s− t‖)−νJν(a‖s− t‖), ν = d−22 , a,b > 0, s, t ∈ R
d ,
where
Jν(r) =
∞
∑
j=0
(−1) j
j!Γ (ν+ j+1)
( r
2
)ν+2 j
, r ∈ R
is the Bessel function of the 1st kind of order ν (cf. [24]) and d ≥ 1. The positive
semi–definiteness of C is proven in [46, p. 367]. The spectral density of C is given
by
f (h) =
b(a2−h2)ν− d2
2νpi
d
2 a2νΓ (ν+1− d2 )
I(h ∈ [0,a]).
A special case of d = 3, i.e., ν = 12 yields the so-called hole effect model
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C(s, t) = b
sin(a‖s− t‖)
a‖s− t‖ , s, t ∈ R
d .
This model is valid only for d ≤ 3.
4. Cauchy Family
C(s, t) =
b
(1+(a‖s− t‖)2)ν , a,b,ν > 0, s, t ∈ R
d .
Up to scaling, this function is positive semi-definite as a normal scale mixture with
µ(dx) = cxν−1e−xdx for some constant c > 0.
5. Stable Family
C(s, t) = be−a‖s−t‖
ν
, ν ∈ (0,2], s, t ∈ Rd .
This function is positive semi-definite for all d ≥ 1 since it is made by substitution
θ 7→ ‖s− t‖ out of the characteristic function of a symmetric ν-stable random vari-
able, cf. Definition 11. A special case (ν = 2) of the stable family is a Gaussian
model: C(s, t) = be−a‖s−t‖2 . Its spectral density is equal to f (h) = b
√
a
2 he
− ah24 .
6. Whittle-Mate´rn Family
C(s, t) =Wν(‖s− t‖) = b21−ν(a‖s− t‖)νKν(a‖s− t‖), s, t ∈ Rd , s 6= t,
where ν ,a,b > 0, d ≥ 1 and Kν is the modified Bessel function of third kind, also
called Macdonald function:
Kν(r) =
pi
2sin(piν)
(ei
pi
2 νJ−ν(rei
pi
2 )− e−i pi2 νJν(re−i pi2 )), r ∈ R, ν 6∈ N.
For ν = n ∈ N the above definiton of Kν is understood in the sense of a limit as
ν → n, see [24, p. 69]. For s = t, we set C(t, t) = b. The spectral density of C is
given by
f (h) = b
2Γ (ν+ d2 )
Γ ( d2 )Γ (ν)
(ah)d−1
(1+(ah)2)ν+
d
2
I(h > 0).
If ν = 2d+12 then a random field with covariance function C is d times differentiable
in mean-square sense. If ν = 12 then the exponential model
C(s, t) = be−a‖s−t‖, s, t ∈ Rd
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is an important special case. The same exponential covariance belongs to the stable
family for ν = 1.
Figure 1(a) shows a realization of a centered Gaussian random field X with
Whittle-Mate´rn type covariance function.
7. Spherical Model
is given for 1≤ d ≤ 3 by
C(s, t) = b
(
1− 3
2
‖s− t‖
a
+
1
2
‖s− t‖3
a3
)
I(‖s− t‖ ≤ a), a,b > 0, s, t ∈ Rd .
If d = 3 the above formula yields the volume of B a
2
(0)∩B a
2
(x0), where xo ∈ R3,
‖x0‖ = ‖s− t‖. This is exactly the way how it can be generalized to higher dimen-
sions:
C(s, t) = νd
(
B a
2
(0)∩B a
2
(s− t)
)
, s, t ∈ Rd ,
where νd is the Lebesgue measure. The advantage of spherical models is that they
have a compact support.
8. Geometric Anisotropy
It is easy to see that all covariance models considered above are motion invariant.
An example of a anisotropic covariance structure can be provided by rotating and
stretching the argument of a motion invariant covariance model. Let C0(‖h‖), h∈Rd
be a covariance function of a motion invariant field where C0 : R+ → R+. For a
positive definite (d×d)–matrix Q,
C(h) =C0(
√
hT Qh), h ∈ Rd
is a covariance function of some wide sense stationary anisotropic random field (see
[42, Chap. 9]).
9. Cyclone Model
For d = 3, let
C(x,y) =
23/2det(Sx)1/4det(Sy)1/4√
det(Sx+Sy)
Wν
(√
(x− y)T Sx(Sx+Sy)−1Sy(x− y)
)
,
where x,y∈R3, Sx = Id+xxT , Id is a (3×3)–identity matrix and Wν is the Whittel-
Mate´rn model. In [34, Theorem 5, Example 16], it is shown that C is a valid covari-
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ance function belonging to a more general class of covariances that mimic cyclones.
Exercise 7. Show C is a covariance function of isotropic but not wide sense sta-
tionary random field, i.e., C(x,y) =C(Rx,Ry) for any R ∈ SO3, but C(x,y) does not
depend on x− y, x,y ∈ R3.
For more sophisticated covariance models including spatio–temporal effects see
e.g. [34] and references therein.
2.2.2 Variogram
Definition 7. For a random field X = {X(t), t ∈ Rd} the following expression
γ(t,s) :=
1
2
E(X(t)−X(s))2, s, t ∈ Rd
is called a variogram of X whenever it is finite for any s, t ∈ Rd .
For square integrable random fields X , it obviously holds
γ(s, t) =
1
2
varX(s)+
1
2
varX(t)− cov(X(t),X(s))+ 1
2
(EX(s)−EX(t))2. (2)
If the field X is intrinsic stationary of order two (motion invariant) then γ(s, t)
depends only on the difference s− t (‖s− t‖, respectively). With slight abuse of
notation in these cases, we write γ(s− t) and γ(‖s− t‖) for functions γ : Rd → R
and γ : R+ → R, respectively. For a wide sense stationary random field X with
covariance function C the relation (2) reads
γ(h) =C(0)−C(h), h ∈ Rd . (3)
Basic Properties of Variograms
Let X be a random field with covariance function C and variogram γ . The following
properties hold:
1. γ(t, t) = 0, t ∈ Rd .
2. Symmetry: γ(t,s) = γ(s, t), s, t ∈ Rd .
3. Characterization of variograms:
(a) A function γ : Rd ×Rd → R+ is a variogram of some random field if γ is
conditionally negative semi–definite, see, for example, [10, Theorem 1] or
[4, Sect. 2.3.3, p.61].
Exercise 8. Prove that the variogram of any intrinsic stationary random
field X is a conditionally negative semi–definite function.
Hint: Calculate Var(∑ni=1λiX(ti)) applying (2) with ∑
n
i=1λi = 0.
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(b) A continuous even function γ : Rd → R+ with γ(0) = 0 is a variogram of a
wide sense stationary random field if e−λγ is a covariance function for all
λ > 0, cf. [36].
4. Stability: If γ1,γ2 are variograms then γ = γ1+ γ2 is a variogram as well.
Exercise 9. Prove this fact. Show in particular that γ(h) = γ1(hi) + γ2(h j),
where h = (h1, . . . ,hd)> ∈ Rd and γ1, γ2 are univariate variograms, is a vari-
ogram.
5. Mixture: Let γx : Rd → R+ be a variogram of an intrinsic stationary (of order
two) random field for any x ∈ R. Then the function
γ(t) =
∫
R
γx(t)µ(dx), t ∈ Rd
is a variogram of some random field if µ is a measure on R and the above
integral exists for any t ∈ Rd , see [4, Sect. 2.3.2, pp. 60-61].
6. If X is wide sense stationary and C(∞) := lim‖h‖→∞C(h) = 0, then it follows
from (3) that there exists the so-called sill γ(∞) := lim‖h‖→∞ γ(h) =C(0).
7. If X is mean square continuous then γ(h)≤ c‖h‖2, h ∈ Rd for a constant c > 0
and large ‖h‖, see [46, pp. 397-398].
8. If X is mean square differentiable then lim‖h‖→∞
γ(h)
‖h‖2 = 0, see [47, pp. 136-137].
9. Let γ : R → R+ be an even twice continuously differentiable function with
γ(0) = 0. Then γ is a variogram iff γ ′′ is a covariation function, cf. [10, Theo-
rem 7].
Exercise 10. Show that for a variogram γ the function eλγ is a variogram for any
λ > 0.
Exercise 11. Let a bounded function γ :Rd→R+ be the variogram of some intrinsic
stationary of order two real valued random field X . Consider C(x,y) = γ(x)+γ(y)−
γ(x− y), x,y ∈ Rd . Show that C is a covariance function of a random field Z such
that Z(0) = 0 a.s.
Parametric families of variograms
Most parametric models for variograms of stationary random fields, which are
widely used in applications, can be constructed from the corresponding families
of covariance functions (such as those described in Sect. 2.2.1) by applying the re-
lation (3) as well as stability and geometric anisotropy properties. Most models of
variograms inherit their names from the corresponding covariance models (e.g., ex-
ponential, spherical one). One of few exceptions is the variogram corresponding to
the white noise which is called nugget effect.
Stability property can be also used to create different anisotropy effects, for
instance, the so-called purely zonal anisotropy. To explain this on an example,
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let γ(h) = aγ1(hx) + bγ2(hy) + cγ3(hz), h = (hx,hy,hz) ∈ R3, a,b,c ≥ 0, where γi
i = 1,2,3 are variograms in dimension d = 1. Then γ is a variogram in dimension
d = 3 which allows for different dependence ranges in three different axes direc-
tions. An example of mixed anisotropy models is
γ(h) = γ1(‖h‖)+ γ2
(√
h2x +h2y
)
+ γ3(hz), h = (hx,hy,hz) ∈ R3.
This is a mixture of 3D-isotropic variogram γ1, 2D-isotropic (in the xy-plane) var-
iogram γ2 and a 1D-variogram γ3. Addition of a linear combination of γ2 and γ3
creates anisotropy in direction of z-axis.
See more about variograms in [4, Chap. 2].
2.2.3 Statistical Estimation of Covariances and Variograms
The numerous approaches to estimate a covariance function or a variogram are well
described in the literature and therefore will not be reviewed here. An interested
reader can see e.g. [4, Sect. 2.2] and [38, Sect. 9.8] and references therein.
Example 1. To illustrate the above theory, consider microscopic steel data (figure
2(a)). This data is obviously isotropic. Figure 2(b) shows estimates for the corre-
sponding variogram. For this purpose Mathe´ron’s estimator (see [38, p. 325]) was
calculated for different directions and 0 ≤ h ≤ 0.5. The directions can be distin-
guished by the color of their plots. Since these data are isotropic the estimates differ
not too much.
(a) Microscopic image of a steel sur-
face.
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(b) Estimates for the x-direction (red),
y-direction (green), all directions (black)
for values 0≤ h≤ 0.5.
Fig. 2 Microscopic steel image (left) and its empirical variogram estimated in different directions
(right)
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Example 2. Let us construct an example of zonally anisotropic variogram, in which
the value for the sill depends on the direction of the input vector h. Consider
γ(h) = γ1(h)+ γ2(h)
where γ1 is an isotropic variogram
γ1(h) = 1− e−|h|, h ∈ R2
and γ2 is a geometrical anisotropic variogram model
γ2(h) = 1− e−
√
hT Qh
5 , h ∈ R2
with Q =
√
Λ · R with R being a rotation matrix with rotation angle α = 2 and
Λ = diag(5,1) being a diagonal matrix. Figure 3(a) shows γ on [−1,1]2. Figure 3(b)
illustrates the elliptic form of the contour lines of a zonally anisotropic variogram.
(a) Zonally anisotropic model with rotation angle α =
2 and scaling factors λ1 = 5, λ2 = 1.
(b) Contour lines of 3(a)
Fig. 3 Zonally anisotropic theoretical variogram
2.3 Stable Random Fields
In this Section, we review the basic notions of the theory of stable distributions,
random measures and fields. A very good reference which covers most of this topic
is [32], see also [29], [33, Chapter 3], [48], etc.
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2.3.1 Stable Distributions
Let n ∈ N. We begin with the definition of stability for random vectors.
Stable Random Vectors
Definition 8. A random vector X = (X1, . . . ,Xn)T in Rn is called stable if for all
m≥ 2 there exist c = c(m)> 0 and k = k(m) ∈ Rn such that
X (1)+X (2)+ ...+X (m) d= cX + k,
where {X (i)}mi=1 are independent copies of X .
It can be shown that c=m1/α for some 0<α ≤ 2 which is called the stability index,
see [32, Theorem 2.1.2]. There is an equivalent definition of stable vectors which is
often used in mathematical practice to check stability.
Definition 9. Let α ∈ (0,2). We say that a random vector X = (X1, . . . ,Xn)T in Rn
is α-stable if its characteristic function is given by
ϕX (θ) =
{
e−
∫
Sn−1 |〈θ ,s〉|α(1−isign(〈θ ,s〉) tan piα2 )Γ (ds)+i〈θ ,µ〉, α 6= 1,
e−
∫
Sn−1 |〈θ ,s〉|(1+i 2pi sign(〈θ ,s〉) ln |〈θ ,s〉|)Γ (ds)+i〈θ ,µ〉, α = 1,
(4)
where Γ is a finite measure on the unit sphere Sn−1 of Rn and µ is an arbitrary
vector in Rn.
The pair (µ,Γ ) gives a unique parametrization of the distribution of α-stable
random vectors for α ∈ (0,2), and we write X ∼ Sα(µ,Γ ). This means that there
is no other pair (µ ′,Γ ′) yielding the same characteristic function ϕX in (4). The
measure Γ is called spectral measure of X and contains all the information about
the dependence between the vector components Xi (see also Exercise 15). The vector
µ reflects the shift with respect to the origin.
Definition 10. A random vector X =(X1, . . . ,Xn)> is called singular if∑ni=1 ciXi = 0
a.s. for some (c1, . . . ,cn)T ∈ Rn \{0}. Otherwise, it is called full-dimensional.
If α = 2, then Definition 8 yields a Gaussian random vector which is equivalently
defined via its characteristic function
ϕX (θ) = exp
{
i〈θ ,µ〉− 12θTΣθ
}
. (5)
Here µ ∈Rn is the mean of X and Σ is a symmetric, positive semi–definite (n×n)–
covariance matrix of X . The matrix Σ has the elements σi j = E(Xi−µi)(X j−µ j),
where Xi and µi are the components of vectors X and µ , respectively. It is easy to
see that if detΣ = 0 then the Gaussian random vector X is singular.
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Exercise 12. Prove that Definition 8 is equivalent to Definition 9 for α ∈ (0,2), and
it is equivalent to the definition of a Gaussian random vector via relation (5) for
α = 2.
Exercise 13. Show that for X ∼ Sα(µ,Γ ) the relation between the drift k in Defini-
tion 8 and the shift µ in Definition 9 is k(m) = µ(m−m1/α). Hint: First show that
∑mi=1 X (i) ∼ S(mµ,mΓ ) and m1/αX + k(m)∼ S(m1/αµ+ k(m),mΓ ).
Remark 1. For α = 2, the characteristic function (4) has the form
ϕ(θ) = exp
{
−
∫
Sn−1
〈θ ,s〉2Γ (ds)+ i〈θ ,µ〉
}
. (6)
It is easy to find two different finite measures Γ1 and Γ2 on Sn−1 yielding the same
function ϕ in this case.
Exercise 14. Check that the following two finite measures on the unite sphere in R2
Γ1(ds) = δ(√2/2,√2/2)(ds)+δ(−√2/2,−√2/2)(ds),
Γ2(ds) = 2δ(√2/2,√2/2)(ds)
and a shift µ ∈ R2 yield the same expression in (4) if α = 2, n = 2. Here δx(·)
is the Dirac measure concentrated at the point x ∈ R2. Verify that this expression
corresponds to the characteristic function of the Gaussian vector with shift µ and
covariance matrix
Σ =
(
2 2
2 2
)
.
A random vector X in Rn is called symmetric if P(X ∈ A) = P(−X ∈ A) for
any Borel set A ∈ Rn. For symmetric α-stable distributions, we use the standard
abbreviation SαS.
Lemma 1 ([32], Theorem 2.4.3). An α–stable random vector X is symmetric iff its
shift µ = 0 and spectral measure Γ is symmetric.
Exercise 15. Let X = (X1,X2)T be an α-stable random vector, α ∈ (0,2), with the
spectral measure Γ . Let supp(Γ ) be the support of Γ . Show that
• X1 is independent of X2 iff supp(Γ ) lies within the intersection of the sphere with
the coordinate axes.
• X1 = c ·X2 a.s. for some c ∈ R (i.e. the vector X is singular) iff supp(Γ ) is a
subset of the unite sphere intersected by a hyperplane.
Stable Random Variables
If n = 1 we deal with stable random variables whose distribution laws are defined
by four parameters α , σ , β , and µ .
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Definition 11. The random variable X is called α-stable if its characteristic function
has the form
ϕX (θ) =
{
exp
{−σα |θ |α (1− iβ (sign(θ)) tan piα2 )+ iµθ} , α ∈ (0,2],α 6= 1,
exp
{−σ |θ |(1+ iβ 2pi (sign(θ)) ln |θ |)+ iµθ} , α = 1.
We write X ∼ Sα(σ ,β ,µ).
Compared with representation (4), two new parameters σ ≥ 0 and β ∈ [−1,1] in-
troduced in lieu of the spectral measure Γ are interpreted as parameters of scale and
skewness, respectively.
Exercise 16. Show that the spectral measure of X ∼ Sα(σ ,β ,µ) is given by
Γ (ds) =
σα
2
(1+β )δ1(ds)+
σα
2
(1−β )δ−1(ds).
Hence, it holds
σα = Γ ({1})+Γ ({−1}), β = Γ ({1})−Γ ({−1})
Γ ({1})+Γ ({−1}) .
Remark 2. Stable distributions are absolutely continuous. Nevertheless, their den-
sities are not known in the closed form except for the cases α = 1/2, α = 1 and
α = 2.
Example 3.
1. X ∼ S2(σ ,0,µ) is a Gaussian random variable with mean µ and variance 2σ2.
2. Random variable X ∼ Sα(σ ,±1,µ) is called totally skewed. Notice that if α ∈
[1,2) then X attains values in the whole R. On the contrary, if α ∈ (0,1) and
µ = 0, then X ≥ 0, (X ≤ 0) a.s. when β = 1 (β =−1), respectively.
Exercise 17. Show that the characteristic function of SαS random variable X is
equal to ϕX (θ) = exp{−σα |θ |α}, i.e., X ∼ Sα(σ ,0,0) for some σ > 0.
Tails and Moments
The non–Gaussian stable distributions are fat tailed. This means that they belong to a
subclass of heavy tailed distributions with especially slow large deviation behavior,
see more details on heavy tailed distributions e.g. in [7], [25], etc. Namely, for X ∼
Sα(σ ,β ,µ) with α ∈ (0,2) there exists c > 0 such that
P(|X |> x)∼ cx−α , x→ ∞. (7)
Here and in what follows we say that ax ∼ bx if limx→∞ axbx = 1. As a corollary of
(7), the absolute moments of X behave like
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E|X |p =
∫ ∞
0
P{|X |> x1/p}dx≈ c1
∫ ∞
0
x−α/pdx.
They are finite if p ∈ (0,α) and infinite for any p ∈ [α,∞).
Exercise 18. Show that
• normal distribution X ∼ N(µ,σ2) is not heavy tailed (this is equivalent to the
statement that the tails are exponentially bounded), i.e.,
P(X <−x) = P(X > x)∼ 1√
2piσx
e−x
2/(2σ2), x→ ∞.
• for X ∼ Sα(σ ,β ,0), α ∈ (0,2), α 6= 1 it holds
(E|X |p)1/p = cα,β (p)σ (8)
for every p ∈ (0,α). Here cα,β (p) = (E|ξ |p)1/p with ξ ∼ Sα(1,β ,0). If α = 1
then equation (8) holds only for β = 0.
• for any α-stable random variables X and Y the sum aX + bY , a,b ∈ R is again
α-stable. Moreover, components Xi of the stable vector X = (X1,X2)∼ Sα(µ,Γ )
are stable, and it holds σaX1+bX2 =
∫
S1 |as1+bs2|αΓ (ds1,ds2) for any a,b ∈ R.
Simulation of stable random variables is extensively described in [29].
2.3.2 Integration with Respect to Stable Random Measures
Let (E,E ,m) be an arbitrary measurable space with σ -finite measure m and E0 :=
{A ∈ E : m(A)< ∞}. Let β : E→ [−1,1] be a measurable function.
Definition 12. A random function M = {M(A), A ∈ E0} is called an independently
scattered random measure (random noise) if
1. for any n ∈ N and pairwise disjoint sets A1,A2, . . . ,An ∈ E0 random variables
M(A1), . . . ,M(An) are independent,
2. M(
⋃∞
j=1 A j) = ∑∞j=1 M(A j) a.s. for a sequence of disjoint sets A1,A2, . . . ∈ E0
with
⋃∞
j=1 A j ∈ E0.
Definition 13. An independently scattered random measure M on (E,E0) is called
α-stable if for each A ∈ E0
M(A)∼ Sα
(
(m(A))1/α ,
∫
Aβ (x)m(dx)
m(A)
,0
)
.
Measure m is called control measure, and β is the skewness function of M.
Our goal is to define an integral
∫
E f (x)M(dx) of a deterministic function f : E→
R with respect to an α-stable random measure M. For a simple function f (x) =
∑ni=1 ci1Ai(x), where {Ai}ni=1 ⊂ E0 are pairwise disjoint, we set
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E
f (x)M(dx) =
n
∑
i=1
ciM(Ai).
It can be shown that, so defined, the integral
∫
E f (x)M(dx) does not depend on
the representation of f as a simple function, see [32, Sect.3.4]. For an arbitrary
f : E → R such that ∫E | f (x)|αm(dx)< ∞ consider a pointwise approximation of f
by simple functions f (n). Then we set∫
E
f (x)M(dx) = plimn→∞
∫
E
f (n)(x)M(dx).
Here plim denotes the limit in probability. This definition is independent of the
choice of the approximating sequence { f (n)}, cf. [32, Sect. 3.4] for more details.
Lemma 2. Let X =
∫
E f (x)M(dx), where M is an α-stable random measure with
control measure m and skewness function β . Then X is an α-stable random variable
with zero shift, scale parameter
σαX =
∫
E
| f (x)|αm(dx), (9)
and skewness parameter
βX =
∫
E f (x)
<α>β (x)m(dx)∫
E | f (x)|α m(dx)
,
where a<p> = sign(a) · |a|p.
For the proof see [32, Sect.3.4]. Notice that if β (x) = 0 for all x∈ E then the integral
X is a SαS random variable.
In case of stable vectors with an integral representation, we have the following
criterion of their full–dimensionality / singularity.
Lemma 3. Consider a n–dimensional α–stable random vector X = (X1, . . . ,Xn)T
with 0 < α ≤ 2 and integral representation
X =
(∫
E
f1(x)M(dx), . . . ,
∫
E
fn(x)M(dx)
)T
.
Then X is singular if and only if ∑ni=1 ci fi(x) = 0 m–almost everywhere for some
vector (c1, . . . ,cn)T ∈ Rn \{0}.
The proof of Lemma 3 follows from Definition 10 and the fact that σα∑ni=1 ciXi =∫
E |∑ni=1 ci fi(x)|α m(dx), see relation (9).
Remark 3. A more universal criterion of singularity for stable random vectors is in
terms of their spectral measure. If measureΓ (ds) on Sn−1 is a spectral measure of an
α-stable vector X in Rn and is concentrated on the intersection of Sn−1 with a (n−
1)–dimensional linear subspace, then the random vector X is singular. Otherwise, X
is full–dimensional. For the proof see [15].
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2.3.3 Stable Random Fields with an Integral Spectral Representation
Definition 14. A random field X is called α-stable if all its finite-dimensional dis-
tributions are α-stable.
Consider random fields X = {X(t), t ∈ Rd} of the form
X(t) =
∫
E
ft(x)M(dx), t ∈ Rd , (10)
where ft : E → R are measurable functions such that
∫
E | ft(x)|αm(dx) < ∞ and in
the case α = 1 additionally
∫
E | f (x)β (x) ln | f (x)||m(dx) < ∞ for any t ∈ Rd . Here
M is an α-stable random measure on (E,E0) with control measure m and skewness
function β . Obviously, the marginals of the random field X in (10) are α-stable. If
β (x) = 0 for all x ∈ E then all finite-dimensional distributions of X are symmetric
α-stable, so we call X to be a SαS random field.
A natural question is which stable fields allow for an integral representation (10).
A necessary and sufficient condition for this is the condition of separability of X in
probability, see [32, Theorem 13.2.1].
Definition 15. A stable random field X = {X(t), t ∈ M}, M ⊆ Rd is separable in
probability if there exists a countable subset M0 ⊆M such that for every t ∈M and
any sequence {tk}k∈N ⊂M0 with tk→ t as k→ ∞ it holds X(t) = plimk→∞X(tk).
In particular, all stochastically continuous α-stable random fields are separable in
probability.
2.4 Dependence Measures for Stable Random Fields
The dependence of two α-stable random variables cannot be digitized by using the
covariance because of the absence of the second moments if α < 2. We consider
two different ways of measuring the degree of dependence of two stable random
variables.
Covariation
Definition 16. Let X = (X1,X2)> be an α-stable random vector with α ∈ (1,2] and
spectral measure Γ . The covariation of X1 on X2 is the real number
[X1,X2]α =
∫
S1
s1s<α−1>2 Γ (ds1,ds2).
It has the following properties.
Theorem 1 (Properties of Covariation). Let (X1,X2,X3)> be an α-stable random
vector with α ∈ (1,2].
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1. Linearity in the first entry: for a,b ∈ R it holds
[aX1+bX2,X3]α = a[X1,X3]α +b[X2,X3]α .
2. If X1 and X2 are independent then [X1,X2]α = 0.
3. Gaussian case: for α = 2, it holds [X1,X2]2 = 1/2 · cov(X1,X2).
4. Covariation and mixed moments: Let 1 < α < 2 and Γ be spectral measure of
(X1,X2)> with X1 ∼ Sα(σ1,β1,0), X2 ∼ Sα(σ2,β2,0). For 1≤ p < α , it holds
E
(
X1X
<p−1>
2
)
E|X2|p =
[X1,X2]α(1− c ·β2)+ c · (X1,X2)α
σα2
, (11)
where (X1,X2)α =
∫
S1 s1|s2|α−1Γ (ds) and
c =
tan(αpi/2)
1+β 22 tan2(αpi/2)
[
β2 tan(αpi/2)− tan
( p
α
arctan(β2 tan(αpi/2))
)]
.
Proof. 1. Linearity in the first argument is obvious. However, the covariation is
not symmetric, so that there is no linearity in the second argument.
2. To see this, use Exercise 15.
3. The assertion (together with the useful relation varXi = 2
∫
S1 s
2
i Γ (ds1,ds2), i =
1,2) follows from the comparison of the characteristic function ϕ(θ) of the
Gaussian random vector (X1,X2)> in representations (5) and (6).
4. See [16] for the proof.
Remark 4. If X2 is symmetric, i.e. β2 = 0, then c = 0 and formula (11) has the fol-
lowing simple form
E
(
X1X
<p−1>
2
)
E|X2|p =
[X1,X2]α
σα2
,
which allows for the estimation of [X1,X2]α via empirical mixed moments of X1 and
X2.
For a stable random field X with integral representation (10), the covariation can
be calculated by the formula
[X(t1),X(t2)]α =
∫
E
ft1(x)( ft2(x))
<α−1>dm(x). (12)
Notice that its proof given in [32, Proposition 3.5.2] for the SαS case holds true for
skewed random fields as well.
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Codifference
Drawbacks of the covariation are the lack of symmetry and the impossibility to
define it for α ∈ (0,1]. The following measure of dependence does not have these
drawbacks. That is however compensated by a mathematically less convenient form.
Definition 17. Let (X1,X2)> be an α-stable vector. The codifference of X1 and X2 is
τ(X1,X2) = σX1 +σX2 −σX1−X2 ,
where σY is the scale parameter of a α-stable random variable Y .
Theorem 2 (Properties of Codifference).
1. Symmetry: τ(X1,X2) = τ(X2,X1).
2. If X1 and X2 are independent then τ(X1,X2) = 0. The inverse statement holds
only for α ∈ (0,1).
3. Gaussian case: for α = 2, it holds τ(X1,X2) = cov(X1,X2).
4. Let (X1,X2) and (X ′1,X
′
2) be SαS vectors such that σX1 = σX2 = σX ′1 = σX ′2 . If
τ(X1,X2)≤ τ(X ′1,X ′2) then for any c > 0
P{|X1−X2|> c} ≥ P{|X ′1−X ′2|> c},
i.e., the larger the codifference, the greater the dependence.
Proof. 1. Symmetry is obvious.
2. Use Exercise 18 to see the first part of the statement. Now let τ(X1,X2) = 0. It
holds σX1 +σX2 = σX1−X2 iff∫
S1
|s1|αΓ (ds)+
∫
S1
|s2|αΓ (ds) =
∫
S1
|s1− s2|αΓ (ds).
We know however that |s1− s2|α = |s1|α + |s2|α iff α < 1 and s1s2 = 0.
3. It holds τ(X1,X2) = 1/2(varX1+varX2−var(X1−X2)) = cov(X1,X2).
4. See [32, Property 2.10.6] for the proof.
2.5 Examples of Stable Processes and Fields
1. Stable Le´vy Process
This is a process defined by X(t) = M ([0, t]), t ∈ R+ where M is an α-stable mea-
sure on R+ with skewness function β and Lebesgue control measure multiplied
by σ > 0. X has representation (10) with ft(x) = 1(x ∈ [0, t]). It obviously holds
X(0) = 0 a.s. Moreover, X has independent and stationary increments.
Depending on β the skewness of the process may vary. So, for α < 1 and β ≡ 1
we obtain a stable Le´vy process with non-decreasing sample paths, the so–called
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stable subordinator. To see this use one-to-one correspondence between the in-
finitely divisible distributions and the Le´vy processes, thus X(1)∼ Sα(σ ,1,0) corre-
sponds to a Le´vy process with the triplet (0,0, σαΓ (1−α)cos(piα/2)
dx
xα+1 1(x > 0)), which
has only positive integrable jumps, see also [33, Examples 21.7 and 24.12].
2. Stable Moving Average Random Fields
A stable moving average X = {X(t), t ∈ Rd} is defined by the formula
X(t) =
∫
Rd
f (t− s)M(ds), t ∈ Rd ,
where f ∈ Lα(Rd) is called a kernel function and M is an α–stable random measure
with Lebesgue control measure. It can be easily seen that X is strictly stationary. See
Figures 4(a) and 4(b) for simulated realizations of moving averages in d = 2 with
the bisquare and the cylindric kernels.
(a) Bisquare kernel
f (x) = 1516
(
1−‖x‖2)2 1(x ∈ B1(0)). (b) Cylindric kernel f (x) = 1(x ∈ B1(0)), x ∈ R
2.
Fig. 4 Continuous (left) and discontinuous (right) realization of a 0.8-stable moving average ran-
dom field with SαS random measure M.
Stable Ornstein–Uhlenbeck process is a stable moving average process X(t) =∫ t
−∞ e
−λ (t−s)M(ds), t ∈ R where M is a SαS random measure on R with the
Lebesgue control measure. The process X = {X(t), t ∈ R} is strictly stationary.
3. Linear Multifractional Stable Motion
is given by
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X(t) =
∫
R
((t− x)H(t)−1/α+ − (−x)H(t)−1/α+ )M(dx), t ∈ R,
where M is an α-stable random measure with skewness function β and Lebesgue
control measure, α ∈ (0,2]. The continuous function H :Rd→ (0,1) is called a local
scaling exponent, and (x)+ = max{x,0}. It is known that X is a locally self–similar
random field, for more details see e.g. [39, 40]. In case α = 2 we have a Gaussian
process called multifractional Brownian motion, cf. [31]. For constant H ∈ (0,1),
we get the usual linear fractional stable motion which has stationary increments
and is H–self–similar (see [38, Sect. 9.5]).
4. Stable Riemann–Liouville Process
It is given by RH(t) =
∫ t
0(t−s)H−1/αM(ds), t ∈R+, where M is an α-stable random
measure on R+ and H > 0. This is a family of H–self–similar random processes.
Notice that RH has no stationary increments, unless H = 1/α . For α = 2 we get the
Gaussian Riemann–Liouville process, see e.g. [23, Example 3.4].
5. Sub–Gaussian Random Fields
are fields X of the form
X d= {A1/2G(t), t ∈ Rd},
where A ∼ Sα/2((cos(piα/4))2/α ,1,0) and G = {G(t), t ∈ Rd} is a a zero mean
Gaussian random field with a positive definite covariance function which is inde-
pendent of A. The following lemma (cf. [32, Proposition 3.8.1]) shows that X is
α-stable.
Lemma 4. If the random variable A is as above and ξ ∼ N(0,2σ2) independent of
A then X = A1/2ξ ∼ Sα(σ ,0,0).
To prove the lemma, it suffices to calculate the characteristic function of X using the
conditional expectation provided that A is fixed. If G is stationary then the resulting
sub–Gaussian field X is strictly stationary as well.
A strictly stationary sub–Gaussian random field X with a mean square continuous
Gaussian component G is not ergodic since it differs from G by a random scaling.
A sufficient condition for ergodicity of G is that its spectral measure has no atoms,
see [41, Theorem A].
3 Extrapolation of Stationary Random Fields
Let X = {X(t), t ∈Rd} be a stationary (in the appropriate sense to be specified later)
random field. We are looking for a linear predictor X̂(t) of the unknown field value
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X(t) at location t ∈ Rd based on observations X(t1), . . . ,X(tn) at locations t1, . . . , tn,
n ∈ N of the form
X̂(t) =
n
∑
i=1
λi(t)X(ti)+λ0(t). (13)
The weights λ0(·), . . . ,λn(·) are functions of t, t1, . . . , tn which may depend on the
distribution of X . For simplicity of notation, we omit all their arguments except for
t. They have to be computed in a way (which depends on the integrability properties
of X) such that the predictor is in some regard close to X(t).
Definition 18. A predictor X̂(t) for X(t) is called
1. exact if X̂(t) = X(t) a.s. whenever t = ti for any i ∈ {1, . . . ,n}. In this case, the
predictor Xˆ(·) is an extrapolation surface for X(·) with knots t1, . . . , tn.
2. unbiased if E|X(0)|< ∞ and E(X̂(t)−X(t)) = 0.
3. continuous if weights λi(·), i = 0, . . . ,n are continuous with respect to t, i.e.,
any realization of Xˆ is continuous in t ∈ Rd .
3.1 Kriging Methods for Square Integrable Random Fields
If the field X has finite second moments then the most popular prediction technique
for X in geostatistics is the so–called kriging. It is named after D.G. Krige who first
applied it (in 1951) to gold mining. Namely, he predicted the size of a gold deposit
by collecting the data of gold concentration at some isolated locations. Apart from
kriging, there are many other prediction techniques such as inverse distance, spline
and nearest neighbor interpolation, triangulation, see for details [5, Sect. 5.9.2], [43,
Chapt. 3], [37], etc. However, the latter methods ignore the correlation structure
contained in the spatial data; see [5, Sect. 3.4.5, p.180; Chapt. 5.9], [8], [22] for
their comparison.
The main idea of kriging is to compute prediction weights λi by minimizing the
mean square error between the predictor and the field itself, i.e., solve the minimiza-
tion problem
E(X(t)− Xˆ(t))2→ min
λ0,...λn
(14)
under some additional conditions on λi for each fixed t ∈ Rd .
Depending on the assumptions about X , numerous variants of kriging are avali-
able. We mention just few of them and refer an interested reader to the vast literature.
1. Simple kriging: for square integrable random fields X with known mean func-
tion EX(t) = m(t), t ∈ Rd . See Section 3.2.
2. Ordinary kriging: for second order intrinsic stationary random fields X (with
unknown but constant mean). See Section 3.3.
3. Kriging with drift: EX(t) = a+b‖t‖, a, b∈R and these constants are unknown.
See [4, Sect. 3.4.6] for details.
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4. Universal kriging: the unknown mean EX(t) = m(t) 6= const belongs to some
parametric family of functions, see [4, 42]. Ordinary kriging and kriging with
drift are special cases of universal kriging.
3.2 Simple Kriging
Let X be a square integrable random field with known mean function m(t). It is easy
to see that the minimum of the mean square error
E(X(t)− Xˆ(t))2 = var(X(t)− Xˆ(t))+(E(X(t)− Xˆ(t)))2
is attained exactly when the predictor Xˆ(t) is unbiased, i.e. if EXˆ(t) = EX(t). This
yields λ0(t) = m(t)−∑ni=1λi(t)m(ti) and
X̂(t) =
n
∑
i=1
λi(t)(X(ti)−m(ti))+m(t).
It follows from the above relation that the knowledge of function m leads to center-
ing the field X (subtracting m) in the prediction.
Taking derivatives of the goal function in (14) with respect to λi, we obtain
n
∑
i=1
λi(t)cov(X(ti),X(t j)) = cov(X(t),X(t j)), j = 1, . . . ,n. (15)
The matrix form of this system of equations is
Σ ·λ (t) = σ(t),
where Σ = [cov(X(ti),X(t j))]ni, j=1 is the covariance matrix, λ (t)= (λ1(t), . . . ,λn(t))
>,
σ(t) = (cov(X(t),X(t1)), . . . ,cov(X(t),X(tn)))>.
If Σ is non-degenerate then the solution exists and is unique. The covariance matrix
is non-degenerate if the covariance function of X is positive definite and all ti, i =
1, . . . ,n are distinct.
Exercise 19. Let the random field X = {X(t), t ∈ Rd} be as above. Show that the
random vector (X(t1), . . . ,X(tn))> is singular iff detΣ = 0. Hint: A symmetric ma-
trix is positive definite (positive semi–definite) if and only if all of its eigenvalues
are positive (non–negative).
Finally, we have the following form of the predictor:
Xˆ(t) = X¯>Σ−1σ(t), (16)
where X¯ = (X(t1), . . . ,X(tn))>.
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Let δi j = 1(i = j) be the Kronecker delta.
Properties of Simple Kriging
1. Exactness: to see that Xˆ(t j) = X(t j) for any j, set t = t j and check that λi(t j) =
δi j, i, j = 1, . . . ,n is the solution of system of equations (15).
2. Continuity and smoothness: rewrite (16) as Xˆ(t) = b>σ(t) with b = Σ−1X¯
which means that sample path properties of the extrapolation surface such as
continuity and smoothness directly depend on the properties of σ(t). Thus if
the covariance function is continuous and smooth, so is the extrapolation sur-
face. See Figure 5(b).
3. Shrinkage property: The mean prediction error E(Xˆ(t)−X(t))2 can be found
by direct calculations using the system (15). Thus
E(Xˆ(t)−X(t))2 = varX(t)−varXˆ(t). (17)
Equation (17) yields the following shrinkage property: for all t ∈ Rd
varXˆ(t)≤ varX(t). (18)
The simple kriging predictor is less dispersed than the data. In a sense, kriging
performs linear averaging (or smoothing) and does not perfectly imitate the
trajectory properties of the original random field.
4. Geometric interpretation: The predictor Xˆ(t) for any fixed t can be interpreted
as a metric projection of X(t) onto the linear subspace Ln = span{X(t1), . . . ,X(tn)}
of Hilbert space L2(Ω ,F ,P) with scalar product 〈X ,Y 〉 = E(XY ) for X ,Y ∈
L2(Ω ,F ,P), that is,
Xˆ(t) = ProjLnX(t) = argmin ξ∈Ln〈X(t)−ξ ,X(t)−ξ 〉. (19)
It is known from the Hilbert space theory that this projection is unique if the
vector (X(t1), . . . ,X(tn))> is not singular (cf. Definition 10).
5. Orthogonality: The above projection is also orthogonal, i.e., 〈Xˆ(t)−X(t),ξ 〉=
0 for all ξ ∈ Ln. In particular, it holds
〈Xˆ(t)−X(t),X(ti)〉= 0 for all i = 1, . . . ,n (20)
which rewrites as a dependence relation
E
(
Xˆ(t)X(ti)
)
= E(X(t)X(ti)) for all i = 1, . . . ,n
yielding
cov(Xˆ(t)−X(t), Xˆ(s)) = 0, s ∈ Rd .
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Exercise 20. Prove relation (17) via the Pythagorean theorem.
6. Gaussian case: Under the assumptions that X is Gaussian and Σ is non–singular
it is easy to show that
Xˆ(t) = E(X(t)|X(t1), . . . ,X(tn)) , t ∈ Rd . (21)
Exercise 21. Prove relation (21) using the uniqueness of the kriging predictor
and the following properties of the conditional expectation and of the Gaussian
multivariate distribution, respectively:
1) E((η −E(η |ξ ))h(ξ )) = 0 for random variables ξ ,η and any measurable
function h(·) ,
2) If η ,ξ1, . . . ,ξn are jointly Gaussian then there exist real numbers {ai}ni=1
such that E(η |ξ1, . . . ,ξn) = ∑ni=1 aiξi.
In the Gaussian case, simple kriging has additional properties of
a. Conditional unbiasedness: E
(
X(t)|Xˆ(t)) = Xˆ(t) a.s. for any t ∈ Rd , cf.
[4, p. 164]. This property is important in practice for resource assessment
problems and selective mining.
b. Homoscedasticity: The conditional mean square estimation error does not
depend on the data, i.e.,
E
((
Xˆ(t)−X(t))2|X(t1), . . . ,X(tn))=E(Xˆ(t)−X(t))2 a.s. for any t ∈Rd .
3.3 Ordinary Kriging
When the mean m of a square integrable random field X is constant but unknown
the ordinary kriging can be applied. We are looking for a predictor in the form (13).
For an arbitrary (but fixed) location t ∈ Rd , the mean square prediction error is
E
(
Xˆ(t)−X(t))2 = var(Xˆ(t)−X(t))+(λ0+( n∑
i=1
λi−1
)
m
)2
.
Assuming that
λ0 = 0,
n
∑
i=1
λi = 1, (22)
we get the smallest possible error together with unbiasedness EXˆ(t) = EX(t). The
ordinary kriging predictor writes then
Xˆ(t) =
n
∑
i=1
λiX(ti), t ∈ Rd .
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The prediction error can be computed as
E
(
Xˆ(t)−X(t))2 = n∑
i, j=1
λiλ jcov(X(ti),X(t j))−2
n
∑
i=1
λicov(X(ti),X(t))+varX(t).
One should minimize this error under the constraint (22).
Taking partial derivatives of the Lagrange function
L(λ ,µ) = E(Xˆ(t)−X(t))2+2µ
(
n
∑
i=1
λi−1
)
with respect to λi = λi(t), i = 1, . . . ,n, and µ = µ(t) and putting them equal to zero
we obtain the following system of n+1 linear equations{
∑ni=1λicov(X(ti),X(t j))+µ = cov(X(t j),X(t)), j = 1, . . . ,n,
∑ni=1λi = 1
for each t ∈Rd of interest. The solution (λ1, . . . ,λn,µ)> of this system is unique iff
the covariance matrix of the vector
(
X(t1), . . . ,X(tn)
)> is non–singular.
The above linear system of equations can be rewritten in terms of variogram
γ(·, ·). By formula (2) and direct calculation we get the following ordinary kriging
system of equations with respect to the weights λi, i = 1, . . . ,n, and µ:
n
∑
i=1
λiγ(ti, t j)+µ = γ(t j, t), j = 1, . . . ,n,
n
∑
i=1
λi = 1.
The corresponding mean square prediction error is
σ2OK = E
(
Xˆ(t)−X(t))2 = n∑
i=1
λiγ(ti, t)+µ.
Exercise 22. Show that µ = −(1− e>Γ−1γ)/e>Γ−1e, where e is the unit vector,
γ = (γ(t1, t), . . . ,γ(tn, t))> and Γ = [γ(ti, t j)]i, j=1,...,n.
The main advantage of this way of posing the problem is that it is solvable even if
the variance of X(t) is infinite whereas the variogram is finite, e.g., if X is intrinsic
stationary of order two.
Properties of the Ordinary Kriging
1. Exactness: For t = t j, notice that λi(t j) = δi j, i, j = 1, . . . ,n, µ(t j) = 0 is a
solution of the ordinary kriging system.
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2. Orthogonality: For any real weights ai, i= 1, . . . ,n with the property ∑ni=1 ai =
1 it holds 〈
Xˆ(t)−X(t),
n
∑
i=1
aiX(ti)
〉
= 0.
3. Conditional unbiasedness: The ordinary kriging predictor reduces the condi-
tional bias E
(
X(t)|Xˆ(t))− Xˆ(t). To see this, check the following formula show-
ing that the minimum of the kriging error corresponds to the minimum of the
conditional bias error:
E
(
E
(
X(t)|Xˆ(t))− Xˆ(t))2 = E(Xˆ(t)−X(t))2−E(var(X(t)|Xˆ(t))) ,
cf. [4, p.185]. For the proof of this formula, the following law of total variance
is used
varY = var(E(Y |Z))+E(var(Y |Z))
as well as E(Y ·E(Z|Y )) = E(Y Z) for any random variables Y, Z defined on the
same probability space.
Example 4. A simulated realization (see Figure 5(a)) of a centered stationary isotropic
Gaussian random field X = {X(t), t ∈ [0,10]2} with Whittle–Mate´rn–type covari-
ance function C(s, t) = 21(s= t)+21(s 6= t)‖s− t‖K1(2‖s− t‖) exhibiting a nugget
effect of height one is observed on a grid of locations {(3i,2 j), i, j ∈N∩ [0,3]}. The
corresponding theoretical variogram together with the Matheron estimator (given in
[38, Formula (9.67)]) are shown on Figure 6. A Whittle–Mate´rn–type variogram
model with a nugget effect σ2
γ(s, t) = 1(s 6= t)(σ2+b−b21−ν(a‖s− t‖)νKν(a‖s− t‖)) , s, t ∈ Rd ,
was fitted to the estimated variogram by an ordinary least squares method yield-
ing the parameter estimates σˆ2 = 0.9327665235438869, aˆ= 1.9674556902269302,
bˆ = 1.0672476194785714. An extrapolation by ordinary kriging with the fitted var-
iogram model γ is shown on Figure 5(b).
4 Extrapolation of Stable Random Fields
Let X be an α-stable random field having integral representation
X(t) =
∫
E
ft(x)M(dx), t ∈ Rd , (23)
confer formula (10). For α ∈ (1,2], assume that the field X is centered. If α ∈ (0,1],
the mean value of X does not exist.
We are looking for a predictor X̂(t) of the value X(t) at location t ∈Rd based on
the random vector (X(t1), . . . ,X(tn))> in the form
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(a) Simulated realization of a stationary Gaussian
random field with nugget effect.
(b) Extrapolation by ordinary kriging for the field
in Figure 5(a)
Fig. 5 Application of ordinary kriging to simulated data from Example 4
Fig. 6 Theoretical variogram
(red), estimator (green) and
fitted variogram (black) for
the realization in Figure 5(a),
compare Example 4
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X̂(t) =
n
∑
i=1
λiX(ti). (24)
Let Tj = {t j,1, . . . , t j,n j}, j ∈ N be a sequence of observation locations such
that dist(Tj, t) → 0 as j → ∞ where dist(A,B) = inf{‖x− y‖ : x ∈ A, y ∈ B}
is the Euclidean distance between two arbitrary sets A,B ⊂ Rd . The predictor
Xˆ j(t) = ∑
n j
i=1λ
( j)
i X(t j,i) is weakly consistent if Xˆ j(t)
P−→
j→∞
X(t) for any t ∈ Rd . It
is stochastically continuous if Xˆ j(s)
P−→
s→t Xˆ j(t) for any j ∈ N and t ∈ R
d .
Let
‖ f‖α =
(∫
E
| f (x)|αm(dx)
)1/α
(25)
denote the norm of f ∈ Lα(E,m), α ≥ 1.
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Theorem 3. Let the α–stable random field X in (23) be stochastically continuous,
α ∈ (1,2]. Let the predictor Xˆ j defined above exist and be unique, exact and stochas-
tically continuous for any j ∈ N. Then Xˆ j is weakly consistent.
Proof. 1 Fix an arbitrary t ∈ Rd . By [32, Proposition 3.5.1], it is sufficient to show
that σXˆ j(t)−X(t)→ 0 as j→ ∞ to prove weak consistency. Let s j ∈ Tj be the point at
which dist(s j, t) = dist(Tj, t) for any j ∈ N. It is clear that s j → t as j→ ∞. Since
Xˆ j is exact it holds Xˆ j(s j) = X(s j) for any j. Then we have
σXˆ j(t)−X(t) = ‖
n j
∑
i=1
λ ( j)i ft j,i − ft‖α ≤ ‖ fs j − ft‖α + ‖
n j
∑
i=1
λ ( j)i ft j,i − fs j‖α → 0
as j→ ∞ by [32, Proposition 3.5.1]), stochastic continuity of X and Xˆ j as well as
exactness of Xˆ j.
4.1 Least Scale Predictor
For α ∈ (0,2], consider the following optimization problem
σα
X̂(t)−X(t) =
∫
E
∣∣∣∣∣ ft(x)− n∑i=1λi fti(x)
∣∣∣∣∣
α
m(dx) → min
λ1,...,λn
. (26)
It is clear that the solution of the optimization problem (in case if it exists and is
unique) will be an extrapolation. To see this, put t = t j and λi(t j)= δi j, i, j= 1, . . . ,n.
The predictor X̂(t) based on a solution of this minimization problem is called
least scale linear (LSL) predictor. This method is reminiscent of the least mean
square error property (14) of the kriging.
If α ∈ (1,2] it is easy to see that any solution of the problem (26) is also a solution
of the following system of equations
∫
E
ft j(x)
(
ft(x)−
n
∑
i=1
λi fti(x)
)<α−1>
m(dx) = 0, j = 1, . . . ,n, (27)
or equivalently [
X(t j),X(t)−
n
∑
i=1
λiX(ti)
]
α
= 0, j = 1, . . . ,n, (28)
where [·, ·]α is the covariation, see Definition 16.
Exercise 23. Show that any solution of the problem (26) solves also the system of
equations (27) or (28). Use the dominated convergence theorem.
1 The idea of this proof belongs to Adrian Zimmer.
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Notice that equations in (26) are nonlinear in λ1, . . . ,λn if α < 2 because the
covariation is not linear in the second argument (cf. Section 2.4). Thus, numerical
methods have to be applied to solve problem (26).
Properties of LSL predictor
Assume 1 < α ≤ 2. For the case 0 < α ≤ 1 see Section 4.4.
Theorem 4. The LSL predictor exists. If the random vector X= (X(t1), . . . ,X(tn))>
is full–dimensional then the LSL predictor is unique.
Proof. We are using the properties of the best approximation in Lα(E,m)-spaces
for 1 < α ≤ 2. Let L= span{ ft1 , . . . , ftn}. This is a finite dimensional space. Denote
for simplicity f = ft and E( f ) = infx∈L ‖ f − x‖α . Let us show that this infimum is
attained in L.
Consider {xm}m∈N such that xm ∈ L ∀m ∈ N and ‖xm− f‖α → E( f ) as m→ ∞.
By the triangle inequality ‖xm‖α ≤ ‖ f‖α + ‖ f − xm‖α , so {xm}m∈N is a bounded
sequence in a finite dimensional subspace. Thus, there exists a convergent sub-
sequence {m j} j∈N and f0 ∈ L such that ‖xm j − f0‖α → 0 as j → ∞. Since ‖ f −
xm j‖α → ‖ f − f0‖α and ‖ f − xm j‖α → E( f ) as j→ ∞, it holds E( f ) = ‖ f − f0‖α .
So f0 is the best approximation.
For the proof of uniqueness, we use the strict convexity property. If α > 1 the
space Lα(E,m) is strictly convex (see e.g. [6, p. 59]), i.e. for all g1,g2 ∈ Lα(E,m)
such that ‖g1‖α = ‖g2‖α = 1, g1 6= g2 it follows ‖βg1 +(1−β )g2‖α < 1 for any
β ∈ (0,1).
Take y j = ∑ni=1λ
( j)
i fti ∈ L, j = 1,2 such that y1 6= y2 and ‖ f − y1‖α = ‖ f −
y2‖α = E( f ). Thus by strict convexity we have
E( f )≤
∥∥∥∥ f − 12 (y1+ y2)
∥∥∥∥
α
=
∥∥∥∥12 ( f − y1)+ 12 ( f − y2)
∥∥∥∥
α
< E( f ).
So we obtain a contradiction, and y1 = y2 = f0. By the full–dimensionality of the
random vector X and by Lemma 3 one can easily see that the set of the weights λi
in the representation f0 = ∑ni=1λi fti is unique.
Theorem 5 ([16]). Let the stable random field X in (23) be stochastically continu-
ous. If the random vector X =
(
X(t1), . . . ,X(tn)
)> is full–dimensional then the LSL
predictor is continuous.
4.2 Covariation Orthogonal Predictor
Throughout this Section, assume α ∈ (1,2]. The linear predictor (24) with weights
λ1, . . . ,λn that are a solution of the system of equations
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X(t)−
n
∑
i=1
λiX(ti),X(t j)
]
α
= 0, j = 1, . . . ,n (29)
is called Covariation Orthogonal Linear (COL) predictor. If the solution of (29)
exists and is unique then it is an exact predictor, since we can put λi(t j) = δi j,
i, j = 1, . . . ,n. This extrapolation method is reminiscent of the generic orthogonality
property of simple kriging, cf. relation (20). It is also symmetric (in a sense) to the
LSL predictor, compare the systems (28) and (29). In contrast to (28), the system
(29) is linear which makes the computation of the weights λi easier.
Introduce the covariation function κ : Rd×Rd → R of X by
κ(s, t) = [X(s),X(t)]α . (30)
Note that this function is not symmetric in its arguments, as opposed to the covari-
ance function, cf. Definition 6.
By additivity of the covariation in the first argument (see Section 2.4), the system
(29) rewrites as κ(t1, t1) · · · κ(tn, t1)... . . . ...
κ(t1, tn) · · · κ(tn, tn)

λ1...
λn
=
κ(t, t1)...
κ(t, tn)
 . (31)
If matrix K = [κ(ti, t j)]i, j=1,...,n is positive definite the solution of this system exists
and is unique.
For moving average and for sub–Gaussian fields X , sufficient conditions for the
positive definiteness of K can be given.
4.2.1 The COL Predictor for Moving Averages
Consider a moving average stable random field X with representation
X(t) =
∫
Rd
f (t− x)M(dx), t ∈ Rd ,
where M is an α–stable random measure with Lebesgue control measure and
f ∈ Lα(Rd) (see Section 2.5 for the definition). By strict stationarity of X , it holds
[X(h),X(0)]α = [X(t+h),X(t)]α for all t, h∈Rd . With slight abuse of notation, we
write κ(s− t) = [X(s− t),X(0)]α = κ(s, t), s, t ∈ Rd and the system of equations
(31) is equivalent to κ(0) · · · κ(tn− t1)... . . . ...
κ(tn− t1) · · · κ(0)

λ1...
λn
=
κ(t− t1)...
κ(t− tn)
 . (32)
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The next theorem gives a sufficient condition for the existence and uniqueness of
the COL predictor.
Theorem 6. If the kernel f : Rd → R+ is a positive definite function that is positive
on a set of non–zero Lebesgue measure then κ is positive definite.
Proof. By formula (12), we have
κ(h) =
∫
Rd
f (h− x) f 〈α−1〉(−x)dx, h ∈ Rd .
Thus for any m ∈ N, z1, . . . ,zm ∈ R, (z1, . . . ,zn)> 6= (0, . . . ,0)> and s1, . . . ,sm ∈ Rd
it holds
m
∑
i, j=1
κ(si− s j)ziz j =
∫
Rd
m
∑
i, j=1
f (si− s j− x)ziz j f 〈α−1〉(−x)dx > 0.
An example of a process X satisfying conditions of Theorem 6 is the SαS
Ornstein–Uhlenbeck process: for any fixed λ > 0
X(t) =
∫
R
e−λ (t−x)1(t− x≥ 0)M(dx), t ∈ R.
By [32, p. 138], we have X̂(t) = e−λ (t−tn)X(tn) if t1 < .. . < tn < t.
Theorem 7. If the covariation function κ is positive definite and continuous then
the COL predictor is continuous.
Proof. Since κ is positive definite, matrix K is invertible, and we haveλ1(t)...
λn(t)
=
 κ(0) · · · κ(tn− t1)... . . . ...
κ(tn− t1) · · · κ(0)

−1κ(t− t1)...
κ(t− tn)
 .
Since κ is continuous, the weights λ1, . . . ,λn are continuous in t.
Exercise 24. Show that continuous kernel functions with compact support yield a
continuous covariation function κ . Use the dominated convergence theorem.
4.2.2 The COL Predictor for Gaussian and sub–Gaussian Random Fields
Let X be a sub–Gaussian random field, i.e., X(t) = A1/2G(t), t ∈ Rd where A ∼
Sα/2((cos(piα/4))2/α ,1,0) and G is a zero mean stationary Gaussian field indepen-
dent of A. In [32, Example 2.7.4], it is shown that for sub–Gaussian random fields,
the covariation function is given by
κ(h) = 2−α/2C(h)C(0)(α−2)/2, h ∈ Rd , (33)
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where C(·) is the covariance function of G.
It is easy to see that in this case the system (31) coincides with the simple kriging
system (15) for G: C(0) · · · C(tn− t1)... . . . ...
C(tn− t1) · · · C(0)

λ1...
λn
=
C(t− t1)...
C(t− tn)
 . (34)
If C is positive definite then the corresponding covariance matrix is invertible which
ensures the existence and uniqueness of the solution of the system (34).
Theorem 8. If (X(t1), . . . ,X(tn))> is full–dimensional and the covariance func-
tion C of the Gaussian component is continuous then the COL predictor for sub–
Gaussian random fields is continuous.
The proof is similar to the proof of Theorem 7.
Theorem 9. Let 1 < α ≤ 2. For Gaussian and sub–Gaussian random fields, the
COL and LSL predictors coincide.
Proof. Introduce the notation t0 = t. Put λ0(t0) =−1 and
X̂(t0)−X(t0) = A1/2
n
∑
i=0
λi(t0)G(ti).
The characteristic function of random vector (X(t0), . . . ,X(tn))> is given by
Eexp
{
i
n
∑
k=0
θkX(tk)
}
= exp
−
∣∣∣∣∣12 n∑i=0
n
∑
j=0
θiθ jC(ti− t j)
∣∣∣∣∣
α/2
 (35)
for all θ1, . . . ,θn ∈ R, cf. [32, Proposition 2.5.2]. Now it is simple to see that
σX̂(t0)−X(t0) =
(
1
2
var
(
n
∑
i=0
λi(t0)G(ti)
))1/2
=
(
1
2
n
∑
i, j=0
λiλ jC(ti− t j)
)1/2
.
Thus, the LSL optimization problem is equivalent to
n
∑
i, j=0
λiλ jC(ti− t j)→ min
λ1,...,λn
.
Taking derivatives we obtain ∑nj=0 C(tk − t j)λ j = 0, k = 1, . . . ,n which coincides
with the COL extrapolation system (34).
Remark 5. It follows from the proof of Theorem 9 (which is valid for all α ∈ (0,2))
that the weights of the LSL predictor for sub–Gaussian random fields are a solution
of the system (34) also in the case α ∈ (0,1]. The statement of Theorem 8 holds as
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well. To summarize, the LSL predictor for stationary sub–Gaussian random fields
X exists and is unique and exact for all α ∈ (0,2] if the covariance function C of the
Gaussian component G is positive definite. If C is additionally continuous then this
LSL predictor is also continuous.
4.3 Maximization of Covariation
In this section, we assume that X is an α–stable random field (23) with α ∈ (1,2].
The predictor X̂(t) = ∑ni=1λi(t)X(ti), whose weights λ1(t), . . . ,λn(t) solve the fol-
lowing optimization problem
[
X̂(t),X(t)
]
α
= ∑ni=1λi(t)[X(ti),X(t)]α → maxλ1,...,λn
,
σX̂(t) = σX(t)
(36)
for t ∈ Rd , is called Maximization of Covariation Linear (MCL) predictor.
The Lagrange function of the optimization problem (36) is given by
L(λ ,γ) =
n
∑
i=1
λi[X(ti),X(t)]α + γ
(
σα∑ni=1 λiX(ti)−σ
α
X(t)
)
, λ ∈ Rn, γ ∈ R.
By taking partial derivatives and setting them equal to zero, we get{
[X(t j),X(t)]α + γ ·∂σα∑ni=1 λiX(ti)/∂λ j = 0, j = 1, . . . ,n,
σ∑ni=1 λiX(ti) = σX(t).
(37)
Analogously to formula (28) one can obtain
∂σα∑ni=1 λiX(ti)
∂λ j
= α ·
[
X(t j),
n
∑
i=1
λi(t)X(ti)
]
α
.
Since γ = −1/α , λi(t j) = δi j is obviously a solution of system (37) for t = t j, j =
1, . . . ,n, the MCL predictor is exact.
Let us discuss the properties of the MCL predictor. Notice that here no direct
analogy with kriging can be drawn. For instance, a counterpart σX̂(t) ≤ σX(t) of the
shrinkage property (18) is deliberately mutated to the additional condition σX̂(t) =
σX(t). The reason for this is that both conditions lead to the same solutions due to
the convexity of the optimization problem (36).
Introduce the following notation: ζ (t) = (κ(t1, t), . . . ,κ(tn, t))>, t ∈Rd , the func-
tion σ0 : Rd → R+ is σ0(t) = σX(t) = κ(t, t). The functionΨ : Rn→ R+ is defined
by
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Ψ(λ ) = σX̂(t) =
∥∥∥∥∥ n∑i=1λi fti
∥∥∥∥∥
α
.
Denote the level set of functionΨ at level u∈R by Bu = {λ ∈Rn :Ψ(λ )≤ u}. The
support set of any convex set B⊂ Rn at a point x ∈ Rn is defined by
T (B,x) =
{
y ∈ B : 〈y,x〉= sup
z∈B
〈z,x〉
}
.
It is known that for strictly convex sets B and any non–zero x ∈ Rn the support set
T (B,x) is a singleton. We denote this single point by yB,x.
Theorem 10. Assume that the α-stable random vector X = (X(t1), . . . ,X(tn))> is
full–dimensional.
1. The solution of the optimization problem (36) exists for all t ∈Rd . If κ(ti, t) 6= 0
for some i = 1, . . . ,n then the MCL predictor X̂(t) is unique.
2. If κ is a continuous function on Rd ×Rd and κ(ti, t) 6= 0 for some i = 1, . . . ,n
then the MCL predictor is continuous in t.
Proof. 2 For the proof of the existence and uniqueness of MCL we refer the reader
to the paper [16]. It is also shown there that the vector of MCL weights
λ (t) = (λ1(t), . . . ,λn(t))>
is equal to yBσ0(t),ζ (t)
for any t ∈ Rd whereas the set Bσ0(t) is strictly convex. Let
us prove that λ : Rd → Rn is a continuous function. It is easy to see that Bσ0(t) =
1
σ0(t)
B1, because the sets Bσ0(t), t ∈Rd are homothetic, i.e. aBσ0(t) = Bσ0(t)/a, a > 0.
Thus by simple geometric considerations
T (Bσ0(t),ζ (t)) = T
(
1
σ0(t)
B1,ζ (t)
)
=
1
σ0(t)
T (B1,ζ (t)),
thus λ (t) = 1σ0(t)yB1,ζ (t). Put B = B1 and x(s) = yB,ζ (s) for any s ∈ R
d . Show that
lims→t x(s)= x(t). This limit exists by the definition of the support set and continuity
of the scalar product. We know that ζ (s)→ ζ (t) as s→ t since κ is a continuous
function. Moreover, B is a compact, and x(s) ∈ B for all s. Choose a convergent
sequence sm→ t as m→ ∞ such that x(sm)→ y as m→ ∞, where y ∈ B. Show that
y = x(t). It is clear that 〈x(sm),ζ (sm)〉 → 〈y,ζ (t)〉 as m→ ∞. And for any x ∈ B it
holds
〈x,ζ (t)〉= lim
m→∞〈x,ζ (sm)〉 ≤ limm→∞〈x(sm),ζ (sm)〉= 〈y,ζ (t)〉.
The inequality here is due to the fact that {x(sm)} = T (B,ζ (sm)) for any m ∈ N.
Thus y = yB,ζ (t).
2 The authors are grateful to D.Stolyarov and P.Zatitsky for the help with the proof simplification.
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4.4 Case α ∈ (0,1]
As noticed in Section 2.4, the covariation function is not defined for α ∈ (0,1].
Moreover, the function ‖ · ‖α for α < 1 defined in (25) is not a norm anymore since
the triangle inequality fails to hold. The property of strict convexity of Lα(E,m)
does not hold as well.
To cope with these drawbacks, one may come to an idea that the codifference
(cf. Definition 17) can be used instead of the covariation in COL and MCL meth-
ods. However, it does not seem to make advances in extrapolation. For instance,
replacing the covariation by the codifference in the MCL method leads to the opti-
mization problemτ(X̂(t),X(t)) = σX̂(t)+σX(t)−σX̂(t)−X(t) → maxλ1,...,λnσX̂(t) = σX(t). (38)
Using the constraint σX̂(t) = σX(t), the first relation rewrites
τ(X̂(t),X(t)) = 2σX(t)−σX̂(t)−X(t).
Hence, the method (38) is equivalent to LSL extrapolation, i.e., to minimizing the
scale parameter
σX̂(t)−X(t) = ‖ ft −
n
∑
i=1
λi fti‖α
of X̂(t)−X(t).
Replacing the covariation by the codifference in the COL method (29), one ar-
rives at the system of nonlinear equations
τX̂(t),X(ti) = τX(t),X(ti), i = 1, . . . ,n. (39)
Here the numerical computation of a solution is necessary, which can be very time
consuming. Furthermore, it is shown in [11] that the solution of the system (39) is
not unique. For this reason, we shall not pursue the method (39) in future.
Neither leads the maximization of τX̂(t),X(t) with respect to weights λ1, . . . ,λn to
a unique predictor (24). In particular, its existence is not really clear. As an example
consider a random field (23) with the kernel function ft of compact support such
that the supports of ft and ft1 , . . . , ftn do not overlap. Then it is easy to see that
τX̂(t),X(t) = 0 allowing for an arbitrary choice of weights λ1, . . . ,λn.
In the remainder of this Section, we focus on the properties of the LSL method
for α–stable random fields with α ∈ (0,1]. First of all, the fundamental question of
existence has to be answered. Here we follow [11] and do this in a more general
setting of r–normed vector spaces.
Definition 19. Let V be a vector space over a field K. A map ||.||(r) : V → R+ is
called an r–norm, if there exists K ≥ 1 and r > 0 such that
40 Evgeny Spodarev, Elena Shmileva and Stefan Roth
||x||(r) = 0⇔ x = 0,
||ax||(r) = |a| · ||x||(r) ∀ a ∈ K, ∀ x ∈ V,
||x+ y||(r) ≤ K(||x||(r)+ ||y||(r)) ∀ x,y ∈ V,
||x+ y||r(r) ≤ ||x||r(r)+ ||y||r(r) ∀ x,y ∈ V.
Now the existence theorem can be formulated.
Theorem 11 ([11]). Let V be a vector space over R with r-norm || · ||(r) and let
f1, . . . , fn ∈ V be linearly independent. For any f0 ∈ V , there exist real numbers
λ ∗1 , . . . ,λ
∗
n such that
|| f0−
n
∑
i=1
λ ∗i fi||(r) = infλ1,...,λn∈R || f0−
n
∑
i=1
λi fi||(r).
If we set V = Lα(E,m) and note that || · ||(α) = ‖·‖α defined in (25) is an α-norm on
Lα(E,m) (even a norm if α ≥ 1), the existence of the LSL predictor follows imme-
diately from Theorem 11. In contrast to the case α ∈ (1,2] (Theorem 4), the unique-
ness of the LSL weights λ ∗ := (λ ∗1 , . . . ,λ
∗
n )
> in Theorem 11 is not guaranteed. We
illustrate this by the following example. Introduce the notation Hα(λ ) = σX̂(t)−X(t)
for λ = (λ1, . . . ,λn)> ∈ Rn.
Example 5. Consider the measurable space (E,m) = ([0,1],ν1) and the kernel func-
tion ft(x) = 1
(
x ∈ (t+ 14 , t+ 34 )
)
. Given t1 = 14 , predict the value of the symmetric
α–stable process X(t) =
∫
[0,1]
ft(x)M(dx) at the point t = 0. By elementary calcula-
tions we obtain
Hαα (λ ) =
∫
[0,1]
| ft(x)−λ ft1(x)|αdx =
1
4
(1+ |1−λ |α + |λ |α).
It is easy to see that for 0 < α < 1, Hα has two global minima at λ = 0 and λ = 1.
If α = 1 the set of all global minimum points equals the interval [0,1]. For values
α > 1, the function Hα has a unique global minimum at λ = 0.5.
In order to get unbiased prediction (provided that the first moment of X is finite),
the parameter space is often restricted to {(λ1, . . . ,λn)> ∈ Rn : ∑ni=1λi = 1}. S.
Hagel showed in [11] that this restriction does not cause uniqueness of LSL pre-
diction for α ∈ (0,1). Alternatively, the following algorithmic approach to choose a
unique global minimum in the LSL optimization problem is proposed:
Algorithm 1 Let {X(t), t ∈ T} be an α–stable random field (23) with 0 < α < 1
and T ⊂ Rd . Let t1, . . . , tn ∈ T be fixed such that functions ft1 , . . . , ftn are linearly
independent.
1. Order the points t1, . . . , tn so that
‖t− t1‖ ≤ ‖t− t2‖ ≤ . . .≤ ‖t− tn‖
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and if ‖t− ti‖= ‖t− ti+1‖ for some i ∈ {1, . . . ,n−1} then
t(p)i = t
(p)
i+1 for all p = 1, . . . ,k−1 (40)
t(k)i < t
(k)
i+1 (41)
for some k ∈ {1, . . . ,m}, where t(p)i is the p–th component of ti.
2. Determine the set A0 of all critical points
A0 = {(λ1, . . . ,λn) ∈ Rn : Hα(λ1, . . . ,λn) = inf
(µ1,...,µn)∈Rn
Hα(µ1, . . . ,µn)}
3. Reduce A0 step by step to sets A1 ⊇ A2 ⊇ ·· · ⊇ An given by
A j = {(λ1, . . . ,λn) ∈ A j−1 : λ j = max
(µ1,...,µn)∈A j−1
µ j}, j = 1, . . . ,n.
Clearly, the set An consists of just one element.
Definition 20. We call X̂(t) =∑ni=1λ ∗i X(ti) the best LSL predictor if (λ ∗1 , . . . ,λ
∗
n ) ∈
An.
The above construction has a simple intuitive meaning. The points t1, . . . , tn are
ordered with respect to their distance to t. To get a unique ordering, conditions (40)
and (41) are required. Points with a smaller distance to t are regarded to exert more
influence on the value of X at t, so their weights should be maximized first.
To show that A j 6= /0, j = 1, . . . ,n we notice that A0 is nonempty and com-
pact. Therefore, the projection mapping (x1, . . . ,xn) 7→ x1 takes its maximum on
A0. Hence, A1 is nonempty and compact as well. Sets A2, . . . ,An are not empty by
induction.
It can be easily proved that the best LSL predictor is exact. To see this, let t = ti
for some i ∈ {1, . . . ,n} and let t1, . . . , tn ∈ Rd be as in Algorithm 1. Relations (40)
and (41) then imply that t = t1. Trivially (1,0, . . . ,0) ∈ A0 holds. Due to the linear
independence of ft1 , . . . , ftn , it holds that An = A0 = {(1,0, . . . ,0)}.
For 1<α ≤ 2, Theorem 5 stated the continuity of LSL prediction. In contrast, the
best LSL predictor is not necessarily continuous for 0 < α ≤ 1 as the next example
shows.
Example 6. Let X = {X(t), t ∈R2} be an α–stable random field (23) with 0 < α <
1, ft(x) = 1
(
x ∈ (min{t(1), t(2)},max{t(1), t(2)})
)
for t = (t(1), t(2)) ∈ R2, E = R
and M being a SαS random measure onRwith Lebesgue control measure. It follows
from relations (8), (9) and Markov inequality that that X is stochastically continuous,
i.e., it has a.s. no jumps at fixed locations t. For n = 1, introduce t0 = ( 12 ,
3
2 ), t1 =
(0,1), t = t0 + ε , where ε = (δ ,δ ) ∈ R2 for some δ ∈ (− 12 , 12 ). Consider the best
LSL predictor X̂(t) of X(t) based on the data X(t1). It holds
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Hαα (λ ) =
∫
R
| ft0+ε(x)−λ ft1(x)|αdx
=
(
1
2
+δ
)
· |λ |α +
(
1
2
−δ
)
· |1−λ |α +
(
1
2
+δ
)
.
If δ > 0 then Hα has a global minimum at λ = 0 and if δ < 0 it has a global
minimum at λ = 1. So X̂(t) is discontinuous at t = t0.
In addition to the best LSL prediction, it is possible to treat the case α = 1 similar
to the case 1 < α < 2. The following approach is proposed in [11]. For a symmetric
1–stable field {X(t) : t ∈ T} with integral representation
X(t) =
∫
E
ft(x)M(dx)
let the function ft ∈ L1(E,E ,m)∩Lδ (E,E ,m) for some δ > 1. Then we have∫
E
| ft(x)−
n
∑
i=1
λi fti(x)|γm(dx)< ∞
for all γ ∈ [1,δ ], λ1, . . . ,λn ∈ R and t, t1, . . . , tn ∈ T . Now fix t, t1, . . . , tn ∈ T and
chose an arbitrary sequence (γk)k∈N ⊂ (1,δ ] which converges to 1 as k→ ∞. Let
(λ (γk)1 , . . . ,λ
(γk)
n ) be the unique solution of∫
E
| ft(x)−
n
∑
i=1
λi fti(x)|γk m(dx)→ minλ1,...,λn . (42)
Applying the stability theorem in [19, p.225] it follows the convergence∫
E
| ft(x)−
n
∑
i=1
λ (γk)i fti(x)|γk m(dx)→ infµ1,...,µn
∫
E
| ft(x)−
n
∑
i=1
µi fti(x)|m(dx) (43)
as k→ ∞. Moreover, it can be shown that
(λ (γk)1 , . . . ,λ
(γk)
n )→ (λ ∗1 , . . . ,λ ∗n ), k→ ∞.
This set of weights (λ ∗1 , . . . ,λ
∗
n ) exists and is unique
3 if all LSL prediction problems
(42) with stability indices γk > 1 do so. It also does not depend on the choice of the
sequence (γk)k∈N ⊂ (1,δ ] such that γk→ 1 as k→ ∞.
Definition 21. The predictor X̂∗(t)=∑ni=1λ ∗i X(ti), t ∈T is called an index–continuous
LSL predictor (ICLSL) for the symmetric 1–stable random field X .
It is still an open problem to explore the statistical properties of ICLSL.
3 Personal communication of Adrian Zimmer
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4.5 Numerical Examples
In this section, LSL, COL and MCL extrapolation methods (as well as Maxi-
mum Likelihood extrapolation and conditional simulation for sub–Gaussian random
fields) are applied to simulated data of various α–stable random processes and fields
X for α ∈ (0,2).
The random fields are simulated and extrapolated on an equidistant 50×50 –grid
of points within T = [0,1]2. In Examples 1 and 2, the simulated field X = {X(t), t ∈
[0,1]2} is observed at the points t1, . . . , t16 given by their coordinates
t1 = (0,0), t2 = (0,0.3), t3 = (0,0.6), t4 = (0,0.9),
t5 = (0.3,0), t6 = (0.3,0.3), t7 = (0.3,0.6), t8 = (0.3,0.9),
t9 = (0.6,0), t10 = (0.6,0.3), t11 = (0.6,0.6), t12 = (0.6,0.9),
t13 = (0.9,0), t14 = (0.9,0.3), t15 = (0.9,0.6), t16 = (0.9,0.9).
1. Sub–Gaussian Random Fields
Consider a stationary sub–Gaussian random field X described in Example 5 of Sec-
tion 2.5 with α = 1.2. The Gaussian part G of this field has a Whittle–Mate´rn co-
variance function (cf. Section 2.2.1, Example 6) with parameters as in Figure 1(a).
Figure 7(a) shows a realization of X . The corresponding LSL (coinciding with COL
by Theorem 9) and MCL predictors can be seen in Figures 7(b) and 7(c). Both pre-
dictions are smoother than the realization of the field itself. Since predictions in
Figures 7(b) and 7(c) look quite similar and can not be told one from another by
eye, their difference is given in Figure 7(d).
Figure 8(a) shows a realization of the stationary sub–Gaussian field with α = 0.8
and covariance function C of the Gaussian part as above. A Maximum Likelihood
(ML) predictor for sub–Gaussian random fields is introduced in [16]. It is shown in
Theorem 11 of that paper that LSL, COL and ML methods coincide if α ∈ (1,2).
However, its proof does not depend on α covering (with regard to Remark 5 of
this chapter) the range of all α ∈ (0,2). Thus, LSL and ML predictors coincide for
sub–Gaussian random fields with any stability index α ∈ (0,2). A possibility of ex-
trapolation of sub–Gaussian random fields X by conditional simulation (CS) of the
Gaussian component G of X and the subsequent scaling by
√
A is straightforward;
see e.g. [30] and [14, p. 112]. Algorithms for the conditional simulation of G are
given in [21]. Corresponding extrapolation results for LSL (ML) and CS methods
are given in Figures 8(b) and 8(c). Notice that the ML prediction for this realization
of X is much smoother than CS prediction.
2. Skewed stable Le´vy Motion
Consider the two–dimensional 1.5–stable Le´vy motion X defined by
44 Evgeny Spodarev, Elena Shmileva and Stefan Roth
(a) Realization of a sub–Gaussian random
field with α = 1.2.
(b) Corresponding LSL (COL) predictor
(c) Corresponding MCL predictor (d) Pointwise difference ((b)-(c)) between
LSL (b) and MCL (c) predictors
Fig. 7 Realization of a sub–Gaussian random field for α > 1 and different predictors
X(t) =
∫ 1
0
∫ 1
0
1(x1 ≤ t1,x2 ≤ t2)M
(
d(x1,x2)
)
, t = (t1, t2)> ∈ [0,1]2,
where M is a non–symmetric centered 1.5–stable random measure with skewness
intensity β = 1. Comparing a realization of X (Figure 9(a)) with its LSL, COL
and MCL predictors (Figures 9(b), 9(c) and 9(d)) one can see that prediction has a
smoothing effect.
3. Stable Ornstein–Uhlenbeck Process
Let X be a 1.6-stable Ornstein–Uhlenbeck process with λ = 0.5 defined in Example
2 of Section 2.5. Figure 10 shows a trajectory of this process and different inter-
polators. The process X is observed at positions ti = 1, . . . ,10 within [0,10]. It can
be seen that LSL interpolation is very smooth. In contrast, the COL predictor is
piecewise smooth and continuous on the whole interval.
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(a) Realization of a sub–Gaussian random
field with α = 0.8.
(b) Corresponding LSL (ML) predictor
(c) Prediction by conditional simulation
Fig. 8 Realization of a sub–Gaussian random field for α < 1 and different predictors
4. Stable Moving Average
Let X = {X(t), t ∈ [0,0.49]2} be a moving average field (cf. Example 2 of Section
2.5) with the kernel function
f (x) = 0.5
(
0.04−‖x‖2)1(‖x‖ ≤ 0.2) ,
stability index α = 0.5 and skewness intensity β = 0.8. Random field X is simulated
on an equidistant 50×50–grid of points within [0,0.49]2 using the step function ap-
proach from paper [15] with an accuracy (Lα -error) ε = 0.01. The field is observed
at points
t1 = (0,0), t2 = (0,0.25), t3 = (0,0.49),
t4 = (0.25,0), t5 = (0.25,0.25), t6 = (0.25,0.49),
t7 = (0.49,0), t8 = (0.49,0.25), t9 = (0.49,0.49).
To solve the optimization problems for the best LSL prediction (cf. Section 4.4)
numerically, an average of 8 realizations of the simulated annealing algorithm from
[17] is used. Figures 11(a) and 11(b) show a realization of X and its best LSL predic-
46 Evgeny Spodarev, Elena Shmileva and Stefan Roth
(a) Realization of stable Le´vy motion with skew-
ness intensity β = 1 and α = 1.5
(b) Corresponding LSL predictor
(c) Corresponding COL predictor (d) Corresponding MCL predictor
Fig. 9 Realization of a skewed stable Le´vy motion field and different predictors
tor. The numerical optimization procedure is quite time consuming with 136 min. of
computation time (Pentium Dual Core E5400, 2.70 GHz, 8 GB RAM) per extrapo-
lation.
5 Open problems
In contrast to kriging methods, there is no common methodology of measuring pre-
diction errors in the stable case. We propose the following measures
sup
t∈Rd
(
E|X(t)− X̂(t)|p
)1/p
= cα(p) sup
t∈Rd
‖ ft −
n
∑
i=1
λi fti‖α , (44)
where 1 < p < α and cα(p)> 0 is a constant from relation (8), or
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Fig. 10 A trajectory (black)
of the stable Ornstein–
Uhlenbeck process together
with LSL (red), COL (green)
and MCL (blue) predictors,
α = 1.6
(a) Realization of a skewed 0.5–stable moving
average random field
(b) Corresponding best LSL predictor
Fig. 11 Realization of a skewed moving average field with α = 0.5 and its best LSL predictor
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P
(
sup
t∈Rd
|X(t)− X̂(t)|> ε
)
, ε > 0. (45)
It is an open problem to find lower and upper bounds for these errors as well as
minimax bounds where the infimum over a subclass of stable random fields X is
additionally considered in relations (44) and (45). Alternatively, one can be inter-
ested in the asymptotic behavior of P
(
supt∈Rd |X(t)− X̂(t)|< ε
)
as ε → 0 which
is related to small deviation problems.
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r–norm, 39
Bessel family, 8
best LSL predictor, 41
Boolean random function, 5
Brownian Le´vy field, 4
Cauchy family, 9
centered, 3
codifference, 22
conditionally negative semi–definite function,
7
covariance function, 7
covariation, 20
function, 34
Covariation Orthogonal Linear (COL)
predictor, 34
cyclone model, 10
exponential model, 9
fractional Brownian field, 4
full-dimensional random vector, 15
Gaussian covariance family, 9
Gaussian linear random function, 3
geometric anisotropy, 10
hole effect model, 8
Hurst index, 4
independently scattered random measure, 18
index–continuous LSL predictor, 42
intrinsic stationarity of order two, 2
invariance in strict sense, 2
invariance in wide sense, 2
isotropy, 2
kernel function, 23
kriging, 25
Le´vy process, 5
least scale linear (LSL) predictor, 32
level set, 38
linear multifractional stable motion, 23
linear predictor, 24
Maximization of Covariation Linear (MCL)
predictor, 37
mixed anisotropy, 13
motion invariance, 2
normal scale mixture, 8
nugget effect, 12
ordinary kriging, 28
Ornstein-Uhlenbeck process, 3
Poisson shot noise field, 5
positive definite function, 6
positive semi–definite function, 6
predictor
continuous, 25
exact, 25
stochastically continuous, 31
unbiased, 25
weakly consistent, 31
purely zonal anisotropy, 12
random field, 2
separable in probability random field, 20
shift of a stable vector, 15
shrinkage property, 27
sill, 12
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simple kriging, 26
conditional unbiasedness, 28
homoscedasticity, 28
singular random vector, 15
Gaussian, 15
spectral density, 7
spectral measure, 7
of a stable vector, 15
spectral representation, 7
spherical model, 10
stability index, 15
stable family, 9
stable Le´vy process, 22
stable moving average random field, 23
stable Ornstein–Uhlenbeck process, 23
stable random field, 20
stable random measure, 18
control measure, 18
skewness function, 18
stable random variable, 17
totally skewed, 17
stable random vector, 15
stable Riemann–Liouville process, 24
stable subordinator, 23
stationarity, 2
strict convexity of Lα (E,m), 33
sub–Gaussian random field, 24
support set, 38
symmetric distribution of a random vector, 16
variogram, 4, 11
white noise, 8
Whittle-Mate´rn family, 9
