Abstract-The application of biometric technology has so far been top-down, driven by governments and law enforcement agencies. The low demand of this technology from the public, despite its many advantages compared to the traditional means of authentication is probably due to the lack of human factor considerations in the design process. In this work, we propose a guideline to design an interactive quality-driven feedback mechanism. The mechanism aims to improve the quality of biometric samples during the acquisition process by putting in place objective assessment of the quality and feeding this information back to the user instantaneously, thus eliminating subjective quality judgement by the user. We illustrate the feasibility of the design methodology using face recognition as a case study. Preliminary results show that the methodology can potentially increase efficiency, effectiveness and accessibility of a biometric system.
I. INTRODUCTION
Authentication based on biometrics, such as face, iris and fingerprint, offers an appealing alternative to traditional means of authentication such as PIN/passwords and tokens (e.g., smart card, USB token). PIN/passwords can be easily forgotten whereas tokens can be lost. Using biometrics for authentication, one cannot lose or forget it. Furthermore, it is unique to the user. Despite the obvious advantages of biometrics over the traditional means of authentication, so far, the deployment of biometrics has been top-down, propelled by governments and law enforcement agencies; and not bottom-up -from the demand of the public. A plausible explanation of this is that biometric authentication is often deployed as a supporting task (i.e., one that is not on the critical path to attaining a goal), and not a core task. If a supporting task conflicts with a core task, e.g., requiring a significant effort to learn and/or to use the authentication module/device, the user will attempt to work around it or cut it out altogether. This means that the authentication process should be as efficient and as effective as possible.
To this end, we aspire to improve the usability of biometric systems via Human-Computer Interaction (HCI) approach. Although both engineering (focus on algorithm developments) and HCI approaches can contribute in complementary ways to biometrics, the contribution of HCI has been so far under-researched. Lacking focus on human factors can in some ways contribute to the low user acceptance of the biometric technology, especially in the consumer market. 
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Prior studies also showed that human factors, e.g., age, physical/mental ability, user habituation have significant impact on image quality and subsequently the system performance [1] . Although several studies [2] , [3] , [4] have examined image quality assessment as a means to predict the performance of a system, prior work on providing feedback mechanism to improve the quality during data acquisition is limited. In the work of [5] , they displayed fingerprint quality scores on a dynamic scale bar as visual feedback during data acquisition. A recent handbook published by NIST [6] provides a set of useful guidelines on how user-centred design (UCD) can be applied to biometric systems. It focuses on four aspects: context of use, user and organizational requirements, design solution (including system design, user interface and training) and evaluation. Kukula et al [7] proposed to combine various methodologies: anthropometry, ergonomics, user-centered design, and usability as Human-Biometric Sensor Interaction (HBSI) approach in designing a biometric system. Our work complements that of [6] and [7] . However, our work focus on a design guideline which takes into consideration the quality factors that can significantly affect the system performance, and examines ways to improve the system usability, with respect to the factors, through feedback mechanism and user interaction.
Our contribution to the state of the art in biometric usability include: (i) proposing a guideline for system development to bridge the gap of information flow between the user and the system, (ii) integrating quality measurements into a feedback mechanism to improve the usability of biometric systems, (iii) demonstrating the feasibility of the proposed methodology with a case study: face authentication system on handheld devices. This paper is organised as follows: Section II proposes a guideline to designing an interactive quality-driven feedback mechanism for biometric systems. Section III gives a stepby-step account of how the proposed guideline is carried out in our case study, including the results. Finally, Section IV concludes the paper.
II. INTERACTIVE QUALITY-DRIVEN FEEDBACK FOR BIOMETRIC SYSTEMS
In this section, we adopt human-biometric sensor interaction (HBSI) approach as proposed by [7] . In particular, we focus on the quality factors and interactive feedback mechanism to improve the system performance. The following steps describe this design approach that we advocate as a guideline:
1) Identify the factors that may degrade the system performance: It is recommended to define the biometric application scenario before identifying the degradation factors. The degradation factors can be identified by interviewing experts, operators or end users in the domain. Some of these have already been cited in the research literature. For instance, Lui et al [8] mentioned in their work that face recognition system is sensitive to the variations in head pose, illumination, age, facial expression, aging template and resolution of acquired images. It is also well known that fingerprint is sensitive to differences in temperature, humidity and the pressure of the finger; speech is sensitive to changes in audible noise, and etc. Among these factors, one needs to distinguish those that can be reasonably handled by the system and those that cannot. In our case study (to be described in details in Section III), we are motivated by the fact that existing head pose correction algorithms, e.g., [9] , [10] , still cannot perfectly rectify a non-frontal head pose to a frontal one. This makes head pose a natural candidate for improvement via user interaction. 2) Measure objectively the extent of the degradation factor(s): In order to measure objectively the extent of a degradation factor, it is recommended to conduct an empirical study that involves only the target degradation factor(s). By doing so, the system designer can objectively determine if a sample is considered "good", "acceptable" or "unacceptable". In other words, the empirical study serves as a "blueprint" defining the sample quality with respect to the chosen degrading factor(s). As an example, Hsu et al [2] studied both the image-specific (e.g:low resolution, interlacing artifacts) and face-specific (e.g:head pose, facial shadows, wearing glasses) factors to predict the matching performance of a face recognition system. 3) Analyse and design of user-interaction mechanism : It is recommended that at this stage, an analysis to understand the factors that can influence the interaction between the user and the system is carried out. The analysis includes user needs, user interaction behaviour, tasks (i.e., specific series of actions to perform during authentication process), the environment setting, instructions (based on texts, graphics or symbols), software or hardware interface, ergonomics and feedback. As an example, from the analysis of ergonomics, we noticed that a slim-shaped portable device with a frontal camera has a higher chance of getting a better quality face image than a slide or fliptop style device. 4) Build prototype system: In order to build a prototype system, one should consider the specification in step 2 as well as the user interaction factor(s) identified in step 3. The prototype system should be as interactive and intuitive as possible. As an example, based on step 2, in our work we determined how well a face is detected in three increasing order of qualities: (i) unknown face, (ii) complete face but not frontal, (iii) complete and frontal face. These qualities can then be integrated into the feedback mechanism as defined in step 3. The motivation is that if a system fails to define the objective quality for the users, they will set their own standard of perceived quality, resulting in poor performance. Adler et al [11] showed in their work human quality judgement do not correlate with those from algorithms. 5) Conduct a user study and evaluate the system:
There are many methods to carry out a user study: focus group, cognitive walk-through, participatory design, usability testing, interviews and questionnaires. However, each of these has different usage, cost, sample size requirement and output. Depending on the purpose of the user study, some of these methods can be used for the requirements gathering and some for evaluating the proposed design. To evaluate a design or a system, both qualitative and quantitative methods can be used. However, as mentioned in the work of Theofanos et al [6] , the best way to evaluation is to combine both methods.
The underlying design principles are that users are involved at the design stage and that the proposed quality assessment component is realizable from the engineering perspective. In general, the proposed design guideline can be applied to "Can you help me to help you ?"use-case scenario. In this scenario, two-way communication and co-operation between the system and the user are important. We suggest the proposed guideline can be applied to :
(i) improving sensor interoperability in terms of user interaction. When different sensors are used during the enrollment and authentication, the quality of input data is affected by the imaging technology, resolution of acquired image, area of the sensor and position of the sensor with respect to the user. This directly affects the features extracted from the data and, subsequently, the generation of matching scores and decision making. However, if a system is designed in such a way that the quality of an acquired image is fed back to the user instantaneously (e.g, "stand nearer to the sensor", "turn your face to the light source"), user may co-operate by adjusting himself/herself to satisfy certain requirements imposed by the system.
(ii) improving the usability of biometric systems for the disabled users. The proposed design guideline empowers the disabled users by improving their understanding of how the system works and by enabling them to acquire better quality biometric data. For instance, the visually impaired is able to work independently during image acquisition at enrollment and authentication after learning how to position the face to the sensor with the help of audio feedback.
III. CASE STUDY: AUDIO-ASSISTED FACE RECOGNITION ON HANDHELD DEVICES
This section presents a case study of the proposed framework as described in Section II. As a case study, we consider a scenario where a user, possibly with visual impairment, attempts to acquire his/her own face image from a handheld device in order to perform an online transaction/Internetbased service, secured with face recognition authentication. As discussed in the previous section, we determine that head pose is the most important factor that can significantly degrade the performance of a face recognition system. The face system that we use is based on Local Binary Pattern [12] ).
We present our case study in the following sub-sections: 1) Measuring the extent of degradation due to head poses 2) Designing a User Interaction Mechanism : (i) Analysis of quality information to drive feedback and (ii) Feedback mechanism 3) Building a prototype system 4) Testing the system through user study
A. Measuring the extent of degradation Due to Head Poses
In order to quantify how head pose can impact the performance of a face recognition system, we need a database annotated with the ground-truth pose information. The database should contain one degradation factor only, e.g, head pose variations and should not contain other factors such as illumination, facial expression and background variations. For this purpose, we used a database of 3D models consisting of 168 subjects collected at the University of Surrey [13] . For each subject, we rendered their 2D images at different tilt and pan angles such that the angles are more densely sampled around a frontal face image and sparser towards the extreme poses. The mean images of each of the 81 poses used in this study are shown in Figure 1 .
Let θ denotes a vector describing the pan and tilt angles, and P (error|θ) be the system error that is dependent on θ. Formally, we aspire to find a set of allowable θ * such that an acceptable level of recognition error, δ, can be tolerated. θ * ∈ {θ|P (error|θ) < δ} where δ is a small number. In the sequel, P (error|θ) is approximated by Equal Error Rate (EER). EER is a point at which the probability of a false accept is equal to the probability of a false reject. For a perfect face authentication module, the error is zero; for a poor performing system, its error can be at most 50%. Such an approximation implies that the error estimate enforces equal prior class probability. This is desirable considering that there are many more non-match (impostor) accesses than match (genuine) ones in a typical biometric experiment.
In order to estimate EER, all the accesses of each of the 150 legitimate users are matched against the remaining 18 users (who serve as impostors), and this is done for each of the 81 possible head poses. Figure 2 shows the EER (in percentage) as a function of tilt and pan directions. This figure will serve as a basis for the specification of our prototype system. For instance, based on the above results, in order to attain EER below 5% (hence setting δ = 0.05), the head pose variation should be within 5 degrees in both the pan and tilt directions (the range of values for θ * ). On the other hand, if the accuracy is relaxed to, say less than 15% EER, a greater head pose variation would be tolerated.
B. Designing of User Interaction Mechanism : Analysis of Quality Information to Drive Feedback
While the previous section provides a specification of how head pose would affect the system performance, this section examines the mechanism that can be used to drive the user feedback. In this work, we explore two approaches: (i) using the face detection confidence, and (ii) estimating the head pose.
1) Face Detection Approach: Face detection has been intensively studied for the last decade and many approaches have been proposed [14] . Among these are feature dimension reduction methods (e.g:Principle Component Analysis, Linear Discriminant Analysis), skin color analysis, filtering techniques and image-based methods (e.g: Adaboost, Neural Networks). In this study, an image-based face detection module using a cascade of classifiers is used [15] . It is a Fig. 3 . A contour plot of the median of face detection output as a function of pan and tilt directions in degrees variant of Adaboost, a state-of-the-art approach proposed by Viola and Jones [16] , called WaldBoost. Some of the features of this detector includes real-time operation, suitable for low or high resolution images and not affected by cluttered background. As a simple demonstration of our case study, we used the output of the face detector as a quality assessment. The output is a log-likelihood ratio indicating how likely it is that a face is detected.
Let f denotes the face detection output. Then, using the same database as before, we estimate p(f |θ) where θ is a vector of pan and tilt angles. The median value of this distribution is shown in Figure 3 . We note that this figure is correlated with the EER contour plot to some extent. This implies that it is feasible to drive the feedback based on the face detection output.
2) Head Pose Estimation Approach: While there exist many algorithms that can be used for head pose estimation [17] , our choice is restricted by the application requirements on handheld devices: real time, lightweight computation, small memory consumption and coarse head pose estimation. The real time requirement is important in order to feed the pose information back to the user.
In this study, we employ a dimensionality reduction method which meets these requirements, in particular, the Learning Discriminative Projections and Prototypes (LDPP) algorithm [18] . This algorithm simultaneously learns a linear projection base and a reduced set of prototypes for NearestNeighbor classification. However, since our task is regression rather than classification, the algorithm is modified slightly to cater for our needs. The description here explains briefly the algorithm and the introduced modification. Let x N ×1 be a cropped image for an arbitrary pose, represented as a column vector having N image pixels (in gray level). The projected image (of size b×1 can be written as:
where B N ×b is a projection basis matrix and T is a matrix transpose operation. The number of basis to use, b, is determined by trading off the generalization performance for speed of computation requirement (smaller b implies smaller computation). Note that the projection basis B is not necessarily orthogonal since it is obtained by LDPP via gradient descent. Let θ be a bi-variate vector consisting of the tilt and pan angles of a head pose. Using the 81 discrete poses as defined by angle vectors θ i , for i = 1, 2, . . . , 81, we can effectively cover the continuum of the entire view-based head pose range. Furthermore, let p i be the prototype (the mean image) of one of the 81 head poses (as shown in Figure 1 ) and p i = B T p i be its corresponding projected vector. The original formulation of LDPP solves the classification problem via the nearest-neighbour rule, i.e., a query samplex is assigned the class label whose prototypep i is closest to the query sample. However, since our problem here is regression, the nearest-neighbour rule is not applicable here. Instead, we need a function that quantifies how similar a query samplex is to a given prototypep i , for all possible poses spanned by i. The similarity measure should give a high response wheñ x is nearp i , eventually producing a peak value whenx =p i . Conversely, whenx is far fromp i , the measure should be small, eventually attaining zero.
A possible measure exhibiting the above characteristics is the radial basis function (RBF), also commonly referred to as the Gaussian kernel, having the form exp(− x−pi 2 2σ 2 ) where σ is the kernel width, a parameter that controls how drastic the measure will drop as the samplex is located further away from the centroidp i . The optimal value of σ is data and problem-dependent (since it is defined on the manifold spanned byp i , ∀ i ) and is determined by experiments. We found that σ = 1 is appropriate for our task at hand. The RBF, when used in the context of other poses, can be interpreted as the posterior probability of a head pose, i.e.,
2 ) where Z is a normalizing factor such that axiom of probability is respected, i.e., i P (θ i |x) = 1. From this, it follows that Z = i exp(− x−pi 2 2σ 2 ). Then, the expected head pose is:
which is, in essence, an expectation operator (in the usual statistic sense) under the posterior distribution of head poses given the observation x in the reduced dimension, P (θ i |x). The condition P (θ i |x) > η where η is a small value, is in order here because in case the original image x is not a face image, the response of RBF, hence that of P (θ i |x) is likely to be random to the extent that P (θ i |x), for all i's, will be small. The consequence of this is thatθ will converge to the mean value. By setting η, one effectively rules out the head pose whose corresponding RBF response is too small.
There is another sanity check that we have considered, i.e., to ensure that x is indeed a face prior to head pose estimation. This is achieved by using the face detection confidence, via the quality(f ) function, as discussed in Section III-B.2. Since the details of head pose estimation are not extremely crucial in this paper, the validation of this approach is not further exposed.
Prior to concluding this section, it is instructive to visualize the distribution of samples spanned byx. For this purpose, we chose five distinctive head poses, covering essentially frontal, upper left, upper right, lower left and lower right poses. The scatter plots of these poses on the test data sets are shown in Figure 4 . As can be observed, the poses are somewhat well separated.
3) Designing User-Interaction Mechanism and Feedback: A generic way to feed the quality information back to the user is to continuously assess the probability of error and instantaneously control a feedback mechanism (see Algorithm 1).
Let us define the quality information to be q = [f,θ] (composed of the face detection confidence and an estimated head pose) and consequently the quality-conditioned probability of error to be P (error|q). In the literature, several methods exist that could be used to estimate P (error|q), such as generalized linear mixed model (GLMM) [19] and logistic regression (noting that logistic regression is a special case of the former). The advantage of using GLMM is the possibility of identifying several factors or covariates simultaneously, e.g., gender, presence of classes, ethnics, etc.
Although the vector q is rich in information (i.e., containing the estimated head pose and face detection confidence), it is not clear at this point how this rich information can be conveyed to the user in a meaningful way, for instance, using 3D sound to guide the user or giving explicit instructions. In either case, conveying this information may incur mental workload to users. Another observation is that the face detection confidence alone correlates strongly with the head pose, i.e., p(f |θ) and P (error|θ) happens to be closely related (compare Figure 2 with 3) . Based on the above reasoning and observation, instead of estimating P (error|q) using a separate database, we opted for the following simpler Algorithm 1 Interactive Quality-driven Feedback δ ∈ R: an error-tolerant threshold while true do Acquire a sample Estimate the quality, q if P (error|q) < δ then Perform matching exit else Produce feedback end if end while deterministic function:
which implies that the quality of a detected face is defined by a lower threshold (∆ lower ) and an upper threshold (∆ upper ) of the face detection output. An immediate utility of the above function is to drive the user feedback mechanism differently depending on the state of the facial quality. In our knowledge, although there exist already biometric systems designed with feedback, they remain very basic. For instance, the feedback information consists of two states, each denoting the start and end of the data acquisition process. In our proposed feedback mechanism, a richer information (head pose) is conveyed to users. However, this information is not as rich as using head pose estimation approach as discussed in the previous section. This is because we have no means of conveying this even rich information in a meaningful way to the user. This part of the exercise is left as a future research study.
Having determined the level of quality information to be fed to the user, the next issue is the actual type of feedback modality, which can be transmitted to the user via a screen display(visual) or sound (audio) and vibration (in tactile/haptic mode). However, as a preliminary study, we use a mirror as the visual feedback (see Section III-C). As for the audio-feedback, we created 3 different sinusoidal wave sounds at increasing frequencies, and the tempos were used to indicate 3 different qualitative stages (from unknown and non-frontal to frontal face). In our study, the "unknown" qualitative stage is associated with a low frequency sound played in a slow tempo; the "non-frontal face" stage is associated with a moderate frequency sound played at a faster tempo; and finally the "frontal face" stage has the highest frequency sound played at the fastest tempo. The frequency used are respectively, 400, 800 and 1200 Hz. The feedback is provided instantaneously and continuously during the acquisition process.
C. Building the Prototype System
The prototype system runs on a notebook and acquires video images from a wired mock-up device. The mock-up device consists of Advent Slim 300K web-cam that features a frontal-camera and slim-shaped body. It enables a user to capture images of 640×480 resolution at 30 frames per second. A mirror is attached to the mock-up device as visual feedback. Figure 5 shows the proposed system architecture when quality assessment and feedback mechanism (the dotted lines square box) are integrated in a biometric system . When a user acquires a biometric data, the quality is checked in the quality assessment module. If the quality is considered high, the biometric data will be passed on to the feature extraction module, otherwise the system will feedback the quality to the user and another interaction is necessary to acquire new biometric data. The process will continue until the timeout or when a high quality biometric data is acquired.
D. Testing the System Through User Study
We recruited 12 sighted subjects (6 males and 6 females from different age groups and professions) to simulate users either sighted or non-sighted during image acquisition. Each subject is asked to capture his/her own face image so that it is as frontal as possible under four conditions. In each condition, the task is to hold the mock-up device with one hand, and with the face facing the camera, and then to swipe the device from the lower chin to the forehead. A timeout is set at a maximum of 10 seconds for the video capturing process. However, the video capture will terminate automatically if a frontal face is captured before the timeout.
The 4 conditions are :
conditions no audio-feedback audio-feedback no visual feedback 1 2 visual feedback 3 4
These conditions aim to explore 2 main questions : 1) Can the proposed design improve the usability of face recognition in terms of accessibility, effectiveness and efficiency? 2) How comparable is audio feedback used by nonsighted to visual feedback used by sighted in terms of effectiveness and efficiency ? All the volunteers performed the acquisition experiments in all the above conditions in a quiet room and were instructed before starting how to use the mock-up handheld device. For each condition, they had to perform three trials. Therefore, there are a total of 144 video sequences, consisting of 12 volunteers × 4 conditions × 3 trials.
We evaluated the effectiveness as well as the efficiency of the audio feedback mechanism, for both sighted and nonsighted conditions using two measures: success rates and the duration needed to obtain a frontal face. The success rate is defined as follow:
Success rate = Number of successful trials Total number of trials A trial is considered successful if at least one frontal face image is detected. The duration of acquisition is defined as the frame index of the first detected face image. In order to summarize the duration of acquisition across different trials (for a given condition), we used their median value, which is a robust way of summarizing the statistics. Figure 6 shows the success rate of the trials for each of the four conditions whereas Figure 7 summarizes how long, in general (by using the median statistic), a successful trial takes, in terms of the number of frames, for each of the four conditions. We can observe the following : 1) with reference to Figure 6 , audio feedback improves the success rate of face detection over no audio environment for both sighted (11.1%) and non-sighted subjects (44.4%). However, it is also observed that Fig. 8 . Example of a video sequence acquired by a non-sighted subject using audio sound as feedback.
using audio as feedback for the non-sighted is still not as effective as using visual as feedback for the sighted.
In the future, we plan to investigate the impact of head pose estimation (as described in section III-B.2) on feedback mechanism and user interaction. 2) Figure 7 shows that the auditory interaction shortens the acquisition time over no audio feedback by 50% for non-sighted subjects and 14% for the sighted ones. It also suggests that using audio as feedback for the non-sighted is as efficient and intuitive as using visual as feedback for the sighted. Figure 8 illustrates the use of the proposed user interaction mechanism by a non-sighted subject. As can be seen, at the beginning of the acquisition, only part of the face is detected. By interpreting the audio feedback, the subject managed to steer the mock-up device until eventually the entire face is visible and is frontal. The last frame shows the successfully detected face, as marked by a red bounding box. This cropped image (the red bounding box) is subsequently passed on to the feature extraction module.
IV. CONCLUSIONS
This paper proposes a human-computer interaction (HCI) based design methodology to improve the biometric system performance. The methodology specifically considers degradation factors that can impact on the system performance as well as the factors that can potentially counteract the degradation by exploiting the strengths of user interaction. The advantage of this approach is that it releases the users from having to assess subjectively the quality of the captured biometric samples, by putting objective assessment in place. In essence, our approach promotes more effective communication between the user and the system.
We illustrated the applicability of this methodology via a case study on audio-assisted face recognition using handheld devices. Our preliminary findings show that the proposed methodology can potentially (i) improve the accessibility issue (for users with visual impairment), (ii) improve the efficiency of authentication by shortening the acquisition time, and (iii) improve the system effectiveness by increasing the chances of getting biometric samples of better quality.
