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An afﬁne column independent matrix is a matrix whose entries
are polynomials of degree at most 1 in a number of indeterminates
where no indeterminate appears with a nonzero coefﬁcient in two
different columns. A completion is a matrix obtained by giving
values to each of the indeterminates. Afﬁne column independent
matrices are more general than partial matrices where each entry
is either a constant or a distinct indeterminate.Wedeterminewhen
the rank of all completions of an afﬁne column independentmatrix
is bounded by a given number, generalizing known results for par-
tialmatrices.Wealso characterize the square partialmatrices over a
ﬁeld all ofwhose completions are nonsingular. Themaximumnum-
ber of free entries in such matrices of a given order is determined
as well as the partial matrices with this maximum number of free
entries.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let F be a ﬁeld. A partial matrix over F is a matrix in which some entries are speciﬁed as elements
of F, and the other entries are unspeciﬁed and can be freely chosen within F. A completion of a partial
matrix is a speciﬁc choice of values from F for its unspeciﬁed entries. We also use completion to refer

The corresponding author’s research was supported by the NSFC Grant 10971070.
∗ Corresponding author.
E-mail addresses:brualdi@math.wisc.edu (R.A.Brualdi), huangzejun@yahoo.cn (Z.Huang), zhan@math.ecnu.edu.cn (X.Zhan).
0024-3795/$ - see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2010.05.018
R.A. Brualdi et al. / Linear Algebra and its Applications 433 (2010) 1452–1462 1453
to the matrix obtained by choosing values for its unspeciﬁed entries. In a partial matrix, we call the
unspeciﬁed entries indeterminates, since they are free to range over F.
There is a substantial literature on matrix completions of which for our purposes [1,4–6] are
particularly relevant. Matrix completions have found applications in collaborative ﬁltering and image
processing [3] and in system analysis [7].
Let Mm,n(F) be the set of m × n matrices whose entries belong to F, and let Pm,n(F) be the set of
m × n partial matrices over F. Ifm = n, then we use the abbreviationsMn(F) and Pn(F), respectively.
We call elements in F constants and call matrices in Mm,n(F) matrices of constants or, more simply,
constant matrices, in contrast to indeterminates and partial matrices, respectively.
First consider the following general problem.
Problem 1. Characterize the square partial matrices over F each of whose completions has the same
determinant.
For example, over any ﬁeld F and for every choice of the indeterminates, here denoted by “?", it is
easy to see (successively subtract row i from row i − 1 for i = 2, 3, . . . , n) that
det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 · · · 1
0 1 1 1 · · · 1
? 0 1 1 · · · 1
? ? 0 1 · · · 1
...
...
...
. . .
. . .
...
? ? · · · ? 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 1.
Let A be a partial matrix in Pn(F) with k unspeciﬁed entries. We label the unspeciﬁed entries of
A with distinct indeterminates x1, x2, . . . , xk over F, and then the determinant of A is a polynomial in
x1, x2, . . . , xk with coefﬁcients from F:
det A = pA(x1, x2, . . . , xk).
For example, the above determinant when n = 4 becomes
det
⎡
⎢⎢⎣
1 1 1 1
0 1 1 1
x1 0 1 1
x2 x3 0 1
⎤
⎥⎥⎦ = 1.
In general, the degree of each indeterminate in pA(x1, x2, . . . , xk) is at most 1. In what follows we
consider a more general class of matrices with the same property.
Let F[x1, x2, . . . , xk] be the ring of polynomials in the indeterminates x1, x2, . . . , xk with coefﬁcients
from the ﬁeld F. A matrix A with entries from F[x1, x2, . . . , xk] is called an afﬁne column independent
matrix, abbreviated ACI-matrix, provided the following two conditions hold:
(i) each entry of A is a polynomial in F[x1, . . . , xk] of degree at most one, that is, has the form
c0 + c1x1 + · · · + ckxk
for some constants c0, c1, . . . , ck , and
(ii) an indeterminate does not appear with a nonzero coefﬁcient in two different columns of A.
Thus, in anACI-matrix, the indeterminates in theunspeciﬁedentries ina columnare independentof the
indeterminates in the unspeciﬁed entries in every other column. In a partial matrix, each unspeciﬁed
entry is independentof all theotherunspeciﬁedentries.Anafﬁne row independentmatrixcanbedeﬁned
in a very similar way to afﬁne column independent matrices. By combining afﬁne combinations of
indeterminates to new indeterminates, it is easy to see that partial matrices andmatrices that are both
afﬁne row and column independent are essentially equivalent.
LetAm,n(F[x1, x2, . . . , xk])be the setofm × nafﬁnecolumn independentmatricesoverF[x1, x2, . . . ,
xk]. This notation is abbreviated to An(F[x1, x2, . . . , xk]) when m = n. By a completion of a matrix
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in An(F[x1, x2, . . . , xk]) we mean an assignment of values in F to the indeterminates x1, x2, . . . , xk .
Obviously, a partial matrix over F is an ACI-matrix, and every submatrix of an ACI-matrix is also an
ACI-matrix. If A is a square ACI-matrix, then the determinant pA(x1, x2, . . . , xk) of A is a polynomial in
x1, x2, . . . , xk with degree in each xi equal to 0 or 1.
Problem 1 for the larger set of square ACI-matrices asks to characterize those matrices such that
pA(x1, x2, . . . , xk) is a constant polynomial. In case this constant is required to be nonzero, the following
lemma shows that it is enough to know only that pA(x1, x2, . . . , xk) is nonzero for all choices of values
for x1, x2, . . . , xk in F.
Lemma 1. Let A ∈ An(F[x1, x2, . . . , xk]) be an ACI-matrix. Then all the completions of A have the same
nonzero determinant if and only if all the completions of A are nonsingular.
Proof. All the completions ofAhave the samenonzerodeterminant if andonly if det A = pA(x1, x2, . . . ,
xk) is a nonzero, constant polynomial. If pA(x1, x2, . . . , xk) is a nonzero constant, then all completions of
Aarenonsingular.Nowsuppose thatpA(x1, x2, . . . , xk) isnotanonzeroconstant. SincepA(x1, x2, . . . , xk)
is a polynomial whose degree in each xi is at most 1, then for some choice of values with x1 = c1, x2 =
c2, . . . , xk = ck , we have pA(c1, c2, . . . , ck) = 0, and hence this completion of A is singular. 
There are the following three possibilities for a given square ACI-matrix: (i) all completions are
nonsingular, (ii) all completions are singular, and (iii) there are both nonsingular and singular comple-
tions, that is, neither (i) nor (ii) holds. A partial matrix or ACI-matrix A each of whose completions is
singular, that is, pA(x1, x2, . . . , xk) is an identically zero polynomial, may have a very general structure.
For example, if for some positive integer t, A has t rows each of whose entries is speciﬁed and these
t rows are linearly dependent, then all completions of A are singular. Because of Lemma 1, Problem 1
splits into the following two problems.
Problem 2. Characterize ACI-matrices all of whose completions are singular.
Problem 3. Characterize ACI-matrices all of whose completions are nonsingular.
A problem more general than Problem 2 is:
Problem 4. Given a nonnegative integer ρ , characterize ACI-matrices all of whose completions have rank
less than or equal to ρ.
Problem 2 has been solved for partial matrices by Hartﬁel and Loewy in [5] resulting in a theorem
which is a determinantal generalization of the well-known combinatorial Frobenius–König theorem.
Their proof is long and complicated. The more general Problem 4, restricted to partial matrices, has
been solved in [1,4,6,7] with much simpler proofs. Bapat [1] obtains a more abstract theorem from
which the solution follows.
We ﬁrst solve Problem 4 for ACI-matrices from which we obtain the solution for partial matrices.
We then solve Problem 3 in the case that the ﬁeld F has at least n + 1 elements where n is the order
of the matrix. We also determine the maximum number of indeterminates (unspeciﬁed entries) that
a partial matrix of a given order can have if all of its completions are nonsingular; the partial matrices
that attain this maximum number are then characterized.
2. Main results
The following lemma is elementary.
Lemma 2. Let A be an m × n ACI-matrix over F[x1, . . . , xk]. If T ∈ Mm(F) is a constant matrix and P ∈
Mn(F) is a permutation matrix, then TAP is an ACI-matrix over F[x1, . . . , xk].
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Proof. Let A = (a1, a2, . . . , an) where a1, a2, . . . , an are the columns of A. Then TAP = (Ta1, Ta2, . . . ,
Tan)P, and the result follows. 
Theorem 3. Let F be a ﬁeld and A be an m × n ACI-matrix over F[x1, . . . , xk]. Let ρ be a nonnegative
integer less thanmin{m, n}. Then the following two statements are equivalent:
(i) All completions of A have rank  ρ.
(ii) There exists a nonsingular constantmatrix T such that for some positive integers r and s with r + s =
m + n − ρ , TA has an r × s zero submatrix.
Proof. First assume that (ii) holds. Multiplying TA on the left and right by permutation matrices if
necessary, we may assume that
TA =
[
A11 Om+n−ρ−s,s
A21 A22
]
.
We always use Or,s to denote the r × s zero matrix. If we use the same letter A to mean any
completion of A, then the rank of TA is at most the rank of[
A11
A21
]
plus the rank of A22. The former has n − s columns and so its rank is at most n − s. The latter, that is,
A22, has ρ + s − n rows and so its rank does not exceed ρ + s − n. Hence the rank of TA, and so the
rank of A, is at most
(n − s) + (ρ + s − n) = ρ.
Therefore (i) holds.
We use induction on m to prove that (i) implies (ii). If m = 1 or n = 1, then ρ = 0, and A is a
zero matrix. In either case (ii) clearly holds. Next letm 2, n 2 and assume that the result holds for
ACI-matrices with row number less thanm.
First suppose that A is a matrix in Mm,n(F). Then the rank of A is at most ρ , and hence there exists
a nonsingular matrix T bringing A to row-echelon form so that TA hasm − ρ zero rows and hence an
m − ρ by n zero submatrix. Letting r = m − ρ and s = n, we have an r by s zero submatrix of TAwith
r + s = m + n − ρ .
Now assume that A contains at least one indeterminate with a nonzero coefﬁcient. By left and right
multiplication by permutation matrices if necessary, without loss of generality we may assume that
x1 occurs with a nonzero coefﬁcient in the (1,1)-position of A; since A is an ACI-matrix, x1 does not
occurwith a nonzero coefﬁcient in any entry in columns 2, 3, . . . , n of A. By elementary row operations
applied to A (multiplication on the left by a nonsingular constant matrix) and using Lemma 2, we can
assume that x1 occurs with a nonzero coefﬁcient only in the ﬁrst entry of column 1. Let A
′ be obtained
from A by deleting row 1 and column 1. Then A′ is an ACI-matrix. Using the fact that x1 occurs in A only
in the (1,1)-position, we conclude that all completions of A′ have rank less than or equal to ρ − 1. By
induction there exists a nonsingular constant matrix T ′ such that T ′A′ has a p × q zero submatrix for
some p and qwith
p + q = (m − 1) + (n − 1) − (ρ − 1) = m + n − ρ − 1.
The matrix T = [1] ⊕ T ′ is a nonsingular constant matrix. There exist permutation matrices P, Q
such that
PTAQ =
[
C11 Op,q
C21 C22
]
(p + q = m + n − ρ − 1),
where C11 is a p × (n − q) ACI-matrix and C22 is an (m − p) × q ACI-matrix.
Since PTAQ is an ACI-matrix by Lemma 2, C11 and C22 contain no indeterminate in common. Hence
every completion of A can be obtained by ﬁrst completing C11 and C22 and then choosing values for
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those indeterminates in A that do not occur in C11 and C22. Suppose that both C11 has a completion of
rank ρ − (m − p) + 1 or greater and C22 has a completion of rank ρ − (n − q) + 1 or greater. Then
PTAQ and hence A has a completion of rank at least
(ρ − (m − p) + 1) + (ρ − (n − q) + 1)=2ρ − (m + n) + (p + q) + 2
=2ρ − (m + n) + (m + n − ρ − 1) + 2
=ρ + 1,
a contradiction. Thus either all completions of C11 have rank at most ρ − (m − p), or all comple-
tions of C22 have rank at most ρ − (n − q). Suppose the former holds. It is easy to verify that ρ −
(m − p) < min{p, n − q}. Then using induction on C11, there are a nonsingular constant matrix S and
a permutation matrix Q1 such that
(SPT)A(QQ1) = S(PTAQ)Q1 =
⎡
⎣ Oa,b Op,q
C21 C22
⎤
⎦ ,
where a and b are positive integers with
a + b = p + (n − q) − (ρ − (m − p)) = m + n − ρ − q.
Hence (SPT)A has an a × (b + q) zero submatrix where
a + (b + q) = (a + b) + q = (m + n − ρ − q) + q = m + n − ρ ,
as desired. A similar argumentworks if all completions of C22 have rank atmostρ − (n − q). Therefore
(ii) holds, completing the proof of the theorem. 
Theorem3 in the case thatm = n andρ = n − 1 gives the following corollarywhich, like for partial
matrices, can be regarded as a generalization of the Frobenius–König theorem.
Corollary 4. LetFbeaﬁeldandAbea squareACI-matrix of ordernoverF[x1, . . . , xk].Then thedeterminant
of A is identically 0 if and only if there exists a nonsingular constant matrix T ∈ Mn(F) such that TA has an
r × s zero submatrix for some integers r and s with r + s = n + 1.
Since partial matrices over a ﬁeld are ACI-matrices, Corollary 4 immediately implies the following
result.
Corollary 5. Let F be a ﬁeld and let A ∈ Pn(F) be a partial matrix. Then all completions of A have deter-
minant equal to 0 if and only if there exists a nonsingular constant matrix T ∈ Mn(F) such that TA has an
r × s zero submatrix for some integers r and s with r + s = n + 1.
In the case of partial matrices, an additional equivalent condition can be included in Theorem 3.
We will need the following elementary and well-known fact.
Lemma 6. Let A be an r × s matrix and B be an s × t matrix over a ﬁeld F. If AB = 0, then rank A +
rank B s.
Proof. AB = 0 implies that every column of B is in the null space of A. Since the dimension of the null
space of A is s − rank A, rank B s − rank A. 
Theorem 7. Let F be a ﬁeld and A be an m × n partial matrix over F. Let ρ be a nonnegative integer less
thanmin{m, n}. Then the following three statements are equivalent:
(i) All completions of A have rank  ρ.
(ii) There exists a nonsingular constantmatrix T such that for some positive integers r and s with r + s =
m + n − ρ , TA has an r × s zero submatrix.
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(iii) For some positive integers r and s with r + sm + n − ρ , A has an r × s constant submatrix whose
rank is at most r + s − (m + n − ρ).
Proof. By Theorem 3 we know the equivalence of (i) and (ii). Thus it sufﬁces to show the equivalence
of (ii) and (iii). First assume that (iii) holds. Without loss of generality, we may assume that
A =
[
B
]
,
where B is an r × s constantmatrix with r + sm + n − ρ and rank B r + s − (m + n − ρ). There
exists a nonsingular constant matrix T such that multiplication of A on the left by T puts B in row-
echelon form with at least
r − ((r + s) − (m + n − ρ)) = m + n − ρ − s
zero rows. Hence TA has an (m + n − ρ − s) × s zero submatrix with
(m + n − ρ − s) + s = m + n − ρ.
Thus (ii) holds.
To complete the proof we show that when A is a partial matrix, (ii) implies (iii). Let T = [tij] be
a nonsingular constant matrix such that G = [gij] = TA has an r × s zero submatrix with r + s =
m + n − ρ . Without loss of generality we assume that
TA =
[
Or,s
]
.
Let
γ = {1, 2, . . . , r},β = {1, 2, . . . , s}, M = {1, 2, . . . , m},
and let
α = {j : tij /= 0 for some i ∈ γ },α′ = M \ α.
Then G[γ |β] = O and T[γ |α′] = O. (Here, e.g., the notation G[γ |β] designates the submatrix of G
determined by the rows with indices in γ and columns with indices in β .) We claim that
(a) |α| + |β|m + n − ρ , and that
(b) B = A[α|β] is a constant matrix with rank B |α| + |β| − (m + n − ρ).
These two claims show that (iii) holds.
Since T is nonsingular and T[γ |α′] = O, rank T[γ |M] = rank T[γ |α] = r. Thus |α| r and so
|α| + |β| r + s = m + n − ρ ,
and (a) holds.
Suppose that there exists i0 ∈ α and j0 ∈ β such that ai0 ,j0 is an indeterminate z. By the deﬁnition
of α, there exists i ∈ γ such that ti,i0 /= 0. But then
gi,j0 =
m∑
k=1
tikak,j0 = ti,i0z + · · · ,
since ai0 ,j0 = z occurs only once in this summation. This contradicts G[γ |β] = O. Thus B is a constant
matrix. Since G[γ |β] = O and T[γ |α′] = O, we have by block multiplication that
O = G[γ |β] = T[γ |α]A[α|β] + T[γ |α′]A[α′|β] = T[γ |α]A[α|β].
We now apply Lemma 6 to get
rank A[α|β] |α| − rank T[γ |α] = |α| − r.
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Thus
rank B = rank A[α|β]
|α| − r
= |α| − r + 0
= |α| − r + (|β| − s)
= |α| + |β| − (r + s)
= |α| + |β| − (m + n − ρ).
Hence (iii) holds and the proof is complete. 
We note that if A is an ACI-matrix, (iii) of Theorem 7 implies (i) but (i) does not imply (iii). For
example, let A be the n × n ACI-matrix⎡
⎢⎢⎢⎣
x1 x2 · · · xn
x1 x2 · · · xn
...
...
. . .
...
x1 x2 · · · xn
⎤
⎥⎥⎥⎦ .
Then all completions of A have rank ρ  1, but A does not contain an r × s constant submatrix with
r + s 2n − 1.
Corollary 8 (Hartﬁel and Loewy [5]). Let F be a ﬁeld and A ∈ Pn(F) be a partial matrix. Then det A = 0 if
and only if for some integers r and swith r + s n + 1, A contains an r × s constant submatrix B ∈ Mr,s(F)
such that rank B r + s − n − 1.
Recall that the term rank ρ(A) of a (0,1)-matrix A is the maximum number of 1s with no two from
the same row or column.
Corollary 9 (König–Egerváry). Let A be an m × n (0, 1)-matrix. Then the term rank of A equals the
minimum number of rows and columns that contain all the 1s of A; equivalently, the term rank of A
equals
(m + n) − max{r + s : r  0, s 0, A has an r × s zero submatrix}.
Proof. We show that this corollary is a special case of Theorem 7. Here if r = 0 or s = 0, the zero
submatrix is vacuous. First if the term rank ρ(A) = min{m, n}, the result holds obviously. Next we
assume ρ(A) < min{m, n}. Let A′ be the matrix obtained from A by replacing each 1 by a different
indeterminate. Then A′ is anm × n partial matrix. Moreover, it follows easily that the maximum rank
of a completion of A′ equals ρ(A). By Theorem 7, all completions of A′ have rank  ρ(A) if and only
if for some integers r and s, A′ has an r × s constant submatrix with r + sm + n − ρ(A) whose
rank is at most r + s − (m + n − ρ(A)). The only constant submatrices of A′ are zero matrices and
they have rank equal to 0. Thus all completions of A′ have rank  ρ(A) if and only if A′, and hence A,
has an r × s zero submatrix for some integers r and s with r + sm + n − ρ(A). The corollary now
follows. 
Next we study ACI-matrices all of whose completions are nonsingular.
Theorem 10. Let F be a ﬁeld with at least n + 1 elements. Let A be an n × n ACI-matrix over F[x1, . . . , xk].
Then det A is a nonzero constant if and only if there exist a nonsingular constant matrix T ∈ Mn(F) and
a permutation matrix Q ∈ Mn(F) such that TAQ is an upper triangular matrix with nonzero constant
diagonal entries.
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Proof. The condition is obviously sufﬁcient. To prove the necessity we use induction on the order n.
The conclusion for n = 1 is trivially true. Now let n 2, and assume that the conclusion holds for all
ACI-matrices of order n − 1. Let A be an ACI-matrix of order n over F[x1, . . . , xk] with det A equal to a
nonzero constant.
We assert that A has at least one column with only constant entries. To the contrary, suppose each
column of A contains at least one indeterminate implying that the number of indeterminates in A
is at least n. Without loss of generality we assume that xj appears in the jth column of A = [aij] for
j = 1, . . . , n. Let
aij = a(0)ij + bijxj +
∑
u /=j
a
(u)
ij xu (1 i n),
where for each j, b1j , b2j , . . . , bnj are not all zero. We show that there exist constants t2, t3, . . . , tn in F
such that
b1j + t2b2j + · · · + tnbnj /= 0, for j = 1, . . . , n. (1)
In fact we may successively choose t2, . . . , tn such that if bi,j0 /= 0 for some i and j0, then
b1,j0 + t2b2,j0 + · · · + tibi,j0 /= 0. (2)
(1) will follow from (2) since the square matrix B = [bij] of order n has no zero column. If the second
row of B is a zero row, we choose t2 = 0. Otherwise let b2,j1 , . . . , b2,js be the nonzero entries in the
second row of B. For every p = 1, . . . , s, the equation b1,jp + yb2,jp = 0 has only one solution, i.e.,
y = −b−12,jpb1,jp . Since s n and |F| n + 1, there exists t2 ∈ F such that b1,jp + t2b2,jp /= 0 holds for all
p = 1, . . . , s. Next if the third row of B is a zero row, choose t3 = 0. Otherwise, as above there exists
t3 ∈ F such that b1,j + t2b2,j + t3b3,j /= 0 holds for all those j for which b3,j /= 0. Continuing in this
way we can ﬁnd t2, t3, . . . , tn satisfying (2). Now in A adding ti times the ith row to the ﬁrst row for
i = 2, . . . , n we get a matrix A1 with the same determinant as A. Note that A1 is an ACI-matrix. Since
in the position (1, j) of A1, j = 1, . . . , n, the coefﬁcient of xj is nonzero by (1), there is a choice of values
for the indeterminates such that the ﬁrst row of A1 becomes a zero row. This contradicts the condition
that det A is a nonzero constant.
Suppose theqth columnofA containsonly constant entries. This columnhasat least onenonzeroen-
try, say, in the rth row.We interchange columns 1 and q, and then interchange rows 1 and r to get ama-
trix A0 = P1AQ1 = [a˜ij] with a˜11 /= 0 where P1, Q1 are permutation matrices. Adding −a˜i,1/a˜11 times
the ﬁrst row to the ith row in A0 for i = 2, . . . , n successively we get a matrix A1 = T1A0, where T1 ∈
Mn(F) is the nonsingular matrix corresponding to these elementary row operations. Partition A1 as
A1 = T1A0 =
[
a˜11 u
T
0 H
]
,
where H is of order n − 1. Then detA1 = a˜11detH and
detH = detA1/a˜11 = det(T1P1Q1)detA/a˜11
is a nonzero constant.
By Lemma 2, A1 and hence H is an ACI-matrix. Using the induction hypothesis on H, we know that
there exist a nonsingular constantmatrix T2 ∈ Mn−1(F) and a permutationmatrixQ2 ∈ Mn−1(F) such
that T2HQ2 is an upper triangular matrix with nonzero constant diagonal entries.
Set T = (1 ⊕ T2)T1P1 and Q = Q1(1 ⊕ Q2). Then T ∈ Mn(F) is a nonsingular constant matrix,
Q ∈ Mn(F) is a permutation matrix and
TAQ = (1 ⊕ T2)T1P1AQ1(1 ⊕ Q2)
= (1 ⊕ T2)A1(1 ⊕ Q2)
=
[
a˜11 u
TQ2
0 T2HQ2
]
is an upper triangular matrix with nonzero constant diagonal entries. 
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By Lemma 1 and Theorem 10 we have the following corollary.
Corollary 11. Let F be a ﬁeld with at least n + 1 elements. Let A be an ACI-matrix. Then all the completions
of A are nonsingular if and only if there exist a nonsingular constant matrix T ∈ Mn(F) and a permutation
matrix Q ∈ Mn(F) such that TAQ is an upper triangular matrix with nonzero constant diagonal entries.
We remark that the proof of Theorem10provides a polynomial algorithm to decidewhether a given
partial matrix A is always nonsingular: A is always nonsingular if and only if it can be transformed to
an upper triangular form with nonzero constant diagonal entries by a modiﬁed Gaussian elimination,
in which the three elementary operations: (1) permutation of columns; (2) permutation of rows; (3)
addition of a scalar multiple of one row to another row are permitted. For example:
A =
⎡
⎢⎢⎣
1 1 1 1
0 1 1 1
x 0 1 1
y z 0 1
⎤
⎥⎥⎦ →
⎡
⎢⎢⎣
1 1 1 1
1 1 1 0
1 0 1 x
1 z 0 y
⎤
⎥⎥⎦ →
⎡
⎢⎢⎣
1 1 1 1
0 0 0 −1
0 −1 0 x − 1
0 z − 1 −1 y − 1
⎤
⎥⎥⎦
→
⎡
⎢⎢⎣
1 1 1 1
0 z − 1 −1 y − 1
0 −1 0 x − 1
0 0 0 −1
⎤
⎥⎥⎦ →
⎡
⎢⎢⎣
1 1 1 1
0 −1 z − 1 y − 1
0 0 −1 x − 1
0 0 0 −1
⎤
⎥⎥⎦ .
We conclude that all the completions of A are nonsingular. Here the operations we performed are:
interchanging the ﬁrst and the fourth columns; adding−1 times the ﬁrst row to the second, third and
fourth row; interchanging the second and fourth rows; interchanging the second and third columns.
Next we study the possible numbers of indeterminates in a partial matrix all of whose completions
are nonsingular. Obviously it sufﬁces to determine the maximum number.
Theorem 12. Let F be a ﬁeld with at least n + 1 elements. Let A ∈ Pn(F) be a partial matrix all of whose
completions are nonsingular. Then the number of indeterminates of A is less than or equal to n(n − 1)/2.
This maximum number is attained if and only if there exist permutation matrices P, Q such that PAQ is
upper triangular with nonzero constant diagonal entries and with all the entries above the diagonal being
indeterminates.
Proof. By Corollary 11 there exist a nonsingular constant matrix T = [tij] ∈ Mn(F) and a permutation
matrix Q ∈ Mn(F) such that B = TAQ is an upper triangular matrix with nonzero constant diagonal
entries. Let A˜ = AQ = [aij]. Then B = [bij] = TA˜, where bij = 0 for i > j and bii ∈ F is nonzero for
i = 1, . . . , n.
We assert that the jth column of A˜ contains at most j − 1 indeterminates, j = 1, . . . , n. To the
contrary suppose the jth column of A˜ has exactly p indeterminates, say, ai1 ,j , ai2 ,j , . . . , aip,j with p j.
Since
bij =
n∑
k=1
tikakj =
∑
1 s p
ti,is ais,j + dij, dij ∈ F
and bij are constants for i j, we have ti,is = 0 for j i n and 1 s p. So T has an (n − j + 1) × p
zero submatrix and (n − j + 1) + p n + 1. By the easy part of the Frobenius–König theorem [2],
det T = 0, which contradicts the fact that T is nonsingular. Therefore, the number of indeterminates
of A, which is equal to that of A˜, is less than or equal to
0 + 1 + · · · + (n − 1) = n(n − 1)
2
.
If A has the properties stated in the theorem, then A has n(n − 1)/2 indeterminates and all com-
pletions are nonsingular. Now suppose that the number of indeterminates of A is equal to n(n − 1)/2
and that all completions are nonsingular. From the above argument we see that the jth column of A˜
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has exactly j − 1 indeterminates. Note that A˜ is a partial matrix. To complete our proof of Theorem 12,
it sufﬁces to prove the following statement:
(S) Let G ∈ Pn(F) be a partial matrix and T ∈ Mn(F) be a nonsingular constant matrix such that TG is
an upper triangular matrix with nonzero constant diagonal entries. If the jth column of G has exactly j − 1
indeterminates for j = 1, 2, . . . , n, then there exists a permutationmatrix P such that PG is upper triangular
with nonzero constant diagonal entries and with all the entries above the diagonal being indeterminates.
We use induction on the order n to prove (S). It holds trivially for the case n = 1. Next let n 2
and assume (S) holds for matrices of order n − 1. There exists a permutation matrix P1 such that if
we denote P1G = [gij], then gnn is a constant and all the other entries g1n, g2n, . . . , gn−1,n in the last
column are indeterminates. Let TPT1 = [tij] and denote
U = TG = (TPT1 )(P1G) = [uij].
Since
unn =
n−1∑
k=1
tnkgkn + tnngnn ∈ F,
we have tnk = 0 for 1 k n − 1, and the above equality reduces to unn = tnngnn. Then unn /= 0
implies tnn /= 0 and gnn /= 0. From
0 = unj =
n∑
k=1
tnkgkj = tnngnj, for j = 1, 2, . . . , n − 1,
we get gnj = 0 for j = 1, 2, . . . , n − 1. Partition
TPT1 =
[
T1 v
0 tnn
]
, P1G =
[
G1 w
0 gnn
]
where T1 ∈ Mn−1(F) and G1 ∈ Pn−1(F). Since T is nonsingular and tnn /= 0, T1 is nonsingular. Clearly
the jth column of G1 has exactly j − 1 indeterminates for j = 1, 2, . . . , n − 1. From
U = (TPT1 )(P1G) =
[
T1G1 ∗
0 tnngnn
]
we deduce that T1G1 is an upper triangular matrix with nonzero constant diagonal entries. By the
induction hypothesis there exists a permutation matrix P2 of order n − 1 such that P2G1 is upper
triangular with nonzero constant diagonal entries and with all the entries above the diagonal being
indeterminates. Set P = (P2 ⊕ 1)P1. Then P is a permutation matrix and
PG =
[
P2G1 P2w
0 gnn
]
is upper triangular with nonzero constant diagonal entries and with all the entries above the diagonal
being indeterminates. This completes the proof. 
Finally we pose two problems.
Problem 5. Let A be an m × n ACI-matrix and let r be an integer with r min{m, n}. When do all
completions of A have rank r? When do all completions of A have rank  r?
The maximum rank of a partial matrix is investigated in [4].
Problem 6. We call a partial matrix A maximal-nonsingular provided all the completions of A are nonsin-
gular and replacing any speciﬁed entry with a new indeterminate results in a partial matrix B at least one
of whose completions is singular. Characterize maximal-nonsingular partial matrices.
Upper triangular partial matrices with nonzero constant diagonal entries and with all the entries
above the diagonal being indeterminates are maximal-nonsingular. The matrix
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⎡
⎢⎢⎣
1 1 1 1
0 1 1 1
x 0 1 1
y z 0 1
⎤
⎥⎥⎦
is also maximal-nonsingular.
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