Introduction and Statement of results
Given relatively prime positive integers a l9 a 2 , . . . , a k9 we consider the linear form φ = α ι χ ί +α 2 
χ 2 -\ -----\-a k x k .
We shall say that an integer N is dependent on a i9 a 2 , . . ., a k , if N has a representation by φ in non-negative integers x i9 x 29 -· -9 x kThe problem of Frobenius consists in determining the largest integer g k = g( ai 9 a 29 . . . , tffc) which is not dependent ona l9 a 29 . . . , a k . This problem is sometimes referred to s "the coin exchange problem of Frobenius", due to an obvious Interpretation in terms of money changing.
Also two functions closely connected with g k appear in the literature; viz.
!, Λ = £* + βι+β2 + ··
Here κ(φ), the conductor of φ, is the least integer N 0 for which every 7V ^ N 0 is dependent on a l9 a 29 --., a k9 while f k is the largest integer which has no representation by φ in positive integers χ λ , x 2 , . . . , x k . In this paper we prefer, however, to concentrate on g k .
We shall in addition, s some authors have lately done, study the number n k = ψ ( αι , α 2 , . . . , a k ) of non-negative integers not dependent on Λ Ι , α 2 , . . . , a k .
If one of a l9 a 2 , . . ., a k , say a k , is dependent on the others, then a k can be deleted without altering the values of g k and n k , and we are down to g k .^ and w k _ l9 respectively. If none of aj , # 2 ? · · · -> a u ^s dependent on the others, then a i9 a 2 , . . . , a k are independent.
In the case of k = 2, it is well known that (with a slight change of notation)
where the second Statement is a classical result of Sylvester [6] .
In this paper we consider g(a, b, c) and n(a, i>, c) for relatively prime positive integers a, b, c. For a positive common factor d of a and 6, we have the following reduction formula of Johnson [3] :
Similarly, δs a special case of a formula which we prove in section 2 (Lemma 1), we have
In view of (1. 2) and (1. 3), it is thus no restriction when we also assume a, b to be coprime.
Several authors, notably Johnson [3] , and Brauer and Shockley [1] , have considered the problem of giving an algorithm for the computation of g 3 in numerical cases. Recently E. S. Seimer (see Seimer and Beyer [5] ) hit upon the idea of considering the convergents of the (finite) simple continued fraction expansion of a:s 0 in connection with this problem, where the integer s 0 is determined by If s 0 0, we shall use the Euclidean algorithm in the form
If s 0 -0, we put m = -l . We also define integers P f by P_ ^ = 0, P 0 = l , and (1.6) P i+ i o We write conventionally -1 = oo, and regard any inequality x<oo (x real) δŝ -i valid. Since q^2, it follows by induction, using (1. 6), that P i+1 >P f . Hence r m+l r m 0
and there is a unique integer t>, -l ^ v ^ m, satisfying
Our main result on g 3 is given in Theorem l below. In the case of v -0, formula (1. 8) was given by Hofmeister [2] . Our main result on « 3 is given in Theorem 2 below. This time, if v = 0, formula (1. 9) was given by Seimer [4] . In view of the remarks above, it is no restriction to assume a, fc, c to be independent and relatively prime in pairs. In this case 0 ^ v < m, and equality in (1. 7) cannot occur. 
Note on the general case
By the definition of t' h the sum on the right hand side of (2. 1) is the smallest integer dependent on a l9 a 2 , . . ., a k , and Ξ dl (mod^). Hence 
Proofs
Let us put
Then, by (1. 5) and (1. 6), the R t satisfy the linear recurrence where we also used (1. 7).
We now consider f| = /,(fl, b, c). Given /, there are pairs (>>, z) of non-negative integers such that t^by + cz. Let (y h z t ) be such a pair, for which Zj is minimal. By (3.1), and, using (2. 6), the proof of Theorem l is easily completed.
We also have (if, s usual, an empty sum is taken s zero),
and, using (3. 5) and (2. 3), we get Theorem 2.
The remark at the end of section l remains to be proved: Let a, fe, c be independent and relatively prime in pairs. Then (a, s 0 ) = l, s 0 > l, m ^ l, 5 m = l. By (3. 3), we have c= -a/? 0 + fes 0 . Since c is not dependent on α and fe, we have , and, by(3. 4), i?^0.
23* R φ ds e t h, On a linear Diophantine problem of Frobenius
By (3. 1), we have b = aR m + cP m . Hence R m < 0, and, by (3. 4), v <m. Now, suppose we had equality to the left in (1. 7); that is, bs v+1 = cP v+1 . Since (fr, c) = l, we then have P v+l =bd and s v+l = cφ, where φ = (s v+i9 P 0+1 ). By (3.5), we now have and a is dependent on b and c, contrary to hypothesis. Hence the remark at the end of section l is proved.
Finally, we mention the following fact: If we from (1. 5) form the (reduced) semiregular continued fraction It is sometimes possible to shorten the algorithm by naming the given numbers such that b<a<c, and hope for s 0 to be "small". In the above case, if we put and we (fortunately) get the same results δs above.
Instead of constantly being on the outlook for the v satisfying (l, 7), we may alternatively compute /?, by (3. 2) and the initial values (3. 3). Then, by (3. 4), v is the suffix on the last positive /?,. In the case of (4. 1), we find Thus v = 4, and at the same time we have computed the term in the expression for n 3 .
If we prefer to compute R i9 then it is not necessary to use (1. 6) to compute P v and P"+i, because of (3.1).
