Abstract. We prove the existence of cylindrical solutions to the semilinear elliptic problem
Introduction
This paper is mainly concerned with the existence of nontrivial cylindrical solutions for the semilinear singular elliptic problem
where (y, z) ∈ R k × R N−k , N > k ≥ 2 and f ∈ C(R; R) is such that f (0) = 0. Other working assumptions on f will be made in Section 2; in particular we will ask f to satisfy a double-power growth condition, supercritical near the origin and subcritical at infinity (more precisely, see assumptions (f 1 )-(f 4 )).
Problems like (1) arise in the search for finite-energy stationary solutions to nonlinear evolution equations of the Schrödinger or Klein-Gordon type. The finiteness of energy makes the solutions physically meaningful and it is strictly related to the finiteness of the L 2 norm. Looking for stationary waves, one is led to equations of the form − u + V (x)u = f (u) in R 3 (2) for which a large number of existence results have been established under very different assumptions on the potential V and the nonlinearity f (see for instance the references in [3] , [19] ). However, it is mostly assumed that V is bounded away from zero, so that an H 1 variational approach is permitted (as regards the case V = 0, see for example [12] , [29] and the references therein). Among the papers which deal instead with potentials satisfying V = 0 and lim inf |x|→∞ V (x) = 0, let us cite the following recent works (see [31] for further references). In [1] the existence of a positive finite-energy solution is proved in the case of smooth potentials and nonlinearities (not necessarily radial) having the form V (x) ∼ (1 + |x| a ) −1 and f (x, u) ∼ (1 + |x| b ) −1 |u| p with 0 < a < 2, b > 0 and max{1, 5 − 4b/a} < p < 5. The presence of singularities in equation (2) is allowed in [11] , where it is required that V ∈ L 3/2 ∩ L r (R 3 ) for some r > 3/2 with V L 3/2 suitably small and f satisfies assumptions similar to (f 1 ) and (f 3 ). In [23] the problem of positive solutions is studied for critical nonlinearity and potentials featuring multiple inverse-square singularities. Existence (and nonexistence) results for radial potentials V (x) ≥ A|x| −α satisfying mild integrability assumptions can be found in [4] , where both subcritical and supercritical nonlinearities are considered. The case of radial potentials and double-power nonlinearities is treated in [5] . However, no results on the finiteness of energy are proved in [4] , [5] , [11] , [23] . Theorem 3 of Section 2 below provides a nontrivial, well localized in space, finite-energy solution to equation (2) in the case of the singular cylindrical potential V (x) = |y| −2 (see again [5] for results concerning cylindrical potentials in high dimensions). Let us point out that the technique used in [1] to bound the L 2 norm does not suit our case, for it is strictly related to the assumption a < 2.
Though we are interested here in entire solutions of (2), it is worth observing that nonlinear elliptic equations with singular potentials have been widely investigated also on bounded domains of R N , especially in the presence of critical power nonlinearities. For instance (other references can be found in [31] ), the case V (x) = λ + µ|x| −2 is studied in [24] , [27] , [32] (see also [18] ), where the solvability of the equation is examined in connection with the sign and size of the parameters λ, µ. In the presence of more general nonlinearities of the form f (x, u) = u p + λb(x), inverse-square potentials V (x) = −A|x| −2 with 0 < A ≤ (N − 2) 2 /4 are considered in [16] (case λ = 0) and [20] (case λ > 0), where compatibility conditions on A, p, λ and the space dimension are exhibited in order to ensure the existence of solutions. The results of [20] are extended in [21] to a larger class of potentials and nonlinearities. This kind of investigation is related to the study of improved Hardy inequalities (see for example [17] and [30] ).
As another remarkable application of problem (1), we derive the existence of finiteenergy waves with nonvanishing angular momentum for evolution field equations. Let us briefly introduce the matter, which will be the topic of Section 7. Consider for instance the nonlinear Schrödinger equation
where ω ∈ R. It is well known that equation (3) has stationary solutions with nonvanishing angular momentum of the form
with < ω. Here we will show that also the limit case = ω can be achieved. In this case, equation (3) is equivalent to
If we make the ansatz ϕ(x) = u(x)e iϑ(y) , u(x) ≥ 0, where ϑ(y) gives the angle of the cylindrical coordinates in R 3 , equation (5) also turns out to be equivalent to equation (1) , provided that u(y, z) = u(|y|, z). Hence, by studying equation (1), we obtain a nontrivial entire classical solution ϕ ∈ H 1 (R 3 ) to equation (5) (Theorem 27). Then by means of (4), with = ω, one sees that equation (3) admits finite-energy standing (and also travelling) waves which are well localized in space and bear a nonvanishing angular momentum, given by
) (Theorem 28 and Remark 29). The same argument applies to nonlinear Klein-Gordon equations (Remark 30). To our knowledge, the only papers concerning wave solutions with nonvanishing angular momentum are [13] and [19] (see also [8] ), in which the equation
is studied. In particular, [13] deals with the case V = 0 and 2 < p < 6, whereas in [19] it is assumed that 2 < p < 1 +
is bounded away from zero and has some properties related to a required cylindrical symmetry (which allows one to speak about conserved angular momentum).
We conclude this introductory section by discussing the main features of problem (1) and by sketching our approach.
Since the equation in (1) has a variational structure, its solutions can be recovered as critical points of a functional I defined on a suitable function space. However the presence of a potential vanishing as |y| → ∞ prevents the use of H 1 variational theory. To overcome this difficulty, we set the equation in the exact space on which the Euler functional of the linear part of the equation is well defined, namely the weighted Hilbert space, say X(R N ), consisting of the functions having finite L 2 gradient norm and such that R N |y| −2 u 2 dx < ∞. By the results of [6] , the latter condition is redundant if k > 2 (see Remark 7), whereas it is necessary in the case k = 2. Since our assumptions ensure that |f (t)| ≤ const · |t| 2 * −1 (see (f 1 )), also the functional related to the nonlinearity makes sense on X(R N ).
Our solution will be obtained as a critical point for the functional I , restricted to the closed subspace of the fixed points for the action on X(R N ) of the orthogonal group of R k . Assuming standard hypotheses on f (see (f 3 ) and (f 4 )), the starting point is the bounded Palais-Smale sequence provided by the "mountain-pass" geometry exhibited by I (on the subject see the celebrated paper [2] , or some recent books such as [26] , [28] , [34] ). Since we cannot guarantee the fulfilment of the Palais-Smale condition, such a sequence is studied by means of the concentration-compactness principle, in a version due to S. Solimini [33] . In ruling out the possibility of a vanishing weak limit, we exploit the growth conditions assumed on f , namely
where p and q are subcritical and supercritical exponents respectively (see hypothesis (f 1 )). Probably these conditions were first considered in [14] . More recently, they have also been used in [5] , [9] , [10] , [11] , [12] , [29] . The nonnegativity of the critical points of I is ensured by standard hypotheses (see (f 2 )).
Since we are interested in solutions which belong to H 1 , while our critical points are just in X(R N ), some more work is needed. First, thanks to a result due to E. Egnell [22] , we can provide an estimate of the decay rate of the solutions. Then we exploit this asymptotic behaviour to develop a comparison argument in order to bound the L 2 norm on exterior domains. As a by-product, an improved decay estimate is also obtained. The main result of this paper is Theorem 3.
Some rather standard or technical computations will be omitted in this paper; for all of them the reader is referred to [31] . Hereafter we will use the following notations.
• We shall always write
• N is the set of natural numbers, including 0.
• For any a ∈ R we set a + := (|a| + a)/2 and a − := (|a| − a)/2, so that a = a + − a − with a + , a − ≥ 0.
• The open ball B R (ξ 0 ) := {ξ ∈ R d : |ξ − ξ 0 | < R} will be simply denoted by B R whenever ξ 0 = 0. We will also write B
R to make the dimension d explicit.B R stands for the closure of B R .
• |A| and χ A respectively denote the Lebesgue measure and the characteristic function of any measurable set A ⊆ R d .
•
• L r (R d ) and H 1 (R d ) are the usual Lebesgue and Sobolev spaces. Sometimes, if no misunderstanding is possible, we will briefly write L r and H 1 .
• r = r/(r − 1) is the Hölder-conjugate exponent of r, so that L r is the dual of L r .
• 2 * = 2N/(N − 2) is the critical exponent for Sobolev embedding in dimension N ≥ 3.
• C will stand for any positive constant, which may change from line to line.
Statement of the main results
For N > k ≥ 2, we consider the semilinear elliptic equation
with u : R N → R and f ∈ C(R; R) satisfying the following assumptions:
where F (t) := t 0 f (s)ds for any t ∈ R ; (f 4 ) there exists t * ∈ R such that F (t * ) > 0 .
Example 1.
It is easy to see that the assumptions (f 1 )-(f 4 ) are satisfied by
Let us observe that from assumption (f 1 ) one readily deduces that
which in turn implies that
We will work in the linear space
whose properties of interest to us are studied in Section 3. By D 1,2 (R N ) we mean the completion of C ∞ c (R N ) with respect to the norm
). We will also consider the linear subspace
where, with a slight abuse of notation, writing u(y, z) = u(|y|, z) we naturally mean u(y, z) = u(gy, z) for any rotation g : R k → R k and almost every (y, z) ∈ R N . Our main result is Theorem 3, which states the existence of weak solutions to equation (6) in the sense of the following definition.
Definition 2.
Let f ∈ C(R; R) satisfy (f 1 ). We say that u ∈ X(R N ) is a weak solution of equation (6) 
Theorem 3 is a consequence of Propositions 6 and 5 below together with the following existence result.
Theorem 4 will be proved in Section 4 by variational methods. The natural space related to the growth conditions (f 1 ) is L p (R N ) + L q (R N ) (see [9] , [10] , [15] and [29] ). In spite of that, it will not be involved in our functional setting, since many of our computations only require condition (f 1 ). However, assumption (f 1 ) is crucial for our existence result and it will be used directly in the proof of Lemmas 24 and 25. As usual, hypothesis (f 3 ) is used to prove the boundedness of the Palais-Smale sequences of the Euler functional I related to equation (6) and defined on X(R N ). Such a sequence is provided by the "mountain-pass" geometry of I , which is granted by assumption (f 4 ), and will be studied by means of the concentration-compactness principle, in a version due to Solimini [33] . Finally, condition (f 2 ) is assumed to yield the nonnegativity of the critical points of I . Once Theorem 4 is proved, to get Theorem 3 we need to study the asymptotic and summability properties of the weak solution u ≥ 0 obtained; in particular we have to show that u actually belongs to H 1 . Moreover, we have to ensure that equation (8) is satisfied by any test function ϕ ∈ H 1 . These are the aims of the following propositions.
and satisfies (7).
Proposition 5, which is trivial for k > 2 (Remark 7), is an extendibility result if k = 2, and it will be proved in Section 5.
In Proposition 6 we study properties of nonnegative weak solutions. The proof, which is given in Section 6, relies on a comparison argument and takes advantage of asymptotic results due to Egnell [22] .
As announced in the introduction, Theorem 3 yields some other existence result, regarding the case N = 3. Needing some preliminary discussion, they will be stated and proved in Section 7.
Functional setting

A weighted Sobolev space
We will work in the Hilbert space
which is a Hilbert space with respect to the norm
|y| 2 dx induced by the scalar product
is a closed subspace of X. Let us point out that weak convergence in X (or X s ) implies pointwise convergence (up to a subsequence and almost everywhere).
Remark 7.
If k > 2 then, by the Sobolev-Hardy inequalities [6] , one has
Hence X = D 1,2 (R N ) and the norms · and · D 1,2 are equivalent.
Of course X s = {u ∈ X : u(g ·, ·) = u for all g ∈ O(k)}.
For later use, we recall here a result due to S. Solimini [33] . First we have to introduce a group of rescaling operators, of which we also give the basic properties that will be useful in the following.
Definition 9.
Fix λ > 0 and ξ ∈ R N . For any u ∈ L r (R N ) with 1 < r < ∞ we define
Moreover, by direct computations, it is easy to see that the linear operators
Remark 10. For anyz 0 = (0, z 0 ) ∈ R N and λ > 0, from Remark 8 we readily deduce that the linear operator u ∈ X → T (λ,z 0 )u ∈ X is an isometry. Clearly T (λ,z 0 )u ∈ X s if u ∈ X s .
Proposition 11. Let 1 < r < ∞ and assume that {λ n } ⊂ (0, ∞) and {ξ n } ⊂ R N are such that λ n → λ = 0 and ξ n → ξ . Then
Proof. Let T n := T (λ n , ξ n ) and T := T (λ, ξ ). Applying the Lebesgue dominated convergence theorem, it is easy to check that
Arguing by density, we can conclude that the convergence actually holds for any ϕ ∈ L r . As a consequence, by obvious changes of variables, we get
Remark 12. Let {λ n } ⊂ (0, ∞) and {z n } ⊂ {0} × R N−k be such that λ n → λ = 0 and z n →z. By Proposition 11 and Remark 10, it is easy to see that if u n u in X (or X s ) then, up to a subsequence, T (λ n ,z n )u n T (λ,z)u in X (or X s ).
The main result we will exploit about these rescalings is the following, due to S. Solimini. It is a version of the concentration-compactness principle.
Theorem 13 ([33]). If {u
n } ⊂ D 1,2 (R N ) is bounded, then, up to a subsequence, either u n → 0 in L 2 * (R N ) or there exist {λ n } ⊂ (0, ∞) and {ξ n } ⊂ R N such that T (λ n , ξ n )u n u in L 2 * (R N ) and u = 0.
The Euler functional
Assume that f ∈ C(R; R) satisfies hypothesis (f 1 ) and set
Thanks to condition (f 1 ), by standard computations one proves that I : X → R is of class C 1 with Fréchet derivative I (u) at any u ∈ X given by
Proposition 14. For any h ∈ X(R N ) the mapping I (·)h : X(R N ) → R is sequentially weakly continuous.
Proof. Of course we need only consider the nonlinear term of the mapping. So we fix h ∈ D 1,2 and show the sequential weak continuity on D 1,2 of the mapping u → R N f (u)h dx. Accordingly, assuming u n u in D 1,2 , we need to show that
With a view to arguing by density, let ϕ ∈ C ∞ c (R N ) and let R > 0 be such that supp ϕ ⊂ B R . From the compactness of the embedding
On the other hand, condition (f 1 ) ensures the continuity of the Nemytskiȋ operator f :
The density of C ∞ c (R N ) in D 1,2 (R N ) allows us to conclude.
Proposition 15. (i)
For all u ∈ X and λ > 0 we have
(ii) If u ∈ X s then for all h ∈ X and g ∈ O(k) we have
Proof. By suitable changes of variables, it is a straightforward computation.
Remark 16.
Define the gradient ∇I (u) of I at u ∈ X by ∇I (u) ∈ X and (∇I (u) | h) = I (u)h for all h ∈ X. By (10) and Proposition 15(ii) it is easy to see that u ∈ X s implies
Proposition 18. If assumptions (f 3 ) and (f 4 ) hold, then there exist c > 0 and a bounded sequence {w n } ⊂ X s such that
Proof. I |X s ∈ C 1 (X s ; R) has a "mountain-pass" geometry. Indeed, on the one hand, we have I (0) = 0 and
as follows from the fact that (F) implies |F (u)| ≤ C|u| 2 * so that for all u ∈ X one has | R N F (u) dx| ≤ C u 2 * by the Sobolev inequality. On the other hand, for any u ∈ X s such that R N F (u) dx > 0 (see Lemma 17) , from (10) with u(λ −1 ·) ∈ X s . Hence usual minimax arguments (see for instance Section 2.3 in [34] ) provide the existence of a level c > 0 and a sequence {w n } ⊂ X s such that I (w n ) → c and I (w n ) |X s → 0 in X s . Exploiting assumption (f 3 ), a standard argument shows that {w n } has to be bounded in X s .
The existence result
This section is devoted to the proof of Theorem 4, which will be achieved through several lemmata. Assume that f ∈ C(R; R) satisfies hypotheses (f 1 )-(f 4 ). As usual, we take N > k ≥ 2 and write x = (y, z) ∈ R k × R N −k . Since we will very often pass from a sequence to a subsequence, for simplicity we shall maintain the same indices.
From (12) and (9) one clearly sees that any critical point of I : X → R satisfies (8). On the other hand, Remark 16 shows that X s is a natural constraint for finding critical points of I . Hence, in order to prove Theorem 4, we look for nonzero critical points of I |X s .
The starting point is the bounded Palais-Smale sequence {w n } ⊂ X s provided by Proposition 18, which, we recall, is such that I (w n ) → c > 0 and I (w n ) → 0 in X s .
Since {w n } is bounded in D 1,2 , it must satisfy one of the alternatives allowed by Theorem 13. We now show that the first one can easily be ruled out.
Lemma 19.
The sequences {w n } does not converge to 0 in L 2 * (R N ).
Proof. Assume that w n → 0 in L 2 * . From (f 1 ) and (F) we derive |f (w n )w n | ≤ C|w n | 2 * and |F (w n )| ≤ C|w n | 2 * almost everywhere in R N , so that R N f (w n )w n dx → 0 and
On the other hand, I (w n )w n → 0 since I (w n ) → 0 in X s and {w n } ⊂ X s is bounded. Therefore we conclude w n 2 = I (w n )w n + R N f (w n )w n dx → 0 and thus
which contradicts I (w n ) → c > 0.
Corollary 20.
Up to a subsequence, there exist {λ n } ⊂ (0, ∞) and {x n } ⊂ R N such that
Proof. Apply Theorem 13 and use Lemma 19.
Now we can easily exploit the z-translation invariance of equation (6) to slightly improve the result of Corollary 20. To this end, we set x n =: (y n , z n ),ỹ n := (y n , 0) andz n := (0, z n ), so that x n =ỹ n +z n .
Lemma 21. Let u n := T (1,z n )w n . Then {u n } ⊂ X s is bounded and such that
Proof. Since {w n } ⊂ X s is bounded, from Remark 10 we deduce that {u n } ⊂ X s is bounded. Moreover, recalling (11), we have
Finally, by easy computation, one has
The next point in the proof of Theorem 4 is the removal of translations from the rescalings T (λ n ,ỹ n ). This is the topic of Lemma 23, where we will take advantage of the following elementary proposition. 
Lemma 23. Up to a subsequence, we have
Proof. LetT n := T (λ n ,ỹ n ) and v n := T (λ n , 0)u n .
From Remark 10 we get v n ∈ X s and v n = u n , so that (up to a subsequence) we can assume v n ũ in X s . Ifũ = 0 the proof is complete. We now show by contradiction thatũ = 0 is impossible. So, assume
We recall from Lemma 21 thatT n u n w = 0 in L 2 * . First, we deduce that lim
Otherwise, up to a subsequence λ nỹn →ỹ 0 ∈ R k × {0} and
by Proposition 11. But, since T (1, −λ nỹn )T n = T (λ n , 0), this means v n T (1, −ỹ 0 )w = 0 in L 2 * , which contradicts (13) . Sincew = 0, there exist δ > 0 and A ⊆ R N with |A| = 0 such that eitherw > δ orw < −δ almost everywhere in A. Fixing R > 0 such that |B R ∩ A| > 0, by weak convergence we obtain
On the other hand,T n u n =T n T (λ n , 0) −1 v n = T (1, λ nỹn )v n and hence
where C > 0 only depends on R and N. From (15) and (16) 
This will yield a contradiction. Indeed, using (14) , from Proposition 22 it readily follows that for every m ∈ N \ {0, 1} there exists n m ∈ N such that for any n > n m one can find g 1 , . . . , g m ∈ O(k) satisfying the condition i = j ⇒ B R (λ n (g i y n , 0)) ∩ B R (λ n (g j y n , 0)) = ∅.
As a consequence, using (17) and the fact that v n ∈ X s , we get
for every m ∈ N \ {0, 1} and n > n m . This finally implies
In order to apply Proposition 11 and thus to conclude that {u n } has a nonzero weak limit in X s , we need to check that the dilation parameters {λ n } are actually well-behaved. This is the content of the next two lemmata.
Lemma 24.
There exists c 1 > 0 such that λ n ≥ c 1 for all n, i.e. inf n λ n > 0.
Proof. Arguing by contradiction, up to a subsequence we assume λ n → 0 and set T n := T (λ n , 0). Recall from Lemma 23 that T n u n ũ = 0 in X s , so that (up to a subsequence) we can also assume that T n u n →ũ almost everywhere in R N . From Remark 10 we get T −1 nũ ∈ X s and T −1 nũ = ũ , so that
since I (u n ) → 0 in X s (see Lemma 21) . On the other hand, using the isometry property of u ∈ X s → T n u ∈ X s and making an obvious change of variables, we obtain
Then (18) and (19) yield a n := λ
In order to get a contradiction, we now prove that lim n→∞ a n = 0.
Given ε > 0, let R ε > 0 be such that |x|>R ε |ũ| 2 * dx < ε. Thus, by (f 1 ) and Hölder's inequality, for all n we get
where C 1 > 0 is related to f and to the fact that {T n u n } is bounded in X s and thus in L 2 * , but does not depend on ε and n. Hence a n ≤ λ
With a view to studying the integral over B R ε , for any l ∈ N we define the measurable sets A ε,l := {x ∈ B R ε : |ũ(x)| < l}, A c ε,l := B R ε \ A ε,l , and consider, by the well known Egorov theorem on quasi-uniform convergence, a measurable set D ε,l ⊆ B R ε such that
Clearly lim l→∞ |A c ε,l | = 0 and lim
as l → ∞ with ε fixed. Then, by (f 1 ) and Hölder's inequality as before, for all n we get
so that (20) gives
for all n. In order to estimate the integral over A ε,l ∩ D ε,l , we observe that by (21) there exists n ε,l ∈ N such that ∀n ≥ n ε,l |T n u n −ũ| < 1 a.e. in A ε,l ∩ D ε,l and then ∀n ≥ n ε,l |T n u n | < 1 + |ũ| < 1 + l a.e. in A ε,l ∩ D ε,l .
As assumption (f 1 ) yields |f (t)| ≤ M|t| q−1 for all t ∈ R, one obtains
for all n ≥ n ε,l , where C ε,l > 0 does not depend on n. Together with (22) , this implies
Hence lim sup n→∞ a n ≤ C 1 (ε
Finally, letting first l → ∞ with ε fixed and then ε → 0, we get lim sup n→∞ a n ≤ 0, which means lim n→∞ a n = 0 since a n ≥ 0. As this is a contradiction, the lemma is proved.
Lemma 25.
There exists c 2 > 0 such that λ n ≤ c 2 for all n, i.e. sup n λ n < ∞.
Proof. The argument is analogous to the one in the proof of Lemma 24. Up to a subsequence, we assume λ n → ∞ and T n u n →ũ almost everywhere in R N , where, by Lemma 23, T n := T (λ n , 0) is such that T n u n ũ = 0 in X s . Exactly as in the proof of Lemma 24, we deduce that
and that for any ε > 0 there exists R ε > 0 such that
where C 1 > 0 only depends on f and sup n T n u n L 2 * < ∞, not on ε and n. Now observe that assumption (f 1 ) implies |f (t)| ≤ M|t| p−1 for every t ∈ R. Hence for all n we have
where we have used the fact that (p − 1)2 * /(2 * − 1) < 2 * to apply Hölder inequalities. Note that C ε > 0 does not depend on n, since {T n u n } is bounded in L 2 * . Recalling (24) , this implies a n ≤ C ε λ (N−2)(p−2 * )/2 n + C 1 ε 1/2 * for all n so that lim sup n→∞ a n ≤ C 1 ε 1/2 * since λ n → ∞ and (N − 2)(p − 2 * )/2 < 0. Therefore, letting ε → 0, one obtains lim n→∞ a n = 0, which contradicts (23) . Thus no diverging subsequence is allowed and the assertion is proved.
We are now able to easily conclude the proof of Theorem 4.
Proof of Theorem 4. By the last Lemmata 24 and 25, up to a subsequence we can assume λ n → λ = 0. Thus, from T (λ n , 0)u n ũ = 0 in X s we deduce → 0 in X s , by Proposition 14 one concludes that u ∈ X s is a critical point for I |X s . Hence I (u) = 0 in X (see Remark 16), i.e., u satisfies (8) . Since the nonnegativity of u easily follows from hypothesis (f 2 ), the proof is complete.
The extendibility result
In this section we assume that f ∈ C(R; R) satisfies condition (f 1 ) and u ∈ X is such that u ≥ 0 and
Recall from Remark 7 that X ⊃ H 1 if k > 2. We are going to show that (25) holds true for every ϕ ∈ H 1 also in the case k = 2. Accordingly, in this section we write x = (y, z) ∈ R 2 × R N−2 with N > 2. As a result, this proves Proposition 5 and allows us to conclude that Theorem 4 actually provides a weak solution to equation (6) , in the sense of Definition 2.
Our goal will be achieved in several steps.
Step 1. We begin by proving (25) 
for some R > 0. For this purpose, consider a sequence {η n } ⊂ C ∞ (R N ; R) defined as follows: given η ∈ C ∞ (R; R) such that 0 ≤ η ≤ 1, η = 0 in (−∞, 1] and η = 1 in [2, ∞), set η n (x) := η(n|y|) for any n ∈ N such that 1/n < R. Thus, for all n one has
Moreover, η n → 1 almost everywhere in R N . Since η n ∈ C ∞ and ϕ ∈ H 1 , it is easy to see that ϕη n ∈ H 1 ⊂ D 1,2 with weak derivatives ∇(ϕη n ) = η n ∇ϕ + ϕ∇η n . Moreover,
As a consequence, ϕη n ∈ X and therefore, by (25) ,
By the Lebesgue dominated convergence theorem, one obtains
and
On the other hand, setting A n := {x ∈ B (2) R × B (N−2) R : 1/n < |y| < 2/n}, we have
We now use the assumption u ≥ 0 to estimate the integrals R N |y| −2 uϕη n dx as n → ∞.
From (26)- (29), we get
and, since 0 ≤ |y| −2 uϕη n → |y| −2 uϕ almost everywhere in R N , by the Fatou lemma we deduce |y| −2 uϕ ∈ L 1 (R N ). Since |y| −2 uϕη n ≤ |y| −2 uϕ, the Lebesgue dominated convergence theorem finally yields
As a result, from (30)- (31) we infer that (25) also holds for every ϕ ∈ H 1 such that ϕ ≥ 0, ϕ ∈ L ∞ and supp ϕ is bounded.
Step 2. Now consider ϕ ∈ H 1 (R N ) with ϕ ≥ 0 and ϕ ∈ L ∞ (R N ). We will use a truncating sequence {ζ n } ⊂ C ∞ c (R N ; R), defined as follows: given ζ ∈ C ∞ (R; R) such that 0 ≤ ζ ≤ 1, ζ = 1 in (−∞, 1] and ζ = 0 in [2, ∞), set ζ n (x) := ζ (n −1 |x|) for any n ∈ N \ {0}. Thus, for all n one has
Moreover, ζ n → 1 pointwise in R N .
Since ζ n ∈ C ∞ c and ϕ ∈ H 1 , it is easy to see that ϕζ n ∈ H 1 with weak derivatives ∇(ϕζ n ) = ζ n ∇ϕ + ϕ∇ζ n . Clearly ϕζ n ∈ L ∞ (R N ) is nonnegative and compactly supported. Hence the result of Step 1 yields
and we argue as before to obtain (25) . Here the convergence lim n→∞ R N ∇u · ∇ζ n ϕ dx = 0 plainly follows by the Lebesgue dominated convergence theorem.
Step 3. We now drop the boundedness requirement and consider ϕ ∈ H 1 (R N ) such that ϕ ≥ 0.
For all n ∈ N, set ϕ n := min(n, ϕ) = ϕ − (ϕ − n) + . It is obvious that 0 ≤ ϕ n ≤ n and it is easy to see that ϕ n → ϕ in H 1 . Hence, by Step 2, we have
. Since ϕ n ≤ ϕ, the same argument of Step 1 finally shows that
Step 4. Without any assumption on the sign of ϕ ∈ H 1 (R N ), one can apply the result of Step 3 to both ϕ + , ϕ − ≥ 0 and then deduce (25) for ϕ = ϕ + − ϕ − .
Properties of weak solutions
In this section we study asymptotic and summability properties of nonnegative weak solutions of equation (6) , which amounts to proving Proposition 6 and thus, by Theorem 4 and Proposition 5, to concluding the proof of Theorem 3. Accordingly, we assume that f ∈ C(R; R) satisfies condition (f 1 ) and u ≥ 0 is a weak solution in the sense of Definition 2.
Let us recall the following result from [22] .
Theorem 26 ([22]).
Assume that h ∈ D 1,2 (R N ) is nonnegative and satisfies
where the measurable function φ : Since φ(x, u(x)) = |f (u(x))| and u is a nonnegative weak solution, one has
, by Theorem 26 we conclude that u is bounded in a neighbourhood of the origin and satisfies lim sup
Now we set z := (0, z) for any z ∈ R N −k and observe that u(· − z) ≥ 0 is still a weak solution to equation (6) . Hence, by repeating the above argument, one infers that for every z ∈ R N−k there exist ρ z , C z > 0 such that
, by standard elliptic regularity theory. These facts, together with (32), imply u ∈ L ∞ (R N ).
In order to show that u ∈ L 2 (R N ), we are now going to improve the asymptotic estimate (32) . Let us begin with some preliminaries. First, for ε ∈ (0, 1) define
Notice that α ε satisfies the equation α 2 ε − (N − 2)α ε − (1 − ε) = 0. Moreover, we can assume 2α ε > N by taking ε small enough. Secondly, by means of (32) and assumption (f 1 ), let C 1 > 0 and R ∞ > 0 be such that
Then take R ≥ R ∞ such that |x| ≥ R ⇒ C 1 |x| −2 ≤ ε and set := R N \B R . By definition of weak solution, we have
for all ϕ ∈ X such that ϕ ≥ 0 and supp ϕ ⊂ .
On the other hand, the function defined by v(x) := |x| −α ε is such that |∇v| = α ε |x| −α ε −1 and 
we derive thatw ≥ 0 satisfiesw ∈ L 2 * (R N ) and |y| −2w2 ∈ L 1 (R N ). Taking into account that w ∈ D 1,2 ( ) and w − = 0 almost everywhere in A, so that ∇w − = 0 almost everywhere in A, it is a standard exercise to check thatw ∈ D 1,2 0 ( ). Hencew ∈ X and we can usew as a test function in both (33) and (34) . So, upon multiplying (34) by C 2 and subtracting (33), we obtain
This implies
for any ν ≤ α ε . Since α ε decreases as ε increases, we conclude that (35) holds true for every ν < lim ε→0 α ε = (N − 2 + (N − 2) 2 + 4 )/ 2.
Applications to nonlinear field equations
In this section we take N = 3 and apply the result of Theorem 3 to the problem of finding solitary waves for nonlinear evolution equations of the Schrödinger or Klein-Gordon type. Roughly speaking, a solitary wave is a finite-energy solution of a field equation whose energy density travels as a localized packet and, owing to this particle-like behaviour, it can be regarded as an extended particle, in contrast to point particles. In addition, the solitary waves preserve intrinsic properties of particles such as the angular momentum. For an introduction to solitary solutions to evolution equations the reader is referred to [3] , [7] . In this paper we are interested in the existence of solitary waves with nonvanishing angular momentum. Consider for instance the nonlinear Schrödinger equation
where ψ(x, t) = ψ 1 (x, t) + iψ 2 (x, t) ∈ C, ω is a real constant and f ∈ C(R; R) satisfies f (0) = 0. By the Noether theorem, any invariance of equation (36) under the action of a group of transformations smoothly depending on one parameter yields a conservation law; this means that any solution ψ having a suitable spatial decay bears a constant of motion, which represents a relevant physical quantity. In particular, time translation invariance yields the conservation of the energy, which is given by
where F (t) = t 0 f (s)ds and we have used the polar form ψ(x, t) = u(x, t)e iS(x,t) , u(x, t) ≥ 0, S(x, t) ∈ R.
As equation (36) is invariant under space rotations, also the angular momentum
is constant in time. Observe that M = 0 whenever S does not depend on x. In order to prevent the vanishing of M, we look for standing solutions of the form
In this case equation (36) reduces to
If we now make the ansatz
then equation (40) (and so equation (36)) is equivalent to the system
This suggests choosing as phase function the smooth map ϑ : R 2 \ {0} → R/2πZ (constant in z) which gives the angle of the cylindrical coordinates in R 3 , that is,
if y 1 = 0 and y 2 > 0,
(up to composition with the projection R → R/2πZ). Hence we have
so that, if u(y, z) = u(|y|, z), system (41) reduces to its first equation, which becomes
Using H 1 variational techniques, it is quite standard to see that this equation admits nonnegative cylindrical solutions when < ω. Here we are concerned with the limit case = ω and, by Theorem 3, we can prove the following existence results.
be the solution found in Theorem 3 and ϑ ∈ C ∞ (R 2 \ {0}; R/2πZ) be given by (42). Then ϕ(x) := u(x)e iϑ(y) defines a nontrivial classical solution to the complex equation
be the solution found in Theorem 3 and ϑ ∈ C ∞ (R 2 \ {0}; R/2πZ) be given by (42). Then ψ(x, t) := u(x)e i[ϑ(y)−ωt] defines a nontrivial classical solution to equation (36) such that ). Note that also ψ v is well localized in space for all t ∈ R.
Remark 30. The same arguments yield the existence of standing and travelling solitary waves with nonvanishing angular momentum for nonlinear Klein-Gordon equations
See [3] for a discussion of such equations. On physical grounds, the solitary waves of (44) Clearly ϕ ∈ L ∞ ∩ L 2 (R 3 ) and lim sup |x|→∞ |x| ν |ϕ(x)| = 0 for every ν < (1 + √ 5)/2 (Theorem 3). Moreover from ∇ϕ = e iϑ (∇u + iu∇ϑ) one derives |∇ϕ| 2 = |∇u| 2 + |y| −2 u 2 ∈ L 1 (R 3 ), so that ϕ ∈ H 1 (R 3 ). We now prove that ϕ is a distributional solution to equation (43) With a slight abuse of notation, we write h · k = h 1 k 1 + h 2 k 2 + h 3 k 3 also for h, k ∈ C 3 . On the one hand, we have , one can show that ϕ is a distributional solution to (43) even on the whole space R 3 . Finally, standard regularity arguments (see for example [25] ) show that ϕ is actually a classical solution to (43) on R 3 .
Proof of Theorem 28.
For all x = (y, z) ∈ (R 2 \ {0}) × R and t ∈ R, we set ψ(x, t) := u(x)e i[ϑ(y)−ωt] .
Since ϕ(x) = u(x)e iϑ(y) defines a classical solution to (43) by Theorem 27, a straightforward substitution proves that ψ is actually a classical solution to (36) on R 3 × R. Moreover |ψ(x, t)| = |ϕ(x)| for all (x, t) ∈ R 3 × R implies (i). In order to compute (ii) and (iii), notice that ∇ϑ = |y| −2 (−y 2 , y 1 ) and x ∧ ∇ϑ = (−|y| −2 zy 1 , −|y| −2 zy 2 , 1). Thus, by (37) the energy of ψ turns out to be
whereas from (39) we deduce that the angular momentum of ψ has the form M(ψ) = 
Since u ∈ L 2 is nontrivial, one has 0 = R 3 u 2 dx < ∞. On the other hand, it is easy to see that the first components of M(ψ) are vanishing. Indeed, by means of planar polar coordinates (y 1 , y 2 ) = (r cos φ, r sin φ), one obtains for instance where the cylindrical symmetry u(y, z) = u(r, z) has been used.
