(1) For a rational number α, we denote by ⌊α⌋ the least integer not exceed α, and denote by ⌈α⌉ the greatest integer not less than α.
(2) We use the notation (n) r = n(n − 1) · · · (n − r + 1).
(3) The congruence relations on polynomials in several variables means the congruence on the coefficients of each the similar terms.
(4) Let R be a commutative ring and z be an indeterminate. We denote R z = ∞ n=0 a n z n n! a n ∈ R for all n .
For two power series ϕ(z) = ∞ n=0 a n z n n! and ψ(z) = ∞ n=0 b n z n n! in R z and for a subset S ⊂ R, the congruence ϕ(z) ≡ ψ(z) mod S means that a n − b n ∈ S for all n. Especially, if p is a prime element in R, and S = p d R for a positive integer d, then we write simply that ϕ(z) ≡ ψ(z) mod p d .
1 Combinatorics.
Properties of factorial.
We recall the following two properties about factorial. Let n and k be non-negative integers, and p be a rational prime. If n = kp + a (0 ≦ a < p), then
We denote by S p (n) the sum of p-adic digits of n. It is well known that
For a power series F (z), we denote by [z n ]F (z) the coefficient of the term z n . The following is called Lagrange inversion formula. This is a very strong tool. Proposition 1.2.1. Let ϕ(u) = u + · · · is a power series with only positive terms in u. The coefficient of degree 1 term is supposed to be 1. Let ψ(t) = ϕ −1 (t) be the inverse power series of ϕ(u), namely ϕ(ψ(t)) = t. Then
About the proof of this, see the reference in [A1]Cp.123CProposition 2.1.
2 The universal Bernoulli numbers and their properties.
Definition of the universal Bernoulli numbers.
Let c 1 , c 2 , · · · are indeterminates. We cosider the power series
c n t n n and its inverse power series
We define the universal Bernoulli numbers (of degree 1)
If we specialize c n as c n = (−1) n , we haveB n = B n , the usiual Bernoulli numbers because of λ(t) = log(1 + t) and ϕ(u) = e t − 1.
Schur function type expression of universal Bernoulli numbers.
We introduce several notations. For a finite sequence U = (U 1 , U 2 , · · · ) of nonnegative integers, we define the weight of U to be w(U ) = j jU j , and the degree of U to be d(U ) = j U j . We can regard U to be a partition of d(U ). For simplisity, we use notations (2.2.1)
Moreover we denote
Therefore, by denoting (2.2.5)
and by using Proposition 1.2.1 for ℓ = 1, we have
According to Haigh's pointing out ([C], p.594, ℓ.−12), we call this expression Schur function expresion ofB n .
Clarke's theorem.
For convenience of the reader, we mention here Clarke's theorem that is the universal version of von Staudt-Clausen theorem jointed with von Staudt second theorem. We denote a| p = a/p ord p a for given positive integer a.
Proposition 2.3.1.
The proof is given by analysing the Schur function expression 2.2.6 ofB n . See [C], Theorem 5.
3 Kummer type congruence relations for universal Bernoulli numbers.
Main result.
We prove Kummer's original type congruence for universal Bernoulli numbers holds modulo p ⌊a/2⌋ as follows. 4
Theorem 3.1.1. Fix a prime number p. Let a and n be a positive integer. Suppose n > a and n ≡ 0, 1 mod p. Then
and this holds mod p if a = 1.
Remark 3.1.2. For a given odd prime p, let U = (p 2 , 0, 0, · · · ) and a = 2p − 1, then we can prove that ord p (τ U ) = p − 1 (= ⌊a/2⌋). Hence the estimate in 3.1.1 is best possible.
We
Preparation for the proof of main theorem (1).
From now on, we denote by k the least non-negative integer that is congruent to k modulo p. In this section we prove the following estimate.
Lemma 3.2.1. We fix an odd prime p. Let a, q, and n are non-negative.
Proof. We give a proof by using a generating function 1 . We consider the function
Obviously this series belongs to Z v . We investigate
This is a polynomial of v times F (v). The coefficients of the polynimial are as follows. The highest term is v n+ap(p−1) with the coefficient 1, and (a) if n ≧ ap, then the lowest term is v n−ap , and the whole polynomial is a polynomial of v p times v n−ap ; (b) if n < ap, then the lowest term is v n , the whole polynomial is a polynomial of v p times v n . We devide these terms into several groups as follows. The highewt term v
is itself consists one of the groups. The following higher p terms, including the terms with zero coefficient, consist the next one of the groups. We continue similar grouping with p terms each. Although the number of the finally remaining terms is possibly less than p, we regard the terms to be a group. If n ≧ ap, then we devide (n + ap(p − 1)) − (n − ap) p + 1 = ap + 1 terms in to the groups. Hence we get a + 1 groups. If n > ap, then we devide
terms into the groups. Hence we get ⌈(a(p − 1) + ⌊n/p⌋p)/p⌉ + 1 = a − ⌊(a − ⌊n/p⌋)/p⌋ + 1 groups. We denote by w 0 (v), w 1 (v), · · · the sums of the terms in the each group, according to the order from lower to higher. Then we have
The most important things are as follows: namely (a) if n ≧ ap, then (3.2.5)
p to F (v). Now we assume that ℓ is a positive integer such that there exists a positive integer k with satisfying p 2 |k and k ≦ ℓ ≦ k + (p − 1). Let us consider the following situation; namely, after operating (
p several times, we are going to operating (
If this operation is done the coefficients is multiplied by at least p 2 . In this situation, the similar terms come from the group of the next higher level. So the order of p is incresed by at least one. We just finish to explaine the first p-factors in the first two cases in (3.2.6).
The other p-factors come by the following reason. When (
Since (p − 1)! + 1 ≡ 0 mod p, all the coefficients of the terms in (3.2.7) are divisible by p. Only this mechanism gives rise to the other p-factors.
If we regard the right hand side of (3.2.4) to be a linear combination of terms {v m /m!}, the term whose coefficient has the least p-factor is just the first terms in (3.2.5) and in (3.2.6). In other words, if we regard the right hand side to be a linear combination of {v j F (v)}, the term whose coefficient has the least p-factor is the term v j F (v) with the least j. Because the coefficient of
is just the left hand side of our claim, the proof has completed.
We need a variant with replacing q in 3.2.1 by negative r 0 as follows. Althogh this lemma is not yet proved, many numerical examples suggest this would be true and it seems natural if we replase the factorials by the function Γ with comparing 3.2.1. So we can strongly expect the truth of this lemma.
Preparation for the proof of main theorem (2).
We show the following Lemma in this subsection.
Lemma 3.3.1. Let p be an odd prime, and U be a partition with U p−1 = 0. Assume that w(U ) ≡ 0, 1 mod (p − 1). Then
Remark 3.3.2. If U = (p 2 , 0, · · · ) and a = 2p − 1, then ord p (τ U ) = p − 1 (= ⌊a/2⌋). Hence the estimete above is best possible.
