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Wie ist es möglich, dass die Mathematik, letztlich doch ein Produkt
menschlichen Denkens unabhängig von der Erfahrung, den wirklichen
Gegebenheiten so wunderbar entspricht? 
Albert Einstein

Kurzfassung
Die Behandlung von geometrischen Singularitäten bei der Lösung von Randwertauf-
gaben der Elastostatik stellt erhöhte Anforderungen an die mathematische Model-
lierung des Randwertproblems und erfordert für eine eﬃziente Auswertung speziell
angepasste Berechnungsverfahren.
Diese Arbeit beschäftigt sich mit der systematischen Verallgemeinerung der Me-
thode der komplexen Spannungsfunktionen auf den Raum, wobei der Schwerpunkt
in erster Linie auf der Begründung des mathematischen Verfahrens unter besonderer
Berücksichtigung der praktischen Anwendbarkeit liegt. Den theoretischen Rahmen
hierfür bildet die Theorie quaternionenwertiger Funktionen. Dementsprechend wird
die Klasse der monogenen Funktionen als Grundlage verwendet, um im ersten Teil
der Arbeit ein räumliches Analogon zum Darstellungssatz von Goursat zu beweisen
und verallgemeinerte Kolosov-Muskhelishvili Formeln zu konstruieren.
Im Hinblick auf die vielfältigen Anwendungsbereiche der Methode beschäftigt
sich der zweite Teil der Arbeit mit der lokalen und globalen Approximation von
monogenen Funktionen. Hierzu werden vollständige Orthogonalsysteme monogener
Kugelfunktionen konstruiert, infolge dessen neuartige Darstellungen der kanonischen
Reihenentwicklungen (Taylor, Fourier, Laurent) deﬁniert werden. In Analogie zu
den komplexen Potenz- und Laurentreihen auf der Grundlage der holomorphen z-
Potenzen werden durch diese monogenen Orthogonalreihen alle wesentlichen Eigen-
schaften bezüglich der hyperkomplexen Ableitung und der monogenen Stammfunkti-
on verallgemeinert.
Anhand repräsentativer Beispiele werden die qualitativen und numerischen Eigen-
schaften der entwickelten funktionentheoretischen Verfahren abschließend evaluiert.
In diesem Kontext werden ferner einige weiterführende Anwendungsbereiche im Rah-
men der räumlichen Funktionentheorie betrachtet, welche die speziellen Struktur-
eigenschaften der monogenen Potenz- und Laurentreihenentwicklungen benötigen.

Abstract
In structural mechanics, boundary value problems with geometrical singularities re-
quire advanced mathematical modeling techniques and especially adapted numerical
methods in order to obtain a precise description of the singular near ﬁeld.
This doctoral thesis deals with a systematic approach to a spatial analog of the
method of complex stress functions. Here, the main focus is on the generalization of
the mathematical method in consideration of the practical applicability. The theore-
tical framework is therefore constituted by methods of hypercomplex function theory
in particular the theory of quaternion-valued functions. Thus, the class of monoge-
nic functions is methodically used in the ﬁrst part of the thesis to prove a spatial
counterpart of Goursat's representation theorem that enables the construction of
generalized Kolosov-Muskhelishvili formulae in three dimensions.
The second part of the thesis is concerned with the local and global approximation
of monogenic functions. In this context, new monogenic representation formulae of
the canonical series expansions (Taylor, Fourier, Laurent) are deﬁned by using com-
plete orthogonal systems of solid spherical monogenics. These monogenic orthogonal
series generalize the important structural properties of the complex-one-dimensional
power and Laurent series expansions concerning the hypercomplex derivative and the
monogenic primitive.
Finally, representative examples are studied to evaluate the function-theoretical
methods constructed here by means of their qualitative and numerical characte-
ristics. In this connection, some further ﬁelds of application in the framework of
hypercomplex function theory are considered, which essentially need the speciﬁc
structural properties of the monogenic power and Laurent series expansions.
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Âln die zu A
l
n korrespondierenden homogenen H-anti-holomorphen
Appell-Polynome vom Grad n, orthogonal in L2(B3;H;H)∩ker ∂,
Parameter l = 0, . . . , n, n ∈ N0
Al−(n+2) homogeneH-holomorphe Appell-Funktionen vom Homogenitäts-
grad −(n + 2), orthogonal in L2(B−3 ;H;H) ∩ ker ∂¯, Parameter
l = 0, . . . , n, n ∈ N0
E1(z) Cauchy-Kernfunktion in C
E2(x) Cauchy-Kernfunktion in H
K Kelvin-Transformation in H
xiii
xiv
Einleitung
Die Bestimmung von Spannungs- und Verschiebungsfeldern im Bereich von geome-
trischen Singularitäten, welche in erster Linie durch Einkerbungen, Risse, Einschlüs-
se oder durch andere Defekte in der Tragstruktur hervorgerufen werden, und die Ab-
leitung praxisrelevanter Kenngrößen sind zentrale Gegenstände der Bruchmechanik.
Neben der rechnergestützten Simulation des gestörten Materialverhaltens liegt die
große Bedeutung für das Ingenieurwesen insbesondere in der realitätsnahen Erfas-
sung des Schädigungszustandes bzw. des Schädigungsfortschritts eines Bauteils und
den daraus ableitbaren Aussagen zur Versagenswahrscheinlichkeit und Lebensdauer
des Tragwerks.
Eine geometrische Singularität, wie zum Beispiel eine Rissspitze, stellt mathe-
matisch gesehen eine Unstetigkeit in der unverformten Struktur dar, was zur Folge
hat, dass die Spannungsgrößen im Nahfeld der Störung unbeschränkt groß werden
können. Für die Charakterisierung des Rissausbreitungsvorganges sind daher im
Speziellen die Gegebenheiten an der Rissspitze von entscheidender Bedeutung und
müssen folglich durch geeignete Rissmodelle, welche das lokale Materialverhalten (li-
near elastisch, elastisch-plastisch, linear viskoelastisch, et al.) im Rissspitzennahfeld
berücksichtigen, erfasst werden. Eine alleinige Beschreibung des mechanischen Ver-
haltens eines Kontinuumsmodels durch Spannungs- und Verzerrungsgrößen reicht
daher nicht aus und wird durch die Deﬁnition zusätzlicher Kenngrößen, wie zum
Beispiel der Spannungsintensitätsfaktoren oder der Energiefreisetzungsrate, welche
den lokalen Rissspitzenzustand bzw. das globale Verhalten bei Rissausbreitung nä-
her charakterisieren, erweitert. Die Bestimmung dieser die Singularität näher cha-
rakterisierenden Größen, welche Rückschlüsse auf ein Fortschreiten der Schädigung
erlauben, ist Hauptgegenstand gegenwärtiger Forschungsaktivitäten.
Die analytisch exakten Verfahren für ebene Rissprobleme bilden den theoreti-
schen Ausgangspunkt der Bruchmechanik. Sehr gute einführende Übersichten hier-
1
2zu ﬁnden sich in [Heckel 1983, Anderson 1991, Rolfe & Barson 1987] oder [Broek
1974]. Die Grundlagen der mechanischen Modelle für Probleme der linear elasti-
schen Bruchmechanik wurden im Wesentlichen in den Arbeiten von A.A. Grif-
fith [Griﬃth 1921] und G.R. Irwin [Irwin 1958] deﬁniert, in denen durch die
Grenzwertbetrachtung eines kreisförmigen Einschlusses in einem halbunendlichen
Halbraum die klassischen 1/
√
r Spannungssingularitäten an der Rissspitze deﬁniert
wurden. Mathematische Grundlagen stammen von G.W. Kolosov [Kolosov 1909],
H.M. Westergaard [Westergaard 1939] und N.I. Muskhelishvili [Muskhelish-
vili 1971]. Durch die Methode der komplexen Spannungsfunktionen wird die Lösung
eines ebenen Randwertproblems der Elastostatik auf die Bestimmung zweier holo-
morpher (analytischer) Funktionen zurückgeführt. Den theoretischen Hintergrund
bildet dabei der Satz von Goursat, wonach sich jede biharmonische Funktion (Airy-
sche Spannungsfunktion) eindeutig durch zwei holomorphe Funktionen ausdrücken
lässt. Durch Potenz- bzw. Laurentreihenansätze dieser holomorphen Funktionen in
der komplexen Variable z werden exakte Lösungen der Diﬀerentialgleichung für die
Verschiebungen bzw. Spannungen konstruiert, welche die Ordnung der Singularität
exakt widerspiegeln und im Nahfeld der Störung die Lösung der Randwertaufgabe
sehr genau approximieren. Die unbekannten Koeﬃzienten der Reihenentwicklungen
werden dabei durch eine Eigenwertanalyse oder durch einen Koeﬃzientenvergleich
bestimmt. Dieses klassische Verfahren ist anwendbar auf geometrisch einfache Konﬁ-
gurationen (Punktsingularität im Raum oder Halbraum, gerade Risse im Halbraum,
et al.).
Um praxisrelevante Geometrien behandeln zu können, kommen Methoden der kon-
formen Abbildung zur Anwendung. Eine Abbildung wird als konform bezeichnet,
wenn diese winkel- und orientierungstreu oder mit anderen Worten biholomorph
ist. Dabei macht man sich die Invarianz des Laplace-Operators unter konformen
Abbildungen zu nutze, um ein in einem geometrisch kompliziert berandeten Ge-
biet gegebenes Randwertproblem mit den zugehörigen Randbedingungen auf ein
geometrisch einfacheres Gebiet (in der Regel ist das der Einheitskreis bzw. die Ein-
heitskreisscheibe) abzubilden, das Problem dort zu lösen und mit Hilfe der Umkehr-
abbildung die Rücktransformation der Lösung in das Ausgangsgebiet zu berechnen.
Die Verwendung exakter analytischer Verfahren für ebene Randwertprobleme mit
Lösungssingularitäten ist sehr eﬃzient, da bereits durch eine geringe Anzahl von Rei-
hengliedern sehr gute Approximationen für die Nahfeldlösung erzielt werden können.
3Qualitativ gesehen zeichnen sich diese Ansätze insbesondere dadurch aus, dass je-
der Approximationsschritt eine exakte Lösung der Diﬀerentialgleichung und damit
einen mechanisch möglichen Zustand des Systems repräsentiert. Alle Modelleigen-
schaften bleiben somit im Nahfeld der Diskontinuität erhalten. Ein weiterer nicht
zu unterschätzender Vorteil bei der Arbeit mit exakten Lösungen der Diﬀerenti-
algleichung besteht darin, dass im Fall auftretender Singularitäten automatisch
die richtigen Singularitäten verwendet werden, da sie dem Diﬀerentialgleichungs-
modell innewohnen. Bei der Verwendung anderer geeigneter Ansatzfunktionen, die
aber nicht die Diﬀerentialgleichung lösen, muss vorher die auftretende Ordnung der
Singularität bestimmt werden. Eine umfangreiche, aber nichttriviale mathematische
Theorie steht dafür zur Verfügung, wie im Überblick verschiedener Zugänge den Ar-
beiten [Rossmann & Sändig 1996, Apel et al. 2002, Mazya & Rossmann 2004, Mazya
& Kozlov 2005, Nicaise & Sändig 2007] entnommen werden kann. Nicht zuletzt sind
diese exakten Verfahren auch aus analytischer Sicht sehr vorteilhaft, da durch die
komplexe Funktionentheorie sehr eﬃziente Werkzeuge für die nachträgliche Auswer-
tung im Lösungsraum zur Verfügung stehen. Ein für die praktische Anwendung sehr
wesentlicher Vorteil ist etwa, dass die Spannungsintensitätsfaktoren mit Hilfe der
Cauchyschen Integralformel nun wegunabhängig berechnet werden können.
Die in der klassischen Bruchmechanik entwickelten, analytisch geschlossenen Lö-
sungen beschränken sich jedoch in der Regel auf bestimmte Idealisierungen für die
Grenzfälle unendlicher oder halbunendlicher Bereiche oder aber auf geometrisch ein-
fach berandete Gebiete. Die Ursachen hierfür sind vor allem beträchtliche mathema-
tische Schwierigkeiten bei der exakten Erfüllung der Randbedingungen der Ansätze.
Neuere Methoden legen daher den Schwerpunkt bei der Lösung von Randwertpro-
blemen mit Singularitäten auf die Verwendung von algorithmisch hochoptimierten,
numerischen Standardverfahren, wie etwa Finite Elemente Verfahren (FEM1) oder
Randintegralmethoden (BEM2). Jedoch ist man auch hier bestrebt, die qualitativen
und methodischen Vorteile der analytisch exakten Verfahren in die Ansätze einﬂie-
ßen zu lassen. Neben der Integration von singulären Anteilen in eine rein numerische
Formulierung des Lösungsansatzes bzw. adaptiven Verfahren zur Fehlerkontrolle im
Bereich der Singularität werden zunehmend auch hybride Verfahren zur Lösungs-
ﬁndung angewendet. Als erstes Verfahren muss im Kontext dieser Arbeit die Er-
1engl. Finite Element Method
2engl. Boundary Element Method
4weiterte Finite Elemente Methode (XFEM3) genannt werden. Auf der Grundlage
gemischter Elementansätze werden die klassischen Ansatzfunktionen für das Ver-
schiebungsfeld der Finiten Elemente um spezielle Ansatzterme erweitert, was eine
verbesserte Abbildung der Antwortgrößen für bruchmechanische Probleme erwarten
lässt. Methodisch geht man dabei so vor, dass die kontinuierlichen Weggrößenansätze
der Elemente entlang des Risspfades mit diskontinuierlichen Ansätzen, welche die
Diskontinuität in der Verschiebungsfunktion exakt oder hinreichend genau beschrei-
ben, angereichert werden. Für die Elemente in denen sich eine Rissspitze beﬁndet,
werden außerdem Funktionen, welche die 1/
√
r Singularität im Spannungsfeld an
der Rissspitze abbilden, hinzuaddiert [Belytschko & Black 1999, Moes et al. 1999].
Die Methode der komplexen Spannungsfunktionen dient dabei als ein wesentlicher
Zugang, um allgemeine oder spezielle Anreicherungsfunktionen für die XFEM zu
generieren. Die Finiten Elemente mit angereicherten Ansatzfunktionen weisen dann
zusätzliche Freiheitsgrade in den Knotenpunkten auf, wodurch die Rissgeometrie
nicht durch eine explizite Anpassung der FE-Vernetzung beschrieben werden muss.
Mit der XFEM können somit sehr eﬃzient Rissfortschrittsprobleme numerisch si-
muliert werden [Areias & Belytschko 2005].
Eine andere Methode geht in den Grundzügen auf die Arbeit von E. Trefftz
[Treﬀtz 1926] zurück und ist den gekoppelten numerisch-analytischen Verfahren zu-
zuordnen. Dabei werden spezielle Ansatzfunktionen für die Konstruktion der Nähe-
rungslösungen verwendet, welche die Diﬀerentialgleichung im jeweiligen Teilgebiet
bereits exakt erfüllen. Die freien Koeﬃzienten in diesen Ansätzen werden durch ei-
ne Fehlerminimierung auf dem Rand bestimmt. Bei realen Körpern bedeutet das
einen hohen (numerischen) Aufwand für die Berechnung der Oberﬂächenintegrale.
Da die Lösungen der betrachteten Diﬀerentialgleichungen nicht lokal sein können,
erwachsen in der Regel aus der Arbeit mit globalen Ansatzfunktionen häuﬁg Pro-
bleme hinsichtlich der numerischen Stabilität. Ein an diese Situation angepasster
Zugang geht davon aus, dass ein Treﬀtz-Ansatz nur in der Nähe der Singularität
zur Anwendung gebracht wird. Spezielle Finite Elemente4, welche die singuläre Dif-
ferentialgleichung und das lokale Lösungsverhalten im Gebiet bereits exakt erfüllen,
werden dabei nach Außen mit ﬁniten Standardelementen verknüpft [Tong et al. 1973,
Piltner 1982; 1986, Teixera & Ji 1996a;b, Dhanasekar et al. 2006]. Die Grundlage
3engl. Extended Finite Element Method
4sog. Hybride Finite Elemente
5dieses so genannten Hybriden Weggrößenverfahrens bilden nebenbedingungsfreie Va-
riationsformulierungen (Erweitertes Prinzip vom Minimum des Gesamtpotentials),
bei denen voneinander unabhängige Ansätze für die Funktionsverläufe sowohl in den
Teilgebieten als auch auf den Elementrändern gemacht werden können. Die Anpas-
sung der gewählten Verläufe aus dem Gebietsinneren an die Verschiebungsfunktion
auf dem Rand ist dann integraler Bestandteil des Näherungsverfahrens und wird
im Speziellen durch einen Erweiterungsterm, welcher die Minimierung des Ener-
giepotentials entlang des Kopplungsrandes beinhaltet, realisiert. Der Vorteil dieses
Verfahrens liegt in der exakten Abbildung und Charakterisierung des lokalen Lö-
sungsverhaltens, wie beispielsweise der Spannungsfreiheit an den Innenrändern bei
Löchern, im Nahfeld der Diskontinuitäten bzw. Singularitäten. Nachteile des Verfah-
rens resultieren aus der meist stückweise linearen oder quadratischen Kopplung der
Berechnungsverfahren, wodurch die Übergangsbedingungen im Allgemeinen nur in
den Netzknoten exakt erfüllt werden. Im restlichen Bereich der Übergänge können
Sprünge in den primären Beschreibungsgrößen entstehen, welche bei Betrachtung
der Energienorm als maßgebliches Fehlerkriterium zwar nicht ins Gewicht fallen, die
zu lösende Randwertaufgabe in Bezug auf das mechanische Verhalten im Übergangs-
bereich jedoch signiﬁkant verändern.
Für die lineare Elastizitätstheorie und Bruchmechanik stellt die Methode der
komplexen Spannungsfunktionen ein grundlagentheoretisch sehr bedeutendes Ver-
fahren dar. Einerseits lassen sich durch diesen Zugang für eine große Aufgaben-
klasse analytisch exakte Lösungen der Diﬀerentialgleichung konstruieren, welche als
geschlossene Lösungen oder als Anreicherungsfunktionen für numerische Verfahren
Anwendung ﬁnden. Andererseits stehen durch die komplexe Funktionentheorie sehr
eﬃziente Werkzeuge, wie zum Beispiel orthogonale Potenz- und Laurentreihenent-
wicklungen, die Cauchysche Integralformel oder eine Residuentheorie, für die Aus-
wertungen im Lösungsraum bereit. Eine Erweiterung und Anwendung des Verfah-
rens auf ebene Probleme der nicht-linearen Elastizitätstheorie wurde in den Arbeiten
[Bondar 2000, Alexandrovich & Sheina 2006, Alexandrovich & Gorlova 2007] und
[Bogdanova 2007] studiert. In modiﬁzierter Form wird die Methode der komplexen
Spannungsfunktionen außerdem für spezielle Problemstellungen in den Material-
und Werkstoﬀwissenschaften eingesetzt, wie etwa bei der Modellierung und Berech-
nung elastischer Kompositmaterialien [Basheleishvili 1997; 1999a;b] oder bei der Be-
6trachtungen von Rissproblemen in piezo-elektrischen Materialien [Sosa 1991, Park
& Sun 1995].
Versuche, dieses Vorgehen auf den dreidimensionalen Fall zu übertragen, konnten
mit der im ebenen Fall sehr gut ausgebauten Theorie nicht Schritt halten. Erwähnt
werden muss hier die Darstellungsformel von Papkovic-Neuber [Papkovic 1932, Neu-
ber 1934], bei der Lösungen für das Verschiebungsfeld mit Hilfe von vier harmoni-
schen Funktionen konstruiert werden. Nimmt man als Ausgangspunkt harmonische
Polynome, so ergeben sich auch polynomiale Lösungen der Lamé-Gleichung, die
unter Einbeziehung der Randbedingungen zur Approximation der Verschiebungen
benutzt werden können. Ein solcher Zugang ist zum Beispiel in [Bauch 1981] studiert
worden. Eine exakte Berechnung gelingt wieder nur für geometrisch sehr einfache
Konﬁgurationen. Wenig studiert ist die Einbeziehung harmonischer Funktionen mit
Singularitäten, so dass diese Ansätze gegenwärtig kaum benutzt werden. Eine di-
rekte Verwendung in numerischen Verfahren, wie beispielsweise in Treﬀtz-Verfahren
gestaltet sich auf Grund von Stabilitätsproblemen schwierig und aufwendig. Eine
einfache Transformation auf allgemeinere geometrische Situationen ist bisher nicht
möglich. Ein Hauptproblem dürfte im Fehlen einer geeigneten Verallgemeinerung
der Airyschen Spannungsfunktion liegen, aus der dann alle benötigten Informatio-
nen gewonnen werden können. Einige wenige Ansätze mit Hilfe von p-analytischen
Funktionen [Polozhij 1973, Goman 1984] oder reeller Quaternionen [Pimenov & Pu-
shkarev 1991, Tsalik 1995] sind bekannt, im Vergleich zur ebenen Theorie jedoch
wenig praktikabel.
Beginnt man mit möglichen Verallgemeinerungen an der Basis, so hat man zu-
nächst nach räumlichen Verallgemeinerungen der C-wertigen holomorphen Funktio-
nen zu suchen. Eine solche Funktionenklasse steht mit der Klasse der hyperholomor-
phen (monogenen) Funktionen zur Verfügung. Nach einigen Vorarbeiten von 1930-
1950 begann in den 1970'er Jahren eine systematische Untersuchung [Brackx et al.
1982]. Monogene Funktionen werden gewöhnlich als Lösungen der Dirac-Gleichung
oder eines verallgemeinerten Cauchy-Riemann Systems eingeführt. Beide Zugän-
ge lassen sich auf frühere Arbeiten zum so genannten Riesz-System (cf. [Stein &
Weiss 1968]) zurückführen, welches ebenfalls als verallgemeinertes Cauchy-Riemann
System betrachtet wurde und sehr ähnlich zum komplexen, eindimensionalen Fall
ist. In C lässt sich die Klasse der holomorphen Funktion bekanntermaßen auch auf
anderen Wegen äquivalent deﬁnieren, wie etwa über die komplexe Diﬀerenzierbar-
7keit oder über Potenzreihenentwicklungen. Für monogene Funktionen sucht man im
Höherdimensionalen nach einer ähnlichen Charakterisierung, um diese durch verall-
gemeinerte Potenzreihenansätze explizit beschreiben und approximieren zu können.
Bereits im Jahr 1935 wurde durch R. Fueter [Fueter 1935] bewiesen, dass sich
eine monogene (quaternionenwertige) Funktion lokal in eine Taylorreihe bezüglich
der symmetrischen Potenzen entwickeln lässt. Diese lokale Darstellung monogener
Funktionen wurde auch in [Brackx et al. 1982] zur Beschreibung der Funktionen-
klasse und vielfach als technisches Hilfsmittel bei der Beweisführung eingesetzt. Im
Jahr 1990 konnte dann durch H.R. Malonek [Malonek 1990] bewiesen werden,
dass monogene Funktionen äquivalent durch ihre Taylorreihenentwicklung bezüg-
lich der verallgemeinerten Potenzen5 und außerdem durch die hyperkomplexe Diﬀe-
renzierbarkeit deﬁniert werden können. In der Arbeit [Gürlebeck & Malonek 1999]
wurde die hyperkomplexe Diﬀerenzierbarkeit monogener Funktionen auf beliebige
reelle Raumdimensionen verallgemeinert und der Zusammenhang zwischen der hy-
perkomplexen Ableitung und dem adjungierten verallgemeinerten Cauchy-Riemann
Operator gezeigt. Eine Zusammenfassung dieses Zugangs mit umfangreichen Refe-
renzen zu anderen Arbeiten ﬁndet sich in [Gürlebeck et al. 2006]. Im Vergleich zur
ebenen Theorie werden jedoch nur einige Eigenschaften der komplexen Taylorreihe
auf den höherdimensionalen Fall verallgemeinert. Ein wesentlicher Vorteil für das
praktische Arbeiten mit holomorphen Funktionen ist etwa, dass die komplexe Tay-
lorreihe die Eigenschaft einer Orthogonalreihe besitzt. Da die Ansatzfunktionen der
komplexen Fourierreihe bezüglich der Einheitskreisscheibe ebenfalls6 auf dem voll-
ständigen System der komplexen z-Potenzen basieren, kann der Zusammenhang zwi-
schen der lokalen und globalen Approximation holomorpher Funktionen unmittel-
bar über die Entwicklungskoeﬃzienten der Reihen hergestellt werden. Im Weiteren
lassen sich auch die komplexe Ableitung und die Stammfunktion holomorpher Funk-
tionen als Orthogonalreihen darstellen, indem ausschließlich auf den Koeﬃzienten
der ursprünglichen Potenzreihenentwicklung der Funktion operiert wird. Die Taylor-
reihe der verallgemeinerten Potenzen besitzt jedoch keine dieser Eigenschaften, da
diese bereits die Grundvoraussetzung einer Orthogonalreihe nicht erfüllt. In [Abul-
Ez & Constales 2003] und folgenden Arbeiten konnte eine orthogonale Taylorreihe
5Die verallgemeinerten Potenzen unterscheiden sich von den in [Fueter 1935] verwendeten sym-
metrischen Potenzen nur durch einen reellen Faktor
6bis auf einen reellen Normierungsfaktor
8deﬁniert werden. Der Bezug zur hyperkomplexen Ableitung und die strukturellen
Eigenschaften der Reihe wurden bei diesem Zugang jedoch nicht studiert. Auch exis-
tiert eine Vielzahl verschiedener Ansätze für die globale Approximation monogener
Funktionen durch orthogonale Polynome. In den meisten Fällen wird auch hier der
Zusammenhang zur lokalen Darstellbarkeit und damit zur Taylorreihe nicht näher
betrachtet. Im Kontext dieser Arbeit werden jedoch vollständige Orthonormalsyste-
me benötigt, welche einen direkten Bezug zur hyperkomplexen Ableitung besitzen
und damit die lokale und globale Approximation monogener Funktionen unmittelbar
in Beziehung setzen. Ferner werden explizite und praktisch handhabbare Systeme
gesucht, welche die komplexe Theorie auch aus formaler Sicht verallgemeinern. Ei-
nige dieser Probleme konnten durch die in den Arbeiten [Cação 2004, Cação et al.
2004] konstruierten vollständigen Orthonormalsysteme monogener Kugelfunktionen
gelöst werden. Ähnlich wie im Komplexen ließen sich die hyperkomplexe Ableitung
und ein kontinuierlicher Primitivierungsoperator auf der zugehörigen Fourierreihe
deﬁnieren. Die wichtige Eigenschaft der Orthogonalreihe ging bei diesen Ansätzen
(q.v. [Cação et al. 2006, Cação & Gürlebeck 2006]) jedoch erneut verloren. Ferner
gelang es mit diesem System die Taylor- und Fourierkoeﬃzienten der genannten
Reihen explizit in Beziehung zu setzen, was aber aufgrund fehlender Orthogona-
litätseigenschaften der verallgemeinerten Potenzen auf sehr umfangreiche Formeln
(q.v. [Cação 2004, Gürlebeck & Morais 2007]) führte.
Zusammenfassend lässt sich feststellen, dass die Klasse der monogenen Funktio-
nen eine Reihe von Analogien zur Klasse der holomorphen Funktion aufweist. Aus
formaler Sicht stehen so mächtige Werkzeuge wie die genannten Taylor- und Fourier-
reihenentwicklungen, aber auch Laurentreihenentwicklungen und eine Cauchysche
Integralformel (q.v. [Brackx et al. 1982]) zur Verfügung. In [Gürlebeck & Sprößig
1989; 1997] wurde beispielsweise eine Theorie zur Lösung verschiedener Randwert-
aufgaben entwickelt, die dann in [Kravchenko & Shapiro 1996] und [Kravchenko
2003] zur Lösung spezieller Feldgleichungen der mathematischen Physik benutzt
wurde. Die Grundgleichungen der Elastizitätstheorie fügen sich in diese Theorie ein.
Am speziellen Problem elastischer Einschlüsse in einem anderen elastischen Mate-
rial wurde in [Gürlebeck 1993] die Anwendbarkeit der Theorie demonstriert. In den
strukturellen Eigenschaften unterscheiden sich die hyperkomplexen Ansätze teilwei-
se sehr deutlich von den komplexen Zugängen, was eine praktische Übertragung
der komplexen Methodik auf einen konkreten Anwendungsfall sehr erschwert und in
9manchen Fällen sogar unmöglich macht.
Die Motivation und Zielstellung dieser Arbeit lässt sich damit imWesentlichen durch
zwei Hauptaufgaben formulieren:
Verallgemeinerung der Methode der komplexen Spannungsfunktionen
auf den räumlichen Fall. Ziel dabei ist, die Lösung der Grundgleichungen
der räumlichen linearen Elastizitätstheorie mit Hilfe der Klasse der monoge-
nen Funktionen explizit zu beschreiben und geschlossene, analytisch exakte
Lösungsdarstellungen der Diﬀerentialgleichung abzuleiten. Eine systematische
Verallgemeinerung der strukturellen sowie funktionentheoretischen Eigenschaf-
ten der komplexwertigen Kolosov-Muskhelishvili Gleichungen wird angestrebt.
Entwicklung geeigneter funktionentheoretischer Werkzeuge. Es sind spe-
zielle und an die praktische Problemstellung angepasste Potenz- und Lau-
rentreihenentwicklungen monogener Funktionen zu entwickeln. In erster Linie
werden explizite, einfach zu erzeugende Ansatzsysteme gesucht, welche gute
numerische und strukturelle Eigenschaften (Orthogonalreihen, Zusammenhang
zwischen lokaler und globaler Approximation) besitzen. Eine formale und me-
thodische Analogie zur komplexen Theorie ist wünschenswert.
Die vorliegende Arbeit ist in fünf Kapitel unterteilt, welche sich im Einzelnen mit
den folgenden Schwerpunkten befassen:
Kapitel 1 In diesem ersten Kapitel werden die Grundlagen der mathematischen
Elastizitätstheorie bereitgestellt, welche insbesondere in den darauf folgenden
Kapiteln für die Konstruktion und die Nachweise der in dieser Arbeit entwi-
ckelten Verfahren benötigt werden. Anhand eines räumlichen Kontinuumsmo-
dells werden die systembeschreibenden Diﬀerentialgleichungen der Mechanik
eines linear elastischen, homogenen, isotropen Körpers in ihren Grundzügen
hergeleitet und die Sonderfälle des ebenen Spannungs- und Verzerrungszustan-
des angegeben. Wesentliche Invarianzeigenschaften in den Bestimmungsgrößen
werden eingeführt.
Kapitel 2 Dieses Kapitel befasst sich mit der methodischen Verallgemeinerung
der ebenen Kolosov-Muskhelishvili Formeln auf den Raum. Einführend wird
die Methode der komplexen Spannungsfunktionen kurz skizziert und die für
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den räumlichen Fall notwendigen Anforderungen und Werkzeuge daraus ab-
geleitet. Auf der funktionentheoretischen Grundlage der Algebra reeller Qua-
ternionen H wird dann ein verallgemeinerter Darstellungssatz von Goursat
bewiesen, welcher die Lösung der räumlichen Bipotentialgleichung mit zwei H-
holomorphen Funktionen in Beziehung setzt. Unter Verwendung des Darstel-
lungssatzes werden abschließend räumliche Verallgemeinerungen der Kolosov-
Muskhelishvili Formeln für die Verschiebungen und Spannungen konstruiert,
welche das Hauptresultat dieses Kapitels darstellen. Die sowohl methodische
als auch formale Analogie der erhaltenen Gleichungen zur Methode der kom-
plexen Spannungsfunktionen wird verdeutlicht.
Kapitel 3 Hauptgegenstand dieses Kapitels sind verallgemeinerte Potenz- und
Laurentreihenentwicklungen monogener Funktionen, die bei der Approxima-
tion der in den räumlichen Darstellungsformeln auftretenden Potentialfunk-
tionen Anwendung ﬁnden. Zwei wesentliche Zugänge werden betrachtet. Zum
einen das vollständige System verallgemeinerter Potenzen mit der bekannten
Taylorreihenentwicklung und zum anderen das vollständige System monogener
Kugelfunktionen auf der Grundlage R-wertiger harmonischer Kugelfunktionen.
Die Betrachtungen zum letztgenannten System stellen dabei den wesentlichen
Schwerpunkt des Kapitels dar. Auf der Grundlage eines neuartigen Konstruk-
tionsprinzips werden im Weiteren die folgenden funktionentheoretischen Re-
sultate bewiesen:
• Vollständige Orthonormalsysteme homogener H-holomorpher Polynome
für das Gebiet der Einheitskugel.
• Fourierreihenentwicklungen monogener Funktionen, deren Ableitung und
Stammfunktion erneut auf Orthogonalreihen führen.
• Vollständige Orthonormalsysteme homogener H-holomorpher Polynome
für die Teilräume der orthogonalen Zerlegung des Hilbert-Raumes qua-
dratisch integrierbarer H-wertiger Funktionen.
• Vollständige Appell-Mengen homogener H-holomorpher Polynome und
(orthogonale) Taylorreihenentwicklung. Die Entwicklungskoeﬃzienten bei-
der Orthogonalreihen (Fourier, Taylor) werden unmittelbar in Beziehung
gesetzt.
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• Rekursionsformeln für die vollständigen Orthonormal- bzw. Appell-Systeme
homogener H-holomorpher Polynome.
• Vollständige Orthonormal- und Appell-Systeme homogenerH-holomorpher
Funktionen für das Außengebiet der Einheitskugel.
• Orthogonale Laurentreihenentwicklung homogener H-holomorpher Funk-
tionen für das Kugelschalengebiet mit direktem Bezug zur monogenen
Taylorreihe sowie zur Integralformel von Cauchy.
Die Analogien der ausnahmslos explizit erhaltenen Resultate zu den entspre-
chenden Basissystemen und Reihenentwicklungen in C werden aufgezeigt.
Kapitel 4 Dieses Kapitel beschäftigt sich mit der Approximation von Randwert-
problemen der räumlichen Elastizitätstheorie auf der methodischen Grundla-
ge der verallgemeinerten Kolosov-Muskhelishvili Formeln. Aufbauend auf die
Resultate in den Kapiteln 2 und 3 wird eine polynomiale Lamé-Basis für
den Raum der quadratisch integrierbaren Lösungen der homogenen Lamé-
Gleichung konstruiert. Zudem werden die in den räumlichen Darstellungsfor-
meln auftretenden Potentialfunktionen mit Hilfe der Struktureigenschaften der
Basissysteme in Kapitel 3 näher charakterisiert und hinsichtlich ihres Unbe-
stimmtheitsgrades untersucht.
Kapitel 5 In diesem abschließenden Kapitel werden einige numerische Beispiele
betrachtet, anhand derer die in dieser Arbeit entwickelten Verfahren getestet
und evaluiert werden. Hauptaugenmerk liegt dabei auf den Konvergenz- und
Stabilitätseigenschaften der Ansatzsysteme bei der Lösung von Randwertpro-
blemen der linearen Elastizitätstheorie. Weiterführend werden außerdem einige
funktionentheoretische Anwendungsbereiche diskutiert.
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Kapitel 1
Grundlagen der mathematischen
Elastizitätstheorie
Anfänge von heute müssen mit Vorlagen von gestern vorlieb nehmen.
Manfred Hinrich
In diesem einführenden Kapitel werden die Grundlagen der mathematischen Elasti-
zitätstheorie bereitgestellt, welche den Ausgangspunkt und die Konstruktionsgrund-
lage für die funktionentheoretischen Ansätze bilden. Da im Rahmen dieser Arbeit
eine vollständige Darstellung der bekannten Grundgesetze der linearen Elastizitäts-
theorie nicht möglich ist, beschränken sich die Ausführungen im Wesentlichen auf
die für die Herleitung und Nachweisführung benötigten Gesetzmäßigkeiten. Gegen-
stand der Betrachtungen ist dabei ein räumliches Kontinuumsmodell, für welches die
systembeschreibenden Gleichungen der Mechanik eines linear elastischen, isotropen
Körpers hergeleitet und wichtige Eigenschaften angegeben werden. Um die Analo-
gie zur Methode der komplexen Spannungsfunktionen herauszuarbeiten, werden im
Weiteren auch die Sonderfälle des ebenen Spannungszustandes und des ebenen Ver-
zerrungszustandes eingeführt. Eine umfassende Darstellung der Elastizitätstheorie
sowie ein kompakter Abriss über die geschichtliche Entwicklung ﬁnden sich beispiels-
weise im klassischen Lehrbuch [Love 1927].
1.1 Mechanik räumlicher Kontinua
Kontinuumsmodelle sind physikalische Ersatzmodelle für das makroskopische Ver-
halten von Stoﬀen, wie Festkörper, Flüssigkeiten oder Gase. Hierbei wird, unter
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gewissen Voraussetzungen und Annahmen, die heterogene Mikrostruktur des jewei-
ligen Stoﬀkörpers vernachlässigt und eine kontinuierliche Verteilung der Stoﬀeigen-
schaften in jedem Punkt des betrachteten Gebietes angenommen. Das bedeutet, dass
alle stoichen Eigenschaften des Gesamtkörpers auch an jedem inﬁnitesimal klei-
nen Element betrachtet werden können. Somit lassen sich physikalische Größen, wie
beispielsweise Energie oder Momente, aus Grenzprozessen näherungsweise ermitteln
und systembeschreibende Diﬀerentialgleichungen für spezielle Kontinuumsmodelle
ableiten. Die generelle Anwendbarkeit bzw. Gültigkeit des Kontinuumsansatzes ist
dabei jedoch stark abhängig von der gegebenen physikalischen Problemstellung und
der zu betrachtenden Skala, die modelliert werden soll. Prinzipiell können all dieje-
nigen Materialien als Kontinua betrachten werden, deren physikalisches Verhalten
auf der Mikroebene sehr klein gegenüber der Dimension des Ausgangsproblems ist,
wie zum Beispiel die Deformation bei Festkörpern.
Gegenstand dieser Arbeit ist ein räumliches Kontinuumsmodell für einen linear
elastischen, isotropen, homogenen Festkörper. Der physikalische Zustand des Konti-
nuums wird dabei über vier Variablengruppen beschrieben: die inneren und äußeren
Kraftgrößen, gewöhnlich als Spannungen σ und äußere Lasten p bezeichnet, sowie
die inneren und äußeren Weggrößen, welche bekanntlich den Verzerrungen  und
den Verschiebungen u entsprechen. Diese sind im allgemeinen Fall über drei gekop-
pelte Diﬀerentialgleichungen: Gleichgewichtsbeziehung, Kinematik und Konstituti-
ve Gleichung miteinander verknüpft, welche als Grundgesetze der linearen Elastizi-
tätstheorie zusammengefasst werden. Im Folgenden werden diese bekannten Bezie-
hungen nochmals kurz in ihren Grundzügen hergeleitet, da sie eine wichtige Kon-
struktionsgrundlage für die umfangreichen Berechnungen zu den verallgemeinerten
funktionentheoretischen Ansätzen darstellen. Die Herleitung orientiert sich dabei im
Wesentlichen an den Bezeichnungen und Ausführungen in [Muskhelishvili 1971].
1.1.1 Spannungen und äußere Lasten
Elastostatische Untersuchungen haben im Allgemeinen das Ziel, aus bekannten äuße-
ren Belastungen eines Körpers die inneren Kräfte und die daraus resultierenden Ver-
formungen zu berechnen. Dabei unterteilt man die äußeren Lasten in Spannungskräf-
te, welche an Flächenelementen im Inneren des Körpers oder auf Teilen der Oberﬂä-
che angreifen, und in Volumenkräfte, die sich räumlich verteilt auf Volumenelemente
des Körpers beziehen. Die äußeren Lasten erzeugen in einem sich im Gleichgewicht
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beﬁndlichen Körper aufgrund des Newtonschen Gegenwirkungsprinzips in jedem in-
neren, inﬁnitesimal kleinen Flächenelement dS eine resultierende Spannungskraft
σdS. Der Spannungsvektor σ hängt dabei von der Lage und Orientierung des Flä-
chenelementes im Körper, d.h. von der Richtung der Flächennormale n ab. Aufgrund
dieser Abhängigkeit ist für die Berechnung der Spannungen eines beliebig orientier-
ten Flächenelementes die Kenntnis der Spannungen von drei aufeinander senkrecht
stehenden Flächen, die sich in einem gemeinsamen Punkt schneiden, notwendig. Als
Ersatzsystem dient hierbei ein aus dem betrachteten Körper herausgeschnittenes
Quaderelement, dessen Seitenﬂächen parallel zu den Koordinatenebenen verlaufen.
Die freigeschnittenen Spannungskomponenten
σx τxy τxz
τyx σy τyz
τzx τzy σz

(1.1)
charakterisieren den Spannungszustand in der Umgebung eines betrachteten Punk-
tes vollständig und werden ferner in Normalspannungen1 und Schubspannungen2
unterteilt (q.v. Abbildung 1.1a). Der Zusammenhang zwischen den Spannungskom-
Abbildung 1.1: Deﬁnition der Spannungskomponenten (a) am Volumenelement und
(b) bezüglich einer beliebigen Schnittﬂäche mit Normalenvektor n.
1Spannungen normal zur Angriﬀsﬂäche
2Spannungen tangential zur Angriﬀsﬂäche
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ponenten (1.1) und einer beliebigen durch einen Punkt M gehenden Schnittﬂäche
wird dann durch folgende Hilfskonstruktion realisiert. Durch den Punkt M werden
drei zu den Koordinatenebenen parallele Schnittﬂächen gelegt. Eine vierte Ebene
mit dem Normalenvektor n und dem Abstand h vom Punkt M wird so eingeführt,
dass diese zur betrachteten Schnittﬂäche parallel ist (q.v. Abbildung 1.1b).
Da sich nach Voraussetzung der betrachtete Körper im Gleichgewicht beﬁndet,
muss sich der resultierende Vektor aller auf das Tetraeder wirkender Kräfte zu Null
ergeben. Der Grenzübergang h → 0 liefert infolge des Kräftegleichgewichts am un-
endlich kleinen Tetraeder die Beziehungen
n
σx = σx cos(n, x) + τyx cos(n, y) + τzx cos(n, z),
n
σy = τxy cos(n, x) + σy cos(n, y) + τzy cos(n, z),
n
σz = τxz cos(n, x) + τyz cos(n, y) + σz cos(n, z).

(1.2)
Die skalaren Spannungsgrößen
n
σx,
n
σy und
n
σz bezeichnen Komponenten eines Span-
nungsvektors
n
σ, welche sich im Gegensatz zum kartesischen Bezugssystem auf ein
Flächenelement mit der Normale n beziehen. Betrachtet man nun das Gleichge-
wicht des Gesamtkörpers bezüglich jeder Schnittebene, so stehen im räumlichen Fall
für die Erfüllung des Kräfte- und Momentengleichgewichtes insgesamt sechs Glei-
chungen zur Verfügung. Die Bedingung, dass die Projektionen des resultierenden
Vektors der äußeren Volumenkräfte p := (X, Y, Z)T auf die Koordinatenachsen mit
den Spannungen (1.2) im Inneren des Körpers im Gleichgewicht stehen, liefert ein
System von drei gekoppelten Diﬀerentialgleichungen
∂σx
∂x
+
∂τyx
∂y
+
∂τzx
∂z
+X = 0,
∂τxy
∂x
+
∂σy
∂y
+
∂τzy
∂z
+ Y = 0,
∂τxz
∂x
+
∂τyz
∂y
+
∂σz
∂z
+ Z = 0,

(1.3)
welche als Gleichgewichtsbedingungen bezeichnet werden. Im Folgenden wird vor-
ausgesetzt, dass die Spannungskomponenten stetig sind und stetige partielle Ablei-
tungen i. Ordnung besitzen. Neben der Forderung nach Kräftegleichgewicht am Ge-
samtkörper muss sich zudem das resultierende Moment der äußeren Kräfte bezüglich
der Koordinatenachsen zu Null ergeben. Dies liefert die zusätzlichen Beziehungen
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zwischen den Spannungskomponenten:
τxy = τyx, τyz = τzy, τxz = τzx.
Folglich lässt sich der Spannungszustand in einem gegebenen Punkt durch sechs
Normal- und Schubspannungsgrößen σ := (σx, σy, σz, τxy, τyz, τxz)T eindeutig cha-
rakterisieren.
Abschließend sollen noch einige wichtige Eigenschaften der Spannungskomponen-
ten unter Transformation des Koordinatensystems angegeben werden. Betrachtet
man den Übergang von einem kartesischen Koordinatensystem x, y, z zu einem an-
deren kartesischen Koordinatensystem x′, y′, z′, so lassen sich die neuen Spannungs-
komponenten durch die Ausgangsspannungen wie folgt darstellen:
σx′ = σxα
2
1 + σyβ
2
1 + σzγ
2
1 + 2τzyβ1γ1 + 2τxzγ1α1 + 2τyxα1β1,
σy′ = σxα
2
2 + σyβ
2
2 + σzγ
2
2 + 2τzyβ2γ2 + 2τxzγ2α2 + 2τyxα2β2,
σz′ = σxα
2
3 + σyβ
2
3 + σzγ
2
3 + 2τzyβ3γ3 + 2τxzγ3α3 + 2τyxα3β3,
τz′y′ = σxα2α3 + σyβ2β3 + σzγ2γ3 + τzy(β2γ3 + γ2β3)
+ τxz(γ2α3 + α2γ3) + τyx(α2β3 + β2α3),
τx′z′ = σxα3α1 + σyβ3β1 + σzγ3γ1 + τzy(β3γ1 + γ3β1)
+ τxz(γ3α1 + α3γ1) + τyx(α3β1 + β3α1),
τy′x′ = σxα1α2 + σyβ1β2 + σzγ1γ2 + τzy(β1γ2 + γ1β2)
+ τxz(γ1α2 + α1γ2) + τyx(α1β2 + β1α2).

(1.4)
Dabei bezeichnen
α1 = cos(x
′, x), β1 = cos(x′, y), γ1 = cos(x′, z),
α2 = cos(y
′, x), β2 = cos(y′, y), γ2 = cos(y′, z),
α3 = cos(z
′, x), β3 = cos(z′, y), γ3 = cos(z′, z)
die Richtungskosinus der neuen Koordinatenachsen x′, y′, z′ bezüglich der Achsen
des Ausgangssystems x, y, z. Mit
3∑
i=1
α2i =
3∑
i=1
β2i =
3∑
i=1
γ2i = 1 und
3∑
i=1
βiγi =
3∑
i=1
γiαi =
3∑
i=1
αiβi = 0
18
erhält man durch Addition der ersten drei Gleichungen in (1.4) die wichtige Bezie-
hung
σx′ + σy′ + σz′ = σx + σy + σz. (1.5)
Die Summe der Normalspannungskomponenten, die auf drei zueinander senkrech-
ten Schnittﬂächen wirken, sind daher unabhängig von der Orientierung dieses Flä-
chentripels und demzufolge invariant gegenüber einer kartesischen Koordinaten-
transformation. Berechnet man ferner die Normalspannungskomponente
σn = σxα
2 + σyβ
2 + σzγ
2 + 2τzyβγ + 2τxzγα + 2τyxαβ
des zum Flächenelement mit der Normalen n gehörenden Spannungsvektors
n
σ, wobei
α, β, γ die Richtungskosinus zwischen der Normalen n und den Achsen bezeichnet,
so lässt sich diese als quadratische Form
2Q(ξ, η, ζ) = σxξ
2 + σyη
2 + σzζ
2 + 2τzyηζ + 2τxzζξ + 2τyxξη
der Veränderlichen ξ, η, ζ interpretieren. Der Zusammenhang zwischen σn und der
quadratischen Form ist dann durch
σn |P|2 = 2Q(ξ, η, ζ) (1.6)
gegeben, wobei P = (ξ, η, ζ)T einen Vektor bezeichnet, der in Richtung der positi-
ven Normalen n zeigt. Aus der Invarianz der linken Seite von Gleichung (1.6) lässt
sich somit auch die Invarianz der quadratischen Form ableiten. Hieraus folgt schließ-
lich, dass die Spannungskomponenten {σx, σy, σz, τxy, τyz, τxz} einem symmetrischen
Tensor zweiter Stufe, dem Spannungstensor, zugeordnet werden können.
1.1.2 Deformationen und Verschiebungen
Nach [Muskhelishvili 1971] versteht man unter der Deformation eines Kontinuums
die relative Verschiebung der Punkte eines Körpers zueinander. Unter den Voraus-
setzungen, dass die Verformungen des Körpers stetig sind und es sich ferner im
Verhältnis zu den Körperabmessungen um betragsmäßig sehr kleine Verschiebun-
gen handelt, lassen sich die Deformationen eines Kontinuums als unendlich klei-
ne aﬃne Transformation beschreiben. Diese Transformationen werden im Speziel-
len dadurch charakterisiert, dass sich die transformierten Koordinaten als lineare
Funktionen der Ausgangskoordinaten beschreiben lassen und weiterhin Eigenschaf-
ten besitzen, die aus den Bedingungen für die Anwendbarkeit einer unendlich kleinen
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aﬃnen Transformation resultieren. Vor dem Hintergrund der Mechanik von Konti-
nuumsmodellen ist es dabei von großem Interesse, die durch eine unendlich kleine
Transformation beschriebene Formänderung eines Körpers hinsichtlich einer reinen
Deformation und einer starren Verschiebung des Körpers zu zerlegen. Es seien nun
P = (ξ, η, ζ)T ein Vektor, welcher ein unendlich kleines Volumenelement aufspannt
und δP = (δξ, δη, δζ)T der durch die Transformation hervorgerufene Zuwachs des
Vektors P. Außerdem benötigen wir die Verschiebungen in Richtung der globalen
Koordinatenachsen, welche gewöhnlich als Verschiebungskomponenten u, v, w be-
zeichnet werden. Diese ordnen jedem Punkt des Körpers einen Verschiebungsvektor
u = (u, v, w)T zu und sind demzufolge als Funktionen der Koordinaten
u = u(x, y, z), v = v(x, y, z), w = w(x, y, z)
deﬁniert. Eine Auswertung der Formänderung am Volumenelement liefert für eine
allgemeine Deformation die unendlich kleine aﬃne Transformation
δξ =
δη =
δζ =
εx ξ +
1
2
γxy η +
1
2
γxzζ
1
2
γxy ξ + εy η +
1
2
γyzζ
1
2
γxz ξ +
1
2
γyzη + εz ζ︸ ︷︷ ︸
1©
+
+
+
q ζ − r η,
r ξ − p ζ,
p η − q ξ,︸ ︷︷ ︸
2©
welche sich für die Komponenten δξ, δη, δζ jeweils in den Anteil einer reinen homoge-
nen Deformation 1© und in den Anteil einer starren Verschiebung 2© zerlegen lässt.
Die Elemente ε = (εx, εy, εz, γxy, γyz, γxz)T bezeichnen dabei Normal- bzw. Schubver-
zerrungskomponenten, die mit den Verschiebungskomponenten über die Beziehungen
εx =
∂u
∂x
, εy =
∂v
∂y
, εz =
∂w
∂z
,
γxy =
∂v
∂x
+
∂u
∂y
, γyz =
∂w
∂y
+
∂v
∂z
, γxz =
∂u
∂z
+
∂w
∂x
 (1.7)
verknüpft sind. Die Komponenten
p =
1
2
(
∂w
∂y
− ∂v
∂z
)
, q =
1
2
(
∂u
∂z
− ∂w
∂x
)
, r =
1
2
(
∂v
∂x
− ∂u
∂y
)
beschreiben unendlich kleine Drehwinkel um die Koordinatenachsen und repräsen-
tieren die translativen Verschiebungen des Körpers. Es wird vorausgesetzt, dass die
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Verschiebungen u, v, w eindeutige und stetige Funktionen sind sowie stetige Ablei-
tungen bis zur iii. Ordnung besitzen. Für die Verzerrungskomponenten folgt daraus,
dass diese, neben der Eindeutigkeit und Stetigkeit, auch stetige Ableitungen bis zur
ii. Ordnung haben.
Wie aus den Verzerrungs-Verschiebungsbeziehungen (1.7) hervorgeht, sind bei
Vorgabe der Verschiebungen die Verzerrungen eindeutig bestimmt. In der Umkeh-
rung ist dies jedoch nicht der Fall, wodurch bei der Bestimmung der Verschiebun-
gen anhand vorgegebener Verzerrungen zusätzliche Bedingungen erfüllt sein müssen.
Mathematisch formuliert, sind dies die so genannten Verträglichkeitsbedingungen von
Saint-Vernant
∂2εx
∂y2
+
∂2εy
∂x2
=
∂2γxy
∂x∂y
,
∂2εx
∂y∂z
=
1
2
∂
∂x
(
∂γxy
∂z
− ∂γyz
∂x
+
∂γxz
∂y
)
,
∂2εy
∂z2
+
∂2εz
∂y2
=
∂2γyz
∂y∂z
,
∂2εy
∂x∂z
=
1
2
∂
∂y
(
∂γxy
∂z
+
∂γyz
∂x
− ∂γxz
∂y
)
,
∂2εz
∂x2
+
∂2εx
∂z2
=
∂2γxz
∂x∂z
,
∂2εz
∂x∂y
=
1
2
∂
∂z
(
−∂γxy
∂z
+
∂γyz
∂x
+
∂γxz
∂y
)
,

(1.8)
welche die Kompatibilität zwischen den Verzerrungen und Verschiebungen gewähr-
leisten.
Abschließend sei noch bemerkt, dass analog zu den Spannungen auch die Verzer-
rungskomponenten
{
εx, εy, εz,
1
2
γxy,
1
2
γyz,
1
2
γxz
}
einen symmetrischen Tensor zweiter
Stufe bilden, woraus die Invarianzeigenschaft der Volumendehnung
e = εx + εy + εz =
∂u
∂x
+
∂v
∂y
+
∂w
∂z
(1.9)
gegenüber einer Transformation rechtwinkliger Koordinaten resultiert.
1.1.3 Konstitutive Beziehungen
Anhand physikalisch-geometrischer Gesetzmäßigkeiten wurden in den vorangegange-
nen Abschnitten diﬀerentielle Beziehungen für den Spannungs- und Verformungszu-
stand eines beliebigen dreidimensionalen Kontinuums hergeleitet. Die konstitutiven
Beziehungen stellen nun den Zusammenhang zwischen dem Spannungszustand des
Körpers und den daraus resultierenden Verformungen dar. Im Rahmen dieser Ar-
beit beschränken sich die Ausführungen auf einen linear elastischen, homogenen und
isotropen Körper. Im Speziellen bedeutet dies, dass die Anwendbarkeit des verall-
gemeinerten Hookeschen Gesetzes vorausgesetzt wird und zudem die elastischen Ei-
genschaften des Körpers weder von der Orientierung der Koordinatenachsen relativ
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zum Körper noch von der Lage des betrachteten Punktes im Körper abhängen. Dar-
aus folgt ferner, dass bei Isotropie die Verzerrungshauptachsen in jedem Punkt des
Körpers mit den Spannungshauptachsen zusammenfallen. Aus der Einschränkung
des verallgemeinerten Hookeschen Gesetzes auf den Fall des isotropen, homogenen
Körpers erhält man die bekannten Spannungs-Verzerrungsbeziehungen
σx = 2G
[
εx +
νe
1− 2ν
]
,
σy = 2G
[
εy +
νe
1− 2ν
]
,
σz = 2G
[
εz +
νe
1− 2ν
]
,
τxy = Gγxy, τyz = Gγyz, τxz = Gγxz.

(1.10)
Hierbei bezeichnen e = εx+εy+εz die bereits eingeführte Volumendehnung und E, ν
und G die elastischen Konstanten: Elastizitätsmodul, Querdehnzahl und Schubmo-
dul, welche ferner durch G = E
2(1+v)
in Beziehung gesetzt werden. Die Spannungs-
Verzerrungsbeziehungen für einen isotropen, homogenen Körper werden somit durch
ein System von sechs algebraischen Gleichungen beschrieben, welche sich in umge-
kehrter Weise ebenso eindeutig nach den Verzerrungskomponenten auﬂösen lassen.
1.1.4 Grundgleichungen der linearen Elastizitätstheorie
Zusammenfassend kann also festgestellt werden, dass sich der physikalische Zustand
eines dreidimensionalen Kontinuums durch ein vollständiges System von partiel-
len Diﬀerentialgleichungen und algebraischen Gleichungen beschreiben lässt. Unter
einem vollständigen System von Gleichungen der Statik des elastischen Körpers ver-
steht man hierbei ein System von Gleichungen, welches das elastische Gleichgewicht
des Körpers vollständig bestimmt3. Kompakt formuliert, setzt sich dieses aus den
elastostatischen Grundgleichungen: Gleichgewichtsbedingungen −p = Deσ (1.3),
Kinematische Gleichungen ε = Dku (1.7) und Konstitutive Gleichungen σ = Eε
(1.10) sowie aus den Gleichungen der Spannungskomponenten
n
σ (1.2) des auf das
Flächenelement mit der Normalen n wirkenden Spannungsvektors zusammen. Hier-
3Nachweis, q.v. [Muskhelishvili 1971]
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bei bezeichnen
De =
(
Dk
)T
=

∂
∂x
0 0
∂
∂y
0
∂
∂z
0
∂
∂y
0
∂
∂x
∂
∂z
0
0 0
∂
∂z
0
∂
∂y
∂
∂x

die zueinander adjungierten Diﬀerentialoperatoren für Gleichgewicht und Kinematik
und
E =
E
2(1 + ν)

2(1− ν)
1− 2ν
2ν
1− 2ν
2ν
1− 2ν 0 0 0
2ν
1− 2ν
2(1− ν)
1− 2ν
2ν
1− 2ν 0 0 0
2ν
1− 2ν
2ν
1− 2ν
2(1− ν)
1− 2ν 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

die Materialmatrix für einen linear elastischen, isotropen, homogenen Körper. Sub-
stituiert man nun die Verzerrungskomponenten in (1.10) durch die kinematischen
Beziehungen (1.7), so lassen sich die Gleichungen (1.3), (1.7), (1.10) auf ein System
von neun gekoppelten Diﬀerentialgleichungen i. Ordnung
∂σx
∂x
+
∂τxy
∂y
+
∂τxz
∂z
+X = 0,
∂τxy
∂x
+
∂σy
∂y
+
∂τyz
∂z
+ Y = 0,
∂τxz
∂x
+
∂τyz
∂y
+
∂σz
∂z
+ Z = 0,
σx = λe+ 2µ
∂u
∂x
, σy = λe+ 2µ
∂v
∂y
, σz = λe+ 2µ
∂w
∂z
,
τxy = µ
(
∂v
∂x
+
∂u
∂y
)
, τyz = µ
(
∂w
∂y
+
∂v
∂z
)
, τxz = µ
(
∂u
∂z
+
∂w
∂x
)

(1.11)
reduzieren, welche nur noch von den Verschiebungen u und den Spannungen σ ab-
hängen. Dabei wurden die Materialparameter mit Hilfe der Laméschen Konstanten
λ =
Eν
(1 + ν)(1− 2ν) und µ = G =
E
2(1 + ν)
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zusammengefasst und die Volumendehnung in der Form e = ∂u
∂x
+ ∂v
∂y
+ ∂w
∂z
verwendet.
Das System (1.11) lässt sich nun eindeutig entweder nach der primären Variablen
u auﬂösen, was auf drei systembeschreibende Diﬀerentialgleichungen ii. Ordnung
führt, oder nach den Spannungen σ, wodurch man in diesem Fall neun Diﬀerential-
gleichungen ii. Ordnung zur vollständigen Beschreibung erhält. Im Rahmen dieser
Arbeit soll jedoch nur der erste Fall, die Beschreibung der Grundgleichungen durch
die Verschiebungskomponenten, betrachtet werden, da dieser eine wichtige Grund-
lage für die funktionentheoretischen Zugänge darstellt. Dazu werden die Spannungs-
Verschiebungsrelationen aus System (1.11) in die Gleichgewichtsgleichungen einge-
setzt, wodurch sich die bekannte Lamé-Naviersche Diﬀerentialgleichung4 in vekto-
rieller Formulierung
−p = DeEDku (1.12)
ergibt. Das System (1.11) lässt sich demnach äquivalent durch eine inhomogene,
elliptische Diﬀerentialgleichung ii. Ordnung in der primären Variablen u beschrei-
ben. Im Folgenden benötigt man außerdem die komponentenweise Darstellung der
elastischen Grundgleichung (1.12), gegeben durch
µ∆u+ (λ+ µ)
∂e
∂x
+X = 0,
µ∆v + (λ+ µ)
∂e
∂y
+ Y = 0,
µ∆w + (λ+ µ)
∂e
∂z
+ Z = 0,

(1.13)
wobei bekanntlich e =
∂u
∂x
+
∂v
∂y
+
∂w
∂z
die Volumendehnung und ∆ =
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
den räumlichen Laplace-Operator bezeichnen.
1.1.5 Grundgleichungen der ebenen Elastizitätstheorie
Eine große Klasse von praktischen Problemstellungen der linearen Elastizitätstheo-
rie lässt sich bereits durch zwei Sonderfälle der ebenen Elastizitätstheorie abbilden.
Auf der Grundlage eines zweidimensionalen Kontinuumsmodells betrachtet man da-
bei den elastischen Körper in Bezug auf seine Rand- und Lagerungsbedingungen
entweder im ebenen Verzerrungszustand oder im ebenen Spannungszustand. Im Bau-
wesen beispielsweise lassen sich mit diesen Idealisierungen hinreichend genaue Be-
4im Folgenden kurz als Lamé-Gleichung bezeichnet
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rechnungsmodelle für langgestreckte Dammbauwerke (ebener Verzerrungszustand)
oder für Scheibentragwerke (ebener Spannungszustand) erhalten.
Der ebene Verzerrungszustand basiert auf den Annahmen, dass die Verzerrungen
bezüglich der Deformationsebene x, y eben bleiben, was bedeutet, dass die Ver-
schiebungskomponente w in Richtung der z-Koordinate zu Null gesetzt wird und
daher die Verschiebungskomponenten u, v nunmehr als Funktionen der Variablen
x, y betrachtet werden. Folglich sind sowohl die Spannungskomponenten als auch
die Volumenkräfte Funktionen von x, y und die zur Deformationsebene senkrechte
Volumenkraft Z verschwindet. Wichtig ist in diesem Zusammenhang zu erwähnen,
dass zwar nach Voraussetzung die Verzerrungen eben bleiben und alle auftretenden
Größen nur noch Funktionen in den Variablen x, y darstellen, jedoch die Normal-
spannungen in z-Richtung nicht verschwinden. Aus mechanischer Sicht bewirken
die Normalspannungen in z-Richtung, dass die Verzerrungen in der Ebene bleiben.
Demzufolge können diese auch nicht beliebig vorgegeben werden, sondern müssen
vielmehr aus der Beziehung σz = λe berechnet werden.
Im Gegensatz dazu basiert der ebene Spannungszustand auf der Modellvorstel-
lung einer dünnen, elastischen Scheibe. Grundannahmen sind hierbei, dass der elasti-
sche Körper durch seine Mittelﬂäche repräsentiert werden kann und dass dieser aus-
schließlich durch Kräfte in dieser Ebene belastet wird. Im ebenen Spannungszustand
verschwinden dadurch die Normalspannung σz im ganzen Körper sowie die Schub-
spannungen τxz, τyz auf den zur Mittelﬂäche parallelen Grundﬂächen. Alle weiteren
beschreibenden Größen sind dabei analog zum ebenen Verzerrungszustand Funktio-
nen in den Variablen x, y, jedoch nun als über die Scheibendicke gemittelte Werte
deﬁniert.
Vergleicht man beide Gleichgewichtszustände der ebenen Elastizitätstheorie, so
lässt sich das räumliche, vollständige System (1.11) im ebenen Fall wie folgt redu-
zieren:
∂σx
∂x
+
∂τxy
∂y
+X = 0,
∂τxy
∂x
+
∂σy
∂y
+ Y = 0,
σx = λe+ 2µ
∂u
∂x
, σy = λe+ 2µ
∂v
∂y
, τxy = µ
(
∂v
∂x
+
∂u
∂y
)
,
 (1.14)
mit e = ∂u
∂x
+ ∂v
∂y
. Hierbei ist zu beachten, dass im Fall des ebenen Spannungszustandes
die Verschiebungs- und Spannungskomponenten sowie die Volumenkräfte durch ihre
Mittelwerte über die Scheibendicke und die Materialkonstante λ durch λ? = 2λµ
λ+2µ
zu
ersetzen sind. Dies erlaubt eine formale Betrachtung der ebenen Theorie, wodurch
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im Folgenden auf eine Unterscheidung der ebenen Gleichgewichtszustände verzich-
tet werden kann. Für die Grundgleichungen der ebenen Elastizitätstheorie in den
Verschiebungen erhält man analog zum räumlichen Fall
µ∆u+ (λ+ µ)
∂e
∂x
+X = 0,
µ∆v + (λ+ µ)
∂e
∂y
+ Y = 0,

wobei e =
∂u
∂x
+
∂v
∂y
und ∆ =
∂2
∂x2
+
∂2
∂y2
.
1.2 Randwertprobleme der Elastostatik
In diesem Abschnitt soll kurz auf die in der linearen Elastizitätstheorie vorwiegend
auftretenden Randwertprobleme eingegangen werden, wobei im Wesentlichen den
Ausführungen in [Muskhelishvili 1971] gefolgt wird. Gegenstand der Betrachtungen
sei das vollständige System von Gleichungen (1.11) der Statik des elastischen Kör-
pers. Es ist nun die Frage zu klären, inwieweit durch (1.11) der elastische Gleich-
gewichtszustand des Körpers vollständig bestimmt ist, wenn die auf den Körper
wirkenden äußeren Belastungen5 und inneren Volumenkräfte bekannt sind. Dabei
gilt der elastische Gleichgewichtszustand als bestimmt, wenn die Spannungskom-
ponenten σx, σy, σz, τxy, τyz, τxz oder die Verschiebungen u, v, w in jedem Punkt des
Körpers bekannt sind. Daraus resultiert das folgende Randwertproblem.
Deﬁnition 1.1 (i. Randwertproblem). Gesucht ist der elastische Gleichgewichtszu-
stand des Körpers, wenn die an der Oberﬂäche des Körpers angreifenden äußeren
Kräfte vorgegeben sowie die Volumenkräfte bekannt sind.
In Bezug auf die Gleichungen (1.11) ist das i. Randwertproblem äquivalent zu
der Problemstellung, die Verschiebungen u und die Spannungen σ so zu bestim-
men, dass diese im ursprünglich eingenommenen Gebiet V des Körpers die Gleich-
gewichtsbedingungen (1.3) und außerdem auf dem Rand S des Körpers die nach
(1.2) gegebenen Spannungsrandbedingungen
n
σx = f1,
n
σy = f2,
n
σz = f3
5äußere Volumenkräfte und Flächenlasten
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befriedigen. Die Funktionen fi, i = 1, 2, 3 bezeichnen dabei die Komponenten des
auf die Randﬂäche wirkenden Spannungsvektors. Da sich das Randwertproblem auf
Normalableitungen der Verschiebungen bezieht, spricht man in diesem Zusammen-
hang auch von einer Randwertaufgabe mit Neumann-Randbedingung oder kurz einem
Neumannproblem.
Neben dieser Art von Randwertaufgaben sind in der Elastostatik auch solche
Probleme von Interesse, bei welchen die Verschiebungen auf dem Rand vorgegeben
werden.
Deﬁnition 1.2 (ii. Randwertproblem). Gesucht ist der elastische Gleichgewichts-
zustand des Körpers, wenn die Verschiebungen der Randpunkte des Körpers vorge-
geben sowie die Volumenkräfte bekannt sind.
Dies entspricht dem mechanischen Modell, dass jedem Punkt der Oberﬂäche S des
Körpers eine zur dort angreifenden Belastung äquivalente Verschiebung zugeordnet
und der elastische Gleichgewichtszustand unter dieser Verformung gesucht wird.
Daher führt das ii. Randwertproblem auf die Ermittlung einer Lösung, die auf dem
Rand S den Bedingungen
u = g1, v = g2, w = g3
genügt, wobei gi, i = 1, 2, 3 die auf der Randﬂäche vorgegebenen Verschiebungs-
funktionen in Richtung der jeweiligen Koordinatenachsen x, y, z bezeichnen. Im Fal-
le des ii. Randwertproblems werden also Funktionen der primären Größen u, v, w
auf dem Rand vorgegeben, wodurch man daher auch von einer Randwertaufgabe mit
Dirichlet-Randbedingung oder kurz einem Dirichletproblem spricht.
Abschließend sei bemerkt, dass sich die meisten Anwendungsfälle in der linearen
Elastizitätstheorie auf die oben genannten Randwertprobleme i. und ii. Art oder
auf das gemischte Randwertproblem, bei dem sowohl Verschiebungen als auch äu-
ßere Spannungen auf Teilen des Randes vorgegeben werden, zurückführen lassen.
Selbstverständlich existieren in der Praxis neben diesen grundlegenden Formulie-
rungen auch zahlreiche andere Randwertprobleme, auf die im Rahmen dieser Arbeit
jedoch nicht näher eingegangen wird.
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1.3 Zusammenfassung
Ziel dieses einführenden Kapitels war es, die für diese Arbeit notwendigen Grundla-
gen und Bezeichnungen der linearen mathematischen Elastizitätstheorie einzuführen
und die systembeschreibenden Gleichungen für ein zwei- und dreidimensionales Kon-
tinuumsmodell anzugeben. Insbesondere sollte dabei die Invarianzeigenschaft des
Spannungstensors und die Zerlegung einer allgemeinen Deformation in einen homo-
genen Deformationsanteil und in den Anteil einer reinen Starrkörperverschiebung
herausgestellt werden, da sich diese Eigenschaften in expliziter Form auch in den
funktionentheoretischen Ansätzen wiederﬁnden lassen. Selbstverständlich gehören
die Betrachtungen der Elastostatik eines linear elastischen, homogenen, isotropen
Körpers zum heutigen Stand der Technik und könnten daher trivialerweise voraus-
gesetzt werden. Aus Gründen der Einheitlichkeit und Vergleichbarkeit der ebenen
und räumlichen funktionentheoretischen Verfahren wurde hier jedoch eine kurze
Einführung dieser bekannten Grundlagen gegeben, die sich aber bewusst auf das
Wesentliche beschränkt.
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Kapitel 2
Funktionentheoretische Methoden in
der Ebene und im Raum
Man darf nicht das, was uns unwahrscheinlich und unnatürlich
erscheint, mit dem verwechseln, was absolut unmöglich ist.
Carl Friedrich Gauß
Zur Lösung von ebenen Problemen der linearen Elastizitätstheorie existieren eine
Vielzahl verschiedener Methoden und Techniken. Ein theoretisch sehr bedeutendes
Verfahren ist in diesem Zusammenhang die Methode der komplexen Spannungsfunk-
tionen, welche hauptsächlich mit den Arbeiten von G.W. Kolosov [Kolosov 1909;
1914] und seinem Schüler N.I. Muskhelishvili [Muskhelishvili 1971] in Verbin-
dung gebracht wird. Im Vergleich zu herkömmlichen Methoden zeichnet sich der
komplexe Ansatz insbesondere dadurch aus, dass sich zum einen für eine bedeutend
große Klasse von Randwertproblemen der Elastostatik analytische Lösungsdarstel-
lungen mit Hilfe von komplexen Potenz- oder Laurentreihen gewinnen lassen, welche
zudem die systembeschreibende Diﬀerentialgleichung in jedem Punkt des betrachte-
ten Gebietes exakt erfüllen. Jeder Approximationsschritt repräsentiert daher einen
mechanisch möglichen Zustand des Strukturmodells, was im Vergleich zu einem
numerischen Verfahren die besondere Qualität des Ansatzes verdeutlicht. Zum an-
deren ist durch die Verwendung der Methode der komplexen Spannungsfunktionen
eine sehr gute Basis für weiterführende theoretische Betrachtungen im erhaltenen
Lösungsraum gegeben, da nun auch überaus eﬃziente funktionentheoretische Werk-
zeuge, wie beispielsweise konforme Abbildungstechniken oder die Integralformel von
Cauchy, für die Auswertung des Randwertproblems eingesetzt werden können.
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Ausgangspunkt bei der Konstruktion der so genannten Kolosov-Muskhelishvili
Formeln ist im ebenen Fall die Airysche Spannungsfunktion. Die Lösung der elas-
tischen Grundgleichungen für einen homogenen, isotropen Körper im ebenen Span-
nungs- oder Verzerrungszustand (1.14) lässt sich dabei äquivalent auf die Lösung
einer Bipotentialgleichung zurückführen. Eine umfangreiche Zusammenfassung der
historischen Entwicklung der zweidimensionalen Bipotentialgleichung mit zahlrei-
chen Querverweisen zur Airyschen Spannungsfunktion und zur linearen Elastizitäts-
theorie ﬁndet sich im Artikel von V.V. Meleshko [Meleshko 2003]. In der Folge
konnte dann, zuerst durch E. Goursat [Goursat 1898] angegeben, ein für den
komplexen Zugang überaus wichtiges Resultat bewiesen werden, nachdem sich je-
de biharmonische Funktion mit Hilfe von zwei holomorphen Funktionen ausdrücken
lässt. Dieses Resultat verbindet die lineare Elastizitätstheorie des euklidischen Vek-
torraumes R2 mit der komplexen Funktionentheorie in C, wodurch sich die Spannun-
gen und Deformationen über die bekannten Kolosov-Muskhelishvili Formeln (q.v.
[Muskhelishvili 1971]) ausdrücken lassen. Auf der Grundlage dieser Gleichungen
können für eine Vielzahl praktisch relevanter Anwendungsfälle sehr gute analyti-
sche Lösungsdarstellungen erhalten werden.
Ein wichtiger Anwendungsbereich ist in diesem Zusammenhang die ebene lineare
Bruchmechanik, der die Methode der komplexen Spannungsfunktion als theoretische
Ausgangsbasis dient. Hier konstruiert man analytische Lösungen für das Rissspit-
zennahfeld durch komplexe Orthogonalreihenentwicklungen der holomorphen Funk-
tionen Φ und Ψ, welche die Ordnung der Singularität exakt wiedergeben [Muskhe-
lishvili 1971, Westergaard 1939]. Aus diesen zumeist in expliziter Form erhaltenen
Lösungsdarstellungen lassen sich schließlich die für die praktische Anwendung sehr
wichtigen bruchmechanischen Kenngrößen, wie beispielsweise Spannungsintensitäts-
faktoren oder die Energiefreisetzungsrate, ableiten. Daher stellt sich zwangsläuﬁg die
Frage nach einer Verallgemeinerung dieses sehr eﬃzienten Verfahrens auf den räum-
lichen Fall. Erste Versuche hierzu wurden durch G.N. Polozhij [Polozhij 1973] un-
ternommen, welcher unter Verwendung p-analytischer Funktionensysteme räumliche
Spannungs- und Verschiebungsdarstellungen zunächst für den axial-symmetrischen
Fall konstruierte. Diese Ansätze wurden später durch O.G. Goman [Goman 1984]
auch auf den allgemeinen Spannungszustand übertragen, wonach man für jeden
Term der Fourierreihe räumliche Darstellungsformeln erhielt und diese als Verall-
gemeinerung der ebenen Ansätze interpretierte. Ein anderer Zugang wurde durch
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A.A. Pimenov und V.I. Pushkarev [Pimenov & Pushkarev 1991] verfolgt, wel-
che unter Verwendung reeller Quaternionen eine Randintegraldarstellung für das i.
Randwertproblem der linearen Elastizitätstheorie angeben konnten. Vergleicht man
allerdings die Methode der komplexen Spannungsfunktionen mit herkömmlichen
Verfahren, so liegt der wesentliche Vorteil der Methode in der Verwendung holo-
morpher Funktionen und den daraus resultierenden funktionentheoretischen Werk-
zeugen. Vor diesem Hintergrund erscheinen die im Vorangegangenen eingeführten
Ansätze als wenig praktikabel. Erste Versuche auch räumliche Verallgemeinerungen
der komplex-holomorphen Funktionen zur Beschreibung zu verwenden, ﬁnden sich
in [Tsalik 1995]. Eine systematische Übertragung der komplexen Methodik auf die
dort erhaltenen räumlichen Darstellungsformeln wurde dabei jedoch nur ansatzweise
untersucht.
Dieses Kapitel widmet sich daher den funktionentheoretischen Methoden der linea-
ren Elastizitätstheorie in der Ebene und im Raum mit dem Ziel, die ebenen Kolosov-
Muskhelishvili Formeln auf der Grundlage räumlich-holomorpher Funktionen auf
den R3 zu übertragen. Dabei wird wie folgt vorgegangen: Im zweiten Abschnitt
dieses Kapitels wird zunächst die Methode der komplexen Spannungsfunktionen in
ihren Grundzügen eingeführt. Ferner werden einige wichtige Eigenschaften zur Lö-
sung ebener Randwertaufgaben betrachtet, welche insbesondere die komplexwertige
Struktur des Lösungsansatzes nutzen. Bei der Verallgemeinerung auf den räumlichen
Fall sollen dann vor allem die Analogien und Einschränkungen bezüglich der ebe-
nen Theorie herausgearbeitet werden. Daher beschäftigt sich der dritte Abschnitt
zunächst mit den Grundlagen der Algebra reeller Quaternionen. Schließlich werden
im vierten Abschnitt die ebenen Kolosov-Muskhelishvili Formeln in systematischer
Weise auf den räumlichen Fall verallgemeinert, indem die Klasse der H-holomorphen
Funktionen, welche als räumliches Analogon der holomorphen Funktionen verstan-
den werden, konsequent bei der Konstruktion verwendet wird.
2.1 Methode der komplexen Spannungsfunktionen
Die theoretische Grundlage für die Methode der komplexen Spannungsfunktionen
bildet die komplexe Darstellung der allgemeinen Lösung für die Grundgleichungen
der ebenen Elastizitätstheorie. Um die Analogie zu den in dieser Arbeit entwickelten
räumlichen Darstellungsformeln zu verdeutlichen, sollen in diesem Abschnitt die
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komplexen Ansätze kurz eingeführt werden. Für ein vertieftes Studium sei auf das
Standardwerk [Muskhelishvili 1971] oder die Monographie [Lu 1995] verwiesen.
Gegenstand der folgenden Betrachtungen ist das ebene, vollständige System (1.14)
bei verschwindenden Volumenkräften
∂σx
∂x
+
∂τxy
∂y
= 0,
∂τxy
∂x
+
∂σy
∂y
= 0,
σx = λe+ 2µ
∂u
∂x
, σy = λe+ 2µ
∂v
∂y
, τxy = µ
(
∂v
∂x
+
∂u
∂y
)
.
 (2.1)
Der klassische Ansatz beruht nun auf der Überlegung, eine allgemeine Funktion
U(x, y) einzuführen, welche zunächst die Gleichgewichtsbedingungen in (2.1) erfüllt.
Die Spannungskomponenten in Abhängigkeit von U ergeben sich dann zu
σx =
∂2U
∂y2
, σy =
∂2U
∂x2
, τxy = − ∂
2U
∂x∂y
. (2.2)
Diese Beziehungen wurden erstmals im Jahre 1862 durch G.B. Airy angegeben,
wodurch U auch als Airysche Spannungsfunktion bezeichnet wird. Durch Einsetzen
der verbleibenden Gleichungen aus (2.1) in die Gleichgewichtsbedingungen erhält
man nach einfacher Rechnung (cf. [Lu 1995]) die Beziehung
∆(σx + σy) = 0.
Diese Gleichung entspricht den Saint-Vernantschen Verträglichkeitsbedingungen (1.8)
für die Ebene und wird daher auch als Kompatibilitätsgleichung bezeichnet. Mit (2.2)
folgt sofort, dass σx + σy = ∆U und damit
∆∆U = 0.
Auf diese bedeutende Charakterisierung der Airyschen Spannungsfunktion wurde
erstmalig von J.C. Maxwell [Maxwell 1868] hingewiesen, wonach sich also das
vollständige System (2.1) von fünf gekoppelten Diﬀerentialgleichungen i. Ordnung
äquivalent auf eine Bipotentialgleichung und damit auf eine homogene partielle Dif-
ferentialgleichung iv. Ordnung in der unbekannten Funktion U zurückführen lässt.
Setzt man nun U als bekannt voraus, so ergeben sich die Spannungskomponenten
σx, σy, τxy direkt aus den Beziehungen (2.2). Die Verschiebungskomponenten u, v
in Abhängigkeit der Airy-Funktion erhält man durch Umformung und Integration
(q.v. [Muskhelishvili 1971]) der Spannungs-Verschiebungsbeziehungen in (2.1), was
letztendlich auf die Beziehungen
2µu = −∂U
∂x
+
2(λ+ 2µ)
λ+ µ
p, 2µv = −∂U
∂y
+
2(λ+ 2µ)
λ+ µ
q (2.3)
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führt. Hierbei bezeichnen p, q zwei harmonische Funktionen, welche ferner als Kom-
ponenten einer holomorphen Funktion ϕ(z) = p + iq deﬁniert sind und durch die
Beziehungen P = 4 ∂p
∂x
= 4 ∂q
∂y
und ∆U = P mit der Spannungsfunktion U in Be-
ziehung gesetzt werden. Den theoretischen Hintergrund hierzu liefert der folgende
Darstellungssatz.
Theorem 2.1 (Darstellungssatz von Goursat in C). Für jede Lösung U ∈ C4(Ω;R)
der Bipotentialgleichung ∆∆U = 0 in einem einfach zusammenhängenden Gebiet
Ω ⊂ C existieren zwei holomorphe Funktionen ϕ und ψ, so dass
U(z) =
1
2
(
z¯ϕ(z) + zϕ(z) + ψ(z) + ψ(z)
)
= Re
[
z¯ϕ(z) + ψ(z)
]
,
wobei z = x+ iy.
Beweis. Der Beweis soll im Folgenden nur kurz skizziert werden. Eine ausführli-
che Herleitung des Satzes mit Querverweisen zum ursprünglichen Resultat von E.
Goursat [Goursat 1898] ﬁndet sich in [Muskhelishvili 1971].
Nach Voraussetzung ist durch P := ∆U eine in einem einfach zusammenhängen-
den Gebiet Ω harmonische Funktion deﬁniert. Dann gibt es in Ω eine zu P konjugiert
harmonische Funktion Q, welche bis auf eine additive Konstante eindeutig bestimmt
ist. Durch f(z) := P + iQ ist damit eine in Ω holomorphe Funktion erklärt. Mit
ϕ(z) := p+ iq =
1
4
∫
f(z) dz
zeigt man leicht, dass ∆ [U − px− qy] = 0. Damit ist durch p1 := U−px−qy eine in
Ω harmonische Funktion deﬁniert, für die sich ebenfalls eine konjugiert harmonische
Funktion q1 bestimmen lässt, so dass ψ(z) := p1 + iq1 holomorph in Ω ist. Schließlich
erhält man
U(z) = p x+ q y + p1 =
1
2
(
z¯ϕ(z) + zϕ(z) + ψ(z) + ψ(z)
)
und somit die Behauptung des Theorems.
Mit Hilfe des Darstellungssatzes lassen sich nun auch die Spannungs- (2.2) und
die Verschiebungskomponenten (2.3) in eine C-wertige Darstellung
σx + σy = 2
(
ϕ′(z) + ϕ′(z)
)
= 4 Re
[
ϕ′(z)
]
,
σy − σx + 2iτxy = 2
(
z¯ϕ′′(z) + ψ′(z)
)
,
2G (u+ iv) = κϕ(z)− zϕ′(z)− ψ(z),

(2.4)
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überführen, wobei κ = λ+3µ
λ+µ
= 3 − 4ν. Diese Gleichungen wurden erstmals durch
G.W Kolosov [Kolosov 1909] angegeben und später durch die Arbeiten von N.I.
Muskhelishvili theoretisch ausgebaut. Daher werden diese Gleichungen als kom-
plexe Spannungs- bzw. Verschiebungsfunktionen oder allgemein als Kolosov-Muskhe-
lishvili Formeln bezeichnet.
Der Spannungs- bzw. Verschiebungszustand des Körpers lässt sich demzufolge
durch zwei holomorphe Funktionen ϕ(z) und ψ(z) beschreiben, welche durch die
Gleichungen (2.4) jedoch nicht eindeutig festgelegt werden. Bei vorgegebenem Span-
nungszustand ist
(i) die Funktion ϕ(z) bis auf den Term Ciz + γ und
(ii) die Funktion ψ(z) bis auf den Term γ′
bestimmt. Hierbei bezeichnet C eine reelle Konstante, und γ, γ′ sind komplexe Kon-
stanten. Demnach lässt eine Addition der zusätzlichen Terme aus (i) bzw. (ii) den
Spannungszustand des Körpers unverändert. Wie sich zeigen lässt, korrespondieren
zu diesen Anteilen gerade die Starrkörperverschiebungen u0 + iv0 in der Ebene, die
sich in komplexer Form durch
u0 + iv0 =
(κ + 1)C
2G
iz +
κγ − γ′
2G
angeben lassen. Das bedeutet also, dass eine Addition der beliebigen Terme aus (i)
und (ii) nur dann keine Verschiebungen des Gesamtkörpers hervorruft, wenn C = 0
und κγ − γ′ = 0 gilt. Diese bezüglich der Spannungs- bzw. Verschiebungsansätze
frei wählbaren Konstanten können je nach Zweckmäßigkeit vorgegeben werden. Auf
diese Fragestellung wird jedoch im räumlichen Fall näher eingegangen und einige
Möglichkeiten zur Festlegung der freien Konstanten angegeben.
Prinzipiell dienen die Kolosov-Muskhelishvili Formeln (2.4) dann als methodi-
sche Grundlage um Randwertprobleme der ebenen Elastostatik durch Potenz- oder
Laurentreihenentwicklungen der holomorphen Funktionen näherungsweise zu lösen
und weiterführende funktionentheoretische Fragestellungen anhand der Lösung zu
untersuchen. Dies würde jedoch an dieser Stelle zu weit führen, da sich in der räumli-
chen Funktionentheorie bereits die Konstruktion geeigneter Reihenentwicklungen als
sehr schwierig und aufwendig erweist. Daher wird die theoretische Betrachtung der
Methode der komplexen Spannungsfunktionen an dieser Stelle nicht weiter vertieft
und sich nun gezielt mit der räumlichen Verallgemeinerung des komplexen Ansatzes
beschäftigt.
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2.2 Grundlagen der räumlichen Funktionentheorie
Als theoretische Grundlage für die Herleitung eines räumlichen Analogons der ebe-
nen Kolosov-Muskhelishvili Formeln, werden zunächst verallgemeinerte funktionen-
theoretische Ansätze benötigt, die neben der rein formellen Darstellung der Me-
chanik des räumlichen Kontinuums vor allem die überaus wichtigen theoretischen
Werkzeuge, wie beispielsweise verallgemeinerte Orthogonalreihenentwicklungen oder
die Integralformel von Cauchy, bereitstellen. Eine für diese Belange geeignete alge-
braische Struktur ist durch den Schiefkörper der reellen Quaternionen gegeben. Die
Entdeckungsgeschichte der Quaternionen ist maßgeblich mit dem Namen des iri-
schen Mathematikers Sr. W.R. Hamilton verknüpft, welcher im Jahre 1843 die
Quaternionen
q = a+ bi + cj + dk
als geordnete Quadrupel q = (a, b, c, d) reeller Zahlen a, b, c, d ∈ R einführte. Da-
bei bezeichnen i, j,k die imaginären Einheiten der Quaternion, welche ferner den
Multiplikationsregeln
i2 = j2 = k2 = −1,
ij = −ji = k, jk = −kj = i, ki = −ik = j
unterworfen sind. In Analogie zum komplexen Zahlenkörper C lassen sich demnach
auf dem Schiefkörper reeller Quaternionen H alle algebraischen Verknüpfungen bis
auf die Kommutativität der multiplikativen Gruppe deﬁnieren.
Inspiriert durch die hamiltonsche Idee der Quaternionen als Verallgemeinerung
der komplexen Zahlen auf den R4 und durch die von H.G. Grassmann richtungs-
weisende Arbeit Die lineale Ausdehnungslehre, legteW.K. Clifford in den Jahren
1876-1878 die Grundlagen für eine universelle, geometrische Algebra im Rn, welche
heutzutage als Cliﬀord-Algebra C`p,q, p ∈ {0, . . . , n}, q := n−p bezeichnet wird. Mit
Hilfe der Cliﬀord-Algebren lassen sich geometrische Aspekte in einfacher Weise auf
höherdimensionale Funktionenräume abbilden, wodurch sie insbesondere für viele
Bereiche der mathematischen und theoretischen Physik, wie beispielsweise der Dif-
ferentialgeometrie oder der Quantenphysik, eine große praktische Bedeutung besit-
zen. Eine systematische Grundlage einer solchen verallgemeinerten Funktionentheo-
rie wurde insbesondere in [Brackx et al. 1982] gelegt und deren praktische Eﬃzienz
bei der Anwendung auf die Lösung partieller Diﬀerentialgleichungen [Gürlebeck &
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Sprößig 1989; 1997] oder auf Probleme der mathematischen Physik [Kravchenko &
Shapiro 1996, Kravchenko 2003] aufgezeigt.
Da eine Betrachtung der kontinuumsmechanischen Ansätze vor dem Hintergrund
einer universellen Cliﬀord-Algebra C`p,q im Rn für n > 3 nur in wenigen Ausnah-
mefällen sinnvoll erscheint und ferner Missverständnisse infolge der verwendeten
Notation vermieden werden sollen, wird sich im Rahmen dieser Arbeit ausdrück-
lich auf die Algebra reeller Quaternionen beschränkt. Im Folgenden werden daher
zunächst einige grundlegende Begriﬀe und Notationen eingeführt und die in dieser
Arbeit verwendeten H-wertigen Funktionenräume angegeben.
2.2.1 Der Schiefkörper H reeller Quaternionen
Der Schiefkörper reeller Quaternionen wird zunächst als Erweiterungskörper der
reellen Zahlen deﬁniert.
Deﬁnition 2.1. Die Menge H :=
{
a : a = (a0, a1, a2, a3), ak ∈ R, k = 0, 1, 2, 3
}
sei
die Menge der geordneten Quadrupel reeller Zahlen. Die Zahlen a0, a1, a2, a3 heißen
Koordinaten von a. Zwei Quadrupel a = (a0, a1, a2, a3) und b = (b0, b1, b2, b3) sind
genau dann gleich, wenn die Koordinaten einzeln gleich sind: ak = bk, k = 0, 1, 2, 3.
Die Addition wird dabei koordinatenweise deﬁniert:
a + b := (a0 + b0, a1 + b1, a2 + b2, a3 + b3),
ebenso die Multiplikation mit einer reellen Zahl λ
λa := (λa0, λa1, λa2, λa3).
Die Multiplikation wird als lineare Fortsetzung der Multiplikation der Basiselemente
eingeführt, dabei wird die Standardbasis des R4, e0 := (1, 0, 0, 0), e1 := (0, 1, 0, 0),
e2 := (0, 0, 1, 0), e3 := (0, 0, 0, 1), benutzt: e0 soll das Einselement der Multiplikation
sein, die anderen drei Basiselemente genügen den Multiplikationsregeln
eiej + ejei = −2δij e0, i, j = 1, 2, 3,
e1e2 = e3, e0ei = eie0 = ei, i = 0, 1, 2, 3,
wobei δij das Kroneckersymbol bezeichnet.
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Betrachtet man nun den R4 als reellen Vektorraum und identiﬁziert ferner den
Vektor a = (a0, a1, a2, a3)T ∈ R4 mit der reellen Quaternion
a = a0e0 + a1e1 + a2e2 + a3e3 =
3∑
k=0
akek,
so lässt sich dieser strukturell in H einbetten. Es sei darauf hingewiesen, dass in al-
len weiteren Ausführungen das Einselement der Multiplikation e0 nur dort explizit
verwendet wird, wo es entweder zur Vereinfachung der Darstellung oder zur Ver-
meidung von Missverständnissen bei der Notation notwendig ist. In allen anderen
Fällen wird darauf verzichtet.
Im Weiteren sollen nun einige Begriﬀe eingeführt werden, die sich allerdings nur
geringfügig von der im Komplexen verwendeten Bezeichnungsweise unterscheiden.
Gegeben sei eine Quaternion a = a0 + a1e1 + a2e2 + a3e3. Die reelle Zahl a0 wird
als Skalarteil Sc(a) und die vektorielle Komponente a := a1e1 + a2e2 + a3e3 als
Vektorteil Vec(a) der Quaternion a = a0 + a bezeichnet. Analog dem komplexen
Fall, erhält man durch a¯ = a0 − a die zu a konjugierte Quaternion, wodurch sich
Skalar- und Vektorteil durch
Sc(a) =
a + a¯
2
und Vec(a) =
a− a¯
2
berechnen lassen. Weiterhin wird durch |a| := √aa¯ =
√∑3
k=0 a
2
k der Betrag einer
Quaternion deﬁniert. Demnach ist dieser äquivalent zur euklidischen Norm eines
entsprechenden Vektors im R4. Anhand der eingeführten Operationen lassen sich
weitere Rechenregeln und Beziehungen ableiten, welche hier nur kurz zusammenge-
fasst werden.
Lemma 2.1. Für die Quaternionen a,b ∈ H und λ ∈ R gelten die folgenden
Beziehungen:
(i) aa = aa = |a|2, (ii) a−1 = a|a|2 , a 6= 0,
(iii) λa = λa, (iv) a = a,
(v) a + b = a + b, (vi) ab = b a,
(vii) |ab| = |a||b|, (viii) |a¯| = | − a| = |a|,
(ix) (ab)−1 = b−1a−1, ab 6= 0, (x) |Sc(a)| ≤ |a|, |Vec(a)| ≤ |a|,
(xi) |a + b| ≤ |a|+ |b|, (xii) ||a| − |b|| ≤ |a− b|.
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Wie bereits einführend erläutert, besteht eine wichtige Teilaufgabe dieser Arbeit
darin, die ebenen Kolosov-Muskhelishvili Formeln auf den räumlichen Fall, also auf
den R3, zu übertragen. Daher wird außerdem die Aufspannung
A := spanR{1, e1, e2}
in H betrachtet. Jeder Vektor x = (x, y, z)T ∈ R3, x, y, z ∈ R des reellen Vektor-
raums R3 kann dann durch die Identiﬁkation mit der reduzierten Quaternion
x = x+ ye1 + ze2 ∈ A
als Einbettung in der Teilmenge A verstanden werden. Aus diesem Grund wird im
Folgenden das Symbol x sowohl für die Darstellung eines Punktes im R3 als auch für
die Bezeichnung der reduzierten Quaternion verwendet. Es sei jedoch ausdrücklich
darauf hingewiesen, dass zwar die Teilmenge A einen reell-linearen Unterraum von
H aufspannt, jedoch bezüglich der Quaternionenmultiplikation nicht abgeschlossen
ist und demzufolge keine Unteralgebra von H bildet. Des Weiteren sei erwähnt,
dass die Bezeichnung der Koordinatenachsen mit x,y,z bereits an die gebräuchliche
Bezeichnungsweise in der klassischen Elastizitätstheorie angepasst wurde, der in
dieser Arbeit prinzipiell gefolgt wird.
2.2.2 Räume H-wertiger Funktionen
In diesem Abschnitt werden neben der formalen Deﬁnition von H-wertigen Funk-
tionen einige Funktionenräume eingeführt, die für die in dieser Arbeit entwickelten
Methoden und Nachweiskonzepte notwendig sind. Eine wichtige Rolle spielt dabei
die Klasse der H-holomorphen (monogenen) Funktionen, welche Lösungen eines ver-
allgemeinerten Cauchy-Riemann Systems sind und somit als räumliches Analogon
zur Klasse der holomorphen Funktionen in C betrachtet werden. In diesem Zusam-
menhang wird das Konzept der hyperkomplexen Ableitung erläutert und wichtige
Diﬀerentialoperatoren auf der Grundlage des verallgemeinerten Cauchy-Riemann
Operators deﬁniert.
Es sei Ω ⊂ R3 oﬀen und stückweise glatt berandet. Als eine quaternionenwertige
Funktion f bezeichnet man die Abbildung
f : Ω→ H,
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so dass
f(x) =
3∑
i=0
f i(x)ei, x ∈ Ω.
Die Koordinaten f i : Ω → R, i = 0, 1, 2, 3 sind dabei als reelle Funktionen in
Ω deﬁniert. In Analogie zur komplexen Funktionentheorie werden auch in der hy-
perkomplexen Theorie Funktionen als stetig, reell-diﬀerenzierbar oder -integrierbar
bezeichnet, falls diese Eigenschaften auch auf alle Koordinaten f i, i = 0, 1, 2, 3 derH-
wertigen Funktion f zutreﬀen. Infolge der reellen Diﬀerenzier- und Integrierbarkeit
lassen sich Räume mehrdimensionaler Funktionen nun auch vor dem Hintergrund
reeller Funktionenräume betrachten. Gegenstand der folgenden Betrachtungen sind
stets Funktionen f : G→ Y, G ⊂ X, wobei
X gleich R, C, A, H, Rn und Y gleich R, C, A, H, Rn
sein kann, jeweils mit der üblichen euklidischen Metrik versehen.
Deﬁnition 2.2. Es sei wie gewöhnlich ∇ :=
(
∂
∂x
, ∂
∂y
, ∂
∂z
)T
der Napla-Operator im
R3. Mit dem Multiindex k = (k0, k1, k2), |k| = k0 +k1 +k2, ki ∈ N0, i = 0, 1, 2 werde
durch das Symbol
∇k := ∂
k0
∂xk0
∂k1
∂yk1
∂k2
∂zk2
=
∂|k|
∂xk0 ∂yk1 ∂zk2
die partielle Ableitung zur Ordnung |k| erklärt. Bezüglich des Gebietes G ⊂ X einer
Funktion f : G→ Y seien die folgenden Funktionenräume deﬁniert:
(i) C(G;Y ), Raum aller auf G stetigen Funktionen;
(ii) Cm(G;Y ), Raum aller auf G m-mal reell stetig diﬀerenzierbaren Funktionen,
so dass ∇αf ∈ C(G;Y ) für |α| ≤ m, wobei m eine nicht-negative ganze Zahl
ist;
(iii) C∞(G;Y ), Raum aller Funktionen f auf G, welche alle Ableitungen ∇α be-
liebig hoher Ordnung besitzen;
(iv) L2(G;Y ), Hilbert-Raum aller Funktionen f , für die |f | quadratisch integrierbar
bezüglich des Lebesgue-Maßes dV auf G ist, i.e.
L2(G;Y ) =
{
f :
(∫
G
|f |2dV
)1/2
<∞
}
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und dem zugehörigen inneren Produkt
< f, g >L2(G;Y ) :=
∫
G
f(x)g(x)dV ;
(v) Wm,2(G;Y ), Sobolev-Raum aller Äquivalenzklassen von Funktionen f ∈L2(G;Y ),
deren Ableitungen ∇αf für |α| ≤ m zu L2(G;Y ) gehören, wobei m eine nicht-
negative ganze Zahl ist. Für m = 0 ist bekanntlich W 0,2(G;Y ) = L2(G;Y );
Es sei darauf hingewiesen, dass bei mehrdimensionalem Y die an f gestellten Be-
dingungen bezüglich der Diﬀerenzierbarkeit durch die Komponenten f i erfüllt sein
müssen.
Der in Paragraph (iv) der Deﬁnition 2.2 eingeführte allgemeine Hilbert-Raum soll
im Folgenden für den Sonderfall eines Gebietes Ω ⊂ R3 mit Funktionen f : Ω→ H
betrachtet werden. Durch L2(Ω;H;R) wird nun einerseits der R-lineare Hilbert-
Raum quadratisch integrierbarer H-wertiger Funktionen mit dem zugehörigen R-
wertigen inneren Produkt
< f, g >(Ω;R) = Sc
∫
Ω
f¯ g dV (2.5)
und andererseits durch L2(Ω;H;H) der H-lineare Hilbert-Raum quadratisch inte-
grierbarer H-wertiger Funktionen mit dem zugehörigen H-wertigen inneren Produkt
< f, g >(Ω;H) =
∫
Ω
f¯ g dV (2.6)
eingeführt, wobei dV das Lebesgue-Maß im R3 bezeichnet. Hintergrund der unter-
schiedlichen Betrachtungsweise ist, dass die durch beide inneren Produkte (2.5) und
(2.6) induzierten Normen identisch sind und daher zum gleichen Konvergenzbegriﬀ
führen. Die strukturellen Eigenschaften der erzeugten Räume sind jedoch sehr un-
terschiedlich, was insbesondere bei der Betrachtung polynomialer Orthogonalreihen1
in H deutlich wird. Im Rahmen dieser Arbeit sind beide Sichtweisen von Bedeutung,
da sich beispielsweise für einige theoretische Problemstellungen eine feinere Raum-
struktur, induziert durch das R-wertige innere Produkt (2.5), als sehr vorteilhaft2
erweist. An den Stellen der Arbeit, wo die jeweilige Hilbert-Raumstruktur mit dem
zugeordneten inneren Produkt maßgeblich von Bedeutung ist, wird dies durch die
1cf. Kapitel 3.2.4 und Kapitel 3.2.5
2cf. Kapitel 4.1
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erweiterte Bezeichnung L2(Ω;H; K) kenntlich gemacht, wobei K = R oder K = H.
In allen anderen Fällen wird die einfache Notation verwendet.
Es sei ferner angemerkt, dass aufgrund der Nichtkommutativität des Schiefkör-
pers H die eingeführten Hilbert-Räume L2(Ω;H;R) und L2(Ω;H;H) zudem als links-
bzw. rechts-lineare Räume betrachtet werden können. Da sich jedoch alle weiteren
Ausführungen in dieser Arbeit ausschließlich auf rechts-lineare Hilbert-Räume bezie-
hen, kann auf eine explizite Unterscheidung verzichtet werden. Natürlich lassen sich
alle erhaltenen Resultate in ähnlicher Weise auch auf links-lineare Hilbert-Räume
übertragen.
2.2.3 Die Klasse der H-holomorphen Funktionen
In der komplexen Funktionentheorie ist die Klasse der holomorphen Funktionen von
zentraler Bedeutung, welche im Allgemeinen als Lösungen eines Systems von parti-
ellen Diﬀerentialgleichungen, der Cauchy-Riemann Gleichungen, eingeführt werden.
Auf der Grundlage der Holomorphie C-wertiger Funktionen lässt sich die wichtige
Eigenschaft der komplexen Diﬀerenzierbarkeit erklären und ferner bedeutende Inte-
gralformeln und Nachweisprinzipien ableiten. Neben dem Begriﬀ holomorph werden
häuﬁg auch die Begriﬀe regulär oder monogen gebraucht.
Als Verallgemeinerung dieser zentralen Funktionenklasse auf die Algebra reeller
Quaternionen versteht man die Klasse derH-holomorphen (monogenen) Funktionen.
Diese soll im Folgenden ausführlich eingeführt werden und das Konzept der hyper-
komplexen Diﬀerenzierbarkeit nach H.R. Malonek und K. Gürlebeck kurz er-
läutert werden. Außerdem werden einige strukturelle Eigenschaften H-holomorpher
Funktionen, wie beispielsweise die Funktionenklasse der monogenen Konstanten oder
die Faktorisierung des Laplace-Operators, aufgezeigt. Bei der Bezeichnung der Ope-
ratoren wird die im Lehrbuch [Gürlebeck et al. 2006] eingeführte Notation ver-
wendet, welche die klassische Bezeichnungsweise der komplexen Funktionentheorie
systematisch auf den räumlichen Fall erweitert, allerdings genau entgegengesetzt zur
historisch gewachsenen Standardnotation in der Cliﬀord-Analysis (e.g. [Brackx et al.
1982]) ist.
Diﬀerenzierbarkeit und Holomorphie in H
Im Gegensatz zur Algebra reeller oder komplexer Zahlen ist der Begriﬀ der Diﬀe-
renzierbarkeit in H weitaus schwieriger zu deﬁnieren und führt bei der Verallgemei-
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nerung der reellen bzw. komplexen Ansätze nicht in jedem Fall zum gewünschten
Resultat. Aus dem Versuch, die Diﬀerenzierbarkeit in H mit Hilfe des Diﬀerenzen-
quotienten zu erhalten, resultierte bereits im Jahre 1947 die von N.M. Krylov
[Krylov 1947] und A.S. Mejlikhzhon [Mejlikhzhon 1948] getroﬀene Feststellung:
Theorem 2.2. Im Gebiet Ω ⊂ H sei eine reell stetig diﬀerenzierbare Funktion
f ∈ C1(Ω;H) gegeben. Falls überall in Ω der Grenzwert
lim
h→0
h−1 [f(x + h)− f(x)] =: ′f(x)
existiert, so hat f in Ω die Form
f(x) = a + xb (a,b ∈ H).
Beweis. Ein Beweis dieses Theorems ﬁndet sich in [Gürlebeck et al. 2006].
Die Diﬀerenzierbarkeit im Sinne des Diﬀerenzenquotienten ist demzufolge in H
nur für eine kleine Klasse von linearen Funktionen erklärt und erscheint somit
aus funktionentheoretischer Sicht als wenig praktikabel. Ein anderer Zugang wur-
de durch A. Sudbery [Sudbery 1979] verfolgt, welcher eine reguläre Funktion
f : R4 → H durch die Existenz ihrer quaternionischen Ableitung deﬁnierte. Aus-
gangspunkt der Betrachtung war hierbei die lineare Approximierbarkeit, welche im
Reellen bekanntlich mit der Existenz des Grenzwertes des Diﬀerenzenquotienten
gleichwertig ist. Im Höherdimensionalen sind diese unterschiedlichen Zugänge aller-
dings nicht mehr äquivalent, wodurch sich eine weitere Möglichkeit für die Deﬁnition
der Diﬀerenzierbarkeit in H ergibt. Verfolgt man ein analoges Vorgehen wie in der
komplexen Funktionentheorie, so ist zuerst die quaternionische Form des totalen Dif-
ferentials für eine reell stetig diﬀerenzierbare H-wertige Funktion herzuleiten. In An-
lehnung an die Ausführungen in [Gürlebeck et al. 2006] sei dazu durch f ∈ C1(Ω;H)
eine in einem Gebiet Ω ⊂ R3 reell stetig diﬀerenzierbare Funktion gegeben. Zunächst
erhält man
df =
∂f
∂x
dx+
∂f
∂y
dy +
∂f
∂z
dz = dx
∂f
∂x
+ dy
∂f
∂y
+ dz
∂f
∂z
.
Die Diﬀerentiale dx, dy, dz lassen sich mit Hilfe der reduzierten Quaternion x und
ihrer Konjugierten x¯ durch
dx =
1
2
(dx + dx¯), dy =
1
2
(e1dx¯− dxe1), dz = 1
2
(e2dx¯− dxe2)
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ausdrücken, wodurch man nach entsprechendem Einsetzen die Beziehung
df =
1
2
[
∂f
∂x
(dx + dx¯) +
∂f
∂y
(e1dx¯− dxe1) + ∂f
∂z
(e2dx¯− dxe2)
]
=
1
2
(
∂f
∂x
+
∂f
∂y
e1 +
∂f
∂z
e2
)
dx¯ +
1
2
(
∂f
∂x
dx− ∂f
∂y
dx e1 − ∂f
∂z
dx e2
)
erhält. Hierbei ist zu erkennen, dass sich das Diﬀerential dx¯ isolieren lässt. Der als
Faktor auftretende partielle Diﬀerentialoperator wird als verallgemeinerter Cauchy-
Riemann-Operator
∂¯ :=
∂
∂x
+
∂
∂x
=
∂
∂x
+ e1
∂
∂y
+ e2
∂
∂z
(2.7)
bezeichnet, welcher in Bezug auf die komplexe Funktionentheorie als räumliche Ent-
sprechung des ebenen Cauchy-Riemann-Operators ∂¯ = ∂
∂x
+ i ∂
∂y
verstanden wird.
Der korrespondierende konjugierte verallgemeinerte Cauchy-Riemann-Operator
∂ :=
∂
∂x
− ∂
∂x
=
∂
∂x
− e1 ∂
∂y
− e2 ∂
∂z
, (2.8)
der folglich den konjugierten Cauchy-Riemann-Operator ∂ = ∂
∂x
− i ∂
∂y
in C verallge-
meinert, tritt in der obigen Formel hingegen nur verschränkt mit den Diﬀerentialen
auf, was eine Auﬂösung nach dem Diﬀerential dx verhindert. Betrachtet man zum
Vergleich den komplexen Fall, so resultieren diese Schwierigkeiten bei der Auﬂösung
zum einen aus der Nicht-Kommutativität der quaternionischen Multiplikation und
zum anderen aus der Tatsache, dass bereits die Variable x die Gleichung ∂¯x = 0
nicht erfüllt und somit für die lineare Approximation ungeeignet ist. Diese Probleme
konnten unter Verwendung der Fueter-Variablen [Fueter 1935]
z1 := −1
2
(e1x + xe1) = y − xe1,
z2 := −1
2
(e2x + xe2) = z − xe2
 (2.9)
gelöst werden, wobei
{(z1, z2) : z1 = y − xe1, z2 = z − xe2} ∼= R3 ∼= A.
Im Gegensatz zur Variablen x erfüllen nun beide Variablen zk, k = 1, 2 die Bedin-
gungen ∂¯zk = 0 bzw. zk∂¯ = 0, was mit den Beziehungen
dy = dz1 + dx e1 und dz = dz2 + dx e2
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auf die neue Darstellung des Diﬀerentials
df = (f∂¯)dx+
∂f
∂y
dz1 +
∂f
∂z
dz2 = (∂¯f)dx+ dz1
∂f
∂y
+ dz2
∂f
∂z
führt. Verlangt man ferner das f∂¯ = 0 bzw. ∂¯f = 0, so entspricht dies der rechts-
bzw. linksseitigen linearen Approximation durch
`(x) =
2∑
k=1
akzk bzw. `(x) =
2∑
k=1
zkak.
Daraus resultiert die von H.R. Malonek [Malonek 1987] angegebene Deﬁnition
der H-Holomorphie.
Deﬁnition 2.3. Die Funktion f ∈ C1(Ω;H) sei im Gebiet Ω ⊂ R3 reell stetig
diﬀerenzierbar. Dann heißt f rechts-H-holomorph in Ω, wenn in jedem Punkt x ∈ Ω
für h→ 0 und für geeignete von x abhängige Quaternionen ak gilt
f(x + h) = f(x) +
2∑
k=1
ak(hk − h0ek) + o(h),
bzw. links-H-holomorph, wenn
f(x + h) = f(x) +
2∑
k=1
(hk − h0ek)ak + o(h).
Dabei bezeichnen hk die Koordinaten von h.
Dieses Konzept konnte später durch K. Gürlebeck und H.R. Malonek [Gür-
lebeck & Malonek 1999] auch auf den allgemeinen Fall C`0,n-wertiger Funktionen
übertragen werden und gilt daher als maßgeblicher Zugang für die Beschreibung der
Diﬀerenzierbarkeit im Rn+1 und der Deﬁnition einer hyperkomplexen Ableitung. Wie
im Komplexen, wo die Holomorphie einer Funktion f ∈ C1(Ω;C) gleichwertig mit
der Bedingung ∂¯f = 0 und ferner die komplexe Ableitung durch ∂z = 12∂ deﬁniert
ist, lassen sich auch diese grundlegenden Eigenschaften C-holomorpher Funktionen
auf den räumlichen Fall übertragen.
Deﬁnition 2.4 (H-Holomorphie). Eine stetig diﬀerenzierbare Funktion f ∈ C1(Ω;H)
ist genau dann links-H-holomorph (bzw. rechts-H-holomorph) in einem Gebiet Ω ⊂
R3, wenn
∂¯f = 0 in Ω (bzw. f∂¯ = 0 in Ω). (2.10)
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Eine stetig diﬀerenzierbare Funktion f̂ ∈ C1(Ω;H) wird als links-H-anti-holomorph
(bzw. rechts-H-anti-holomorph) in einem Gebiet Ω ⊂ R3 bezeichnet, wenn
∂f̂ = 0 in Ω (bzw. f̂∂ = 0 in Ω). (2.11)
Deﬁnition 2.5 (Hyperkomplexe Ableitung in H). Es sei f ∈ C1(Ω;H) eine reell
stetig diﬀerenzierbare Funktion und links-H-holomorph (bzw. rechts-H-holomorph)
in Ω. Der Ausdruck 1
2
∂f (bzw. 1
2
(f∂)) heißt hyperkomplexe Ableitung der Funktion f
in H, wobei ∂ den konjugierten verallgemeinerten Cauchy-Riemann-Operator (2.8)
bezeichnet.
Bemerkung 2.1. Infolge der Nicht-Kommutativität der Multiplikation in H ist, wie
bereits erwähnt, zwischen links- und rechts-H-holomorphen Funktionen zu unter-
scheiden. In diesem Zusammenhang kann man ferner zeigen, dass eine Funktion f ,
die sowohl links- als auch rechts-H-holomorph ist, zum Unterraum A gehören muss,
also ∂¯f = f∂¯ = 0 ⇒ f ∈ A. Im Umkehrschluss bedeutet dies, dass eine allgemeine
H-holomorphe Funktion aus H entweder links- oder rechts-H-holomorph ist. Aus
diesem Grund beschränken sich die Betrachtungen in dieser Arbeit im Wesentli-
chen auf links-H-holomorphe Funktionen, die der Einfachheit halber im Folgenden
als H-holomorph oder gleichbedeutend als monogen bezeichnet werden. Unter die-
sen Konventionen wird für H-holomorphe Funktionen häuﬁg auch die Schreibweise
∂¯f = 0 ⇔ f ∈ ker ∂¯ benutzt. An den Stellen der Arbeit, wo die Monogenität der
Funktion von beiden Seiten von Bedeutung ist, wird gesondert darauf hingewiesen.
Alle Ergebnisse lassen sich selbstverständlich auch auf rechts-H-holomorphe Funk-
tionensysteme übertragen.
Im Gegensatz zu den Cauchy-Riemann Bedingungen im komplexen Fall führt
die Deﬁnition der H-Holomorphie (2.10) im räumlichen Fall auf ein System von
vier gekoppelten, partiellen Diﬀerentialgleichungen i. Ordnung. Für eine Funktion
f ∈ C1(Ω;H) ergeben sich die Monogenitätskriterien in expliziter Form zu
f ∈ ker ∂¯ ⇔ ∂f
0
∂x
− ∂f
1
∂y
− ∂f
2
∂z
= 0,
⇔ ∂f
0
∂y
+
∂f 1
∂x
+
∂f 3
∂z
= 0,
⇔ ∂f
0
∂z
+
∂f 2
∂x
− ∂f
3
∂y
= 0,
⇔ −∂f
1
∂z
+
∂f 2
∂y
+
∂f 3
∂x
= 0.

(2.12)
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Eine für die weiteren Betrachtungen sehr vorteilhafte Formulierung der Monoge-
nitätskriterien lässt sich durch eine geeignete Gruppierung der komponentenbezo-
genen Beziehungen (2.12) gewinnen. Hierzu sei f = fe0e3 + fe1e2 = (f
0 + f 3e3) +
(f 1e1 + f
2e2). Unter Verwendung der kompakten Form des Diﬀerentialoperators
(2.7) erhält man eine zu (2.12) äquivalente Formulierung der Monogenitätskriterien
durch
f ∈ ker ∂¯ ⇔ ∂fe0e3
∂x
+
∂fe1e2
∂x
= 0,
⇔ ∂fe1e2
∂x
+
∂fe0e3
∂x
= 0.
 (2.13)
Anhand der letzten Darstellung lässt sich nun ein wichtiger Zusammenhang zwischen
H-holomorphen und H-anti-holomorphen Funktionen (2.11) herstellen.
Korollar 2.1. Es sei f =
∑3
i=0 f
iei ∈ C1(Ω;H) eine H-holomorphe Funktion im
Gebiet Ω ⊂ R3. Durch
f̂ := f 0 − f 1e1 − f 2e2 + f 3e3 (2.14)
wird eine H-anti-holomorphe Funktion in Ω deﬁniert, so dass ∂f̂ = 0.
Beweis. Die Funktion f ∈ ker ∂¯ habe die Form f = fe0e3 + fe1e2 = (f 0 + f 3e3) +
(f 1e1 + f
2e2), wodurch also f̂ = fe0e3−fe1e2 . Mit (2.8) und den Beziehungen (2.13)
folgt die Behauptung
0
!
= ∂f̂ =
(
∂fe0e3
∂x
+
∂fe1e2
∂x
)
−
(
∂fe1e2
∂x
+
∂fe0e3
∂x
)
= 0.
Bemerkung 2.2. Im Vergleich zur komplexen Funktionentheorie sei in diesem Zu-
sammenhang angemerkt, dass dort die Konjugation einer holomorphen Funktion
f ∈ C1(Ω;C) bereits auf die jeweilige anti-holomorphe Funktion f̂ führt, also f̂ ≡ f¯
gilt. Für Funktionen aus H triﬀt dies im Allgemeinen nicht zu. Eine Ausnahme bildet
dabei die Teilmenge der A-wertigen Funktionen in H, wie sich anhand der letzten
Betrachtungen unschwer erkennen lässt.
Abschließend soll noch eine weitere Teilmenge monogener Funktionen eingeführt
werden, die insbesondere bei der praktischen Anwendung monogener Funktionen-
systeme eine wichtige Rolle spielt. Ausgangspunkt der Überlegung ist dabei die
Frage, inwiefern sich zwei monogene Funktionen f, g ∈ C1(Ω;H) unterscheiden,
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wenn vorausgesetzt wird, dass die hyperkomplexen Ableitungen beider Funktionen
1
2
∂f = 1
2
∂g identisch sind. Wie man aus der komplexen Theorie weiß, können sich
zwei holomorphe Funktionen, welche die gleiche komplexe Ableitung besitzen, nur
um eine C-wertige Konstante γ = γ0 + iγ1, γ0, γ1 ∈ R unterscheiden. In der räumli-
chen Theorie hingegen ist die Funktionenklasse der H-holomorphen oder monogenen
Konstanten weitaus reichhaltiger, wie das folgende Theorem zeigt.
Theorem 2.3 (H-holomorphe Konstanten). Es seien f, g ∈ C1(Ω;H) zwei reell
stetig diﬀerenzierbare Funktionen und H-holomorph in Ω. Für die hyperkomplexen
Ableitungen der Funktionen f und g soll ferner die Beziehung 1
2
∂f = 1
2
∂g gelten.
Dann unterscheiden sich die Funktionen f und g nur durch eine H-holomorphe
(monogene) Konstante
γ(x) :=
3∑
i=0
γi(x)ei,
wobei die Komponenten γi(x), i = 0, 1, 2, 3 einem System von partiellen Diﬀerenti-
algleichungen i. Ordnung
∂γ1
∂y
= −∂γ
2
∂z
,
∂γ1
∂z
=
∂γ2
∂y
und
∂γ0
∂y
= −∂γ
3
∂z
,
∂γ0
∂z
=
∂γ3
∂y
(2.15)
genügen.
Beweis. Nach Voraussetzung sind f, g ∈ C1(Ω;H) monogen in Ω, wonach auch die
Diﬀerenz eine monogene Funktion h := f − g in Ω ist. Da ferner die hyperkomplexe
Ableitung von h aufgrund der Bedingung 1
2
∂h = 1
2
∂f − 1
2
∂g zu Null werden muss,
erhält man folglich die Bedingungen 1
2
∂h = ∂¯h = 0. Dies ist äquivalent zur Forderung
0
!
= ∂h+ ∂¯h = (∂ + ∂¯)h =
∂h
∂x
,
die, wie man leicht einsieht, durch eine Funktion h = γ(x) in den Koordinaten
y, z befriedigt wird. Das System partieller Diﬀerentialgleichungen i. Ordnung, wel-
chem die monogene Konstante zusätzlich genügen muss, folgt zwangsläuﬁg aus den
Bedingungen ∂ γ(x) = ∂¯ γ(x) = 0.
Anhand von Theorem 2.3 lassen sich im Weiteren einige wichtige strukturelle
Eigenschaften monogener Konstanten ableiten. Zunächst ist festzustellen, dass eine
monogene Funktion h ∈ C1(Ω;H) genau dann eine monogene Konstante ist, wenn
h ∈ ker ∂ ∩ ker ∂¯ oder gleichbedeutend, wenn die Komponenten von h Lösung des
48
Diﬀerentialgleichungssystems (2.15) sind. Betrachtet man die Diﬀerentialgleichun-
gen des Systems (2.15) etwas genauer, so lassen sich diese zu zwei entkoppelten
Diﬀerentialgleichungssystemen zusammenfassen, infolge dessen sich die monogene
Konstante rein strukturell
h = he0e3 + he1e2 = (h
0 + h3e3) + (h
1e1 + h
2e2)
zerlegen lässt. Man schlussfolgert leicht, dass auch die einzelnen Komponenten he0e3 ,
he1e2 für sich genommen wiederum eigenständige monogene Konstanten he0e3 , he1e2 ∈
ker ∂∩ker ∂¯ sind und ferner als Lösungen eines komplexen Cauchy-Riemann Systems
∂hi
∂y
= −∂h
j
∂z
,
∂hi
∂z
=
∂hj
∂y
,
wobei (i, j) = (0, 3) bzw. (i, j) = (1, 2), interpretiert werden können. Demnach sind
für eine monogene Konstante h ∈ ker ∂ ∩ ker ∂¯, mit der Zerlegung h = he0e3 + he1e2 ,
die Aufspannungen he0e3 ∈ span {e0, e3} wie auch he1e2 ∈ span {e1, e2} isomorph zu
C.
Eine Klasse monogener Diﬀerentialoperatoren
Gegenstand der Betrachtung sei nun die Anwendung der hyperkomplexen Ablei-
tung 1
2
∂ auf eine monogene Funktion f ∈ C1(Ω;H). Im reellen Sinne lässt sich
diese bekanntlich als partielle Ableitung einer H-wertigen Funktion bezüglich der
x-Koordinate interpretieren. In Verallgemeinerung dieser Sichtweise wird nun ei-
ne spezielle Klasse von monogenen Diﬀerentialoperatoren deﬁniert, welche darüber
hinaus mit den partiellen Ableitungen nach den Koordinatenrichtungen y und z in
Beziehung gesetzt werden kann.
Deﬁnition 2.6. Auf der Grundlage des verallgemeinerten Cauchy-Riemann-Operators
(2.7) seien die Diﬀerentialoperatoren
∂¯i =
1
2
∂ ei =
1
2
ei
(
∂
∂x
+ e1
∂
∂y
+ e2
∂
∂z
)
(2.16)
und die zugeordneten konjugierten Diﬀerentialoperatoren
∂i =
1
2
∂ ei =
1
2
(
∂
∂x
− e1 ∂
∂y
− e2 ∂
∂z
)
ei (2.17)
deﬁniert, mit i = 0, 1, 2.
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Bemerkung 2.3. Die hyperkomplexe Ableitung nach Deﬁnition 2.5 ist dabei als Son-
derfall 1
2
∂ = ∂0 der eingeführten Diﬀerentialoperatoren (2.17) enthalten.
Im Folgenden werden zunächst einige wichtige Eigenschaften der eingeführten
Operatoren gezeigt.
Lemma 2.2. Es sei f ∈ C1(Ω;H) eine monogene Funktion. Dann folgt
∂¯0f = 0 ⇔ ∂¯1f = 0 ⇔ ∂¯2f = 0.
Beweis. Da nach Voraussetzung f ∈ ker ∂¯ ist, folgt die Behauptung aus (2.16).
Lemma 2.3. Es sei f ∈ C1(Ω;H) eine monogene Funktion. Zwischen den Diﬀe-
rentialoperatoren (2.17) und den partiellen Ableitungen bezüglich der kartesischen
Koordinatenrichtungen x, y, z besteht der Zusammenhang
∂0f =
∂f
∂x
, ∂1f =
∂f
∂y
, ∂2f =
∂f
∂z
. (2.18)
Beweis. Der Beweis verwendet im Wesentlichen die in (2.12) explizit gegebenen
Monogenitätskriterien. Nach einfacher Rechnung erhält man für die erste Gleichung
der Behauptung
∂0f =
1
2
[ (∂f 0
∂x
+
∂f 1
∂y
+
∂f 2
∂z︸ ︷︷ ︸
≡∂f0/∂x
)
+
(∂f 1
∂x
−∂f
0
∂y
− ∂f
3
∂z︸ ︷︷ ︸
≡∂f1/∂x
)
e1 +
(∂f 2
∂x
−∂f
0
∂z
+
∂f 3
∂y︸ ︷︷ ︸
≡∂f2/∂x
)
e2
+
(∂f 3
∂x
+
∂f 1
∂z
− ∂f
2
∂y︸ ︷︷ ︸
≡∂f3/∂x
)
e3
]
=
∂f 0
∂x
+
∂f 1
∂x
e1 +
∂f 2
∂x
e2 +
∂f 3
∂x
e3 =
∂f
∂x
.
Analog lässt sich die Behauptung für die zweite Gleichung
∂1f =
1
2
[ (∂f 0
∂y
−∂f
1
∂x
− ∂f
3
∂z︸ ︷︷ ︸
≡ ∂f0/∂y
)
+
(∂f 1
∂y
+
∂f 0
∂x
− ∂f
2
∂z︸ ︷︷ ︸
≡ ∂f1/∂y
)
e1 +
(∂f 2
∂y
+
∂f 1
∂z
− ∂f
3
∂x︸ ︷︷ ︸
≡ ∂f2/∂y
)
e2
+
(∂f 3
∂y
+
∂f 0
∂z
+
∂f 2
∂x︸ ︷︷ ︸
≡ ∂f3/∂y
)
e3
]
=
∂f 0
∂y
+
∂f 1
∂y
e1 +
∂f 2
∂y
e2 +
∂f 3
∂y
e3 =
∂f
∂y
und schließlich für die dritte Gleichung
∂2f =
1
2
[ (∂f 0
∂z
−∂f
2
∂x
+
∂f 3
∂y︸ ︷︷ ︸
≡∂f0/∂z
)
+
(∂f 1
∂z
+
∂f 2
∂y
+
∂f 3
∂x︸ ︷︷ ︸
≡∂f1/∂z
)
e1 +
(∂f 2
∂z
+
∂f 0
∂x
− ∂f
1
∂y︸ ︷︷ ︸
≡∂f2/∂z
)
e2
+
(∂f 3
∂z
−∂f
0
∂y
− ∂f
1
∂x︸ ︷︷ ︸
≡∂f3/∂z
)
e3
]
=
∂f 0
∂z
+
∂f 1
∂z
e1 +
∂f 2
∂z
e2 +
∂f 3
∂z
e3 =
∂f
∂z
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zeigen.
Weiterhin kann ein beliebiger Diﬀerentialoperator aus (2.17) jeweils mit Hilfe der
beiden anderen Operatoren dargestellt werden.
Lemma 2.4. Es sei f ∈ C1(Ω;H) eine monogene Funktion. Zwischen den Diﬀe-
rentialoperatoren (2.17) gilt die Beziehung
∂0f = −e1 ∂1f − e2 ∂2f. (2.19)
Beweis. Eine Auswertung der linken Seite von Gleichung (2.19) liefert unter Ver-
wendung der Monogenitätskriterien (2.12) die Beziehung
∂0f =
(
∂f 1
∂y
+
∂f 2
∂z
)
−
(
∂f 0
∂y
+
∂f 3
∂z
)
e1 −
(
∂f 0
∂z
− ∂f
3
∂y
)
e2 +
(
∂f 1
∂z
− ∂f
2
∂y
)
e3.
Nach einfacher Umordnung der letzten Gleichung und Anwendung der Beziehungen
(2.18) erhält man
∂0f =
(
∂f 1
∂y
− ∂f
0
∂y
e1 +
∂f 3
∂y
e2 − ∂f
2
∂y
e3
)
+
(
∂f 2
∂z
− ∂f
3
∂z
e1 − ∂f
0
∂z
e2 +
∂f 1
∂z
e3
)
= −e1 ∂1f − e2 ∂2f
und damit die Behauptung des Lemmas.
Bemerkung 2.4. Die systematische Einführung der Diﬀerentialoperatoren (2.16) und
(2.17) auf der Grundlage des verallgemeinerten Cauchy-Riemann-Operators war fer-
ner durch den praktischen Hintergrund dieser Arbeit, der räumlichen Verallgemei-
nerung der Kolosov-Muskhelishvili Formeln, motiviert. Um dies zu verdeutlichen,
werden zunächst die entsprechenden C-wertigen Operatoren
∂0 ≡ ∂z = 1
2
(
∂
∂x
− i ∂
∂y
)
und ∂1 =
1
2
(
∂
∂y
+ i
∂
∂x
)
betrachtet. Aus der Kommutativität der Multiplikation und der Deﬁnition der Ope-
ratoren lässt sich für eine holomorphe Funktion f ∈ C1(Ω;C) die zu Relation (2.19)
äquivalente Aussage ∂0f = −i ∂1f erhalten. Für die ebenen Kolosov-Muskhelishvili
Gleichungen folgt daraus, dass sich alle diﬀerentiellen Beziehungen mit Hilfe eines
einzigen Diﬀerentialoperators ausdrücken lassen. Demzufolge ist im Komplexen eine
kategorische Unterscheidung der Diﬀerentialoperatoren ∂0 und ∂1 nicht notwendig
und außerdem auch nicht vordergründig sichtbar, da bekanntlich der Operator ∂0
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die komplexe Ableitung nach z bezeichnet. Im Gegensatz dazu werden durch Glei-
chung (2.19) im räumlichen Fall nun drei Operatoren in Beziehung gesetzt, was eine
explizite Unterscheidung der Diﬀerentialoperatoren ∂i, i = 0, 1, 2 notwendigerweise
nach sich zieht.
Harmonische Funktionen als Zerlegung monogener und anti-monogener
Funktionen
Wie aus der komplexen Funktionentheorie bekannt, lässt sich der ebene Laplace-
Operator ∆ = ∂
∂x2
+ ∂
∂y2
mit Hilfe der komplexen Diﬀerentialoperatoren ∆ = 4 ∂¯z ∂z
faktorisieren, was bedeutet, dass jede holomorphe (bzw. anti-holomorphe) Funktion
gleichzeitig auch harmonisch ist.
Diese wichtige Eigenschaft lässt sich auch auf die Klasse der monogenen Funk-
tionen übertragen.
Deﬁnition 2.7. Es sei Ω ⊂ R3 und f ∈ C2(Ω;H) zweimal reell stetig diﬀerenzierbar
in Ω. Die Funktion f heißt harmonisch in Ω, falls ∆f = 0 in Ω, wobei ∆ = ∂
∂x2
+
∂
∂y2
+ ∂
∂z2
den räumlichen Laplace-Operator bezeichnet.
Auf der Grundlage von Deﬁnition 2.7 lässt sich die Faktorisierung des Laplace-
Operators unter Verwendung der Cauchy-Riemann-Typ Diﬀerentialoperatoren (2.16)
und der korrespondierenden konjugierten Operatoren (2.17) auf den räumlichen Fall
verallgemeinern. Als direkte Konsequenz aus Deﬁnition 2.6 folgt die Faktorisierung
∆ = 4 ∂¯i ∂i = 4 ∂i ∂¯i , i = 0, 1, 2. (2.20)
Bemerkung 2.5. Für i = 0 erhält man den zur komplexen Theorie korrespondieren-
den Fall, wonach sich der Raum der harmonischen Funktionen in die Teilräume der
monogenen und anti-monogenen Funktionen zerlegen lässt.
Aus der Faktorisierung (2.20) lässt sich ferner eine wichtige Eigenschaft der ein-
geführten Diﬀerentialoperatoren (2.17) ableiten, wonach diese, angewendet auf eine
monogene Funktion f ∈ C2(Ω;H), erneut auf eine monogene Funktion
∂if ∈ ker ∂¯, i = 0, 1, 2
abbilden. Operatoren, die diese Abbildungseigenschaft besitzen, werden im Rahmen
der Arbeit speziell als monogene Operatoren bezeichnet.
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Bemerkung 2.6. In dem Zusammenhang sei bemerkt, dass dies für i = 0 bereits
eine Grundvoraussetzung für die Deﬁnition der hyperkomplexen Ableitung darstellt
und daher bekanntermaßen zutriﬀt. Für i = 1, 2 hingegen treten die Basiselemente
ei in den Diﬀerentialoperatoren (2.17) jeweils als linksseitige Multiplikatoren der
Funktion auf, wodurch zunächst nicht davon ausgegangen werden konnte, dass die
Operatoren ∂i, i = 1, 2 ebenfalls auf den Raum der monogenen Funktionen abbilden.
Aus der Faktorisierung des Laplace-Operators erhält man wie im ebenen Fall die
Aussage, dass jede H-holomorphe Funktion in einem Gebiet Ω ⊂ R3 auch gleichzeitig
eine harmonische Funktion in Ω ist. Alle bekannten Sätze der harmonischen Analysis
lassen sich demzufolge auch auf die hyperkomplexe Funktionentheorie übertragen.
Integration und Stammfunktionen H-holomorpher Funktionen
Eine zentrale Bedeutung in der ebenen und räumlichen Funktionentheorie kommt
dem Integralsatz von Cauchy zu. Im Komplexen ist die Kernaussage dieses Satzes,
dass für eine im Gebiet Ω holomorphe Funktion f das Integral entlang einer ge-
schlossenen stückweise glatten Kurve, welche ganz in Ω verläuft, stets den Wert
Null besitzt. Aufbauend auf dieses funktionentheoretisch sehr weit reichende Resul-
tat lassen sich beispielsweise der Begriﬀ der holomorphen Stammfunktion erklären
und die Integralformel von Cauchy beweisen, welche wiederum die Grundlage für
Laurentreihenentwicklungen und den Residuensatz liefert. In diesem Abschnitt wer-
den daher die in dieser Arbeit benötigten Integralsätze für Funktionen f : R3 → H
bereitgestellt und das Konzept der H-holomorphen Stammfunktion eingeführt. Eine
Zusammenfassung der historischen Entwicklung und ein ausführlicher Beweis der
folgenden Theoreme ﬁndet sich in [Gürlebeck et al. 2006].
Theorem 2.4 (Integralsatz von Cauchy in H). Es seien f, g ∈ C1(Ω) und Ω ⊂
R3 ein beschränktes Gebiet von endlichem Zusammenhang mit einem hinreichend
glatten Rand ∂Ω, so dass stets die Flächennormale nach außen zeigt. Die Funktion
f sei in Ω rechts-H-holomorph und die Funktion g links-H-holomorph. Dann gilt∫
∂Ω
f(x) dx∗ g(x) = 0.
Im Unterschied zur komplexen Formulierung des Integralsatzes ist in H die rechts-
bzw. links-H-Holomorphie der Funktionen f, g zu beachten. Die Diﬀerentialform
dx∗ bezeichnet dabei das normierte Oberﬂächenelement mit nach außen gerichteter
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Flächennormale, infolge dessen die angegebene Reihenfolge der Integranden und des
Diﬀerentials zu berücksichtigen ist. Um zur Verallgemeinerung der Integralformel
von Cauchy zu gelangen, wird zunächst die folgende Funktion deﬁniert.
Deﬁnition 2.8. Die Funktion
E2(x) =
1
4pi
x¯
|x|3 , x 6= 0 (2.21)
heißt Cauchy-Kern im R3.
Der Cauchy-Kern ist eine links- und rechts-H-holomorphe Funktion, welcher ge-
wissermaßen die schwächste isolierte Singularität einer H-holomorphen Funktion in
einem Punkt beschreibt. In der komplexen Funktionentheorie ist der Cauchy-Kern
durch
E1(z) =
1
2pi
z¯
|z|2 =
1
2pi
1
z
, z 6= 0
deﬁniert und damit zur z-Potenz vom Homogenitätsgrad −1 äquivalent. Dieser
strukturelle Zusammenhang zwischen Kern- und Basisfunktion wird an späterer
Stelle auch für die in dieser Arbeit konstruierten H-holomorphen Funktionensys-
teme gezeigt. Damit erhält man die Cauchysche Integralformel in H:
Theorem 2.5 (Integralformel von Cauchy in H). Es sei Ω ⊂ R3 ein beschränktes
Gebiet mit einem hinreichend glatten Rand, dessen Flächennormale nach außen
orientiert ist. Ferner sei f ∈ C1(Ω) links-H-holomorph, dann gilt
∫
∂Ω
E2(y − x) dy∗ f(y) =

f(x) : x ∈ Ω,
0 : x ∈ R3 \ Ω.
(2.22)
Schließlich soll der Begriﬀ der holomorphen Stammfunktion in C auch auf den
räumlichen Fall verallgemeinert werden. Wie eingangs bereits angedeutet, lässt sich
in der ebenen Theorie die Stammfunktion einer holomorphen Funktion sehr einfach
aus dem Integralsatz von Cauchy herleiten. Eine Verallgemeinerung auf den räum-
lichen Fall ist auf diesem Weg jedoch nicht möglich, da die Wegunabhängigkeit der
Kurvenintegrale im Höherdimensionalen verloren geht. Ein anderer Zugang ﬁndet
sich in [Gürlebeck et al. 2006], bei dem die hyperkomplexe Integration einer H-
holomorphen Funktion als rechts-inverser Operator zur hyperkomplexen Ableitung
1
2
∂ deﬁniert wird.
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Deﬁnition 2.9 (H-holomorphe Stammfunktion). Als H-holomorphe Stammfunkti-
on einer H-holomorphen Funktion f wird jede H-holomorphe Funktion F mit der
Eigenschaft
1
2
∂F = f (2.23)
bezeichnet. Falls für ein gegebenes f ∈ ker ∂¯ eine solche Funktion F existiert, so
schreiben wir kurz Pf := F .
Es sei angemerkt, dass der adjungierte Teodorescu-Operator (cf. [Sprößig 1978]),
welcher als Faltung mit der Fundamentallösung des adjungierten Cauchy-Riemann
Operators ∂ deﬁniert ist, ebenfalls einen rechts-inversen Operator zu 1
2
∂ darstellt
und daher auch als algebraische Primitive einer H-holomorphen Funktion interpre-
tiert werden kann. In der Operatortheorie wurden unter Verwendung dieses Zu-
gangs algebraische Lösungsdarstellung für eine Vielzahl von Randwertproblemen
der mathematischen Physik (e.q. [Gürlebeck & Sprößig 1989, Sprößig 1993, Gürle-
beck & Sprößig 1995]) konstruiert. Ein wesentlicher Unterschied zur eingeführten
H-holomorphen Stammfunktion (2.23) besteht allerdings darin, dass durch den ad-
jungierten Teodorescu-Operator monogene Funktionen auf harmonische Funktionen
abgebildet werden. Demzufolge lässt sich für diese Primitive auch kein unmittelba-
rer Zusammenhang zur hyperkomplexen Ableitung herstellen. Aus diesem Grund
wird bei allen weiteren Ausführungen der prinzipiellen Sichtweise in [Gürlebeck
et al. 2006] gefolgt und die hyperkomplexe Integration als Umkehroperation der
hyperkomplexen Ableitung betrachtet. Detailliertere Ausführungen, Existenzaussa-
gen und konstruktive Ansätze zur Berechnung monogener Stammfunktionen ﬁnden
sich in den jüngst veröﬀentlichten Arbeiten [Cação 2004, Cação & Gürlebeck 2004,
Delanghe 2006, Cação & Gürlebeck 2006, Gürlebeck & Morais 2007, Eelbode &
Sommen 2007].
2.3 Konstruktion räumlicher Kolosov-Muskhelishvili
Formeln
Dieser Abschnitt beschäftigt sich mit der räumlichen Verallgemeinerung der ebe-
nen Kolosov-Muskhelishvili Formeln. Als Konstruktionsgrundlage dient hierbei die
im Vorangegangenen eingeführte Algebra reeller Quaternionen. Von zentraler Be-
deutung ist daher die Übertragung des Darstellungssatzes von Goursat auf den
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dreidimensionalen Fall, wodurch eine Verknüpfung der reellen Theorie mit der hy-
perkomplexen Theorie hergestellt werden kann. Unter Verwendung dieses wichtigen
Resultates lassen sich dann explizite Darstellungsformeln für die Verschiebungen und
die Spannungen mit Hilfe zweier monogenen Funktionen konstruieren, die in Analo-
gie zur Methode der komplexen Spannungsfunktionen als räumliche Entsprechungen
der Kolosov-Muskhelishvili Formeln betrachtet werden.
2.3.1 Allgemeine Lösung nach Papkovic-Neuber
Den Ausgangspunkt der Konstruktion bilden die elastischen Grundgleichungen in
den Verschiebungskomponenten (1.13). Für die Lösung dieses Systems existieren
verschiedene Ansätze und Methoden, wie beispielsweise die klassischen Ansätze von
J.C. Maxwell [Maxwell 1927] und G. Morera (q.v. [Love 1927]), bei welchen
die Verschiebungen und Spannungen mit Hilfe von drei Funktionen ausgedrückt wer-
den. Ein anderer Zugang ist durch den so genannten Drei-Funktionen-Ansatz von P.
Papkovic [Papkovic 1932] und H. Neuber [Neuber 1934] gegeben. Diese konstru-
ierten mit Hilfe einer räumlichen Spannungsfunktion, welche sich wiederum aus vier
harmonischen Funktionen zusammensetzt, eine allgemeine Lösung für die elastischen
Grundgleichungen. Aufgrund der engen Beziehung zwischen harmonischen und mo-
nogenen Funktionen stellt der Drei-Funktionen-Ansatz nach Papkovic-Neuber für
die hier gegebene Problemstellung eine ideale Konstruktionsgrundlage dar.
Für den homogenen Teil der elastischen Grundgleichungen (1.13) ist die allgemei-
ne Lösung nach Papkovic-Neuber durch
2Gu = −∂Θ
∂x
+ 2αΦ1,
2Gv = −∂Θ
∂y
+ 2αΦ2,
2Gw = −∂Θ
∂z
+ 2αΦ3

(2.24)
gegeben. Dabei bezeichnen Θ eine räumliche Spannungsfunktion und Φ1, Φ2, Φ3 drei
räumliche harmonische Funktionen. In Vorbereitung auf den im nachfolgenden Ab-
schnitt verallgemeinerten Darstellungssatz von Goursat soll der Papkovic-Neuber-
Ansatz (2.24) in Anlehnung an die detaillierteren Ausführungen in [Vocke 1969] noch
einmal kurz erläutert werden.
Durch Substitution der Papkovic-Neuber-Lösung (2.24) in die homogenen elasti-
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schen Grundgleichungen (1.13) erhält man zunächst
∂
∂x
[
2G
1− 2ν e−∆Θ
]
= 0,
∂
∂y
[
2G
1− 2ν e−∆Θ
]
= 0,
∂
∂z
[
2G
1− 2ν e−∆Θ
]
= 0.

Wie man leicht einsieht, ist der Term in eckigen Klammern unabhängig von den
Koordinaten und demzufolge
2Ge− (1− 2ν)∆Θ = konst.
In der linearen Theorie lässt sich die Konstante vernachlässigen und wird daher zu
Null gesetzt. Folglich ist
2Ge = (1− 2ν)∆Θ. (2.25)
Setzt man ferner die Lösungsdarstellung (2.24) in die Volumendehnung (1.9) ein, so
ergibt sich die Beziehung
2Ge = −∆Θ + 2α
(
∂Φ1
∂x
+
∂Φ2
∂y
+
∂Φ3
∂z
)
. (2.26)
Ein Vergleich der Gleichungen (2.25) und (2.26) liefert die Beziehung
2(1− ν)∆Θ = 2α
(
∂Φ1
∂x
+
∂Φ2
∂y
+
∂Φ3
∂z
)
. (2.27)
Demnach setzt sich die Lösung Θ aus einem homogenen Anteil Φ0 ∈ ker ∆ und
einem zur Gleichung (2.27) korrespondierenden inhomogenen Anteil zusammen. Be-
kanntlich führt dies auf die allgemeine Lösung des Problems
Θ = Φ0 + xΦ1 + yΦ2 + zΦ3, (2.28)
wobei Φi ∈ ker ∆, i = 0, 1, 2, 3. Die Anwendung des Operators ∆ auf die Gleichung
(2.28) liefert
∆Θ = 2
(
∂Φ1
∂x
+
∂Φ2
∂y
+
∂Φ3
∂z
)
, (2.29)
woraus ferner nach Vergleich mit Gleichung (2.27) die Beziehung
α = 2(1− ν)
resultiert. Schließlich lässt sich aus Gleichung (2.29) noch die wichtige Eigenschaft
der Spannungsfunktion
∆∆Θ = 0
gewinnen.
57
2.3.2 Der Darstellungssatz von Goursat in H
Der Darstellungssatz von Goursat spielt bei der Verallgemeinerung der ebenen An-
sätze eine zentrale Rolle, da er die reelle Theorie mit der hyperkomplexen Funk-
tionentheorie in Beziehung setzt. Wichtige funktionentheoretische Werkzeuge bei
der Herleitung des Satzes in C sind die Existenz einer holomorphen Stammfunkti-
on und das Prinzip der konjugiert harmonischen Funktion. Wie bereits ausgeführt,
lässt sich das Konzept der H-holomorphen Stammfunktion (2.23) auf den räumli-
chen Fall übertragen, indem man die monogene Primitive Pf ∈ ker ∂¯ einer mono-
genen Funktion f als rechts-inversen Operator zur hyperkomplexen Ableitung 1
2
∂
betrachtet. Dieses Konzept ist für die folgenden Betrachtungen vollkommen ausrei-
chend, da hierfür nur die Existenz einer H-holomorphen Stammfunktion benötigt
wird. Im Gegensatz dazu stellt sich die Übertragung des Prinzips der konjugiert
harmonischen Funktion auf den räumlichen Fall etwas schwieriger dar. Genauer ge-
sagt, sucht man nun zu einer gegebenen R-wertigen harmonischen Funktion u drei
weitere harmonische Funktionen ui, i = 1, 2, 3, so dass die resultierende Funktion
u + u1e1 + u2e2 + u3e3 monogen ist. Dieses Problem konnte bereits im Jahr 1979
durch A. Sudbery [Sudbery 1979] für sternförmige Gebiete, welche den Ursprung
enthalten, gelöst werden. Sudbery konnte zeigen, dass für eine beliebige R-wertige
harmonische Funktion u der Ausdruck
f(x) = u(x) + 2 Vec
1∫
0
s2
[
∂0u(x)
]
x:=sx
x ds
eine monogene Funktion mit u als Skalarteil deﬁniert. Das ursprüngliche Theorem
wurde allerdings für Funktionen u im Gebiet Ω ⊂ R4 bewiesen. Wie im Folgenden
gezeigt wird, lässt sich die Beweisidee auch auf den R3 übertragen.
Korollar 2.2 (Konjugiert harmonische Funktionen im R3). Es sei Ω ⊂ R3 ein
sternförmiges Gebiet, das den Ursprung enthält, und u eine reellwertige harmonische
Funktion. Durch den Ausdruck
f(x) = u(x) + 2 Vec
1∫
0
s
[
∂0u(x)
]
x:=sx
x ds (2.30)
wird eine monogene Funktion f deﬁniert, welche u = Sc(f) als Skalarteil besitzt.
Beweis. Es sei Ω ⊂ R3 ein sternförmiges Gebiet, welches den Ursprung enthält. Der
grundlegenden Beweisidee in [Sudbery 1979] folgend, ist dann zu zeigen, dass durch
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den Ausdruck (2.30) eine monogene Funktion in Ω deﬁniert wird. Der Einfachheit
halber wird zunächst x =
∑2
i=0 eixi bezeichnet. Nun berechnet man
Sc
1∫
0
s
[
∂0u(x)
]
x:=sx
x ds = Sc
1∫
0
s
1
2
[
∂u(x)
∂x0
− e1∂u(x)
∂x1
− e2∂u(x)
∂x2
]
x:=sx
x ds
=
1
2
1∫
0
s
2∑
i=0
xi
∂u(x)
∂xi
∣∣∣∣
x:=sx
ds
=
1
2
1∫
0
s
∂u(sx)
∂s
ds.
Durch partielle Integration des letzten Ausdrucks ergibt sich
Sc
1∫
0
s
[
∂0u(x)
]
x:=sx
x ds =
1
2
u(x)− 1
2
1∫
0
u(sx)ds
und somit
f(x) = 2
1∫
0
s
[
∂0u(x)
]
x:=sx
x ds +
1∫
0
u(sx) ds.
Nach Voraussetzung muss schließlich gelten, dass
0
!
= ∂¯0f(x) = 2
1∫
0
s ∂¯0
[[
∂0u(x)
]
x:=sx
x
]
ds +
1∫
0
∂¯0u(sx) ds
= 2
1∫
0
s
[
s
[
∂¯0∂0u(x)
]
x:=sx
x − 1
2
[
∂¯0u(x)
]
x:=sx
]
ds
+
1∫
0
s
[
∂¯0u(x)
]
x:=sx
ds
= 0,
womit Korollar 2.2 für konjugiert harmonische Funktionen im R3 vollständig bewie-
sen wäre.
Bemerkung 2.7. Durch eine lineare Substitution lässt sich dieses Resultat auch auf
sternförmige Gebiete, welche nicht den Ursprung enthalten, übertragen.
Somit stehen nun alle funktionentheoretischen Werkzeuge, die im ebenen Fall
für den Darstellungssatz benötigt werden, auch in der hyperkomplexen Theorie zur
Verfügung.
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Theorem 2.6 (Verallgemeinerter Darstellungssatz von Goursat). Es sei Ω ein
sternförmiges Gebiet und F ∈ C4(Ω;R) Lösung der Bipotentialgleichung ∆∆F = 0.
Dann gibt es zwei monogene Funktionen Φ,Ψ in Ω, so dass
F (x) =
1
2
[
x¯ Φ(x) + Φ(x) x + Ψ(x) + Ψ(x)
]
= Sc
(
x¯ Φ(x) + Ψ(x)
)
. (2.31)
Beweis. Gegeben seien zwei beliebige monogene Funktionen Φ(x) =
∑3
i=0 ϕ
i(x) ei
und Ψ(x) =
∑3
j=0 ψ
j(x) ej. Nach einfacher Rechnung erhält man
∆F = ∂¯∂ F = ∂∂¯ F
=
[
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
] [
xϕ0 + yϕ1 + zϕ2 + ψ0
]
(2.32)
= 2
(
∂ϕ0
∂x
+
∂ϕ1
∂y
+
∂ϕ2
∂z
)
+ x∆ϕ0 + y∆ϕ1 + z∆ϕ2 + ∆ψ0.
Da nach Voraussetzung Φ,Ψ ∈ ker ∂¯ und somit die Komponenten ϕi, ψj ∈ ker ∆
(i, j = 0, . . . , 3) sind, reduziert sich die Gleichung (2.32) auf
∆F = 2
(
∂ϕ0
∂x
+
∂ϕ1
∂y
+
∂ϕ2
∂z
)
∈ ker ∆,
woraus sogleich die Behauptung ∆∆F = 0 folgt.
Im Umkehrschluss muss zudem gezeigt werden, dass auch jede beliebige Lösung
F ∈ ker ∆∆ eine Darstellung nach (2.31) besitzt. Dazu wird zuerst das Konzept
der konjugiert harmonischen Funktionen im R3 benötigt. Es sei ∆F =: P ∈ ker ∆.
Nach Korollar 2.2 existiert dann zu P eine konjugiert harmonische Funktion Q =∑3
i=1Q
iei, so dass
f = P +Q1e1 +Q
2e2 +Q
3e3 ∈ ker ∂¯.
Ferner sei mit
Φ =
1
4
Pf = ϕ0 + ϕ1e1 + ϕ2e2 + ϕ3e3
die H-holomorphe Stammfunktion zu f bezeichnet. Betrachtet man nun
∆
[
F − xϕ0 − yϕ1 − zϕ2] = P − 2 [∂ϕ0
∂x
+
∂ϕ1
∂y
+
∂ϕ2
∂z
]
= P − 2 Sc[ ∂Φ ] = P − 4 Sc [ 1
2
∂Φ
]
= P − 4
[
1
4
Scf
]
= P − P = 0,
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dann folgert man leicht, dass
ψ0 = F − xϕ0 − yϕ1 − zϕ2 ∈ ker ∆.
Schließlich lässt sich erneut nach Korollar 2.2 eine konjugiert harmonische Funktion
Ψ =
∑3
i=1 ψ
iei zu ψ0 konstruieren, so dass
Ψ = ψ0 + ψ1e1 + ψ
2e2 + ψ
3e3 ∈ ker ∂¯.
Abschließend erhält man also
F = xϕ0 + yϕ1 + zϕ2 + ψ0
= xϕ0 + yϕ1 + zϕ2 +
1
2
(
Ψ + Ψ
)
= Sc
[
x¯(ϕ0 + ϕ1e1 + ϕ
2e2 + ϕ
3e3)
]
+
1
2
(
Ψ + Ψ
)
=
1
2
(
x¯ Φ + Φ x
)
+
1
2
(
Ψ + Ψ
)
,
wodurch die räumliche Verallgemeinerung des Darstellungssatzes von Goursat voll-
ständig bewiesen wäre.
Bemerkung 2.8. Es sei darauf hingewiesen, dass die Darstellung der biharmonischen
Funktion nicht eindeutig ist.
2.3.3 Darstellung der Spannungs- und Verschiebungskompo-
nenten mit Hilfe monogener Funktionen
Unter Verwendung des Resultates aus dem vorangegangenen Abschnitt lässt sich
nun die Darstellung nach Goursat (2.31) mit der Lösung (2.28) identiﬁzieren und
man erhält eine äquivalente Darstellung der räumlichen Spannungsfunktion Θ durch
F =
1
2
[
x¯ Φ + Φ x + Ψ + Ψ
]
= xϕ0 + yϕ1 + zϕ2 + ψ0 ≡ Θ.
Aus mathematischer Sicht bedeutet dies eine Verfeinerung der Papkovic-Neuber
Gleichungen, da nun infolge des Darstellungssatzes von Goursat die drei wesentlichen
harmonischen Funktionen Φ1,Φ2,Φ3 im Papkovic-Neuber-Ansatz als Koordinaten
einer monogenen Funktion Φ zueinander in Beziehung gesetzt werden. Demnach
sind diese nicht unabhängig voneinander.
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Um nun die Spannungen und Verzerrungen mit Hilfe der monogenen Funktionen
Φ und Ψ auszudrücken, wird zunächst die Darstellung (2.31) in die Papkovic-Neuber
Gleichungen (2.24) eingesetzt, woraus sich die Beziehungen
2Gu = −
(
x
∂ϕ0
∂x
+ y
∂ϕ1
∂x
+ z
∂ϕ2
∂x
+
∂ψ0
∂x
)
+ (2α− 1)ϕ0,
2Gv = −
(
x
∂ϕ0
∂y
+ y
∂ϕ1
∂y
+ z
∂ϕ2
∂y
+
∂ψ0
∂y
)
+ (2α− 1)ϕ1,
2Gw = −
(
x
∂ϕ0
∂z
+ y
∂ϕ1
∂z
+ z
∂ϕ2
∂z
+
∂ψ0
∂z
)
+ (2α− 1)ϕ2

(2.33)
ergeben. Erneutes Einsetzen von (2.31) in die Gleichung (2.26) liefert
2Ge = (1− 2ν)∆F = 2(α− 1)
(
∂ϕ0
∂x
+
∂ϕ1
∂y
+
∂ϕ2
∂z
)
. (2.34)
Die Verschiebungen in den Verzerrungs-Verschiebungsgleichungen (1.7) können nun
durch die erhaltenen Beziehungen (2.33) substituiert werden, wodurch sich die fol-
genden Darstellungen für die Verzerrungsgrößen ergeben:
2Gεx = −
(
x
∂2ϕ0
∂x2
+ y
∂2ϕ1
∂x2
+ z
∂2ϕ2
∂x2
+
∂2ψ0
∂x2
)
+ 2(α− 1)∂ϕ
0
∂x
,
2Gεy = −
(
x
∂2ϕ0
∂y2
+ y
∂2ϕ1
∂y2
+ z
∂2ϕ2
∂y2
+
∂2ψ0
∂y2
)
+ 2(α− 1)∂ϕ
1
∂y
,
2Gεz = −
(
x
∂2ϕ0
∂z2
+ y
∂2ϕ1
∂z2
+ z
∂2ϕ2
∂z2
+
∂2ψ0
∂z2
)
+ 2(α− 1)∂ϕ
2
∂z

und
Gγxy = −
(
x
∂2ϕ0
∂x∂y
+ y
∂2ϕ1
∂x∂y
+ z
∂2ϕ2
∂x∂y
+
∂2ψ0
∂x∂y
)
+ (α− 1)
(
∂ϕ0
∂y
+
∂ϕ1
∂x
)
,
G γyz = −
(
x
∂2ϕ0
∂y∂z
+ y
∂2ϕ1
∂y∂z
+ z
∂2ϕ2
∂y∂z
+
∂2ψ0
∂y∂z
)
+ (α− 1)
(
∂ϕ2
∂y
+
∂ϕ1
∂z
)
,
G γxz = −
(
x
∂2ϕ0
∂x∂z
+ y
∂2ϕ1
∂x∂z
+ z
∂2ϕ2
∂x∂z
+
∂2ψ0
∂x∂z
)
+ (α− 1)
(
∂ϕ0
∂z
+
∂ϕ2
∂x
)
.

Die Verzerrungsgrößen im verallgemeinerten Hookeschen Gesetz (1.10) lassen sich
dann durch die im vorigen Schritt erhaltenen Ausdrücke ersetzen. Mit (2.34) erhält
man
2Gν
1− 2ν e =
G (2− α)
α− 1 e = (2− α)
(
∂ϕ0
∂x
+
∂ϕ1
∂y
+
∂ϕ2
∂z
)
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und somit
σx = −
(
x
∂2ϕ0
∂x2
+ y
∂2ϕ1
∂x2
+ z
∂2ϕ2
∂x2
+
∂2ψ0
∂x2
)
+ 2(α− 1)∂ϕ
0
∂x
+ (2− α)
(
∂ϕ0
∂x
+
∂ϕ1
∂y
+
∂ϕ2
∂z
)
=
∂2F
∂y2
+
∂2F
∂z2
− 2
(
∂ϕ1
∂y
+
∂ϕ2
∂z
)
+ 2(α− 1)∂ϕ
0
∂x
+ (2− α)
(
∂ϕ0
∂x
+
∂ϕ1
∂y
+
∂ϕ2
∂z
)
=
∂2F
∂y2
+
∂2F
∂z2
+ 2α
∂ϕ0
∂x
− α
(
∂ϕ0
∂x
+
∂ϕ1
∂y
+
∂ϕ2
∂z
)
=
∂2F
∂y2
+
∂2F
∂z2
+ α
(
∂ϕ0
∂x
− ∂ϕ
1
∂y
− ∂ϕ
2
∂z
)
.
Die verbleibenden Spannungs- und Verzerrungsgrößen werden auf gleiche Weise kon-
struiert, weshalb diese hier nur kurz zusammengefasst werden. Unter Verwendung
der biharmonischen Funktion F , welche nach (2.31) mit zwei monogene Funktionen
Φ und Ψ in Beziehung gesetzt wird, lassen sich die Spannungs- und Verzerrungs-
komponenten dann wie folgt formulieren:
σx =
∂2F
∂y2
+
∂2F
∂z2
+ α
(
∂ϕ0
∂x
− ∂ϕ
1
∂y
− ∂ϕ
2
∂z
)
,
σy =
∂2F
∂x2
+
∂2F
∂z2
+ α
(
−∂ϕ
0
∂x
+
∂ϕ1
∂y
− ∂ϕ
2
∂z
)
,
σz =
∂2F
∂x2
+
∂2F
∂y2
+ α
(
−∂ϕ
0
∂x
− ∂ϕ
1
∂y
+
∂ϕ2
∂z
)
,
τxy = − ∂
2F
∂x∂y
+ α
(
∂ϕ0
∂y
+
∂ϕ1
∂x
)
,
τyz = − ∂
2F
∂y∂z
+ α
(
∂ϕ1
∂z
+
∂ϕ2
∂y
)
,
τxz = − ∂
2F
∂x∂z
+ α
(
∂ϕ0
∂z
+
∂ϕ2
∂x
)
.

(2.35)
Analog erhält man für die hyperkomplexe Formulierung der Verschiebungsgleichun-
gen (2.24) die Beziehungen
2Gu = −∂F
∂x
+ 2αϕ0,
2Gv = −∂F
∂y
+ 2αϕ1,
2Gw = −∂F
∂z
+ 2αϕ2.

(2.36)
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Anhand der komponentenweise Formulierung der Spannungen (2.35) und Ver-
schiebungen (2.36) wird deutlich, dass die partiellen Ableitungen der räumlichen
Spannungsfunktion F eine wesentliche Rolle spielen. Daher werden diesbezüglich
zunächst einige Vorbetrachtungen durchgeführt, welche die Konstruktionen in den
darauf folgenden Abschnitten bedeutend vereinfachen werden. Ausgangspunkt ist
dabei der Darstellungssatz von Goursat (2.31), wonach bekanntlich F ∈ C4(Ω;R)
eine reelle Funktion ist. Demzufolge lassen sich die partiellen Ableitungen von F
explizit durch
2
∂F
∂x
= x¯
∂Φ
∂x
+ Φ +
∂Φ
∂x
x + Φ +
∂Ψ
∂x
+
∂Ψ
∂x
2
∂F
∂y
= x¯
∂Φ
∂y
− e1Φ + ∂Φ
∂y
x + Φe1 +
∂Ψ
∂y
+
∂Ψ
∂y
2
∂F
∂z
= x¯
∂Φ
∂z
− e2Φ + ∂Φ
∂z
x + Φe2 +
∂Ψ
∂z
+
∂Ψ
∂z
1© 2a© 4© 2b© 3©
angeben. Auf dieser Grundlage wird der Ansatz
f(x) = 2
(
∂F
∂x
+ e1
∂F
∂y
+ e2
∂F
∂z
)
gemacht, für den im Folgenden die Anteile 1© - 4© getrennt voneinander zusam-
mengefasst werden. Mit (2.18) und (2.19) erhält man für die aus 1© resultierenden
Summanden
x¯
∂Φ
∂x
+ e1x¯
∂Φ
∂y
+ e2x¯
∂Φ
∂z
= x
(
−e1∂Φ
∂y
− e2∂Φ
∂z
)
+ e1x
∂Φ
∂y
+ e2x
∂Φ
∂z
= −2 z e3∂Φ
∂y
+ 2 y e3
∂Φ
∂z
.
In gleicher Weise ergibt sich für 2a© und 2b©
Φ + e1(−e1Φ) + e2(−e2Φ) + (Φ + e1Φe1 + e2Φe2) = Φ − e3Φe3
sowie für 3©(
∂Ψ
∂x
+ e1
∂Ψ
∂y
+ e2
∂Ψ
∂z
)
+
(
∂Ψ
∂x
+ e1
∂Ψ
∂y
+ e2
∂Ψ
∂z
)
= 2 ∂¯0Ψ + 2 ∂¯0Ψ = 2 Ψ∂0.
Für die aus 4© resultierenden Summanden berechnet man zunächst
∂Φ
∂x
x + e1
∂Φ
∂y
x + e2
∂Φ
∂z
x = 2 Φ∂0 x,
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was sich mit Hilfe der Monogenitätskriterien (2.12) zu
2 Φ∂0 x =
[(
∂ϕ0
∂x
+
∂ϕ1
∂y
+
∂ϕ2
∂z
)
+
(
∂ϕ0
∂y
− ∂ϕ
1
∂x
− ∂ϕ
3
∂z
)
e1
+
(
∂ϕ0
∂z
− ∂ϕ
2
∂x
+
∂ϕ3
∂y
)
e2 +
(
∂ϕ1
∂z
− ∂ϕ
2
∂y
− ∂ϕ
3
∂x
)
e3
]
x
= 2
(
∂ϕ0
∂x
+
∂ϕ0
∂y
e1 +
∂ϕ0
∂z
e2
)
x
auswerten lässt. Nach längerer Rechnung erhält man
2
(
∂ϕ0
∂x
+
∂ϕ0
∂y
e1 +
∂ϕ0
∂z
e2
)
x
= 2
[
x
(
∂ϕ0
∂x
+
∂ϕ0
∂y
e1 +
∂ϕ0
∂z
e2
)
+ y e1
(
∂ϕ0
∂x
+
∂ϕ0
∂y
e1 +
∂ϕ0
∂z
e2
)
+ z e2
(
∂ϕ0
∂x
+
∂ϕ0
∂y
e1 +
∂ϕ0
∂z
e2
)
− 2 y e3∂ϕ
0
∂z
+ 2 z e3
∂ϕ0
∂y
]
= 2
[
x
(
2 ∂¯0ϕ
0
)− 2 y e3∂ϕ0
∂z
+ 2 z e3
∂ϕ0
∂y
]
= 2
[
x ∂¯0
(
Φ + Φ
)− y e3 ∂
∂z
(
Φ + Φ
)
+ z e3
∂
∂y
(
Φ + Φ
) ]
= 2x Φ∂0 + 2
(
−y e3∂Φ
∂z
+ z e3
∂Φ
∂y
)
+ 2
(
−y e3∂Φ
∂z
+ z e3
∂Φ
∂y
)
.
Das Zusammenfassen der Teilergebnisse aus 1©, 2©, 3© und 4© führt dann auf
f(x) = 2x Φ∂0 + 2
(−y e3∂2Φ + z e3∂1Φ)+ 2Ψ∂0 + (Φ− e3Φe3) ,
wodurch sich schließlich, mit −ye3 = −xe2 − z2 und ze3 = −xe1 − z1 sowie der
Beziehung
−2x ∂0Φ = 2x Φ∂0 − 2x
(
e1∂1Φ + e2∂2Φ
)
,
die gesuchte Darstellung
f(x) = 2
(
∂F
∂x
+ e1
∂F
∂y
+ e2
∂F
∂z
)
= −2 x ∂0Φ− 2 z1 ∂1Φ− 2 z2 ∂2Φ + 2 Ψ∂0 +
(
Φ− e3Φe3
) (2.37)
ergibt. Nach diesen umfangreichen Vorbereitungen werden nun im letzten Schritt
räumliche Kolosov-Muskhelishvili Formeln in H konstruiert. Das Konstruktionsprin-
zip der Gleichungen ist dabei im Wesentlichen vom komplexen Zugang motiviert.
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2.3.4 Verallgemeinerte Kolosov-Muskhelishvili Formel für die
Verschiebungen
Unter Verwendung der hyperkomplexen Darstellung der Verschiebungskomponenten
(2.36) wird für das Verschiebungsfeld der Ansatz
2G(u+ e1v + e2w) =
(
−∂F
∂x
+ 2αϕ0
)
+ e1
(
−∂F
∂y
+ 2αϕ1
)
+ e2
(
−∂F
∂z
+ 2αϕ2
)
= −
(
∂F
∂x
+ e1
∂F
∂y
+ e2
∂F
∂z
)
+ 2α
(
ϕ0 + e1ϕ
1 + e2ϕ
2
)
gemacht. Mit der Darstellung (2.37) und der Beziehung
Φ− e3Φe3 = 2
(
ϕ0 + e1ϕ
1 + e2ϕ
2
)
erhält man in Abhängigkeit der monogenen Funktionen Φ, Ψ eine räumliche A-
wertige Verschiebungsfunktion
2G(u+ e1v+ e2w) = x ∂0Φ + z1 ∂1Φ + z2 ∂2Φ−Ψ∂0 + 2α− 1
2
(
Φ− e3Φe3
)
, (2.38)
welche als verallgemeinerte Kolosov-Muskhelishvili Formel für die Verschiebungen
bezeichnet wird.
2.3.5 Verallgemeinerte Kolosov-Muskhelishvili Formeln für die
Spannungen
Wie eingangs bereits erwähnt, sollen bei der Konstruktion der verallgemeinerten
Spannungsgleichungen die strukturellen Eigenschaften der komplexwertigen Ansät-
ze systematisch berücksichtigt werden. Dies bedeutet im Einzelnen, dass auch im
räumlichen Fall die i. Kolosov-Muskhelishvili Formel für die Spannungen zunächst
als Summe über die Normalspannungskomponenten angenommen wird, was auf-
grund der gezeigten Invarianzeigenschaft (1.5) auf eine reell harmonische Funktion
führen sollte. Im Gegensatz zur ebenen Theorie sind nun im räumlichen Fall zwei
weitere Spannungsgleichungen zu ﬁnden, mit der besonderen Eigenschaft, dass sich
durch Linearkombination mit der ersten Spannungsgleichung H-wertige Spannungs-
funktionen bezüglich der globalen Koordinatenrichtungen x, y, z konstruieren lassen.
Die korrespondierenden Spannungskomponenten (1.1) sollten sich dann als skalare
bzw. vektorielle Komponenten dieser H-wertigen Funktionen einstellen.
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i. Kolosov-Muskhelishvili Formel für die Spannungen
Die Konstruktion der ersten verallgemeinerten Spannungsfunktion ist vollkommen
analog zum komplexen Ansatz. Unter Verwendung der Spannungsdarstellungen (2.35)
wird zuerst
σx + σy + σz =
∂2F
∂y2
+
∂2F
∂z2
+ α
(
∂ϕ0
∂x
− ∂ϕ
1
∂y
− ∂ϕ
2
∂z
)
+
∂2F
∂x2
+
∂2F
∂z2
+ α
(
−∂ϕ
0
∂x
+
∂ϕ1
∂y
− ∂ϕ
2
∂z
)
+
∂2F
∂x2
+
∂2F
∂y2
+ α
(
−∂ϕ
0
∂x
− ∂ϕ
1
∂y
+
∂ϕ2
∂z
)
= 2∆F − α
(
∂ϕ0
∂x
+
∂ϕ1
∂y
+
∂ϕ2
∂z
)
berechnet. Mit der Beziehung (2.29) in der hyperkomplexen Formulierung
∆F = 2
(
∂ϕ0
∂x
+
∂ϕ1
∂y
+
∂ϕ2
∂z
)
und ferner den Eigenschaften der Diﬀerentialoperatoren (2.18) erhält man die als
i. verallgemeinerte Kolosov-Muskhelishvili Formel für die Spannungen bezeichnete
Spannungsgleichung
σx + σy + σz = (4− α)
(
∂0Φ + ∂0Φ
)
= 2(4− α) Sc[∂0Φ]. (2.39)
Es sei darauf hingewiesen, dass die räumliche Spannungsgleichung (2.39) bis auf
eine Materialkonstante vollkommen analog zur entsprechenden Formulierung in der
Ebene (2.4) ist.
ii. Kolosov-Muskhelishvili Formel für die Spannungen
Für die zweite H-wertige Spannungsgleichung werden die eingangs angesproche-
nen Konstruktionsprinzipien angewendet. Unter Verwendung der Beziehungen (2.35)
lautet der Ansatz
σx − σy − σz + 2e1τxy + 2e2τxz
= −2∂
2F
∂x2
+ 2α
∂ϕ0
∂x
+ 2e1
[
− ∂
2F
∂x∂y
+ α
(
∂ϕ0
∂y
+
∂ϕ1
∂x
)]
+ 2e2
[
− ∂
2F
∂x∂z
+ α
(
∂ϕ0
∂z
+
∂ϕ2
∂x
)]
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= − ∂f
∂x
+ 2α
[
∂ϕ0
∂x
+ e1
(
∂ϕ0
∂y
+
∂ϕ1
∂x
)
+ e2
(
∂ϕ0
∂z
+
∂ϕ2
∂x
)]
=
∂
∂x
[
2x∂0Φ + 2z1∂1Φ + 2z2 ∂2Φ− 2Ψ∂0 −
(
Φ− e3Φe3
)]
+ 2α
[
∂ϕ0
∂x
+ e1
(
∂ϕ0
∂y
+
∂ϕ1
∂x
)
+ e2
(
∂ϕ0
∂z
+
∂ϕ2
∂x
)]
.
Eine Auswertung der partiellen Ableitungen für jeden einzelnen Summanden in ecki-
gen Klammern liefert:
(i)
∂
∂x
[
2x∂0Φ
]
= 2∂0Φ + 2x
∂
∂x
∂0Φ = 2x∂0∂0Φ + 2∂0Φ,
(ii)
∂
∂x
[
2z1∂1Φ
]
= −2e1∂1Φ + 2z1 ∂
∂x
∂1Φ = 2z1∂0∂1Φ− 2e1∂1Φ,
(iii)
∂
∂x
[
2z2∂2Φ
]
= −2e2∂2Φ + 2z2 ∂
∂x
∂2Φ = 2z2∂0∂2Φ− 2e2∂2Φ,
(iv)
∂
∂x
[−2Ψ∂0] = −2Ψ∂0∂0,
(v)
∂
∂x
[−Φ + e3Φe3] = −∂0Φ + e3∂0Φe3.
Ferner können die Ableitungsterme i. Ordnung durch die Beziehungen
2∂0Φ− 2e1∂1Φ− 2e2∂2Φ− ∂0Φ + e3∂0Φe3 = −2
(
∂0Φ + ∂0Φ
)
−
(
∂0Φ + e3∂0Φe3
)
und
2α
[
∂ϕ0
∂x
+e1
(
∂ϕ0
∂y
+
∂ϕ1
∂x
)
+e2
(
∂ϕ0
∂z
+
∂ϕ2
∂x
)]
= α
[(
∂0Φ + ∂0Φ
)
+
(
∂0Φ + e3∂0Φe3
)]
zusammengefasst werden, wonach sich die ii. verallgemeinerte Kolosov-Muskhelishvili
Formel für die Spannungen zu
σx − σy − σz + 2e1τxy + 2e2τxz
= 2
[
x∂0∂0Φ + z1∂0∂1Φ + z2∂0∂2Φ−Ψ∂0∂0
]
+ (α− 2)
(
∂0Φ + ∂0Φ
)
+ (α− 1)
(
∂0Φ + e3∂0Φe3
) (2.40)
ergibt. Aus mechanischer Sicht ist die konstruierte Spannungsgleichung (2.40) eng
mit der Koordinatenrichtung x verknüpft, da sich die Komponenten des Spannungs-
tensors bezüglich der x-Koordinate in einfacher Weise durch Addition mit der ersten
Spannungsgleichung (2.39)
(σx + σy + σz) + (σx − σy − σz + 2e1τxy + 2e2τxz) = 2 [σx + e1τxy + e2τxz]
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ergeben und folglich auch isoliert werden können. Wie man leicht einsieht, gelingt
eine ähnliche Auswertung der Spannungskomponenten bezüglich der Koordinaten-
richtungen y, z nicht, wodurch nun im Gegensatz zur komplexen Theorie eine dritte
räumliche Spannungsfunktion benötigt wird.
iii. Kolosov-Muskhelishvili Formel für die Spannungen
Die dritte Spannungsgleichung lässt sich auf ähnliche Weise herleiten, wenngleich
eine kompakte Darstellung der resultierenden Terme weitaus schwieriger zu erhalten
ist. Hierzu wird der folgende Ansatz
σx − σy + σz + 2e1τxy + 2e3τyz
=
∂2F
∂y2
+ α
(
∂ϕ0
∂x
− 3∂ϕ
1
∂y
+
∂ϕ2
∂z
)
+ 2e1
[
− ∂
2F
∂x∂y
+ α
(
∂ϕ0
∂y
+
∂ϕ1
∂x
)]
+ 2e3
[
− ∂
2F
∂y∂z
+ α
(
∂ϕ1
∂z
+
∂ϕ2
∂y
)]
= e1
[
− ∂f
∂y
− α
[(
∂1Φ + e3∂1Φe3
)− e3 (∂2Φ− ∂2Φ)]]
= e1
∂
∂y
[
2x∂0Φ + 2z1∂1Φ + 2z2 ∂2Φ− 2Ψ∂0 −
(
Φ− e3Φe3
)]
−αe1
[(
∂1Φ + e3∂1Φe3
)− e3 (∂2Φ− ∂2Φ)]
betrachtet. Erneut sind zunächst die partiellen Ableitungen für jeden einzelnen Sum-
manden in eckigen Klammern auszuwerten
(i)
∂
∂y
[
2x∂0Φ
]
= 2x∂1∂0Φ + 2e1∂0Φ, (ii)
∂
∂y
[
2z1∂1Φ
]
= 2z1∂1∂1Φ + 2∂1Φ,
(iii)
∂
∂y
[
2z2∂2Φ
]
= 2z2∂1∂2Φ, (iv)
∂
∂y
[−2Ψ∂0] = −2Ψ∂1∂0,
(v)
∂
∂y
[−Φ + e3Φe3] = −∂1Φ + e3∂1Φe3.
Die iii. verallgemeinerte Kolosov-Muskhelishvili Formel für die Spannungen ergibt
sich schließlich nach Vereinfachung der Ausgangsgleichung
2τxy + e1(−σx + σy − σz) + 2e2τyz
= 2
[
x∂1∂0Φ + z1∂1∂1Φ + z2∂1∂2Φ−Ψ∂1∂0
]
+ 2e1∂0Φ
+ (2− α) ∂1Φ− α
(
e1∂0Φ + e3∂2Φ
)
+ (α− 1) (∂1Φ− e3∂1Φe3) .
(2.41)
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Diese lässt sich nach Konstruktion mit der Koordinatenrichtung y in Beziehung
setzten, was in einfacher Weise aus der Addition mit e1
(
σx + σy + σz
)
hervorgeht.
Es sei darauf hingewiesen, dass die Spannungskomponenten bezüglich der globalen
Koordinatenrichtung z durch die H-wertige Linearkombination
−e2
(
σx − σy − σz + 2e1τxy + 2e2τxz
)− e3(2τxy + e1(−σx + σy − σz) + 2e2τyz)
= 2 [τxz + e1τyz + e2σz]
der verallgemeinerten Kolosov-Muskhelishvili Gleichungen (2.40) und (2.41) berech-
net werden können. Eine geschlossene Lösung lässt sich jedoch ebenfalls durch die
im Vorangegangenen beschriebenen Konstruktionsansätze gewinnen. Daher sei ab-
schließend noch die nützliche Beziehung
2τxz + 2e1τyz + e2(−σx − σy + σz)
= 2
[
x∂2∂0Φ + z1∂2∂1Φ + z2∂2∂2Φ−Ψ∂2∂0
]
+ 2e2∂0Φ
+ (2− α) ∂2Φ− α
(
e2∂0Φ− e3∂1Φ
)
+ (α− 1) (∂2Φ− e3∂2Φe3)
angegeben, welche in Analogie zu den eingeführten Spannungsgleichungen (2.40)
und (2.41) mit der globalen Koordinatenrichtung z in Zusammenhang steht.
2.4 Zusammenfassung
In diesem Kapitel wurden räumliche Verallgemeinerungen der komplexen Kolosov-
Muskhelishvili Formeln konstruiert, welche auf funktionentheoretischen Ansätzen in
der Algebra reeller Quaternionen basieren. Ausgangspunkt der Konstruktion war da-
bei der bekannte Drei-Funktionen-Ansatz nach Papkovic-Neuber, bei dem der räum-
liche Verschiebungszustand eines linear elastischen, homogenen, isotropen Körpers
durch vier harmonische Funktionen beschrieben wird, die nach Konstruktion mit
einer skalaren Bipotentialfunktion F (x) in Beziehung gesetzt werden. Durch diese
Beobachtung ließ sich der formale Zusammenhang zur Airyschen Spannungsfunkti-
on im R2 herstellen. Darauf aufbauend konnte der Darstellungssatzes von Goursat
nun auch in H bewiesen werden, wofür im Wesentlichen zwei funktionentheoretische
Hilfssätze benötigt wurden. Zum einen war dies das Konzept der konjugiert harmo-
nischen Funktion in H, für welches ein bereits bekanntes Resultat [Sudbery 1979] an
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die in dieser Arbeit gegebene Problemstellung angepasst werden konnte. Ein alge-
braischer Zugang zur Bestimmung konjugiert harmonischer Funktionen ﬁndet sich
in [Brackx et al. 2002], welcher aber im Rahmen dieser Arbeit nicht weiterverfolgt
wurde. Eine zweite wichtige Voraussetzung bei der räumlichen Verallgemeinerung
des Darstellungssatzes war die Existenz einer monogenen Stammfunktion zu einer
gegebenen monogenen Funktion. Hier entstanden vor allem in den letzten Jahren
zahlreiche Arbeiten, in denen neben der Existenz monogener Stammfunktionen [De-
langhe 2006, Eelbode & Sommen 2007] auch explizite Verfahren zu deren Berechnung
[Cação & Gürlebeck 2004; 2006, Gürlebeck & Morais 2007] angegeben wurden. Unter
Verwendung dieser theoretischen Einzelresultate konnte dann gezeigt werden, dass
sich jede skalare biharmonische Funktion äquivalent durch zwei monogene Funk-
tionen Φ und Ψ darstellen lässt. Schließlich wurden H-wertige Darstellungsformeln
für die Verschiebungen und Spannungen konstruiert, welche eine große Ähnlichkeit
zu den ebenen Darstellungsformeln besitzen und damit die Methode der komplexen
Spannungsfunktionen auf den Raum verallgemeinern.
Abschließend sollen noch einige qualitative Eigenschaften der verallgemeinerten
Kolosov-Muskhelishvili Formeln in H zusammengefasst werden. Wie man anhand
der Gleichung (2.38) bzw. den Gleichungen (2.39)-(2.41) leicht folgert, lässt sich der
Verschiebungs- bzw. Spannungszustand eines dreidimensionalen Kontinuums allein
durch zwei monogene Funktionen Φ und Ψ beschreiben. Daher eignen sich diese
Darstellungen besonders als theoretische Grundlage für numerische Verfahren, in-
dem man Φ und Ψ durch geeignete Reihenentwicklungen approximiert. Die auf die-
se Weise erhaltenen numerischen Lösungen haben die besondere Eigenschaft, dass
sie in jedem Approximationsschritt die systembeschreibenden Diﬀerentialgleichun-
gen exakt erfüllen und demzufolge einen mechanisch möglichen Zustand des Sys-
tems repräsentieren. Im Falle der Verschiebungen triﬀt das eben Beschriebene auch
auf den klassischen Ansatz nach Papkovic-Neuber zu. Betrachtet man jedoch bei-
de Methoden bezüglich ihrer strukturellen Eigenschaften, so verfeinern die Kolosov-
Muskhelishvili Gleichungen den Papkovic-Neuber Ansatz dahingehend, dass nun auf-
grund der Monogenitätsbedingungen die Beziehungen zwischen den harmonischen
Funktionen näher charakterisiert werden. Aus funktionentheoretischer Sicht liegt ein
weiterer wesentlicher Vorteil der hyperkomplexen Darstellung darin begründet, dass
zur Beschreibung der Lösung ausschließlich monogene Funktionen als zentrale Funk-
tionenklasse in H verwendet werden. Dadurch stehen alle wichtigen Werkzeuge der
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räumlichen Funktionentheorie sowohl für grundlagentheoretische Betrachtungen der
Lösungsdarstellungen als auch für eine weiterführende Auswertung der erhaltenen
Lösungen zur Verfügung.
Folgt man dem prinzipiellen Vorgehen in C, so sind im nächsten Schritt geeignete
monogene Reihenentwicklungen bereitzustellen, durch welche sich die monogenen
Ansatzfunktionen Φ und Ψ hinreichend genau approximieren lassen. Von zentraler
Bedeutung sind dabei in erster Linie die numerische Stabilität und die Vollstän-
digkeit der Ansatzsysteme sowie deren generelle Anwendbarkeit im Kontext der
verallgemeinerten Kolosov-Muskhelishvili Formeln. Außerdem ist zu untersuchen,
inwiefern sich diese Systeme mit Hilfe der Kelvin-Transformation auf Funktionen-
systeme mit negativem Homogenitätsgrad abbilden lassen, um dann auch ähnlich
wie im komplexen Fall räumliche Probleme der Bruchmechanik mit funktionentheo-
retischen Methoden behandeln zu können.
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Kapitel 3
Reihenentwicklungen H-holomorpher
Funktionen
Es kann eine vollkommene Folge nicht
aus einem unvollkommenen Prinzip entspringen.
François-René Vicomte de Chateaubriand
Ziel dieses Kapitels soll es sein, geeignete polynomiale Reihenentwicklungen H-holo-
morpher Funktionen zu diskutieren, welche im Speziellen für die Approximation
der Funktionen Φ und Ψ in den verallgemeinerten Kolosov-Muskhelishvili Formeln
(2.38) und (2.39)-(2.41) verwendet werden können. Dazu werden zunächst die aus der
ebenen Funktionentheorie bekannten Reihendarstellungen betrachtet und daraus die
gewünschten Anforderungen und Eigenschaften für den räumlichen Fall abgeleitet.
Es sei B2 die Einheitskreisscheibe und f eine holomorphe Funktion aus L2(B2;C) ∩
ker ∂¯. Bekanntlich erhält man durch Normierung der komplexen Potenzen
z˜n =
√
n+ 1
pi
zn
ein in L2(B2;C)∩ker ∂¯ vollständiges Orthonormalsystem {z˜n}n∈N0 . Aus der Orthogo-
nalität und der Vollständigkeit folgt sofort, dass jede Funktion f ∈ L2(B2;C)∩ker ∂¯
bezüglich dieser Orthonormalbasis in eine Fourierreihe
f =
∞∑
n=0
z˜nβn, mit βn =< z˜
n, f >(B2;C) =
∫
B2
z˜nf dV
entwickelt werden kann. Eine wichtige strukturelle Eigenschaft der komplexen Fou-
rierreihe lässt sich dabei hinsichtlich ihrer Ableitung und Stammfunktion zeigen.
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Betrachten wir zuerst für die unnormierten Basisfunktionen zn sowohl die komplexe
Ableitung ∂zzn = n zn−1 als auch die Stammfunktion
∫
zndz = 1
n+1
zn+1, so sieht
man leicht ein, dass Ableitung und Integration von Elementen der Orthogonalba-
sis erneut auf einzelne Vielfache der Basis führen. Demzufolge lässt sich für eine
komplexe Fourierreihe auch deren Ableitung und Stammfunktion rein formal wieder
als Fourierreihe betrachten. Im Weiteren kann in der komplexen Theorie die globa-
le Vollständigkeitsaussage mit der lokalen Approximierbarkeit in Beziehung gesetzt
werden. Sei wiederum f eine holomorphe Funktion aus L2(B2;C)∩ker ∂¯, dann besitzt
f im Innern von B2 eine gleichmäßig konvergente Taylorreihe
f =
∞∑
n=0
zn
f (n)(z)
n!
∣∣∣∣∣
z=0
.
Bezüglich der verwendeten Basisfunktionen zn ist die komplexe Taylorreihe also
ebenfalls eine Orthogonalreihe in L2(B2;C) ∩ ker ∂¯. Dies resultiert in natürlicher
Weise aus der Struktur der Ansatzfunktionen zn, welche neben der für die Taylor-
reihe wichtigen Eigenschaft zn ∈ (∂n+1z \ ∂nz ) ∩ ker ∂¯ zugleich orthogonal zueinander
sind. Folglich lassen sich für eine gegebene Funktion f ∈ L2(B2;C)∩ ker ∂¯ die jewei-
ligen Fourier- und Taylorkoeﬃzienten direkt miteinander in Beziehung setzen, was
die besondere Qualität dieser Orthogonalreihenentwicklungen in C verdeutlicht.
Vor diesem Hintergrund sucht man auch im höherdimensionalen Fall nach H-
holomorphen Funktionensystemen, welche die besonderen strukturellen Eigenschaf-
ten der komplexen Orthogonalreihenentwicklungen verallgemeinern. Stand der For-
schung sind hierbei im Wesentlichen zwei Funktionensysteme homogener H-holo-
morpher Polynome, welche jeweils einige der im Vorangegangenen erläuterten Ei-
genschaften besitzen. Zum einen sind dies die so genannten Fueter-Polynome, welche
im Jahr 1935 von K.R. Fueter [Fueter 1935] eingeführt wurden. Grundgedanke
dieser Polynomklasse war die Verallgemeinerung der holomorphen zn-Potenzen. An-
stelle der komplexen Variablen z wurden nun Potenzen räumlicher Variablen be-
trachtet. Dies führte jedoch aus verschiedenen Gründen zu Problemen, da im R3
sowohl die Potenzen der reduzierten Quaternion x = x+ ye1 + ze2 als auch die der
monogenen Variablen x = x + 1
2
(ye1 + ze2) nicht mehr monogen sind. Außerdem
existieren jetzt im Gegensatz zur komplexen Theorie genau n+1 linear unabhängige
Polynome vom Grad n, wonach die Vollständigkeit im R3 nicht alleinig durch die
Potenzen der räumlichen Variablen zu erhalten ist. Diese Probleme konnten unter
Verwendung der Fueter-Variablen (2.9) gelöst werden, anhand derer sich eine poly-
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nomiale Basis in L2(Ω;H;H)∩ker ∂¯ angeben lässt. Mit Hilfe dieser Basis war es nun
ebenfalls möglich, eine Taylorreihe für Funktionen in L2(Ω;H;H)∩ker ∂¯ anzugeben,
deren Reihenglieder im Allgemeinen jedoch nicht orthogonal zueinander sind. Ein
zweiter bedeutender Zugang, welcher insbesondere in den letzten Jahren durch die
Arbeit von I. Cação [Cação 2004] maßgeblich entwickelt und praktisch handhab-
bar wurde, ist durch die Systeme monogener Kugelfunktionen in L2(B3;H) ∩ ker ∂¯
gegeben. Ausgangspunkt dieser Ansatzsysteme ist die Faktorisierung des Laplace-
Operators ∆ = ∂∂¯, wonach die Anwendung des Diﬀerentialoperators ∂ auf eine
harmonische Kugelfunktion eine monogene Kugelfunktion liefert. Auf der Grundla-
ge dieses Ansatzes ließen sich vollständige Orthonormalsysteme [Cação et al. 2004]
konstruieren, durch welche wichtige Beziehungen für die hyperkomplexe Ableitung
[Cação et al. 2006] und für die Konstruktion monogener Stammfunktionen mit Hilfe
eines Operatorzugangs [Cação & Gürlebeck 2006] erhalten werden konnten. Eine
Zusammenfassung dieser Ergebnisse ﬁndet sich im Buch [Gürlebeck et al. 2006].
Somit konnten nun auch Funktionen aus L2(B3;H) ∩ ker ∂¯ explizit in Form einer
Fourierreihe angegeben werden, was bis dato nur durch einen aufwendigen Ortho-
normierungsprozess der Basiselemente realisiert werden konnte. Demzufolge wird
durch diese Systeme die praktische Darstellbarkeit holomorpher Funktionen als Or-
thogonalreihe auf den räumlichen Fall verallgemeinert. Die besondere Eigenschaft,
dass Orthogonalreihen durch die formale Anwendung der hyperkomplexen Ablei-
tung bzw. der Stammfunktion erneut auf Orthogonalreihen führen, geht jedoch
auch bei diesen Systemen verloren (q.v. [Cação et al. 2006, Cação & Gürlebeck
2006]). Aufgrund der fehlenden Ableitungseigenschaften, dass also die hyperkomple-
xe Ableitung von Basiselementen nicht erneut auf Elemente der Orthonormalbasis
führt, lässt sich eine zu diesem System korrespondierende Taylorreihe nicht direkt
konstruieren. Auf konstruktivem Wege ist es natürlich immer möglich, die Ortho-
normalsysteme bezüglich der monogenen Kugelfunktionen mit der oben erwähnten
Taylorreihe der Fueter-Polynome in Beziehung zu setzten, indem man jedes Fueter-
Polynom als Fourierreihe der Orthonormalbasis darstellt. Zwar führt dies nicht auf
die gewünschte Orthogonalität der Ansatzfunktionen der Taylorreihe, da diese nur
in eine andere Darstellung transformiert wurde, jedoch lässt sich auf diesem Weg
zumindest rein prinzipiell ein Zusammenhang zwischen beiden Reihenentwicklungen
herstellen. Erste Ansätze für die explizite Beschreibung dieser Transformation ﬁnden
sich in [Cação 2004], bei denen jedoch nicht alle auftretenden Summanden berück-
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sichtigt wurden. In [Gürlebeck & Morais 2007] konnte das Problem dann vollständig
gelöst und explizite Gleichungen für die Transformationsbeziehungen zwischen den
Basissystemen angegeben werden. Aufgrund der Komplexität der dabei erhaltenen
Beziehungen sind diese jedoch nur mit rechentechnischen Hilfsmitteln zu bewälti-
gen, wodurch sie für theoretische Betrachtungen als wenig praktikabel erscheinen.
Daher kann man zusammenfassend feststellen, dass sich nach aktuellem Stand der
Forschung nur wenige der gewünschten strukturellen Eigenschaften der komplexen
Potenzreihen auf den höherdimensionalen Fall übertragen lassen, was zudem noch
durch die Verwendung unterschiedlicher Funktionensysteme erschwert wird.
Daher werden zunächst die Abbildungseigenschaften der zur Darstellung der
verallgemeinerten Kolosov-Muskhelishvili Formeln benötigten Diﬀerentialoperato-
ren (2.17) bezüglich der oben erläuterten Funktionensysteme studiert. Aufgrund
der fehlenden Orthogonalität der Fueter-Polynome beschränken sich die Ausführun-
gen in diesem Fall auf eine kurze Herleitung der Taylorreihe und einige interessante
Abbildungseigenschaften der Diﬀerentialoperatoren, welche im Rahmen dieses poly-
nomialen Systems näher charakterisiert werden können. Den Hauptgegenstand des
Kapitels stellt jedoch die Betrachtung monogener Kugelfunktionen dar. Hierzu wird
zuerst die Wirkungsweise der Diﬀerentialoperatoren ∂i, i = 0, 1, 2 auf die linear un-
abhängigen monogenen Kugelfunktionen, welche nach Konstruktion direkt aus den
harmonischen Kugelfunktionen hervorgehen, untersucht. Anhand dieser Resultate
werden anschließend wichtige strukturelle Beziehungen zwischen diesen Polynomen
bewiesen und neuartige Orthonormalsysteme homogener H-holomorpher Polynome
konstruiert. Diese Systeme besitzen wie im komplexen Fall die besondere Qualität,
dass die Ableitung und die Stammfunktion einzelner Basiselemente erneut auf Ele-
mente der gleichen Basis führen. Auf der Grundlage dieser Basissysteme werden
monogene Fourierreihen konstruiert, deren formale Ableitungen und Stammfunk-
tionen wiederum Orthogonalreihen sind. Außerdem wird bewiesen, dass mit Hilfe
dieser Basis vollständige Orthonormalsysteme für die unendlich dimensionalen Teil-
räume der orthogonalen Zerlegung des Hilbert-Raumes L2(B3;H)∩ker ∂¯ nach [Cação
2004] angegeben werden können. Dies ist insbesondere für die praktische Anwend-
barkeit des Dekompositionssatzes von Bedeutung. Aufbauend auf den strukturellen
Eigenschaften dieser Ansatzsysteme werden ferner vollständige orthogonale Appell-
Systeme in L2(B3;H;H)∩ker ∂¯ konstruiert und eine neuartige Taylorreihe homogener
H-holomorpher Polynome angegeben. Die auf diese Weise konstruierte Taylorreihe
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besitzt die wichtige Eigenschaft einer Orthogonalreihe, wodurch Taylor- und Fou-
rierkoeﬃzienten direkt in Beziehung gesetzt werden. Abschließend werden diese Sys-
teme unter Verwendung der Kelvin-Transformation auch im Außengebiet studiert
und eine (orthogonale) Laurentreihenentwicklung hergeleitet. Neben den Betrach-
tungen zu den Orthogonalreihenentwicklungen monogener Funktionen werden für
diese Ansatzsysteme außerdem sehr kompakte Rekursionsformeln bewiesen.
3.1 Eine polynomiale Basis auf der Grundlage der
Fueter-Polynome
Gegenstand dieses ersten Abschnitts sind die Fueter-Polynome, welche eine bedeu-
tende Rolle bei der Herleitung der hyperkomplexen Diﬀerenzierbarkeit und bei der
Deﬁnition der Taylorreihe in H spielen. In erster Linie sollen die Abbildungseigen-
schaften der eingeführten Diﬀerentialoperatoren (2.17) bezüglich der polynomialen
Basis im R3 studiert werden. Letztere wird bekanntlich durch die nach (2.9) deﬁ-
nierten Fueter-Variablen z1 und z2 generiert.
Deﬁnition 3.1. Es sei ~z = (z1, z2). Dann ist die verallgemeinerte Potenz ν  von
~z durch die Beziehung
~z ν := zν11 × zν22 =
ν!
|ν|!
∑
∏
(i1,...,i|ν|)
zi1 · · · zi|ν|
deﬁniert, wobei ν = (ν1, ν2) ein Multiindex, mit |ν| = ν1 + ν2 und ν! = ν1!ν2!, ist
und folglich die Summe über alle Permutationen (i1, . . . , i|ν|) zu nehmen ist.
Theorem 3.1 ([Malonek 1990]). Für das Permutationsprodukt zν11 × zν22 gilt die
Rekursionsformel
zν11 × zν22 =
1
ν1 + ν2
[
ν1
(
zν1−11 × zν22
)
z1 + ν2
(
zν11 × zν2−12
)
z2
]
.
Theorem 3.2 ([Brackx et al. 1982, Malonek 1990]). Es sei Hkν (~z) := z
ν1
1 × zν22 , mit
|ν| = k.
1. Hkν (~z) sind homogene Polynome vom Grad k.
2. Hkν (~z) sind monogene Funktionen.
3.
{
Hkν (~z)
}
k∈N0 ist eine Basis in L
2(Ω;H;H) ∩ ker ∂¯.
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Des Weiteren werden die wichtigen Ableitungsbeziehungen der verallgemeinerten
Potenzen benötigt.
Theorem 3.3 ([Gürlebeck et al. 2006]). Es sei ~z ν = zν11 × zν22 . Für die partiellen
Ableitungen ergeben sich die folgenden Beziehungen
∂
∂x
~z ν = −e1 ∂
∂y
~z ν − e2 ∂
∂z
~z ν und
∂
∂x
~z ν = − ∂
∂y
~z νe1 − ∂
∂z
~z νe2.
Demzufolge sind die verallgemeinerten Potenzen ~z ν sowohl links als auch rechts
monogene Funktionen, wonach also ∂¯~z ν = ~z ν ∂¯ = 0.
Durch den Zusammenhang zwischen den Diﬀerentialoperatoren ∂i, i = 0, 1, 2 und
den partiellen Ableitungen (2.18) lässt sich für das Theorem 3.3 eine geschlossene
Formulierung angeben.
Korollar 3.1. Es sei ~z ν = zν11 × zν22 . Unter Verwendung der Diﬀerentialoperatoren
(2.17) lässt sich eine zu Theorem 3.3 äquivalente Darstellung durch
∂0~z
ν = −e1∂1~z ν − e2∂2~z ν = −∂1~z νe1 − ∂2~z νe2 (3.1)
angeben.
Beweis. Der Beweis folgt direkt nach Substitution der Beziehungen (2.18) in den
Gleichungen des Theorems 3.3.
Bemerkung 3.1. Es sei darauf hingewiesen, dass sich die gezeigten Eigenschaften
zwischen den Diﬀerentialoperatoren (2.19) in der rechts-linearen Darstellung ∂0~z ν =
−e1∂1~z ν − e2∂2~z ν von (3.1) wiederﬁnden lassen.
Damit lässt sich auch die rekursiv gegebene hyperkomplexe Ableitung der verall-
gemeinerten Potenzen
1
2
∂
(
zν11 × zν22
)
= −ν1
(
zν1−11 × zν22
)
e1 − ν2
(
zν11 × zν2−12
)
e2
mit Hilfe der Diﬀerentialoperatoren ∂i, i = 0, 1, 2 formulieren, was letztendlich eine
nähere Charakterisierung dieser Operatoren erlaubt.
Theorem 3.4 (Hyperkomplexe Ableitung der verallgemeinerten Potenzen). Die
hyperkomplexe Ableitung einer beliebigen verallgemeinerten Potenz ~z ν = zν11 × zν22 ∈
A ⊂ H, ausgedrückt durch die Diﬀerentialoperatoren (2.17), ist durch
∂0~z
ν = −e1∂1~z ν − e2∂2~z ν = −∂1~z νe1 − ∂2~z νe2
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gegeben, wobei für die Operatoren ∂1 und ∂2 die Beziehungen
∂1~z
ν =

0 : ν1 = 0,
ν1
(
zν1−11 × zν22
)
: ν1 6= 0
und ∂2~z ν =

0 : ν2 = 0,
ν2
(
zν11 × zν2−12
)
: ν2 6= 0
gelten.
Bemerkung 3.2. Wie schon mehrfach erwähnt, ist durch ∂0 die hyperkomplexe Ab-
leitung deﬁniert. Als direkte Folgerung aus Theorem 3.4 lassen sich nun auch die
Diﬀerentialoperatoren ∂1 und ∂2 vor dem Hintergrund der verallgemeinerten Poten-
zen ~z ν ∈ C1(Ω;A) als Ableitungen nach den Fueter-Variablen z1 und z2 charakte-
risieren.
Es stellt sich nun die Frage, ob sich diese diﬀerentiellen Beziehungen auch umkeh-
ren lassen. Für eine beliebige verallgemeinerte Potenz ~z ν werden also polynomiale
Primitiven bezüglich der Diﬀerentialoperatoren ∂i, i = 0, 1, 2 gesucht. Grundgedan-
ke ist dabei, diese Primitivierungsoperatoren später über Potenzreihenentwicklun-
gen in der verwendeten Basis stetig auf den ganzen Raum fortzusetzen. Hierzu wird
zunächst deﬁniert:
Deﬁnition 3.2 (Primitive verallgemeinerter Potenzen). Die Funktionen P~z,i ~z ν ∈
C1(Ω;H) heißen H-holomorphe Primitive zu einer beliebigen verallgemeinerten Po-
tenz ~z ν bezüglich des Diﬀerentialoperators ∂i, wenn
P~z,i ~z ν ∈ ker ∂¯ und ∂i [P~z,i ~z ν ] = ~z ν , i = 0, 1, 2.
Im Folgenden soll die Anwendung der eingeführten Primitiven auf den verall-
gemeinerten Potenzen betrachtet werden. Wie man leicht einsieht, lassen sich die
gesuchten Beziehungen für die Primitiven P~z,1 und P~z,2 in einfacher Weise aus Theo-
rem 3.4 folgern. Daher wird mit der Konstruktion der P~z,0-Primitiven begonnen. Das
Konstruktionsprinzip ist dabei in erster Linie durch eine geometrische Beobachtung
motiviert, welche aus den Ableitungsbeziehungen der verallgemeinerten Potenzen
resultiert. Anhand des folgenden einfachen Beispiels soll dieser Zugang zunächst
verdeutlicht werden.
Beispiel 3.1. Gegeben sei das Polynom ~z (1,1) = z11 × z12, für welches eine monogene
Primitive P~z,0~z (1,1) konstruiert werden soll, so dass ∂0
[P~z,0~z (1,1)] = ~z (1,1). Aufgrund
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der Tatsache, dass die polynomiale Primitive P~z,0~z (1,1) nach Voraussetzung mono-
gen ist, muss sich diese folglich auch als Linearkombination der verallgemeinerten
Potenzen vom Grad n = 3 darstellen lassen. Daher wird der Operator ∂0 auf die
Teilmenge {H3ν (~z)}|ν|=3 angewendet. Nach Theorem 3.4 erhält man
∂0 ~z
(3,0) = −3 ~z (2,0)e1,
∂0 ~z
(2,1) = − ~z (2,0)e2 − 2 ~z (1,1)e1,
∂0 ~z
(1,2) = − 2 ~z (1,1)e2 − ~z (0,2)e1,
∂0 ~z
(0,3) = − 3 ~z (0,2)e2.

(3.2)
Anhand des Schemas (3.2) lässt sich erkennen, dass eine Primitive P~z,0~z (1,1) auf
zwei Wegen konstruiert werden kann, und zwar entweder durch Linearkombinationen
der Polynome ~z(2,1) und ~z (3,0) oder durch Linearkombinationen der Polynome ~z (1,2)
und ~z (0,3). Exemplarisch wird dazu der erste Fall betrachtet. Die Multiplikation der
zweiten Gleichung in (3.2) von rechts mit 1
2
e1 ergibt zunächst
1
2
∂0~z
(2,1)e1 =
1
2
~z (2,0)e3 + ~z
(1,1). (3.3)
Demzufolge lässt sich ~z (1,1) isolieren, indem ∂0 auf 12~z
(2,1)e1 angewendet wird. Um
nun eine Primitive mit den geforderten Eigenschaften nach Deﬁnition 3.2 zu erhal-
ten, muss aus der letzten Gleichung der noch verbleibende Term 1
2
~z (2,0)e3 entfernt
werden. Durch Multiplikation der ersten Gleichung aus (3.2) mit 1
6
e2 von rechts folgt
1
6
∂0~z
(3,0)e2 = −1
2
~z (2,0)e3
und nach Kombination mit Gleichung (3.3)
1
2
∂0~z
(2,1)e1 +
1
6
∂0~z
(3,0)e2 = ~z
(1,1). (3.4)
Die Anwendung der Primitiven P~z,0 auf die Gleichung (3.4) führt schließlich auf das
gesuchte Resultat
P~z,0 ~z (1,1) = 1
2
~z (2,1)e1 +
1
6
~z (3,0)e2.
Wie eingangs angedeutet, lässt sich eine P~z,0-Primitive zu ~z (1,1) auch auf andere
Weise durch Linearkombinationen der Polynome ~z (1,2) und ~z (0,3) erhalten. Analog
erhält man in diesem Fall
P~z,0 ~z (1,1) = 1
2
~z (1,2)e2 +
1
6
~z (0,3)e1.
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Abschließend sei noch angemerkt, dass sich die zur Auﬂösung des Systems (3.2)
notwendigen H-wertigen Koeﬃzienten explizit in Abhängigkeit der Potenzen ν1 und
ν2 angeben lassen.
Das anhand des Beispiels prinzipiell erläuterte Vorgehen lässt sich nun auch auf
beliebige verallgemeinerte Potenzen ~z ν übertragen. Um eine symmetrische Kon-
struktion zu gewährleisten, welche also den Einﬂuss der Variablen z1 und z2 in
gleichem Maße wichtet, werden nach obigem Vorgehen sowohl die P~z,0-Primitive be-
züglich absteigender ν2-Potenz als auch die P~z,0-Primitive bezüglich absteigender
ν1-Potenz konstruiert. Im ersten Fall erhält man nach längerer Rechnung
Pa~z,0~z (ν1,ν2) =
1
ν1 + 1
[
~z (ν1+1,ν2)e1 +
ν2∑
i=1
~z (ν1+1+i,ν2−i)
i∏
j=1
(
ν2 − i+ j
ν1 + 1 + j
e3
)
e1
]
und analog für den zweiten Fall
Pb~z,0~z (ν1,ν2) =
1
ν2 + 1
[
~z (ν1,ν2+1)e2 +
ν1∑
l=1
~z (ν1−l,ν2+1+l)e2
l∏
m=1
(
ν1 − l +m
ν2 + 1 +m
e3
)]
,
woraus sich die symmetrische Darstellung zu
P~z,0~z (ν1,ν2) = 1
2
[ Pa~z,0~z (ν1,ν2) + Pb~z,0~z (ν1,ν2)]
=
1
2
[
1
ν1 + 1
~z (ν1+1,ν2)e1 +
1
ν2 + 1
~z (ν1,ν2+1)e2
+
1
ν1 + 1
ν2∑
i=1
~z (ν1+1+i,ν2−i)
i∏
j=1
(
ν2 − i+ j
ν1 + 1 + j
e3
)
e1
+
1
ν2 + 1
ν1∑
l=1
~z (ν1−l,ν2+1+l)e2
l∏
m=1
(
ν1 − l +m
ν2 + 1 +m
e3
) ]
(3.5)
ergibt. Unter Verwendung der Identitäten
(ν1 + 1)
i∏
j=1
(ν1 + 1 + j) =
(ν1 + 1 + i)!
ν1!
und
i∏
j=1
(ν2 − i+ j) = ν2!
(ν2 − i)!
lässt sich Gleichung (3.5) schließlich auf die Form
P~z,0~z (ν1,ν2) = 1
2
[
ν2∑
i=0
~z (ν1+1+i,ν2−i)
ν1!ν2!
(ν1 + 1 + i)! (ν2 − i)!e
i
3e1
+
ν1∑
l=0
~z (ν1−l,ν2+1+l)
ν1!ν2!
(ν1 − l)! (ν2 + 1 + l)!e2e
l
3
]
bringen. Die auf der Menge der verallgemeinerten Potenzen Hkν (~z), k ∈ N0 deﬁnier-
ten Primitiven können zusammenfassend wie folgt angegeben werden.
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Theorem 3.5. Durch die Beziehungen
P~z,0~z (ν1,ν2) = ν1!ν2!
2
[
ν2∑
i=0
~z (ν1+1+i,ν2−i)
ei3e1
(ν1 + 1 + i)!(ν2 − i)!
+
ν1∑
l=0
~z (ν1−l,ν2+1+l)
e2e
l
3
(ν1 − l)!(ν2 + 1 + l)!
]
,
P~z,1~z (ν1,ν2) = 1
ν1 + 1
~z (ν1+1,ν2) und P~z,2~z (ν1,ν2) = 1
ν2 + 1
~z (ν1,ν2+1)
werden für eine beliebige verallgemeinerte Potenz Hkν (~z) := ~z
ν, k ∈ N0 monogene
Primitive P~z,i ~z ν, i = 0, 1, 2 im Sinne von Deﬁnition 3.2 erklärt.
Anhand der Abbildung 3.1 werden für das System der verallgemeinerten Potenzen
noch einmal die strukturellen Eigenschaften sowie die erhaltenen Abbildungseigen-
schaften der Diﬀerential- und Primitivierungsoperatoren veranschaulicht. Wie be-
Abbildung 3.1: Das linear unabhängige System der verallgemeinerten Potenzen.
reits eingangs erwähnt, ist die Taylorreihe auch im Höherdimensionalen ein wichtiges
funktionentheoretisches Hilfsmittel, um insbesondere lokale Aussagen über Eigen-
schaften der Funktion durch verallgemeinerte Potenzreihendarstellungen zu gewin-
nen. Die verallgemeinerten Potenzen stellen dafür ein geeignetes Funktionensystem
dar. Verwendet man zur Beschreibung der partiellen Ableitung die Darstellung (2.18)
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mit Hilfe der eingeführten Diﬀerentialoperatoren (2.17), so lässt sich anhand der Ab-
bildung 3.1 erkennen, dass für eine beliebige verallgemeinerte Potenz ~z (ν1,ν2)(x) die
diﬀerentiellen Beziehungen
∂i1∂
j
2 ~z
(ν1,ν2)(x)
∣∣∣
x=0
=
∂i
∂yi
∂j
∂zj
~z (ν1,ν2)(x)
∣∣∣∣
x=0
=

ν1!ν2! : i = ν1, j = ν2,
0 : i 6= ν1, j 6= ν2
gelten. Aufgrund dieser Eigenschaft lässt sich die partielle Ableitung ∂ν11 ∂
ν2
2 f(x)
∣∣
x=0
einer monogenen Funktion f(x) eindeutig mit der verallgemeinerten Potenz ~z (ν1,ν2)
in Beziehung setzen und folglich eine lokal konvergente Taylorreihenentwicklung (cf.
[Fueter 1935, Brackx et al. 1982, Malonek 1987; 1990]) bezüglich dieser Basis ange-
ben.
Deﬁnition 3.3 (Taylorreihe in H). Es sei f ∈ C1(Ω;H) eine monogene Funktion.
Die Taylorreihe auf der Grundlage der verallgemeinerten Potenzen Hkν (~z) := ~z
(ν1,ν2)
ist deﬁniert durch
f =
∞∑
k=0
∑
|ν|
Hkν (~z) aν , mit aν =
1
ν!
∂ν11 ∂
ν2
2 f(x)
∣∣∣∣
x=0
. (3.6)
Abschließend werden noch einige wesentliche Eigenschaften der Taylorreihe (3.6)
herausgestellt. Zuerst ist zu erwähnen, dass das System der verallgemeinerten Poten-
zen kein Orthonormalsystem ist, wie beispielsweise in [Cação 2004] für das Gebiet der
Einheitskugel gezeigt wurde. Demzufolge sind die Taylorreihe (3.6) wie auch deren
formale hyperkomplexe Ableitung keine Orthogonalreihen. Der Versuch, die für eine
beliebige verallgemeinerte Potenz ~z (ν1,ν2) erhaltenen expliziten Darstellungsformeln
für die hyperkomplexe Ableitung (q.v. Theorem 3.4) und die P~z,0-Primitive (q.v.
Theorem 3.5) durch gliedweise Anwendung auf die Reihendarstellung (3.6) zu über-
tragen, führt daher auf beträchtliche mathematische Schwierigkeiten. Theoretische
Aussagen zu den Konvergenzeigenschaften dieser Reihen lassen sich im Allgemeinen
nur für einige Sonderfälle beweisen.
Außerdem sei bemerkt, dass die Taylorreihe bezüglich der verallgemeinerten Po-
tenzen (3.6) im Vergleich zum komplexen Fall keinen direkten Bezug zur hyperkom-
plexen Ableitung ∂0 besitzt, sondern hier vielmehr die partiellen Ableitungen nach
y, z auftreten. Dies lässt sich dadurch erklären, dass für eine Funktion f : R3 → H
für einen festen Grad n genau n + 1 linear unabhängige monogene Polynome exis-
tieren und dafür gerade n+ 1 verschiedene partielle Ableitungen ∂i1∂
j
2 zur Ordnung
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n = i + j bereit stehen. Dass die Deﬁnition einer Taylorreihe in H, welche neben
einem direkten Bezug zur hyperkomplexen Ableitung ferner die Eigenschaft einer
Orthogonalreihe besitzt, trotzdem möglich ist, wird im nächsten Abschnitt gezeigt.
3.2 Orthogonalreihenentwicklungen monogener Ku-
gelfunktionen
Der Hauptteil dieses Kapitels widmet sich nun einem anderen konstruktiven Zu-
gang zu monogenen Potenzreihen, deren Ansatzfunktionen aus harmonischen Ku-
gelfunktionen erzeugt werden. Theoretische Grundlage ist dabei die Faktorisierung
des Laplace-Operators. Wie bereits eingangs erwähnt, wurden in [Cação 2004] unter
Verwendung dieser Konstruktionsidee vollständige Orthonormalsysteme monogener
Kugelfunktionen konstruiert und der Zusammenhang zur hyperkomplexen Ableitung
und zu Primitiven hergestellt. Die im Rahmen der vorliegenden Arbeit konstruierten
und im Folgenden ausführlich hergeleiteten Funktionensysteme nutzen zwar die in
[Cação 2004] explizit angegebenen Ausgangssysteme der harmonischen und mono-
genen Kugelfunktionen, werden aber durch einen anderen Orthonormierungsansatz
erhalten, wodurch sich diese sehr wesentlich sowohl in den strukturellen als auch in
den funktionentheoretischen Eigenschaften von den Systemen in [Cação 2004] un-
terscheiden. Auf diese Unterschiede wird an entsprechender Stelle jedoch gesondert
eingegangen werden. Außerdem werden aus Gründen der Zugänglichkeit vornehm-
lich die Quellen [Cação et al. 2004; 2006, Cação & Gürlebeck 2006] referenziert, die
aber im Wesentlichen aus der Dissertation [Cação 2004] hervorgegangen sind.
Zu Beginn sollen die theoretischen Grundlagen der harmonischen und monogenen
Ansatzsysteme erläutert werden. Wie im Folgenden noch deutlich wird, ist es dabei
zweckmäßiger, in Kugelkoordinaten
x = r cos θ, y = r sin θ cosϕ, z = r sin θ sinϕ
zu arbeiten, mit 0 < r < ∞, 0 < θ ≤ pi, 0 < ϕ ≤ 2pi. Jedes x ∈ R3 \ {0} besitzt
dann die eindeutige Darstellung
x = rω, |x| = r, |ω| = 1.
Um auch diﬀerentielle Eigenschaften der betrachteten Systeme studieren zu können,
sind auch die Diﬀerentialoperatoren (2.17) zu transformieren. In Kugelkoordinaten
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ergibt sich für die Operatoren ∂i, i = 0, 1, 2 die Darstellung
∂i =
1
2
(
ω
∂
∂r
+
1
r
L
)
ei, (3.7)
wobei
L = (− sin θ − cos θ cosϕ e1 − cos θ sinϕ e2) ∂
∂θ
+
1
sin θ
(sinϕ e1 − cosϕ e2) ∂
∂ϕ
.
Des Weiteren beschränken sich die Betrachtungen auf das Gebiet der Einheitskugel
im R3, Ω := B3 := B3(0, 1). In diesem Zusammenhang wird insbesondere durch dσ
ein Flächenelement der zugehörigen Einheitssphäre S2 := ∂ B3 bezeichnet. Wie in
[Sansone 1959] näher ausgeführt, lässt sich jedes homogene harmonische Polynom
Pn(x) vom Grad n in Kugelkoordinaten durch
Pn(x) = r
nPn(ω), ω ∈ S2
darstellen. Die Einschränkung Pn(ω) auf die Einheitssphäre wird als harmonische
Kugelfunktion bezeichnet. Betrachtet man den Raum Hn(S2) aller R-wertigen har-
monischen Kugelfunktionen vom Grad n, so ist bekanntermaßen dimHn (S2) =
2n + 1 (q.v. [Axler et al. 1992, Müller 1966]). In diesem Zusammenhang sei auch
auf die wichtige Eigenschaft zwischen den Räumen Hn(S2) und Hm(S2) hingewie-
sen, welche für n 6= m bereits orthogonal in L2(S2;R) sind (q.v. [Sansone 1959]). In
Analogie zur begriichen Deﬁnition der harmonischen Funktionen bezeichnet man
jedes homogene H-holomorphe Polynom mit Hn(x) und dessen Einschränkung auf
S2 als H-holomorphe Kugelfunktion Hn(ω). Weiterhin sei durchMn(H; K) der Un-
terraum aller homogenen monogenen Polynome vom Grad n in L2(B3;H; K)∩ ker ∂¯
deﬁniert, welcher sich in Abhängigkeit der Raumstruktur als R-linearer (K = R)
oder H-linearer Hilbert-Raum (K = H) betrachten lässt. In [Cação 2004] wurde be-
wiesen, dass dimMn(H;R) = 4n+ 4, wo hingegen bereits in [Sudbery 1979] für den
H-linearen Fall gezeigt wurde, dass dimMn(H;H) = n+ 1. Aus der Tatsache, dass
die einzelnen Koordinaten der homogenen H-holomorphen Kugelfunktionen wieder-
um als Linearkombinationen von homogenen harmonischen Kugelfunktionen darge-
stellt werden können, folgt damit auch für n 6= m die Orthogonalität der Räume
Mn(H; K) undMm(H; K), mit K = R,H.
3.2.1 Ein System harmonischer Kugelfunktionen
Der Ansatz zur Konstruktion der monogenen Basis beruht auf dem bekannten voll-
ständigen Orthogonalsystem harmonischer Kugelfunktionen (q.v. [Sansone 1959])
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U0n+1(θ, ϕ) = Pn+1(cos θ),
Umn+1(θ, ϕ) = P
m
n+1(cos θ) cosmϕ,
V mn+1(θ, ϕ) = P
m
n+1(cos θ) sinmϕ,

(3.8)
wobei n ∈ N0 und m = 1, . . . , n + 1. Dabei bezeichnet Pn+1 das Legendre-Polynom
vom Grad n+ 1, gegeben durch
Pn+1(t) =
[n+12 ]∑
k=0
an+1,k t
n+1−2k, P0(t) = 1, t ∈ [−1, 1],
mit
an+1,k = (−1)k 1
2n+1
(2n+ 2− 2k)!
k!(n+ 1− k)!(n+ 1− 2k)! .
Die Funktionen Pmn+1 in (3.8) sind die assoziierten Legendre-Funktionen, welche mit
den Legendre-Polynomen durch die Beziehung
Pmn+1(t) := (1− t2)m/2
dm
dtm
Pn+1(t), m = 1, . . . , n+ 1
verknüpft sind. Die Funktionensysteme der Legendre-Polynome und der assoziier-
ten Legendre-Funktionen sind ferner als Lösungen der allgemeinen Legendreschen
Diﬀerentialgleichung
(1− t2)(Pmn+1(t))′′ − 2t(Pmn+1(t))′ + ((n+ 1)(n+ 2)−m2 11− t2
)
Pmn+1(t) = 0
deﬁniert, wobeim = 0, . . . , n+1. Im Fallm = 0 reduziert sich diese auf die Legendre-
sche Diﬀerentialgleichung und die assoziierte Legendre-Funktion P 0n+1(t) stimmt mit
dem entsprechenden Legendre-Polynom Pn+1(t) überein. Wie in [Andrews 1998] an-
gegeben, erfüllen die Legendre-Polynome sowie die assoziierten Legendre-Funktionen
außerdem zahlreiche Rekursionsformeln. Im Rahmen dieser Arbeit werden im Spe-
ziellen die Beziehungen
(1− t2)(Pmn+1(t))′ = (n+m+ 1)Pmn (t)− (n+ 1) t Pmn+1(t), (3.9)
(1− t2)1/2(Pmn+1(t))′ = Pm+1n+1 (t)−m (1− t2)−1/2 t Pmn+1(t), (3.10)
(1− t2)1/2Pmn+1(t) =
1
2n+ 3
(
Pm+1n+2 (t)− Pm+1n (t)
)
(3.11)
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sowie die Zweischrittformel
(n−m+ 1)Pmn+1(t)− (2n+ 1) t Pmn (t) + (n+m)Pmn−1(t) = 0 (3.12)
benötigt, wobei m = 0, . . . , n+ 1. Für detailliertere und weiterführende Betrachtun-
gen der Legendre-Polynome und der assoziierten Legendre-Funktionen sei beispiels-
weise auf [Andrews 1998] und [Sansone 1959] verwiesen.
3.2.2 Ein System monogener Kugelfunktionen
In [Cação 2004] wurde auf der Grundlage des Systems der harmonischen Kugelfunk-
tionen (3.8) ein System monogener Kugelfunktionen konstruiert. Dieser Abschnitt
fasst die wichtigsten Konstruktionsschritte aus dieser Arbeit zusammen und stellt
die für die nächsten Abschnitte benötigten Formeln bereit.
Dazu werden zunächst die Erweiterungen der harmonischen Kugelfunktionen
(3.8) in die Einheitskugel{
rn+1 U0n+1, r
n+1 Umn+1, r
n+1 V mn+1, m = 1, . . . , n+ 1
}
n∈N0
(3.13)
betrachtet. Die Anwendung des nach (3.7) transformierten Diﬀerentialoperators ∂0
auf das System der homogenen harmonischen Polynome (3.13) liefert ein System
von homogenen H-holomorphen Polynomen{
rnX0n, r
nXmn , r
n Y mn , m = 1, . . . , n+ 1
}
n∈N0
. (3.14)
Schränkt man diese Funktionen erneut auf die Einheitssphäre S2 ein, so ergeben
sich für ein festes n ∈ N0 genau 2n+ 3 H-holomorphe Kugelfunktionen
X0n, X
m
n , Y
m
n , m = 1, . . . , n+ 1.
Wie in [Cação 2004] gezeigt wurde, lassen sich für diese sphärischen Funktionen
explizite Darstellungsformeln in Kugelkoordinaten angeben. Die Funktion X0n ist
dabei durch
X0n := ∂0
[
rn+1 U0n+1
] ∣∣∣
r=1
= A0,n + B0,n cosϕ e1 + B
0,n sinϕ e2 (3.15)
gegeben, wobei
A0,n :=
1
2
(
sin2 θ
d
dt
[Pn+1(t)]t=cos θ + (n+ 1) cos θPn+1(cos θ)
)
,
B0,n :=
1
2
(
sin θ cos θ
d
dt
[Pn+1(t)]t=cos θ − (n+ 1) sin θPn+1(cos θ)
)
.
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Die monogenen Kugelfunktionen Xmn und Y
m
n erhält man hingegen durch
Xmn := ∂0
[
rn+1 Umn+1
] ∣∣∣
r=1
= Am,n cosmϕ
+ (Bm,n cosϕ cosmϕ− Cm,n sinϕ sinmϕ) e1
+ (Bm,n sinϕ cosmϕ+ Cm,n cosϕ sinmϕ) e2, (3.16)
Y mn := ∂0
[
rn+1 V mn+1
] ∣∣∣
r=1
= Am,n sinmϕ
+ (Bm,n cosϕ sinmϕ+ Cm,n sinϕ cosmϕ) e1
+ (Bm,n sinϕ sinmϕ− Cm,n cosϕ cosmϕ) e2, (3.17)
mit den Koeﬃzientenfunktionen
Am,n :=
1
2
(
sin2 θ
d
dt
[Pmn+1(t)]t=cos θ + (n+ 1) cos θP
m
n+1(cos θ)
)
, (3.18)
Bm,n :=
1
2
(
sin θ cos θ
d
dt
[Pmn+1(t)]t=cos θ − (n+ 1) sin θPmn+1(cos θ)
)
, (3.19)
Cm,n :=
1
2
m
1
sin θ
Pmn+1(cos θ). (3.20)
3.2.3 Diﬀerentielle Eigenschaften der Systeme homogener Po-
lynome
Vor dem praktischen Hintergrund der verallgemeinerten Kolosov-Muskhelishvili For-
meln wird nun die Anwendung der transformierten Diﬀerentialoperatoren (3.7) auf
das System der homogenen harmonischen Polynome (3.13) sowie auf das System
der homogenen H-holomorphen Polynome (3.14) studiert. Nach Möglichkeit sollen
die gesuchten diﬀerentiellen Beziehungen in expliziter Form erhalten werden, was
natürlich sehr umfangreiche Berechnungen zur Folge hat. Wie sich jedoch später
zeigen wird, bilden diese strukturellen Eigenschaften der Systeme die theoretische
Grundlage für die Konstruktion der Orthonormalsysteme und die daraus abgeleite-
ten Anwendungen. Es sei an dieser Stelle noch einmal deutlich herausgestellt, dass
sich die nachfolgenden Betrachtungen zwar auf die gleichen Ansatzfunktionen wie
in den Arbeiten [Cação 2004, Cação et al. 2004] beziehen, jedoch nicht als einfache
Schlussfolgerungen dieser Resultate erhalten werden können. Wesentlich ist hierbei,
dass die Abbildungseigenschaften der betrachteten Systeme nun unter verschiedenen
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Diﬀerentialoperatoren betrachtet werden und insbesondere auch H-wertige Koeﬃzi-
enten zugelassen werden.
Um dabei die Rechnungen möglichst leserlich zu halten, werden im Folgenden die
Bezeichnungen
X0,†n,j := r
nX0n ej, X
m,†
n,j := r
nXmn ej, Y
m,†
n,j := r
nY mn ej,
mit n ∈ N0, m = 1, . . . , n+ 1 und j = 0, 1, 2, 3, verwendet.
Lemma 3.1. Für jedes n ∈ N0 erhält man nach Anwendung der in (3.7) deﬁnierten
sphärischen Diﬀerentialoperatoren ∂i, i = 0, 1, 2 auf das System der homogenen
harmonischen Polynome (3.13) die Relationen
∂i
(
rn+1U0n+1
)
= X0,†n,i =
1
n+ 2
(
X1,†n,1 + Y
1,†
n,2
)
ei, (3.21)
∂i
(
rn+1Umn+1
)
= Xm,†n,i = −
n+m+ 1
2
(
Xm−1,†n,1 − Y m−1,†n,2
)
ei
+
1
2(n+m+ 2)
(
Xm+1,†n,1 + Y
m+1,†
n,2
)
ei, (3.22)
∂i
(
rn+1V mn+1
)
= Y m,†n,i = −
n+m+ 1
2
(
Y m−1,†n,1 +X
m−1,†
n,2
)
ei
+
1
2(n+m+ 2)
(
Y m+1,†n,1 −Xm+1,†n,2
)
ei, (3.23)
mit m = 1, . . . , n+ 1. Für eine kompakte Darstellung der Beziehungen (3.21)-(3.23)
wurden außerdem die Konventionen Xk,†n,i := 0 ⇔ k < 0 ∨ k > n+ 1 und Y l,†n,i := 0
⇔ l < 1 ∨ l > n+ 1 getroﬀen.
Beweis. Vorab sei bemerkt, dass die Gleichungen auf der linken Seite in (3.21)-(3.23)
bereits in [Cação 2004] bewiesen wurden. Die neuen Resultate und damit auch der
Beweis beziehen sich daher auf die Darstellungen auf der rechten Seite.
Der Einfachheit halber werden die Gleichungen (3.21)-(3.23) zunächst von rechts mit
±ei multipliziert. Folglich ist im ersten Schritt für die Beziehung (3.21) zu zeigen,
dass
X0,†n,0
!
=
1
n+ 2
(
X1,†n,1 + Y
1,†
n,2
)
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gilt. Unter Verwendung der Darstellungen (3.15), (3.16) und (3.17) erhält man
A0,n + B0,n cosϕ e1 + B
0,n sinϕ e2
=
1
n+ 2
[(
A1,n cosϕ+
(
B1,n cosϕ cosϕ− C1,n sinϕ sinϕ)e1
+
(
B1,n sinϕ cosϕ+ C1,n cosϕ sinϕ
)
e2
)
e1
+
(
A1,n sinϕ+
(
B1,n cosϕ sinϕ+ C1,n sinϕ cosϕ
)
e1
+
(
B1,n sinϕ sinϕ− C1,n cosϕ cosϕ)e2)e2]
=
1
n+ 2
[(
C1,n − B1,n)+ A1,n cosϕ e1 + A1,n sinϕ e2]
und schließlich
X0,†n,0 =
1
n+ 2
(
X1,†n,1 + Y
1,†
n,2
)
⇔

(i) A0,n =
1
n+ 2
(
C1,n − B1,n),
(ii) B0,n =
1
n+ 2
A1,n.

Analog ist nun für die Beziehung (3.22) zu zeigen, dass
Xm,†n,0
!
= −n+m+ 1
2
(
Xm−1,†n,1 − Y m−1,†n,2
)
+
1
2(n+m+ 2)
(
Xm+1,†n,1 + Y
m+1,†
n,2
)
.
Mit (3.16) und (3.17) berechnet man
Xmn,0 =
n+m+ 1
2
[
−Am−1,n cos(m− 1)ϕ e1 + Am−1,n sin(m− 1)ϕ e2
+
(
Bm−1,n + Cm−1,n
)(
cosϕ cos(m− 1)ϕ− sinϕ sin(m− 1)ϕ)
+
(
Bm−1,n + Cm−1,n
)(
sinϕ cos(m− 1)ϕ+ cosϕ sin(m− 1)ϕ) e3]
+
1
2(n+m+ 2)
[
Am+1,n cos(m+ 1)ϕ e1 + A
m+1,n sin(m+ 1)ϕ e2
+
(
Cm+1,n − Bm+1,n)(cosϕ cos(m+ 1)ϕ+ sinϕ sin(m+ 1)ϕ)
+
(
Cm+1,n − Bm+1,n)(sinϕ cos(m+ 1)ϕ− cosϕ sin(m+ 1)ϕ) e3]
=
n+m+ 1
2
[(
Bm−1,n + Cm−1,n
)(
cosmϕ+ sinmϕ e3
)
− Am−1,n(cos(m− 1)ϕ e1 − sin(m− 1)ϕ e2)]
+
1
2(n+m+ 2)
[(
Cm+1,n − Bm+1,n)(cosmϕ− sinmϕ e3)
+ Am+1,n
(
cos(m+ 1)ϕ e1 + sin(m+ 1)ϕ e2
)]
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und erhält wegen (3.16) eine zum Ausgangsproblem äquivalente Formulierung
Xm,†n,0
!
= −n+m+ 1
2
(
Xm−1,†n,1 − Y m−1,†n,2
)
+
1
2(n+m+ 2)
(
Xm+1,†n,1 + Y
m+1,†
n,2
)
⇔

(iii) Am,n = n+m+1
2
(
Bm−1,n + Cm−1,n
)
+ 1
2(n+m+2)
(
Cm+1,n − Bm+1,n),
(iv) Bm,n cosϕ cosmϕ− Cm,n sinϕ sinmϕ
= −n+m+1
2
Am−1,n cos(m− 1)ϕ+ 1
2(n+m+2)
Am+1,n cos(m+ 1)ϕ,
(v) Bm,n sinϕ cosmϕ+ Cm,n cosϕ sinmϕ
= n+m+1
2
Am−1,n sin(m− 1)ϕ+ 1
2(n+m+2)
Am+1,n sin(m+ 1)ϕ,
(vi) 0 = n+m+1
2
(
Bm−1,n + Cm−1,n
)− 1
2(n+m+2)
(
Cm+1,n − Bm+1,n).

In ähnlicher Weise führt die Auswertung der Beziehung (3.23) auf ein dazu gleich-
wertiges System von Gleichungen
Y m,†n,0
!
= −n+m+ 1
2
(
Y m−1,†n,1 +X
m−1,†
n,2
)
+
1
2(n+m+ 2)
(
Y m+1,†n,1 −Xm+1,†n,2
)
⇔

(vii) Am,n = n+m+1
2
(
Bm−1,n + Cm−1,n
)
+ 1
2(n+m+2)
(
Cm+1,n − Bm+1,n),
(viii) Bm,n cosϕ sinmϕ+ Cm,n sinϕ cosmϕ
= −n+m+1
2
Am−1,n sin(m− 1)ϕ+ 1
2(n+m+2)
Am+1,n sin(m+ 1)ϕ,
(ix) Bm,n sinϕ sinmϕ− Cm,n cosϕ cosmϕ
= −n+m+1
2
Am−1,n cos(m− 1)ϕ− 1
2(n+m+2)
Am+1,n cos(m+ 1)ϕ,
(x) 0 = n+m+1
2
(
Bm−1,n + Cm−1,n
)− 1
2(n+m+2)
(
Cm+1,n − Bm+1,n).

Im Folgenden werden die Beziehungen (i)-(x) schrittweise ausgewertet. Aus der
Kombination der Gleichungen (iii) und (vi) oder gleichermaßen (vii) und (x) folgt
direkt
Am,n =
1
n+m+ 2
(
Cm+1,n − Bm+1,n) (3.24)
und
Am,n = (n+m+ 1)
(
Bm−1,n + Cm−1,n
)
. (3.25)
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Betrachtet man im Weiteren die Summe der Relationen (iv) und (ix), so ergibt sich(
Bm,n − Cm,n) = −(n+m+ 1)Am−1,n
und damit erneut Gleichung (3.24). Die Addition der Beziehungen (v) und (viii)
führt dann auf (
Bm,n + Cm,n
)
=
1
n+m+ 2
Am+1,n,
welche hingegen äquivalent zur Gleichung (3.25) ist. Schließlich erkennt man leicht,
dass auch die Relationen (i) bzw. (ii) wiederum auf Sonderfälle der Gleichungen
(3.24) bzw. (3.25) führen. Zusammenfassend lässt sich daher feststellen, dass für den
Nachweis der Behauptungen (3.21), (3.22) und (3.23) entsprechend die Beziehungen
(3.24) und (3.25) zu zeigen sind.
Begonnen wird mit (3.24). Eine explizite Auswertung der Funktionen (3.18), (3.19)
und (3.20) in (3.24) liefert
n+m+ 2
2
(
sin2 θ
d
dt
[Pmn+1(t)]t=cos θ + (n+ 1) cos θ P
m
n+1(cos θ)
)
=
1
2
(m+ 1)
1
sin θ
Pm+1n+1 (cos θ)−
1
2
sin θ cos θ
d
dt
[Pm+1n+1 (t)]t=cos θ
+
n+ 1
2
sin θ Pm+1n+1 (cos θ).
Nach Substitution mit t = cos θ
(
θ ∈ [0, pi)) vereinfacht sich diese zu
(n+m+ 2)
(
(1− t2) (Pmn+1(t))′ + (n+ 1)t Pmn+1(t))
=
√
1− t2
[
m+ 1
1− t2 P
m+1
n+1 (t)− t
(
Pm+1n+1 (t)
)′
+ (n+ 1)Pm+1n+1 (t)
]
.
(3.26)
Auf beide Seiten der Gleichung (3.26) wird nun die Rekursionsformel (3.9) angewen-
det, was auf die Darstellung
(n+m+ 1)
√
1− t2 Pmn (t) = Pm+1n+1 (t)− t Pm+1n (t)
führt. Substituiert man schließlich in dieser letzten Gleichung die Rekursionsformel
(3.11) in der Form
√
1− t2 Pmn (t) =
1
2n+ 1
(
Pm+1n+1 (t)− Pm+1n−1 (t)
)
sowie die Zweischrittformel (3.12) in der Form
Pm+1n−1 (t) =
2n+ 1
n+m+ 1
t Pm+1n (t)−
n−m
n+m+ 1
Pm+1n+1 (t),
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so folgert man leicht
√
1− t2 Pmn (t) =
1
2n+ 1
(
Pm+1n+1 (t)−
2n+ 1
n+m+ 1
tPm+1n (t) +
n−m
n+m+ 1
Pm+1n+1 (t)
)
=
1
n+m+ 1
(
Pm+1n+1 (t)− tPm+1n (t)
)
,
wodurch die erste Bedingung (3.24) bewiesen wäre. Für den Beweis der zweiten
Bedingung (3.25) wird der gleiche Beweisansatz verwendet. Die Auswertung der
Funktionen (3.18), (3.19) und (3.20) in (3.25) liefert zunächst
1
2
(
sin2 θ
d
dt
[Pmn+1(t)]t=cos θ + (n+ 1) cos θ P
m
n+1(cos θ)
)
=
n+m+ 1
2
[
sin θ cos θ
d
dt
[Pm−1n+1 (t)]t=cos θ − (n+ 1) sin θPm−1n+1 (cos θ)
+ (m− 1) 1
sin θ
Pm−1n+1 (cos θ)
]
,
was sich ferner nach Substitution mit t = cos θ zu
(1− t2) (Pmn+1(t))′ + (n+ 1)t Pmn+1(t)
= (n+m+ 1)
[ √
1− t2t(Pm−1n+1 (t))′ − (n+ 1)√1− t2Pm−1n+1 (t)
+ (m− 1) 1√
1− t2P
m−1
n+1 (t)
] (3.27)
vereinfachen lässt. Wendet man nun zum einen die Rekursionsformel (3.9) auf die
linke Seite und zum anderen die Rekursionsformel (3.10) in der Form
√
1− t2(Pm−1n+1 (t))′ = Pmn+1(t)− (m− 1) (1− t2)−1/2 t Pm−1n+1 (t)
auf die rechte Seite von Gleichung (3.27) an, so ergibt sich
Pmn (t) = t P
m
n+1(t)− (n−m+ 2)
√
1− t2 Pm−1n+1 (t). (3.28)
Für den letzten Term in (3.28) gewinnt man dann aus (3.11) die Beziehung
√
1− t2Pm−1n+1 (t) =
1
2n+ 3
(
Pmn+2(t)− Pmn (t)
)
,
wonach sich (3.28) auf die Darstellung
(n−m+ 2)Pmn+2(t)− (2n+ 3) t Pmn+1(t) + (n+m+ 1)Pmn (t) = 0
bringen lässt. Für n = n?−1 ist diese jedoch äquivalent zur Zweischrittformel (3.12),
wodurch nun auch Bedingung (3.25) vollständig bewiesen wäre.
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Durch Kombination der Einzelresultate in Lemma 3.1 lässt sich nun eine für die
folgenden Berechnungen sehr bedeutende Beziehung gewinnen.
Korollar 3.2. Die Kombination der Beziehungen (3.22) und (3.23) führt auf die
Darstellungsformel homogener H-holomorpher Polynome
(n+m+ 2)
(
Xm,†n,0 − Y m,†n,3
)
= Xm+1,†n,1 + Y
m+1,†
n,2 , (3.29)
mit m = 0, . . . , n+ 1. Für die Sonderfälle m = 0 und m = n+ 1 sind die in Lemma
3.1 getroﬀenen Konventionen zu beachten.
Bemerkung 3.3. Der Vollständigkeit halber sei noch erwähnt, dass sich die Eigen-
schaften der Diﬀerentialoperatoren (2.17) bezüglich monogener Funktionen nicht
ohne Weiteres auf harmonische Funktionen übertragen lassen. Im Speziellen be-
deutet dies, dass im Gegensatz zu (2.19) die Diﬀerentialoperatoren bezüglich einer
R-wertigen harmonischen Funktion h ∈ C1(Ω;R) durch die Beziehung
2∂0h = −e1 ∂1h− e2 ∂2h
verknüpft sind.
Aus Lemma 3.1 lassen sich nun auch Darstellungsformeln für die Anwendung der
Diﬀerentialoperatoren ∂i, i = 0, 1, 2 auf das System der homogenen H-holomorphen
Polynome (3.14) ableiten. Hierzu wird zunächst das bereits bekannte Resultat be-
nötigt:
Lemma 3.2 ([Cação et al. 2006]). Für jedes n ∈ N und j = 0, 1, 2, 3 gilt
∂0X
m,†
n,j = (n+m+ 1)X
m,†
n−1,j, m = 0, . . . , n+ 1,
∂0Y
m,†
n,j = (n+m+ 1)Y
m,†
n−1,j, m = 1, . . . , n+ 1.
 (3.30)
Die Darstellungsformeln für das System der homogenen H-holomorphen Polyno-
me lauten dann wie folgt.
Lemma 3.3. Durch Anwendung der sphärischen Diﬀerentialoperatoren (3.7) auf
das System der homogenen H-holomorphen Polynome (3.14) erhält man für jedes
n ∈ N die Beziehungen
∂0X
0,†
n,0 = X
1,†
n−1,1 + Y
1,†
n−1,2,
∂1X
0,†
n,0 = −X1,†n−1,0,
∂2X
0,†
n,0 = −Y 1,†n−1,0,

(3.31)
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∂0X
m,†
n,0 = −
1
2
(n+m)(n+m+ 1)
(
Xm−1,†n−1,1 − Y m−1,†n−1,2
)
+
1
2
(
Xm+1,†n−1,1 + Y
m+1,†
n−1,2
)
,
∂1X
m,†
n,0 =
1
2
(n+m)(n+m+ 1)Xm−1,†n−1,0 −
1
2
Xm+1,†n−1,0 ,
∂2X
m,†
n,0 = −
1
2
(n+m)(n+m+ 1)Y m−1,†n−1,0 −
1
2
Y m+1,†n−1,0

(3.32)
und
∂0Y
m,†
n,0 = −
1
2
(n+m)(n+m+ 1)
(
Y m−1,†n−1,1 +X
m−1,†
n−1,2
)
+
1
2
(
Y m+1,†n−1,1 −Xm+1,†n−1,2
)
,
∂1Y
m,†
n,0 =
1
2
(n+m)(n+m+ 1)Y m−1,†n−1,0 −
1
2
Y m+1,†n−1,0 ,
∂2Y
m,†
n,0 =
1
2
(n+m)(n+m+ 1)Xm−1,†n−1,0 +
1
2
Xm+1,†n−1,0 ,

(3.33)
mit m = 1, . . . , n+1. Die in Lemma 3.1 getroﬀenen Konventionen in Bezug auf eine
kompakte Darstellung der Resultate sind auch auf die Beziehungen (3.31)-(3.33)
anzuwenden.
Beweis. Exemplarisch soll hier nur der Beweis der ersten Teilbehauptung (3.31)
angegeben werden. Für die Teilbehauptungen (3.32) und (3.33) ist die Beweisidee
vollkommen analog und kann daher leicht nachvollzogen werden.
Ausgehend von der Beziehung (3.21) erhält man nach Anwendung von ∂0 und den
Beziehungen (3.30) auf direktem Weg
∂0X
0,†
n,0 =
1
n+ 2
(
∂0X
1,†
n,1 + ∂0Y
1,†
n,2
)
= X1,†n−1,1 + Y
1,†
n−1,2. (3.34)
In Verallgemeinerung der Eigenschaft (2.19) der Diﬀerentialoperatoren bezüglich
monogener Funktionen lässt sich insbesondere für den Sonderfall einer monogenen
Funktion f aus L2(Ω;A) zeigen, dass für diese auch
∂0f = −
(
∂1f
)
e1 −
(
∂2f
)
e2 (3.35)
gilt. Da bekanntermaßen das System der homogenen H-holomorphen Polynome
(3.14) in diesem Unterraum L2(Ω;A) deﬁniert ist, liefert ein Koeﬃzientenvergleich
von (3.34) und (3.35) schließlich
∂1X
0,†
n,0 = −X1,†n−1,0 und ∂2X0,†n,0 = −Y 1,†n−1,0,
womit Behauptung (3.31) vollständig gezeigt wurde.
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Neben den im Vorangegangenen betrachteten Abbildungseigenschaften der Syste-
me homogener Polynome bezüglich der Operatoren ∂i, i = 0, 1, 2 sollen abschließend
noch einige nützliche, bereits bekannte Resultate angeführt werden, welche den je-
weils referenzierten Arbeiten entnommen und auch dort detailiert bewiesen wurden.
Für weiterführende Betrachtungen sei daher auf diese Quellen verwiesen.
Für die nächsten Abschnitte sind neben den diﬀerentiellen Beziehungen i. Ordnung
auch Aussagen über die hyperkomplexen Ableitungen höherer Ordnung von Inter-
esse. Diesbezüglich lassen sich aus Lemma 3.2 folgende Resultate ableiten.
Lemma 3.4 ([Cação et al. 2006]). Für jedes feste n ∈ N und j = 0, 1, 2, 3 ergibt die
i-fache Anwendung der hyperkomplexen Ableitung ∂i0, i = 1, . . . , n
∂i0X
m,†
n,j =
[
i∏
h=1
(
n+m+ 1− (h− 1))]Xm,†n−i,j, m = 0, . . . , n+ 1− i,
∂i0Y
m,†
n,j =
[
i∏
h=1
(
n+m+ 1− (h− 1))]Y m,†n−i,j, m = 1, . . . , n+ 1− i.

Korollar 3.3 ([Cação et al. 2006]). Für jedes feste n ∈ N0 und j = 0, 1, 2, 3 erhält
man
∂i0X
0,†
n,j = 0, i ≥ n+ 1,
∂i0X
m,†
n,j = ∂
i
0Y
m,†
n,j = 0, i ≥ n−m+ 2, m = 1, . . . , n+ 1.

Aufgrund von Korollar 3.3 lässt sich ferner eine wichtige strukturelle Eigenschaft
der homogenen H-holomorphen Polynome (3.14) bezüglich ihrer i-fachen hyperkom-
plexen Ableitung zeigen.
Korollar 3.4 ([Gürlebeck et al. 2006]). Für jedes feste n ∈ N0 und j = 0, 1, 2, 3
ergeben sich die Zugehörigkeiten
X0,†n,j ∈
(
ker ∂n+10 \ ker ∂n0
) ∩ ker ∂¯,
Xm,†n,j , Y
m,†
n,j ∈
(
ker ∂n−m+20 \ ker ∂n−m+10
) ∩ ker ∂¯,

wobei m = 1, . . . , n+ 1 und ∂00 die Identität bezeichnet.
Bemerkung 3.4. An dieser Stelle sei bereits auf eine im Folgenden sehr wesentli-
che Besonderheit zwischen den diﬀerentiellen Beziehungen und den strukturellen
Eigenschaften der einzelnen Polynome hingewiesen. Anhand des Korollars 3.4 lässt
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sich zunächst leicht erkennen, dass bei einzelner Betrachtung der homogenen H-
holomorphen Polynome (3.14) für jedes feste n ∈ N0 nur die Polynome Xn+1,†n,j und
Y n+1,†n,j (j = 0, 1, 2, 3) nach einmaliger Anwendung von ∂0 verschwinden. Was also
bedeutet, dass nur diese Polynome zur Teilmenge der monogenen Konstanten ge-
hören (cf. Theorem 2.3). Betrachtet man hingegen den Zusammenhang (3.29), so
stellt man fest, dass die mehrfache Anwendung der hyperkomplexen Ableitungen
auf spezielle Linearkombination der Polynome bereits zu einem früheren Zeitpunkt
verschwindet als es nach Korollar 3.4 für das einzelne Polynom bewiesen wurde.
Dieser Sachverhalt wird an entsprechender Stelle (q.v. Beweis des Theorems 3.7)
noch präzisiert.
3.2.4 Konstruktion einer R-linearen Orthonormalbasis homo-
gener H-holomorpher Polynome
Gegenstand dieses Abschnitts ist die Konstruktion eines neuartigen vollständigen
Orthonormalsystems in L2(B3;H;R) ∩ ker ∂¯, welches sich von dem in [Cação et al.
2004] angegebenen System im Wesentlichen durch praktisch bedeutsame struktu-
relle Eigenschaften bezüglich der hyperkomplexen Ableitung und Stammfunktion
unterscheidet. Wie bereits einführend erläutert, beziehen sich die Untersuchungen
auf den UnterraumMn(H;R) aller homogenen monogenen Polynome vom Grad n,
der nach [Cação 2004] die Dimension dimMn(H;R) = 4n+ 4 besitzt und im Weite-
ren zu allen UnterräumenMm(H;R), n 6= m orthogonal ist. Folglich genügt es für
jeden UnterraumMn(H;R), n ∈ N0 ein Orthonormalsystem von 4n+ 4 Polynomen
zu konstruieren, um eine Orthonormalbasis in L2(B3;H;R)∩ ker ∂¯ zu erhalten. Das
in (3.14) eingeführte System{
ϑkn,0
}
k=1,...,2n+3
:=
{
X0,†n,0, X
m,†
n,0 , Y
m,†
n,0
}
m=1,...,n+1
besitzt jedoch nur die Dimension 2n+3 und kann somit nicht vollständig inMn(H;R)
sein. Betrachtet man hingegen erweiterte Systeme der Form{{
ϑkn,0
} ∪ {ϑkn,i} : k = 1, . . . , 2n+ 3}, mit i = 1 oder i = 2 oder i = 3,
so lassen sich auf diesem Weg verschiedene vollständige Systeme linear unabhängiger
Polynome inMn(H;R) erzeugen, welche sich bezüglich ihrer numerischen Stabilität
jedoch sehr wesentlich voneinander unterscheiden (cf. [Cação 2004]). Hierbei ließ sich
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speziell für das in Mn(H;R) vollständige System von 4n + 4 linear unabhängigen
Polynomen {
X0,†n,0, X
m,†
n,0 , Y
m,†
n,0 , X
0,†
n,3, X
l,†
n,3, Y
l,†
n,3
}
m=1,...,n+1,l=1,...,n
(3.36)
zeigen, dass die Konditionszahl der Gramschen Matrix bei wachsendem n nur linear
mit 2n + 1 wächst, was im Vergleich zu den anderen betrachteten Systemen deut-
lich besser ist. Aus diesem Grund wird bei der Konstruktion der Orthonormalbasis
ausschließlich das System (3.36) verwendet.
Im Folgenden werden die normierten homogenen H-holomorphen Polynome mit
X˜0,†n,j :=
X0,†n,j∥∥∥X0,†n,j∥∥∥
L2(B3)
, X˜m,†n,j :=
Xm,†n,j∥∥∥Xm,†n,j ∥∥∥
L2(B3)
, Y˜ m,†n,j :=
Y m,†n,j∥∥∥Y m,†n,j ∥∥∥
L2(B3)
bezeichnet, wobei die jeweiligen Normen nach [Cação 2004] durch∥∥∥X0,†n,j∥∥∥
L2(B3)
=
√
pi(n+ 1)
2n+ 3
,∥∥∥Xm,†n,j ∥∥∥
L2(B3)
=
∥∥∥Y m,†n,j ∥∥∥
L2(B3)
=
√
pi(n+ 1)(n+m+ 1)!
2(2n+ 3)(n−m+ 1)!
 (3.37)
gegeben sind, mit m = 1, . . . , n + 1 und j = 0, 1, 2, 3. Ohne weitere Ausführungen
lässt sich das Hauptresultat dieses Abschnitts dann wie folgt formulieren:
Theorem 3.6. Für jedes n ∈ N0 sind die folgenden 4n+4 homogenen H-holomorphen
Polynome orthonormal in L2(B3;H;R) ∩ ker ∂¯:
1
ϕ
0
n := X˜
0,†
n,0,
2
ϕ
m
n := cn,m
(
X˜m,†n,0 + Y˜
m,†
n,3
)
,
3
ϕ
m
n := cn,m
(
X˜m,†n,3 − Y˜ m,†n,0
)
,
4
ϕ
0
n := X˜
0,†
n,3,
5
ϕ
l
n := cn,−l
(
X˜ l,†n,3 + Y˜
l,†
n,0
)
,
6
ϕ
l
n := cn,−l
(
X˜ l,†n,0 − Y˜ l,†n,3
)
,

(3.38)
mit m = 1, . . . , n + 1 und l = 1, . . . , n. Der reelle Koeﬃzient cn,m ist explizit durch
cn,m =
√
n+1
2(n+m+1)
gegeben.
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Beweis. Für den Beweis des Theorems werden im Wesentlichen die in Proposition
3.2 in [Cação et al. 2004] angegebenen Beziehungen verwendet, welche in der nachfol-
genden Tabelle 3.1 zusammengefasst wurden. Die Methodik orientiert sich dabei am
prinzipiellen Vorgehen des Gram-Schmidt Verfahrens, indem für ein festes n ∈ N0
die Orthogonalitätsbeziehungen eines jeden Teilsystems aus (3.38), beginnend mit
1
ϕ
0
n, zu den jeweils darüber liegenden Teilsystemen betrachtet werden. Die gesuchten
Relationen lassen sich dann auf einfache Weise mit den Beziehungen aus Tabelle 3.1
erhalten. Aus Gründen der Vollständigkeit und Nachvollziehbarkeit dieser Arbeit
< · , · >(B3;R) X˜0,†n,0 X˜m,†n,0 Y˜ m,†n,0 X˜0,†n,3 X˜ l,†n,3 Y˜ l,†n,3
X˜0,†n,0 1 0 0 0 0 0
X˜k,†n,0 0 δm,k 0 0 0 δl,k
l
n+1
Y˜ k,†n,0 0 0 δm,k 0 −δl,k ln+1 0
X˜0,†n,3 0 0 0 1 0 0
X˜h,†n,3 0 0 −δm,h mn+1 0 δl,h 0
Y˜ h,†n,3 0 δm,h
m
n+1
0 0 0 δl,h
Tabelle 3.1: Eigenschaften der homogenen H-holomorphen Polynome bezüglich des
R-wertigen inneren Produktes (2.5), mit h, k, l,m = 1, . . . , n+ 1.
werden alle notwendigen Rechenschritte kurz beschrieben.
Für das erste Polynom
1
ϕ
0
n erhält man
<
1
ϕ
0
n,
1
ϕ
0
n>(B3,R) = < X˜
0,†
n,0, X˜
m,†
n,0 >(B3,R) = 1,
<
1
ϕ
0
n,
2
ϕ
m
n >(B3,R) = cn,m
[
< X˜0,†n,0, X˜
m,†
n,0 >(B3,R) + < X˜
0,†
n,0, Y˜
m,†
n,3 >(B3,R)
]
= 0,
<
1
ϕ
0
n,
3
ϕ
m
n >(B3,R) = cn,m
[
< X˜0,†n,0, X˜
m,†
n,3 >(B3,R) − < X˜0,†n,0, Y˜ m,†n,0 >(B3,R)
]
= 0,
<
1
ϕ
0
n,
4
ϕ
0
n>(B3,R) = < X˜
0,†
n,0, X˜
0,†
n,3 >(B3,R) = 0,
<
1
ϕ
0
n,
5
ϕ
l
n>(B3,R) = cn,−l
[
< X˜0,†n,0, X˜
l,†
n,3 >(B3,R) + < X˜
0,†
n,0, Y˜
l,†
n,0 >(B3,R)
]
= 0,
<
1
ϕ
0
n,
6
ϕ
l
n>(B3,R) = cn,−l
[
< X˜0,†n,0, X˜
l,†
n,0 >(B3,R) − < X˜0,†n,0, Y˜ l,†n,3 >(B3,R)
]
= 0,
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mit m = 1, . . . , n + 1 und l = 1, . . . , n. Die Auswertung bezüglich des Teilsystems
2
ϕ
m
n liefert in ähnlicher Weise
<
2
ϕ
m
n ,
2
ϕ
k
n>(B3,R) = cn,mcn,k
[
< X˜m,†n,0 , X˜
k,†
n,0 >(B3,R) + < X˜
m,†
n,0 , Y˜
k,†
n,3 >(B3,R)
+ < Y˜ m,†n,3 , X˜
k,†
n,0 >(B3,R) + < Y˜
m,†
n,3 , Y˜
k,†
n,3 >(B3,R)
]
= 2 cn,mcn,k
[
δm,k + δm,k
m
n+ 1
]
=

0 : m 6= k
1 : m = k,
<
2
ϕ
m
n ,
3
ϕ
k
n>(B3,R) = cn,mcn,k
[
< X˜m,†n,0 , X˜
k,†
n,3 >(B3,R) − < X˜m,†n,0 , Y˜ k,†n,0 >(B3,R)
+ < Y˜ m,†n,3 , X˜
k,†
n,3 >(B3,R) − < Y˜ m,†n,3 , Y˜ k,†n,0 >(B3,R)
]
= 0,
<
2
ϕ
m
n ,
4
ϕ
0
n>(B3,R) = cn,m
[
< X˜m,†n,0 , X˜
0,†
n,3 >(B3,R) + < Y˜
m,†
n,3 , X˜
0,†
n,3 >(B3,R)
]
= 0,
<
2
ϕ
m
n ,
5
ϕ
l
n>(B3,R) = cn,m cn,−l
[
< X˜m,†n,0 , X˜
l,†
n,3 >(B3,R) + < X˜
m,†
n,0 , Y˜
l,†
n,0 >(B3,R)
+ < Y˜ m,†n,3 , X˜
l,†
n,3 >(B3,R) + < Y˜
m,†
n,3 , Y˜
l,†
n,0 >(B3,R)
]
= 0,
<
2
ϕ
m
n ,
6
ϕ
l
n>(B3,R) = cn,m cn,−l
[
< X˜m,†n,0 , X˜
l,†
n,0 >(B3,R) − < X˜m,†n,0 , Y˜ l,†n,3 >(B3,R)
+ < Y˜ m,†n,3 , X˜
l,†
n,0 >(B3,R) − < Y˜ m,†n,3 , Y˜ l,†n,3 >(B3,R)
]
= cn,m cn,−l
[
δm,l − δm,l m
n+ 1
+ δm,l
m
n+ 1
− δm,l
]
= 0,
mit m, k = 1, . . . , n+ 1 und l = 1, . . . , n. Für
3
ϕ
m
n ergibt sich
<
3
ϕ
m
n ,
3
ϕ
k
n>(B3,R) = cn,mcn,k
[
< X˜m,†n,3 , X˜
k,†
n,3 >(B3,R) − < X˜m,†n,3 , Y˜ k,†n,0 >(B3,R)
− < Y˜ m,†n,0 , X˜k,†n,3 >(B3,R) + < Y˜ m,†n,0 , Y˜ k,†n,0 >(B3,R)
]
= 2 cn,mcn,k
[
δm,k + δm,k
m
n+ 1
]
=

0 : m 6= k
1 : m = k,
<
3
ϕ
m
n ,
4
ϕ
0
n>(B3,R) = cn,m
[
< X˜m,†n,3 , X˜
0,†
n,3 >(B3,R) − < Y˜ m,†n,0 , X˜0,†n,3 >(B3,R)
]
= 0,
<
3
ϕ
m
n ,
5
ϕ
l
n>(B3,R) = cn,m cn,−l
[
< X˜m,†n,3 , X˜
l,†
n,3 >(B3,R) + < X˜
m,†
n,3 , Y˜
l,†
n,0 >(B3,R)
− < Y˜ m,†n,0 , X˜ l,†n,3 >(B3,R) − < Y˜ m,†n,0 , Y˜ l,†n,0 >(B3,R)
]
= cn,m cn,−l
[
δm,l − δm,l m
n+ 1
+ δm,l
m
n+ 1
− δm,l
]
= 0,
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<
3
ϕ
m
n ,
6
ϕ
l
n>(B3,R) = cn,m cn,−l
[
< X˜m,†n,3 , X˜
l,†
n,0 >(B3,R) − < X˜m,†n,3 , Y˜ l,†n,3 >(B3,R)
− < Y˜ m,†n,0 , X˜ l,†n,0 >(B3,R) + < Y˜ m,†n,0 , Y˜ l,†n,3 >(B3,R)
]
= 0,
mit m, k = 1, . . . , n+ 1 und l = 1, . . . , n. Analog berechnet man
<
4
ϕ
0
n,
4
ϕ
0
n>(B3,R) = < X˜
0,†
n,3, X˜
0,†
n,3 >(B3,R) = 1,
<
4
ϕ
0
n,
5
ϕ
l
n>(B3,R) = cn,−l
[
< X˜0,†n,3, X˜
l,†
n,3 >(B3,R) + < X˜
0,†
n,3, Y˜
l,†
n,0 >(B3,R)
]
= 0,
<
4
ϕ
0
n,
6
ϕ
l
n>(B3,R) = cn,−l
[
< X˜0,†n,3, X˜
l,†
n,0 >(B3,R) − < X˜0,†n,3, Y˜ l,†n,3 >(B3,R)
]
= 0
und
<
5
ϕ
l
n,
5
ϕ
h
n>(B3,R) = cn,−lcn,−h
[
< X˜ l,†n,3, X˜
h,†
n,3 >(B3,R) + < X˜
l,†
n,3, Y˜
h,†
n,0 >(B3,R)
+ < Y˜ l,†n,0, X˜
h,†
n,3 >(B3,R) + < Y˜
l,†
n,0, Y˜
h,†
n,0 >(B3,R)
]
= 2 cn,−lcn,−h
[
δl,h − δl,h l
n+ 1
]
=

0 : l 6= h
1 : l = h,
<
5
ϕ
l
n,
6
ϕ
h
n>(B3,R) = cn,−l cn,−h
[
< X˜ l,†n,3, X˜
h,†
n,0 >(B3,R) − < X˜ l,†n,3, Y˜ h,†n,3 >(B3,R)
+ < Y˜ l,†n,0, X˜
h,†
n,0 >(B3,R) − < Y˜ l,†n,0, Y˜ h,†n,3 >(B3,R)
]
= 0,
mit l, h = 1, . . . , n. Schließlich erhält man auch für das Teilsystem
6
ϕ
l
n die Beziehun-
gen
<
6
ϕ
l
n,
6
ϕ
h
n>(B3,R) = cn,−lcn,−h
[
< X˜ l,†n,0, X˜
h,†
n,0 >(B3,R) − < X˜ l,†n,0, Y˜ h,†n,3 >(B3,R)
− < Y˜ l,†n,3, X˜h,†n,0 >(B3,R) + < Y˜ l,†n,3, Y˜ h,†n,3 >(B3,R)
]
= 2 cn,−lcn,−h
[
δl,h − δl,h l
n+ 1
]
=

0 : l 6= h
1 : l = h,
mit l, h = 1, . . . , n, wodurch die Orthonormalität des Systems (3.38) vollständig
bewiesen wäre.
Für ein festes n ∈ N0 werden zunächst die 4n+ 4 orthonormalen Polynome unter
der Bezeichnung{
ϕkn,R
}
k=1,...,4n+4
:=
{
1
ϕ
0
n,
2
ϕ
m
n ,
3
ϕ
m
n ,
4
ϕ
0
n,
5
ϕ
l
n,
6
ϕ
l
n
}
m=1,...,n+1, l=1,...,n
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zusammengefasst. Aus der Dimension des Orthonormalsystems in Mn(H;R) und
ferner aus der Orthogonalität der UnterräumeMm(H;R), n 6= m folgert man leicht
für den ganzen Raum:
Korollar 3.5. Das System homogener H-holomorpher Polynome
{
ϕkn,R : k =
1, . . . , 4n+ 4
}
n∈N0 ist eine Orthonormalbasis in L
2(B3;H;R) ∩ ker ∂¯.
Aufgrund der Orthonormalität und der Vollständigkeit von (3.38) folgt bekann-
termaßen auch, dass sich jede quadratisch integrierbare monogene Funktion als Fou-
rierreihe bezüglich dieser Basis darstellen lässt.
Korollar 3.6 (Fourierreihe in L2(B3;H;R)∩ker ∂¯). Es sei f ∈ L2(B3;H;R)∩ker ∂¯.
Dann kann f in eine Fourierreihe nach dem vollständigen Orthonormalsystem (3.38)
entwickelt werden
f :=
∞∑
n=0
[
1
ϕ
0
n αn +
n+1∑
m=1
(
2
ϕ
m
n βn,m +
3
ϕ
m
n γn,m
)
+
4
ϕ
0
n δn +
n∑
l=1
(
5
ϕ
l
n n,l +
6
ϕ
l
n ηn,l
)]
,
(3.39)
wobei die R-wertigen Fourierkoeﬃzienten durch
αn = Sc
∫
B3
1
ϕ
0
n f dV, βn,m = Sc
∫
B3
2
ϕ
m
n f dV, γn,m = Sc
∫
B3
3
ϕ
m
n f dV,
δn = Sc
∫
B3
4
ϕ
0
n f dV, n,l = Sc
∫
B3
5
ϕ
l
n f dV, ηn,l = Sc
∫
B3
6
ϕ
l
n f dV
zu bestimmen sind.
Vermittels der Parsevalschen Gleichung lässt sich dann f bekanntlich auch über
die zugehörigen Fourierkoeﬃzienten charakterisieren.
Korollar 3.7. f ∈ L2(B3;H;R) ∩ ker ∂¯ ist gleichwertig mit
∞∑
n=0
[
|αn|2 +
n+1∑
m=1
(|βn,m|2 + |γn,m|2)+ |δn|2 + n∑
l=1
(|n,l|2 + |ηn,l|2) ] <∞. (3.40)
Für diese Orthonormalbasis lassen sich im Weiteren wichtige Eigenschaften be-
züglich der hyperkomplexen Ableitung zeigen, die es ferner ermöglichen auf jedem
Unterraum Mn(H;R) einen Primitivierungsoperator PR zu deﬁnieren. An dieser
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Stelle wird der Operator PR zunächst nur als formale Umkehrung der hyperkomple-
xen Ableitung eines einzelnen Basispolynoms eingeführt. Zu einem späteren Zeit-
punkt werden für diesen Operator auch die kontinuierliche Fortsetzung auf den
ganzen Raum L2(B3;H;R)∩ ker ∂¯ und seine Abbildungseigenschaften studiert (q.v.
Kapitel 3.2.8).
Theorem 3.7. Für die Polynome ϕkn,R, k = 1, . . . , 4n + 4 der Orthonormalbasis
(3.38) gelten die Beziehungen:
( i) Die Anwendung der hyperkomplexen Ableitung ∂0 = 12∂ auf das vollständige
Orthonormalsystem (3.38) liefert
∂0
1
ϕ
0
n = dn,0
1
ϕ
0
n−1 , ∂0
2
ϕ
m
n = dn,m
2
ϕ
m
n−1 , ∂0
3
ϕ
m
n = dn,m
3
ϕ
m
n−1 ,
∂0
4
ϕ
0
n = dn,0
4
ϕ
0
n−1 , ∂0
5
ϕ
l
n = dn,−l
5
ϕ
l
n−1 , ∂0
6
ϕ
l
n = dn,−l
6
ϕ
l
n−1 ,

wobei dn,m =
√
(2n+3)(n+m)(n−m+1)
2n+1
und m = 1, . . . , n, l = 1, . . . , n− 1, n ∈ N.
( ii) Der Operator PR :Mn(H;R)→Mn+1(H;R), explizit gegeben durch
PR
1
ϕ
0
n = pn,0
1
ϕ
0
n+1 , PR
2
ϕ
m
n = pn,m
2
ϕ
m
n+1 , PR
3
ϕ
m
n = pn,m
3
ϕ
m
n+1 ,
PR
4
ϕ
0
n = pn,0
4
ϕ
0
n+1 , PR
5
ϕ
l
n = pn,−l
5
ϕ
l
n+1 , PR
6
ϕ
l
n = pn,−l
6
ϕ
l
n+1 ,

deﬁniert eine Primitive auf der R-linearen Orthonormalbasis, so dass für ein
beliebiges n ∈ N0 und k = 1, . . . , 4n+ 4 die Beziehung ∂0
[PR ϕkn,R] = ϕkn,R gilt.
Der reelle Koeﬃzient ist dabei durch pn,m =
√
2n+3
(2n+5)(n+m+1)(n−m+2) gegeben,
mit m = 1, . . . , n+ 1 und l = 1, . . . , n.
( iii) Es sei ∂n0 die n-fache Anwendung der hyperkomplexen Ableitung. Für ein be-
liebiges n ∈ N0 gilt
1
ϕ
0
n,
4
ϕ
0
n ∈
(
ker ∂n+10 \ ker ∂n0
) ∩ ker ∂¯,
2
ϕ
m
n ,
3
ϕ
m
n ∈
(
ker ∂n−m+20 \ ker ∂n−m+10
) ∩ ker ∂¯, m = 1, . . . , n+ 1,
5
ϕ
l
n,
6
ϕ
l
n ∈
(
ker ∂n−l+10 \ ker ∂n−l0
) ∩ ker ∂¯, l = 1, . . . , n,
wobei ∂00 die Identität bezeichnet.
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Beweis. Nach Anwendung der Relationen (3.30) und unter Berücksichtigung der
Norm (3.37) sowie der reellen Konstante cn,m erhält man für die hyperkomplexen
Ableitungen des Systems (3.38) die Beziehungen
∂0
1
ϕ
0
n = ∂0X˜
0,†
n,0 = (n+ 1)
∥∥∥X0,†n−1,0∥∥∥
L2(B3)∥∥∥X0,†n,0∥∥∥
L2(B3)
1
ϕ
0
n−1 = dn,0
1
ϕ
0
n−1
und
∂0
2
ϕ
m
n = ∂0
[
cn,m
(
X˜m,†n,0 + Y˜
m,†
n,3
)]
= (n+m+ 1)
cn,m
∥∥∥Xm,†n−1,0∥∥∥
L2(B3)
cn−1,m
∥∥∥Xm,†n,0 ∥∥∥
L2(B3)
2
ϕ
m
n−1 = dn,m
2
ϕ
m
n−1,
mit m = 1, . . . , n+1. Der Beweis der Beziehungen ∂0
3
ϕ
m
n , ∂0
4
ϕ
0
n, ∂0
5
ϕ
l
n, ∂0
6
ϕ
l
n erfolgt
analog.
Die PR-Primitiven lassen sich in einfacher Weise aus den Ausdrücken der hyper-
komplexen Ableitungen berechnen. Exemplarisch wird hierzu das Teilsystem ∂0
2
ϕ
m
n ,
m = 1, . . . , n + 1 betrachtet. Die Anwendung des Operators PR auf beiden Seiten
der Gleichung ∂0
2
ϕ
m
n = dn,m
2
ϕ
m
n−1 ergibt bereits nach wenigen Umformungen die
gesuchte Beziehung
PR
[
∂0
2
ϕ
m
n?
]
= PR
[
dn?,m
2
ϕ
m
n?−1
]
⇒ 2ϕ
m
n? = PR
[
dn?,m
2
ϕ
m
n?−1
]
n?=n+1⇒ PR
2
ϕ
m
n =
1
dn+1,m
2
ϕ
m
n+1
⇒ PR
2
ϕ
m
n = pn,m
2
ϕ
m
n+1 .
Somit bleibt noch Paragraph (iii) des Theorems zu zeigen. Für die polynomialen
Teilsysteme
0
ϕ
0
n,
2
ϕ
m
n ,
3
ϕ
m
n und
4
ϕ
0
n der Orthonormalbasis (3.38) folgt die Behauptung
direkt aus Korollar 3.4. Im Falle der Teilsysteme
5
ϕ
l
n und
6
ϕ
l
n wird zunächst auf beide
Gleichungen die Beziehung (3.29) angewendet. Äquivalent ergibt sich
5
ϕ
l
n = cn,l+1
(
Y˜ l+1,†n,1 − X˜ l+1,†n,2
)
,
6
ϕ
l
n = cn,l+1
(
X˜ l+1,†n,1 + Y˜
l+1,†
n,2
)
,
 (3.41)
mit l = 1, . . . , n. Die am Ende des vorangegangenen Abschnitts kurz angedeute-
ten strukturellen Besonderheiten der Polynome können nun konkretisiert werden.
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Wie sich anhand der letzten Beziehungen (3.41) erkennen lässt, können spezielle
H-wertige Linearkombinationen der homogenen Ansatzfunktionen einen Versatz des
Parameters l bewirken und daher bereits nach (n − l + 1)-facher Anwendung der
hyperkomplexen Ableitung zu Null werden. Schließlich führt die Anwendung des Ko-
rollars 3.4 auf die Darstellung (3.41) auch für diese Teilsysteme auf die Behauptung
und somit zum vollständigen Beweis des Theorems 3.7.
Die Abbildung 3.2 verdeutlicht noch einmal die strukturellen Eigenschaften der
R-linearen Orthonormalbasis (3.38), auf deren Grundlage noch einige Besonderhei-
ten des Systems erläutert werden sollen. Hierzu wird für ein festes n ∈ N0 die Menge
Abbildung 3.2: Strukturschema der Orthonormalbasis in L2(B3;H;R) ∩ ker ∂¯.
der 4n + 4 orthonormalen Polynome ϕkn,R betrachtet. Die Anwendung des Primiti-
vierungsoperators PR auf jedes einzelne Polynom liefert genau 4n + 4 Polynome
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zum Grad n + 1. Wegen Paragraph (ii) des Theorems 3.7 sind die polynomialen
Primitiven erneut nur reelle Vielfache einzelner Basiselemente des gleichen Systems
und demzufolge automatisch orthogonal zueinander. Diese Eigenschaft verbessert
das in [Cação et al. 2004] konstruierte System sehr wesentlich, da die Primitiven
in dem Fall nur auf H-wertige Linearkombinationen der Basispolynome führen und
kein Orthogonalsystem bilden. Weiterhin folgt aus Paragraph (iii), dass die erhal-
tenen 4n + 4 (orthogonalen) Primitiven jeweils orthogonal zu den 4 monogenen
Konstanten
2
ϕ
n+2
n+1,
3
ϕ
n+2
n+1,
5
ϕ
n+1
n+1,
6
ϕ
n+1
n+1∈ ker ∂ ∩ ker ∂¯ sind. Im Umkehrschluss resultiert
aus der letztgenannten Eigenschaft ebenfalls eine sehr wichtige Beziehung für die
hyperkomplexe Ableitung des Systems. Die Anwendung von ∂0 auf das Ausgangs-
system von 4n + 4 orthonormalen Polynomen liefert nach Paragraph (i) exakt 4n
orthogonale Polynome vom Grad n − 1 und somit erneut ein vollständiges Ortho-
gonalsystem inMn−1(H;R). Wiederum spielen dabei die 4 monogenen Konstanten
2
ϕ
n+1
n ,
3
ϕ
n+1
n ,
5
ϕ
n
n,
6
ϕ
n
n∈ ker ∂ ∩ ker ∂¯ eine besondere Rolle, welche nun infolge der Dif-
ferentiation auf natürliche Weise zu Null werden. In [Cação et al. 2004] führte die
Ableitung der Basiselemente hingegen auf 4n + 2 linear abhängige Polynome vom
Grad n − 1, was wiederholt die neue Qualität der Orthonormalbasis (3.38) unter-
streicht.
3.2.5 Konstruktion einer H-linearen Orthonormalbasis homo-
gener H-holomorpher Polynome
Im vorangegangenen Abschnitt wurde ein vollständiges R-lineares Orthonormalsys-
tem konstruiert und einige wichtige Eigenschaften für diese Basis aufgezeigt. Es
stellt sich nun die Frage nach der Existenz einer H-linearen Orthonormalbasis in
L2(B3;H;H) ∩ ker ∂¯ mit ähnlichen Struktureigenschaften wie im R-linearen Fall.
Nach [Sudbery 1979] ist bekanntlich die Dimension des monogenen Unterraumes
dimMn(H;H) = n+ 1. Damit ist die Konstruktionsidee für eine Orthonormalbasis
in Mn(H;H), genau diejenigen Polynome des R-linearen Systems (3.38) durch ge-
eignete Linearkombinationen zusammenzufassen, welche nach Teilbehauptung (iii)
des Theorems 3.7 zum gleichen Kern bezüglich der i-fachen hyperkomplexen Ab-
leitung gehören. Daher wird die Konstruktion mit den Polynomen der Teilmenge(
ker ∂n+10 \ ker ∂n0
) ∩ ker ∂¯ begonnen. Nach Paragraph (iii) des Theorems 3.7 lautet
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somit der Ansatz
ϕ0n,H =
1
2
[
1
ϕ
0
n −
2
ϕ
1
n +
3
ϕ
1
n +
4
ϕ
0
n
]
=
1
2
[
X˜0,†n,0 + X˜
0,†
n,3 +
√
n+ 1
2(n+ 2)
(
X˜1,†n,3 − Y˜ 1,†n,0 − X˜1,†n,0 − Y˜ 1,†n,3
)]
.
Bringt man die Relation (3.21) auf die Form
(
X˜1,†n,1 + Y˜
1,†
n,2
)
ej =
(n+ 2)
∥∥∥X0,†n,j∥∥∥
L2(B3)∥∥∥X1,†n,j∥∥∥
L2(B3)
X˜0,†n,j =
√
2(n+ 2)
n+ 1
X˜0,†n,j,
so folgt schließlich
ϕ0n,H =
1
2
X˜0,†n,0 (1 + e1 + e2 + e3). (3.42)
Analog lässt sich bei den Teilmengen
(
ker ∂n−l+10 \ ker ∂n−l0
) ∩ ker ∂¯ vorgehen. Für
beliebige n ∈ N und l = 1, . . . , n lautet der Ansatz
ϕln,H =
1
2
[
− 2ϕ
l+1
n +
3
ϕ
l+1
n +
5
ϕ
l
n +
6
ϕ
l
n
]
=
1
2
[
cn,l+1
(
X˜ l+1,†n,3 − Y˜ l+1,†n,0 − X˜ l+1,†n,0 − Y˜ l+1,†n,3
)
+ cn,−l
(
X˜ l,†n,3 + Y˜
l,†
n,0 + X˜
l,†
n,0 − Y˜ l,†n,3
)]
. (3.43)
Für die Darstellung (3.29) erhält man nach Normierung der Polynome
X˜ l+1,†n,1 + Y˜
l+1,†
n,2 =
(n+ l + 2)
∥∥∥X l,†n,0∥∥∥
L2(B3)∥∥∥X l+1,†n,1 ∥∥∥
L2(B3)
(
X˜ l,†n,0 − Y˜ l,†n,3
)
=
√
n+ l + 2
n− l + 1
(
X˜ l,†n,0 − Y˜ l,†n,3
)
,
wodurch sich (3.43) zu
ϕln,H =
1
2
√
n+ 1
2(n− l + 1)
[(
X˜ l,†n,0 + Y˜
l,†
n,0
)
+
(
X˜ l,†n,1 + Y˜
l,†
n,1
)
+
(
X˜ l,†n,2 − Y˜ l,†n,2
)
+
(
X˜ l,†n,3 − Y˜ l,†n,3
)]
=
1
2
cn,−l
(
X˜ l,†n,0 − Y˜ l,†n,3
)
(1 + e1 + e2 + e3) (3.44)
vereinfacht, mit l = 1, . . . , n. Wie man erkennt, tritt die aus der Konstruktion re-
sultierende H-wertige Konstante 1
2
(1 + e1 + e2 + e3) sowohl in der Beziehung (3.42)
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als auch in den Beziehungen (3.44) auf und kann daher im Folgenden vernachlässigt
werden. Somit lässt sich an dieser Stelle zunächst festhalten, dass für den Unterraum
Mn(H;H) ein System von n+ 1 homogenen H-holomorphen Polynomen konstruiert
werden konnte, welches hinsichtlich der Ableitungen höherer Ordnung ein ähnliches
Verhalten wie das reelle System besitzt. Ohne weitere Ausführungen folgt nun zuerst
das Hauptresultat dieses Abschnitts. Weitere Eigenschaften des Systems werden im
Anschluss untersucht.
Theorem 3.8. Für jedes n ∈ N0 sind die folgenden n+1 homogenen H-holomorphen
Polynome orthonormal in L2(B3;H;H) ∩ ker ∂¯:
ϕ0n,H := X˜
0,†
n,0,
ϕln,H := cn,−l
(
X˜ l,†n,0 − Y˜ l,†n,3
)
,
 (3.45)
wobei cn,−l =
√
n+1
2(n−l+1) und l = 1, . . . , n.
Beweis. Der Beweis des Theorems 3.8 erfolgt hauptsächlich unter Verwendung der
Deﬁnitionen (3.15), (3.16) und (3.17), wodurch sehr umfangreiche Berechnungen
entstehen. Aus diesem Grund werden bei den nachfolgenden Ausführungen lediglich
die für den Beweis wesentlichen Berechnungsschritte angegeben. Hierfür ist nun die
Orthonormalität des Systems (3.45) bezüglich des H-wertigen inneren Produktes
(2.6) zu zeigen. Für das Polynom ϕ0n,H erhält man
< ϕ0n,H, ϕ
0
n,H >(B3,H) =< X˜
0,†
n,0, X˜
0,†
n,0 >(B3,H) = 1
und außerdem
0
!
= < ϕ0n,H, ϕ
l
n,H >(B3,H) = cn,−l < X˜
0,†
n,0, X˜
l,†
n,0 − Y˜ l,†n,3 >(B3,H)
⇔ 0 =
∫
B3
X˜0,†n,0
(
X˜ l,†n,0 − Y˜ l,†n,3
)
dV,
mit l = 1, . . . , n. Seien nun f eine H-wertige Funktion und [f ]i die Koordinaten von
f , dann gilt bekanntlich∫
B3
f dV = 0 ⇔
∫
B3
[f ]i dV = 0, ∀ i = 0, 1, 2, 3.
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Mit den Beziehungen (3.15), (3.16) und (3.17) erhält man nach koordinatenweiser
Auswertung∫
B3
[
X˜0,†n,0
(
X˜ l,†n,0 − Y˜ l,†n,3
)]
0
dV
=
∫
B3
[
A0,nAl,n + B0,n(Bl,n + Cl,n)
]
cos lϕ dV = 0, l = 1, . . . , n,∫
B3
[
X˜0,†n,0
(
X˜ l,†n,0 − Y˜ l,†n,3
)]
1
dV
=
∫
B3
[
A0,n(Bl,n + Cl,n)− B0,nAl,n] (cosϕ cos lϕ− sinϕ sin lϕ) dV
= 0, l = 1, . . . , n,∫
B3
[
X˜0,†n,0
(
X˜ l,†n,0 − Y˜ l,†n,3
)]
2
dV
=
∫
B3
[
A0,n(Bl,n + Cl,n)− B0,nAl,n] (sinϕ cos lϕ+ cosϕ sin lϕ) dV
= 0, l = 1, . . . , n
und ∫
B3
[
X˜0,†n,0
(
X˜ l,†n,0 − Y˜ l,†n,3
)]
3
dV
=
∫
B3
[−A0,nAl,n − B0,n(Bl,n + Cl,n)] sin lϕ dV = 0, l = 1, . . . , n.
Auf gleichem Weg wird die Orthogonalität der Polynome ϕln,H, l = 1, . . . , n bewiesen.
Hierzu wird zunächst
< ϕln,H, ϕ
h
n,H >(B3,H) = cn,−l cn,−h < X˜
l,†
n,0 − Y˜ l,†n,3, X˜h,†n,0 − Y˜ h,†n,3 >(B3,H)
berechnet. Nach Tabelle 3.1 erhält man für den Fall l = h sofort
< ϕln,H, ϕ
l
n,H >(B3,H) = c
2
n,−l < X˜
l,†
n,0 − Y˜ l,†n,3, X˜ l,†n,0 − Y˜ l,†n,3 >(B3,H)
= c2n,−l
[
1− 2 l
n+1
+ 1
]
= 1.
Eine Anwendung der reellen Beziehungen nach Tabelle 3.1 ist in diesem Schritt
zulässig, da die durch die inneren Produkte (2.5) und (2.6) induzierten Normen
identisch sind. Für den Fall l 6= h ergibt sich
0
!
= < ϕln,H, ϕ
h
n,H >(B3,H) = cn,−l cn,−h < X˜
l,†
n,0 − Y˜ l,†n,3, X˜h,†n,0 − Y˜ h,†n,3 >(B3,H)
⇔ 0 =
∫
B3
X˜ l,†n,0 − Y˜ l,†n,3
(
X˜h,†n,0 − Y˜ h,†n,3
)
dV.
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Nach umfangreichen Berechnungen lässt sich die koordinatenweise Betrachtung schließ-
lich wie folgt zusammenfassen:∫
B3
[
X˜ l,†n,0 − Y˜ l,†n,3
(
X˜h,†n,0 − Y˜ h,†n,3
)]
0
dV
=
∫
B3
[
Al,nAh,n + (Bl,n + Cl,n)(Bh,n + Ch,n)
] (
cos lϕ coshϕ+ sin lϕ sinhϕ
)
dV
= 0, l, h = 1, . . . , n, l 6= h,∫
B3
[
X˜ l,†n,0 − Y˜ l,†n,3
(
X˜h,†n,0 − Y˜ h,†n,3
)]
1
dV
=
∫
B3
[
Ah,n(Bl,n + Cl,n)− Al,n(Bh,n + Ch,n)] (cosϕ(sin lϕ sinhϕ− cos lϕ coshϕ)
+ sinϕ(cos lϕ sinhϕ+ sin lϕ coshϕ)
)
dV = 0, l, h = 1, . . . , n, l 6= h,∫
B3
[
X˜ l,†n,0 − Y˜ l,†n,3
(
X˜h,†n,0 − Y˜ h,†n,3
)]
2
dV
=
∫
B3
[
Al,n(Bh,n + Ch,n)− Ah,n(Bl,n + Cl,n)] (cosϕ(cos lϕ sinhϕ+ sin lϕ coshϕ)
+ sinϕ(cos lϕ coshϕ− sin lϕ sinhϕ)
)
dV = 0, l, h = 1, . . . , n, l 6= h
und∫
B3
[
X˜ l,†n,0 − Y˜ l,†n,3
(
X˜h,†n,0 − Y˜ h,†n,3
)]
3
dV
=
∫
B3
[
Al,nAh,n + (Bl,n + Cl,n)(Bh,n + Ch,n)
] (
sin lϕ coshϕ− cos lϕ sinhϕ) dV
= 0, l, h = 1, . . . , n, l 6= h.
Die Orthonormalität des Systems (3.45) ist damit vollständig gezeigt.
Da für ein festes n ∈ N0 das Orthonormalsystem (3.45) die Dimension n + 1
besitzt und daher vollständig im UnterraumMn(H;H) ist, folgert man:
Korollar 3.8. Das System der homogenen H-holomorphen Polynome
{
ϕln,H : l =
0, . . . , n
}
n∈N0 ist eine Orthonormalbasis in L
2(B3;H;H) ∩ ker ∂¯.
Aufgrund der Orthogonalität und Vollständigkeit der Basis (3.45) lässt sich nun
analog zum R-linearen Fall eine Fourierreihenentwicklung in L2(B3;H;H) ∩ ker ∂¯
angeben.
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Korollar 3.9 (Fourierreihe in L2(B3;H;H)∩ker ∂¯). Es sei f ∈ L2(B3;H;H)∩ker ∂¯.
Dann lässt sich f in eine Fourierreihe nach der Orthonormalbasis (3.45) entwickeln:
f :=
∞∑
n=0
n∑
l=0
ϕln,Hαn,l, mit αn,l =
∫
B3
ϕln,H f dV. (3.46)
An dieser Stelle sei darauf hingewiesen, dass im Gegensatz zur komplexen und
auch zur R-linearen monogenen Fourierreihe die Reihenfolge der Funktionen ϕln,H
und f im inneren Produkt der H-rechts-linearen Reihe zu beachten ist.
Gleichermaßen führt die Charakterisierung von f ∈ L2(B3;H;H) ∩ ker ∂¯ durch
die zugehörigen Fourierkoeﬃzienten auf die Parsevalsche Gleichung.
Korollar 3.10. f ∈ L2(B3;H;H) ∩ ker ∂¯ ist äquivalent zu
∞∑
n=0
n∑
l=0
|αn,l|2 < ∞.
DesWeiteren können die signiﬁkanten Ableitungs- und Primitivierungseigenschaf-
ten der R-linearen Orthonormalbasis nun auch für das H-lineare Funktionensystem
gezeigt werden.
Theorem 3.9. Für die Polynome ϕln,H, l = 0, . . . , n der Orthonormalbasis (3.45)
gelten die folgenden Eigenschaften:
( i) Die Anwendung der hyperkomplexen Ableitung ∂0 = 12∂ auf die Basispolynome
in (3.45) liefert
∂0 ϕ
k
n,H =
√
(2n+ 3)(n− k)(n+ k + 1)
2n+ 1
ϕkn−1,H, k = 0, . . . , n− 1, n ∈ N.
( ii) Der Operator PH :Mn(H;H)→Mn+1(H;H), explizit gegeben durch
PH ϕln,H =
√
2n+ 3
(2n+ 5)(n− l + 1)(n+ l + 2) ϕ
l
n+1,H,
deﬁniert eine Primitive auf der H-linearen Orthonormalbasis, so dass für ein
beliebiges n ∈ N0 und l = 0, . . . , n die Beziehung ∂0
[PH ϕln,H] = ϕln,H gilt.
( iii) Es sei ∂n0 die n-fache Anwendung der hyperkomplexen Ableitung. Für ein festes
n ∈ N0 gilt
ϕln,H ∈
(
ker ∂n−l+10 \ ker ∂n−l0
) ∩ ker ∂¯, l = 0, . . . , n,
wobei ∂00 die Identität bezeichnet.
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Beweis. Der Beweis der Teilbehauptungen (i) und (ii) des Theorems 3.9 ist analog
zum R-linearen System (q.v. Beweis des Theorems 3.7) zu führen und kann demzufol-
ge leicht nachvollzogen werden. Teilbehauptung (iii) des Theorems ist trivialerweise
nach Konstruktion des Systems erfüllt.
In Analogie zum reellen System sollen abschließend noch einmal die strukturelle
Anordnung der Basiselemente sowie die qualitativen Abbildungseigenschaften des
Diﬀerential- und Primitivierungsoperators graphisch veranschaulicht werden. Wie
Abbildung 3.3: Strukturschema der Orthonormalbasis in L2(B3;H;H) ∩ ker ∂¯.
man anhand der Abbildung 3.3 erkennen kann, ließ sich die im Wesentlichen aus
vier Blöcken bestehende Anordnung der R-linearen Basis (cf. Abbildung 3.2) auf
einen Block reduzieren, in welchem die Basiselemente in Form einer Dreiecksmatrix
angeordnet sind. Die Wirkungsweise des Diﬀerential- bzw. Primitivierungsoperators
auf den Basiselementen kann dabei als Abbildungen innerhalb der jeweiligen Spalten
des Strukturschemas charakterisiert werden. Dies unterscheidet sich sehr wesentlich
von dem in [Cação 2004] konstruierten System, aber auch vom System der verall-
gemeinerten Potenzen (cf. Abbildung 3.1). Wie sich noch zeigen wird, ist es aber
gerade diese strukturelle Eigenschaft der Orthonormalbasis (3.45), welche für die im
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Weiteren betrachteten Anwendungen von besonderer Bedeutung ist.
3.2.6 Ableitungen H-holomorpher Funktionen
In diesem Abschnitt werden die konstruierten Orthonormalsysteme bezüglich ihrer
hyperkomplexen Ableitung ∂0 untersucht. Eine wichtige Eigenschaft dieser Systeme
ist, dass die elementweise Anwendung der Ableitung auf Basispolynome vom Grad
n erneut auf einzelne Basiselemente vom Grad n− 1 führt. Aufgrund der Tatsache,
dass sich für manche Problemstellungen das R-lineare System gegenüber dem H-
linearen System besser eignet und umgekehrt, werden die theoretischen Grundlagen
für beide Systeme studiert.
Monogene Ableitungen in L2(B3;H;R) ∩ ker ∂¯
Begonnen wird mit dem in L2(B3;H;R) ∩ ker ∂¯ vollständigen Orthonormalsystem
(3.38). Nach Paragraph (i) des Theorems 3.7 lässt sich folgern, dass für ein festes n ∈
N die hyperkomplexe Ableitung der 4n+4 Basispolynome auf genau 4n orthogonale
Polynome zum Grad n − 1 führt. Dies stimmt mit der Behauptung in Paragraph
(iii) überein, wonach 4 Polynome zur Menge der monogenen Konstanten gehören
und daher nach Diﬀerentiation zu Null werden.
Lemma 3.5. Das System der homogenen H-holomorphen Polynome{
∂0
1
ϕ
0
n, ∂0
2
ϕ
m
n , ∂0
3
ϕ
m
n , ∂0
4
ϕ
0
n, ∂0
5
ϕ
l
n, ∂0
6
ϕ
l
n : m = 1, . . . , n, l = 1, . . . , n− 1
}
n∈N
ist eine Orthogonalbasis in L2(B3;H;R) ∩ ker ∂¯.
Beweis. Aus der Dimension des Unterraumes dimMn−1(H;R) = 4n und der Or-
thogonalität der resultierenden homogenen Polynome folgt der Beweis der Behaup-
tung.
Als direkte Konsequenz aus dem letzten Resultat lässt sich nun die hyperkom-
plexe Ableitung einer beliebigen H-holomorphen Funktion mit Hilfe der zugehörigen
Fourierreihe betrachten.
Lemma 3.6. Es sei f ∈ L2(B3;H;R) ∩ ker ∂¯. Die Anwendung der hyperkomplexen
Ableitung ∂0 auf jeden Summanden der assoziierten Fourierreihe (3.39) von f führt
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auf die Orthogonalreihe
∂0f =
∞∑
n=0
[
dn+1,0
1
ϕ
0
n αn+1 +
n+1∑
m=1
dn+1,m
(
2
ϕ
m
n βn+1,m+
3
ϕ
m
n γn+1,m
)
+ dn+1,0
4
ϕ
0
n δn+1 +
n∑
l=1
dn+1,−l
(
5
ϕ
l
n n+1,l+
6
ϕ
l
n ηn+1,l
)]
,
wobei dn+1,m =
√
(2n+5)(n+m+1)(n−m+2)
2n+3
und αn, βn,m, γn,m, δn, n,l, ηn,l ∈ R. Diese
Reihe konvergiert punktweise in B3 und in L2(B3(0, r);H;R) ∩ ker ∂¯ für alle r < 1.
Beweis. In [Gürlebeck et al. 2006] wurde bewiesen, dass für verallgemeinerte Po-
tenzreihen im Rn+1 in Bezug auf einen bestimmten Konvergenzradius die Rolle der
Summation und Diﬀerentiation vertauscht werden kann. Die Behauptung folgt dann
nach Anwendung des Paragraphen (i) des Theorems 3.7 auf jeden Summanden der
Fourierreihe von f .
Monogene Ableitungen in L2(B3;H;H) ∩ ker ∂¯
Analog wird nun die Orthonormalbasis (3.45) betrachtet. Bekanntermaßen ist nach
Konstruktion das H-lineare System in Bezug auf seine strukturellen Eigenschaften
vollkommen äquivalent zum R-linearen System, wodurch sich die obigen Ergebnis-
se sehr leicht übertragen lassen. Im Weiteren zeigt sich für das H-lineare System
eine ausgeprägte Analogie zur komplexen Orthonormalbasis, auf die im Folgenden
noch etwas näher eingegangen wird. Aus Teilbehauptung (i) des Theorems 3.9 folgt
zunächst:
Lemma 3.7. Das System der homogenen H-holomorphen Polynome
{
∂0ϕ
k
n,H : k =
0, . . . , n− 1
}
n∈N
ist eine Orthogonalbasis in L2(B3;H;H) ∩ ker ∂¯.
Beweis. Analog zum R-linearen Fall folgt der Beweis der Behauptung aus der Di-
mension des Unterraumes dimMn−1(H;H) = n und der Orthogonalität der resul-
tierenden homogenen Polynome.
Folglich lässt sich auch die hyperkomplexe Ableitung einer beliebigen monogenen
Funktion aus L2(B3;H;H) ∩ ker ∂¯ mit Hilfe ihrer Fourierreihe ausdrücken.
Lemma 3.8. Es sei f ∈ L2(B3;H;H) ∩ ker ∂¯. Die Anwendung der hyperkomplexen
Ableitung ∂0 auf jeden Summanden der assoziierten Fourierreihe (3.46) von f liefert
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die Orthogonalreihe
∂0 f =
∞∑
n=0
n∑
k=0
√
(2n+ 5)(n− k + 1)(n+ k + 2)
2n+ 3
ϕkn,Hαn+1,k, (3.47)
wobei αn,k ∈ H. Diese Reihe konvergiert punktweise in B3 und in L2(B3(0, r);H;H)∩
ker ∂¯ für alle r < 1.
Beweis. Der Beweis ist analog zum R-linearen Fall zu führen.
Vergleicht man die Darstellung (3.47) mit dem ebenfalls vollständigen System
der hyperkomplexen Ableitungen homogener Polynome in [Cação et al. 2006], so
konnte in dieser Arbeit nur gezeigt werden, dass die Ableitung der Basiselemente
zunächst auf ein System linear abhängiger Polynome führt, welches wiederum durch
Entfernen der linear abhängigen Elemente in ein vollständiges System homogener
(nicht orthogonaler) Polynome überführt werden kann. Durch die Orthonormalbasis
(3.45) ergibt sich die hyperkomplexe Ableitung der Fourierreihe nun aber direkt als
Orthogonalreihe, was bekanntermaßen auch auf die komplexe Potenzreihe zutriﬀt.
Dies soll anhand der eingangs erwähnten Fourierreihe f =
∑∞
n=0 z˜
nβn einer C-
wertigen Funktion f ∈ L2(B2;C)∩ker ∂¯ verdeutlicht werden. Da für die Elemente der
Orthonormalbasis {z˜n}n∈N0 in L2(B2;C)∩ker ∂¯ ähnliche Eigenschaften bezüglich der
komplexen Ableitung ∂z gelten, erhält man für die Ableitung der Fourierdarstellung
∂zf =
∞∑
n=0
√
(n+ 1)(n+ 2) z˜nβn+1.
Diese ist also bis auf einen reellen Faktor und die Dimension der polynomialen Basis
vollkommen äquivalent zur H-linearen Darstellung (3.47).
In Vorbereitung des nächsten Abschnitts seien für die Basispolynome schließlich
noch die hyperkomplexen Ableitungen höherer Ordnung angegeben, die sich in ein-
facher Weise aus den Paragraphen (i) und (iii) des Theorems 3.9 berechnen lassen.
Korollar 3.11. Die i-fache Anwendung der hyperkomplexen Ableitung ∂i0 auf eine
beliebige Basisfunktion ϕkn,H der Orthonormalbasis (3.45) ergibt
∂i0 ϕ
k
n,H =

∏i−1
j=0
√
(2(n−j)+3)(n−j−k)(n−j+k+1)
2(n−j)+1 ϕ
k
n−i,H : 1 ≤ i ≤ n− k,
0 : i > n− k,
wobei k = 0, . . . , n, n ∈ N0 und i ∈ N.
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3.2.7 Orthogonale Zerlegung des Hilbert-Raumes L2(B3;H)
Gegenstand der folgenden Betrachtungen sei nun der Dekompositionssatz für die
orthogonale Zerlegung des H-linearen Hilbert-Raumes L2(B3;H;H) ∩ ker ∂¯.
Theorem 3.10 (Dekompositionssatz [Cação et al. 2004]). Der Raum L2(B3;H;H)∩
ker ∂¯ erlaubt die orthogonale Zerlegung
L2(B3;H;H) ∩ ker ∂¯ =
⊕
n≥0
(
(ker ∂n+10 	 ker ∂n0 ) ∩ ker ∂¯
)
.
Zum besseren Verständnis sei hierbei noch angemerkt, dass durch die Notation
ker ∂n+10 	 ker ∂n0 das orthogonale Komplement von ker ∂n0 in ker ∂n+10 bezeichnet
wird. Dieses wichtige theoretische Resultat wurde bereits in [Cação et al. 2004] mit
Hilfe der dort angegebenen R-linearen Orthonormalbasis bewiesen. Dabei gelang es
jedoch nicht, polynomiale Basissysteme für jeden unendlich dimensionalen orthogo-
nalen Teilraum der L2-Zerlegung anzugeben, da bereits der Teilraum der monogenen
Konstanten des dort verwendeten Orthonormalsystems nicht vollständig ist und fer-
ner die Orthogonalität der Basiselemente nach der Diﬀerentiation verloren geht. Für
die praktische Anwendbarkeit von Theorem 3.10 sind dies jedoch wichtige Grund-
voraussetzungen an die Ansatzsysteme. Wie im Folgenden gezeigt wird, erfüllt das
in dieser Arbeit konstruierte Orthonormalsystem (3.45) diese Voraussetzungen, wo-
durch nun für jeden unendlich dimensionalen Teilraum (ker ∂k+10 	 ker ∂k0 ) ∩ ker ∂¯,
k ∈ N0 der L2-Zerlegung eine Orthonormalbasis angegeben werden kann.
Theorem 3.11. Für jedes beliebige k ∈ N0 bilden die Polynome
{
ϕn−kn,H
}
n∈N0,n≥k
eine Orthonormalbasis im Unterraum (ker ∂k+10 	 ker ∂k0 ) ∩ ker ∂¯ der orthogonalen
Zerlegung L2(B3;H;H) ∩ ker ∂¯ =
⊕
n≥0
(
(ker ∂n+10 	 ker ∂n0 ) ∩ ker ∂¯
)
.
Beweis. Der Beweis des Theorems erfolgt durch vollständige Induktion. Ein wich-
tiges theoretisches Hilfsmittel sind dabei die im vorangegangenen Abschnitt unter-
suchten Reihendarstellungen monogener Ableitungen. In diesem Zusammenhang sei
daran erinnert, dass die Konvergenzeigenschaften dieser Reihen in B3 korrekterwei-
se im lokalen Sinne zu betrachten sind. Für den Induktionsanfang ist zu zeigen,
dass die Teilmenge
{
ϕnn,H
}
n∈N0 eine Orthonormalbasis im Unterraum der monoge-
nen Konstanten ker ∂0 ∩ ker ∂¯ ist. Dazu wird angenommen, dass für eine Funktion
f ∈ L2(B3;H;H) ∩ ker ∂¯ die Bedingungen ∂0f = 0 und f⊥ϕkk,H ∀ k ∈ N0 gelten.
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Ersetzt man f äquivalent durch seine Fourierreihe (3.46), so ist für jedes k ∈ N0 zu
zeigen, dass
0 = < f, ϕkk,H >(B3,H) = <
∞∑
n=0
n∑
l=0
ϕln,Hαn,l , ϕ
k
k,H >(B3,H)
=
∫
B3
( ∞∑
n=0
n∑
l=0
ϕln,Hαn,l
)
ϕkk,H dV =
∞∑
n=0
n∑
l=0
αn,l
∫
B3
ϕln,H ϕ
k
k,H dV
=
∞∑
n=0
n∑
l=0
αn,l < ϕ
l
n,H , ϕ
k
k,H >(B3,H) .
Wegen < ϕln,H , ϕ
k
k,H >(B3,H) = δn,k · δl,k ergibt sich letzte Gleichung zu
0 = < f, ϕkk,H >(B3,H) = αk,k ⇔ αk,k = 0 ∀ k ∈ N0.
Im Weiteren führt nach Theorem 3.9 die Annahme
0 = ∂0f = ∂0
[ ∞∑
n=0
n∑
l=0
ϕln,Hαn,l
]
=
∞∑
n=1
n−1∑
k=0
√
(2n+ 3)(n− k)(n+ k + 1)
2n+ 1
ϕkn−1,Hαn,k
erneut auf eine Orthogonalreihe in allen Kugeln B3(0, r) mit r < 1, wonach also
∂0f = 0 ⇔ αn,k = 0 ∀ k = 0, . . . , n− 1, n ∈ N.
Für eine Funktion f ∈ L2(B3;H;H) ∩ ker ∂¯ mit ∂0f = 0 und f ⊥ϕkk,H ∀ k ∈ N0
folgert man schließlich, dass f = 0. Damit wurde bewiesen, dass die polynomiale
Teilmenge
{
ϕnn,H
}
n∈N0 eine Orthonormalbasis im Unterraum ker ∂0 ∩ ker ∂¯ ist.
Es sei nun
{
ϕn−kn,H
}∞
n=k
eine Orthonormalbasis für die Unterräume (ker ∂k+10 	
ker ∂k0 ) ∩ ker ∂¯, k = 0, 1, . . . ,m. Nach Induktionsannahme ist zu zeigen, dass für
k = m + 1 die polynomiale Teilmenge
{
ϕn−m−1n,H
}∞
n=m+1
eine Orthonormalbasis im
Unterraum (ker ∂m+20 	 ker ∂m+10 )∩ ker ∂¯ ist. Demzufolge sei nun f ∈ L2(B3;H;H)∩
ker ∂¯ eine Funktion, für welche ferner die Annahmen f ∈ (ker ∂m+20 	 ker ∂m+10 ) ∩
ker ∂¯ und f ⊥ϕp−m−1p,H ∀ p ≥ m + 1 getroﬀen werden. Die erste Annahme impliziert
zunächst, dass ∂m+20 f = 0 und f ⊥ ker ∂m+10 ∩ker ∂¯. Dadurch lässt sich die assoziierte
Fourierreihe von f auf f =
∑∞
n=m+1
∑n−m−1
l=0 ϕ
l
n,Hαn,l reduzieren, woraus folgt
0 = < f, ϕp−m−1p,H >(B3,H) = <
∞∑
n=m+1
n−m−1∑
l=0
ϕln,Hαn,l , ϕ
p−m−1
p,H >(B3,H)
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=
∞∑
n=m+1
n−m−1∑
l=0
αn,l < ϕ
l
n,H , ϕ
p−m−1
p,H >(B3,H)
= αp,p−m−1 ⇔ αp,p−m−1 = 0 ∀ p ≥ m+ 1.
Insbesondere bedeutet dies, dass f die Form f =
∑∞
n=m+2
∑n−m−2
l=0 ϕ
l
n,Hαn,l besitzt.
Nach Korollar 3.11 erhält man ferner
0 = ∂m+20 f = ∂
m+2
0
[ ∞∑
n=m+2
n−m−2∑
l=0
ϕln,Hαn,l
]
=
∞∑
n=m+2
n−m−2∑
l=0
Πn,l,m ϕ
l
n−m−2,Hαn,l,
wobei der reelle Koeﬃzient Πn,l,m explizit durch
Πn,l,m =
m+1∏
j=0
√
(2(n− j) + 3)(n− j − l)(n− j + l + 1)
2(n− j) + 1
gegeben ist. Die Annahme ∂m+20 f = 0 führt erneut auf eine Orthogonalreihe in allen
Kugeln B3(0, r) mit r < 1, wobei für jedes m ∈ N0 gilt
∂m+20 f = 0 ⇔ αn,l = 0 ∀ l = 0, . . . , n−m− 2, n ≥ m+ 2
und daher f = 0. Somit wurde gezeigt, dass die Polynome
{
ϕn−m−1n,H
}∞
n=m+1
eine
Orthonormalbasis im unendlich dimensionalen Teilraum (ker ∂m+20 	 ker ∂m+10 ) ∩
ker ∂¯ bilden. Aus dem Beweis des Induktionsschrittes folgt dann die Behauptung
des Theorems.
Bemerkung 3.5. Selbstverständlich lassen sich auf gleichem Wege auch polynomiale
Basissysteme für die orthogonale Zerlegung des R-linearen Hilbert-Raumes
L2(B3;H;R) ∩ ker ∂¯ =
⊕
n≥0
(
(ker ∂n+10 	 ker ∂n0 ) ∩ ker ∂¯
)
angeben. Die Ansatzsysteme für die orthogonalen Unterräume des R-linearen Hilbert-
Raumes ergeben sich dabei mit Hilfe der Beziehungen des Paragraphen (iii) des
Theorems 3.7. Dieses Vorgehen wurde bereits für die Konstruktion der H-linearen
Basis verwendet1. Da beide Orthonormalsysteme elementbezogen die gleichen Ablei-
tungseigenschaften besitzen, lässt sich der Beweis der L2-Zerlegung für die R-lineare
Orthonormalbasis analog zum H-linearen Fall führen, wenngleich sich die Berech-
nungen aufgrund der feineren Struktur der Basis weitaus umfangreicher gestalten.
1cf. Kapitel 3.2.5
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3.2.8 Stammfunktionen H-holomorpher Funktionen
Im Zuge der Konstruktion der vollständigen Orthonormalsysteme in L2(B3;H; K)∩
ker ∂¯, K = R,H wurden im Theorem 3.7 bzw. im Theorem 3.9 zwei Primitivie-
rungsoperatoren PK eingeführt, welche als formale Umkehrung der hyperkomplexen
Ableitung charakterisiert wurden. Tatsächlich lässt sich durch diese Operatoren
für jedes Basiselement in den betrachteten Teilräumen Mn(H,K) eine monogene
Stammfunktion erklären. Daher werden zunächst für jeden Operator die strukturel-
len Eigenschaften der jeweiligen polynomialen Primitiven bezüglich des Unterraumes
Mn+1(H,K) untersucht. Des Weiteren soll der zentralen Fragestellung nachgegan-
gen werden, ob sich die Operatoren PK auch kontinuierlich auf den ganzen Raum
L2(B3;H; K)∩ker ∂¯ fortsetzen lassen. Hierbei sei besonders darauf hingewiesen, dass
bereits in [Cação & Gürlebeck 2006] ähnliche Primitivierungsoperatoren auf der Ba-
sis vollständiger Orthonormalsysteme in L2(B3;H; K)∩ker ∂¯ (q.v. [Cação et al. 2004])
deﬁniert wurden, die sich ebenfalls kontinuierlich auf den ganzen Raum fortsetzen
ließen. Die hier betrachteten Operatoren PK auf der Grundlage der Orthonormal-
systeme (3.38) und (3.45) erweitern die Resultate in [Cação & Gürlebeck 2006] um
spezielle Struktur- und Orthogonalitätseigenschaften, worauf aber an entsprechen-
der Stelle detaillierter eingegangen wird.
Monogene Stammfunktionen in L2(B3;H;R) ∩ ker ∂¯
Zuerst werden die Primitiven des Systems (3.38) betrachtet.
Lemma 3.9. Das System der homogenen H-holomorphen Polynome{
ϕk0,R : k = 1, . . . , 4
}
∪
{{
PRϕln,R : l = 1, . . . , 4n+ 4
}
∪
{
2
ϕ
n+2
n+1,
3
ϕ
n+2
n+1,
5
ϕ
n+1
n+1,
6
ϕ
n+1
n+1
}}
n∈N0
ist eine Orthogonalbasis in L2(B3;H;R) ∩ ker ∂¯.
Beweis. Nach Teilbehauptung (ii) des Theorems 3.7 erhält man durch Anwendung
des Operators PR auf die Elemente der Basis (3.38) ein Orthogonalsystem von 4n+
4 Polynomen vom Grad n + 1, welche außerdem orthogonal zu den monogenen
Konstanten
{
2
ϕ
n+2
n+1,
3
ϕ
n+2
n+1,
5
ϕ
n+1
n+1,
6
ϕ
n+1
n+1
}
inMn+1(H,R) sind. Aus der Orthogonalität
und dimMn+1(H,R) = 4n+8 folgt die Vollständigkeit im Teilraum und somit auch
die Vollständigkeit in L2(B3;H;R) ∩ ker ∂¯.
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Unter Verwendung des letzten Resultates lässt sich nun für eine Funktion f ∈
L2(B3;H;R) ∩ ker ∂¯ eine monogene Stammfunktion wie folgt angeben.
Korollar 3.12. Es sei f ∈ L2(B3;H;R) ∩ ker ∂¯. Die formale Anwendung des Ope-
rators PR nach Paragraph ( ii) des Theorems 3.7 auf jede Ansatzfunktion der asso-
ziierten Fourierreihe (3.39) führt auf die Orthogonalreihe
PRf =
∞∑
n=0
[
pn,0
1
ϕ
0
n+1 αn +
n+1∑
m=1
pn,m
(
2
ϕ
m
n+1 βn,m +
3
ϕ
m
n+1 γn,m
)
+ pn,0
4
ϕ
0
n+1 δn +
n∑
l=1
pn,−l
(
5
ϕ
l
n+1 n,l +
6
ϕ
l
n+1 ηn,l
)]
,
(3.48)
wobei pn,m =
√
2n+3
(2n+5)(n+m+1)(n−m+2) und αn, βn,m, γn,m, δn, n,l, ηn,l ∈ R.
Die auf diese Weise konstruierte monogene Stammfunktion lässt sich durch fol-
gende Eigenschaften charakterisieren.
Theorem 3.12. Für den Primitivierungsoperator PR und die nach (3.48) deﬁnierte
monogene Stammfunktion PRf einer Funktion f ∈ L2(B3;H;R) ∩ ker ∂¯ gilt:
( i) Der lineare Operator
PR : L2(B3;H;R) ∩ ker ∂¯ −→ L2(B3;H;R) ∩ ker ∂¯
ist beschränkt und hat die Norm ‖PR‖ =
√
3
10
.
( ii) Die Orthogonalreihe PRf konvergiert in L2(B3;H;R) ∩ ker ∂¯.
( iii) Die monogene Stammfunktion PRf ist orthogonal zum Teilraum der monoge-
nen Konstanten in L2(B3;H;R) ∩ ker ∂¯, also
PRf ⊥
(
ker ∂0 ∩ ker ∂¯
) ⊂ (L2(B3;H;R) ∩ ker ∂¯ ) .
Beweis. Durch Anwendung der Parsevalschen Gleichung (3.40) auf die Orthogonal-
reihe (3.48) erhält man zunächst
∞∑
n=0
[
(pn,0)
2 |αn|2 +
n+1∑
m=1
(pn,m)
2
(|βn,m|2 + |γn,m|2)
+ (pn,0)
2 |δn|2 +
n∑
l=1
(pn,−l)2
(|n,l|2 + |ηn,l|2) ] . (3.49)
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Für diese Reihe ist nun die Konvergenz zu zeigen, indem im ersten Schritt die reellen
Koeﬃzienten durch
max
n∈N0
(pn,0)
2 = max
n∈N0
2n+ 3
(2n+ 5)(n+ 1)(n+ 2)
≤ 3
10
,
max
n∈N0
(
max
m=1,...,n+1
(pn,m)
2
)
= max
n∈N0
(
max
m=1,...,n+1
2n+ 3
(2n+ 5)(n+m+ 1)(n−m+ 2)
)
≤ 3
10
,
max
n∈N
(
max
l=1,...,n
(pn,−l)2
)
= max
n∈N
(
max
l=1,...,n
2n+ 3
(2n+ 5)(n− l + 1)(n+ l + 2)
)
≤ 5
28
abgeschätzt werden. Somit ergibt sich
∞∑
n=0
[
(pn,0)
2 |αn|2 +
n+1∑
m=1
(pn,m)
2
(|βn,m|2 + |γn,m|2)
+ (pn,0)
2 |δn|2 +
n∑
l=1
(pn,−l)2
(|n,l|2 + |ηn,l|2) ]
≤ 3
10
∞∑
n=0
[
|αn|2 +
n+1∑
m=1
(|βn,m|2 + |γn,m|2) + |δn|2 + n∑
l=1
(|n,l|2 + |ηn,l|2) ]
≤ 3
10
‖f‖2
L2(B3)
.
Damit ist die Reihe (3.49) in L2(B3;H;R) ∩ ker ∂¯ konvergent und folglich PRf ∈
L2(B3;H;R) ∩ ker ∂¯. Außerdem wurde bewiesen, dass
‖PRf‖L2(B3) ≤
√
3
10
‖f‖L2(B3) ,
was wegen ∥∥∥PR 1ϕ00∥∥∥
L2(B3)
=
√
3
10
∥∥∥ 1ϕ01∥∥∥
L2(B3)
=
√
3
10
eine scharfe Abschätzung ist und der Operator PR demzufolge die Norm
√
3
10
besitzt.
Da die PR-Primitiven orthogonal zu den monogenen Konstanten stehen und ferner
die Menge der monogenen Konstanten aufgrund des L2-Zerlegungssatzes eine Basis
im unendlich dimensionalen Teilraum ker ∂0 ∩ ker ∂¯ ist, folgt damit auch der Beweis
der Teilbehauptung (iii) des Theorems.
Bemerkung 3.6. In [Cação & Gürlebeck 2006] konnte für die in diesem Fall nicht or-
thogonale Reihe ebenfalls eine scharfe Abschätzung erhalten werden, wobei die Norm
des reellen Primitivierungsoperators mit
√
2
5
angegeben wurde. Folglich wurde die-
ses Resultat durch das hier betrachtete System geringfügig verbessert. Außerdem
sei bemerkt, dass die in [Cação & Gürlebeck 2006] konstruierten Primitiven nicht
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orthogonal zu den Konstanten sind, was eine explizite Unterscheidung von Stamm-
funktion und Integrationskonstante unmöglich macht. In den meisten praktischen
Anwendungen ist eine solche Unterscheidung jedoch von besonderem Interesse. Im
nächsten Abschnitt wird dieser wesentliche Vorteil der hier konstruierten Systeme
anhand der H-linearen Stammfunktion näher ausgeführt.
Monogene Stammfunktionen in L2(B3;H;H) ∩ ker ∂¯
Bei der Konstruktion monogener Stammfunktionen in L2(B3;H;H) ∩ ker ∂¯ ist eine
Vorgehensweise analog zum R-linearen Fall möglich, weshalb im Folgenden nur einige
Resultate ausführlich bewiesen werden.
Lemma 3.10. Das System der homogenen H-holomorphen Polynome{{PH ϕkn,H} ∪ {ϕnn,H} : k = 0, . . . , n}
n∈N0
ist eine Orthogonalbasis in L2(B3;H;H) ∩ ker ∂¯.
Analog lässt sich nun für eine Funktion f ∈ L2(B3;H;H) ∩ ker ∂¯ eine monogene
Stammfunktion erklären.
Korollar 3.13. Es sei f ∈ L2(B3;H;H) ∩ ker ∂¯. Die formale Anwendung des Ope-
rators PH nach Paragraph ( ii) des Theorems 3.9 auf jede Ansatzfunktion der asso-
ziierten Fourierreihe (3.46) führt auf die Orthogonalreihe
PH f =
∞∑
n=0
n∑
l=0
√
2n+ 3
(2n+ 5)(n− l + 1)(n+ l + 2) ϕ
l
n+1,Hαn,l, (3.50)
wobei αn,l ∈ H.
Diese wird durch das folgende Theorem näher charakterisiert.
Theorem 3.13. Für den Primitivierungsoperator PH und die nach (3.50) deﬁnierte
monogene Stammfunktion PHf einer Funktion f ∈ L2(B3;H;H) ∩ ker ∂¯ gilt:
( i) Der lineare Operator
PH : L2(B3;H;H) ∩ ker ∂¯ −→ L2(B3;H;H) ∩ ker ∂¯
ist beschränkt und hat die Norm ‖PH‖ =
√
3
10
.
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( ii) Die Orthogonalreihe PHf konvergiert in L2(B3;H;H) ∩ ker ∂¯.
( iii) Die monogene Stammfunktion PHf ist orthogonal zum Teilraum der monoge-
nen Konstanten in L2(B3;H;H) ∩ ker ∂¯, also
PH f ⊥
(
ker ∂0 ∩ ker ∂¯
) ⊂ (L2(B3;H;H) ∩ ker ∂¯ ) .
Beweis. Es werden nur die Teilbehauptungen (i) und (ii) gezeigt. Die Anwendung
der Parsevalschen Gleichung nach Korollar 3.10 auf die Darstellung (3.50) ergibt
zunächst ∞∑
n=0
n∑
l=0
2n+ 3
(2n+ 5)(n− l + 1)(n+ l + 2) |αn,l|
2. (3.51)
Nun wird abgeschätzt, dass
max
n∈N0
(
max
l=0,...,n
2n+ 3
(2n+ 5)(n− l + 1)(n+ l + 2)
)
≤ 3
10
und somit
∞∑
n=0
n∑
l=0
2n+ 3
(2n+ 5)(n− l + 1)(n+ l + 2) |αn,l|
2 ≤ 3
10
∞∑
n=0
n∑
l=0
|αn,l|2.
Folglich konvergiert die Reihe (3.51) in L2(B3;H;H) ∩ ker ∂¯ und damit PH f ∈
L2(B3;H;H) ∩ ker ∂¯. Außerdem wurde gezeigt, dass
‖PH f‖L2(B3) ≤
√
3
10
‖f‖L2(B3) , f ∈ L2(B3;H;H) ∩ ker ∂¯,
wonach also der betrachtete Operator PH beschränkt ist. Als direkte Konsequenz
aus der ersten Gleichung in (3.45) folgt
∥∥PH ϕ00,H∥∥L2(B3) =
√
3
10
∥∥ϕ01,H∥∥L2(B3) =
√
3
10
,
was bedeutet, dass die Abschätzung scharf ist und der Operator PH die Norm
√
3
10
hat.
Bemerkung 3.7. Bekanntlich können sich verschiedene H-holomorphe Stammfunk-
tionen zu einer gegebenen Funktion f ∈ L2(B3;H;H) ∩ ker ∂¯ nur durch eine mono-
gene Konstante γ ∈ ker ∂0 ∩ ker ∂¯ (cf. Theorem 2.3) unterscheiden. Aufgrund der
Tatsache, dass die hier konstruierte Stammfunktion orthogonal auf der Teilmen-
ge
{
ϕnn,H
}
n∈N0 steht, welche ferner nach Theorem 3.11 eine Orthonormalbasis im
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Teilraum ker ∂0 ∩ ker ∂¯ ist, lässt sich die monogene Konstante eindeutig in dieser
Orthonormalbasis durch
γ =
∞∑
n=0
ϕnn,Hαn,n
angeben. Im Vergleich zu ähnlichen Konstruktionen (e.g. [Cação & Gürlebeck 2006])
liegt die besondere Qualität dieser H-holomorphen Stammfunktion also darin, dass
die eigentliche Stammfunktion und die monogene Konstante explizit separiert wer-
den können. In ganz natürlicher Weise lässt sich nun völlig anlog zu R oder C eine
formale Integration erklären, bei welcher der Lösungsraum der Stammfunktion or-
thogonal zum Lösungsraum der Integrationskonstante steht.
Abschließend soll erneut die Analogie zur komplexen Theorie hergestellt werden.
Dazu wird auf der (orthogonalen) Basis {zn}n∈N0 in L2(B2;C)∩ker ∂¯ ein holomorpher
Primitivierungsoperator Pz deﬁniert, so dass für ein beliebiges Basiselement
Pzzn = 1
n+ 1
zn+1 und ∂z [Pzzn] = zn
gilt. Betrachtet man nun die Fourierreihe einer C-wertigen quadratisch integrier-
baren holomorphen Funktion f bezüglich der normierten Basis {z˜n}n∈N0 , so zeigt
sich, dass die kontinuierliche Erweiterung des Pz-Operators auf den ganzen Raum
L2(B2;C) ∩ ker ∂¯ zu der konvergenten Orthogonalreihe
Pzf =
∞∑
n=0
√
1
(n+ 1)(n+ 2)
z˜n+1βn
führt. Wie zu erwarten war, besteht auch hier eine sehr starke Ähnlichkeit zur H-
holomorphen Darstellung (3.50). Außerdem folgert man leicht, dass der lineare Ope-
rator
Pz : L2(B2;C) ∩ ker ∂¯ −→ L2(B2;C) ∩ ker ∂¯
beschränkt ist und die Norm ‖Pz‖ =
√
2
2
besitzt.
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3.2.9 Monogene Appell-Systeme und Taylorentwicklung
Wie bereits mehrfach angedeutet, lassen sich nun mit Hilfe der H-linearen Orthonor-
malbasis (3.45) weitaus tieferliegendere funktionentheoretische Erkenntnisse gewin-
nen. Von grundlegender Bedeutung sind dabei die in den vorangegangenen Abschnit-
ten gezeigten Struktureigenschaften2 der Orthonormalbasis, wonach die hyperkom-
plexe Ableitung bzw. die Primitive einer Basisfunktion erneut auf ein Vielfaches
einer anderen Basisfunktion (der gleichen Basis) führt. Diese allgemeine Möglich-
keit der Charakterisierung eines polynomialen Funktionensystems wurde bereits im
Jahre 1880 durch P.É. Appell [Appell 1880] angegeben. Danach wird ein System
{Pn(x)}n∈N als Appell-System bezeichnet, wenn für die Elemente die Beziehungen
d
dx
Pn(x) = nPn−1(x), n = 1, 2, . . . gelten. Dieser Ansatz wurde seitdem von vie-
len Autoren aufgegriﬀen und auf zahlreiche Funktionensysteme verallgemeinert. Be-
sonders erwähnt werden soll hier nur der Zugang von I.M. Sheffer, welcher in
[Sheﬀer 1945] auf der Grundlage einer erzeugenden Funktion eine Vielzahl äqui-
valenter Deﬁnitionen3 eines Appell-Systems angeben konnte. Andere theoretische
Anwendungsbereiche, welche diese ursprüngliche Idee von P.É. Appell auf forma-
ler Ebene aufgreifen, ﬁnden sich beispielsweise in der Funktionalanalysis oder in
rein algebraischen Konzepten. Im Rahmen dieser Arbeit werden sich die Ausfüh-
rungen jedoch im Wesentlichen auf die Verallgemeinerung der bereits eingeführten
analytischen Relation d
dx
Pn(x) = nPn−1(x), n = 1, 2, . . . und auf das Auﬃnden kom-
pakter Rekursionsbeziehungen beschränken. Den Ausgangspunkt für die räumliche
Betrachtungen stellt dabei die komplexe Orthogonalbasis {zn}n∈N0 dar, welche die
Appell-Eigenschaft ∂zzn = nzn−1 in natürlicher Weise besitzt. Zieht man nun die
strukturelle Analogie der hier konstruierten Orthonormalbasis zur komplexen Basis
in Betracht, so stellt sich zwangsläuﬁg die Frage nach der Verallgemeinerung der
Appell-Eigenschaft auf die Klasse der homogenen H-holomorphen Polynome.
Diese Idee wurde zuerst von H.R. Malonek et al. in den Arbeiten [Cação
& Malonek 2006, Falcão et al. 2006, Falcão & Malonek 2007, Malonek & Falcão
2007] aufgegriﬀen. Dort deﬁnierten die Autoren ein System von homogenen H-
holomorphen Polynomen Pk(x), x ∈ Rn+1, mit der Eigenschaft ∂0Pk(x) = kPk−1(x).
Unter Verwendung dieser Polynome konnten ferner einige grundlegende Elementar-
funktionen deﬁniert sowie kombinatorische Identitäten berechnet werden. Obwohl
2cf. Theorem 3.9
3wie etwa die Erfüllung spezieller Rekursionsbeziehungen
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das System {Pk(x)}k∈N0 alle gewünschten Eigenschaften besitzt, ist es dennoch nicht
vollständig, da es bekanntermaßen zu jedem Grad mehr als ein linear unabhängiges
Polynom gibt. Unlängst konnte nun in [Cação & Malonek 2008] ein orthogonales
Appell-System für den reell-linearen Unterraum A ⊂ H quadratisch integrierbarer
monogener Funktionen auf der Einheitskugel B3 konstruiert werden. Neben die-
sen Betrachtungen wurde in [Gürlebeck 2008] außerdem gezeigt, dass zwischen den
Appell-Systemen, der komplexen und der hyperkomplexen Analysis tiefere Bezie-
hungen existieren. Dort wurde bewiesen, dass in Cliﬀord-Algebren, die durch eine
ungerade Anzahl von Basisvektoren erzeugt werden, die Appell-Polynome aus [Cação
& Malonek 2006, Falcão et al. 2006, Falcão & Malonek 2007, Malonek & Falcão 2007]
gerade die Fueter-Sce-Erweiterungen der komplexen Monome zn sind.
Das Ziel dieses Abschnitts ist daher, die bekannten Resultate auf den H-linearen
Fall zu erweitern und ausgehend von der Orthonormalbasis (3.45) ein in L2(B3;H;H)∩
ker ∂¯ vollständiges orthogonales Appell-System zu konstruieren sowie dessen struk-
turelle Eigenschaften zu studieren. Demzufolge sei nun Aˇn(x) ∈ L2(B3;H;H)∩ker ∂¯
ein Polynom vom Grad n in den Variablen x, y, z. Gegenstand der folgenden Be-
trachtungen ist eine spezielle Klasse monogener Appell-Polynome, deren Elemente
durch die Beziehungen
∂0Aˇ0 = 0 und ∂0Aˇn = nAˇn−1, n ∈ N (3.52)
charakterisiert werden. Wie sich anhand der Abbildung 3.3 unschwer erkennen lässt,
besitzt die Orthonormalbasis (3.45) bis auf einen reellen Normierungsfaktor bereits
die Eigenschaften eines Appell-Systems (3.52). Folgt man daher dem klassischen
Konstruktionsprinzip für Appell-Systeme in R, so erhält man die Polynome höheren
Grades durch schrittweise Integration der Polynome von niederem Grad. Durch die
im vorangegangenen Abschnitt erhaltenen Resultate lässt sich nun auch die Inte-
gration völlig analog zur Konstruktion reeller Appell-Systeme betrachten. Daher sei
zunächst an die nach Paragraph (ii) des Theorems 3.9 gegebene PH-Primitive eines
beliebigen Basiselements
PH ϕln,H = γn,l ϕln+1,H, l = 0, . . . , n, n ∈ N0
erinnert, wobei γn,l =
√
2n+3
(2n+5)(n−l+1)(n+l+2) . Außerdem sei cn =
∑3
i=0 c
i
nei, c
i
n ∈ R
die H-wertige reelle Konstante, welche dem Polynom vom Grad n zugeordnet ist. Im
ersten Schritt der Konstruktion wird nun das Appell-Polynom vom Grad 0 mit Aˇ0 =
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ϕ00,Hc0 identiﬁziert. Durch schrittweise Primitivierung, beginnend mit Aˇ0, ergibt sich
Aˇ1 = 1PHAˇ0 = 1
[
γ0,0 ϕ
0
1,H c0 + ϕ
1
1,Hc1
]
Aˇ2 = 2PHAˇ1 = 2 · 1
[
γ0,0γ1,0 ϕ
0
2,H c0 + γ1,1 ϕ
1
2,H c1 + ϕ
2
2,H c2
]
Aˇ3 = 3PHAˇ2 = 3 · 2 · 1
[
γ0,0γ1,0γ2,0 ϕ
0
3,H c0 + γ1,1γ2,1 ϕ
1
3,H c1
+ γ2,2 ϕ
2
3,H c2 + ϕ
3
3,H c3
]
...
Aˇn = nPHAˇn−1 = n!
n∑
l=0
n−1∏
j=l
γj,l ϕ
l
n,H cl
= n!
n∑
l=0
√
(2l + 3)(2l + 1)!
(2n+ 3)(n+ l + 1)!(n− l)! ϕ
l
n,H cl.
Es sei darauf hingewiesen, dass in jedem Integrationsschritt n das Polynom ϕnn,H cn ∈
ker ∂∩ker ∂¯ als Integrationskonstante mit gleichem polynomialen Grad addiert wird,
was methodisch gesehen vollkommen analog zum reellen Vorgehen ist. Für jedes
n ∈ N0 wird nun durch
Aˇln := n!
√
(2l + 3)(2l + 1)!
(2n+ 3)(n+ l + 1)!(n− l)! ϕ
l
n,H, l = 0, . . . , n (3.53)
das Appell-Polynom vom Grad n bezeichnet, welches dem Koeﬃzienten cl zuzuord-
nen ist.
Theorem 3.14. Das System homogener H-holomorpher Polynome
{
Aˇln : l =
0, . . . , n
}
n∈N0 ist eine vollständige orthogonale Appell-Menge in L
2(B3;H;H)∩ker ∂¯,
so dass für jedes n ∈ N0 gilt
∂0Aˇ
l
n =

n Aˇln−1 : l = 0, . . . , n− 1,
0 : l = n.
Beweis. Nach Konstruktion ist die Eigenschaft eines Appell-Systems automatisch
erfüllt. Da außerdem jedes Appell-Polynom (3.53) bis auf einen reellen Faktor ei-
nem einzelnen Element der Orthonormalbasis (3.45) entspricht, folgt damit auch die
Orthogonalität und Vollständigkeit der Appell-Menge.
128
Bevor nun dieses Appell-System für weitere Anwendungen genutzt wird, sollen
zunächst einige strukturelle Besonderheiten der monogenen Appell-Menge (3.53) er-
läutert werden. Betrachten wir dazu die Abbildung 3.4. Zuerst lässt sich feststellen,
dass wie auch im Ausgangssystem (3.45) die polynomiale Teilmenge
{
Aˇnn
}
n∈N0 die
Menge der monogenen Konstanten darstellt und nur das Polynom Aˇ00 eine H-wertige
Konstante mit reellen Koordinaten ist. Alle anderen Polynome in dieser Teilmenge
Abbildung 3.4: Strukturelle Eigenschaften der Appell-Polynome Aˇln.
sind als H-wertige monogene Funktionen in den Variablen y, z charakterisiert. Eine
zweite wichtige Eigenschaft des Appell-Systems ist dadurch gegeben, dass nach Kon-
struktion die Appell-Polynome einer jeden Spalte im Strukturschema4 mit einem H-
wertigen Koeﬃzienten cn multipliziert werden können, ohne die Appell-Eigenschaft
zu verlieren.
Schließlich sei auf eine letzte Besonderheit des Appell-Systems hingewiesen, wo-
nach die n-fache Anwendung der hyperkomplexen Ableitung ∂0 auf das Appell-
Polynom Aˇ0n, n ∈ N0 immer auf eine H-wertige Konstante mit reellen Koordina-
ten führt. Betrachtet man daher eine Reihendarstellung mit Hilfe der Appell-Basis,
so lassen sich durch diese diﬀerentiellen Beziehungen die Koeﬃzienten der Polyno-
me in der ersten Spalte von Abbildung 3.4 eindeutig bestimmen. Nach Paragraph
4cf. Abbildung 3.4
129
(iii) des Theorems 3.9 triﬀt dies jedoch nicht auf die anderen Appell-Polynome{
Aˇln : l = 1, . . . , n
}
n∈N zu, da deren n-fache Ableitung verschwindet. Möchte man
auch Aussagen über diese Koeﬃzienten machen, so ist eine verallgemeinerte Sicht-
weise dieser Grundidee notwendig. Den Ansatz hierfür liefert die Beobachtung, dass
die (n− l)-fache hyperkomplexe Ableitung eines beliebigen Appell-Polynoms Aˇln in
jedem Fall auf eine monogene Konstante vom Grad l führt. Auf der Grundlage dieser
sehr wesentlichen Erkenntnis stellt sich die Frage, ob es möglich ist, einen monoge-
nen Diﬀerentialoperator in den Variablen y, z zu deﬁnieren, welcher eine monogene
Konstante vom Grad l erneut auf eine monogene Konstante vom Grad l−1 abbildet.
In diesem Zusammenhang ist es ferner von Interesse, ob sich bei festem l ≤ n für jede
Teilmenge
{
Aˇln
}
n∈N0 ein Normalisierungsfaktor ﬁnden lässt, so dass die Anwendung
des reduzierten Diﬀerentialoperators die Appell-Eigenschaft nicht verletzt.
Ausgehend vom ersten Appell-Polynom Aˇ00 werden die Polynome höheren Grades
konstruiert. Um dabei komplizierte Koeﬃzienten zu vermeiden, ist es zweckmäßiger,
mit den unnormierten homogenen H-holomorphen Polynomen (3.14) zu arbeiten.
Zuerst wird also gefordert, dass A00 = 1 ist. Für jedes n ∈ N0 ergibt sich daraus
sofort
A0n =
2
n+ 1
X0,†n,0.
Nun wird die Teilmenge
{
Aˇnn
}
n∈N betrachtet. Zur besseren Veranschaulichung lässt
sich in kartesischer Darstellung für jedes l ∈ N und l = n die wichtige Beziehung
Xn,†n,0 − Y n,†n,3 =
(n+ l + 1)!
2l+1 n!
(y − ze3)l
zeigen. Infolge dessen wird der gesuchte Diﬀerentialoperator durch
∂¯C =
1
2
(
∂
∂y
+ e3
∂
∂z
)
deﬁniert. Außerdem soll für jedes n ∈ N die Appell-Eigenschaft ∂¯CAnn = nAn−1n−1
gelten. Letztendlich führen diese Überlegungen auf die Beziehung
Aln =
2l+1 n!
(n+ l + 1)!
(
X l,†n,0 − Y l,†n,3
)
, l = 1, . . . , n,
wodurch man zusammenfassend für jedes n ∈ N0 ein monogenes Appell-System
A0n =
2
n+ 1
X0,†n,0,
Aln =
2l+1 n!
(n+ l + 1)!
(
X l,†n,0 − Y l,†n,3
)
, l = 1, . . . , n
 (3.54)
erhält. Dieses wird durch das folgende Theorem näher charakterisiert.
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Theorem 3.15. Das System homogener H-holomorpher Polynome
{
Aln : l =
0, . . . , n
}
n∈N0 ist eine vollständige orthogonale Appell-Menge in L
2(B3;H;H)∩ker ∂¯,
so dass für jedes n ∈ N0
∂0A
l
n =

nAln−1 : l = 0, . . . , n− 1,
0 : l = n
und
∂¯CA
n
n = nA
n−1
n−1, n ≥ 1.
Beweis. Der Beweis folgt nach Konstruktion.
Anhand der Abbildung 3.5 sollen die Abbildungseigenschaften der Diﬀerential-
operatoren ∂0 und ∂¯C in Bezug auf die Appell-Basis (3.54) noch einmal verdeutlicht
werden. Rein qualitativ ist zunächst zu erkennen, dass die Anwendung des Operators
Abbildung 3.5: Abbildungseigenschaften der Diﬀerentialoperatoren ∂0 und ∂¯C.
∂0 auf ein beliebiges Appell-Polynom Aln zu einer Verminderung des Polynomgrades
bezüglich einer festen Spalte l führt, wobei hingegen der Operator ∂¯C einen Versatz
sowohl im Grad als auch bezüglich der Spalte bewirkt. Zu beachten ist dabei, dass
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sich die genannten Abbildungseigenschaften des Operators ∂¯C ausschließlich auf die
Teilmenge der monogenen Konstanten5 beschränken.
Auf der Grundlage dieser strukturellen Eigenschaften des Appell-Systems lässt
sich nun eine wichtige Folgerung ableiten.
Korollar 3.14. Für ein beliebiges Appell-Polynom Aln des Systems (3.54) führt die
(n−l)-fache Anwendung des Operators ∂0 und die anschließende l-fache Anwendung
des Operators ∂¯C auf
∂¯ lC ∂
n−l
0 A
l
n = n!,
wobei l = 0, . . . , n und n ∈ N0.
Im Hinblick auf eine Reihendarstellung mit Hilfe der Appell-Basis (3.54) sei im
Zusammenhang mit Korollar 3.14 angemerkt, dass sowohl die linksseitige Anwen-
dung der Operatoren als auch deren Anwendungsreihenfolge zu beachten sind. Wür-
de man beispielsweise ∂¯ lC als rechtsseitigen Operator betrachten, so ließe sich die
Appell-Eigenschaft zwar auch auf den Nebendiagonalen zeigen, gleichzeitig würde
aber auch die H-rechts-Linearität der Reihe verloren gehen. Diese ist jedoch eine
wesentliche Grundvoraussetzung für die folgende Potenzreihenentwicklung.
Deﬁnition 3.4 (Taylorreihe in L2(B3;H;H)∩ker ∂¯). Es sei f ∈ L2(B3;H;H)∩ker ∂¯.
Die Orthogonalreihe
f :=
∞∑
n=0
n∑
l=0
Alntn,l, mit tn,l =
1
n!
∂¯ lC ∂
n−l
0 f(x)
∣∣∣
x=0
(3.55)
heißt verallgemeinerte Taylorreihe in L2(B3;H;H) ∩ ker ∂¯, wobei ∂00 bzw. ∂¯ 0C die
Identität bezeichnet.
Dass diese Reihendarstellung als verallgemeinerte Taylorreihe in H betrachtet
werden kann, verdeutlicht die Auswertung des linearen Terms. Es sei durch f(x) =∑3
i=0 f
i(x)ei eine beliebige monogene Funktion in L2(B3;H;H)∩ker ∂¯ gegeben. Für
den linearen Term der zugehörigen Taylorreihe von f ergibt sich dann
T1 = A
0
1∂¯
0
C ∂
1
0f(x)
∣∣∣
x=0
+A11∂¯
1
C ∂
0
0f(x)
∣∣∣
x=0
= A01∂0f(x)
∣∣∣
x=0
+A11∂¯Cf(x)
∣∣∣
x=0
. (3.56)
Vereinfachend wird zunächst bezeichnet:
∂f i(0)
∂x
:=
∂f i(x)
∂x
∣∣∣∣
x=0
,
∂f i(0)
∂y
:=
∂f i(x)
∂y
∣∣∣∣
x=0
,
∂f i(0)
∂z
:=
∂f i(x)
∂z
∣∣∣∣
x=0
,
5obere Diagonale der Abbildung 3.5
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mit i = 0, 1, 2, 3. Unter Beachtung der Monogenität von f ergibt die koordinaten-
weise Auswertung von T1 für den Skalarteil
[T1]0 =
x
2
(
∂f 0(0)
∂x
+
∂f 1(0)
∂y
+
∂f 2(0)
∂z
)
+
y
4
(
3
∂f 0(0)
∂y
− ∂f
1
(0)
∂x
− ∂f
3
(0)
∂z
)
+
z
4
(
3
∂f 0(0)
∂z
− ∂f
2
(0)
∂x
+
∂f 3(0)
∂y
)
= x
∂f 0(0)
∂x
+ y
∂f 0(0)
∂y
+ z
∂f 0(0)
∂z
.
Analog erhält man für die vektoriellen Anteile die Beziehungen
[T1]i = x
∂f i(0)
∂x
+ y
∂f i(0)
∂y
+ z
∂f i(0)
∂z
, i = 1, 2, 3
und damit
T1 = x
∂f(x)
∂x
∣∣∣∣
x=0
+ y
∂f(x)
∂y
∣∣∣∣
x=0
+ z
∂f(x)
∂z
∣∣∣∣
x=0
.
Der lineare Term (3.56) der hier konstruierten Taylorreihe (3.55) korrespondiert
folglich zur hyperkomplexen Linearisierung6 und ist damit identisch zu dem der
bekannten Taylorreihe (3.6) bezüglich der verallgemeinerten Potenzen. Außerdem
lässt sich anhand des linearen Terms (3.56) und für den allgemeinen Fall anhand
der Taylorkoeﬃzienten 1
n!
∂¯ lC ∂
n−l
0 f(x)
∣∣∣
x=0
eine weitere wichtige Eigenschaft der Rei-
he ableiten, welche den formalen Zusammenhang zu den Taylorreihen in R und C
verdeutlicht. Wie in Abbildung 3.5 dargestellt, wirkt die hyperkomplexe Ableitung
auf den Hauptteil der Funktion f , also dem Anteil der Funktion, welcher orthogonal
zu den hyperholomorphen Konstanten ist. In R bzw. C korrespondiert der Haupt-
teil der Funktion ebenfalls zur Ableitung des jeweiligen Funktionenraumes, welcher
sich in diesen beiden Fällen jedoch nur um eine reelle bzw. komplexe Konstante von
der Ausgangsfunktion unterscheidet. Der eingeführte Cauchy-Riemann-Typ Opera-
tor ∂¯C wirkt dann als Ableitung bezüglich des konstanten Anteils der Funktion. Eine
Entsprechung dieses Operators in R oder C existiert ebenfalls, ordnet sich aber in
die jeweilige Struktur ein, da beispielsweise im Komplexen die Beziehung ∂
∂x
= ∂z
gilt. Demzufolge verallgemeinert die hier angegebene Taylorreihe (3.55) die bekann-
ten reellen bzw. komplexen Darstellungen dahin gehend, dass nun auch der zentrale
Diﬀerentialoperator ∂0 der Klasse der H-holomorphen Funktionen zur Beschreibung
der Reihe verwendet wird. Im Gegensatz dazu sei an die Taylorreihe bezüglich der
6cf. Kapitel 2.2.3
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verallgemeinerten Potenzen (3.6) erinnert. Hier berechnen sich die Taylorkoeﬃzi-
enten aus den partiellen Ableitungen nach y, z. Die hyperkomplexe Ableitung tritt
dabei nicht explizit auf.
An dieser Stelle soll noch einmal auf die wichtige Eigenschaft der Taylorreihe
(3.55) als Orthogonalreihe eingegangen werden, was also bedeutet, dass alle Sum-
manden der Taylorreihe eine Orthogonalbasis in L2(B3;H;H)∩ ker ∂¯ bilden. Analog
zum Komplexen stellt sich daher die Frage, ob sich für eine monogene Funktion f
zwischen den Taylorkoeﬃzienten und den Koeﬃzienten der zugeordneten Fourierrei-
he ein direkter Zusammenhang herstellen lässt. Dazu sollen sowohl die Fourierreihe
f =
∞∑
n=0
n∑
l=0
ϕln,Hαn,l, αn,l =
∫
B3
ϕln,H f dV
als auch die Taylorreihe
f =
∞∑
n=0
n∑
l=0
Aln tn,l, tn,l =
1
n!
∂¯ lC ∂
n−l
0 f(x)
∣∣∣
x=0
einer beliebigen monogenen Funktion f ∈ L2(B3;H;H) ∩ ker ∂¯ betrachtet werden.
Nach Konstruktion sind die Appell-Polynome bis auf einen H-wertigen Faktor äqui-
valent zu einzelnen Elementen der Orthonormalbasis. Damit lässt sich der Zusam-
menhang zwischen den Fourier- und Taylorkoeﬃzienten wie folgt herstellen. Für
jedes n ∈ N0 und l = 0, . . . , n wird die Relation
ϕln,Hαn,l = A
l
n tn,l
betrachtet. Für den Sonderfall l = 0 berechnet man zunächst
X˜0,†n,0αn,0
!
=
2
n+ 1
X0,†n,0 tn,0 =
2
∥∥∥X0,†n,0∥∥∥
L2(B3)
n+ 1
X˜0,†n,0 tn,0
⇔ αn,0 =
2
∥∥∥X0,†n,0∥∥∥
L2(B3)
n+ 1
tn,0 = 2
√
pi
(2n+ 3)(n+ 1)
tn,0.
Analog ergibt sich für l = 1, . . . , n die Beziehung√
n+ 1
2(n− l + 1)
(
X˜ l,†n,0 − Y˜ l,†n,3
)
αn,l =
2l+1 n!
(n+ l + 1)!
(
X l,†n,0 − Y l,†n,3
)
tn,l
⇔ αn,l = 2l+1 n!
√
pi
(2n+ 3) (n− l)! (n+ l + 1)! tn,l.
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Da der Fall l = 0 in der letzten Gleichung enthalten ist, lässt sich schließlich für
jedes n ∈ N0 und l = 0, . . . , n das wichtige Resultat
αn,l = 2
l+1
√
pi
(2n+ 3) (n− l)! (n+ l + 1)! ∂¯
l
C ∂
n−l
0 f(x)
∣∣∣
x=0
(3.57)
angeben, wodurch nun jeder Fourierkoeﬃzient einer Funktion f(x) ∈ L2(B3;H;H)∩
ker ∂¯ durch einen zugehörigen Taylorkoeﬃzienten ausgedrückt werden kann. Außer-
dem folgt daraus, dass für jedes n ∈ N0 der Zusammenhang zwischen den Elementen
der H-linearen Orthonormalbasis (3.45) und den Elementen der Appell-Basis (3.54)
explizit durch die Beziehung
Aln = 2
l+1 n!
√
pi
(2n+ 3) (n− l)! (n+ l + 1)! ϕ
l
n,H, l = 0, . . . , n (3.58)
gegeben ist, was eine Transformation der Basissysteme auf direktemWeg ermöglicht.
Selbstverständlich lässt sich auch hier die Ähnlichkeit zum Komplexen zeigen. Dazu
wird für eine Funktion f ∈ L2(B2;C) ∩ ker ∂¯ die komplexe Taylorreihe in der Form
f =
∞∑
n=0
z˜n
1
n!
√
pi
n+ 1
∂nz f(z)
∣∣∣∣∣
z=0
sowie die Fourierreihe f =
∑∞
n=0 z˜
nβn betrachtet. Wie man leicht einsieht, ist der
Zusammenhang zwischen den komplexen Fourier- und Taylorkoeﬃzienten für jedes
n ∈ N0 durch die Beziehung
βn =
1
n!
√
pi
n+ 1
∂nz f(z)
∣∣∣∣
z=0
gegeben. Beschränkt man sich im hyperkomplexen Zugang (3.57) auf den Fall l = 0,
so ergibt sich
αn,0 =
2
n!
√
pi
(2n+ 3) (n+ 1)
∂n0 f(x)
∣∣∣
x=0
und damit eine deutliche Analogie zum Komplexen.
3.2.10 Rekursionsformeln für die monogenen Basissysteme
Im Hinblick auf die praktische Handhabbarkeit sowie auf eine eﬃziente Implementie-
rung der im Vorangegangenen entwickelten polynomialen Systeme sind ferner even-
tuelle Rekursionsbeziehungen zwischen den Basiselementen von Interesse. Im Weite-
ren wird sich außerdem zeigen, dass solche Beziehungen auch für die Betrachtungen
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im Außengebiet sehr vorteilhaft sind. In Vorbereitung der nachfolgenden Berech-
nungen wird zunächst die kompakte Darstellung der Appell-Basis (3.54) explizit in
Kugelkoordinaten benötigt. Für den Fall l = 0 erhält man unter Verwendung der
Beziehung (3.15) sofort
rnA0n(ω) =
2 rn
n+ 1
[
A0,n + B0,n cosϕ e1 + B
0,n sinϕ e2
]
. (3.59)
Für die Basiselemente Aln, l = 1, . . . , n wird zuerst der sphärische Anteil ausgewertet.
Mit (3.16) und (3.17) ergibt sich
X ln,0 − Y ln,3 = Al,n cos lϕ+
[
(Bl,n + Cl,n)(cosϕ cos lϕ− sinϕ sin lϕ)] e1
+
[
(Bl,n + Cl,n)(cosϕ sin lϕ+ sinϕ cos lϕ)
]
e2 − Al,n sin lϕ e3
= Al,n
[
cos lϕ− sin lϕ e3
]
+ (Bl,n + Cl,n)
[
(cosϕ cos lϕ− sinϕ sin lϕ)e1
+ (cosϕ sin lϕ+ sinϕ cos lϕ)e2
]
.
Substituiert man sowohl in (3.59) als auch in der letzten Gleichung die bereits be-
wiesene Beziehung (3.25) in der Form
Al+1,n = (n+ l + 2)
(
Bl,n + Cl,n
)
, l = 0, . . . , n,
so erhält man für ein festes n ∈ N0 und l = 0, . . . , n zusammenfassend
rnAln(ω) =
2l+1 n! rn
(n+ l + 2)!
[
(n+ l + 2)Al,n
(
cos lϕ− sin lϕ e3
)
+ Al+1,n
(
(cosϕ cos lϕ− sinϕ sin lϕ)e1 (3.60)
+ (cosϕ sin lϕ+ sinϕ cos lϕ)e2
)]
,
wobei die Funktionen Al,n(θ) explizit durch (3.18) gegeben sind. Das Hauptresultat
dieses Abschnitts ist Gegenstand des folgenden Theorems.
Theorem 3.16. Für jedes n ∈ N0 gelten für die Elemente der monogenen Appell-
Basis (3.54) die Rekursionsbeziehungen:
xAln =
1
2(n+ 1)
[
(2n+ 3)Aln+1 − (2l + 1) Âln+1
]
, (3.61)
Aln+1 =
n+ 1
2(n− l + 1)(n+ l + 2)
[
(2n+ 3) xAln + (2l + 1) x Â
l
n
]
, (3.62)
mit l = 0, . . . , n. Die zum Appell-Polynom Aln korrespondierende H-anti-holomorphe
Funktion Âln ist nach Korollar 2.1 deﬁniert.
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Beweis. Es wird mit dem Beweis der Rekursionsformel (3.61) begonnen. Unter Ver-
wendung von Kugelkoordinaten und der Darstellung (3.60) ergibt sich zunächst für
die linke Seite der Gleichung
rn+1ωAln(ω) =
2l+1 n! rn+1
(n+ l + 2)!
[
ω fAln(ω)
]
,
wobei eine koordinatenweise Auswertung der Funktion in eckigen Klammern nach
überschaubarer Rechnung auf die Beziehungen[
ω fAln(ω)
]
0
=
(
(n+ l + 2)Al,n cos θ − Al+1,n sin θ) cos lϕ,[
ω fAln(ω)
]
1
=
(
(n+ l + 2)Al,n sin θ + Al+1,n cos θ
)
(cosϕ cos lϕ− sinϕ sin lϕ),[
ω fAln(ω)
]
2
=
(
(n+ l + 2)Al,n sin θ + Al+1,n cos θ
)
(cosϕ sin lϕ+ sinϕ cos lϕ)
und[
ω fAln(ω)
]
3
= − ((n+ l + 2)Al,n cos θ − Al+1,n sin θ) sin lϕ
führt. Die in den letzten Beziehungen auftretenden Koeﬃzienten werden vereinfa-
chend unter den Bezeichnungen
C03(ϕ) = cos lϕ− sin lϕ e3,
C12(ϕ) = (cosϕ cos lϕ− sinϕ sin lϕ) e1 + (cosϕ sin lϕ+ sinϕ cos lϕ) e2
zusammengefasst. Somit ergibt sich für die linke Seite der Ausgangsgleichung
rn+1ωAln(ω) =
2l+1 n! rn+1
(n+ l + 2)!
[(
(n+ l + 2)Al,n cos θ − Al+1,n sin θ) C03(ϕ) (3.63)
+
(
(n+ l + 2)Al,n sin θ + Al+1,n cos θ
) C12(ϕ)].
Nun wird die rechte Seite der Rekursionsformel (3.61) betrachtet. Stellt man diese
koordinatenweise dar, so ergibt sich nach (2.14) äquivalent
1
2(n+ 1)
[
(2n+ 3)Aln+1 − (2l + 1) Âln+1
]
=
n− l + 1
n+ 1
([
Aln+1
]
0
+
[
Aln+1
]
3
e3
)
+
n+ l + 2
n+ 1
([
Aln+1
]
1
e1 +
[
Aln+1
]
2
e2
)
,
was sich wiederum mit (3.60) zu
rn+1
2(n+ 1)
[
(2n+ 3)Aln+1(ω)− (2l + 1) ̂Aln+1(ω)
]
=
2l+1 n! rn+1
(n+ l + 3)!
[
(n− l + 1)(n+ l + 3) Al,n+1 C03(ϕ) + (n+ l + 2) Al+1,n+1 C12(ϕ)
]
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auﬂösen lässt. Wie man leicht einsieht, führt ein Koeﬃzientenvergleich mit der linken
Seite der Ausgangsgleichung (3.63) auf die Beziehungen
(n+ l + 2) Al,n cos θ − Al+1,n sin θ = (n− l + 1) Al,n+1,
(n+ l + 2) Al,n sin θ + Al+1,n cos θ =
n+ l + 2
n+ l + 3
Al+1,n+1.
 (3.64)
Bringt man nun die erste Gleichung in (3.64) auf die Form
(n+ l + 3) Al+1,n cos θ = Al+2,n sin θ + (n− l) Al+1,n+1
und setzt diese in die zweite Gleichung ein, so reduziert sich der Beweis letztendlich
auf die Bedingung
0
!
= (n+ l + 3)(n+ l + 2) Al,n sin θ + Al+2,n sin θ − 2(l + 1) Al+1,n+1. (3.65)
Aus den bereits bewiesenen Beziehungen (3.24) und (3.25) erhält man ferner, dass
2(n+ l + 3) Cl+1,n = (n+ l + 3)(n+ l + 2) Al,n + Al+2,n,
infolge dessen sich Gleichung (3.65) zu
0
!
= 2(n+ l + 3) Cl+1,n sin θ − 2(l + 1) Al+1,n+1 (3.66)
vereinfacht. Wird nun in (3.18) die Rekursionsformel (3.10) in der Form
sin θ
d
dt
[
P l+1n+2(t)
]
t=cos θ
= P l+2n+2(cos θ)−
l + 1
sin θ
cos θ P l+1n+2(cos θ)
substituiert, so ergibt sich
Al+1,n+1 =
1
2
(
sin2 θ
d
dt
[
P l+1n+2(t)
]
t=cos θ
+ (n+ 2) cos θP l+1n+2(cos θ)
)
=
1
2
(
(n− l + 1) cos θP l+1n+2(cos θ) + sin θP l+2n+2(cos θ)
)
.
Einsetzen der letzten Darstellung und der Beziehung (3.20) in die Gleichung (3.66)
liefert dann
0
!
= 2(n+ l + 3) sin θ
[
1
2
(l + 1)
1
sin θ
P l+1n+1(cos θ)
]
− 2(l + 1)
[
1
2
(
(n− l + 1) cos θP l+1n+2(cos θ) + sin θP l+2n+2(cos θ)
)]
= (n+ l + 3)P l+1n+1(cos θ)− (n− l + 1) cos θ P l+1n+2(cos θ)− sin θ P l+2n+2(cos θ),
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was nach Substitution mit t = cos θ auf die Darstellung
0
!
= (n+ l + 3)P l+1n+1(t)− (n− l + 1) t P l+1n+2(t)−
√
1− t2 P l+2n+2(t)
führt. Äquivalent ergibt sich diese Beziehung jedoch auch durch Gleichsetzen der
Rekursionsformeln (3.9) und (3.10)
(n+ l + 3)P l+1n+1(t)− (n+ 2) t P l+1n+2(t) =
√
1− t2P l+2n+2(t)− (l + 1) t P l+1n+2(t),
womit also die erste Gleichung (3.61) der Behauptung vollständig bewiesen wäre.
Die zweite Rekursionsformel (3.62) folgt dann in einfacher Weise aus den oben ge-
zeigten Beziehungen. Um dies zu verdeutlichen, wird zunächst die rechte Seite der
Gleichung auf ihre Komponentendarstellung
n+ 1
2(n− l + 1)(n+ l + 2)
[
(2n+ 3) xAln + (2l + 1) x Â
l
n
]
=
n+ 1
n− l + 1
([
xAln
]
0
+
[
xAln
]
3
e3
)
+
n+ 1
n+ l + 2
([
xAln
]
1
e1 +
[
xAln
]
2
e2
)
gebracht. Das explizite Auﬂösen der Komponenten in der letzten Gleichung nach
Beziehung (3.63) und ein anschließender Koeﬃzientenvergleich mit der linken Seite
nach Darstellung (3.60) führen letztendlich erneut auf die Bedingungen (3.64) und
damit zum Beweis der Rekursionsformel (3.62).
Bemerkung 3.8. Anhand der Rekursionsformeln (3.61) und (3.62) lässt sich erken-
nen, dass der Index l der auftretenden Appell-Polynome unverändert bleibt, was also
bedeutet, dass nach Abbildung 3.5 jeweils die Elemente der l-ten Spalte in Beziehung
gesetzt werden. Da nach Konstruktion der Appell-Basis (3.54) die für den Rekur-
sionsanfang in der l-ten Spalte benötigten Polynome All, l ∈ N0 durch die einfache
(kartesische) Darstellung All = (y − ze3)l bekannt sind, ist im Speziellen durch die
Formel (3.62) ein weiterer Zugang zur Erzeugung und eﬃzienten Implementierung
der Appell-Basis gegeben.
Aufgrund der letzten Bemerkung werden abschließend noch die Rekursionsfor-
meln für die Orthonormalbasis (3.45) angegeben, welche man unmittelbar durch
Einsetzen der Relation (3.58) in die Rekursionsbeziehungen (3.61) und (3.62) er-
hält.
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Korollar 3.15. Für jedes n ∈ N0 gelten für die Elemente der Orthonormalbasis
(3.45) die Rekursionsbeziehungen:
xϕln,H =
1
2
pn,−l
[
(2n+ 3)ϕln+1,H − (2l + 1) ϕ̂ln+1,H
]
, (3.67)
ϕln+1,H =
1
2
pn,−l
2n+ 5
2n+ 3
[
(2n+ 3) xϕln,H + (2l + 1) x ϕ̂
l
n,H
]
, (3.68)
mit pn,−l =
√
2n+3
(2n+5)(n−l+1)(n+l+2) und l = 0, . . . , n. Die zum Basispolynom ϕ
l
n,H
korrespondierende H-anti-holomorphe Funktion ϕ̂ln,H ist nach Korollar 2.1 deﬁniert.
Unter Verwendung der Rekursionsformeln (3.68) bzw. (3.62) können die polyno-
mialen Orthogonalsysteme (3.45) bzw. (3.54) nun auf direktem Weg erzeugt werden,
wodurch der aufwendige Konstruktionsprozess7 auf der Grundlage der monogenen
Kugelfunktionen {X0n, Xmn , Y mn : m = 1, . . . , n+ 1}n∈N0 entfällt.
3.2.11 Äußere monogene Funktionen und Laurentreihen
Schwerpunkt der vorangegangenen Abschnitte dieses Kapitels waren polynomiale
Reihenentwicklungen für das Gebiet der Einheitskugel. Hierbei konnten H-holo-
morphe Orthogonalreihen konstruiert werden, welche alle bis dato betrachteten Ei-
genschaften der komplexen Potenzreihen auf den räumlichen Fall verallgemeinern.
Zwangsläuﬁg stellt sich daher die Frage, ob sich auch für das Außengebiet eine Or-
thonormalbasis homogener H-holomorpher Funktionen mit ähnlichen strukturellen
Eigenschaften wie im Innengebiet konstruieren lässt. Daher werden zunächst einige
der bislang verwendeten Bezeichnungen konkretisiert.
Deﬁnition 3.5. (i) Es seien B+3 := B+3 (0, 1) das Gebiet der Einheitskugel und
B+3 := B+3 ∪ S2 die Abschließung mit der Einheitssphäre S2 := ∂B+3 . Das
Außengebiet sei durch B−3 := R3 \ B
+
3 deﬁniert und seine Abschließung durch
B−3 := R3 \ B+3 .
(ii) Es seiM+n der Raum der H-holomorphen homogenen Polynome vom Grad n.
Ein beliebiges Element Pn dieses Raumes heißt inneres sphärisches Polynom
der Ordnung n.
7q.v. die Kapitel 3.2.2 - 3.2.5 und das Kapitel 3.2.9
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(iii) Es sei M−n der Raum der H-holomorphen homogenen Funktionen in R30 =
R3 \ {0} vom Homogenitätsgrad −(n + 2). Ein beliebiges Element Qn dieses
Raumes heißt äußere sphärische Funktion der Ordnung n.
Zur Erzeugung von vollständigen Systemen äußerer sphärischer Funktionen wird
die im Folgenden deﬁnierte Transformation verwendet.
Deﬁnition 3.6 (Kelvin-Transformation in H). Es sei Pn ∈ M+n . Die bijektive Ab-
bildung K :M+n −→M−n , gegeben durch
Qn(x) = K (Pn) = x|x|3 Pn
(
x
|x|2
)
, (3.69)
heißt Kelvin-Transformation in H.
Dieser Ansatz ist in erster Linie dadurch motiviert, dass für ein festes n ∈ N0 die
komplexe Kelvin-Transformation des inneren Polynoms zn direkt die entsprechende
äußere Funktion z−(n+1) liefert. Vor diesem Hintergrund soll nun untersucht werden,
ob die Anwendung der hyperkomplexen Kelvin-Transformation auf die für das In-
nengebiet B+3 konstruierten Basissysteme (3.45) und (3.54) erneut auf vollständige
Systeme im Außengebiet B−3 führt und welche Eigenschaften dabei erhalten bleiben.
Eine Orthonormalbasis äußerer H-holomorpher Funktionen
Zuerst wird die Anwendung der Kelvin-Transformation (3.69) auf die Elemente der
Orthonormalbasis (3.45) studiert.
Theorem 3.17. Es sei
{
ϕln,H : l = 0, . . . , n
}
n∈N0 die H-lineare Orthonormalbasis
(3.45). Für jedes n ∈ N0 sind die homogenen H-holomorphen Funktionen
ϕl−(n+2),H :=
√
2n+ 1
2n+ 3
K (ϕln,H) , l = 0, . . . , n (3.70)
vom Homogenitätsgrad −(n+ 2) orthonormal in L2(B−3 ;H;H) ∩ ker ∂¯.
Beweis. Für feste n, p ∈ N0 seien ϕln,H ∈ M+n (H;H), l = 0, . . . , n und ϕmp,H ∈
M+p (H;H), m = 0, . . . , p zwei beliebige homogene H-holomorphe Polynome der Or-
thonormalbasis (3.45). Nach einfacher Rechnung erhält man für das innere Produkt
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der Ansatzfunktionen
< ϕln,H, ϕ
m
p,H >(B+3 ,H) =
∫
B+3
ϕln,H(x)ϕ
m
p,H(x) dV
=
∫ 1
0
rn+p+2 dr
∫
S2
ϕln,H(ω)ϕ
m
p,H(ω) dσ
=
1
n+ p+ 3
∫
S2
ϕln,H(ω)ϕ
m
p,H(ω) dσ =

1 : n = p ∧ l = m
0 : n 6= p ∨ l 6= m
und damit für das Oberﬂächenintegral
∫
S2
ϕln,H(ω)ϕ
m
p,H(ω) dσ =

2n+ 3 : n = p ∧ l = m,
0 : n 6= p ∨ l 6= m.
(3.71)
Unter Verwendung des letzten Resultates (3.71) lässt sich nun auch die Orthonor-
malität der aus der Transformation hervorgegangenen äußeren Funktionen zeigen.
Hierzu wird das innere Produkt von zwei beliebigen homogenen H-holomorphen
Funktionen aus (3.70) betrachtet. Für feste n, p ∈ N0 resultiert die gesuchte Bezie-
hung dann aus
< ϕl−(n+2),H, ϕ
m
−(p+2),H >(B−3 ,H)
=
√
(2n+ 1)(2p+ 1)
(2n+ 3)(2p+ 3)
∫
B−3
x
|x|3ϕ
l
n,H
(
x
|x|2
)
x
|x|3ϕ
m
p,H
(
x
|x|2
)
dV
=
√
(2n+ 1)(2p+ 1)
(2n+ 3)(2p+ 3)
∫ ∞
1
1
rn+p+2
dr
∫
S2
ϕln,H(ω)ϕ
m
p,H(ω) dσ
=

1 : n = p ∧ l = m
0 : n 6= p ∨ l 6= m,
wobei l = 0, . . . , n und m = 0, . . . , p. In Bezug auf den letzten Berechnungsschritt
sei noch angemerkt, dass sich der Wert des Oberﬂächenintegrals (3.71) für konju-
gierte Argumente nicht ändert, da sich bei dieser Koordinatentransformation die
zugehörige Funktionaldeterminante zu 1 ergibt.
In [Sudbery 1979] wurde ferner bewiesen, dass der Unterraum M−n (H,H) der
äußeren sphärischen Funktionen vom Homogenitätsgrad −(n + 2) die Dimension
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n+ 1 besitzt. Da vermittels der Kelvin-Transformation der Raum L2(B+3 ;H)∩ ker ∂¯
eineindeutig auf den Raum L2(B−3 ;H) ∩ ker ∂¯ abgebildet wird, folgt aus der Ortho-
normalität des transformierten Systems (3.70) auch die Vollständigkeit im ganzen
Raum.
Korollar 3.16. Das System der homogenen H-holomorphen Funktionen
{
ϕl−(n+2),H :
l = 0, . . . , n
}
n∈N0 ist eine Orthonormalbasis in L
2(B−3 ;H;H) ∩ ker ∂¯.
Die Abbildung 3.6 veranschaulicht die bis hierhin erhaltenen Resultate für die
äußere Orthonormalbasis (3.70) und deren Zusammenhang zur Orthonormalbasis
im Innengebiet (3.45).
Abbildung 3.6: Vollständige Orthonormalsysteme innerer und äußerer homogener
H-holomorpher Funktionen.
Im Folgenden sollen die Basiselemente des äußeren Systems in Bezug auf ihre
hyperkomplexe Ableitung und Stammfunktion untersucht werden. In C gilt bekann-
termaßen auch für das System im Außengebiet, dass für feste n ∈ N0 die Ablei-
tung einer äußeren Basisfunktion vom Homogenitätsgrad −(n + 1) erneut auf ein
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reelles Vielfache einer Basisfunktion vom Homogenitätsgrad −(n + 2) führt. Wie
das nächste Theorem zeigt, lässt sich unter Verwendung des neuartigen monogenen
Funktionensystems nun auch diese strukturelle Eigenschaft auf die hyperkomplexe
Theorie übertragen.
Theorem 3.18. Für die äußeren Funktionen ϕl−(n+2),H, l = 0, . . . , n der Orthonor-
malbasis (3.70) gelten die folgenden Eigenschaften:
( i) Die Anwendung der hyperkomplexen Ableitung ∂0 = 12∂ auf die Basisfunktio-
nen in (3.70) liefert
∂0 ϕ
l
−(n+2),H = −
√
(2n+ 1)(n− l + 1)(n+ l + 2)
2n+ 3
ϕl−(n+3),H,
wobei l = 0, . . . , n und n ∈ N0.
( ii) Der Operator PH :M−n (H;H)→M−n−1(H;H), explizit gegeben durch
PH ϕl−(n+2),H = −
√
2n+ 1
(2n− 1)(n− l)(n+ l + 1) ϕ
l
−(n+1),H,
deﬁniert eine Primitive auf der H-linearen Orthonormalbasis, so dass für ein
beliebiges n ∈ N und l = 0, . . . , n − 1 die Beziehung ∂0
[
PH ϕl−(n+2),H
]
=
ϕl−(n+2),H gilt.
Beweis. Zuerst wird Paragraph (i) des Theorems bewiesen. Nach Anwendung der
Kelvin-Transformation (3.69) auf die Basiselemente und unter Verwendung der Re-
lation (2.18) ist äquivalent zu zeigen, dass
∂
∂x
(
x
|x|2n+3 ϕ
l
n,H(x)
)
= −
√
(2n+ 3)(n− l + 1)(n+ l + 2)
2n+ 5
x
|x|2n+5 ϕ
l
n+1,H(x).
Die linke Seite der Gleichung lässt sich nun nach der Produktregel auswerten, wonach
sich für die jeweiligen Summanden unter Beachtung der Kettenregel die Beziehungen(
∂
∂x
x
|x|2n+3
)
ϕln,H(x) =
2|x|2 − (2n+ 3) x (x + x)
2|x|2n+5 ϕ
l
n,H(x),
x
|x|2n+3
(
∂
∂x
ϕln,H(x)
)
=
√
(2n+ 3)(n− l)(n+ l + 1)
2n+ 1
x
|x|2n+3 ϕ
l
n−1,H(x)
ergeben. Durch Einsetzen in die Ausgangsgleichung und Umordnung erhält man
0
!
=
cin,l x
|x|2n+3 ϕ
l
n−1,H(x) +
2|x|2 − (2n+ 3) x (x + x)
2|x|2n+5 ϕ
l
n,H(x) +
ciin,l x
|x|2n+5 ϕ
l
n+1,H(x)
= 2 cin,l |x|2 xϕln−1,H(x) +
[
2 |x|2 − (2n+ 3) x (x + x)]ϕln,H(x) + 2 ciin,l xϕln+1,H(x),
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wobei für die reellen Koeﬃzienten die Bezeichnungen cin,l =
√
(2n+3)(n−l)(n+l+1)
2n+1
und
ciin,l =
√
(2n+3)(n−l+1)(n+l+2)
2n+5
eingeführt wurden. Eine Substitution der Rekursionsfor-
mel (3.67) im ersten Summanden der letzten Darstellung liefert
2 cin,l |x|2 xϕln−1,H(x) = |x|2
[
(2n+ 1)ϕln,H(x)− (2l + 1) ϕ̂ln,H(x)
]
,
wodurch sich diese auf die Beziehung
0
!
= (2n+ 3) x xϕln,H(x) + (2l + 1) |x|2 ϕ̂ln,H(x) − 2 ciin,l xϕln+1,H(x)
vereinfacht. Durch linksseitige Multiplikation mit x und anschließende Division durch
|x|2 erhält man schließlich
0
!
= (2n+ 3) xϕln,H(x) + (2l + 1) x ϕ̂
l
n,H(x) − 2 ciin,l ϕln+1,H(x).
Diese Beziehung ist äquivalent zur Rekursionsformel (3.68) für konjugierte Argu-
mente, wodurch Paragraph (i) bewiesen wäre.
Die Anwendung des Operators PH auf beide Seiten der so eben gezeigten Teilbe-
hauptung (i) führt nach wenigen Umformungen8 auch auf die gesuchte Teilbehaup-
tung (ii) und somit zum vollständigen Beweis des Theorems.
Führt man schließlich für den Homogenitätsgrad der jeweiligen inneren bzw. äu-
ßeren Funktion die einheitliche Bezeichnung k ein, so lassen sich einige Teilbehaup-
tungen der Theoreme 3.9, 3.17 und 3.18 allgemein für beide Systeme formulieren.
Korollar 3.17. Für die homogenen H-holomorphen Funktionen der vollständigen
Orthonormalsysteme (3.45) und (3.70) gelten die folgenden Beziehungen:
( i) Für ein beliebiges k ∈ Z \ {−1} gilt die Transformationsbeziehung
ϕlk,H =
√
2k + 3
2k + 1
K (ϕl−(k+2),H) , l = 0, . . . , |k + 1| − 1.
( ii) Die Anwendung der hyperkomplexen Ableitung ∂0 = 12∂ auf ein beliebiges Ele-
ment der Systeme (3.45) und (3.70) liefert
∂0 ϕ
l
k,H = sign k
√
(2k + 3)(k − l)(k + l + 1)
2k + 1
ϕlk−1,H,
8cf. Beweis des Theorems 3.9
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wobei k ∈ Z \ {−1, 0} und
l =

0, . . . , k − 1 : sign k = 1,
0, . . . , |k + 1| − 1 : sign k = −1.
( iii) Der Operator PH :M±n (H;H)→M±n±1(H;H), explizit gegeben durch
PH ϕlk,H = sign k
√
2k + 3
(2k + 5)(k − l + 1)(k + l + 2) ϕ
l
k+1,H,
deﬁniert eine Primitive auf den Elementen der H-linearen Orthonormalsyste-
me (3.45) und (3.70), so dass für ein beliebiges k ∈ Z \ {−2,−1} und
l =

0, . . . , k : sign k = 1,
0, . . . , |k + 1| − 2 : sign k = −1
die Beziehung ∂0
[PH ϕlk,H] = ϕlk,H gilt.
Die im Vorangegangenen gezeigten Struktur- und Abbildungseigenschaften zwi-
schen den Basissystemen (3.45) und (3.70) können anhand der Abbildung 3.6 gut
nachvollzogen werden. Dabei wird ferner deutlich, dass einerseits die inneren Poly-
nome
{
ϕkk,H
}
k≥0 bezüglich der hyperkomplexen Ableitung und andererseits die äuße-
ren Funktionen
{
ϕ
−(k+2)
k,H
}
k≤−2
bezüglich der Primitiven einen Sonderfall darstellen,
worauf letztendlich auch die unterschiedlichen Deﬁnitionsbereiche der Parameter k
und l zurückzuführen sind.
Eine Appell-Basis äußerer H-holomorpher Funktionen
Ausgangspunkt der Konstruktion ist die im letzten Abschnitt bewiesene Darstel-
lung (3.58) der Appell-Polynome durch die Orthonormalbasis. Die Anwendung der
Kelvin-Transformation (3.69) auf beiden Seiten der Gleichung liefert unter Beach-
tung von (3.70) die Hilfsfunktion
K (Aln) = 2l+1 n!√ pi(2n+ 3) (n− l)! (n+ l + 1)! K (ϕln,H)
= 2l+1 n!
√
pi
(2n+ 1) (n− l)! (n+ l + 1)! ϕ
l
−(n+2),H =: H
l
−(n+2),H. (3.72)
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Anhand der Abbildung 3.6 lässt sich erkennen, dass für die Konstruktion eines
Appell-Systems äußerer monogener Funktionen anstelle der Primitivierung nun die
Ableitung als zentrale Operation auftritt. Daher wird die hyperkomplexe Ableitung
der eingeführten Hilfsfunktion benötigt, welche sich nach Paragraph (i) des Theo-
rems 3.18 in einfacher Weise durch die Beziehung
∂0 H
l
−(n+2),H = −
(n− l + 1)(n+ l + 2)
n+ 1
H l−(n+3),H
angeben lässt. Eine weitere Schwierigkeit resultiert aus der Tatsache, dass für ein
beliebiges n ∈ N0 nach Ableiten aller äußeren Funktionen im Teilraum M−n (H;H)
nicht alle Elemente inM−n+1(H;H) erreicht werden. Gemäß Abbildung 3.6 entspre-
chen die unerreichten Elemente
{
ϕn−(n+2),H
}
n∈N0
gerade den Kelvin-Transformierten
der monogenen Konstanten. Im Umkehrschluss können diese Funktionen auch da-
durch charakterisiert werden, dass für diese keine direkten Primitiven in Bezug auf
die äußeren Basisfunktionen existieren. Eine ähnliche Situation ﬁndet sich auch im
ebenen Fall für die äußere holomorphe Funktion 1
z
, welche bekanntlich den komple-
xen Logarithmus als Stammfunktion und damit auch keine unmittelbare Primitive
in der Basis der negativen z-Potenzen besitzt. Hier behilft man sich mit geeigneten
Potenzreihenentwicklungen der Funktion 1
z
, auf deren Grundlage sich wiederum eine
Primitive in Form einer unendlichen Reihe deﬁnieren lässt. Auf diesen Sachverhalt
soll hier jedoch nicht näher eingegangen werden. Somit bleibt die Frage nach ei-
ner geeigneten Normierung des äußeren Appell-Systems zu klären. Dazu sei an die
expliziten Ausdrücke der monogenen Konstanten des inneren Appell-Systems
Ann = (y − ze3)n =: ζn, n ∈ N0
erinnert. Nach Anwendung der Kelvin-Transformation (3.69) auf die monogenen
Appell-Konstanten ergeben sich die einfachen Beziehungen
An−(n+2) := K (Ann) = (−1)n
x¯ ζn
|x|2n+3 , n ∈ N0. (3.73)
Wie sich unschwer erkennen lässt, führt die Transformation des Appell-Polynoms
A00 auf ein reelles Vielfache des Cauchy-Kerns (2.21), was vollkommen analog zum
komplexen Fall ist. Die Bilder der Transformation der übrigen Konstanten Ann, n > 0
können dann als Produkte des Cauchy-Kerns und der Funktion 4pi (−1)
n ζn
|x|2n charak-
terisiert werden. Da sich diese Eigenschaften in natürlicher Weise aus der Trans-
formation der Appell-Konstanten ergeben und ferner die räumliche Entsprechung
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der komplexen Funktion 1
z
darin enthalten ist, sollen die Beziehungen (3.73) vor-
erst als Grundlage für die Normierung der äußeren Appell-Funktionen verwendet
werden. Demzufolge ist die Konstruktion des äußeren Appell-Systems bezüglich des
Strukturschemas9 nun spaltenweise vorzunehmen. Für ein beliebiges p ∈ N0 und mit
γn,l = − (n−l+1)(n+l+2)n+1 lautet der Ansatz für die (p+ 1)-te Spalte:
Aˇp−(p+2) = H
p
−(p+2),H
Aˇp−(p+3) =
1
(−(p+ 2)) ∂0Aˇ
p
−(p+2) =
1
(−(p+ 2)) γp,p H
p
−(p+3),H
Aˇp−(p+4) =
1
(−(p+ 3)) ∂0Aˇ
p
−(p+3) =
1
(−(p+ 2))(−(p+ 3)) γp,p γp+1,p H
p
−(p+4),H
...
...
Aˇl−(n+2) =
(l + 1)!
(−1)n−l(n+ 1)!
n−1∏
j=l
γj,l H
l
−(n+2),H.
Nach Vereinfachung des Produktes und unter Berücksichtigung der Beziehung (3.72)
erhält man schließlich ein äußeres Appell-System
Aˇl−(n+2) =
l! (l + 1)! (n+ l + 1)! (n− l)!
n! (n+ 1)! (2l + 1)!
K (Aln) , l = 0, . . . , n, n ∈ N0
in Abhängigkeit der transformierten inneren Appell-Menge (3.54). Berücksichtigt
man ferner, dass eine spaltenweise Multiplikation mit einer beliebigen H-wertigen
Konstante die Appell-Eigenschaft des Systems nicht verletzt, so können in der obi-
gen Appell-Menge diejenigen Koeﬃzienten vernachlässigt werden, welche nur vom
Parameter l abhängen. Damit ergibt sich das gesuchte äußere Appell-System zu
Al−(n+2) =
(n+ l + 1)! (n− l)!
n! (n+ 1)!
K (Aln) , l = 0, . . . , n, n ∈ N0, (3.74)
welches durch das folgende Theorem näher charakterisiert wird.
Theorem 3.19. Das System äußerer homogener H-holomorpher Funktionen
{
Al−(n+2) :
l = 0, . . . , n
}
n∈N0 ist eine orthogonale Appell-Basis in L
2(B−3 ;H;H) ∩ ker ∂¯, so dass
für jedes n ∈ N0
∂0A
l
−(n+2) = −(n+ 2)Al−(n+3), l = 0, . . . , n
und
An−(n+2) =
(−1)n (2n+ 1)!
n! (n+ 1)!
x¯ ζn
|x|2n+3 , ζ = y − ze3.
9gemeint ist Abbildung 3.6
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Beweis. Der Beweis folgt nach Konstruktion.
Der Zusammenhang zwischen (3.74) und der äußeren Orthonormalbasis (3.70)
lässt sich dann für ein festes n ∈ N0 äquivalent durch
Al−(n+2) =
2l+1
(n+ 1)!
√
pi (n− l)! (n+ l + 1)!
2n+ 1
ϕl−(n+2),H, l = 0, . . . , n (3.75)
erhalten. Durch (3.70) ist damit auch der Bezug zur inneren Orthonormalbasis (3.45)
hergestellt. Abschließend sei noch eine alternative Erzeugung der äußeren Appell-
Basis über die hyperkomplexe Ableitung angegeben, welche nicht aus Transforma-
tionsbeziehungen der Polynome im Innengebiet hervorgeht. Unter Verwendung der
Beziehungen für die transformierten monogenen Konstanten nach Theorem 3.19 er-
hält man
Al−(n+2) =
(−1)n(2l + 1)!
l! (n+ 1)!
∂n−l0
(
x¯ ζl
|x|2l+3
)
=
(−1)n(2l + 1)!
l! (n+ 1)!
[
∂n−l
∂xn−l
x¯
|x|2l+3
]
ζl,
wobei l = 0, . . . , n und n ∈ N0. In diesem Zusammenhang sei angemerkt, dass bereits
in [Brackx et al. 1982] partielle Ableitungen des Cauchy-Kerns untersucht wurden.
Wie sich anhand der letzten Gleichung erkennen lässt, korrespondieren die partiellen
Ableitungen ∂
n
∂xn
des unnormierten Cauchy-Kerns zum Sonderfall l = 0.
Laurentreihenentwicklungen H-holomorpher Funktionen
Aus dem Beweis des Theorems 3.17 ergibt sich zunächst das Oberﬂächenintegral
von zwei beliebigen Elementen der Orthonormalsysteme (3.45) und (3.70) über die
Einheitssphäre S2 zu
< ϕlk,H, ϕ
m
q,H >(S2,H) =

|2k + 3| : k = q ∧ l = m,
0 : k 6= q ∨ l 6= m,
wobei l = 0, . . . , |k+1|−1,m = 0, . . . , |q+1|−1 und k, q ∈ Z\{−1}. Damit lässt sich
auf der Grundlage der Basissysteme (3.45) und (3.70) ein allgemeiner Fourieransatz
bezüglich S2 machen, was auf die Reihenentwicklung
f(x) :=
∞∑
k=−∞
k 6=−1
|k+1|−1∑
l=0
ϕlk,H(x)γ
∗
k,l, γ
∗
k,l =
1
|2k + 3|
∫
S2
ϕlk,H(y) f(y) dσ (3.76)
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führt. Diese Orthogonalreihe kann als verallgemeinerte Laurentreihenentwicklung
einer im Gebiet der Einheitskugelschale ΩS2 =
{
x
∣∣ ξ < |x| < 1} H-holomorphen
Funktion f interpretiert werden, wobei der Außenradius durch die Einheitssphäre
S2 vorgegeben ist und somit 0 ≤ ξ ≤ 1 gilt.
Im Folgenden soll nun versucht werden die Reihendarstellung (3.76) auch auf be-
liebige Kugelschalengebiete zu verallgemeinern und den theoretischen Zusammen-
hang zur monogenen Taylorreihe (3.55) und zur Integralformel von Cauchy (2.22)
herzustellen. Im ersten Schritt wird zunächst jede Basisfunktion in den Laurent-
Koeﬃzienten (3.76) durch ihre Kelvin-Transformierte ersetzt. Nach Paragraph (i)
des Korollars 3.17 erhält man
γ∗k,l =
1
|2k + 3|
√
2k + 3
2k + 1
∫
S2
y¯
|y|3ϕ
l
−(k+2),H
(
y¯
|y|2
)
f(y) dσ
=
1√
(2k + 3)(2k + 1)
∫
S2
ϕl−(k+2),H
(
y¯
|y|2
)
y
|y|3 f(y) dσ.
Seien nun S2ρ =
{
x
∣∣ |x| = ρ} die Sphäre mit Radius ρ und dy∗ = y|y|dσ, dann
ergeben sich die Laurent-Koeﬃzienten bezüglich der Integration über S2ρ äquivalent
zu
γ∗k,l =
1√
(2k + 3)(2k + 1)
∫
S2ρ
ϕl−(k+2),H(y¯) dy
∗f(y). (3.77)
Nun soll die Orthogonalreihe (3.76) in der Form
f(x) = fa(x) + f b(x) =
∞∑
m=0
m∑
l=0
ϕl−(m+2),H(x)γ
∗
−(m+2),l︸ ︷︷ ︸
a©
+
∞∑
n=0
n∑
l=0
ϕln,H(x)γ
∗
n,l︸ ︷︷ ︸
b©
betrachtet und die Reihe a© als Hauptteil sowie die Reihe b© als Nebenteil der
Laurentreihenentwicklung von f bezeichnet werden. Unter Berücksichtigung der
Laurent-Koeﬃzienten (3.77), mit k = −(m + 2), m ∈ N0 bzw. k = n, n ∈ N0,
erhält man nach Substitution der Beziehungen (3.58) und (3.75) für den Hauptteil
fa(x) =
∞∑
m=0
m∑
l=0
Al−(m+2)(x)
m+ 1
4l+1 pi
∫
S2ρ
Alm(y¯) dy
∗f(y)
und analog für den Nebenteil der Reihe
f b(x) =
∞∑
n=0
n∑
l=0
Aln(x)
n+ 1
4l+1 pi
∫
S2ρ
Al−(n+2)(y¯) dy
∗f(y).
Damit lässt sich das Hauptresultat dieses Abschnitts wie folgt formulieren:
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Theorem 3.20 (Laurentreihe in H). Es sei f eine in der Kugelschale
Ωξ =
{
x
∣∣ ξ1 < |x| < ξ2 mit 0 ≤ ξ1 < ξ2 ≤ ∞}
H-holomorphe Funktion. Dann lässt sich f in Ωξ in eine Laurentreihe
f(x) :=
∞∑
k=−∞
k 6=−1
|k+1|−1∑
l=0
Alk(x)γk,l, γk,l =
|k + 1|
4l+1pi
∫
S2ρ
Al−(k+2)(y¯) dy
∗f(y) (3.78)
um den Ursprung entwickeln. Hierbei ist S2ρ eine beliebige Sphäre mit Abstand ρ vom
Ursprung, die im Inneren von Ωξ liegt.
Der Nebenteil der Laurentreihenentwicklung (3.78) einer Funktion f korrespon-
diert nun wie auch im Komplexen zur Taylorreihe dieser Funktion. Für n ∈ N0
und l = 0, . . . , n führt die Anwendung der hyperkomplexen Diﬀerentialoperatoren
∂¯ lC ∂
n−l
0 auf beide Seiten der Cauchyschen Integralformel (2.22) auf die Beziehung
∂¯ lC ∂
n−l
0 f(x) =
1
4pi
∫
S2ρ
∂¯ lC ∂
n−l
0
(
y − x
|y − x|3
)
dy∗f(y).
Ferner lässt sich zeigen, dass
∂¯ lC ∂
n−l
0
(
y − x
|y − x|3
)
= ∂¯ lC ∂
n−l
0 A
0
−2(y − x) =
(n+ 1)!
4l
Al−(n+2)
(
y − x)
gilt. Im Kontext der hier konstruierten Taylorreihe ergeben sich gewissermaßen für
die n-ten Ableitungen der Funktion f die Beziehungen
∂¯ lC ∂
n−l
0 f(x) =
(n+ 1)!
4l+1pi
∫
S2ρ
Al−(n+2)
(
y − x) dy∗f(y)
und damit für die Taylorkoeﬃzienten
1
n!
∂¯ lC ∂
n−l
0 f(x)
∣∣∣
x=0
=
n+ 1
4l+1pi
∫
S2ρ
Al−(n+2)
(
y¯
)
dy∗f(y),
wobei l = 0, . . . , n und n ∈ N0.
Erneut lässt sich für die Teilmenge {A0k}k∈Z\{−1} der Appell-Funktionen die Ana-
logie zur komplexen Laurentreihe herstellen. An dieser Stelle sei noch einmal auf die
direkten Beziehungen dieser Funktionen zu den Appell-Polynomen nach H.R. Ma-
lonek et al. (q.v. [Cação & Malonek 2006, Falcão et al. 2006, Falcão & Malonek
2007, Malonek & Falcão 2007]) und zu den Fueter-Sce-Erweiterungen der komplexen
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Monome zn (q.v. [Gürlebeck 2008]) hingewiesen, was eine natürliche Erklärung für
diesen Sachverhalt liefert. Beachtet man außerdem, dass jede dieser Funktionen zum
Unterraum A gehört und damit wie im Komplexen A0k(x¯) = A0k(x) gilt, so lässt sich
die Laurentreihenentwicklung (3.78) für l = 0 auf die reduzierte Form
f(x) =
∞∑
k=−∞
k 6=−1
A0k(x)γk,0, γk,0 =
|k + 1|
4pi
∫
S2ρ
A0−(k+2)(y) dy
∗f(y)
bringen. Ein Vergleich mit der komplexen Laurentreihe für das Kreisringgebiet mit
Entwicklungspunkt im Ursprung
f(z) =
∞∑
k=−∞
zk γk, γk =
1
2pii
∫
S1ρ
f(ζ)
ζk+1
dζ
verdeutlicht die Analogie der beiden Reihen.
3.3 Zusammenfassung
Gegenstand dieses Kapitels waren polynomiale ReihenentwicklungenH-holomorpher
Funktionen in L2(Ω;H) ∩ ker ∂¯. Auf der methodischen Grundlage der verallgemei-
nerten Kolosov-Muskhelishvili Formeln sollten aus theoretischer Sicht in erster Linie
solche Ansatzsysteme untersucht werden, welche gute strukturelle Eigenschaften be-
züglich der dort auftretenden Diﬀerentialoperatoren besitzen. Im Hinblick auf die
praktische Anwendbarkeit waren außerdem die Vollständigkeit und die numerische
Stabilität der betrachteten Systeme von Interesse.
In einem ersten Schritt wurde daher das bekannte System der verallgemeiner-
ten Potenzen betrachtet, welches ein vollständiges System homogener Polynome in
L2(Ω;H;H)∩ker ∂¯ darstellt. Hierbei konnten für die Anwendung der Diﬀerentialope-
ratoren ∂i, i = 0, 1, 2 auf einzelne Basiselemente sehr einfache Darstellungsformeln
erhalten werden. Im Speziellen wurde gezeigt, dass neben der hyperkomplexen Ab-
leitung ∂0 die neu eingeführten Operatoren ∂1 bzw. ∂2 als Ableitungen nach den
Fueter-Variablen z1 bzw. z2 interpretiert werden können. Anhand der explizit gege-
benen diﬀerentiellen Beziehungen, ließ sich ferner für jeden Diﬀerentialoperator ein
zugehöriger Primitivierungsoperator angeben, welcher jeweils als formale Umkehr-
operation auf den einzelnen Basiselementen deﬁniert wurde. Von besonderem Inter-
esse war dabei der P~z,0-Operator, der nach einem rein schematischen Konstruktions-
prinzip erhalten wurde. Diese monogene Stammfunktion hat jedoch den Nachteil,
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dass sich die Primitive für ein beliebiges Basiselement vom Grad n immer als Line-
arkombination der kompletten Basis vom Grad n+1 ergibt. Möchte man nun diesen
Operator auf den ganzen Raum fortsetzen, so führt dies unweigerlich auf Reihen
mit Dreifachsummen, welche sehr schwierig zu handhaben und daher für theoreti-
sche Auswertungen eher ungeeignet sind. Erschwerend kommt hinzu, dass bezüglich
der Einheitskugel B3 die Basiselemente verschiedener Unterräume Mn(H;H) und
Mm(H;H) für n 6= m zwar orthogonal zueinander sind, dies im Allgemeinen je-
doch nicht auf die Basiselemente in den einzelnen Unterräumen zutriﬀt. Außerdem
ist eine orthogonale Zerlegung des Hilbert-Raumes L2(Ω;H;H) ∩ ker ∂¯ in den Teil-
raum der monogenen Konstanten und in sein orthogonales Komplement mit Hilfe
dieser Basis nur durch vorherige Orthonormierung der Elemente in den Teilräumen
möglich, was jedoch einen hohen technischen Aufwand erfordert und daher wenig
praktikabel erscheint. Wie sich im Folgenden noch zeigen wird, ist es jedoch gera-
de die Teilmenge der monogenen Konstanten, der bei der praktischen Anwendung
eine besondere Bedeutung zukommt. Zusammenfassend lässt sich daher feststellen,
dass in Verallgemeinerung der komplexen Potenzreihe mit Hilfe der verallgemeiner-
ten Potenzen einige wichtige funktionentheoretische Konzepte, wie beispielsweise die
hyperkomplexe Ableitung oder die Taylorreihe, übertragen werden. Die wesentlichen
strukturellen Eigenschaften der Reihenansätze in C, wie etwa die Eigenschaft der
Taylorentwicklung als Orthogonalreihe und deren direkter Zusammenhang zur Fou-
rierreihe sowie zum Nebenteil der Laurentreihe, gehen dabei jedoch verloren. Somit
eignet sich dieses System nur bedingt als Ansatzsystem für die verallgemeinerten
Kolosov-Muskhelishvili Formeln.
Daher wurde ein zweiter Zugang auf der Grundlage der Faktorisierung des Laplace-
Operators untersucht. Ausgangspunkt war dabei das bereits in [Cação 2004] kon-
struierte vollständige System linear unabhängiger homogener H-holomorpher Po-
lynome. Unter Verwendung dieses Ansatzsystems wurden auf anderem Weg als in
[Cação 2004] vollständige Orthonormalsysteme in L2(B3;H; K) ∩ ker ∂¯, K = R,H
konstruiert, welche sich sehr wesentlich von den bereits bekannten Orthonormalsys-
temen unterscheiden. Aufgrund einer vollkommen symmetrischen Anordnung der
Ansatzfunktionen konnten für diese Systeme besondere Eigenschaften bezüglich ih-
rer hyperkomplexen Ableitung und Stammfunktion bewiesen werden. Im Speziel-
len bedeutet dies, dass analog zu R, C die Ableitung und Primitivierung einzelner
Basiselemente erneut auf einzelne Vielfache der gleichen Basis führen. Unter Ver-
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wendung der Fourierreihe konnte diese wichtige Struktureigenschaft auf den ganzen
Raum übertragen werden, so dass sowohl die hyperkomplexe Ableitung als auch die
Primitive der Reihe erneut Orthogonalreihen sind. Ein wichtiges theoretisches Re-
sultat konnte anschließend in Bezug auf den Zerlegungssatz von L2(B3;H) ∩ ker ∂¯
erhalten werden, da nun mit Hilfe der neuen Basissysteme bewiesen werden konnte,
dass polynomiale Teilmengen der Ausgangssysteme wiederum vollständige Ortho-
normalsysteme in den orthogonalen Teilräumen der L2-Zerlegung sind. Anhand die-
ses Resultates war es dann ferner möglich, die Orthogonalität der H-holomorphen
Stammfunktionen zum Teilraum der hyperholomorphen Konstanten zu zeigen, wo-
durch sich dieser nun auch praktisch gesehen eindeutig separieren lässt. Wie man
bis zu diesem Punkt der Betrachtungen sehr deutlich zeigen konnte, ließen sich alle
Eigenschaften der komplexen Fourierreihe bezüglich der Ableitung und Stammfunk-
tion auch auf den H-holomorphen Fall übertragen. Folglich stellte sich ganz natürlich
die Frage, ob auch im Hyperkomplexen ein unmittelbarer Zusammenhang zwischen
einer Fourierreihe und einer Taylorreihe hergestellt werden kann. Der zentrale An-
satz zur Lösung dieser funktionentheoretisch sehr bedeutenden Fragestellung war
die Formulierung der H-linearen Orthonormalbasis als verallgemeinertes Appell-
System. Anhand der strukturellen Eigenschaften der Appell-Polynome ließ sich ein
zusätzlicher Diﬀerentialoperator deﬁnieren, welcher im Wesentlichen dadurch cha-
rakterisiert wird, dass sich seine Wirkungsweise zwar nur auf eine Teilmenge des
Appell-Systems beschränkt, jedoch auch dort die Appell-Eigenschaft erhält. Dies
stellte eine notwendige Voraussetzung für die Konstruktion einer neuartigen Taylor-
reihe dar, welche nun im Gegensatz zur Taylorreihe der verallgemeinerten Potenzen
einen unmittelbaren Bezug zur hyperkomplexen Ableitung der Funktion und zudem
die Eigenschaft einer Orthogonalreihe besitzt. Folglich ließen sich auch die Ansatz-
funktionen explizit auf einzelne Elemente der Orthonormalbasis zurückführen und
damit ein direkter Zusammenhang zur Fourierreihe herstellen. Schließlich wurden
diese Funktionensysteme auch im Außengebiet der Einheitskugel studiert, wobei die
Kelvin-Transformation als methodischer Ansatz gewählt wurde. Es konnte gezeigt
werden, dass die Transformation der Orthonormalbasis im Innengebiet auf direk-
tem Weg eine Orthogonalbasis für das Außengebiet liefert. Der dabei auftretende
reelle Normierungsfaktor hängt nur vom Homogenitätsgrad k ab und ist im Ver-
gleich zum Komplexen vermutlich auf die Indexverschiebung k = n + 2, n ∈ N0
zwischen den inneren und äußeren sphärischen Funktionen zurückzuführen. Da die
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strukturellen Eigenschaften der inneren Orthonormalbasis bezüglich der hyperkom-
plexen Ableitung und Stammfunktion infolge der Kelvin-Transformation qualitativ
erhalten bleiben, konnte die Idee der Appell-Funktionen auch auf das Außengebiet
übertragen werden. Aufgrund ihrer besonderen Struktureigenschaften lassen sich
die äußeren Appell-Funktionen dann rein formal als räumliche Entsprechungen der
negativen z-Potenzen betrachten, wodurch die Deﬁnition einer (orthogonalen) Lau-
rentreihenentwicklung für das Gebiet der Kugelschale gelang. Unter Verwendung
dieser sehr kompakten Reihendarstellung ließ sich schließlich der formelle Zusam-
menhang zwischen der hier konstruierten Taylorreihe und der Integralformel von
Cauchy herstellen und damit eine explizite Darstellung für die n-te Ableitung einer
H-holomorphen Funktion gewinnen.
Zusammenfassend lässt sich daher feststellen, dass im Vergleich zum Funktionen-
system der holomorphen z-Potenzen die hier entwickelte Orthonormal- bzw. Ap-
pellbasis in L2(Ω;H;H) ∩ ker ∂¯ alle betrachteten Eigenschaften auf den räumlichen
Fall verallgemeinert und damit sehr ähnliche Potenz- und Laurentreihendarstellun-
gen wie im Komplexen ermöglicht. Diese Analogie beschränkt sich nicht nur auf
die Eigenschaften der Reihen, sondern spiegelt sich ebenso deutlich in den erhalte-
nen Ausdrücken wieder. Die dabei auftretenden Koeﬃzienten hängen im hyperkom-
plexen Fall nun von zwei Parametern ab, was aufgrund der größeren Anzahl von
Ansatzfunktionen vom Homogenitätsgrad k auch zu erwarten war. Beschränkt man
sich jedoch, wie an mehreren Stellen der Auswertung gezeigt wurde, auf den Son-
derfall10 l = 0, so ergeben sich erwartungsgemäß sehr ähnliche Beziehungen zum
Komplexen.
10Fueter-Sce Erweiterungen der komplexen Monome zn
Kapitel 4
Approximationsansätze für
Problemstellungen der räumlichen
Elastizitätstheorie
Es gibt nichts Praktischeres als eine gute Theorie.
Kurt Lewin
In diesem Kapitel werden nun die im Vorangegangenen entwickelten funktionentheo-
retischen Werkzeuge verwendet, um die strukturellen Eigenschaften der in Kapitel
2.3 konstruierten verallgemeinerten Kolosov-Muskhelishvili Formeln zu studieren.
Eine wesentliche Fragestellung ist dabei, ob nun auch mit Hilfe der H-holomorphen
Basissysteme ein vollständiges System für den Raum der quadratisch integrierba-
ren Lösungen der homogenen Lamé-Gleichung in expliziter Form angegeben werden
kann und welche prinzipiellen Eigenschaften für die Funktionen Φ und Ψ daraus
abgeleitet werden können. Ferner sollen die in erster Linie strukturbezogenen Aus-
sagen der Ansatzsysteme auch mechanisch interpretiert werden, was insbesondere
für die praktische Anwendbarkeit und die Implementierung der räumlichen Darstel-
lungsformeln von besonderer Bedeutung ist. Daher wird außerdem der Unbestimmt-
heitsgrad der Funktionen Φ und Ψ untersucht, mit dem Ziel, diejenigen Anteile in
der Lamé-Lösung zu identiﬁzieren, welche bei Hinzunahme den Spannungszustand
des Gesamtkörpers unverändert lassen. Für das A-wertige Verschiebungsfeld werden
dann anhand dieser Betrachtung weitere konstruktive Aussagen hinsichtlich der Zer-
legung einer allgemeinen Deformation in eine rein homogene Deformation und eine
starre Verschiebung des Gesamtkörpers abgeleitet und Möglichkeiten zur Fixierung
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dieser willkürlichen Konstanten angegeben.
Um den Umfang der Arbeit zu begrenzen, werden sich die folgenden Betrachtun-
gen wiederum auf die polynomialen Ansatzsysteme für das Gebiet der Einheitskugel
beschränken. Methodisch gesehen ließen sich die nachfolgenden Untersuchungen je-
doch in ähnlicher Weise auch für die äußeren Funktionensysteme durchführen.
4.1 Konstruktion einer polynomialen Lamé-Basis
Ziel dieses Abschnitts ist es, mit Hilfe der im letzten Kapitel eingeführten Systeme
homogener H-holomorpher Polynome ein vollständiges Ansatzsystem für die Lamé-
Gleichung zu konstruieren, welches im Speziellen die durch die verallgemeinerten
Kolosov-Muskhelishvili Formeln vorgegebene Lösungsstruktur verwendet. Die prak-
tische Motivation leitet sich dabei aus dem Vorgehen im komplexen Fall ab. Durch
Potenz- oder Laurentreihenentwicklungen der beiden holomorphen Funktionen las-
sen sich dort sehr eﬃziente, analytische Lösungsdarstellungen für eine Vielzahl von
Randwertproblemen der Elastostatik approximieren. Der Ausgangspunkt der Be-
trachtungen in H ist damit die verallgemeinerte Kolosov-Muskhelishvili Formel für
die Verschiebungen
U(Φ,Ψ) := 2G(u+ e1v + e2w)
= x ∂0Φ + z1 ∂1Φ + z2 ∂2Φ−Ψ∂0 + 2α− 1
2
(
Φ− e3Φe3
)
,
(4.1)
welche den Verschiebungszustand eines linear elastischen, homogenen, isotropen
Körpers in Abhängigkeit zweier monogener Funktionen Φ,Ψ ∈ C1(Ω;H) beschreibt.
Für diese beiden Funktionen werden nun Ansatzsysteme auf der Grundlage der ho-
mogenen H-holomorphen Polynome gesucht, welche vollständig bezüglich des Lamé-
Systems sind. Wie sich im Folgenden zeigen wird, ist es zunächst zweckmäßiger mit
der Basis (3.36) homogener H-holomorpher Polynome{
X0,†n,0, X
m,†
n,0 , Y
m,†
n,0 , X
0,†
n,3, X
l,†
n,3, Y
l,†
n,3 : m = 1, . . . , n+ 1, l = 1, . . . , n
}
n∈N0
zu arbeiten. Dies stellt gegenüber der Verwendung der Orthonormalbasis keine Ein-
schränkung dar, da das System (3.36) ebenfalls vollständig in L2(B3;H;R)∩ker ∂¯ ist
und damit auch Φ, Ψ durch endliche Linearkombinationen dieser Basis beliebig ge-
nau approximiert werden können. Folglich ist die Frage nach der Dimension einer po-
lynomialen Lamé-Basis zu klären. Sowohl in [Neuber 1972] als auch in [Bauch 1981]
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konnte auf unterschiedlichem Weg gezeigt werden, dass für ein beliebiges n ∈ N0 die
polynomialen Lösungen des Lamé-Systems von exaktem Grad n einen Unterraum
der Dimension 6n + 3 aufspannen. Approximiert man daher die Funktionen Φ und
Ψ durch Linearkombinationen des Systems (3.36), so lässt sich aus der Verschie-
bungsdarstellung (4.1) die Vollständigkeit der so konstruierten Polynome im Raum
der quadratisch integrierbaren Lösungen der Lamé-Gleichung folgern. Mit obigem
Ansatzsystem ergeben sich jedoch für jeden festen Grad n ∈ N0 genau 8n + 12
mögliche Lamé-Polynome. Aus Gründen der praktischen Anwendbarkeit ist es da-
her notwendig, 2n + 9 linear abhängige Polynome zu bestimmen, so dass für jeden
Unterraum des Lamé-Systems vom polynomialen Grad n eine Basis der Dimension
6n+ 3 angegeben werden kann.
Lemma 4.1. In jedem Unterraum von polynomialen Lösungen des homogenen Lamé-
Systems (1.13) vom exakten Grad n ∈ N0, generiert durch die verallgemeinerte
Kolosov-Muskhelishvili Verschiebungsgleichung (4.1), ergeben sich die folgenden Ab-
hängigkeiten:
U
(
Xn+1,†n,0 , 0
)
=
2α− n− 1
2n+ 3
U
(
0, Xn+1,†n+1,0
)
,
U
(
Y n+1,†n,0 , 0
)
=
2α− n− 1
2n+ 3
U
(
0, Y n+1,†n+1,0
)
,
 (4.2)
U
(
Xn,†n,3, 0
)
= −2α− n− 1
4(n+ 1)
U
(
0, Y n,†n+1,0
)
− 1
2
U
(
Y n,†n,0 , 0
)
,
U
(
Y n,†n,3 , 0
)
=
2α− n− 1
4(n+ 1)
U
(
0, Xn,†n+1,0
)
+
1
2
U
(
Xn,†n,0, 0
)
 (4.3)
und
U
(
0, Xn+2,†n+1,0
)
= U
(
0, Y n+2,†n+1,0
)
= 0,
U
(
0, X0,†n+1,3
)
= U
(
0, Xk,†n+1,3
)
= U
(
0, Y k,†n+1,3
)
= 0,
 (4.4)
mit k = 1, . . . , n+ 1.
Beweis. Es wird mit dem Beweis der ersten Gleichung in (4.2) begonnen. Nach (4.1)
ergibt sich für die linke Seite der Gleichung
U
(
Xn+1,†n,0 , 0
)
= x ∂0X
n+1,†
n,0 + z1 ∂1X
n+1,†
n,0 + z2 ∂2X
n+1,†
n,0
+
2α− 1
2
(
Xn+1,†n,0 − e3Xn+1,†n,0 e3
)
.
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Aus Xn+1,†n,0 ∈ A und Xn+1,†n,0 ∈ ker ∂¯ lässt sich bekanntlich folgern, dass Xn+1,†n,0 ∈
ker ∂. Verwendet man ferner die Beziehungen (3.32), so reduziert sich die letzte
Gleichung auf
U
(
Xn+1,†n,0 , 0
)
= (2n+ 1)(n+ 1)
(
z1X
n,†
n−1,0 − z2Y n,†n−1,0
)
︸ ︷︷ ︸
≡nXn+1,†n,0
+
2α− 1
2
(
Xn+1,†n,0 − e3Xn+1,†n,0 e3
)
︸ ︷︷ ︸
≡ 2Xn+1,†n,0
= nXn+1,†n,0 + (2α− 1)Xn+1,†n,0 .
Nun werden zuerst die Beziehungen (3.32) und danach die Beziehungen (3.22) auf
die rechte Seite der ersten Gleichung in (4.2) angewendet, wodurch man
2α− n− 1
2n+ 3
U
(
0, Xn+1,†n+1,0
)
= −2α− n− 1
2n+ 3
Xn+1,†n+1,0 ∂0 = −(2α− n− 1)Xn+1,†n,0
erhält. Da Xn+1,†n,0 ∈ A und Sc
(
Xn+1,†n,0
)
= 0, gilt außerdem Xn+1,†n,0 = −Xn+1,†n,0 ,
wonach sich schließlich der Beweis der ersten Gleichung in (4.2) zu
U
(
Xn+1,†n,0 , 0
)
=
2α− n− 1
2n+ 3
U
(
0, Xn+1,†n+1,0
)
⇔ nXn+1,†n,0 + (2α− 1)Xn+1,†n,0 = −(2α− n− 1)Xn+1,†n,0
⇔ 0 != (2α− 1)
(
Xn+1,†n,0 +X
n+1,†
n,0
)
= 0
ergibt. Analog wird bei der zweiten Gleichung in (4.2) vorgegangen.
Als Nächstes wird die erste Gleichung in (4.3) bewiesen, wonach also
U
(
Xn,†n,3, 0
)
= −2α− n− 1
4(n+ 1)
U
(
0, Y n,†n+1,0
)
− 1
2
U
(
Y n,†n,0 , 0
)
zu zeigen ist. Mit (3.30) und (3.32) ergeben sich für die Auswertung der einzelnen
Funktionen die Beziehungen
U
(
Xn,†n,3, 0
)
= x ∂0X
n,†
n,3 + z1∂1X
n,†
n,3 + z2∂2X
n,†
n,3 +
2α− 1
2
(
Xn,†n,3 − e3Xn,†n,3e3
)
= −n(2n+ 1)
[ x
n
Xn,†n−1,3 − z1Xn−1,†n−1,3 + z2 Y n−1,†n−1,3
]
+
2α− 1
2
(
Xn,†n,3 − e3Xn,†n,3e3
)
,
U
(
0, Y n,†n+1,0
)
= −Y n,†n+1,0∂0 = −2(n+ 1)Y n,†n,0
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und
U
(
Y n,†n,0 , 0
)
= x ∂0Y
n,†
n,0 + z1 ∂1Y
n,†
n,0 + z2 ∂2Y
n,†
n,0 +
2α− 1
2
(
Y n,†n,0 − e3Y n,†n,0 e3
)
= n(2n+ 1)
[
z1 Y
n−1,†
n−1,0 + z2X
n−1,†
n−1,0
]
+ (2α− 1)Y n,†n,0 .
Nach Substitution dieser Terme in der Ausgangsgleichung erhält man
−n(2n+ 1)
[ x
n
Xn,†n−1,3 − z1Xn−1,†n−1,3 + z2Y n−1,†n−1,3
]
+
2α− 1
2
(
Xn,†n,3 − e3Xn,†n,3e3
)
=
2α− n− 1
2
Y n,†n,0 −
n(2n+ 1)
2
[
z1 Y
n−1,†
n−1,0 + z2X
n−1,†
n−1,0
]
− 2α− 1
2
Y n,†n,0
und nach Umordnung die Darstellung
n(2n+ 1)
[
z1
(
Xn−1,†n−1,3 +
1
2
Y n−1,†n−1,0
)
− z2
(
Y n−1,†n−1,3 −
1
2
Xn−1,†n−1,0
)
− x
n
Xn,†n−1,3
]
= −2α− 1
2
(
Xn,†n,3 − e3Xn,†n,3e3 + Y n,†n,0 − Y n,†n,0
)
− n
2
Y n,†n,0 .
(4.5)
Für den Term auf der linken Seite von Gleichung (4.5) lässt sich nach längerer
Rechnung die Identität
−n
2
Y n,†n,0 = n(2n+ 1)
[
z1
(
Xn−1,†n−1,3 +
1
2
Y n−1,†n−1,0
)
− z2
(
Y n−1,†n−1,3 −
1
2
Xn−1,†n−1,0
)
− x
n
Xn,†n−1,3
]
zeigen, wonach sich Gleichung (4.5) zu
0
!
= Xn,†n,3 − e3Xn,†n,3e3 + Y n,†n,0 − Y n,†n,0 (4.6)
vereinfacht. Es sei nun
[
f
]
i
die ei-Koordinate einer Funktion f ∈ C1(Ω;H), mit
i = 0, 1, 2, 3. Dann lässt sich die Beziehung (4.6) äquivalent durch
0
!
=
[
Xn,†n,0
]
2
e1 −
[
Xn,†n,0
]
1
e2 +
[
Y n,†n,0
]
1
e1 +
[
Y n,†n,0
]
2
e2
angeben. Unter Verwendung der expliziten Darstellungsformeln (3.16) und (3.17)
erhält man schließlich
0
!
=
([
Xn,†n,0
]
2
+
[
Y n,†n,0
]
1
)
e1 +
([
Y n,†n,0
]
2
−
[
Xn,†n,0
]
1
)
e2
⇔ 0 != (Bn,n + Cn,n)[(cosϕ sinnϕ+ sinϕ cosnϕ)e1
+
(
sinϕ sinnϕ− cosϕ cosnϕ)e2]
⇔ 0 != Bn,n + Cn,n = 0.
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Dies ist leicht einzusehen, da es sich hierbei um einen Sonderfall der bereits im
vorangegangenen Kapitel bewiesenen Beziehung (3.25) handelt. Damit ist die erste
Gleichung in (4.3) vollständig gezeigt. Auf gleichem Weg lässt sich auch die zwei-
te Gleichung in (4.3) beweisen, wodurch auf einen ausführlichen Beweis verzichtet
werden kann.
Abschließend sollen die verbleibenden Beziehungen (4.4) betrachtet werden. Der
Beweis lässt sich hierbei unmittelbar aus den strukturellen Eigenschaften der Po-
lynome ableiten. Wie man sich leicht überzeugt, besitzt jedes in den Gleichungen
(4.4) auftretende monogene Ansatzpolynom f ∈ C1(Ω;H) der Basis (3.36) die Ei-
genschaft, dass Sc(f) = 0 ist. Damit folgt sofort U(0, f) = −f∂0 = 0.
Anhand des Lemmas 4.1 ist es nun möglich, 2n + 9 polynomiale Lösungen des
Lamé-Systems zu benennen, welche aus der Menge der 8n + 12 Ansatzfunktionen
zum exakten Grad n ∈ N0 entfernt werden können. Strukturell gesehen lassen sich
die Abhängigkeiten nach Lemma 4.1 in zwei Gruppen unterteilen. Zur ersten Gruppe
gehören die Lamé-Polynome in den Beziehungen (4.2) und (4.3), welche durch lineare
Abhängigkeiten zu anderen Ansatzfunktionen charakterisiert werden. Eine zweite
Gruppe bilden die Polynome der Beziehung (4.4), da diese bereits im Kern der
Verschiebungsgleichung U(Φ,Ψ) liegen. Somit können verschiedene Möglichkeiten
für die Wahl der 6n+3 Basisfunktionen des Lamé-Systems angegeben werden, wobei
sich aber die Alternativen ausschließlich auf die erste Gruppe mit den Beziehungen
(4.2) und (4.3) beschränken. Unter Verwendung der Basis homogenerH-holomorpher
Polynome (3.36) lässt sich eine Lamé-Basis wie folgt angeben.
Theorem 4.1. Das System{
U(0, X0,†1,0), U(0, X1,†1,0), U(0, Y 1,†1,0 ), U(X0,†n,0, 0), U(Xk,†n,0, 0), U(Y k,†n,0 , 0),
U(X0,†n,3, 0), U(X l,†n,3, 0), U(Y l,†n,3, 0), U(0, X0,†n+1,0), U(0, Xm,†n+1,0),
U(0, Y m,†n+1,0) : k = 1, . . . , n, l = 1, . . . , n− 1, m = 1, . . . , n+ 1 }
n∈N
auf der Grundlage der Basis homogener H-holomorpher Polynome (3.36) ist voll-
ständig im Raum der quadratisch integrierbaren Lösungen der homogenen Lamé-
Gleichung (1.12).
Beweis. Aus der Dimension 6n + 3 des Unterraumes aller polynomialen Lamé-
Lösungen vom festen Grad n ∈ N0 [Neuber 1972, Bauch 1981] und aus Lemma
4.1 folgt der Beweis des Theorems.
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Bemerkung 4.1. An dieser Stelle sei noch angemerkt, dass die getroﬀene Auswahl
der Basispolynome bezüglich der Funktion Φ in erster Linie durch Vollständigkeits-
aussagen der hyperkomplexen Ableitung des Ausgangssystems (3.36) motiviert war
(q.v. [Cação et al. 2006]). Für die Lamé-Lösungen vom exakten Grad n ∈ N0 erge-
ben sich damit für die Funktion Φ genau 4n Ansatzfunktionen vom Grad n und für
die Funktion Ψ dementsprechend 2n + 3 Ansatzfunktionen vom Grad n + 1. Letz-
teres war in gewisser Weise auch zu erwarten, da die Funktion Ψ entsprechend des
verallgemeinerten Darstellungssatzes von Goursat (2.31) unmittelbar mit einer har-
monischen Funktion in Beziehung gesetzt wird und damit zu dimHn+1(S2) = 2n+3
korrespondiert.
Auf der Grundlage des Theorems 4.1 ist es nun analog zum Komplexen mög-
lich, die Lösung von Randwertaufgaben der linearen Elastizitätstheorie mit Hilfe
von polynomialen Reihenansätzen hinreichend genau zu approximieren. Die Ver-
wendung des linear unabhängigen Systems (3.36) zur Darstellung der Lamé-Basis
hat jedoch den Nachteil, dass einige strukturellen Eigenschaften der Ansatzsyste-
me verloren gehen. Diese allgemeine Charakterisierung ist aber genau dann von
Bedeutung, wenn andere polynomiale Ansatzsysteme zur Beschreibung der Funk-
tionen Φ und Ψ verwendet werden sollen. In diesem Zusammenhang stelle man sich
beispielsweise Ansatzsysteme vor, die nach Anwendung der Kelvin-Transformation
auf Funktionensysteme mit speziellen Singularitätseigenschaften führen. Um dabei
jedoch den aufwendigen Prozess der Bestimmung der linearen Abhängigkeiten des
Ausgangssystems zu vermeiden, ist eine strukturelle Klassiﬁkation der monogenen
Ausgangsfunktionen von besonderem Interesse. Dies gelingt nun unter Verwendung
des im vorangegangenen Kapitel entwickelten Orthonormalsystems (3.38). Hierzu
wird zunächst für ein festes n ∈ N0 die normierte Teilmenge der Basis (3.36) mit{
ψkn
}
k=1,...,2n+3
=
{
1
ψ
0
n,
2
ψ
m
n ,
3
ψ
m
n
}
m=1,...,n+1
=
{
X˜0,†n,0, X˜
m,†
n,0 , Y˜
m,†
n,0
}
m=1,...,n+1
bezeichnet. Dieses System ist bekanntlich vollständig im reell-linearen Unterraum A
von H.
Theorem 4.2 (nach [Cação 2004]). Das System
{
ψkn : k = 1, . . . , 2n+ 3
}
n∈N0 ho-
mogener H-holomorpher Polynome ist eine Orthonormalbasis in L2(B3;A;R)∩ker ∂¯.
Unter Beachtung der Beziehungen (4.4) wird für die Funktion Φ der Ansatz{
ϕln,R : l = 1, . . . , 4n+ 4
}
n∈N0 und für die Funktion Ψ der bereits reduzierten An-
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satz
{
ψkn : k = 1, . . . , 2n+ 3
}
n∈N gemacht. Die zu diesen Ansätzen korrespondieren-
den Lamé-Lösungen werden im Folgenden untersucht.
Lemma 4.2. Für das System
{U (ϕln,R, 0) , U (0, ψkn+1)}(l=1,...,4n+4,k=1,...,2n+5) von
polynomialen Lösungen des homogenen Lamé-Systems (1.13) vom exakten Grad
n ∈ N0 ergeben sich die folgenden Abhängigkeiten:
U
(
2
ϕ
n+1
n , 0
)
= −(n+ 1− 2α)
√
n+2
(2n+5)(n+1)
U
(
0,
2
ψ
n+1
n+1
)
,
U
(
3
ϕ
n+1
n , 0
)
= (n+ 1− 2α)
√
n+2
(2n+5)(n+1)
U
(
0,
3
ψ
n+1
n+1
)
,
 (4.7)
U
(
5
ϕ
n
n, 0
)
= n+1−2α
3
√
(2n+3)(n+2)
2(2n+5)(n+1)
U
(
0,
3
ψ
n
n+1
)
−
√
2n+1
3
U
(
3
ϕ
n
n, 0
)
,
U
(
6
ϕ
n
n, 0
)
= n+1−2α
3
√
(2n+3)(n+2)
2(2n+5)(n+1)
U
(
0,
2
ψ
n
n+1
)
+
√
2n+1
3
U
(
2
ϕ
n
n, 0
)
 (4.8)
und
U
(
0,
2
ψ
n+2
n+1
)
= U
(
0,
3
ψ
n+2
n+1
)
= 0. (4.9)
Beweis. Der Beweisansatz entspricht dem von Lemma 4.1 und kann daher auf ähn-
liche Weise nachvollzogen werden.
Aus den Beziehungen (4.7)-(4.9) folgt damit:
Theorem 4.3. Das System{
U
(
0,
1
ψ
0
1
)
, U
(
0,
2
ψ
1
1
)
, U
(
0,
3
ψ
1
1
)
, U
(
1
ϕ
0
n, 0
)
, U
(
2
ϕ
k
n, 0
)
, U
(
3
ϕ
k
n, 0
)
,
U
(
4
ϕ
0
n, 0
)
, U
(
5
ϕ
l
n, 0
)
, U
(
6
ϕ
l
n, 0
)
, U
(
0,
1
ψ
0
n+1
)
, U
(
0,
2
ψ
m
n+1
)
,
U
(
0,
3
ψ
m
n+1
)
, : k = 1, . . . , n, l = 1, . . . , n− 1, m = 1, . . . , n+ 1
}
n∈N
auf der Grundlage der Orthonormalbasis homogener H-holomorpher Polynome (3.38)
ist vollständig im Raum der quadratisch integrierbaren Lösungen der homogenen
Lamé-Gleichung (1.12).
Beweis. Analog zu Theorem 4.1.
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Korollar 4.1. Nach Theorem 4.3 können die H-holomorphen Ansatzfunktionen Φ,
Ψ der verallgemeinerten Kolosov-Muskhelishvili Formeln (2.38)-(2.41) allgemein
durch
Φ∈(L2(B3;H)∩ker ∂¯)⊥ (ker ∂∩ker ∂¯) und Ψ∈(L2(B3;A)∩ker ∂¯)⊥ (ker ∂∩ker ∂¯)
charakterisiert werden.
Beweis. Zunächst ist festzustellen, dass die polynomialen Ansatzsysteme für Φ, Ψ in
den jeweiligen Funktionenräumen eine Orthonormalbasis bilden. Betrachtetet man
die Lamé-Polynome jeweils auf den linken Seiten der Gleichungen in Lemma 4.2,
so gehören die Ansatzfunktionen
{
2
ϕ
n+1
n ,
3
ϕ
n+1
n ,
5
ϕ
n
n,
6
ϕ
n
n
}
n∈N
und
{
2
ψ
n+2
n+1,
3
ψ
n+2
n+1
}
n∈N0
allesamt zur Menge der monogenen Konstanten. Für die Funktion Φ bilden die-
se Polynome nach Theorem 3.11 eine Basis im unendlich dimensionalen Teilraum
ker ∂ ∩ ker ∂¯, wodurch also Φ ∈ (L2(B3;H) ∩ ker ∂¯)⊥ (ker ∂ ∩ ker ∂¯) folgt. Entspre-
chend lässt sich auch im Fall der Funktion Ψ argumentieren, da hier die Menge{
1,
2
ψ
n+1
n ,
3
ψ
n+1
n
}
n∈N0
eine Basis im unendlich dimensionalen Teilraum der monoge-
nen Konstanten in L2(B3;A) ∩ ker ∂¯ ist.
4.2 Unbestimmtheitsgrad der Funktionen Φ und Ψ
Es soll sich nun mit der Frage beschäftigt werden, inwieweit sich zwei beliebige mo-
nogene Funktionen Φ ∈ (L2(B3;H) ∩ ker ∂¯)⊥ (ker ∂ ∩ ker ∂¯) und Ψ ∈ (L2(B3;A) ∩
ker ∂¯
)⊥ (ker ∂ ∩ ker ∂¯) durch die Vorgabe des Spannungszustandes bzw. der Ver-
schiebungen der Punkte des Körpers eindeutig bestimmen lassen. Gesucht sind also
die Anteile der Funktionen Φ und Ψ, welche im Kern der Spannungsfunktionen
liegen. Da das im vorangegangenen Abschnitt konstruierte System eine Basis im
Raum der quadratisch integrierbaren Lamé-Lösungen ist, kann es sich bei den ge-
suchten Anteilen bekanntermaßen nur um lineare Funktionen handeln. Zuerst wird
die Bestimmtheit der Funktionen Φ und Ψ bei vorgegebenem Spannungszustand
untersucht, indem für den linearen Anteil ein allgemeiner Ansatz in den jeweiligen
Basissystemen gemacht wird. Aus Symmetriegründen und entgegen Korollar 4.1
werden für den allgemeinen linearen Ansatz auch diejenigen monogenen Konstan-
ten angesetzt, welche nicht im Kern der Verschiebungsgleichung liegen (q.v. Lemma
4.2). Um die dabei entstehenden Ausdrücke möglichst einfach zu halten, werden
außerdem geeignete reelle Vielfache der unnormierten Basiselemente verwendet.
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4.2.1 Vorgabe des Spannungszustandes
Zuerst werden die Spannungen σx, σy, σz, τxy, τyz, τxz als vorgegeben betrachtet.
Nach Konstruktion sind diese durch die folgenden Beziehungen mit Φ, Ψ verknüpft:
S
i
(Φ,Ψ) := σx + σy + σz = (4− α)
(
∂0Φ + ∂0Φ
)
= 2(4− α) Sc[∂0Φ], (4.10)
S
ii
(Φ,Ψ) := σx − σy − σz + 2e1τxy + 2e2τxz
= 2
[
x∂0∂0Φ + z1∂0∂1Φ + z2∂0∂2Φ−Ψ∂0∂0
]
+ (α− 2)
(
∂0Φ + ∂0Φ
)
+ (α− 1)
(
∂0Φ + e3∂0Φe3
)
,
(4.11)
S
iii
(Φ,Ψ) := 2τxy + e1(−σx + σy − σz) + 2e2τyz
= 2
[
x∂1∂0Φ + z1∂1∂1Φ + z2∂1∂2Φ−Ψ∂1∂0
]
+ (2− α)∂1Φ
+ 2e1∂0Φ− α
(
e1∂0Φ + e3∂2Φ
)
+ (α− 1)(∂1Φ− e3∂1Φe3) .
(4.12)
Unbestimmtheitsgrad der Funktion Φ
Nach Theorem 4.3 ist der Unbestimmtheitsgrad der monogenen Funktion Φ gleich-
bedeutend mit der Bestimmung desjenigen linearen Anteils der Funktion, welcher
im Kern aller Spannungsfunktionen (4.10)-(4.12) liegt. Daher wird zunächst Ψ zu
Null gesetzt und für Φ der inM0(B3;H) ∪M1(B3;H) vollständige Ansatz
Φlinear := 2X
0,†
0,0 γ0 +X
0,†
1,0 γ1 +
1
3
(
X1,†1,0 − Y 1,†1,3
)
γ2
gemacht, wobei γi =
∑3
j=0 γ
j
i ej und γ
j
i ∈ R, i = 0, 1, 2. Setzt man diesen Ansatz in
die Spannungsgleichungen (4.10)-(4.12) ein, so erhält man ein lineares Gleichungs-
system in den Koeﬃzienten γji :
S
i
(Φlinear, 0)
!
= 0 = 2(4− α)γ01 ,
S
ii
(Φlinear, 0)
!
= 0 = 2(2− α)γ01 + (α− 1)
[
(γ11 + γ
0
2)e1 + (γ
2
1 + γ
3
2)e2
]
,
S
iii
(Φlinear, 0)
!
= 0 = (1− α)(γ11 + γ02) + 2
[
(α− 1)γ12 − γ01)
]
e1 + 2(α− 1)γ22e2.
Durch Lösen des Gleichungssystems lassen sich im obigen Ansatz die Koeﬃzienten
γ01 = γ
1
2 = γ
2
2 = 0 und γ
1
1 = −γ02 , γ21 = −γ32
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festlegen. Nach geeigneter Umbenennung der Koeﬃzienten und einfacher Umord-
nung ergibt sich die gesuchte Spannungskernfunktion für die Funktion Φ zu
Φker =
3∑
j=0
ξj ej − z1 (ξ4 + ξ6 e2) − z2 (ξ5 − ξ6 e1) ,
mit ξi ∈ R, i = 0, . . . , 6. Nach Voraussetzung besitzt diese die Eigenschaft, dass
S
i
(Φker, 0) = Sii(Φker, 0) = Siii(Φker, 0) = 0.
Unbestimmtheitsgrad der Funktion Ψ
Für die Funktion Ψ wird analog vorgegangen und dementsprechend die Funktion Φ
zu Null gesetzt. Der allgemeine Ansatz für die Funktion Ψ lautet dann
Ψlinear := X
0,†
1,0 δ0 −
2
3
X1,†1,0 δ1 −
2
3
Y 1,†1,0 δ2,
wobei δi ∈ R, i = 0, 1, 2. Wie eingangs erwähnt, werden dabei nur diejenigen Anteile
berücksichtigt, welche nicht im Kern der Verschiebungsgleichung1 liegen. Der Ansatz
ist demzufolge vollständig im Teilraum
(M0(B3;A)∪M1(B3;A))⊥ (ker ∂0∩ker ∂¯).
Durch Einsetzen der linearen Ansatzfunktion Ψlinear in die Spannungsgleichungen
(4.10)-(4.12) erhält man nach einfacher Rechnung
S
i
(0,Ψlinear) = Sii(0,Ψlinear) = Siii(0,Ψlinear) = 0.
Damit lässt sich die gesuchte Spannungskernfunktion für Ψ in der Form
Ψker = −z1
(
δ1 − δ0
2
e1
)
− z2
(
δ2 − δ0
2
e2
)
angeben. Diese ist äquivalent zum linearen Ansatz Ψlinear und es gilt
S
i
(0,Ψker) = Sii(0,Ψker) = Siii(0,Ψker) = 0.
Evaluierung der Ergebnisse bei vorgegebenem Spannungszustand
An dieser Stelle werden die erhaltenen Resultate zunächst kurz zusammengefasst.
Die Auswertungen zum Unbestimmtheitsgrad der Funktionen Φ ∈ (L2(B3;H) ∩
ker ∂¯
)⊥ (ker ∂∩ker ∂¯) und Ψ ∈ (L2(B3;A)∩ker ∂¯)⊥ (ker ∂∩ker ∂¯) in den verallge-
meinerten Kolosov-Muskhelishvili Formeln haben ergeben, dass bei vorgegebenem
1cf. Lemma 4.2
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Spannungszustand
• die Funktion Φ bis auf die lineare Funktion
Φker =
3∑
j=0
ξj ej − z1 (ξ4 + ξ6 e2) − z2 (ξ5 − ξ6 e1) ,
• die hyperkomplexe Ableitung der Funktion Φ bis auf die additive H-wertige
Konstante ∂0Φker = ξ4 e1 + ξ5 e2 + 2 ξ6 e3,
• die Funktion Ψ bis auf die lineare Funktion
Ψker = −z1
(
δ1 − δ0
2
e1
)
− z2
(
δ2 − δ0
2
e2
)
• und die hyperkomplexe Ableitung der Funktion Ψ bis auf die additive H-
wertige Konstante ∂0Ψker = δ0 + δ1 e1 + δ2 e2
bestimmt sind, wobei ξi ∈ R, i = 0, . . . , 6 und δj ∈ R, j = 0, . . . , 2. Umgekehrt
ändert sich der Spannungszustand des Gesamtkörpers oﬀenbar nicht, wenn man
Φ(x) durch Φ(x) +
∑3
j=0 ξj ej − z1 (ξ4 + ξ6 e2) − z2 (ξ5 − ξ6 e1) ,
Ψ(x) durch Ψ(x)− z1
(
δ1 − δ02 e1
) − z2 (δ2 − δ02 e2)
 (4.13)
und im Falle der hyperkomplexen Ableitungen
∂0Φ(x) durch ∂0Φ(x) + ξ4 e1 + ξ5 e2 + 2 ξ6 e3,
∂0Ψ(x) durch ∂0Ψ(x) + δ0 + δ1 e1 + δ2 e2
 (4.14)
ersetzt.
4.2.2 Vorgabe der Verschiebungskomponenten
Nun sollen die Verschiebungskomponenten u, v, w als vorgegeben betrachtet werden.
Dabei ist zu untersuchen, inwieweit sich die Zahl der willkürlichen Konstanten in
den betrachteten Funktionen Φ und Ψ vermindert. Bekanntlich sind die Spannungs-
komponenten durch Vorgabe der Verschiebungskomponenten eindeutig bestimmt,
was also bedeutet, dass keine anderen Terme als die in (4.13) auftreten können. So-
mit ist die Frage zu klären, ob die willkürlichen Terme Φker und Ψker einen Einﬂuss
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auf die Verschiebungskomponenten haben und wenn ja, ob sich dieser mechanisch
interpretieren lässt. Dazu werden die Funktionen Φ1 = Φ + Φker und Ψ1 = Ψ + Ψker
betrachtet. Durch Einsetzen der Ansätze in die Verschiebungsgleichung (4.1) erhält
man
U(Φ1,Ψ1) = U(Φ,Ψ) + U(Φker,Ψker)
= 2G(u+ e1v + e2w) + 2G(u0 + e1v0 + e2w0)
= 2G(u+ e1v + e2w) − 2α
(
ξ4 y + ξ5 z
)
+ (2α− 1)ξ0 − δ0
+ e1
[
2α
(
ξ4 x+ ξ6 z
)
+ (2α− 1)ξ1 + δ1
]
+ e2
[
2α
(
ξ5 x− ξ6 y
)
+ (2α− 1)ξ2 + δ2
]
.
Wie man erkennt, ergeben sich neben den Verschiebungskomponenten u, v, w zu-
sätzliche Anteile der Form
u0 = −α ξ4
G
y − α ξ5
G
z +
(2α− 1)ξ0 − δ0
2G
,
v0 =
α ξ4
G
x +
α ξ6
G
z +
(2α− 1)ξ1 + δ1
2G
,
w0 =
α ξ5
G
x − α ξ6
G
y +
(2α− 1)ξ2 + δ2
2G
,
welche bekanntlich starre Verschiebungen des Gesamtkörpers2 ausdrücken. Da nach
(4.13) die willkürlichen Terme Φker und Ψker im Kern der Spannungsfunktionen liegen,
also mit anderen Worten den Spannungszustand des Gesamtkörpers unverändert
lassen, können die mit diesen Anteilen verknüpften Verschiebungskomponenten auch
nur Starrkörperbewegungen3 beschreiben. Wegen (4.13) und (4.14) werden zunächst
die Bezeichnungen
ξ =
3∑
j=0
ξj ej, ξ
′ = ξ4 e1 + ξ5 e2 + 2 ξ6 e3 und δ = δ0 + δ1 e1 + δ2 e2
eingeführt. Unter Verwendung dieser Notation lässt sich nun rein formal feststellen,
dass eine Substitution vom Typ (4.13) nur dann ohne Veränderung der Verschie-
bungen durchgeführt werden kann, wenn
ξ′ = 0 und (2α− 1) ξ − δ¯ = 0
2cf. Kapitel 1.1.2
3Translation, Rotation
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gilt. Demzufolge können die Konstanten ξ, ξ′, δ bei vorgegebenen Verschiebungen
nicht willkürlich gewählt werden, da bereits nach Vorgabe einer der Konstanten ξ, δ
die jeweils andere festgelegt wird.
4.2.3 Eindeutige Bestimmung von Φ und Ψ bei vorgegebenen
Spannungen und Verschiebungen
Abschließend sollen noch einige Möglichkeiten diskutiert werden, wie sich die in
den Funktionen Φ, Ψ auftretenden willkürlichen Konstanten ﬁxieren lassen. Ohne
Einschränkung der Allgemeinheit wird davon ausgegangen, dass der Koordinatenur-
sprung innerhalb des betrachteten Körpers liegt. Nach (4.13) und (4.14) lassen sich
die Konstanten ξ, ξ′, δ bei vorgegebenen Spannungen durch
Φ(0) = 0, Vec
[
∂0Φ(x)
]∣∣∣
x=0
= 0 und ∂0Ψ(x)
∣∣∣
x=0
= 0 (4.15)
festlegen. Durch die erste Gleichung wird ξ, durch die zweite ξ′ und durch die dritte
Gleichung δ bestimmt. Damit legen die Bedingungen (4.15) die Funktionen Φ und
Ψ eindeutig fest, wodurch keine weiteren Wahlmöglichkeiten existieren.
Im Vergleich dazu ist es bei vorgegebenen Verschiebungen ausreichend, die Kon-
stante ξ′ und eine der Konstanten ξ, δ festzulegen. Dies lässt sich entweder durch
die Bedingung
Φ(0) = 0, Vec
[
∂0Φ(x)
]∣∣∣
x=0
= 0 oder ∂0Ψ(x)
∣∣∣
x=0
= 0, Vec
[
∂0Φ(x)
]∣∣∣
x=0
= 0
erreichen, was in beiden Fällen zur eindeutigen Bestimmung der Funktionen Φ und
Ψ führt.
4.3 Zusammenfassung
Ziel dieses Kapitels war die explizite Konstruktion einer polynomialen Basis im
Raum der quadratisch integrierbaren Lösungen der homogenen Lamé-Gleichung,
wobei im Speziellen die aus den verallgemeinerten Kolosov-Muskhelishvili Formeln
resultierende Lösungsstruktur zu berücksichtigen war. Für die Beschreibung der mo-
nogenen Funktionen Φ und Ψ wurden R-lineare Ansatzsysteme verwendet, da diese
dem Raum eine feinere Struktur aufprägen und somit die Berechnungen relativ über-
schaubar bleiben. Dieses Vorgehen führte letztendlich zum gewünschten Resultat,
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wodurch eine Lamé-Basis mit Hilfe der in dieser Arbeit diskutierten, homogenen
H-holomorphen Polynome explizit angegeben werden konnte. Durch die besonde-
ren strukturellen Eigenschaften der verwendeten Ansatzsysteme ließ sich für die
Funktionen Φ und Ψ eine generelle Charakterisierung ableiten, was eine praktische
Evaluierung beliebiger monogener Funktionensysteme, die als Ansatzsystem für die
verallgemeinerten Kolosov-Muskhelishvili Formeln verwendet werden sollen, stark
vereinfacht. Methodisch gesehen ließe sich dies beispielsweise über eine Bergman-
Kernfunktion bezüglich der monogenen Konstanten der jeweiligen Räume H bzw. A
realisieren, was mit den angegebenen Basissystemen prinzipiell möglich sein sollte,
da aufgrund des L2-Zerlegungssatzes die monogenen Konstanten eine Orthonormal-
basis des unendlich dimensionalen Teilraumes ker ∂0 ∩ ker ∂¯ bilden. Dabei werden
genau diejenigen Anteile des zu untersuchenden Systems von der jeweiligen Kern-
funktion reproduziert, welche zu den monogenen Konstanten korrespondieren. Diese
können dann entweder aus der Menge der Ansatzfunktionen entfernt werden oder
aber in Form von Nebenbedingungen in die Lösung des Randwertproblems integriert
werden.
Schließlich wurden die monogenen Funktionen Φ und Ψ hinsichtlich ihres Unbe-
stimmtheitsgrades untersucht. Hierbei ließen sich exakte Beziehungen für den Kern
der Spannungsgleichungen angeben und Möglichkeiten zur eindeutigen Bestimmung
von Φ und Ψ bei vorgegebenen Spannungen bzw. Verschiebungen aufzeigen. Abge-
sehen von der Raumdimension sind die hierbei erhaltenen räumlichen Beziehungen
den komplexen Beziehungen strukturell erneut sehr ähnlich, was eine formale Über-
tragung der komplexen Methodik auf den hyperkomplexen Fall auf intuitivem Weg
ermöglicht.
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Kapitel 5
Numerische Beispiele und weitere
Anwendungen
Man kann beim Studium der Wahrheit drei Hauptziele haben: einmal, sie zu
entdecken, wenn man sie sucht; dann: sie zu beweisen, wenn man sie besitzt;
und zum letzten: sie vom Falschen zu unterscheiden, wenn man sie prüft.
Blaise Pascal
Gegenstand dieses abschließenden Kapitels sind einige einführende Beispiele, anhand
derer die in dieser Arbeit entwickelten Verfahren und Ansatzsysteme angewendet
und evaluiert werden sollen. Ein wesentlicher Teil beschäftigt sich dabei mit der
Lösung von Randwertproblemen auf der Grundlage der verallgemeinerten Kolosov-
Muskhelishvili Formeln. Bekannte Lösungsdarstellungen der Lamé-Gleichung wer-
den verwendet, um die entwickelte Lamé-Basis hinsichtlich ihrer Approximationsei-
genschaften und der numerischen Stabilität zu untersuchen und qualitativ bewerten
zu können. Die Evaluierung beschränkt sich dabei jedoch auf die Lösung von Rand-
wertproblemen im Gebiet der Einheitskugel, da die theoretischen Grundlagen für
die Konstruktion der verallgemeinerten Kolosov-Muskhelishvili Formeln1 sowie für
die polynomiale Lamé-Basis2 nur für das Innengebiet ausführlich bewiesen wurden.
Im Zuge dessen werden außerdem einige weiterführende Verfahren, die im Verlauf
der Arbeit zunächst als Ausblick formuliert wurden, in ihrer prinzipiellen Ansatzidee
erläutert und anhand eines konkreten Anwendungsbeispiels exemplarisch demons-
triert. Auf einen exakten Beweis wird dabei jedoch verzichtet.
1Satz von Goursat
2Ansatzsysteme für Φ, Ψ auf der Grundlage der R-linearen Orthonormalbasis, L2-Zerlegungssatz
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Neben den Betrachtungen zu den verallgemeinerten Kolosov-Muskhelishvili An-
sätzen werden ferner einige weitere Anwendungsbereiche der in dieser Arbeit kon-
struierten monogenen Potenz- und Laurentreihenentwicklungen diskutiert, welche
die besonderen strukturellen Eigenschaften der Basissysteme und das daraus re-
sultierende Anwendungspotential im Hinblick auf klassische Problemstellungen der
räumlichen Funktionentheorie verdeutlichen sollen.
5.1 Approximation der Kelvin-Lösung
In diesem ersten Beispiel sollen die Approximationseigenschaften der Lamé-Basis3
studiert werden. Gegenstand der folgenden Betrachtungen sei die so genannteKelvin-
Lösung
UKelvin(x− x˜) = (4α− 1) F
16piGα |x− x˜| +
(x− x˜) F (x− x˜)
16piGα |x− x˜|3 , (5.1)
mit F = Fx + e1Fy + e2Fz und x˜ = x˜ + e1y˜ + e2z˜, welche die bekannte Funda-
mentallösung für eine im Punkt x˜ des unendlich ausgedehnten elastischen Körpers
angreifende Einzelkraft F beschreibt. Die Gleichung (5.1) ist ferner von Bedeutung,
da sich durch diese auch Lösungen für Kraftgruppen und für verteilte Kräfte super-
ponieren lassen. Im Weiteren erkennt man, dass die Verschiebungen an der Kraftan-
griﬀstelle x˜ eine Singularität der Ordnung 1
r
besitzen, wobei r = |x−x˜|. Im Vergleich
zur Fundamentallösung einer Einzelkraft in der unendlich ausgedehnten elastischen
Ebene4 kommt es also im dreidimensionalen Fall zu einem schnelleren Abklingen der
Verschiebungen.
5.1.1 Evaluierung der Konvergenzeigenschaften
Anhand der Kelvin-Lösung soll die Lamé-Basis zunächst qualitativ hinsichtlich ihrer
Konvergenzeigenschaften bei der Lösung von Randwertproblemen untersucht wer-
den. Dazu wird das Gebiet der Einheitskugel B3 := B3(0, 1m) betrachtet und die bes-
te Approximation der durch die Kelvin-Lösung vorgegebenen Randverschiebungsda-
ten auf S2 bestimmt. Durch die Variation des Angriﬀspunktes x˜ ∈ {1.1m, 1.5m, 2.0m,
5.0m, 10.0m
}
der Einzelkraft F und damit des Abstandes der Singularität vom be-
trachteten Gebiet wird eine lokale Schwankung der Randverschiebungen simuliert
und deren Auswirkung auf die Konvergenzgeschwindigkeit des Verfahrens unter-
sucht. Im Hinblick auf die Approximation von Lösungen im Nahfeld geometrischer
3q.v. Theorem 4.3
4Singularität der Ordnung ln r am Kraftangriﬀspunkt
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Singularitäten lässt sich mit Hilfe dieser theoretisch einfachen Randwertaufgabe ein
hoher Anwendungsbezug herstellen, da hierbei eine rationale Funktion speziell durch
eine polynomiale Basis approximiert wird. Die Abbildung 5.1 fasst die für die Be-
rechnung gewählten Geometrie- und Materialparameter zusammen.
Abbildung 5.1: Geometrie- und Materialparameter für die Approximation der
Kelvin-Lösung.
Zur Implementierung der Beispielrechnung wird das Computer-Algebra-System
Maple c© in der Version 9 verwendet. Diese Entscheidung lässt sich vor allem da-
durch begründen, dass Maple c© eine rein symbolische Beschreibung und Auswer-
tung der Berechnung ermöglicht, wodurch die in dieser Arbeit entwickelten Ansätze
und Verfahren, welche ausnahmslos in expliziter Form vorliegen, quasi eins zu eins
in den entsprechenden Programmcode umgesetzt werden können. Rundungsfehler
und numerische Instabilitäten des Verfahrens werden daher vollständig vermieden.
Für praktische Belange ist dieses Vorgehen jedoch eher ungeeignet, da die symbo-
lische Berechnung der Lösung mit einem größeren Speicher- und Rechenzeitbedarf
einhergeht. Das Hauptaugenmerk dieser Beispielrechnung soll vorerst aber auf der
qualitativen Beurteilung des reinen Approximationsfehlers sowie der Konvergenzge-
schwindigkeit des Verfahrens liegen, wodurch der zeitliche Aspekt der Berechnung
als zweitrangig eingestuft wird. Ein weiterer wesentlicher Grund für die Verwendung
von Maple c© liegt in der Nutzung des Maple c©-Programmmoduls QuatPackage,
welches durch den Autor in Zusammenarbeit mit K. Gürlebeck und P. Milde
entwickelt und als integraler Bestandteil des Lehrbuches [Gürlebeck et al. 2006] be-
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reits publiziert wurde. Dieses Softwarepaket erweitert die Grundfunktionalitäten des
Programmsystems Maple c© um spezielle Berechnungsfunktionalitäten für die Alge-
bra reeller Quaternionen und beinhaltet eine umfassende Polynomdatenbank, welche
dem Anwender über vordeﬁnierte Schnittstellen zur Verfügung steht. Alle in dieser
Arbeit entstandenen Ansätze und Verfahren wurden ebenfalls in diese Softwareum-
gebung eingebunden und in Form eines Zusatzmoduls prototypisch implementiert.
Für die qualitative Beurteilung der Approximationseigenschaften der Lamé-Basis
wird nun der relative Fehler zwischen der durch die Kelvin-Lösung vorgegebenen
Randverschiebungsfunktion UKelvin(ω) und der approximierten Randverschiebungs-
funktion Un(ω) bezüglich der L2-Norm bestimmt. Dies ist zulässig, da einerseits
die verwendeten Funktionensysteme jeweils vollständig in L2(B3;H;R) ∩ ker ∂¯ bzw.
L2(B3;A) ∩ ker ∂¯ sind und damit aus der Konvergenz der Reihenentwicklungen für
Φ, Ψ auch die Konvergenz der Lamé-Lösung folgt. Andererseits gilt für die Lamé-
Lösung ein abgeschwächtes Maximumprinzip, wonach die Qualität der Lösung für
die gesuchte Verschiebungsgleichung im betrachteten Gebiet im Wesentlichen von
der Approximationsgüte der vorgegebenen Randverschiebungsfunktion abhängt. Das
notwendige und hinreichende Konvergenzkriterium lautet damit∥∥UKelvin(ω)− Un(ω)∥∥L2(S2)∥∥UKelvin(ω)∥∥L2(S2) −→ 0 für n → ∞, (5.2)
wobei n den höchsten Grad der zur Approximation von Un(ω) verwendeten Ansatz-
funktionen bezeichnet. Die tatsächliche Anzahl der verwendeten Lamé-Polynome ist
Polynomialer Grad der Ansatzfunktionen n
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x˜ = 10.0m
x˜ = 1.1m
x˜ = 1.5m
x˜ = 2.0m
x˜ = 5.0m
0 1 2 3 4 5 6 7 8
10−8
10−6
10−4
10−2
100
Singularita¨t x˜ [m]
n N 1.1 1.5 2.0 5.0 10.0
0 3 .66e-00 .45e-00 .33e-00 .13e-00 .65e-01
1 12 .51e-00 .25e-00 .14e-00 .23e-01 .57e-02
2 27 .42e-00 .15e-00 .66e-01 .43e-02 .55e-03
3 48 .35e-00 .98e-01 .32e-01 .87e-03 .55e-04
4 75 .31e-00 .64e-01 .16e-01 .18e-03 .56e-05
5 108 .27e-00 .43e-01 .82e-02 .37e-04 .58e-06
6 147 .23e-00 .29e-01 .42e-02 .76e-05 .60e-07
7 192 .21e-00 .19e-01 .22e-02 .16e-05 .62e-08
8 243 .18e-00 .13e-01 .11e-02 .32e-06 .73e-09
Abbildung 5.2: Relativer L2-Fehler bei der Approximation der Kelvin-Lösung.
durch die Beziehung N =
∑n
s=0(6n + 3) = 3(n + 1)
2 gegeben. Der bei der Appro-
ximation der Kelvin-Lösung erhaltene relative L2-Fehler wurde für die gewählten
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Geometrieparameter5 in Abbildung 5.2 zusammengefasst. Wie zu erkennen ist, kon-
vergiert das Verfahren für alle gewählten Kraftangriﬀspunkte x˜ gleichmäßig und mit
exponentieller Konvergenzordnung, was aufgrund der Glattheit der vorgegebenen
Randverschiebungsfunktion UKelvin ∈ C∞(Ω;H) und des verwendeten Konvergenz-
kriteriums (5.2) auch so zu erwarten war. Ferner lässt sich feststellen, dass die lokale
Schwankung der Randfunktion, die in ihrer Intensität durch die jeweilige Entfernung
der Singularität vom Rand des Gebietes variiert, einen konstanten aber direkten
Einﬂuss auf die Konvergenzgeschwindigkeit besitzt. Für kleine Schwankungen in der
Randverschiebungsfunktion x˜ ≥ 5 erhält man bereits für sehr niedrige Ansatzgrade
n ≤ 2 einen relativen L2-Fehler kleiner als 1%. Bei großen Schwankungen in den
Randdaten x˜ ≤ 2 hingegen beträgt der relative L2-Fehler für den Approximations-
grad n = 8 im ungünstigsten Fall noch 18%. Eine signiﬁkante Verbesserung dieser
Konvergenzeigenschaften ließe sich mit Hilfe von Laurentreihenansätzen erzielen, da
durch die äußeren monogenen Funktionen eine genauere Anpassung der Lösung an
die Ordnung und damit an das Nahfeld der Singularität erhalten wird.
5.1.2 Evaluierung der Stabilitätseigenschaften
Neben den Konvergenzeigenschaften ist im Hinblick auf eine praxisorientierte Um-
setzung des Verfahrens unter Verwendung höherer Programmiersprachen6 die nu-
merische Stabilität von entscheidender Bedeutung. Um diese zu beurteilen, wird
durch eine Eigenwertanalyse die Konditionszahl der Gramschen Matrix des Berech-
nungsbeipiels bestimmt. Die Konditionszahl einer Matrix ist dabei als Quotient des
größten und kleinsten Eigenwertes der Matrix deﬁniert. In diesem Zusammenhang
sei noch einmal darauf hingewiesen, dass alle mitMaple c© erhaltenen Berechnungs-
ergebnisse exakt vorliegen und damit numerische Eﬀekte, die bereits bei der Eigen-
wertanalyse zur Verfälschung der Ergebnisse führen könnten, ausgeschlossen werden.
Weiterhin sei bemerkt, dass die zur Approximation der Funktionen Φ und Ψ ver-
wendeten Ansatzsysteme zwar Orthonormalsysteme sind - das resultierende Lamé-
System im Allgemeinen jedoch nicht. Um daher die Qualität der im Rahmen dieser
Arbeit entwickelten Lamé-Basis zu bewerten, werden zum Vergleich noch andere
Ansatzsysteme H-holomorpher Polynome zur Approximation der Potentialfunktio-
nen Φ und Ψ verwendet und hinsichtlich ihrer numerischen Stabilität untersucht.
5q.v. Abbildung 5.1
6e.g. C++, Java, etc.
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Folgende Ansatzsysteme werden außerdem betrachtet:
System ii: Orthonormalbasis nach [Cação et al. 2004]
Im Unterschied zur Lamé-Basis nach Theorem 4.3 wird bei diesem Ansatzsystem
für die Approximation der Funktion Φ die Orthonormalbasis nach [Cação et al.
2004] verwendet. Für die hier benötigten strukturellen Eigenschaften bedeutet dies
im Wesentlichen, dass zum einen die Teilmenge der monogenen Konstanten nicht
explizit separiert werden kann und dass zum anderen die hyperkomplexe Ableitung
der Fourierreihe nicht erneut auf eine Orthogonalreihe führt. Um daher eine Lamé-
Basis mit diesem Orthogonalsystem zu erhalten, werden für jeden Ansatzgrad n
die monogenen Konstanten sowie die nach der ersten Ableitung linear abhängigen
Ansatzfunktionen zu Null gesetzt. Der Ansatz für die Funktion Ψ bleibt gegenüber
System i unverändert.
System iii: Basis monogener Kugelfunktionen
Für das dritte Ansatzsystem werden sowohl für die Approximation der Funktion Φ
als auch der Funktion Ψ nur vollständige und im Allgemeinen nicht orthonormier-
te Systeme monogener Kugelfunktionen verwendet. Für ein festes n ∈ N0 wird die
Funktion Φ durch das in Bezug auf (3.36) reduzierte Ansatzsystem{
X0,†n,0, X
m,†
n,0 , Y
m,†
n,0 , X
0,†
n,3, X
l,†
n,3, Y
l,†
n,3
}
m=1,...,n,l=1,...,n−1
und die Funktion Ψ durch das Ansatzsystem{
X0,†n,0, X
m,†
n,0 , Y
m,†
n,0
}
m=1,...,n
approximiert. Anhand des Ranges der Gramschen Matrix und der bekannten Raum-
dimension polynomialer Lamé-Lösungen konnte für die betrachteten Approximati-
onsgrade (n ≤ 8) rechnerisch gezeigt werden, dass die gewählten Ansatzfunktionen
eine Basis bilden.
System iv: Basis verallgemeinerter Potenzen
Als viertes Ansatzsystem wird die Basis der verallgemeinerten Potenzen7 betrach-
tet. Anhand dieser Basis soll vor allem beispielhaft gezeigt werden, wie sich das
Orthonormalsystem (3.45) und seine strukturellen Eigenschaften nutzen lassen, um
aus einer beliebigen polynomialen Basis in L2(Ω;H)∩ ker ∂¯ eine polynomiale Lamé-
7q.v. Theorem 3.1 und Theorem 3.2
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Basis zu erhalten. Das prinzipielle Vorgehen wurde bereits im Ausblick des voran-
gegangenen Kapitels erläutert und soll hier nur kurz zusammengefasst werden. Den
Ausgangspunkt der Konstruktion bildet ein vollständiger Reihenansatz für die Funk-
tionen Φ und Ψ in der gegebenen Basis der verallgemeinerten Potenzen. Allgemein
lautet dieser für eine beliebige Funktion f ∈ L2(B3;H;H) ∩ ker ∂¯
f =
∞∑
n=0
n∑
j=0
~z ναν , mit αν =
3∑
s=0
αsνes und ν = (n− j, j). (5.3)
Nun sei an die im Kapitel 4.1 erhaltene Charakterisierung der Potentialfunktionen
erinnert, wonach
Φ ∈ (L2(B3;H)∩ker ∂¯)⊥ (ker ∂∩ker ∂¯) und Ψ ∈ (L2(B3;A)∩ker ∂¯)⊥ (ker ∂∩ker ∂¯).
Beide Funktionen sind demnach orthogonal zum unendlich dimensionalen Teilraum
der monogenen Konstanten, für den nach Theorem 3.11 die Elemente
{
ϕnn,H
}
n∈N0
eine Orthonormalbasis bilden. Demzufolge ist der Anteil der monogenen Konstanten
in der Reihendarstellung (5.3) durch eine Orthoprojektion auf diesen Teilraum zu
bestimmen. Um dies zu realisieren, soll für die Teilmenge der monogenen Konstanten(
ker ∂∩ker ∂¯) ⊂ (L2(B3;H)∩ker ∂¯ ) die Bergman-Kernfunktion konstruiert werden.
Zur Vereinfachung sei zunächst x = x0+x1e1+x2e2, ζ = x1−x2e3 und η = y1−y2e3.
Mit (3.45) und der Beziehung (3.58) ergibt sich der gesuchte Bergman-Kern explizit
zu
K(ζ,η) =
∞∑
n=0
ϕnn,H(ζ)ϕ
n
n,H(η) =
∞∑
n=0
(2n+ 3)(2n+ 1)!
pi 22n+2(n!)2
(ζ η)n .
Die Orthoprojektion der Funktion f ∈ L2(B3;H;H) ∩ ker ∂¯ auf den Teilraum der
monogenen Konstanten
(
ker ∂ ∩ ker ∂¯) ⊂ (L2(B3;H) ∩ ker ∂¯ ) ist dann durch das
innere Produkt des Bergman-Kerns und der Funktion f gegeben. Die Bedingung für
die Fixierung des Anteils der monogenen Konstanten in (5.3) lautet somit
0 = < K(ζ,η), f(x) >(B3,H) =
∫
B3
K(ζ,η) f(x) dV,
woraus sich durch Koeﬃzientenvergleich die Beziehungen in der linken Spalte von
Abbildung 5.3 ergeben. Wie bereits im vorangegangenen Kapitel angedeutet wurde,
lässt sich der Teilraum der monogenen Konstanten bezüglich der Basis der symme-
trischen Potenzen nicht explizit in Form von einzelnen Basiselementen separieren,
sondern liegt vielmehr als spezielle Linearkombination aller Basiselemente vor.
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Schließlich sind noch die Nebenbedingungen aufzustellen, damit die Funktion Ψ
auf die Untermenge A abbildet, was also bedeutet, dass für eine beliebige Funktion
f ∈ L2(B3;H;H) ∩ ker ∂¯ gelten muss: 0 =
[
f
]
3
und 0 = ∂¯f . Diese Bedingungen
lassen sich unter Verwendung des Reihenansatzes (5.3) explizit auﬂösen, wonach ein
Koeﬃzientenvergleich die in der rechten Spalte der Abbildung 5.3 angegebenen Ne-
benbedingungen liefert. Dieses Resultat ﬁndet sich in einem anderen Zusammenhang
bereits in [Cruz et al. 2006].
Damit sind nun alle Nebenbedingungen für die Konstruktion einer Lamé-Basis
auf der Grundlage der verallgemeinerten Potenzen bekannt. Methodisch gesehen
Abbildung 5.3: Nebenbedingungen für die Konstruktion einer Lamé-Basis auf der
Grundlage der verallgemeinerten Potenzen.
können diese nun entweder zusätzlich in das jeweilige Gleichungssystem zur Lösung
der Randwertaufgabe aufgenommen oder aber bereits in die Reihenansätze für Φ
und Ψ integriert werden. Um die Dimension der Gramschen Matrix und die Art
der Matrixeinträge mit den anderen Ansatzsystemen vergleichbar zu halten, wird
im Rahmen dieses Berechnungsbeispiels letzteres Vorgehen angewendet.
Die Evaluierung der numerischen Stabilität der Ansatzsysteme i-iv anhand der
Konditionszahl der jeweiligen Gramschen Matrix führt auf die in der Tabelle der
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Abbildung 5.4 zusammengefassten Ergebnisse. In den Diagrammen der Abbildung
5.4 werden diese Resultate nochmals in halb-logarithmischer Darstellung aufberei-
tet, wobei die Entwicklung der Konditionszahl einmal in Bezug auf den polyno-
mialen Grad n (q.v. Diagramm auf der linken Seite) und einmal in Bezug auf die
tatsächliche Anzahl N der Ansatzfunktionen (q.v. Diagramm auf der rechten Sei-
te) aufgetragen ist. Wie die Ergebnisse zeigen, unterscheiden sich die betrachteten
Ansatzsysteme hinsichtlich ihrer numerische Stabilität sehr deutlich voneinander.
Die Gramsche Matrix des Systems iii ist dabei am schlechtesten konditioniert. Die
Konditionszahl besitzt bei diesem System ein ausgeprägt exponentielles Wachstum
und erreicht bereits zum Grad n = 4 eine Größe von ≈ 7e+06. Ähnlich verhält es
sich bei System iv, dessen Konditionszahl ebenfalls exponentiell, jedoch mit einer
geringeren Wachstumsrate (≈ 3e+06 für n = 7) ansteigt. Aus diesem Grund sind die
Polynomialer Grad der Ansatzfunktionen n
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N 3 12 27 48 75 108 147 192 243
System i 1.33 15.03 63.53 129.88 231.64 383.29 619.48 950.79 1386.64
System ii 1.33 74.08 190.17 391.25 908.78 1886.67 3573.77 6296.19 10466.80
System iii 2.25 531.79 53842.20 6.65e+06 1.12e+09 2.47e+11 6.98e+13 2.46e+16 1.06e+19
System iv 4.00 18.74 159.57 1051.91 8133.47 57262.52 3.87e+05 2.49e+06 1.56e+07
Abbildung 5.4: Konditionszahl der Gramschen Matrix.
Systeme iii und iv für eine numerische Umsetzung als sehr ungeeignet einzustufen,
da bereits bei einem relativ niedrigen Approximationsgrad erhebliche Stabilitätspro-
bleme auftreten können. Die Hauptursache hierfür liegt vermutlich in den fehlenden
Orthonormalitätseigenschaften der zur Approximation von Φ und Ψ verwendeten
polynomialen Basissysteme, was sich aus praktischer Sicht nur durch ein aufwen-
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diges Orthogonalisierungsverfahren8 beheben ließe. In Bezug auf System iv könnte
ein weiterer Grund für die schlechte Konditionierung der Gramschen Matrix darin
liegen, dass die Einarbeitung der Nebenbedingungen (cf. Abbildung 5.3) aufgrund
der Vergleichbarkeit der Systeme i-iv bereits in den Reihenansätzen erfolgte. Da
sich jedoch eine monogene Konstante der Orthonormalbasis (3.45) vom Grad n nur
als Reihe über alle verallgemeinerten Potenzen vom Grad n darstellen lässt, könnte
im Prinzip jedes Element der Reihe entfernt werden, um die jeweiligen Freiheitsgra-
de zu ﬁxieren. Nach Konstruktion der verallgemeinerten Potenzen hat jedoch ein
willkürliches Streichen der Basiselemente, wie im Beispiel durch Lösen des zugehö-
rigen Gleichungssystems der Freiheitsgrade vorab geschehen, starke Auswirkungen
auf die Symmetrie des Ansatzsystems und damit möglicherweise auch auf die nu-
merische Stabilität des Verfahrens. Im Fall der verallgemeinerten Potenzen sollten
daher die Nebenbedingungen entweder als zusätzliche Gleichungen in das globa-
le Gleichungssystem integriert oder aber nach einer bestimmten Strategie, welche
die Symmetrieeigenschaften des Ansatzsystems berücksichtigt, in die Reihenansätze
eingearbeitet werden. Im Rahmen dieses Beispiels soll darauf jedoch nicht weiter
eingegangen werden.
Betrachtet man im Gegensatz dazu die Systeme i und ii auf der Grundlage voll-
ständiger Orthonormalsysteme, so lässt sich zunächst allgemein feststellen, dass die
jeweiligen Matrizen weitaus besser konditioniert sind. Im direkten Vergleich der bei-
den Systeme wird jedoch deutlich, dass auch hier signiﬁkante Unterschiede bestehen.
Anhand der Abbildung 5.4 (Diagramm auf der rechten Seite) erkennt man, dass für
das System ii ein ausgeprägt quadratisches Wachstum der Konditionszahl vorliegt,
wo hingegen die Konditionszahl des Systems i nur annähernd linear wächst. So-
mit wird das Wachstum der Konditionszahl durch die in dieser Arbeit konstruierte
Lamé-Basis (System i) gegenüber System ii um nahezu eine Wachstumsordnung
verringert, was die numerische Stabilität der Ansätze wesentlich verbessert.
Zusammenfassend lässt sich feststellen, dass für die numerische Stabilität neben
den Orthogonalitätseigenschaften der zur Approximation der Potentialfunktionen
Φ und Ψ verwendeten Ansatzsysteme ferner die strukturellen Eigenschaften dieser
Systeme von Bedeutung sind. Für System i lassen sich die strukturellen Vorteile
gegenüber System ii auf der Grundlage der Orthonormalbasis nach [Cação et al.
2004] im Wesentlichen auf die Orthogonalitätseigenschaften bezüglich der hyper-
8e.g. Gram-Schmidt-Verfahren, Cholesky-Verfahren, etc.
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komplexen Ableitung der Ansatzfunktionen und auf die eindeutige Separierbarkeit
der monogenen Konstanten zurückführen.
5.2 Faktorisierung des Laplace-Operators
Harmonische Funktionen spielen eine bedeutende Rolle bei der Lösung von partiellen
Diﬀerentialgleichungen der mathematischen Physik9. Im Kapitel 2.2.3 wurde bereits
auf den Zusammenhang zwischen H-holomorphen und harmonischen Funktionen
hingewiesen. Bekanntlich lässt sich jede Lösung f ∈ C2(B3;H) der Potentialglei-
chung ∆f = 0 über die Faktorisierung des Laplace-Operators ∆ = 4 ∂0∂¯0 in einen
H-holomorphen und einen H-anti-holomorphen Anteil zerlegen. Neben den struk-
turellen Aussagen einer solchen Zerlegung liegt der praktische Vorteil insbesondere
darin, dass die Ordnung der zu lösenden Diﬀerentialgleichung reduziert wird. An-
stelle einer partiellen Gleichung ii. Ordnung sind nun zwei partielle Gleichungen i.
Ordnung zu lösen.
Mit den in dieser Arbeit entwickelten Basissystemen und Orthogonalreihenent-
wicklungen lässt sich die Faktorisierung einer harmonischen Funktion auf konstrukti-
vem Weg sehr einfach realisieren. Dies soll im Folgenden kurz erläutert und an einem
einfachen Beispiel demonstriert werden. Ausgangspunkt der Betrachtungen sei die
H-holomorphe Orthonormalbasis (3.45). Wie sich analog zum Beweis des Theorems
3.8 zeigen lässt, liefert die Transformation der Basiselemente nach Beziehung (2.14)
auf direktem Weg eine Orthonormalbasis homogener H-anti-holomorpher Polynome{
ϕ̂mn,H : m = 0, . . . , n
}
n∈N0 in L
2(B3;H;H) ∩ ker ∂. Für die Zerlegung des Hilbert-
Raumes L2(B3;H;H) ∩ ker ∆ folgt daher, dass das System der H-holomorphen und
H-anti-holomorphen Polynome{
ϕln,H : l = 0, . . . , n− 1
}
n∈N0︸ ︷︷ ︸
1©
∪
{
ϕnn,H
}
n∈N0︸ ︷︷ ︸
2©
∪
{
ϕ̂mn,H : m = 0, . . . , n− 1
}
n∈N0︸ ︷︷ ︸
3©
eine Basis in L2(B3;H;H) ∩ ker ∆ bilden. Wie aus der formellen Faktorisierung zu
erwarten war und nun auch anhand der neuartigen Orthonormalbasis sichtbar wird,
lässt sich der Hilbert-Raum L2(B3;H;H) ∩ ker ∆ zunächst symmetrisch in einen H-
holomorphen Anteil 1© und in einen H-anti-holomorphen Anteil 3© zerlegen. Der
Anteil 2© ist im Kern beider Diﬀerentialoperatoren deﬁniert und führt daher in
9e.g. Poisson-Gleichung, Helmholtz-Gleichung, etc.
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natürlicher Weise auf die Menge der monogenen Konstanten, welche nach Theorem
3.11 eine Orthonormalbasis in diesem Teilraum bilden. Für feste n ∈ N0 ergeben
sich damit jeweils n H-holomorphe bzw. H-anti-holomorphe Polynome sowie eine
monogene Konstante und damit erwartungsgemäß 2n + 1 polynomiale Lösungen10
der Potentialgleichung.
Praktisch gesehen lässt sich die Faktorisierung mit Hilfe der Orthogonalreihen
dann sowohl über einen lokalen Taylorreihenansatz11 als auch über einen globa-
len Fourierreihenansatz realisieren. Für den letztgenannten Ansatz soll daher noch
die numerische Stabilität des Verfahrens beurteilt werden. Für feste n, p ∈ N0 sei-
en ϕln,H, l = 0, . . . , n und ϕ̂mp,H, m = 0, . . . , p zwei beliebige homogene Polynome
der H-holomorphen bzw. der H-anti-holomorphen Orthonormalbasis. Für das inne-
re Produkt der Ansatzfunktionen lässt sich zeigen, dass
< ϕln,H, ϕ̂
m
p,H >(B3,H) =

2l + 1
2n+ 1
: n = p ∧ l = m,
0 : n 6= p ∨ l 6= m.
Die zugehörige Gramsche Matrix Gn ist damit nur schwach besetzt, wie Abbildung
5.5 verdeutlicht. Erneut bezeichnet n den maximalen Grad und N =
∑n
s=0(2s+1) =
(n + 1)2 die tatsächliche Anzahl der verwendeten Ansatzfunktionen. Für Gn wird
Eigenwerte
n N λmin λmax λmax/λmin
0 1 1 1 1
1 4 2/3 4/3 2
2 9 2/5 8/5 4
3 16 2/7 12/7 6
4 25 2/9 16/9 8
5 36 2/11 20/11 10
10 121 2/21 40/21 20
20 441 2/41 80/41 40
50 2601 2/101 200/101 100
Abbildung 5.5: Gramsche Matrix und Eigenwertanalyse für die ∆-Faktorisierung.
außerdem für hinreichend große Ansatzgrade n eine Eigenwertanalyse durchgeführt.
Die guten Struktureigenschaften der Matrix ermöglichen dabei eine exakte Berech-
nung der Eigenwerte. Die erhaltenen Ergebnisse für den kleinsten und größten Ei-
10cf. Kapitel 3.2
11cf. Beispiel 5.1 am Ende dieses Abschnitts
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genwert, λmin und λmax, sowie die Konditionszahl λmax/λmin sind in der Tabelle
der Abbildung 5.5 zusammengefasst. Für ein festes n ∈ N lassen sich daraus die
allgemeinen Beziehungen
λmin =
2
2n+ 1
, λmax =
4n
2n+ 1
und damit
λmax
λmin
= 2n
ableiten. Mit Bezug auf die tatsächliche Anzahl der Ansatzfunktionen N entwickelt
sich die Konditionszahl demzufolge wie 2(
√
N− 1).
Beispiel 5.1. Als abschließendes Beispiel soll die reell harmonische Funktion
f(x) =
1
|x− 1|
über einen Taylorreihenansatz faktorisiert werden. Dazu wird zuerst ∂0 auf die har-
monische Ausgangsfunktion angewendet. Die resultierende H-holomorphe Funktion
lässt sich dann im Ursprung in eine monogene Taylorreihe
∂0f(x) =
∞∑
k=0
k + 1
2
A0k(x)
entwickeln. Die erhaltene Reihe besitzt den Konvergenzradius ρ = 1 und konvergiert
demnach gleichmäßig im Gebiet |x| < 1. Eine Primitivierung der Reihe liefert dann
den gesuchten H-holomorphen Anteil 1© der Ausgangsfunktion
f1(x) = PH
[
∂0f(x)
]
=
∞∑
k=0
1
2
A0k+1(x).
Der H-anti-holomorphe Anteil 3© lässt sich auf ähnliche Weise bestimmen. Die da-
zu notwendigen funktionentheoretischen Werkzeuge (H-anti-holomorphe Taylorreihe
und Primitive) und deren strukturelle Eigenschaften können vollkommen analog zur
monogenen Herleitung bewiesen werden. Durch Primitivierung der anti-monogenen
Taylorreihenentwicklung von ∂¯0f(x) erhält man entsprechend
f3(x) = P̂H
[
∂¯0f(x)
]
=
∞∑
k=0
1
2
Â0k+1(x).
Letztendlich bleibt noch der Anteil 2© der monogenen Konstanten zu bestimmen,
der sich bei dieser Funktion in einfacher Weise zu f(0) = 1 ergibt. Somit lautet die
gesuchte Faktorisierung der Ausgangsfunktion
f(x) =
1
|x− 1| = 1 +
1
2
∞∑
k=0
A0k+1(x) +
1
2
∞∑
k=0
Â0k+1(x),
welche erwartungsgemäß mit der reellen Taylorreihenentwicklung der Funktion f(x)
im Ursprung identisch ist.
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5.3 Charakterisierung des Dirichlet-Raumes
Dieser Abschnitt zeigt eine weitere Anwendung der im Rahmen dieser Arbeit kon-
struierten Orthogonalreihen, nämlich die Möglichkeit der Charakterisierung von
Funktionenräumen. Hier sollen nun im Speziellen einige EigenschaftenH-holomorpher
Funktionen diskutiert werden, welche zum bekannten Dirichlet-Raum gehören. Im
Falle komplex-holomorpher Funktionen ist der Dirichlet-Raum D durch
D =
{
f : B2 7→ C : ∂¯zf = 0,
∫
B2
|f ′(z)|2 dxdy < ∞
}
deﬁniert. Bekanntermaßen bildet dieser Funktionenraum die theoretische Grundlage
für die Anwendung von Variationsmethoden, wodurch eine Charakterisierung dieses
Raumes im Hinblick auf eine Kopplung der hier entwickelten analytischen Verfah-
ren mit numerischen Standardverfahren von besonderem Interesse ist. Aufgrund der
Tatsache, dass in der komplexen Funktionentheorie holomorphe Funktionen zumeist
über die Koeﬃzienten ihrer Taylorreihe beschrieben werden, ist es nahe liegend,
auch die Funktionen aus D über das Verhalten ihrer Taylorkoeﬃzienten zu cha-
rakterisieren. Hierzu sei f ∈ D, welche sich in der Einheitskreisscheibe B2 in eine
konvergente Taylorreihe f(z) =
∞∑
n=0
anz
n entwickeln lässt. Dann kann f als Funktion
aus D äquivalent über die zugehörigen Taylorkoeﬃzienten
∞∑
n=1
n|an|2 <∞ (5.4)
charakterisiert werden. Diese Strategie soll nun insbesondere unter Verwendung der
neuartigen Orthogonalreihenentwicklungen auf den räumlichen Fall übertragen wer-
den. Nach [Gürlebeck et al. 1999] ist eine erste Wahl für die Deﬁnition des Dirichlet-
Raumes in höheren Dimensionen die Folgende:
D =
{
f : B3 7→ H : ∂¯0f = 0,
∫
B3
|∂0f |2 dV < ∞
}
.
Manchmal werden Dirichlet-Räume vektorwertiger Funktionen auch auf der Grund-
lage des Gradienten deﬁniert, wie beispielsweise in [Cnops & Delanghe 1999] und
[Cnops et al. 2001]. Die zugehörige Halbnorm wird dabei unter Verwendung von(∫
B3
∑3
i=0 |gradfi|2dV
)1/2
konstruiert. Diese Halbnorm ist jedoch für H-holomorphe
Funktionen viel restriktiver als die Halbnorm für den hier deﬁnierten Dirichlet-
Raum. Auch interagiert diese weder mit den Reihenentwicklungen noch mit den
Operatoren der beschreibenden Funktionenklasse.
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Anhand der Herleitung der Beziehung (5.4) wird deutlich, warum die verfügbaren
Methoden zur Charakterisierung von D und anderen gewichteten Funktionenräumen
(e.g. [Bernstein et al. 2004, Gürlebeck & Malonek 2001]) nicht zufriedenstellend
sind. Einerseits ist festzustellen, dass die Taylorreihe auf der Grundlage der ver-
allgemeinerten Potenzen (3.6) keine Orthogonalreihe ist. Zwar lassen sich dadurch
generelle Abschätzungen der Taylorkoeﬃzienten von oben, jedoch nicht von unten
gewinnen. Abschätzungen von unten sind dabei nur für spezielle Reihenentwicklun-
gen (q.v. [Gürlebeck & Malonek 2001]) möglich. Diese so genannten lacunary series
sind dadurch charakterisiert, dass diese größere Lücken in den auftretenden Tay-
lorkoeﬃzienten besitzen, wodurch für eine Abschätzung nach unten gewisse Ortho-
gonalitätsbeziehungen für spezielle, nicht verschwindende Reihenglieder ausgenutzt
werden können. Arbeitet man andererseits mit der Fourierreihe bezüglich der Basis
nach [Cação et al. 2004; 2006], so stellt sich das Problem, dass die hyperkomplexe
Ableitung der Fourierreihe nicht erneut auf eine Orthogonalreihe führt, wodurch also
erneut methodische Schwierigkeiten für die Abschätzung der Reihe entstehen.
Mit den in dieser Arbeit vorgestellten Potenzreihenentwicklungen ist es nun mög-
lich die genannten Probleme zu umgehen. Sowohl die Taylor- als auch die Fourierrei-
he besitzen die Eigenschaft einer Orthogonalreihe, deren hyperkomplexe Ableitung
erneut auf eine orthogonale Reihe bezüglich des gleichen Ansatzsystems führt. Fer-
ner lassen sich nun auch die Entwicklungskoeﬃzienten beider Reihen über einen ein-
fachen multiplikativen Ausdruck (3.57) miteinander in Beziehung setzen, wodurch
einerseits die innere Produktstruktur des zugrunde liegenden L2-Raumes verwendet
werden kann und sich andererseits die gesuchten Eigenschaften der Taylorkoeﬃzi-
enten bestimmen lassen.
Zunächst wird daher die Taylorreihe
f =
∞∑
n=0
n∑
l=0
Alntn,l, tn,l =
1
n!
∂¯ lC ∂
n−l
0 f(x)
∣∣∣
x=0
einer Funktion f ∈ D betrachtet. Die hyperkomplexe Ableitung der Reihe ergibt
sich infolge der Appell-Eigenschaft der Ansatzfunktionen zu
∂0f =
∞∑
n=1
n−1∑
l=0
nAln−1tn,l.
Die Parsevalsche Gleichung führt dann auf die Bedingung
∞∑
n=1
n−1∑
l=0
n2
∥∥Aln−1∥∥2L2(B3) |tn,l|2 < ∞,
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wonach zur weiteren Auswertung des Ausdrucks die Norm der jeweiligen Appell-
Funktionen benötigt wird. Aus den elementweisen Beziehungen (3.58) zwischen der
Appell- und der Orthonormalbasis erhält man sofort∥∥Aln∥∥L2(B3) = 2l+1 n!
√
pi
(2n+ 3) (n− l)! (n+ l + 1)! .
Dies führt schließlich auf die Beziehung
∞∑
n=1
n2
(
(n− 1)!)2 1
2n+ 1
n−1∑
l=0
22l+2
pi
(n+ l)!(n− l − 1)! |tn,l|
2
=
∞∑
n=1
(n!)2
2n+ 1
n−1∑
l=0
22l+2
pi
(n+ l)!(n− l − 1)! |tn,l|
2 < ∞
(5.5)
und damit auf die gewünschte notwendige und hinreichende Charakterisierung der
Taylorkoeﬃzienten einer Funktion f ∈ D. Der Vollständigkeit halber soll abschlie-
ßend noch untersucht werden, inwiefern sich die erhaltene Darstellung ändert, wenn
anstelle der Taylorreihe äquivalent die korrespondierende Fourierreihe verwendet
wird. Nach (3.57) ergibt sich zunächst
|tn,l|2 = (2n+ 3)(n− l)!(n+ l + 1)!
22l+2 pi (n!)2
|αn,l|2
und damit nach Substitution in (5.5) die notwendige und hinreichende Charakteri-
sierung der Fourierkoeﬃzienten einer Funktion f aus dem Dirichlet-Raum D
∞∑
n=1
2n+ 3
2n+ 1
n−1∑
l=0
(n− l)(n+ l + 1) |αn,l|2 < ∞.
Der letzte Ausdruck kann jedoch noch vereinfacht werden, da nur eine äquivalente
Charakterisierung von Funktionen aus D gesucht wird. Letztendlich erhält man also
∞∑
n=1
n−1∑
l=0
(n− l)(n+ l + 1) |αn,l|2 < ∞.
Wie sich unschwer erkennen lässt, besitzt diese Charakterisierung eine starke Analo-
gie zur korrespondierenden Charakterisierung im komplexen eindimensionalen Fall
(5.4). Dies scheint in gewisser Weise auch der natürlichere Zugang zu sein, da sich die
Frage nach der L2-Zugehörigkeit der Ableitungen vermutlich einfacher mit Hilfe der
Fourierreihe beantworten lässt, als es mit Hilfe der entsprechenden Taylorreihe der
Fall wäre. Zusammenfassend lässt sich feststellen, dass die im Rahmen dieser Arbeit
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konstruierten (orthogonalen) Potenzreihenentwicklungen eine Charakterisierung der
Funktionen des Dirichlet-Raumes anhand der jeweiligen Entwicklungskoeﬃzienten
erlauben. Im Ausblick ist daher eine gute theoretische Grundlage für die Charak-
terisierung anderer gewichteter Funktionenräume mit Hilfe dieser Orthogonalreihen
gegeben. Besonders vorteilhaft ist dabei außerdem, dass sich aufgrund der struk-
turellen Eigenschaften der Ansatzsysteme methodisch gesehen vollkommen analog
zum Komplexen vorgehen lässt.
5.4 Monogene Laurentreihenentwicklungen
Als abschließendes Beispiel wird die H-holomorphe Funktion
f(x) =
x− 3
|x− 3|3 −
x− 2
|x− 2|3 (5.6)
betrachtet, welche jeweils in den Punkten x = 2 und x = 3 eine isolierte Sin-
gularität besitzt. Analog zum Komplexen wird ein Punkt x˜ als isolierte Singu-
larität einer Funktion f bezeichnet, wenn diese in einer punktierten Umgebung{
x
∣∣ 0 < |x− x˜| < ρ} H-holomorph, jedoch im Punkt x˜ selbst nicht erklärt ist. Unter
Verwendung der in dieser Arbeit konstruierten Laurentreihe (3.78) sollen nun für die
Ausgangsfunktion (5.6) Reihenentwicklungen für die Gebiete |x| < 2, 2 < |x| < 3
und |x| > 3 um den Ursprung angegeben und einige Konvergenzeigenschaften gezeigt
werden. Die Laurentreihenentwicklungen der einzelnen Summanden von f ergibt zu-
nächst
(i)
x− 2
|x− 2|3 =

−
∞∑
k=0
k + 1
2k+2
A0k(x) : |x| < 2,
−
−2∑
k=−∞
k + 1
2k+2
A0k(x) : |x| > 2,
(ii)
x− 3
|x− 3|3 =

−
∞∑
k=0
k + 1
3k+2
A0k(x) : |x| < 3,
−
−2∑
k=−∞
k + 1
3k+2
A0k(x) : |x| > 3.
Zuerst lässt sich feststellen, dass in den Laurentreihenentwicklungen (i) und (ii) der
einzelnen Summanden von f ausschließlich Funktionen vom Index l = 0 auftreten,
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was sich darauf zurückführen lässt, dass jeder der beiden Summanden jeweils eine
entlang der reellen Achse verschobene (unnormierte) Cauchy-Kernfunktion (2.21)
darstellt. Nach Konstruktion lässt sich ferner zeigen, dass die Nebenteile der Reihen,
also die Entwicklungen für die Gebiete |x| < 2 und |x| < 3, äquivalent zu den
entsprechenden Taylorreihen sind. Der jeweilige Konvergenzradius kann dabei wie
auch im Komplexen beispielsweise über das Quotientenkriterium bestimmt werden.
Eine einfache Rechnung liefert für die Potenzreihe (i) mit |x| < 2 den erwarteten
Konvergenzradius
ρ =
1
limk→∞
∣∣∣ak+1,0ak,0 ∣∣∣ =
1
limk→∞
∣∣∣2k+2(k+2)2k+3(k+1) ∣∣∣ = 2.
Analog ergibt sich für |x| < 3 der Konvergenzradius der Potenzreihe (ii) zu ρ = 3.
Schließlich erhält man durch Kombination der Reihendarstellung für die Teilfunktio-
nen (i) und (ii) die gesuchte Laurentreihenentwicklung der Ausgangsfunktion (5.6):
f(x) =
x− 3
|x− 3|3−
x− 2
|x− 2|3 =

∞∑
k=0
(
k + 1
2k+2
− k + 1
3k+2
)
A0k(x) : |x| < 2,
−2∑
k=−∞
k + 1
2k+2
A0k(x) −
∞∑
k=0
k + 1
3k+2
A0k(x) : 2 < |x| < 3,
−2∑
k=−∞
(
k + 1
2k+2
− k + 1
3k+2
)
A0k(x) : |x| > 3.
Ein ähnliches Berechnungsbeispiel ﬁndet sich in [Burg et al. 2004] im Kapitel 3
für eine komplex-holomorphe Funktion mit isolierten Singularitäten. Vergleicht man
die dort angegebene Laurentreihenentwicklung mit der hier erhaltenen monogenen
Laurentreihe, so lässt sich erneut eine deutliche Analogie feststellen. Die Entwick-
lungskoeﬃzienten beider Reihendarstellungen unterscheiden sich dabei nur um re-
elle Faktoren. Somit zeigt auch dieses Beispiel, dass die in dieser Arbeit konstru-
ierte (orthogonale) Laurentreihenentwicklungen unter Berücksichtigung der Nicht-
Kommutativität der Algebra und ferner der Dimension der Ansatzsysteme eine for-
male Übertragung der komplexen Methodik auf den räumlichen Fall ermöglicht.
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5.5 Zusammenfassung
In diesem Kapitel wurden einige einführende Beispiele und Anwendungen der in
dieser Arbeit entwickelten Verfahren und Ansatzsysteme diskutiert. Hierbei zeigte
sich sehr deutlich, dass die der Konstruktion zugrunde gelegten strukturellen Eigen-
schaften der Basissysteme einen wesentlichen Einﬂuss auf die Qualität der Lösung
und ebenso auf die numerische Stabilität der Verfahren besitzen.
Eine für die praktische Anwendung sehr bedeutende Struktureigenschaft ist, dass
unter Verwendung der neuartigen Ansatzsysteme der Teilraum der monogenen Kon-
stanten eindeutig separiert werden kann. Wie gezeigt wurde, werden durch diesen
Teilraum wichtige physikalische Grundzustände der Systeme beschrieben, wie etwa
die Starrkörperbewegungen bei den verallgemeinerten Kolosov-Muskhelishvili For-
meln oder auch Anfangsbedingungen bei der Lösung von partiellen Diﬀerentialglei-
chungen mit Hilfe von monogenen Potenzreihenansätzen. Außerdem kann die Rolle
der Integrationskonstante auf der Grundlage der hier erhaltenen Orthonormalbasis
nun eindeutig charakterisiert werden.
Nicht zuletzt zeigten die Beispiele, dass unter gewissen Einschränkungen das for-
male und methodische Vorgehen bei der Lösung von Randwertaufgaben durch die
neuen Systeme eine große Analogie zu den komplexen Ansätzen aufweist und daher
die praktische Handhabbarkeit bedeutend vereinfacht wird.
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Zusammenfassung und Ausblick
Die vorliegende Arbeit hatte das Ziel, die Methode der komplexen Spannungsfunk-
tionen auf den räumlichen Fall zu übertragen. Die Motivation hierfür resultierte
in erster Linie aus der praktischen Anwendung dieses sehr eﬃzienten analytischen
Verfahrens bei der Lösung von Randwertproblemen der ebenen, linearen Bruch-
mechanik. Diese Aufgabenklasse lässt sich im Wesentlichen dadurch charakterisie-
ren, dass für ein Bauteil oder Tragwerk, deren unverformte Struktur geometrische
Defekte und damit Unstetigkeiten in den primären Feldgrößen aufweist, geeignete
Schädigungsmodelle entwickelt werden müssen, welche das lokale Materialverhalten
im Nahfeld dieser geometrischen Singularitäten hinreichend genau abbilden. An-
hand dieser Modelle können dann spezielle Schädigungsparameter, wie etwa Span-
nungsintensitätsfaktoren oder die Energiefreisetzungsrate, bestimmt werden, welche
die auftretende Singularität näher charakterisieren und damit Rückschlüsse auf ein
Fortschreiten der Schädigung erlauben. Für die Qualität dieser Kenngrößen ist eine
sehr genaue mathematische Beschreibung des Nahfeldes der Störung von Bedeutung.
Vor diesem Hintergrund wurde als Kernaufgabe der Arbeit die systematische Ver-
allgemeinerung der aus der ebenen, linearen Elastizitätstheorie bekannten Methode
der komplexen Spannungsfunktionen auf den Raum deﬁniert, auf deren Grundlage
eine eﬃziente und sehr genaue Berechnung der genannten Schädigungsparameter
ermöglicht werden soll. Der Schwerpunkt lag dabei zunächst auf der Begründung
des mathematischen Verfahrens unter besonderer Berücksichtigung der praktischen
Anwendbarkeit. Neben der methodischen Verallgemeinerung des Verfahrens war da-
her auch die Übertragung der sehr eﬃzienten funktionentheoretischen Werkzeuge
eine wesentliche Zielsetzung der Arbeit.
Ein erstes funktionentheoretisch sehr bedeutendes Resultat wurde durch die räum-
liche Verallgemeinerung des Darstellungssatzes von Goursat erhalten (cf. Kapitel
2.3.2), wonach die Lösung einer räumlichen Bipotentialgleichung mit zwei H-holo-
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morphen Funktionen in Beziehung gesetzt wird. Mit Hilfe dieses Darstellungssatzes
ließ sich die Methode der komplexen Spannungsfunktionen (cf. Kapitel 2.3.4 und
Kapitel 2.3.5) auf den räumlichen Fall übertragen. Im Folgenden wurden auf der
Grundlage dieser H-wertigen Verschiebungs- und Spannungsgleichungen die für die
praktische Anwendung des Verfahrens benötigten funktionentheoretischen Metho-
den untersucht. Hierbei konnte die Arbeit einen wesentlichen Beitrag zur Approxi-
mation von monogenen Funktionen durch Potenz- oder Laurentreihenentwicklungen
(cf. Kapitel 3.2) liefern. Es ließen sich neuartige Ansatzsysteme konstruieren, welche
die komplexen Reihenentwicklungen auf der Grundlage der holomorphen z-Potenzen
in allen wesentlichen Eigenschaften verallgemeinern. Folgende Teilresultate sind da-
bei besonders herauszustellen:
• Die lokale und globale Approximation einer monogenen Funktion konnte über
die Entwicklungskoeﬃzienten beider Orthogonalreihen (Taylor, Fourier) un-
mittelbar in Beziehung gesetzt werden. Kernpunkt war dabei die Konstruktion
einer monogenen Appell-Basis (cf. Kapitel 3.2.9), aus der sich alle benötigten
Struktureigenschaften und Beziehungen ableiten ließen.
• Für die Basissysteme wurden sehr kompakte Rekursionsformeln (cf. Kapitel
3.2.10) bewiesen, die eine einfache praktische Handhabung und eine eﬃziente
Implementierung dieser Systeme ermöglichen.
• Es gelang die Deﬁnition einer neuartigen (orthogonalen) Laurentreihenent-
wicklungen für das Kugelschalengebiet (cf. Kapitel 3.2.11), für welche der theo-
retische Zusammenhang zur Taylorreihe und zur Integralformel von Cauchy
hergestellt werden konnte.
Im Hinblick auf die praktische Anwendung des Verfahrens ließ sich unter Verwen-
dung der Potenzreihenansätze eine Lamé-Basis für den Raum der quadratisch inte-
grierbaren Lösungen der Lamé-Gleichung (cf. Kapitel 4.1) explizit angeben, für die
außerdem sehr gute numerische Eigenschaften (cf. Kapitel 5.1) gezeigt werden konn-
ten. Ferner ergibt sich im Vergleich zum klassischen Papkovic-Neuber Ansatz eine
wesentliche Verbesserung der Lösungsstruktur, da sich die linearen Abhängigkei-
ten bei einer polynomialen Approximation der allgemeinen Lösungsdarstellung nun
unmittelbar in der Teilmenge der monogenen Konstanten wiederﬁnden lassen. Wie
gezeigt wurde (cf. Kapitel 4.2), werden im mechanischen Modell durch diese Struktu-
ren gerade die Starrkörperbewegungen abgebildet, was im Rahmen der Anwendung
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eine sehr natürliche Charakterisierung der monogenen Konstanten darstellt. Von
praktischer Bedeutung ist dabei, dass diese aufgrund der besonderen Struktur der
Ansatzsysteme auch explizit separiert werden können. Aus Anwendersicht zeichnen
sich die in dieser Arbeit entwickelten Methoden nicht zuletzt auch dadurch aus, dass
alle Resultate explizit erhalten wurden und bis auf wenige Ausnahmen eine große
Analogie zu den bekannten Ansätzen der komplexen Funktionentheorie besteht. Die
formale Übertragung von komplexen Verfahren und Methodiken auf räumliche Pro-
blemstellungen wird dadurch entscheidend unterstützt und wesentlich vereinfacht.
Dies wurde anhand einiger einführender Beispiele (cf. Kapitel 5) demonstriert und
unter qualitativen Gesichtspunkten evaluiert.
Abschließend werden im Ausblick dieser Arbeit noch einige Aufgaben und Ziele
formuliert, welche sich im nächsten Bearbeitungsschritt als logische Konsequenz aus
den hier erhaltenen Resultate ergeben würden:
Verallgemeinerung des Verfahrens auf nicht-lineare Problemstellungen.
Im Hinblick auf die möglichen Anwendungsfelder des entwickelten Verfahrens
ist außerdem die Behandlung von nicht-linearen Randwertproblemen von In-
teresse. Hierfür kann die Arbeit [Bondar 2000] als methodische Grundlage bei
der Übertragung des Verfahrens verwendet werden. Bei diesem Zugang wird
die Lösung des nicht-linearen Problems durch die Methode der kleinen Para-
meter approximiert, indem die Ausgangsaufgabe in eine Reihe linearer Pro-
bleme gleichen Typs zerlegt wird und damit der erste Approximationsschritt
zu einer gewöhnlichen Randwertaufgabe der linearen Elastizitätstheorie korre-
spondiert. Die sowohl qualitativen als auch numerischen Vorteile der Methode
der komplexen Spannungsfunktionen können somit auch bei der Lösung von
nicht-linearen Randwertproblemen eﬃzient eingesetzt werden. In diesem Zu-
sammenhang sind auch andere Zugänge und Anwendungen des ebenen, nicht-
linearen Verfahrens, wie etwa [Alexandrovich & Sheina 2006, Alexandrovich
& Gorlova 2007, Bogdanova 2007], zu betrachten.
Anwendung des Verfahrens auf räumliche Problemstellungen der linea-
ren Bruchmechanik. Analog zum ebenen Fall sind unter Verwendung der
H-wertigen Kolosov-Muskhelishvili Formeln Lösungsdarstellungen für räum-
liche Probleme der linearen Bruchmechanik zu konstruieren. Daher ist das
Verfahren zunächst an relativ einfachen, bereits bekannten Randwertproble-
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men mit Lösungssingularitäten, wie etwa dem Zylinder mit Außenriss oder
dem unendlich ausgedehnten, elastischen Körper mit elliptischem Einschluss,
zu evaluieren. Dabei soll einerseits untersucht werden, ob zur Lösungsﬁndung
eine Vorgehensweise analog zum Komplexen möglich ist, indem das Nahfeld
der Singularität mit Hilfe von Potenz- und Laurentreihenenticklungen der H-
holomorphen Funktionen hinreichend genau approximiert wird. Andererseits
muss geklärt werden, wie sich anhand der Lösungsdarstellung die bruchme-
chanischen Kenngrößen (Spannungsintensitätsfaktoren, Energiefreisetzungsra-
te) mit funktionentheoretischen Werkzeugen berechnen lassen. Eine wichtige
grundlagentheoretische Aufgabe ist in diesem Zusammenhang die Beschrei-
bung der bekannten Rissöﬀnungsarten (Modus i, ii und iii) im Rahmen der
hyperkomplexen Theorie, um daraus strukturelle Aussagen für das praktische
Rechnen abzuleiten.
Betrachtung monogener Funktionen mit Linien- oder Flächensingulari-
täten. In der ebenen, linearen Bruchmechanik lässt sich ein Großteil der auf-
tretenden Randwertaufgaben auf Problemstellungen mit Punktsingularitäten
zurückführen. In der räumlichen Theorie ist die Klasse der praktisch mögli-
chen Lösungssingularitäten weitaus umfangreicher, wodurch neben Punktsin-
gularitäten (Einzellast auf elastischem Halbraum, Kelvin-Lösung, etc.) auch
Linien- oder Flächensingularitäten auftreten können. Daher sind an diese Pro-
blemstellung angepasste H-holomorphe Funktionensysteme zu entwickeln und
deren strukturelle Eigenschaften im Kontext der verallgemeinerten Kolosov-
Muskhelishvili Formeln zu untersuchen. Ein erster geeigneter Ansatz ﬁndet
sich in [Gürlebeck & Viet 2008], wo unter Verwendung der verallgemeiner-
ten Potenzen vollständige Systeme von monogenen rationalen Funktionen mit
Liniensingularitäten konstruiert wurden.
Lösung von gewöhnlichen und partiellen Diﬀerentialgleichungen unter
Verwendung monogener Potenzreihenansätze. Aufgrund der struktu-
rellen Eigenschaften der Orthogonalreihen lassen sich diese nun analog zu R
oder C zur Lösung von gewöhnlichen und partiellen Diﬀerentialgleichungen
einsetzen. Für den Fall der Laplace-Gleichung (cf. Kapitel 5.2) wurde ein sol-
cher Lösungsansatz bereits exemplarisch diskutiert. Darauf aufbauend sind
andere partielle Diﬀerentialgleichungen, wie etwa die Poisson-Gleichung oder
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die Helmholtz-Gleichung, mit diesen Ansätzen zu studieren. Ferner ist zu un-
tersuchen, inwieweit sich die monogenen Potenzreihen zur Lösung von linearen
Diﬀerentialgleichungen höherer Ordnung verwenden lassen und welche prakti-
schen Probleme damit modelliert werden können. Beispielsweise hat die inho-
mogene, lineare Diﬀerentialgleichung n-ter Ordnung in H die allgemeine Form[
∂n0 u(x)
]
+
[
∂n−10 u(x)
]
αn−1 + . . . +
[
∂0u(x)
]
α1 + u(x)α0 = r(x),
wobei u, r ∈ L2(B3;H)∩ ker ∂¯ zwei H-links-holomorphe Funktionen und αn =∑3
j=0 α
j
nej, α
j
n ∈ R quaternionenwertige Koeﬃzienten bezeichnen. Anhand
der neuartigen Potenzreihenentwicklungen lässt sich diese Diﬀerentialgleichung
methodisch gesehen vollkommen analog zu R oder C lösen. Unterschiede be-
stehen nur in der Art der auftretenden Anfangsbedingungen, welche sich nun
als unendliche Reihen der monogenen Konstanten ergeben. Aus theoretischer
Sicht sind daher sehr gute Voraussetzungen gegeben, um mit diesen Ansät-
zen auch (in)homogene lineare Diﬀerentialgleichungen höherer Ordnung mit
variablen Koeﬃzienten behandeln zu können.
Charakterisierung von gewichteten Funktionenräumen. Wie am Beispiel
des Dirichlet-Raumes (cf. Kapitel 5.3) exemplarisch gezeigt wurde, können
die in dieser Arbeit entwickelten H-holomorphen Orthogonalreihen genutzt
werden, um spezielle Funktionenräume zu charakterisieren. Aufgrund der be-
sonderen Struktureigenschaften der Ansatzsysteme ist die methodische Vorge-
hensweise analog zum Komplexen. Daher sind auch andere gewichtete Funk-
tionenräume mit diesen Methoden zu untersuchen, um im Hinblick auf die
praktische Anwendung von Variationsverfahren auch Lösungen von Diﬀerenti-
algleichungen mit allgemeineren Singularitäten (e.g. Linien- oder Flächensin-
gularitäten) zu erfassen. Durch die starke Verwandtschaft dieser Räume zum
hier betrachteten Dirichlet-Raum sind demzufolge sehr gute Voraussetzungen
für die Verallgemeinerung der Methodik gegeben. Der theoretische Zusammen-
hang und die Unterschiede zu anderen Arbeiten (e.g. [Bernstein et al. 2004,
Gürlebeck & Malonek 2001]) sind dabei herauszustellen.
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