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Formulae of Voronoi-Atkinson type are proved for Dirichlet polynomials related 
to the Dirichlet series c*(s) = x d(n) n my or p(s) = x a(n) nmr, where the a(n) are 
the Fourier coefftcients of a cusp form, a typical example being a(n) = 7(n). the 
Ramanujan function. Applications are given to a formula of Atkinson (Acta Math. 
81 (1949), 353-376) for the mean square of I[(+ + it)1 and to the differences 
between consecutive zeros of cp(s) on the critical line in the case when all the a(n) 
are real. 
1. INTRODUCTION AND STATEMENT OF THE RESULTS 
The Dirichlet polynomials to be investigated in this paper are finite 
segments of the series, 
C2(s)= -F d(n)K”, 
,.I 
(1.1) 
or of the series, 
(1.2) 
where the a(n) are the Fourier coefficients of a cusp form f of weight k for 
the full modular group. In other words, f is holomorphic in the half-plane 
Im r > 0, k > 12 is an even integer, and the following equations hold for 
Im T > 0, 
= (CT + d)kf(r), 
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whenever (z f;) is an integral matrix of determinant 1, 
f(7) = f u(n) ezninr. 
!I=1 
According to Hecke’s theory on the correspondence between modular 
forms and Dirichlet series, the series (1.2), which is known to be absolutely 
convergent in the half-plane o > f (k + l), can be analytically continued to 
an entire function satisfying the functional equation, 
(2n)-” T(s) c&J(s) = (-l)k’2 (27r)smk T(k -S) rp(k - s), (1.3) 
(see, e.g., [ 1. Th eorem 6.201). A well-known example of q(s) is the 
Ramanujan zeta-function, 
where s(n) is the Ramanujan arithmetical function: in this case k = 12. 
We are going to study our Dirichlet polynomials on the critical line, u = 4 
or cr = k/2 as the case may be, of the respective Dirichlet series (1.1) or 
(1.2). 
Consider first Dirichlet polynomials. 
S(M,) M,: t) = y dcrn) m-li*- if. (1.5) 
bf,<rnS.V~ 
The main instrument in our study will be the Voronoi summation formula, 
\ -’ - 
rr<n<b 
d(n)f(n) = 1’ (log x + 2y)f(x) dx + 2 d(n) {*j-(x) cr(nx) dx, 
(I n-1 -0 
(I.61 
where y is Euler’s constant, 
a(x) = 4&,(47rx”*) - 2nY,,(41cx”‘), (1.7) 
in the standard notation of the Bessel functions (see [ 15 I), and C’ means 
that if a or b is a natural number, then the corresponding term is to be 
halved. We need the validity of (1.6) when 0 < a < b < co andfE C’*‘[a, b] 
(see IW 
A direct application of (1.6) to the sum (1.5) gives, 
SW, 9 M,; f) =x2 (++ifjS +A;+) +O(logt), (1.8) 
4n2M2 471 M, 
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for t > 2, 1 GM, < M, < (t/27r)*, where the function x(s) is as in the 
functional equation C(s) = x(s) <( 1 - s), i.e., 
x(s) = 7?“?-(~(1 - s))/z-(is). 
By Stirling’s formula we have 113, p. 681, 
x(4 + it> = (275/t)” ef(t+r’4)( 1 + o(t-I)), (1.9) 
for t > 2. The sum on the right of (1.8) arises when the integrals in 
Voronoi’s formula are evaluated by the saddle-point method. But (1.8) is just 
what follows from the approximate functional equation (see [ 14]), 
i*(s) = x d(n) KS +x’(s) 2] d(n) nS-’ + 0(x”*-” log t), (1.10) 
n < I[ n s Y 
valid for O<a,< 1, x-p= (t/27~)*, ,u> l,~)> 1. In fact (1.10) could be proved 
by Voronoi’s summation formula much as the approximate functional 
equation of i(s) can be proved by Poisson’s summation formula. 
But there are also other possibilities to apply Voronoi’s summation 
formula to the sum S(M,, M,; t). The sum, 
where r is an integer is, of course, the sum S(M,, M,; t), but the result of an 
application of (1.6) to this sum is of a different shape, depending on r. The 
most interesting case appears to be M, < t/2xr < M,, especially when r = 1. 
The result is formulated in Theorem 1. For *convenience we shall use the 
notation A = B to mean that B < \A ( -$ B. 
THEOREM 1. Let t > 2, L = log t, r a positive integer, and 
Mj = t/27w + (-1)’ mj, j= 1.2. 
Suppose that r < t’lZm6, m, x m2, and that 
t’ max(t’/*r-‘, r) < mj < t/4zr, (1.12) 
where 6 is a fixed positive number. Define 
nj = mjr3(t/2n + (-1)’ mjr)-‘, (1.13) 
f(t; r, n) = 2t ar sinh((7rn/2rt)‘j2) + r-‘(x*n* + 27cnrt)‘/’ + n/4. (1.14) 
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Then, 
S(M,, M,; t) 
= (log(f/2xr) + 2~) r-l’* 
1 
xe i(-rlog(f/Znr)+f+n/4) + O(rp3’*m;‘t1’*L) 
+ O(rm il*t ~ “*L ‘) + O(r ~ li4in ; 1’4L). (1.15) 
Remark. Note that if M,M, = (t/2w)*, then by (1.13) n, = n2, whence 
the second term in the curly braces in (1.15) can be written as, 
If also r = 1, then recalling (1.9) we have, 
WJ, 3 M,; t) 
=x g+itj jlog(t/2n)+2y 
$2 ‘/* x (-1)” d(n) n ‘I* 
tl<ll[ 
($+&j p”4 cos(f(t; 1. n))i 
+ O(t”*m;‘L) + O(tp’/*m:‘*L’); (1.16) 
the error terms O(m;“4L) and O(t-*m:‘*L) could be absorbed in the above 
error terms. 
Using (1.16) and (1. IO) it is now easy to prove a formula for 1 [(i + it)l*. 
THEOREM 2, Let t > 127~ t’ < N ,< t/12q 
N’ = N’(t, N) = t/271 + N/2 - (N*/4 + Nt/2x)“‘. 
Then, 
+ 2 T d(n)n-“* 
nzv’ 
cos(t log(t/2wz) - t - IT/~) 
+ O(Nli4t - ‘14L2 + L). (1.18) 
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At this stage it is interesting to recall a formula of Atkinson 121: if N x T, 
then, 
l.T / i(+ + it)l* dt 
-0 
= T log(T/2z) + (2~ - 1) T 
+ 2-l’* \’ (-1)” d(n) n-“*{ar sinh((nn/2T)“‘)}-’ 
II<?\’ (1.19) 
x (f + T/2nn) - 1’4 sin(f(T, 1, n)) + 2 x d(n) n ‘I2 
tlC,V’lT..VJ 
x (log(T/2?rn)))’ sin(Tlog(T/2rcn) - T- n/4) + O(log’ T). 
It turns out that (1.18) is a kind of a differentiated version of (1.19), with a 
much weaker restriction for N, however. In some applications, like the mean 
value estimate for l<(f + it)112 of Heat-Brown 191, Theorem 2 can be used as 
a substitute for Atkinson’s formula. This is of advantage because the proof of 
(1.18) is less complicated than that of (1.19). 
Starting from (1.19) and using the argument of the proof of Theorem 1, we 
may relax the condition N z T in Atkinson’s result. 
THEOREM 3. The formula (1.19) remains valid for Ts < N G T2 with 
N’= N’(T,N) as given b-v (1.17) if the error term O(log’ T) in (1.19) is 
replaced b! 
O{(l + T’12N-’ + (T/N)“4) log’ T). 
Next we turn to Dirichlet polynomials, 
(1.20) 
SJM,, M,; t) = ,,,,$m~M a(m) mpk’2V y (1.21) 
We argue as above, using in place of (1.6) the analogous formula ]3,4], 
cc 
r’ a(n)f (n) = 2n(-l)k’2 x a(n) nP(k-‘)‘2 
a<:nhb n=l 
(1.22) 
x [b~(li~L)!2Jk&4~ ,,&)f (x) dx, 
-a 
valid for 0 < a < b < o3, f E @“[a, b]. 
By a deep result of Deligne [5], the Ramanujan-Petersson conjecture 
holds for the coefficients a(n), i.e., 
a(n) < n(k-l)/2+ E (1.23) 
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This plays for S,(M,, M,; t) the same role as the estimate d(n) < ?tE for 
S(M,, M,; t). In applications it is sometimes possible to apply the mean 
value estimate of Rankin 11 I], 
s pa/’ = AXk + o(x”-2’5), (1.24) 
n < x 
in place of (1.23). 
We now formulate an analogue of Theorem 1 for the sum S,. 
THEOREM 4. Let t, r, Mi, mi, and ni satisfy the assumptions of 
Theorem 1. Then, 
S,(A41,M2;t)=2V2 2 2: 
1 
a(n) e 
-rrinlrnk12-I 
j=l n<ni 
Xe i(-flogll/2lcr~+/+rr/4~ + O(rm;12t I/2+&) + o(r-‘l~m;‘14tE)~ 
Finally we give an application of Theorem 4 to the zeros of q(s) on the 
critical line. 
THEOREM 5. Suppose that a(n) is realfor all n. Then for anv E > 0 there 
exists a number T, = To(e) such that for all T > T0 the function q(s) has a 
zero k/2 + iy with /T- yJ < T(““+E. 
In particular, this theorem holds for the Ramanujan zeta-function (1.4). 
The method of the proof could be modified to give a similar result on the 
zeros of i’(s), hence, also on the zeros of c(s), on the critical line o = $. 
However, in this case much more is known, the best result being due to 
Karazuba [lo], who proved recently that for any large T there exists a zero 
i + iy of c(s) such that 1 T - yi < T(5’32)+ “. Th is result is interesting because 
t(5’32)tE is smaller than the best known estimate of I[(; + it)/. Similarly. the 
bound t(1’3)+s is significantly smaller than the best known estimate, 
1 (o(k/2 + it)1 < t”“L 19’12, 
due to Good [8]. 
In the proof of Theorem 4 we are going to appeal to Deligne’s result 
(1.23), and our proof of Theorem 5 will then depend on (1.23), too. 
However, as will be sketched after the proof of Theorem 5, by a suitable 
averaging device it is possible to manage with Rankin’s formula (1.24). 
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2. LEMMAS ON TRIGONOMETRIC INTEGRALS 
We first state a simplified version of a saddle-point lemma of Atkinson [2, 
Lemma 11. 
LEMMA 1. Let f (z), g(z) be any two functions of the complex variable z, 
and [a, b] a real interval, such that, 
(i) f is real and f “(x) > 0 in the interval [a, b], 
(ii) there exists a positive number ,u such that f and g are holomorphic 
in the region, 
D=D&)= (z/Iz-xl <,aforsomexE [a,bl}, (2.1) 
(iii) there are positive numbers F and G such that for z E D, 
I s(z)1 -G G, If ‘(z)l < FPPL1 If “(z)l-’ @/.t’F-‘. 
Let a be any real number. If the (monotonicallv increasing) function 
f’(x) + a has a zero in the interval (a, b), denote it by x,, . Then, tf.u, exists, 
we have, 
ib g(,y) e Zlri(/(x) + ax) dx = g(x,j f u(x0) - l/2 e2ni(i(x01 + oao) t xi/4 
+ O(G,nF-3’2) + O(G(b -a) ePA(‘a’um+‘)) (2.2) 
+O(G(~f’(a)+al +f”(a)“‘)-I} 
+O(G(lf’(b)~a/+f”(b)“~)-I}, 
where A is a positive constant, depending bn the constants implied by (iii). If 
x,, does not exist, then the two first terms on the right of (2.2) are to be 
omitted. 
We shall also need an estimate for a trigonometric integral with no saddle 
point, which is averaged with respect to the lower and upper limit of 
integration. 
LEMMA 2. Let f (z) and g(z) be two functions of the complex variable z 
such that, 
(i) f is real in the real interval [a, b], 
(ii) there exists a positive number ,u such that f and g are holomorphic 
in the region D(u) (defined in (2.1)), 
(iii) / g(z)/ < G, ) f ‘(z)I z M for z E D(n). 
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Let 0 < U < f (b - a). Then 
u-1 -I 
/ b-u 
j  I 
g(x) e2zifLv) dx du + Ge-.4pM(b - a + p) + GMp2U- ‘. (2.3) 
0 atu 1 
Proof: By (iii) and continuity, the derivative f’(x) is of the same sign, 
say positive, throughout the interval [a, b]. Denote by C(U) the contour 
consisting of three line segments with vertices a + U, a + u + iq, b - u + icy 
and b - U, where a E (0. $1 is a number which will be specified in a moment. 
By (iii) and Cauchy’s integral formula If”(z)] 4 Mp ~’ for z E 0@/2). Then, 
for all z = x fyi E C(u), 
Hence, 
If(z) - u-(x) -t./-‘(x) .vi)l 6 W’P - ‘. 
Imf(x + yi) a My, x + yi E C(u), (2.4) 
if a is chosen sufficiently small. 
By Cauchy’s integral theorem, 
U-1 1” ((b-ug(x) e2nif(X) dx) & = U- 1 \” ( 1’ 
'0 "lItI '0 "C(U) 
The contribution of the integral over the horizontal side of C(U) is estimated 
by (iii) and (2.4), 
Ii 
.b-utialc 
g(z) e2"if"' dz < (b - a) Ge-."'@, (2.6) 
o+u+iarc 
uniformly in U. It remains to consider the integrals over the vertical sides. 
Changing the order of the integrations, we have, 
(2.7) 
The inner integral on the right-hand side is estimated by applying Cauchy’s 
integral theorem to the rectangular contour with vertices a + iy, a + icq, 
a + U + iqu, and a + U + i-v. By (iii) and (2.4) we then have, 
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Hence the right-hand side of (2.7) is <G(MP2UP1 +~e-“MU). Similar 
estimations can be made near the point b. The assertion of the lemma now 
follows, in the case f’(x) > 0, on combining the last estimation with (2.5) 
and (2.6). In the case f’(x) < 0 the argument is similar, except that the 
contours lie in the lower half-plane. 
3. PROOF OF THEOREM 1 
Instead of the sum S = S(M,, M,; 1) we are going to study the average, 
S’ = u-’ )-IT S(u) du, (3.1) 
.’ 0 
where 
S(u) = 
Z,lrlc<L-u d(m)m-“2-i’. 
The parameter U will be specified later: for the moment we suppose only 
that for a positive constant q, 
tR < U < 4 min(m,, m2). (3.2) 
We first estimate the difference, 
It is a well-known result that. 
\‘ d(n) 4.1’ log x for xE < 41 e x; (3.3) 
x<n<xty 
for a proof see Shiu [12]. By (3.3) and (3.2) we obtain, 
S-S’ < r’12t-‘/2UL. (3.4) 
Next the sum S(U) is written as in (I. 1 1 ), and an application on Voronoi’s 
summation formula (1.6) gives, 
(log x + 2))) X-1/2-ire2nir.~ dx 
= I,(u) + f d(n) I,(u) + O(r”2t-1’2+E). 
n-1 
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The proof will be completed by applying Lemma 1 to the integrals Z,(U) with 
0 <n < rz3 (the number n3 will be specified in (3.10)), and estimating the 
averages of the other integrals Z,(U) by Lemma 2. 
The Integral I,(u) 
We apply Lemma 1 with a = r, f(z) = -(2n)-’ t log z, g(z) = 
(log z + 2y) z - I’*, /f z M, , G = M; li2L, F = t, x,, = t/27cr, and the result is, 
I,(u) = (log(t/2zr) + 2y) r ‘/2e”-fiOg”i2~r)+t+rr/4~ 
+ O(Mi’2tp3’2L) + O(M~‘2e-“tL) 
+ 0 M;‘i2L + 
,c, ‘-2n(M,+(-I)‘+) 
t -+ +t”?M+‘j. 
The last error term is <Lr-“2 min(t”2m; ‘r ‘, l), and the others are 
smaller. Hence, 
.-Cl 
u-1 J Zo(u)du = (log(t/2nr) + 27) r~1~2ei~~t'og"'21rr)+f+Ir'4' 
0 
+ O(rm3”m;‘t”‘L). (3.6) 
The Integrals l,(u) 
Due to the known results, 
Y,(x) = (2/7cx)“’ {sin@ - 7r/4) - (1/8x) cos(x - n/4) + 0(x-‘)}, 
valid for .K > 1 (see [ 15, pp. 199, 202/), we have by (1.7), 
a(nx) = -2’Rx-“4n-1’4(sin(4~ dflX -n/4) 
- (327~))’ (n~)-“~cos(47r &ix - 7c/4)} + O((~X)-~!‘) 
= -2 “‘x ‘14n - ‘I4 sin(472 fix - 7r/4) + O((nx) 3’J). (3.7) 
By the last mentioned approximation and (3.5), for n > 1, 
I,(u) = Z,+(u) -I,(U) + 0(n~,M,~‘“n~“‘~), (3.8) 
where 
j 
.,&f-U 
I:(u) = i2-1/2n--1/4 X -3’4-if exp(2rrirx f i(47c \/nx - n/4)) dx. 
M,iU 
(3.9) 
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Denote by xi and xi the saddle points of these integrals, i.e., roots of the 
equations, 
Y - q27Lx * (n/x)“2 = 0. 
Then 
x0 * = t/271r + n/2r2 f rm2(n2/4 + nrt/2n)‘i2. 
Note that x,’ < t/2nr < x;. 
A saddle point may occur for Z,‘(U) if x,’ > M,; this happens if n < n, . 
Also, -1-0 < M, if n < n,. We are going to apply Lemma I to I:(U) for n not 
exceeding, 
n3 = (1 + 8) max(n,. n?), (3.10) 
where /I is a sufficiently small positive number. 
We check first that the conditions of Lemma 1 are fulfilled for 
a = M, + u, b = M, - u, a = r, f(z) =f,‘(z) = - (t/2x) log z f 2(m)“‘, 
g(z) = 2 -3’4, p z M,, G = M;‘14, F = t. Let us consider the condition, 
I(f;(z))“(-’ <,u*F-’ for z E D(U); 
the others are obvious. For this to be valid it is enough to show that, 
1 t - 7I(nz)“‘/ a t for zED@), n<n,. (3.11) 
By (1.12) (1.13) and (3.10) 
n3 < (1 + P) rt/471, 
and also 
Iz I < 3t/hr + P for z E O(U). 
Hence, 
x(n Izi)“’ <it for zED@), n<n,, 
if j3 and ,uM;’ are supposed to be sufficiently small, and (3.11) follows. 
To calculate the saddle-point terms, note that, 
{(f,‘)” (x,“)}p”2= (x,‘)“” n-Ii4 (+++J -‘i4. 
and also that, 
t(2nrxz)-’ = /&)” + (1 +E)1’2]*2, 
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whence 
(3.12) 
It is then easily seen that the saddle-point terms are those given in (1.15). 
The saddle-point term for IT(u) (resp. I;(U)) is to be taken into account if 
x,’ > M, + u (resp. x; < M, - u). However, it is more convenient to count 
these terms according to the simpler conditions x0’ > M, , x; < Ml, with an 
estimation of the consequent error. Write (1.13) for a moment as rzi = ni(mj). 
Then the number of n’s for which an extra term is counted is at most, 
1 +nj(mj)-nj(mj-U)< 1 +m,r”tp’U. 
The sum of the errors is ~r~1m;“2t”+r2m~‘2t~“EU. Denoting by S” the 
main term on the right of (1.15), we now have by (3.1), (3.4t(3.6), (3.8), 
(3.9), and the last written calculations, 
s=s”+q”~ 1 d(n)(rz (u) - r;(u)) du 
0 n<n3 
+ s d(n) u-’ (‘c~z,(u) du + R, 
n>n3 2 0 
=S”+R,+R2+R3, 
(3.13) 
where 
R, @ ,-‘/~~-‘I*uL + r-3/*m;‘t’12~ + r2m;12t-3/?~ 
$ r-lmlI12f+ r2m;12t-1+EU, (3.14) 
and r:(u) is the error term in the application of Lemma 1 to Z:(u). The 
termwise integration of the series in (3.5) was legitimate, because the series 
in Voronoi’s summation formula (1.6) is known to be boundedly convergent 
when a and b lie in a fixed closed subinterval of the interval (0, co). 
Estimation of R, 
Write R,=R: --RF, where 
Rf = Up’ J”‘R;(u)du. 
-0 
(3.15) 
R:(u) = 1 d(n) r,‘(u). 
DIRICHLET POLYNOMIALS 147 
Consider Rt in more detail. By (3.9) and (2.2), 
r;(u) 6 n -l/4(+--3/4 (tml/2r-’ + m,e-.“’ 
+ 2 (l(S:)‘(Mi+(-ly~‘Il)+rl+f-‘.‘I)-l~. 
j=l 
Multiplying both sides by d(n) and summing, we may write, 
R:(u)= T1 R,:.(U). 
,r, 
Then 
R&(u) 6 r2mfi2t-‘L, (3.17) 
and the same estimate holds trivially for R:,(u). 
Consider next R T3(u). There exists an integer n, = n,(u) < n3 such that 
q, z n3 and l(j”,‘,)’ (M, + U) + rI is a minimum. Write n = n, + D. Observing 
that 
we may estimate, 
{l(f,‘)’ (M, + u) + rl + tm”2r)m’ 
C$ ye ‘t’l’ for lvl<r’m,t ‘I’, 
G rm,V’ for r2m,t~“‘<lvl<+n,,, 
< rp2m;‘t for (~1 > iflo. 
Note that r’m, t-II2 > t6 by (1.12). Then, also using (3.3), we obtain, 
R F,(u) < rm i12t ‘12L2. (3.18) 
The same estimate holds for R:,(u), too. Moreover, the above estimates are 
uniform in U. Since m, < tr- ‘, the right-hand side of (3.17) is smaller than 
that of (3.18). Hence, 
R:(u) G rm:i2t-‘12L2. 
The same estimate can be proved for R F(U). Thus, by (3.15) 
R 
I < 
< rm 11=t- L/=L 2 
1 (3.19) 
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Estimation of R, 
In the definition (3.5) of I,(U) we now use the more accurate version of 
the approximations in (3.7). Writing this as, 
u(nx) = aI t aq(nx) + U((nx)-5’4). 
we have, 
f O(rmf/‘t-3/2L) 
= R,, + R,, + O(rm:l’t j12L). (3.20) 
Consider first R,, . We apply Lemma 2 with a =M,, b =M,, f(z) = 
fz(z)+rz, g(z)=~-“‘~, G=MF314, ,uuM,, M=n’!‘M;i’z. The 
assumption if’(z)1 x M for- z E D@) holds if ,uM;’ is supposed to be 
sufftciently small. We obtain, 
R,, < My3’j x d(n)((nm1’4 exp(-An’i2M!‘2) M, + KSi4M, U -‘} 
tl>fl, 
This estimate holds also for R,, , by similar arguments. Hence by (3.20), 
R, < ,.-1,+‘/2LU-1 f rm;l+3/2L. (3.21) 
Completion of the Proof 
By (3.13), (3.14), (3.19), and (3.21) we have, 
where 
S=S”fR, (3.22) 
R < ,.112tp’/2UL + r2m;/2t-I+EU+ r-3/2m;‘t’/2L 
+ rm;/2t-‘/2L2 $ r-1m;l/2tl/2LU-‘; (3.23) 
the terms r-‘m;” ’ t , r2m~12t-3J2L, and rm:i2t~3i2L could be omitted by 
comparison with rm:/2t-1’2L2. 
The tirst and last terms in (3.23) are equal if 
u= r-Wm;WfV2~ 
It should be verified that U satisfies (3.2). Indeed, 
U * r-‘/2t’J4 * tSi2, 
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and by (1.12), 
urn;’ = Y-314m-5/4t1/2 
I 
~ y~3/4fl/2 min(r5/4t’--5/8)-(5s/4), r-5l4) ~ t-“. 
With our choice of U, (3.23) now reads, 
R 6 r-1/4m;L14L f r5/4m;14t’-‘/2,+ 8 
+ r-3~2m,~tw~ + rm;i2tpu2L2. 
Finally, observe that the second term can be omitted by a comparison with 
the last one. Then the assertion (1.15) of Theorem 1 follows from (3.22). 
4. PROOF OF THEOREM 4 
The proof is much similar to that of Theorem 1, so that it is not necessary 
to give all the details. In analogy with (1.1 l), the sum S, is written as. 
S,(M,, M,; t) = x a(m) m (-k/2)-ile2nirm 
w,<m<nr: 
As in the proof of Theorem 1, we introduce the parameter U, and go over to 
an averaged sum Sb. The identity (1.22) is applied to sums S,(U), analogous 
to S(U). From the theory of Bessel functions, we need the asymptotic 
formula [ 15, p. 1991, 
J,(x) = (2/71x) “2 
i 
cos(x - 7rv/2 - 7r/4) 
4v2 - 1 
- 7 sin(x - 7/v/2 - ~14) 
i 
+ 0(x 5’2). 
Hence, if k is an even integer, 
2n(-l)k’2 J,- ,(47r fix, 
= -21/2(nx)y4 
1 
sin(47c Jnx - n/4) 
+4(k- 1)2- 1 
8X 
cos(471 \/“x - ?r/4) 
i 
+ O((nx) -5’4). 
Note that the leading term is the same as in the formula (3.7) for ol(nx). The 
sum S,(U) is written in terms of integrals which are analogous to the I,(U) 
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with n > 1; there is no integral corresponding to I,(U). In place of d(~) we 
have a(n) K(~--“‘*, which is estimated by (1.23). The proof is now 
completed as before. 
5. PROOF OF THEOREM 2 
The function. 
Z(t) = x(4 + it) ~ I’* C(i + it), 
is real for real t, by the functional equation of c(s), and hence 
I<(+ + it)l’ = Z’(t) =x(4 + it)-’ [*(+ + it). (5.1) 
We substitute here [‘(f + it) from the approximate functional equation 
(l.lO), 
c*(f + jr) = \’ d(n)n(-~/*)-f~ +x*(f + it) \‘ den) ,I(-l/*)-tir 
PIG ’ “5, 
+x2(4 + it) 1 d(n) n ‘-“z)+it + O(log f). 
,V’<<<<~/47&N . , 
Since t/2x - N’ = (Nt)“’ by (1.17), the assertion (1.18) follows from (5.1), 
(1.16), and (1.9). 
6. PROOF OF THEOREM 3 
It suffices to prove that if T6 < N, < N, 6 T* and N, z N,, then (with 
L = log T), 
2 -i- d(n) nPL’*(log(T/2rcn))-’ sin(Tiog(T/27cn) - T - 7r/4) 
N’(T.N*)<n<N’(l-.N~) 
=2-l/’ \’ _ (-I)“d(n)np”* /arsinh/[$j”*] ( ’ 
n,<n<lv* 
x (a+&)-‘/’ sin(f(T, 1, n)) + O(T’/*N; ‘L *) 
+ O(L* min((T/Ni)“‘, (T/N1)““)) + O(N:‘*T-‘(T*/N,)?. (6.1) 
Namely, starting from Atkinson’s formula (1.19) with N z T, it is possible 
to shorten one sum in (1.19) and to lengthen the other by means of (6. l), in 
order to obtain the formula to be proved. 
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Consider first the case when N, < N,, where N, is fixed so that T/4x < 
N’(T, NJ < 3T/8z. As in the proof of Theorem 1 (in the case r = l), we 
multiply the terms on the left of (6.1) by e2nin(=l). The integrals to be 
calculated in Voronoi’s formula are of the same type as in the proof of 
Theorem 1, except that there is the harmless extra factor (log(T/2zx)) -’ in 
the integrand. As saddle points we have again the numbers x,’ (for Y = l), 
and the new factor (log(T/2nx,i)) r in the saddle-point terms is given by 
(3.12). Hence, the saddle-point terms are those on the right of (6.1). 
Since 
T/27c - N’(T, NJ z (TN,)“* 
and 
(log(T/2nx))-’ 6 (T/N,)“‘, 
for N’(T, N,) <x < N’(T, N,), the correct error estimate in (6.1) is obtained 
if the error terms of Theorem 1 with t = T, Y = 1, m, z (N, T)“* are 
multiplied by (T/N,)“2. The result is <T”*N;‘L + (T/N,)“’ L* + 
p’RN;5’sL, where the last term is in any case smaller than one of the first 
two terms. 
In the case T < N, < T* it is preferable to apply Voronoi’s formula to the 
sum on the right of (6.1) or actually to an averaged sum as in the proof of 
Theorem 1, with the parameter, 
U== T’l* + N, T-‘. 
The saddle-point terms are those on the left of (6.1), as is to be expected by 
a general reciprocity principle [7]. The error terms, which are obtained by 
repeating the steps of the proof of Theorem 1, contribute together 
<T”*N; “*L* + T-‘N~‘2(T2/N,)E. This completes the proof of (6.1). 
It should be noted that the argument of Atkinson [2] works not only for 
N z T, but also for T < N << T*. However, the (more interesting) case N G T 
makes difftculties, so that it is not obvious how to prove Theorem 3 just by 
modifying the argument of 121. 
7. LEMMAS FOR THE PROOF OF THEOREM 5 
LEMMA 3. Let t > 2 and t* < X < t”, where A is an arbitrary positive 
constant. Then we have, 
&k/2 + it) = 1 a(n) n(-k’2)Pir + (log 2))’ v _ a(n) 
n <.I, x<n<*x 
X log(2X/n) n(Pki2)-if + O(tX-‘I’). 
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ProoJ Let t2 < x < t”. Since the series of p(s) is absolutely convergent 
for 0 > (k + 1)/2, by (1.24), we have 
L‘ a(n) n(-k’2)-it log(x/n) 
n.x 
1 
I 
a+im 
=- 
2ni a-im 
(p(k/2 + it + w) w’-‘xW dw 
1 
i 
a + ix 
=- 
27C ‘o-ix 
&k/2 + it + w) w  ~ ‘x” dw + 0(x” ‘), 
where a E (1, 1) is a fixed number. The complex integral here is evaluated by 
the theorem of residues, considering the integral over the rectangular contour 
with vertices a i ix, --a * ix. The residue at w = 0 is 
(o(k/2 + it) log x + q’(k/2 + it). 
The estimate, 
Icp(a + iu)l < (1~1 + l)‘k’2)+a-U, -a < o - k/2 < a, 
is verified as follows: the case u = k/2 + a is clear (q(s) is bounded), the 
case u = k/2 --a follows from this by the functional equation (1.3), and 
otherwise the assertion holds by convexity. It is now seen that the integrals 
over the line segments [-a + ix, a + i-x J, [-a - ix, a - ix], and [--a - ix, 
--a + ix] contribute together <t2axpa + xaP I. This is <t.x- “2 if we suppose 
that a < + + l/A. 
The above calculations give the equation, 
q(k/2 + it) log x + q’(k/2 + it) 
= K7 
nyx 
u(n) n(-k’2)-it log(x/n) + O(tx-“2). 
The assertion of the lemma now follows by subtracting this equation with 
x =X from that with x = 2X. 
LEMMA 4. ForT>2,T”<H<T,wehave 
I 
TiH 
lp(k/2 + it)1 dr 9 H/log T, T~H 
provided that the function q(s) is not identically zero. 
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ProoJ Let m be the least index such that a(m) # 0. Define the auxiliary 
function, 
Then, 
v(s) = (D(S) ms exp( ((k/2 + iT - s) HP1 log T)‘). 
fT”’ ) q(k/2 + it)( dt @ .i’:yr / ty/(k/2 + it)1 dt 
“T-H 
a j-1;; 
y(k/2 + it) dt 
-TtH 
ZZ v(k/2 + 1 + it)dt + O(1); 
T-H 
the last step was made by Cauchy’s integral theorem, noting that the 
function v(s) is very small for t = T f H, k/2 <u < k/2 + 1. 
The series q(s) converges absolutely on the line u = k/2 + 1, whence, 
.TtH 
1 ty(k/2 + 1 + it) dt 
-7 -II 
.r+H 
= a, 
! 
exp((-1 + i(T- t)) HP’ log 7’)‘} dt 
T-H 
+ m(k12)+ 1 T  _ u(n) n-k/2-’ 
-7 t,, 
X 
J 
(m/n)” exp(((-1 + i(T- t)) HP’ log T)‘} dt. 
T-H 
The first term on the right is &H/log T, and by partial integration it is easily 
seen that the series is Q 1. This completes the proof of the lemma. 
8. PROOF OF THEOREM 5 
Recall the functional equation (1.3), which we write as, 
v(s) = (- 1 )k’2 d(s) p(k - s), 
where 
Then 
A(s) = (27r)2”-k I-(k - s)/T(s). (8.1) 
&k/2 + it) A(k/2 + it)-‘12 = (-l)k’2 (p(k/2 - it) A(k/2 + it)“‘. 
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Ignoring the sign (-l)k’2, the sides of this equation are complex conjugates 
(the assumption a,, E R is needed here). Hence the function, 
Z,(r) = A(k/2 + it)- *‘2 &k/2 $ it), (8.2) 
is either real or purely imaginary. 
Suppose now, contrary to the assertion, that q(s) has no zero p = k/2 + iy 
such that, 
IT-71 <Hz T”‘3)+3E. (8.3) 
Let H,, = T(1/3’ + 2E, and consider the integral, 
I= iH Z,(T+ u) e-(U’HU)2 du. 
. -H 
The function i k’2Z (t) is rea 1 
T+ H], so that byVLemma 4, 
a nd of constant sign in the interval [T- H, 
/~~=~“H~Zy(T+~)le~(U:Ho~zd~ 
$ !H” IZ,(T+ u)l du $ H,/log T. 
. -Ho 
(8.5) 
On the other hand, we may estimate the integral I by substituting the 
expression for p(k/2 + it) from Lemma 3, with X = T3. Writing K = T”‘“‘- ‘, 
we have, 
I= -T- 
n$ 
a(n) n (-k/2)hiT r d(,q2 + f(~+ ,))-I/2 ,-iuep(uIHo): & 
. -H 
In-T/ZnI>K 
+ lH A(k/2 + i(T+ u))-“~ 
. -H 
X P 
in-TIZzl<K 
a(n) n 
(-k/Z)bilT+u) ,-WHo)~ du 
+ (log 2)-l 1 a(n) log(2T3/n) PZ-~“‘~~~ 
T3<n42T3 
x IA A(k/2 + i(T+ ,))-‘I2 n-iue-(U’Ho” du + O(1) 
. -H 
= I, + I, + I, + O( 1). 
We proceed to show that I, and I, are small. 
(8.6) 
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Let first n > T/2x + K, and estimate the integral, 
j  
H 
A(k/2 + i(T + ~4))~“’ npiueC(u’Ho)* du, (8.7) 
-H 
by looking at the corresponding complex integral over the rectangular 
contour with vertices fH, iH - iH,. By (8.1) and Stirling’s formula, for 
1 u 1 < H, 
A(k/2 + i(T+ u))-“~ tciU 
= exp( i(T log( T/2x) - T + u log(T/27cn) + 0( 1))). 
On the vertical sides this is bounded, and 
On the horizontal side in the lower half-plane the function exp(-(u/H0)2) is 
bounded. and 
A(k/2 + i(T+ u))-“~ n-” G exp{-H, log(2nn/T)} 
< exp(-A P). 
For II < T/27-c - K the integral (8.7) can be estimated similarly, by 
integrating in the upper half-plane. 
By the above estimations I, and Zj are found to be very small, in any case 
<l. 
Finally, we have, 
I, < H sup \’ 0) n 
(6h/2)-il 
IT-11411 - n-Tl2nl sli 
&H sup \‘ 0) n 
t-ki?l-it + O(HT-l:“O+ J&/2). 
IT’-II SH ln-z4SK 
(8.8) 
The error term was obtained by (1.24). To estimate the sum here, we apply 
Theorem4withr=1,M,=t/2n-K,M2=t/2~+K.Thenn,,n2<’,t”‘“‘~‘” 
by (1.13), and by Theorem4 the sum in (8.8) is <T-3E’2. Hence by (8.8) 
and (8.6), 
But this contradicts (8.5) if T is sufftciently large. Consequently there must 
exist a zero p = k/2 + iy of q(s) satisfying (8.3). 
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Remark. The proof of Theorem 5 as given above depends on Deligne’s 
estimate (1.23). However, it is possible to avoid (1.23) by the following 
argument. In the proof of Theorem 5 one may choose the parameter K freely 
from the interval [T’2’3’-E, 2T(2’3)-E 1, and average with respect to K. In the 
above argument, it is enough to know that the sum in (8.8) is 4T-3E’Z in 
mean. This holds if it is known that (1.23) is true in mean when n runs over 
an interval [x, x + x (2’3)--E I. But this is indeed the case by (1.24), for + < 5. 
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