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i
RESUME
i
Les gestionnaires des ventes peuvent se servir de modèles de décision pour répartir de
façon optimale les ressources marketing entre les produits et territoires. Ces modèles
sont des équations mathématiques qui représentent la façon dont les ventes réagissent
aux efforts marketing et peuvent être calibrés à partir de données objectives ou
subjectives. Little (1971) affirme que les données subjectives sont plus efficaces parce
qu'elles contiennent toute l'expérience des gestionnaires. A partir des recommandations
de Little, Lodish (1971) a développé le modèle CALLPLAN afin d'aider les gestionnaires
à répartir le temps de visites des représentants entre les clients ou les produits, de façon à
maximiser les profits de l'entreprise. Pour calibrer ce modèle, les utilisateurs doivent
utiliser les cinq données suivantes : les ventes prévues si aucune visite n'est effectuée, les
ventes prévues avec une réduction de 50% des visites actuellement effectuées, les ventes
actuelles, les ventes prévues si le nombre de visites est augmenté de 50% et les ventes
prévues en effectuant un nombre infiniment grand de visites. Nous avons constaté que
les modèles de répartition se basent tous sur les mêmes données pour estimer les
paramètres des fonctions de réponse des ventes et que la valeur de ces données n'a jamais
été évaluée empiriquement. Cette étude visait donc à évaluer la valeur des données
subjectives utilisées dans la procédure d'estimation des paramètres du modèle
CALLPLAN. A l'aide de simulations de jugements sur ordinateur, nous avons vérifié si la
procédure d'estimation, telle que proposée par Lodish, peut être améliorée. Nous avons
trouvé en essayant différentes combinaisons de cinq points, qu'effectivement la
combinaison de Lodish n'est pas la meilleure pour estimer adéquatement les paramètres
du modèle CALLPLAN. Quand la fonction de réponse des ventes est à priori en forme
de S, les points utilisés devraient être les suivants ; les ventes prévues si aucune visite
n'est effectuée (min), les ventes actuelles, les ventes prévues si un nombre infiniment
grand de visites est effectué (max), les ventes prévues avec le nombre de visites qui
correspond au point d'inflexion (P.l.) de la fonction de réponse et les ventes prévues
avec le nombre de visites qui correspond à la mi-distance du point d'inflexion et du
niveau de ressource min. Quand la fonction de réponse est à priori concave, la
combinaison de points utilisée devrait être ; les ventes prévues si aucune visite n'est
effectuée, les ventes actuelles, les ventes prévues si un nombre infiniment grand de
visites est effectué, les ventes prévues en réduisant au quart le nombre de visites
actuellement effectué et les ventes prémes en diminuant de 50% le nombre de visite
actuellement utilisé. Nous avons également observé que les jugements concernant les
ventes minimales et les ventes maximales influencent grandement les estimés. Nous
avons donc trouvé un moyen d'atténuer leur impact en calculant des estimés moyens
générés par les jugements individuels d'un groupe déjugés.
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i INTRODUCTION
i
"Comment répartir notre force de vente dans les différents territoires?" Ou encore "À
quelle fréquence les représentants doivent-ils visiter nos différentes catégories de
clients?" Voici des questions aussi importantes que difficiles à traiter pour les
gestionnaires des ventes, souvent appelés à déterminer et à justifier les niveaux de
ressources marketing qu'ils comptent investir dans l'entreprise. Ces décisions appelées
décisions de répartition (Boivin, 1995) peuvent être prises de façon analytique. Par
exemple, les gestionnaires peuvent se servir du modèle de décision bien connu
CALLPLAN (Lodish, 1971), afin de répartir de façon optimale le temps de visite des
représentants entre les différents clients de l'entreprise. Ce système informatique
modélise d'abord la façon dont les ventes réagissent aux visites des représentants, en
utilisant comme données les jugements des gestionnaires. Puis, il suggère des normes de
fréquence de visites pour permettre à l'entreprise de maximiser ses profits.
Ce mémoire évalue les données subjectives utilisées pour calibrer le modèle
CALLPLAN. Dans un premier temps, nous décrivons les principales études qui évaluent
les modèles de décision de répartition. Ensuite, après une description de la méthodologie
de recherche utilisée, nous présentons les résultats obtenus. Finalement, nous suggérons
aux utilisateurs de CALLPLAN des moyens d'améliorer les données utiles pour calibrer
le modèle.
I  CHAPITRE I REVUE DE LA LITTÉRATURE
i
Après un bref rappel du rôle que jouent les modèles dans le processus de décision et
une description des types de données qui peuvent être utilisées pour calibrer ces modèles,
nous passerons en revue une série de résultats d'expérimentations menées afin de tester
la performance de certains des modèles servant à répartir la force de vente et à
déterminer un budget publicitaire. Finalement, nous analyserons la procédure
d'estimation des paramétres du modèle CALLPLAN.
1.1 Le rôle des modèles dans le processus de prise de décision
L'aspect fondamental d'un modèle de décision est le comportement des ventes selon
des ressources marketing et est appelé une fonction de réponse. Une fonction de
réponse représente donc la façon dont les ventes réagissent aux différentes ressources
marketing. Alors, une excellente connaissance de celle-ci permet aux gestionnaires
d'améliorer les décisions qu'ils prennent concernant les niveaux de ressources marketing à
investir dans l'entreprise.
L'allure générale des fonctions de réponse à des ressources marketing est la suivante ;
les ventes augmentent lorsque l'effort marketing s'intensifie. Simon et Amdt (1980) ont
passé en revue plus d'une centaine d'études visant à définir l'allure de différentes
^  fonctions de réponse et ont trouvé que le type le plus fréquent est la fonction concave.
Elle est caractérisée par une augmentation des ventes de plus en plus faible à mesure que
l'effort augmente et est dite posséder des rendements marginaux décroissants. L'autre
type de fonction est la fonction logistique en forme de S qui est caractérisée par
l'existence de seuils de ressources. Cette fonction possède des rendements marginaux
qui croissent dans un premier temps, et qui, après un point d'inflexion, décroissent. Par
ailleurs, une fonction linéaire, signifiant une augmentation constante des ventes et
impliquant des rendements marginaux constants entraînerait des prises de décisions
absurdes. La meilleure décision pour une fonction de ce type serait d'investir le
maximum de la ressource pour obtenir un niveau de vente infiniment élevé. Cependant,
ce type de fonction de réponse des ventes n'existe pas.
1.2 Les types de données permettant le calibrage des modèles
La première étape de l'utilisation des modèles de décision consiste à calibrer le
modèle, c'est-à-dire estimer les paramètres des fonctions de réponse. Deux types de
données peuvent être utilisées à cette fin : les données objectives, qui sont des
observations du comportement antérieur du marché, et les données subjectives qui
représentent des jugements émis par les gestionnaires concernant le comportement des
ventes face à différents niveaux de ressources marketing.
I  Naert et Weverbergh (1981) tirent de la littérature les principales raisons qui
remettent en question les données objectives. C'est dernières doivent rencontrer certains
standards de qualité, de variabilité et de quantité. Le problème le plus fréquent est que
bien souvent les données ne sont pas disponibles et quand elles le sont, il est difficile de
savoir si elles ont été bien mesurées. De plus, cette approche est statique : elle suppose
la stabilité des séries temporelles car elle génère des prédictions basées sur des résultats
survenus dans le passé. Il arrive aussi à l'occasion que l'approche objective produise des
résultats peu logiques c'est-à-dire en dehors d'intervalles de valeurs sensées tels les
niveaux zéro et infini. Finalement, elle ne tient compte que d'un nombre limité de
variables explicatives.
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1.2.1 Les données subjectives
John D.C. Little est le pionnier de l'approche subjective. Il affirme que cette méthode
d'estimation de la fonction de réponse est supérieure à la méthode se basant uniquement
sur des données objectives. Elle est supérieure parce qu'elle utilise des données qui sont
en fait des jugements que les gestionnaires émettent à partir des nombreuses sources
d'informations disponibles dans l'environnement. La perception des gestionnaires
concernant le comportement des ventes se base sur les renseignements qu'ils ont tirés de
leurs nombreuses discussions avec des vendeurs, des détaillants et des consommateurs.
Elle se base également sur la connaissance que les gestionnaires, au fil des ans, ont
|| acquise du produit lui-même et de ceux des concurrents. En fait, les gestionnaires
intègrent toute leur expérience dans les jugements qu'ils émettent. Little (1971)
considère donc ce type de données comme étant beaucoup plus riche en informations que
ne le sont les données objectives.
Little (1971) appelle "décision calculus", les modèles de décision utilisant une
procédure subjective d'estimation de la fonction de réponse. Leur fonctionnement est le
suivant les gestionnaires expriment, dans une première étape, leur vision du
comportement des ventes pour différents niveaux d'efforts marketing puis ces
informations subjectives sont transformées en fonction de réponse. Ensuite, les
gestionnaires comparent les résultats générés par le modèle avec les données historiques
^  qu'ils possèdent. Ils peuvent à cette étape ajuster leurs jugements afin que les résultats
du modèle reflètent adéquatement leurs croyances concernant le marché. Une fois les
paramétres bien définis, les fonctions sont optimisées et le modèle suggère des niveaux
de ressources à investir.
1.3 Examen de la performance des modèles basés sur les jugements
Nous allons maintenant examiner la performance de deux modèles similaires soit
ADBUDG et CALLPLAN. ADBUDG modélise le comportement des ventes selon le
niveau de publicité investi et CALLPLAN modélise le comportement des ventes selon la
fréquence des visites effectuées.
i
1.3.1 Les résultats d'expérimentations en environnement réel
La performance du modèle CALLPLAN (Lodish, 1971) est d'abord démontrée avec
la collaboration de la Pennwalt Corporation qui permet d'appliquer le modèle à un
problème réel. Quatorze représentants dans six situations de ventes ont fourni leurs
jugements pour calibrer le modèle et dans la majorité des cas leurs ventes ont augmenté
entre 5% et 25%.
Une expérimentation sur le terrain menée par Fudge et Lodish (1977) en collaboration
avec la compagnie United Air Lines permet aussi de valider les bénéfices provoqués par
CALLPLAN. Dans cette expérimentation, dix représentants utilisent CALLPLAN pour
répartir leurs visites. Ils sont choisis aléatoirement parmi dix paires de représentants
jumelés selon leurs caractéristiques personnelles, la taille de leur territoire, leur revenu et
leur type de client. Les dix autres représentants qui forment le groupe de contrôle sont
informés qu'ils participent à une expérience et doivent estimer manuellement les ventes
prévues selon différentes fréquences de visites. Après six mois d'utilisation,
l'expérimentation a permis de constater que les représentants utilisant CALLPLAN pour
répartir leurs visites ont obtenu une augmentation moyenne de leurs ventes de 8,1 % par
rapport aux dix autres représentants du groupe de contrôle et la probabilité que cette
augmentation soit due au hasard est de 2,5%.
|| En 1988, Lodish, Curtis, Ness et Simpson publient les résultats d'une autre application
de CALLPLAN visant à aider les Laboratoires Syntex à déterminer la taille de leur force
de vente et sa répartition dans les territoires. De 1982 à 1985, l'utilisation de ce modèle
a permis à la compagnie de profiter d'une augmentation des ventes de 8% par rapport à
ce qu'elles auraient été en maintenant le statu quo. Le coût du modèle s'est élevé à 30
000$ pour des revenus additionnels de 25 millions de dollars sur une période de trois ans.
Le modèle a aussi eu un impact stratégique important en amenant la direction à
concentrer les efforts de ventes sur des produits à potentiel de vente plus élevé.
Ces compte rendus d'utilisations concrètes laissent supposer que le modèle
CALLPLAN et les données subjectives sont efficaces puisque dans tous les cas, ils ont
^  permis d'augmenter les ventes des entreprises. Examinons maintenant l'efficacité de ce
type de données dans des expérimentations en laboratoire.
1.3.2 Les résultats d'expérimentations en laboratoire
Deux expérimentations en laboratoire menées par Chakravarti, Mitchell et Staelin
(1981) visent à évaluer la performance d'un modèle similaire à CALLPLAN. Les
résultats démontrent que les utilisateurs du modèle (des étudiants au MBA) prennent de
moins bonnes décisions que ceux du groupe de contrôle. Ils concluent donc, qu'un
modèle basé sur des jugements, aide les gestionnaires à prendre de meilleures décisions
1^ dans la mesure où la fonction de réponse du marché peut être correctement définie et
calibrée. De plus, si l'environnement est complexe, c'est-à-dire que les effets reliés aux
efforts sont transférables dans le temps et que les gestionnaires ont de la difficulté à
fournir les jugements nécessaires pour estimer la fonction de réponse quand ils ne
possèdent pas d'informations supplémentaires sur le marché compte tenu d'un manque
d'expérience. Ils ont trouvé également, que les sujets font de plus grandes erreurs
d'estimation des ventes pour les niveaux éloignés (effort minimal et effort maximal) du
niveau de ressource utilisé actuellement. En fait, les sujets surestiment les effets d'une
augmentation des efforts publicitaires et sous-estiment les effets d'une diminution des
efforts.
^  Little et Lodish (1981) prétendent toutefois que l'expérimentation en laboratoire n'est
pas une méthode adéquate pour évaluer ces modèles. L'expérience menée par
Chakravarti, Mitchell et Staelin (1981) ne fournit pas aux sujets suffisamment de
résultats d'efforts publicitaires et aucune information sur le marché, ni sur le produit. De
plus, les sujets ont peu d'expérience dans la tâche d'élaboration d'un budget marketing.
Ils rappellent que l'idée centrale de ce type de modèle est de considérer la connaissance
que les gestionnaires ont acquise de l'environnement marketing. Les gestionnaires
intègrent toute leur expérience dans leur processus de décision et réussissent ainsi à
visualiser la fonction de réponse de façon plus précise. Finalement, concernant
l'estimation des extrêmes de la fonction de réponse, Little et Lodish (1981) affirment
qu'en situation réelle, les gestionnaires sont préoccupés par ce type d'informations et
donc très consciencieux quand vient le temps de les estimer. Ils sont donc étonnés des
résultats qu'ont trouvés Chakravarti, Mitchell et Staelin.
Mcintyre (1982) mène une expérimentation en laboratoire semblable à celles menées
par Chakravarti, Mitchell et Staelin (1981), afin de tester une version simplifiée du
modèle CALLPLAN. Les résultats obtenus montrent que les utilisateurs du modèle (des
étudiants au MBA) réussissent à déterminer la fréquence des visites de façon plus
profitable que le fait le groupe de contrôle, l'utilisation du modèle est donc bénéfique et
contredit la conclusion de Chakravarti, Mitchell et Staelin (1981) selon laquelle, les
utilisateurs du modèle ne réussissent pas à prendre de meilleures décisions. Il montre
aussi que même des sujets ayant peu d'expérience dans ce type de prise de décisions,
réussissent à prendre de meilleures décisions. Mcintyre note toutefois que
l'environnement utilisé est stable, c'est-à-dire que les efforts investis au cours d'une
période n'influencent pas les ventes des périodes subséquentes et d'autre part, que le
problème de répartition du budget est simple. Il affirme, tout comme Chakravarti,
Mitchell et Staelin (1981) le prétendent, que ces conditions sont essentielles pour qu'un
modèle donne des résultats positifs.
Il est difficile d'imaginer que toutes les évaluations de CALLPLAN aient pû être
favorables. Il importe cependant de rappeler que la plupart des modèles en marketing
ont rarement contribué à de véritables décisions alors que CALLPLAN a été utilisé dans
de nombreux cas concrets avec des résultats que les utilisateurs considèrent comme très
10
^  favorables. La démarche qui consiste à passer des jugements subjectifs des responsables
aux fonctions de réponse et de ces dernières, à des recommandations correspond donc,
dans un bonne mesure, à la réalité de ceux qui ont à prendre ce type de décision.
Toutefois, les expériences en laboratoire indiquent que les sujets ont de la difficulté à
reproduire dans leurs jugements le comportement des fonctions de réponse complexes.
C'est la transformation des jugements en fonctions de réponse qui est l'objet de ce
mémoire.
1.4 La procédure d'estimation des paramètres de CALLPLAN
Lodish (1971) estime les paramètres du modèle en solutionnant le système suivant
d'équations non-linéaires :
Ventes j = ZER + (SAT - ZER) ( vis j ) «
[p + (visj)a]
Ventes j = les ventes prévues durant une période de réponse si viSj est affecté au client j
ZER = les ventes prévues si aucune visite n'est effectuée durant la période de réponse
SAT = les ventes prévues si un nombre infini de visites est effectué durant la période de réponse
vis = fréquence des visites effectuées au cours d'une période (exprimée en taux)
a  = allure de la fonction de réponse (si a>l, la courbe est en S et si 0<a<l, la courbe est concave)
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^  Lodish propose aux utilisateurs du modèle de demander à des juges (gestiotmaires des
ventes, chef de territoire ou représentant) de prévoir le niveau des ventes :
1. Si aucune visite n'est effectuée (ZER);
2. Si la fréquence des visites actuellement effectuées est réduite de 50% (0,50);
3. Si la fréquence des visites actuellement effectuées est augmentée de 50% (1,50);
4. Si un nombre de visites infiniment élevé est effectué (SAT).
Pour obtenir une fonction de réponse complète, l'équation du modèle CALLPLAN
est utilisée deux fois (Lodish, 1971). La première fois en utilisant : les ventes prévues
sans ressources (ZER), les ventes prévues avec 50% des ressources actuelles, les ventes
avec les ressources actuellement utilisées et les ventes prévues avec un niveau infiniment
^  grand de ressource. La deuxième fois avec : les ventes prévues sans ressources (ZER),
les ventes avec les ressources actuellement utilisées, les ventes prévues avec 150% des
ressources actuelles et les ventes prévues avec un niveau infiniment grand de ressource.
Naert et Weverbergh (1981) reprochent à la procédure d'estimation de ces modèles
d'être plutôt intuitive parce qu'elle n'implique pas de critère d'adéquation tel que celui
qui consiste à minimiser la somme des carrés des résidus. Ceci est causé par le fait que le
nombre de paramétres à estimer est égal au nombre d'observations servant à les estimer.
Il n'y a donc pas de degré de liberté disponible pour estimer la variance des erreurs.
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^  Alors, techniquement même si une adéquation parfaite peut être obtenue entre les
données et la courbe, rien ne peut être conclu sur la justesse des paramètres estimés.
Cette procédure a toutefois l'avantage de faciliter la tâche des gestionnaires puisque la
cueillette des données est simple. Pour obtenir de l'information plus complète d'un point
de vue théorique du moins, Naert et Weverbergh (1981) soutiennent qu'il faudrait un
plus grand nombre de données soit dix ou quinze plutôt que quatre pour estimer les
paramètres du modèle, mais elle risque d'être plus fastidieuse à rassembler pour le
gestionnaire.
Finalement, nous avons constaté que toutes les utilisations des modèles de décision
basés sur les jugements suivent pratiquement les mêmes règles. Les jugements
^  concernant les ventes avec des niveaux d'efforts de 50% et 150% des ressources
actuelles sont requis pour estimer les paramètres des fonctions de réponse. C'est Little
(1966) qui les a utilisés à titre d'exemple pour la première fois. Cependant, il n'a pas
mentionné que cette procédure devait nécessairement être considérée comme une règle à
suivre pour estimer les paramètres des fonctions de réponse de tous les modèles de
décisions basés sur des données subjectives. En effet, le modèle DETAILER
(Montgomery, Silk et Zaragoza, 1971) requiert les jugements concernant les ventes avec
des niveaux d'effort de 25% et de 50%. De plus, il semble que la pertinence d'une
utilisation générale de ces niveaux de ressources n'ait jamais été examinée
empiriquement.
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^  Nous croyons qu'il est important de vérifier ces niveaux de ressources ainsi que leur
influence dans la procédure d'estimation des paramètres et nous sommes d'avis qu'il faut
pour cela demander aux gestiormaires d'émettre d'autres jugements que ceux proposés
par Lodish.
^  CHAPITRE II MÉTHODOLOGIE DE LA RECHERCHE
Dans le présent chapitre, nous décrivons la problématique de cette recherche ainsi que
la méthode que nous privilégions pour recueillir les données servant à la résoudre.
2.1 Identirication du problème
Nous avons signalé, que la valeur des jugements généralement utilisés dans les
modèles de décisions basés sur les jugements, n'a jamais été évaluée empiriquement.
^  L'objet de cette recherche est donc de combler cette lacune en évaluant la valeur des
jugements qui sont utilisés dans le modèle CALLPLAN. Rappelons que l'objectif de ce
modèle est de déterminer une norme de fréquence optimale de visites que les
représentants doivent effectuer pour que l'entreprise maximise ses profits. Little (1971)
mentionne qu'un gestionnaire peut choisir les points qui ont une signification
opérationnelle pour lui et estimer la courbe à partir de ceux-ci. Cependant, les points
utilisés pour calibrer le modèle CALLPLAN sont les suivants :
1. Les ventes prévues si aucune visite n'est effectuée (ZER);
2. Les ventes prévues avec la moitié des visites actuellement effectuées (0,50);
3. Les ventes avec la fréquence de visites actuelle (1,00);
4. Les ventes prévues en augmentant de 50% les visites actuellement effectuées (150%);
5. Les ventes prévues si un nombre de visites infiniment élevé est effectué (SAT).
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i
Nous allons donc vérifier si ces points sont les plus efficaces pour estimer les
paramètres du modèle CALLPLAN. Pour notre part, nous croyons que :
d'autres combinaisons de jugements que celle proposée par Lodish
permettent une meilleure estimation des paramètres a et P de la fonction de
réponse de CALLPLAN.
Comme Naert et Weverbergh (1981), nous pensons qu'une augmentation du nombre
d'observations dans la procédure d'estimation permettrait de mieux estimer les
paramètres des fonctions de réponse. Cependant, nous avons déjà mentionné que
demander aux gestionnaires d'émettre un grand nombre de jugements peut être une tâche
fastidieuse et difficile pour eux. Donc, nous allons vérifier si d'autres combinaisons de
cinq ou six jugements permettent d'estimer les paramètres des fonctions avec plus de
justesse que la combinaison proposée par Lodish.
Par ailleurs, nous avons créé des conditions nous permettant d'évaluer l'impact du
niveau d'expérience des gestionnaires qui émettent les jugements. Nous croyons que les
gestionnaires de grande expérience sont en mesure de bien visualiser la fonction de
réponse des ventes et donc de prévoir des ventes qui sont assez près des ventes réelles.
Quant aux gestionnaires de moyenne et faible expérience, ils devraient commettre de plus
grandes erreurs de jugements.
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I  2.3 La méthode de collecte des données
Nous avons recueillis les données nécessaires pour évaluer la valeur des jugements
que Lodish propose d'utiliser par l'intermédiaire de simulations sur ordinateur. Ce sont
les jugements que nous avons simulés. Chaque simulation représente les jugements d'un
gestionnaire concernant la valeur des ventes pour différents niveaux de visites. Nous
privilégions cette méthode de cueillette, puisqu'elle nous permet notamment d'utiliser des
fonctions de réponse prédéterminées et de simuler leur connaissance par des
gestionnaires fictifs (simulation). Alors, nous pouvons évaluer d'une façon objective la
valeur de différents niveaux de jugements. De plus, nous pouvons recueillir un nombre
de données considérablement plus grand que ce qu'il aurait été possible de faire dans une
expérimentation en environnement réel.
2.3.1 La structure mathématique de la simulation
La première étape consiste à définir deux fonctions de réponse ; une concave et une
en forme de S. Le tableau 1 montre les valeurs que nous avons données aux paramètres
a, P, ZER et SAT afin de calibrer le modèle et ainsi déterminer les ventes réelles qui
seront considérées dans notre simulation.
17
Tableau 1
Paramètres des fonctions de réponse
Paramètres
Fonction concave Fonction en S
a 0,8 2,0
3 1,0 0,8
ZER 10 000 10 000
SAT 60 000 60 000
C'est principalement le paramètre a qui donne l'allure de la courbe. S'il prend une
valeur comprise entre 0 et 1, la courbe est concave. Nous avons donc choisi, de façon
arbitraire, un a de 0,8 pour la courbe concave. Pour obtenir une courbe en forme de S,
le paramètre a doit être supérieur à 1. Nous avons décidé de lui donner la valeur 2.
Pour ce paramètre, nous nous sommes basés sur les données de l'expérimentation de
Fudge et Lodish (1977) menée avec la collaboration de la compagnie United Air Line.
Nous avons trouvé que la valeur moyenne du paramétre a, dans les fonctions en S de
cette compagnie, est de 2,04 avec un écart-type de 0,5. Concernant les autres
paramétres : P, ZER (ventes minimales) et SAT (ventes maximales), nous les avons
choisis arbitrairement pour les deux fonctions. Les ventes estimées selon les deux
fonctions de réponse ont été déterminées pour les neuf niveaux de visites suivants : min
- 0,25 - 0.50 - 0.75 - 1.00 - 1.25 - 1.50 - 1.75 - max. Il est important de spécifier que les
visites sont représentées par des taux plutôt que par des fréquences et que ces taux sont
relatifs au nombre de visites actuellement effectué, représenté par le taux 1.00.
(  •
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Tableau 2
ventes estimées selon les paramètres des fonctions de réponse du tableau 1
Visites
(en taux)
Ventes estimées
fonction concave fonction en S
min 10000 10000
0.25 22403 13623
0.50 28241 21905
0.75 32136 30642
1.00 35000 37778
1.25 37226 43069
1.50 39019 46885
1.75 40505 49644
max 60000 60000
Le tableau 2 présenté plus haut, montre pour chaque niveau de visites, les ventes
estimées selon les deux fonctions de réponse. L'allure générale' de ces deux fonctions
est illustrée par les graphiques 1 et 2.
Graphique 1
FONCTION CONCAVE
50000
40000
30000
20000
10000
-ventes estimées
1  »
Les niveaux de visites max sont exclus des graphiques pour des raisons pratiques d'illustration.
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Graphique 2
FONCTION EN S
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40000
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-ventes estimées
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La seconde étape consiste à simuler les jugements des gestionnaires. Pour reproduire
les jugements dans la simulation, nous avons d'abord créé une variable ventes prévues
qui représente les iueements des gestionnaires. Ensuite, nous avons créé une variable
erreur de jugement afin de reproduire niveau d'expérience des gestionnaires. Cette
erreur de jugement est une erreur de prédiction des ventes réelles : quand les
gestionnaires possèdent une connaissance parfaite de l'environnement, les ventes qu'ils
prévoient devraient être égales aux ventes réelles puisqu'ils ne devraient faire aucune
erreur de jugement ou encore une erreur égale à zéro. Mais en réalité cela est
impossible. Les gestionnaires ne contrôlent jamais complètement toutes les informations
disponibles dans l'environnement. Donc, les ventes qu'ils prévoient pour un niveau de
visites sont égales aux ventes réelles pour ce niveau de visite plus une erreur de jugement
(Ventes prévues = ventes réelles + erreur de jugement).
(  •
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i Chaque gestionnaire possède une vision du comportement des ventes qui lui est
propre et cette vision est grandement influencée par son expérience. Donc, nous avons
généré, à l'aide du logiciel MINITAB, les erreurs de jugements des gestionnaires à partir
de différentes séries de chiffres aléatoires dont la distribution est normale, l'espérance
mathématique est de zéro et l'écart-type variable selon le niveau d'expérience. Nous
avons déterminé la valeur des écart-types des erreurs en fonction de la valeur des écart-
types que Mcintyre (1981) a utilisée lors de son expérimentation pour mesurer l'impact
qu'avait le niveau de bruit de l'environnement sur son modèle. Le tableau 3 résume les
caractéristiques des erreurs de jugements générées dans les simulations.
Tableau 3
Caractéristiques des erreurs selon le niveau d'expérience des gestionnaires
expérience
des
gestionnaires
variation
aléatoire des
erreurs
espérwce
mathématique des
erreurs
écart-type^
des erreurs
erreur maximale de
prédiction des
ventes réelles
grande faible 0 2,5 ± 10 %
moyeime moyenne 0 5,0 ± 20 %
faible grande 0 7.5 ± 30 %
Les chiffres aléatoires représentent des erreurs absolues de jugement. Nous les avons
donc transformés pour qu'ils deviennent des erreurs de jugements par rapport aux ventes
réelles. Donc, les ventes prévues pour chaque niveau de visites sont obtenues par la
formule suivante :
<  I
Ventes prévues =
pour un niveau
de visite
(jugements)
^ L'écart-typc détermine le niveau de la variation aléatoire des erreurs dans les simulations.
' Ces données s'obtiennent en considérant que 100% des erreurs se situent entre ± 4ct de la moyenne.
ventes réelles
pour ce niveau
de visite
(selon la fonction)
(  1 + erreur /100 )
erreur générée aléatoirement et
transformée en erreur de jugement
par rapport aux ventes réelles
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Le tableau 4 montre un exemple de simulation des jugements d'un gestionnaire de
grande expérience.
Tableau 4
Exemple d'une simulation de neuf jugements *
d'un gestionnaire de grande expérience
niveau de ventes erreurs ventes
visites réelles prévues
I min 10000 0.04650 10004.7
2 0,25 13623 -1.23005 13455.4
3 0,50 21905 2.58027 22470.2
4 0,75 30642 0.97354 30940.3
5 1,25 43069 -2.48356 41999.4
6 1.50 46885 2.17300 47903.8
7 1,75 49664 0.58021 49952.2
8 max 60000 2.34355 61406.1
9 1,00 37778 0.00000 37778.0
i Nous tenons à faire les remarques suivantes concernant les erreurs de jugements :
Nous avons choisi de générer les erreurs de jugement à partir de chiffres aléatoires
pour faire en sorte que les erreurs varient d'un jugement à un autre et d'un
gestionnaire à l'autre (d'une simulation à l'autre). Une autre possibilité aurait été de
considérer des erreurs constantes de prédiction des ventes réelles, mais nous jugeons
que cette alternative est moins réaliste.
(  •
Techniquement le niveau de visite I.OO n'est pas un jugement mais une donnée connue.
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I  • Comme nous supposons que les gestionnaires connaissent exactement les ventes
actuelles de la compagnie, nous avons fait en sorte que les simulations génèrent
toujours une erreur de jugement égale à zéro pour le niveau de visite 1,00.
• Certaines simulations auraient pu entraîner des erreurs de logique, puisque les
jugements sont générés de façon aléatoire. Par exemple, il aurait été possible que les
ventes prévues avec un taux de visites de 0,25 soient supérieures aux ventes prévues
avec un taux de visites de 0,50. En réalité, les gestionnaires sont intelligents et
prédisent toujours une augmentation des ventes lorsque le nombre de visites
effectuées augmente. Ce type d'erreur ne s'est pas présenté au cours des simulations
mais si cela avait été le cas, nous aurions tout simplement rejeté les simulations ne
à  respectant pas cette logique.
2.3.2 Procédure d'estimation des paramètres des fonctions de réponse
Il est possible de transformer le modèle non-linaire CALLPLAN en une forme
d'équation linéaire, estimable par la méthode des moindres carrés (OLS). Voici la
démonstration de cette transformation (Boivin, 1995) :
1) Vj = ZER + ( SAT - ZER) * ( vis " ) est la fonction originale de CALLPLAN
p + vis"
(  »
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I 2) En la manipulant ;
t Vi - ZER ) = vis
(SAT-ZER) p +vis'
Où ; t Vi - ZER ) = N (un chiffre observé)
( SAT - ZER )
3) N = vis "
P +vis''
Np * Nvis"= vis"
N p = vis " ( 1 - N )
P = vis" (1 -N)
N
4) Maintenant, nous prenons les logarithmes In naturels des deux côtés :
In p = a In vis + In [ ( 1 - N ) / N ]
Si nous réarrangeons l'équation.
In I N / (1-N) ] = - In p + a In vis
Elle prend la forme d'une équation estimable par OLS (Y = a + b x) et selon laquelle :
Y = In Jl_
1 -N
a  ==  -Inp
b  = a
X  = In vis
1  I
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i Donc, en transformant les ventes prévues et les niveaux de visites nous pouvons
utiliser une régression linéaire pour déterminer la valeur des estimés de a et p. Nous
estimerons donc le modèle linéaire pour estimer les paramètres des fonctions, puisqu'il
génère les mêmes résultats que le modèle de Lodish (voir annexe 1). Le programme
informatique utilisé pour produire les simulations de jugements est présenté à l'annexe 2.
Le tableau 5 donne un exemple des variables créées dans les simulations, afin
d'estimer les paramètres a et P selon le modèle linéaire.
Tableau 5
Exemple des variables créées
pour estimer a et P dans une simulation de jugements
niveau ventes erreurs ventes In vis N In ( N / 1-N )
de visites réelles prévues "X"
1 min 10000 0.04650 10004.7 -4.60517 0.00000 *
2 0.25 13623 -1.23005 13455.4 -1.38629 0.06713 -2.63157
3 0.50 21905 2.58027 22470.2 -0.69315 0.24251 -1.13895
4 0.75 30642 0.97354 30940.3 -0.28768 0.40730 -0.37515
5 1.25 43069 -2.48356 41999.4 0.22314 0.62245 0.49995
6 1.50 46885 2.17300 47903.8 0.40547 0.73732 1.03207
7 1.75 49664 0.58021 49952.2 0.55962 0.77717 1.24923
8 max 60000 2..34355 61406.1 8.79979 1.00000 *
9 1.00 37778 O.OOOOO 37778.0 0.00000 0.54032 0.16164
En examinant ce tableau, nous remarquons la présence de deux astérisques (*) sous la
variable lu (N/l-N) qui correspond aux Y dans le modèle linéaire. Ces astérisques sont
générés automatiquement par minitab quand une valeur est indéfinie et ces observations
sont exclues de la régression. En fait, les Y associés aux niveaux de visites minimal
(min) et maximal (max) sont toujours exclus de la régression compte tenu de ce qui suit :
(  I
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Pour le niveau de visites i = min :
En se basant sur les données du tableau 4. le N associé au niveau de visite minimal est le suivant :
N = ( Vi - ZER ) où Vj = ventes prévues pour le niveau de visite j
( SAT - ZER ) ZER = ventes prévues si aucune visite n'est effectuée
SAT = ventes prévues si im nombre infini de visites est effectué
N = { 10 004- 10 004) = 0 = 0
(61406-10 004) 51 402
Y = In ( N / 1 - N) = In ( 0 / 1 - 0 ) = indéfini
Pour le niveau de visites j = max :
En se basant sur les données du tableau 4, le N associé au niveau de visite maximal est le suivant
N = ( Vi - ZER ) où Vj = ventes prévues pour le niveau de visite j
( SAT - ZER ) ZER = ventes prévues si aucune visite n'est effectuée
SAT = ventes prévues si un nombre infini de visites est effectué
N = (61 406- 10 0041 = 1
(61 406- 10 004)
Y = In ( N / 1 - N) = In ( 1 / 1 - 1 ) = indéfini
Dans le modèle linéarisé, la variable X est la valeur logarithmique du taux de visites.
Les niveaux de visites min et max sont les seuls qui ne sont pas quantifiés dans les
combinaisons de jugements. Nous jugeons qu'il est inutile de chercher les taux exacts qui
correspondent à ces niveaux de visites : ils ne sont jamais utilisés dans la procédure
d'estimation linéaire compte tenu que les Y associés aux niveaux de visites min et max
sont toujours indéfinis tel que nous venons de le démontrer.
i  >
I  CHAPITRE III ANALYSE DES RÉSULTATS
Dans ce chapitre, nous allons vérifier si l'augmentation du nombre de données
utilisées (9 par rapport à 5) améliore la procédure d'estimation des paramètres de
CALLPLAN. Nous allons aussi examiner si le niveau d'expérience (Grand, Moyen,
Faible) et le type de fonction de réponse (concave ou en S) influencent la procédure
d'estimation. Nous avons d'abord défini 12 situations différentes à comparer en
combinant les trois variables ci-dessus. Pour chaque situation nous avons généré un
groupe de 100 simulations de jugements où chaque simulation représente les jugements
d'un gestionnaire.
3.1 Critères d'évaluation des simulations
Afin de comparer les estimés générés dans les 12 groupes de 100 simulations, nous
avons défini deux critères d'évaluations. Pour considérer qu'un groupe de simulations est
supérieur à un autre, c'est-à-dire qu'il génère de meilleurs estimés, il doit être supérieur
sur les deux critères.
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i Critère d'évaluation 1 :
H s'agit de calculer pour chaque groupe de 100 simulations de jugements, la
proportion de simulations qui reproduit un estimé de a ainsi qu'un estimé de P dans un
intervalle de ± 0.10 autour de la valeur originale des paramètres. Selon ce critère, un
groupe de simulations est supérieur à un autre lorsqu'une plus grande proportion de
simulations génèrent des estimés de a et P compris dans les intervalles ± 0,10 autour de
la valeur des paramètres originaux. Les intervalles acceptés selon le type de fonction de
réponse sont présentés dans le tableau 6.
Tableau 6
Critère d'évaluation 1 : intervalles acceptés
FONCTION EN S FONCTIO^ CONCAVE
a 3 a 3
2,0 0,8 0,8 1,0
intervalle Intervalle Intervalle Intervalle
Accepté Accepté Accepté Accepté
1.9 à 2,1 0,7 à 0,9 0,7 à 0,9 0,9 à 1,1
Le test statistique associé à ce critère est un test de comparaison de deux proportions
selon lequel.
Ho : Ttj = 7ik Les proportions des 2 groupes sont égales
Kl : TCj > Tik La proportion du groupe j est supérieure
Rejet de Hq si P< 0,05
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Critère d'évaluation 2
Le second critère d'évaluation consiste à calculer l'erreur absolue moyenne des estimés
par rapport aux paramétres originaux. Pour chacun des groupes de 100 simulations,
nous calculons une erreur absolue d'estimation en additionnant l'écart (en valeur absolue)
entre le a estimé et le paramétre a avec l'écart (en valeur absolue) entre le P estimé et la
valeur du paramétre p. Ensuite, pour chaque groupe une moyenne des erreurs
d'estimation est calculée. Selon ce critère, un groupe de simulations est supérieur à un
autre, lorsque que son erreur moyenne est plus petite.
Le test statistique associé à ce critère est un test de comparaison de deux moyennes
selon lequel ;
Ho : Pj = pk Les erreurs moyennes des 2 groupes sont égales
Hi : pj < pk L'erreur moyenne du groupe) est plus petite
Rejet de Ho si P< 0,05
100
où pj = Z [ laj - aI + I Pj - P1 ] /100
ri
Tous les estimés générés à partir des simulations sont présentés à l'annexe 3.
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3.2 Influence du nombre de jugements utilisés dans la procédure d'estimation
Nous pensons qu'en recueillant un plus grand nombre de jugements, par exemple neuf
plutôt que cinq, il est possible de mieux estimer les paramètres d'une fonction de
réponse. Le tableau 7 présente les résultats obtenus pour les groupes de simulations
selon les deux critères d'évaluation ;
Tableau 7
Influence du nombre de jugements utilisés (9 par rapport à 5)
FONCTION EN S FONCTION CONCAVE
9 points * 5 points
de Lodish^
niveaux de
signification
(P)
9 points 5 points
de Lodish
niveaux de
signification
grande
expérience
7tj = 68/100
li,= 0,14
7tk = 49/100
Pk = 0,18
P= 0,00
P= 0,02
7i|= 85/100
p, = 0,10
7ik= 53/100
Pk = 0,14
P= 0,00
P= 0,00
moyenne
expérience
7t,= 32/100
ti, = 0,26
Tik = 20/100
Pk = 0,41
P= 0,03
P- 0,00
7t, = 42/100
P, = 0,19
TCk =19/100
Pk = 0,25
P= 0,00
p- 0,00
faible
expérience
7ij= 16/100
Pi =0,49
7ik= 13/100
Pk=0,51
P= 0,27
P= 0,38
:t| = 28/100
m = o,27
Tik =12/100
Pk = 0,42
P= 0,00
P= 0,00
En examinant les niveaux de signification calculées dans le tableau 7 présentés ci-
dessus, nous pouvons affirmer qu'en augmentant le nombre de jugements de cinq à neuf :
' Les 9 points sont : min - 0,25 - 0,50 - 0,75 - 1,0 - 1,25 - 1,50 - 1,75 - max.
^ Les 5 points de Lodish sont : min - 0,50 - 1,0 - 1,50 - max
30
1. Une proportion significativement plus grande de simulations génère des estimés de a
et P dans un intervalle de ± 0,10 autour de la valeur des paramètres originaux et ce,
indépendamment du type de fonction et du niveau d'expérience;
2. La moyenne des erreurs d'estimation en valeur absolue est significativement plus
petite avec la combinaison de neufs jugements qu'avec celle de Lodish.
Il y a cependant une exception. Les simulations de la fonction en S, effectuées avec
une grande variation aléatoire des erreurs (niveau d'expérience faible), ne génèrent pas
des résultats permettant d'affirmer que la combinaison de neuf jugements améliore la
procédure d'estimation des paramètres selon les deux critères (P„= 0,27 et P^= 0,38).
3.3 Évaluation de différentes combinaisons de jugements
Compte tenu qu'une combinaison de neuf jugements exige plus d'effort de la part des
gestionnaires, nous allons vérifier si d'autres combinaisons composées de cinq ou six
points permettent de mieux estimer les paramètres d'une fonction que le permet la
combinaison proposée par Lodish. Sans analyser toutes les combinaisons possibles, nous
croyons que les niveaux de jugements situés près des points critiques des fonctions
(minimum, maximum et point d'inflexion) sont susceptibles d'avoir plus d'impact que les
autres. Nous avons donc identifié ces points critiques pour les deux fonctions de
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^  réponse de cette expérimentation en effectuant des tests de dérivées premières et de
dérivées secondes (voir annexe 4). Pour la fonction concave, les points critiques sont
uniquement le niveau de visites minimal (min) et maximal (max) puisque cette fonction
ne possède pas de point d'inflexion. Pour la fonction en S, les points critiques sont les
niveaux de visites minimal (min) et le niveau de visite maximal (max) ainsi que le niveau
de visites correspondant à 50% du nombre de visites actuellement effectué, soit le point
d'inflexion la fonction (0,52). Pour chaque fonction, nous avons donc créé différentes
combinaisons de jugements à partir des points critiques et d'autres points, qui d'après une
inspection visuelle des courbes, nous paraissaient importants. Un groupe de 100
simulations est évalué pour chaque combinaison de jugements dans un contexte de faible
variation aléatoire des erreurs (grande expérience), afin de nous permettre de comparer
^  l'efficacité des différentes combinaisons de jugements d'une façon plus directe (tous les
estimés générés à partir de ces simulations sont présentés à l'annexe 5). Nous rappelons
que pour qu'une combinaison soit supérieure à une autre, elle doit être supérieure selon
les deux critères d'évaluation déterminés précédemment.
3.3.1 Combinaisons de jugements permettant d'estimer la fonction en S
Le tableau 8 présente, pour différentes combinaisons de jugements, la proportion de
simulations (ti) qui génèrent des estimés de a et P dans un intervalle de ± 0,10 autour de
la valeur paramètres originaux ainsi que la moyenne des erreurs d'estimation en valeur
absolue (p).
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Tableau 8
Proportions (tc) et erreurs moyennes d'estimation (p) de la fonction en S
générées par les différentes combinaisons de jugements
FONCTION EN S
Combinaisons de points
A B C D E F
min
0,25
0,50
0,75
1,00
1,25
1,50
1,75
max
min
0,25
0,50
1,00
max
(Dctailcr)
min
0,25
0,50
0,75
1,00
max
min
0,25
0,75
1,00
max
min
0,50
0,75
1,00
max
min
0,50
1,00
1,50
max
(Lodish)
7t = 68/100 71 = 73/100 7t = 70/100 n = 66/100 7t = 65/100 7t = 49/100
o"
II
g = 0,12 g = 0,13 g = 0,13 g = 0,13 g = 0,18
La combinaison de jugements la plus efficace selon nos deux critères est celle qui
génère la plus grande proportion de simulations dont les estimés sont compris dans un
intervalle de ± 0,10 autour de la valeur des paramètres originaux et la plus petite erreur
moyenne d'estimation des paramètres. Pour déterminer la combinaison de jugements la
plus efficace parmi celles du tableau 8. nous les avons comparées mutuellement sur la
base de ces deux critères d'évaluation et les niveaux de signification sont présentés dans
le tableau 9.
33
i Tableau 9Comparaison des combinaisons de jugements de la fonction en S :
niveaux de signification associés aux test de comparaison de proportions (Ptc) et
d'erreur moyenne d'estimation des paramètres (Pp)
COMBINAISONS DE JUGEMENTS
B C D E F
A
P„=0,78 P„ = 0,62 Pn = 0.38 P„ = 0,33 P„ = 0,00
Pn= 0,90 P^= 0,74 P^= 0,89 P^= 0,74 Pu =0,01
B
X Pn = 0,32 P« = 0,14 P« = 0,11
II
O
8
P^=0.16 P^= 0,50 P^=0,16 Pn=0,00
C
X X Pn = 0,27 Pn = 0,23
o
o
II
Pu
P„=0.83 P^= 0,50 Pj;=0,00
D
X X X P„ = 0.44 p,. = o,oi
P^=0,17 P^= 0,00
E
X X X X P„ = 0,01
P^= 0,00
Nous remarquons que toutes les combinaisons testées sont supérieures à celle
proposée par Lodish (F) sur la base des deux critères :
1. Elles entraînent toutes une augmentation significativement supérieure de la proportion
de simulations qui génèrent des estimés de a et P dans un intervalle de ± 0,10 autour
de la valeur des paramètres originaux (A=68/100, B=73/100, C=70/100, D=66/100,
E=65/100 et Lodish=49/100 avec P< 0,01 pour toutes les comparaisons);
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2. Elles produisent toutes des erreurs moyennes d'estimation significativement inférieures
à celle qu'entraîne la combinaison de Lodish (A=0,14; B=0,12; C=0,13; D=0,13;
E=0,13 et Lodish=0,18 avec P< 0,01 pour toutes les comparaisons).
Aussi, les niveaux de signification du tableau 9 démontrent que les combinaisons B,
C, D et E qui sont composées de cinq ou six points ne génèrent pas des résultats
significativement différents de ceux générés par la combinaison composée de neuf points
(A) selon les deux critères d'évaluation. Cependant, nous considérons que les
combinaisons B, D et E sont plus efficaces que la combinaison C puisqu'à partir de cinq
jugements, elles génèrent des résultats sans différence significative avec ceux obtenus par
la combinaison C qui est composée de six jugements. Les combinaisons B, D et E
n'exigent donc pas plus d'effort de la part des utilisateurs du modèle que la procédure
proposée par Lodish. De plus, elles augmentent de façon significative la justesse des
estimés de a et p. La particularité de ces combinaisons est qu'elles remplacent le
jugement concernant le comportement des ventes lorsque les visites sont augmentées de
50% par un jugement supplémentaire entre le niveau de visites minimal et le niveau de
visites actuel. Toutefois, parmi ces trois combinaisons, nous jugeons que la combinaison
B devrait remplacer celle proposée par Lodish puisqu'elle possède les plus fortes
probabilités de produire les mêmes résultats que la combinaison de neuf jugements, en
terme de la proportion et d'erreur moyenne d'estimation (P„=0,78 et Pn=0,90).
35
3.3.2 Combinaisons de jugements permettant d'estimer la fonction concave
Nous avons aussi déterminé différentes combinaisons de jugements afin de vérifier si
la procédure d'estimation des paramètres d'une fonction concave peut être améliorée. Le
tableau 10 présente pour chacune de ces combinaisons les proportions de simulations (n)
qui génèrent des estimés de a et P dans un intervalle de ± 0,10 autour de la valeur
paramètres originaux ainsi que la moyenne des erreurs d'estimation en valeur absolue (p).
Tableau 10
Proportions (n) et erreurs moyennes d'estimation (p) de la fonction concave
générées par les différentes combinaisons de jugements
FONCTION CONCAVE
Com linaisons c e points
A B C D E F G
min
0,25
0,50
0,75
1,00
1,25
1,50
1,75
max
min
0,25
0,50
1,00
max
(Detailer)
min
0,25
0,50
1,00
1,50
max
min
0.25
1,00
1,50
max
min
0,25
0,75
1,00
1,50
max
min
0,50
1,00
1,50
max
(Lodish)
min
1,00
1,50
max
n = 85/100
p = 0,10
71 = 91/100
p = 0,08
7t = 86/100
p = 0,09
71 = 83/100
p = 0,09
7t = 78/100
p = 0,10
7t = 53/100
p = 0,14
71 = 37/100
p = 0.23
Afin de déterminer la meilleure combinaison de jugements, nous les avons comparées
les unes les autres sur la base des deux critères d'évaluation. Le tableau 11 contient les
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niveaux de signification associés aux tests de comparaison de proportions et d'erreur
moyenne d'estimation des paramètres.
Tableau 11
Comparaison des combinaisons de jugements de la fonction concave :
niveaux de signification associés aux test de comparaison de proportions (Pn) et
d'erreur moyenne d'estimation des paramètres (Pp.)
COMBINAISONS DE JUGEMENTS
B C D E F G
A
P«=0,10 P«=0,58 P„ = 0,35 P„=0,10 P„ = 0,00 Pn = 0,00
P^= 0,99 P^=0,84 P^=0,85 P^=0,50 P,.= 0,00 p^=0,00
B
P,. = 0,13 P„ = 0.05
II
O
o
P„ = 0,00 P„ = 0,00
X
P^=0,08 Pu =0,06 Pu =0,01 P^=o,oo Pu =0,00
C
P„ = 0.28 P,. = 0,07
Il
o
o
o
P« = 0,00
X X
Pu =0,50 P(x=0,I4 Pu =0,00 P^=0,00
D
P„ = 0,I9 P„ = 0,00 Pn = 0,00
X X X
P^=0,12 P^= 0,00 Pu =0,00
E
X X X X
P„ = 0,00
P^,= 0,00
P„ = 0,00
P^= 0,00
F
X X X X X
Pn = 0,01
Pn=0,00
Nous constatons, que mise à part la combinaison G qui est composée de quatre
jugements, toutes les autres combinaisons testées sont supérieures à celle de Lodish (F)
sur la base des deux critères :
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1. Elles entraînent toutes une augmentation significativement supérieure de la proportion
de simulations qui génèrent des estimés de a et P dans un intervalle de ± 0,10 autour
de la valeur des paramètres originaux (A=85/100; B=91/100; C=86/100; D=83/100;
E=78/100 et Lodish=53/100 avec P= 0,00 pour toutes les comparaisons);
2. Elles produisent toutes des erreurs moyennes d'estimation significativement inférieures
que celle qu'entraîne la combinaison de Lodish (A=0,]0; B=0,08; C=0,09; D=0,10;
E=0,10 et Lodish=0,14 avec P= 0,00 pour toutes les comparaisons).
Sur la base de nos deux critères d'évaluation, nous ne pouvons pas déterminer avec un
niveau de confiance de 95%, quelle combinaison entre A, B, C, D ou E est supérieure.
Cependant, nous jugeons que la combinaison B, qui est composée de cinq jugements, est
la plus intéressante : elle est aussi efficace que la combinaison de neuf jugements (A) sur
les deux critères (P = 0,10 et P= 0,99) et elle n'exige pas davantage de jugements que la
combinaison de Lodish. Donc, en demandant de prédire les ventes prévues avec 25%
des ressources actuelles plutôt qu'avec 150% des ressources actuelles tel que le propose
Lodish, nous améliorons significativement la procédure d'estimation des paramètres d'une
fonction de réponse concave (P„=0,00 et Pn=0,00).
CHAPITRE IV AMÉLIORATION DE LA PROCÉDURE D'ESTIMATION
Dans ce chapitre, nous proposons aux utilisateurs du modèle CALLPLAN différents
moyens pour améliorer la procédure d'estimation des paramétres. Ces améliorations
concernent les combinaisons de jugements à utiliser ainsi que le nombre de juges à
impliquer dans la procédure.
4.1 Choix des combinaisons de jugements selon le type de fonction
Compte tenu des résultats présentés au cours du chapitre précédent, nous pouvons
confirmer que des combinaisons de jugements différentes de celle proposée par Lodish
permettent de mieux estimer les paramétres d'une fonction de réponse concave ou en
forme de S. Non seulement des combinaisons composées de neuf points permettent
d'améliorer les estimés des paramétres, mais d'autres combinaisons de cinq points
performent mieux que la combinaison proposée par Lodish.
Nous suggérons donc, aux utilisateurs du modèle CALLPLAN de débuter le
processus en identifiant l'allure de la fonction de réponse qui représente le mieux le
comportement des ventes du produit. Une fois le type de fonction de réponse déterminé,
nous leur suggérons d'utiliser les combinaisons de points présentées dans le tableau 12 ci-
dessous.
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Tableau 12
Combinaisons de points suggérées pour améliorer la procédure d'estimation
Combinaison proposée
pour la
Fonction en S
Combinaison proposée
pour la
Fonction concave
combinaison proposée
par Lodish
pour les deux fonctions
min min min
mi-distance entre min et PI 0,25 0,50
point d'inflexion (PI) 0,50 1,00
1,00 1,00 1,50
max max max
Si la fonction de réponse est en forme de S,
1. les ventes prévues si aucune visite n'est effectuée;
2. les ventes prévues si un nombre infiniment grand de visites est effectué;
3. les ventes avec le nombre de visites actuellement effectué;
4. les ventes prévues avec un niveau de visites qui correspond au point d'inflexion;
5. les ventes prévues avec un niveau de visites qui correspond à la mi-distance du niveau
de visites minimal et du niveau de visites qui représente le point d'inflexion.
Si la fonction de réponse est concave,
1. les ventes prévues si aucune visite n'est effectuée;
2. les ventes prévues si un nombre infiniment grand de visite est effectuée;
3. les ventes avec le nombre de visite actuel;
4. les ventes prévues avec 25% du niveau de visites actuel;
5. les ventes prévues avec 50% du niveau de visites actuel.
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4.2 Implication de plusieurs juges dans la procédure d'estimation
En estimant les paramètres avec le modèle linéaire que nous avons développé, nous
avons la possibilité d'utiliser autant de jugements que l'on souhaite dans la procédure
d'estimation. Bass et Witlink (1975) ont montré que le regroupement d'observations
augmente les degrés de liberté et ainsi le niveau de confiance sur les paramétres. Alors,
une première façon de profiter des avantages du regroupement d'observations serait de
demander à un groupe de juges, composé par exemple du directeur des ventes, du
gestionnaire de territoire et d'un représentant, d'émettre leurs jugements concernant le
comportement des ventes. Nous pourrions ensuite regrouper et traiter ces jugements
dans une seule procédure d'estimation des paramétres. Ainsi, 15 données' seraient
utilisées plutôt que cinq pour estimer les paramétres. Nous avons déjà constaté qu'en
augmentant le nombre de points, la procédure d'estimation est améliorée, même quand
les gestionnaires possèdent un grand niveau d'expérience. Lodish, Curtis, Ness et
Simpson (1982), impliquent un groupe de 10 personnes dans la procédure d'estimation
de la fonction de réponse des ventes de la compagnie Syntex. Ce groupe est composé :
du vice-président senior des ventes et du marketing, du vice-président des ventes, deux
personnes du département de recherche-marketing, deux gestionnaires de produits, deux
gestionnaires des ventes régionales et deux représentants. Toutefois, chaque personne
émet ses propres jugements, puis une réunion de discussion est tenue afin d'arriver à un
consensus sur les cinq données à utiliser dans la procédure de Lodish.
' Trois juges X 5 jugements chacun selon le type de fontion de réponse considéré = 15 jugements
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Une autre façon de regrouper les observations serait d'analyser les jugements des
différents juges dans des procédures d'estimation individuelles et par la suite, faire une
moyenne des estimés obtenus dans chaque procédure. Nous croyons que cette technique
est susceptible d'améliorer la procédure d'estimation. Nous avons remarqué que la
moyenne des estimés de a et 3 pour chaque groupe de 100 simulations est toujours très
rapprochée des paramètres originaux et ce, indépendamment du niveau d'expérience
considéré (voir annexe 3). Afin de nous assurer que ces deux alternatives améliorent de
façon significative la procédure d'estimation, nous avons généré des groupes de 30
simulations* (pour chaque simulation, un a et un 3 estimé est calculé). Pour qu'un
groupe de simulations soit supérieur à un autre, sa proportion de simulations dont les
estimés sont compris dans un intervalle de ± 0,10 autour de la valeur des paramètres
originaux doit être plus grande et sa moyenne d'erreur d'estimation doit être plus petite,
avec un niveau de confiance de 95%.
4.2.1 Regroupement de jugements
Afin de nous assurer que cette technique de regroupement améliore de façon
significative la procédure d'estimation^, nous avons comparé des groupes de 30
simulations générées à partir des jugements d'un seul juge, de deux juges et de trois juges
** Les combinaisons de jugements utilisées sont celles que nous proposons dans le tableau 11
' Pour estimer les paramètres d'une fonction en regroupement les jugements de plusieurs juges dans une
seule procédure, les jugements sur les niveaux de visites mm et max de chaque iuee doivent être exclus
de la régression linéaire.
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(tous les estimés générés à partir de ces simulations sont présentés à l'annexe 6). Les
tableaux 13 et 14 comparent les résultats obtenus selon les niveaux d'expérience (Grand,
Moyen et Faible). Dans ces tableaux, le symbole n représente la proportion de
simulations déterminée selon le critère 1 et le symbole p représente l'erreur moyenne
d'estimation selon le critère 2.
Tableau 13
Résultats des simulations :
Jugements des juges traités dans
une seule procédure d'estimation
Fonction en S
1 juRC 2 juges 3 juges
grande
expérience
7t = 22/30
p = o,n
71 = 27/30
p = 0,09
7t = 24/30
P = 0,11
moyenne
expérience
7t= 9/30
p = 0,23
7t= 9/30
p = 0,21
7t = 13/30
p = 0,19
faible
expérience
71= 3/30
p = 0.36
7t= 7/30
p = 0,29
7t= 8/30
p = 0,29
Tableau 14
Résulats des simulations :
Jugements des juges traités dans
une seule procédure d'estimation
Fonction concave
1 juge 2 juges 3 juges
grande
expérience
7t = 23/30
p = 0,09
7t = 27/30
p = 0,08
7t = 27/30
p = 0.08
moyenne
expérience
7t = 10/30
p = 0,23
71= 18/30
p = 0,14
7t = 15/30
p = 0,18
faible
expérience
7t= 7/30
p = 0.27
7t= 8/30
p = 0.24
71= 9/30
p = 0,14
Le tableau 15 présente les niveaux de signification associés aux tests de comparaisons
de proportions et d'erreurs moyennes d'estimation selon le type de fonction de réponse et
selon l'expérience des juges.
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Tableau 15
Regroupement des jugements de 2 ou 3 juges par rapport à la procédure de Lodish
niveaux de signification des tests de comparaisons de proportions (Pti)
et d'erreur moyenne d'estimation (Pp)
Fonction en S Fonction concave
2 juges > 1 juge 3 juges > 1 juge 2 juges > 1 juge 3 juges > 1 juge
Grande
expérience
P, = 0,05
P^=0,10
P«=0,27
P^=0,5()
P«=0,08
P^=0,20
P,.= 0,08
P^=0,22
Moyenne
expérience
P«=0,50
P^= 0,25
Pn=0,14
Pn=0,l()
P„=0,02
P^= 0,00
Pn=0,10
P^= 0,07
Faible
expérience
P,. = 0.08
Pn= 0,08
P. = 0.05
Pn=0.08
P„=0,38
P^=0,21
P. = 0,28
P^=0,16
Les niveaux de signification nous montrent que cette technique de regroupement
améliore significativement la procédure d'estimation, mais dans une situation bien précise
: quand les utilisateurs du modèle n'ont aucun juge de grande expérience pour estimer
une fonction concave, plutôt que d'utiliser les jugements d'un seul juge de moyenne
expérience, ils peuvent regrouper les jugements de deux juges de moyenne expérience et
ainsi obtenir de meilleurs estimés. Dans cette situation :
1. La proportion de simulations dont les estimés sont compris dans un intervalle de ±
0,10 autour de la valeur des paramètres originaux devient 18/30 comparativement à
10/30 quand les jugements d'un seul juge de moyenne expérience sont considérés
(P=0,02);
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2. L'erreur moyenne d'estimation en valeur absolue devient 0,14 comparativement à 0,23
lorsque les jugements d'un seul juge de moyenne expérience sont considérés (P=0,00).
Toutefois, il faut mentionner que nous ne pouvons pas affirmer avec un niveau de
confiance de 95%, que les estimés générés par le regroupement des jugements de deux
juges de moyenne expérience (M.E.) sont aussi bons que les estimés générés à partir des
jugements d'un seul juge de grande expérience (G.E.) ; la proportion de simulations qui
génère des estimés dans un intervalle de ± 0,10 autour de la valeur des paramètres
originaux est 23/30 avec un juge G.E. et 18/30 avec deux juges M.E. (P=0,08) et la
moyenne des erreurs d'estimation en valeur absolue est 0,09 avec un juge G.E.
comparativement à 0,14 avec les jugements de deux juges M.E. (P=0,00).
Alors selon ces résultats, les utilisateurs du modèle, qui considèrent que le
comportement des ventes est une fonction de réponse en forme de S, ne peuvent pas
s'attendre à ce que cette technique de regroupement améliore de façon significative la
procédure originale d'estimation des paramétres.
Finalement, contrairement à ce que nous supposions, l'agrégation des jugements ne
permet pas d'améliorer la justesse des estimés lorsqu'ils sont déterminés à partir d'une
régression linéaire. Selon le modèle linéaire'", chaque jugement est transformé en une
10 Le modèle linéaire est présenté à la page 24.
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valeur N, qui elle, est constituée principalement des jugements concernant les ventes
minimales (ZER) et les ventes maximales (SAT). Quand les jugements d'un groupe de
juges sont rassemblés dans une seule procédure d'estimation, le jugement qui détermine
la valeur du paramètre ZER est celui émis par le juge ayant prédit les ventes minimales
les plus faibles et le jugement qui détermine le paramètre SAT est celui émis par le juge
ayant prédit les ventes maximales les plus fortes. Dans nos simulations, ZER est le
jugement qui représente la plus grande sous-estimation des ventes minimales réelles et
SAT est le jugement qui représente la plus grande surestimation des ventes maximales
réelles. Donc, les estimés générés par la procédure d'estimation linéaire sont influencés
par ces deux erreurs de prédictions.
4.2.2 Moyenne des estimés
Pour s'assurer que cette technique de regroupement améliore de façon significative la
procédure d'estimation de Lodish, nous avons procédé comme suit : d'abord, nous avons
généré un premier groupe de 30 simulations effectuées à partir des jugements d'un seul
juge et nous avons calculé pour chaque simulation un a et un P estimé. Ensuite, à partir
des estimés de a et P de ces 30 simulations, nous avons formé 15 sous-groupes de deux
estimés pour représenter la situation où la moyenne des estimés de deux juges est utilisée
comme paramètres estimés. Nous avons calculé les estimés moyens de chaque sous-
groupe et considérés ceux-ci comme étant les paramètres estimés de la fonction de
réponse. Finalement, nous avons calculé la proportion d'estimés (sur un total de 15)
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compris dans un intervalle de ± 0,10 autour de la valeur des paramètres originaux et
l'erreur moyenne d'estimation de ces 15 estimés par rapport aux paramètres originaux.
Pour représenter la situation où la moyenne des estimés de trois juges est utilisée comme
paramètres estimés, nous avons suivi le même processus. Toutefois, nous avons formé
10 sous-groupes de trois estimés (tous les estimés générés à partir des 30 simulations et
les estimés moyens sont présentés à l'annexe 7). Les tableaux 16 et 17 comparent les
résultats obtenus avec cette technique de regroupement selon le niveau d'expérience des
gestionnaires : le symbole n représente la proportion d'estimés moyens compris dans un
intervalle de ± 0,10 autour de la valeur des paramètres originaux et le symbole |i
représente l'erreur moyenne d'estimation calculée à partir des estimés moyens.
Tableau 16
Résultats des simulations :
Moyenne des estimés de chaque juge
Fonction en S
1 juge 2 juges 3 juges
grande
expérience
71 = 22/.10
p = 0.11
7t= 1.3/15
p = 0,08
7t= 10/10
p = 0.06
moyenne
e.xpcrience
7t= 9/30
p = 0,23
71= 7/15
p = 0,19
71 = 6/10
p = 0,14
faible
expérience
7t= 3/30
p = 0.36
7t= 4/15
p = 0,19
71= 5/10
p = 0,20
Tableau 17
Résultat des simulations :
Moyenne des c.stiniés de chaque juge
Fonction concave
1 juge 2 juges 3 juges
grande
expérience
71 = 23/30
p = 0,09
7t= 12/15
p = 0,09
71 = 9/10
p = 0,07
moyenne
expérience
71= 10/30
p = 0,23
7t= 6/15
p = 0,18
71 = 7/10
p = 0,12
faible
expérience
7t= 7/30
p = 0.27
71= 5/15
p = 0.19
71 = 6/10
p = 0.14
Les niveaux de signification associées aux tests de comparaisons des proportions et des
erreurs moyennes d'estimation sont présentées dans le tableau 18.
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Tableau 18
Moyenne des estimés de 2 ou 3 juges par rapport à la procédure de Lodish :
niveaux de signification associés aux tests de comparaisons de proportions (Ptc)
et d'erreur moyenne d'estimation (Pfi)
Fonction en S Fonction concave
2 juges > 1 juge 3 juges > 1 juge 2 juges > 1 juge 3 juges > 1 juge
Grande
expérience
P« = 0,16
P^= 0,04
P, = 0,03
Pn=0.00
P„=0,40
P^=0,50
Pn=0,18
P^=0,12
Moyenne
expérience
Pn=0,14
P^=0,14
P«=0,04
P^=0,02
P«=0,33
P^=0.12
P«=0,02
Pu =0,02
Faible
e.xpcrience
P,. = 0,07
P,.= 0,0()
P„=0,00
P^=0.01
P. = 0,24
P,1=0.08
P„=0.02
P,i=0,02
Concernant la fonction en S, nous pouvons affirmer qu'en prenant la moyenne des
estimés générés par les jugements individuels de trois juges plutôt que les estimés
générés par les jugements d'un seul juge :
1. La proportion d'estimés compris dans un intervalle de ± 0,10 autour de la valeur des
paramètres originaux augmente significativement pour les trois niveaux d'expérience.
Les proportions passent de 22/30 à 10/10 en situation de grande expérience (P=0,03),
de 9/30 à 6/10 en situation de moyenne expérience (P=0,04) et de 3/30 à 5/10 en
situation de faible expérience (P=0,00);
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2. La moyenne des erreurs d'estimation en valeur absolue diminue significativement pour
les trois niveaux d'expérience. Les erreurs moyermes passent de 0,11 à 0,06 en
situation de grande expérience (P=0,00), de 0,23 à 0,14 en situation de moyerme
expérience (P=0,02) et de 0,36 à 0,20 en situation de faible expérience (P=0,01).
Nous ne pouvons cependant pas affirmer avec un niveau de confiance de 95%, qu'en
utilisant la moyenne des estimés générés par les jugements individuels de deux juges, la
procédure d'estimation est améliorée. Selon les probabilités du tableau 18. la proportion
d'estimé compris dans un intervalle de ± 0,10 autour de la valeur des paramètres
originaux n'augmente pas de façon significative et l'erreur moyenne d'estimation des
paramètres ne diminue pas significativement quel que soit le niveau d'expérience et le
type de fonction de réponse.
Concernant la fonction concave, nous pouvons affirmer qu'en prenant la moyenne
des estimés générés par les jugements individuels de trois juges plutôt que les estimés
générés par les jugements d'un seul juge :
1. La proportion d'estimés compris dans un intervalle de ± 0,10 autour de la valeur des
paramètres originaux augmente significativement, mais uniquement en situation de
moyenne et de faible expérience. Les proportions passent de 10/30 à 7/10 en
situation de moyenne expérience (P=0,02) et de 7/30 à 6/10 en situation de faible
expérience (P=0,02);
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2. La moyenne des erreurs d'estimation en valeur absolue diminue significativement,
mais uniquement en situation de moyenne et faible expérience. Les erreurs moyennes
passent de 0,23 à 0,12 en situation de moyenne expérience (P=0,02) et de 0,25 à 0,14
en situation de faible expérience (P=0,02).
De plus, nous pouvons affirmer qu'il n'y a pas de différence (selon les deux critères
d'évaluation) entre le fait d'utiliser comme paramètres estimés, la moyenne des estimés
générés par les jugements de trois juges de moyenne expérience et les estimés générés à
partir des jugements d'w// seul juge de grande expérience, comme le montre le tableau 19
ci-dessous.
Tableau 19
Moyenne des estimés : comparaison des résultats obtenus
avec 1 juge de grande expérience et 3 juges de moyenne expérience
1 juge
de grande
expérience
3 juges
de moyenne
expérience
niveaux de
signification
1 juge > 3 juges
Fonction
en S
% = 22/30
p = 0.11
7t = 6/10
H = 0.14
P=0,21
P = 0,14
Fonction
concave
71= 23/30
H = 0.09
•n A-
 lIli
p
O
P= 0,34
P=0,07
Alors, si l'entreprise ne possède pas de juges de grande expérience, elle a avantage à
utiliser trois juges de moyenne expérience, puisque la moyenne des estimés générés par
ces derniers ne sera pas significativement différente des estimés générés par les
jugements d'un seul juge de grande expérience.
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Par ailleurs, une alternative à cette technique de regroupement serait de considérer, pour
chaque niveaux de visites, la moyenne des jugements émis par un groupe de
gestionnaires puis utiliser ces jugements moyens dans une seule procédure d'estimation
des paramètres. Nous avons constatés que les estimés générés à partir des jugements
moyens sont les mêmes que les estimés moyens produits à partir de plusieurs procédures
d'estimation individuelles.
CONCLUSION
Cette étude visait à évaluer la valeur des données subjectives nécessaires pour calibrer
les paramètres du modèle CALLPLAN. Nous avons donc effectué de nombreuses
simulations de jugements pour estimer des fonctions de réponse fictives, afin de tester la
procédure d'estimation des paramètres proposée par Lodish (1971). Nous avons
constaté qu'il est possible d'améliorer cette procédure pour qu'elle génère des estimés
plus rapprochés de la valeur des paramètres des fonctions de réponse.
Sur la base de nos résultats, nous recommandons aux gestionnaires qui désirent
utiliser le modèle CALLPLAN pour répartir le temps de visites des représentants entre
les différents produits ou clients de leur entreprise, de suivre le processus suivant ;
d'abord, ils doivent déterminer si la fonction de réponse des ventes est en forme de S ou
concave. Si elle est en forme de S, ils doivent prédire l'emplacement du point d'inflexion
de la fonction de réponse, c'est-à-dire à partir de quelle fréquence de visites,
l'augmentation de la fréquence génère des augmentations de revenus décroissantes. Ce
point est logiquement en dessous de la fréquence des visites actuellement effectuées,
sinon il y aurait un déséquilibre que les gestionnaires rétabliraient intuitivement, en
augmentant le nombre de visites. S'ils n'ont aucune idée à ce sujet, nous leur suggérons
plutôt d'utiliser une fonction concave qui, selon Simon et Amdt (1980) est le type de
fonction le plus fréquent et qui semble le plus facile à estimer. Par contre, s'ils
connaissent le niveau de visites qui correspond au point d'inflexion de la fonction de
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réponse des ventes, ils doivent s'en servir pour déterminer les autres jugements à utiliser
pour estimer les paramètres de la fonction. Les données que nous suggérons d'utiliser
afin d'estimer une fonction en S sont les suivants :
1. Les ventes prévues si aucune visite n'est effectuée (jugement).
2. Les ventes prévues avec le nombre de visites correspondant à la mi-distance entre
zéro visite et le point d'inflexion (jugement).
3. Les ventes prévues avec le nombre de visites correspondant au point d'inflexion de la
fonction de réponse (jugement).
4. Les ventes avec le nombre de visites actuel (observation).
5. Les ventes prévues si un nombre de visites infiniment grand est effectué jugements).
Quant aux gestionnaires qui croient que la fonction de réponse des ventes est
concave, nous leur suggérons d'utiliser les données suivantes :
1. Les ventes prévues si aucune visite n'est effectuée.
2. Les ventes prévues en réduisant au quart le nombre de visites actuel (jugement).
3. Les ventes prévues en réduisant de 50% le nombre de visites actuel (jugement).
4. Les ventes avec le nombre de visites actuel (observation).
5. Les ventes prévues si un nombre de visites infiniment grand est effectué (jugement).
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Cette combinaison de jugements est la même que celle suggérée par Montgomery,
Silk et Zaragoza (1971) pour estimer les paramètres du modèle DETAILER (1971).
Nos tests empiriques permettent donc de constater qu'ils avaient fait un choix judicieux.
Nous conseillons aussi aux utilisateurs du modèle, de choisir un groupe d'individus de
grande expérience et leur demander d'émettre chacun les jugements requis pour estimer
les paramètres de la fonction de réponse. Ces individus peuvent être par exemple : le
directeur des ventes, le chef de produit et un représentant qui connaît très bien le produit
et les clients. Le groupe de juges peut même compter une dizaine de personnes comme
dans le cas des Laboratoires Syntex (Lodish, Curtis, Ness et Simpson, 1988). À l'aide de
la procédure d'estimation linéaire, des estimés doivent d'abord être générés pour chaque
juge. Ensuite, nous proposons de considérer comme paramètres estimés de la fonction,
la moyenne des estimés du groupe de juge. Cette technique permet de compenser pour
la surestimation de certaines prévisions et la sous-estimation de d'autres. La figure 1
résume le cheminement que nous recommandons.
Le fait que toutes nos recommandations découlent des résultats des simulations de
jugements, constitue une limite. En fait, en situation réelle, c'est surtout le niveau
d'expérience des juges qui peut être plus difficile à évaluer que nous avons pu le faire.
Alors, nous suggérons aux utilisateurs du modèle de toujours s'assurer que les juges
utilisés pour calibrer CALLPLAN soient toujours les plus expérimentés. Ces juges
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doivent être convaincus des bénéfices que procure le modèle afin qu'ils émettent leurs
jugements de façon consciencieuse puisque toute la procédure repose sur ceux-ci.
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Figure 1
Déterminer l'allure de la
fonction de réponse
Fonction en S Fonction concave
connu
quel est
le point
d'inflexion?
inconnu
choisir un
groupe déjugés
choisir un
groupe déjugés
Utiliser les points suivants pour
estimer les paramètres :
ventes prévues avec le nombre
de visites qui correspond à :
min
mi-distance entre min et P.I.
point d'inflexion (P.I.)
visites actuelles
max
Utiliser les points suivants pour
estimer les paramètres :
ventes prévues avec le nombre
de visites qui correspond à :
min
le quart des visites actuelles
la moitié des visites actuelles
visites actuelles
max
Calculer les estimés générés par les
jugements de chaque juge, à l'aide
du modèle linéaire.
Utiliser comme estimés de a et p,
la moyenne des estimés
produits par les juges du groupe.
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ANNEXE 1
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FONCTION EN S
Modèle CALLPLAN
g-2 et P = 0,8
Modèle linéaire
a = b = 2,0 et p = e-'' = e-"" = 0,8
Estimation des paramètres de CALLPLAN par O.L.S.
MTB > name cl Vis' name c2 'ventes' c3 'Invis' c4 'N' c5 'N/l-N' c6 'InN/l-N*
MTB > let c3=loge(cl)
MTB > let c4=(c2-min(c2))/(max(c2)-min(c2))
MTB > let c5=c4/(l-c4)
MTB > let c5=c4/(l-c4)
J
■*** VALUES OUT OF BOUNDS DURING OPERATION AT J
MISSING RETURNED 1 TIMES
MTB > let c6=loge(c5)
MTB > let c6=loge(c5)
J
VALUES OUT OF BOUNDS DURING OPERATION AT J
MISSING RETURNED 1 TIMES
MTB > print cl c2 c3 c4 c5 c6
row vis ventes Invis N N/l-N lnN/1-N
1  * 10000 0.00000 0.00000 *
2 0.5 21905 -0.693147 0.23810 0.31251 -1.16312
3  1.0 37778 0.000000 0.55556 1.25002 0.22316
4  1.5 46885 0.405465 0.73770 2.81243 1.03405
5  * 60000 1.00000 ♦
MTB > regr c6 1 c3
The régression équation is
!nN/l-N = 0.223+ 2.00 Invis
3 cases used 2 cases contain missing values
Predictor Coef Stdev t-ratio p
Constant 0.223146 0.000012 19235.61 0.000
Invis 1.99996 0.00003 79929.77 0.000
s = 0.00001966 R-sq = 100.0% R-sq(adj) = 100.0%
Analysis of Variance
SOURCE DF SS MS F p
Régression 1 2.4690 2.4690 6.389E+09 0.000
Errer 1 0.0000 0.0000
Total 2 2.4690
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FONCTION CONCAVE
Modèle CALLPLAN
g = 0,8 et 3 = 1
Modèle linéaire
a = b = 0,8 et p = e-'' = e-'-°'"'°'= 1
Estimation des paramètres de CALLPLAN par O.L.S.
MTB > name cl 'vis' name c2 'ventes' c3 'Invis' c4 "N' c5 'N/l-N' c6 'InN/l-N*
MTB > let c3=loge(cl)
MTB > let c4=(c2-min(c2))/(max(c2)-min(c2))
MTB > let c5=c4/(l-c4)
MTB > let c5=c4/( 1 -c4)
J
VALUES OUT OF BOUNDS DURING OPERATION AT J
MISSING RETURNED 1 TIMES
MTB > let c6=loge(c5)
MTB > let c6=loge(c5)
J
VALUES OUT OF BOUNDS DURING OPERATION AT J
MISSING RETURNED 1 TIMES
MTB > print cl c2 c3 c4 c5 c6
row vis ventes Invis N N/l-N lnN/1-N
1  10000 0.00000 0.00000
2 0.5 28241 -0.693147 0.36482 0.57436 -0.554504
3  1.0 35000 0.000000 0.50000 1.00000 0.000000
4  1.5 39019 0.405465 0.58038 1.38311 0.324334
5  * 60000 ♦ 1.00000 ♦
MTB > regr c6 1 c3
The régression équation is
lnN/1-N = -0.000013 + 0.800 Invis
3 cases used 2 cases contain missing values
Predictor Coef Stdev t-ratio p
Constant -0.00001259 0.00000920 -1.37 0.402
Invis 0.799956 0.000020 40298.27 0.000
s = 0.00001560 R-sq = 100.0% R-sq(adj) = 100.0%
Analysis of Variance
SOURCE DF SS MS F p
Régression 1 0.39501 0.39501 1.624E+09 0.000
Error 1 0.00000 0.00000
Total 2 0.39501
61
ANNEXE 2
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Programme pour générer les chlfTres aléatoires sur Minitab et estimer les paramètres par O.L.S.
MTB> Exécuté'B:\SIM1 P9.MTB'100.
MTB > random 8 c3; chiffres
SUBO normal 0.0 2.5. aléatoires
MTB>letc3(9)=0
MTB > let c4=c2-Kc3/100)»c2
MTB > let c5=ioge(cl)
MTB > let c9=(c4-min(c4))/(max(c4)-min(c4))
MTB > let cl0=c9/( 1 -c9)
MTB>letclO=c9/(l-c9)
J
VALUES OUT OF BOUNDS DURING OPERATION AT J
MISSING RETURNED 1 TIMES
MTB > let cl l=loge(clO)
MTB > let cl l=ioge(clO)
J
♦♦♦ VALUES OUT OF BOUNDS DURING OPERATION AT J
MISSING RETURNED 1 TIMES
MTB > print c 1 -c5 c9 cl 1
Cl C2 C3 C4 C5 C6 Cil
ROW vis ventes errabs vte_prev In vis N lnN/1-N
1 * 10000 0.04650 10004.7 * 0.00000 *
2 0.25 13623 -1.23005 13455.4 -1.38629 0.06713 -2.63157
3 0.50 21905 2.58027 22470.2 -0.69315 0.24251 -1.13895
4 0.75 30642 0.97354 30940.3 -0.28768 0.40730 -0.37515
5 1.25 43069 -2.48356 41999.4 0.22314 0.62245 0.49995
6 1.50 46885 2.17300 47903.8 0.40547 0.73732 1.03207
7 1.75 49664 0.58021 49952.2 0.55962 0.77717 1.24923
8 * 60000 2.34355 61406.1 * 1.00000 *
9 1.00 37778 0.00000 37778.0 0.00000 0.54032 0.16164
MTB > regr cl 1 1 c5
The régression équation is
ln/l-nP = 0.162+ 1.98 Invis
7 cases used 2 cases contain missing values
Predictor Coef Stdev t-ratio p
Constant 0.16167 0.02725 5.93 0.002
invis 1.98023 0.04154 47.67 0.000
s = 0.06969 R-sq = 99.8% R-sq(adj) = 99.7%
Analysis of Variance
SOURCE
Régression
Error
Total
DF
1
5
6
SS
11.034
0.024
11.058
MS
11.034
0.005
F
2272.19
P
0.000
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ANNEXE 3
Fonction en S estimée par OLS avec 5 points (faible variation aléatoire)
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sim a P R» Cl C2 sim a P R' Cl C2
1 1,91 0,91 99,9 0 0,20 51 1,94 0,84 100,0 1 0,10
2 2,00 0,82 99,9 1 0,02 52 2,13 0,73 99,5 0 0,20
3 2,10 0,78 99,7 1 0,12 53 2,06 0,75 100,0 1 0.11
4 2,13 0,69 99,6 0 0,24 54 1,96 0,96 99,2 0 0,20
5 2,03 0,81 99,9 1 0,04 55 2,07 0,87 99,8 1 0,14
6 1,97 0,83 100,0 1 0,06 56 1,96 0,87 99,9 1 0,11
7 1,92 0,79 100,0 1 0,09 57 2,16 0,70 100,0 0 0,26
8 1,90 0,82 99,9 1 0,12 58 2,07 0,72 100,0 1 0,15
9 1,88 0,86 99,0 0 0,18 59 2,01 0,82 100,0 1 0,03
10 1,78 1,01 99,2 0 0,43 60 2,11 0,75 100,0 0 0,16
11 2,41 0,74 99,9 0 0,47 61 2,20 0,72 99,9 0 0,28
12 2,12 0,78 100,0 0 0,14 62 2,07 0,86 100,0 1 0,13
13 1,95 0,94 99,8 0 0,19 63 2,15 0,79 100,0 0 0,16
14 2,02 0,88 100,0 1 0,10 64 2,23 0,68 99,8 0 0,35
15 2,02 0,77 100,0 1 0,05 65 2,26 0,72 98,7 0 0,34
16 1,97 0,89 100,0 1 0,12 66 2,02 0,75 100,0 1 0,07
17 2,06 0,81 99,9 1 0,07 67 1,83 0,86 100,0 0 0,23
18 1,97 0,83 99,9 1 0,06 68 1,85 0,90 99,7 0 0,25
19 2,10 0,68 99,9 0 0,22 69 2,13 0,78 100,0 0 0,15
20 1,88 0,76 99,7 0 0,16 70 1,96 0,77 100,0 1 0,07
21 2,10 0,75 99,6 1 0,15 71 2,03 0,71 100,0 1 0,12
22 2,06 0,75 99,9 1 0,11 72 2,07 0,81 99,9 1 0,08
23 2,24 0,68 99,8 0 0,36 73 1,94 0,85 100,0 1 0,11
24 2,05 0,72 100,0 1 0,13 74 1,83 0,83 99,6 0 0,20
25 1,99 0,79 100,0 1 0,02 75 2,09 1,07 99,7 0 0,36
26 1,89 0,82 99,8 0 0,13 76 1,67 1,04 98,9 0 0,57
27 2,10 0,69 99,7 0 0,21 77 2,00 0,83 100,0 1 0,03
28 2,55 0,58 99,0 0 0,77 78 1,84 0,90 99,8 0 0,26
29 1,98 0,80 100,0 1 0,02 79 2,14 0,78 100,0 0 0,16
30 1,87 0,87 99,8 0 0,20 80 1,91 0,91 98,5 0 0,20
31 2,02 0,90 100,0 1 0,12 81 2,26 0,73 99,8 0 0,33
32 1,96 0,77 99,9 1 0,07 82 2,00 0,79 99,9 1 0,01
33 2,20 0,68 99,8 0 0,32 83 1,97 0,85 100,0 1 0,08
34 2,18 0,81 100,0 0 0,19 84 2,19 0,67 99,1 0 0,32
35 1,92 0,83 99,9 1 0,11 85 2,09 0,76 100,0 1 0,13
36 2,20 0,81 100,0 0 0,21 86 1,99 0,75 100,0 1 0,06
37 2,07 0,86 100,0 1 0,13 87 1,88 0,89 99,9 0 0,21
38 1,72 0,98 99,2 0 0,46 88 1,76 0,82 99,8 0 0,26
39 1,80 0,83 99,9 0 0,23 89 2,09 0,77 100,0 1 0,12
40 2,03 1,45 99,7 0 0,68 90 1,96 0,78 100,0 1 0,06
41 2,06 0,77 99,8 1 0,09 91 2,04 0,75 100,0 1 0,09
42 1,99 0,82 99,9 1 0,03 92 1,96 0,72 99,8 1 0,12
43 1,91 0,83 99,6 1 0,12 93 1,87 0,84 100,0 0 0,17
44 1,79 0,90 99,5 0 0,31 94 1,80 0,82 99,9 0 0,22
45 2,11 0,88 100,0 0 0,19 95 2,10 0,77 99,2 1 0,13
46 2,15 0,79 99,9 0 0,16 96 2,05 1,30 100,0 0 0,55
47 2,05 0,80 99,9 1 0,05 97 2,08 0,81 99,7 1 0,09
48 1,82 0,81 99,9 0 0,19 98 2,13 0,75 100,0 0 0,18
49 2,03 0,77 100,0 1 0,06 99 2,13 0,69 99,9 0 0,24
50 1,81 0,80 99,8 0 0,19 100 1,99 0,82 99,8 1 0,03
paramètres
originaux
a
2,0
P
0,8
points
utilises
min
0,5
1,0
1,5
max
critère 1 (CI)
1,9
2,1
0,7
0,9
résultat
49%
critère 2 (C2)
erreur totale
18,10
erreur moyenne
0,18
écart-type
0,14
RÉSULTATS DE LA SIMULATION : a P
moyenne 2,02 0,82
écart-type 0,14 0,11
Fonction en S estimée par OLS avec 5 points (moyenne variation aléatoire)
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sim a P R' Cl 02 sim a P R' Cl C2 paramètres
1 2,41 0,57 99,0 0 0,64 51 1,96 0,91 99,8 0 0,15 originaux
2 2,91 0,40 95,5 0 1,31 52 2,41 0,55 99,1 0 0,66 a
3 1,92 0,90 99,9 0 0,18 53 2,38 0,56 99,2 0 0,62 2,0
4 2,23 0,56 98,0 0 0,47 54 2,01 0,80 99,5 1 0,01 P
5 2,03 0,89 100,0 1 0,12 55 1,72 0,98 100,0 0 0,46 0,8
6 1,72 1,13 95,6 0 0,61 56 2,07 0,80 100,0 1 0,07
7 2,37 0,69 99,9 0 0,48 57 2,07 0,88 99,7 1 0,15
8 2,08 0,78 99,7 1 0,10 58 2,34 0,75 99,8 0 0,39 points
9 3,93 0,25 86,3 0 2,48 59 1,73 0,94 99,0 0 0,41 utillisés
10 1,83 0,83 99,3 0 0,20 60 1,71 0,76 100,0 0 0,33 min
11 2,01 0,86 99,2 1 0,07 61 1,91 0,79 99,3 1 0,10 0,5
12 1,73 1,07 99,4 0 0,54 62 1,77 0,75 98,0 0 0,28 1,0
13 1,87 0,89 99,5 0 0,22 63 1,93 0,80 97,8 1 0,07 1,5
14 1,87 0,98 99,8 0 0,31 64 2,21 0,75 100,0 0 0,26 max
15 1,79 0,84 100,0 0 0,25 65 2,23 0,59 98,8 0 0,44
16 1,98 0,89 100,0 1 0,11 66 1,78 0,85 100,0 0 0,27
17 1,92 0,99 99,1 0 0,27 67 2,06 0,77 100,0 1 0,09
18 1,94 1,08 98,7 0 0,34 68 1,69 1,00 98,0 0 0,51 critère 1 (Cl )
19 2,30 0,77 99,9 0 0,33 69 2,28 0,72 99,0 0 0,36 a
20 1,68 0,84 99,1 0 0,36 70 2,38 0,58 97,1 0 0,60 1,9
21 2,28 0,69 98,6 0 0,39 71 2,06 0,69 99,4 0 0,17 2,1
22 1,99 0,78 100,0 1 0,03 72 2,27 0,62 97,4 0 0,45 (t
23 1,68 0,84 100,0 0 0,36 73 2,79 0,54 98,2 0 1,05 0,7
24 1,81 0,91 99,7 0 0,30 74 2,13 0,81 99,2 0 0,14 0,9
25 2,01 0,99 99,4 0 0,20 75 1,89 0,99 99,9 0 0,30 résultat
26 2,50 0,56 97,3 0 0,74 76 1,91 0,99 99,7 0 0,28 20%
27 1,99 0,80 99,9 1 0,01 77 1,99 0,82 98,9 1 0,03
28 2,00 0,80 99,7 1 0,00 78 1,77 0,76 99,4 0 0,27
29 2,24 0,67 98,5 0 0,37 79 2,33 0,62 99,9 0 0,51 critère 2 (C2)
30 3,07 0,42 96,2 0 1,45 80 1,62 0,93 96,3 0 0,61 erreur totale
31 1,74 0,88 99,5 0 0,34 81 1,84 0,92 99,4 0 0,28 41,20
32 2,41 0,67 100,0 0 0,54 82 2,20 0,77 99,9 0 0,23 erreur moyenne
33 2,19 0,58 99,3 0 0,41 83 2,25 0,67 99,7 0 0,38 0,41
34 2,26 0,62 99,2 0 0,44 84 1,64 0,88 99,1 0 0,44 écart-type
35 2,65 0,43 96,0 0 1,02 85 1,85 1,15 98,8 0 0,50 0,37
36 2,26 0,73 99,8 0 0,33 86 2,11 0,68 99,7 0 0,23
37 1,73 0,83 100,0 0 0,30 87 1,68 0,91 99,9 0 0,43
38 2,08 0,86 99,4 1 0,14 88 3,23 0,30 91,9 0 1,73
39 2,61 0,37 98,5 0 1,04 89 1,55 1,01 99,1 0 0,66
40 1,85 0,62 99,5 0 0,33 90 2,46 0,85 100,0 0 0,51
41 2,02 0,73 99,2 r 0,09 91 2,16 0,71 99,7 0 0,25
42 1,91 0,51 97,6 0 0,38 92 2,23 0,68 99,9 0 0,35
43 2,18 0,82 100,0 û 0,20 93 2,08 0,72 99,6 1 0,16
44 2,57 0,58 98,4 0 0,79 94 2,89 0,45 99,1 0 1,24
45 1,91 0,81 99,8 1 0,10 95 2,49 0,52 98,6 0 0,77
46 2,20 0,79 99,9 0 0,21 96 2,02 0,80 100,0 1 0,02
47 2,40 0,96 100,0 0 0,56 97 1,75 1,06 95,9 0 0,51
48 1,88 0,75 99,9 0 0,17 98 1,69 1,04 98,7 0 0,55
49 2,16 0,78 99,3 0 0,18 99 1,99 0,87 100,0 1 0,08
50 2,19 0,68 99,9 0 0,31 100 1,97 1,56 99,8 0 0,79
RÉSULTATS DE LA SIMULATION : U P
moyenne 2,11 0,77
écart-type 0,37 0,20
Ponction en S estimée par OLS avec 5 points (grande variation aléatoire)
66
sim a P R'
1 1,98 0,71 100,0
2 1,89 0,89 99,6
3 1,83 0,71 100,0
4 2,42 0,56 96,8
5 1,47 0,81 99,9
6 1,61 0,99 99,5
7 2,04 0,81 99,7
8 1,80 0,85 99,9
9 2,53 0,43 97,6
10 2,15 0,63 98,0
11 1,90 0,84 99,8
12 2,73 0,70 98,9
13 2,55 0,43 97,5
14 1,93 0,94 100,0
15 1,70 0,99 96,5
16 1,73 0,77 97,1
17 1,46 0,82 96,9
18 1,72 1,00 99,6
19 2,1 1 0,79 100,0
20 1,90 0,86 98,6
21 2,39 0,99 99,9
22 2,00 1,01 97,5
23 2,14 0,67 96,6
24 1,77 1,00 96,4
25 1,98 0,92 99,6
26 2,12 0,83 98,0
27 1,81 0,91 98,6
28 1,73 0,67 98,3
29 2,21 0,81 99,7
30 2,01 0,92 99,9
31 1,87 0,68 99,3
32 1,94 0,88 99,9
33 1,94 0,68 99,3
34 1,85 0,86 99,8
35 1,98 0,85 100,0
36 2,35 0,67 99,8
37 2,04 0,75 98,9
38 2,1 1 0,86 100,0
39 2,42 0,50 98,4
40 3,88 0,34 92,6
41 2,30 0,83 100,0
42 1,99 0,79 99,9
43 4,46 0,16 91,8
44 1,63 0,84 100,0
45 1,48 1,26 99,1
46 1,25 1,29 95,2
47 1,78 0,95 98,9
48 2,51 0,70 99,1
49 1,86 0,77 99,0
50 2,08 0,70 98,1
Cl
1
0
0
0
G
0
1
0
0
0
1
0
G
0
G
G
G
G
0
1
G
G
G
0
G
G
G
G
G
G
G
1
G
G
1
G
1
G
G
0
G
1
G
G
0
G
G
G
G
G
02
0,11
0.2G
0,26
0,66
0,54
0,58
0,05
0,25
0,90
n 0,32
0,14
0,83
0,92
0,21
0,49
0,30
0,56
0,48
0,12
0,16
0,58
0,21
0,27
0,43
0,14
0,15
0,30
0,40
0,22
0,13
0,25
0,14
0,18
0,21
0,07
0,48
0,09
0.17
0,72
2,34
0,33
0,02
3,10
0,41
0,98
1,24
0,37
0,61
0,17
0,18
RESULTATS DE LA SIMULATION :
sim a P R=
51 1,73 0,68 99,7
52 2,14 0,77 99,4
53 1,86 0,92 99,5
54 1,57 0,80 99,6
55 1,59 1,00 99,6
56 1,84 0,86 98,3
57 1,96 0,00 98,7
58 3,12 0,35 92,5
59 2,13 0,81 99,4
60 2,27 0,75 99,6
61 1,42 1,04 99,7
62 1,80 0,67 98,0
63 2,08 0,76 99,8
64 1,84 1,20 100,0
65 2,63 0,59 97,4
66 2,05 0,63 99,7
67 1,48 1,15 99,8
68 2,26 0,66 97,6
69 2,00 0,76 100,0
70 1,74 0,83 99,2
71 1,95 0,83 100,0
72 2,17 0,86 99,9
73 2,72 0,47 96,2
74 1,18 1,02 62,2
75 1,59 1,03 93,5
76 1,89 0,87 99,2
77 3,91 0,19 88,7
78 2,38 0,55 93,8
79 1,86 0,71 100,0
80 2,57 0,72 99,3
81 1,49 1,43 95,6
82 2,22 0,86 99,1
83 2,24 0,82 99,7
84 3,08 0,41 99,5
85 2,94 0,63 97,4
86 1,88 0,89 99,2
87 2,38 0,88 99,8
88 2,15 0,91 100,0
89 1,93 0,76 96,0
90 2,09 0,61 99,5
91 2,59 0,52 99,8
92 2,94 0,52 97,4
93 2,29 0,64 96,3
94 1,40 0,86 99,8
95 2,38 0,57 99,7
96 1,73 0,71 98,8
97 1,97 0,69 99,9
98 2,51 0,52 99,7
99 1,96 0,86 100,0
100 2,47 0,63 99,7
a (i
moyenne 2,10 0,77
écart-type 0,52 0,22
CI
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
o
0
0
1
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
1
0
C2
0,39
0,17
0,26
0,43
0,61
0,22
0,84
1,57
0,14
0,32
0,82
0,33
0,12
0,56
0,84
0,22
0,87
0,40
0,04
0,29
0,08
0,23
1,05
1,04
0,64
0,18
2,52
0,63
0,23
0,65
1,14
0,28
0,26
1,47
1.11
0,21
0,46
0,26
0,11
0,28
0,87
1,22
0,45
0,66
0,61
0,36
0,14
0,79
0,10
0,64
paramètres
originaux
a
2.0
P
0,8
points
utilisés
mm
0.5
1,0
1,5
max
critère 1 (Cl)
1.9
2.1
0,7
0.9
résultat
13%
critère 2 (C2)
erreur totale
51,08
erreur moyenne
0,51
écart-type
0,51
67
Fonction en S estimée par OLS avec 9 points (faible variation aléatoire)
sim a P R' Cl 02 sim a P R» 01 02 paramétres
1 1,98 0,85 99,8 1 0,07 51 2,06 0,89 98,9 1 0,15 originaux
2 2,06 0,98 99,1 0 0,24 52 2,04 0,83 99,8 1 0,07 a
3 1,95 0,89 99,7 1 0,14 53 2,10 0,81 99,0 1 0,11 2,0
4 2,03 0,81 99,7 1 0,04 54 2,04 0,71 99,8 1 0,13 P
5 1,00 1,03 100,0 0 1,23 55 2,06 0,80 99,8 1 0,06 0,8
6 1,90 0,86 99,4 1 0,16 56 1,99 0,84 99,4 1 0,05
7 1,93 0,91 99,9 0 0,18 57 2,12 0,69 99,7 0,23
8 2,03 0,75 98,6 1 0,08 58 1,90 0,86 99,9 1 0,16 points
9 1,95 0,72 99,8 1 0,13 59 2,00 0,71 99,9 1 0,09 utilisés
10 1,92 0,90 99,5 1 0,18 60 2,01 0,73 99,8 1 0,08 min
11 2,10 0,76 99,4 1 0,14 61 2,01 0,85 99,8 1 0,06 0,25
12 2,08 0,77 100,0 1 0,11 62 2,01 0,87 99,5 1 0,08 0,50
13 2,10 0,79 99,7 1 0,11 63 1,95 0,84 99,6 1 0,09 0,75
14 1,88 0,83 99,4 0 0,15 64 2,03 0,76 99,8 1 0,07 1,00
15 2,14 0,69 99,4 0 0,25 65 1,95 0,84 99,6 1 0,09 1,25
16 1,97 0,85 99,8 1 0,08 66 1,97 0,78 99,7 1 0,05 1,50
17 1,98 0,73 99,5 1 0,09 67 2,19 0,62 99,2 0,37 1,75
18 2,17 0,70 98,7 0 0,27 68 2,02 0,82 99,7 1 0,04 max
19 2,02 0,71 99,5 1 0,11 69 1,97 0,86 99,7 1 0,09
20 2,00 0,81 99,9 1 0,01 70 1,87 0,81 99,7 0,14
21 1,93 0,83 99,4 1 0,10 71 1,96 0,94 99,4 0,18
22 2,05 0,74 99,7 1 0,11 72 2,07 0,74 99,7 1 0,13 critère 1 (01 )
23 2,29 0,64 98,0 0 0,45 73 1,96 0,85 99,7 1 0,09 a
24 2,04 0,74 99,8 1 0,10 74 2,06 0,67 99,6 0,19 1,9
25 2,13 0,72 99,8 0 0,21 75 1,95 0,77 99,7 1 0,08 2,1
26 2,10 0,70 98,6 0 0,20 76 1,82 0,84 99,9 0,22 P
27 2,03 0,77 99,7 1 0,06 77 2,03 0,77 99,7 1 0,06 0,7
28 1,98 0,77 99,7 1 0,05 78 2,16 0,70 99,5 0,26 0.9
29 2,07 0,66 99,7 0 0,21 79 1,96 0,81 99,8 1 0,05 résultat
30 2,01 0,71 99,8 1 0,10 80 1,98 0,82 99,9 1 0,04 68%
31 2,22 0,71 99,5 0 0,31 81 2,08 0,75 99,6 1 0,13
32 2,00 0,89 100,0 1 0,09 82 1,91 0,90 99,4 0,19
33 1,99 0,88 99,8 1 0,09 83 1,96 0,85 99,9 1 0,09
34 2,22 0,70 99,5 0 0,32 84 1,91 0,85 99,5 1 0,14 critère 2 (02)
35 2,06 0,64 99,2 0 0,22 85 2,03 0,78 99,8 1 0,05 erreur totale
36 2,11 0,73 99,9 0 0,18 86 2,13 0,64 99,8 0,29 14,21
37 2,00 0,87 99,8 1 0,07 87 2,02 0,80 100,0 1 0,02 erreur moyenne
38 1,98 0,77 99,5 1 0,05 88 2,09 0,72 99,8 1 0,17 0,14
39 2,03 0,73 99,3 1 0,10 89 2,11 0,79 100,0 0 0,12 écart-type
40 2,03 0,73 99,3 1 0,10 90 2,13 0,74 98,0 0 0,19 0,14
41 2,04 0,77 99,9 1 0,07 91 1,91 1,07 99,7 0 0,36
42 1,78 0,93 99,6 0 0,35 92 1,88 0,79 99,9 0 0,13
43 1,88 0,97 99,9 0 0,29 93 1,99 0,80 99,9 1 0,01
44 2,02 0,78 98,6 1 0,04 94 1,99 0,80 99,9 1 0,01
45 1,98 0,88 99,3 1 0,10 95 1,98 0,79 99,9 1 0,03
46 1,97 0,83 99,0 1 0,06 96 1,98 0,74 99,1 1 0,08
47 2,05 0,81 99,4 1 0,06 97 1,90 0,76 99,8 1 0,14
48 1,89 0,89 99,7 0 0,20 98 1,97 0,82 99,9 1 0,05
49 2,01 0,82 99,8 1 0,03 99 1,94 0,80 99,3 1 0,06
50 2,13 0,76 99,7 0 0,17 100 2,16 0,78 99,2 0 0,18
RESULTATS DE LA SIMULATION ; a P
moyenne 2,01 0,80
écart-type 0,13 0,08
Fonction en S estimée par OLS avec 9 points (moyenne variation aléatoire)
68
sim a P R»
1 2,08 0,91 97,4
2 1,87 0,79 98,2
3 2,00 0,87 99,9
4 2,13 0,69 97,5
5 2,22 0,61 99,5
6 2,88 0,51 97,1
7 2,19 0,83 99,9
8 2,09 0,84 99,8
9 2,11 0,76 99,7
10 1,99 0,79 94,8
11 2,29 0,56 98,6
12 2,24 1,08 96,4
13 1,89 0,99 98,2
14 2,43 0,72 99,1
15 2,11 0,90 96,9
16 1,88 0,84 98,2
17 2,17 0,70 99,0
18 2,05 1,04 99,3
19 1,91 0,97 98,5
20 2,05 0,73 96,3
21 2,27 0,71 98,8
22 2,08 0,68 94,5
23 2,20 0,68 94,5
24 1,79 1,01 98,7
25 2,01 0,77 99,6
26 2,00 0,75 99,5
27 2,12 0,84 99,2
28 2,15 0,76 97,9
29 2,09 0,72 98,8
30 2,04 0,80 99,6
31 2,08 0,67 98,6
32 2,12 0,74 99,8
33 2,49 0,71 99,1
34 2,23 0,59 97,8
35 1,99 0,81 99,4
36 2,02 0,82 98,0
37 1,89 0,98 95,9
38 2,00 0,63 99,1
39 1,76 1,02 97,6
40 2,23 0,84 99,0
41 1,98 0,79 99,6
42 1,97 0,79 98,6
43 2,02 0,85 99,2
44 2,04 0,82 99,4
45 2,05 0,74 98,4
46 2,04 0,77 98,1
47 2,04 0,69 97,4
48 2,09 0,91 99,2
49 1,87 0,86 97,4
50 1,87 1,05 98,8
Cl
0
0
1
0
0
0
0
1
0
1
0
0
0
0
0
0
0
0
0
1
0
0
0
0
1
1
0
0
1
1
0
0
0
0
1
1
0
0
0
0
C2 sim a P R» Cl 02
0,19 51 1,95 0,82 98,5 1 0,07
0,14 52 2,34 0,82 98,5 0 0,36
0,07 53 2,19 0,71 98,3 0 0,28
0,24 54 2,23 0,51 97,9 0 0,52
0,41 55 2,11 0,70 98,7 0 0.21
1,17 56 1,84 1,00 99,9 0 0,36
0,22 57 1,98 0,74 97,6 1 0,08
0,13 58 2,03 0,89 97,2 1 0,12
0,15 59 2,05 0,81 97,6 1 0,06
0,02 60 2,30 0,67 99,5 0 0,43
0,53 61 2,19 0,67 99,7 0 0,32
0,52 62 2,02 0,93 98,2 0 0,15
0,30 63 2,16 0,57 99,1 0 0,39
0,51 64 2,06 0,92 98,4 0 0,18
0,21 65 2,25 0,61 99,1 0 0,44
0,16 66 2,16 0,90 99,5 0 0,26
0,27 67 2,38 0,59 96,7 0 0,59
0,29 68 2,09 0,57 99,1 0 0,32
0,26 69 2,20 0,59 99,2 0 0,41
0,12 70 1,87 0,77 98,8 0 0,16
0,36 71 2,18 0,69 98,9 0 0,29
0,20 72 2,00 0,73 98,8 1 0,07
0,32 73 1,95 0,74 99,2 1 0,11
0,42 74 2,45 0,52 95,3 0 0,73
0,04 75 2,13 0,72 99,2 0 0,21
0,05 76 2,07 0,65 98,9 0 0,22
0,16 77 1,94 0,90 99,0 1 0,16
0,19 78 2,07 0,71 98,3 1 0,16
0,17 79 1,98 0,83 98,2 1 0,05
0,04 80 2,10 0,56 98,8 0 0,34
0,21 81 2,07 0,69 98,9 0 0,18
0,18 82 1,95 0,72 99,2 1 0,13
0,58 83 2,28 1,00 97,5 0 0,48
0,44 84 1,90 0,91 99,6 0 0,21
0,02 85 2,03 1,06 99,0 0 0,29
0,04 86 2,06 0,62 97,8 0 0,24
0,29 87 2,07 0,69 99,4 0 0,18
0,17 88 2,30 0,52 96,8 0 0,58
0,46 89 2,11 1,08 95,9 0 0,39
0,27 90 2,07 0,85 96,1 1 0,12
0,03 91 2,15 0,75 98,3 0 0,20
0,04 92 2,04 0,87 96,9 1 0,11
0,07 93 1,90 0,80 98,3 1 0,10
0,06 94 2,06 0,74 99,0 1 0,12
0,11 95 2,04 0,70 98,2 0 0,14
0,07 96 0,36 0,80 46,7 0 1,65
0,15 97 2,03 0,77 99,5 1 0,06
0,20 98 2,23 0,64 98,3 0 0,39
0,19 99 2,08 0,66 99,1 0 0,22
0,38 100 1,98 0,68 99,1 0 0,14
paramètres
originaux
a
2,0
P
0,8
points
utilisés
mm
0,25
0,50
0,75
1,00
1,25
1,50
1,75
max
critère 1 (01)
1,9
2,1
0,7
0,9
résultat
31%
critère 2 (02)
erreur totele
25,79
erreur moyenne
0,26
écart-type
0,23
RESULTATS DE LA SIMULATION : a P
moyenne 2,07 0,77
écart-type 0,24 0,14
Fonction en S estimée par OLS avec 9 points (grande variation aléatoire)
69
sim a P R' Cl C2 sim a P R' Cl C2
1 0,17 1,30 95,7 0 2,32 51 1,92 1,26 95,4 0 0,54
2 0,17 1,06 99,6 0 2,09 52 1,73 0,93 97,6 0 0,40
3 2,24 0,72 97,3 0 0,32 53 1,75 0,79 98,1 0 0,26
4 2,05 0,97 95,3 0 0,22 54 1,70 0,77 95,4 0 0,33
5 1,91 0,94 95,4 0 0,23 55 2,14 0,75 99,3 0 0,19
6 1,71 0,86 98,4 0 0,35 56 1,76 0,67 98,2 0 0,37
7 1,70 1,05 98,4 0 0,55 57 1,70 0,73 96,1 0 0,37
8 2,14 0,54 98,7 0 0,40 58 2,17 0,75 95,7 0 0,22
9 2,68 0,45 93,9 0 1,03 59 1,96 0,83 96,2 1 0,07
10 0,60 0,86 81,5 0 1,46 60 2,41 0,51 96,5 0 0,70
11 2,70 0,50 98,2 0 1,00 61 2,12 1,07 97,6 0 0,39
12 2,32 0,59 95,0 0 0,53 62 1,68 0,86 96,8 0 0,38
13 2,12 0,92 98,2 0 0,24 63 2,03 0,88 96,5 1 0,11
14 2,27 0,74 98,6 0 0,33 64 2,08 0,71 97,3 1 0,17
15 2,98 0,28 72,8 0 1,50 65 1,82 1,00 95,0 0 0,38
16 2,01 0,79 98,0 1 0,02 66 2,29 0,76 90,9 0 0,33
17 1,90 0,87 98,8 1 0,17 67 2,03 0,84 99,2 1 0,07
18 2,08 0,43 98,3 0 0,45 68 2,31 0,54 83,5 0 0,57
19 2,14 0,83 96,2 0 0,17 69 1,91 0,63 98,9 0 0,26
20 2,94 0,21 89,9 0 1,53 70 2,90 0,42 94,4 0 1,28
21 1,97 0,88 99,2 1 0,11 71 2,06 0,86 95,3 1 0,12
22 1,71 0,90 94,2 0 0,39 72 1,69 1,28 96,9 0 0,79
23 1,91 1,09 98,6 0 0,38 73 2,20 0,65 98,6 0 0,35
24 1,71 0,74 89,7 0 0,35 74 2,41 0,62 93,4 0 0,59
25 1,91 0,66 95,7 0 0,23 75 1,97 0,86 97,5 1 0,09
26 1,76 1,02 97,4 0 0,46 76 2,45 0,43 83,4 0 0,82
27 1,67 0,84 96,6 0 0,37 77 2,14 0,77 99,3 0 0,17
28 1,89 0,91 95,2 0 0,22 78 1,94 0,74 99,0 1 0,12
29 3,41 0,31 97,1 0 1,90 79 2,21 0,75 98,1 0 0,26
30 2,01 0,75 98,1 1 0,06 80 2,05 0,80 98,8 1 0,05
31 2,33 0,44 91,5 0 0,69 81 2,09 0,98 96,9 0 0,27
32 2,01 0,95 95,5 0 0,16 82 2,44 0,94 99,0 0 0,58
33 1,79 1,07 96,2 0 0,48 83 1,55 0,87 90,6 0 0,52
34 2,13 0,69 89,6 0 0,24 84 1,74 0,49 96,8 0 0,67
35 1,64 1,18 91,5 0 0,74 85 2,03 0,73 96,5 1 0,10
36 2,23 0,56 94,9 0 0,47 86 2,38 0,98 99,0 0 0,56
37 1,71 1,04 95,1 0 0.53 87 1,84 0,89 94,4 0 0,25
38 1,69 0,91 98,9 0 0.42 88 1,74 1,02 95,6 0 0,48
39 2,07 0,78 97,9 1 0,09 89 1,81 1,07 98,0 0 0,46
40 1,90 0,89 99,0 1 0,19 90 2,85 0,43 96,1 0 1,22
41 2,00 0,68 96,7 0 0,12 91 1,85 0,82 98,9 0 0,17
42 2,65 1,79 93,7 0 1,64 92 2,32 0,46 98,0 0 0,66
43 2,32 0,61 96,7 0 0,51 93 2,43 0,53 97,4 0 0,70
44 2,55 0,65 96,0 0 0,70 94 2,48 0,86 97,0 0 0,54
45 2,55 0,74 93,5 0 0,61 95 1,74 0,72 98,7 0 0,34
46 1,57 1,20 96,2 0 0,83 96 1,90 0,68 98,4 0 0,22
47 2,49 0,69 98,4 0 0,60 97 2,50 0,88 97,2 0 0,58
48 1,96 0,66 99,2 0 0,18 98 2,27 0,91 97,4 0 0,38
49 1,89 0,95 97,3 0 0,26 99 1,56 1,18 97,2 0 0,82
50 2,06 0,81 98,0 1 0,07 100 1,96 1,08 99,0 0 0,32
paramètres
originaux
a
2,0
P
0,8
points
uti ises
min
0,25
0.50
0,75
1,00
1,25
1,50
1.75
max
critère 1 ( c1 )
1,9
2,1
0,7
0,9
résultat
45%
critère 2 |C2)
erreur totale
49,45
erreur moyenne
0,49
écart-type
0,44
RÉSULTATS DE LA SIMULATION : a P
moyenne 2,03 0,80
écart-type 0,46 0,24
70
Fonction concave estimée par OLS avec 5 points (faible variation aléatoire)
sim a P R» Cl 02 sim a P R'
CM
o
o
paramètres
1 0,92 0,92 99,4 0  0,20 51 0,80 0,92 99,5 1  0,08 originaux
2 0,72 1,15 99,4 0  0,23 52 0,74 1,01 100,0 1  0,07 a
3 0,85 1,01 100,0 1  0,06 53 0,80 1,03 100,0 1  0,03 0,8
4 0,85 0,98 99,8 1  0,07 54 0,85 0,91 99,9 1  0,14 p
5 0,84 0,86 98,9 0  0,18 55 0,66 0,97 100,0 0  0,17 1,0
6 0,79 0,91 99,7 1  0,10 56 0,77 1,01 98,8 1  0,04
7 0,56 1,10 99,5 0  0,34 57 0,77 0,95 99,4 1  0,08
8 0,81 1,04 99,2 1  0,05 58 0,83 0,92 99,3 1  0,11 points
9 0,81 1,09 99,8 1  0,10 59 0,87 0,96 98,6 1  0,11 utilisés
10 0,86 0,98 100,0 1  0,08 60 0,77 0,97 100,0 1  0,06 min
11 0,62 0,97 98,7 0  0,21 61 0,93 0,97 99,8 0  0,16 0,5
12 0,69 1,04 99,9 0  0,15 62 0,72 0,95 99,7 1  0,13 1
13 0,73 1,04 100,0 1  0,11 63 0,67 1,01 99,4 0  0,14 1,5
14 0,81 1,03 99,9 1  0,04 64 0,91 0,96 97,8 0  0,15 max
15 0,89 0,97 100,0 1  0,12 65 0,80 1,05 99,8 1  0,05
16 0,82 1.13 97,7 0  0,15 66 0,78 1,11 93,9 0  0,13
17 0,83 0,97 100,0 1  0,06 67 0,86 0,86 99,9 0  0,20
18 1,00 1,05 100,0 G  0,25 68 0,81 0,95 99,7 1  0,06
19 0,87 0,96 99,4 1  0,11 69 0,88 0,89 99,0 0  0,19
20 0,89 1,02 100,0 1  0,11 70 0,56 1,07 99,7 0  0,31 critère 1(C1|
21 0,69 0,92 99,8 0  0,19 71 0,74 0,98 99,8 1  0,08 a
22 0,79 1,04 100,0 1  0,05 72 0,75 0,92 99,8 1  0,13 0,7
23 0,82 0,64 99,5 G  0,38 73 0,79 1,06 99,7 1  0,07 0,9
24 0,65 0,64 99,5 G  0,51 74 0,92 0,96 100,0 0  0,16 P
25 0,93 0,93 99,8 0  0,20 75 0,69 1,09 95,8 0  0,20 0,9
26 0,97 1,01 99,9 G  0,18 76 0,79 0,99 99,9 1  0,02 1,1
27 0,93 1,02 99,7 G  0,15 77 0,85 0,90 99,6 1  0,15 résultat
28 0,99 0,98 99,6 0  0,21 78 0,89 1,14 99,8 0  0,23 53%
29 0,69 0,97 100,0 0  0,14 79 1,00 0,92 100,0 0  0,28
30 0,92 0,92 99,4 G  G,2G 80 0,82 0,93 99,4 1  0,09
31 0,92 0,94 99,9 G  0,18 81 0,67 1,03 94,3 0  0,16
32 0,78 1,04 99,9 1  0,06 82 0,80 1,04 98,1 1  0,04 critère 2 (02)
33 0,73 1,18 98,0 0  0,25 83 0,78 1.01 99,9 1  0,03 erreur totale
34 0,82 1,07 99,9 1  0,09 84 0,91 0,88 100,0 0  0,23 14,06
35 0,60 1,02 99,6 G  0,22 85 0,78 0,88 99,1 0  0,14 erreur moyenne
36 0,73 1,08 97,6 1  0,15 86 0,83 0,94 100,0 1  0,09 0,14
37 0,67 0,99 100,0 G  0,14 87 0,92 1,07 99,6 0  0,19 écart-type
38 0,85 0,99 99,8 1  0,06 88 0,67 1,11 99,8 0  0,24 0,08
39 0,65 0,97 98,0 G  0,18 89 0,92 0,98 100,0 0  0,14
40 0,77 1,03 99,9 1  0,06 90 0,83 0,96 99,8 1  0,07
41 0,70 0,94 99,8 1  0,16 91 0,85 0,96 100,0 1  0,09
42 0,82 1,02 99,2 1  0,04 92 0,78 0,94 100,0 1  0,08
43 0,83 0,94 99,9 1  0,09 93 0,91 0,90 98,5 0  0,21
44 0,75 1,07 99,6 1  0,12 94 0,63 1,07 98,1 0  0,24
45 0,71 0,91 100,0 1  0,18 95 0,73 1,05 99,2 1  0,12
46 0,92 0,99 99,8 0  0,13 96 0,86 1,07 100,0 1  0,13
47 0,70 1,09 98,7 1  0,19 97 0,74 1,00 99,7 1  0,06
48 0,83 1,04 99,9 1  0,07 98 0,73 1,12 99,5 0  0,19
49 0,90 0,93 99,0 G  0,17 99 0,91 0,99 100,0 0  0,12
50 0,77 1,14 98,3 G  0,17 100 0,79 0,98 99,8 1  0,03
RÉSULTATS DE LA SIMULATION : a P
moyenne 0,80 0,99
écart-type 0,10 0,09
Fonction concave estimée par OLS avec 5 points (moyenne variation aléatoire)
71
sim a P R' Cl C2 sIm a P R' Cl 02
1 0,76 0,95 97,8 1 0,09 51 0,63 0,97 100,0 0 0,21
2 1,06 0,99 99,7 0 0,27 52 0,72 0,96 98,8 1 0,13
3 0,31 0,86 66,1 0 0,63 53 1,00 1,07 98,6 0 0,26
4 1,12 1,18 99,6 0 0,50 54 0,76 0,95 95,7 1 0,09
5 0,89 1,03 100,0 1 0,12 55 0,90 0,88 99,7 0 0,22
6 0,92 0,85 98,6 0 0,27 56 0,79 1,09 99,9 1 0,10
7 0,56 1,21 100,0 0 0,45 57 0,89 0,87 99,9 0 0,23
8 0,89 0,92 99,9 1 0,16 58 0,70 1,44 88,6 0 0,54
9 0,80 1,14 100,0 0 0,14 59 0,88 0,90 100,0 1 0,18
10 0,73 1,13 93,9 0 0,20 60 0,88 0,96 99,7 1 0,11
11 0,89 1,00 97,7 1 0,09 61 0,73 1,05 99,8 1 0,13
12 0,68 0,98 99,1 0 0,14 62 0,88 1,08 99,8 1 0,15
13 0,82 0,84 100,0 0 0,17 63 0,91 1,03 99,1 0 0,14
14 0,99 0,74 97,9 0 0,45 64 0,60 0,93 99,7 0 0,27
15 0,66 1,04 99,5 0 0,18 65 0,58 0,81 99,8 0 0,41
16 0,91 0,90 99,9 0 0,21 66 0,72 0,88 93,9 0 0,20
17 0,97 0,97 98,0 0 0,19 67 0,86 0,86 99,6 0 0,20
18 0,57 1,10 97,4 0 0,33 68 0,98 1,01 100,0 0 0,19
19 0,83 0,92 100,0 1 0,12 69 0,63 0,93 100,0 0 0,24
20 1,04 1,00 97,8 0 0,24 70 0,83 1,05 96,8 1 0,08
21 0,50 1,34 77,2 0 0,64 71 0,68 1,39 99,7 0 0,51
22 0,63 1,36 98,4 0 0,53 72 1,05 0,99 98,7 0 0,26
23 0,90 1,27 93,1 0 0,36 73 0,76 1,17 98,6 0 0,21
24 0,83 1,00 98,6 1 0,03 74 0,98 0,85 100,0 0 0,34
25 1,09 1,02 99,7 0 0,31 75 0,93 0,89 96,2 0 0,24
26 0,54 0,94 95,3 0 0,32 76 0,89 0,88 100,0 0 0,21
27 0,77 1,02 99,7 1 0,06 77 0,92 1,00 100,0 0 0,12
28 0,67 0,99 95,7 0 0,14 78 0,51 1,04 91,1 0 0,34
29 0,73 1,21 98,8 0 0,29 79 0,91 0,97 100,0 0 0,14
30 0,80 1,04 100,0 1 0,04 80 0,94 0,98 98,9 0 0,16
31 1,18 0,78 99,7 0 0,60 81 0,65 0,93 100,0 0 0,22
32 0,88 1,18 100,0 0 0,26 82 0,99 0,94 99,8 0 0,25
33 1,03 1,09 99,3 0 0,32 83 0,98 0,94 94,3 0 0,24
34 0,85 0,88 99,7 0 0,17 84 0,68 0,98 99,6 0 0,14
35 0,45 1,07 85,4 0 0,42 85 0,91 0,92 99,9 0 0,19
36 0,86 1,11 99,1 0 0,16 86 0,96 1,24 99,9 0 0,40
37 1,09 0,88 98,0 0 0,41 87 1,40 0,93 99,5 0 0,67
38 0,84 0,75 97,1 0 0,29 88 0,95 0,78 91,1 0 0,37
39 0,69 0,82 100,0 0 0,29 89 0,96 0,81 99,7 0 0,35
40 0,72 1,09 99,7 1 0,16 90 0,56 0,99 99,7 0 0,25
41 0,80 1,23 99,9 0 0,23 91 0,79 1,02 99,9 1 0,03
42 1,01 0,86 99,4 0 0,35 92 0,82 0,88 99,8 0 0,14
43 0,83 0,87 99,2 0 0,17 93 1,00 0,70 98,1 0 0,49
44 0,77 1,17 87,6 0 0,21 94 0,59 0,99 99,9 0 0,22
45 1,03 1,00 98,1 0 0,23 95 1,06 0,82 100,0 0 0,44
46 1,08 1,00 99,8 0 0,28 96 0,60 1,12 98,7 0 0,33
47 0,92 0,99 100,0 0 0,13 97 0,89 0,95 97,8 1 0,14
48 0,94 0,97 96,2 0 0,18 98 0,96 0,92 99,9 0 0,23
49 0,78 0,73 99,9 0 0,29 99 0,76 1,27 98,7 0 0,31
50 0,49 0,99 100,0 0 0,32 100 0,80 0,88 97,9 0 0,12
RÉSULTATS DE LA SIMULATION : a P
moyenne 0,83 0,99
écart-type 0,18 0,14
paramètres
originaux
a
0,8
p
1,0
points
utilises
min
0,5
1.5
max
critèrel (Cl)
0,7
0,9
0,9
1,1
résultat
19%
critère 2 (C2)
erreur totale
25,27
erreur moyenne
0,25
écart-type
0,14
Fonction concave estimée par OLS avec 5 points (grande variation aléatoire)
72
sim a P R' Cl 02 sim a P R' Cl C2
1 0,96 1,00 92,1 0 0,16 51 1,16 0,80 98,9 0 0,56
2 1,00 0,94 98,4 0 0,26 52 0,68 1,26 91,5 0 0,39
3 0,34 1,20 25,7 0 0,66 53 0,73 1,47 97,9 0 0,53
4 0,91 1,19 98,9 0 0,30 54 0,51 0,88 95,5 0 0,41
5 0,74 1,11 88,2 0 0,17 55 0,84 0,79 95,8 0 0,26
6 1,22 0,89 92,7 0 0,53 56 0,84 1,04 100,0 1 0,08
7 0,88 1,07 69,9 1 0,15 57 0,56 0,71 99,7 0 0,53
8 0,77 1,27 90,8 0 0,31 58 0,72 1,25 97,1 0 0,33
9 1,20 0,79 97,9 0 0,61 59 0,54 1,38 99,2 0 0,64
10 0,48 1,01 90,6 0 0,33 60 0,97 0,95 99,8 0 0,21
11 0,62 1,38 83,7 0 0,57 61 0,70 0,91 94,0 0 0,20
12 0,76 1,07 99,9 1 0,12 62 1,15 0,73 92,8 0 0,62
13 0,71 1,12 91,7 0 0,21 63 1,43 0,66 89,0 0 0,97
14 1,11 0,54 91,0 0 0,77 64 0,42 1,18 78,7 0 0,56
15 0,45 1,23 99,6 0 0,58 65 0,83 0,82 99,9 0 0,22
16 1,10 1,13 98,7 0 0,43 66 1,20 0,88 99,8 0 0,52
17 1,16 1,03 98,0 0 0,39 67 0,91 0,86 98,5 0 0,24
18 0,44 1,09 98,1 0 0,45 68 0,90 1,14 89,9 0 0,24
19 0,59 1,35 94,9 0 0,56 69 0,43 0,91 92,8 0 0,47
20 1,05 1,31 96,8 0 0,56 70 0,71 0,93 97,7 1 0,17
21 0,67 0,85 99,8 0 0,28 71 0,87 0,49 88,3 0 0,58
22 0,43 0,59 99,1 0 0,78 72 1,41 1,28 99,8 0 0,89
23 0,86 0,98 99,7 1 0,08 73 0,79 1,17 99,6 0 0,18
24 1,31 0,55 95,2 0 0,96 74 0,65 0,87 99,6 0 0,28
25 0,96 1,15 99,9 0 0,31 75 0,41 1,11 98,1 0 0,50
26 0,60 1,35 98,1 0 0,55 76 0,39 0,98 95,5 0 0,43
27 1,00 0,78 95,6 0 0,42 77 0,40 1,23 99,8 0 0,63
28 0,46 1,23 68,7 0 0,56 78 1,08 0,60 98,0 0 0.68
29 0,51 1,23 87,1 0 0,53 79 0,56 1,27 98,0 0 0,51
30 1,17 1,34 99,6 0 0,71 80 0,71 1,06 75,8 1 0,14
31 1,01 0,67 96,9 0 0,54 81 1,56 0,84 95,3 0 0,92
32 0,39 1,09 98,9 0 0,50 82 0,86 1,50 90,0 0 0,56
33 0,91 1,22 97,4 0 0,32 83 0,54 1,06 91,8 0 0,32
34 1,57 0,56 88,6 0 1,21 84 0,90 0,95 87,9 1 0,14
35 1,24 0,93 99,1 0 0,51 85 0,71 1,12 81,6 0 0,21
36 0,92 0,98 99,8 0 0,14 86 0,75 1,04 99,8 1 0,09
37 1,10 0,85 100,0 0 0,45 87 1,03 1,08 100,0 0 0,31
38 0,83 0,92 99,4 1 0,11 88 1,14 0,88 100,0 0 0,46
39 1,15 1,11 99,4 0 0,46 89 1,31 0,72 99,6 0 0,79
40 0,73 1,18 97,9 0 0,26 90 1,07 0,45 91,8 0 0,82
41 0,95 1,11 97,2 0 0,26 91 0,77 0,92 98,8 1 0,12
42 0,93 0,77 100,0 0 0,36 92 0,71 0,85 80,5 0 0,25
43 0,63 1,06 99,5 0 0,23 93 1,28 0,96 98,9 0 0,52
44 0,89 0,85 98,8 0 0,23 94 0,89 1,06 96,9 1 0,15
45 0,66 1,41 98,1 0 0,56 95 0,94 0,83 89,7 0 0,31
46 0,49 0,96 98,6 0 0,35 96 0,69 1,02 99,3 0 0,13
47 0,38 1,14 91,9 0 0,56 97 0,64 1,16 98,1 0 0,33
48 1,32 0,71 91,7 0 0,81 98 0,45 1,20 97,9 0 0,55
49 0,77 0,99 89,9 1 0,05 99 0,59 0,87 99,3 0 0,34
50 0,88 1,19 96,3 0 0,27 100 0,78 1,31 93,1 0 0,33
RÉSULTATS DE LA SIMULATION :
alpha original = 0.8
beta original = 1
a P
moyenne 0,83 1,01
écart-type 0,29 0,23
paramétres
originaux
a
0,8
P
1,0
points
utilises
min
0,5
1,5
max
critère 1 (Cil
0,7
0,9
0,9
1,1
résultat
12%
critère 2 (C2|
erreur totale
42,06
erreur moyenne
0,42
écart-type
0,23
Fonction concave estimée par OLS avec 9 points (grande variation aléatoire)
73
sim a P R' Cl C2 sIm a P R'
1 0,84 0,91 99,3 1  0,13 51 0,82 1,00 98,9
2 0,80 0,93 98,9 1  0,07 52 0,82 1,03 99
3 0,82 0,89 98,0 0  0,13 53 0,84 0,96 99,6
4 0,78 0,95 97,1 1  0,07 54 0,79 1,00 98,3
5 0,80 1,00 97,8 1  0,00 55 0,84 0,98 97,9
6 0,86 1,03 98,5 1  0,09 56 0,76 1,03 98,2
7 0,70 1,12 98,4 0  0,22 57 0,79 1,04 99,8
8 0,86 0,90 98,9 1  0,18 58 0,75 0,97 99,5
9 0,77 1,04 98,5 1  0,06 59 0,76 1,02 99,7
10 0.77 1,06 99,2 1  0,09 60 0,83 0,94 98,1
n 0,87 1,08 98,9 1  0,15 61 0,77 0,93 99,4
12 0,82 0,97 98,8 1  0,05 62 0,77 1,06 98,5
13 0,80 1,04 98,4 1  0,05 63 0,71 1,06 98
14 0,77 1,08 98,7 1  0,12 64 0,89 0,93 98,3
15 0,84 1,03 99,7 1  0,07 65 0,85 0,87 97,9
16 0,77 1,03 99,6 1  0,06 66 0,80 0,93 99,2
17 0,73 1,07 99,7 1  0,14 67 0,85 1,08 99,3
18 0,84 0,91 98,3 1  0,13 68 0,82 0,93 98,7
19 0,82 0,99 99,3 1  0,03 69 0,73 1,03 98,9
20 0,82 0,88 98,1 0  0,14 70 0,79 0,94 96,3
21 0,79 1,05 99,6 1  0,06 71 0,85 0,97 99,1
22 0,86 0,88 99,5 0  0,18 72 0,79 0,92 99,2
23 0,84 1,09 99,0 1  0,13 73 0,83 0,88 98,1
24 0,81 1,02 98,5 1  0,03 74 0,79 1,06 99,4
25 0,80 0,95 98,0 1  0,06 75 0,84 0,94 99,4
26 0,89 0,89 99,9 0  0,20 76 0,75 1,04 99,5
27 0,79 0,98 98,4 1  0,03 77 0,82 0,94 99,6
28 0,84 0,93 99,1 1  0,11 78 0,74 0,92 98,5
29 0,80 0,99 99,5 1  0,01 79 0,76 0,94 99,7
30 0,83 0,99 98,0 1  0,04 80 0,83 0,92 97,6
31 0,76 1,04 98,9 1  0,08 81 0,79 1,11 99,8
32 0,84 0,94 97,1 1  0,10 82 0,74 1,11 98,3
33 0,78 1,00 97,4 1  0,02 83 0,79 0,93 97,5
34 0,81 0,96 98,0 1  0,05 84 0,82 1,00 98,9
35 0,82 0,98 99,5 1  0,04 85 0,78 1,06 98,5
36 0,81 1,01 98,6 1  0,02 86 0,74 1,13 98,8
37 0,84 0,99 99,5 1  0,05 87 0,76 1,03 99,2
38 0,76 0,95 98,7 1  0,09 88 0,86 0,90 99,3
39 0,80 0,97 98,9 1  0,03 89 0,70 1,57 97,1
40 0,87 0,99 98,4 1  0,08 90 0,79 1,00 97,4
41 0,76 0,99 98,9 1  0,05 91 0,73 1,09 99
42 0,82 1,06 99,3 1  0,08 92 0,75 1,00 99,8
43 0,73 1,03 97,7 1  0,10 93 0,82 0,98 98,8
44 0,86 0,92 98,7 1  0,14 94 0,70 1,04 99,7
45 0,81 1,04 98,4 1  0,05 95 0,83 1,15 99,5
46 0,85 1,03 98,9 1  0,08 96 0,78 0,97 98,5
47 0,81 1,05 99,2 1  0,06 97 0,83 1,02 99,7
48 0,80 1,04 99,6 1  0,04 98 0,78 1,00 99,4
49 0,85 1,00 98,9 1  0,05 99 0,66 1,16 99,4
50 0,84 1,00 99,1 1  0,04 100 0,86 1,15 98,4
RÉSULTATS DE LA SIMULATION :
alpha original ^ 0.8
beta original » 1
Cl
a P
moyenne 0,80 1,00
écart-type 0,05 0,09
02
0,02
0,05
0,08
0,01
0,08
0,07
0,06
0,08
0,06
0,09
0,10
0,09
0,15
0,16
0,18
0,07
0,13
0,09
0,10
0,07
0,08
0,09
0,15
0,07
0,10
0,09
0,08
0,14
0,10
0,11
0,12
0,17
0,09
0,02
0,08
0,19
0,07
0,16
0,67
0,01
0,16
0,05
0,04
0,14
0,18
0,05
0,05
0,02
0,30
0,21
paramètres
originaux
a
0,8
p
1,0
points
utilisés
min
0,25
0,50
0,75
1,00
1,25
1.50
1.75
max
critère 1 ICI)
0,7
0,9
0,9
1,1
résultat
85%
critère 2 (02)
erreur totale
9,55
erreur moyenne
0,10
écart-type
0,08
Fonction concave estimée par OLS avec 9 points (nrroyenne variation aiéatoire)
74
sim a P R' Cl 02 sIm a P R» 01 02 paramètres
1 0,90 0,80 95,8 0 0,30 51 1,09 0,78 96,0 0 0,51 originaux
2 0,92 0,91 94,2 0 0,21 52 0,78 0,87 90,8 0 0,15 a
3 0,82 1,04 94,0 1 0,06 53 0,66 1,17 99,2 0 0,30 0,8
4 0,70 1,03 98,2 1 0,13 54 0,79 1,06 98,3 1 0,07 P
5 0,71 1,00 97,5 1 0,09 55 0,94 0,88 91,2 0 0,27 1,0
6 0,77 0,91 98,7 1 0,13 56 0,71 1,05 92,7 1 0,14
7 0,81 1,11 96,2 0 0,11 57 0,76 1,15 94,9 0 0,19
8 0,72 1,08 94,9 1 0,16 58 0,80 1,20 97,8 0 0,21 points
9 0,84 1,00 98,6 1 0,04 59 0,71 1,11 98,8 0 0,20 utilisés
10 0,81 0,92 85,2 1 0,09 60 0,65 1,16 96,2 0 0,31 min
11 0,84 0,90 97,6 0 0,14 61 0,70 0,94 90,2 1 0,16 0,25
12 0,81 1,09 97,4 1 0,09 62 0,84 0,81 75,5 0 0,22 0,50
13 0,82 0,87 95,0 0 0,15 63 0,88 0,97 97,9 1 0,11 0,75
14 0,79 1,22 99,4 0 0,23 64 0,81 1,07 99,0 1 0,08 1,00
15 1,00 0,92 96,1 0 0,27 65 0,74 1,02 96,3 1 0,08 1,25
16 0,80 1,00 94,3 1 0,01 66 0,64 1,02 90,9 0 0,18 1,50
17 0,98 0,87 98,9 0 0,31 67 0,70 1,07 96,8 1 0,17 1,75
18 0,74 1,17 97,5 0 0,23 68 0,80 0,93 92,1 1 0,07 max
19 0,84 0,99 96,0 1 0,04 69 0,77 1,06 95,2 1 0,09
20 0,77 0,86 94,1 0 0,17 70 0,69 0,92 94,7 0 0,19
21 0,74 1,19 96,5 0 0,25 71 0,85 1,17 97,4 0 0,23
22 0,78 0,95 91,9 1 0,07 72 0,87 0,87 96,2 0 0,20 critère 1 (CI)
23 0,92 0,89 97,8 0 0,22 73 0,75 0,96 96,1 1 0,09 a
24 1,04 0,56 92,9 0 0,68 74 0,84 0,80 97,1 0 0,24 0,7
25 0,72 0,92 97,5 1 0,17 75 0,76 1,17 96,1 0 0,20 0,9
26 0,74 1,04 94,1 1 0,11 76 0,92 1,13 97,6 0 0,24 P
27 0,871 1,22 94,5 0 0,29 77 0,72 0,97 92,6 1 0,11 0,9
28 0,88 1,15 97,4 0 0,23 78 0,82 0,80 90,2 0 0,22 1,1
29 0,79 0,90 92,5 0 0,11 79 0,88 0,86 97,6 0 0,22 résultat
30 0,85 0,89 88,2 0 0,16 80 0,86 1,05 95,0 1 0,10 42%
31 0,79 1,11 93,7 0 0,12 81 0,82 1,04 94,5 1 0,05
32 0,60 1,10 92,7 0 0,30 82 0,82 0,98 98,0 1 0,04
33 0,73 0,86 97,1 0 0,22 83 0,67 1,12 89,1 0 0,25 critère 2 (02)
34 0,64 1,18 94,9 0 0,34 84 0,80 0,98 95,3 1 0,02 erreur totale
35 0,80 1,04 91,8 1 0,04 85 0,73 1,02 99,5 1 0,10 18,56
36 0,79 0,86 92,9 0 0,16 86 0,71 1,17 94,9 0 0,27 erreur moyenne
37 0,83 1,06 99,0 1 0,09 87 0,86 0,94 97,9 1 0,12 0,19
38 0,94 0,74 93,5 0 0,40 88 0,70 0,92 98,2 0 0,18 écart-type
39 0,89 0,96 97,3 1 0,13 89 0,72 0,98 92,8 1 0,10 0,12
40 0,75 1,22 95,9 0 0,26 90 0,60 1,07 98,9 0 0,27
41 0,98 0,87 97,0 0 0,30 91 0,76 1,02 97,5 1 0,08
42 1,15 0,79 97,6 0 0,56 92 0,96 1,00 98,2 0 0,18
43 0,76 1,27 89,7 0 0,30 93 0,84 0,94 94,9 1 0,10
44 0,82 1,17 97,8 0 0,19 94 0,87 0,92 97,5 1 0,15
45 0,89 1,15 90,2 0 0,24 95 0,80 0,88 95,5 0 0,12
46 0,82 1,04 96,6 1 0,06 96 0,76 1,39 92,7 0 0,43
47 0,93 0,80 99,3 0 0,33 97 0,87 0,99 91,6 1 0,08
48 0,79 1,06 91,5 1 0,07 98 0,78 1,03 95,1 1 0,08
49 0,75 1,02 94,5 1 0,08 99 0,74 1,14 96,4 0 0,20
50 0,69 1,23 98,3 0 0,35 100 0,95 0,77 96,6 0 0,38
RÉSULTATS DE LA SIMULATION : a P
moyenne 0,80 1,00
écart-type 0,10 0,14
F o n c t i o n  c o n c a v e  e s t i m é e  p a r  O L S  a v e c  9  p o i n t s  ( g r a n d e  v a r i a t i o n  a l é a t o i r e )
7 5
s i m
a
P
R ' C l
C 2 s i m
a
P
R " C l C 2
p a r a m è t r e s
1
0 , 7 6
1 , 1 8 8 5 , 8
0 0 , 2 2 5 1 1 , 0 1 0 , 8 5 8 4 , 6
0
0 , 3 6
o r i g i n a u x
2 0 , 8 0 1 , 1 5 7 4 , 8 0 0 , 1 5
5 2 0 , 7 4 1 , 3 2 9 4 , 3
0
0 , 3 9
a
3
0 , 8 2
1 , 0 5 9 1 , 1
1 0 , 0 7 5 3
0 , 8 2 1 , 2 9 7 9 , 8 0 0 , 3 0 0 , 8
4 0 , 5 6
1 , 3 0 9 0 , 5
0
0 , 5 4
5 4 0 , 7 7 0 , 6 9 7 5 , 9
0
0 , 3 5
P
5 0 , 8 3
1 , 1 2
8 3 , 0
0 0 , 1 5 5 5 0 , 6 3 1 , 2 3
8 3 , 7 0 0 , 4 0
1 , 0
6 0 , 6 9
1 , 2 0 7 4 , 4 0
0 , 3 1
5 6 0 , 8 9
0 , 9 8 9 3 , 7
1
0 , 1 1
7 0 , 6 7 1 , 1 3
9 4 , 2
0 0 , 2 6
5 7 0 , 7 3 1 , 2 2 8 3 , 9
0 0 , 2 9
8 0 , 6 0
1 , 1 5 9 0 , 5 0
0 , 3 5
5 8
0 , 8 1 1 , 0 7 8 1 , 3 1
0 , 0 8
p o i n t s
9 0 , 7 9 0 , 8 4
9 3 , 5 0 0 , 1 7 5 9
1 , 0 2 0 , 6 7 7 8 , 1 0 0 , 5 5
u t i l i s é s
1 0 0 , 8 1
1 , 1 9 8 1 , 5
0 0 , 2 1 6 0 0 , 8 6
0 , 8 4 9 7 , 7 0
0 , 2 1
m i n
1 1
0 , 8 2
1 , 0 9
8 7 , 3
1
0 , 1 1
6 1 0 , 8 8 0 , 9 6
9 1 , 5 1
0 , 1 2
0 , 2 5
1 2 0 , 8 9 1 , 1 0 9 6 , 9
1 0 , 1 9
6 2
0 , 7 4 1 , 0 8
8 7 , 1
1
0 , 1 4 0 , 5 0
1 3 1 , 0 2 0 , 6 1
9 0 , 5 0 0 , 6 1 6 3
0 , 7 8 0 , 9 8
8 2 , 1 1 0 , 0 4 0 , 7 5
1 4 0 , 7 8 0 , 9 4
8 1 , 4 1
0 , 0 8 6 4 0 , 7 2
0 , 9 2 8 4 , 5 1 0 , 1 5 1 , 0 0
1 5 0 , 7 9 0 , 8 5
9 3 , 9
0 0 , 1 7 6 5 0 , 6 6
1 , 4 7 7 7 , 4 0
0 , 6 1
1 , 2 5
1 6
0 , 7 0 1 , 0 5 9 5 , 9 1
0 , 1 5 6 6 0 , 9 0
0 , 8 6 8 3 , 9
0
0 , 2 4
1 , 5 0
1 7 0 , 5 6
1 , 0 9 6 8 , 9 0
0 . 3 3 6 7 0 , 8 0
1 , 1 5 9 7 , 9
0 0 , 1 5
1 , 7 5
1 8
0 , 6 8 0 , 6 7
8 8 , 9 0
0 , 4 4
6 8 0 , 6 6
1 , 2 3 7 6 , 8
0 0 , 3 7
m a x
1 9 0 , 7 2 0 , 9 8
8 9 , 5 1 0 , 1 0
6 9 0 , 6 8
1 , 1 0 9 6 , 3 0
0 , 2 2
2 0 0 , 8 1
1 , 0 2 9 6 , 8 1
0 , 0 3 7 0 0 , 6 9
1 , 4 1 8 9 , 2 0
0 , 5 3
2 1
0 , 5 2
1 , 2 4
7 0 , 5 0
0 , 5 2 7 1 0 , 7 5 1 , 0 9
9 8 , 6 1 0 , 1 4
2 2 0 , 6 8
1 , 1 1 9 1 , 7
0 0 , 2 3
7 2
0 , 9 0
0 , 7 5 9 3 , 5
0
0 , 3 4 c r i t è r e  1  ( C l  )
2 3
0 , 7 7 1 , 1 4
8 8 , 0 0 0 , 1 8 7 3
0 , 9 2 0 , 9 9 8 2 , 6
0 0 , 1 3
a
2 4
0 , 8 2 1 , 2 4 9 7 , 2 0
0 , 2 6 7 4 0 , 6 8
1 , 2 9 9 0 , 0
0
0 , 4 1 0 , 7
2 5 0 , 8 0 0 , 9 4
9 6 , 1 1
0 , 0 6 7 5
0 , 7 1 1 , 2 0 8 4 , 0
0 0 , 2 9 0 , 9
2 6
0 , 7 2
1 , 0 8
7 9 , 1 1 0 , 1 7 7 6
1 , 2 2 0 , 8 9
8 4 , 9 0
0 , 5 3
P
2 7 0 , 8 0
1 , 2 0 9 6 , 5 0
0 , 2 0 7 7 0 , 9 4
0 , 8 2 9 7 , 1
0 0 , 3 2
0 , 9
2 8 1 , 0 8
0 , 7 5 8 4 , 6
0 0 , 5 3 7 8 0 , 9 3
1 , 0 7 9 5 , 9
0 0 , 2 0
1 , 1
2 9 0 , 7 1
1 , 0 6 9 1 , 8
1 0 , 1 5 7 9
0 , 5 7 1 , 3 3 7 6 , 6
0 0 , 5 6
r é s u l t a t
3 0
0 , 7 2
1 , 2 1 9 6 , 1 0
0 , 2 9 8 0 0 , 7 2 1 , 0 4
8 6 , 9 1
0 , 1 2
2 8 %
3 1 0 , 9 8
0 , 8 9 9 6 , 7
0 0 , 2 9 8 1
1 , 2 0 1 , 1 5
9 0 , 2 0 0 , 5 5
3 2 0 , 9 4 0 , 8 8
9 0 , 8 0
0 , 2 6 8 2 0 , 8 3 0 , 8 0
8 9 , 2 0
0 , 2 3
3 3
1 , 2 4 0 , 6 9
9 8 , 1 0 0 , 7 5
8 3 0 , 5 6 1 , 3 3
9 5 , 2
0 0 , 5 7
c r i t è r e  2  | C 2 )
3 4 0 , 8 1
1 , 4 6
9 2 , 6 0 0 , 4 7
8 4 0 , 7 5 1 , 0 0
9 0 , 3
1 0 , 0 5 e r r e u r  t o t a l e
3 5
1 , 0 2 0 , 9 3
8 7 , 4 0
0 , 2 9 8 5 0 , 6 9
0 , 9 7 8 2 , 5
0 0 , 1 4 2 7 , 4 4
3 6
0 , 6 3
1 , 3 8 9 3 , 0
0 0 , 5 5 8 6 0 , 8 4
0 , 9 8 6 7 , 1
1 0 , 0 6 e r r e u r  m o y e n n e
3 7 0 , 8 1
1 , 0 1 9 1 , 8
1 0 , 0 1
8 7 0 , 9 6 0 , 8 6
9 4 , 7
0 0 , 2 9 0 , 2 7
3 8
0 , 8 8
0 , 5 8 8 6 , 8
0 0 , 5 0 8 8
0 , 9 5
0 , 8 7 9 5 , 0 0
0 , 2 8
é c a r t - t y p e
3 9 1 , 0 0
0 , 9 0 9 1 , 7
0 0 , 3 0
8 9 0 , 7 7
1 , 0 7 8 9 , 8 1
0 , 1 0
0 , 1 8
4 0
1 , 0 0 0 , 8 3
8 9 , 1 0 0 , 3 7
9 0 0 , 6 2 0 , 9 4
9 3 , 9
0 0 , 2 3
4 1
0 , 7 7
0 , 9 9 8 8 , 4 1 0 , 0 4
9 1 0 , 8 0
1 , 2 3 9 7 , 6
0 0 , 2 4
4 2 0 , 7 6
0 , 8 9 6 8 , 4
0 0 , 1 5
9 2 0 , 7 8 0 , 8 8
9 4 , 2 0 0 , 1 4
4 3
0 , 6 2 1 , 2 9 9 3 , 4
0 0 , 4 7 9 3
0 , 7 6 0 , 9 6 8 6 , 6
1 0 , 0 8
4 4 1 , 0 6
0 , 8 4 9 9 , 5
0 0 , 4 2 9 4 0 , 9 0
0 , 8 7 8 8 , 3
0
0 , 2 2
4 5
0 , 6 0 1 , 2 8 8 7 , 0
0 0 , 4 9 9 5
0 , 8 5 1 , 0 6
8 3 , 3 1
0 , 1 1
4 6
1 , 1 5 0 , 7 8
9 7 , 6 0 0 , 5 7
9 6 0 , 7 6 0 , 8 9
8 0 , 7
0 0 , 1 6
4 7
1 , 0 5 0 , 7 8
8 8 , 6 0 0 , 4 7
9 7 0 , 7 9
1 , 0 1 8 5 , 5 1
0 , 0 2
4 8 0 , 5 4
1 , 6 0 7 6 , 6
0 0 , 8 6 9 8
0 , 7 0
1 , 1 2 9 6 , 6 0
0 , 2 2
4 9 0 , 6 1
1 , 0 9
9 6 , 2 0 0 , 2 8 9 9
0 , 8 0 0 , 9 1
8 7 , 3 1
0 , 0 9
5 0 0 , 8 0
1 , 1 2
8 4 , 7 0 0 , 1 3 1 0 0 0 , 7 8
0 , 9 2 8 7 , 8 1
0 , 1 0
R É S U L T A T S  D E  L A  S I M U L A T I O N  :
a
P
m o y e n n e 0 , 8 0
1 , 0 3
é c a r t - t y p e
0 , 1 5 0 , 2 0
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ANNEXE 4
77
Dérivée première de la fonction en S
Elle permet d'identifier les points critiques de la fonction
Vj = 10000 + 50000 vis -
0,8 + vis ^
Vj ' = 50000 ( 2vis (0.8 + vis - 2vis "* vis ~ )
(0,8 + vis ^  ^
= 50000 1.6 vis
(0,8+vis y
Vj ' = 0 quand vis = 0 et quand vis = 456 (points extrêmes de la fonction)
Dérivée seconde de la fonction en S
Elle permet d'identifier les points d'inflexion
Vj " = 50000 * ( 1.6 ( 0.8 + vis^y - 2 f 0.8 + vis M t 2visi ( l.ôvisi )
( 0,8 + vis 2 ) "
= 50000 * ( 1.6(0.8 + vis^i-6.4 vis^ )
( 0,8 + vis^) ^
= 50000 * ( 1.28+ 1.6 vis^-6.4 vis' )
( 0,8 + vis' ) ^
= 50000 * ( -4.8 vis'+ 1.28 )
( 0,8 + vis')^
Vj " = 0 quand vis = 0,52 (point d'inflexion)
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Dérivée première de la fonction concave
Elle permet d'identifier les points critiques de la fonction
Vj = 10000 + 50000 * vis ^
1,0 +VIS
Vj ' = 50000 ( 0.8 vis ^  1+ vis - 0.8 vis^ ( vis )
( 1 +vis'''^)2
= 50000 * ( 0.8 vis ^  + vis ^  - vis ^  )
( 1 +vis°''')
=  50000 * 0.8
vis ( 1 + vis°'^ y
Vj ' = 0 quand vis = 0 et quand vis = 20481 (points extrêmes de la fonction)
Puisque les fonctions concaves n'ont pas de points d'inflexiion, il est inutile de faire la
dérivée seconde de cette fonction.
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ANNEXE 5
80
Fonction en S estimée par OLS avec 5 points (faible variation aléatoire)
sim a P R» Cl 02 tim a P R' 01 02 paramètres
1 2,08 0,81 99,9 1 0,09 51 2,01 0,73 99,9 1 0,08 originaux
2 1,96 0,83 99,9 1 0,07 52 2,03 0,80 99,9 1 0,03 a
3 2,04 0,67 99,8 0 0,17 53 1,95 0,67 100,0 0,18 2.0
4 2,14 0,77 100,0 0 0,17 54 1,97 0,72 100,0 1 0,11 P
5 1,98 0,76 99,9 1 0,06 55 1,95 0,80 100,0 1 0,05 0,8
6 2,00 0,78 99,8 1 0,02 56 2,02 0,74 100,0 1 0,08
7 2,00 0,79 100,0 1 0,01 57 1,78 0,90 99,9 0,32
8 1,84 0,77 100,0 0 0,19 58 1,93 0,78 100,0 1 0,09 points
9 1,91 0,76 99,7 1 0,13 59 2,03 0,68 99,6 0,15 utilisés
10 1,90 0,76 100,0 1 0,14 60 1,93 0,83 100,0 1 0,10 min
11 2,00 0,82 99,9 1 0,02 61 2,02 0,81 100,0 1 0,03 0,25
12 1,78 0,80 100,0 0 0,22 62 2,03 0,85 100,0 1 0,08 0,75
13 2,21 0,74 100,0 G 0,27 63 2,13 0,81 100,0 0,14 1,00
14 2,16 0,81 100,0 0 0,17 64 2,03 0,79 99,9 1 0,04 max
15 1,99 0,82 100,0 1 0,03 65 2,00 0,84 99,9 1 0,04
16 2,10 0,82 100,0 1 0,12 66 2,12 0,74 100,0 0,18
17 2,21 0,78 99,8 0 0,23 67 2,06 0,75 99,9 1 0,11
18 2,04 0,81 100,0 1 0,05 68 1,94 0,90 99,9 1 0,16 critère 1 (Cl)
19 2,16 0,73 100,0 0 0,23 69 2,05 0,78 99,9 1 0,07 a
20 2,13 0,67 100,0 0 0,26 70 1,98 0,72 99,9 1 0,10 1,9
21 2,04 0,91 99,9 0 0,15 71 2,17 0,83 99,8 0,20 2,1
22 2,03 0,71 99,9 1 0,12 72 1,97 0,77 100,0 1 0,06 P
23 1,98 0,86 100,0 1 0,08 73 1,96 0,77 100,0 1 0,07 0,7
24 2,03 0,82 100,0 1 0,05 74 2,12 0,80 100,0 0,12 0,9
25 2,25 0,69 100,0 0,36 75 2,03 0,86 100,0 1 0,09 résultat
26 2,02 0,72 100,0 1 0,10 76 2,11 0,75 100,0 0,16 66%
27 1.91 0,78 100,0 1 0,11 77 2,10 0,73 99,9 1 0,17
28 2,08 0,79 99,9 1 0,09 78 1,96 0,86 100,0 1 0,10
29 1,95 0,84 100,0 1 0,09 79 1,89 0,80 100,0 0,11
30 1,94 0,87 100,0 1 0,13 80 1,96 0,73 .99.9 1 0,11 critère 2 (02)
31 2,02 0,81 100,0 1 0,03 81 1,93 0,79 100,0 1 0,08 erreur totale
32 2,17 0,72 99,9 0,25 82 2,12 0,74 100,0 0,18 12,44
33 2,06 0,86 100,0 1 0,12 83 1,99 0,85 99,9 1 0,06 erreur moyenne
34 1,94 0,93 100,0 0,19 84 2,15 0,77 100,0 0,18 0,12
35 2,01 0,79 100,0 1 0,02 85 1,99 0,92 99,9 0,13 écart-type
36 1,98 0,73 100,0 1 0,09 86 2,00 0,73 100,0 1 0,07 0,08
37 1,90 0,81 100,0 1 0,11 87 2,00 0,78 99,9 1 0,02
38 2,07 0,75 100,0 1 0,12 88 1,94 0,76 99,6 1 0,10
39 2,03 0,77 99,9 1 0,06 89 2,00 0,80 100,0 1 0,00
40 1,92 0,78 99,8 1 0,10 90 1,86 0,81 100,0 0,15
41 1,95 0,72 99,8 1 0,13 91 2,08 0,80 100,0 1 0,08
42 1,81 0,91 99,8 0,30 92 1,92 0,84 99,9 1 0,12
43 1,79 0,88 99,6 0,29 93 2,02 0,78 99,9 1 0,04
44 1,99 0,77 99,9 1 0,04 94 2,21 0,72 99,9 0,29
45 1,89 0,77 99,9 0,14 95 2,21 0,75 100,0 0,26
46 1,91 0,72 99,9 1 0,17 96 2,02 0,86 100,0 1 0,08
47 1,91 0,85 100,0 1 0,14 97 1,91 0,86 100,0 1 0,15
48 1,91 0,75 99,8 1 0,14 98 2,14 0,72 99,9 0 0,22
49 1,85 0,81 99,9 0 0,16 99 2,10 0,70 100,0 0 0,20
50 1,96 0,90 99,9 1 0,14 100 1,93 0,81 100,0 1 0,08
RÉSULTATS DE LA SIMULATION a P
moyenne 2,01 0,79
écart-type 0,10 0,06
81
Fonction en S estimée par OLS avec 6 points (faible variation aléatoire)
sim a P R' Cl 02 sim a P R' CI C2 paramètres
1 1,91 0,85 99,7 1  0,14 51 1,92 0,88 99,6 1 0,18 originaux
2 2,08 0,73 99,9 1  0,15 52 1,88 0,78 99,9 0 0,14 a
3 1,99 0,72 99,7 1  0,09 53 2,05 0,83 100,0 1 0,08 2,0
4 2,12 0,74 99,9 0  0,18 54 1,97 0,87 99,9 1 0,10 P
5 2,03 0,75 99,9 1  0,08 55 2,07 0,84 99,9 1 0,11 0,8
6 2,05 0,74 99,9 1  0,11 56 2,04 0,78 100,0 1 0,06
7 2,04 0,74 99,7 1  0,10 57 2,12 0,73 99,8 0 0,19
8 1,92 0,85 99,6 1  0,13 58 1,90 0,84 99,9 1 0,14 points
g 2,05 0,82 99,7 1  0,07 59 1,94 0,83 100,0 1 0,09 utilisés
10 1,93 0,84 99,9 1  0,11 60 2,05 0,79 99,8 1 0,06 min
11 2,07 0,80 100,0 1  0,07 61 1,96 0,86 99,9 1 0,10 0,25
12 1,90 0,88 99,9 1  0,18 62 2,12 0,82 99,8 0 0,14 0,50
13 1,98 0,86 100,0 1  0,08 63 1,98 0,77 100,0 1 0,05 0,75
14 2,15 0,75 99,7 0  0,20 64 2,18 0,76 100,0 0 0,22 1,00
15 2,03 0,76 99,9 1  0,07 65 1,92 0,72 99,8 1 0,16 max
16 1,99 0,78 100,0 1  0,03 66 2,16 0,69 99,5 0 0,27
17 1,91 0,81 100,0 1  0,10 67 2,14 0,72 99,8 0 0,22
18 1,91 0,90 99,9 0  0,19 68 1,91 0,81 99,9 1 0,10 critère 1 |C1)
19 2,01 0,79 99,7 1  0,02 69 1,90 0,80 99,9 1 0,10 a
20 1,94 0,87 99,9 1  0,13 70 1,97 0,79 99,9 1 0,04 1,9
21 1,93 0,83 99,6 1  0,10 71 1,98 0,70 99,8 0 0,12 2,1
22 1,94 0,77 99,9 1  0,09 72 1,89 0,91 100,0 0 0,22 P
23 1,94 0,91 99,9 0  0,17 73 2,07 0,72 99,8 1 0,15 0,7
24 1,88 0,83 99,8 0  0,15 74 2,00 0,83 99,9 1 0,03 0,9
25 2,02 0,73 99,9 1  0,09 75 2,19 0,74 99,2 0 0,25 résultat
26 1,96 0,73 99,9 1  0,11 76 2,02 0,79 99,9 1 0,03 70%
27 1,95 0,83 99,8 1  0,08 77 1,98 0,85 100,0 1 0,07
28 2,15 0,79 99,7 0  0,16 78 1,99 0,83 100,0 1 0,04
29 1,91 0,80 99,0 1  0,09 79 1,90 0,81 99,9 1 0,11
30 2,00 0,85 99,9 1  0,05 80 1,94 0,78 99,9 1 0,08 critère 2 (C2)
31 2,06 0,76 100,0 1  0,10 81 1,78 0,87 99,5 0 0,29 erreur totale
32 1,88 0,81 99,9 0  0,13 82 2,03 0,89 99,9 1 0,12 12,78
33 2,05 0,76 99,8 1  0,09 83 2,01 0,77 99,7 1 0,04 erreur moyenne
34 2,01 0,91 99,9 0  0,12 84 2,09 0,87 99,9 1 0,16 0,13
35 1,92 0,81 99,9 1  0,09 85 2,04 0,87 99,9 1 0,11 écart-type
36 2,04 0,79 99,8 1  0,05 86 2,12 0,75 99,9 0 0,17 0,07
37 2,06 0,70 99,8 1  0,16 87 1,92 0,86 100,0 1 0,14
38 1,93 0,81 99,6 1  0,08 88 2,14 0,78 99,7 0 0,16
39 1,87 0,85 99,9 0  0,18 89 1,96 0,73 100,0 1 0,11
40 1,86 0,90 99,9 0  0,24 90 1,86 0,88 99,8 0 0,22
41 1,94 0,80 100,0 1  0,06 91 2,16 0,83 99,8 0 0,19
42 1,95 0,84 100,0 1  0,09 92 2,18 0,74 99,8 0 0,24
43 2,06 0,86 99,6 1  0,12 93 2,05 0,82 99,9 1 0,07
44 2,04 0,81 99,9 1  0,05 94 2,08 0,78 99,8 1 0,10
45 2,22 0,71 99,7 0  0,31 95 2,05 0,82 99,9 1 0,07
46 1,90 0,85 99,8 1  0,15 96 2,16 0,73 100,0 0 0,23
47 1,84 0,93 99,8 0  0,29 97 2,30 0,76 99,4 0 0,34
48 2,04 0,86 99,9 1  0,10 98 2,15 0,64 99,8 0 0,31
49 2,03 0,80 100,0 1  0,03 99 1,99 0,76 99,9 1 0,05
50 1,92 0,88 99,6 1  0,16 100 2,04 0,84 99,5 1 0,08
RESULTATS DE LA SIMULATION : a P
moyenne 2,01 0,80
écart-type 0,10 0,06
Fonction en S estimée par OLS avec 5 points dont le point d'inflexion 82
•im a P R» Cl 02 *im a P R' 01 02 paramètres
1 1.91 0,75 100,0 1 0,14 51 1,99 0,81 100,0 1 0,02 originaux
2 2,02 0,65 99,8 0 0,17 52 2,16 0,78 99,8 0 0,18 a
3 1,85 0,88 98,9 0 0,23 53 1,96 0,83 100,0 1 0,07 2,0
4 2,05 0,81 99,9 1 0,06 54 2,05 0,76 100,0 1 0,09 P
5 1,95 0,81 99,6 1 0,06 55 1,84 0,86 100,0 0,22 0,8
6 1,93 0,78 100,0 1 0,09 56 2,10 0,81 100,0 1 0,11
7 2,05 0,71 100,0 1 0,14 57 2,08 0,75 99,8 1 0,13
8 2,17 0,74 100,0 0,23 58 2,16 0,78 99,9 0,18 points
9 1,93 0,82 100,0 1 0,09 59 2,03 0,76 100,0 1 0,07 utilisés
10 1,82 0,81 100,0 0,19 60 1,98 0,84 100,0 1 0,06 mm
11 2,00 0,78 99,6 1 0,02 61 1,93 0,81 99,9 1 0,08 0,25
12 2,08 0,74 99,2 1 0,14 62 1,91 0,79 100,0 1 0,10 0,50
13 2,11 0,72 100,0 0,19 63 2,19 0,74 99,6 0,25 1,00
14 2,07 0,87 100,0 1 0,14 64 2,07 0,83 100,0 1 0,10 max
15 1,95 0,88 99,9 1 0,13 65 1,99 0,80 100,0 1 0,01
16 1,99 0,83 100,0 1 0,04 66 2,09 0,73 100,0 1 0,16
17 1,97 0,76 100,0 1 0,07 67 2,17 0,70 100,0 0,27
18 1,91 0,85 99,9 1 0,14 68 1,94 0,80 100,0 1 0,06 critère 1 (01)
19 2,03 0,73 100,0 1 0,10 69 1,90 0,77 100,0 1 0,13 a
20 2,02 0,83 100,0 1 0,05 70 1,98 0,77 99,8 1 0,05 1,9
21 2,11 0,77 100,0 0,14 71 1,86 0,82 100,0 0,16 2,1
22 1,84 0,74 100,0 0,22 72 2,00 0,76 99,9 1 0,04 P
23 1,97 0,86 99,8 1 0,09 73 1,93 0,86 100,0 1 0,13 0,7
24 2,02 0,83 99,6 1 0,05 74 1,97 0,75 99,4 1 0,08 0,9
25 1,96 0,83 99,8 1 0,07 75 2,14 0,74 100,0 0,20 résultat
26 2,12 0,75 99,9 0,17 76 1,89 0,86 99,9 0,17 73%
27 2,10 0,73 100,0 1 0,17 77 2,08 0,78 100,0 1 0,10
28 2,00 0,74 99,9 1 0,06 78 2,01 0,82 100,0 1 0,03
29 1,92 0,84 100,0 1 0,12 79 1,97 0,74 100,0 1 0,09
30 1,97 0,87 100,0 1 0,10 80 1,85 0,88 99,9 0,23 critère 2 (02)
31 1,96 0,84 100,0 1 0,08 81 2,01 0,83 99,9 1 0,04 erreur totale
32 1,95 0,75 100,0 1 0,10 82 1,80 0,90 99,8 0,30 11,94
33 1,97 0,88 99,6 1 0,11 83 1,87 0,94 99,5 0,27 erreur moyenne
34 1,98 0,81 100,0 1 0,03 84 1,97 0,74 100,0 1 0,09 0,12
35 2,01 0,86 100,0 1 0,07 85 2,13 0,75 99,8 0,18 écart-type
36 2,09 0,84 100,0 1 0,13 86 1,97 0,82 99,7 1 0,05 0,07
37 1,98 0,73 100,0 1 0,09 87 2,05 0,81 100,0 1 0,06
38 2,11 0,76 100,0 0,15 88 2,27 0,75 99,2 0,32
39 2,04 0,82 100,0 1 0,06 89 2,04 0,82 100,0 1 0,06
40 2,05 0,84 100,0 1 0,09 90 1,90 0,87 100,0 1 0,17
41 1,87 0,96 99,9 0,29 91 2,09 0,74 99,9 1 0,15
42 2,03 0,78 99,9 1 0,05 92 2,05 0,80 100,0 1 0,05
43 2,02 0,89 100,0 1 0,11 93 2,03 0,86 99,9 1 0,09
44 1,98 0,92 100,0 0,14 94 1,97 0,76 99,9 1 0,07
45 1,93 0,85 100,0 1 0,12 95 2,02 0,82 99,8 1 0,04
46 1,95 0,75 99,9 1 0,10 96 2,16 0,75 99,9 0,21
47 2,09 0,77 100,0 1 0,12 97 1,96 0,85 100,0 1 0,09
48 2,01 0,77 99,9 1 0,04 98 1,93 0,78 99,8 1 0,09
49 1,95 0,90 99,9 1 0,15 99 2,04 0,82 99,9 1 0,06
50 2,12 0,78 100,0 0 0,14 100 2,12 0,71 100,0 0 0,21
RESULTATS DE LA SIMULATION : a P
moyenne 2,01 0,80
écart-type 0,09 0,06
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Fonction en S estimée par O.L.S. avec 5 points (faible variation aléatoire)
sim a P R' Cl C2 •im a P H' Cl C2 paramètres
1 2,10 0,76 100,0 1 0.14 51 2,12 0,78 100,0 0 0,14 originaux
2 2,09 0,79 99,9 1 0,10 52 1,99 0,83 100,0 1 0,04 a
3 1,90 0,77 99,0 1 0,13 53 1,95 0,84 99,8 1 0,09 2,0
4 2,13 0,78 99,8 0,15 54 2,02 0,84 99,9 1 0,06 P
5 2,08 0,84 99,4 1 0,12 55 2,06 0,77 99,0 1 0,09 0,8
6 2,03 0,80 100,0 1 0,03 56 1,91 0,86 99,3 1 0,15
7 2,08 0,78 99,9 1 0,10 57 2,02 0,81 99,5 1 0,03
8 1,92 0,89 100,0 1 0,17 58 1,98 0,77 98,9 1 0,05 points
g 1,93 0,76 99,8 1 0,11 59 2,03 0,79 99,7 1 0,04 utilisés
10 2,08 0,73 99,4 1 0,15 60 2,05 0,79 100,0 1 0,06 mm
11 1,94 0,84 99,9 1 0,10 61 2,08 0,82 98,8 1 0,10 0,50
12 1,78 0,90 99,3 0 0,32 62 2,15 0,74 99,9 0,21 0,75
13 1,86 0,83 100,0 0 0,17 63 2,00 0,81 99,9 1 0,01 1,00
14 1,99 0,91 99,3 0 0,12 64 1,98 0,84 100,0 1 0,06 max
15 2,01 0,80 99,6 1 0,01 65 2,05 0,69 99,7 0,16
16 1,88 0,85 99,8 0 0,17 66 2,08 0,86 99,9 1 0,14
17 2,12 0,72 100,0 0 0,20 67 1,98 0,99 99,0 0,21
18 1,99 0,79 100,0 1 0,02 68 1,97 0,84 99,7 1 0,07 critère 1 (C1)
19 1,99 0,77 99,5 1 0,04 69 2,07 0,72 100,0 1 0,15 a
20 2,22 0,72 100,0 0 0,30 70 1,80 0,86 99,8 0,26 1,9
21 2,02 0,84 99,8 1 0,0S 71 1,90 0,85 100,0 1 0,15 2,1
22 1,91 0,82 99,9 1 0,11 72 1,90 0,79 99,4 1 0,11 P
23 1,95 0,85 99,9 1 0,10 73 2,03 0,89 100,0 1 0,12 0,7
24 2,10 0,75 99,1 1 0,15 74 1,95 0,80 99,3 1 0,05 0,9
25 1,97 0,91 99,9 0 0,14 75 2,00 0,83 99,9 1 0,03 résultat
26 2,06 0,85 100,0 1 0,11 76 2,16 0,79 99,6 0 0,17 65%
27 2,29 0,72 98,8 0 0,37 77 1,89 0,78 100,0 0 0,13
28 1.91 0,97 99,1 0 0,26 78 1,84 0,88 96,5 0 0,24
29 2,10 0,68 99,7 0 0,22 79 1,95 0,81 99,9 1 0,06
30 1,94 0,81 99,5 1 0,07 80 2,00 0,82 99,9 1 0,02 critère 2 (C2)
31 2,11 0,74 100,0 0 0,17 81 1,89 0,83 99,9 0 0,14 erreur totale
32 1,94 0,81 100,0 1 0,07 82 1,99 0,78 99,8 1 0,03 12,68
33 2,01 0,83 99,8 1 0,04 83 2,01 0,85 100,0 1 0,06 erreur moyenne
34 2,01 0,72 99,8 1 0,09 84 2,05 0,88 100,0 1 0,13 0,13
35 1,87 0,84 99,7 0 0,17 85 1,91 0,80 100,0 1 0,09 écart-type
36 2,06 0,81 99,9 1 0,07 86 2,04 0,85 99,5 1 0,09 0,07
37 2,17 0,80 100,0 0 0,17 87 2,03 0,84 100,0 1 0,07
38 1,87 0,85 99,9 0 0,18 88 2,07 0,88 100,0 1 0,15
39 2,22 0,81 99,5 0 0,23 89 1,80 0,82 99,2 0 0,22
40 2,04 0,76 99,8 1 0,08 90 1,92 0,76 100,0 1 0,12
41 1,93 0,83 99,5 1 0,10 91 2,02 0,83 100,0 1 0,05
42 2,04 0,73 99,1 1 0,11 92 1,89 0,89 100,0 0 0,20
43 2,03 0,83 99,9 1 0,06 93 1,87 0,88 100,0 0 0,21
44 1,94 0,87 99,8 1 0,13 94 1,99 0,74 99,3 1 0,07
45 2,15 0,74 97,9 0,21 95 1,89 0,88 99,4 0 0,19
46 2,03 0,75 99,9 1 0,08 96 1,96 0,72 99,9 1 0,12
47 1,91 0,74 100,0 1 0,15 97 2,11 0,85 99,4 0 0,16
48 2,07 0,81 100,0 1 0,08 98 1,79 0,89 99,9 0 0,30
49 2,15 0,84 99,8 0 0,19 99 1,99 0,88 100,0 1 0,09
50 2,15 0,73 100,0 0 0,22 100 1,83 0,80 99,9 0 0,17
RESULTATS DE LA SIMULATION : a P
moyenne 2,00 0,81
écart-type 0,10 0,06
Fonction concave estimée par OLS avec 5 points (faible variation aléatoire)
sim a P C1 C2 sim a P Cl 02 paramètres
1 0.78 1.01 1  0.03 51 0.81 1.01 1  0.02 originaux
2 0.83 0.93 1  0.10 52 0.75 1.07 1  0.11 a
3 0.85 0.91 1  0.14 53 0.85 0.90 0  0.16 0.8
4 0.73 0.97 1  0.10 54 0.88 0.94 1  0.14 P
5 0.74 0.98 1  0.08 55 0.83 1.15 0  0.17 1.0
6 0.85 0.97 1  0.08 56 0.82 0.96 1  0.07
7 0.80 1.03 1  0.03 57 0,84 0.98 1  0.05
8 0.89 1.00 1  0.09 58 0.79 0.89 0  0.12 points
g 0.78 0.98 1  0.04 59 0.81 1.05 1  0.06 utilisés
10 0.78 1.05 1  0.08 60 0.82 1.01 1  0.03 mm
11 0.80 1.11 0  0.11 61 0.81 1.03 1  0.04 0.25
12 0.83 1.07 1  0.10 62 0.85 1.00 1  0.05 0.5
13 0.79 0.92 1  0.09 63 0.87 0.91 1  0.15 1
14 0.86 0.94 1  0.12 64 0.86 0.95 1  0.11 max
15 0.80 0.94 1  0.06 65 0.77 1.08 1  0.12
16 0.80 0.99 1  0.01 66 0.81 1.05 1  0.05
17 0.79 1.09 1  0.10 67 0.81 0.98 1  0.03
18 0.76 1.00 1  0.04 68 0.83 1.06 1  0.08
19 0.89 0.94 1  0.14 69 0.79 1.04 1  0.05
20 0.83 0.91 1  0.12 70 0.79 1.09 1  0.10 critère 1(01)
21 0.78 1.07 1  0.09 71 0.80 1.01 1  0.01 a
22 0.80 1.02 1  0.03 72 0.79 1.02 1  0.03 0.7
23 0.78 1.00 1  0.03 73 0.82 1.04 1  0.05 0.9
24 0.77 0.99 1  0.04 74 0.77 1.00 1  0.03 P
25 0.90 0.95 0  0.16 75 0.74 1.02 1  0.08 0.9
26 0.74 0.96 1  0.10 76 0.82 1.01 1  0.03 1.1
27 0.78 1.00 1  0.02 77 0.81 1.07 1  0.08 résultat
28 0.81 0.99 1  0.02 78 0.79 1.03 1  0.05 91%
29 0.79 1.07 1  0.08 79 0.78 1.03 1  0.04
30 0.84 0.89 0  0.15 80 0.83 0.96 1  0.07
31 0.79 0.98 1  0.03 81 0.81 1.06 1  0.07
32 0.77 1.00 1  0.03 82 0.77 1.06 1  0.09 critère 2 (02)
33 0.74 1.05 1  0.12 83 0.84 1.03 1  0.07 erreur totale
34 0.70 1.09 1  0.19 84 0.75 1.00 1  0.05 7.79
35 0.82 1.05 1  0.07 85 0.82 1.00 1  0.02 erreur moyenne
36 0.77 0.98 1  0.04 86 0.78 1.00 1  0.03 0.08
37 0.83 0.97 1  0.07 87 0.86 0.91 1  0.16 écart-type
38 0.77 1.07 1  0.10 88 0.85 0.86 0  0.19 0.04
39 0.75 0.97 1  0.08 89 0.79 0.93 1  0.06
40 0.79 1.04 1  0.05 90 0.79 0.91 1  0.10
41 0.83 0.89 0  0.13 91 0.81 0.96 1  0.05
42 0.76 1.06 1  0.10 92 0.78 1.02 1  0.03
43 0.73 1.05 1  0.11 93 0.87 0.94 1  0.13
44 0.85 1.04 1  0.09 94 0.79 1.03 1  0.04
45 0.73 1.00 1  0.08 95 0.85 0.97 1  0.09
46 0.85 0.85 G  0.20 96 0.89 0.95 1  0.14
47 0.81 1.03 1  0.04 97 0.81 1.04 1  0.05
48 0.83 1.06 1  0.09 98 0.81 0.92 1  0.09
49 0.75 0.99 1  0.05 99 0.79 1.02 1  0.03
50 0.75 1.00 1  0.05 100 0.77 1.00 1  0.03
RESULTATS DE LA SIMULATIONJ ; a P
moyenne 0.80 1.00
écart-type 0.04 0.06
Fonction concave estimée par OLS avec 6 points (faible variation aléatoire)
84
sim a P R' Cl C2 sim a P R'
MC
U
o
1 0,85 1,09 99,6 1  0,14 51 0,79 1,08 99,9 1  0,09
2 0,73 0,99 99,7 1  0,08 52 0,80 0,97 99,9 1  0,04
3 0,74 1,12 99,8 0  0,17 53 0,82 0,98 99,6 1  0,04
4 0,74 0,92 99,9 1  0,14 54 0,76 0,95 99,1 1  0,09
5 0,79 1,08 99,6 1  0,09 55 0,86 1,04 99,7 1  0,10
6 0,79 1,00 99,8 1  0,01 56 0,71 1,00 99,3 1  0,10
7 0,80 0,98 99,9 1  0,03 57 0,79 0,98 99,5 1  0,02
8 0,78 1,02 99,5 1  0,05 58 0,76 0,84 100,0 0  0,20
9 0,71 1,01 99,7 1  0,09 59 0,74 1,00 96,6 1  0,06
10 0,78 1,15 99,6 0  0,17 60 0,78 0,97 98,8 1  0,05
11 0,74 1,04 100,0 1  0,11 61 0,88 0,90 97,4 0  0,18
12 0,78 1,04 99,7 1  0,06 62 0,80 1,05 99,2 1  0,05
13 0,77 0,86 99,7 0  0,18 63 0,78 1,00 99,1 1  0,02
14 0,80 1,02 100,0 1  0,02 64 0,80 1,07 99,9 1  0,07
15 0,71 1,09 99,3 1  0,18 65 0,76 1,11 99,6 0  0,15
16 0,79 1,05 99,9 1  0,07 66 0,78 1,09 98,8 1  0,11
17 0,72 1,09 99,3 1  0,16 67 0,84 0,91 100,0 1  0,14
18 0,83 0,89 99,4 0  0,14 68 0,88 0,92 99,9 1  0,16
19 0,87 0,92 99,7 1  0,15 69 0,77 0,95 99,8 1  0,08
20 0,81 0,92 99,7 1  0,08 70 0,96 0,84 99,7 0  0,31
21 0,76 1,03 99,9 1  0,07 71 0,78 1,03 99,9 1  0,05
22 0,85 1,05 99,4 1  0,10 72 0,88 0,94 98,7 1  0,14
23 0,82 1,04 99,7 1  0,06 73 0,83 0,92 99,8 1  0,11
24 0,82 0,95 97,6 1  0,07 74 0,81 0,98 99,9 1  0,02
25 0,71 1,06 99,9 1  0,14 75 0,84 0,99 99,7 1  0,05
26 0,79 1,05 99,8 1  0,06 76 0,78 1,11 99,7 0  0,13
27 0,77 0,98 99,1 1  0,05 77 0,72 1,08 99,6 1  0,16
28 0,75 0,99 99,9 1  0,06 78 0,83 1,07 99,8 1  0,10
29 0,85 0,92 99,4 1  0,13 79 0,81 0,95 99,4 1  0,05
30 0,74 0,99 99,4 1  0,07 80 0,82 1,02 99,8 1  0,04
31 0,84 1,04 99,9 1  0,08 81 0,85 1,05 99,8 1  0,09
32 0,77 0,98 99,8 1  0,05 82 0,79 1,06 99,7 1  0,07
33 0,77 0,96 99,6 1  0,07 83 0,80 0,98 99,5 1  0,02
34 0,85 1,06 99,7 1  0,11 84 0,78 0,95 99,7 1  0,06
35 0,85 0,90 99,7 0  0,15 85 0,82 0,98 99,9 1  0,04
36 0,87 0,91 98,9 1  0,15 86 0,78 1,03 99,5 1  0,05
37 0,86 0,92 98,3 1  0,13 87 0,86 1,08 99,9 1  0,14
38 0,79 0,98 99,8 1  0,03 88 0,80 0,94 99,9 1  0,06
39 0,83 0,90 99,9 1  0,12 89 0,77 1,02 99,7 1  0,05
40 0,86 0,85 98,6 0  0,21 90 0,76 0,96 99,8 1  0,08
41 0,81 1,12 99,8 0  0,13 91 0,80 0,94 99,9 1  0,06
42 0,74 0,96 99,5 1  0,10 92 0,79 1,00 99,9 1  0,01
43 0,79 0,98 98,4 1  0,03 93 0,78 0,95 99,9 1  0,07
44 0,85 1,05 99,7 1  0,10 94 0,78 0,98 100,0 1  0,04
45 0,79 1,00 99,8 1  0,01 95 0,78 1,02 99,3 1  0,05
46 0,87 0,95 99,8 1  0,11 96 0,79 1,00 100,0 1  0,01
47 0,89 0,84 99,6 0  0,25 97 0,79 1,08 99,7 1  0,09
48 0,80 1,08 99,8 1  0,08 98 0,91 0,83 99,4 0  0,28
49 0,79 1,08 99,8 1  0,09 99 0,78 0,97 100,0 1  0,05
50 0,76 1,02 99,9 1  0,05 100 0,75 0,97 99,8 1  0,08
paramétrés
originaux
a
0,8
1,0
points
utilisés
mm
0,25
0,50
1,00
1,50
max
critère (C1 )
0,7
0,9
0,9
1,1
résultat
86%
critère 2 (C2)
erreur totale
9,32
erreur moyenne
0,09
écart-type
0,06
RÉSULTATS DE LA SIMULATION : a P
moyenne 0,80 0,99
écart-type 0,05 0,07
85
Fonction concave estimée par OLS avec 5 points (faible variation aléatoire)
sim a P R» C1 C2 sim a P R» C1 C2 paramètres
1 0,88 0,97 99,8 1  0,11 51 0,82 1,03 100,0 1  0,05 originaux
2 0,79 0,95 100,0 1  0,06 52 0,77 1,04 100,0 1  0,07 a
3 0,94 0,92 99,1 0  0,22 53 0,90 0,90 98,6 0  0,21 0,8
4 0,82 1,05 100,0 1  0,07 54 0,80 0,99 100,0 1  0,01 P
5 0,80 1,11 99,9 0  0,12 55 0,81 1,09 100,0 1  0,10 1,0
6 0,80 0,95 99,7 1  0,05 56 0,78 1,13 98,7 0  0,15
7 0,83 1,04 99,8 1  0,07 57 0,76 0,91 99,6 1  0,13
8 0,69 1,09 99,8 0  0,20 58 0,74 0,95 100,0 1  0,11 points
g 0,76 1,01 99,9 1  0,05 59 0,795 1,01 99,3 1  0,02 utilisés
10 0,80 0,99 100,0 1  0,02 60 0,81 0,84 99,9 0  0,16 mm
11 0,78 1,02 99,7 1  0,04 61 0,73 1,01 100,0 1  0.08 0,25
12 0,78 1,02 99,7 1  0,04 62 0,88 0,95 99,8 1  0,13 1
13 0,82 0,99 100,0 1  0,04 63 0,82 1.01 100,0 1  0,03 1,5
14 0,82 1,21 99,8 0  0,23 64 0,79 0,98 99,2 1  0,03 max
15 0,75 1,05 100,0 1  0,09 65 0,89 0,88 99,9 0  0,21
16 0,78 1,08 99,9 1  0,11 66 0,76 0,99 99,5 1  0,05
17 0,92 0,97 99,9 0  0,15 67 0,74 1,04 99,7 1  0,10
18 0,77 0,96 99,9 1  0,07 68 0,87 0,91 99,9 1  0,16
19 0,81 0,90 99,9 0  0,11 69 0,77 1,01 99,9 1  0,04
20 0,78 1,07 99,8 1  0,09 70 0,76 1,08 100,0 1  0,11 critère 1(C1)
21 0,84 0,91 99,9 1  0,13 71 0,77 0,95 99,8 1  0,08 a
22 0,77 0,98 99,5 1  0,06 72 0,82 0,94 99,5 1  0,08 0,7
23 0,76 1,05 99,5 1  0,10 73 0,84 1,01 99,9 1  0,05 0,9
24 0,87 0,99 99,9 1  0,07 74 0,77 0,94 100,0 1  0,08 P
25 0,78 0,97 99,8 1  0,05 75 0,87 1,02 99,9 1  0,09 0,9
26 0,77 0,95 99,9 1  0,08 76 0,79 0,96 100,0 1  0,04 1,1
27 0,81 0,96 99,9 1  0,05 77 0,80 0,89 99,5 0  0,11 résultat
28 0,85 1,00 99,9 1  0,05 78 0,87 0,96 100,0 1  0,10 83%
29 0,72 1,11 98,8 0  0,19 79 0,79 0,94 99,8 1  0,06
30 0,82 1,07 99,8 1  0,09 80 0,81 0,92 99,4 1  0,10
31 0,78 1,03 99,9 1  0,05 81 0,72 1,12 99,9 0  0,20
32 0,76 1,08 99,8 1  0,12 82 0,79 1,19 99,8 0  0,20 critère 2 (C2)
33 0,79 0,99 99,6 1  0,02 83 0,86 0,95 99,3 1  0,11 erreur totale
34 0,80 1,08 99,3 1  0,08 84 0,84 0,95 99,5 1  0,09 9,08
35 0,86 0,98 99,6 1  0,09 85 0,84 1,12 100,0 0  0,16 erreur moyenne
36 0,76 0,97 99,4 1  0,07 86 0,82 1,03 99,9 1  0,05 0,09
37 0,70 1,13 100,0 0  0,23 87 0,74 0,97 100,0 1  0,09 écart-type
38 0,78 0,99 100,0 1  0,03 88 0,79 1,05 99,7 1  0,06 0,05
39 0,83 0,99 100,0 1  0,04 89 0,84 0,96 99,9 1  0,08
40 0,78 1,05 99,8 1  0,07 90 0,80 0,98 99,8 1  0,02
41 0,75 1,07 99,3 1  0,12 91 0,91 0,98 99,9 0  0,13
42 0,89 0,94 99,9 1  0,14 92 0,81 1,05 100,0 1  0,06
43 0,73 1,09 99,6 1  0,16 93 0,85 1,04 99,5 1  0,09
44 0,87 1,01 99,9 1  0,09 94 0,79 1,01 100,0 1  0,02
45 0,79 1,07 99,9 1  0,08 95 0,84 0,98 99,6 1  0,05
46 0,80 1,04 100,0 1  0,04 96 0,83 0,94 99,9 1  0,09
47 0,83 1,09 100,0 1  0,12 97 0,83 1,08 99,9 1  0,10
48 0,78 1,07 100,0 1  0,09 98 0,87 0,97 99,4 1  0,09
49 0,82 0,97 100,0 1  0,05 99 0,76 0,99 99,6 1  0,05
50 0,80 1,08 99,7 1  0,08 100 0,79 1,00 100,0 1  0,01
RESULTATS DE LA SIMULATION : a P
moyenne 0,80 1,01
écart-type 0,05 0,07
Fonction concave estimée par OLS avec 6 points (faible variation aléatoire)
86
sim a P R' Cl C2 sim a P R'
1 0,81 1,00 100,0 1 0,01 51 0,79 0,89 99,9
2 0,74 1,16 99,7 0 0,22 52 0,84 0,93 99,7
3 0,80 0,98 99,9 1  0,02 53 0,78 0,98 99,7
4 0,78 0,92 98,4 1  0,10 54 0,82 0,97 99,8
5 0,77 1,15 99,8 0  0,18 55 0,76 1,09 99,8
6 0,76 1,01 99,9 1  0,05 56 0,81 0,94 99,9
7 0,76 1,06 99,5 1  0,10 57 0,75 1,00 100,0
8 0,85 0,93 100,0 1  0,12 58 0,83 0,89 98,1
9 0,84 0,95 99,4 1  0,09 59 0,78 0,91 98,8
10 0,93 0,96 100,0 0  0,17 60 0,88 1,13 99,7
n 0,84 1,00 99,9 1  0,04 61 0,81 0,90 99,9
12 0,90 0,83 99,9 0  0,26 62 0,74 1,06 99,6
13 0,76 0,94 99,8 1  0,10 63 0,78 1,06 99,0
14 0,86 0,90 99,6 1  0,16 64 0,77 0,98 99,5
15 0,82 0,90 98,7 1  0,12 65 0,80 1,03 99,3
16 0,84 0,98 99,8 1  0,06 66 0,79 1,02 99,2
17 0,77 1,01 99,9 1  0,05 67 0,80 1,09 99,1
18 0,74 1,10 99,9 1  0,15 68 0,89 0,98 99,2
19 0,79 0,96 99,5 1  0,05 69 0,85 0,85 99,6
20 0,82 1,09 99,5 1  0,11 70 0,75 1,07 99,0
21 0,82 0,95 99,7 1  0,07 71 0,79 0,96 99,9
22 0,86 0,93 99,7 1  0,13 72 0,75 1,09 99,6
23 0,83 1,04 99,8 1  0,07 73 0,80 1,03 99,1
24 0,83 0,98 99,3 1  0,05 74 0,69 1,00 99,1
25 0,81 1,12 99,8 0  0,13 75 0,80 0,98 99,5
26 0,73 1,10 98,2 1  0,16 76 0,69 1,22 97,9
27 0,76 0,99 99,7 1  0,05 77 0,84 1,00 99,0
28 0,83 1,02 99,9 1  0,05 78 0,73 1,09 99,0
29 0,81 1,00 99,6 1  0,01 79 0,81 1,03 99,9
30 0,88 0,81 99,4 0 0,27 80 0,88 0,80 98,2
31 0,68 1,09 99,8 0 0,21 81 0,91 0,87 97,1
32 0,77 1,01 98,3 1  0,03 82 0,91 1,03 99,6
33 0,84 1,10 99,9 1  0,14 83 0,81 1,03 99,9
34 0,86 0,91 98,7 1  0,15 84 0,83 0,94 99,9
35 0,76 1,06 99,6 1  0,10 85 0,78 0,95 99,3
36 0,79 1,01 99,8 1  0,02 86 0,85 0,99 99,7
37 0,88 0,92 99,3 1  0,15 87 0,78 1,13 99,9
38 0,87 0,99 99,9 1  0,08 88 0,76 1,00 99,6
39 0,77 1,01 99,6 1  0,05 89 0,91 0,94 99,7
40 0,87 0,98 99,9 1  0,08 90 0,76 1,02 100,0
41 0,78 1,05 98,1 1  0,06 91 0,77 0,99 99,4
42 0,88 0,91 99,8 1  0,17 92 0,78 0,98 99,1
43 0,83 1,02 98,8 1  0,05 93 0,78 0,91 99,3
44 0,87 0,89 99,6 0  0,18 94 0,73 1,03 99,6
45 0,84 1,00 99,9 1  0,05 95 0,91 0,99 99,9
46 0,80 0,90 99,9 1  0,10 96 0,73 1,11 99,8
47 0,76 1,02 99,7 1  0,06 97 0,78 0,98 99,9
48 0,85 1,03 99,8 1  0,08 98 0,77 1,03 99,1
49 0,86 0,98 99,7 1  0,08 99 0,71 1,07 97,0
50 0,80 0,90 99,7 0 0,11 100 0,83 0,98 99,8
RÉSULTATS DE LA SIMULATK3N : a li
moyenne 0,81 1,00
écart-type 0,05 0,08
Cl
G
C2
0.13
0,11
0,04
0,05
0,13
0,07
0,06
0,14
0,11
0,21
0,11
0,12
0,08
0,05
0,03
0,03
0,09
0,11
0,20
0,12
0,05
0,14
0,03
0,11
0,02
0,33
0,04
0,16
0,04
0,28
0,24
0,14
0,04
0,09
0,06
0,06
0,15
0,04
0,17
0,06
0,04
0,04
0,10
0,10
0,12
0,18
0,04
0,06
0,16
0,04
paramétrés
originaux
a
0.8
1.0
points
utilisés
mm
0.25
0.75
1,00
1,50
max
critère (01)
0,7
0,9
0,9
1.1
résultat
78%
critère 2 (02)
erreur totale
10,23
erreur moyenne
0,10
écart-type
0,07
Fonction concave estimée par OLS avec 4 points (faible variation aléatoire)
87
sim a P R» Cl C2 sim a P R» paramétres
1 0,96 0,93 -- 0 0,22 51 0,94 0,96 -- 0 0,18 originaux
2 0,47 0,93 -- 0 0,39 52 0,69 0,94 -- 0 0,17 a
3 0,92 1,04 -- 0 0,16 53 0,85 0,94 -- 1 0,11 0,8
4 0,86 1,02 - 1 0,08 54 1,08 0,96 - 0 0,32 P
5 1,25 0,99 - 0 0,46 55 0,49 0,93 -- 0 0,38 1,0
6 0,71 0,98 - 1 0,11 56 0,84 0,91 - 1 0,14
7 0,78 0,94 - 1 0,08 57 1.10 1,05 - 0 0,35
8 0,56 1,00 -- 0 0,25 58 0,55 0,92 ~ 0 0,33 points
9 0,86 1,00 -- 1 0,06 59 0,86 1,12 - 0 0,18 utilisés
10 0,67 1,08 -- 0 0,21 60 0,98 0,92 - 0 0,26 min
11 1,27 0,92 - 0 0,55 61 1,01 1,01 -- 0 0,22 1
12 0,93 1,05 - 0 0,18 62 0,82 0,97 - 1 0,05 1,5
13 0,72 1,14 -- 0 0,22 63 0,79 1,03 -- 1 0,04 max
14 1,01 0,95 - 0 0,26 64 0,78 1,05 - 1 0,07
15 1,10 0,97 - 0 0,33 65 1,01 1,21 -- 0 0,42
16 0,87 0,95 - 1 0,12 66 0,81 1,02 -- 1 0,03
17 1,03 0,93 - 0 0,30 67 0,79 1,05 -- 1 0,06
18 1,03 1,12 - 0 0,35 68 0,49 1,10 -- 0 0,41 critère 1 (CD
19 1,07 1,01 -- 0 0,28 69 0,99 1,06 - 0 0,25 a
20 1,57 0,93 -- 0 0,84 70 0,78 1,00 - 1 0,02 0,7
21 0,78 0,93
--
1 0,09 71 1,14 0,91 -- 0 0,43 0,9
22 1,04 1,04 -- 0 0,28 72 1,06 0,97 - 0 0,29 P
23 0,99 0,90 -- 0 0,29 73 0,45 0,95 ~ 0 0,40 0,9
24 0,84 0,99
-
1 0,05 74 0,61 0,99
-
0 0,20 1,1
25 0,84 0,95 - 1 0,09 75 0,35 1,04 - 0 0,49 résultat
26 0,94 0,97 -- 0 0,16 76 0,78 0,92 - 1 0,10 37%
27 0,70 1,03 - 1 0,13 77 0,96 0,88 ~ 0 0,28
28 0,64 0,98 - 0 0,18 78 0,65 1,03 -- 0 0,18
29 0,51 0,99
-
0 0.31 79 0,95 1,07 - 0 0,22
30 1,15 1,13
-
0 0,48 80 0,52 1,00 -- 0 0,28 critère 2 (C2)
31 0,77 0,99 - 1 0,04 81 0,61 0,98 - 0 0,22 erreur totale
32 0,70 0,98 - 1 0,12 82 0,71 0,96 -- 1 0,13 22,54
33 0,76 1,05 - 1 0,09 83 0,36 0,96 -- 0 0,48 trreur moysnnt
34 0,83 1,02 -- 1 0.05 84 0,82 1,00 -- 1 0,02 0,23
35 0,48 1,04 - 0 0,36 85 1,10 1,00 -- 0 0,30 écart-type
36 0,55 0,92
--
0 0,33 86 0,65 1,09
--
0 0,23 0,15
37 0,43 1,04 - 0 0,41 87 1,05 0,95 -- 0 0,30
38 0,82 1,03 -- 1 0,05 88 1,04 1,03 -- 0 0,27
39 0,93 1,06 -- 0 0,19 89 0,72 1,03 -- 1 0,10
40 0,76 1,00 -- 1 0,04 90 0,85 0,94 ~ 1 0,11
41 0,63 1,06 -- 0 0,23 91 0,84 0,92 -- 1 0,12
42 0,49 1,10 -- 0 0,41 92 0,73 0,96 -- 1 0,11
43 0,75 1,04 - 1 0,09 93 0,87 1,01 -- 1 0,08
44 1,05 0,91 -- 0 0,34 94 0,63 1,03 -- 0 0,20
45 1,15 0,94 -- 0 0,41 95 1,25 1,07 -- 0 0,52
46 0,86 1,04 -- 1 0,10 96 0,82 0,91 -- 1 0,11
47 0,63 1,05 -- 0 0,22 97 0,57 0,97 -- 0 0,26
48 0,57 1,05 - 0 0,28 98 1,11 0,91 -- 0 0,40
49 0,96 0,99 -- 0 0,18 99 0,89 1,03 - 1 0,12
50 0,82 0,96
-
1 0,06 100 0,85 0,93
-
1 0,12
RÉSULTATS DE LA SIMULATION ; a P
alpha original = 0.8 moyenne 0,83 1,00
beta original = 1 écart-type 0,22 0,06
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ANNEXE 6
Fonction en S estimée par OLS avec 5 points
(faible variation aléatoire)
en utilisant les jugements d'un seul juge
89
1 juge
sim a P Cl 02 paramètres points utilisés
1 1,88 0,89 0  0,21 originaux min
2 1,96 0,75 1  0,09 a 0,25
3 2,10 0,75 1  0,15 2,0 0,50
4 2,09 0,83 1  0,12 P 1,00
5 1,94 0,75 1  0,11 0,8 max
6 2,12 0,83 0  0,15
7 1,96 0,84 1  0,08
8 1,81 0,80 0  0,19
g 2,11 0,85 0  0,16 critère 1 (CI)
10 2,00 0,84 1  0,04 a critère 2 (C2)
11 2,02 0,86 1  0,08 1.9 erreur totale
12 2,02 0,78 1  0,04 2.1 3,28
13 1,79 0,84 0  0,25 P erreur moyenne
14 1,96 0,81 1  0,05 0.7 0,11
15 2,10 0,74 1  0,16 0,9 écart-type
16 1,93 0,78 1  0,09 résultat 0,06
17 1,98 0,75 1  0,07 22
18 2,02 0,73 1  0,09
19 2,05 0,82 1  0,07
20 1,94 0,93 0  0,19
21 1,97 0,79 1  0,04
22 1,86 0,74 0  0,20
23 1,98 0,80 1  0,02
24 1,94 0,80 1  0,06
25 1,92 0,86 1  0,14
26 1,92 0,78 1  0,10
27 1,99 0,73 1  0,08
28 1.97 0,80 1  0,03
29 2,06 0,83 1  0,09
30 1,88 0,79 0  0,13
Fonction en S estimée par OLS avec 5 points
(faible variation aléatoire)
en utilisant les jugements de deux juges
90
2 juges
sim a P
1 2,01 0,75
2 1,93 0,83
3 1,99 0,75
4 1,97 0,89
5 1,96 0,78
6 2,02 0,79
7 2,01 0,83
8 2,07 0,87
g 1,82 0,82
10 1,99 0,86
11 1,94 0,86
12 2,12 0,75
13 2,05 0,77
14 1.97 0,80
15 1,99 0,81
16 1,97 0,84
17 1,96 0,81
18 2,01 0,77
19 1,97 0,78
20 1,95 0,76
21 1,95 0,82
22 1,90 0,85
23 1,96 0,78
24 1,79 0,89
25 1,92 0,87
26 2,08 0,78
27 2,00 0,82
28 1,92 0,85
29 1,94 0,85
30 1,94 0,79
C1 C2 paramètres points utilisés
0,06 originaux mm
0,10 a 0,25
0,06 2,0 0,50
0,12 P 1,00
0,06 0,8 max
0,03
0,04
0,14
0,20 critère 1(C1)
0,07 a critère 2 (C2)
0,12 1.9 erreur totale
0,17 2,1 2,78
0,08 P erreur moyenne
0,03 0,7 0,09
0,02 0,9 écart-type
0,07 résultat 0,06
0,05 27
0,04
0,05
0,09
0,07
0,15
0,06
0,30
0,15
0,10
0,02
0,13
0,11
0,07
Fonction en S estimée par OLS avec 5 points
(faible variation aléatoire)
en utilisant les jugements de trois luges
91
3 juges
sim a P
1 1,94 0,84
2 1,94 0,83
3 1,91 0,80
4 1,94 0,83
5 1,93 0,85
6 1,91 0,86
7 2,02 0,87
8 1,87 0,84
9 1,95 0,82
10 2,01 0,81
11 1,93 0,88
12 1,91 0,85
13 2,05 0,76
14 1,89 0,83
15 1,96 0,83
16 2,03 0,80
17 1,91 0,87
18 1,96 0,80
19 1,96 0,86
20 1,89 0,92
21 1,90 0,86
22 1,95 0,83
23 1,98 0,81
24 2,00 0,84
25 1,99 0,83
26 1,87 0,88
27 1,89 0,84
28 1,93 0,84
29 2,01 0,79
30 1,86 0,86
C1
0,04
0,10
0,23
0,16
0,08
0,03
0,04
0,04
0,21
0,15
0,11
0,02
0,20
C2 paramètres points utilisés
0,10 originaux min
0,09 a 0,25
0,09 2,0 0,50
0,09 P 1,00
0,12 0,8 max
0,15
0,09
0,17
0,07 critère 1(C1)
0,02 a critère 2 (C2)
0,15 1.9 erreur totale
0,14 2,1 3,19
0,09 P erreur moyenne
0,14 0,7 0,11
0,07 0,9 écart-type
0,03 résultat 0,06
0,16 24
Fonction en S estimée par OLS avec 5 points
(moyenne variation aléatoire)
en utilisant les jugements d'un seul iuae
92
1 juge
sim a P Cl 02 paramètres points utilisés
1 1.76 0,89 0  0,33 originaux min
2 1,93 1,00 0  0,27 a 0,25
3 1.74 1,01 0  0,47 2,0 0,50
4 1.97 0,70 1  0,13 P 1,00
5 1,90 0,73 1  0,17 0.8 max
6 1,96 0,87 1  0,11
7 2,34 0,77 0  0,37
8 2,24 0,51 0  0,53
9 1,88 0,84 0  0,16 critère 1(01)
10 2,01 0,76 1  0,05 a critère 2 (02)
11 2,27 0,68 0  0,39 1.9 erreur totale
12 2,21 0,82 0  0,23 2.1 6,86
13 2,10 0,70 0  0,20 P erreur moyenne
14 1,95 0,84 1  0,09 0.7 0,23
15 2,19 0,64 0  0,35 0.9 écart-type
16 1,95 0,76 1  0,09 résultat 0,12
17 2,11 0,51 0  0,40 9
18 1,99 0,95 0  0,16
19 2,02 0,87 1  0,09
20 1,80 0,73 0  0,27
21 2,18 0,84 0  0,22
22 2,25 0,83 0  0,28
23 1,82 0,79 0  0,19
24 2,01 0,89 1  0,10
25 2,19 0,80 0  0,19
26 2,02 0,68 0  0,14
27 2,03 0,60 0  0,23
28 1,90 0,95 0  0,25
29 2,03 0,84 1  0,07
30 2,12 0,59 0  0,33
Fonction en S estimée par OLS avec 5 points
(moyenne variation aléatoire)
en utilisant les jugements de deux juges
93
2 juges
sim a P Cl 02 paramètres points utilisés
1 2,03 0,87 1  0,10 originaux zer
2 2,12 0,78 0  0,14 a 0,25
3 1,82 0,83 0  0,21 2,0 0,50
4 1,86 1,01 0  0,35 P 1,00
5 2,44 0,74 0  0,50 0,8 sat
6 2,09 0,94 0  0,23
7 1,86 0,84 0  0,18
8 1,87 0,79 0  0,14
9 2,00 0,93 0  0,13 critère 1(01)
10 1,93 1,00 0  0,27 a critère 2 (02)
11 2,03 0,88 1  0,11 1.9 erreur totale
12 1,64 0,90 0  0,46 2,1 6,30
13 1,94 0,85 1  0,11 P erreur moyenne
14 1,79 0,83 0  0,24 0.7 0,21
15 2,21 0,93 0  0,34 0,9 écart-type
16 1,80 0,76 0  0,24 résultat 0,11
17 2,04 0,68 0  0,16 9
18 2,02 0,99 0  0,21
19 1,95 0,79 1  0,06
20 1,94 0,91 0  0,17
21 1,85 0,94 0  0,29
22 1,96 0,78 1  0,06
23 1,79 0,91 0  0,32
24 2,06 0,72 1  0,14
25 2,07 0,88 1  0,15
26 1,91 0,87 1  0,16
27 1,83 0,97 0  0,34
28 1,91 0,87 1  0,16
29 2,09 0,92 0  0,21
30 1,99 0,92 0  0,13
Fonction en S estimée par OLS avec 5 points
(moyenne variation aléatoire)
en utilisant les jugements de trois luges
94
3 juges
sim a P Cl 02 paramètres points utilisés
1 1,92 0,83 1  0,11 originaux min
2 1,91 0,94 0  0,23 a 0,25
3 1,78 0,96 0  0,38 2,0 0,50
4 1,86 0,75 0  0,19 P 1,00
5 2,01 0,85 1  0,06 0,8 max
6 1,83 0,77 0  0,20
7 2,00 0,83 1  0,03
8 1,80 0,83 0  0,23
9 1,77 1,00 0  0,43 critère 1(01)
10 1,95 0,95 0  0,20 a critère 2 (C2)
11 1,98 0,93 0  0,15 1,9 erreur totale
12 1,88 0,85 0  0,17 2,1 5,57
13 1,97 0,81 1  0,04 P erreur moyenne
14 2,00 0,83 1  0,03 0,7 0,19
15 1,98 0,85 1  0,07 0,9 écart-type
16 1,94 0,77 1  0,09 résultat 0,12
17 1.73 0,96 0  0,43 13
18 2,06 0,81 1  0,07
19 1,84 0,90 0  0,26
20 2,05 0,88 1  0,13
21 1,79 1,02 0  0,43
22 1,97 0,88 1  0,11
23 1,82 0,89 0  0,27
24 1,81 0,93 0  0,32
25 1,78 0,86 0  0,28
26 2,02 0,84 1  0,06
27 1,93 0,83 1  0,10
28 1,81 0,90 0  0,29
29 1,88 0,81 0  0,13
30 2,06 0,74 1  0,12
Fonction en S estimée par OLS avec 5 points
(grande variation aléatoire)
en utilisant les jugements d'un seul luge
95
1 juge
sim a P Cl 02
1 1,60 0,85 0 0,45
2 2,38 0,69 0 0,49
3 1,57 0,88 0 0,51
4 2,47 0,85 0 0,52
5 1,88 0,67 0 0,25
6 1,69 0,94 0 0,45
7 1,88 0,93 0 0,25
8 1,65 0,66 0 0,49
9 1,78 0,93 0 0,35
10 2,13 0,64 0 0,29
11 1,99 0,66 0 0,15
12 1,85 1,01 0 0,36
13 2,28 0,82 0 0,30
14 2,12 0,73 0 0,19
15 2,72 0,66 0 0,86
16 1,78 0,81 0 0,23
17 2,05 0,69 0 0,16
18 1,92 0,73 1 0,15
19 1,49 1,09 0 0,80
20 2,05 0,67 0 0,18
21 1,94 0,77 1 0,09
22 1,73 0,92 0 0,39
23 2,20 0,81 0 0,21
24 1,94 0,86 1 0,12
25 1,73 0,99 0 0,46
26 1,88 1,27 0 0,59
27 1,92 1,06 0 0,34
28 2,44 0,62 0 0,62
29 1,63 0,86 0 0,43
30 2,09 0,63 0 0,26
paramètres
originaux
a
2,0
P
0,8
critère 1(C1)
a
1.9
2,1
P
0,7
0,9
résultat
3
points utilisés
mm
0,25
0,50
1,00
max
critère 2 (C2)
erreur totale
10,91
erreur moyenne
0,36
écart-type
0,19
Fonction en S estimée par OLS avec 5 points
(grande variation aléatoire)
en utilisant les jugements de deux juges
96
2 juges
sim a P Cl 02
1 1,84 0,94 0 0,30
2 1,90 0,77 1 0,13
3 1,82 0,91 0 0,29
4 2,13 0,91 0 0,24
5 1,88 0,88 0 0,20
6 1,54 1,04 0 0,70
7 1,79 0,85 0 0,26
8 1,94 0,99 0 0,25
9 1,94 0,83 1 0,09
10 2,52 0,75 0 0,57
11 1,85 0,84 0 0,19
12 1,76 0,82 0 0,26
13 1,72 1,24 0 0,72
14 2,14 0,91 0 0,25
15 1,76 0,92 0 0,36
16 1,99 0,87 1 0,08
17 2,08 0,52 0 0,36
18 2,00 0,77 1 0,03
19 1,86 0,90 0 0,24
20 1,53 1,10 0 0,77
21 2,27 0,69 0 0,38
22 1,82 0,88 0 0,26
23 2,10 0,65 0 0,25
24 2,03 0,83 1 0,06
25 1,90 0,89 1 0,19
26 2,26 0,69 0 0,37
27 1,81 0,80 0 0,19
28 1,98 0,83 1 0,05
29 1,82 0,92 0 0,30
30 2,02 1,07 0 0,29
paramètres
originaux
a
2,0
P
0,8
critère 1{C1)
a
1.9
2,1
P
0,7
0,9
résultat
7
points utilisés
mm
0,25
0,50
1,00
max
critère 2 (C2)
erreur totale
8,64
erreur moyenne
0,29
écart-type
0,19
Fonction en S estimée par OLS avec 5 points
(grande variation aléatoire)
en utilisant les jugements de trois juges
97
3 juges
sim a P Cl 02 paramètres points utilisés
1 2,00 0,87 1  0,07 originaux mm
2 1,96 1,17 0  0,41 a 0,25
3 2,02 0,89 1  0,11 2,0 0,50
4 1,77 0,94 0  0,37 P 1,00
5 1,71 0,87 0  0,36 0,8 max
6 2,07 0,93 0  0,20
7 2,20 0,81 0  0,21
8 1,94 0,76 1  0,10
9 1,93 0,88 1  0,15 critère 1(01)
10 1,98 0,73 1  0,09 a critère 2 (02)
11 2,07 0,82 1  0,09 1.9 erreur totale
12 1,81 0,82 0  0,21 2,1 8,76
13 2,02 0,85 1  0,07 P erreur moyenne
14 1,92 0,95 0  0,23 0,7 0,29
15 1,76 0,95 0  0,39 0,9 écart-type
16 1,84 0,86 0  0,22 résultat 0,19
17 1,69 0,81 0  0,32 8
18 1,60 1,09 0  0,69
19 1,75 0,93 0  0,38
20 2,18 0,90 0  0,28
21 2,07 0,71 1  0,16
22 1,96 0,69 0  0,15
23 1,79 0,91 0  0,32
24 1,79 1,21 0  0,62
25 1,84 0,81 0  0,17
26 1,83 0,59 0  0,38
27 1,88 1,08 0  0,40
28 2,42 0,73 0  0,49
29 1,88 0,95 0  0,27
30 2,78 0,70 0  0,88
Fonction concave estimée par OLS avec 5 points
(faible variation aléatoire)
98
en utilisant les jugements d'un seul luge
1 juge
sim a P
1 0,75 1,13
2 0,75 1,11
3 0,84 0,97
4 0,89 0,91
5 0,76 0,91
6 0,86 0,87
7 0,76 0,93
8 0,80 0,99
9 0,88 0,99
10 0,80 1,03
11 0,78 1,03
12 0,77 1,12
13 0,82 0,95
14 0,86 0,95
15 0,80 0,95
16 0,78 1,03
17 0,79 1,04
18 0,76 1,10
19 0,74 0,97
20 0,81 0,99
21 0,78 1,00
22 0,78 0,92
23 0,80 1,11
24 0,88 0,94
25 0,77 1,06
26 0,93 1,05
27 0,80 0,99
28 0,84 0,99
29 0,84 1,03
30 0,77 1,07
C1
0
0
C2
0,18
0,16
0,07
0,19
0,14
0,19
0,11
0,02
0,09
0,03
0,05
0,15
0,07
0,11
0,06
0,05
0,05
0,14
0,09
0,02
0,02
0,10
0,11
0,14
0,09
0,17
0,01
0,05
0,07
0,09
paramètres
originaux
a
0,8
P
1,0
critère 1 (Cl )
a
0.7
0.9
P
0,9
1,1
résultat
23
points utilisés
mm
0,25
1,00
1,50
max
critère 2 (02)
erreur totale
2,82
erreur moyenne
0,09
écart-type
0,05
Fonction concave estimée par OLS avec 5 points
(faible variation aléatoire)
en utilisant les jugements de deux juges
99
2 juges
sim a P
1 0,81 0,95
2 0,79 1,08
3 0,83 0,97
4 0,78 1,06
5 0,79 0,98
6 0,87 0,96
7 0,78 1,08
8 0,74 1,07
9 0,70 1,00
10 0,78 1,01
11 0,77 0,94
12 0,81 0,99
13 0,89 0,94
14 0,76 1,02
15 0,75 1,06
16 0,77 1,04
17 0,83 0,97
18 0,77 1,07
19 0,79 1,05
20 0,76 1,11
21 0,77 1,01
22 0,81 1,05
23 0,82 1,03
24 0,76 1,10
25 0,76 0,96
26 0,76 1,01
27 0,75 1,00
28 0,82 0,95
29 0,82 0,94
30 0,89 0,90
C1 C2 paramètres points utilisés
0,05 originaux min
0,09 a 0,25
0,06 0.8 1,00
0,08 P 1,50
0,03 1.0 max
0,10
0,10
0,13
0,10 critère 1(C1)
0,04 a critère 2 (C2)
0,09 0.7 erreur totale
0,03 0.9 2.47
0,15 P erreur moyenne
0,06 0.9 0,08
0,11 1,1 écart-type
0,07 résultat 0,04
0,06 27
0,09
0,06
0,15
0,04
0,06
0,05
0,15
0,08
0,05
0,05
0,07
0,08
0,19
Fonction concave estimée par OLS avec 5 points
(faible variation aléatoire)
en utilisant les jugements de trois juges
100
3 juges
sim a P
1 0,76 1,03
2 0,77 1,04
3 0,77 1,05
4 0,81 1,01
5 0,78 1,04
6 0,69 1,12
7 0,81 1,04
8 0,78 0,95
9 0,78 1,02
10 0,74 1,08
11 0,76 1,07
12 0,77 0,99
13 0,83 0,97
14 0,71 1,08
15 0,78 1,05
16 0,79 1,12
17 0,78 1,02
18 0,75 1,03
19 0,84 1,08
20 0,76 1,06
21 0,79 1,00
22 0,81 1,13
23 0,78 1,00
24 0,76 1,00
25 0,82 1,04
26 0,78 1,04
27 0,77 1,07
28 0,83 1,01
29 0,80 1,02
30 0,79 1,04
C1 C2
0,07
0,07
0,08
0,01
0,06
0,23
0,05
0,07
0,04
0,15
0,11
0,04
0,06
0,16
0,07
0,13
0,04
0,08
0,12
0,10
0,02
0,14
0,02
0,04
0,06
0,06
0,11
0,05
0,02
0,05
paramètres
originaux
a
0,8
P
1.0
critère 1(C1)
a
0.7
0,9
P
0,9
1,1
résultat
27
points utilisés
mm
0,25
1,00
1,50
max
critère 2 (C2)
erreur totale
2,30
erreur moyenne
0,08
écart-type
0,05
Fonction concave estimée par OLS avec 5 points
(moyenne variation aléatoire)
en utilisant les jugements d'un seul luge
101
1 juge
sim a P Cl 02 paramètres points utilisés
1 0,65 1,06 0  0,21 originaux min
2 0,72 1,09 1  0,17 a 0,25
3 0,64 1,10 0  0,26 0,8 1,00
4 1,06 0,95 0  0,31 P 1,50
5 0,62 1,11 0  0,29 1.0 max
6 0,87 0,84 0  0,23
7 0,87 0,96 1  0,11
8 0,83 0,94 1  0,10
9 0,72 1,21 0  0,30 critère 1(01)
10 0,78 1,27 0  0,29 a critère 2 (02)
11 1,04 0,59 0  0,65 0,7 erreur totale
12 0,86 0,80 0  0,26 0,9 7,04
13 0,72 0,94 1  0,14 P erreur moyenne
14 0,63 1,03 0  0,19 0,9 0,23
15 1,00 0,81 0  0,39 1,1 écart-type
16 1,13 0,68 0  0,65 résultat 0,15
17 0,82 0,88 0  0,14 10
18 0,77 1,06 1  0,09
19 0,86 1,30 0  0,36
20 0,84 0,67 0  0,36
21 0,92 0,97 0  0,15
22 0,80 0,85 0  0,15
23 0,80 0,91 1  0,09
24 0,78 1,06 1  0,08
25 0,89 1,25 0  0,34
26 0,95 0,94 0  0,21
27 0,84 0,77 0  0,26
28 0,79 0,92 1  0,09
29 0,75 1,02 1  0,07
30 0,82 0,92 1  0,10
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Fonction concave estimée par OLS avec 5 points
(moyenne variation aléatoire)
en utilisant les jugements de deux luges
2 juges
sim a P
1 0,78 0,85
2 0,79 1,14
3 0,68 1,21
4 0,76 1,11
5 0,87 0,99
6 0,74 1,04
7 0,78 1,33
8 0,85 0,98
9 0,76 1,17
10 0,74 1,09
11 0,75 1,04
12 0,85 1,04
13 0,78 1,10
14 0,67 1,11
15 0,74 1,09
16 0,90 0,93
17 0,73 1,06
18 0,77 0,99
19 0,87 0,95
20 0,74 1,01
21 0,86 0,94
22 0,69 1,02
23 0,78 0,94
24 0,78 1,07
25 0,83 1,11
26 0,76 1,08
27 0,79 1,11
28 0,70 1,02
29 0,84 0,97
30 0,87 0,94
C1
0
0
0
0
1
1
0
1
0
1
1
1
1
0
1
0
1
1
1
1
1
0
1
1
0
1
0
0
1
1
C2
0,17
0,15
0,33
0,15
0,08
0,10
0,35
0,07
0,21
0,14
0,10
0,09
0,12
0,24
0,15
0,17
0,13
0,03
0,12
0,07
0,12
0,13
0,08
0,09
0,14
0,12
0,12
0,12
0,07
0,13
paramètres
originaux
a
0,8
P
1,0
critère 1(C1)
a
0,7
0,9
P
0,9
1,1
résultat
18
points utilisés
mm
0,25
1,00
1,50
max
critère 2 (C2)
erreur totale
4,10
erreur moyenne
0,14
écart-type
0,07
Fonction concave estimée par OLS avec 5 points
(moyenne variation aléatoire)
en utilisant les jugements de trois juges
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3 juges
sim a P Cl 02 paramètres points utilisés
1 0,76 1,00 1  0,04 originaux min
2 0,71 1.17 0  0,25 a 0,25
3 0,86 1,12 0  0,17 0,8 1,00
4 0,69 1,34 0  0,45 P 1,50
5 0,92 1,09 0  0,21 1,0 max
6 0,85 0,91 1  0,14
7 0,68 1,09 0  0,20
8 0,81 0,98 1  0,02
g 0,74 1,06 1  0,12 critère 1(01)
10 0,71 1,18 0  0,27 a critère 2 (02)
11 0,80 0,99 1  0,01 0,7 erreur totale
12 0,65 1,24 0  0,39 0,9 5,34
13 0,79 1,01 1  0,01 P erreur moyenne
14 0,83 0,96 1  0,07 0,9 0,18
15 0,64 1,15 0  0,32 1.1 écart-type
16 0,86 0,94 1  0,12 résultat 0,11
17 0,74 1,26 0  0,33 15
18 0,86 0,99 1  0,07
19 0,70 1,10 1  0,20
20 0,69 1,02 0  0,13
21 0,75 1,19 0  0,23
22 0,79 1,28 0  0,28
23 0,73 1,07 1  0,15
24 0,94 0,83 0  0,31
25 0,85 0,96 1  0,09
26 0,75 1,14 0  0,19
27 0,80 1,25 0  0,25
28 0,82 1,10 1  0,12
29 0,73 0,92 1  0,15
30 0,85 1,00 1  0,05
Fonction concave estimée par OLS avec 5 points
(grande variation aléatoire)
en utilisant les jugements d'un seul luge
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1 juge
sim a P Cl 02 paramètres points utilisés
1 0,78 0,98 1  0,05 originaux min
2 0,99 0,80 0  0,39 a 0,25
3 0,80 1,11 0  0,11 0,8 1,00
4 0,76 0,63 0  0,42 P 1,50
5 0,78 0,97 1  0,05 1.0 max
6 1,03 0,74 0  0,49
7 0,94 0,82 0  0,32
8 0,80 1,14 0  0,14
g 0,71 1,28 0  0,36 critère 1(01)
10 1,06 0,93 0  0,33 a critère 2 (02)
11 0,84 0,86 0  0,18 0,7 erreur totale
12 0,80 0,99 1  0,01 0,9 7,50
13 0,66 1.19 0  0,34 P erreur moyenne
14 0,83 0,79 0  0,24 0,9 0,25
15 0,95 0,98 0  0,18 1,1 écart-type
16 0,63 1,03 0  0,19 résultat 0,15
17 0,64 1,08 0  0,24 7
18 0,79 1,19 0  0,19
19 0,48 0,80 0  0,51
20 0,62 1,33 0  0,52
21 0,63 0,88 0  0,29
22 0,99 0,91 0  0,27
23 0,40 1,04 0  0,44
24 0,69 1,13 0  0,23
25 0,87 1,02 1  0,09
26 0,85 0,98 1  0,06
27 0,93 1,19 0  0,32
28 0,80 0,94 1  0,06
29 0,65 1.21 0  0,36
30 0,86 0,97 1  0,09
Fonction concave estimée par OLS avec 5 points
(grande variation aléatoire)
en utilisant les jugements de deux juges
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2 juges
sim a P Cl 02 paramétres points utilisés
1 1,03 0,69 0  0,54 originaux min
2 0,63 1,22 0  0,39 a 0,25
3 0,90 1,13 0  0,23 0,8 1,00
4 0,81 1,02 1  0,04 P 1,50
5 0,61 1,09 0  0,28 1,0 max
6 0,86 1,12 0  0,18
7 0,93 0,76 0  0,36
8 0,70 1,20 0  0,30
9 0,74 1,05 1  0,11 critère 1(01)
10 0,75 1,27 0  0,33 a critère 2 (02)
11 0,76 1,01 1  0,06 0,7 erreur totale
12 0,85 1,17 0  0,22 0,9 7,23
13 0,76 0,96 1  0,09 P erreur moyenne
14 0,94 0,85 0  0,29 0,9 0,24
15 0,99 0,99 0  0,20 1,1 écart-type
16 0,76 1,10 0  0,15 résultat 0,14
17 0,91 0,82 0  0,28 8
18 0,90 0,92 0  0,19
19 0,88 1,04 1  0,12
20 0,83 0,90 1  0,12
21 0,85 0,84 0  0,21
22 0,78 1,27 0  0,29
23 0,68 1,10 0  0,22
24 0,66 0,92 0  0,22
25 0,82 1,14 0  0,16
26 0,58 1,16 0  0,37
27 0,79 1,06 1  0,07
28 0,87 0,97 1  0,10
29 0,77 1,36 0  0,39
30 0,55 1,44 0  0,68
Fonction concave estimée par OLS avec 5 points
(grande variation aléatoire)
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en utilisant les jugements de trois juges
3 juges
sim a P
1 0,78 1,14
2 0,76 1,11
3 0,70 1,19
4 0,83 1,16
5 0,80 1,08
6 0,79 1,00
7 0,68 0,84
8 0,79 0,78
9 0,84 1,21
10 0,77 1,05
11 0,72 1,04
12 0,61 1,37
13 0,80 1,15
14 0,67 1,14
15 0,83 1,05
16 0,71 0,97
17 0,69 1,33
18 0,74 1,17
19 0,81 1,23
20 0,67 1,33
21 0,73 1,33
22 0,66 1,02
23 0,70 1,26
24 0,81 1,09
25 0,71 1,17
26 0,71 1,11
27 0,75 1,10
28 0,77 1,13
29 0,88 0,95
30 0,68 1,37
C1
0
0
0
0
1
1
0
0
0
1
1
0
0
0
1
1
0
0
0
0
0
0
0
1
0
0
1
0
1
0
C2
0,16
0,16
0,29
0,18
0,08
0,01
0,28
0,23
0,25
0,08
0,12
0,56
0,15
0,27
0,07
0,12
0,44
0,23
0,24
0,46
0,40
0,16
0,36
0,10
0,25
0,20
0,15
0,16
0,13
0,48
paramètres
originaux
a
0,8
P
1.0
critère 1 (Cl )
a
0,7
0,9
P
0,9
1,1
résultat
9
points utilisés
mm
0,25
1,00
1,50
max
critère 2 (02)
erreur totale
6,80
erreur moyenne
0,23
écart-type
0,14
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ANNEXE 7
Fonction en S estimée par OLS avec 5 points
(faible variation aléatoire)
en utilisant les lugements d'un seul luge
1 juge
sim a P 01 02
1 1,88 0,89 0  0,21
2 1,96 0,75 1  0,09
3 2,10 0,75 1  0,15
4 2,09 0,83 1  0,12
5 1,94 0,75 1  0,11
6 2,12 0,83 0  0,15
7 1,96 0,84 1  0,08
S 1,81 0,80 0  0,19
9 2,11 0,85 0  0,16
10 2,00 0,84 1  0,04
11 2,02 0,86 1  0,08
12 2,02 0,78 1  0,04
13 1,79 0,84 0  0,25
14 1,96 0,81 1  0,05
15 2,10 0,74 1  0,16
16 1,93 0,78 1  0,09
17 1,98 0,75 1  0,07
18 2,02 0,73 1  0,09
19 2,05 0,82 1  0,07
20 1,94 0,93 0  0,19
21 1,97 0,79 1  0,04
22 1,86 0,74 0  0,20
23 1,98 0,80 1  0,02
24 1,94 0,80 1  0,06
25 1,92 0,86 1  0,14
26 1,92 0,78 1  0,10
27 1,99 0,73 1  0,08
28 1,97 0,80 1  0,03
29 2,06 0,83 1  0,09
30 1,88 0,79 0  0,13
paramètres points utilisés
originaux min
a 0,25
2,0 0,50
P 1,00
0.8 max
critère 1 (Cl )
a critère 2 (02)
1,9 erreur totale
2,1 3,28
P erreur rrxryenne
0,7 0,11
0,9 écart-type
résultat 0,06
22
moyenne de 3 juges
a P 01 02
1,98 0,80 1 0,02
2,05 0,80 1 0,05
1,96 0,83 1 0,07
2,01 0,83 1 0,04
1,95 0,80 1 0,05
1,98 0,75 1 0,07
1,99 0,84 1 0,06
1,93 0,78 1 0,10
1,94 0,79 1 0,07
1,97 0,81 1 0,04
résultat C1 10
erreur totale 0,6
erreur moyenne 0,06
écart-type 0,02
moyenne de 2 juges
a P 01 02
1,92 0,82 1 0,10
2,10 0,75 1 0,14
2,03 0,79 1 0,04
1,89 0,79 0 0,13
2,06 0,79 1 0,07
2,02 0,83 1 0,05
1,88 0,82 0 0,15
2,02 0,83 1 0,04
2,00 0,84 1 0,04
2,00 0,85 1 0,05
1,92 0,82 1 0,10
1,96 0,81 1 0,05
1,92 0,83 1 0,11
1,98 0,78 1 0,04
1,97 0,76 1 0,07
résultat Cl
eneur totale
eneur moyenne
écart-type
13
1,19
0,08
0,04
o
00
Fonction en S estimée par OLS avec 5 points
(moyenne variation aléatoire)
en utilisant les lugements d'un seul luge
1 juge
sim a P 01 02
1 1,76 0,89 0 0,33
2 1,93 1,00 0 0,27
3 1,74 1,01 0 0,47
4 1,97 0,70 1 0,13
5 1,90 0,73 1 0,17
6 1,96 0,87 1 0,11
7 2,34 0,77 0 0,37
8 2,24 0,51 0 0,53
9 1,88 0,84 0 0,16
10 2,01 0,76 1 0,05
11 2,27 0,68 0 0,39
12 2,21 0,82 0 0,23
13 2,10 0,70 0 0,20
14 1,95 0,84 1 0,09
15 2,19 0,64 0 0,35
16 1,95 0,76 1 0,09
17 2,11 0,51 0 0,40
18 1,99 0,95 0 0,16
19 2,02 0,87 1 0,09
20 1,80 0,73 0 0,27
21 2,18 0,84 0 0,22
22 2,25 0,83 0 0,28
23 1,82 0,79 0 0,19
24 2,01 0,89 1 0,10
25 2,19 0,80 0 0,19
26 2,02 0,68 0 0,14
27 2,03 0,60 0 0,23
28 1,90 0,95 0 0,25
29 2,03 0,84 1 0,07
30 2,12 0,59 0 0,33
paramètres
originaux
a
2,0
P
0,8
critère 1(C1)
a
1,9
2,1
P
0,7
0,9
résultat
9
points utilisés
min
0,25
0,50
1,00
max
critère 2 (C2)
erreur totale
6,86
erreur moyenne
0,23
écart-type
0,12
moyenne de 3 juges
a P 01 02
1,81 0,96 0 0,35
1,94 0,77 1 0,09
2,15 0,71 0 0,25
2,16 0,75 0 0,21
2,08 0,73 1 0,15
2,02 0,74 1 0,08
2,00 0,82 1 0,02
2,03 0,84 1 0,06
2,08 0,69 0 0,19
2,02 0,79 1 0,02
résultat C1
erreur totale
erreur moyenne
écart-type
1,42
0,14
0,11
moyenne de 2 Juges
a P 01 02
1,85 0,94 0 0,30
1,86 1,00 0 0,35
1,93 0,85 1 0,12
2,29 0,71 0 0,38
1,95 0,80 1 0,06
2,24 0,82 0 0,26
2,03 0,64 0 0,18
2,07 0,67 0 0,20
2,05 0,80 1 0,05
1,91 0,72 1 0,17
2,22 0,75 0 0,27
1,92 0,76 1 0,12
2,11 0,77 0 0,13
1.97 0,74 1 0,09
2,08 0,70 1 0,17
résultat Cl 7
erreur totale 2,86
erreur moyenne 0,19
écart-type 0,10
Fonction en S estimée par OLS avec 5 points
(grande variation aléatoire)
en utilisant les jugements d'un seul luge
1 juge
sim a P CI C2 paramètres points utiiisés
1 1,60 0,85 0 0,45 originaux min
2 2,38 0,69 0 0,49 a 0,25
3 1,57 0,88 0 0,51 2,0 0,50
4 2,47 0,85 0 0,52 P 1,00
5 1,88 0,67 0 0,25 0,8 max
6 1,69 0,94 0 0,45
7 1,88 0,93 0 0,25
8 1,65 0,66 0 0,49
9 1,78 0,93 0 0,35 critère 1(01)
10 2,13 0,64 0 0,29 a critère 2 (C2)
11 1,99 0,66 0 0,15 1,9 erreur totale
12 1,85 1,01 0 0,36 2,1 10,91
13 2,28 0,82 0 0,30 P erreur moyenne
14 2,12 0,73 0 0,19 0,7 0,36
15 2,72 0,66 0 0,86 0,9 écart-type
16 1,78 0,81 0 0,23 résultat 0,19
17 2,05 0,69 0 0,16 3
18 1,92 0,73 1 0,15
19 1,49 1,09 0 0,80
20 2,05 0,67 0 0,18
21 1,94 0,77 1 0,09
22 1,73 0,92 0 0,39
23 2,20 0,81 0 0,21
24 1,94 0,86 1 0,12
25 1,73 0,99 0 0,46
26 1,88 1,27 0 0,59
27 1,92 1,06 0 0,34
28 2,44 0,62 0 0,62
29 1,63 0,86 0 0,43
30 2,09 0,63 0 0,26
moyenne de 3 juges
a P Cl C2
1,85 0,81 0 0,16
2,01 0,82 1 0,03
1,77 0,84 0 0,27
1,99 0,77 1 0,04
2,37 0,74 0 0,44
1,92 0,74 1 0,14
1,83 0,84 0 0,22
1,96 0,86 1 0,10
1,84 1,10 0 0,46
2,05 0,70 1 0,15
résultat C1
erreur totale
erreur moyenne
écart-type
2,01
0,20
0,15
moyenne de 2 Juges
a P Cl C2
1,99 0,77 1 0,04
2,02 0,79 1 0,03
1,79 0,87 0 0,28
1,77 0,76 0 0,28
1,96 0,80 1 0,05
1,92 0,93 0 0,21
2,20 0,79 0 0,21
2,25 0,79 0 0,26
1,99 0,78 1 0,03
1,77 0,65 0 0,38
1,84 0,83 0 0,20
2,07 0,91 0 0,18
1,81 0,77 0 0,22
2,18 0,69 0 0,29
1,86 0,73 0 0,21
résultat Cl '
erreur totale
erreur moyenne
écart-type
2,86
0,19
0,11
Fonction concave estimée par OLS avec 5 points
(faible variation aléatoire)
en utilisant les jugements d'un seul juge
1 juge
sim a P
1 0,75 1,13
2 0,75 1,11
3 0,84 0,97
4 0,89 0,91
5 0,76 0,91
6 0,86 0,87
7 0,76 0,93
8 0,80 0,99
9 0,88 0,99
10 0,80 1,03
11 0,78 1,03
12 0,77 1,12
13 0,82 0,95
14 0,86 0,95
15 0,80 0,95
16 0,78 1,03
17 0,79 1,04
18 0,76 1,10
19 0,74 0,97
20 0,81 0,99
21 0,78 1,00
22 0,78 0,92
23 0,80 1,11
24 0,88 0,94
25 0,77 1,06
26 0,93 1,05
27 0,80 0,99
28 0,84 0,99
29 0,84 1,03
30 0,77 1,07
C1
0
0
C2
0,18
0,16
0,07
0,19
0,14
0,19
0,11
0,02
0,09
0,03
0,05
0,15
0,07
0,11
0,06
0,05
0,05
0,14
0,09
0,02
0,02
0,10
0,11
0,14
0,09
0,17
0,01
0,05
0,07
0,09
paramètres
originaux
a
0,8
P
1.0
critère 1(C1)
a
0,7
0,9
P
0,9
1,1
résultat
23
points utiiisés
min
0,25
1,00
1,50
max
critère 2 (C2)
erreur totale
2,82
erreur moyenne
0,09
écart-type
0,05
moyenne de 3 juges
a P Cl C2
0,78 1,07 1 0,09
0,84 0,89 0 0,14
0,81 0,97 1 0,04
0,78 1,06 1 0,07
0,83 0,95 1 0,08
0,77 1,06 1 0,08
0,78 0,99 1 0,04
0,82 0,99 1 0,03
0,83 1,03 1 0,06
0,82 1,03 1 0,04
résultat Cl
erreur totale
erreur moyenne
écart-type
9
0,68
0,07
0,03
moyenne de 2 juges
a P Cl C2
0,75 1,12 0 0,17
0,86 1,04 1 0,10
0,81 0,94 1 0,07
0,78 0,91 1 0,11
0,84 0,89 0 0,15
0,78 0,90 0 0,13
0,84 0,96 1 0,08
0,79 0,99 1 0,02
0,77 1,01 1 0,04
0,77 1,03 1 0,06
0,78 1,07 1 0,09
0,84 1,04 1 0,07
0,85 0,95 1 0,10
0,82 0,95 1 0,07
0,81 0,99 1 0,02
résultat Cl
erreur totale
erreur moyenne
écart-type
12
1,28
0,09
0,04
Fonction concave estimée par OLS avec 5 points
(moyenne variation aléatoire)
en utilisant les jugements d'un seul juge
1 juge
sim a P Cl 02
1 0,65 1,06 0 0,21
2 0,72 1,09 1 0,17
3 0,64 1,10 0 0,26
4 1,06 0,95 0 0,31
5 0,62 1,11 0 0,29
6 0,87 0,84 0 0,23
7 0,87 0,96 1 0,11
8 0,83 0,94 1 0,10
9 0,72 1,21 0 0,30
10 0,78 1,27 0 0,29
11 1,04 0,59 0 0,65
12 0,86 0,80 0 0,26
13 0,72 0,94 1 0,14
14 0,63 1,03 0 0,19
15 1,00 0,81 0 0,39
16 1,13 0,68 0 0,65
17 0,82 0,88 0 0,14
18 0,77 1,06 1 0,09
19 0,86 1,30 0 0,36
20 0,84 0,67 0 0,36
21 0,92 0,97 0 0,15
22 0,80 0,85 0 0,15
23 0,80 0,91 1 0,09
24 0,78 1,06 1 0,08
25 0,89 1,25 0 0,34
26 0,95 0,94 0 0,21
27 0,84 0,77 0 0,26
28 0,79 0,92 1 0,09
29 0,75 1,02 1 0,07
30 0,82 0,92 1 0,10
paramètres
originaux
a
0.8
1,0
critère 1(01)
a
0,7
0,9
P
0,9
1,1
résultat
10
points utilisés
min
0,25
1,00
1,50
max
critere 2 (02)
erreur totale
7,04
erreur moyenne
0,23
écart-type
0,15
moyenne de 3 juges
a P CI 02
0,67 1,08 0 0,21
0,85 0,97 1 0,08
0,81 1,04 1 0,05
0,89 0,88 0 0,21
0,79 0,93 1 0,09
0,91 0,87 0 0,23
0,87 0,98 1 0,09
0,79 0,94 1 0,07
0,89 0,99 1 0,10
0,78 0,95 1 0,06
résultat 01 1
erreur totale
erreur moyenne
écart-type
1,20
0,12
0,07
moyenne de 2 juges
a P CI C2
0,68 1,07 0 0,19
0,85 1,09 1 0,14
0,74 1,03 1 0,08
0,85 1,03 1 0,08
0,75 0,97 1 0,08
0,95 0,90 0 0,25
0,68 0,95 0 0,17
1,07 1,08 0 0,34
0,80 1,24 0 0,24
0,85 0,93 1 0,12
0,86 0,69 0 0,37
0,79 0,87 0 0,14
0,92 0,98 0 0,14
0,81 0,92 1 0,09
0,78 0,74 0 0,28
résultat 01 (
erreur totale
erreur moyenne
écart-type
2,72
0,18
0,09
Fonction concave estimée par OLS avec 5 points
(grande variation aléatoire)
en utilisant les jugements d'un seul juge
1 juge
sim a P 01 02
1 0,78 0,98 1 G,G5
2 0,99 0,80 G G,39
3 0,80 1,11 0 G,11
4 0,76 0,63 0 G,42
5 0,78 0,97 1 G,G5
6 1,03 0,74 0 G.49
7 0,94 0,82 0 G,32
8 0,80 1,14 0 G,14
9 0,71 1,28 G G. 36
10 1,06 0,93 G G, 33
11 0,84 0,86 G G.18
12 0,80 0,99 1 G,G1
13 0,66 1,19 G G,34
14 0,83 0,79 G G, 24
15 0,95 0,98 G G,18
16 0,63 1,03 G G,19
17 0,64 1,08 G G, 24
18 0,79 1,19 G G,19
19 0,48 0,80 G G,51
20 0,62 1,33 G G,52
21 0,63 0,88 G G, 29
22 0,99 0,91 G G,27
23 0,40 1,04 G G,44
24 0,69 1,13 G 0.23
25 0,87 1,02 1 0.09
26 0,85 0,98 1 0.06
27 0,93 1,19 G 0.32
28 0,80 0,94 1 0.06
29 0,65 1,21 G 0.36
30 0,86 0,97 1 0.09
paramètres
originaux
a
0.8
P
1,0
critère 1(C1)
a
0,7
0,9
P
0,9
1,1
résultat
7
points utilisés
min
0,25
1,00
1,50
max
critère 2 (C2)
erreur totale
7,50
erreur moyenne
0,25
écart-type
0,15
moyenne de 3 juges
a P 01 02
0,85 0,96 1 0,09
0,85 0,78 0 0,27
0,82 1,08 1 0,09
0,90 0,93 1 0,17
0,81 0,99 1 0,03
0,69 1,10 0 0,21
0,58 1,01 0 0,23
0,69 1,03 0 0,13
0,88 1,07 1 0,15
0,77 1,04 1 0,07
résultat Cl:
erreur totale
erreur moyenne
écart-type
1,45
0,14
0,08
moyenne de 2 Juges
a P 01 02
0,88 0,89 0 0,19
0,78 0,95 1 0,07
0,90 0,87 0 0,24
0,87 0,80 0 0,27
0,89 0,86 0 0,23
0,82 0,78 0 0,24
0,74 0,98 1 0,08
0,79 1,21 0 0,21
0,71 1,10 0 0,19
0,55 0,89 0 0,36
0,81 0,92 1 0,08
0,55 1,09 0 0,35
0,86 0,99 1 0,07
0,86 0,88 0 0,18
0,76 1,00 1 0,04
résultat 01:
erreur totale
erreur moyenne
écart-type
2,79
0,19
0,10
