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ABSTRACT
This thesis is divided into two parts. In the first part w e deal with  
numerical orthogonalisation and analyticity in hydrodynamic stabil­
ity  We implemented a family of structure-preserving integrators and 
used them for accurate computations of the eigenvalues of the Orr- 
Sommerfeld equation. We address the problem of loss of analyticity 
induced by the use of geometric integrators from both an analytic and 
numerical perspective. We show  that the loss of analyticity can be 
overcome w hen counting the number of eigenvalues in the interior of 
a bounded domain of the complex plane.
The second part of the thesis deals w ith computation of defects in 
reaction-diffusion systems. Reaction-diffusion system s posed on the 
real line can exhibit solutions formed by wave trains at x =  —oo and 
X =  -f 00 which are connected by an intermediate interface region: such 
solutions are referred to as defects. Continuation of defects involves 
solving a boundary-value problem in an appropriate frame of refer­
ence. We discuss a method for the discretisation of such problems 
and implement it into Para Cent, a software for continuing large sys­
tem of nonlinear equations. Finally w e apply this method to continue 
defects in the Brusselator m odel and stationary localised solutions to 
the cubic-quintic Swift-Hohenberg equation.
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INTRODUCTION
This thesis is an account of m y researcli at the University of Surrey 
in the period between October 2004 and September 2007. During this 
time I have been involved in two different projects, which are discussed  
separately in the two parts com posing this thesis.
The first part of m y research deals w ith orthogonality and analyticity 
in hydrodynamic stability. Some physical phenomena are m odelled by  
system s of Ordinary Differential Equations subject to constraints. As 
a consequence, trajectories of these ODEs live on a manifold. W hen  
solutions of such system s are found by numerical integration, satisfy­
ing the constraints may becom e an issue: standard numerical schemes 
may fail to preserve the constraints and solutions lying initially on the 
manifold may drift off as they evolve in time.
For those applications where the constraints need to be satisfied with  
great accuracy, it is possible to em ploy structure-preserving integrators. 
These numerical schemes inherit the geometric properties of the ODEs 
and respect constraints to machine accuracy.
In the first part of this dissertation w e em ploy a family of structure- 
preserving m ethods in the computation of eigenvalues of the Orr- 
Sommerfeld equation. In this context, an eigenvalue A is a root of 
a suitably defined analytic function A(A). Structure-preserving algo­
rithms shift the problem of finding a root of A to finding a root of a 
second, non-analytic function. In Chapter 1 it is show n how  the loss 
of analyticity can be treated in both the analytic and numerical frame­
work.
The second part of m y research deals w ith  computation of defects 
in reaction-diffusion systems. Reaction-diffusion systems arise in dif­
ferent contexts: chemical reactions, mathematical physiology, popula­
tion dynamics. Besides supporting wave train solutions, som e systems 
exhibit more complex patterns formed by two or more wave trains 
connected by an intermediate region. This interface is referred to as a 
defect.
Defects have been observed in experiments and direct numerical 
simulations, but their continuation in parameter space is still quite 
challenging. Defects satisfy a parabolic boundary value problem w hose  
discretisation leads to a large set of algebraic nonlinear equations. The 
finite-dimensional approximation of the related differential operator 
m ust be chosen carefully if w e want to obtain sparse systems and en­
sure linear and nonlinear convergence at each continuation step.
Chapter 2 describes a systematic approach to compute planar pat­
terns of reaction-diffusion systems: the system  of PDEs is first ad­
vanced in time via a direct numerical simulation to find ihe desired 
pattern; subsequently the associated boundary value problem is discre- 
tised via finite-differences and the pattern is continued in parameter 
space with a parallel code.
Since this approach is quite generic, 1 have implemented it in a C-F-f 
object-oriented reusable package called Para Cent. The software is build  
on Trilinos, a set of numerical libraries designed for multi-processor
IX
applications. Chapter 3 gives an overview on parallel computations in 
TriIInos, w hile Chapter 4 is a primitive ParaCont user'^s guide, w ith a 
few code examples.
Finally, Chapter 5 contains continuation examples w ith ParaCont. 
We present numerical continuation of defects for the Brusselator sys­
tem and of stationary localised solutions to the cubic-quintic Swift- 
Hohenberg equation. In addition, w e introduce the continuation of 
rigidly rotating spirals for the Rossler system.
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Part I
ORTHOGONALITY AND ANALYTICITY

ORTHOGONALITY A N D  ANALYTICITY IN HYDRODYNAMIC 
STABILITY
1.1 ORR-SOMMERFELD EQUATION, ORTHOGONALITY A N D  ANALYTICITY
1.1.1 Introduction
The basic form of the Orr-Sommerfeld equation is
(iaR)"'' 4) =  ( U ( x ) - c )  4)-U '^(x)(|), ( i . i )
for a ^  X <  b. Equation ( i . i )  arises w hen investigating the linear sta­
bility of the streamwise velocity profile U(x) in a channel, x  being the 
direction normal to the channel walls. The sim plest boundary condi­
tions for the Orr-Sommerfeld equation are
4>(a) =  4> (^a) =  0 (1.2a)
4>(b) =  ck'(b) =  0. (1.2b)
In order to understand the meaning of the different parameters in 
(1.1), its derivation w ill be briefly recalled. This w ill also allow us 
to give a different form of the Orr-Sommerfeld equation, which w ill 
be used in the remainder of this chapter. Let us consider the Navier- 
Stokes equations for a Newtonian incompressible flow, in their non- 
dimensional form
U t + u - V u  =  V p  +  R ~^A u, u (x )  c  x g Cl (1.3)
together with the incompressibility condition
V - u  =  0 (1.4)
Here R is the Reynolds number, w hich represents a measure for the 
viscosity of the flow, and O  =  R  x (—L, L) is tlie parallelepiped de­
scribing the channel, the walls being the horizontal (i.e parallel to x i )
planes at X2 =  ±T. We want to check the linear stability of a laminar 
profile, a solution to (i.3)-(i.4) of the form U q (x ) =  (U(x2),0)^ w ith  
U(±L) =  0. For this solution, the second component of (1.3) reads
9X2
which im plies p =  P(xi ). We perturb Uq via a set of travelling waves
û ( x i , X 2 , t )  =  [ t i ( x 2 ) e x p ( i { o .x i  -  c u t )) ]  (1 .5 )
and similar for the pressure field. These disturbances are often referred 
to as Tollmien-Schlichting waves: they have wave number a  € R , fre­
quency cu and wavespeed c =  cuoc“  ^ 6  C. The temporal growth rate
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of such perturbations is given by the complex parameter A =  —in c . 
Linearizing (1.3) about Uq it is possible to obtain (see [13] for details), 
for the amplitude of the stream function associated with ü(x2), the 
equation (1.1)^.
But the Orr-Sommerfeld equation can be also transformed into an 
equivalent system of complex ODEs, using the positions
dx dx'
and obtaining
y ^ = A [ x , X ) y ,  -y €  a ^ x ^ b
w ith hom ogeneous boundary conditions
(e i,y(a,A)) =  (e2 ,-y(a,A)) =  0 
(ei,'y(b,A)) =  (e2 ,y(b,A)) =  0
(1.7)
(1.8a)
(1.8b)
where (•, •) denotes the standard inner product on and are 
elements of its standard basis. The matrix A  depends sm oothly on x 
and A and keeps track of the underlying fluid dynamical problem
A(x,A) =
0 1 0 O'
o f  0 1 0
0 0 0 1
i(xRU"(x) 0 r(x,A ) 0
(19)
where y(x . A) =  +  i aRU(x) +  AR.
N ow  that a link with the physical problem has been established, we 
w ill refer to equations (1.7) w ith boundary conditions (1.8) as the Orr- 
Sommerfeld problem and the remainder of the chapter is dedicated to 
the numerical calculation of its eigenvalues.
D efinition i .  If, for a given A =  Ar -f iA;, there exists a nontrivial solution 
•y(x,A) to the Orr-Sommerfeld problem (i.7)-(i.8), then A is said to be an 
eigenvalue, and the corresponding solution an eigenmode. If for some eigen­
values the condition Ar >  0 is met, the profile U(x) is linearly unstable.
A  useful result to compute the eigenvalues is summarized in the 
following (see [3] and references therein)
Proposition 1. Let y  1 and y  2 be two linearly independent solutions of (1.7) 
satisfying the boundary conditions (1.8a) at a, then the general solution of 
the boundary value problem (i.7)-(i.8a) is a linear combination ofy-[ and y2-  
From the homogeneity of the problem it follows that A is an eigenvalue if and 
only if an appropriate nontrivial linear combination ofy^ and y  2 satisfies 
(1.8b), that is if  and only if it is a root of the complex valued function
A(A) =  det (e i ,y i(b ,A ))(e2 ,y i(b ,A ))
(e i,y 2 (b ,A ))
<e2/y2(U A )) (1.10)
1 Please note that in the Orr-Sommerfeld equation x  coincides with x%
1 .1  ORR-SOMMERFELD EQUATION, ORTHOGONALITY AND ANALYTICITY
The previous Proposition indicates a straightforward shooting algo­
rithm to compute an eigenvalue. We generate a sequence of A[y con­
verging to an eigenvalue by supplying an initial guess A[o] and then 
obtaining successive iterations as follows
1. for a given A[q, choose orthonormal initial conditions at a
Ui (û,A[q) =  03, =  64-
Via numerical integration of (1.7) along the domain, obtain the 
linearly independent solutions y  -| (x, A[q ), y  2 (%, A[t] ).
2. at X =  b, evaluate |A{A[q)|: if it is sufficiently close to zero, then 
A[q is an eigenvalue, otherwise the procedure is repeated with  
a new  value A[^+i] given by a N ew ton iteration for the equation 
A (A) =  0, or
At the first step it has been underlined that and y  2, which are 
orthonormal in a, are supposed to maintain their linear independence 
during the integration from a to b. On the other hand, linear indepen­
dence can be hard to achieve in numerical simulations, as the matrix 
A  depends on the Reynolds number R: in stability computations, R is 
usually above 5 10  ^ and this causes A  to have a w ide spectrum (stiff­
ness). N ot all the numerical schemes are capable of preserving linear 
independence of y  i and y  2 w hen A  is stiff.
A m ong the other numerical schemes com m only used to solve the 
Orr-Sommerfeld problem (and other equations where orthogonality 
constraints have a primary importance), som e of them introduce a 
Gram-Schmidt orthogonalisation after a few  steps, w hen the orthog­
onality is violated above a fixed threshold (this is often referred to as 
discrete orthogonalisation). This discontinuous process can lead to loss of 
accuracy w hen the numerical integration is performed for long inter­
vals, as it is in the computation of Lyapunov exponents for a nonlinear 
system  of ODEs.
Some others ([10, 9]) perform instead a continuous orthogonalisation 
by introducing a continuous change of coordinates which guarantees 
orthogonality for each value of the independent variable x. We w ill 
concentrate on the latter family of schemes, show ing that a natural way  
to interpret continuous orthogonalisation is to restrict the Orr-Sommerfeld 
onto the Stiefel manifold ^2(0'^). This is w hy the particular schemes 
w e w ill use are often called Stiefel integrators, discussed in Section 1.1.3. 
These first sections w ill follow essentially [3] and [4], where the ba­
sic concepts have been introduced and interpreted fiom  a differential- 
geometric viewpoint, and [14] where an exhaustive classification of 
structure preserving numerical schemes is given.
As w e w ill see, the use of Stiefel integrators w ill shift the problem of 
finding a root of the analytic function A (A) to finding a root of another 
non-analytic function q (A, A) closely connected to the former. This loss 
of analyticity prevents us from using directly the N ew ton iteration out­
lined in the second step of our algorithm, since the derivative of q w ith
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respect to A is not uniquely defined. This limitation can be partially 
avoided both in the analytic and numeric framework by relying on 
the constitutive relation that links A  and q, and by considering these 
functions as vectorfields in In Section 1.1.4 analytical results are 
presented which prepare the field for the numerical simulations.
Finally, Sections 1.2.1 and 1.2.2 contain our implementations of var­
ious Stiefel integrators for the Orr-Sommerfeld problem. After som e 
preliminary tests on the implicit and explicit Rimge-Kutta schemes 
w hich are the core of such integrators, w e check our results against 
well known examples taken from the literature (in particular [13] and 
references therein) and then present a general procedure to obtain or 
refine an eigenvalue. Details about the implementations wiU be given  
therefore in Sections 1.2.1 and 1.2.2. The results of Sections 1.1.4,1 2.1 
and 1.2.2 w ill be published in [2].
1.1.2 Continuous orthogonalisation
The concept of continuous orthogonalisation is closely connected with  
the process of restricting ODEs on manifolds, and w e w ill start by  
introducing it first. Without loss of generality, w e can state the follow­
ing definition and theorem considering manifolds and submanifolds 
of IR^, since in the remainder of the chapter all manifolds wiU be dif- 
feomorphic to R^.
D efinition 2. Let u b e a  solution of the ordinary (autonomous for simplicity) 
differential equation
Ux =  f(u ), x e [ 0,X], u e R ^  (1.11)
with initial condition u (0) =  Uq. Let V c  R ^  be an [n — vn)-dimensional 
submanifold ofTRA locally given by constraints; this means that, in a neigh­
bourhood U o f s  G R ^ , V is defined by
V =  {u g U: P(u) =  0} (1.12)
where P: U —> R ^  is differentiable, P (s) =  0 and P '(s) has full rank. We 
will say that the ordinary differential equation leaves V invariant (is on the 
manifold V) if
Uq € V u(x) €  V Vx G [0, X]. (1.13)
At a first glance this may seem  equivalent to dem anding P(u) to be 
an invariant of (1.11), whereas is to be noticed that restriction onto V 
is a weaker condition^. Later in the section w e w ill use the following  
result (see [14] for the proof)
Theorem 1. Let he the tangent manifold to V at u . The differential 
equation (1.11) is on V if and only i f f {u)  G Tu^/or all u g V .
2 Indeed a function P (u ) such that P T u) ^  0, Vu is an invariant of ( i .i i)  if 
P '{u )f{u )  =  0 for all u  €  This implies that condition (1.13) holds for all
u , uo G not V.
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This requirement can be understood intuitively if w e think x to be 
the time: for the trajectory through Uq to lie in V, its velocity has to lie 
in TuV all the time.
Returning now  to Equation (1.7), w e collect the solutions y  i and y  2 
colum nwise in the matrix Y g
Y(x,A) =  [yi (x,A) ly2(x,A)] (1.14)
which evolves according to the ordinary differential equation
Yx = A ( x,A)Y (1.15)
w ith  initial condition Y(a, A) =  [03 104] =  E. We w ill now  show that 
continuous orthogonalisation is equivalent to decom pose Y into the 
product of two matrices Q and R. Through this change of coordinates 
w e w ill derive a differential equation on a Stiefel manifold for Q. Later 
in this Chapter is shown that the relevant informations for computing 
eigenvalues of the Orr-Sommerfeld equation are in fact contained just 
in Q.
Let us write Y(x,A) =  Q(x,A)R{x,A) such that for all x, Q €  
enjoys the property Q ^ Q  =  I2, where I2 is the 2 x 2  identity matrix, 
and R G is invertible. Dropping the dependence on x and A,
w hich w ill be recalled w hen necessary, w e obtain
Y% =  Q%R +  QR% == A Q R  (1.16)
or, w ith the additional definition RxR“  ^ =  G
This view point is fairly general: different choices for G or R w ill lead  
to different expressions for Q and R, and the problem of preserving 
orthogonality is reduced to using an appropriate numerical scheme to 
compute them. The same approach is effective w hen calculating the 
first k Lyapunov exponents of an n-dim ensional dynamical system: in 
tliat context, the linearisation of the vector field leads to an equation 
formally equivalent to (1.15), w ith Y G and a common choice is
to take G upper-triangular (see [10, 9,11]).
The concept of continuous orthogonalisation can be revisited using  
a differential-geometric approach. This represents not only a more el­
egant and natural w ay to obtain a continuous orthogonalisation, but 
also a powerful tool to understand what lies behind the different nu­
merical schemes proposed to preserve orthogonality. Let us identify 
the ambient manifold M w ith the space of all n  x k matrices
w ith complex entries, equipped with the scalar product
(M ,N ) = T r(M ^ N ) V M ,N  E
where M.^ is the Hermitian transpose of M . The com plex Stiefel man­
ifold is defined by
:=  {Q  6  Q * Q  =  Ik) (1.18)
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Recalling Definition 2, the complex Stiefel manifold is implicitely de­
fined by
P (Q ):C " x '^ ^ S y m ^ (C ), Q > ^ Q “ Q - I k
where Sym^{<D) is the space of all the skew symmetric k x k matrices 
with complex entries.
Equation (1.15) takes place in the ambient m anifold whereas
in order to enforce orthonormality between and P2 ^t all x  we 
require (1.15) to be on To this purpose w e can use Theorem
1, provided w e possess an explicit expression for the projector on the 
tangent space of 'V'2(C' )^.
In [3] (and references therein) a characterisation of the normal and 
tangent space of the Stiefel manifolds is given. Let Sym|^(IR) and 
Skewi<{lR) be the spaces of all symmetric and skew symmetric k x k 
matrices w ith real entries, and let
Hermit(C) := {U +  i V i U  G Sym|^(B,), V  e Skewk(R)},
then for each Q w e have ® TqVic(0 ’^ ) where
jNfQVu(C^) =  {Q W  E Q  E W  e  H erm k(€)}
TgVklC"") = { W e  (U ,V ) = 0, VU E N qV ic(€^)}.
It is also possible to obtain expressions for the associated projectors 
N q : K q Vi, ( C )  and T q : Tq Vic((D^); for each
W  G
M Q (W ) =  Q sy m c  ( W )
T q (W ) =  I(W ) - 1N q (W ) =  W  -  Q sy m c(Q ^ W )
where
nAn W  +  WH W - W "sym<c(W) = ----------  , skew<D(W) = ------  .
At this point is straightforward to obtain the restriction of (1.15) onto 
VztC^). Let Q E V2(C^), relying on Theorem 1, w e conclude that the 
following ODE
Qx =  AQ|o-^.y^^04) =  T q (AQ ) =  A Q  — Q sym (c(Q ^A Q ] (1.19)
leaves 'V2(<D'^ ) invariant. Furthermore, if the change of coordinates is 
such that G =  sy m c(Q ^ A Q ) , (1.19) is equivalent to system  (1.17). 
The last equation constitutes the first step towards the construction of 
Stiefel integrators.
1.1.3 Stiefel integrators
In the previous subsection w e have seen that Vzi^C^) is an invariant 
for (1.19), and therefore this is the equation that w e w ill integrate nu­
merically to enforce orthonormality. This does not im ply that a nu­
merical scheme wiU preserve invariance as w e w ill see in the present
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section the numerical approximation of Q , obtained by integrating nu­
merically (1.19), can exhibit a drift off the Stiefel manifold, even if the 
scheme w e want to use is quite sophisticated. In this section w e w ill 
give an overview of Stiefel integrators, a particular class of geometric 
integrators which are able to preserve Stiefel manifolds to machine ac­
curacy. As w e w ill see, equation (1.19) needs to be manipulated in 
order to obtain the desired features.
To gain a better understanding of these algorithms w e use the def­
inition of weakly skew symmetric matrices, introduced by Dieci and 
Van Vleck in [10].
D efin ition  3. A complex matrix M. is weakly skew symmetric if
[M.^ -H M ] Q  — 0 whenever Q  e
whereas it is strongly skew symmetric when -f M. =  0, according to the 
usual definition of skew symmetry.
In order to investigate about Rimge-Kutta schemes and numerical 
preservation of Stiefel m anifolds, w e w ill prove that (1.19) is equivalent 
to
Q x  =  M .(Q ,x)Q  (1.20)
where M. is the weakly skew-symmetric matrix defined by
M  =  (I4 -  Q Q ^ ) A + Q  sk ew c(Q ^ A Q )Q ^ . (1.21)
First, recall that, since (1.19) is on w e have Q ^Q  =  I2, hence
Qx =  [A -Q sy m (c (Q ^ A Q )Q ^ ]Q . (1.22)
N ow  w e can use the identity W  =  skew<c ( W ) +  sy m c (W ) to obtain
Qx -  [A -Q (Q ^ A Q )Q ^ -t-Q sk e w c (Q « ^ A Q )Q « ]Q
=  [(I4 -  Q Q ^ )A  -t- Q skew (c(Q ^A Q )Q H ] Q (1.23)
=  M Q .
In the second equality w e have used again the property Q ^Q  =  I2 
to infere Q Q ^ Q  =  Q. N ow  w e have to prove that M  is only weakly  
skew-symmetric. Let us compute
+  M  = A H (l4  -  Q Q “ ) -  Q sk ew c(Q “ A Q )Q “ +
+  (I4 -  Q Q « )A +  Q sk e w c (Q “ A Q )Q H  
= A » ( l4  -  Q Q ^ ) +  (I4 -  Q Q “ )A.
A s w e can see, 4- M  does not vanish in general, hence M  is not 
strongly skew symmetric. On the other hand
Q ^ { M ^  +  M ) Q  =  Q ^ A ^ (Q  -  Q Q ^ Q ) -i- (Q ^ -  Q ^ Q Q ^ )A Q
and whenever Q ^ Q  =  I2, or equivalently Q E V2(C"’^ ),
Q ^ (M ^  +  M )Q  =  Q ^ A ^ (Q  -  Q) +  (Q ^ -  Q ^jA Q  =  0
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therefore M. is weakly skew-symmetric.
As stated above, the form (1.20), together w ith the weak skew-symmetry 
of M  w ill help us to understand whether the numerical integration 
preserve accurately the Stiefel manifold. Indeed, if w e introduce the 
spatial discretisation {QtlteiN, the i-th  step Q t 1-^  Q i+ i of an s-stage 
scheme with step size h  is written, dropping the dependence on x,
s
Q i+1 =  Qi +  X .
s
=  Qt +  b ^
k=1
If the scheme enjoys the property Qfîi_T Q i+ i =  Qi^Qi then, since the 
initial condition Q q is in V2(<D^), this w ill im ply Q i+ i =  I2 for 
all i, and all w ill lie in the Stiefel manifold. Otherwise, the scheme 
w ill induce a drift off the manifold. A  straightforward calculation 
shows
S
Qi+l Qt+i =  Q?Qt + h Z .  bjKÇj [MH(Ky ) +  M(Ki,j)]Ky
j=T
s
- h ^  ^  (bjQjic +  bkakj 
i,k=1
-  b, bk)Kft (Ky )M(Ki,k)Kt,k. (1.24)
An inspection of the right hand side of the previous equation leads 
to the following conclusions;
1. a generic Runge-Kutta scheme is not expected to preserve the 
Stiefel manifold, because of the presence of the terms in h  and 
h^, A  Stiefel integrator is such that both terms vanish.
2. A  symplectic Runge-Kutta scheme (a Gauss-Legendre Runge- 
Kutta for instance) w ould not preserve the Stiefel manifold either: 
symplecticity of the scheme (see [24]) implies bj Ujk +  b^ oLicj — 
bjbic =  0 for all j and k, and therefore the term in Inf would  
vanish; on the other hand, the term in h  w ould  persist, since M. 
is only weakly skew symmetric, and the matrices are not 
necessarily on V2((D^).
3. If the matrix M. was strongly skew  symmetric, the term in h  
w ould vanish and then a symplectic Runge-Kutta scheme w ould  
preserve ‘V2(C^) (Stiefel integrator).
For these reasons, w e w ould like to m odify (1.20) w ith M  being  
strongly skew symmetric. A  systematic procedure to achieve this goal 
has been introduced in [4]. Since (I4 — Q Q ^ )Q  =  0 for all Q e  V2(C"’^ ), 
adding a term proportional to it in the equation (1.19) does not change 
the equation for Q e  V2(C'^). Thus, w e consider
Q* =  M (Q ,x )Q -A “ (I n -Q Q “ )Q 
=  W (Q,x)Q
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where the matrix M  has the form
]Vl(Q,x) = 2 sk e w c [(In -Q Q ^ )A ]+ Q sk ew < D (Q ^ A Q )Q ^  (1.26)
w hich is strongly skew symmetric. We now  can em ploy a symplectic 
Gauss-Legendre Runge Kutta schem e to obtain orthogonality to m a­
chine accuracy. N ote that w e can proceed in the same way for all the 
problems where M .(Q ,x) =  (In. — Q Q ^ )A -f  S if S 6 Skewn(C).
Since Gauss-Legendre algorithms are implicit, and delicate to im ple­
ment as w e w ill discuss in the following sections, it is natural to seek  
explicit Stiefel integrators. The first step toward them is to m odify fur­
ther (1.25) to make V2(C^) not only invariant, but also attracting for 
the numerical scheme. To do this it is customary to look at (1.25) as a 
system  of ordinary differential equations evolving under the constraint 
P(Q ) =  Q ^Q  —12 =  0, w hose derivative w ith respect to x  tells us 
whether the constraint is preserved or not. In this context Leimkuhler 
and Reich [23] introduce the definition of weak and strong numerical 
invariance. This definition is dual to the definition of weak and strong 
skew-symmetry, even if the two concepts are, in general, not related.
D efin ition  4. The constraint P is said to be a strong numerical invariant 
i fPx — (^for all Q independent of the value o /P (Q ), whereas it is a zveak 
numerical invariant i/P x  =  0 for all Q  only when P (Q ) =  0.
For a problem formally equivalent to (1.20) w e have
Px = 2 sy m c (Q ^ Q ^ )
=  2 sy m c (Q ^ M Q ) =  Q ^ (M ^  +  M ]Q
and w e conclude that, if M  is weakly skew  symmetric, Px vanishes 
only w hen Q ^ Q  =  I2/ hence P is a weak numerical invariant. It is e a ^  
to verify that, w ith the modification (1.25) explained above, where M  
is strongly skew symmetric, the constraint becom es a strong invariant.
At this point it is straightforward to change the vector field on the 
tangent space to make the Stiefel manifold attracting, so that a stan­
dard explicit scheme can be sufficient. The reasons w hy an explicit 
scheme applied to this new  differential equation leads us to a Stiefel 
integrator w ill be given later in the chapter. For a given y  E H'*'
Qx =  M (Q ,x )Q  - y Q P ( Q )  =  K)1(Q ,x )Q  (1.27)
still defines a flow on V2(C^), since on the Stiefel manifold P(Q ) van­
ishes identically, but
P% = 2symc[Q“ MQ - yQ“ QP]
= —2ysymc [(I2 + P)P] = —2yP —2yP^
where w e used the definition of P and the strong skew symmetry of 
M . For ||P (Q (0 ))|[p 1, where ||-||p denotes the Frobenius norm, w e
obtain P(Q (x)) 0 as x — 00 as required. In [1] and [4] an explicit
projection method to integrate (1.27) is presented.
Summarizing, w e w ill use two kinds of Stiefel integrators:
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• a family of implicit Gauss-Legendre Runge-Kutta schemes used  
to integrate (1.25), where M  is strongly skew-symmetric.
• An explicit projection scheme, to be specified later, to integrate 
(1.27).
For details about these schemes and their implementation, see Section 
1.2.1.
1.1.4 Analyticity
In Section 1.1.1 w e have show n that finding an eigenvalue for the Orr- 
Sommerfeld equation is equivalent to finding a root of the function 
A (A) =  det[E^Y(b,A)], w ith E =  [ei [02] w e have also seen that in 
order to obtain an accurate numerical result in the integration of Y 
from a to b, the vector field of the ODE has to lie in the Stiefel manifold, 
or equivalently a suitable change of coordinates, is desirable. This 
implies that the analytic function A is a product of two functions q 
and r w hose meaning w ill be soon clarified.
As seen before, w e have Y =  QR where Q is unitary and R invertible 
for all X. At X =  b w e have then
A(A) =det[E^Q(b,A,A)R(b,A,A)] =  q(A,A)r(A,A) (1.28)
where q(A,A) =  det[E^Q(b, A, A)], and r(A,A) =  det[R(b,A,X)].
The dependence on A can be understood if w e look at the decom po­
sition of Y into Q and R. The matrix A  is analytic in A, as seen from 
{1.9), therefore Y is analytic. On the other hand, the decomposition of 
Y can induce non-analyticity m Q and R, as w e w ill explain w ith an 
example. For this reason, Q and R w ill depend, in  general, both on A 
and A. For instance, we can consider the decomposition of the analytic 
matrix
Y(A) = 1 0 A 1
into the following Q(A, A) and R(A, A) 
1___ X
Q(A,A) = > / l + A A  % / l + A A  
, \ / 1 + A A  %/1+ A A  .
R(A,A) =
V T + Â Â \ / 1 + A A
V l + A A .
This is the ordinary QR-decomposition of Y, where R is upper-triangular. 
The function
g (A, A) =  V 1 +  AA,
w hose imaginary part is null, violates the Cauchy-Riemann conditions, 
hence it is not analytic. Indeed
9Ar 9r = ^ \ A + Â i + Â ?  =
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whereas
Returning back to (1.28), A(A) isjherefore a product of the two non  
analytic functions q(A,A) and r(A,A). In spite of the analyticity issue, 
and due to the particular structure of the problem, it is nevertheless 
possible to derive som e information about A by just looking at q: for 
instance w e have
A(A) =  q(A,A) exp[T(A, X)] (1.29)
T(A,A) Tr G (x. A, A) dx. (1.30)
w hich are essentially a consequence of the projection on the Stiefel 
manifold. Indeed, w e can apply Abel's theorem to the second equation 
of (1.17) and obtain
^  det R =  det R Tr G (1.31)
which, together w ith the initial condition det[R (a, A, A)] =  1, gives 
(1.29) and (1.30) Furthermore, w hen w e restrict the Orr-Sommerfeld 
to tiie Stiefel manifold, G =  sy m c{Q ^ A Q ) has real entries on the 
main diagonal, heiice t  is real. Since e x p ( T )  is non-vanishing the roots 
of A(A) and q(A,A) coincide. Therefore, it suffices to numerically in­
tegrate only the first equation of the system  (1.17), without worrying 
about the coupling w ith the equation for R.
As w e stated above, non-analyticity of q and r plays an important 
role in the computation of the eigenvalue A, as w e can not use a priori 
the classic result from complex analysis to compute, for instance, the 
number of roots of q in  a region of the complex plane. Nor we can 
em ploy directly a (complex) N ew ton iteration to solve the equation 
q(A,A) =  0 in order to com pute the eigenvalues. Nevertheless, relying 
on the particular structure of the product qr, it is possible to infer in­
formations about A and its roots using only q. Namely, A, complex 
and analytic, is decom posed into a product of q, complex but non an­
alytic, and r, real, non analytic and non vanishing. Leaving numerical 
considerations to the next section, w e w ill now  show  that it is possible 
to apply to q an analogue of Cauchy's theorem.
Consider a function f: c  C ^  (D, where D is open, bounded
and simply-connected. Let us assum e that f  (z) does not vanish on the 
boundary
a® := {z(0 ) G (D : 0 e  [00,0 i ] C R ) (1.32)
of D , parametrized anticlockwise by 0, and let N (f; D) be the number 
of zeros of f in D. If f  is analytic, Cauchy's theorem implies (see [21]) 
that
If f  is not analytic, the right hand side of (1.33) is not defined.
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Independent of the analyticity of f, w e can introduce the vector field 
f  : D C —» R^ obtained by collecting die real and imaginary parts^
(i-34)
of f, and define [12] the index of f  in D
’ + de.  (1.35)eo + V 90 ‘ 90
Do Carmo [12] proved the following
Theorem 2. Assume that f  (x ,y) has only simple zeros in D. Let D f be the 
Jacobian of the vector field, then
Ind(f;î)) = N + { f ;D ) -N _ { f ;D )  (1.36)
where N ±  (f; T)) are the number of zeros in V  with det [Df] ^  0.
The mam result of this section is that the index of q equals the num ­
ber of simple zeros of q in D. This im plies that, even if q is not analytic, 
we have an analogue of (1.33) w hich is useful for computing the num­
ber of eigenvalues. We start by stating and proving the following
Proposition 2. Let f  be analytic in T) and let D* be symmetric to D with re­
spect to the imaginary axis. If there exist two differentiable functions q,r: D x 
CD* —> C such that f(z) =  q(z,z)r{z,z) and r(z,z) 0 for all z  G Cl(CD), 
then q(zo,zo) =  0 for some zq G CD implies det[D q(zo,zo)j ^  0,
Proof. We w ill use the following notation
f(z) = u (x ,-y )-l-iv (x ,y ), q(z,z) =  q r (x ,y )+  iq i(x ,y ) , z  =  x +  i y  
and similar for r. The following relations for qr and qi hold
qr =  +  r-iV) and (-TiU +  TrV),
The last relations confirm that q(zo,zo) =  0 if and only if u(zor/2oi) =  
v{zor/^^oi) =  0. Therefore, for the Jacobian of q at a zero Zq, w e obtain
D q (zo ,zo) — T rU x +  n V x  T fU y  - f  TjVy -TiUx -f TrVx -TiUy +  TrVy _
Since analyticity of f  implies that its real and imaginary part satisfy 
the Cauchy-Riemann conditions, a direct computation of the Jacobian 
yields
det[D q(zo,zo)] =  ^  det[Df(zor,2:oi)] =  ^ > 0.
(zQ|-,Zoi)|rp  ^ r^ + r?
This completes the proof. □
3 For notational convenience, and coherently with the notation used so far, bold letters 
are used for vector fields. Therefore f  is to be considered a (scalar) complex function, f  
the correspondent bidimensional real vector field. Also notice that in our notation we 
use the same symbol D to denote both a subset of C and of
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We stress that in the preceding proposition no assumption is made 
about die analyticity of q and r. The only requirement is that one of 
the two functions does not vanish in C1(D). We now state the
Corollary 1 . Assume that A has only simple zeros in D, then the number of 
simple zeros of A in CD is equal to Ind(q; CD).
Proof We have A(A) — q(A, A)r(A, A), and r(A,A) =  exp[T(A,A)] is non­
vanishing, hence simple zeros of A coincide with simple zeros of q. 
This corollary is a direct consequence of Theorem 2 , applied to the 
vectorfield q, upon observing that Proposition 2  implies N_(q;CD) =  
0. □
We conclude this section by deriving an expression for N(A;D) de­
pending only on q: we will prove that the number of eigenvalues in D 
is given by
Tr
00
B - '(0 )5 g B (e ) d0 (1-37)
where B(0) =  E^Q(b, A{0), A(0)). To prove this claim, we first observe 
that, as direct consequence of the Cauchy theorem applied to the ana­
lytic function A, we have
N(A;CD) = 1lir i J9 3 ) A(A) dAA(A) dA
1
27t i
1
8 0  A(A(0)) d0 A(A(0))d0.
If we set E(0) =  (Af(0),Ai(0))^, then the integrand can be expressed as
A d0 qe'^ [e'^V^q +  q e '^ V ^ T f^
—Vf_q +
1 dq dT 
q d e  +  dB
de
and since t(A(0q), A(0o)) =  t (A(0i ),A(0i )) we obtain
N(A;T)) = 1 r0i 127riJe, q(A(0),A(0))d0 
Now we recall that q (A, A] =  det [B (A, A)], hence
q(A(0)A(0))d0.
— q(A(0)A(0)) =  q(A(0)A(0))Tr 
which gives (1 .3 7 ).
B - ’ ( 0 ) ^ B (0 )
1.2 NUM ERICAL RESULTS
So far we have introduced the concept of continuous orthogonalisation 
and we have seen how it is possible to manipulate the Orr-Sommerfeld 
equation in order to preserve the Stiefel manifold numerically. This led
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US to examine two examples of Stiefel integrators. Moreover w e have 
seen that continuous orthogonalisation induces loss of analyticity in 
the functions involved in the computation of the eigenvalues, and how  
this problem can be solved analytically. In this section w e w ill dis­
cuss the numerical results obtained using Stiefel integrators: w e w ill 
discuss som e aspects of their implementation, show  som e preliminary 
tests, and then use them to compute an eigenvalue.
1.2.1 Implementation of Stiefel integrators
In this subsection w e wiU deal w ith numerical implementation of the 
Stiefel integrators. After reviewing som e of their features, w e w ill test 
them against a very well known example, compare the results, and 
set the parameters necessary to calculate a generic eigenvalue of the 
Orr-Sommerfeld equation. Stiefel integrators can be divided into two  
categories: implicit and explicit ones.
Explicit Stiefel integrators
As stated in the previous section, if w e want to em ploy an explicit 
Stiefel integrator, w e need to solve numerically the matrix ordinary 
differential equation =  ?Ol(Q,x)Q, where M  is given by (1.27). 
Ascher, Chin and Reich in [1] present a class of stabilisation algorithms 
for differential algebraic equations, and they have been used in [4] for 
the computation of a few  Lyapunov exponents of a system  of ordinary 
differential equations. The matrix iVl can be split in a skew symmetric 
part M  and what is referred to as a stabilisation term in y .  Let 0 ^ ^  
be the one step map relative to an explicit method of order p applied  
to the differential equation (1.25), then Equation (1.27) is integrated via  
the method
Qi+1 — (1*38)
Q i+ i =  Q i+ i -  ]Q i+ iP (Q i+ i  ) (1-39)
This method has the following desirable properties:
1. the scheme has overall order p. In other words, the Euler stage 
with y h  =  1/2, performed on top of does not affect the 
order of the scheme, w hich is entirely determined by the under­
lying (presumably explicit) method.
2. The scheme possesses ([1]) an asymptotically stable m anifold 7 ^. 
If applied to (1.27), then is a perturbation of the Stiefel Mani­
fold, more precisely
Vh =  V2 ( c 4 )-hO(hT^+M.
For our calculation w e used a standard explicit Runge-Kutta scheme 
of fourth order and repeated the Euler step two times, as suggested in 
[4]. For these reasons, w e w ill denote the Explicit Runge-Kutta scheme 
by ERK4 and the corresponding Stiefel integrator by PERK4.
1 .2  NUMERICAL RESULTS I 7
Implicit stiefel integrators
On the other side, if w e want to use an implicit scheme, w e can inte­
grate (1.25) directly w ithout the stabilisation term em ploying a robust 
geometric integrator. We w ill denote by GLRK4 (GLRK6, GLRK8) the 
two-stage (respectively three and four stage) Gauss-Legendre Runge- 
Kutta methods of order four (respectively six and eight). They are 
symplectic, fully implicit Runge-Kutta collocation schemes, based on  
shifted Legendre polynomials and they preserve quadratic invariants.
More precisely, let S (Q ,x) €  Skew-aC, then the differential equation 
Qx =  S (Q ,x )Q  possesses the invariant I(Q ) — Q ^ Q  and a Gauss- 
Legendre Runge-Kutta schem es preserves I to machine accuracy. An  
intuitive proof of this is given by (1.24), considering simplecticity of 
the scheme and strong skew-sym m etry of S, and a more rigorous and 
elegant proof can be derived using their characterisation as collocation 
methods. In [14] and [24], together w ith  the latter proof, a complete 
description of these and other geometric integrators is given. In our 
case S coincides w ith M , the strongly skew  symmetric matrix of (1.26).
A  few words need to be said about tire implementation of these 
algorithms. As stated before, they are fully implicit, hence at the i-  
th step t-» a nonlinear system  of algebraic equations of the
form
s
—  h  ^ 0-rjl~(Qi 4 -  j ,  X {  - |-  C j h )  T = 1 , . . . , S  (1.40)
j=l
has to be solved, and then the solution w ill be updated
s
Qi+1 =  Q i+  h^bj?(Q|-{-ZT.j,Xi-l-Cjh). (141)
1=1
We decided to solve (1.40) via a fixed point iteration w ith initial guess 
Z[o] =  0 for all r and i. This choice is not the m ost efficient, though is 
the easiest to implement: there exist indeed starting algorithms which  
provide optimal initial guesses and sensibly reduce number of itera­
tions needed for the convergence to the fixed point, see [22]. These 
algorithms become crucial for large system s of equations; in our case, 
r is between 2 and 4, and Q G and in v iew  of the relatively
m odest size of the system  (1.40) w e preferred to choose a simpler im­
plementation.
Also connected w ith the fixed point iteration is the stopping crite­
rion. We stop the iteration w hen the condition ||Z[T^+-|] — Z[^]||p ^  E is 
met. As w e w ill see in the remainder of the section, the parameter £ 
plays an important role in the preservation of the Stiefel Manifold.
Special care has been taken in the implementation of (1.41): it is w ell 
known that, since and bjFj can have very different orders of 
magnitude, the rounding errors coining from their sum  can be more 
significant than the ones com ing from the solution of (1.40) itself. To 
overcome this problem, compensated summations have been im ple­
m ented both in tire calculation of XI j bjFj and in the addition of this 
term and Q^. For details on the compensated summation see [17] and 
[14].
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Figure i: Numerical error m ax||y(tn) —yn,|| versus 1/ h  for different 
integrations of (1.42) with cu =  1
Preliminary tests
A  first set of tests for these methods concerns convergence and preser­
vation of invariant manifolds for a simple oscillator by ERK4 and 
GLRKx. Namely, the system  of ODEs
y t  =  tujy, J = 0- 1 y(0) =  ( i , o r (1.42)
has been integrated numerically for a long time with different stepsizes 
and different integrators.
In Figure 1 the convergence of the methods is shown: the errors 
decrease in the bilogarithmic diagram with slopes of order four six 
and eight, according to the order of the schemes. When the threshold 
of 10 is reached, roundoff errors begin to affect the calculation. Up 
to roundoff errors, we know that GLRKx schemes should preserve the 
invariant I(y) — y^y of (1.42). In Figure 2, the semilogarithmic plot 
illustrates the different behaviors of the numerical schemes when the 
integration is performed over a long time interval (approximatively 
10  ^ iterations): the explicit Runge-Kutta scheme drifts off the Stiefel 
manifold in a linear fashion, whereas the Gauss-Legendre of the same 
order does not. Actually even GLRK4 produces a negligible separation 
of order 10“ ^^ . This effect will be explained later in this section, and 
can be controlled via the parameter £ of Table 2.
Before m oving to the Orr-Sommerfeld equation, we report another 
preliminary test, consisting in reproducing the results obtained by 
Hairer, Lubich and Wanner in [14] for the outer solar system. The
1 .2  NUMERICAL RESULTS I 9
l O ' V
1 0 ' '
1 0 '
1 0 " '°
10"'^
1 0 '
ERK4
GLRK4
i p ' y p r Y y ' ~ ' ' ' ' ' ’ v v
[_____I___ ' X I_____ 1 * 1 1 _____ I I_____ IJ
5 E + 06 l E  + 07
Figure 2: Preservation of the invariant I(y) =  y^y for equation (1.42) 
with cu =  1. The abscissa contain the number of iterations, whereas 
the ordinate is ||I (y (t))  — l(y (0 )) ||.
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Figure 3; Numerical simulation of the outer solar system. The mass 
of sun in the center of the system has been modified in order to take 
account of the inner planets. Planets masses, as well as initial positions 
and velocities, have been retrieved from [14]. The system has been  
integrated with GLRK4.
Hamiltonian
where p and q are the vectors which collect the momenta and positions 
Pi, Pt G IR ,^ and mt are the masses of the planets, induces the system  
of ODEs
an.  . 
q, =  - ^ ( p , q ) .
Initial conditions and all the other relevant numerical parameters have 
been taken from [14], and the system has been integrated with GLRK4. 
The results of the simulations are in Figure 3.
Besides the usual tests of convergence and accuracy, we checked all 
the Stiefel integrators against known eigenvalues of the Orr-Sommerfeld 
equation. Drazin [13] reports that for a  =  1.020547 and R =  5772.2218 
the critical eigenvalue is co =  0.264003. We performed an integration 
of the Orr-Sommerfeld equation restricted to V2(C^) in —1 <  x ^  1 
using these parameters; for different kinds of Stiefel integrators we 
computed |q(Ao,Ao)l artd the Frobenius norm of Q (l,Ao,Ao) which  
are expected to be null and \/2  respectively. Table 1 reports the results. 
Focusing on the absolute value of q, it can be observed that it gets 
closer to zero as the order of the scheme increases. Am ong the fourth 
order codes, however, GLRK4 with £ =  10"^^ gives a better result.
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M ethod e |q(Ao/Ao)| ||Q(l,Ao,Ao)i|F
ERK4 - 9.948160578828703 10-°^ 1.41421356272021
PERK4 - 7.712189768227568 lO'^^^ 1.41421356237310
GLRK4 10-16 2.477341583320470 lO'^^ 1.41421356237309
GLRK6 10-16 2.192808264608588 lO” ''® 1.41421356237309
GLRK8 10-16 2.186958413939397 1 0 - "I 1.41421356237309
Table i: Values of iq(Ao/Ao)| for different numerical methods. The 
eigenvalue corresponds to the parameters oc =  1.020547, R =  
5772.2218, cq =  0.2640003 and Aq =  —icxco- For all methods h  =  
10“ .^ Underlined digits represent discrepancies w ith the exact value 
||Q (1,Ao,Ao)||f =  V 2.
Method £ Iterations !q(Ao,Ao)|
PERK4 — - 7.712188274879859140943714270361545 10-^8
GLRK4 10-16 6.2 2.476828587317406227675273663784758 10-°^
GLRK4 10-T9 8.0 2.476943132282032274442788242396517 10-°^
GLRK4 10-2^ 10.1 2.476942894862731906931829792273646 1
GLRK4 10-30 12.1 2.476942894862759650910360742558537 lO'^^
Method £ Iterations I!Q(LAo,Xo)||f
PERK4 - - 1.41421356237309504880168872406560
GLRK4 10-16 6.2 1.41421356237309559882931008932402
GLRK4 10-T9 8.0 1.41421356237309504802583329658602
GLRK4 10-25 10.1 1.41421356237309504880168885669407
GLRK4 10-30 12.1 1.41421356237309504880168872423216
Table 2: Behavior of GLRK4 methocHor different values of the tolerance 
£. Upper table: the value of |q(Ao,Ao)l remains essentially unchanged. 
Lower table: the lower the tolerance, the bigger the number of average 
iterations needed to solve (1.40), the more the norm  of Q approaches 
the exact value y/2. Parameters are those of Table 1.
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Method c |q(A,A)|
PERK4 N 
GLRK4 N 
GLRK6 N 
GLRK8 N
0.2640027091196 +  
0.2640010449625 +  
0.2640002081762- 
0.2640002080337-
0.214762151718410“ °^ 
0.7207359743415 10“ °® 
0.2646932244137 10“ ^° 
0.4270687919662 10“ °9
0.71410-28  
0.286 10“ 27 
0.714 10“ 28 
0.194 10“ ^^
PERK4 PN 
GLRK4 PN 
GLRK6 PN 
GLRK8 PN
0.2640027091196 +  
0.2640010449625 +  
0.2640002081762- 
0.2640002080337-
0,2147621517184 10“ °^ 
0.7207359743415 10“ °^ 
0.2646932244137 10“ ''° 
0.4270687919662 10“ °^
0.114 10“ 26
0.143 10“ 27 
0.571 10“ 27 
0.571 10“ 27
PERK4 AN 
GLRK4 AN 
GLRK6 AN 
GLRK8 AN
0.2640027091196 +  
0.2640010449625 +  
0.2640002081762 -  
0.2640002080337-
0.2147621517184 10“ °^ 
0.7207359743415 10“ °^ 
0.2646932244137 10“ ^° 
0.4270687919662 10“ °^
0.814 10-27  
0.114 10-26  
0.452 10-27  
0.404 10“ 27
Table 3: Roots of q(A,A) obtained w ith different N ew ton iterations 
and different integrators. N ew ton (N), Pseudo-Newton (PN) and 
N ew ton w ith analyticity hypothesis (AN). Parameters a  =  1.020547, 
R =  5772.2218. Drazin in [13] reports c =  0.2640003.
If the preservation of V 2((C )^ is examined, the best result is obtained 
by PERK4, whereas ERK4 is m uch less accurate, as expected. The 
GLRKx codes, exhibit a very small drift off the Stiefel manifold. This 
behavior would be however negligible, since after 2 10  ^ iterations the 
drift is of the order of 10“ ^ ,^ but w e want to show its total depen­
dence on the tolerance e used in the fixed point iterations of (1.40). It 
is indeed reasonable to expect that the lower e, the more accurate are 
the solutions Zt^r aud the closer Q i+ i w ill be to the Stiefel Manifolds. 
In fact, using double precision arithmetic, one is actually forced^ to 
choose £ around 10“ ^ ,  and hence w e performed again the calculation 
using quadruple precision. This shifts substantially the zero precision, 
so that lower values for the tolerance are allowed. Table 2 reports the 
results for PERK4 and for GLRK4 for different values of the £. N ote that 
in the new  floating point representation, the Stiefel manifold is pre­
served with accuracy driven exactly by £ (i.e. £ =  1 corresponds 
to 25 figures of accuracy and so on), and w e pay for this improvement 
with an increase of the average number of iterations needed to solve 
(1.40). For the absolute value of q minor changes are observable. Due  
to this behavior, in the remainder of the article w e w ill report calcula­
tions in quadruple precision and £ =  10“ ^^, even if w e w ill present re­
sults with less figures. Finally w e want to remark that in principle one 
can obtain a high order projection m ethod by choosing an appropri­
ately high order scheme underlying tire projection, without worrying 
about any condition on £, and exploiting its explicit nature.
4 It could be objected that in double precision the zero machine is around 10“ ^^ . It 
should be recalled here that we solve the system (1.40) by fixed point iterations: the 
number of iterations required to obtain the real zero machine can be very large.
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PERK4 N 
GLRK4 N 
GLRK6 N 
GLRK8 N
10"
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1 0 '"
1 0 ' "
0 2 4 6 108
Figure 4: Absolute value of q(A, A) versus N ew ton iterations for differ­
ent integrators. Parameters are the same as Table 1.
1.2.2 Newton-type iterations
Relying on the robust Stiefel integrators discussed in section 1.2.1, we 
can find an eigenvalue for the Orr-Sommerfeld equation by solving  
q(A,A) =  0. In this section we w ill introduce som e iterative schemes 
based on Newton's method for solving this equation, dealing with non 
analyticity of q. It must be noticed that we Imow the function q only 
numerically, that is, for each value of A w e integrate (1.27) (respec­
tively (1.25)) and run PERK4 (respectively one of GLRKx) to find the 
corresponding numerical approximation of q.
A possible way to overcome the non-analyticity of q is by using a 
standard N ewton method on the corresponding two-dimensional real 
vector field. As in section 1.1.4, we introduce C, and the vector field 
cp : > R^ defined by
C := (Ar, Aj)^
<p(C] : =  (q r (A ,X ) ,q i (A ,X ) )^ .
Denoting with J the Jacobian of <p, the N ew ton iterations for q (A, A) =  
0 correspond to
C[k+i] =  C[k] -  J (^[k])<p(C[k]) k  =  0 , 1, . . . (143)
As usual, a first guess is required for the iterations. In our case we pro­
ceed as follows: w e know already from the literature an approximation 
for the eigenvalue, say C* =  (Aor/Aoi)^ and w e perturb it. Nam ely we 
take C[o] E 9Bp(C*) where ‘B p ( 0  is the open ball centered in C  with
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P E R K 4 PN  
G LRK4 PN  
G LR K 6 PN  
G LRK 8 PN
10
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Figure 5: Absolute value of q(A,A) versus Pseudo-Newton iterations 
for different integrators. Parameters as in Table 1
radius p. In our codes we are able to set p and to obtain a random di­
rection for the perturbation. Therefore, in this context, the algorithms 
provide a refinement of previously known solutions, but this is con­
ceptually equivalent to the realistic case, when one has to provide a 
first guess for (1.43) with a certain accuracy.
Together with C[k]/ the value of the Jacobian has to be computed  
to obtain the new approximation of the eigenvalue. At this stage is 
worth recalling that we do not have the analytic expression for <p: for 
a given C[k] (namely for a fixed A or c) we perform an integration of 
the Orr-Sommerfeld equation restricted to the Stiefel Manifold and, 
from Q (l, A, A) compute <p(C[ic])- Therefore, in general, if the integra­
tion is not sufficiently accurate, and therefore the function <p poorly 
sampled, one can not expect convergence to the actual root of q; when  
observing convergence of the N ewton (or other kind of) iterations, it 
is important to bear in mind that we are converging not to a root of 
<p, but to a root of its numerical approximation, and the more accurate 
the Stiefel integrator, the closer we are to the actual root of q. This 
essentially motivates our choice of high order Gauss-Legendre Runge 
Kutta methods.
The lack of an analytic expression for <p leads us to approximate the 
Jacobian with a standard second order finite difference expression
(pi(C +  6 C jej)-(P i(C -6 C jej; L i =  1/2 ( 1-44)
where the parameters 6Cj can be chosen conveniently small. In or­
der to perform a single N ewton step we need therefore five function
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G LRK 8 N 
G LR K 8 PN  
G LRK 8 AN
- 1 9
- 2 9
0 105
Figure 6: Absolute value of q(A,A) versus number of iterations for 
GLRK8 with N ew ton (N), Pseudo-Newton (PN) and N ewton with an­
alyticity hypothesis (AN). Parameters are the same as Table 1.
evaluations (five integration of the Orr-Sommerfeld equation). Fig­
ure 4 shows the convergence for the N ew ton iteration |lcp(C[k]) II =  
|q(A[k]/A[k])l as a function of k. The algorithm GLRK8 N gives the best 
result in terms of convergence and of course is the m ost accurate in 
the integration of the Orr-Sommerfeld equation. As reported in Ta­
ble 3, the best approximation for the eigenvalue w ith R =  5772.2218, 
a  =  1.020547 is c w 0.2640002080337, for which |q(A,X)| % 10'^^. Con­
sidering that the computations have been performed in extended pre­
cision, this result represents a refinement of the value Cq =  0.2640003 
reported by Drazin. As a consequence of what was mentioned above 
about the influence of Stiefel integrators on Newton's method, it is to 
be stressed that both PERK4 N and GLRK4 N show a slower conver­
gence, but to a less accurate value of c. For instance the projection 
explicit method gives c % 0.264003, less accurate in the real as well as 
in the imaginary part.
Since the codes PERK4 N and GLRKx N spend m ost of their time on 
evaluating the Jacobian of (1.43), it is reasonable to implement their 
Pseudo-Newton (PN) versions. This is obtained by computing the Ja­
cobian every m  iterations. More precisely the iterations are
C[k+i] =  C[k] -  J(C[ic']) ’ <p(C[k]) k =  0 ,l . (145)
where
k' = 0 if k =  0m [(k —1 ) /m J -1-1 i f k ^ O
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P E R K 4 AN  
G LRK4 AN 
G LRK 6 AN 
G LRK8 AN
10'^^
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0 2 64 8 10
Figure 7: Absolute value of q(A,A) versus N ewton iterations in analyt­
icity conjecture for different integrators. Parameters are the same as 
Table 1.
In our algorithms we set m  =  2, so that the number of function evalu­
ations (here integrations of the Orr-Sommerfeld equation) is consider­
ably reduced. This, of course, penalizes the convergence of the method, 
as one can observe in Figure 5. A direct comparison between Newton  
and Pseudo-Newton iterations for GLRK8 is also in Figure 6 and it is 
evident that the curve relative to N ew ton iterations is always well be­
low the Pseudo-Newton one. In the same graph there is a third curve, 
w hose meaning we w ill explain in the remainder of the section.
In principle one would be tempted to conceive a New ton iteration 
directly for q(A, A), rather than for (p((). Such iterations would consist 
of
^[k+i] =^[k] q(A[i^],A[y) k =  0 ,1 , . . . (1.46)
but, as we will see, D [v-j is not mathematically defined. Namely, this 
operator can have a formal expression leading to a convergence to a 
fixed point for the map (1.46), but due to the non analyticity of q, it 
does not represent an approximation for the derivative of q. Let us 
restrict to the case when we are looking for eigenvalues on the real 
axis, as we have done so far. Therefore it is reasonable to furnish a 
first guess A[o] € R , then to define p: R  C by p(A) =  q(A,A)|^^j^ 
and finally to write the first iteration of (1.46) as
[^1] = ^ [0 ]-D [3 ]P (A [o]). (1.47)
The derivative of p with respect to A is well defined, since there is no
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dependence on A and w e can approximate it
=  Cm8)
and since in general D[o] is complex, w e expect A[i] e  C. At this stage, 
w hen w e try to write dow n the iterations for Tc >  1, w e have to take 
into account analyticity issues. In fact, if w e use 0 to parametrise our 
path w e are following in the complex plane, at the k-th iteration w e  
have q(A(0[T<.]),A{0[T ]^)) and considering that
is not well defined, since the partial derivative of q w ith respect to 
A is not defined on the complex domain. This is essentially w hy w e  
need to invoke the function <p(C) at die beginning of this section and 
the vector £, in section 1.1.4 perform (analytically and numerically) 
the differentiation in R^.
Nevertheless, it is possible to write dow n the heuristic expression
n  q(^[Tc]+5A[i^],A[i^]+5A[]^])-q(A[K,]-5A[i^],A[i^]-5A[i^ ])
^
where 5A[i^ ] is randomly chosen in 9!Bp(A[ ]^) and p is adequately 
small.
The iterations (1.46) w ith given by (1.50) are implemented in  
PERK4 AN and GLRKx AN, and the results are in Figure 7. As said  
before, convergence to som e A is evident, but D[]^ ] is not an approxi­
mation of the derivative of q.
Finally, w e collect the eigenvalues (or the candidates to be eigen­
values) obtained by all our numerical simulations. If w e read Table 
3 sector by sector, w e observe that, focusing on a particular iteration 
scheme, GLRK8 gives optimal results, both in term of convergence of 
|q(A,A)| and of accuracy of die eigenvalue. In this respect w e remark 
that in [13] just the real part of the eigenvalue Aq is reported and that 
our codes produces essentially real eigenvalues. The reason of a better 
accuracy of GLRK8 is determined of course by the high accuracy of die 
Stiefel integrator. We remark that, recalling w hat was said at the begin­
ning of section 1.2 about explicit integrators, it w ould  be interesting to 
use an high order explicit code underlying the Euler step (1.39).
On the other side, if one focuses on the single Stiefel integrator and 
observes its behavior for N, PN and AN, it m ight be m isleading to find 
in the table always die same value of A. In fact, those values are dif­
ferent after the thirteenth digit (recall that our computations are all in  
extended precision). Furthermore, the Pseudo-Newton scheme needs 
m any more iterations to converge, and approximately the same time as 
the N ew ton one, whereas the N ew ton iterations w ith analyticity con­
jecture find incidentally the same value of A up to the diirteendi digit. 
The values of |q(A,A)| are nevertheless different for different kinds of 
iterations and Stiefel integrators.
Actually w e can in som e sense review our skepticism in using the 
analyticity hypothesis and consider that the results presented in Table
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3 provide num erkal evidence that, at least in a neighborhood of the 
eigenvalues, q(A,A) behaves like an analytic function.
We want to remark that the procedure used to compute the eigen­
values depends on the parameter p: it is clear that the first guess A[oj 
is an approximation of the eigenvalue w e want to calculate. It is to be 
expected that, when p is above a fixed threshold, no convergence w ill 
take place. In our experiments w e fixed p =  0,001, since, for higher 
values the algorithms do not converge.
Finally, w e underline that a numerical verification of the results of 
Section 1.1.4 concerning the number of zeros in a certain region of 
the complex plane, though possible, w ould be quite cumbersome, in ­
deed a quadrature formula for the computation of Ind(q;D ), for in­
stance, w ould require a conspicuous amount of function evaluations 
of q (hence, of accurate integrations of the Orr-Sommerfeld equation). 
Nor is possible to coarsen the discretisation of 9 0 , since the function q, 
at the Reynolds number w e are considering, is highly oscillatory and 
demands a lot of grid points to be described accurately. This is w hy  
our attempts to compute ln d (q ;0 )  have not been indued  here.
1 .3  CONCLUSION A N D  FUTURE DEVELOPMENTS
In this chapter w e recalled the concept of continuous orthogonalisa­
tion and its use in Stiefel integrators for the numerical preservation 
of Stiefel manifolds. We have show n that, w hen used to solve the 
eigenvalue problem for the Orr-Sommerfeld equation, they induce 
non-analyticity on the function q(A,A) which w e are searching the ze­
ros of.
The non-analyticity issues have been faced with the interpretation 
of q as a vectorfield in R^. Analytically it has been possible to com­
pute, for instance, the number of eigenvalues contained in a compact 
subdomain of the complex plane by relying on the particular relation 
between A and q.
On the other hand w e presented a series of tests on PERK4 and 
GLRKx, the Stiefel integrators w e used for our simulations. These al­
gorithms can be considered fairly robust and accurate. In particular, 
we want to remark that these algorithms have been collected in a FOR­
TRAN 90 m odule which can be used for the numerical integration of a 
generic system  of ODEs, both in real and complex variables, and both  
in vector and matrix form. Particular care has been taken during the 
implementation to ensure
1. flexibility and generality: it is relatively easy to add new  nu­
merical schemes to the m odule, relying on predefined templates. 
There is no limit in the size of the system  that can be simulated  
by these routines. This limit is, of course, ruled by the machine 
the computations w ill be running on, but not by the codes them­
selves, since they dynamically allocate memory. The variables 
are parametric in the precision used, m eaning that, for instance, 
to swap from single to double or quadruple precision, the user 
has to specify just a flag during compilation time, without m odi­
fying any line of the code.
2. Portability: the same codes, have run on different architectures.
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nam ely w ith Intel compilers on a Fedora workstation, and w ith
Sim compilers on Solaris, w ithout any difference other than per­
formances.
Besides the tests on GLRKx and PERK4, w e illustrated how  to com­
pute eigenvalues starting, as customary, w ith an appropriate initial 
guess. Analyticity issues have been overcome in the numerical frame­
work in a similar fashion to what has been done in tlie analytical one, 
and numerical evidence is given that, at least in a neighborhood of 
the eigenvalues, q(A,A) behaves like an analytic function. This point 
deserves more attention, since it is maybe possible to confirm the nu­
merical evidence rigorously w ith analytic tools.
The flexibility of the FORTRAN 90 routines can be used in other 
contexts where continuous orthogonalisation is relevant. For instance 
w hen com puting the first k Lyapunov exponents of an n-dim ensional 
dynamical system. In the references given in the chapter, it is seen that 
this is done by lineasizing the equation
Ut =  f  (u), u{0) =  u o , u  e  R"-, t  6  R"  ^ (1.31)
about u (t) and building a fundamental solution matrix for the system  
%t =  A (t)x .5 This yields the system
X t=A(t )X ,  X(0) =  [eil...!ek], X € R^'^K (1.52)
The similarity w ith (1.15) is evident, and this flow takes place on the 
real Stiefel manifold 'V’ic(R^). The reader w ill notice that all our con­
siderations about continuous orthogonalisation are easily adaptable to 
this context, bearing in m ind the following observations.
Firstly, w hen dealing w ith Orr-Sommerfeld equation, the use of con­
tinuous orthogonalisation is paid in terms of loss of linearity. In fact, 
w e started of w ith the linear equation (1.15) in Y and ended up solv­
ing a nonlinear equation in  Q. In practice, for the Orr-Sommerfeld 
equations, other methods are applicable that maintain linearity of the 
governing equations. For instance the w ell known compound method, 
w hose differential geometric characterisation requires the use of exte­
rior algebra, is w idely used in this context, but it may become cum­
bersome w hen applied to com pute Lyapunov exponents of a large sys­
tem. On tlie other hand, the loss of linearity due to Stiefel integrators 
w ould be irrelevant in the latter context, since one has already to solve 
a genuine nonlinear (presumably large) system  of ODEs to compute 
the trajectory u (t)  and then the Jacobian A (t).
Secondly, w e stress that the analyticity issues are relevant only for 
the Orr-Sommerfeld problem: they are indeed connected w ith the so­
lution of the equation A(A) =  0, and this forces us to postprocess the 
data com ing from the integration in a careful manner. A  similar prob­
lem  has been m et recently by Humphreys and Zumbrun [18] in com ­
puting the zeros of Evans function. But w hen dealing w ith Lyapunov 
Exponents
(Xi = lim supihi||X(t)ei||, i = 1, . . . , k (1.53)t-++(X) ^
5 Please note that in (1.52) the matrix A  is the Jacobian of f  evaluated at u .
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no analyticity issues need to be considered, since oci are computed  
sim ply by appending k equations to the system  derived by applying 
continuous orthogonalisation to (1.52).
Part n
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NUMERICAL COMPUTATION OF DEFECTS IN  
REACTION-DIFFUSION SYSTEMS
The aim of this chapter is to set the background for the numerical 
computation of defects in reaction diffusion system s
Ut =  D uxx +  f  (u; M-) X, IX € ]R, u  G IR^ (2.1)
where f  G C°°(R^ x R,IR^) and D  is a diagonal matrix w ith
strictly positive entries. Reaction-diffusion system s have been inten­
sively studied in the past, they arise in different contexts (chemical 
reactions, mathematical physiology, population dynamics) and a com­
plete description is beyond the scope of this report. The reader can 
find details in literature (see [20], [25] and [26] for instance).
In tlie first half of the chapter w e w ill sketch those features of (2.1) 
relevant to our context. More precisely w e w ill recall wave trains and 
defects for reaction-diffusion system s and sketch how  w e can compute 
such solutions by solving a nonlinear system
F(u; p) =  0. (2.2)
Indeed, solutions of (2.1) w ill not be obtained by direct numerical sim­
ulations, but by solving a large nonlinear system  of algebraic equations 
constructed from a suitable discretisation of F in the computational do­
main. This approach is useful especially w hen continuing solutions in 
the parameter p.
In the second half of this chapter, w e report on preliminary numer­
ical results for the linear inhom ogeneous heat equation which serves 
as a test example. Afterwards, w e shall explain how  our code can be 
m odified to pass from this example to die more complex nonlinear 
system  (2.1). Details about finite differences for PDEs can be found in
[33]-
We begin in Section 2.1 w ith  a short introduction to wave trains and 
defects, where w e mainly follow [30]. This section is rather brief, but 
self-contained, and its main purpose is to introduce those underlying 
concepts and ideas that we need subsequently w hen explaining our 
numerical approach.
2 .1  WAVE TRAINS A N D  DEFECTS
Wave trains are solutions of (2.1) of the form
u ( x , t )  =  U w t ( k x -  o > n i ( k ) t ,k )  (2 .3 )
where Uwt($;k) is iTt-periodic in 4) and temporal frequency cu and 
wavenumber k  are related via the nonlinear dispersion relation tU n i (k ) ,  
which depends on the particular nonlinearity f .
For an observer at a fixed value of x, tlie wave train (2.3) travels w ith  
speed
Wni(k)
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whereas small perturbations to the wave train turn out to travel w ith  
velocity
dcuni(lc)
The quantities Cp and Cg are called respectively phase and group velocity: 
the latter plays an important role in the classification of defects, as 
explained in [30].
Equations such as (2.1) can exhibit solutions u (x ,t)  formed by sepa­
rate wave trains connected by intermediate regions. For simplicity w e  
can dunk of the real line divided into three areas: on the left and on 
the right the solution resembles two wave trains w ith possibly different 
frequencies and wave numbers
u *  (x, t  ) =  (k±x -  cuni {k± ) t, k± ),
and these two sides are linked in an intermediate interface which w ill 
be referred to as a defect. Defects are themselves solutions of (2.1) 
which possess their own speed and satisfy the following require­
ments:
1. they are time periodic, w ith period Tj, in a suitable frame of 
reference;
2. they are asymptotic to u ^  as x  ±00 for each t.
It can be shown that this implies that a defect
U ( x , t )  = U d ( £ , , T )
. 2?!£, =  X - C d t ,  T  =  (U d t ,  CUd =  r p -Id
translates with velocity
Cd = k+ — k -
In Figure 8 the reader can visualise two examples of defects exhib­
ited by the Brusselator system, that w e w ill discuss in Section 2.4. On 
the left, the interface is in the m iddle of the plot; it emits wave trains 
alternatively to the right and to the left (flip-flop). On the right, two 
interfaces connect three regions of the domain: in the left half of the 
domain, a defect is emitting sim ultaneously a wave train to its left and 
to its right (target), toward the center of the plot; in its turn, the latter 
is connected to the spatially hom ogeneous oscillations sitting in the 
right region of the domain by a travelling defect (sink). The numerical 
computation of such solutions of a generic reaction-diffusion system  
w ill be discussed in the following sections.
Let us suppose that w e want to compute u(x, t) in a domain T> con­
taining the defect Ud and the travelling waves connected by it, 
and lÇ^. Focusing on the flip-flop or the target of Figure 8, w e notice 
that such solutions enjoy symmetries which allow us to determine a 
conveniently small D. In both examples, due to the periodicity of the
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Figure 8: Defects in the Brusselator system. The pictures show space­
time plots of defects exhibited by the system w ith different initial con­
ditions. Space is plotted horizontally and time vertically. Left: flip-flop. 
Right: target and sink. Plots have been obtained with direct numerical 
simulations that reproduce the results of [30].
solution in time, we can consider t  G (0, T^). Furthermore, in the target 
case, the solution is symmetric about the axis passing by the center of 
the defect, whereas, in the flip-flop case, can be obtained from 
by a reflection about the axis of the defect and a subsequent vertical 
lifting by Td/2. For these reasons, if the axis of symmetry of the defect 
is at X =  0, we can define a minimal D =  (0, L) x (0,Td). N ow  we can 
rescale time by t  =  cudt and solve
F ( u ;  M-) -  - c U d iL r  +  D u x x  +  f  ( u ;  p )  =  0 (24)
with adequate boundary conditions in space and time for a solution 
u ( x , t ) of (2.4). We can choose periodic boundary conditions in time
u ( x , 0 ) =  u ( x , 2 tc) x g ( 0 , L ) (2.5)
whereas in space we can rely again on symmetries to obtain, for in­
stance, Neumann boundary conditions
U x ( 0 , t )  =  U x (L ,t )  
for the target and
U x (0 ,t ) = U x (0 ,T - | - 7 t )
u-x ( L , t )  = 0
T G (0, 27T)
T G (0,7t) 
T G (0,27I)
(2.6)
(2.7)
(2.8)
for the flip-flop.
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In order to determine uniquely a solution of (24), w e need a further 
condition. Due to translational invariance of (2.1), if u [x ,t)  is a solu­
tion, so is u (x , t  -f T) for each T G H, therefore the system is closed by  
a phase condition, which may take the form
271 L
( Û t : ( x , t ) ,  i I ( x , t ]  — u ( x , t ) )  d x d T  =  0,  (2 .9 )
where {•,*) is the standard inner product in and U is a reference 
solution. The preceding equation is a scalar constraint that roinimises 
the "distance" between u  and ti.
Equations (2.4), (2.5) and (2.9), once discretised, can then be solved  
numerically to give u. As stated at the beginning of the chapter, we 
w ill now  focus on a simpler case, in which ? is linear, and discuss the 
numerical results obtained.
2 .2  TEST e x a m p l e ; a  l i n e a r  i n h o m o g e n e o u s  h e a t  e q u a t i o n
In this section w e w ül consider the following initial-boundary value 
problem posed on Î) — (0, 27t) x (0, 27t)
u t  =  U x x  +  s i n  x ( c o s  t  — s i n t ) ,  u  €  IR, (2 .1 0 a )
u ( x , 0) = u ( x , 27c), X G [0, 271] (2 .1 0 b )
u ( 0, t )  =  u ( 27T ,t)  = 0, t  G [0, 27t] ( 2 .1 0 c )
which has exact solution
u ( x , t )  =  s i n X c o s t ,  ( x , t )  G T). ( 2 .1 1 )
The initial-boundary value problem (2.10) has been constructed start­
ing from a generic linear inhom ogeneous heat equation
Ut = U xx  +  g(x ,t) (2.12)
and then by deriving a posteriori the forcing g from the analytical solu­
tion (2.11):
g ( x , t )  = u t - U x x
= —s in x s in t - f  s in x c o s t  (2.13)
=  sin x(cos t  — sin t  ).
The problem (2.10) possesses som e of the features of the system  
that w e have to solve w hen computing defects for reaction-diffusion 
equations. Firstly, w e can recast (2.10a) and obtain
F (u )  =  U t  -  U x x  -  g  ( x ,  t )  =  0. (2 .1 4 )
The preceding equation is similar to (24): here the forcing f  (u; |i) is 
replaced by the inhom ogeneous term g, which is constant in u.
Secondly, Equations (2.10b) enforce 27T-periodicity in time, and they 
are analogous to (2.5). At x =  0 and x =  27X, Dirichlet boundary 
conditions are applied instead of the Neum ann boundary conditions 
(2.6)-(2.8), and the reason for this choice w ül be clarified at the end of 
this section.
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Figure 9; Spectrum of C: the origin is not included in the spectrum.
Finally, as we will show soon, the spectrum of F does not contain the 
origin, therefore in this context w e do not need any phase constraint 
(p (u ,ü ,ù t). In fact, in this test example, cud =  1.
We conclude this section by examining the spectrum of F: we have 
to solve the eigenvalue problem
(2.15)
where £, =  9t — 9xx- Initial and boundary conditions (2.10c) and 
(2.10b) give the eigenfunctions
il)(x, t;k ,n ) =  Ak exp (in t) sin(kx). Ic — 1 , 2 , . . . ,  n  — 0, i  1 , . . .
(2.16)
Combining (2.15) and (2.16) leads to
A =  k  ^+  in  k =  1 , 2 , . . . ,  n  =  0, ± 1 , . . . (2.17)
which gives the spectrum sketched in Figure 9. The origin is not con­
tained in the spectrum: this means that the solution of (2.14) is unique, 
and that w e do not need any phase condition to solve it numerically. 
At this stage it is possible to justify our choice of using Dirichlet rather 
than Neumann boundary conditions: we preferred, at this stage, not to 
implement the phase condition in our test example. Indeed, Neum ann  
boundary conditions at x =  0 and x =  L would lead to a spectrum con­
taining the origin, as it is possible to verify by repeating the procedure 
above.
The inhom ogeneous heat equation (2.10) is therefore taken as our 
test example, and w e w ill report now  on the numerical results obtained 
for this model.
2.3 N U M E R IC A L  RESULTS FO R TH E TEST EXAM PLE
2.3.1 Conceptual approach
A s  outlined at the beginning of this chapter, the usual approach to 
solve the initial-boundary value problem (2.10) is by direct numerical
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simulation: the solution u(x, t) is approximated in a computational do­
main Com p(D) by discrete values u tj  (here i  spans the discretisation 
in space, and j in time); the direct numerical simulation requires the 
following steps:
1. discretise (2.10a) and boundary conditions (2.10c) in space for a 
fixed t. This leads to a large system  of ODEs.
2. discretise the resulting ODEs in time (or equivalently choose an 
appropriate scheme) to transform the continuous evolution sys­
tem into a map.
3. iterate the map obtained in (ii): if we chose a one-step scheme, 
from the knowledge of w e could obtain the solution at the 
next step u tj  u y + i .  Providing an initial condition, w e can 
obtain the solution in all Comp(D).
Our approach to the problem w ül be quite different from the previ­
ous one and it can be summarised by the following steps:
1. pass from (2.10a) to F(u) =  0, where F: X y ,u  1-^U t —u^x — 9 
with
X =  { u €  L^(D,IR): ut,U x,U xx € L^(0,1R);
u (0,t )  =  u (27t,t)  =  0, for t  €  [0,27t]; 
u (x ,t)  is 27t-periodic in t }
a n d y  =  L2(D,]R).
2. Find a finite dimensional approximation F of the map F: this 
is done by discretising (2.10a) in Î) nC om p(D ) and boundary- 
initial values in 92) n Com p(2)) by means of finite differences. At 
this stage time and space are treated equivalently, unlikely the 
direct numerical simulation,
3. Solve the resulting large system  F(u) — 0 with a N ewton's method, 
obtaining sim ultaneously U{j in all Comp (2)).
The remainder of this section w ill follow essentially the preceding 
scheme: after explaining our choices for step (ii), w e w ül derive an 
expression for F(u) and give details for the solution of the system  as­
sociated with it. Finally w e w ill present numerical results that demon­
strate convergence of this method.
2.3.2 Finite difference discretisation
The computational domain is defined by a lattice of n%nt points 
Comp (2)) =  |(X i,t j )  G
X{ =  ( i  + 1  )h% =  (t 4 - 1  ) i  =  0, . . . , n x - l-j- I
2ttt i  =  (j +  1 ) h t  =  (j +  1 }   i  — 0 , .  . . ,T lt — 1Ut
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Figure lo; Description of Com p(D) and of the stencils correspond­
ing to FTCS and CTCS. Right: the stencil are centered in i , j  (dia­
monds). Left: the shaded area represents T>, whereas the grid repre­
sents Com p(D), and Com p(D) does not include all ÔD. The stencil can 
assume different positions in the grid: one or more legs of the stencil 
can lie outside the computational domain (squares).
and the solution is then approximated by u(x{, tj ) % u t j .
The reader w ill notice that Com p(D) does not include all the bound­
ary of D, as it can also be seen in Figure lo . Nam ely the grid points 
span [hx,27T —hx] x [h t,27t]: this choice is linked to the fact that the 
solution is periodic in time and satisfies Dirichlet boundary conditions 
at X =  0 and x =  27t. Details about the discretisation of boundary 
conditions w ill be given later. In Section 2.4 w e w ill see that different 
choices of boundary conditions may lead to different computational 
domains.
The discretisations suggests to think of U { a s  an Ux x n t matrix 
with real entries corresponding to the sampling of the surface u (x ,y )  
in the computational domain. For notational convenience, we w ill now  
introduce an alternative way of labeling the approximation of u  that 
w ill help us in the construction of F. Indeed, the components of U{j 
can be collected row-wise in a vector u  as follows
u-0,0
Utxx-1,0
^0,1
u  =
U0,nt-1
(2.18)
As we w ill see, it is helpful to pass from the matrix view  of u  to
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Serial Parallel
Ut £k time (s) Ek time (s) 5k
10 10 5.00 10-2 2.10 10-2 5.00 10-2 6.61 10-3 -
20 20 1.28 10-2 8.7710-3 1.28 10-2 5.6210-3 - 1.97
40 40 3.2210-3 7.0810-3 3.22 10-3 8.05 10-3 - 1,99
80 80 8.09 10-4 6.05 10-2 8.09 10-4 6.02 10-2 - 1.99
100 100 5.18 10-4 6.62 10-2 5.18 10-4 6.69 10-2 —2.00
200 200 1.30 10-4 2.30 10-4 1.30 10-4 1.89 10-'' -2.00
400 400 3.25 10-5 1.07 3.25 10-5 8.01 10-' -2.00
800 800 8.13 10-^ 9.16 8.13 10-^ 5.32 -2.00
Table 4: Global errors and performances for different stepsizes for 
CTCS. Global errors are O(Ht)- Parameters: Ao =  2.7, Uq =  Xq =  
To — 0.
the vector v iew  and vice versa, since the former is closer to intuition 
whereas the latter gives insight into certain important aspects of the 
implementation. For these reasons, w e w ill denote by Greek indices 
the components u% of the vector u , and keep Latin indices for the 
entries u^j of the matrix constructed from u (x ,t) .
For completeness, w e describe how  to pass from one method of la­
beling to the other by introducing the functions [•, ■]* : > UST and
[•] -1 N  —> IN^  such that 
[i/ j]* — T i  =  (X thenua. —
and
[a]. ’ = I).
m od (a ,n x )
[o c -  m od {a,nx))/TLx thenuij 1
The first of these two functions w ill be used w hen building the system  
(2.14), in Section 2.3.3.
There are several possible choices for finite difference approxima­
tions of Ut and u%x, corresponding to different degrees of accuracy in 
the solutions and varying difficulties in their implementation. Here w e 
w ill discuss only the m ost common finite difference approximations 
used in numerical schemes for solving PDEs.
For the time derivative, w e can choose, for instance, the forward first 
order expression
tj ) — ^Lj+l ^ ,j +  0 (h t) (2.19a)
or the centered second order expression 
u ,(x i ,t j )  =  +  0 ( h |) (2.19b)
whereas for the diffusion operator a common choice is the centered 
second order expression
T4.+1,j -  2 u y  -t- U i - 1,j
Hi +  0 (h i) . (2.20)
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Figure i i :  Band structure for the matrix L relative to FTCS (left) and 
CTCS (right).
For i  =  1, . . . ,Ux — 2 and j =  1, . . . ,n t  — 2 both expressions (2.19) 
and (2.20) are well defined. However, for i  =  0,Ux or j =  0,n t , at least 
one index is not in the admissible range: for those indices, we use 
the boundary conditions (2.10b) and (2.10c). The Dirichlet boundary 
conditions (2.10c) states
U_ 1 j — + 1J — 0/ ) — 0, ,  U-t 1.
whereas periodicity in time implies
u(x, ± h t ) =  u(x, 27t ±  h t ) X € [0, 27t] 
which provides us with the conditions 
^1,0/ i  =  0,. . . ,  Tlx 1
and
1 1' i  =  0, . . . ,T lx  1.
(2.21)
(2.22)
(2-23)
In summary, we w ill use (2.19a), (2.2i)-(2.22) to have a first order 
in time, second order in space scheme, whereas we w ill use (2.19b), 
(2.2i)-(2.23) for a second order in time, second order in space scheme. 
The codes in which these schemes are implemented w ill be referred to 
as FTCS (Forward in Time, Centred in Space) and CTCS (Centred in 
Time, Centred in Space). A visualization of the FTCS stencil is given  
in Figure 10.
2.3.3 TTzg linear system
We w ill now show how to pass from (2.10a) to a linear system of al­
gebraic equations in the form F(u) =  0. It is clear that, in a similar 
fashion, w e w ill be able to pass from the nonlinear problem (2.1), to a 
nonlinear function F(u). Let us begin by rewriting Equation (2.14)
Ut -  Uxx -  g ( x , t )  =  0 (2.24)
with g(x ,t) =  sin x{cost — sin t). For simplicity, w e w ill derive explic­
itly F(u) only for FTCS. The corresponding for CTCS can be computed
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with minor changes. In matrix view. Equation (2.24) is discretised in 
the interior of the domain by
ut,j+i -Uij ui+ij -2utj ^
— h ,  h i ------------------------------------
and by appropriate conditions at the boundaries.
From the matrix view, w e can now  pass to the vector view, by using  
[•/ ■]*/ to obtain the linear system  of algebraic equations
TltTLx— 1
Pa(u) =  -g o t +  Y .  La,|3U)3=0 % =  0,...,TLtTl% -1. (2.25)
(3=0
The forcing g is constant in u , whereas derivatives are represented by 
the linear action of the matrix L on u , as w e w ill briefly illustrate now.
The sparse matrix L can be built by inspection; for each row <x =  
[i/j]*/ one can easily retrieve the nonzero entries by looking at the 
matrix view. For instance, for all oc such that i  ^  0,tLx — 1 and j ^  
Tit — h  the first equation in matrix v iew  gives
l/H t for oc =  [i, j]* and (3 =  [i, j +  1]*
L a ,(3  =   ^ — V H J  for oc= and (3 =  [ i±  1,J]* . (2.26)
L- l / K t  +  2/h J  for oc ~  [i,3]* and (3 =  [i, j]^
By spanning all the indices t  and 3 is then possible to derive all the 
rows of L, and then proceed to the solution of (2.25). In Figure 11 we  
summarize the band structure of the sparse matrix L.
2.3.4 Implementation
N ow  that w e have explained how  to construct the vector valued func­
tion F(u), w e w ill describe how  the resulting system  F(u) =  0 can be  
solved. As stated above, our ultimate goal is to compute defects so­
lutions for systems of nonlinear PDEs. Since this w ill lead us to large 
system s, w e implement the algorithm obtained in the previous sections 
for the solution of (2.10) using multiple processor libraries (in antici­
pation of the system  size w e w ill need for (2.1)) even though (2.10) 
itself can be solved easily w ithout the need for iterative sparse-matrix 
solvers in a multiprocessor environment.
In our code w e use C4—I- classes provided by the Trilinos package, 
developed at S a n d ia  L abs (New Mexico). Trilinos is a collection of 
object-oriented libraries designed to solve various numerical problems 
m parallel as w ell as serial contexts. It is com posed of several indepen­
dent interfaced m odules which guarantee flexibility, interchangeability 
w ith other robust libraries (such as Bias and La pack). In our codes, we 
used the m odules Epetra and NOX.
Epetra is the package for defining and distributing vectors among 
processes, and constitutes the backbone for many other Trilinos m od­
ules, even though the user can implem ent his own instantiation of 
generic classes of vectors. By using Epetra, it is relatively easy to im ­
plem ent MR! (Message Passing Interface) codes that broadcast the rel­
evant informations from one processor to the other. We w ill not give
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Figure 12: Global error e versus inverse of step size £, for FTCS 
(squares) and CTCS (circles). The interpolation functions are plotted 
with solid lines. We have e(£,) — exp(—0.9 0 3 for FTCS and 
£(£,) =  exp(—2.060)£,~ -^^  ^ for CTCS. Numerical values and parame­
ters are the same as Tables 6 and 4.
any details here about parallel programming, and we will underline 
only those aspects of our implementation that are relevant for the solu­
tion of the nonlinear system of PDEs. The reader can find in Chapter 3 
a more detailed explanation about MPI and Trilinos. The components 
of u , as well as the rows of L and all the other relevant variables, can 
be distributed between the processes automatically. In particular, due 
to the simplicity of the problem and since w e used two processes for 
our calculation, the components are evenly distributed and adjacent. 
For instance, if n%nt is even, the first n ^ n t / l  components go on the 
first process, and the remaining on the second. More complicated user 
defined distributions are nevertheless possible.
NOX is the package for solving large system of algebraic equations 
using line search methods and iterative solvers. Returning to the solu­
tion of (2.25), w e recall that, at least for the linear case, iterative meth­
ods would not be necessary: due to the particular structure of L, direct 
solvers can be used to invert it efficiently. Since in the nonlinear case 
this strategy is not effective, and w e w ill then be forced to use iterative 
methods, we prefer to employ them in both the linear and nonlinear 
case. Iterative solving requires an initial guess to be specified, along 
with an expression for D F(u), the Jacobian of F evaluated at u. In this 
case, due to the linearity of the system, we have
DF(u) =  L, (2.27)
whereas for the initial guess we chose a function of the form
U[o](x,t) =  Uo +  A osm (x-F X o)cos(t +  To), (2.28)
which represents a scaling and a translation of the analytic solution. 
We included an implementation of (2.25), the Jacobian (2.27) and the
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nt iterations
Case 1 
Ek &k it
Case 2 
Ek
10 10 1 5.00 10-2 - 1 5.00 10-2 -
20 20 1 1.28 10-2 - 1.96 1 1.28 10-2 - 1.96
40 40 2 3.2210-3 - 1.99 2 3.2210-3 - 1.99
80 80 2 8.09 10“^ - 1.99 3 8.09 10-4 - 1.99
100 100 2 5.18 10-4 -2.00 4 5.18 10-4 -2.00
200 200 8 1.30 10-4 -2.00 10 2.66 10-4 - 0.96
400 400 10 3.70 10-3 2.90 - - -
Table 5: Global errors for different stepsizes for CTCS. When Ht and 
hoc become small, the algorithm can require more than 10 iterations to 
converge. Global errors are O(H^) w hen the tolerance r|ni is achieved. 
Parameters for Case 1: Aq =  2.7, Uo =  0, Xq — 3, To — 2 . Parameters 
for Case 2: Ao =  2.7, Uo == 1, Xo =  3, To =  2 .
initial guess (2.28) in a C + +  interface to NOX, and let the package 
solve the system  with the default settings. From the initial guess U[o], 
NOX calculates the iterations w ith a N ew ton m ethod (see [15] for 
details):
DF(U[t^] ) d[0T.] =  -F(U[TL) ) (2.29)
^[tl+ 1] “  ^[u] "F d[^]. (2.30)
Finally, w e mention the package LOCA, w hich is the Trilinos m odule 
for continuation of solutions of system s in the form
F(u; p) =  0
in the parameter p. Since LOCA and NOX require very similar inter­
faces, the code written to solve (2.25), can be easily adapted to continue 
tiie solution.
2.3.5 Numerical results
In our computation, the linear system  (2.29) is solved iteratively w ith  
tolerance t) 1 — 1 whereas  the iterations stop if
Tlnl =  l|T(U[nl)ll <  10-^ (2.31)
or n  ^  10,
We w ill now  give details about the convergence analysis reported 
in Table 4, Table 6 and Figure 12. As expected, FTCS and CTCS are 
respectively of order one and two: for fixed stepsizes n t  and n%, it is 
possible to define the global error
e =  . max Hu(xt,tj ) -  u y  ||.
1  —  0 , . . . , T l x — I 3= 0 ,...,n t —1
If w e vary the step size, one can interpret £ as a function of E, =  l/H t: 
intuitively, the m ethod is of order p if £( ,^) =  There are two
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Figure 13: Computational time (in seconds) against inverse of step size 
E, for serial (squares) and parallel (circles) implementation of CTCS. 
The larger the system to be solved, the more profitable is the parallel 
implementation. Parameters are the same as Table 4.
possible stepsizes, h% and h t, therefore there are several possible ways 
to test convergence. For FTCS w e fixed hx conveniently small and 
varied ht, since the scheme is first order in time and second order in 
space. For CTCS we varied uniformly ht and h%, since the scheme 
is second order both in time and space. In Figure 12 it is shown  
that global errors of FTCS and CTCS are well approximated by the 
functions £(£,) =  exp(—0 . 9 0 3 and £(£,) =  exp(—2 . 0 6 0 as 
expected.
In all tables, besides the values of £, the index 6 is calculated, which  
is a local indicator of the order of the method (the slope of the lines in 
Figure 12): if w e collect the values of £ and £, in vectors with compo­
nents £ic and £,ic, the coefficients 6^ are given by
log(£ ic /£k -r
log(£,k/^.k-i 2, 3, . . . (2.32)
If the method is of order p, then 6k should approximately be equal to 
—p for all k.
In Table 4 the values of £k and 5 k are reported for both serial and 
parallel versions of the code: as expected, the parallel code gives the 
same results as the corresponding serial version (it actually gives not 
only the same global errors, but the same final solutions), in less time.
In Figure 13 it is possible to see that the smaller the step size, the 
larger the system (2.25) and the more convenient the parallel imple­
mentation.
In Table 5 the experiment is repeated w ith parallel code with dif­
ferent initial guesses: more precisely, the analytic solution is not only 
shifted in x and t, but it is scaled for Case 2 by a factor 2.7 and then 
lifted by Uo =  1.0, such that 1.7 <  U[o] (x, t) ^  3.7, whereas the solution
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•n-x n t
Fixed Hx 
Ek 6k ■n-x n t
Fixed hx
£k 6k
400 10 2.65 lO-"* - 1.29 400 60 3.80 10-2 - 1.03
400 12 2.10 10-^ - 1.08 400 70 3.25 10-2 -1.02
400 14 1.78 10-1 - 1.04 400 80 2.83 10-2 - 1.09
400 18 1.35 10-1 -1.12 400 90 2.51 10-2 -1.02
400 20 1.20 10-1 - 1.16 400 100 2.26 10-2 -1.02
400 30 7.80 10-^ - 1.09 400 200 1.12 10-2 -1.01
400 40 5.79 10-2 - 1.04 400 300 7.46 10-3 -1.01
400 50 4.59 10-2 - 1.04 400 400 5.59 10-3 -1.00
Table 6: Global errors for different stepsizes for FTCS. Global errors 
are O(lrt). Parameters: A q - 2 .7, Uq =  Xq =  To =  0.
we aim to obtain is —1 ^  U[o](x,t) <  1. This represents a big pertur­
bation of the solution and w e expect that, in general, a larger number 
of iterations are necessary to achieve the tolerance tini- Table 5 shows 
that this depends on the required accuracy: if ü  is the numerical solu­
tion of (2.25), our codes wUl terminate w hen U[^] e  3 ,^^  (ü), the open  
ball of radius Pni centered in û , and (ü) is uniquely determined 
once w e fix the m ethod (FTCS or CTCS) and the quantities n^, rit, T| 1, 
rini; since NOX implements a globally convergent method, w e expect 
to reach the same (û), regardless of the initial guess chosen, w ith  
a variable number of iterations, depending on the distance between  
Ü and U[o]. This is seen clearly in Table 5: the global errors are the 
same in Case 1 and Case 2 (and the same as in Table 4), but w hen the 
accuracy of the initial guess becomes higher, U[oj sits far away from  
the final solution and the number of iterations increases. It is also seen  
that, beyond a certain threshold, the convergence is so slow  that the 
code requires more than ten iterations to converge, and w e decided  
to stop the computation anyway. The same observations are valid for 
FT CS, as seen in Table 6.
Finally, in Figure 14 it is shown a contour map of the solution ob­
tained with CTCS for =  Ut =  400 and rini =  10“ ^, suggesting that 
this accuracy is sufficient to represent u(x, t) adequately.
2-4  OUTLOOK 4 7
+ 0.9 
+ 0.6 
+ 0.3 
0.0 
- 0.3 
- 0.6 
—0.9
Figure 14: Contour map of the solution obtained with CT CS for n% =  
n t =  400. Parameters are the same as Table 4.
2.4 OUTLOOK
In order to pass from the solution of the inhom ogeneous heat equa­
tion chosen as test example to the computation of defects for reaction- 
diffusion system s like (2.1), the following steps are required:
1. implement Neum ann boundary conditions for (2.10) and phase 
condition (2.9).
2. Extend the algorithm to (2.1), where the solution is in
3. Check convergence, consistency and stability for the reaction- 
diffusion system.
4. Apply this procedure in contexts like Brusselator system, 2D spi­
rals, rotating solitary waves in nonlinear Schrodinger equations.
Throughout this section, w e w ill give details about steps (2) and (3) for 
the Brusselator system. The remaining steps are treated in Chapter 5.
2.4.1 Phase constraints and Neumann boundary condition
If we want to consider Neum ann boundary conditions for the inhomo­
geneous heat equation, w e have to replace (2.10c) with
U x (0 , t )  =  Ux(27t,t)  = 0 ,  t  G [0,27t]. (2.33)
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For this problem, w e have to choose an appropriate computational 
domain:
Com p(D) =  e
x-j, — th% -— i i — 0, Tlx 1T lx  —  I
27T 1t i  =  (j +  1 )h t  =  (j + ]^---- , j =  0 , .  . . ,T L t  — 1 >.J
Here, x  =  0 and x =  L are included in Com p(D), in order to enforce 
(2.33). At X =  0, the first derivative in space is
ux (0, tj ) =  + 0 (h ^ )  (2.34)
which gives
j = 0, 1. (2.35)
Similarly one can obtain numerical boundary conditions at x  — Zyr 
Urix,j — T^Lx—2,j j =  0, .  . . ,  U t — 1. (2 36)
Recalling what was said in Section 2.2, this implies that the origin 
is contained in the spectrum of F, and w e need a phase condition to 
solve the system, therefore, the relation
(p{u,-a,ût) =
•2n c2tz
Ut (x, t )  (il(x , t)  — u (x ) ) d x  d t  =  0 (2.37)0JO
has to be approximated w ith the quadrature rule
T lx  — 1 T i t  — 1 „  _ _ -
(p(u,Û) =  hxht 22 Y -  (Ui,j - Ui,j ) =  0 (2.38)
i=0 j=0 ^
where the weights y t j  assume different values for different positions 
in the computational domain^. In the preceding equation w e use  
boundary conditions for those nodes w hich do not lie in Comp(D).
2.4.2 The brusselator system
We conclude this chapter by explaining how  to adapt our code to de­
tect defects for the Brusselator system
Vt =  dvVxx +  a — (b -I- 1 )v +  v^w 
w t =  dwWxx +  bv — v^w.
The system admits defects for suitable values of the real parameters a  
and b (see [30]). In Section 2.1, we have already m et this system, and
1  Typically, for a second order quadrature rule, we have y y  — 1 for ) €  CD, y y  =  
1 /2  for (Xi =  OUxt  =  27t) U (tj — 27t) and y y  =  1 /4  for (x^ =  0 U X{ =  
2tt) n (tj =  2n)
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w e showed in Figure 8 target-sink and flip-flop defects, obtained with  
direct numerical simulations. Recalling the symmetry arguments of 
Section 2.1, w e can derive a boundary-value problem on D =  [0, L] x 
[0, Ztt] for thecomputation of a target or flip-flop defect;
— cudVt 4- dvVxx +  a — (b +  1 )V -I- v^w =  0 (2.39a)
— tüdWt +  dwWxx +  bv — v^w =  0 (2.39b)
V x  (0, t) =  V x  (L, t) =  Û t  G [0, 2n] (2.39c)
Wx (0, t) =  Wx (L, t) =  0 t  G [0, 27t] (2.39d)
v (x ,0) =  v(0, 27t) x g [ 0,L] (2.39e)
w (x ,0) =  w (0, 27t) X G [0,L] (2.39f)
cp (v, w , V , w , V t /  ) =  0. (2.39g)
Passing to the numerical implementation, the vector u  is now  
vo,o
^ T L x  — l , T L t —1Wo,0 G + \  (2.40)
W-n-x—1,TLt—1 
a>d
Once the method is fixed (FCTS or CT CS), w e can build the system  
F(u) = 0. In the nonlinear case F ; R^nxnt+i j^2nxnt+i is com posed  
of a linear and a nonlinear part as follows
F(u) — Lu +  N (u )  
where L is the ]R,(2Tixn.t+i ) x(2nxTit+i ) block matrix
(2.41)
0 o '
L  = 0 t^xx 0 ( 2 .4 2 )
0 0 0
and
N (u ) — 'd - 2 u x n t O t U -  — 9 (u) <p(u) (2.43)
In the preceding equations, D xx is the K^x^tXTixTit xnatrix pertaining 
to the diffusive term, obtained by inspection as in Section 2.2, whereas 
D t is in iR^xTttXTixnt+l^ pertains to the time derivative, and its last 
column is filled w ith zeros. In other words, due to the fact that cUd =  
UiTLxTit an unknown for our problem, the linear part contains only  
the differentiation in space, whereas the differentiation in time gives 
rise to a polynom ial nonlinearity and has to be included in N  (u). By 
discretising the remaining terms of (2.39c) and (2.3gd) it is possible to 
obtain g : g^ rixTit^  whereas the last row of F is occupied by
the discretisation <p : > R  of the phase condition cp.
5 0  NUMERICAL COMPUTATION OF DEFECTS IN  REACTION-DIFFUSION SYSTEMS
The numerical computation of a solution of (241) remains essen­
tially unchanged from the linear case. This time w e can distribute u  
among the two processors as follows: the first processor contains v and 
a>d/ whereas in the second processor w e collect w  and cud- We repli­
cate CUd in the two processors because it can be advantageous w hen  
computing g(u ) and <p(u), both in terms of efficiency and easiness of 
implementation.
Since w e w ill em ploy NOX to solve the system, we have to provide 
the Jacobian evaluated at u , nam ely
D P(u) =  L +  D N  (u) (2.44)
where the Jacobian of N  at u  has to be encoded explicitly. Last, we 
need an initial guess U[q], which w ill come from other codes, as it wÜl 
be clarified now.
We conclude this chapter by reporting the first results obtained in 
the computation of (2.39). We implemented the changes described 
here, and used the numerical solution obtained in [30], Appendix B, as 
initial guess. That solution is obtained w ith a direct numerical simula­
tion with a numerical method analogous to FTCS. Our first attempts to 
compute the solution did not lead to any convergence: some important 
bugs, which have been recently localised, wiU be fixed in the future ver­
sions of the codes; more importantly, our first experiments, along with  
the tests made for the heat equation, indicate that the choice of the 
initial guess is crucial for obtaining convergence in a feasible compu­
tational time. A  particular care w ill be taken in the future in order to 
provide an optimal initial guess.
The choice of Ux and n_t has to be a good compromise between ac­
curacy and computational time. In the first experiments w e run with  
TLxTLt ~  10^, and this can lead to very slow convergence, as seen in the 
previous section. It is therefore advisable to find a minimal Comp ((D) 
which guarantees convergence. The initial guess should possibly be 
the result of a direct numerical simulation w hich resembles the numer­
ical scheme w e used (FTCS or CTCS), or at least it should have the 
same accuracy. We stress that the usual concepts of convergence, accu­
racy and stability for direct numerical simulation should be adapted 
in our framework. Let us focus, for instance, on the heat equation: w e  
obtain a solution of the system  F(u) =  0 by setting tlx and n t almost 
arbitrarily; on the other hand, in a direct numerical simulation of (2.1), 
Ux and n t  should satisfy som e constraints if w e want to use the time 
steppers in their stability regions. For instance to apply an analogous 
to FTCS, we should have ([33])
In Table 6 this condition is clearly violated, nevertheless we obtain a so­
lution by iterations: requiring that the initial guess comes from a direct 
numerical simulation of the heat equation w ith  FT CS and the same nx  
and Tit w ould be therefore prohibitive. The same is valid for CTCS: 
in the direct numerical simulation context, this method is known as 
leap-frog and it is unstable for all choices of Ux and n t. It is therefore 
reasonable to obtain the initial guess from a direct numerical simula­
tion w ith a different numerical scheme, but w ith the same accuracy in
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time and space. At a later stage, the implementation of m ethods other 
from finite differences, such as collocation schemes, could be useful to 
minimise the amount of grid points required for convergence.

A N  INTRODUCTION TO TRILINOS
In this section w e w ill introduce the Trilinos project, the set of numer­
ical libraries upon w hich ParaCont is built. The name Trilinos comes 
from the Greek word xpiXivoç, w hich can be translated w ith the En­
glish "string of pearls". The developers chose this name to stress that 
each Trilinos' component (also called package or module in this report), 
is useful on its own, but it is even more valuable w hen used together 
w ith other components.
In Trilinos developers' ow n words
"The Trilinos project is an effort to facilitate the design, 
development, integration and ongoing support of mathe­
matical software libraries. The goal of the Trilinos project 
is to develop parallel solver algorithm and libraries w ithin  
an object-oriented software framework for the solution of 
large-scale, complex multiphysics and scientific applications."[29].
From the previous excerpt, w e w ill focus on the following features
• Software Libraries: Trilinos packages are self-contained collections 
of software providing algorithms relative to a distinct area of nu­
merics. The entire set of packages (32 at the moment) covers 
a w ide range of numerical methods for scientific computing, as 
w ell as som e utilities for facilitating the development of new  soft­
ware. M ost of the packages are independent from each other and 
they can be installed and used separately; however, each package 
is designed to work at his best in conjunction with other Trilinos 
packages. In order to achieve its primary goals, a certain m od­
ule may depend upon another, or it may instead represent an 
alternative to another package w ith  similar purposes.
• Parallel Solver: Trilinos packages are designed to run on massive 
parallel architectures, and they rely on classes that facilitate the 
distribution of vectors and matrices among different processors 
and the exchange of relevant information between them. The 
available algorithms are, as m uch as possible, scalable and tai­
lored to work in parallel; nevertheless, by letting the user decide 
on the number of processors involved, it is also possible to run 
serial computations. In general, w hen the number of processors 
varies, a change in performance is to be expected.
• Object-Oriented Software: the evident modularity of the project, 
based on stand-alone codes accomplishing different tasks, its 
increasing complexity and the aim to produce robust, generic 
and reusable software, leads naturally to the concept of object- 
orientation: programs are divided into several subprograms, each 
responsible for a definite task and visible to other subprograms 
only through its interface; from this perspective, an object is com­
parable to a cell, focused on its ow n task, w hose content is hid­
den to the outside world (encapsulation): this is accomplished by
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declaring variables and functions to be private (inaccessible from  
the outside) as opposed to public (shared w ith other classes). Ob­
jects w ith similar or complementary capabilities can be collected  
in super-objects, and can transfer such capabilities to other ob­
jects via inheritance. N ot only the objects, but also their functions 
(methods) can be generalised: if a certain procedure can be ap­
plied to several set of objects, then it is possible to define a tem­
plate for that function. Such microscopic organisation has also a 
macroscopic counterpart: clusters of objects form packages, and 
packages are reusable. Furthermore, the division into packages 
gives a general v iew  on the projects: m odules can be arranged 
in a network of vertical as w ell as horizontal relationships. For 
instance, the package LOCA, w hose main objective is to continue 
in the parameter A solutions of systems F(x;A) =  0, relies on  
NOX, the package responsible for solving systems of the general 
form F(x) =  0 (vertical relationship); in turn, NOX can em ploy  
the packages IF PACK or ML for preconditioning: the last two  
m odules are perfectly interchangeable (horizontal relationship), 
and choosing one preconditioner or the other depends on the 
numerical problem the user is solving.
Inevitably, Trilinos' flexibility brings w ith it a certain degree of com­
plexity: each package is developed by a relatively small group of ex­
perts, and it offers m any sophisticated features. We w ill introduce 
here those Trilinos packages that are directly employed by ParaCont: 
for each of them w e w ill briefly review its usage and its scope within  
ParaCont. The following pages do not substitute in any way the orig­
inal Trilinos documentation: programmers are referred to [15, 16, 29] 
for a complete description of the project and of the installation proce­
dure; nevertheless, readers can use the following sections to familiarise 
themselves w ith Trilinos' jargon, or as a quick reference for the other 
chapters of this report.
3.1 EPETRA, THE FOUNDATION
The Greek word itéxpa means rock but it is often used w ith the meaning  
of foundation. Petra libraries are the fundamental packages for creat­
ing and manipulating vector and matrices, and for distributing them  
across the processors. The Epetra package (the letter "E" is an abbre­
viation for essential) is the current C-F+ implementation of Petra for 
real, double-precision data. For these reasons, Epetra classes are used  
ubiquitously in Trilinos. The classes contained in Epetra are the Trilinos 
interface to the Message Passing Interface protocol, w hich w ill be briefly 
introduced in the next paragraphs.
When a code runs in parallel, information m ust be split and sub­
sequently exchanged between processors according to a precise set 
of rules, a protocol. Am ong the other available protocols for intra­
processor communications, the Message Passing Interface (MPI) has the 
advantage to be portable, language-independent, w idely  used and im­
plemented in many freely available applications, and it is considered  
to be almost a de facto standard in parallel codes.
To understand how  MPI directives affect the computation, w e con-
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Listing 3.1: A  welcom e m essage in serial mode.
^ i n c l u d e  " i o s t r e a m "  
u s i n g  n a m e s p a c e  s t d  ;
i n t  mai n ( )
{
c o u t  «  " H e l l o  Wo r l d ! "  «  e n d l  ; 
r e t u r n  0;}
sider the simple C + +  program in Listing 3.1: in serial executions, the 
instructions would be compiled, producing an executable file, say hel- 
loWorld.exe, for instance. When the user launches the executable, the 
string "Hello World!" is printed on the screen, and the carriage is re­
turned on a new line. If the code was to be run in parallel, on two 
processors for simplicity, MPI would require the user to launch the 
executable w ith a command like
mpi r un  —np 2 h e l l o W o r l d . e x e
With this instruction, the system  is made aware that there are two 
processors involved in the computation. The system  behaves as if each 
processor received a copy of helloWorld.exe, and run it simultaneously 
and independently from the other processor: as a result, the computer 
would print out two lines containing the string "Hello World!".
It is important to notice that the two processors are executing the 
same file, therefore, when designing a code to be run with MPI, devel­
opers must write one single set of instructions, and keep in mind that 
they w ill be processed simultaneously on all processors: the effect of 
performing some operations on a particular processor and not on the 
others, must be som ehow encoded in the single file.
If, for instance, we wanted to print different messages on different 
processors, we should introduce in the code a mechanism to retrieve 
on which processor helloWorld.exe is being executed and then perform  
the desired action. This effect is achieved in Listing 3.2, where we 
print out a welcom ing m essage containing a processor identifier. We 
will document later the instructions contained in the code, but the 
reader w ill notice immediately that, in order to retrieve the processor 
identifier, w e need to use Epetra libraries. Indeed, Epetra classes are 
designed to facilitate this and other operations related to parallel codes. 
To examine the m ost important Epetra features, w e w ill use an example 
from basic linear algebra: by following it, w e will encounter som e of 
the basic problems of parallélisation, and w e w ill outline some of the 
solutions offered by Epetra classes.
The example w e have chosen is the parallélisation of a matrix-vector 
multiplication
w  =  Av, v, w g R*, A g R®^*.
For this example, we w ill assum e to run the computation on three 
processors. This operation requires three steps
• creating an interface to MPI via a communicator;
56  AN INTRODUCTION TO TRILINOS
Listing 3.2: A welcome m essage in parallel mode.
# i n c l u d e  " m p i . h"
D e l u d e  "Ep e t r a _ Mp i Co mm . h"
i n t  mai n ( i n t  a r g c . c h a r  ** a rgv ){
M P I _ l n i t ( & a r g c  , & a r g v )  ;
Epe t r a _ Mp i Co mm comm(MPI_COMM_WORLD) ;
c o u t  «  " H e l l o  wo r l d  , I am p r o c e s s o r  nu mbe r  " «  
c o m m. My P I D ( )  «  e n d l  ;
r e t u r n  0;}
• establish a rule for vector and matrix distribution via a map;
• creating v, w  and A  and perform the multiplication.
The next three sections w ill describe these steps in detail.
3.1.1 Interfacing MPI via Epetra MpiComm
The first step for creating an MPI code is to build up an interface con­
taining all the general information about the parallel run. It is funda­
mental, for instance, to know how many processors are involved in 
the computation, or to be able to retrieve on which processor the ex­
ecutable is being run. The Epetra_MpiComm class contains this and 
other information, often needed by other Epetra classes during the 
computation: an instantiation of this class is often referred to as a com­
municator. A  communicator is created with the simple instruction
Epe t r a _ MPI Co mm comm(MR_COMM_WORLD) ;
where MPI COMM WORLD is a standard MPI macro. With the pre­
vious instruction, w e named comm our communicator. Within a com­
municator, each processor is labelled by a unique integer number, an 
identifier, sometimes referred to as rank. The processor identifiers are 
always contiguous and start w ith 0, which is traditionally the root pro­
cessor. Recalling our example, we are assuming to run computations 
on three processors: when launching the executable, the user w ill spec­
ify the number of processors in the command line, as we have seen in 
the previous section. When the computation begins, our communica­
tor comm w ill receive this information from the MPI_COMM_WORLD 
macro, and it w ill identify the processors w ith ranks 0,1 and 2. Once 
comm has been created, the user has access, for instance, to the total 
number of processes in the computation
i n t  n u m P r o c e s s o r s  =  comm.  N u m P r o c ( )  ;
or to the processor rank
i n t  p r o c e s s o r l D  =  c o m m . My PI D( )  ;
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These data can be used in conditional blocks (if statement, for instance) 
to make sure that a certain task is performed only on a predetermined  
processor, allowing vectors and matrix components to be distributed 
and retrieved w hen needed. A  typical example of this technique has 
been given in Listing 3.2.
The communicator is arguably the m ost basic Epetra feature, and it 
occurs in the instantiation of m any other Trilinos objects: as we w ill see 
in the next section, prescribing a certain vector distribution relies on  
an existing communicator.
3.1.2 Defining a distribution map with Epetra_  Map
Following the three steps of our example, w e are now  ready to enforce 
a distribution for vectors and matrices components. In general, w e  
w ill refer to as a map a distribution of integers among the processors.
In this context, w e are not referring to a distributed vector of integers, 
but to a generic set of integers which may be employed to label the 
components of a vector, or the rows or columns of a matrix: labels are 
in principle distinct from the components they are associated to.
From a formal point of view, a map is therefore a function
cp: X C N  ^  Y c  M,
where X is the set of integers to be distributed, and Y contains the 
processor identifiers. The map <p need not be injective (more than one 
integer label is assigned to a processor) nor surjective (to a processor 
may be assigned no labels).
From a practical point of view, the class Epetra_ Map is an im ple­
mentation of maps such as cp, and allows the user to access som e 
functionalities associated w ith it. As w e w ill see later, actions such  
as retrieving components of a vector or importing and exporting data 
to and from a certain processor are m anaged by an Epetra Map.
In our case, v  and w  are vectors in R^, whereas A  e  R^^^ 
w ill label the vectors components w ith the sequence X =  {0, 1, 2, . . . ,  7), 
following tlie C + +  convention that an array's first index (the base index) 
is always a 0. The processors identifier are held in the previously  
created communicator comm, as explained earlier, and they are Y =  
(0, 1, 2). Distributing a vector am ong processors, then, corresponds to 
define an expression for cp.
The sim plest and m ost natural way to distribute the vector v  is to 
assign its components evenly and contiguously to all processors of the 
computation: in our example, processor 0 w ill contain components 
0,1,2, whereas processor 1 w ill hold components 3, 4, 5 and proces­
sor 2 the remaining two components. This distribution is sketched in  
Figure 15, and it implies
'0 i f x  =  0 ,1 ,2
cp(x) =  { 1 if X =  3, 4,5
2 i f x  =  6, 7.
The Epetra_ Map corresponding to <p w hich w e w ill name simpleMap is 
generated in the code w ith the instruction
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Processor 0
Processor 1
Processor 2
w ' 1 i i! I
p . É
w
Figure 15: Matrix-vector multiplication w  =  A v on three processors.
Epetra Map s i m p l e M a p  ( 8  ,0 , comm)  ;
The first argument of the constructor is the length of the sequence 
we want to distribute (eight integers in this case), and the second ar­
gument is the base index which w e set to 0 ,  according to the C ++  
convention mentioned earlier. The last argument is the communica­
tor created in the previous section; w hen building a map, we need to 
know the number of processors and their identifiers, and we know that 
these information are encapsulated in an Epetra MPI Comm, therefore 
a distribution map constructor must depend on it.
In Figure 15 we sketched not only the distribution map for v, but 
also for the result vector v  and, more importantly for the matrix A: for 
the result vector w e have chosen the same map as for v, whereas the 
matrix is distributed row-wise. Following a common practice, each 
processor contains a certain number of rows of A: namely, we have 
labelled the rows of A  with the same sequence X already used for the 
vector components. We remark that, in principle, it is possible, and 
sometimes advisable, to have different maps for v, w  and the rows of 
A.
Once created, the distribution map provides access to a w ide variety 
of local as well as global attributes: in multi-processor computations, 
the adjective local refers to objects or indices existing on a particular 
processor, as opposed to global, which is used to describe properties 
that are independent from the parallélisation. The set X labels the 
vector components independently of the distribution map, therefore 
members of X are global indices; but it is also possible to define a set 
of local indices associated with the portion integers contained in each 
processor. As shown in Figure 16, processor 1, for instance, owns the 
components V 3 ,  V 4  and V 5 ,  but the local indices 0 ,  1 and 2  are also 
defined for this portion of vector.
Local and global indexing is crucial when users need to perform  
operations in parallel, therefore simpleMap is capable of dealing with  
either form of indexing at the same time: w e can ask simpleMap to 
return its global number of elements (eight in our example)
i n t  n u m G l o b a l E l e m e n t s  =  s i m p l e M a p  . N u m G i o b a l E l e m e n t s ( )  ;
or the number of local elements (three on processor 0 and 1, two on 
processor 2)
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Processor 0
0 1 2
V5
V6
V7
Processor 1 V3 V4 V5
0 1 2
Processor 2 V6 V7
0 1
Figure i6: An example of a distribution map. A  vector of eight com­
ponents, labelled from 0 to 7, is evenly distributed among three pro­
cessors. The portions of vectors contained in each processor have their 
own local indexing.
i n t  n u mMy E l e me n t s  =  s i m p l e M a p  . N u m M y E l e m e n t s ( )  ;
The last statement is particularly useful w hen used in conjunction with  
the following
i n t  my  Gl o b a  I E l e m e n t s  [ n u m M y E l e m e n t s ]  ; 
s i m p l e M a p .  M y G l o b a l E l e m e n t s ( m y G l o b a l E l e m e n t s )  ;
With these instructions, we have created the array myGlobalEl ements:  
this array, w hose length nu mMy El e me n t s  varies on each processor, con­
tains the global indices corresponding to the local indices, therefore, in 
our example, it w ill contain for instance the array {0,1,2} on processor 
0, and the array {6 ,7} on processor 2. This is a very useful feature w hen  
w e want to m odify specific components of the vector v ,  as w e w ill see 
in the next section.
We w ill conclude this section on maps by remarking that the method  
we presented to create s i mpl eMap is not the only one available. Most of 
the times, indeed, the user needs to create more complicated maps. For 
this reason, it is possible to define a map also by specifying the number 
of local elements on each processor or, in an even more involved but 
flexible way, the number of local elements together with the global 
indices associated with them. The interested reader can find examples 
of these constructors in the Tril inos tutorial [29].
3.1.3 Creating distributed vectors with Epetra_  Vector
In the previous sections w e have shown how to set up our code to 
perform instructions in parallel: the communicator comm contains MPI
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information, and simpleMap operates the distribution w e intend to use 
in the parallélisation. We are now  ready to create the vectors v  and w .
The Epetra class for distributed vectors is Epetra _ Vector. A  distribu­
tion map suffices to specify a vector of reals, therefore w e can create 
the vector v  w ith the simple command
E petra_V ector v(sim p!eM ap) ;
An array of length simpleMap.NumMyEIements() is then created and 
initialised on each processor. The components of v can be assigned  
with global instructions such as
V , Random {) ;
V . PutScalar ( 1 . 0 ) ;
With the first one w e assigns pseudo-random  values to all the global 
elements of v, whereas w ith the second one w e initialise the vector 
components w ith a real number (1.0 in this case). We can also set the 
vector components locally, and this is achieved w ith a loop like
for(  int i =  0 ; i <  simpleMap. NumMyElements() ; i++)
V [ i ] =  , . .
Once again, it should be noticed that, in fact, the vector v  G is never 
created if the code runs in parallel: in its place the Epetra Vector v 
allocates an array of length 3 on processors 0 and 1, and of length 2 on  
processor 2; the local length of v is held by simpleMap and this is w hy  
the loop index must go from 0 to simpleMap.l\lumMyElements() — 1. It is 
important to bear this in m ind w hen migrating from serial to parallel 
codes. Indeed, if the code w as serial, the above loop w ould be written 
as
f o r ( int i =  0 ; I < 8 ;  i ++)
V [ I ]  =  . . .
Such an instruction, w hen run in parallel, w ould produce a run time 
error in the best case: each processor w ould  attempt to assign eight 
components of v, writing beyond the array's bound.
Besides giving access to the local and global components of dis­
tributed vectors, the class Epetra Vector has m any other mathematical 
functions associated w ith it: it is possible, for instance, to compute at 
any time the norm of v, or the inner product or linear combination 
w ith another Epetra Vector.
Finally, w e introduce the class Epetra_MultlVector. A n instantiation 
of this class is a collection of Epetra Vectors arranged colum nwise and 
distributed with the same Epetra_Map. The matrix A , as w e presented 
it in Figure 15, could be thought of as an Epetra_MultlVector, for in­
stance. A  multivector is created by specifying a distribution map to­
gether w ith the number of vectors of the collection.
Epetra MultiVectors are particularly useful when the user wants to 
perform an operation recursively on a set of Epetra Vectors: w hen us­
ing a multivector, this action is performed automatically in one step 
on all processors, for aU the underlying distributed vectors. Multivec­
tors enjoy many of the properties of Epetra_ Vectors: more precisely 
the latter class inherits from the former according to object-orientation 
paradigm.
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3.1.4 Creating sparse matrices with Epetra_ CrsMatrix
To complete our example about parallel matrix-vector multiplication, 
w e need to build the matrix A  and then perform the algebraic m ul­
tiplication. As alluded to in the previous sections, matrices are usu­
ally distributed row-wise: the matrix is decom posed into blocks con­
taining a certain number of rows, and each processor contains one 
of these blocks. We have also seen that A  could be created via an 
Epetra_MultiVector class, by interpreting each column as a distributed 
vector. Such construction, though, is not optimal, as w e w ill now  ex­
plain.
Matrices arising from discretisations of differential operators often  
possess a certain structure: matrix dim ensions are large but almost 
all entries are zero (for finite-difference and finite-elements schemes). 
Sparsity is a desirable feature for large problems, in that allows matri­
ces to be stored w ith great m em ory savings. If the number of nonzero 
elements of a matrix is much smaller than the total number of ele­
ments, it is convenient to store nonzero values contiguously in a single 
vector, and to save their positions in one or two other auxiliary vectors: 
this mechanism allows to reconstruct the matrix completely, which is 
said to be stored in a compressed form.
The Compressed Row Storage (CRS) data format, w hich is implemented 
in Epetra_CrsMatrix class for sparse matrices, is based upon this con­
cept. This is the class w e w ill use in m ost of our codes. When creating 
and using these objects, tire user does not need to know details about 
the particular storage format used, and com m on matrix operations 
such as scalings, norms, matrix-vector and matrix-multivector m ulti­
plications are easily accessible. The fundamental steps for creating 
and filling an Epetra CrsMatrix are the following:
• create numNonzeros, an array of integer w hose length equals the 
number of local rows, simpleMap.NumMyElements() in our case;
• loop over the local rows, count the number of nonzero elements 
per row, and update numNonZeros accordingly;
• create the sparse matrix w ith  the instruction
Epetra CrsMatrix A(Copy , simpleMap , numNonZeros) ;
where Copy is an Epetra keyword recommended in m ost cases 
(see the Trilinos documentation);
• fill in the matrix elements row by row.
As said above, these steps are independent of the storage format; once 
the matrix sparsity pattern (also known as graph) is defined, the com­
pression takes place w ith the instructions
A. Fl l lComplete  () ;
A. Opt imizes to rage 0  ;
that fix the position of nonzero elem ents and apply the CRS format.
After these commands, no new  nonzero elements can be created: the 
graph is to be considered fixed, and any existing nonzero elements can 
be updated. When the matrix is filled in, w e can finally proceed w ith  
the matrix-vector multiplication, as shown in the next section.
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3.1.5 Complete example
In this section w e present the complete code that implements the ex­
ample discussed in the previous sections. Namely, the code contains 
instruction to verify the identity
2 -1
- 1  2 - 1
■ 0 ' '2.T
0.1 0
0.2 0
0.6 0
0.7 J .4
-1 2  ~ 1  
2
or sim ply A v  =  w .  This example w ill serve not only as a summary 
of the concepts introduced m the previous sections, but it w ill also 
show som e other interesting aspects of parallélisation, and the relative 
solutions offered by Epetra classes.
The code is divided into logical blocks. Various comments are in­
cluded in the listing. In particular, a comment containing the keyword 
global indicates that the following instruction involves a communica­
tion between processors; the reader can also see that whenever a global 
instruction is needed, Epetra classes can be employed to perform it ef­
ficiently w ith just one line of code. The example can be divided in the 
following blocks:
• Initialisation and MPI interface (lines 1-38): the code begins w ith  
the inclusion of the relevant Trilinos m odules and the MPI header. 
The first instruction of the main command is a calling to the 
MPI_lnit procedure: calling this subroutine is necessary for run­
ning MPI codes. This instruction, together w ith the finalisation 
procedure MPI_Finalize at the end of the code, are likely to be 
the only MPI commands in the code. The executable should not 
be run on more than eight processors, since the distribution of 
the eight components w ould becom e meaningless: in this respect, 
lines 26-38 limit the number of processors to be used.
• Definition of distributed vectors (Hnes 39-58): distribution map and 
vector V  are defined following the instructions given in Sections
3.1.2 and 3.1.3. The vector w  is instantiated as a copy of v , show ­
ing the use of the copy constructor. The last part of this block is 
used to fill in the components of v: as anticipated in the relevant 
section, for this operation w e need to rely on myGlobalElements, 
the set of global indices owned by the current processor.
• Definition of distributed matrix (lines 59-133): the matrix is instan­
tiated and fiUed row-wise. Nonzero elements are two on the first 
and last rows, three on the other rows: in order to build this 
sparsity pattern, the numNonzeros array is built. When filling a 
row, we collect the nonzero values in nonzeroValues, and the rela­
tive global column indices in columnGloballndices. Then w e insert 
the row with the InsertGlobalValues method. At the end, the CRS 
format is enforced w ith  OptimizeStorage.
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• Multiplication and finalisation (lines 134-150): the reader can see 
that the matrix-vector multiplication is performed on a single 
line. Before closing, the vector w  is printed for verification: it is 
to be noticed that the instruction cout < <  w is an Epetra shortcut 
to a formatted global printout of the vector w .
Listing 3.3: Matrix-vector parallel multiplication
/ /  T r i l i n o s  h e a d e r s  
^ i n c l u d e  " m p i . h "
^ i n c l u d e  "Epe t r a _ Mp i Co mm . h "
^ i n c l u d e  " Ep e t r a  V e c t o r . h "
^ i n c l u d e  " E p e t r a  C r s M a t r i x  , h"
i n t  mai n ( i n t a r g c . c h a r  ** a r g v  ){
/ /  I n i t i a l i s e  MPI ( g l o b a l )
M P I _ l n i t ( & a r g c  , & a r g v  ) ;
/ /  C r e a t e  t h e  c o m m u n i c a t o r  ( g l o b a l )
Epetra Mpi Comm comm(MPI COMM WORLD) ;
/ /  G l o b a l  d i m e n s i o n  o f  t h e  v e c t o r s  
/ /  ( r e p l i c a t e d  on a l l  p r o c e s s o r s )  
i n t  n u m G l o b a l E l e m e n t s  =  8;
/ /  R e t r i e v e  my i d e n t i f i e r  
i n t  myPID =  comm . MyPID ( ) ;
/ /  P r i n t i n g  who I am
c o u t  «  " H e l l o  , 1 am p r o c e s s o r  " «  myPID «  e n d l ;
/ /  P r e v e n t  t h e  u s e r  f r o m u s i n g  t o o  many p r o c e s s o r s  
i f  ( comm.  N u m P r o c ( )  >  n u m G l o b a l E l e m e n t s )  {
i f  ( myPID =  0 )
30 c e r r  «  " P l e a s e  run t h i s  e x a m p l e  w i t h  " «
n u m G l o b a l E l e m e n t s  «  " p r o c e s s o r  a t  mo s t  ! " «  
e n d  I ;
MPI  F i n a l i z e  ( )  ;
35 r e t u r n  ( EXI T_ SUCCESS)  :
}
/ /  E p e t r a  Map f o r  t h e  v e c t o r  and m a t r i x  r o ws  ( g l o b a l )
40 Epetra Map s i m p l e M a p  ( n u m G l o b a l E l e m e n t s  , 0 , c o mm) ;
/ /  I n s t a n t i a t e  t h e  v e c t o r  v ( g l o b a l )
E p e t r a  V e c t o r  v ( s i m p l e M a p )  ;
V . P u t S c a l a r  ( 0 . 0 ) ;
2 5
45 / /  I n s t a n t i a t e  the vector  w as a copy of v ( g l o b a l )  
Epetra_ Vector w(v) ;
/ /  How many elements  I own
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50 i n t  n u mMy E l e me n t s  =  s i m p l e M a p  . N u m My E l e m e n t s ( )  ;
/ /  Whi ch g l o b a l  e l e m e n t s  I own
i n t  * m y G l o b a l E l e m e n t s  =  s i m p l e M a p  . M y G l o b a l E l e m e n t s  ( )
55 / /  F i l l  my l o c a l  e l e m e n t s  o f  v
f o r  ( i n t  1 =  0;  i <  n u mMy E l e me n t s ;  i + + )
v [ i ]  =  0 . 1  * m y G l o b a l E l e m e n t s [ i ]  ;
/ /  N o n z e r o  e l e m e n t s  per  l o c a l  row o f  A 
60 i n t  * n u m N o n z e r o s  =  new i n t  [ n u m M y E l e m e n t s ] ;
/ /  Co u n t  n o n z e r o  e l e m e n t s  per  row
f o r  ( I n t  i =  0;  i <  n u mMy E l e me n t s ;  i + + )
65 / /  T h r e e  n o n z e r o  e l e m e n t s  per  r o w.  F i r s t  and l a s t
/ /  r o ws  ha v e  t w o  n o n z e r o  e l e m e n t s ,  
i f  ( m y G l o b a l E l e m e n t s [ i ]  =  0 | |
m y G l o b a l E l e m e n t s [ i ]  =  n u m G l o b a l E l e m e n t s  — 1 ) 
n u m N o n z e r o s f i ]  =  2 ;
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n u m N o n z e r o s [ i ]  =  3;
/ /  C r e a t e  m a t r i x  ( g l o b a l )
E p e t r a _ C r s M a t r i x  A ( C o p y  , s i m p l e Ma p  , n u m N o n z e r o s )  ;
75
/ /  A u x i l i a r y  a r r a y s  f o r  f i l l i n g  m a t r i x  r o ws  
i n t  * c o l u m n G l o b a l l n d i c e s  =  new i n t  [ 3 ]  ; 
d o u b l e  * n o n z e r o V a l u e s  =  new d o u b l e  [ 3 ]  ;
80 / /  F i l l i n g  r o ws  o n e  a t  a t i m e
f o r  ( i n t  i =  0;  i <  n u m My E l e m e n t s ;  i + + )  {
i f  ( m y G l o b a l E l e m e n t s [ i ]  =  0 )  {
85 / /  I f  I own t h e  f i r s t  row :
/ /  On t h e  d i a g o n a l  pu t  2
c o I u m n G l o b a l l n d i c e s f O j  =  m y G I o b a l E l e m e n t s [ i ]  ; 
n o n z e r o V a l u e s [ 0 ]  =  2 . 0 ;
90 / /  In t h e  l a s t  c o l u mn  pu t  3
c o l u m n G l o b a l l n d i c e s f l ]  =  n u m G l o b a l E l e m e n t s  — 1 ; 
n o n z e r o V a l u e s [ l ]  =  3 . 0 ;
}  e l s e  i f  ( m y G I o b a l E l e m e n t s [ i ]  =
95 n u m G l o b a l E l e m e n t s  —1 ) {
/ /  I f  I own t h e  l a s t  row:
/ /  In t h e  f i r s t  c o l u mn  pu t  3
c o l u m n G l o b a l l n d i c e s f l ]  =  0 ;
100 n o n z e r o V a l u e s f l ]  =  3 . 0 ;
/ /  On t h e  d i a g o n a l  p u t  2
c o l u m n G l o b a l l n d i c e s [0]  =  m y G l o b a l E l e m e n t s [ i ]  ; 
n o n z e r o V a l u e s [ 0 ]  =  2 . 0 ;
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}  e l s e  {
/ /  On an i n t e r m e d i a t e  row;
/ /  F i r s t  S u b d i a g o n a l ,  pu t  —1 
110 c o l u m n G l oba11 n d i c e s [0]  =  m y G l o b a l E l e m e n t s [ i ]  — 1 ;
n o n z e r o V a l u e s [ 0 ]  =  —1. 0;
/ /  D i a g o n a l  , put  2
c o l u m n G l o b a l l n d i c e s [ l ]  =  m y G l o b a l E l e m e n t s f i ]  ;
115 n o n z e r o V a l u e s [ l ]  =  2 . 0 ;
/ /  S e c o n d  S u b d i a g o n a l  , p u t  —1
c o l  u m n G l o b a  11 nd i c e s  [2]  =  m y G l o b a l E l e m e n t s [ i ]  +  1 ; 
n o n z e r o V a l u e s [ 2 ]  =  —1. 0;
}
/ /  I n s e r t  t h e  row
A.  I n s e r t G l o b a l V a l u e s  ( m y G l o b a l E l e m e n t s [ i ]  .
125 n u m N o n z e r o s [ i ]  , n o n z e r o V a l u e s  ,
c o l u m n G l o b a l l n d i c e s )  ;
}
130 / /  O p t i m i z e  s t o r a g e  ( g l o b a l )
A.  F i l l C o m p l e t e  ( )  ;
A.  O p t i m i z e S t o r a g e  0  ;
/ /  M a t r i x - v e c t o r  m u l t i p l i c a t i o n  ( g l o b a l )
135 A.  M u I t i p l y  ( f a  I s e  , V , w)  ;
/ /  P r i n t i n g  o u t  t h e  v e c t o r  ( g l o b a l )  
c o u t  «  w;
140 / /  F i n a l i s e  MPI ( g l o b a l )
MPI  F i n a l i z e  ( )  ;
/ /  C l e a n i n g  and r e t u r n  
d e l e t e  [] n u m N o n z e r o s ;
145 d e l e t e  [] c o l u m n G l o b a l l n d i c e s  ; 
d e l e t e  [] n o n z e r o V a l u e s  ;
r e t u r n  (EXIT SUCCESS)  ;
150 }
3 .2  TEUCHOS, THE UTILITY
The Greek word teOxoç means tools. Teuchos is a collection of portable 
C + + tools which helps developers in building scientific codes, and it 
comprises templated tools like parameter lists, command line parsers, 
timers, reference-counted pointers, xml parsers, MR! communicators, 
output functions, and many more. Due to their extreme versatility, 
Teuchos tools are used in many Trilinos classes and they represent also 
a way to synchronise and relate many Trilinos packages.
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Am ong the many Teuchos classes, w e w ill focus on RefCountPtr and 
ParameterList, as they are the m ost intensively used ones in ParaCont: 
the first one is a garbage collector, and the second one is a templated  
container of key-value pairs which can be used to build parameter lists. 
We w ill give now  a brief account of these two classes, and present a 
few examples.
3.2.1 Creating smart pointers with RefCountPtr
Pointers are a key feature in computer programining, and they are im­
plemented in high-level languages as well as in low-level ones. Gener- 
icaUy, pointers are data types w hose values point to another variable 
via its address; in many circumstances, especially w hen dealing with  
large objects, it is preferable to refer to a certain variable through its 
memory address, rather than through its identifier (its name). Using  
pointers is very common w hen interfacing w ith an object. The reader 
may imagine an object containing a large Epetra CrsMatrix as a private 
member: if an external object, a client, asks to access the distributed 
matrix, passing the matrix address is more efficient than passing all 
matrix content.
Pointers are also used in C + +  to allocate mem ory dynamically. Some­
times, to enhance flexibility and efficiency, it is necessary to create ob­
jects on the fly , at run time: C + +  syntax uses pointers to store the 
address of the new ly created variables, which have to be deleted ex­
plicitly by the users w hen they are not needed anymore, in order to 
clean the memory.
Failing or forgetting to clean the m emory allocated dynamically 
gives rise to w hat is said to be a memory leak. To have an idea of the 
potential damages of a m em ory leak, imagine what happens if a large 
object was allocated, but not deallocated, w ithin a/or loop; at each iter­
ation, the system  would reserve m em ory for the new ly created object, 
assigning to it every time a different address: not only w ould this pro­
duce wrong numerical results, but it could bring about a breakdown 
due to insufficient memory.
Deallocating memory is complicated by object-orientation, especially 
when object instantiation relies on passing-by-pointer constructors: if 
a certain object A creates internally a pointer ptr to a dynamically al­
located object, and if another object B shares ptr w ith A, the question 
of when to deallocate ptr arises. Indeed, the naive decision of deallo­
cating ptr when A is destroyed, could be inappropriate, as B could live 
longer than A, and still need ptr after A is destructed. For these rea­
sons, deallocating memory and writing constructors can become hard 
w hen object-oriented patterns are intricate or unknown to the devel­
oper (garbage collection problem).
Teuchos approaches this problem with the RefCountPtr class: the 
idea is that, instead of creating a standard C + +  pointer to an object, 
users w ill create a smart RefCountPtr pointer, w ith a different syn­
tax. Users are free to pass around RefCountPtr objects, w ithout wor­
rying about memory leaks, because smart pointers keep track of cross- 
references, and they are deallocated automatically w hen all clients 
have removed their reference to them. This allows class destructors
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to be left substantially empty.
Teuchos smart pointers can be used by including the header
^ i n c l u d e  " T e u c h o s  : : R e f C o u n t P t r  . hpp"
The data type used with Teuchos::RefCountPtr should not be a built-in 
data type (like int or double), as this w ould create unnecessary over­
head. Indeed, objects referenced by smart pointers are likely to be 
members or classes that w ill be shared with a number of other clients.
If we want to create a smart pointer, point it to an instantiation of the 
class aClass, and allocate memory dynamically, we can use
T e u c h o s  : : R e f C o u n t P t r  < a C l a s s P t r >  =
T e u c h o s  : : r ep ( new a C l a s s  ( . . .  ) ) ;
where we have indicated by aClass(...) the class constructor. If aClass- 
Method is a member of aClass, it can be accessed from aClassPtr as we 
would do with a normal pointer.
a C l a s s P t r —> a C l a s s M e t h o d  ( )  ;
The underlying class is also obtained with the usual pointer syntax 
♦aClassPtr. Teuchos' smart pointers comprise also solutions to perform  
dynamic or static casts: for a comprehensive explanation of Teuchos' 
smart pointers, we refer the reader to the Trilinos documentation.
3.2.2 Managing lists via ParameterLists
The Teuchos::ParameterList is a container of key-value pairs. The key is 
a C + +  standard string, whereas the value can be ahnost any type of 
C ++ object. This feature makes this class very useful to store parame­
ters, and to retrieve them at any point in the code; furthermore, since 
a ParameterList is also a valid type for a key of another ParameterList, it 
is possible to create nested lists. A new  em pty list is created and filled 
in w ith simple instructions
T e u c h o s  :: P a r a m e t e r L i s t  a L i s t ;
a L i s t  . s e t  ( "An i n t e g e r  " , 1 5 ) ;
a L i s t . s e t ( "A r e a l " , 5 . 3 ) ;
a L i s t  . s e t  ( "A s t r i n g " , " f o o  s t r i n g " ) ;
And sublists are named and created in one command
T e u c h o s  :: P a r a m e t e r L i s t  & a N e s t e d  L i s t  =  a L i s t  . s  u bl  i s t  ( "
N e s t e d  " ) ;
Similarly, parameters can be retrieved with suitable get methods. One 
of the m ost important features of Teuchos parameter lists, is that they 
can be read from (and written into) xml files, allowing even more flexi­
bility.

WORKING WITH PARACONT
To compute defects in reaction-diffusion system s, w e have chosen to 
base our software on Trilinos libraries, and specifically on Epetra, NOX 
and LOCA. Our choice has been influenced by their ability to deal w ith  
large system  and by the w ide range of numerical algorithms offered 
by all Trilinos libraries.
Having written a few, separate codes, each for different test cases, 
w e realised that m ost of them shared com m on features. Even having  
next to no experience w ith object-oriented programming, a recurrent 
code pattern was visible.
We decided then to bundle all the com m on features of our codes 
in a single package, acting on top of LOCA, w hich would allow us to 
carry out computations for a new  system  with a minim um  amount of 
code. With this in m ind, and taking advantage of the Trilinos resources, 
w e have designed a new  tool, being at the same time developers and 
exclusive users.
In this chapter w e w ill introduce ParaCont, our tool for continuing 
solutions to large systems of nonlinear equations in parallel. The name 
ParaCont has been chosen because it is the fusion between parallel and 
continuation and to stress the fact that tliis tool has been designed to 
run in parallel, even if it can be used in serial codes as well.
This chapter is an attempt to docum ent ParaCont, and at the same 
time to give an account of the ideas and motivation underlying the 
package. In the last section of this chapter, w e present an example of 
a concrete ParaCont implementation.
4.1 GENERALITIES ABOUT PARACONT
As mentioned above, ParaCont offers a series of classes that interface 
w ith LOCA. LOCA libraries possess their own generic, object-oriented 
interface, and ParaCont represents an extension of this interface. Thanks 
to inheritance, one of the fundamental concepts of object-oriented pro­
gramming, ParaCont can take full advantage of LOCA's remarkable 
flexibility: m ost of ParaCont's new  classes have indeed been developed  
focusing only on the interaction between LOCA and its users.
ParaCont classes can be divided into three groups: the core classes, 
the user-support classes and the utility classes. The first ones are formed 
by classes that communicate directly w ith  LOCA: it should be almost 
never be necessary to m odify these. The second set of classes is formed 
by templates that users w ill utilise to write their own codes, define 
their continuation problem, and determine ParaCont's behaviour. The 
third set of classes, the utilities, can be em ployed by users to include 
complementary input/outpu t features; even if they are slightly less 
generic, these classes try to follow the same re-usabiHty criteria whicli 
drive LOCA and ParaCont, and have been therefore included in the 
project. A  summary of ParaCont classes can be found in Table 7.
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Class type Class name
Core classes ContinuationManagerLOCAInterface
User-support classes ProblemNOXPrototype Problem LOCAPrototype
Utility chases
GenericUtils
lOVtkUtils
lOContFileUtils
Domain2D
DomainSD
PhaseConstraint
Table 7: Summary of ParaCont classes.
In this section w e w ill guide the reader through the construction 
of a ParaCont code, and w ill therefore concentrate primarily on how  
to use the user-support classes to write new  software. In Figure 17 the 
structure of a typical ParaCont code is sketched: users m ust write three 
files, inheriting from or interfacing with user-support classes. They are
• a continuation problem file: this is a C + +  file containing all the 
information specifying the continuation problem and the corre­
sponding input/output;
• a task file m xml format: from this file the user can control Para­
Cont behaviour, as w ell as define LOCA and NOX lists for choos­
ing steppers and preconditioners;
• a main file: this is a C + +  driver containing the MPI initialisation 
and finalisation; in this file the user w ill also set up the continu­
ation problem and launch the calculation.
These three files are, in m ost cases, the only files required to run Para­
Cont: as can also be seen in Figure 17, they communicate via inheri­
tance, instantiation or by passing variables, w ith the ParaCont core files, 
which use LOCA libraries to produce the executable. We w ül concen­
trate now  on how  to build the three files from scratch. We w ill examine 
here the generic example of a continuation problem
F(x; u) =  0 x ,F  6 p e  (4.1)
and outline how  to use ParaCont to solve it. At this stage w e w ill keep 
the example general and refer the reader to Section 4.6 for concrete 
implementations and examples.
4.2 DEFINING A  CONTINUATION PROBLEM
In this section w e w ül recall the steps necessary to build a continuation 
problem file. As we w ül see, ParaCont forces the user to im plem ent in 
the continuation file a series of compulsory methods, needed to define 
the problem: these functions must be present in the continuation prob­
lem class to ensure ParaCont's correct behaviour. The users can then
4 -2  DEFINING A CONTINUATION PROBLEM 7 I
' user files
I core files
LOCA
interface
continuation
manager
LOCA
libraries
main driver continuationproblem
xml task file
Figure 17: Sketch of ParaCont structure. Up: files to be created by 
the user. Down: core ParaCont files. Solid arrows indicate a relation­
ship through inheritance or instantiation. Dashed arrows indicate that 
variables may be optionally exchanged via constructors.
populate their classes w ith their own m ethods, as well as with com- 
plementary methods, which activate optional ParaCont features. The 
remainder of this section consists of a complete presentation of all con­
tinuation problem methods: after a brief description, we w ill indicate 
whether each method is compulsory or complementary. We w ill start by 
describing the compulsory m ethods and then proceed with the com­
plementary ones. A summary of all com pulsory ParaCont methods for 
the continuation problem class can be found in Table 8, whereas the 
complementary ones are contained in Table 9.
Numerical continuation requires solving the system (4.1) repeatedly 
for different values of the parameter vector p, therefore ParaCont must 
have access to methods which define the form of F or update the pa­
rameter vector. Arguably, these are compulsory m ethods and ParaCont 
requires the user to encapsulate these and other continuation-related 
information in a single class, the continuation problem class, which has 
been templated in two user-support base classes called ProblemNOXPro­
totype and ProblemLOCAPrototype. The first user-support class tem­
plates all the necessary methods to define a nonlinear problem, whereas 
the second one adds methods necessary for continuation and parame­
ter management. As documented in Section 4.2.1, the user will benefit 
from these classes via inheritance.
In the following section, we w ill explain how to create and initialise
7 2  WORKING WITH PARACONT
a continuation problem class; for the sake of clarity, we w ill refer to it 
as ContProblem, even though users are free to choose a name for their 
own continuation class.
4.2.1 Inheriting from templates
ContProblem is a general C + +  class, which we demand to inherit from 
ProblemNOXPrototype and ProblemLOCAPrototype: in this way, it w ill 
become a ParaCont class, and the continuation software w ill be able to 
retrieve all the information needed at run time. Inheritance is enforced 
in the header of the class via
Listing 4.1: Example of inheritance from ProblemLOCAPrototype.
/ /  More i n c l u d e  s t a t e m e n t s  h e r e . . .
^ i n c l u d e  " P r o b l e m L O C A P r o t o t y p e  . h"
c l a s s  C o n t P r o b l e m :
p u b l i c  P r o b l e m L O C A P r o t o t y p e  {
p u b l i c  :
/ /  C o n t P r o b l e m  p u b l i c  me mbe r s  h e r e . . .  
p r i v a t e  :
/ /  C o n t P r o b l e m  p r i v a t e  me mb e r s  h e r e . . .
}
With these instructions we declare that the user-defined continuation 
problem is a ProblemLOCAPrototype, and we can use all the methods 
already contained in the templates. Since ProblemLOCAPrototype in­
herits in turn from ProblemNOXPrototype, the commands above grant 
access to methods of both templates.
4.2.2 Writing constructors and destructors
ContProblem is now a derived class which is sharing with its base class, 
ProblemLOCAPrototype, all its public methods and variables. Never­
theless, due to the C + +  inheritance mechanism, ContProblem does not 
inherit the base class constructors and destructors, which therefore 
need to be explicitly provided by the user.
This is actually a good feature rather than a limitation, in that it al­
lows users to customise the constructor of the continuation problem  
according to their needs. In this way it is possible to make the con­
structor depend on variables and parameters needed from the class 
ContProblem during the continuation.
When building concrete examples w e suggest to use a constructor 
of the form
C o n t P r o b l e m  (
c o n s t  T e u c h o s  :: R e f C o u n t P t r  < E p e t r a _ Mp l C o m m >  & aComm,  
T e u c h o s  : : R e f C o u n t P t r  < T e u c h o s  : : P a r a m e t e r L i s t >  & 
a T a s k L i s t  ) :
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With this constructor we pass pointers to an MPI communicator and 
to the list of ParaCont options, which may be useful when writing in­
p ut/output methods within ContProblem. Instantiations of ContProb­
lem w ill appear in the main driver file, w hose structure will be ex­
plained later in Section 4.4.
The constructor is also a good place to declare and initialise other 
useful variables: as explained later in this section, ParaCont, following  
LOCA object-oriented approach, treats the continuation problem class 
as a black box: the m ost relevant ContProblem variables, such as the 
jacobian of F, or the list of continuation parameters, are supposed to 
be private members of the continuation problem class; they are made 
available to ParaCont through a series of Get m ethods which query for 
the desired address (usually this interface is implemented via smart 
pointers). A natural place to instantiate and initialise these internally 
stored variables is the constructor itself.
Destructors must also be written by the user, and they can be used  
for cleaning memory allocated dynamically in the constructors. We re­
mark that, if smart pointers are used throughout the code, destructors 
are reduced to be almost em pty methods.
4.2.3 Defining the nonlinear problem
The nonlinear problem (4.1) is defined by ParaCont via the specification 
of four methods which specify how  to compute F(x; p), how to eval­
uate and to retrieve the jacobian DxF(x; p), and how to get an initial 
guess for the first continuation step, x^^.
These methods and their syntax are ruled by the ProblemNOXProto­
type template. With the inheritance mechanism explained in Section 
4.2.1, we have indeed declared that ContProblem is a ProblemLOCAPro­
totype. For this reason, ContProblem must include the following meth­
ods:
• A  Computer method to define how  to compute F(x; p). This w ill 
be a compulsory public method with the following syntax
bool Computer ( const Epetra Vector & x ,
Epetra Vector & f ) ;
ParaCont w ill pass the vector of unknowns x in the input vari­
able x; this variable must be declared const because the user is 
not allowed to alter it within Computer. The variable x w ill be 
used to compute F, which will be stored in the distributed vector 
f, the output variable. Computer must return true if successfully 
run. It should be noticed that Computer has been made indepen­
dent from the parameter vector p: this vector is expected to be 
stored as private member of the continuation problem class, and 
it should therefore be accessible from within ContProblem (see 
Section 4.2.4 for details on how  to communicate the continuation 
parameters to ParaCont).
• A ComputeJacP method to define how to compute D%F(x; p).
This w ill be a compulsory public method with the following in­
terface
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b o o l  C o m p u t e J a c F  ( c o n s t  E p e t r a  V e c t o r  &. x )  ;
The method has only one input variable, the unknown vector x, 
and no output variables. The jacobian D%F(x; p)  is expected to 
be a large, sparse matrix, stored in an Epetra CrsMatrix;  com m u­
nicating the jacobian to ParaCont  through the Co mput e F interface 
would be computationally very expensive; the approach used  
by LOCA,  and consequently adopted by ParaCont ,  is to make 
the users instantiate the jacobian matrix in the constructor of 
their Cont Probl em class, declaring it as a private  member. Para­
Cont  w ill be able to m odify t h e  jacobian with t he  Co mput e J a c F  
method (which is to be made public, indeed) and to retrieve it 
via a pointer furnished by the GetJacF method, described later 
on in this section. The method Co mput e J a c F must return true if it 
completes successfully. We want to remark two important facts 
in this method. First, Co mput e J a c F must return D%F, where the 
derivatives are to be intended only  with respect to x: LOCA w ill 
calculate separately D^F(x; p)  by finite differences w hen needed. 
Second, even though D%F depends in general on p,  the parame­
ter vector is not an input variable of Comput e JacF.  As explained 
later on in the section, users are expected to store p  as a private 
member of the continuation problem class: as such, the param­
eter list w ill be accessible from everywhere within Cont Probl em 
and parameter values w ill be available from Comput eJacF.
• A GetJacF method to retrieve the address of the jacobian. This 
will be a compulsory public method
T e u c h o s  : : R e f C o u n t P t r  < E p e t r a _ C r s M a t r i x >
G e t J a c F 0  c o n s t ;
If the jacobian is instantiated as a private Epet ra_Crs Mat r i x  in the 
constructor, this function w ill contain essentially only a return in­
struction providing the desired pointer. It should be noticed that, 
since Get JacF is not expected to m odify or change any member of 
the Cont Probl em class, it m ust be declared to be a const method, 
as can be seen from the syntax described above.
• A Getlni t ialGuess method to retrieve the initial guess x^^. It will 
be a compulsory public method with the syntax
T e u c h o s  : : R e f C o u n t P t r  < E p e t r a _ V e c t o r >
G e t l n i t i a l G u e s s  0  c o n s t ;
Following the same approach described for the jacobian, the user 
is encouraged to instantiate the initial guess in the constructor, 
by means of a private Epetra_ Vector containing x^q. Such dis­
tributed vector w ill be made visible to ParaCont only through the 
pointer returned by the Get lni t ialGuess method.
4 .2 .4  M anaging continuation parameters
In the previous sections we have seen how to define a nonlinear prob­
lem and how to pass the relevant information to ParaCont  and LOCA.
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We have also seen that the rules to define the relevant methods are dic­
tated by the ProblemNOXPrototype base class. Our continuation prob­
lem class was able to access such methods because we made it inherit 
from Problem LOCAPrototype, which in turn inherits from ProblemNOX­
Prototype. The former class is indeed an extension of the latter, in that 
it contains not only all methods to define a nonlinear problem, but also 
some templates relating to the continuation problem itself.
We will describe here those ProblemLOCAPrototype methods con­
cerned with the management of continuation parameters. As stated 
above, a continuation problem F(x;p) — 0 depends in general on a 
vector of parameters p € R^. ParaCont expects the user to collect all 
the parameters in a LOCA::ParameterVector list. They are called con- 
tinuable parameters, to underline that each element of p is a potential 
continuation parameter.
Following the same approach that has been outlined for the jacobian 
and the initial guess, the user w ill instantiate a LOCA;:ParameterVector 
of continuable parameters in the ContProblem constructor. This list w ill 
be initialised with the parameters names and default values. During 
the continuation, ParaCont w ill interact w ith the continuable parame­
ters list in two ways: firstly, it w ill need to update the parameters at 
any continuation step; secondly, it w ill need to retrieve the entire list 
of parameter values. Consequently, the users must implement the Para­
Cont interface to the continuable parameter list via the following two 
methods:
• A SetContinuableParameter method to update the elements of the 
continuable parameter list. This w ill be a compulsory public method 
with the syntax
bool SetCont inuableParameter  ( s t r i n g  label  , 
double va l ue ) :
The input variables are a C + +  string containing the name of the 
parameter to be updated and a double w ith its value. The method 
will return true if successful. It should be pointed out that this 
method is intended to update only one parameter at a time: by 
using the LOCA interface, ParaCont can access the parameter list, 
its length and parameter names, and it w ill try to update a sin­
gle parameter when it is called. When coding this method, users 
will utilise the input variable label to update the corresponding 
entry in the internally stored parameter list: this is usually done 
via an if statement tiirowing an exception if label is not found 
to be a member of the list. This is a recommended practice, in 
that LOCA: : Para meterVector lists, unlike Teuchos lists, do not in­
clude any mechanism to perform this check automatically and 
eventually print out a useful message. This is one of the reasons 
w hy ParaCont is implemented almost entirely on Teuchos lists: 
LOCA::ParameterVector lists have been used only in this method, 
to ensure compatibility w ith LOCA.
• A GetContinuableParams method to retrieve the address of the 
continuable parameter list. This is a compulsory public method
LOCA : : ParameterVector GetContinuableParams () const ;
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M ethod Description
ComputeF Evaluates the residual F(x;p). Input vari­
able; X. Output variable: F.
ComputeJacF Evaluates the jacobian Jy (x; p). Input vari­
able: X.
GetJacF Returns a pointer to the internally stored
jacobian. The function has no arguments.
GetlnitialGuess Returns a pointer to the internally stored
initial guess. It has no arguments.
SetContinuableParameter Sets the value of a continuable parameter.
Input: the parameter name and value.
GetContinuableParams Returns a pointer to the internally stored
continuable parameter list. This method  
has no arguments.
Table 8: Compulsory methods for a continuation problem class.
which returns the internally stored parameters. As w e have seen  
at other occasions, the method is made const in order to prevent 
modifications of private variables from outside ContProblem.
We conclude this section w ith a technical observation about contin­
uation parameters: w ith the instructions furnished above, w e have ex­
plained how to deal w ith the continuable parameters; each continuable 
parameters is a candidate to be an actual continuation parameter. The 
user indicates the nam e of the actual continuation parameter in  the 
LOCA subhst of the xml task file, w hich w ill be discussed in Section 
4.5. From this point of view, the continuable parameter list defined  
above, w ould seem  quite redundant.
For practical reasons w e have nevertheless decided to implement a 
list of continuable parameter: m ost of the time, the continuation prob­
lem  w ill depend on multiple physical parameters; sometimes the user 
needs to span the parameter space by continuing first w ith respect to a 
certain parameter, say , and then by stopping the computation and 
continuing with respect to a second parameter 1x2. The continuable 
parameters list is then a convenient w ay to define aU physical parame­
ters, store them, and eventually add new  ones. If users need to switch 
continuation parameter, only a modification of the xml file is required. 
As w e w ül see m the reminder of this section, this list has also the func­
tion to separate continuable parameters from other kind of parameters, 
such as those relevant to the output of the continuation.
4.3 ADDING FUNCTIONALITIES TO THE CONTINUATION PROBLEM
So far w e have discussed the compulsory methods that the users must 
include in ContProblem in order to interact w ith ParaCont. The Problem­
LOCAPrototype template contains also a set of complementary methods 
to assist users in writing ParaCont results. A t present, ParaCont can 
implement two kinds of output: the first one is a summary of each 
continuation step, contained in w hat w e w ül caü a continuation file; the 
second one is a printout of the solution x  at the present continuation
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Listing 4.2: An example of a typical continuation file.
# D L2 norm P s
0 1 . 7 1 4 5 7 7 e + 0 l 6 . 1 5 4 2 3 0 e - 0 1 2 . 0 0 0 0 0 0 e + 0 0
1 1 . 7 1 6 7 8 6 e + 0 1 6 . 1 6 4 2 3 0 e - 0 1 2 . 0 0 0 0 0 0 e + 0 0
2 1 . 7 1 8 6 4 8 e + 0 1 6 . 1 7 4 9 7 2 e - 0 1 2 . 0 0 0 0 0 0 e + 0 0
3 1 . 7 2 0 1 9 7 e + 0 1 6 . l 8 6 3 1 9 e - 0 1 2 . 0 0 0 0 0 0 e + 0 0
4 1 . 7 2 1 4 7 1 e + 0 1 6 . 1 9 8 1 7 2 e - 0 1 2 . 0 0 0 0 0 0 e + 0 0
5 1 . 7 2 2 5 0 5 e + 0 1 6 . 2 1 0 4 4 8 e - 0 1 2 .0 0 0 0 0 0 e + 0 0
step, also called a solution file. The user can determine which data 
are to be printed in the continuation files and in the solution files. In 
particular, users may decide not to implement any of the following  
methods, in which case ParaCont w ill not save any information in the 
output files and w ill furnish only the LOCA and NOX standard output 
on the screen.
4.3.1 Output continuation files
The first kind of output ParaCont can produce is the continuation file: 
this file is intended to be a summary of each continuation step. By de­
fault, w hen the continuation begins, ParaCont creates a file called con­
tinuation.dat and leaves it empty. By using the m ethods outlined in this 
section, users can obtain write continuation files like the one showed in 
Listing 4.2. Data in a continuation file are arranged in columns: in the 
first column, ParaCont w ill save an identifier, an integer label for each 
continuation step; by default, steps are labelled starting from 0. The 
first column is the only one entirely controlled by ParaCont. The other 
columns are customisable by the user: it is possible to decide which  
parameters to print and how  to label them. ParaCont w ill arrange them  
in alphabetical order.
It is important to realise that there is no restriction on the kind of 
parameters printed in the continuation file: they can be physical pa­
rameters, continuation parameters, or measures and attributes of the 
actual solution. In the example shown in Listing 4.2, s is a physical 
parameter (remaining constant during the continuation), p is the con­
tinuation parameter, and the L2 norm of the solution is also calculated 
at each continuation step.
ParaCont em ploys the usual mechanism for defining, m odifying and 
retrieving the continuation file parameters. Firstly, users must define in 
their ContProblem constructor a Teuchos::ParameterList with the names 
of the parameters to be included in the continuation file. Secondly, the 
user can implement in ContProblem the following members:
• A SetContinuableFileParameters method to update all the param­
eters to be printed in continuation.dat. This is a complementary 
public method
b o o l  S e t C o n t i n u a t i o n F i l e P a r a m e t e r s (  
c o n s t  E p e t r a _ V e c t o r  & x ) ;
w hose function is analogous to SetContinuableParameters. The 
method for the continuation file parameters differs from the one
T8 w o r k in g  w it h  p a r a c o n t
for the continuable parameters in that users are expected to up­
date all parameters in the list at once in this function. The reader 
should note that this method has been made dependent on the 
input variable x, containing the unknown at the present contin­
uation step, so that solution-dependent parameters such as the 
L2 norm can be easily calculated. This method has no output 
variables and returns true if successful.
• A GetContinuationFileParameters method to retrieve the internally 
stored list with the continuation file parameters. This is a comple­
mentary public method,
T e u c h o s : :  R e f C o u n t P t r  < T e u c h o s  : : P a r a m e t e r L i s t  >  
G e t C o n t i n u a t i o n F i l e P a r a m e t e r s  ( ) :
with no input and output arguments, returning a smart pointer 
to the continuation file parameter list. The only difference with  
its continuable parameter equivalent is that this method returns 
a pointer to a Teuchos list rather than a LOCA list, as explained 
earlier.
• An UpdateContinuationFile method to write a generic line of data 
in the continuation file. This is a complementary public method  
with the interface
b o o l  U p d a t e C o n t i n u a t i o n F i l e  ( 
c o n s t  s t r i n g  & f i l e  N a m e  , 
c o n s t  i n t  & i d S t e p  , 
c o n s t  T e u c h o s  :: P a r a m e t e r L i s t  & 
c o n t i n u a t i o n F i l e P a r a m s )  ;
The method has no output variables, and passes as input the 
name of the continuation file, the identifier of the actual contin­
uation step, and the continuation file parameter list. In this way, 
users are given some freedom as to what to print into the contin­
uation file, and how to organise the data; after each continuation 
step, Para Cent calls this method, and users are given two options: 
either they decide to employ Para Cent's utilities expressly writ­
ten for the purpose of updating the continuation file (such utili­
ties are contained in the lOContFileUtils class and documented in 
Section 4.3.2), or they can create their own customised function, 
relying on the variables passed by the method's interface; in the 
second case, the users can retrieve where to write the output (via 
the fileName variable), on which line of the continuation file they 
are writing (idStep variable) and the full list of continuation file 
parameters, which must have been previously stored in the Con­
tProblem constructor.
4.3.2 Continuation file utilities
As mentioned in the previous section, ParaCont gives the user the op­
tion to decide how to print their continuation data, but it also allows 
them to use a standard set of routines that produce an output similar 
to the one shown in Listing 4.2. This is done via the ParaCont class
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lOContFileUtils: its header is to be included in ContParam, providing 
the users w ith four public methods. Of the four methods contained in 
this utility class, only one is likely to be employed by the user: it is the 
method
b o o l  U p d a t e C o n t F l l e  ( c o n s t  s t r i n g  & f i l e N a m e ,
c o n s t  i n t  & i d S t e p  ,
c o n s t  T e u c h o s  :: P a r a m e t e r L i s t  & f i l e P a r a m s  ) ;
w hose interface matches exactly the one of the UpdateContinuationFile 
method in the continuation problem file (see Section 4.3.1). The two 
classes have indeed been designed to m inimise the amount of code 
written by the user: from whitin the continuation file class, in the Up­
dateContinuationFile method, the user can write a single call to the Up- 
dateContFile function of the lOContFileUtils presented above, and Para­
Cont w ill automatically write the file header (in which the parame­
ters names are determined via the continuation file list) and the corre­
sponding parameters. As a result, the output w ill be similar to the one 
in Listing 4.2.
The remaining four classes of the continuation file utility are used  
internally by ParaCont to initialise the parameters, write the file header 
and eventually restart the continuation. For this reason they are not 
documented here. The interested reader is referred to the source files, 
which have been commented for this purpose.
4.3.3 Output solution files
As mentioned above, ParaCont is also capable to print out, for each 
value of the parameters |u, the solution x  satisfying F(x; p) =  0. Solu­
tions are printed in separate files and labelled with the corresponding 
continuation step index. After Para Cent completes a continuation, the 
directory in which the executable has been run contains files like with  
names of the form
s t e p  OOOOOO . v t k  s t e p _ 0 0 0 0 0 2  . v t k  
s t e p  OOOOOl . v t k  s t e p _ 0 0 0 0 0 3  . v t k
By default, ParaCont sets step_ as prefix to the solution files, and 
vtk for their extension. The default format for solution files is indeed 
vtk (Visualization Toolkit) which has been chosen because vtk files can 
be read and plotted by Para View, a parallel visualisation software de­
signed for large files. As in the case of continuation files, ParaCont 
supports the vtk format by default w ith a predefined set of utilities 
(see Section 4.3.4), but allows users to choose their favourite format for 
the solution files.
First of all, the user can control prefix and extension of the solution  
files via the xml task file which w ill be introduced in Section 4.5. Sec­
ondly, the user has full control on the format of solution files, and on 
parameters eventually contained in it.
From a users perspective, writing solution files requires steps very 
similar to writing continuation files. ParaCont allows the user to instan­
tiate a private Teuchos list containing the solution files parameters: these 
are parameters that may be printed on the header of each solution file; 
clearly this set of parameters may or may not coincide with the con-
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tinuable parameters or the continuation file parameters, and it is up to the 
user to decide what to print out in the headers.
Solution file parameters can be very useful to stop and restart a con­
tinuation; if solution files parameters and continuable file parameters 
coincide, it is possible to code the ContProblem class to read initial 
guess and initial continuable parameters from a single solution file, 
and start a continuation file from it. This requires of course a gram­
mar for input/output files: for technical reasons, we chose vtk for this 
purpose, but most users may have different requirements and can im­
plement their own strategy.
After the solution files parameters have been instantiated in the con­
structor, the user can call the following methods to deal with the solu­
tion files:
• A SetSolutionFileParameters method to update all solution file pa­
rameters. This is a complementary public method with interface
b o o l  S e t S o l u t l o n  F i l e P a r a m e t e r s  ( 
c o n s t  E p e t r a  V e c t o r  & x ) ;
and it is analogous to SetContinuationFileParameters. It returns 
true if successful.
• A GetSolutionFileParameters method to retrieve the address of the 
internally stored Teuchos list containing solution file parameters. 
It is a complementary public method with syntax
T e u c h o s : :  R e f C o u n t P t r  < T e u c h o s  : : P a r a m e t e r L i s t  >  
G e t S o l u t i o n F i l e P a r a m e t e r s ( )  ;
and it is analogous to GetContinuationFileParameters.
• A PrintSolutionFile method to determine the solution files format. 
It will be a complementary public method with interface
b o o l  P r i n t S o l  u t i o n  F i l e  (
c o n s t  s t r i n g  & f i l e N a m e  , 
c o n s t  E p e t r a  V e c t o r  & x , 
c o n s t  T e u c h o s  :: P a r a m e t e r L i s t  & 
s o l u t i o n F i l e P a r a m s )  ;
This method has the same interface of UpdateContinuationFile. It 
passes as input variables the solution file name (step OOOOOl.vtk, 
step_0000002.vtk etc., or a name specified otherwise by the user), 
the solution x and the actual list of solution file parameters. The 
method returns true if successful. We emphasize that, unlike the 
continuation file case where x  is used mainly to compute cer- 
taing solution dependent parameters (such as L2norm), users are 
likely to print x itself in the solution file; it is worth recalling 
that X is a distributed vector, therefore its components are scat­
tered among all processors: in parallel computations, this im­
plies that some components of x may not be accessible locally. As 
mentioned above users may decide to use the lOVtkUtils func­
tions to print out Para View-readable files: these routines retrieve 
the components automatically, and then print the entire vector x
4-3  a d d i n g  f u n c t i o n a l i t i e s  t o  t h e  c o n t i n u a t i o n  p r o b l e m  8 l
M ethod Description
SetContinuationFiieParameters Updates all parameters in the con­
tinuation file parameters list.
GetContinuationFileParameters Returns the address of the continu­
ation file parameters list.
UpdateContinuationFile Writes the actual continuation step
in the continuation file.
SetSolutionFileParameters Updates all parameters in the solu­
tion file parameters list.
GetSolutionFileParameters Returns the address of the solution
file parameters list.
PrintSolutionFile Writes one solution file, at the ac­
tual continuation step.
Table 9: Complementary m ethods for the continuation problem class.
in the solution files. Users can also implement their own strat­
egy, and in this respect w e strongly recommend another ready- 
to-use set of libraries, provided by Trilinos: the Epetra Ext pack­
age contains a series of input/outpu t classes supporting various 
formats; w e find MultiVectorToMatiabFiie very useful, which pro­
duces a simple text file containing the desired Epetra Vector or 
Epetra_MultiVector. These routines deal automatically w ith vec­
tor distributions, and they can be used to import distributed Epe­
tra Vectors from a data file.
4.3.4 Vtk files utilities
We have introduced the lOVtkUtils class in the preceding section. This 
class is a collection of m ethods that facilitate the input from (and out­
put to) vtk files which are used by the Visualization Toolkit, a compre­
hensive set of object-oriented C + +  libraries for visualisation. The vtk 
project is vast but well structured and carefully documented; thus w e  
w ill not explain the Visualization Toolkit approach and the vtk format 
files here, but refer the reader to the user's guide [19] for example of 
use and format description. In m ost cases the users w ill not need to 
use any vtk libraries, but may profit from a general knowledge of the 
file format; w e refer the interested reader to Section 15.3 of the Visu­
alization Toolkit Guide, w hich is self-contained and describes the vtk 
format in detail.
H ie motivation for choosing then vtk format came essentially from  
the possibility to use these files in conjunction w ith ParaView, a parallel 
vtk-based application w hich allows to create graphs and m odify them  
interactively. Besides being freely distributed, ParaView is able to pro­
cess large amounts of data, especially numerical solution of PDEs, and 
therefore tibis fits w ell Trilinos and ParaCont. ParaView is documented  
in the guide [32].
A  full descrption of the vtk format and of Para View's capabilities is 
beyond the scope of this report. We aim instead at outlining the infor-
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mation needed for users to obtain Para View-readable output. To this 
end, it seems more appropriate to explain the lOVtkUtils class via exam­
ples, rather than describing the class m ethods individually. We should  
point out that, in designing Para Cent, we tried to use self-explanatory 
names for each method, and to include a substantial amount of com­
ments in the header files, so that developers can leam  about each class 
by reading the source code.
Before giving examples, we w ill describe som e general features of 
this utility, and som e of the criteria that guided us during the class 
design. Vtk files are generally com posed by a few parts. The following  
is an example of a vtk file written by lOVtkUtils:
Listing 4.3: Example of a vtk file.
#  v t k  D a t a F i l e  V e r s i o n  3 . 0  
2 PARAMETERS Ix =  l 2 . 5 6 6 4 .  n x = 3 3 ,  p = 0 . 6 1 5 4 2 3 ,  s = 2 ,  END 
ASCII
4 DATASET STRUCTURED POINTS 
DIMENSIONS 33  12 9  1
6 ORIGIN 0 0 0
SPACING 1 1 1  
8 POINT DATA 4 2 5 7
SCALARS C o m p o n e n t l  f l o a t  
10 LOOKUP TABLE d e f a u l t  
1 . 3 3 1 7 3  
12 1 . 3 2 6 7 6
14 SCALARS C o m p o n e n t 2 f l o a t
Each vtk file can be divided into five parts:
• Data file version (line 1): the actual version of the vtk format file is 
3.0.
• Header (line 2): this line contains a string of maximal 256 char­
acters, terminated by a return carriage. The string can contain a 
data description or any other pertinent information.
• Data format (line 3): this line contains either the string ASCII or 
BINARY. In our case we have text files.
• Dataset structure (lines 4-7): in this part the user must define 
geometry and topology of the underlying grid. This section can 
have a variable number of lines, depending on the configuration 
that is being used.
• Dataset (lines 8-17): this part contains the actual vector of un­
knowns. Each unknown is labelled as a SCALAR, which would  
be a shortcut for scalar field; If a vector contains multiple scalar 
fields, they are included in different, consequent SCALAR blocks.
The example file given above allows us to comment on two funda­
mental features of lOVtkUtils. The first remark has to do with the solu­
tion file parameters. As explained in Section 4.3.3, these are numerical 
or physical parameters that the user whishes to include in a solution 
file. The only place where they could be included in a vtk file is the
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second line. This limits the number of maximum parameters that can 
be included as this line can not exceed 256 characters but this space 
w ill be enough in most cases.
The choice of the format for the second line is also connected with  
the solution file parameters: since w e aim to use the same files to both 
visualise the solutions and initialise continuation steps, we need to 
define a grammar, a unique way to define, read and write a variable 
number of parameters. An example of the grammar used by lOVtkUtils 
can be seen in the example above: the second line must begin w ith the 
keyword PARAMETERS, and m ust finish w ith the keyword END: in 
between these two keywords, each parameter is then specified via a 
key-value syntax {par name) — {par value) followed by a comma.
The second remark regarding the vtk utilities concerns the SCALARS 
blocks. In general the unknown vector x  contains the unknowns of 
a system of PDEs: if we are continuing a system of two PDEs in 
the unknowns u  and v, for instance, their discretised versions will 
be arranged in the distributed vector x. In the vtk file, they will 
be stored in two consequent SCALAR blocks, one for u  and one for 
V .  lOVtkUtils solves this problem by forcing the users to use Epe­
tra _  Multi Vectors: the user is expected to pass from the Epetra Vector 
containing x  to an Epetra _  M ultiVector with two columns containing 
u  and V .  If users em ploys the vtk utilities, they w ill always have to 
pass an Epetra _  M u ItiVector when reading and writing a vtk file: each 
subroutine will count the columns of the multivector and write the 
corresponding SCALAR blocks in the solution file. This approach is 
slightly inefficient, in that at each continuation step, an Epetra _ Vector 
to Epetra _  M u Iti Vector conversion is necessary, but it has nevertheless 
been chosen to allow for greater flexibility.
We conclude this section by presenting two examples about how to 
write and read a vtk files w ith lOVtkUtils. After including the lOVtkU- 
tils.h file in ContProblem's header, users can access the file members.
As explained in the previous section, these utilities are best used in 
the PrintSolutionFile method of the continuation problem class. We 
give here one possible implementation of this method (members of 
lOVtkUtils can be recognised because they contain the Vtk keyword).
Listing 4.4: Writing a solution file w ith lOVtkUtils.
b o o l  C o n t P r o b l e m : :  P r i n t S o l u t i o n F i l e  (
c o n s t  s t r i n g  & f i l e N a m e  , 
c o n s t  E p e t r a  V e c t o r  & x ,  
c o n s t  T e u c h o s : :  P a r a m e t e r L i s t  & x P a r a m s ){
/ /  W r i t i n g  p r e l i m  na r y  i n f o r m a t i o n  
i f  ( comm.  m y P I D ( ) = = 0 )  {
W r i t e H e a d e r T o V t k F i l e  ( f i l e N a m e  ) ;
10 W r i t e P a r a m s T o V t k F i l e  ( f i l e N a m e  , x P a r a m s )  ;
W r i t e V t k F i l e T y p e (  f i l e N a m e  . " A S C I I " )  ; 
W r i t e S t r u c t u r e d P o i n t s T o V t k F i l e ( f i l e N a m e , n x , n y , l
}
15 / /  The  s o l u t i o n  mus t  be a m u l t i v e c t o r
T e u c h o s  :: R e f C o u n t P t r  < E p e t r a _  M u Iti V e c t o r  >  s c a l a r s
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T e u c h o s : :  rep ( n e w  E p e t r a  _  M u Iti V e c t o r  ( x ) )
/ /  W r i t i n g  t h e  s o l u t i o n  
W r i t e S c a l a r s T o V t k F i l e ( f i l e N a m e  , s c a l a r s )  ;
r e t u r n  t r u e  :}
The example follows more or less the structure of the vtk example 
file reported previously: lines 7-13 deal with the first four part of the 
file. All these methods are to be executed on one processor only, to avoid 
writing the same line many times on one file (recall what was said 
about MPI paradigm and hello world messages in Section 3.1). In the 
code, w e execute this task on the root processor, via an Epetra commu­
nicator: we recommend to make comm a private member of ContProb­
lem class, so that it is accessible from everywhere within ContProblem 
(and in particular from its PrintSolutionFile method); following the con­
structor we proposed in Section 4.2.2, this task should be relatively 
easy.
Of the four methods which write preliminary information to vtk file, 
we draw particular attention to WriteParamsToVtkFile: this function 
takes as arguments the file name and a Teuchos parameter list, and 
writes the header according to the grammar introduced by ParaCont 
and explained earlier in this section.
The method WriteStructuredPointsToVtkFile can take only four input 
arguments: they are the file name and the number of grid points in the 
three-dimensional Euclidean space; this may seem strange, as in order 
to define a dataset structure, more information is needed (they appear 
in vtk files under the ORIGIN and SPACING fields); this information 
is not included when calling WriteStructuredPointsToVtkFile, but sen­
sible default values have been chosen (see the source files to see the 
complete syntax of this method).
Lines 14-20 serve to print the actual solution to the file as discussed  
earlier. These instructions are global, since the called methods take 
care of eventual data exchange among processors. The solution is 
stored in an Epetra Vector and needs to be transformed into an Epe- 
tra_MultiVector before being passed to WriteScalarsToVtkFile. The com­
mand for the transformation seems to be quite intricate (lines 15-17 of 
4.4): by reading it right-to-left, w e discover that this is a synthetic way 
to
• instantiate a multivector and initialise its first column with the 
unknowns x contained in a distributed vector);
• allocate the corresponding memory dynamically;
• create a Teuchos smart pointer called scalar and attach it to the 
newly created multivector.
Having seen how to use the vtk utilities to write a solution file, we 
can now present an example of importing the solution from a file. We 
imagine this to happen in the constructor of ContProblem, even if this 
can be done in a separate method.
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Listing 4.5: Reading a solution file w ith lOVtkUtils
C o n t P r o b l e m  : :
C o n t P r o b l e m  (
c o n s t  T e u c h o s : :  R e f C o u n t P t r  < E p e t r a _ M p i C o m m >  & aComm,  
T e u c h o s  : : R e f C o u n t P t r  < T e u c h o s  : : P a r a m e t e r L i s t  >  & 
a T a s k L i s t  ) :
/ /  I n i t i a l i s e  more  me mb e r s  h e r e . . .
i n i t i a l G u e s s ( T e u c h o s : :  n u l l ) ,  
s o l u t i o n F i l e P a r a m s ( T e u c h o s  : : n u l l  ){
/ /  D e f i n i n g  s o l u t i o n F i l e P a r a m s  and i n i t i a l G u e s s  h e r e
/ /  I m p o r t i n g  t h e  s o l u t i o n  f i l e  l i s t  
15 R e a d P a r a m s F r o m V t k F i l e ( "  i n i t i a l G u e s s  . v t k "  ,
♦ s o l u t i o n F i l e P a r a m s )  ;
/ /  C a s t i n g  t h e  i n i t i a l  g u e s s  v e c t o r  as  a m u l t i v e c t o r  
T e u c h o s : :  R e f C o u n t P t r  < E p e t r a _  M u Iti V e c t o r  >  
i n i t i  a IG u e s s  M u 11 i V e c t o  r =
20 T e u c h o s  :: r c p _ d y n a m i c _ c a s t < E p e t r a _ M u l t i V e c t o r >  (
i n i t i a l G u e s s )  ;
/ /  R e a d i n g  i n t o  t h e  v e c t o r  
R e a d S c a l a r s F r o m V t k F i l e ( "  i n i t i a l G u e s s  . v t k "  , 
i n i t i a l G u e s s M u l t i V e c t o r )  ;
/ /  More p r o c e d u r e s  h e r e . . .
}
In this example w e read a vtk file from the ContProblem construc­
tor: in lines we have given the constructor interface, the initial 
guess and solution file parameters initialisation. These variables are 
supposed to be declared private in ContProblem header file, and the rel­
ative pointers are initialised to null. In lines 9-15, after having defined 
the relevant variables, w e show how to import the solution file param­
eters into a Teuchos list, by reading from a fictitious file initialGuess.vtk. 
The method ReadScalarsFromVtkFile assumes that solutionFileParams is 
an existing nonem pty list, w ith a set of defined parameter names: the 
user needs to know exactly which parameters w ill be read from the 
vtk file; discrepancies between solutionFileParams list and the second 
line of the vtk are signalled with an exception at run time.
In lines 16-23, we read the SCALAR fields of the file via the Read­
ScalarsFromVtkFile method, which accepts only Epetra_MultiVectors as 
input variables. The syntax proposed here to pass from vectors to m ul­
tivectors is different from the other example. Reading left-to-right, we 
see how  to use dynamic casting to obtain sim ultaneously two effects:
• create initialGuessMultiVector, a smart pointer to a multivector;
• attach to an existing vector.
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Even though it may seem strange that we declare a pointer to a m ul­
tivector and assign to it the address of a vector (they are in principle 
distinct objects), the syntax is correct, and it highlights one of the most 
desirable features of object-orientation; since Epetra multivectors and 
vectors are linked by inheritance (an Epetra _  Vector is an Epetra_ Vector, 
these two classes have been designed for this purpose), it is possible to 
use a C-t—t- dynamic cast: loosely speaking it is possible to camouflage 
Epetra MultiVectors in Epetra_ Vectors; in this way, we can perform an 
action on initialGuessMultiVector, and have it reflected directly by the 
underlying initialGuessVector. In our case, w e used this construction 
to read from initialGuess.dat into initialGuessMultiVector, but since the 
latter points to initialGuess, we have in fact initialised the initial guess 
itself.
To conclude this section, we comment on the apparent disjointness 
of these methods: it would seem that, rather than writing single in­
structions to write a specific block to a vtk file, we could have imple­
mented methods that would encapsulate in a single call all the instruc­
tions for writing to a file. Even though a method
W r i t e O n V t k F i l e ( " i n i t i a l G u e s s  v t k "  , 
i n i t i a l G u e s s M u l t i V e c t o r )  ;
sounds quite appealing, we deliberately chose to provide only elemen­
tary subroutines: this is essentially due to the great complexity of vtk 
format files; here we have indeed presented only one possible way to 
visualise scalar fields on an evenly spaced two-dimensional grid, but 
in m ost cases, when the topology of the grid is different (radial coordi­
nates, for instance), or when the fields need to be combined together, 
vtk files must contain different data blocks and different keywords. By 
deciding to fragment the routines for writing to these files, we have 
in fact templated the procedure: new methods can be easily added on 
top of the existing ones. Users can write methods like WriteOnVtkFile, 
which can then be added to the lOVtkUtilities source files.
4.3.5 Generic utilities
The GenericUtils class has been conceived as a collection of methods 
than can be used in different contexts, inside and outside the continu­
ation problem file. At the moment it comprises only two methods for 
helping users to pass from a vector containing multiple components 
of a system  of PDEs to a multivector w hose components are arranged 
columnwise. More precisely, if the system of PDEs is, say, in two scalar 
unknowns u  and v, discretised in n  grid points, the methods we are 
about to describe help to convert.
uo 
Vo
V i2n 3 X  =
^ n —1 
V n - 1
to and from Y  =
U q Vo
u i U l
G
."U-n-l V n - 1.
This conversions are particularly useful in the following cases:
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• The user needs to compute a quantity depending only on u  or 
only on v, but the variable they can access is the distributed vec­
tor X (this may happen, for instance, in an UpdateContinuationFile 
method);
• The user needs to read from or write to a solution file, where u  
and V must be split in order to be plotted (this may happen in a 
PrintSolutionFile method).
By including the header GenericUtils.h, the user can access the two 
functions
b o o l  S p l i t C o m p o n e n t s  (
c o n s t  T e u c h o s  : : R e f C o u n t P t r  < E p e t r a _ V e c t o r >  & x ,
T e u c h o s  : : R e f C o u n t P t r  < E p e t r a _ M u l t i V e c t o r >  & y ) ;
b o o l  Ga t h e r  C o m p o n e n t s  (
c o n s t  T e u c h o s : :  R e f C o u n t P t r  < E p e t r a _ M u l t i V e c t o r >  & y ,
T e u c h o s  ; ; R e f C o u n t P t r  < E p e t r a _ V e c t o r >  & x ) ;
In the first method x is the input variable, and its splitted components 
w ill be stored in y, whereas in the second method input and output 
are reversed.
In most cases, x and y w ill be distributed objects, therefore a problem  
arises from the corresponding distribution maps: if their choice was 
left entirely to the user, this could result in an incompatibility between  
the two maps. For these reasons, som e constraints are imposed on the 
distribution of the two objects. In the generic case of a system of m  
PDEs, w e w ill have Y 6 thus x  G R ^ ^ . If w e denote by P G N
the set containing the processor ranks, one map w ill be associated with  
the columns of Y
(Py : {0, 1, . .  . , n -  1} ^  P,
and a second one is associated with x
(Px: {0, 1, . .  . , n  — l , n , .. . , 2n  — 1, . . . ,  (m — 1 ) n , .. . , m n — 1) —> P.
When using SplitComponents and GatherComponents, these two maps 
must respect the following constraints
• if Tiyj and are the number of local elements on the k-th pro­
cessor, then it must be
Uyi =  mn-x ,^ Vk G P. (4.2)
• if «y  g and <x]^ g are the vectors of global indices contained on 
processor k, then
i  G ^ { i ,  i + l , . . . , i  +  rn)  G
‘■yi
The first condition makes the two maps compatible w ith respect to 
local elements. With the second one w e are avoiding that components 
which are expected to be locally contiguous, happen to be stored on
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different processors: in other words, returning back to the example 
with u  and v at the beginning of this section, we want to avoid the 
case that U{ and lie on different processors.
When continuing system of PDEs, users are likely to deal w ith these 
maps in their Cont Probl em classes, since in that case the map for the 
grid nodes of a computational domain and the map for the unknown  
vector X share the same relationship that links cpy with (p%. For this 
reason, w e conclude this section by commenting on the way such maps 
can be obtained with Trilinos.
If we call ma pY and ma pX the E p e t r a _ Ma p s  for cpy and cpx respec­
tively, we suggest to instantiate first mapY,  to derive its number of 
local elements, and then prescribe for ma pX an appropriate number of 
contiguous local elements, as shown in the following extract
Listing 4.6: Instantiation of mapX and mapY.
/ /  D e c l a r a t i o n s  h e r e . . .
3 / /  S i m p l e  map c o n s t r u c t o r  , b a s e d  on g l o b a l  e l e m e n t s
E p e t r a _ Ma p  mapY(  n u m G l o b a l E l e m e n t s Y  , 0  , comm)  ;
6 / /  Number  o f  l o c a l  e l e m e n t s  in y
i n t  num My El eme nt s  Y =  mapY.  N u m My E l e m e n t s ( )  ;
9 / /  Number  o f  l o c a l  e l e m e n t s  in x
nu mMy E l e me n t s X =  n u mMy E l e m e n t s Y * n u m C o m p o n e n t s  ;
12 / /  A l t e r n a t i v e  Map c o n s t r u c t o r  f o r  x
Epetra Map ma pX( —l , n u mMy El e me n t s X , 0  , comm)  ;
15 / /  More  c o d e  h e r e . . .
In this code, at line 10 w e are im posing the condition (4.2) on the 
number of local elements, whereas the non-standard Epet ra_ Map con­
structor of line 13, in which we pass the local elements of x, enforces 
automatically the contiguity condition (4.3).
4.3.6 Finite difference domain utilities
When solving PDEs numerically by finite differences, it is necessary to 
define a discrete set of points on which the solution w ill be approxi­
mated. This grid is customarily used in conjunction with a stencil, a 
template establishing connections between the central node, the point 
of which we want to approximate the solution, and the neighbouring 
nodes, the points which are being used to produce the approximation 
itself.
Another aspect influencing the computation is the appropriate choice 
of numerical boundary conditions which approximate the physical bound­
ary conditions of the PDE. The implementation of boundary condi­
tions is often source of technical issues, in that it influences the shape 
of the stencil near the boundaries.
In som e parts of their codes, users may need access to numerical at­
tributes of the domain (step sizes, physical extension), w hile in others 
they may need to retrieve the structure of the corresponding stencil
4-3  ADDING FUNCTIONALITIES TO THE CONTINUATION PROBLEM 8 9
Proc. 0
Proc. 1
Figure 18: Distribution of grid nodes in finite difference domain. Left: 
polar coordinates. Right: Cartesian coordinates.
(which nodes are involved in the computation, where are they dis­
placed with respect to the central node). W hen the computation takes 
place on multiple processors, the situation becomes more complicate 
to handle, since w hen browsing a stencil's neighbourhood, it is not 
known a priori whether a neighbour of a certain node is present locally, 
on the same processor.
The approach that we propose w ith Domain2D utilities, relies on the 
following assumptions:
• The geometry of the grid, stencil and boundary conditions is 
encapsulated in a single object, a Domai n.  By instantiating this 
object as a private member of their Cont Probl em classes, users 
will retrieve from a single place all the necessary information.
• Grid attributes will be made available via accessor methods (i.e. 
Get functions); accessors w ill, in m ost cases, accept a global  node 
of the grid as input, and w ill return information about the node's 
global  neighbours, the stepsizes, or the node coordinates.
• All the features relative to the grid node distribution will be kept 
outside of the domain class: accessors deal exclusively with global 
attributes of the grid they represent. Users are responsible for 
translating this global information into their local equivalent, via 
Epetra classes.
• Global nodes are numbered row-wise via a sequence of consecu­
tive integers starting from 0: if w e are approximating the two- 
dimensional domain [0, L%] x [0,Ly] w ith n%ny grid points and 
stepsizes Ax, Ay, we w ill have node 0 associated with the point 
(0, 0 ), node 1 with (A x,0), node Ux w ith (0, Ay ) and so on.
We have found this approach quite simple yet reusable, and w e have 
templated it in Domain2D, w hose constructor is
Do ma i n 2 D(
c o n s t  i n t  & g r i d P o i n t s X  , c o n s t  i n t  & g r i d P o i n t s Y ,
c o n s t  d o u b l e  & i n i t i a l X  , c o n s t  d o u b l e  f i n a l X ,
c o n s t  d o u b l e  & i n i t l a l Y  , c o n s t  d o u b l e  f i n a l Y  ,
c o n s t  B o u n d a r y  C o n d i t i o n s  & a S o u n d a r y T y p e  ,
c o n s t  C o o r d i n a t e s  & a C o o r d i n a t e s T y p e = C a r t e s i a n  ) ;
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thus a Domain object is defined via the number of grid points in the 
horizontal and vertical direction (here labelled x and y  respectively), 
the spatial extent of the domain, the boundary conditions, and, option­
ally, the coordinate types.
Boundary types must be chosen from
• AIINeumann for Neumann boundary conditions on all boundaries 
with five points or nine points symmetric stencils;
• AIINeumannBi laplacian for Neumann boundary conditions on all 
boundaries with 13 point stencil;
• Neumann Neumann Periodic for Neum ann boundary condition in x 
and periodic boundary conditions in y  w ith 9 points symmetric 
stencil.
The coordinate type is Cartesian or Polar (see also Figure i8). This ar­
gument is an optional one: if not specified otherwise, the grid w ill be 
assumed to be in Cartesian coordinates. If the Polar option is selected, 
X and y will be identified with the radial and angular coordinate re­
spectively.
Am ong the public methods available with Domain2D, w e mention 
here
b o o l  G e t N e l g h b o u r s ( c o n s t  i n t  & c e n t e r ,  
i n t  & n o r t h  , i n t  & s o u t h  , 
i n t  & w e s t ,  i n t  & e a s t  ) c o n s t ;
which accepts as input the global center of a 5 points stencil and returns 
its neighbours. Equivalent m ethods are available for 9 and 13 points 
stencils. Other accessors return the stepsizes
d o u b l e  G e t S t e p s i z e X  ( ) c o n s t ;  
d o u b l e  G e t S t e p s i z e Y  ( )  c o n s t  ;
and the Cartesian coordinates of the a generic node
b o o l  G e t C a r t e s i a n C o o r d i n a t e s  ( c o n s t  i n t  & i , 
d o u b l e  & X,  d o u b l e  & y  ) c o n s t  ;
If the domain is in polar coordinates, the previous method returns x =  
p cos 0 and y =  p sin 0 . Finally w e have included a method returning 
the weights of the bidimensional trapezium rule: this may be useful 
when computing norms of the solutions or integral constraints
b o o l  G e t  Q u a d  r a t u r e  W e i g h t  ( c o n s t  i n t  & i , 
d o u b l e  & gamma ) c o n s t  ;
As usual, we explain the class' features by means of examples; in the 
following code, we discretise the domain D =  [—1, 1] x [ - 2, - 2] with  
TT-x — tXy =  5.
We conclude this section by commenting on possible improvements 
of the D o m ai n 2D  class. A three-dimensional equivalent, Domai nS D has 
been made available in the source files, but this class is still under 
development and contains only very limited features. At the moment 
we are working on a complete overhaul of this utility to create a cleaner, 
object-oriented interface: even though D o m a i n 2 D  has been used in all 
our PDE computations so far, we believe that some of its features are 
slightly confusing for users and potential developers alike.
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L i s t i n g  4 .7 : E x a m p l e  o f  u s a g e  o f  t h e  D o m a i n 2 D  c lass .
/ /  More h e a d e r s  h e r e . . .
^ i n c l u d e  " D o m a i n 2 D . h "
/ /  T h i s  i s  t h e  d o ma i n  
/////// ////////// /
/ /  y I 
/ /  I
/ /  I_____//
Do ma i n2 D r e c t a n g l e ( 5 , 5 , —1 , 1 , —2 , 2 , A I I N e u m a n n ) ;
/ /  S t e p s i z e s  in x and y
d o u b l e  dx =  r e c t a n g l e  . G e t S t e p S i z e X  ( )  ;
d o u b l e  dy =  r e c t a n g l e  . G e t S t e p S i z e Y  ( )  ;
/ /  I n d e x  o f  t h e  n o d e s
i n t  c e n t e r  , n o r t h  , s o u t h  , w e s t  , e a s t  ;
i n t n o r t h w e s t  , n o r t h  E a s t  , s o u t h  W e s t  , s o u t h  E a s t  ;
/ /  P l a c e  t h e  c e n t e r  o f  t h e  s t e n c i l  in ( 0 , 0 )  
c e n t e r  =  1 2 ;
/ /  Ge t  n e i g h b o u r s  ( 5  p o i n t s  s t e n c i l )  
r e c t a n g l e  . G e t  N e i g h b o u r s  ( c e n t e r  , n o r t h  , s o u t h  , 
w e s t  , e a s t  ) ;
/ /  Ge t  n e i g h b o u r s  ( 9  p o i n t s  s t e n c i l )  
r e c t a n g l e .  G e t N e i g h  bo  u r s (  c e n t e r  , n o r t h  , s o u t h  ,
w e s t  , e a s t  , no rt h W e s t  , n o r t h  E a s t  , s o u t h  W e s t  , s o u t h  E a s t  ) ;
/ /  C a r t e s i a n  c o o r d i n a t e s  
d o u b l e  x Co o rd  , y C o o r d  ;
/ /  P r i n t i n g  t h e  c e n t e r  c o o r d i n a t e s
r e c t a n g l e  . G e t C a r t e s i a n C o o r d i n a t e s  ( c e n t e r  , xCo o rd  , y Co or d ) 
c o u t  «  " C e n t e r  i s  in (" «  x C o o r d  «
«  y C o o r d  «  " ) " «  e n d l  ;
/ /  C h e c k i n g  t h a t  n o r t h  o f  ( 0 , 0 )  i s  ( 0  , dy )
r e c t a n g l e  . G e t C a r t e s i a n C o o r d i n a t e s  ( n o r t h  , xCo o rd  , y C oo r d ) ;
c o u t  «  " N o r t h  i s  in (" «  x C o o r d  «
" 1" «  y C o o r d  «  " ) " «  e n d l ;
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First of all, a better separation between the concepts of neighbourhood 
and boundary conditions is needed; we want to provide users with a uni­
fied object containing all features of their computational domains, but 
at the present stage this fusion takes place also within the class: the 
GetNelghbours  methods are indeed responsible for providing the neigh­
bours subject to the kind of boundary conditions. When the users em­
ploy one of the public GetNelghbours  methods, D o m ai n 2D  redirects this 
call toward an appropriate private GetNeighour specialisation, accord­
ing to the boundary condition specified in the constructor. A  more ra­
tional approach would be to have D o ma i n2 D instantiate internally two 
separate objects: a grid and a boundary;  by implementing friendship 
and inheritance carefully, it would be possible to make GetNelghbours  
call a single grid member; if the center happens to be on the border, 
boundary w ould take cin appropriate action; templating this mechanism  
would make it much ease to include new boundary conditions types.
Secondly, the idea of keeping local node attributes out of Domai n2D,  
is dictated by ease of programming, but it is certainly a disadvantage 
for users w ho often need to access local and global attributes at the 
same time. In the future, we envisage an instantiation of a D o ma i n2 D  
object by specifying a set of distributed nodes in the constructor. This 
would be done by an Epetra _ Vector and would be kept in the grid 
object outlined above. In this way, users will be able, via the Epetra 
interface, to query their domains with local as well as global informa­
tion.
4.4 BUILDING A M AIN DRIVER
In the previous sections, we have explained in detail how users can 
create a new continuation problem, enclosing all relevant information 
in a single continuation problem class. We recall that such a class is 
only one of the three components of a ParaCont code. In this section 
we w ill describe how to create the main driver, a file responsible for the 
instantiation of the continuation problem class, as well as for parsing 
the options selected by the user, and for setting up and starting the 
continuation.
A main driver is therefore a standard C-t—I- file structured according 
to the following steps:
• MPI interface: initialising MPI and instantiating a communicator 
via Epetra MpiComm; to do that, follow lines 10-15 of the exam­
ple given in Section 3.1.5.
• Instantiation of the continuation manager: a Continuation Manager is 
the ParaCont core class responsible for building, running, and 
managing LOCA steppers. A  Continuation Manager is instantiated 
via its constructor
C o n t i n u a t i o n  M a n a g e r  ::
C o n t i n u a t i o n  M a n a g e r  ( 
c o n s t  T e u c h o s  : : R e f C o u n t P t r < E p e t r a _ M p i C o m m > &  aComm,  
c o n s t  s t r i n g  & t a s k F i l e N a m e  ) ;
where taskFileName is a string containing the name of the xml 
option file, explained later in this chapter.
4-5  WRITING OPTIONS IN  THE TASK FILE 9 3
• Definition of the continuation problem: once the continuation man­
ager has been built, we need to attach to it a concrete contin­
uation problem, contained in a class derived from ProblemLO- 
CAPrototype. This can be done by calling a public method of 
Continuation Manager
b o o l  C o n t i n u a t i o n  M a n a g e r  ; ;
S e t L O C A P r o b l e m  ( 
c o n s t  T e u c h o s  :: R e f C o u n t P t r
< P r o b l e m L O C A P r o t o t y p e >  & a P r o b l e m  ) ;
• Building and running a LOCA stepper: a Continuation Manager object 
can now parse users options, decide which LOCA stepper is more 
appropriate to use, and launch the continuation. The users can 
control these operations via the two accessors
b o o l  C o n t i n u a t i o n  M a n a g e r  : : B u i l d L O C A S t e p p e r ( )  ; 
b o o l  C o n t i n u a t i o n M a n a g e r  :: R u n L O C A S t e p p e r ( )  ;
We remark that a ContinuationManager provides the users with more 
public methods, which are documented in the source code. Am ong  
them, we recall here the GetTaskList method, which provides access to 
the list of LOCA and ParaCont options specified in the xml task file.
Finally, we advise to enclose all Trilinos and ParaCont instructions of 
the main driver in a try block , and to complete it with the relevant 
catch statements: if an error is met at run time, the code will produce 
an exception that w ill warn the user or stop the computation with a 
sensible output message. For an example of a main driver, we refer to 
Section 4.6.
4.5 WRITING OPTIONS IN  THE TASK FILE
N ow  that we have seen how to build a continuation problem, and how  
to manage a continuation via the main driver, w e shall explain how to 
set options in the task file. This is the last step in building a complete 
ParaCont code.
As we have mentioned before, ParaCont's continuation manager op­
tions can be set in an xml file; since NOX and LOCA settings can also 
be set via xml, users can enclose all the relevant options in a single file, 
the task file, which is the subject of the present section.
Users will create a task.xml file in the same directory where the ex­
ecutable is saved and, with a minimal knowledge of the xml markup 
language, they w ill be able to control, from the same file, Trilinos and 
ParaCont. Any changes in task.xml will be effective immediately, with­
out recompiling the C-f—I- sources.
A task file is com posed of two xml elements: a Parameter and a 
ParameterList. A  Parameter is an em pty closed xml element with three 
attributes, a name, a type and an value. For example, we can declare 
and initialise a real parameter length with the following syntax
< P a r a m e t e r  name=" l e n g t h "  t y p e = "  d o u b l e  " v a l u e = "  0.0 " / >
The second xml element is the ParameterList, a non-empty, closed xml 
element with one optional name attribute. A  ParameterList can contain 
Parameter elements or other Para meter Lists, in a nested structure.
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The main idea behind the task file, is that ParaCont w ill employ 
the Teuchos xml interface to read a formatted root ParameterList into a 
Teuchos::ParameterList, and then use it to set all the relevant options. 
The derived Teuchos list w ill reflect the root list structure, creating 
Teuchos sublist and Teuchos parameters. The format chosen for the 
root list is quite simple, and com posed as follows
Listing 4.8: Task file structure.
< !—  Root l i s t  , nameless — >
<ParameterLis t>
< ! —  First nested l i s t :  con t inua t ion  manager — >
<ParameterLis t name=" Cont inuat ion Manager">
< ! —  Cont inuat ion s u b l i s t  — >
< Para meter List name=" Cont inuat ion ">
<Parameter name=" . . . "  type=" . . . "  value=" . . .  "/> 
<Parameter name=" . . .  " type=" . . .  " value=" . . . " / >
< /P ar am eterL is t>
< /  ParameterList>
< ! —  Second nested l i s t :  nox and loca — > 
<ParameterLis t  name="NOX and LOCA">
<! —  NOX s u b I i St — >
<ParameterLis t  name="NOX">
<Parameter name=" . . .  " type=" . . .  " value=" . . . " / >
< /  ParameterLis t>
< I —  LOCA s u b I i s t — >
<ParameterLis t  name="LOCA">
<Parameter name=" . . .  " type=" . . .  " v a lue=" . . . " / >
< /  Para mete rList>
< /P ar am ete rLi s t >
< ! —  Third nested l i s t :  user—defined — >
<ParameterLis t  name=" . . .  ">
< /P ara m eterL is t>
< /  Para meter List>
As we can see, task.xml is essentially com posed of a root list compris­
ing three main sublists: the first one, called Continuation Manager, con­
tains all parameters and sublists that ParaCont uses to determine the 
ContinuationManager behaviour. At this stage, it contains only a Contin­
uation sublist, with five parameters, summarised in Table 10. The first 
three parameters are mandatory, and they are
• Nonlinear Step Tolerance: a double defining a threshold for nonlin­
ear iterations.
• Steps Per Print: this int parameter must be 1 if you want the con­
tinuation file and the solution files to be updated at every con­
tinuation step; if you desire output only every few steps, modify
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Nam e Type
Mandatoiy
Nonlinear Step Tolerance 
Steps Per Print 
Label From Step
double
int
int
Optional Solution Files Prefix Solution Files Extension
string
string
Table lo: Summary of the parameters in the Continuation sublist.
this parameter accordingly: frequency of solution files and con­
tinuation file updates w ill be affected.
• Label From Step: w hen restarting a continuation, users may want 
to label continuation steps starting by a number greater than 0. 
This int parameter serves this purpose, and affects both solution  
files and the continuation file.
The Continuation sublist may also contain two optional parameters 
w hich affect the names of the solution file parameters: by default, these 
files w ill be nam ed w ith the prefix step_, followed by the continuation 
step label and the .vtk extension. Users can overwrite the solution files' 
prefix and extension by setting the parameters Solution Files Prefix and 
Solution File Extension.
As w e said, the Continuation Manager list currently consists of the 
Continuation sublist, but more sublists to control stability computations 
w ill be added in the future, for instance.
A s far as the NOX and LOCA sublist is concerned, w e w ill only men­
tion here that it is supposed to contain two sublists: a NOX sublist 
and a LOCA sublist. These two lists w ill be filled with the parameters 
and sublists that the two Trilinos packages require. We refer the reader 
to the Trilinos online documentation, where a complete set of param­
eter lists can be found. Usually, Trilinos developers have structured 
their options in a sequence of nested Teuchos lists, sublists, parame­
ters: ParaCont users w ill have to reproduce this structure in their xml 
task file, by using the ParameterList and Parameter elements defined  
above.
From the xml example discussed above, it can be seen that users 
can write in the task file their ow n favourite list of parameters: this 
may turn out to be useful if optional parameters need to be defined in 
the continuation problem class; w hen writing the main driver, users 
can instantiate a ContinuationManager, and then access from it the task  
list via the GetTaskList public metiiod: such a list can then be used  
in the continuation problem constructor to access the desired optional 
parameters.
We conclude this section by com m enting on the choice of an xml in­
terface to ParaCont: usually, Trilinos users create tlieir parameter lists 
in their source files. Following this approach, ParaCont users should  
have created their lists in the main driver: w e preferred to encapsulate 
all the parameters in a separate file, w hich allows us to change pa­
rameters w ithout recompiling the sources. Even though xml may seem  
difficult to read, it is relatively easy to get used to it: from this per­
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spective, having an additional Teuchos list in the source files is quite 
challenging, as list structures easily becom e intricate, and reproducing 
them in C + +  does not allow for a coherent indentation. Most editors 
nowadays can help users to visualise xml intuitively. Finally, xml grants 
flexibility (see user-defined sublist in task file), and, w ith a suitably de­
signed Graphical User Interface, it allows to make list modifications 
via mouse-based interactions.
4.6 A N  e x a m p le :  CONTINUATION OF A  LINEAR ALGEBRAIC SYSTEM
In this section w e give a concrete example of a ParaCont code. We have 
chosen a code for the continuation of the linear algebraic system
F(x,p) =
1 1 1
- 2  - 2  0
2 1 0
P
— P
0
=  0  ( 4 .4 )
w hose solution is x(p) =  [^p, —p, §p] This code w ill bring together 
the examples seen in Chapter 3, where w e introduced Trilinos, and the 
concepts presented in this chapter.
Before presenting the example, a few  comments are necessary: in 
the previous sections, for the sake of simplicity, our examples used  
standard class constructors; from now  on, w e shall make an intense use 
of Teuchos smart pointers, to allocate m emory dynamically. Readers 
may get a bit confused by discrepancies between previous examples 
and this one: w e remark that smart pointers constructors enclose the 
constructor of the object they are pointing to, so it should not be too 
hard to find the syntax used in previous examples.
Our example consists of four files:
1 main.cxx: this file contains the main driver;
2,3 LinearSystem.h and LinearSystem.cxx: they constitute the continua­
tion problem class, w hich has been split in header (.h) and source 
(.cxx) files;
4 task.xml: the task file w ith ParaCont, NOX and LOCA options.
Code lines are numbered sequentially as if they belonged to a single 
long file.
In this example, w e want to continue system  (4.4) for p e  [0, 3]. We 
want to save p and ||x||2 in the continuation file, and we want to also 
obtain the set of solution files solution_xxx.dat w hich w e wiU print out 
every two continuation steps. We w ill now  describe the individual files 
separately.
4.6.1 The main driver
The main driver is built following the instructions contained in Section 
4.4. The only difference is that w e had to include two fundamental 
ParaCont headers in lines 6-10: one is the ContinuationManager header, 
w hile the other one is LinearSystem.h, for the continuation problem  
class.
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Listing 4.9: The main driver: main.cxx.
/ /  T r i l i n o s  h e a d e r s  
^ i n c l u d e  "mpi  , h"
^ i n c l u d e  " Epet ra_MpiConnm . h '*
^ i n c l u d e  " T e u c h o s  P a r a  m e t e r L i s t .  hpp"
5 ^ i n c l u d e  " T e u c h o s _ R e f C o u n t P t r . h p p "
/ /  P a r a C o n t  h e a d e r s
^ i n c l u d e  " C o n t i n u a t i o n M a n a g e r . h "
^ i n c l u d e  " L i n e a r S y s t e m . h "
10
/ /  Main d r i v e r
i n t  main ( i n t  a r g c  , c h a r  * * a r g v  ){
15 t r y  {
/ /  I n i t i a l i s e  MPI 
M P I _ l n i t ( & a r g c  . & a r g v  ) ;
20 / /  C r e a t e  a c o m m u n i c a t o r
T e u c h o s  : :  R e f C o u n t P t r  < E p e t r a _ M p i C o m m >  comm =
T e u c h o s  : : r e p  ( new Epetra MpiComm (MR_COMM_WORLD) ) ;
/ /  I n s t a n t i a t e  t h e  c o n t i n u a t i o n  m a n a g e r  
25 T e u c h o s  R e f C o u n t P t r  < C o n t i n u a t i o n M a n a g e r >  c o n t M a n a g e r  =
T e u c h o s : :  r e p  ( new C o n t i n u a t i o n M a n a g e r  (comm . " t a s k . x m l " ) ) ;
/ /  I n s t a n t i a t e  t h e  p r o b l e m
T e u c h o s  : : R e f C o u n t P t r  < L i n e a r S y s t e m >  p r o b l e m  =
30 T e u c h o s  ::  r ep  ( new L i n e a r S y s t e m  (comm) ) ;
/ /  S e t  t h e  p r o b l e m  in t h e  c o n t i n u a t i o n  m a n a g e r  
c o n t M a n a g e r —> S e tL O CA P ro b l em  ( p r o b l e m  ) ;
35 / /  P r e p a r e  t o  run LOCA
c o n t M a n a g e r —> B u i I d L O C A S t e p p e r  ( ) ;
/ /  Run LOCA
c o n t M a n a g e r —> R u n LO C AS t e pp er  ( ) ;
40
}
c a t c h  ( s t d  : : e x c e p t i o n ^  e )  { 
c o u t  «  e . w h a t  ( ) «  e n d l  ;
4 5  }
c a t c h  ( c o n s t  c h a r  * s ) { 
c o u t  «  s «  e n d l  ;
}
50
c a t c h  ( . . . )  {
c o u t  «  " C a u g h t  unknown e x c e p t i o n ! "  «  e n d l ;
}
55 / /  F i n a l i s e  MPI
MPI  F in a l i z e  ( )  ;
r e t u r n  (EXIT SUCCESS) ;
60 }
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4.6.2 The continuation problem header
The continuation problem header allows us to explore the structure of 
our class, as it is through the header that the class interface is specified. 
We subdivided LinearSystem.h into
• public block (lines 78-132): in this block, the reader w ill find, be­
sides the constructor and destructor, the m ethods inherited from 
ProblemLOCAPrototype. They are recognisable also from the key­
word virtual, preceding each method; even though this keyword 
is not mandatory in the derived class, it is good practice to use 
it, because it helps recognising inherited methods immediately. 
Am ong the public members, w e can distinguish between meth­
ods for defining nonlinear problems (lines 86-103, presented in 
Section 4.2.3) and methods for managing parameters and output 
behaviour (lines 104-132, presented in Sections 4.2.4 and 4.3).
• private block (lines 133-160): in this block, the reader w ill have an 
overview of all internally stored variables, in alphabetical order. 
In there it is possible to find, for instance, the jacobian, and all the 
lists required by our computation (i.e. a continuable parameter 
list, a continuation file parameter list, a solution file parameter 
list). Towards the end, the reader w ill find a series of variables 
that are used in various part of the source file: it is advisable to 
include them in this block, so they w ill be shared by all LinearSys­
tem methods. It is important to realise that this is not the place 
where such variables are initialised: in the header file, w e only 
declare them, deferring initialisation to the class constructor in 
the source file.
Listing 4.10: The continuation problem header: LinearSystem.h.
# i f n d e f  LINEAR_SYSTEM_H 
# d e f i n e  LINEAR_SYSTEM_H
/ /  T r i l i n o s  h e a d e r s  
64 ^ i n c l u d e  " E p e t r a _ C r s M a t r i x  . h"
# i n c l u d e  " E p e t r a _ M a p  . h "
# i n c l u d e  " Epet ra_MpiComm . h "
# i n c l u d e  " E p e t r a  V e c t o r  . h"
# i  n c l u d e  " L O G A _ P a r a m e t e r _ V e c t o r  .H"
69 # i n c l u d e  " T e u c h o s  R e f C o u n t P t r .  hpp"
# i  n c l u d e  " T e u c h o s  _  P a r a  m e t e r  Lis t  . h p p "
/ /  P a r a C o n t  h e a d e r s
# i n c l u d e  " P r o b l e m L O C A P r o t o t y p e  . h"
7 4
c l a s s  L i n e a r S y s t e m :
p u b l i c  P r o b l e m L O C A P r o t o t y p e !
p u b l i c  :
/ /  C o n s t r u c t o r  
L i n e a r S y s t e m  ( c o n s t  T e u c h o s  :: R e f C o u n t P t r  <  
Epe t ra_MpiCo mm> & aComm ) ;
/ /  D e s t r u c t o r  
84 " L i n e a r S y s t e m  ( )  ;
79
1 3 9
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/ /  I m p l e m e n t a t i o n  o f  P ro b l e m NOX P r o t o t y p e  
/ /  v i r t u a l  m e t h o d s
/ /89 / /  Compute  F
v i r t u a l  bo o l  C o m p u t e F ( c o n s t  E p e t r a _ V e c t o r  & x , 
E p e t r a V e c t o r  & f ) ;
/ /  Compute  t h e  J a c o b i a n  o f  F 
94 v i r t u a l  bo o l  C o m p u t e J a c F  ( c o n s t  E p e t r a  _  V e c t o r  & x ) ;
/ /  R e t u r n s  a p o i n t e r  t o  t h e  J a c o b i a n  o f  F 
v i r t u a l  T e u c h o s  :: R e f C o u n t P t r  < E p e t r a _ C r s M a t r i x >
Get  J a c F  ( ) c o n s t  ;
99
/ /  R e t u r n s  a p o i n t e r  t o  t h e  i n i t i a l  g u e s s  
v i r t u a l  T e u c h o s  : : R e f C o u n t P t r  <  E p e t  ra V e c t o r  >
G e t  I n i t i a  I G u e s s  ( ) c o n s t ;
104 / /  I m p l e m e n t a t i o n  o f  P r o b l e m L O C A P r o t o t y p e
/ /  v i r t u a l  m e t h o d s
/ // /  P o i n t e r  t o  t h e  c o n t i n u a b l e  p a r a m e t e r  l i s t  
v i r t u a l  LOCA : : Pa  ra m e t e r V e c t o r  
109 G e t C o n t i n u a b l e P a r a m s  0  c o n s t  ;
/  /  S e t t i n g  one  c o n t i n u a t i o n  p a r a m e t e r  
v i r t u a l  b oo l  S e t C o n t i  n u a  b l e P a  ra m e t e r  ( s t  r i n g l a b e l  , 
d o u b l e  v a l u e  ) ;
114
/ /  U p d a t e s  t h e  c o n t i n u a t i o n  f i l e  
v i r t u a l  b oo l  U p d a t e C o n t i n u a t i o n F i l e  ( 
c o n s t  s t r i n g  & fi le  N a m e  , 
c o n s t  i n t  & i d S t e p  ,
119 c o n s t  T e u c h o s  : :  P a  ra m e t e r  L i s t  &
c o n t i n u a t i o n F i l e P a r a m s )  ;
/ /  S e t t i n g  t h e  c o n t i n u a t i o n  f i l e  p a r a m e t e r s
v i r t u a l  b o o l  S e t C o n t i n u a t i o n F i l e P a r a m e t e r s  ( c o n s t  
E p e t r a  V e c t o r  & x ) ;
124 / /  G e t t i n g  t h e  c o n t i n u a t i o n  f i l e  p a r a m e t e r s
v i r t u a l  T e u c h o s  : : R e f C o u n t P t r  < T e u c h o s  : : P a r a m e t e r L i s t >  
G e t C o n t i n u a t i o n F i l e P a r a m e t e r s  ( )  ;
/ /  P r i n t i n g  t h e  s o l u t i o n  a t  e a c h  s t e p
129 v i r t u a l  b oo l  P r i n t S o l u t i o n F i l e  ( c o n s t  s t r i n g  & f i l e N a m e
c o n s t  E p e t r a _  V e c t o r  & x ,
c o n s t  T e u c h o s  : :  P a r a m e t e r L i s t  & x P a r a m s ) ;  
p r i v a t e  :
134 / /  I n t e r n a l l y  s t o r e d  v a r i a b l e s  --------------------------------------------/ // /  C o m m u n i c a t o r
T e u c h o s  : : R e f C o u n t P t r  < Ep e t r a _ M p i C o m m >  comm ;
/  /  C o n t i n u a b l e  p a r a m e t e r  l i s t
LOCA: : P a r a  m e t e r V e c t o r  c o n t i n u a b l e P a r a m s  ;
/ /  The c o n t i n u a t i o n  f i l e  p a r a m e t e r s  
T e u c h o s  : : R e f C o u n t P t r  < T e u c h o s  : : P a r a m e t e r L i s t >  
c o n t i n u a t i o n F i l e P a r a m s  ;
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/ /  I n i t i a l  Guess
T e u c h o s  ::  R e f C o u n t P t r  < E p e t r a _ V e c t o r >  i n i t i a l G u e s s ;  
/ /  J a c o b i a n
T e u c h o s  :: R e f C o u n t P t r  < E p e t r a _ C r s M a t r i x >  j a c o b i a n ;
/ /  From Lo ca l  t o  g l o b a l  i n d i c e s  ( v e c t o r  map) 
154 i n t  * m y G l o b a l E l e m e n t s  ;
/ /  Lo ca l  numb er  o f  e l e m e n t s  ( v e c t o r  map)  
i n t  numMyEle ment s  :
159 / /  E p e t r a  Map o f  t h e  v e c t o r ' s  c o m p o n e n t s
T e u c h o s  : : R e f C o u n t P t r  < E p e t r a _ M a p >  v e c t o r M a p  ;
}:
# e n d i f
4.6.3 The continuation problem source
In this file, we find implementations of all the methods declared in Lin­
earSystem.h. Am ong the other methods, we draw the reader's attention 
on the constructor: it contains the initialisation of all private members 
of the class. Since in the system w e are continuing the jacobian does 
not depend on x, w e have chosen to calculate it once in the constructor, 
and use it afterwards in other methods.
In more complex projects, the users may call a number of private, 
suitably defined, methods in the constructor for the initialisation: one 
for the distribution map, one for the jacobian and so on. Whenever 
possible, we suggest to compute the x-independent elements of the 
jacobian only once in the constructor, and then to update it at every 
iteration with the x-dependent part, in the ComputeJacF method. The 
reader can see that, in our case, this method is empty.
The class uses lOContFile utilities for producing the continuation file, 
and Epetra output to Matlab for the solution files. The latter represents 
a very good alternative to lOVtkUtils, to be preferred especially for 
small problems like this one.
Listing 4.11: The continuation problem source: LinearSystem.cxx. 
# i n c l u d e  " L i n e a r S y s t e m . h "
/ /  P a r a c o n t  h e a d e r s  
# i  n c l u d e  " l O C o n t F i l e U t i l s . h "
164
/ /  T r i l i n o s  h e a d e r s  
169 # i  nc l  u d e  " E p e t r a E x t _  Mul t i  V e c t o r O u t . h "
L i n e a r S y s t e m  : :
L i n e a r S y s t e m  (
c o n s t  T e u c h o s  : : R e f C o u n t P t r  < E p e t r a _M pi C o mm > &- aComm) 
174 comm(aGxnm) ,
c o n t i n u a  b l e P a r a  ms (LOCA : : P a r a  m e t e r V e c t o r  ( ) ) , 
c o n t i n u a t i o n F i l e P a r a m s  ( T e u c h o s  : : n u l l  ) , 
i n i t i a l G u e s s  ( T e u c h o s  : : n u l l ) ,  
j a c o b i a n  ( T e u c h o s  : : n u l l  ) ,
179 m y G l o b a l E l e m e n t s  (NULL) , 
n u m M y E l e m e n t s ( 0 ) , 
v e c t o r M a p ( T e u c h o s : :  n u l l )
{
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184 / /  Check i f  we are r unn ing  wi th t o o  many p r o c e s s o r s
TEST_FOR_EXCEPTION ( comm—>NumProc ( ) >  3 , 
s t d  : : l o g i c  e rr or  ,
"Run t h i s  co de  wi th 3 p r o c e s s o r s  at m o s t ! " ) ;
189 / /  P a r a m e t e r s  ----------------------------------------------------------------------------/ /
194
209
/ /  B u i l d i n g  t he  l i s t  o f  c o n t i n u a b l e  p a r a m e t e r s  
/ /  ( o n l y  one p a r a m e t e r :  p)  
c o n t i n u a b l e P a r a m s .  add Pa  ram et  er ( "p " , 1 . 0 ) ;
/ /  In t h e  c o n t i n u a t i o n  f i l e  , we w a n t  p and t h e  t h r e e  
/ /  c o m p o n e n t s  o f  x ,  
c o n t i n u a t i o n F i l e P a r a m s  =
T e u c h o s : :  r e p  (new T e u c h o s  ::  P a r a m e t e r L i s t  ( ) )  :
199 C o n t i n u a t i o n F i l e P a r a m s —> s e t < d o u b le > ( " p "  ,
c o n t i n u a b l e P a r a m s  . g e t V a l u e  ( " p" ) ) ; 
c o n t i n u a t i o n F i l e P a r a m s —> s e t < d o u b l e  > ( " x l  " , 0 . 0 )  
c o n t i n u a t i o n F i l e P a r a m s —> s e t < d o u b l e  > ( " x 2 "  , 0 . 0 ) 
c o n t i n u a t i o n  F i l e P a  ra m s —> s e t  < d o u b l e  > ( " x 3 " , 0 . 0 )
204
/ /  V e c t o r  d i s t r i b u t i o n  ------------------------------------------------------------/// /  V e c t o r  map f o r  t h r e e  c o m p o n e n t s
v e c t o r M a p  =  T e u c h o s  : : r e p  ( new E p e t r a _ M a p (3  ,0 ,*comm) )
/ /  Number o f  l o c a l  e l e m e n t s  
numMyEle ment s  =  v e c t o r M a p —> N u m M y E le m e n t s ( )  ;
/ /  Q u e r i n g  l o c a l  t o  g l o b a l  i n d e x i n g  f o r  v e c t o r s  
214 m y G l o b a l E l e m e n t s  =  v e c t o r M a p —> M y G l o b a l E l e m e n t s  ( )  ;
/ /  I n i t i a l  g u e s s  ------------------------------------------------------------------------
i n i t i a l G u e s s  =
T e u c h o s  : : r e p  (new E p e t r a  V e c t o r  (* v e c t o r M a p  ) ) ;
219 i n i t i a l G u e s s  —> P u t S c a l a r  ( 0 . 0 )  ;
/ /  J a c o b i a n  ----------------------------------------------------------------------------------
/ /  Number of  n o n z e r o  e l e m e n t s  
i n t  * n u m No n z er o s  =  new i n t [ 3 ] ;
224 f o r  ( i n t  i =  0; i <  n u m My E le m en t s ;  i-H- )
i f  ( m y G l o b a l E l e m e n t s [ i ]  =  0 ) 
n u m N o n z e r o s [ i ]  =  3 ; 
e l s e
n u m N o n z e r o s [ i ]  =  2 ;
229
/ /  C r e a t e  j a c o b i a n
j a c o b i a n  =  T e u c h o s : :  r e p  (new E p e t r a  Cr s  M a t r i x  (Copy ,* 
v e c t o r M a p  , n u mN o n z e r o s  ) ) ;
/ /  F i l l i n g  t h e  j a c o b i a n  
234 i n t  * i n d i c e s  =  new i n t  [ 3 ] ;
d o u b l e  * v a l u e s  =  new d o u b l e [ 3 ] ;
f o r  ( i n t  i =  0; i <  nu mMyEl emen t s  ; i + +  )
{ s w i t c h  ( m y G l o b a l E l e m e n t s [ i ]  ) {
239 c a s e  0:
244
i n d i c e s [0] =  0;
va 1u e s [0] =  1 . 0
i n d i c e s  [ 1 ] =  1;
va 1u e s [1 ] =  1 . 0
i n d i c e s [2] =  2;
v a l u e s [ 2 ] =  1 . 0
break ;
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c a s e  1:
i n d i c e s [ 0 ]  =  0;
249 v a l u e s f O ]  =  —2 . 0 ;
i nd i c e s  [ 1 ] =  1; 
v a l u e s [ l ]  =  —2 . 0 ;  
break ; 
c a s e  2:
254 i n d i c e s [ 0 ] = 0 ;
v a l u e s [ 0 ]  =  2 . 0 ;  
i n d i c e s [ l ]  =  1; 
v a l u e s f l ]  =  1 . 0 ;  
break ;
259 d e f a u l t  :
throw "Thrown e x c e p t i o n  in L i n e a r S y s t e m ;
m y G l o b a l E l e m e n t s [ i ]  mu st  be b e t w e e n  0 t o  2"
j a c o b i a n —> l n s e r t G l o b a l V a l u e s (  m y G l o b a l E l e m e n t s [ i ]  , 
n u m No n z e r o s f i ]  . v a l u e s ,  i n d i c e s ) ;
264 }
/ /  O p t i m i s e  s t o r a g e  
j a c o b i a n —> F i  11 C o m p l e t e  ( )  ; 
j a c o b i a n —> O p t i m i z e S t o r a g e  ( )  ;
269  / /  C l ea n
d e l e t e  [] n u m N o n z e r o s ;  
d e l e t e  [j i n d i c e s  ; 
d e l e t e  (j v a l u e s  ;
274 }
L i n e a r S y s t e m  :
“ L i n e a r S y s t e m  ( )
{
279  }
bo o l  L i n e a r S y s t e m  : :
C o m p u t e F ( c o n s t  E p e t r a _  V e c t o r  & x , E p e t r a _  V e c t o r  & f )
284  / /  M a t r i x —v e c t o r  m u l t i p l i c a t i o n
j a c o b i a n —> M u l t i p l y  ( f a l s e  , x , f  ) ;
289
294
}
/ /  G e t t i n g  t h e  c o n t i n u a b l e  p a r a m e t e r  
d o u b l e  p =  c o n t i n u a b l e P a r a m s  . g e t V a l u e  ( " p "  ) ;
/ /  F i l l i n g  in t h e  f o r c i n g  t e r m s  
f o r  ( i n t  i =  0 ; i <  n um My El em en t s ;  i-H- ) 
i f  ( m y G l o b a l E l e m e n t s [ i ]  =  0 | | m y G l o b a l E l e m e n t s f i j  1) 
f [ ' l  - =  P:
r e t u  rn t r u e  ;
bool  L i n e a r S y s t e m : :
299 ComputeJacF ( c o n s t  E p et r a _  V e ct o r  & x )
ret u rn t r u e  ;}
304 Te uc ho s  :: R e f Co u nt P tr  < E p e t r a _ C r s M a t r i x >  L i n e a r S y s t e m  
GetJacF ( ) c o n s t  
{ ret u rn j a c o b i a n  ;}309
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T e u c h o s  : :  R e f C o u n t P t r  <  E p e t  ra V e c t o r  >  L i n e a r S y s t e m : :
G e t  I n i t  i a I G u e s s  ( ) c o n s t  { r et u rn i n i t i a l G u e s s  ;
3:4 }
LOCA : : Pa  ra m e t e r V e c t o r  L i n e a r S y s t e m  :
G e t C o n t i n u a b l e P a r a m s  0  c o n s t  
{319 r e t u r n  c o n t i n u a b l e P a r a m s ;}
bo ol  L i n e a r S y s t e m : :
S e t C o n t i n u a b l e P a r a m e t e r (  s t r i n g  l a b e l  , d o u b l e  v a l u e )
324 {
/ /  T h es e  a r e  t h e  c o n t i n u a b l e  p a r a m e t e r s  
i f  ( l a b e l  =  " p " )
c o n t i n u a b l e P a r a m s  . s e t V a l u e ( " p "  . v a l u e )  ;
329 e l s e
t h r o w  "Thr own e x c e p t i o n  in S e t P a r a m e t e r  ( ) : l a b e l  n ot
known " ;
}
r e t u r n  t r u e  ;
3 3 4 b oo l  L i n e a r S y s t e m  :
U p d a t e C o n t i n u a t i o n F i l e  ( c o n s t  s t r i n g  & f i l e N a m e ,  
c o n s t  i n t  & i d S t e p  , 
c o n s t  T e u c h o s  : :  P a r a m e t e r L i s t  & 
c o n t i n u a t i o n F i l e P a r a m s )
3 3 9  {
/ /  Here  we a r e  u s i n g  t h e  c o n i n u a t i o n  f i l e  u t i l i t i e s  
i f  (comm—>MyPID()  =  0 )
U p d a t e C o n t F i l e  ( f i l e N a m e  , i d S t e p  , c o n t i n u a t i o n F i l e P a r a m s )  ;
3 4 4
r e t u r n  t r u e  ;
}
bo o l  L i n e a r S y s t e m  :
349 S e t C o n t i n u a t i o n  F i le  P a r a  m e t e r s  ( c o n  St E p e t r a  _  V e c t o r  & x)
/ /  P a r a m e t e r  p
c o n t i n u a t i o n  F i l e P a  ra ms  —> s e t < d o u b l e  > ( " p "  . c o n t i n u a b l e P a r a m s  
g e t V a l u e  ( "p"  ) ) ;
3 5 4 / /  T h r e e  c o m p o n e n t s  o f  t h e  s o l u t i o n  
f o r  ( i n t  i =  0 ; i <  n u mMy E le me nt s ;  i + +  ) 
s w i t c h  ( m y G l o b a l E l e m e n t s [ i ]  ) { 
c a s e  0:
359 c o n t i n u a t i o n  F i l e P a  ra m s —> s e t  < d o u b l e  > ( " x l  " , x [ i ]  ) ;
b r e a k  ; 
c a s e  1:
c o n t i  n u a t i o n  F i l e P a  ra ms  —> s e t  < d o u b l e  > ( "  x2 " , x [ i ] ) ; 
b r e a  k ;
364 c a s e  2:
c o n t i n u a t i o n F i l e P a r a m s —> s e t < d o u b l e  > ( "  x3 " , x [ i ] ) ; 
b r e a k  ; 
d e f a u l t  :
t h r o w  "Thr own e x c e p t i o n  in L i n e a r S y s t e m :
my G l o b a  I El e m e  n t s  [i] m us t  be b e t w e e n  0 t o  2 " ;
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r e t u r n  t r u e ;}
374 T e u c h o s  :: R e f C o u n t P t r  < T e u c h o s  : ; P a r a m e t e r L i s t >  L i n e a r S y s t e m  
G e t C o n t i n u a t i o n F i l e P a r a m e t e r s  ( )
r e t u r n  c o n t i n u a t i o n F i l e P a r a m s ;
}
379
384
boo!  L i n e a r S y s t e m  :
P r i n t S o l  u t i o n  Fi  le ( c o n s t  s t r i n g  & f i l e N a m e ,  c o n s t  
E p e t r a _ V e c t o r  & x ,
c o n s t  T e u c h o s  :: P a r a m e t e r L i s t  & x P a r a m s )
{
389 }
/ /  Here  we a r e  u s i n g  T r i l i n o s  o u t p u t  t o  M a t l a b  f i l e  
E p e t r a E x t  : : M u l t i V e c t o r T o M a t l a b F i l e ( f i l e N a m e . c _ s t r ( )  , x ) ;
r e t u r n  t r u e ;
4.6.4 The task file
The last file we include here is the task xml file. Readers will notice 
the intricate structure of LOCA and NOX sublists. We point the reader 
to the Stepper sublist (lines 418-437) where w e specify the name of the 
continuation parameter and the initial and final continuation values.
Listing 4.12: The task file: taskFile.xml.
389 < P a r a m e t e r L i s t >
< P a  ra m e t e r L i s t  name=" C o n t i n u a t i o n  Manager ">
< P a r a m e t e r L i s t  name=" C o n t i n u a t i o n  ">
< P a r a m e t e r  name=" Label  From Step"  
t ype ="  i n t "  v a l u e = " 0 " / >
394  < P a r a m e t e r  name=" N o n l i n e a r  S t e p  T o l e r a n c e "
type =" d o u bl e  " va I ue=" 1 .Oe—9 " / >
< P a r a m e t e r  name=" S t e p s  Per P r i nt "  
ty pe ="  i n t "  v a l u e = " 1 " / >
< P a r a m e t e r  name=" S o l u t i o n  F i l e s  P r e f i x "
399 t ype =" s t r i n g  " va I ue=" s t e p _  " / >
< P a r a m e t e r  name=" S o l u t i o n  F i l e s  E x t e n s i o n "  
type =" s t r i n g "  va I ue=" dat  " / >
< /  Para m e t e r L i s t >
< / P a r a m e t e r L i s t >
404 < P a r a m e t e r L i s t  name="NOX and LOCA">
< P a r a m e t e r L i s t  name="LOCA">
< P a r a m e t e r L i s t  name=" P r e d i c t o r  ">
< P a r a m e t e r  name=" Method "
t y pe ="  s t r i n g "  v a l ue ="  S e c a n t  " / >
409 < / P a r a m e t e r L i s t >
< P a r a m e t e r L i s t  name=" St ep  S i z e  ">
< P a r a m e t e r  name=" F a i l e d  St e p R e d u c t i o n  F act or "  
ty  pe=" d o u bl e  " va I ue=" 0 . 1  " / >
< P a r a m e t e r  name=" I n i t i a l  S t e p  S i z e "
414 t ype ="  d o u bl e  " v a l u e = "  0 . 1  " />
< P a r a m e t e r  name="Max St e p S i z e  " 
t y pe ="  d o u bl e  " va I ue=" 0 . 1  " / >
< / P a r a m e t e r L i s t >
< P a r a m e t e r L i s t  name=" S t e p p e r  ">
419 < P a r a m e t e r  name=" Bordered S o l v e r  Method"
t y pe =" s t r i n g  " v a l ue = "  H o u s e h o l d e r " / >
< P a r a m e t e r  name=" C o n t i n u a t i o n  Parame ter "
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t y p e = "  s t r i n g  " v a l u e = " p " / >
< P a r a m e t e r  name=" I n i t i a l  V a l u e "
4Z4 t y p e = "  d o u b l e  " v a l u e = "  0 . 0  " / >
< P a r a m e t e r  name="Max N o n l i n e a r  I t e r a t i o n s "  
t y p e = "  i n t "  v a l u e = " 8 " / >
< P a r a m e t e r  name="Max S t e p s "  
t y p e = "  i n t "  va 1u e = " 100 " / >
429 < P a r a m e t e r  name="Max V a l u e "
t y p e = "  d o u b l e  " va  I u e = "  3 .0  " / >
< P a r a m e t e r  name="Mi n V a l u e "  
t y p e = "  d o u b l e  " v a l u e = " 0 " / >
< P a  ra m e t e r L i s t  name=" N e s t e d  B o r d e r e d  S o l v e r  "> 
434 < P a r a m e t e r  name=" B o r d e r e d  S o l v e r  Method"
t y p e = "  s t r i n g "  va  I u e = "  H o u s e h o l d e r  " / >  
< / P a r a m e t e r L i s t >
< / P a r a m e t e r L i s t >
< / P a r a m e t e r L i s t >
439 < P a r a m e t e r L i s t  name="NOX">
< P a  ra m e t e r L i s t  name=" D i r e c t i o n  ">
< P a r a m e t e r  name=" Method "
t y  p e ="  s t r i n g "  va I u e = "  Newton " / >
< P a r a  m e t e r L i s t  name=" Newton ">
444 < P a r a m e t e r  name=" F o r c i n g  Term Met hod"
t y p e = "  s t r i n g "  va  I u e = "  C o n s t a n t  " / >  
< P a r a m e t e r L i s t  name=" L i n e a r  S o l v e r  ">
< P a  ra m e t e r  name=" A z t e c  S o l v e r "  
t y p e = "  s t r i n g  " v a l ue="GMRES"/ >
449 < P a r a m e t e r  name=" C o n v e r g e n c e  T e s t "
t y p e = "  s t r i n g "  v a l u e = " r O " / >
< P a r a m e t e r  name=" F i l l  F a c t o r "  
t y p e = "  i n t "  va  I u e = " 3 " / >
< P a r a m e t e r  name="Max I t e r a t i o n s "
454 t y p e = "  i n t "  va  I u e = "  800  " / >
< P a r a m e t e r  name=" O u t p u t  F r e q u e n c y "  
t y p e = "  i n t "  va I u e = " 5 0 " / >
<  P a r a  m e t e r  name=" P r e c o n d i t i o n i n g "  
t y p e = "  s t r i n g  " v a l u e = "  n o n e " / >
459 < P a r a m e t e r  name=" S c a l i n g "
t y p e = "  s t r i n g "  va  I u e = "  None" / >
< P a  ra m e t e r  name=" S i z e  o f  K r y l o v  S u b s p a c e "  
t y p e = "  i n t "  va  I u e = " 8 0 0 " / >
< P a r a m e t e r  name=" T o l e r a n c e  "
464 t y p e = "  d o u b l e  " va  I u e = "  l e —07 " / >
< / P a r a m e t e r L i s t >
< P a r a m e t e r  name=" R e s c ue  Bad Newton S o l v e "  
t y p e = " b o o l " v a l u e = "  f a I s e " / >
< /  P a r a m e t e r L i s t >
469 < / P a r a m e t e r L i s t >
< P a  ra m e t e r  name=" N o n l i n e a r  S o l v e r "
t y p e = "  s t r i n g  " va I u e = "  L ine  S e a r c h  Based  " / >  
< P a r a m e t e r L i s t  name=" P r i n t i n g  ">
< P a r a m e t e r  name="MyPID"
474 t y p e = "  i n t "  v a l u e = " 0 " / >
< P a r a m e t e r  name=" O u t p u t  I n f o r m a t i o n "  
t y p e = "  i n t "  va I u e = " 6 1 4 3 " / >
< P a r a m e t e r  name=" O u t p u t  P r e c i s i o n "  
t y p e = " i n t "  v a l u e = " 6 " / >
479 < P a r a m e t e r  name=" O u t p u t  P r o c e s s o r "
t y p e = "  i n t "  v a l u e = " 0 " / >
< / P a r a m e t e r L i s t >
< / P a r a m e t e r L i s t >
< / P a r a m e t e r L i s t >
484 < / P a  ra m e t e r L i s t >
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4.7 EXPERIMENTAL FEATURES IN  PARACONT
We conclude this chapter by mentioning som e features that have been  
added recently to Para Cent, but have not been documented here be­
cause they are regarded as experimental, and because their purpose is 
mainly an internal rearrangement of code.
Using the LOCA interface, Para Cent users can apply constraints to 
continuation problems. In particular, LOCA is capable to continue sys­
tems of the form
F(x,y,A) =  0, F: MT x B T  x B T  ^  R"-
G{x,y,A) = 0 ,  G: B 7^ x-R^ xlRP
where y represent a vector of constrained variables, and G is the con­
straint function. At this stage, w e have m odified ParaCont to take into 
account a particular form for G, corresponding to integral phase con­
straints. Ideally, users should be able to specify in the future generic 
constraints by creating a separate class, which w ill be required to in­
herit from a ConstraintPrototye, to preserve flexibility.
We are also writing a Para Cent interface for stability computations: 
LOCA uses the Trilinos package Anasazi to compute eigenvalues of the 
solution at each continuation step. For this feature, I created a specific 
class, a super set of ProblemLOCAPrototye, w ith a few  more methods 
to output eigenvalues and eigenvectors. Since stability computations 
require a completely different instantiation of the LOCA stepper, we 
are designing a unified strategy to be able to treat continuations w ith  
and without stability computations in the same way. Even though the 
code we have been writing is not generic enough to be released or doc­
umented, the stability results presented in the next chapter, designed  
specifically for the Swift-Hohenberg equations, are encouraging.
We conclude the chapter by mentioning a set of Peri scripts that 
should help the users of future ParaCont's versions to run their com­
putations. At the m oment these scripts allow us to restart the compu­
tation automatically, w ithout m odifying the task file, or to select the 
number of processors. U sing gnupiot as an interpreter for the continu­
ation file, it w ill be possible to obtain real time bifurcation diagrams, 
with solutions labelled by their continuation steps identifiers.
APPLICATIONS TO DEFECTS
In this chapter w e collect several example computations of defects car­
ried out w ith Para Cont.
The first example is the continuation of defects in the Brusselator 
model: for this system , we explain how  w e resolved the convergence 
issues reported in Chapter 2 and report our first numerical results for 
Turing-Hopf fronts.
The second example concerns the continuation of localised station­
ary solutions of the cubic-quintic Swift-Hohenberg equation. For this 
equation, w e study patterns that are connected m  parameter space by  
a composite bifurcation diagram: from the same localised solution, w e  
obtain both a snaking and a non-snaking diagram, depending on the 
parameter direction towards w hich w e continue. Stability computa­
tions on the snaking branch are also included.
Finally, w e consider the continuation of rigidly rotating spiral waves 
for the Rossler system: w e show  that such solutions satisfy a boundary  
value formulation compatible w ith Para Cent and present the results of 
direct numerical simulations.
5.1 NUM ERICAL CONTINUATION OF DEFECTS REVISITED
In Chapter 2 we introduced our approach for computing defects in  
reaction-diffusion systems. Towards the end of that chapter, in Section
2.4.2, w e commented on preliminary results obtained for the Brussela­
tor system: the first numerical tests showed convergence issues. In the 
present section w e explain how  w e m odified our codes to obtain linear 
as w ell as nonlinear convergence.
Before explaining how  the codes have been amended, w e recall 
briefly the numerical approach w e use to continue defects. We start 
off w ith a system  of equations in the form
Ut =  DUxx +  f  (x; p) (5.1)
w ith  suitable boundary conditions in x and an initial solution u (0 ,x). 
We choose a numerical scheme and run a direct numerical simulation for 
a fixed value po of the parameters. The simulation advances in time 
and w e assume from now  tliat it w ill provide us w ith a numerical 
approximation of a time-periodic pattern
(^X-j,, tj ) Po ) j, i  =  1, . . . , Tlx, j — ! / • • • /  Tit •
We collect this solution in a vector Uq. To continue the pattern in pa­
rameter space, w e rescale (5.1) and formulate a boundary value prob­
lem in a suitable domain T>
9^{u, cüd; p) =  -cuUtt +  D uxx +  f  (x; p) =  0. (5.2)
The boundary value problem (5.2) is discretised and leads to a large 
system  of algebraic equations
F (u ,c u d ; p ) = 0  (5.3)
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which is continued in parameter space using Para Cent. The continua­
tion starts from p =  pg and for this value of the parameters w e can 
use the initial guess Uq obtained w ith the direct numerical simulation.
5.1.1 Choosing the finite-difference scheme
As w e have seen in the previous section, our approach requires two 
numerical discretisations: one for the direct numerical simulation and 
one for the boundary value problem. In principle it is possible to 
choose different finite-difference schemes for the two discretisations, 
but in practice is advisable to use the same discretisation for both  
problems. By doing so, the direct numerical simulation w ill give us 
an initial guess Uq compatible w ith  the boundary value discretisation: 
w hen starting the continuation from po, the first iteration w ill con­
verge instantaneously. This is important especially for large systems, 
for which poor initial guesses can lead to non-convergence.
When a synchronisation between the two m eshes is not possible, it 
is necessary to interpolate the initial guess on the boundary value grid. 
Am ong the examples presented later in this section, w e w ül show in 
the remainder of this section, w e have used interpolation only for the 
Swift-Hohenberg equation, for which a time-stepper had been already 
written.
We have then established to use the same finite-difference scheme for 
direct numerical simulation and boundary value problem. It remains 
to decide which scheme to use. The choice is not trivial, in that the two 
numerical problems may require algorithms w ith different numerical 
features:
• For direct numerical simulations, w e want an efficient, possibly  
explicit scheme. Some explicit finite-difference schemes, though, 
impose constraints on the temporal step size ht- In our context 
this can lead to unnecessary large problems: w hen w e choose the 
number of grid points in time, w e are also fixing the dimension  
of F G ideally w e w ould like to minim ise the number of
time steps to obtain a relatively small algebraic problem.
• For boundary value problems, w e want a scheme that reflects 
spectral properties of 3 .^ When passing from 3  ^to its discretised 
version F, it is reasonable to expect differences between the spec­
tra of the two operators. Nevertheless, w e have to make sure 
that the discretisation does not introduce eigenvalues near the 
origin: if 3 " is non singular, so should be F. The choice of the 
finite-difference scheme influences also the sparsity pattern of 
the jacobian of F, which in its turn is essential for linear conver­
gence.
In the preliminary test reported in Section 2 w e introduced two 
finite-difference schemes CTCS and FTCS, w hich failed to converge for 
the Brusselator system. We recall that, w hen applied to the equation
Ut =  u%% +  f  (u; M-), 
the FTCS algorithm, also known as Euler, is forward in time and cen-
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Figure 19: Spectrum of £  =  9t — 9%x: the origin is not included in the 
spectrum.
tred in space
+1 -  u t j  U i + 1J -  2 u i,j  +  U i_  1 (FTCS)ht h i
The CTCS, also known as leap frog, is centred in both time and space
+1 -  "U-i,) - 1  j  -  2 u i j  +  U i _  1J
2ht (CTCS)
Here we w ill introduce a third scheme, the Crank-Nicolson scheme, de­
noted by CN. This scheme is obtained via a trapezium rule
ht 2h2
^ i + b i  ~ 2 '^-i,i + U j —1,) 
2h2
+ f i , i
(CN)
We anticipate that our choice is to use CN for both direct numerical 
simulation and boundary value problem. This choice relies on the 
following observations, som e of which w ill be justified in the following  
section:
1. CTCS is excluded a priori because it is unconditionally unstable 
for the direct numerical simulation; even though this scheme is 
the best candidate to represent the spectrum of F, it would fail to 
compute an initial guess.
2. FT CS is explicit and conditionally stable. The stability condition 
ht ^  h^/2 makes it unfavourable for boundary value compu-
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tâtions. Furthermore, it can introduce eigenvalues close to the 
origin, even w hen T is linear and invertible.
3. CN is implicit and unconditionally stable. In direct numerical 
simulations, a solution of a nonlinear problem at each time step  
is necessary. This complication is balanced by a relative freedom  
in choosing the time step. We can also prove that w hen CN is 
applied to the linear inhom ogeneous heat equations, it does not 
introduce spurious zero eigenvalues. Encouraged by this result, 
w e employed CN successfully for the fuU nonlinear problem.
The Crank-Nicolson algorithm for direct numerical simulations has 
been implemented in a separate package based on NOX. This code is 
capable to solve arbitrary autonomous system  of ODEs and it has been  
used to derive initial guesses for the boundary value problem. Sub­
sequently, w e have implemented the CN discretisation in a ParaCont 
continuation problem class.
As a final remark w e m ention that w e limited our choice to finite- 
difference schemes, excluding both spectral and finite-elements meth­
ods. The former have the disadvantage of inducing dense jacobians: 
this is usually balanced by the possibility to reduce substantially the 
amount of grid points, also known as collocation points. In our case, 
the steep profile of defects w ould likely require a large number of col­
location points.
Finite differences have also been preferred over finite elements for 
ease of implementation. Nevertheless it should be noted that neither 
LOCA nor ParaCont exclude a priori the utilisation of finite elements.
5.1.2 Spectra of finite-dimensional operators
We w ill now  analyse the behaviour of CTCS, FTCS and CN in the 
boundary value problem discretisation. Specifically w e w ül investi­
gate analytically the spectra of the discretised linear heat equation and 
support our conclusions w ith numerical computations. Our results 
are given only in the linear case, but they outline a strategy that we 
employed successfully also in the full nonlinear case.
Let us consider the operator C, =  9t — 9xx on [0, 27t] x [0, 27t] w ith  
periodic boundary conditions in time and Dirichlet boundary condi­
tions in space. We have already encountered this operator m  Section
2.2, w hen dealing w ith the inhom ogeneous heat equation test case. We 
showed there that
Specie,) =  | a  e  C such that A =  -Fin., k  =  1, 2, . . . ,  n  =  0, ± 1, . . . |
The spectrum has been drawn again in Figure 19. We see that eigen­
values are confined to the right-half plane, away from the origin, and 
e, is therefore invertible.
To solve the boundary value problem numerically, w e need a finite­
dimensional approximation of w ith the three m ethods described 
previously, we w ill obtain three different matrices L ctcS / I-ftCS and 
I-CN-
In general, we expect that the spectra of the finite-dimensional op­
erators wiU differ from Spec [XL). To compare these spectra, w e have
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Figure 20: Spectra of the finite dimensional matrices L cjcs  (red trian­
gles) and LpTCS (blue circles). The FTCS scheme can introduce eigen­
values close to the origin. CTCS represents the structure of Spec(-C) 
well. Numerical parameters: Ut =  30, n% =  5. Spectra are obtained 
w ith Matlab's eig function.
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Figure 21: Spectra of the finite dimensional matrices L ^jcs (red trian­
gles) and Lcn (blue circles). The CN scheme does not introduce eigen­
values close to the origin. Numerical parameters: Ut =  30, n% = 5 . 
Spectra are obtained with Matlab's eig function.
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written a Matlab routine w hich computes the matrices L^tcS/ l-FTCS/ 
Lcn and calculates their relative spectra. For this computation w e nor­
m alised the domain to CD =  [0, 1] x [0, 1]. The results shown in Figure 
20 and 21 are for a low  number of grid points in time and space, but 
give good insight in the structure of the spectra.
In both figures w e plotted Spec(LcTCs) in red triangles. Comparing 
this spectrum with the infmite-dimensional one in Figure 19, w e see 
that CTCS discretisation reproduces Spec(C) quite well. Even though  
this m ethod has to be discarded for its instability in direct numerical 
simulations, it can still be used as a reference w hen analysing the other 
two methods: red triangles approximates the spectrum of C w ell along 
the real axis.
In Figure 20 Spec(Lpxcs) is plotted in blue circles. The spectrum  
generated by FTCS can be described as follows: eigenvalues of Lpycs 
are arranged on n± circles, each containing a set of n.% evenly spaced 
eigenvalues. The circles have the same radii, and they seem  to be 
"tangent" to the spectrum of L pjcs along the real axis. We can also 
see that som e eigenvalues get close to the origin.
In Figure 21 w e plot Spec(Lcivj) m  blue bullets. Eigenvalues lie again 
on circles, but this time the radii vary. In particular, circles are at point 
far in the left-half plane, on the real axis: eigenvalues stay away from  
the origin.
The numerical computations reported above can be confirmed ana­
lytically. Indeed, due to the particular structure of the discrete opera­
tors Lcn and Lp-pcS/ ^ is possible to compute their spectra explicitly. 
Analytical results show that the eigenvalues of these two spectra lie 
exactly on the circles seen in Figures 20 and 21.
Proposition 3. Let A  6 such that S p ec(n |A ) =
and let L E R^xTVtxnxnt defined by
nt
(xA (3A - I  I
ocA (3A
+ nt
- I  I
J3A
ocA |3A 
ccA
- I  I
I - I
where a , |3 e  R  and I denotes the identity matrix in Then A is in
Spec{L) if  and only if
A +  n t  —ocvj / 27t i l \
or alternatively
A =  (nt +  (3-Vj ) exp ~  Tit
for some I E {0, • • • ,n t  - 1} and j E {1, • • •
Proof. The block structure of L allows us to decom pose the eigenvalue 
problem Lu =  Au in n t blocks of size n% x n%. Let
U  =  [U i,U 2 , • • • ,U n.j'^  E w ith U t E
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then Lu =  Au can be ivritten as
(xA PA Ui
(xA (3A U2
2 ' • ,
cxA PA Thit—1
(3A (xA .  .
- I [ Ui
I I U2
-Frit
- I  I Urit—1I - I _ Tl-TLt .
T Ui
I U2
=  A *•.
I U rtt- l
I
The first Ut — 1 blocks of the eigenvalue problem give the recursive 
relationship
Ut+1 =  (TLtI +  p n jA )“  ^(Al +  u t i  —an.xA)ut, i  =  1,-• ■ ,n t  — 1.
With the position M.(A) =  (n t l +  |3n^A)~^ (AI +  n t l  — an^A ), w e ob­
tain
u nt (5 4 )
So far w e have used only the first Ut — 1 blocks. The remaining last 
block of the eigenvalue problem gives u i =  M(A)Urtt which combined 
w ith (5.4) leads to Ui =  M(A)'^^Ui or equivalently
Thus, we have shown that A is in tlie spectrum of L if and only if M(A) 
has an nt-th  root of unity as eigenvalue. Recalling that, by definition, 
Vj are the eigenvalues of n^A , w e obtain the assertion
A +  n t  — a-Vj / 2 7 r i l \   ^ ._ ^ = e x p ( ^ — j  W O , /  Tit h  j — h , n%.
□
From this analytical result, w e can calculate the spectra induced by  
CN and FTCS. The operator LpTCS/- for instance, can be obtained from 
the matrix L of Proposition 3 upon setting a  =  1, j3 =  0 and
A
2 -1
-1  2 -1
2 -1
- 1  2
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For this particular choice of A , eigenvalues 'Vj can be com puted ana­
lytically:
'Vj = 4n ^ sin  ( ^ ( n l V l ) )   ^ (5-5)
The proposition implies that
/ 27r i l \  ,Aij =  Tit exp ( ) +'Vj -  Tit.
In other words, for each spatial eigenvalue -Vj, there exist n t  eigenval­
ues of I-F T C S- They are evenly spaced on a circle of radius n t  and cen­
tre Vj — nt- The circle intersect the real axis in Vj — 2n t and Vj. When 
Vj varies, the circle translates horizontally, keeping a fixed radius. 
Analogously, L p j C S  can be obtained for a  =  P  =  1 / 2 . This implies
K i  =  ( y  + ^ t )  exp +  Y  -  Tit,
therefore eigenvalues of Lcn lie on n% circles w ith radius Vj /2  -f n t  
and centre Vj/2  —nt.  The circles intersect the real axis at Vj and —2n t, 
and they are all tangent to the vertical line at A =  —2n t.
The numerical computations shown in Figures 20 and 21 confirm the 
analytical results, for a low-dim ensional approximation. Consequently, 
w e adopted Lcn foT the numerical continuation of defects.
5.2 IN T R O D U C T IO N  TO TH E  BRUSSELATO R
The Brusselator system  is a m odel for the Chlorine-Iodine-Malonic 
acid (CIMA) reaction. This chemical reaction has been the object of 
many experimental, numerical and theoretical studies [7]. The Brusse­
lator supports various spatial and spatio-temporal patterns, in one or 
two spatial dimensions.
Before introducing the Brusselator system, w e briefly recall the ex­
perimental setup of the CIMA reaction. Figure 22, taken from [28], 
describes the CIMA experiment: the reaction takes place in a thin gel 
strip separating two reservoirs A  and B. Malonic acid is introduced to 
A, while Chlorite is fed into B. The two reagents stay separated until 
they diffuse into the gel, where they begin to interact. The reaction 
occurs approximately in a thin one-dimensional strip aligned in the 
X-direction and it is observed from a perpendicular direction.
Am ong the different patterns exhibited by the CIMA reaction, we 
discuss here those formed by the interaction of a Turing pattern with  
a wave tram. Furthermore, w e focus on the Brusselator system  as our 
underlying mathematical model. This m odel is a reaction-diffusion 
system of the form (5.1), w ith u  =  [v,w]^. The two components of 
u  represent the concentrations of the chemical species involved in the 
CIMA reaction. Concentrations are assumed to satisfy
vt =  dvVxx +  a — (b -Fl )v -F v^w  
w t =  dwWxx +  bv — v^w.
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Figure 22; The CIMA reaction experiment shown in a top view  of 
the reactor. The raction takes place in a film of gel separating two 
reservoirs A and B. Picture reproduced from [28].
where a and b are control parameters.
One of the advantages of studying the CIMA reaction via the Brus­
selator system is that this m odel supports many of the patterns found 
in the experiments; in addition it can also be treated analytically. The 
hom ogeneous state Uq =  [a, a/b]^ is an equilibrium solution of the 
system. This rest state undergoes a Turing bifurcation at b =  b j  =  
(1 -t- a-y^dv/dw)^: if, starting from the rest state, w e increase b beyond 
the threshold by, the system w ill lose its stability in favour of time- 
independent spatial oscillations. The trivial solution may also undergo 
a H opf bifurcation when b =  byj =  1 +  in this case, hom ogeneous, 
time-periodic solutions w ill emerge.
When Q is chosen so that
dvu
then by and bjy coincide, giving rise to a codim ension two point (see 
Figure 25, upper-left panel). Near this point, the Brusselator system  
supports interesting patterns, which have been observed numerically 
and experimentally by Perraud and coworkers in [28].
The results of this paper are relevant to our computations and are 
summarised in Figure 23: on the left hand side we can see an exper­
imentally observed flip-flop pattern. An horizontal section of the gel, 
parallel to XX', is monitored as time varies. Subsequent snapshots of 
the same section are stacked to build the space-time plot shown in Fig­
ure 23, panel (a). We see that waves are emitted alternately on the left 
and on the right. Panels (b),(c) and (d) show space-time direct numer­
ical simulations of the Brusselator m odel near the codimension two 
point. In (d) we can see a pattern that resembles the experimentally 
described flip-flop.
Panels (b) and (c) contain patterns formed by merging in space a 
Turing pattern and a wave train (sometimes referred to as a Turing 
front). At the interface between the front and the spatial pattern lies a 
defect. Such solutions are observed to be stable in numerical simula­
tions. Furthermore, the flip flop pattern (d) can be obtained from (b)
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Figure 23: Space-time plots of experimentally and numerically ob­
served patterns are shown (time vertical, space horizontal, (a) exper­
imental results of the CIMA reaction. A  section of the gel parallel to 
XX' is disposed horizontally; as time varies, new visualisations of the 
same section are collected vertically (time runs upwards). In (b),(c) and 
(d) direct numerical simulations of the Brusselator m odel are shown. 
Parcimeters: a =  2.5, du = 4 .11, d-w =  9.73, b is used as a bifurcation 
parameter. In (b) and (c), b =  10.0. The flip-flop in (d) is obtained from 
(b) by changing instantaneously the parameter b from 10.0 to 12.5. Pat­
terns (b) and (c) are stable if the parameter b is changed quasi-statically. 
Picture reproduced from [28].
by changing instantaneously the parameter b from 10.0 to 12.5. On the 
other hand, if b is increased in small steps, patterns resembling (b)-(c) 
are found to exist for b =  12.5.
Patterns similar to these ones have also been observed by De Wit et al.
[8]. Solutions analogous to (c), but with a different number of vertical 
rolls in the spatial pattern are found to be stable for a w ide range of 
the parameter b. In particular, in the range b e  [10, 13], solutions with  
a core of 3, 5 and up to 37 rolls are found to be stable.
In different parameter regions, Turing patterns and wave trains can 
compete, and either pattern may dominate [27].
The results found in the literature rely all on direct numerical sim u­
lations. With ParaC ont w e are able to continue the defects numerically.
5.3 NUMERICAL RESULTS FOR THE BRUSSELATOR SYSTEM
In this section we w ill describe the numerical results obtained for the 
Brusselator system. Starting from simulations and experiments out­
lined in the last section, w e aim to understand whether the Turing- 
Hopf fronts described in the previous section are connected in param­
eter space.
We were originally motivated by the following question: is it possi­
ble to pass from a Turing-Hopf front with a certain number of rolls to 
another front w ith a different number of rolls? If there is a mechanism  
of forming and removing rolls, then the flip-flop pattern in panel (d) 
of Figure 23 could be connected in parameter space with the Turing- 
Hopf front of panel (c). As we shall see, our first results suggest that
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Figure 24: Left: direct numerical simulation of the Brusselator system  
using Dwight Barkley's code EZSPIRAL for parameters as in Figure 23. 
Right: the solution is cut to a minimal domain, suitable for numerical 
continuation. For real calculations w e used a Crank-Nicolson method  
implemented in a code based on NOX and Trilinos.
these patterns are not connected, even though the question deserves a 
more systematic and careful study which we leave for future work.
We start by reproducing the results found in [28] using EZSPIRAL, 
a code developed by Dwight Barkley. Afterwards we run the direct 
numerical simulation with our ow n Crank-Nicolson code based on 
Tri 11 nos and NOX.
The procedure to find an initial guess for our continuation is sketched 
in Figure 24. We cut the solution to the computational domain [0, L] x 
[0,27t]. As described in in Chapter 2, it can be shown that this pattern 
satisfies the boundary value problem
=  0Vt dv 0  ■ Vxx a — (b-j- l)v-t-v^wtUd W t -L 0 d-w Wxx + bv — v^w
(0 ,  ? ]  — V x ( L , t )  — 0  
W x (0 , t )  =  Wx(L , t )  =  0 
v ( x , 0 )  =  v (x ,27C )  
w ( x , 0 ) =  w ( x , 27r]
(u * ( x , t ) ,  u * ( x , t ) - u ( x , t ) )  d x d T  =  0V
where cuj is the frequency associated with the temporal period.
By cutting the solution in the computational domain (nt =  523 tem­
poral grid points and =  2000 spatial grid points), we are able to 
determine initial guesses for the unknown v , w ,  cu j  and we can con­
tinue the system  using ParaCont. The spatiotemporal discretisation 
leads to an algebraic system  of dim ension 2u xn t ~  2 • 10 .^ Results of 
the continuation are shown in Figure 25.
In the upper-left panel in Figure 25, w e show the a-b plane with
i i 8 APPLICATIONS TO DEFECTS
b
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Figure 25: By decreasing b in the upper-left diagram, w e approach 
the codimension-two point of the Brusselator system. Sketches of the 
corresponding solutions are reported in the other panels. Numerical 
parameters: a =  2.5, du = 4 .11, dw =  9.73, L =  250. The total dimen­
sion of the discretised system is 2nxUt % 2 -10^.
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the Tiiring and H opf bifurcation curves: tiie codim ension two point is 
the intersection of the two curves. In the continuation w e fixed a and 
varied b towards the Turing-Hopf point. In the remaining three panels 
of 25 w e plotted the v component as the parameter varies.
The pattern appears to be deformed, but does not change dramati­
cally: as b gets smaller, the spatial Turing pattern is confined towards 
the left, leaving room for the wave train w hose phase velocity de­
creases. N ote that the number of rolls in the Turing pattern remains 
constant.
In addition w e explored the a-b plane in more detail. Maintaining 
a =  2.5, w e have continued the solution in b E [8.4, 25.3] and found no  
significant changes. W hen approaching the H opf bifurcation line, the 
system  gets stiffer and the continuation stepped back on itself.
More continuations have been run on the same m odel for smaller 
rix and n t and with a lower number of rolls in the core. In particular, 
w e fixed b =  10.1 and continued in a  in the interval [1.6, 2 .8]. These 
calculations indicate that no rolls are formed or destroyed. From these 
preliminary numerical results, it w ould seem  that patterns w ith differ­
ent number of rolls are not connected in parameter space. As m en­
tioned at the beginning of this section, w e consider these results as 
preliminary, w hich deserve further investigation in the future. More 
specifically, computing the stability of these solutions w ould help to 
verify the numerical experiments of Perraud and co-workers.
5.4 PLANAR STRIPES IN  THE SWIFT-HOHENBERG EQUATION
As a second application of ParaCont, w e present here computations 
of localised structures in the cubic-quintic Swift-Hohenberg equation.
The Swift-Hohenberg equation
Ut =  —p u  — (1 -I- A)^u +  su^ — u^
is a paradigm for pattern-forming system s [6].
We consider here the cubic-quintic variant of the Swift-Hohenberg 
equation in two spatial dimensions. In this case the variable u (x ,y ,t )  
satisfies
Ut =  —p u —(1 +  A)^u-f-su^ —u^. (5.6)
Equation (5.6) is also a gradient system  w ith energy
£(u) = R2 l(A uf-ivuP+il+ |)ïi-£^+:J dxdp.
It can be shown that, along each trajectory u (x ,p ,t)  of (5.6), the en­
ergy decreases in time towards a local minimum. Local minima of the 
energy correspond to stationary solutions.
The cubic-quintic Swift-Hohenberg equation supports various sta­
tionary localised patterns, such as spots, target patterns and fully lo­
calised stripes. We focus here on solutions in w hich a Turing pattern 
is connected to the hom ogeneous rest state via a set of spots. A n ex­
ample of such patterns is show n in Figure 26: the Turing pattern at 
the core is formed by blue and red rolls, while the hom ogeneous state
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Figure 26: Planar stripes in the cubic-quintic Swift-Hohenberg equa­
tion. The hom ogeneous state (green) is connected to the Turing pattern 
(red and blue rolls) via a set of spots. Numerical parameters: p =  0.62, 
s =  2, Lx =  12.6, Ly =  62.8.
corresponds to the green region. These structures have been found by 
Burke and Knobloch [5] in direct numerical simulations.
Due to the particular symmetries of the pattern, we can reduce our 
computation to one quarter of the pattern and write the boundary 
value problem on [0,Lx] x [0, Ly].
( 1 4- A)^u 4- pu — su^ 4- =  0
(x, 0) =  Ux (x, Ly ) =  0 
T-ly (0, p ) =  Uy (L x ,p ) =  0 
^XXX (^/ 0) =  Uxxx (^/ by ) =  0 
(0, p ) =  U yyy (Lx, P ) =  0
(5 7 )
(5.8)
(5.9)
(5 .1 0 )
(5 .1 1 )
The boundary value problem defined above is discretised by means 
of finite differences and continued in ParaCont. We chose to approxi­
mate the linear part of the differential operator by a 13-points centred 
stencil: finite difference scheme for second order derivatives has been 
given already in previous sections, the fourth-order derivatives are ap­
proximated by
9^ -^ _  -4U j-i,j  4-6Uÿj -4Ui+i j  +
ôx^ ~  K
and a similar expression for the derivative with respect to p. The 
mixed fourth order derivative is replaced by
dx^ôy^ h^h^
+  [ ^ i - 1J -  2 U i j  +  U i + 1J ]
Since the differential operator is elliptic and the discretisation we 
chose is fully symmetric, the resulting large system of algebraic equa­
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tions has a symmetric jacobian. This allowed us to use the multilevel 
preconditioners ML provided by Tri linos.
The computation proceeds analogously to w hat w e have seen for de­
fects in reaction-difj^sion equations, w ith the only difference that the 
initial guess was obtained from spectral code implemented in Matlab 
by David Lloyd. The code performs a direct numerical simulation of 
(5.6) using Fourier m odes in both x  and p. W hen the solutions appear 
to have converged to a stationary pattern, w e stop the computation 
and interpolate the pattern on an evenly spaced m esh of n%n.t grid 
points.
An example continuation is reported in Figure 27. We started from  
the pattern shown in panel 1, com posed of a single horizontal roll, and 
continued the system  in the parameter p. During the continuation w e  
fix s and monitor the L2 norm of the solution.
A s we can see, the continuation can lead to different patterns: if w e  
start by decreasing p, w e obtain a pattern with vertical stripes, and the 
bifurcation curve converges to a vertical line. In contrast, if we increase 
p, the solution starts to grow new  spots which subsequently merge 
to form new  horizontal rolls. Patterns w ith an increasing number of 
horizontal stripes are connected in parameter space, and their norm  
increases as w e move up on the bifurcation curve. Due to the shape of 
the bifurcation curve, this behaviour is often refferred to as snaking.
We remark that the three stationary patterns in Figure 27 are all 
comrected in parameter space: starting from the same solution at the 
bottom of the snaking diagram, we can proceed up on the snake and 
obtain pattern 3, or w e can follow  the non-snaking branch and end up 
w ith pattern 2. We w ill now  examine separately the behaviour of the 
solution on the two branches.
The non-snaking branch is show n in more detail in Figure 28. The 
initial pattern possesses a set of blue spots, next to the strip at tire core, 
and an external set of red spots. The solution grows initially a new  set 
of blue and red spots, w ith an almost-snaking behaviour. Then the two 
sets of red spots merge vertically, whereas the outer set of blue spots is 
stretched. As vertical rolls appear, the bifurcation curve approaches a 
vertical limit: as w e m ove up on this segm ent of the branch, the vertical 
stripes extend and finally cover the entire domain. The resulting final 
pattern consists of a core formed by one horizontal strip and one set 
of blue rolls (already present in the initial pattern) and of a family of 
vertical stripes.
The s n a l^ g  branch is shown in Figure 29. The initial pattern is 
similar to the one w e used in the non-snaking branch. The bifurcation 
parameter varies between four limits. The outer limits are defined by 
vertical lines v ia points 1, 5, 9 and 2,6 respectively: w hen the bifurca­
tion parameter oscillates between these two limits w e w ill say that it 
is on the outer snake. Analogously, points 3, 7 and 4, 8 define an inner 
snake. The bifurcation diagram is com posed by an alternate sequence 
of outer and inner snakes.
As w e follow the snaking branch, new  horizontal stripes are formed 
according to a self-repeating mechanism: the solution nucleates a new  
set of spots in the outer snake, forming a pattern w ith two set of stag­
gered blue and red spots; from this configuration, a new  roll is formed 
on the inner snake by merging the innermost set of spots. This happens
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Figure 27: Continuation of localised stationary patterns of the cubic- 
quintic Swift-Hohenberg equation. Starting from the solution in panel 
1 we can follow the non-snaking branch (panel 2) as well as the snaking 
one (panel 3). If we follow the non-snaking branch, we obtain vertical 
stripes. Continuation along the snaking branch leads instead to an 
increasing number of horizontal rolls. All patterns are connected in 
parameter space. Solution computed in [0, Lx] x [0, Ly]. Numerical 
parameters: L% =  12.6, Ly =  62.8, Ux =  33, Uy =  129, s =  2.
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Figure 28: Non-snaking branch of the bifurcation diagram. The pattern 
nucleates a set of blue spot (2) and subsequently a set of a of red spots 
(3). When approaching the vertical line on the bifurcation curve, the 
solution develops vertical stripes which cover progressively the entire 
domain. Solution computed in [0, Lx] x [0, Ly]. Numerical parameters: 
Lx — 12.6, Ly =  62.8, Ux =  33, Uy =  129, s =  2.
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alternately for blue and red stripes, which eventually cover the entire 
domain.
For the snaking bifurcation diagram, w e have also computed the 
ten m ost unstable eigenvalues at each continuation step, by m odifying  
ParaCont. As we can see from Figure 30, stable and unstable branches 
alternate. This alternation follows a precise scheme: let us label by 0 
the stable branches and by 1, 2, 3 the unstable branches w ith  one, two, 
three unstable eigenvalues, respectively. If w e neglect for the moment 
branches of type 1, the bifurcation diagram corresponds to the periodic 
string {• • • 02020303 • • •}.
From inspecting Figure 30, it seems that at each turning point a 
single eigenvalue crosses the imaginary axis. We have not yet run 
sirr^ar stability calculations for the non-snaking branch but plan to do  
so in the future.
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0 0 0
Figure 29: Snaking branch of the bifurcation diagram. The solution  
grows horizontal stripes through the mechanism visible in (i)-(9). The 
initial pattern possesses one set of blue spots. In (i)-($) a new  blue 
roll is formed: the pattern nucleates initially a new  set of red spots 
(i)-(3), and then merge the set of blue spots closest to the core into 
a roll (3)-(5). In panels (5)-(9) the process repeats itself to produce a 
red strip. At the end of this cycle, the pattern has grown a blue and a 
red strip. Solution computed in [0, L%] x [0, Ly]. Numerical parameters: 
Lx =  12.6, Ly =  62.8, rix =  33, riy =  129, s =  2.
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0.8
0.75
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stable —  ■—
1 unstable □
2 unstable — —
3 unstable — —
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Figure 30: Stability of the solutions on the snaking branch. Stable and 
unstable branches alternate. If we label by 0 the stable branches and by 
2 and 3 the branches w ith two and three unstable eigenvalues, respec­
tively, the snake is formed by the sequence {• • • 02020303 • • •} repeated 
periodically. At each turning point, a single eigenvalue crosses the 
imaginary axis.
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5 . 5  PRELIMINARY RESULTS O N  RIGIDLY ROTATING SPIRALS
In our last example, w e report on preliminary results regarding rigidly 
rotating spiral waves. Spiral waves arise in chemical as w ell as biolog­
ical systems: they are solutions that rotate in time while keeping fixed 
their spatial spiral structure. Once more, w e consider the reaction- 
diffusion systems posed on the plane
Ut =  DAu-l- f  (u; p), (x ,y) e  u  € IR,^ . (5.12)
A  spiral wave is a solution of the form
u (x ,y ,t )  =Usw(P/Cp-cut), {x,y) =  (r cos (p,r sin cp),
where cu denotes the rotation frequency. A n example of spiral waves 
is reported in Figure 31.
In previous works, several kinds of instabilities have been studied  
experimentally and numerically. The spiral core can break up and 
generate small scale unstable structures. Alternatively, the far field 
can break up and degenerate into more complex dynamics. The main 
motivation for our comes from another kind of instability, commonly 
referred to as period-doubling.
An example of a period-doubling bifurcation of a spiral is show n in 
Figure 31: as the bifurcation parameter crosses the critical value, the 
original spiral on the left destabilises in favour of the spiral on the right, 
w ith doubled wavelength and temporal period. The period-doubled  
spiral exhibits also a line defect, necessary to connect the phase-shifted 
spiral arms. The line defect proceeds from the core towards the far 
field of the spiral.
Since period-doubling bifurcations are expected to play a role in the 
formation of more complicated spatio-temporal dynamics, investigat­
ing the causes of this instability is an interesting problem. Sandstede 
and Scheel [31] proposed that the bifurcation described above is not 
a genuine period doubling bifurcation: in a co-rotating frame of refer­
ence, the instability should instead be determined by a H opf bifurca­
tion w hose frequency is in 2 : 1 resonance w ith  the rotational frequency 
of the spiral. To verify their theoretical prediction, it w ould be desir­
able to be able to continue rotating spirals and compute their spectra.
In addition, this w ould allow us to better understand the effect of the 
boundary on such instabilities.
Rotating spirals satisfy a boundary value problem in a suitable frame 
of reference and they can therefore be in principle continued by Para­
Cont. In the com oving frame il> =  9  — cut. Equation (5.12) can be 
written as
D  (Urr +  r ~  ^  +  r" ^ U 4)4) ) +  (DU4, - f  f  (u; y.) =  0. (5.13)
This system  can be solved with the same technique presented for 
defects in reaction-diffusion systems. The angular variable ip plays 
here the role of time, as the spiral is periodic in i|).
A t the present stage w e have rmi direct numerical simulations of 
the Rossler model. In polar coordinates, this system  can be posed
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G
Figure 31: Direct numerical simulation of the Rossler system. Contour 
plots of U3 are shown for a fixed time. On the left: rigidly rotating 
spiral obtained for c =  2.95. On the right: period-doubled spiral ob­
tained for c =  3.4. The spiral on the right exhibits a line defect. Picture 
reproduced from [31].
U i U 2 U 3
Figure 32: Direct numerical simulation of the Rossler system. Numer­
ical parameters: rir =  400, n^, =  39, R_ =  0.1, R+ =  100, a =  b =  0.2, 
c =  2.9, di =  d2 =  d3 =  0.4; time step size ht — 0.05
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on an annulus (r, cp) e  (R_,R+) x (0, 27t), w ith R_ >  0 to avoid the 
singularity at r =  0;
U l , t ' di 0 O' ’■Ul,rr + r
■U-2, t d2 0 U 2 ,rr  +  r
U 3 ,t . 0 d3_ _TJ-3,tt +  T"
—U 2  — U 3
+ u i  +  a u 2
b +  (ui -  C)U3
(514)
The Rossler model, supplem ented w ith Neum ann boundary condi­
tions and a suitable initial condition, has been solved with a Crank- 
N icholson method. These solutions w ül provide us w ith a good initial 
guess for the boundary value problem (5.13).

OPEN PROBLEMS
We conclude this thesis w ith a list of open problems that we intend to 
address in the future.
• Integi'ation of ParaCont into Trilinos: as mentioned in previous 
chapters, some ParaCont's features can be improved to give users 
more flexibility. In the future, users should be able to control 
stability computations by writing a list in the xml task file. In ad­
dition, we could use a similar mechanism to implement a branch 
switching facility. Some of these improvements are currently be­
ing discussed with LOCA developers.
• Applications:
o Brusselator system: for the Turing-Hopf fronts, we plan to 
start a systematic study of the parameter plane a-b, in or­
der to understand the formation or disappearance of verti­
cal stripes; stability computations w ill be needed to verify 
the bi-stability observed via direct numerical simulations in 
previous works. Other defects, such as the flip-flop, can also 
be continued with the same approach.
o Swift-Hohenberg equation: for this equation w e plan to run 
more refined stability computations on the snaking branch 
and to study stability on the non-snaking branch. For this 
problem, a branclvswitching m odality in ParaCont w ould be 
helpful to understand whether stable and unstable branches 
of the snake are connected in parameter space.
o Rotating spirals in the Rossler system: for this problem we 
plan to continue the patterns found via direct numerical sim­
ulations and to compute stability to investigate the period- 
doubling phenomenon.
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