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В настоящее время графы и гиперграфы используются для представления
сетей из различных предметных областей. Графовые модели используются
для представления дорожных, мультисервисных и телекоммуникационных се-
тей [40,57,65,68,77,78,88]. Гиперграфы являются расширением классической
теории графов на случай, когда ребро графа может содержать число вершин,
отличное от двух [11]. Традиционно гиперграфы нашли практическое приме-
нение в комбинаторной химии и разработке реляционных баз данных [18,69].
Возможность объединения нескольких вершин одним ребром дает сильный
инструмент для исследования и анализа процессов в различных сетях. В на-
стоящее время гиперграфы активно применяются при моделировании дорож-
ных и телекоммуникационных сетей, а также для построения семантических
сетей при обработке текстов на естественном языке [20, 54, 55, 59, 71, 73, 80,
89, 90]. Актуальным направлением исследований является анализ, проектиро-
вание и реструктуризация таких сетей. Значительная часть задач анализа гра-
фовых и гиперграфовых сетей сводится к проблемам определения различных
конфигураций [35]. Под конфигурацией понимается любая система подмно-
жеств конечного множества. Особо интересными конфигурациями являются
кратчайшие пути и максимальные биклики, поскольку они позволяют опреде-
лять узкие места сети, основные магистрали, выполнять предобработку для
разбиения исходной сети на подсети. Задача поиска кратчайшего пути в гра-
фе — хорошо известная задача теории графов, имеющая многие реальные при-
ложения, такие как маршрутизация в коммуникационных сетях, логистическая
оптимизация. Существует множество алгоритмов решения задачи маршрути-
зации без дополнительных ограничений на сеть [10, 13, 14]. Однако в случае,
когда на сеть накладываются дополнительные ограничения, классические ал-
горитмы для построения кратчайших путей не применимы. Помимо этого,
на производительность используемых алгоритмов существенное влияние ока-
зывает увеличение размерности анализируемых графовых и гиперграфовых
сетей. Это связано с тем, что классические алгоритмы либо не способны нахо-
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дить точное решение поставленных задач, либо находят его за неприемлемое
время [49, 51, 57]. В свою очередь, задача поиска всех максимальных биклик
является труднорешаемой задачей, поскольку число биклик может экспонен-
циально зависеть от размеров исходной сети [16, 20, 72].
Задачи маршрутизации возникают в дорожных и телекоммуникационных
сетях, при этом часто приходится иметь дело с различными расширениями
задачи о кратчайшем пути, которые могут значительно повысить сложность
решения [12,40,47,51,77,81,86]. Более того, в дорожных сетях логистические
задачи могут решаться для отдельного района, города, края или целой стра-
ны. Большинство современных телекоммуникационных сетей являются муль-
тисервисными, поскольку предоставляют пользователям множество разнооб-
разных услуг, касающихся проводной телефонии, сотовой связи, кабельного
телевидения и передачи данных. Качество обслуживания (Quality of Service,
QoS) в мультисервисных сетях определяется параметрами, такими как полоса
пропускания, задержка, вариация задержки, стоимость и надежность передачи
данных [78, 86]. Таким образом, задача анализа качества обслуживания в те-
лекоммуникационной сети может моделироваться задачей поиска кратчайших
путей в ресурсоограниченной сети, где всякий запрос пользователя на оказа-
ние услуги предполагает определение некоторого (желательно оптимального
по затратам, например, времени или стоимости) маршрута между двумя уз-
лами с учетом ресурсных возможностей этой сети. Задачи перечислительного
типа используются в дорожных и телекоммуникационных сетях в основном
для анализа структурных элементов или выделения подсетей [20]. Задача мо-
делирования адресного пространства в телекоммуникационных сетях связана
с задачей поиска максимальных индуцированных биклик [59]. Например, мак-
симальная индуцированная биклика может определять подсеть с топологией
«звезда». Для анализа структуры дорожной сети можно использовать задачу
перечисления всех максимальных индуцированных биклик.
В анализе семантических сетей востребованы задачи перечислительного
типа, поскольку нахождение всех возможных конфигураций позволяет выде-
лять скрытые знания и взаимосвязи из таких сетей [3, 55, 71]. Учитывая, что
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подобные сети представляются как гиперграф, так и (0, 1)-матрица, то по-
иск различных конфигураций можно осуществлять методами теории матриц
и теории гиперграфов. Так, наиболее часто в анализе семантических сетей ис-
следуются максимально полные подматрицы (0, 1)-матрицы и максимальные
индуцированные биклики. При этом задача выделения всех максимальных ин-
дуцированных биклик гиперграфа сводится к задаче построения конфигура-
ций — полных единичных подматриц. Заметим, что задачи поиска таких кон-
фигураций являются #P -полными [16,72].
В настоящее время активно разрабатываются новые, модифицируются из-
вестные алгоритмы для решения задач анализа, маршрутизации и проекти-
рования дорожных, телекоммуникационных и семантических сетей, а также
исследуются подходы, повышающие производительность существующих ал-
горитмов.
Степень разработанности темы исследования.
В задачу анализа сетей входит определение эффективности сети, нахож-
дение узких мест, решение задачи о кратчайших путях, выделение подсетей
и основных магистралей и др. Предъявление дополнительных ограничений
к анализу сетей влечет за собой решение расширений задачи о кратчайшем
пути, а также решение задачи определения различных конфигураций в сети.
Задача о кратчайшем пути в нестационарной сети была исследована в ра-
боте K. L. Cooke, E. Halsey [43]. В данной работе предложена модель поиска
оптимального времени прибытия. В работе S. E. Dreyfus [49] рассмотрена
возможность применения классического алгоритма Дейкстры для нахождения
кратчайшего пути в нестационарной сети. Дальнейшие исследования включа-
ют усовершенствование алгоритма Дейкстры, выполнение предобработки ис-
ходной сети, использование новых подходов к решению задачи о кратчайшем
пути в нестационарной сети. Значительный вклад в это направление внесли
H. D. Sherali [81], D. Wagner [87], M. M. Nejad [77], D. Delling [46], Э. Х. Ги-
мади [8].
Задача о кратчайшем пути в ресурсоограниченной сети является расши-
рением классической задачи о кратчайшем пути с дополнительными ресурс-
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ными функциями для каждой дуги. Задача о ресурсоограниченном кратчай-
шем пути была рассмотрена в работе H. Joksch [66]. В данной работе задача
рассматривалась в терминах целочисленного линейного программирования и
теоретико-графовой постановке, для которой был предложен алгоритм, осно-
ванный на методе динамического программирования. В работе G. Handler,
I. Zang [60] был предложен двойственный алгоритм решения для задачи о
ресурсоограниченном кратчайшем пути в терминах целочисленного линейно-
го программирования. Значительный вклад в развитие подходов к решению
задачи о кратчайшем пути в ресурсоограниченной сети внесли M. Dror [50],
I. Dumitrescu [51], K. Mehlhorn [75], M. Jepsen [65], M. Horvarth [63],
R. Hassin [61], G. Xue [88], W. Zhang [89].
Задачи поиска максимально полных подматриц и максимальных биклик яв-
ляются задачами перечисления и поиска конфигураций в сети. Такие задачи
применяются во многих прикладных областях. Поиск всех максимально пол-
ных подматриц используется в анализе формальных понятий. Его основные
идеи и сведения задачи поиска формальных понятий к задаче поиска макси-
мально полных подматриц были введены в следующих работах [16, 55, 72].
Развитие подходов к решению задачи активно исследуется российскими уче-
ными С. О. Кузнецовым, С. А. Объедковым, Д. И. Игнатовым [16, 70–72],
В. В. Быковой, Ч. М. Монгуш [3,76]. Задача поиска максимальных индуциро-
ванных биклик связана с поиском максимально полных подматриц. Практиче-
ское применение максимальных индуцированных биклик в телекоммуникаци-
онных сетях исследовано в работе R. L. Graham, H. O. Pollak [59]. В других
областях знаний максимальные биклики исследовались Е. В. Константино-
вой [69], Инной и Игорем Зверович [92], В. Б. Поповым [20].
Все рассматриваемые в работе задачи в большинстве случаев решаются
применительно, к сетям представленным графами или гиперграфами, поэтому
эти задачи носят комбинаторный характер. Развитие дорожных и телекомму-
никационных сетей влечет за собой увеличение их сложности и размерности.
Вследствие чего актуальна разработка новых и усовершенствование существу-
ющих алгоритмов комбинаторной оптимизации для данных задач, способных
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находить решение за реальное время. Именно данное направление исследует-
ся в настоящей диссертационной работе.
Цель и задачи исследования. Целью диссертационной работы является
разработка алгоритмов комбинаторной оптимизации для анализа графовых и
гиперграфовых сетей.
Для достижения цели были поставлены и решены следующие задачи.
1. Разработать и теоретически обосновать модификацию алгоритма ALT
решения задачи поиска кратчайшего пути в нестационарной метрической се-
ти, удовлетворяющей условию FIFO.
2. Разработать и теоретически обосновать приближенный алгоритм реше-
ния задачи поиска ресурсоограниченного кратчайшего пути в графе с одним
ресурсом.
3. Разработать и теоретически обосновать алгоритм решения задачи поиска
всех максимальных индуцированных биклик для графов и гиперграфов.
4. Создать комплекс программ, реализующий разработанные алгоритмы,
для проверки результативности алгоритмов на случайных графах и гипергра-
фах и на реальных данных применительно к дорожным сетям.
Научная новизна результатов, представленных в диссертации.
1. Разработана модификация алгоритма ALT для задачи поиска кратчайше-
го пути в нестационарной метрической сети, удовлетворяющей условию FIFO.
В отличие от классического алгоритма ALT, в модификации используется но-
вая графовая модель, в которой всякая дуга сети определяется статическим и
динамическим весами, интерпретируемыми как расстояние и скорость в сети.
Предложенная модификация алгоритма ALT позволяет находить точное ре-
шение задачи поиска кратчайшего пути в нестационарной метрической сети,
удовлетворяющей условию FIFO.
2. Разработан новый алгоритм REVTREE приближенного решения задачи
поиска ресурсоограниченного кратчайшего пути в сети с одним ресурсом.
Алгоритм отличается от ранее существующих алгоритмов тем, что позволяет
получить оценку точности решения на основе параметров исходной сети.
3. Разработан новый алгоритм HFINDMIB решения задачи поиска всех
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максимальных индуцированных биклик. Алгоритм отличается от ранее су-
ществующих алгоритмов тем, что в процессе генерации биклик использует
новый гиперграфовый подход. Алгоритм находит и перечисляет в лексикогра-
фическом порядке все максимальные индуцированные биклики в графовых и
гиперграфовых сетях.
Методология и методы исследования. Для решения поставленных в дис-
сертационной работе задач был применен аппарат теории графов и гипергра-
фов, теории алгоритмов, комбинаторной оптимизации, а также методы объ-
ектно-ориентированного программирования. Комплекс программ для предло-
женных алгоритмов реализован на языке С++.
Теоретическая значимость работы. Результаты диссертации представля-
ют теоретический интерес и вносят заметный вклад в изучение задач марш-
рутизации и задач перечислительного типа для графов и гиперграфов. Новые
представления графовой модели и потенциальных функций для задачи о крат-
чайшем пути в нестационарной сети с условием FIFO могут быть использова-
ны для моделирования других нестационарных сетей с различными ограниче-
ниями. Предложенный алгоритм для нахождения ресурсоограниченного пути
может быть расширен на случай многих ресурсов. Метод оценки полученно-
го решения может быть развит в общий подход для задач маршрутизации с
несколькими весовыми функциями. Подход генерации максимальных инду-
цированных биклик может использоваться для развития методов генерации
k-дольных клик гиперграфа.
Практическая значимость работы. Разработанные в диссертационной ра-
боте алгоритмы используются в Федеральном государственном автономном
образовательном учреждении высшего образования «Сибирский федеральный
университет» при подготовке бакалавров по специальностям 01.03.01 — Ма-
тематика, 01.03.02 — Прикладная математика и информатика, 02.03.01 — Ма-
тематика и компьютерные науки, при изучении дисциплин «Комбинаторные
алгоритмы», «Технологии хранения и обработки больших данных», а также
в научно-исследовательской работе магистрантов по направлению подготов-
ки 01.04.02.06 — Прикладная математика и информатика в гуманитарных и
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социально-экономических науках.
Разработанные в работе алгоритмы и комплекс программ ориентированы
на эффективное применение в различных прикладных областях. В работе это
продемонстрировано на примере реальных дорожных сетей городов, в част-
ности, при интеллектуальном анализе дорожного графа города Красноярска в
условиях ограничений. Применение алгоритмов к модельной дорожной сети,
в которой добавлены новые дороги или перекрыты существующие, позволяет
анализировать последствия таких решений путем определения наиболее вос-
требованных дорог. Это может повысить качество работы алгоритмов выбора
стратегий управления и дальнейшей оптимизации планов координаций свето-
форов на отдельных участках дорожной сети.
Соответствие паспорту специальности. Диссертационная работа соответ-
ствует области исследования специальности 05.13.17 — Теоретические осно-
вы информатики по п. 10 «Разработка основ математической теории языков
и грамматик, теории конечных автоматов и теории графов» (пункты 1–3 на-
учной новизны), по п. 5 «Разработка и исследование моделей и алгоритмов
анализа данных, обнаружения закономерностей в данных и их извлечениях,
разработка и исследование методов и алгоритмов анализа текста, устной речи
и изображений» (пункт 3 научной новизны).
Положения и результаты, выносимые на защиту.
1. Модифицированный алгоритм ALT для решения задачи поиска кратчай-
шего пути в нестационарной метрической сети, удовлетворяющей условию
FIFO, и оценки его сложности по времени.
2. Алгоритм REVTREE для решения задачи поиска кратчайшего пути в ре-
сурсоограниченной сети с одним ресурсом, доказательство корректности и
оценка его сложности по времени и памяти.
3. Алгоритм HFINDMCS поиска всех максимально полных подматриц
(0, 1)-матрицы инцидентности гиперграфа и оценка его сложности по вре-
мени.
4. Теорема об эквивалентности индуцированных двудольных подгипергра-
фов гиперграфа и двудольных подграфов соответствующего вершинного гра-
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фа гиперграфа. Алгоритм HFINDMIB для поиска всех максимальных инду-
цированных биклик гиперграфа, основанный на этой теореме, и оценка его
сложности по времени.
5. Комплекс программ для проверки результативности предложенных алго-
ритмов на случайных графах и гиперграфах и на реальных данных примени-
тельно к дорожным сетям.
Степень достоверности и апробация результатов работы. Достоверность
результатов работы подтверждается строгими математическими доказатель-
ствами основных положений, экспериментальной проверкой результатов, чис-
ленных расчетов на реальных данных и практической эффективности про-
граммных реализаций.
Основные результаты работы докладывались и обсуждались на Междуна-
родной конференции Discrete Optimization and Operations Research DOOR-2016
(Владивосток, 2016), VII Международной конференции «Проблемы оптими-
зации и их приложения» (Омск, 2018), XVII Международной конференции
имени А.Ф. Терпугова «Информационные технологии и математическое мо-
делирование» ИТММ’18 (Томск, 2018), International Scientific Multi-Conference
on Industrial Engineering and Modern Technologies FarEastCon’18 (Владивосток,
2018), 17 Всероссийской конференции с международным участием «Компью-
терная безопасность и криптография» SIBECRYPT’18 (Абакан, 2018), 18 Все-
российской конференции с международным участием «Компьютерная без-
опасность и криптография» SIBECRYPT’19 (Томск, 2019), VII Международ-
ной конференции «Математика, её приложения и математическое образова-
ние» (Улан-Удэ, 2020), XIX Международной конференции имени А.Ф. Терпу-
гова «Информационные технологии и математическое моделирование»
ИТММ’20 (Томск, 2020), Семнадцатой Международной Азиатской школе-се-
минаре «Проблемы оптимизации сложных систем» OPCS’21 (Online, 2021),
24th International Conference on Distributed Computer and Communication Net-
works: Control, Computation, Communications DCCN’21 (Moscow, Online, 2021),
Международной конференции «Вопросы логистики, управления и эксплуата-
ции в транспортном коридоре Восток-Запад» PLMO’21 (Баку, 2021), научных
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семинарах кафедры высшей и прикладной математики Сибирского федераль-
ного университета.
Работа поддержана Красноярским математическим центром, финансируе-
мым Минобрнауки РФ в рамках мероприятий по созданию и развитию регио-
нальных НОМЦ (Соглашение 075-02-2020-1534/1).
Личный вклад автора. Постановка задач, представленных в диссертации,
была сделана автором совместно с научными руководителями д.ф.-м.н, про-
фессором В.В. Быковой и к.ф.-м.н, доцентом Д.В. Семеновой. Основные ре-
зультаты, составляющие новизну диссертационной работы, получены лично
автором. Обсуждение подходов, алгоритмов, результатов вычислительных экс-
периментов и подготовка публикаций осуществлялись совместно с научными
руководителями. Автор самостоятельно выполнил разработку программных
продуктов для созданных в диссертационной работе алгоритмов и получил
соответствующие свидетельства о их государственной регистрации.
Публикации. По тематике диссертации опубликовано 22 работы, из них 5
статей в журналах, включенных в Перечень рецензируемых научных изданий,
в которых должны быть опубликованы основные научные результаты дис-
сертаций на соискание ученой степени кандидата наук, на соискание ученой
степени доктора наук (в том числе 4 статьи в российских научных журналах,
индексируемых Web of Science и Scopus) [7, 23, 28, 83, 84], 3 свидетельства о
государственной регистрации программы для ЭВМ [32–34], 14 публикаций в
сборниках материалов международных и всероссийских научных и научно-
практических конференций (в том числе 3 статьи в изданиях, индексируемых
Web of Science и Scopus) [2, 4–6, 22, 24–27,29–31,82, 85].
Структура и объем диссертации. Диссертация состоит из введения, че-
тырех глав, заключения, списка литературы, списка таблиц, списка иллюстра-
ций, двух приложений. Общий объем диссертации составляет 95 страниц; ил-
люстративный материал представлен 15 рисунками и 14 таблицами; список
литературы содержит 92 наименования.
Во введении к диссертации дается описание работы, раскрывается акту-
альность темы исследования, приводится обзор работ других авторов по изу-
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чаемой тематике, формулируются цели и задачи исследования, излагается ме-
тодология исследования, обосновывается теоретическая и практическая зна-
чимость диссертации, а также научная новизна результатов исследования.
В первой главе рассматривается задача о кратчайшем пути в нестацио-
нарной метрической сети с условием FIFO. Основным результатом первой
главы является модифицированный алгоритм ALT, для которого предложены
новые потенциальные функции и эвристика ADAHEURIS для периодическо-
го обновления множества ориентиров. Для нестационарной метрической се-
ти с условием FIFO доказана теорема о достаточном условии допустимости
и преемственности потенциальной функции. Достаточное условие в теореме
выражено неравенством треугольника. Сформулирована и доказана теорема
о теоретической оценке сложности модифицированного алгоритма ALT. По-
лученная оценка сопоставима со сложностью задачи о кратчайшем пути в
нестационарной метрической сети с условием FIFO и с другими подходами к
ее решению.
Во второй главе рассматривается задача поиска кратчайшего пути в ре-
сурсоограниченной сети. Основным результатом второй главы является при-
ближенный алгоритм REVTREE нахождения кратчайшего пути в сети с одним
ресурсом. Точность алгоритма REVTREE представлена теоремой и зависит от
весовой и ресурсной функций дуг сети. Сформулирована и доказана теорема
о теоретической оценке сложности алгоритма REVTREE. Полученная оцен-
ка, с учетом точности алгоритма, сопоставима со сложностью задачи RCSP с
одним ресурсом.
В третьей главе рассматриваются задачи перечислительного типа для се-
тей, представленных гиперграфом. Основным результатом главы являются
алгоритмы HFINDMCS и HFINDMIB. Алгоритм HFINDMCS решает задачу
поиска всех максимально полных подматриц (0, 1)-матрицы инцидентности
гиперграфа, а алгоритм HFINDMIB решает задачу перечисления всех мак-
симальных индуцированных биклик гиперграфа. Сформулирована и доказана
теорема об эквивалентности индуцированных двудольных подгиперграфов ги-
перграфа и двудольных подграфов вершинного графа. Данная теорема исполь-
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зуется в алгоритме HFINDMIB. Для алгоритмов HFINDMCS и HFINDMIB
сформулированы и доказаны теоремы о теоретической сложности и коррект-
ности.
В четвертой главе разработан комплекс программ, реализующий предло-
женные алгоритмы. Алгоритмы были протестированы на случайных и реаль-
ных сетях, представленных графами и гиперграфами. Приводится подробный
анализ дорожных сетей на основе модифицированного алгоритма ALT и алго-
ритмов REVTREE и HFINDMIB.
В заключении диссертации сформулированы основные результаты и вы-
воды, полученные на основе настоящей диссертационной работы.
Приложения содержат акты об использовании результатов диссертации.
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Глава 1. Поиск кратчайшего пути в нестационарной метрической сети
Задача о кратчайшем пути в нестационарной сети состоит в поиске пути
наименьшего веса в случае, когда веса дуг зависят от времени. Предполагает-
ся, что прохождение по всякой дуге требует некоторого времени. Это может
повлечь за собой изменение весов дуг сети, описываемых функциями прибы-
тия. Известно, что поиск кратчайшего пути в нестационарной сети общего
вида без каких-либо ограничений на топологию сети и функции прибытия
является NP-трудной задачей [81]. В случае, когда функции прибытия удо-
влетворяют условию FIFO (First-In First-Out), задача является полиномиально
разрешимой [8, 68].
Данная глава посвящена задаче о кратчайшем пути для нестационарной
метрической сети с условием FIFO. Для решения данной задачи предлагается
модифицированный алгоритм ALT. Это соответсвует задаче 1 диссертацион-
ного исследования. Основные результаты опубликованы в работах [2, 4, 7, 23,
27,29]. В параграфе 1.1 приведены определения, необходимые для постановки
задачи. Задача рассматривается для метрического случая — веса дуг исходной
сети удовлетворяют неравенству треугольника. Новый метод представления
весов дуг гарантирует выполнение неравенства треугольника, что необходи-
мо для корректной работы алгоритма ALT. В параграфе 1.2 выполнен обзор
известных подходов к решению задачи о кратчайшем пути в нестационарной
метрической сети. В параграфе 1.3 для нестационарной метрической сети с
условием FIFO разработана модификация алгоритма ALT. Для нестационар-
ной метрической сети с условием FIFO предложены специальные потенциаль-
ные функции, необходимые для работы алгоритма ALT. Доказана теорема о
достаточном условии допустимости и преемственности таких потенциальных
функций. Допустимость и преемственность потенциальных функций являют-
ся обязательными условиями для корректной работы алгоритма ALT. Также
для алгоритма ALT предложена модификация — эвристика ADAHEURIS для
первой фазы расстановки ориентиров, которая выполняет периодическое об-
новление множества ориентиров и потенциальных функций. Сформулирована
и доказана теорема о сложности модифицированного алгоритма ALT.
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1.1 Постановка задачи о кратчайшем пути в нестационарной
метрической сети с уcловием FIFO
Пусть задан ориентированный граф G = (V,E) без кратных дуг и петель
(далее просто граф), где V — множество вершин графа, а E — множество дуг
графа.
В работе используются следующие обозначения и предположения:
(П1) величина lxy ≥ 0 является постоянной и может интерпретироваться как
расстояние между вершинами x, y ∈ V ;
(П2) расстояния между вершинами графа G = (V,E) подчиняются неравен-
ству треугольника;
(П3) величина t > 0, измеряется в условных единицах времени и принимает
значения из некоторого конечного множества T ;
(П4) функция vxy(t) > 0 зависит от t и может интерпретироваться как ско-
рость движения по дуге (x, y).
На основе предположений (П1)–(П4) введем следующее определение весо-
вой функции.
Определение 1.1. Для всякой дуги (x, y) ∈ E весовая функция wxy(t) есть





Весовая функция wxy(t) ≥ 0 отображает время передвижения из вершины x
в вершину y, при условии, что старт из вершины x осуществлен в момент
времени t. Отметим, что функции wxy(t), vxy(t) зависят от t и, как следствие,
являются дискретными с конечным множеством значений.
Последующие определения теории графов являются классическими для
нестационарной метрической сети [8, 10, 13].
Сопоставим дуге (x, y) ∈ E функцию прибытия Fxy(t) = t+wxy(t), где t—
время отправления из вершины x, а Fxy(t) — время прибытия в вершину y, при
движении по дуге (x, y). Поскольку t > 0, wxy(t) ≥ 0, то всегда Fxy(t) ≥ t > 0.
Данное неравенство отражает непосредственный ход времени: «отправляясь
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из вершины x в момент времени t невозможно прибыть в вершину y раньше
времени t вне зависимости от значений lxy и vxy(t)».
Определение 1.2. Если для любых моментов времени 0 < t1 ≤ t2 выпол-
няется неравенство
Fxy(t1) ≤ Fxy(t2), (1.2)
то говорят, что функция прибытия для дуги (x, y) является монотонной.
Определение 1.3. Граф G = (V,E) с весовыми функциями (1.1) и моно-
тонными функциями прибытия (1.2) будем называть нестационарной метри-
ческой сетью, удовлетворяющей условию FIFO.




































Рисунок 1.1 — Пример весовой функции wxy(t) для нестационарной метриче-
ской сети, удовлетворяющей условию FIFO
Говорят, что последовательность вершин P = {x0, x1, . . . , xk} задает
(s, d)-путь P из вершины s в вершину d в графе G = (V,E), где s = x0 —
начало пути, d = xk — конец пути, (xi−1, xi) ∈ E для i = 1, k. Если в G
существует (s, d)-путь P , то вершина d достижима из s по пути P , что запи-
сывается как s P d. В случае, когда старт (s, d)-пути осуществлен в момент
времени ts путь обозначается как (P, ts). Вес пути (P, ts) вычисляется по фор-
муле




где t0 = ts, ti+1 = Fxixi+1 (ti).
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Путь (P, ts) будем называть кратчайшим и обозначать как (s, d, ts)-путь,
если его вес равен
dist(s, d, ts) = min
P
{
w(P, ts) : s P d
}
. (1.4)
Заметим, что значения величин w(P, ts) и dist(s, d, ts) всегда могут быть вы-
числены по формулам (1.3) и (1.4), если вершина d достижима из вершины s





Рисунок 1.2 — Время прибытия при следовании по кратчайшему пути соответ-
ствует величине dist(s, d, ts), а при прохождении произвольного пути P время
прибытия соответствует величине w(P, ts)
Величину w(P, ts) будем трактовать как время прибытия в вершину d при
прохождении (P, ts)-пути, а величину dist(s, d, ts) — как самое раннее время
прибытия в d при условии, что отправление из вершины s осуществлено в
момент времени ts. Тройку величин (s, d, ts), где s и d— стартовая и целевая
вершины соответственно, а ts — стартовое время, будем называть запросом на
поиск в нестационарной сети G = (V,E) кратчайшего (s, d, ts)-пути, или крат-
ко (s, d, ts)-запросом.
С использованием введенных выше понятий и обозначений задача поис-
ка кратчайшего пути в нестационарной метрической сети (Time-Dependent
Shortest Path problem, TDSP) с условием FIFO формулируется следующим об-
разом.
Заданы: нестационарная метрическая сеть G = (V,E) с условием FIFO,
(s, d, ts)-запрос.
Требуется: найти значение dist(s, d, ts) для кратчайшего (s, d, ts)-пути и по-
следовательность вершин, образующих этот путь.
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Задача TDSP всегда имеет решение, возможно не единственное, если вер-
шина d достижима из вершины s в графе G. Неотрицательность весов дуг сети
и условие FIFO (1.2) требуются для корректной работы известного алгоритма
Дейкстры, а также его различных версий, включая алгоритмы A* и ALT [8].
Кроме того, условие FIFO обеспечивает полиномиальную разрешимость этой
задачи [8, 68]. Задача TDSP активно используется в телекоммуникационных
сетях для маршрутизации пакетов данных в загруженных участках сети, при
моделировании дорожных ситуаций в транспортных сетях.
1.2 Обзор подходов к решению задачи TDSP
Задача поиска кратчайшего пути в нестационарной метрической сети с
уловием FIFO, является расширением классической задачи поиска кратчай-
шего пути в графе. Известно много алгоритмов для поиска кратчайших путей
в графе [8, 13, 21], некоторые из них адаптированы для нестационарных се-
тей [45, 46, 77, 87].
Классический алгоритм Дейкстры способен решать задачу поиска кратчай-
шего пути в нестационарной метрической сети с условием FIFO. Алгоритм
Дейкстры равномерно расширяет пространство поиска решения в исходном
графе G = (V,E), начиная от стартовой вершины и далее до целевой верши-




времени для точного решения зада-
чи TDSP [8].
При разработке современных систем маршрутизации приходится сталки-
ваться с проблемой размерности сетей. Так, сеть может содержать несколько
десятков тысяч или сотен тысяч узлов, и требуется найти за несколько секунд
оптимальный маршрут между узлами этой сети. В подобных условиях класси-
ческие алгоритмы поиска кратчайших путей, включая алгоритм Дейкстры, ра-
ботают неприемлемо долго. Чтобы справиться с этой проблемой используют-
ся различные приемы ускорения классических алгоритмов [21]. Большинство
этих приемов основаны на ускорении алгоритма Дейкстры путем применения
двухфазного подхода к решению задачи TDSP. Первая фаза такого алгорит-
ма — предобработка исходного графа G = (V,E), вторая фаза — выполнение
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(s, d, ts)-запроса в графе, полученном после предобработки. Предобработка
сводится к просмотру графа G = (V,E) и анализу его структуры с целью
извлечения информации, позволяющей ускорить вторую фазу алгоритма.
Известны различные реализации двухфазного подхода алгоритма Дейкс-
тры [87]. Их принято разделять на следующие основные группы (табл. 1.1):
иерархические алгоритмы [77], алгоритмы маркировки [46], алгоритмы марш-
рутизации по ориентирам [57,58].
Таблица 1.1 — Подходы к решению задачи TDSP
Подход Представитель Особенность
Иерархический HTNGD Итеративное представление частей графа в ви-
де одной вершины




ALT Выделение специальных вершин графа, для
вычисления потенциальной функции
Иерархические алгоритмы на фазе предобработки преобразуют исходный
граф в конечное число связанных между собой вспомогательных графов —
уровней. Уровни создаются таким образом, чтобы размерность каждого сле-
дующего уровня была меньше предыдущего. Связи между уровнями уста-
навливаются через представление одной вершиной текущего уровня некото-
рого множества вершин предыдущего уровня. Технология выделения подоб-
ных множеств вершин и формирование отдельных уровней определяется по-
своему в каждом конкретном иерархическом алгоритме [87]. Однако на фазе
выполнения (s, d, ts)-запроса иерархические алгоритмы, как правило, ведут
себя одинаково. Они последовательно запускают алгоритм Дейкстры для каж-
дого отдельного уровня, определяя в нем область поиска для последующих
уровней. Тем самым, область поиска кратчайшего (s, d, ts)-пути сужается. Сте-
пень ускорения иерархических алгоритмов в сравнении с алгоритмом Дейкс-
тры во многом зависит от того, как и сколько уровней выделено в исходном
графе. Современным представителем данной группы алгоритмов является ал-
горитм HTNGD [77].
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Алгоритм Arc-flags относится к алгоритмам маркировки. Функционирова-
ние данного алгоритма подобно работе иерархических алгоритмов. Алгоритм
Arc-flags на первой фазе разбивает исходный граф на несколько примерно рав-
ных частей, затем, просматривая все ребра графа, выделяет среди них ребра,
лежащие на стыке образованных частей графа. Выделенное множество ребер
алгоритм использует для создания меток, приписываемых всем ребрам графа.
Именно эти метки играют роль «флажков» на маршруте движения и позво-
ляют сузить пространство поиска алгоритма Дейкстры. Эффективность алго-
ритмов маркировки, включая алгоритм Arc-flags, зависит преимущественно
от числа выделяемых частей графа и стратегии формирования меток [46].
В алгоритмах маршрутизации по ориентирам на фазе предобработки выби-
рается некоторое множество вершин — ориентиров, на основе которых вычис-
ляются потенциальные функции. Потенциальные функции предназначены для
сокращения пространства поиска кратчайшего (s, d, ts)-пути. Степень уско-
рения алгоритмов маршрутизации по ориентирам в сравнении с алгоритмом
Дейкстры главным образом зависит от числа ориентиров и стратегии их раз-
мещения в вершинах графа. Следует отметить, что однократная расстанов-
ка ориентиров требует гораздо меньше времени на предобработку исходного
графа, чем предобработка, выполняемая иерархическими алгоритмами и ал-
горитмами маркировки, поскольку последние трансформируют структуру ис-
ходного графа. Это неизбежно влечет увеличение времени выполнения второй
фазы алгоритма. Однако следует отметить, что потенциальные функции долж-
ны обладать специальными свойствами, в противном случае алгоритм будет
находить некорректное решение задачи.
Все известные алгоритмы маршрутизации по ориентирам лишь однократ-
но тем или иным способом расставляют ориентиры в вершинах исходного
графа. Очевидно, что повышение эффективности данных алгоритмов — это
совершенствование процедуры расстановки ориентиров, включая многократ-
ность ее применения ко всему набору ориентиров или некоторой его части.
В системах маршрутизации, функционирующих в режиме онлайн и выполня-
ющих различные (s, d, ts)-запросы, для этих целей может быть использована
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история обработки этих запросов. Различные стратегии выбора хранимой ин-
формации об истории обработки предшествующих запросов и использования
этой информации порождают разнообразие новых алгоритмов маршрутизации
по ориентирам. Современным представителем данной группы алгоритмов яв-
ляется алгоритм ALT.
Алгоритм ALT (A* with Landmarks & Triangle) представляет собой вер-
сию алгоритма A*, осуществляющую целенаправленный поиск по ориенти-
рам. При этом под ориентиром понимается некоторая выделенная вершина
исходного графа. Алгоритм A* — эквивалент алгоритма Дейкстры, работаю-
щий с потенциальными функциями [21, 58]. Алгоритм ALT состоит из двух
фаз: на первой фазе выполняется расстановка ориентиров и вычисление на их
основе потенциальных функций, а на второй фазе с помощью алгоритма A*
осуществляется выполнение (s, d, ts)-запроса. Роль потенциальных функций —
оценка снизу значения кратчайшего пути от текущей вершины до целевой вер-
шины. Напомним, что традиционно в алгоритме Дейкстры применяется лишь
верхняя оценка пути от стартовой вершины до текущей вершины. Использо-
вание в алгоритме A* именно этих двух оценок определяет наиболее «опти-
мистичное направление» движения от текущей вершины к целевой вершине
искомого пути.
Известно, что алгоритм A* работает корректно, т. е. находит точное реше-
ние задачи о кратчайшем пути в графе за время O(|V |2), если потенциальные
функции обладают свойствами допустимости и преемственности [21,58]. Для
графа с постоянными неотрицательными весовыми функциями данные свой-
ства всегда выполнимы, если веса дуг исходного графа подчиняются неравен-
ству треугольника [58].
На сегодняшний день все описанные выше приемы ускорения алгоритма
Дейкстры востребованы практикой и продолжают совершенствоваться. Об-
ласть применения каждого из них определяется спецификой сети, в которой
осуществляется маршрутизация. Здесь, как правило, учитываются такие фак-
торы как протяженность и плотность сети, реальность или виртуальность ос-
новных (магистральных) маршрутов сети [58, 81, 87].
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В диссертации предлагается модификация алгоритма ALT с усовершен-
ствованной процедурой расстановки ориентиров, а также сформулировано и
доказано необходимое условие для потенциальных функции. Усовершенство-
вание состоит в применении адаптивной эвристики, которая многократно кор-
ректирует текущий набор ориентиров на основе истории предыдущих запро-
сов с целью наиболее эффективного исполнения текущего запроса. Заметим,
что все версии алгоритма Дейкстры, включая алгоритм ALT, находят точное
решение задачи TDSP в указанной выше постановке за полиномиальное вре-
мя [45, 46, 77].
1.3 Модифицированный алгоритм ALT
Определим неравенство треугольника и потенциальные функции для неста-
ционарной сети.
Определение 1.4. Максимальная скорость, с которой можно двигаться по









Заметим, что величина vmax постоянна для заданного графа G = (V,E) на
рассматриваемом промежутке времени T . Вместо формулы (1.1) для каждой
дуги (x, y) ∈ E графа G = (V,E) определим ее «оптимистичный» вес.
Определение 1.5. Вес дуги (x, y) ∈ E, при движении по ней с максималь-





Определение веса дуги (x, y) по формуле (1.6) приводит к тому, что вели-
чина w∇xy не зависит от t и соответствует времени передвижения от вершины x
к вершине y при условии отсутствия каких-либо препятствий, приводящих к
снижению скорости по этой дуге. Отсюда для всякой дуги (x, y) ∈ E и любого
t ∈ T верна оценка
w∇xy ≤ wxy(t).
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Принимая во внимание формулу (1.3) и введенную оценку весов (1.6), вес






В отличие от формулы (1.3) в данном случае вес пути P интерпретируем да-
лее как время движения от стартовой вершины до целевой вершины этого
пути. Таким образом, значение величины w∇(P ) зависит только от «оптими-
стичных» весов дуг и не зависит от времени выхода из стартовой вершины.
Очевидны оценки
w∇(P ) ≤ w(P, ts),
ts ≤ w(P, ts)− w∇(P ).
Аналогично формуле (1.4) для кратчайшего (s, d, ts)-пути имеем:
dist∇(s, d) = min
P
{





Вес dist(s, d, ts) кратчайшего (s, d, ts)-пути для любых s, d и ts ограничен
снизу значением dist∇(s, d):
dist∇(s, d) ≤ dist(s, d, ts). (1.8)
Исходя из (1.7) и (1.8), для конкретно заданных s, d величина dist∇(s, d) —
минимальное время, необходимое для передвижения в G = (V,E) из вершины
s в вершину d.
Используя величины, вычисляемые по формуле (1.7), определим неравен-
ство треугольника для нестационарной сети следующим образом:
dist∇(x, y) + dist∇(y, z) ≥ dist∇(x, z), (1.9)
где x, y, z произвольные вершины графа G = (V,E). Если G = (V,E) — неста-
ционарная сеть, тогда данное неравенство означает, что минимальное время
передвижения от вершины x в вершину z по кратчайшему пути всегда не
больше времени движения в обход этого пути через некоторую вершину y.










Рисунок 1.3 — Неравенство треугольника (1.9) для величин dist∇(x, z),
dist∇(x, y), dist∇(y, z)
Согласно предположениям (П1) и (П2), расстояния между вершинами гра-
фа G удовлетворяют неравенству треугольника. В этих условиях неравен-
ство (1.9) всегда выполнимо, поскольку величины dist∇(x, y), dist∇(y, z),
dist∇(x, z) определены через веса дуг, отмасштабированные с помощью фор-
мулы (1.6).
Определение 1.6. Пусть L ⊆ V — непустое множество вершин сети
G = (V,E), в которых установлены ориентиры. Для каждой вершины x ∈ V
и всякого ориентира l ∈ L определим следующие функции:
πl+(x) = dist
∇(l, d)− dist∇(l, x), (1.10)
πl−(x) = dist
∇(x, l)− dist∇(d, l), (1.11)





назовем потенциальной функцией вершины x относительно множества ори-
ентиров L.
Переход в формулах (1.10)–(1.12) от длин кратчайших путей, определяе-
мых формулой (1.4), к их нижним оценкам (1.7) — особенность определения
потенциальных функций для нестационарной сети (рис. 1.4).
Потенциальные функции, вычисленные по формулам (1.10)–(1.13), облада-
ют свойствами допустимости и преемственности. Эти свойства гарантируют
корректную работу алгоритма A*, т. е. нахождение им точного значения крат-
чайшего пути между двумя заданными вершинами графа. Опираясь на рабо-








Рисунок 1.4 — Потенциальная функция πl+(s) = dist∇(l, d) − dist∇(l, s) отра-
жает наилучшее время прохождения пути из вершины s в вершину d относи-
тельно ориентира l
Потенциальная функция, удовлетворяющая неравенствам
0 ≤ πL(x) ≤ dist(x, d, tx), (1.14)
называется допустимой.
Потенциальная функция называется преемственной, если
πL(s) ≤ dist(s, x, ts) + πL(x). (1.15)
Важно подчеркнуть, что для корректной работы алгоритма A* требуется вы-
полнимость неравенств (1.14), (1.15) для любых s, x, d ∈ V, ts ∈ T и произ-
вольного непустого множества ориентиров L ⊆ V .
Tеорема 1.1 (Достаточное условие допустимости и преемственности по-
тенциальной функции). Если для нестационарной сети G = (V,E) выполня-
ется неравенство треугольника
dist∇(x, y) + dist∇(y, z) ≥ dist∇(x, z). (1.16)
то потенциальная функция πL(x) вершины x относительно множества ори-
ентиров L удовлетворяет условиям
– допустимости πL(x) ≤ dist∇(x, d) ≤ dist(x, d, ts);
– преемственности πL(s) ≤ dist(s, x, ts) + πL(x).
Доказательство. Докажем допустимость потенциальных функций. Исходя из
(1.8) и (1.9), для любых x, d ∈ V, l ∈ L и tx ∈ T имеем
πl+(x) = dist
∇(l, d)− dist∇(l, x) ≤ dist∇(x, d) ≤ dist(x, d, tx),
πl−(x) = dist
∇(x, l)− dist∇(d, l) ≤ dist∇(x, d) ≤ dist(x, d, tx).
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Поскольку всегда 0 ≤ dist(x, d, tx), то также
πl(x) = max{0, πl+(x), πl−(x)} ≤ dist(x, d, tx),
πL(x) = max
l∈L
πl(x) ≤ dist(x, d, tx),
т. е. неравенства (1.14) справедливы для любых x, d ∈ V, tx ∈ T и непустого
множества ориентиров L ⊆ V .
Докажем преемственность потенциальных функций. Согласно (1.8) и (1.9)
для всякого ориентира l ∈ L и любых s, x ∈ V, ts ∈ T верны соотношения
dist∇(s, x) ≤ dist(s, x, ts),
dist∇(l, x)− dist∇(l, s) ≤ dist∇(s, x).
Отсюда получаем
dist∇(l, x)− dist∇(l, s) ≤ dist(s, x, ts). (1.17)
Добавим в обе части неравенства (1.17) положительную
величину dist∇(l, d)
dist∇(l, d) + dist∇(l, x)− dist∇(l, s) ≤ dist(s, x, ts) + dist∇(l, d).
Перенесем dist∇(l, x) из левой части этого неравенства в его правую часть
dist∇(l, d)− dist∇(l, s) ≤ dist(s, x, ts) + dist∇(l, d)− dist∇(l, x).
С учетом (1.10) данное неравенство принимает вид:
πl+(s) ≤ dist(s, x, ts) + πl+(x).
Аналогичным образом для ориентира l ∈ L и формулы (1.11) получаем
πl−(s) ≤ dist(s, x, ts) + πl−(x).
Тогда согласно (1.12) для ориентира l ∈ L при любых s, x, d ∈ V и ts ∈ T
верно неравенство
πl(s) ≤ dist(s, x, ts) + πl(x).
Значит, условие (1.15) всегда справедливо для любых s, x, d ∈ V, ts ∈ T и
непустого множества ориентиров L ⊆ V .
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В данной работе будем использовать следующее определение нестационар-
ной метрической сети.
Определение 1.7. Нестационарная сеть G = (V,E), для которой неравен-
ство (1.9) справедливо при любых x, y, z ∈ V называется нестационарной
метрической сетью.
Пусть задача TDSP решается для нестационарной сети G = (V,E) приме-
нительно к последовательности σ, содержащей конечное число
(s, d, ts)-запросов. Предлагаемая в работе модификация алгоритма ALT состо-
ит в применении потенциальных функций (1.10)–(1.13) и адаптивной эври-
стики расстановки ориентиров ADAHEURIS. Схема алгоритма представлена
на рис. 1.5.
G Расстановка ориентиров Вычисление πL





Если i = ∆
Рисунок 1.5 — Схема модифицированного алгоритма ALT
Суть эвристики ADAHEURIS состоит в следующем. Перед выполнением
первого (s, d, ts)-запроса выполняется случайная расстановка заданного числа
K = |L| ориентиров в вершинах графа G = (V,E) Далее выбранное множе-
ство ориентиров L периодически обновляется через каждые ∆ > 0 запросов.
Полагается, что |V |  K и |σ|  ∆. При выполнении последовательно-
сти запросов σ накапливается информация о результативности текущих ори-
ентиров. Всякий раз, когда ориентир предлагает наилучшую оценку пути в
соотношении (1.13) среди всего набора ориентиров, он получает очко. Про-
цесс обновления ориентиров осуществляется после завершения ∆-го запроса.
Пусть lold — ориентир с наименьшим количеством очков, набранных за пери-
28
од ∆, т. е. низкорезультативный. Данный ориентир подлежит перемещению в
вершину x, удовлетворяющую двум условиям:
– вершина x в алгоритме A* получила временную метку при обработке
предыдущих (s, d, ts)-запросов и это состояние осталось неизменным на
момент обновления ориентиров;
– наибольшая удаленность вершины x в смысле (1.7) от множества ори-
ентиров L \ {lold} с учетом правила «тупого угла».
После такого обновления множества L информация об эффективности ориен-
тиров начинает формироваться заново. Правило «тупого угла» обеспечивает
наилучшую нижнюю оценку (1.13), поскольку согласно неравенству треуголь-
ника (1.9) и оценке (1.8) верны соотношения
dist(x, d, ts) ≥ distO(x, d) ≥ distO(l, d)− distO(l, x) = πl(x).
Различное положение ориентира l приводит к различным значениям разности
dist(x, d, ts)− πl(x) ≥ 0.













distO(l′, x) distO(l′, d)
dist(x, d, ts)
б)
Рисунок 1.6 — а) расположение ориентира l отвечает правилу «тупого угла» и
приводит к значению distO(l, d) − distO(l, x) = πl(x); б) для ориентира l′ это
правило не выполняется, что дает distO(l′, d)− distO(l′, x) = πl′(x) ≤ πl(x)
Приведем описание эвристики ADAHEURIS. В качестве исходных данных
эвристика ADAHEURIS использует нестационарную метрическую
сеть G = (V,E) с условием FIFO и число ориентиров K. Последовательность
запросов σ и период ∆ обновления множества ориентиров L применяются
непосредственно в модифицированном алгоритме ALT.
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Эвристика состоит из трех процедур, которые вызываются в соответствую-
щих местах модифицированного алгоритма ALT:
– процедура Инициализация формирует вспомогательные массивы
Landmark, Stat, Passed, Space и выполняет первоначальную расста-
новку ориентиров случайным образом с помощью стандартной функции
random;
– процедура История обработки запросов собирает сведения о резуль-
татах выполненного текущего (s, d, ts)-запроса и заносит их в массивы
Passed и Space;
– процедура Обновление ориентиров выбирает низкорезультативный ори-
ентир и перемещает его в вершину, выбор которой осуществляется в
массиве Space с учетом правила «тупого угла».
Описание этих процедур на псевдокоде представлено в алгоритмах 1.1–1.3.
Алгоритм 1.1. Процедура Инициализация





6: Для i < K
7: Landmark(i)← random(x) ∈ V
8: Для каждого v ∈ V
9: Вычислить кратчайшие (Landmark(i), v)-пути и (v, Landmark(i))-пути
10: Конец цикла
11: i← i+ 1
12: Конец цикла
Алгоритм 1.2. Процедура Обновление ориентиров
1: Найти индекс lold, такой что Stat(lold) = minStat(i) : i = 1, . . . , K
2: Вычислить номер вершины u, такой что
dmark(new) = min(dmark(i) : i ∈ Space)
3: Landmark(lold)← new




Алгоритм 1.3. Процедура История обработки запросов
1: Для каждой вершины x ∈ V
2: Если x имеет временную метку и x /∈ Space и x /∈ Passed, то
3: Space← x
4: Конец условия
5: Если x имеет постоянною метку и x ∈ Space, то




Использованные в эвристике ADAHEURIS вспомогательные массивы име-
ют следующие назначение. Массив Landmark служит для формирования и
хранения множества L, причем i-я строка этого массива содержит номер вер-
шины, где установлен i-й ориентир, и длины всех кратчайших путей от этого
ориентира до всех других вершин графа G = (V,E), i = 1, . . . , K. В мас-
сив Stat записывается информация о результативности каждого ориентира из
L. Массивы Passed и Space предназначены для хранения номеров вершин,
получивших в алгоритме A* постоянные и временные метки при обработ-
ке предшествующих (s, d, ts)-запросов. В данных массивах накапливается ис-
тория обработки запросов — информация о множестве вершин, пройденных
алгоритмом A* в процессе выполнения обработки части запросов из последо-
вательности σ. Это множество вершин для алгоритма A* является простран-
ством поиска решений, причем вершины из массива Space рассматривают-
ся в эвристике ADAHEURIS в качестве «границы» этого пространства, куда
перемещаются низкорезультативные ориентиры. В худшем случае мощность
пространства поиска решений для графа G = (V,E) составляет |V |. Цель эв-
ристики ADAHEURIS — уменьшение мощности этого пространства.
Кроме представленных выше процедур, эвристика ADAHEURIS содержит
также процедуру Вычисление потенциальной функции, описанную в алгорит-
ме 1.4.
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Алгоритм 1.4. Процедура Вычисление потенциальной функции
1: Вычислить πL(x) для текущей вершины x ∈ V
2: Найти ориентир l, такой что πl(x) = πL(x)
3: Stat(l)← Stat(l) + 1
4: Возвратить πL(x)
Данная процедура вложена в алгоритм A*. С помощью этой процедуры
выполняются следующие функции: вычисление потенциальной функции для
текущей вершины x ∈ V ; сбор информации о результативности ориентиров
из L.
Модификация алгоритма ALT заключается в применении потенциальных
функций (1.13) и предложенной эвристики ADAHEURIS для расстановки, об-
новления ориентиров и формирования истории обработки запросов. Описание
этих действий на псевдокоде представлено в алгоритме 1.5.
Алгоритм 1.5. Модифицированный алгоритм ALT
1: Выполнить процедуру Инициализация
2: i← 0
3: Для каждого (s, d, ts)-запроса из σ
4: Выполнить алгоритм A*
5: Выполнить процедуру История обработки запросов
6: i← i+ 1
7: Если i = ∆, то




Входными данными для модифицированного алгоритма ALT являются:
– нестационарная метрическая сеть G = (V,E), удовлетворяющая усло-
вию FIFO;
– последовательность (s, d, ts)-запросов σ;
– число ориентиров K;
– период обновления ориентиров ∆.
Выходом модифицированного алгоритма ALT являются последовательность
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вершин, образующих кратчайший путь, и длина этого пути для каждого от-
дельного (s, d, ts)-запроса из σ.
Реализация алгоритма A* в модифицированном ALT отличается от тради-
ционных его реализаций, описанных в [21, 58], следующим:
– вычисление потенциальных функций по формулам (1.10)–(1.13);
– сбор информации о результативности ориентиров, которая далее приме-
няется при обновлении ориентиров.
Модифицированный алгоритм ALT является полиномиальным по времени,
о чем свидетельствует следующая теорема.
Tеорема 1.2 (О сложности модифицированного алгоритма ALT). Модифи-
цированный алгоритм ALT находит точное решение задачи TDSP для после-
довательности σ, состоящей из конечного числа (s, d, ts)-запросов, в графе
G = (V,E) за время O
(
|σ| · |V |2
)
.
Доказательство. Выполнение на шаге 1 процедуры Инициализация, в кото-
рой осуществляются первоначальная расстановка ориентиров и формирование















. Отличительные особенности реализации алгоритма A* в модифици-
рованном ALT, выраженные в алгоритме 4, не изменяют эту оценку. Время
работы процедуры История обработки запросов, выполняемой на шаге 5, со-
поставимо с мощностью пространства поиска решения и в худшем случае
составляет |V |. Процедура Обновление ориентиров, выполняемая на шаге 8,
осуществляет выбор низкорезультативного ориентира lold и его перемещение в
новую вершину new из массива Space, а также вычисление кратчайших путей





времени. Таким образом, однократная реализация шагов 4–





число повторений цикла 3–11 совпадает с числом |σ| запросов, входящих в
последовательность σ, то время выполнения данного цикла и модифициро-
ванного алгоритма ALT в целом составляет O
(




Теоретическая оценка модифицированного алгоритма ALT, полученная в
теореме 1.2, сопоставима с известными алгоритмами решения задачи TDSP
[46, 57, 58, 77, 87]. Вычислительные эксперименты, представленные в главе 4,
демонстрируют производительность предложенного алгоритма как на случай-
ных, так и на реальных сетях.
1.4 Выводы по главе 1
Основным результатом данной главы является модифицированный алго-
ритм ALT для нахождения кратчайшего пути в нестационарной метрической
сети с условием FIFO.
Модификация алгоритма ALT заключается в применении новых потенци-
альных функций πL(x) (определение 1.6) и эвристики ADAHEURIS для пе-
риодического обновления множества ориентиров. Для нестационарной мет-
рической сети с условием FIFO доказана теорема 1.1 о достаточном условии
допустимости и преемственности потенциальной функции. Достаточное усло-
вие в теореме 1.1 выражено неравенством треугольника. Это условие зачастую
выполнено для реальных сетей. Приведена теоретическая оценка модифици-
рованного алгоритма ALT в теореме 1.2. Полученная оценка сопоставима со
сложностью задачи TDSP и с другими подходами к ее решению.
Следует отметить следующие особенности модифицированного алгоритма
ALT.
1. Если в модифицированном алгоритме ALT число ориентиров положить





этой ситуации, когда ориентиры размещены во всех вершинах графа, время
выполнения процедуры Инициализация превосходит время однократной реа-
лизации всех других шагов модифицированного алгоритма ALT. Это свиде-
тельствует о том, что использование большого числа ориентиров в модифи-
цированном алгоритме ALT затратно по времени. Поэтому для эффективной
работы данного алгоритма целесообразно исходить из фиксированного числа
ориентиров K при условии, что |V |  K.
2. При доказательстве теоремы 1.2 оценка времени работы модифициро-
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ванного алгоритма ALT вычислялась применительно к худшему случаю для ∆,
т. е. когда ∆ = 1. При ∆ = 1 обновление ориентиров происходит после выпол-
нения каждого (s, d, ts)-запроса, что затратно по времени и не всегда оправ-
дано. Поэтому для эффективной работы модифицированного алгоритма ALT
подбор значения ∆ целесообразно осуществлять экспериментальным путем,
исходя из типичного для рассматриваемой сети содержания запросов и их
возможных последовательностей.
3. Известно, что алгоритм Дейкстры находит точное решение задачи TDSP




[8, 13]. Для последователь-
ности σ, состоящей из конечного числа (s, d, ts)-запросов, алгоритму Дейкс-
тры потребуется O
(
|σ| · |V |2
)
времени. Это сопоставимо с оценкой времени
работы модифицированного алгоритма ALT, приведенной в теореме 1.2. Заме-
тим, что указанные оценки получены для худшего случая. Однако на практике
время выполнения данных алгоритмов во многом зависит от содержания за-
просов (положения стартовых и целевых вершин относительно друг друга) и
порядка их следования в σ. Время выполнения модифицированного алгоритма
ALT также зависит от значения K и ∆. Поэтому экспериментально сравнивать
эти алгоритмы между собой целесообразно на различных сетях и последова-
тельностях σ, реально существующих или сгенерированных случайным обра-
зом. Для сравнения могут быть использованы следующие параметры: |Vσ|—
мощность пространства поиска решения для последовательности σ в целом;
|Vavg|— среднее значение мощности пространство поиска, вычисленное для
одного запроса последовательности σ. Для данных параметров верны соотно-
шения: |Vavg| ≤ |Vσ| ≤ |V |. Эти параметры отражают, на сколько тот или иной
алгоритм охватывает исходную сеть в процессе своей работы.
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Глава 2. Алгоритм RevTree приближенного решения задачи о
кратчайшем пути в ресурсоограниченной сети
Большинство современных телекоммуникационных сетей являются муль-
тисервисными, поскольку предоставляют пользователям множество разнооб-
разных услуг, касающихся проводной телефонии, сотовой связи, кабельного
телевидения и передачи данных. Качество обслуживания (Quality of Service,
QoS) в мультисервисных сетях определяется такими параметрами как полоса
пропускания, задержка, вариация задержки, стоимость и надежность передачи
данных [78,86]. Всякий запрос пользователя на оказание услуги предполагает
определение некоторого (желательно оптимального по затратам, например, по
времени или стоимости) маршрута между двумя узлами с учетом ресурсных
возможностей этой сети. Помимо телекоммуникационных сетей, подобные
ограничения могут возникать при маршрутизации в дорожных сетях. Основ-
ным весом является время, затрачиваемое на передвижение, в то время как до-
полнительными параметрами могут являться денежные средства, топливо или
ограничения по скорости. Эти задачи можно сформулировать математически
как задачу поиска ресурсоограниченного кратчайшего пути в графе, которая
известна в литературе под названием Resource Constrained Shortest Path или
кратко RCSP [50,66].
Задача поиска кратчайшего пути в ресурсоограниченной сети предполагает
определение оптимального маршрута в условиях весовой функции и допол-
нительных, заранее заданных, ресурсных ограничений. Известно, что задача
поиска кратчайшего пути даже с одним ресурсным ограничением принадле-
жит к NP -трудным задачам [9, 50, 66].
Данная глава посвящена задаче поиска кратчайшего пути в ресурсоогра-
ниченной сети. Для решения данной задачи в сети с одним ресурсным огра-
ничением предлагается алгоритм приближенного решения REVTREE. Это со-
ответствует задаче 2 диссертационного исследования. Основные результаты
опубликованы в работах [5, 6, 24, 26, 30, 31, 34, 83, 85]. В параграфе 2.1 при-
ведены определения необходимые для постановки задачи. В параграфе 2.2
приведен обзор известных подходов к решению задачи о кратчайшем пути
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в ресурсоограниченной сети. В параграфе 2.3 предложен алгоритм REVTREE
для нахождения приближенного решения задачи о кратчайшем пути в ресур-
соограниченной сети с одним ресурсом. Алгоритм отличается от ранее из-
вестных тем, что точность приближенного решения можно оценить исходя из
параметров исходной сети. Для алгоритма сформулированы и доказаны тео-
ремы о корректности и сложности.
2.1 Постановка задачи о кратчайшем пути
в ресурсоограниченной сети
Рассмотрим задачу RCSP в теоретико-графовой постановке, используя об-
щепринятые в теории графов терминологию и обозначения [10]. Пусть муль-
тисервисная сеть описана взвешенным ориентированным графом (далее про-
сто графом) G = (V,E) без кратных дуг и петель, в котором каждая вершина
v ∈ V представляет узел сети, а каждая дуга e ∈ E — канал связи между со-
ответствующими узлами сети, при этом n = |V | и m = |E|. Считаем, что на
множестве дуг графа G = (V,E) задана функция w(e) : E → R+, ставящая в
соответствие каждой дуге e ∈ E ее вес w(e) > 0. Пусть для вершин s, d ∈ V
в графе G = (V,E) существует путь P , идущий от вершины s к вершине d.
Полагаем, что вес этого (s, d)-пути P вычисляется как сумма весов всех вхо-





т.е. функция w(e) является аддитивной. Если w(e) — стоимость передвиже-
ния по дуге e, то w(P ) можно интерпретировать как стоимость прохождения
(s, d)-пути P в графе G = (V,E).
Пусть для каждой дуги графа G также заданы функции ri(e) : E → R+,
i = 1, . . . , k, отражающие ресурсные потребности, которые необходимы для
передвижения по этой дуге, и всегда ri(e) > 0. Предполагается, что все эти




ri(e), i = 1, . . . , k. (2.2)
Кроме того, заданы величины Ri ∈ R+, i = 1, . . . , k, определяющие ресурсные
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ограничения рассматриваемой мультисервисной сети.
Всякий (s, d)-путь P называется допустимым, если он удовлетворяет ре-
сурсным ограничениям:
ri(P ) ≤ Ri, i = 1, . . . , k. (2.3)
Оптимальным называется (s, d)-путь P , который минимизирует величину w(P )
в (2.1) и удовлетворяет ограничениям (2.3). Данные понятия проиллюстриро-


















Путь P = {x, z}, w(P ) = 2,
r(P ) = 10 6≤ 5
Путь P = {x, v, z}, w(P ) = 7,
r(P ) = 2 ≤ 5
Путь P = {x, y, z}, w(P ) = 4,
r(P ) = 5 ≤ 5
Рисунок 2.1 — В сети с ресурсным ограничением R = 5 красный путь от
вершины x до вершины z не является допустимым, черный является допусти-
мым, а синий является оптимальным
Задача поиска кратчайшего пути в ресурсоограниченной сети (Resource
Constrained Shortest Path problem, RCSP) имеет следующий вид.
Задан: граф G = (V,E), на дугах которого определены положитель-
ные вещественнозначные функции w(e), ri(e), величины Ri,
i = 1, . . . , k.
Требуется: найти в G = (V,E) оптимальный (s, d)-маршрут.
Всякий допустимый (s, d)-путь можно рассматривать в качестве прибли-
женного решения данной задачи. Очевидно, что если множество допусти-
мых (s, d)-путей пустое, то задача RSCP не имеет решения. Такая ситуа-
ция возникает, когда заданы жесткие ресурсные ограничения, например, ко-
гда min
e∈E




ri(e) ≤ Ri, задача RCSP вырождается в классическую
задачу о кратчайшем пути. Важно отметить, что для фиксированного числа
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ресурсов и неотрицательности всех функций w(e), ri(e) задача RCSP являет-
ся NP -трудной в слабом смысле [66, 75]. Если рассматривается только один
ресурс с r(e) = 1 для всех дуг графа, то задача RCSP сводится к поиску
кратчайшего (s, d)-пути, содержащего не более R дуг. В этом случае она раз-
решима за полиномиальное время [9]. Для задачи с ограниченным ресурсом
кратчайший путь в большинстве случаев не является оптимальным.
2.2 Обзор подходов к решению задачи RCSP
Задача поиска кратчайшего пути в ресурсоограниченной сети, является
расширением классической задачи поиска кратчайшего пути в графе. По-
становка задачи о кратчайшем пути в ресурсоограниченной сети допустима
в терминах целочисленного линейного программирования [63]. Таким обра-
зом, в настоящее время выделяют три класса методов и соответствующих им
алгоритмов, способных находить точное или приближенное решение задачи
RCSP (табл. 2.1): методы ранжирования путей [53], методы маркировки вер-
шин [51,61,66,86,91], методы лагранжевой релаксации [63,65,75]. Первые два
класса методов основаны на теоретико-графовой постановке задачи, в то вре-
мя как методы третьего класса исходят из постановки задачи RCSP на языке
целочисленного линейного программирования [63]. Большинство алгоритмов,
основанных на теоретико-графовой постановке задачи, являются расширени-
ями алгоритма Дейкстры или подобных ему [51, 63, 86].




Алгоритм Йена [53] O (k · n · (m+ n · log n))
Маркировка
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(














Методы ранжирования путей предполагают решения задачи k-кратчайших
путей в графе. В задаче требуется найти не только кратчайший путь, но и
последующие k − 1 кратчайших путей, которые могут отличаться от крат-
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чайшего и быть тяжелее в смысле весовой функции. Поскольку оптимальный
путь для задачи RCSP может отличаться от кратчайшего пути, в смысле ре-
сурсной функции, то параметр k изначально не может быть определен. Таким
образом, подход поиска k-кратчайших путей усложняется до перебора всех
кратчайших путей до тех пор, пока не найдется допустимый. Наиболее по-
пулярный алгоритм в этом классе методов — алгоритм Йена, который находит
решение задачи k-кратчайших путей за время O
(
k · n · (m + n · log n)
)
, где k
может экспоненциально зависеть от размера исходной сети [53].
Методы маркировки вершин предполагают использование дополнительных
меток для корректной маршрутизации в ресурсоограниченной сети. В этом
классе методов присутствуют как точные алгоритмы решения, так и прибли-
женные. Алгоритм точного решения обладает сложностью O
(
n5 · b log(n · b)
)
,
где b— наибольший вес ребра в графе [86]. Время выполнения данного ал-
горитма велико, поэтому востребованы исследования приближенных алго-
ритмов решения задачи. Приближенные алгоритмы разделяют на три вида:
приближенные по весовой функции, приближенные по ресурсным функциям,
приближенные по комбинации весовой и ресурсной функций. Алгоритм, пред-
ставленный в работе [88], обладает следующей сложностью
O
(




, где k — число ресурсных ограничений.
Он находит кратчайший путь, который отличается от оптимального не бо-
лее чем в (1 + ε) раз. Алгоритмы, приближенные по ресурсным функциям,
имеют широкое применение в телекоммуникационных сетях. Один из эффек-
тивных алгоритмов приближенного решения предложен в работе [40] и имеет
вычислительную сложность O
(






. Алгоритм находит путь
отличный от оптимального не более чем в
(
3 · (1 + ε), 2
)
раз.
Методы лагранжевой релаксации в основном состоят из трех фаз. На пер-
вой фазе вычисляются нижние и верхние границы оптимальных значений для
задачи. На второй фазе эти границы используются для упрощения исходного
графа. На третьей фазе закрывается разрыв между границами путем нахож-
дения оптимального пути некоторым алгоритмом поиска кратчайшего пути.
Алгоритмы этого направления представлены в работах [47, 63, 65, 75].
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2.3 Приближенный алгоритм RevTree
Здесь и далее, под размерностью задачи RCSP понимаются значения n и
m— число вершин и дуг графа G = (V,E) соответственно, а под её парамет-
рами — значения функций w(e), ri(e). Для краткости вместо ri(e) и Ri будем
писать r(e) и R. Опишем алгоритм REVTREE для случая, когда имеется только
один ресурс Ri и w(e), ri(e) — положительные вещественнозначные функции.
В работе предлагается модернизированный алгоритм Дейкстры с потен-
циальными функциями REVTREE. Алгоритм Дейкстры использует понятие
окрестности вершины графа G = (V,E), которое трактуется следующим обра-
зом: окрестность вершины v ∈ V — множество Γ(v) концов дуг, исходящих из
вершины v, и обладающих временными метками. Множество Γ(v) определяет
возможные направления дальнейшего движения по дугам графа G = (V,E) из
вершины v. Алгоритм REVTREE уменьшает мощность множества Γ(v) с уче-
том ресурсного ограничения R, что позволяет находить решение задачи RCSP.
Схема алгоритма REVTREE представлена на рис. 2.2.







Рисунок 2.2 — Схема алгоритма REVTREE
Алгоритм REVTREE состоит из двух фаз, на каждой из которых однократно
выполняется алгоритм Дейкстры. На первой фазе находится дерево путей ми-
нимального веса, вычисляемых по весовой функции r(e), e ∈ E. Корнем дан-
ного дерева является целевая вершина d. Такое дерево определяет для каждой
вершины u ∈ V , в том числе из окрестности Γ(v), (u, d)-путь, вес которого
определяет минимальный ресурс, необходимый для прохождения этого пути.
Обозначим этот путь через P2. Пусть P1 — путь из стартовой вершины s в теку-
щую вершину v, найденный как некоторое решение задачи RCSP для вершин
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s и v. Согласно формуле (2.2) для прохождения этого (s, v)-пути был затра-
чен ресурс величины r(P1). Тогда для перемещения из вершины v в вершину
u ∈ Γ(v) необходимо выполнение условия:




r(e). Условие (2.4) гарантирует, что путь (P1, e, P2), где
e = (v, u) ∈ E, является допустимым решением задачи RCSP. Условие (2.4)













Рисунок 2.3 — Путь (P1, e, P2) допустимый, если ресурсные потребности крас-
ного пути r(P1), дуги r(e) и потенциального ресурса синего пути π(u) удовле-
творяет неравенству (2.4)
На второй фазе выполняется алгоритм Дейкстры с усеченными окрест-
ностями вершин. Усечение окрестности Γ(v) для каждой текущей вершины
v ∈ V выполняется по условию (2.4): если для вершины u ∈ Γ(v) не выпол-
няется условие (2.4), то она удаляется из Γ(v).
Описание алгоритма REVTREE на псевдокоде представлено в алгоритме 2.1.
По построению алгоритм REVTREE всегда находит допустимое решение за-
дачи RCSP, если оно существует для заданных вершин s и d.





времени и O (|V |) памяти для решения задачи RCSP с одним
ресурсным ограничением.





и O(|V |) памяти [13,21]. На первой фазе с помощью алгоритма Дейкстры на-
ходится дерево путей минимального веса с корнем в вершине d, для сохране-
ния которого необходимо O(|V |) памяти. На второй фазе в алгоритм Дейкстры
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Алгоритм 2.1. Алгоритм REVTREE
Вход: граф G = (V,E), функции w(e) и wr(e), величина Wr, стартовая вершина s, целевая
вершина d








6: Выполнить для всех v ∈ V 6= d πr[v]←∞
7: Конец цикла
8: До тех пока ∃u /∈ Passed
9: Пусть u /∈ Passed с минимальным πr[u]
10: Passed← u
11: Выполнить для всех v /∈ Passed & e = (u, v) ∈ E
12: Если πr[v] > πr[u] + r(e) то






18: Выполнить для всех v ∈ V 6= s w[v]←∞ p[v]← 0 r[v]← 0
19: Конец цикла
20: До тех пока ∃u /∈ Passed
21: Пусть u /∈ Passed с минимальным w[u] и r[u] + πr[v] < R
22: Passed← u
23: Выполнить для всех v /∈ Passed & e = (u, v) ∈ E
24: Если w[v] > w[u] + w(e) то
25: w[v]← w[u] + w(e)






добавляется проверка условия (2.4), которая не влияет на оценку вычислитель-
ной сложности данного алгоритма. Поскольку обе фазы алгоритма REVTREE





времени и O (|V |) памяти.
Получим оценку точности приближенного решения, формируемого алго-













Заметим, что функция λ(e) определена для любого e ∈ E, поскольку в форму-
лировке задачи RCSP предполагается, что w(e) > 0, r(e) > 0, e ∈ E.
Tеорема 2.2 (О точности решения алгоритма REVTREE). Алгоритм
REVTREE находит ε-приближенное решение задачи RCSP с одним ресурс-




















Доказательство. В рамках доказательства обозначим вес некоторого опти-
мального пути как OPT . Пусть алгоритм REVTREE на некотором шаге нашёл
путь P1, идущий из стартовой вершины s в текущую вершину v, как опти-
мальное решение задачи RCSP для вершин s и v. Если вершина v совпадает с
целевой вершиной d, то найдено оптимальное решение исходной задачи. Если
вершина v совпадает с s, то путь P1 содержит пустое множество дуг и для
него w(P1) = r(P1) = 0. В общем случае вершина v определяет начало ещё не
пройденной части искомого (s, d)-пути. Рассмотрим неусечённую окрестность
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Γ(v) текущей вершины v как множество концов дуг, исходящих из вершины v
и обладающих временными метками. Пусть x ∈ Γ(v) — вершина, для которой
w(v, x) = min
u∈Γ(v)
w(v, u), но не выполняется условие (2.4), т. е. верно соотноше-
ние
r(P1) + r(v, x) + π(x) > R. (2.5)
Именно эту вершину выбирает алгоритм Дейкстры, если окрестность Γ(v)
не подверглась усечению. При выборе вершины u ∈ Γ(v), удовлетворяющей
условию (2.4), алгоритм REVTREE отклоняется от кратчайшего пути в смысле
(2.1) без учёта ресурсного ограничения (2.2). Обозначим (v, d)-путь, найден-
ный с помощью неусечённых окрестностей, как P ∗rest, а с помощью усечённых




rest) ≤ OPT ≤ w(P1) + w(Prest). (2.6)
В (2.6) величина w(P1) + w(P ∗rest) определяет значение целевой функции для
кратчайшего пути без учёта ресурсных ограничений, а w(P1) + w(Prest) — зна-
чение целевой функции пути, найденного алгоритмом REVTREE. Предпола-
гается, что решение задачи RCSP существует. Следовательно, найдётся хо-
тя бы один допустимый (s, d)-путь, а значит, всегда существует определён-
ный выше путь Prest. Для прохождения всякого (v, d)-пути доступен ресурс
Rrest = R − r(P1). Согласно условию (2.4), справедливо неравенство
Rrest ≥ π(v). Исходя из определения функции λ(e), для всякой дуги e ∈ E
имеют место соотношения
0 < λmin · w(e) ≤ r(e) ≤ λmax · w(e).
Поскольку функции w(e) и r(e) аддитивные, получим подобные соотношения
для любого (v, d)-пути, в том числе P ∗rest и Prest:
0 < λmin · w(P ∗rest) ≤ r(P ∗rest) ≤ λmax · w(P ∗rest); (2.7)
0 < λmin · w(Prest) ≤ r(Prest) ≤ λmax · w(Prest). (2.8)
Путь P ∗rest по построению проходит через вершину x, поэтому с учётом (2.5)
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верны соотношения
r(P ∗rest) ≥ r(v, x) + π(x) > R− r(P1) = Rrest.
Здесь π(x) — минимально необходимый ресурс для передвижения из вершины
x в вершину d. Следовательно, r(P ∗rest) > Rrest. Отсюда с учётом (2.7) получим
Rrest
λmax
< w(P ∗rest). (2.9)
Из соотношений (2.8) имеем неравенство w(Prest) ≤ r(Prest)/λmin. Поскольку







Из (2.10) и (2.10) следует
Rrest
λmax











w(P1) + w(P ∗rest)
. (2.12)
Наибольшее отклонение найденного решения от оптимального достигается



























− 1 = ε.
Таким образом, допустимое решение, найденное алгоритмом REVTREE, от-





Полученная в теореме 2.1 теоретическая оценка сложности алгоритма
REVTREE сопоставима с известными алгоритмами [51,61, 66, 86, 91].
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2.4 Выводы по главе 2
Основным результатом главы является алгоритм REVTREE для приближен-
ного решения задачи о кратчайшем пути в ресурсоограниченной сети с одним
ресурсом.
Следует отметить следующие особенности алгоритма REVTREE.
1. Точность алгоритма зависит от значений λmin и λmax, которые вычис-
ляются на основе весовых и ресурсных функций дуг. Приведена теоретиче-
ская оценка алгоритма REVTREE в теореме 2.1. Точность алгоритма REVTREE
представлена теоремой 2.2. Полученная оценка для алгоритма REVTREE, с
учетом его точности, сопоставима со сложностью задачи RCSP с одним ре-
сурсом.
2. Заметим, что исходя из способа определения значений λmin и λmax в тео-
реме 2.2 допустимо повышение точности алгоритма REVTREE путем приме-
нения приема масштабирования дуг сети. Прием заключается в том, что ес-
ли весовые или ресурсные функции дуг допускают масштабирование, т. е.
уменьшение или увеличение соответствующих весов, то можно подобрать та-
кой масштаб, который будет максимизировать значение ε. Метрические сети
допускают масштабирование, например, дорожные сети, но следует учесть,
что такой прием может исказить результат решения задачи.
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Глава 3. Задачи перечислительного типа на гиперграфах
Задачи перечислительного типа для сетей, представленных гиперграфом,
предполагают нахождение всех конфигураций гиперграфа с заданными усло-
виями. Под конфигурацией понимается любая система подмножеств конечно-
го множества [35]. В главе рассматриваются задачи поиска всех максимально
полных подматриц (0, 1)-матрицы инцидентности гиперграфа и поиска всех
максимальных индуцированных биклик гиперграфа. Первая задача принадле-
жит классу #P -полных задач [16, 71, 72], поскольку решение задачи экспо-
ненциально зависит от размера входного графа. Вторая задача не легче, чем
NP -трудная задача, поскольку задача поиска даже одной максимальной би-
клики принадлежит к классу NP -трудных задач [38, 74].
Данная глава соответствует задаче 3 диссертационного исследования. Ос-
новные результаты опубликованы в работах [22,28,84]. В параграфе 3.1 пред-
ставлены основные понятия и обозначения теории гиперграфов и (0, 1)-матриц.
Приведены постановки задач о перечислении максимальных индуцированных
биклик гиперграфа и поиске всех максимально полных подматриц
(0, 1)-матрицы инцидентности гиперграфа. Доказана теорема о связи двудоль-
ного подгиперграфа и двудольного подграфа соответствующего вершинного
графа. В параграфе 3.2 выполнен обзор известных подходов к решению по-
ставленных задач перечислительного типа. В параграфе 3.3 предложен алго-
ритм HFINDMCS для решения задачи поиска всех максимально полных под-
матриц (0, 1)-матрицы инцидентности гиперграфа. Алгоритм основан на ги-
перграфовом подходе и последовательной генерации полных подматриц. Для
алгоритма HFINDMCS доказана теорема о теоретической сложности. В пара-
графе 3.4 предложен алгоритм HFINDMIB генерации всех максимальных ин-
дуцированных биклик гиперграфа. Алгоритм основан на гиперграфовом под-
ходе, специальном виде матрицы смежности двудольного подграфа и теореме,
доказанной в параграфе 3.1. Алгоритм HFINDMIB наследует идеи алгоритма
HFINDMCS и использует в своем процессе генерацию допустимых индуци-
рованных биклик, из которых выбираются максимальные. Доказана теорема о
теоретической сложности алгоритма HFINDMIB.
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3.1 Постановка задач перечислительного типа на гиперграфах
Сформулируем задачи поиска всех максимально полных подматриц
(0, 1)-матрицы инцидентности гиперграфа и поиска всех максимальных ин-
дуцированных биклик гиперграфа, используя общепринятые в теории гипер-
графов терминологию и обозначения [1, 11, 17, 18, 35].
Задан (n,m)-гиперграф H = (X,U) и (0, 1)-матрица инцидентности I , где
X — конечное множество вершин и |X| = n, U — конечное семейство гипер-
ребер гиперграфа и |U | = m. Множество X(u) содержит все вершины, ин-
цидентные гиперребру u ∈ U . Множество U(x) содержит все гиперребра,
инцидентные вершине x ∈ X . Одним из способов задания гиперграфа являет-
ся (0, 1)-матрица инцидентности I , где 1 ставится в случае, когда гиперребро
содержит вершину, и 0 в противном случае. Будем называть степенью гипер-
ребра u ∈ U мощность множества |X(u)|. Полной подматрицей (0, 1)-матрицы
называется подматрица, все без исключения элементы которой равны 1. Мак-
симально полной подматрицей называется полная подматрица, не содержащая
никакой другой максимально полной подматрицы.
Определение 3.1. Подгиперграфом, индуцированным множеством вершин
X ′, называется H ′ = (X ′, U ′), где U ′ = {u′ : X(u′) = X(u) ∩X ′ 6= , u ∈ U}.
Известно определение двудольности гиперграфа, которое аналогично
2-раскраске [92]: гиперграф H = (X,U) называется двудольным, когда мно-
жество вершин X может быть разделено на два множества S0 и S1 таким
образом, что S0 ∪ S1 = X , S0 ∩ S1 = , и для всякого гиперребра u ∈ U
выполнено |X(u) ∩ S0| = 1. В работе вводится ослабленное определение дву-
дольности.
Определение 3.2. Подгиперграф H ′ = (X ′, U ′), индуцированный множе-
ством вершин X ′, является двудольным, если существует разбиение
S0 ∪ S1 = X ′ и S0 ∩ S1 = , такое, что для любого гиперребра u′ ∈ U ′
выполнено |S0 ∩X(u′)| ≤ 1 и |S1 ∩X(u′)| ≤ 1.
Определение 3.3. Вершинным графом гиперграфа H = (X,U) называется
граф L2(H) = (X,E), множество вершин которого совпадает с множеством
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вершин X гиперграфа H , при этом две вершины графа L2(H) смежны тогда
и только тогда, когда смежны соответствующие им вершины гиперграфа H .


















Рисунок 3.1 — а) гиперграф H = (X,U), где X = {1, 2, 3, 4, 5}
и U = {a, b, c, d}; б) вершинный граф L2(H) = (X,E)
Сформулируем и докажем теорему об эквивалентности индуцированных
двудольных подгиперграфов гиперграфа H и двудольных подграфов вершин-
ного графа L2(H).
Tеорема 3.1 (Об эквивалентности индуцированных двудольных подгипер-
графов гиперграфа H и двудольных подграфов вершинного графа L2(H)).
Подгиперграф H ′ = (X ′, U ′) является двудольным тогда и только тогда,
когда в вершинном графе L2(H) гиперграфа H существует двудольный под-
граф, индуцированный множеством вершин X ′.
Доказательство. Докажем достаточность: если в гиперграфе H найдется дву-
дольный подгипреграф H ′ = (X ′, U ′), то в L2(H) существует двудольный под-
граф, индуцированный множеством X ′.
Доказательство следует непосредственно из определений 3.1 – 3.3. Ги-
перребро u ∈ U исходного гиперграфа H = (X,U) порождает гиперреб-
ро u′ в гиперграфе H ′. Тогда согласно определению 3.1 гиперребро u мо-
жет обладать большей степенью чем u′, т.е. |u| ≥ |u′|. Однако, из определе-
ния 3.2 следует, что для двудольного подгиперграфа H ′ = (X ′, U ′) степень
всякого ребра u′ ∈ U ′ не превосходит двух. Это обусловлено тем, что если
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|X(u′)| > 2, то нарушается требование |S0 ∩ X(u′)| ≤ 1, |S1 ∩ X(u′)| ≤ 1,
где S0 ∪ S1 = X ′ и S0 ∩ S1 = . Таким образом, если рассматриваемый под-
гиперграф H ′ = (X ′, U ′) является двудольным, то согласно определению 3.3
его вершинная реализация L2(H ′) — двудольный граф. С другой стороны, вер-
шинная реализация L2(H ′) является подграфом L2(H), индуцированным мно-
жеством X ′. Следовательно, L2(H ′) есть искомый двудольный подграф вер-
шинной реализации L2(H) исходного гиперграфа.
Докажем необходимость: если в вершинной реализации L2(H) исходного
гиперграфа H существует двудольный подграф, индуцированный множеством
X ′, то найдется двудольный подгипреграф H ′ = (X ′, U ′).
Пусть в графе L2(H) существует двудольный подграф на множестве вер-
шин X ′ с долями S0 и S1, где S0 ∪ S1 = X ′ и S0 ∩ S1 = . В гиперграфе
H = (X,U) рассмотрим подгиперграфH ′ = (X ′, U ′), индуцированный множе-
ством X ′. Согласно определению 3.1 в подгиперграфе H ′ множество гиперре-
бер имеет вид U ′ = {u′ : X(u′) = X(u) ∩X ′ 6= , u ∈ U}. Из определения 3.3
следует, что для любого гиперребра u ∈ U множество X(u) образует полный
подграф в вершинном графе L2(H). Известно, что любой двудольный граф
не имеет полных подграфов, содержащих более двух вершин [10,61]. Отсюда
всякое гиперребро u′ ∈ U ′ будет удовлетворять неравенствам |X(u′) ∩ S0| ≤ 1
и |X(u′) ∩ S1| ≤ 1 и |u′| ≤ 2.
Положение теоремы 3.1 проиллюстрировано на рис. 3.2.
Двудольный граф называется полным двудольным графом (бикликой), если
всякая вершина одной доли соединена со всеми вершинами второй доли [10].
Данное определение можно сформулировать иначе, если двудольный граф со-
держит все возможные ребра, не нарушающие условие двудольности, то такой
граф называется полным двудольным графом. К поиску биклик сводится ряд
теоретико-графовых задач [9, 16], которые относятся к классу ]P -полных или
NP -полных задач, поскольку в общем случае число максимальных биклик
экспоненциально зависит от размера графа [72, 79].
Далее под индуцированной бикликой гиперграфа будем понимать полный


















Рисунок 3.2 — а) двудольный подгиперграф H ′ гиперграфа H = (X,U) с





с долями S0 = {1, 4} и S1 = {3} выделен красным
цветом
Определение 3.4. Подгиперграф H ′ = (X ′, U ′), индуцированный множе-
ством вершин X ′, такой, что U ′ = {u : s0, s1 ∈ X(u), s0 ∈ S0, s1 ∈ S1} и
S0 ∪ S1 = X ′, S0 ∩ S1 =  называется полным двудольным индуциро-
ванным подгиперграфом исходного гиперграфа H .
Максимальная биклика — это биклика, которая не может быть расширена
путем включения дополнительных смежных вершин, или, что эквивалентно,
для максимальной биклики не существует другой биклики, которая полно-
стью включает данную. Это справедливо как для графов, так и для гипергра-
фов [92].
Задача поиска всех максимальных индуцированных биклик гиперграфа
(Maximal Induced Bicliques Generation Problem for Hypergraphs,
MIBGP for Hypergraphs) имеет следующий вид.
Задан: гиперграф H = (X,U) без кратных гиперребер.
Требуется: найти множество всех максимальных индуцированных биклик.
Заметим, что задача нахождения максимальных индуцированных биклик
в графе тесно связана с поиском подматриц специального вида [39]. Проде-
монстрируем связь между задачей нахождения максимальных индуцирован-
ных биклик в гиперграфе и задачей поиска максимально полных подматриц
(0, 1)-матрицы.
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Для двудольного подгиперграфа H ′ = (X ′, U ′) запишем его эквивалентное
представление в виде (0, 1)-матрицы смежности вершинного графа L2(H ′).
Обозначим S0, S1 — доли подгиперграфа H ′, мощности которых равны c и d,
соответственно. Поскольку вершинный граф L2(H ′) тоже является двудоль-








где Oc, Od — нулевые матрицы порядка c и d, соответственно, а B′ матрица
размера c × d, которая отражает смежность вершин между долями S0 и S1.
Очевидно, что в случае, когда подгиперграф H ′ является бикликой, то матри-
ца B является полной подматрицей матрицы A. Известно, что проверка всякой
максимально полной подматрицы на соответствие виду (3.1) выполнима за ли-
нейное время относительно размера подматрицы [13, 39]. Таким образом, для
поиска индуцированных биклик в гиперграфе H = (X,U) требуется найти та-
кие полные подматрицы B′ матрицы смежности A вершинного графа L2(H),
для которых будет существовать подматрица вида (3.1), что приводит к задаче
поиска всех максимально полных подматриц (maximally complete submatrices)
исходной (0, 1)-матрицы. Задача поиска всех максимально полных подматиц
(0, 1)-матрицы инцидентности гиперграфа (Maximally Complete Submatrices
Problem for Hypergraph, MCSP for Hypergraph) имеет следующую постановку.
Задан: гиперграф H = (X,U) без кратных гиперребер с (0, 1)-матрицей
инцидентности I .
Требуется: найти множество всех максимально полных подматриц
(0, 1)-матрицы инцидентности I .
Заметим, что максимально полные подматрицы могут представлять различ-
ные комбинаторные объекты [35], а задача их поиска носит перечислительный
характер и принадлежит классу сложности ]P -полных задач [9, 16, 35, 55, 71,
72]. Применение алгоритмов решения задачи выделения максимально полных
подматриц ограничивается высокой трудоемкостью на разреженных матрицах
большой размерности.
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3.2 Обзор подходов к решению перечислительных задач на графах и
гиперграфах
В работе исследуются перечислительные задачи на графах и гиперграфах.
При этом стоит отметить, что значительная часть алгоритмов для нахождне-
ния всех максимальных биклик предложена именно для графов. Актуальные
алгоритмы решения этих задач приведены в табл. 3.1.
Таблица 3.1 — Алгоритмы решения перечислительных задач
Задача Представитель Сложность
MCSP Close-by-One [71] O (|MCS| ·m · n2)
MIBGP Алгоритм LCM-MBC [73] O (n ·m · N )
MIBGP Алгоритм Хермелина [62] O
(
n · k · (∆ + k) · 3∆+k3
)
Задача поиска всех максимально полных подматриц соответствует другой
хорошо известной задаче, а именно задаче поиска всех формальных понятий
формального контекста. Поиск всех формальных понятий хорошо изучен в
работах [3, 16, 55, 71, 76]. Формальное понятие является максимально полной
подматрицей (0, 1)-матрицы формального контекста [55]. Для этой задачи раз-
работано множество алгоритмов, но наиболее востребованный из них Close-
by-One (CbO) [71]. Асимптотическая сложность данного алгоритма оценива-
ется как O
(
|MCS| ·m · n2
)
, гдеMCS — множество всех максимально полных
подматриц.
Задача поиска всех максимальных биклик активно изучается для сетей
представленных графами или гиперграфами. Выделяют два направления ис-
следований, поиск всех максимальных неиндуцированных биклик и макси-
мальных индуцированных биклик. Индуцированная биклика X ′ = S0 ∪ S1
предполагает, что доли S0 и S1 являются независимыми множествами, т. е.
каждое множество является внутренне несмежным. Если условие независи-
мости множества отбрасывается, то такие биклики называются неидуцирован-
ными. Известно, что для графов с произвольной древестностью, сложность по
времени нахождения всех максимальных индуцированных биклик не превос-
ходит O
(
a3 · 22a · n
)
, где a— число древесности графа [52]. Ряд исследовате-
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лей отмечают, что на практике востребованы только максимальные неидуци-
рованные биклики большой размерности [44,73,90]. В работе [73] был предло-
жен алгоритм для поиска максимальных неидуцированных биклик, в котором
можно установить порог размерности p биклик. Сложность данного алгоритма
составляет O (n ·m · N ), где N — множество всех неиндуцированных биклик
размерности большей или равной p. Для поиска всех максимальных инду-
цированных биклик графа в работе [62] предложен алгоритм со сложностью
O
(
n · k · (∆ + k) · 3∆+k3
)
, где ∆ — максимальная степень вершины графа, а k —
вырожденность графа.
Задача поиска всех максимальных биклик для графов может быть расши-
рена на гиперграфы. В частности, для бигиперграфов задача поиска всех мак-
симальных индуцированных биклик исследована в [92]. Под бигиперграфом




, где всякое гиперребро гипергра-
фов H0 и H1 содержится в H . При этом вводится определение двудольно-
го гиперграфа согласно устойчивости множества вершин. Множество вершин





называется двудольным, если существует разбиение
S0 ∪ S1 = X , где Si устойчиво в H i, i = 0, 1.
В диссертационной работе для задачи поиска всех максимально полных
подматриц предложен алгоритм HFINDMCS, который использует в себе но-
вый гиперграфовый подход для генерации полных подматриц. Для задачи по-
иска всех максимальных индуцированных биклик в графах и гиперграфах
предложен алгоритм HFINDMIB, который развивает гиперграфовый подход
для генерации индуцированных биклик.
3.3 Алгоритм HFindMCS для решения задачи поиска всех
максимально полных подматриц (0, 1)-матрицы инцидентности
гиперграфа
Основываясь на определениях теории гиперграфов и (0, 1)-матриц, опишем
алгоритм для нахождения максимально полных подматриц исходной
(0, 1)-матрицы. Для этого понадобится понятие l-уровня (0, 1)-матрицы.
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Определение 3.5. Полным l-уровнем (0, 1)-матрицы будем называть все ее
полные подматрицы с числом строк равным l.
Всякую полную подматрицу инцидентности гиперграфа H = (X,U) с чис-
лом строк равным l можно описывать как подгиперграф H ′ = (X ′, U(X ′)), где
X ′ ⊆ X — множество вершин, при этом |X ′| = l, а U(X ′) ⊆ U — множество ги-
перребер. Следовательно, l-уровень в терминах гиперграфов описывается сле-
дующей системой множеств Pl = {H ′ = (X ′, U(X ′)) : |X ′| = l, X ′ ⊆ X}. Так-
же отметим, что гиперграфу H соответствует (0, 1)-матрица инцидентности I
с заданным лексикографическим порядком как для строк, так и для столбцов.
Заметим, что в общем случае всякую (0, 1)-матрицу можно представить в
виде гиперграфа, независимо от ее семантики, и наоборот. Обозначим множе-
ство всех максимально полных подматриц как MCS . Идея алгоритма заклю-
чается в генерации всех возможных l-уровней (0, 1)-матрицы и последующем
выделении максимально полных подматриц. Иерархия уровней позволяет с
легкостью проверять является ли полная подматрица максимальной. Данная
идея хорошо реализуется на языке гиперграфов. Схема алгоритма HFINDMCS
представлена на рис. 3.3. Описания алгоритма HFINDMCS и его вспомога-
тельной функции GenerateCombinations(H, l) на псевдокоде представлено в
алгоритмах 3.1 и 3.2.
H ∆ = Deg(H)

















U(Y ) 6= U(Y ′)MCS
∀
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Рисунок 3.3 — Схема алгоритма HFINDMCS
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Алгоритм 3.1. Алгоритм HFINDMCS
Вход: гиперграф H = (X,U)
Выход: множество |MCS|
Для l := 1, . . . ,∆












Если U(Y ) 6= U(Y ′) : ∀
(










Алгоритм 3.2. Функция GenerateCombinations(H, l)
Pl := {}
Для u ∈ U
C lu :=
{
X ′ : X ′ ⊆ X(u), |X ′| = l
}







Tеорема 3.2 (О сложности алгоритма HFINDMCS). Алгоритм HFINDMCS
корректно решает задачу нахождения всех максимальных индуцированных







· |U |2 ·∆ · 2∆ · log
(
2∆ · |U |
))
.
Доказательство. Алгоритм HFINDMCS принимает на вход гиперграф
H = (X,U) без кратных гиперребер и вершин. Для простоты изложения будем
считать, что максимальная степень гиперребра меньше максимальной степени




|U(x)|. Это условие необходимо для быстро-
действия алгоритма, в общем случае алгоритм можно применять к любому
гиперграфу без кратных гиперребер. Если условие не выполнено, то алгоритм
HFINDMCS применяется к двойственному гиперграфу H∗ = (X∗, U∗). Далее
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На шагах 1-3 последовательно формируются множества Pl, соответствую-
щие полным l-уровням, где l = 1, . . . ,∆. Для каждого значения l, соответству-
ющего требуемому уровню (0, 1)-матрицы, на шаге 2 вызывается функция
GenerateCombinations(H, l). Вызываемая функция для каждого гиперребра
u ∈ U выполняет генерацию всех возможных подмножеств вершин X ′ ⊆ X(u)
таких, что |X ′| = l. Множество всех возможных подмножеств l-уровня обо-
значим как C lu. Каждое сгенерированное множество X
′ индуцирует исходный
гиперграф H в подгиперграф H ′ = (X ′, U ′). Построение множества U ′ про-
исходит последовательно путем просмотра всех гиперребер u ∈ U . Исходя из
этого, множество U ′ индуцированного подгиперграфа формируется в лексико-
графическом порядке. Полученный подгиперграф H ′ однозначно сопоставим
с полной подматрицей матрицы I . А множество всех таких подгиперграфов
образует полный l-уровень (0, 1)-матрицы, т. е. множество Pl.
Выполняя данную процедуру для каждого уровня l = 1, . . . ,∆, получим
набор множеств Pl, содержащих подгиперграфы, матрицы инцидентности ко-
торых соответствуют всем полным подматрицам матрицы инцидентности I
гиперграфа. Очевидно, что полные подматрицы с наибольшим количеством
строк равным ∆ будут являться максимально полными, поскольку они гаран-
тированно не вложены ни в какие другие полные подматрицы.
При формировании набора множеств Pl процесс генерация сочетаний для
всех уровней не превосходит τ1 = O
(
|U | · 2∆
)
. Действительно, поскольку на
каждом уровне необходимо генерировать сочетания для каждого гиперребра
и количество уровней l = 1, . . . ,∆, то
|U |C1u + · · ·+ |U |C∆u = |U |
(








|U | · 2∆
)
.
Отметим, что всякое множество X ′ ∈ C lu является лексикографически упоря-




u являются сравнимым. Эти два факта позволя-
ют для хранения и обновления множеств Pl использовать древовидные струк-
туры данных, в частности, красно-черные деревья. Очевидно, что сравнение
X ′1 и X
′
2 выполнимо за O(∆), т. к. мощность всякого X ′ не превосходит ∆.
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Также известно [13], что поиск и добавление элементов в красно-черном де-




|U | · 2∆
))
. Следовательно, выполнение
шагов 1-3 алгоритма HFINDMCS требует не более
T1 = τ1 · τ2 = O
(
|U | ·∆ · 2∆ · log
(
|U | · 2∆
))
.
На шаге 4 алгоритма HFINDMCS полученный на шагах 1-3 набор множеств
Pl объединяется в упорядоченное множество P следующим образом: объеди-
нение осуществляется в порядке убывания значения уровня l с сохранением
у каждого подгипреграфа лексикографического порядка на множестве вершин
и на множестве гиперребер. Следовательно, формирование множества P вы-
полнимо за время равное T2 = O(1).
Множество P является допустимым множеством решений задачи поиска
всех максимально полных подматриц и соответствующих им гиперграфов.
Формирование множества MCS осуществляется на шагах 5-10, путем про-
сматривания множества P от подгиперграфов с наибольшей мощностью мно-
жества вершин до обладающих наименьшей мощностью. Изначально вMCS
добавляются подгиперграфы с числом вершин равным ∆ из множества P .
Такие подгиперграфы всегда будут соответствовать максимально полным под-
матрицам. Далее последовательно просматриваются остальные элементы мно-
жества P и в множествоMCS добавляются только такие подгиперграфы, мно-
жества гиперребер которых ещё не встречались. После этого множествоMCS
будет содержать все подгиперграфы, соответствующие максимально полным
подматрицам матрицы инцидентности I . Следовательно, алгоритм корректно
решает задачу MCSP.
Заметим, что сравнение подгиперграфов по множеству гиперребер требу-
ет не более O (|U |) времени. Это следует из того, что максимальная мощ-
ность множества гиперребер подгиперграфа не превосходит |U |. Поскольку
по построению все комбинации вершин для подгиперграфов в множестве P
различны, то соответствующие им полные подматрицы могут содержаться в
других только в случае, когда множество гиперребер совпадает. Это соответ-
ствует тому, что полная подматрица содержится в полной подматрице с боль-
шим числом строк. Для хранения и обработки множестваMCS в работе так-
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же используются красно-черные деревья, что существенно облегчает поиск и
добавление новых элементов. Множество P последовательно просматривает-
ся, и для каждого элемента выполняется поиск в множестве MCS за время
T3 = O (|U | · log (|MCS|)), аналогичное время требуется для добавления но-
вого элемента. Таким образом, построение множестваMCS требует времени
не более, чем
T1 · T2 · T3 = O
(
log (|MCS|) · |U |2 ·∆ · 2∆ · log
(
2∆ · |U |
))
.
Искомому множествуMCS будет соответствовать множество подгипрегра-
фов, матрицы инцидентности которых максимально полные. Отметим, что
время работы алгоритма HFINDMCS существенно зависит от параметра ∆,
который соответствует максимальной степени гиперребра или вершины.
3.4 Алгоритм HFindMIB для решения задачи поиска всех
максимальных индуцированных биклик гиперграфа
Пусть задан лексикографический порядок как для множества вершин, так
и для для множества гиперребер в гиперграфе H .
В алгоритме рассматривается переход от исходного гиперграфа H , к вер-
шинному графу L2(H). Матрица смежности L2(H) представляется в виде ги-
перграфа Φ = (XΦ, UΦ) с квадратной матрицей инцидентности.
Определение 3.6. Подгиперграф Φ′ индуцированный множеством вершин
S0 ⊆ XΦ и множеством гиперребер S1 ⊆ UΦ, удовлетворяющий виду (3.1) и
S0 ∩ S1 = , будем называть бикликой и обозначать (S0, S1).
Определение 3.7. Множество всех биклик (S0, S1), где |S0| = l, будем на-
зывать l-уровнем гиперграфа Φ.
Идея алгоритма заключается в генерации всех возможных биклик гипер-
графа для каждого l-уровня и последующем выделении максимальных би-
клик. Схема алгоритма HFINDMIB представлена на рис. 3.4. Задача MIBGP
for Hypergraphs требует найти все максимальные индуцированные биклики
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гиперграфа H . Предложенный алгоритм HFINDMIB решает данную задачу
в три этапа. На этапе инициализации происходит переход от исходного ги-
перграфа H к вершинному графу L2(H). На этапе генерации для матрицы
смежности графа L2(H), предствленной в виде гиперграфа Φ, выполняет-
ся генерация l-уровней. На этапе фильтрации происходит очистка всех сге-
нерированных l-уровней для получения максимальных индуцированных би-
клик гиперграфа H . Алгоритм HFINDMCS и его вспомогательная функция
GenerateCombinations(H, l) представлены на псевдокоде в алгоритмах 3.4
и 3.3. Покажем, что алгоритм находит решение задачи MIBGP for Hypergraphs
и оценим трудоемкость алгоритма. Доказательство следующей теоремы носит






































Рисунок 3.4 — Схема алгоритма HFINDMIB
Tеорема 3.3 (О сложности алгоритма HFINDMIB). Алгоритм HFINDMIB
корректно решает задачу нахождения всех максимальных индуцированных











Алгоритм 3.3. Функция GenerateCombinations(Φ = (XΦ, UΦ), l)
Pl := 
Для u ∈ UΦ
C lu := {X ′ : X ′ ⊆ X(u), |X ′| = l}
Для X ′ ∈ C lu
Если X ′ является долей то
Для (S0, S1) ∈ Pl : X ′ = S0
Если B ∪ u является долей то
(S0, S1) := (S0, S1 ∪ u)
иначе







Доказательство. Алгоритм HFINDMIB соостоит из трех основых этапов, по-
следовательно рассмотрим каждый из них.
Этап инициализации. Алгоритм HFINDMIB принимает на вход гиперграф
H = (X,U) с максимальной степенью вершины равной ∆. В начале алго-





систем множеств Pl для заданного гиперграфа H на этапе генерации необхо-
дима возможность быстрого обращения к любому подмножеству из l строк
матрицы смежности вершинного графа L2(H). Для организации быстрого до-
ступа предлагается использовать следующий искусственный прием. Для вер-
шинного графа L2(H) зафиксируем нумерацию множества вершин. Опреде-
лим новый гиперграф Φ = (XΦ, UΦ) следующим образом. Множество вер-
шин XΦ совпадает с точностью до нумерации с множеством вершин графа
L2(H). Множество гиперребер UΦ является системой подмножеств из XΦ и
строится в соответствии со столбцами матрицы смежности вершинного графа
L2(H). Заметим, что по построению гиперграф Φ не допускает никакую пере-
нумерацию вершин и гиперребер. Это необходимо для однозначного соответ-
ствия между гиперграфом Φ и матрицей смежности вершинного графа L2(H).
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Алгоритм 3.4. Алгоритм нахождения всех максимальных биклик MBC
Вход: гиперграф H = (X,U).
Выход: множество MBC.
Построить граф L2(H) и представить его в виде гиперграфа Φ







Для (S0, S1) ∈ P
Flag := true
Для (S ′0, S
′
1) ∈MBC
Проверка вложенности (S0, S1) в (S ′0, S
′
1)
Если (S ′0, S
′
1) вложено в (S0, S1) то
MBC := MBC \ (S ′0, S ′1)
Конец условия







Если Flag = true то










Этап генерации. Результатом данного этапа являются множества всех
l-уровней Pl = {(S0, S1) : S0 ∩ S1 = }, где l = 1, . . . ,∆. Данные множе-
ства содержат все индуцированные биклики исходного гиперграфа H . Гене-
рация осуществляется следующим образом. Формируются множества Pl, со-
ответствующие полным l-уровням, где l = 1, . . . ,∆. Для каждого значения l
выполняется функция GenerateCombinations(Φ, l). Данная функция для каж-
дого гиперребра u ∈ UΦ выполняет генерацию всех возможных подмножеств
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вершин X ′ ⊆ XΦ(u) таких, что |X ′| = l и множество X ′ удовлетворяет ви-
ду (3.1), т.е. вершины из X ′ не смежны друг с другом. Множество всех воз-
можных подмножеств l-уровня гиперребра u ∈ UΦ обозначим как C lu. Каждое
сгенерированное множество X ′ рассматривается в качестве доли S0 биклики.
Поскольку гиперграф Φ соответствует матрице смежности графа L2(H), то
всякое u ∈ UΦ можно трактовать как вершину гиперграфа H . Доля S1 для со-
ответствующих множеств X ′ ∈ C lu формируется из гиперребер u ∈ UΦ, таких
что они не противоречат виду матрицы (3.1). Если добавление u к доли S1
приводит к нарушению вида (3.1), то текущая биклика расщепляется надвое
(S0, S1) и (S0, S1tu), где S1tu объединение элементов из S1 с u таких, что они
не являются смежными и отвечают виду (3.1). Таким образом множество Pl
будет содержать все возможные индуцированные биклики, у которых |S0| = l.
Оценим сложность этапа генерации. Гиперграф Φ = (XΦ, UΦ) соответству-
ет матрице смежности графа L2(H), поэтому мощность всякого XΦ(u), где
u ∈ UΦ, не превосходит ∆, поскольку максимальная степень вершины исход-
ного гиперграфа H равна ∆. Следовательно, число всевозможных сочетаний
подмножеств X ′ ∈ C lu, можно оценить как C l∆. Каждая из долей S0, S1 биклик
по мощности не превосходит ∆, т. к. максимальная степень вершины рав-
на ∆. Таким образом для любой доли S0 число возможных долей S1 можно
оценить как 2∆. Очевидно, что эта оценка значительно превосходит реальное
число возможных индуцированных биклик, в виду условия (3.1). Таким обра-
зом, для l-уровня число всех индуцированных биклик не превосходит C l∆ · 2∆.
Следовательно, число индуцированных биклик среди всех l-уровней можно
оценить как
2∆ · C1∆ + · · ·+ 2∆ · C∆∆ = 2∆ ·
(
C1∆ + · · ·+ C∆∆
)





Отметим, что всякое множество X ′ ∈ C lu является лексикографически упо-




u являются сравнимым. Эти два факта поз-
воляют для хранения и обновления множеств Pl использовать древовидные
структуры данных, в частности, красно-черные деревья. Очевидно, что срав-
нение X ′1 и X
′
2 выполнимо за O(∆), т.к. мощность всякого X ′ не превосходит








[13]. При этом операция расщепления предполагает про-





несмежных вершин в доле S1, что требует не более O(∆). Так, выполнение
этапа генерации алгоритма HFINDMIB требует времени не более, чем
T2 = O
(





Этап фильтрации. Множество всех индуцированных биклик P строится
из множеств Pl, которые являются l-уровнями гиперграфа. Как было пока-
зано, множества Pl содержат все индуцированные биклики с долями S0, S1,
причем |S0| = l, а |S1| ≤ ∆. Процесс объединения множеств Pl в множе-
ство P осуществляется за O(1). Этап фильтрации выполняет очистку мно-
жества P от избыточных и вложенных индуцированных биклик. Исходя из





1 и S1 = S
′




1) отражают одну индуцирован-
ную биклику. В задаче MIBGP for Hypergraph необходимо найти все макси-
мальные индуцированные биклики, следовательно требуется убрать бикли-
ки, которые не являются максимальными. Данный процесс напрямую зависит
от мощности выходного множества максимальных индуцированных биклик
MBC(Φ). Процесс сравнения и определения вложенности происходит в про-
цедуре Compare ((S0, S1), (S ′0, S
′
1)). Данная процедура вызывается для каждо-
го элемента из P и сравнивает его с каждым элементом в MBC(Φ). Опреде-
лим операцию (S0, S1) v (S ′0, S ′1). Если S0 ⊆ S ′0 и S1 ⊆ S ′1, либо S1 ⊆ S ′0 и
S0 ⊆ S ′1, то биклика (S0, S1) вложена в биклику (S ′0, S ′1). Следовательно ин-
дуцированная биклика (S ′0, S
′
1) является большей относительно (S0, S1). Если
индуцированная биклика (S0, S1) 6v (S ′0, S ′1), где (S ′0, S ′1) ∈ P , то она является
максимальной и добавляется в множествоMBC(Φ). Такая проверка выполни-
ма за 4 ·∆ операций, следовательно требует не более O(∆) времени. На этапе
фильтрации требуется отфильтровать 22∆ элементов множества P и сравнить








Согласно теореме 3.1 множество MBC(Φ) будет совпадать с множеством
максимальных индуцированных биклик исходного гиперграфа H . Процесс
фильтрации выполняет сравнение индуцированных биклик друг с другом. По-
сле выполнения данного этапа из множества P будут извлечены только макси-
мальные индуцированные биклики, таким образом, алгоритм HFindMIB кор-
ректно решает задачу MIBGP for Hypergraphs.
Исходя из сложности каждого этапа (3.2)–(3.4) алгоритм HFINDMIB тре-
бует времени не более, чем











Оценка (3.5), полученная в теореме 3.3, зависит от мощности множества
MBC. Это характерная черта для задачи MIBGP for Hypergraphs, которая от-
носится к задачам перечислительного типа.
Проиллюстрируем работу алгоритма на простом гиперграфе. На рис. 3.5
проиллюстрирован этап инициализации алгоритма HFindMIB. Исходный ги-
перграф H с матрицей инцидентности I представлен на рис. 3.5а).





























т. е. S0 = {1, 4} и S1 = {2}. На рисунке 3.5б) представлен вершинный
граф L2(H) исходного гиперграфа H . В табл. 3.5г) и 3.5д) представлены мат-
рица инцидентности гиперграфа H и матрица смежности вершинного графа
L2(H). Гиперграф Φ, из рис. 3.5в), строится на основе матрицы смежности
вершинного графа L2(H). Для исходного гиперграфа H максимальная степень
вершины ∆ = 4.
Этапы генерации для каждого ∆ представлены табл. 3.2.
На этапе фильтрации из табл. 3.2, полученной на предыдущем этапе, уби-
раются столбцы 1, 7–9, 11–16, поскольку они являются вложенными в другие
индуцированные биклики, либо совпадают с ранее добавленными. Заметим,

































г) матрица инцидентности ги-
перграфа H
1 2 3 4 5
1 0 1 1 0 0
2 1 0 1 1 1
3 1 1 0 0 0
4 0 1 0 0 1
5 0 1 0 1 0
д) матрица инцидентности ги-
перграфа Φ
Рисунок 3.5 — Этап инициализации алгоритма HFindMIB
держит максимальные индуцированные биклики (1, 3), (2, 14), (2, 15), (2, 34),
(2, 35), (4, 5), соответствующие столбцам 2–6, 10 табл. 3.2.
Таблица 3.2 — Индуцированные билкики для всех уровней, где зеленым цве-
том выделены максимальные индуцированные билклики для гиперграфа H
∆ 1 2 3 4























































3.5 Выводы по главе 3
В данной главе предложены алгоритмы HFINDMCS и HFINDMIB для ре-
шения задач перечислительного типа. Алгоритм HFINDMCS решает задачу
поиска всех максимально полных подматриц (0, 1)-матрицы инцидентности
гиперграфа, а алгоритм HFINDMIB решает задачу перечисления всех макси-
мальных индуцированных биклик гиперграфа, соответственно.
Следует отметить следующие особенности разработанных алгоритмов
HFINDMCS и HFINDMIB:
1. Для алгоритма HFINDMCS приведена теоретическая сложность в теоре-
ме 3.2. Наиболее популярным алгоритмом для решения задачи выделения мак-
симально полных подматриц является алгоритм нахождения всех формальных
понятий формального контекста Close-by-One (CbO) [71]. Асимптотическая
сложность данного алгоритма оценивается как O
(
|MCS| · |U | · |X|2
)
. В об-
щем случае предложенный алгоритм HFINDMCS асимптотически медленнее
алгоритма CbO, однако, для наборов данных, организованных определенным
образом [19], он будет эффективнее алгоритма CbO. В частности, для квадрат-
ных матриц алгоритм HFINDMCS будет асимптотически быстрее алгоритма
CbO при выполнении условия
(




≤ |X|. Данное условие
может служить рекомендацией по применимости алгоритма HFINDMCS.
2. Алгоритм HFINDMIB основан на доказанной в работе теореме 3.1. Тео-
ретическая сложность алгоритма приведена в теореме 3.3. Полученная в тео-
реме 3.3 оценка, которая зависит от максимальной степени вершины ∆, яв-
ляется завышенной, поскольку часть сочетаний на каждом из генерируемых
l-уровней не образуют долю биклики. При этом очевидно, что при достаточно
малом значении ∆, алгоритм будет демонстрировать высокую производитель-
ность.
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Глава 4. Программные средства и результаты их применения
В четвертой главе алгоритмы, предложенные в диссертационной работе,
реализованы в виде модулей комплекса программ. Каждый модуль был про-
тестирован на случайных и реальных сетях. Результаты тестирования демон-
стрируют производительность предложенных алгоритмов. Это решает зада-
чу 4 диссертационного исследования. Основные результаты главы опублико-
ваны в работах [23, 25, 32–34, 82]. В параграфе 4.1 представлено описание
комплекса программ, реализующего предложенные алгоритмы. В параграфе
4.2 модифицированный алгоритм ALT сравнивается со своим классическим
аналогом и алгоритмом Дейкстры. Сравнение производится на сгененирован-
ных графах и реальных сетях из базы данных DIMICS. В параграфе 4.3 алго-
ритм REVTREE приближенного решения задачи о кратчайшем пути в ресурсо-
ограниченной сети сравнивается с программным пакетом ILOG IBM CPLEX.
Пакет CPLEX находит точное решение задачи в терминах целочисленного
линейного программирования. Приведена соответствующая постановка зада-
чи. Представлены результаты вычислительных экспериментов. В параграфе
4.4 представлены результаты вычислительных экспериментов для алгоритмов
HFINDMCS и HFINDMIB для перечислительных задач на гиперграфах. Ал-
горитм HFINDMCS для нахождения максимально полных (0, 1)-матриц срав-
нивается с известным алгоритмом Close-by-One. Для алгоритма HFINDMIB
проведены эксперименты, демонстрирующие его эффективность на гипергра-
фах с различными параметрами. В параграфе 4.5 приводится анализ дорож-
ных сетей на основе предложенных алгоритмов. Для модифицированного ал-
горитма ALT и алгоритма REVTREE предложены тепловые карты, которые
отражают востребованность тех или иных дуг сети в кратчайших путях. Дан-
ные карты могут использоваться для выявления магистральных дорог и узких
мест. Для максимальных индуцированных биклик, которые найдены алгорит-
мом HFINDMIB, предложена интерпретация для дорожных сетей. Биклики
интерпретируются согласно размеру каждой из долей.
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4.1 Комплекс программ, реализующий разработанные алгоритмы
Разработан комплекс программ, реализующий предложенные алгоритмы,
для проверки их результативности на случайных графах и гиперграфах и на
реальных данных применительно к дорожным сетям. Комплекс состоит из
четырех модулей, представленных в табл. 4.1.




ModALT Реализует модифицированный алгоритм ALT. Находит
решение задачи о кратчайшем пути в нестационарной
сети.
RevTree Реализует алгоритм RevTree. Находит решение задачи о
кратчайшем пути в ресурсоограниченной сети.
HFindMCS Реализует алгоритм HFindMIB. Находит все максималь-
но полные подматрицы (0, 1)-матрицы инцидентности
сети.
HFindMIB Реализует алгоритм HFindMCS. Находит все максималь-
ные индуцированные биклики сети.
Каждый модуль протестирован на сгенерированных и реальных данных.
Модули ModALT, RevTree и HFindMIB использовались для анализа реальных
дорожных сетей городов.
4.2 Анализ результативности модифицированного алгоритма ALT
Для оценки результативности модифицированного алгоритма ALT прове-
дены вычислительные эксперименты на случайно сгенерированных графах и
дорожных сетях, представленных в базе данных DIMACS [48]. Последова-
тельности запросов σ выбирались случайным образом, при этом |σ| = 500.
Вычислительные эксперименты выполнялись на компьютере с процессором
Intel® Core i7-720QM Processor (6M Cache, 1.60 GHz) и ОЗУ размером 4 ГБ.
Модифицированный алгоритм ALT сравнивался с алгоритмом Дейкстры и
классическим алгоритмом ALT. Напомним, что классический алгоритм ALT
предусматривает лишь однократную расстановку ориентиров случайным об-
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разом. При сравнении использовался классический алгоритм ALT с эвристи-
кой H1, описанной в разделе 2.2. Алгоритмы сравнивались по следующим по-
казателям: C1 — коэффициент сокращения пространства поиска, равный отно-
шению величин |Vavg| для сравниваемых алгоритмов; C2 — коэффициент уско-
рения, определяемый как отношение времени работы сравниваемых между
собой алгоритмов. Заметим, что соответствующие характеристики (|Vavg| и
время работы) модифицированного алгоритма ALT определяют знаменатель
этих отношений. Опираясь на выводы по главе 1 диссертационной работы,
выбраны следующие значения параметров эвристики ADAHEURIS: число ори-
ентиров K = 12, период обновления ориентиров ∆ = 30.
Результаты сравнения модифицированного алгоритма ALT с алгоритмом
Дейкстры и классическим алгоритмом ALT приведены в таблицах 4.2 и 4.3
соответственно.
Таблица 4.2 — Результаты сравнения модифицированного алгоритма ALT и
алгоритма Дейкстры
G = (V,E) |V | |E| C1 C2
Rome99 3353 8870 1,12 1,07
LineGraph 10001 20000 1,03 1,20
GridGraph 62500 498000 1,20 2,19
AK 69082 157662 1,05 1,12
VT 97975 216628 1,08 1,14
CT 153011 375310 1,14 1,30
Таблица 4.3 — Результаты сравнения модифицированного алгоритма ALT и
классического алгоритма ALT
G = (V,E) |V | |E| C1 C2
Rome99 3353 8870 1,01 0,97
LineGraph 10001 20000 1,01 1,26
GridGraph 62500 498000 1,05 1,17
AK 69082 157662 1,01 1,05
VT 97975 216628 1,00 1,12
CT 153011 375310 1,05 1,42
Из 6 графов, представленных в таблицах 4.2 и 4.3, графы LineGraph и
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GridGraph сгенерированы случайным образом, а все остальные взяты из базы
данных DIMACS. Для каждого графа G = (V,E) указаны число вершин |V | и
число дуг |E|. Графы расположены в порядке возрастания |V |.
Из таблиц 4.2 и 4.3 видно, что модифицированный алгоритм ALT дает
незначительное сокращение пространства поиска. Однако при выбранных па-
раметрах K и ∆ наблюдается уменьшение времени работы данного алгоритма
по сравнению с алгоритмом Дейкстры и классическим алгоритмом ALT. При-
чем результативность по времени тем выше, чем больше |V |.
По результатам экспериментов можно сделать вывод, что предложенная мо-
дификация алгоритма ALT по быстродействию не уступает алгоритму Дейкс-
тры и своему классическому аналогу, а при соответствующей настройке пара-
метров K и ∆ эвристики ADAHEURIS, превосходит их. Такая настройка все-
гда может быть выполнена с учетом особенностей рассматриваемого графа и
возможных последовательностей σ.
4.3 Анализ результативности алгоритма RevTree
Для оценки результативности алгоритма RevTree проведены вычислитель-
ные эксперименты на компьютере с процессором Intel Core i7-7700K Processor
(8 MB Cache, 3,60 ГГц) и ОЗУ объёмом 16 Гбайт. Осуществлялось сравнение
программной реализации алгоритма RevTree и пакета IBM ILOG CPLEX [64]
по времени работы, числу выполненных запросов, точности найденного ре-
шения. Заметим, что обе программы находят решение задачи RCSP, если мно-
жество допустимых решений не пусто, при этом CPLEX находит оптимальное
(точное) решение. Отметим, что пакет CPLEX решает задачу RCSP в терминах
целочисленного линейного программирования.
Приведем постановку задачи о ресурсоограниченном кратчайшем пути в
терминах целочисленного линейного программирования [63]. Пусть булева
переменная xe соответствует каждой дуге e ∈ E графа G и показывает, прохо-
дит ли искомый путь через эту дугу или нет. Задача RCSP в терминах целочис-
ленного линейного программирования формулируется следующим образом∑
e∈E










1, i = s;
0, i ∈ V \ {s, d};




ri(e)xe ≤ Ri, i = 1, . . . , k; (4.3)
xe ∈ {0, 1}, e ∈ E. (4.4)
Множества Γ(i) и Γ−1(i) содержат в себе все исходящие из вершины i и вхо-
дящие в это вершину дуги, соответственно.
Эксперименты проводились на случайно сгенерированных графах G1–G3
для последовательности из 1000 случайно сгенерированных (s, d)-запросов
(табл. 4.4). Для случайной генерации графов применялся метод Ваксмена с па-
раметрами α = 0,15, β = 0,25, который традиционно используется для генера-
ции графов топологически схожих с реальными компьютерными сетями [78].
Запрос считался выполненным, если для него было найдено допустимое ре-
шение задачи RCSP. Результаты экспериментов представлены в табл. 4.5.
Таблица 4.4 — Размерность и параметры задачи RCSP
G = (V,E) |V | |E| λmax λmin ε
G1 500 3923 0,75 0,6 0,25
G2 1000 16345 0,75 0,6 0,25
G3 1500 36655 0,75 0,6 0,25






















G1 428,265 910 2,69 910 0
G2 1607,58 967 47,524 967 0
G3 7571,22 676 94,217 676 0
Согласно этим результатам, алгоритм REVTREE для рассматриваемых гра-
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фов находит столько же допустимых решений, что и CPLEX, при этом они
совпадают и являются оптимальными. Во всех случаях алгоритм REVTREE
работает значительно быстрее пакета программ CPLEX.
4.4 Анализ результативности алгоритмов HFindMCS и HFindMIB
Вычислительные эксперименты для алгоритмов HFINDMCS и HFINDMIB
выполнялись на компьютере с процессором AMD Ryzen 5 3600 6-Core Proces-
sor 3,60 ГГц и ОЗУ объемом 16 Гбайт.
Для оценки результативности решения задачи MCSP for Hypergraphs ал-
горитмом HFINDMCS проведены вычислительные эксперименты. Алгоритм
HFINDMCS сравнивался с алгоритмом Close-by-One на сгенерированных ги-
перграфах H = (X,U) с различным числом вершин |X| и гиперребер |U |, а
также различной максимальной степенью ∆. Заметим, что исходя из резуль-
татов, полученных в главе 3, для квадратных матриц алгоритм HFINDMCS
будет асимптотически быстрее алгоритма Close-by-One при выполнении усло-
вия
(




≤ |X|, поэтому вычислительные эксперименты про-
водились именно для подобных матриц. Исследовалась зависимость времени
работы алгоритма HFINDMCS от мощности множества |MCS|, а также время
работы алгоритмов HFINDMCS и Close-by-One. Для оценки результативности
решения задачи MIBGP for Hypergraphs алгоритмом HFINDMIB, эксперимен-
ты проводились на гиперграфах H = (X,U) с различным числом вершин
|X| и гиперребер |U |, а также различной максимальной степенью вершины
∆. Результаты вычислительных экспериментов по алгоритмам HFINDMCS и
HFINDMIB представлены в табл. 4.6 и 4.7.
Как видно из табл. 4.6, алгоритм HFINDMCS находит решение задачи
MCSP for Hypergraphs быстрее алгоритма Close-by-One для гиперграфов с
матрицей инцидентности близкой к квадратной и малой степенью. По резуль-
татам из табл. 4.7 можно сделать вывод, что время выполнения алгоритма
HFINDMIB существенно зависит от мощности множества MBC. Это свой-
ственно для задачи поиска всех максимальных индуцированных биклик, по-
скольку их число может экспоненциально зависеть от размеров гиперграфа.
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Таблица 4.6 — Результаты алгоритма HFINDMCS
∆ |X| |U | |MBC| t, сек tCbO, сек
5
100 100 276 0,002 0,005
1000 1000 2055 0,012 0,301
10000 9904 19609 0,145 26,693
25000 24540 48220 0,421 177,749
10
100 100 1199 0,041 0,022
1000 1000 3786 0,422 0,500
10000 9999 22037 4,938 36,292
25000 24989 52501 13,571 224,405
13
100 100 2570 0,339 0,046
1000 1000 7056 3,521 0,871
10000 10000 26102 38,091 40,194
25000 24999 57420 497,621 —
Таблица 4.7 — Результаты алгоритма HFINDMIB
∆ |X| |U | |MBC| t, сек
3
100 88,5 192 0,027
500 438,8 965,1 0,446
1000 870,1 1943,3 1,803
2500 2186,6 4845,4 12,726
5
100 78,9 443,8 0,101
500 371,5 2304,3 0,260
1000 732,4 4624,1 11,321
2500 1830 11615,9 74,750
7
100 73,5 818,2 0,367
500 330 4285,9 9,904
1000 648,3 8633,6 55,452
2500 1586,5 21813,7 239,831
4.5 Анализ дорожных сетей
Предлагаемые в работе алгоримы REVTREE, HFINDMIB и модифициро-
ванный алгоритм ALT применялись для анализа дорожных сетей. Дорожные
сети были взяты из веб-картографического проекта OpenStreetMap с помо-
щью пакета OSMnx для Python [41]. В качестве рассматриваемых сетей были
взяты дорожные карты следующих городов: Красноярск (KJA), Томск (TOF),
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Новосибирск (NSK), Баку (GYD). Для модифицированного алгоритма ALT и
алгоритма REVTREE были сгенерированы 1000 запросов для каждой сети. Ал-
горитм HFINDMIB применялся к неориентированным версиям представлен-
ных сетей. Результаты работы каждого алгоритма представлены в табл. 4.8.
В табл. 4.9 представлено число максимальных индуцированных биклик раз-
ного размера для каждой сети, найденные алгоритмом HFINDMIB.





Время, с. Доля вы-
полнынных
запросов
Время, с. ∆ MBC Время, с.
TOF 3840 9639 8,151 0,483 1,708 5 4084 26,527
KJA 4362 6005 9,030 0,849 7,286 5 4823 36,898
NSK 7357 19106 27,838 0,680 12,212 6 7927 103,115
GYD 12458 28936 69,052 0,539 15,998 6 11844 252,244
Таблица 4.9 — Число максимальных индуцированных биклик разного размера
(|S0|, |S1|) TOF KJA NSK GYD
(1, 1) 1 3 5 2
(2, 1) 955 1454 1612 2247
(2, 2) 589 535 1204 1154
(3, 1) 1981 2315 3886 7217
(3, 2) 2 — 1 —
(4, 1) 533 514 1215 1215
(5, 1) 3 2 4 9
На рис. 4.1а) представлена тепловая карта сети KJA для решений задачи
TDSP, где дорога обозначена красным цветом в случае, если она была более
востребована в процессе маршрутизации и синим цветом в обратном слу-
чае, черным цветом обозначены ребра, которые не встретились ни в одном
кратчайшем пути. Аналогичная тепловая карта представлена по результатам
решения задачи RCSP для сети KJA на рис. 4.1б). Видно, что тепловые карты
на рис. 4.1а) и 4.1б) имеют общие участки дорог. Это говорит о том, что дан-
ные дороги одинаково востребованы как в сетях, зависящих от времени, так
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и в ресурсоограниченных. Таким образом, можно сделать вывод, что данные
дороги носят магистральный характер.
а) тепловая карта сети KJA по результатам ре-
шения задачи TDSP
б) тепловая карта сети KJA по результатам ре-
шения задачи RCSP
в) карта сети KJA с бикликами размера (2, 1) г) карта сети KJA с бикликами размера (2, 2)
Рисунок 4.1 — Анализ дорожной сети KJA на основе найденных решений
Сопоставим некоторым бикликам реальные фрагменты карты. Фрагменты
карт взяты с сервиса «Google Maps» [56]. В табл. 4.10 представлены биклики
и фрагменты снимков со спутника.
На основе полученных алгоритмом HFINDMIB результатов, сделаны вы-
воды о возможной интерпретации элементов дорожной сети согласно размеру
биклики. Пусть (S0, S1) выделенная максимальная индуцированная биклика
с долями S0 и S1. В случае, когда |S0| = |S1| = 2, то такая биклика может
быть интерпретирована как городской квартал. Биклики с |S0| = 1 и |S1| ≥ 3
интерпретируются как перекрестки или дорожные кольца. Поскольку все най-
денные биклики являются максимальными, то при |S0| = 1 и |S1| = 2 биклика
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Таблица 4.10 — Биклики, найденные в сетях, и соответствующие им места
снятые со спутника































будет отображать протяженную или объездную дорогу. Большой интерес для
предобработки представляют биклики имеющие «гамачные» структуры, т. е.
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когда |S0| = 2 и |S1| > 2, поскольку такие структуры могут быть исполь-
зованы для уменьшения размеров исходной сети, путем стягивания одной из
долей биклики в одну вершину. Биклики с долями |S0| = 1 и |S1| = 1 могут
означать отклонения в дорожной сети, либо часть тупиковой закольцованной
дороги. Покажем это на примере сети KJA. Максимальные индуцированные
биклики размера (2, 1) могут отображать протяженные или объездные доро-
ги. Такие биклики изображены на рис. 4.1в). Максимальные индуцированные
биклики размера (2, 2) чаще всего соответствуют городским кварталам, что
легко видеть на рис. 4.1г).
Таким образом, на основе решений, найденных алгоритмами REVTREE,
HFINDMIB и модифицированным алгоритмом ALT, выполнен анализ дорож-
ной сети KJA, что отражено на рис. 4.1 и табл. 4.10. Основываясь на инфор-
мации о наиболее востребованных ребрах в сети можно выполнять реоргани-
зацию дорожной сети и моделировать новые объездные дороги.
4.6 Выводы по главе 4
В данной главе представлены результаты вычислительных экспериментов
для предложенных алгоритмов, которые демонстрируют их эффективность.
Вычислительные эксперименты выявили следующие особенности предло-
женных алгоритмов:
1. Модифицированный алгоритм ALT продемонстрировал высокую эффек-
тивность относительно алгоритма Дейкстры и своего классического аналога
на реальных сетях. Однако следует отметить, что настройка параметров K и
∆ эвристики ADAHEURIS для каждой конкретной сети может существенно
увеличить эффективность модифицированного алгоритма ALT.
2. Приближенный алгоритм REVTREE показал высокую эффективность по
времени в сравнении с пакетом ILOG IBM CPLEX. При этом стоит отметить,
что количество точно найденных решений совпадает для этих алгоритмов. До-
стоинство алгоритма REVTREE в его полиномиальной сложности и возмож-
ности оценить точность находимого решения для сети до непосредственного
применения алгоритма.
79
3. Алгоритм HFINDMCS относительно известного алгоритма Close-by-One
продемонстрировал хорошую эффективность на гиперграфах с ограниченной
степенью вершины ∆. Как следует из рекомендации по использованию ал-
горитма HFINDMCS, он превосходит алгоритм Close-by-One на квадратных
матрицах начиная с некоторого значения |X| для фиксированного значения ∆.
4. Алгоритм HFINDMIB применялся к сгенерированным гиперграфам с
ограниченной степенью вершины ∆. Учитывая сложность задачи поиска всех
максимальных индуцированных биклик гиперграфа, алгоритм HFINDMIB спо-
собен решать ее за реальное время. Это демонстрируют представленные ре-
зультаты вычислительных экспериментов.
5. Алгоритм RevTree и модифицированный алгоритм ALT используют на-
копленные данные о загруженности дорожной сети в разное время суток, что-
бы строить оптимальный маршрут с учетом этих данных. Получение кратчай-
ших путей для серии запросов позволяет находить наиболее востребованные
дороги в дорожной сети. При этом можно использовать модельную дорож-
ную сеть с добавлением новых дорог или перекрытием существующих, чтобы
анализировать последствия таких решений. Алгоритм HFindMIB для нахожде-
ния всех максимальных индуцированных биклик позволяет выделять в дорож-
ной сети биклики, которые можно интерпретировать как отдельные дорожные
структуры (перекрестки, протяженные дороги, городские кварталы и пр.), тем
самым позволяет оценивать скопление тех или иных структур в частях сети.
Данная информация, вместе с результатами предыдущих алгоритмов, может




1. Разработан и теоретически обоснован модифицированный алгоритм ALT
для решения задачи поиска кратчайшего пути в нестационарной метри-
ческой сети, удовлетворяющей условию FIFO (теорема 1.1). В алгоритме
используется новая графовая модель с двумя весами. С использованием
этой модели вычисляются потенциальные функции для алгоритма ALT.
2. Разработан и теоретически обоснован приближенный алгоритм REVTREE
для решения задачи поиска кратчайшего пути в ресурсоограниченной се-
ти с одним ресурсом (теоремы 2.1, 2.2). Алгоритм позволяет определить
точность найденного решения исходя из параметров сети.
3. Сформулирована и доказана теорема об эквивалентности индуцирован-
ных двудольных подгиперграфов гиперграфа и двудольных подграфах
вершинного графа гиперграфа (теорема 3.1).
4. Разработан и теоретически обоснован алгоритм HFINDMCS для поис-
ка всех максимально полных подматриц (0, 1)-матрицы инцидентности
гиперграфа (теорема 3.2). Алгоритм HFINDMCS позволяет эффективно
находить решение для гиперграфа с малой степенью и квадратной раз-
реженной (0, 1)-матрицей инцидентности.
5. Разработан и теоретически обоснован алгоритм HFINDMIB для поиска
всех максимальных индуцированных биклик гиперграфа (теорема 3.3).
Алгоритм основан на теореме 3.1 и использует метод генерации макси-
мальных биклик для каждого l-уровня гиперграфа.
6. Создан комплекс программ, реализующий разработанные алгоритмы, для
проверки их результативности на случайных графах и гиперграфах и на
реальных данных применительно к дорожным сетям.
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