The curvature induced by covariance  by Guiasu, Silviu
Stochastic Processes and their Applications 33 (1989) 185-200 
North-Holland 
185 
THE CURVATURE INDUCED BY COVARIANCE 
Silviu GUIASU 
Department of Mathematics, York University, North York, Toronto, Ont., Canada M3J If3 
Received 26 October 1988 
Revised 5 April 1989 
The objective of the paper is to construct the signed measure which is the closest one to 
independence subject to given covariances between random variables, where closeness is measured 
by using Pearson’s x2 indicator. The difference between this signed measure and the independent, 
direct product of the marginals gives the curvature induced by the linear dependence between 
random variables. The signed measure may be extended to the sample space of a time series and 
used for approximating the conditional mean values, when the joint probability distribution is 
not known, or for calculating the amount of nonlinear dependence between random variables 
when the joint probability distribution is known. The integral with respect to this signed measure 
on the sample space is also analyzed. 
AMS 1980 Subject Class$cations: 28620, 60G12 
minimizing x2 * the closest signed product measure to independence * curvature induced by 
linear dependence between random variables 
1. Introduction 
It is well-known that in general relativity dependence determines the space curvature. 
Probability theory, on the other hand, essentially deals with dependence between 
events and random variables. Therefore, it would be natural to ask: what kind of 
curvature is induced by the dependence between the random variables of a time 
series in the sample space generated by these random variables? 
The idea to “geometrize” the space of random variables is not new. Except the 
geometry induced by the theory of &-spaces, borrowed from functional analysis, 
there have been other attempts to bring probability theory closer to geometry. Far 
from exhausting the list of important contributions in this direction, let us mention 
here, in alphabetical order, the recent results obtained by Amari (1982), Amari, 
Barndorff-Nielsen, Kass, Lauritzen and Rao (1987), Burbea and Rao (1982), 
Campbell (1985), cencov (1982), Csiszar (1975), Efron (1975), and Ingarden (1981). 
Some of these contributions used refinements of the Kullback-Leibler (1951) diver- 
gence for measuring the “distance” between probability distributions, and some 
went back to the local information introduced by Fisher (1956) in order to build 
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up a differential geometry on the space of probability distributions. In Efron (1975), 
for instance, the one parameter exponential families are considered to be “straight 
lines” through the space of all possible probability distributions on the sample 
space. The statistical curvature introduced there is closely related to Fisher and 
Rao’s theory of second order efficiency. Efron’s statistical curvature is identically 
zero for exponential families and positive for nonexponential families. 
We shall follow a different approach here. Probabilistic independence corresponds 
to Euclidean geometry and any dependence between random variables induces a 
curvature of the product space of their values. For simplifying, let us take only two 
random variables X and Y. The dependence between them is measured by using a 
certain indicator. Let us take the most common one, the covariance C(X, Y), 
measuring the linear dependence between X and Y. This is a real number attached 
to the random vector (X, Y). Suppose that the marginal probability densities 4, of 
X and & of Y are known. In order to determine the curvature induced by the 
covariance C(X, Y), we construct first the joint density Cc, assigned to (X, Y) that 
is the closest one to the independent, direct product +,& of the marginal probability 
densities subject to the given covariance. Closeness between two densities may be 
measured using different indicators. Such an indicator, very popular nowadays, is 
the Kullback-Leibler (19.51) divergence. We prefer, however, to use here the old 
Pearson’s x2 indicator. It has the great advantage of being a quadratic functional 
of the unknown joint density and, consequently, its minimization gives an explicit 
analytical solution. The joint density + that minimizes x2($: 4,&) subject to the 
known covariance C(X, Y) has the advantage of giving the most unbiased joint 
measure attached to (X, Y) subject to the only constraint C(X, Y). Pearson’s 
indicator is equal to zero if and only if Cc, = +,42 almost everywhere. If X and Y 
are dependent and the covariance C(X, Y), or the correlation coefficient p(X, Y), 
is given, then by minimizing x2 subject to C(X, Y) we get a density $ that describes 
the joint behaviour of X and Y without introducing any other restrictions on (X, Y) 
except the linear dependence between them as measured by the covariance. The 
solution Cc, of such a variational problem has an elegant analytical expression. It is 
a quadratic form of the deviations of X and Y from their mean values, is compatible 
with the marginals 4, and +2, without even imposing such constraints, and can be 
easily extended not only to an arbitrary finite set of random variables but to the 
random variables of a time series too. The integral with respect to the measure 
induced by + on the sample space generated by the random variables of a time 
series has a simple form and, surprisingly, has some common properties with the 
Wiener integral when the marginal probability densities are of a Brownian motion 
kind. The difference between I,!J and the product of the marginals +I+* gives the 
local curvature induced by the linear dependence between X and Y as measured 
by the covariance. Integrating it on a measurable set from R* we get the global 
curvature corresponding to that set. When the joint probability distribution $J of 
(X, Y) is known, the value of ~‘(4 : (CI) will show how much nonlinear dependence 
exists among the corresponding random variables. When the joint probability 
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distribution 4 is not known, the density (cr may be used to get an approximation 
of the joint distribution in a neighbourhood of the mean vector. The conditional 
mean value of a random variable with respect to the joint density 4 is also obtained. 
2. The case of two random variables 
Let X = {X(t); t EN} be a time series where N is the set of nonnegative integers. 
Let {4(t); t E FU} be the marginal probability distributions of the random variables 
of the time series. The support, supp 4(t), of the distribution of the random variable 
X(t) may be discrete or continuous. Let m = {m(t); t EN} and a2 = {v’(t); t E N} be 
the mean values and the variances of the random variables of the time series. Let 
Y be the class of all finite sets T = {t,, . . . , t,} c N, t, <. . . < t,. For the random 
vector X, = (X( t,), . . , X( t,)), the corresponding joint probability density is 
denoted by +(t,, . . , t,). Let o = {v(s, t); s, t E N} be the covariance function, i.e. 
the inner product 
4s, t) = (3X(s), x(t)1 =(X(s) - m(s), x(t) - m(t))gcs.rj 
+‘x +a? 
= 
I J‘ 
(x - m(s))(y - m(t)M(.c t; x, Y> dx dy 
-a -co 
where 4(s, t) is the abbreviation of the function 4(s, t; . , . ). 
Let us take the pair of random variables (X(s), X(t)). Let $(s, t) be an arbitrary 
density of R2, absolutely continuous with respect to the independent, direct product 
$~(s)4(t). Pearson’s x2 indicator, showing how far I,!I(s, t) is from 4(s)+(t), is 
rL(.% t; Y) 2 x2(+‘(s, t): 4(s)4(t)) = 
#ds; xM(t; Y) 
-1 cb(s;xM(t;y)dxdy I 
the integral being taken on the Cartesian product 
(supp 4(s)) x (supp 4(t)). 
In what follows, without restricting generality, we shall assume that the support of 
the distributions involved is the whole R’. 
Of course, ,$(+(s, t): 4(s)4(t)) =0 if and only if 
$I(% t)=@(s)+(t) 
almost everywhere. If X(S) and X(t) are independent, then the joint probability 
distribution of the random vector (X(S), X(t)) is equal to d(.s)4(t). If the random 
variables are dependent, then this is not longer true and the independent, direct 
product of the marginals is “distorted”. The dependence between X(s) and X(t) 
may be very complicated and we do not possess the adequate tool for mastering it. 
More often than never, the covariance is used with this respect, but, it measures 
only the linear dependence between a pair of random variables. Naturally, we would 
like to calculate the “distortion” of the independent, direct product of the marginals 
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due only to that (linear) component of the dependence between random variables 
which is measured by the covariance. Thus, we want to determine the joint density 
$(s, I) of the pair (X(s), X(t)) which is the closest one to independence subject to 
the given covariance v(s, 1) between the two random variables. Technically speaking, 
we are dealing with the nonlinear program: 
minx’($(s, t): 4(sM(t)) 
@(St) 
subject to (X(s) - m(s), X(t) - m(t)),(,,, = v(s, t). 
Proposition 2.1. The solution of the nonlinear program (2.1) is 
til(s, t; x, Y) = 44s; xM(t; Y) 1 fp(s, t) 
[ 
x-m(s)y-m(t) 
___ (T(s) 
ff(t) 1 
(2.1) 
(2.2) 
where p(s, t) is the correlation coeficient between X(s) and X(t). 
Proof. This is a classic constrained variational problem. Taking the Lagrange 
function 
L=/Y2(GC% t): 4(sM(t))+AlI(X(s) - m(s), X(r) - m(t)),(V) - 44 t)l 
and looking for an extremum of L, we have aL/h+b = 0, or 
cL(s, t; 4 Y) = +cs; xM(t; Y)[l -(A/2)(x- dS))(Y - m(t))1 
which, introduced into the constraint from (2.1), gives (2.2). 0 
Proposition 2.2. The signed measure ,u(s, t) with the density $(s, t) given by (2.2) 
has the following properties: 
(a) ~(s, t; R2) = 1; 
(b) IGr(s, t; m(s), m(r)) = 4(s; m(s)M(C m(r)); 
(c) I,?( s, t) 2 0 in a domain bounded by a rectangular hyperbola and containing the 
mean vector (m(s), m(t)). As a function of the correlation coeficient between X(s) 
and X(t), this domain approaches R2 when p(s, t) + 0; 
(d) $(s, t) is compatible with the marginals 4(s) and 4(t). 
Proof. (a), (b), and (d) are immediate. 
(c) From (2.2) we see that (Ir(s, t)aO in the set 
{(x, .v); A(x, y) 2 -1) c R2 
where 
x - m(s) y-m(t) 
A(x,Y)=P(s, t) ___ 
o(s) o(t) . 
(2.3) 
The translation 
x = u + m(s), y=v+m(t) 
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followed by the rotation 
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u = z cos(7r/4) - w sin(7r/4), u = z sin(n/4) + w cos(7r/4) 
give 
A(x, Y> = 2;(y;j;t) (z’- w’) = B(z, w). 
The curve {(z, w); B(z, w) = -l} is a rectangular hyperbola. The minimum distance 
between the branches of the hyperbola is equal to (8a(s)a(t)/lp(s, t)1)“2. Con- 
sequently, when p(s, t) + 0, the domain (2.3) approaches the whole space R2. 
Obviously, the mean vector (m(s), m(t)) belongs to the domain (2.3) for any 
correlation coefficient p(s, t). 0 
Remark 2.1. The signed measure ~(s, t) becomes a probability measure if 
(supp 4(s)) x (supp 4(t)) is included in the set (2.3). 
The local curvature induced by the (linear) dependence between X(s) and X(f) 
measured by the covariance D(S, t) is 
k(s, t; x, Y> = rcl(s, f; x, Y>- $4~; xM(f; Y> 
= 4(s; xl 
x - m(s) 
P(S, t) 
y-m(t) 
4s) 
a(t) 4(t; Y). (2.4) 
Obviously, k(s, t; m(s),y)=O, k(s, t;x, m(t)>=0 for any (x,y), and p(s, t)=O 
implies k(s, t; x, y) = 0 everywhere. For the particular case when both 4(s) and 
4(t) are the probability densities of the standard normal distribution N(0, l), 
Fig. 1 shows the local curvature (2.4) and Fig. 2 gives the density of the signed 
measure (2.2) corresponding to a correlation coefficient between the random vari- 
ables X(S) and X(t) equal to 1. Fig. 3 and Fig. 4 are similar to Fig. 1 and Fig. 2, 
respectively, when 4(s) and 4(t) are the probability densities of the exponential 
distribution E(r), having the mean 2, when the correlation coefficient between the 
random variables X(s) and X(f) is equal to -1. 
The global curvature induced by the covariance v(s, t) on the Bore1 measurable 
set R c Iw2 is defined by 
v(s, t; RI = 
J 
k(s, t) dm, 
R 
where m, is the Lebesgue measure and k(s, t) is the function k(s, t; ., .). 
Obviously, ~(s, t; R2) = 0. If 4(s) and 4(t) are both symmetric probability 
densities, then 
r)(s, t; {(x, y); Ix- m(s)1 < a, IY - m(t)1 < bl) = 0. 
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Proposition 2.3. If X(s) and X(t) are normally distributed then: 
(a) The local curvature is maximum at (m(s)* o(s), m(t) 5 o(t)) when p(s, t) > 0, 
and at (m(s)*o(s),m(t)ro(t)) when p(s,t)<O, its maximum being equal to 
Ip(s, t)l/(2Te o(s)o(t)); 
(b) The correlation coejicient p(s, t) is a special case of global curvature, namely 
p(s,t)/(2~)istheglobalcurvatureonthemeasurablesets{X(s)>m(s),X(t)>m(t)} 
or {X(s) < m(s), X(t) < m(t)} while -p(s, t)/(2~t) is the global curvature on the 
measurable sets {X(s)>m(s),X(t)<m(t)} or {X(s)<m(s),X(t)>m(t)}. 
Proof. (a) is obtained by applying the standard technique for maximizing (2.4). 
Let now Q(s) and Q(t) be the cumulative distribution functions of N( m( s), a’(s)) 
and N(m(t), 02(t)) respectively. Then, if a, b, c, d are nonnegative numbers, from 
(2.2), we get 
p({(x,y); m(s)-a<X(s)<m(s)+b, m(t)-c<X(t)<m(t)+d}) 
=[@(s; m(s)+b)-@(s; m(s)-a)][@(t; m(t)+d)-@(t; m(t)-c)] 
+(pl(2~))[exp{-a2/(2~2(s))}-ex~{--b2/(2~2(~))}1 
x[exp{-c2/(20’(t))}-exp{-d2/(2a2(t))}]. 
Statement (b) is obtained by taking a = c = 0, b = d = +a; a = c = -00, b = d = 0; 
a = d = 0, b = +co, c = --CO; or a = -co, b = c = 0, d = +oo, respectively, in the second 
term of the right-hand side of the above equality. 0 
Let us introduce the conditional mean of X( t) given X(s) = x with respect to the 
measure p, namely 
E,[X(t)lX(s) =x1 = ([I~Y$(s, f; x, Y) dy)/( 1”; cL(s, r; x, Y) dy). 
-CC 
Using (2.2), a direct computation gives: 
Proposition 2.4. We have 
lE,[X(t)lX(s)=x]=m(t)+p(s, t)o(s)(x-m(s))/o(t). 0 
3. The case of a finite set of random variables 
The results mentioned in the previous section may be generalized, in a direct way, 
to the case of a finite set of random variables. We mention here, without proofs, 
only some results which will be used further on. Let T = {tl, . . . , t,} c N, with 
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t,<... < t,. The nonlinear program (2.1) may be extended to: 
max x’($(r,, . . . , L): 4(t)) . . . +(t,)) 
ddr,,...,r,,) 
subject to (x(t,)-m(ti), x(tj)-m(t,)),,,,,...,,,,,= V(t,, tJ) 
(i=l,..., n-l;j=2,...,n;i<j) 
where (. , .)* denotes the inner product with respect to the density I,!L 
Proposition 3.1. (a) The solution of the program (3.1) is 
*(t,, . . .,L;X1,.-.,Xn) 
= 4(t,; Xl) . . . 4(tn; -%I) 
[ 
n--l n xi-m(t,)xj-m(tj) 
x l+ C C Ptti3 $1 a(r) 
i=l j=i+l I 1 dt,) . 
(3.1) 
(3.2) 
(b) 7’he conditional mean value of X( t,) with respect to the density I,!J( t,, . . . , t,), 
given the values x, , . . . , x,_, of the random variables X( t,), . . . , X( t,), respectively, is 
~,,,,,...,,,,[X(tJIX(t,) =x1 3. . . 2 X(6-1) = &-,I 
( 
n-1 
=m(m)+a(L) C P(ti, tn) 
xi - m( ti) 
i=l a(ti) > 
/( p(t_ t,)Xi-mm(ti)X,mm(tj) 1) J 0 ) a(tj) ’ 
Again, $(t,, . . . , t,) is compatible with the marginal probability densities 
4(t,), . . . > 4(L), and, denoting by p( t, , . . . , t,) the measure on (R”, 3”) whose 
density is $(t,, . . . , t,), where 95”’ is the o-field of Bore1 sets in R”, we have 
/.L(t,,...,t,;IW”)=1. 
The density $( t, , . . . , t,) is nonnegative on the set 
1 
/ n--l n 
(Xl,. . .,x,); 1+ c c p(t,, tJx~~;~;ti~~--;,‘,“Lo . 
i=l j=i+l I I 
(3.4) 
This set contains the mean vector (m(t,), . . . , m(t,)). When the correlation 
coefficients p(tiy tj) approach zero, this set approaches the whole space R”. The 
signed measure p( t, , . . . , t,) is a probability measure if (supp 4(t,)) x + * + x 
(supp +(t,)) is included in the set (3.4). 
The local curvature induced by the covariance function is 
Wr,, . . . , L; Xl,. . .,x,1 
n-, n 
= @(t1; x,) . . . 
xi - m( ti) xj - m( 5) 
4(tn;xn) c c PC&, 5) u(f) (3.5) 
i=l j-i+1 I cr(tj) ’ 
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As the local curvature of a random vector (X( t,), . . . , X( t,)) with independent 
components is equal to zero, we can call I+!J( t, , . . . , t,) given by (3.2) as being the 
signed joint density of minimum curvature induced by the covariance matrix 
[dc, $11. 
The global curvature on the measurable set R E 93” is 
n(f,,...,fn;R)= k(t,, . . . , t,) dm,. 
where k( t,, . . , t,) is the abbreviation of the function of n variables 
k(t,, . . _, t,; . , . _. , .). 
When the random variables X( t,), . . . , X( t,) are dependent, the joint probability 
density +(t,, . . . , t,) of the random vector (X(t,), . . . , X( t,)) is not completely 
determined by the marginal probability densities 4( t,), . . . , +( t,). Suppose that 
+(tl,. . . , t,) is not known but the marginal densities +( tl), . . . , +(t,) and the 
covariance matrix [ v( t;, t,)] are given. Then, there are infinitely many joint probabil- 
ity densities compatible with these data and we need a criterion for selecting one 
of them. In such a case we can use the closest density to independence subject to 
these constraints in order to approximate, locally, the unknown joint density. The 
joint density (3.2) is the closest density to independence subject to these constraints 
but it is not a probability density. Its restriction to the n-dimensional square 
n:=, [m(t,) -a(n), m(t,)+ a(n)] adequately normed by the value of Al. for this 
square, where a(n) is the minimum distance from the mean vector (m( tl), . . . , m( t,)) 
to the boundary of (3.4), may be used, however, as an approximation of the joint 
density of the random vector (X( t,), . . . , X( t,)). Such an approximation is obtained 
by minimizing the deviation from independence subject to the given covariance 
matrix using Pearson’s indicator as a measure of closeness. In Guiasu (1987), such 
an approximation, but using the Kullback-Leibler divergence as the measure of 
closeness between probability distributions, was used in quantum statistical 
mechanics. 
When the joint density c$( t,, . . . , t,,) is known, then we can compare it to the 
joint density (3.2) in order to see how much nonlinear dependence exists among 
the components of the random vector (X(t,), . . . , X(t,)). Any distance between 
4(tl,. _ . , t,) and $(t,, _ . . , t,) may be used with this respect. An elementary alge- 
braic computation and the standard Minkowski’s inequality give: 
Proposition 3.2. We have 
cCl(t,,...,tn) Z+(t) I 
l/2 
. 4(c7r4(tl)~~~ 4(&l) ’ . . . 4(tn) dm 
s rx’(4(4,. . . , t,): 4(t,) . . . 4J(L))1”2 
+[x’(at,, . . ., tn): 4(h) . . . d4tn))l-“2 0 
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4. The signed measure of minimum curvature induced by a second order time series 
Let {X(t); t E N} be a second order time series. Let RN be the collection of all 
real-valued functions x defined on N. Let 4 be the collection of all finite sets 
T={t,,..., t,,}cN, with t, <. . . < t,. We denote by p(T), or p(tl, . . . , t,), the 
projection of RN onto R” with the index T, namely, p( T; x) = (x( t,), . . . , x( t,)) E R” 
for every x E R”. Let Y(9) be the a-field of subsets of R” generated by the field 
4 = U ,a( T), where 9(T) = p-‘( T; %“), the union being taken with respect to all 
TEE. 
Proposition 4.1. If there is a constant C such that 
SUP C IPCti, $)I< c3 
Tc9 “s,c,Gn 
(4.1) 
then the expression (3.2) completely dejines a jinite signed measure t..~ on the sample 
space (RN’, Y(9)). 
Proof. Let E E 9. Then E E 9(T), for some index T = {t,, . . . , t,} and E = p-‘( T; B) 
for some BE 93” which is uniquely determined as long as T is fixed, but E may 
belong to other v-fields than 9(T). Particularly, E = p-‘( t,, . . . , t,,,; B x R’) E 
9(t ,,..., t,+,)withanarbitraryt,+,~N,differentfromt ,,..., t,.Ifs={s, ,..., s,} 
is a permutation of (1, . . . , n} and s(B) E 93” is the permuted set of B E 93” by s, 
i.e. the set in lF8” traced by (ys, , . . . , ys,,) E R” when (y, , . . . , y,,) E R” traces B, then, 
also 
E =p-,(tS,, . . . , G,, ; s(B) 1 E 9 ( 4, , . . . , t.s,, 1. 
A representation E =p-‘( T; B), BE 53’ is minimal if B is not the Cartesian 
product of [w’ with an (n -1)-dimensional Bore1 set. Any representation which is 
not already minimal may be reduced to a minimal representation and two minimal 
representations are unique up to a permutation of the corresponding indices. For 
details see Yeh (1973, pp. 5-17). 
Let p(T) be the signed measure whose density is given by (3.2). It is easy to 
check that p(T) satisfies the Kolmogorov compatibility relations: 
(a) If T, ={t,, . . . , t,,}~ 9 and T2={t,, . . . , t,, t,,,}~ 9, then for, each BE %“‘, 
we have p(T2; BxR,)=p(T,; B); 
(b) If T,={t ,,..., t,,}~$, T2={t.Y ,,..., tc,,}~9, B,, B,E%“‘, B*=s(B,), where 
s = {S,) . . . , s,} is a permutation of the set { 1, . . . , n}, then p( T2; BZ) = t_~ ( T,; B,). 
Let t(T) be the probability measure whose density is the independent, direct 
product of the marginals 4( tl) . . . +( t,). For any B E %I”, according to Schwarz’s 
inequality, we have 
n--l n 
b.(T; B)IstlXT; B)+ C C IP(c, t,)l~l+in(n--1). 
i=l j=i+l 
(4.2) 
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In fact, according to (4.1), /p( T; B)I < 1+ C for any index T = {t,, . . . , t,} E JJ 
and any measurable set BE 93”. Consequently, $(t,, . . . , t,) is integrable on 
(R”, B”, mL). Thus, p(T) is a finite, countably additive set function, i.e. a signed 
measure on (R”, 6Bn). 
For E E 4, we have E = p-‘( T; B), B E 93”. Let us define 
P(E) = P(T; B). (4.3) 
From (4.2) we see that Ip(E)Is l+$(n -1) and from (4.1) that Ip(E l+C. 
From the one-to-one correspondence between the members of 9(T) and a”, p is 
well defined and finite on ,a( T). It is also countably additive on ,a( T). Indeed, let 
{Ei; i = 1,2, . . .} c 9(T) be a disjoint collection and let Ei =p-‘( T; Bi), B, E 93”, 
(i=1,2,...).S ince p(T) covers R”, the disjointness of {Ei; i = 1,2, . . .} implies that 
of {B,; i = 1,2, . . .}. For E = UZ”=, Ei E 9(T), let E =p-l(B), BE 93”. Obviously, 
B=lJz, B, and 
P(E)=P(T; B)=P 
p is well defined on 4. Let E E 4. If E = R”, then E =p-‘( T; R”) for every T E 4, 
so that p(E) = p( T; R”) = 1. Suppose E f R”. The values of p(E) corresponding 
to two minimal representations of E are equal by (b). On the other hand, the value 
of p(E) corresponding to a nonminimal representation of E is equal to that 
corresponding to a minimal representation according to the consistency conditions 
(a) and (b). Thus, for every E E 9, p(E) is independent of the representation of E 
and p is well defined on 4. Thus, p obtained from (4.3) is a finite signed measure 
on the field 4. Therefore (see Halmos, 1974, pp. 54, 118), it can be extended uniquely 
to be a finite signed measure on the g-field Y(9) generated by 4. 0 
As the measure p is completely determined by the marginals {4(t); t E N} and 
the covariance function {v(s, t); s, t E N, s # t}, it is called the signed measure of 
minimum curvature induced by the second order time series {X(t); t E &I}. Therefore, 
the sample space generated by the random variables of the time series is organized 
as a (signed) measure space (R”, Y(9), p). 
Remark 4.1. Condition (4.1) is satisfied, for instance, when for any positive 
integer j, 
Ip(i,j)l<c’/j! (i=O,l,..., j-l). 
5. Special cases 
(a) Gaussian process. If {X(t); t EN} is a Gaussian time series then, the global 
curvature on an n-dimensional rectangle containing the mean vector 
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(m(h), . . . , m(h)) is 
17(T; [m(t,)-a,, m(t,)+hlx. * *x[m(Gl)-&z, m(L)+bnl) 
n-, ” 
=[1/(2~)1 C C P(ti, ~j)[exp{-~fl(2~2(~,))}-exp{-bfl(2~2(~,))}l 
,=I j=i+I 
n 
x ,‘I, [@(fk; m(fk)+bk)-@(h; m(tk)--dl 
kfi,j 
(5.1) 
where @(fk) is the cumulative distribution function of the normal distribution 
N( m( tk), a’( tk)). Particularly, 
Irl(T; [m(6), +a) x. . . x [m(L), +~))I 
=[1/(2”-‘T)ll C C P(?i, rj)lcn(n-1)l(2”n), 
i=l j=i+l 
the bound tending to zero when n tends to infinity. Also, because of symmetry, 
rl(T; [m(tJ-6, m(~I)+~,lx~ .ex[m(&)-an,m(t,)+a,])=O. 
(b) Brownian time series. In this case m(f) = 0, a2(t) = t, v(s, t) = min{s, t}, 
(s, t E N), and p( ti, 9) = ( ti/ G)“~, for any 0 < t, < tj < U. Replacing these values in 
(5.1) we obtain a simple expression for the curvature induced by the dependence 
between the random variables X(t,), . . . , X(t,) on the n-dimensional rectangle 
[-a,, b,] x . . . x [-a,, b,] with a,,bi>O (i=l,..., n). Also, 
n--L n 
r]( 7-; [O, fco]“) = 7j( T; [-co, 01”) = [1/(2”~‘~)] 1 1 (fi/fy2. 
i=l j=i+I 
The local curvature is 
k(t,, . . . , t,; x,, . . . , x,) = [(?~)~t, . . . t,]-I” exp - i xf “i* 
( I 
2 -. 
i-1 2ti i=l,=i+] rj 
The conditional mean value of X(t,) given the values xi,. . . , x,_, of 
X( t,), . . . , X( tn-,), respectively, is 
Also, 
n-1 n 
X2(+(n d(h). . . +(&I))= c c (Cl$). 
i=I j=i+l 
(c) Gaussian Markov time series. In such a case, the mean m(t) = m is constant 
and may be taken to be equal to zero, and, according to Doob (1953, p. 234), 
~(s,t)=u(t-s)=(~~exp{-c(t-s)} (s<t,c>O). 
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In this case, the local curvature induced by the random variables X( t,), . . . , X( t,) 
is 
k(t,,...,t,;x,,...,x,) 
= (2?rCT2) - n’2 exp - (2~‘))’ ,i, x: nf’ i xixj exp{-c( tj - ti)}. 
1 I i=l j=i+l 
6. Some integrals on (RN, .9’(g), p) 
Let us consider the measurable space (RN, Y(9)), and define 
Y(t;x)=x(t), tEN, XER”. 
For every t EN, Y(t) is Y(9) measurable. Indeed, 
{x;xEW, Y(t;X)EB}={ x;xEIWrm,X(t)EB}=p~‘(t;B)E~(t)~~(~) 
for every BECB’. Let T={t ,,..., tn}cN(, t,<* * *<t,. Since Y(tl), . . . , Y(tn) are 
measurable functions on (R”, Y(9), p), if f(y,, . . . , y,,) is a Bore1 measurable 
function on (R”, %I’), then f[ Y(tl), . . . , Y(t,,)] is a measurable function on 
(R”, Y(9), p). Since the measure p of the measurable vector ( Y( t,), . . . , Y( t,)) is 
the n-dimensional measure p(t,, . . . , t,) whose density is $(t,, . . . , t,), given by 
(3.2), we have 
I J[WJ,. . . , Y(tn)l dp 
(6.1) 
in the sense that the existence of one side implies that of the other and the equality 
of the two. Particularly, (6.1) and (3.2) imply 
[Y(t,) - m(t,)l[ Y(h) - m(b)1 dp 
+co +m 
= I I [~,-m(f,)l[y2-171(f2)1~(t,, t2; Y,,Y,) dy, dy2 -‘x -rn 
= dt,)P(t,, t2Mt2). (6.2) 
Particularly, if the measure p is induced by a Brownian time series then, (6.2) 
becomes 
I 
y(t,) Y(tJ dp = x(f,)x(fz)p(dx) = r, 
R” 
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which is also true when p is the classic Wiener measure and R” is replaced by the 
space of the continuous functions on an interval (see Yeh, 1973, p, 442). We also 
have, in this case, 
J x(~,b(~Jx(~3)~(dx) = 0, RN 
J x2(fI)x2(r2)x2(t3)~U(dx) = f1t2f3 R” 
and, generally, the integral with respect to p of any polynomial in x(t,), . . , x(t,) 
may be easily calculated. 
7. Comments 
(a) The covariance is a widely accepted measure of the linear dependence between 
random variables. The approach given in this paper may be applied when the 
covariance 
C[X(s), x(t)1 =(X(s) - m(s), x(t) - m(t)) 
is replaced by another mixed moment, namely 
Q[X(s), x(t)1 =([X(s) - m(s)12, x(f) -m(t)> 
+(X(s) - m(s), [X(l) - m(t)l’). 
Obviously, when X(s) and X(t) are independent, @X(s), X(t)] = 0. In this case, 
by minimizing x2($(s, t): +(s)+(t)) subject to Q[X(s),X(t)], we obtain a joint 
density I,!J(s, t) which is symmetric, compatible with the marginals, equal to the 
direct product of the marginals when X(S) and X(f) are independent, and having 
an integral on (supp 4(s)) x (supp $(t)) equal to 1. More generally, instead of 
covariance we can take the mixed moments generated by the direct product of 
orthogonal polynomials whose weights are the marginal probability densities. 
(b) It is not compulsory to use Pearson’s x2 indicator for measuring the deviation 
of a joint density from the independent, direct product of its marginals. We could 
use, for instance, the Kullback-Leibler divergence 
J($(s, t): 4(s)+(t)) = J tfds, t) ln{lCl(s, t)l[4(sM(t)lI dmL 
where the integral is taken on the set (supp 4(s)) x (supp 4(r)) and JI(s, t) is 
supposed to be absolutely continuous with respect to +(s)4( t). By minimizing 
J($(.s, t): +(s)d(t)) subject to the covariance C[X(s), X(f)] we obtain a joint 
density of exponential type, therefore positive everywhere, but not necessarily 
compatible with the given marginals. Imposing the marginals as constraints, which 
complicates matters, we obtain a solution depending on some Lagrange multipliers 
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for which, unfortunately, there are no analytical expressions. This is a major 
drawback in pursuing such an approach. Consequently, we do not know how to 
extend such a measure to the sample space generated by a sequence of random 
variables. 
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