The timely estimation of crop biomass and nitrogen content is a crucial step in various tasks in precision agriculture, for example in fertilization optimization. Remote sensing using drones and aircrafts offers a feasible tool to carry out this task. Our objective was to develop and assess a methodology for crop biomass and nitrogen estimation, integrating spectral and 3D features that can be extracted using airborne miniaturized multispectral, hyperspectral and colour (RGB) cameras. We used the Random Forest (RF) as the estimator, and in addition Simple Linear Regression (SLR) was used to validate the consistency of the RF results. The method was assessed with empirical datasets captured of a barley field and a grass silage trial site using a hyperspectral camera based on the Fabry-Pérot interferometer (FPI) and a regular RGB camera onboard a drone and an aircraft. Agricultural reference measurements included fresh yield (FY), dry matter yield (DMY) and amount of nitrogen. In DMY estimation of barley, the Pearson Correlation Coefficient (PCC) and the normalized Root Mean Square Error (RMSE%) were at best 0.95% and 33.2%, respectively; and in the grass DMY estimation, the best results were 0.79% and 1.9%, respectively. In the nitrogen amount estimations of barley, the PCC and RMSE% were at best 0.97% and 21.6%, respectively. In the biomass estimation, the best results were obtained when integrating hyperspectral and 3D features, but the integration of RGB images and 3D features also provided results that were almost as good. In nitrogen content estimation, the hyperspectral camera gave the best results. We concluded that the integration of spectral and high spatial resolution 3D features and radiometric calibration was necessary to optimize the accuracy.
Introduction
The monitoring of plants during the growing season is the basis of precision agriculture. With the support of quantity and quality information on plants (i.e., crop parameters), farmers can plan the crop management and input use (for example, nutrient application and crop protection) in a controlled way. Biomass is the most common crop parameter indicating the amount of the yield [1] ; and together with nitrogen content information, it can be used to determine the need for additional nitrogen fertilization. feature importance order), and it is less sensitive to overfitting and in parameter selection [45] [46] [47] . In biomass estimation, RF has shown competitive accuracy among other estimation methods applied in forestry [43, 48] and in agricultural [32, [49] [50] [51] applications. Only some studies have used RF in crop parameter estimations. Liu et al. [50] used RF to estimate the nitrogen level of wheat using multispectral data. Li et al. [32] and Yue et al. [51] used successfully RF for estimating the biomass of maize and winter wheat. Previously, Viljanen et al. [5] used RF for the fresh and dry matter biomass estimation of grass silage, using 3D and multispectral features. Existing studies have focused more on biomass estimation than on nitrogen content estimation. Especially the studies on the use of hyperspectral data in nitrogen estimation have commonly used terrestrial approaches (e.g., [52] [53] [54] ).
The objective of this investigation was to develop and assess a novel optimized workflow based on the RF algorithm for estimating crop parameters employing both spectral and 3D features. Hyperspectral and photogrammetric imagery was collected using the FPI camera and a regular consumer RGB camera. This study employed the full hyperspectral and structural information for the biomass and nitrogen content estimation of malt barley and grass silage utilizing datasets captured using a drone and aircraft. We also evaluated the impact of the radiometric processing level on the results. This paper extends our previous work [55] , which performed a preliminary study with the barley data using linear regression techniques. The major contributions of this study were the development and assessment of the integrated use of spectral and 3D features in the crop parameter estimation in different conditions, the comparison of RGB and hyperspectral imaging based remote sensing techniques and the consideration of impacts of various parameters, especially the flying height and the radiometric processing level on the results. The malt barley Trekker parcels were seeded between 29 May and 6 June 2016. The combined drilling settings for seeding density was 200 kg/ha and for nitrogen input 67.5 kg/ha. Due to relatively cold weather conditions and a short growing season, the barley yield was small (1900 kg/ha) and had a variance of 23.3% [18] . The barley harvesting was made between 23 September and 11 October 2016. The relatively large span in dates was due to the difficult weather conditions. In this study, we used the barley parcel of 20 ha in size. The barley reference measurements were carried out on 8 July 2016 on 36 sample areas that were 50 cm × 50 cm. The field was evenly treated, although a 12-m wide stripe splitting the field was left untreated to provide a bare soil reference. The measurements included the average plant height, fresh yield (FY), dry matter yield (DMY) and amount of nitrogen ( Table 1) . The coordinates of the sample areas were measured using differentially corrected Trimble GeoXH GPS with an accuracy of 10 cm in the X-and Y-coordinates. The average plant height of each sample spot was measured using a measurement stick. The sample plots were selected so that the vegetation was as homogeneous as possible inside and around the sample areas. Thirteen of the sample plots were located on the spraying tracks that did not include barley (0-squares), however, some weeds were growing in these sample areas, which was important to note during the analysis.
Materials and Methods

Test Area and Ground Truth
The grass silage field was a five-year-old mixture of timothy and meadow fescue. Sample areas were based on eight treatment trial plots, with four replicates conducted by Yara Kotkaniemi Research Station, Yara Suomi Oy, Vihti, Finland (Yara) (https://www.yara.fi/). The nitrogen output for the first cut in every treatment was 120 kg/ha, and the yield level varied between 4497 and 4985 kg/ha of dry matter. The phosphorus (P) level of the grass field site was very low (2.9 mg/L), and different treatments with variable P levels partly explains the yield differences. The reference measurements of a grass parcel were carried out by Yara in the first cut on 13 June 2016 in 32 sample areas (1.5 m × 10 m). Sample areas were harvested with a Haldrup 1500 forage plot harvester. After harvesting, dried samples were analysed in the laboratory. The treatments were combined in the laboratory analysis; thus, the reference FY, DMY and nitrogen measurements were available for eight samples (Table 1) .
Altogether 32 permanent ground control points (GCPs) were built and measured in the area. They were marked by wooden poles and targeted with circular targets 30 cm in diameter. Their coordinates in the ETRS-TM35FIN coordinate system were measured using the Trimble R10 (L1 + L2) RTK-GPS. The estimated accuracy of the GCPs was 2 cm in horizontal coordinates and 3 cm in height [56] . Furthermore, three reflectance panels with a nominal reflectance of 0.03, 0.09 and 0.50 [57] were installed in the area to support the radiometric processing. harvesting, dried samples were analysed in the laboratory. The treatments were combined in the laboratory analysis; thus, the reference FY, DMY and nitrogen measurements were available for eight samples (Table 1) . Altogether 32 permanent ground control points (GCPs) were built and measured in the area. They were marked by wooden poles and targeted with circular targets 30 cm in diameter. Their coordinates in the ETRS-TM35FIN coordinate system were measured using the Trimble R10 (L1 + L2) RTK-GPS. The estimated accuracy of the GCPs was 2 cm in horizontal coordinates and 3 cm in height [56] . Furthermore, three reflectance panels with a nominal reflectance of 0.03, 0.09 and 0.50 [57] were installed in the area to support the radiometric processing. Test site where barley and grass fields are marked using thick black lines on the orthomosaic based on RGB images from drone. Locations of ground control points and 36 sample plots in barley and 32 sample plots in grass field (zoom) is also marked. Figure 1 . Test site where barley and grass fields are marked using thick black lines on the orthomosaic based on RGB images from drone. Locations of ground control points and 36 sample plots in barley and 32 sample plots in grass field (zoom) is also marked. 
Remote Sensing Data
Remote sensing data captures were carried out using a drone and a manned aircraft (Table 2) . A hexacopter drone with a Tarot 960 foldable frame belonging to the FGI was equipped with a hyperspectral camera based on a tuneable FPI and a high-quality Samsung NX500 RGB camera. In this study, the FGI2012b FPI camera [6, 7, 58 ] was used; it was configured with 36 spectral bands in the 500 nm to 900 nm spectral range (Table 3) . The drone had a NV08C-CSM L1 GNSS receiver (NVS Navigation Technologies Ltd., Montlingen, Switzerland) and a Raspberry Pi single-board computer (Raspberry Pi Foundation, Cambridge, UK). The RGB camera was triggered to take images at two-second intervals, and the GNSS receiver was used to record the exact time of each triggering pulse. The FPI camera had its own GNSS receiver, which collected the exact time of each image. We calculated post-processed kinematic (PPK) GNSS positions for the RGB and FPI cameras' images, using the NV08C-CSM and the National Land Survey of Finland (NLS) RINEX service [59] , using RTKlib software (RTKlib, version 2.4.2, Open-source, Raleigh, NC, USA). UAV data in grass fields was collected using flying heights of 50 m and 140 m and flying speeds of 3.5 m/s and 5 m/s, which provided ground sampling distances (GSDs) of 0.01 m and 0.05 m for RGB images and 0.05 m and 0.14 m for FPI images, respectively. In the barley field, only the flying height of 140 m was used, but four different flights during 3.5 h were necessary to cover the entire test field.
In the barley field, remote sensing datasets were also captured using a manned small aircraft (Cessna, Wichita, KS, USA) operated by Lentokuva Vallas. The cameras were a RGB camera (Nikon D3X, Tokyo, Japan) and the FPI camera. The RGB data from the aircraft was collected using flying heights of 450 m and 900 m and flying speed of 55 m/s, providing GSDs of 0.05 m and 0.10 m, respectively, for 450 m and 900 m altitudes. The aircraft-based FPI images were captured using a flying height of 700 m and a flying speed of 65 m/s, which provided a GSD of 0.6 m ( Table 2) . GNSS trajectory data was not available for the aircraft data.
The flight parameters provided image blocks with 73-93% forward and 65-82% side overlaps, which are suitable for accurate photogrammetric processing. In the following, we will refer to the UAV-based sensors as UAV FPI and UAV RGB and the manned aircraft (AC)-based sensors as AC FPI and AC RGB. Geometric processing included the determination of the orientations of the images using bundle block adjustment (BBA) and the generation of photogrammetric 3D point cloud. We used Agisoft Photoscan commercial software (version 1.2.5) (AgiSoft LLC, St. Petersburg, Russia). We processed the RGB data separately to obtain a good quality dense point cloud. To obtain good orientations for the FPI images, we performed integrated geometric processing with the RGB images and three bands of the FPI images. The orientations for the rest of the bands of FPI images were calculated using the method developed by Honkavaara et al. [60] .
The BBA using Photoscan was supported with five GCPs, and the rest of them [27] were used as checkpoints. The GNSS coordinates of all UAV images, computed using the PPK process, were also applied in the BBA. For the aircraft images, GNSS data was not available. The settings of BBA were selected so that full resolution images were used (quality setting: 'High'). The settings for the number of key points per image were 40,000 and the number of tie points per image was set at 4000. Furthermore, an automated camera calibration was performed simultaneously with image orientation (self-calibration). The estimated parameters were focal length, principal point, and radial and tangential lens distortion. After initial processing, 10% of the points with the largest uncertainty and reprojection errors were removed automatically, and more clear outliers were removed manually. The outputs of the geometric process were the camera parameters (Interior Orientation Parameters-IOP), the image exterior orientations in the object coordinate system (Exterior Orientation Parameters-EOP) and the 3D coordinates of the tie points (sparse point cloud). The sparse point cloud and the estimated IOP and EOP of three FPI bands (band 3: L0 = 520.4 nm; band 11: L0 = 595.9; band 14: L0 = 625.1 nm) were used as inputs in the 3D band registration process [58] . The processing achieved band registration accuracy better than 1 pixel over the area.
The canopy height model (CHM) was generated using the DSM and digital terrain model (DTM) created by Photoscan using a similar procedure described by Viljanen et al. [25] (Figures 2 and 3) . First, the dense point cloud was created using the quality parameter setting 'Ultrahigh' and depth filtering setting 'Mild'; thus, the highest image resolution was used in the dense point cloud generation process. Afterwards, all the points in the dense point cloud were utilized to interpolate the DSM. The DTM was generated from the dense point cloud using Photoscan's automatic classification procedure for ground points. At first, the dense point cloud was divided into cells of a certain size and the lowest point of each cell was detected. The first approximation of the terrain model was calculated using these points. After that, all points of the dense point cloud were checked, and a new point was added to the ground class if the point was within a certain distance from the terrain model and if the angle between the approximation of the DTM and the line to connect the new point on it was less than a certain angle. Finally, the DTM was interpolated using the points that were classified as ground points.
The best parameters for the automatic classification procedure of ground points were selected by visually comparing classification results to the orthomosaics. Hence, the cell size of 5 m for the lowest point selection was chosen for all the datasets. For the RGB and FPI datasets, the maximum angle of 0 • and 3 • , respectively, and the maximum distance of 0.03 m and 0.05 m, respectively, were selected. The parameters are environment-and sensor-resolution-specific, and they differ slightly from the parameters that we used in our previous study on a grass trial site [25] and from the parameters used by Cunliffe et al. [61] in the grass-dominated-shrub ecosystems and by Méndez-Barroso et al. [62] in the forest environment.
The geometric processing indicated good results (Tables 4 and 5 ; Figures 2 and 3 ). The reprojection errors were within 0.46-1.59 pixels. We used 27 checkpoints to evaluate the accuracy of the processing of the barley datasets and 4 checkpoints for the grass datasets. The RMSEs in X and Y coordinates were 1.3-11.3 cm and 5.5-50.9 cm in height (Table 5) . A lower flying height resulted in a smaller GSD and also a higher point density. Additionally, increasing the flying height increased the RMSEs in a consistent way. For example, in the case of the grass field, the RMSE in Z coordinate was 6.9 cm and 13.8 cm for the flying heights of 50 m and 140 m, respectively. For the aircraft RGB datasets, the RMSEs in Z-coordinate were 9 cm and 14 cm for the flying heights of 450 m and 900 m, respectively (Table 5) .
The accuracy of the barley CHMs were evaluated using the plant height measurements of the sample plots as reference and calculating linear regressions between them (Table 5 ). The 90th percentile of the CHM was used as the height estimate (formula in Section 2.4.2). The best RMSEs were 7.3 cm for the dataset captured using a 140 m flying height ('Barley UAV 140 m (RGB)') ( Figure 2a) . The aircraft-based CHMs for the RGB imagery ('Barley AC 450 m (RGB)', 'Barley AC 900 m (RGB)') also appeared to be non-deformed, but showed lower canopy heights (RMSE: 9.7-10.3 cm) than the UAV-based RGB imagery CHMs (Figure 2a,b,c) . In the UAV FPI, CHM striping that followed the flight lines appeared. This indicated that the block was deformed (Figure 2d) , and the RMSE of CHM (12.7 cm) was slightly worse than the RGB imagery CHMs. The aircraft FPI-based CHM was clearly deformed and noisier ( Figure 2e) ; it also had the worst RMSE (50.9 cm). Deformation of the FPI-based CHMs was caused by the poorer spatial and radiometric resolution of the images. Except for the poor-quality dataset of CHM "Barley AC 700 m (FPI)", the bias was negative for all datasets, which indicated that CHM was underestimating the real height of the crop, which is generally an expected result [25] (Table 5 ). 
Radiometric Processing
Radiometric processing of the hyperspectral datasets was carried out using FGI's RadBA software [7, 63] . The objective of the radiometric correction was to provide accurate reflectance orthomosaics. The radiometric modelling approach developed at the FGI included sensor corrections, atmospheric correction, correction for radiometric nonuniformities due to the illumination changes, and the normalization of the object reflectance anisotropy due to illumination and viewing direction related nonuniformities using bidirectional reflectance distribution function (BRDF) correction.
First the sensor response was corrected for the FPI images using the dark signal correction and the photon response nonuniformity correction (PRNU) [6, 7] . The dark signal correction was calculated using a black image collected right before the data capture with a covered lens, and the PRNU correction was determined in the laboratory.
The empirical line method [64] was used to calculate the transformation from grey values in images (DN) to reflectance (Refl) for each channel solving following formula:
where a abs and b abs are the parameters of the transformation. Two reference reflectance panels (nominal reflectance 0.03 and 0.10), which were measured with ASD during field work, in the test area were used to determine the parameters. Because of variable weather conditions during the time of the measurement and other radiometric phenomena, additional radiometric corrections were necessary to obtain uniform orthomosaics. The basic principle of the method is to use the DNs of the radiometric tie points in the overlapping images as observations and to determine the model parameters describing the differences in DNs in different images (the radiometric model) indirectly via the least squares principle. The model for reflectance was
where R jk (θ i , θ r , ϕ) is the bi-directional reflectance factor (BRF) of the object point, k, in image j; θ i and θ r are the illumination and reflected light (observation) zenith angles, ϕ i and ϕ r are the azimuth angles, respectively, and ϕ = ϕ r − ϕ i is the relative azimuth angle and a rel j is the relative correction parameter with respect to the reference image. The parameters used can be selected according to the demands of the dataset in consideration.
In the case of multiple flights in the UAV based barley dataset, the initial value a rel j was based on the irradiance measurements by the ASD and information about integration (exposure) time used in image acquisition:
where A priori values and standard deviations used in this study (Table 6) were selected based on suggestions by Honkavaara et al. [7, 63] . During the drone-based grass data collection, weather was mainly sunny (see Table 2 ); therefore, we used the BRDF correction to compensate for the reflectance anisotropy effects. For the barley datasets captured by the drone and aircraft, the anisotropy effects did not appear due to the cloudy weather during data collection. In all datasets, it was possible to leave some deviant images unused from the orthomosaics because of the good overlaps between the images. These included some partially shaded images due to clouds in the case of the grass dataset and some images collected under sunshine in the case of the barley dataset.
The radiometric block adjustment improved the uniformity of the image orthomosaics, both statistically ( Figure 4 ) and visually ( Figure 5 ). For the uncorrected data, the coefficient of variation (CV) [63] calculated utilizing the overlapping images in the radiometric tie points was higher in the grass data than in the barley data because of the anisotropy effects. This effect is especially visible in the data with the 50 m flying height (Figure 5a ). After the radiometric correction, the band-wised CVs were similar for all the drone datasets-approximately 0.05-0.06 ( Figure 4 ). For the aircraft-based datasets, the radiometric block adjustment improved the CVs from the level of 0.13-0.16 to the level of 0.10-0.13, but the uniformity was still not as good as with the drone datasets. grass data than in the barley data because of the anisotropy effects. This effect is especially visible in the data with the 50 m flying height ( Figure 5a ). After the radiometric correction, the band-wised CVs were similar for all the drone datasets-approximately 0.05-0.06 ( Figure 4 ). For the aircraft-based datasets, the radiometric block adjustment improved the CVs from the level of 0.13-0.16 to the level of 0.10-0.13, but the uniformity was still not as good as with the drone datasets. grass data than in the barley data because of the anisotropy effects. This effect is especially visible in the data with the 50 m flying height (Figure 5a ). After the radiometric correction, the band-wised CVs were similar for all the drone datasets-approximately 0.05-0.06 ( Figure 4 ). For the aircraft-based datasets, the radiometric block adjustment improved the CVs from the level of 0.13-0.16 to the level of 0.10-0.13, but the uniformity was still not as good as with the drone datasets. 
Orthomosaic Generation
The reflectance orthomosaics of the FPI images were calculated using FGI's RadBA software with different GSDs. The GSD was 0. Table 4 ). In the orthomosaics, the most nadir parts of the images were used. The orthomosaics were calculated using both with and without radiometric correction. In the former case, the radiometric correction model described in Section 2.3.2 was used, and in the latter case the DNs were transformed to reflectance using the empirical line method using the reflectance panels without anisotropy or relative radiometric corrections. In the following, the corrected orthomosaics will be indicated with 'RBA' (Radiometric Block Adjustment).
The RGB orthomosaics were calculated in Photoscan using the orthomosaic blending mode with a GSD of 0.01 m for the 'Grass UAV 50 m' dataset; a GSD of 0.05 m for the 'Grass UAV 140 m', 'Barley UAV 140 m' and 'Barley AC 450 m' datasets; and a GSD of 0.10 m for 'Barley AC 900 m'. We did not perform the reflectance calibration for the orthomosaics. Instead, the calibration in this case relied on the in situ datasets of agricultural samples.
Estimation Process
A workflow to estimate agricultural crop parameters using spectral and 3D features were developed in this work ( Figure 6 ). The workflow has four major steps: (1) the field reference measurements; (2) extraction of spectral and 3D features from the hyperspectral and RGB images and the CHM; (3) estimation of the crop parameters with machine learning techniques; and (4) crop parameter map creation and validation of the results. We used Weka software (Weka 3.8.1, University of Waikato) in the estimation, validation and feature selection. These steps are described in detail in the following sections.
We created multiple feature combinations to test performance of different potential sensor setups (FPI, RGB, FPI + RGB), different types of features (spectral, 3D, spectral+3D), the effect of the radiometric processing level, and different spatial resolutions based on flying height (Table 7) . We used two different flying heights (50 and 140 m) in the grass field and in the barley field. We used three flying heights with the RGB camera (140, 450 and 900 m) and two with the FPI camera (140 and 700 m), which enabled us to compare the effect of spatial resolution on the estimation results (+barley MAV). 
Estimators
We selected the RF and Simple Linear Regression (SLR) as estimators. The validation of the estimation performance was done using leave-one-out cross-validation (LOOCV). In this method, the training and estimation was repeated as many times as there were samples. In each round, the estimator was trained using all samples excluding one; the unused, independent sample was used to calculate the estimation error.
The RF algorithm developed by Breiman [44] is a nonparametric regression approach. Compared with other regression approaches, several advantages have made the RF an attractive tool for regression: it does not overfit when the number of regression trees increases [44] , and it does not require variable selection, which could be a difficult task if the number of predictor variables is large. Default parameters of Weka implementations were used, (the number of variables at each split = 100) except the number of decision trees to be generated was set to 500 instead of 100 (number of iterations in Weka), since computation time was not an issue and a large number of trees has often been suggested (for example, Belgiu and Drăguţ, [45] ). SLR is traditional and well-known linear regression model with only a single explanatory variable.
Features
We extracted a large number of features from the remote sensing datasets. We used the 36 spectral bands from hyperspectral datasets to create 36 reflectance features (b1-36). The spectral features were extracted to ground samples in an object area of 0.5 m by 0.5 m in the barley field and 1 m by 10 m in the grass field, using QGIS routines (version 2.12.0, Open-source, Raleigh, NC, USA). Furthermore, various vegetation indices (VIs) ( Table 8) were selected for biomass and nitrogen estimation. For the RGB camera, DN values (R, B and G) and two indices were used. Furthermore, we extracted 8 different 3D features from the photogrammetric CHMs (2.3.1), including mean, percentiles, standard deviation, minimum and maximum values ( Table 9 ). A 
Estimators
Features
We extracted a large number of features from the remote sensing datasets. We used the 36 spectral bands from hyperspectral datasets to create 36 reflectance features (b1-36). The spectral features were extracted to ground samples in an object area of 0.5 m by 0.5 m in the barley field and 1 m by 10 m in the grass field, using QGIS routines (version 2.12.0, Open-source, Raleigh, NC, USA). Furthermore, various vegetation indices (VIs) ( Table 8) were selected for biomass and nitrogen estimation. For the RGB camera, DN values (R, B and G) and two indices were used. Furthermore, we extracted 8 different 3D features from the photogrammetric CHMs (2.3.1), including mean, percentiles, standard deviation, minimum and maximum values ( Table 9) . A Matlab script (version 2016b, MathWorks, Natick, MA, USA) was used to extract features to ground samples. Table 9 . Definitions and formulas of CHM metrics in this study. h i is the height of the ith height value, N is the total number of height values in the plot, Z is the value from the standard normal distribution for the desired percentile (0 for the 50th, 0.524 for the 70th, 0.842 for the 80th and 1.282, for the 90 percentile) and σ is the standard deviation of the variable.
Metric Name Equation
Mean height CHM mean 
Results
Performance of the estimation process was evaluated using barley and grass field datasets. The results of estimations with the RF are presented in the following sections. In addition, we performed estimations using the SLR to validate the consistency of the RF results. These results are presented in Appendix A.
Barley Parameter Estimation
Biomass
For the UAV barley datasets, the best biomass estimation results with the highest correlation and lowest RMSE were obtained when using the combination of features from the FPI and RGB cameras and the radiometric correction ('all RBA') ( Figure 7 , Table 10 ). At best, the correlations and RMSE% were 0.97% and 30.4% for the FY, respectively, and 0.95% and 33.3% for the DMY, respectively. With one exception, the estimation of fresh biomass was more accurate than the estimation of dry biomass. A comparison of RMSE% values in the cases of the datasets with and without a radiometric block adjustment showed that the radiometric adjustment improved the results. For example, when using only the FPI spectral features, the calibration improved results up to 25% (cases: 'FPI spec' vs. 'FPI spec RBA'). The best results were obtained with the spectral features, since adding the 3D features did not significantly improve the estimation results. In the cases with the RGB camera, the RGB spectral features yielded better estimation accuracy than only using 3D features, and combining both gave slightly better estimation accuracy. For example, for the FY, the PCC and RMSE% were 0.95% and 34.5%, respectively, for the combined RGB features ('RGB all').
In the cases with the aircraft datasets, the best results were obtained when using the RGB spectral features or a combination of the RGB spectral and 3D features (cases: 'RGB all' and 'RGB spec'). The flying height of 900 m gave slightly better results. At best, the PCC and RMSE% were 0.96% and 31.5%, respectively, in the FY estimation. The estimation results were poorer with the FPI camera than with the RGB camera. This was possibly due to the varying illumination conditions during the FPI-camera flight, which did not provide sufficiently good data quality.
In all cases, the estimations with only the 3D features yielded the worst results. The estimation of FY was more accurate than the estimation of DMY. The RF performed well with various features and combinations and provided in most cases better results than the SLR, but when a limited number of features from one sensor ('RGB 3D' and 'RGB spe') was used, the SLR yielded better estimation results than the RF (Appendix A; Table A1 ).
RF provided importance order to the different features used in the experiments. In most cases the indices (such as Cl-red-edge) were more significant spectral features than single reflectance bands. From the 3D features percentiles, p90 was the most important in many cases (Appendix B; Tables A4 and A5). of FY was more accurate than the estimation of DMY. The RF performed well with various features and combinations and provided in most cases better results than the SLR, but when a limited number of features from one sensor ('RGB 3D' and 'RGB spe') was used, the SLR yielded better estimation results than the RF (Appendix A; Table A1 ). RF provided importance order to the different features used in the experiments. In most cases the indices (such as Cl-red-edge) were more significant spectral features than single reflectance bands. From the 3D features percentiles, p90 was the most important in many cases (Appendix B; Tables A4-A5). 
Nitrogen
In the case of the UAV datasets, the best estimation accuracy for the barley nitrogen amount and N% were obtained when features from both sensors were applied ('all RBA') and with the FPI-based radiometrically corrected spectral features ('fpi spec RBA') ( Figure 8 , Table 11 ). The radiometric calibration of the FPI data clearly improved the estimation accuracy. The best PCC and RMSE% were 0.97% and 21.6% for the nitrogen amount, respectively, and 0.92% and 34.4% for the N%, respectively. In the case of the UAV RGB sensor, the best accuracy was achieved with the combined data ('RGB all'). The best PCC and RMSE% were slightly worse than with the FPI data-0.94% and 25.2% for the nitrogen amount, respectively, and 0.92% and 34.5% for the N%, respectively.
The aircraft based FPI datasets presented the worst estimation accuracy, whereas the estimation results with the RGB features were at the same level as the results of the UAV estimation. For example, the PCC and RMSE% were 0.95% and 25.2%, respectively, for the nitrogen amount and 0.94% and 28.7% for the N% with the RGB spectral features ('RGB spec') with the 450 m flight height.
The estimation of the nitrogen amount was more accurate than the estimation of the N%. Regarding the importance of the features, the individual reflectance bands at the red-edge (670-710 nm) were the most important especially for the estimation of N%. In many cases the indices were also considered as the most important. The percentiles (3D features) were important in many cases (Appendix B, Tables A6 and A7 
The estimation of the nitrogen amount was more accurate than the estimation of the N%. Regarding the importance of the features, the individual reflectance bands at the red-edge (670-710 nm) were the most important especially for the estimation of N%. In many cases the indices were also considered as the most important. The percentiles (3D features) were important in many cases (Appendix B, Tables A6 and A7). 
Grass Parameter Estimation
The variation of the biomass and nitrogen amount was low and we had a limited amount of ground samples available in the grass test field. We evaluated the performance using the average of the samples as the estimate. The RF provided better results than using the average value for the biomass estimation, whereas for the nitrogen amount the average was as good as the RF. Therefore, we only studied the biomass estimation. The datasets were captured from the flying heights of 50 m and 140 m using the UAV.
The general view of the results is that the estimation errors were low because of the small variation in the datasets ( Table 1 ). The best PCC and RMSE% were 0.640% and 4.29% for the FY, respectively, and 0.79% and 1.91% for the DMY, respectively ( Figure 9 , Table 12 ). These results were obtained with the RGB camera spectral features ('RGB spec') captured from the flying height of 140 m. With the FPI camera, the best results were nearly as good, and they were obtained with the radiometrically corrected dataset ('FPI spec RBA') from the flying height of 50 m. In this case, the PCC and the RMSE% were 0.538% and 4.63% for the FY, respectively and 0.72% and 2.09% for the DMY, respectively. The radiometric correction with the radiometric block adjustment slightly improved the estimation accuracy in the case of the 50 m dataset, but it did not impact the results for the dataset from the 140 m flying height. It was expected that the radiometric correction would improve the estimation results with the 50 m flying height dataset because it clearly improved the uniformity of the orthomosaics from the 50 m flying height, while for the orthomosaics from the 140 m flying height the correction had a minor impact ( Figure 5 ). The 3D features alone provided the poorest estimation results for both flying heights ('RGB 3D'), and their use together with the spectral features did not improve the estimation accuracy. The impact of the flying height was minor. The FPI camera dataset with the 50 m flying height provided better results than the dataset with the 140 m flight height. And for the RGB camera, the 140 m dataset provided slightly better results. The estimation accuracies were better for the DMY than for the FY.
Similar to barley analysis, the indices, from spectral features, and percentiles, from 3D features, were the most representative features for most of the cases of the grass estimation analysis (Appendix B; Tables A8 and A9) . 
Discussion
We developed and assessed a machine learning technique integrating 3D and spectral features for the estimation of fresh and dry matter yield (FY, DMY), nitrogen amount and nitrogen percentage (N%) of malt barley crop and grass silage fields. Our approach was to extract a variety of remote sensing features from the datasets that were collected using RGB and imaging hyperspectral Figure 9 . RMSE% for fresh (FY) and dry (DMY) biomass using data collected from 50 m and 140 m flying height in grass test field. fpi/FPI: FPI camera; spec: spectral features; RBA: radiometric block adjustment; all: all features (spectral and 3D); RGB: RGB camera; 3d: 3D features; UAV: unmanned aerial vehicle; AC: Cessna manned aircraft. Table 12 . Pearson Correlation Coefficients (PCC), Root mean squared error (RMSE) and RMSE%, for fresh (FY) and dry (DMY) biomass using data collected from 50 m and 140 m flying height in grass test field. fpi/FPI: FPI camera; spec: spectral features; RBA: radiometric block adjustment; all: all features (spectral and 3D); RGB: RGB camera; 3d: 3D features; UAV: unmanned aerial vehicle; AC: Cessna manned aircraft. 
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Discussion
We developed and assessed a machine learning technique integrating 3D and spectral features for the estimation of fresh and dry matter yield (FY, DMY), nitrogen amount and nitrogen percentage (N%) of malt barley crop and grass silage fields. Our approach was to extract a variety of remote sensing features from the datasets that were collected using RGB and imaging hyperspectral cameras. The features included 3D features from the canopy height model (CHM) and spectral features as a spectral, and various vegetation indices (VI) from the orthomosaics. Furthermore, we investigated the impact of the radiometric correction and flying height on the estimation results. Our approach was to use the Random Forest estimator (RF), but the results of the Simple Linear Regression (SLR) estimator was also calculated to validate the performance of the RF.
The best estimation results for the barley biomass and nitrogen content estimations were obtained by combining features from the FPI and RGB cameras. In most cases, the spectral features from the FPI camera provided the most or nearly the most accurate results. Adding the FPI camera 3D features did not improve the results, which was an expected result since FPI based CHM did not have high quality (Table 5 , Figure 2d ) due to relatively large GSD of 0.14 m. The data from the RGB camera provided good estimation results-typically almost as good as the FPI camera and in some cases the best results. We could also observe that the combination of RGB spectral and 3D features improved the estimation accuracy, especially in the case of biomass estimation. The RF performed well with various features and combinations and provided in most cases better results than the SLR, but some exceptions also appeared (Appendix A; Tables A1-A3) . Especially when only a limited number of features from one sensor ('RGB 3D' and 'RGB spe') was used, the SLR yielded competitive or even better estimation results than the RF, but when the amount and variation of features was high, the RF provided regularly better estimation results than the SLR. This is a logical performance, because with a small number of features there are not great difference in the SLR and RF models, but with large number of features, the SLR still uses only single feature in the estimation but RF can take advantage of various features during model building. A similar observation was also made by Li et al. [32] , where the dry biomass of maize was estimated; they obtained an R 2 of 0.52 and an RMSE% of 18.8% with SLR and an R 2 of 0.78 and an RMSE% of 16.7% with the RF. The RF thus provided more accurate estimation results. They also concluded that photogrammetric 3D features strongly contributed to the estimation models, in addition to the spectral features from the RGB camera. They suggested that hyperspectral data could improve the estimation results, and our study showed that this was a valid assumption in many situations. Yue et al. [51] compared eight different regression techniques for the winter wheat biomass estimation, using near-surface spectroscopy and achieved R 2 values of 0.79-0.89. They concluded that machine learning techniques such as RF were less sensitive to noise than conventional regression techniques.
In the biomass estimations of barley, the PCC and RMSE% were at best 0.95% and 33.2%, respectively, for the DMY, and 0.97% and 31.0%, respectively, for the FY. The corresponding statistics for the grass dataset with the 140 m flying height were 0.79% and 1.9% for the DMY, and 0.64% and 4.3% for the FY, and for the dataset with the flying height of 50 m, the results were on the same level. Concerning the impacts of different features used in the estimations of barley DMY, the inclusion of the 3D features from the RGB camera in addition to the spectral features from the FPI camera improved the RMSEs by 14.7% for uncalibrated FPI, and 7.95% for calibrated FPI. The results were the similar for the barley FY. The possible explanation for this is that the estimation accuracies reached almost the best possible quality with the calibrated spectral features and so the 3D features could not provide further improvement whereas for the uncalibrated spectral features they improved still significantly accuracy. Inclusion of the 3D features based on the FPI camera did not improve the accuracy with either uncalibrated or calibrated data. The reason for this was the insufficient quality of the height data with the FPI camera, and therefore it could not provide quantitative information of differences of various samples to the estimation process. Considering the RGB sensor, the 3D features improved the RMSE% in the DMY and FY estimation by 12.18% and 8.6%, respectively, for barley. The corresponding improvements were 24.2% for the grass DMY and 8.1% for the FY. In the study by Bendig et al. [23] , adding the height features with the spectral indices either did not improve or only slightly improved the estimation accuracy of barley biomass when using multilinear regression models. In the study by Yue et al. [24] , the correlation between the winter wheat dry biomass and the partial least squares regression (PLS) model based on spectral features was improved from 0.53 to 0.74 and the RMSE from 1.69 to 1.20 t/ha when 3D features were included. These results are comparable to our results for the barley DMY. In studies with spectrally uncalibrated RGB values and 3D features, R 2 values of 0.74 have been reported for the corn grain yield estimation [37] and 0.88 for the maize biomass estimation [32] , which indicated lower correlations than our results using the RGB data for the barley FMY estimation (PCC = 0.95, RMSE% = 34.74%).
In the nitrogen estimations for barley, the PCC and RMSE% were at best 0.966 and 21.6%, respectively, for the nitrogen amount and 0.919% and 34.4%, respectively, for the N%. Concerning the impacts of different features used in the estimations, the inclusion of the RGB camera 3D features with the spectral features of the FPI camera improved the RMSEs (0-30%), which indicated that the 3D features provided additional information to the estimation model. Also combining the 3D features to the RGB spectral features improved the estimation accuracy of the nitrogen amount and the N% by 12.5% and 23.6%, respectively, providing similar accuracy as the FPI based spectral features. It is worth noting, that even though the variation of N% on sample references was not high (Table 1) , good accuracies were achieved. The variation in the nitrogen amount was mainly related to variation in the biomass amount, which explains the similar estimation accuracies of the two quantities. Liu et al. [50] used several different algorithms to estimate the nitrogen content (N%) of winter wheat based on multispectral data and achieved the best results with an R 2 of 0.79 and an RMSE% of 11.56% with the RF. Geipel et al. [37] used SLR models based on a multispectral sensor to estimate the N content and achieved accuracies with an R 2 of 0.58-0.89 and an RMSE% of 7.6-11.7%. Schirrmann et al. [42] achieved at the best R 2 value of 0.65 between the nitrogen content and the principal components of RGB image. Our results were on the same level with Liu et al. [50] , Geipel et al. [37] and Schirrmann et al. [42] ; but with terrestrial approaches, even higher accuracies have been achieved [52] . Furthermore, data from tractor-mounted Yara N-sensor has reported good correlations of R 2 0.80 with N-uptake in grass sward [54] . However, it is important to notice that the estimation accuracies of different studies are not directly comparable because they are also impacted by the properties of the crop sample data, such as the variation in their values.
When comparing the estimation accuracy with the spectral features only from the FPI and RGB cameras, the FPI camera provided 15.4% and 18.5% better RMSEs than the RGB camera for the barley DMY and FY, respectively, but up to 16.5% and 14.4% worse RMSEs than the RGB camera for the grass DMY and FY, respectively. Better performance of the FPI camera was expected since the hyperspectral images provide more spectral information than the RGB images. The challenges with the grass study were the small number of samples and the small variation in the biomass amount, and therefore the grass results should be considered as indicative. In the estimation of the nitrogen, the FPI camera outperformed the RGB camera by 25.0% for the barley nitrogen amount and by 21.1% for the barley N%. The nitrogen content of plants is relatively small (Table 1) , thus it is expected that they only slightly affect the spectra. Consequently, FPI provides higher accuracy than RGB, because it is collecting more information from spectra.
In most cases, the radiometric calibration of the datasets using the radiometric block adjustment improved the estimation results. In the case of barley parameter estimations with all features, the radiometric correction improved the RMSE by 17.0% for the DMY, 20.3% for the FY and 25.0% for the nitrogen amount. In the case of the grass estimation, the impact was smaller-the correction either slightly decreased or improved the RMSE by −6.3-3.6% for the DMY and 0-2.4% for the FY. The improvement was largest in the datasets having many flight lines ( Table 2 ). The effect was the most noticeable in the 'Barley UAV 140 m' dataset, which was collected during 4.5 h, when illumination changed significantly, and in the 'Grass UAV 50 m' dataset, which was collected during sunny conditions at a low flying height that caused remarkable anisotropy effects ( Figure 5 ). Multiple studies have shown that radiometric correction using the RBA method improved the uniformity of image orthomosaics [7, 11, 12, 63, 77] . Our results showed that the corrections also improved the accuracy of the crop parameter estimations.
The barley datasets were collected from the UAV and aircraft using various flying heights, which provided different GSDs. In the case of the RGB camera, the GSDs were 0.05 and 0.10 m, and the estimation results were similar when spectral features were applied. However, the flying height and GSD had a significant impact on the accuracy of the 3D features, which we could already deduce based on the CHM quality (Table 5, Figures 2 and 3) . The most reliable CHM was obtained using data with the smallest GSD, 'Barley UAV 140 m RGB', where the correlation between in situ reference measurements and the CHM were highest, even though the CHM regularly underestimated in situ measurements (Figure 2a ). The quality of the DSM decreased when the GSD increased, and when the GSD was too large (like in the case of 'Barley AC 700 m FPI' with a GSD of 0.60 m), the 3D features were useless. It is also important to notice that in all cases, the height accuracy of the blocks was good and according to expectations-on the level of 0.5-2 times the GSD. At the smallest GSDs, the UAV and aircraft provided comparable accuracies. Thus the low-cost sensors used in this study can also be operated from small aircraft. The advantage of the aircraft-based method is that larger areas can be covered more efficiently. However, in smaller areas drones are more affordable.
It is worth noting that in the barley field the growth was not ideal due to poor weather conditions at the beginning of the growing season. In the grass canopy, the number of field reference samples were relatively low (8 samples) and variation in the biomass and nitrogen amounts was low, which generally decreases the correlation and estimation results. However, if we think practical solution for crop parameter estimation, collection of even a small number of samples is time-consuming and increase costs. The result with a few samples with a small variation was slightly better than when using the average value as the estimate; this indicated that with the comprehensive machine learning method the estimation accuracy could be improved from the case of using only average values, as it revealed relatively small spatial variations. Although we obtained promising results using datasets from the 140 m or higher flight heights, the use of lower height data, and thus more precise CHMs, can improve the estimations, as shown in previous studies using flight heights of 50 m or less [4, 21, 25] . We assume that the spatial and radiometric resolution of the images are the fundamental factors impacting the quality of CHM thus we expect that alternatively a better-quality imaging system could also provide good results from higher altitudes; this would be advantageous if aiming at mapping larger areas.
To our knowledge, this study was the first one that comprehensively integrated and compared UAV-based hyperspectral, RGB and point cloud features in crop parameter estimation. We developed an approach for utilizing a combination of spectral data and 3D features in the estimation process that simultaneously and efficiently utilizes all available information. Furthermore, our results showed that the integration of spectral and 3D features improved the accuracy of the biomass estimation; but in the nitrogen estimation, the spectral features were more important. The results also indicated that the hyperspectral data provided only a slight or no improvement to the estimation accuracy of the biomass compared to the RGB data. This result thus suggests that the low-cost RGB sensors are suitable for the biomass estimation task. However, more studies are recommended to validate this result in different conditions. In the nitrogen estimation, the hyperspectral data appeared to be more advantageous than the RGB data. The aircraft-based data capture also provided results comparable to the UAV-based results.
In the future, further studies using more accurate hyperspectral sensors and higher variability test sites will be of interest. The datasets also give possibilities for new types of analysis, such as utilizing the spectral DSM more rigorously [21, 22] and utilizing the multiview spectral datasets in the analysis [78] [79] [80] . Our future objective will be to develop generalized estimators that can be used without in situ training data, for example, training an estimator with a dataset from one sample area and then using it in other areas. Various machine learning techniques exist that can be used in this process. Our results showed that the SLR was not ideal for this task. The RF behaved well, and further studies will be necessary to evaluate its suitability for the generalized procedures. For example, the deep learning neural network estimators will be very interesting alternatives [81] .
Conclusions
We developed and assessed a machine learning technique integrating 3D and spectral features for the estimation of fresh and dry matter yield (FY, DMY), nitrogen content and nitrogen percentage (N%) of barley crops and grass silages. Our approach was to extract a large number of remote sensing features from the datasets, including 3D features from the canopy height model (CHM) and hyperspectral features and various vegetation indices (VI) from orthomosaics. Furthermore, we investigated the impact of radiometric correction on the estimation results. We compared the performance of Simple Linear Regression (SLR) and the Random Forest estimator (RF). To our knowledge, this study was one of the first studies to integrate and compare UAV-based hyperspectral, RGB and point cloud features in the estimation process. Generally, the best results were obtained when integrating hyperspectral and 3D features. The integration of RGB and 3D features also provided nearly as good results as the hyperspectral features. The integration of spectral and 3D features especially improved the biomass estimation results. The radiometric calibration improved the estimation accuracy, and we expect that it will be one of the prerequisites in developing generalized analysis tools. Our important future research objective will be to develop generalized estimation tools that do not require in situ training data. 
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Appendix A Table A1 . Pearson Correlation Coefficients (PCC), Root mean squared error (RMSE) and RMSE% for fresh (FY) and dry (DMY) biomass using varied feature sets in barley test field using SLR. 
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