One of the main reasons for the slow progress in detecting susceptibility genes in complex diseases may be that the clinical diagnoses used as phenotypes are genetically heterogeneous. The general objective of this paper is to develop a latent class model to identify homogeneous disease sub-types based on multivariate disease measurements in pedigrees from genetic studies. Our hypothesis is that the resulting disease sub-types will be influenced by a small number of genes, that will thus be more easily detectable. Specifically, we extended latent class analysis to allow dependence between the latent disease class status of relatives within nuclear families as a function of their kinship. Such a dependence model is expected to capture the underlying Mendelian transmission of alleles within families. An EM algorithm maximizes the likelihood and a cross-validation approach selects the optimal model. Through a simulation study under a genetic disease class model, we show that taking into account familial dependence improves the classification of the individuals in their true classes, compared to a traditional model assuming independence. An application of our approach to a dataset from the Autism Genetics Research Exchange is also presented.
Introduction
Identifying the genes contributing to inherited complex multifactorial diseases, such as cardiovascular diseases, cancers, schizophrenia, autism and many others, may serve as a basis for both their physiological understanding and the discovery of novel drug targets. Although genome scans have identified a number of candidate regions of interest for several complex diseases, replication of the results has been difficult and the search for complex disease genes fluctuates between achievements and failures. The task is difficult because what we see as one disease is often a collection of distinct disease sub-types that, despite sharing clinical similarities, are caused by different genes and other factors. In this case, the disease diagnosis is said to be genetically heterogeneous. The detection of genetically homogeneous subtypes of disease would allow scientists to look for genes within a more homogeneous set of patients, increasing consequently the power of a genetic linkage or association analysis. This is the underlying objective of this paper.
A careful phenotype definition is a necessary prerequisite to establishing reliable genotype-phenotype relationships. Genetic heterogeneity of the phenotype is actually one of the reasons why studies of several complex disorders have failed so far (Bearden et al., 2004) . Clearly, the diagnosis of a complex disease, which ignores familial aggregation, may not be informative enough for genetic purpose and we need to cross the boundaries of diagnoses to consider clinical phenotypes correlated to the diagnosis. This has led researchers to collect alternative phenotypes (quantifiable components in the genes-to-diseases pathway representing an aspect of a complex disease believed to be influenced by fewer genes), disease symptoms (manifestations of the disease observed in affected individuals) or other measurements. The hypothesis underlying this paper is that classes of affected subjects with a similar pattern of disease symptoms, alternative phenotypes or other measurements will represent a more homogeneous form of disease which is influenced by a smaller number of genes than a phenotype strictly defined by a clinical diagnosis. Considering data arising from a collection of pedigrees in genetic studies, the general objective of our research is to develop methods to identify the genes responsible for complex diseases by first defining genetically homogeneous disease sub-types based on multivariate disease measurements and then using these in genetic linkage analysis. Methodologically, we propose: 1) to develop a latent class structure that can model appropriately the dependence among related subjects in families and describe the multivariate symptoms of subjects as a function of latent homogeneous disease classes; 2) to incorporate heritable latent classes in genetic linkage analysis. This paper deals with 1) whereas 2) is treated in Bureau et al. (2008) .
The idea that genetically homogeneous sub-groups of subjects could be distinguished based on their patterns of phenotypic measurements (disease symptoms or other measurements) has been explored by a number of investigators. In order to reduce genetic heterogeneity in linkage analysis, Hallmayer et al. (2003) proposed to define multiple schizophrenia-related "pure types" based on multivariate neurocognitive and personality measurements. A method based on fuzzy statistical models was applied to identify latent patterns and to compute Grade of Membership (GoM) scores for each subject. Combining clinical diagnosis with these GoM scores to stratify the entire sample into liability classes, and using a variance component analysis, Hallmayer et al. successfully found a candidate region on chromosome 6. Recently, Fanous et al. (2008) used latent class analysis to divide psychotic subjects from Irish high density families into 6 classes based on the Operational Criteria for psychotic illness. After assigning each subject in their most probable class, a linkage analysis was applied for each class c, by considering as affected any individual belonging to class c. Using this approach, four chromosomal regions were suggestively linked but provided little evidence of linkage using the original phenotype based on diagnosis. All these approaches have proven to be useful in subdividing subjects into homogeneous sub-groups. However, these methods are based on a measure of distance between subjects that does not take into account their familial relationships. Since the chosen multivariate phenotypes are expected to be highly heritable, significant correlations between the phenotypes of members of the same family are expected. By contrast with the methods proposed in the literature, we propose a latent class model with a probabilistic interpretation of the classes, where the dependence among relatives is explicitly included. We believe that taking into account the familial relationship between subjects in the model will increase the power to detect susceptibility genes of complex diseases.
The proposed approach is based on finite mixture models, or equivalently, on Latent Class Analysis (LCA), a statistical method allowing classes of affected subjects with a similar pattern of measurements to be detected (Clogg, 1995) . The standard latent class models make two kinds of independence assumptions: independence of the responses within subjects and independence between subjects in the study. If responses are dichotomous or ordinal, it is commonly assumed that responses within subjects are independent conditionally to the latent class. This is called the Local Independence Assumption (LIA). LIA can be relaxed under certain models, as shown in Garrett and Zeger (2000) . However, one must be aware that in such a case, some identifiability problems may be encountered (Garrett and Zeger, 2000) . If responses are normally distributed, dependence among responses within classes can be modeled by using a multivariate distribution with an appropriate correlation structure specific for each class.
Dependence among observations in latent class models has already been considered in the literature. For example, Reboussin et al. (1999) considered the case of longitudinal data, where transitions between health states of subjects over time are modeled when multiple discrete health indicators are available. Muthèn (1999) proposed an extension of the finite mixture model where the latent classes for one set of observed variables influence a second set of observed variables. This model has also been developed, in a context of longitudinal studies, with an interesting application on an alcohol study focusing on the longitudinal development of heavy drinking and its relation to alcohol dependence. A review on latent class models for longitudinal data is provided in Collins and Flaherty (2002) . Closer to the focus of this paper, a hierarchical mixture model for nested data structure has been proposed by Vermunt (2008) . This model is able to capture the hierarchical structure of subjects within families by permitting a simultaneous model-based clustering of lowerlevel (subjects) and higher-level (families in our case) units. However, such a model is not well suited in the context of genetic studies. Dealing with genetic determinants of diseases, the dependence model should reflect the underlying Mendelian transmission of alleles within families. By including a family effect in the model, Vermunt (2008) forces every pair of individuals within families to have the same correlation, which is not the case from a genetic point of view. In the particular case of nuclear families, both parents are expected to be independent and correlation between brothers/sisters should be different from the parent-child correlation. However, there exists a connexion between this model and the one we propose, which is detailed later in the paper. Another latent class model for pedigree data has been developed by Zang et al. (2003) . However, this model was developed in a context of segregation analysis and no inference was made at the subject level, precluding its application to the problematic of this paper.
We consider here data arising from a collection of nuclear families, as shown in Figure 1 . The focus of this paper is to develop an extension of latent class models, where the complex dependence between members of a family is modeled in function of the individuals' kinship. In the method proposed, dependence among individuals from the same family is taken into account at the class level, and we suppose that the disease class of an affected individual depends on the class of its parents. This type of dependence is motivated by genetic principles, since the genotype of an individual only depends on the genotype of the parents. The case of nuclear families is treated in this paper.
The generalization to extended pedigrees is discussed at the end of the paper.
The paper is organized as follows: in Section 2, the latent class model under familial dependance is derived in the special case where responses are available on all the family members. In Section 3, the model is extended to the case of disease symptoms, where responses are taken only on individuals diagnosed with the disease of interest. In Section 4, a model validation strategy is proposed, in order to obtain the optimal number of disease classes. The connexion between the proposed model and the model for clustered data developed by Vermunt (2008) is detailed in Section 5. A simulation is performed in Section 6, where the proposed model is compared to a traditional approach assuming independence of the individuals. Finally, an application of the proposed method to the case of autism is presented in Section 7.
Latent class model: responses available on all family members
In studies of a disease, affected and unaffected subjects are distinguished based on diagnosis criteria. There exists however responses related to the disease that are measurable in everyone, unaffected as well as affected subjects. For example, measures of attention, memory and IQ can be recorded on all members of a family in which schizophrenia, autism or bipolar disorder segregates. Furthermore, several twin studies have documented a relatively high level of heritability of such cognitive functions (Bearden et al., 2004) , also known to be associated to these complex psychiatric disorders. In this section, we consider classification of subjects based on these types of measurements, called alternative phenotypes. The setting where responses are observable only in affecteds is treated in Section3. For simplicity, the case of a single nuclear family is derived next. The generalization to N families is straightforward by multiplying the likelihood, since we suppose that families are independent and identically distributed.
Notations and model hypotheses
We consider one nuclear family of n members (n ≥ 3) with two parents and (n − 2) children, as illustrated in the top left corner of Figure 1 .
We note . . . , n) . Note that measurements can be either continuous, ordinal or categorical. Individuals are ordered such that Y 1 and Y 2 represent the Figure 1 : A nuclear family with n members. Individuals 1 and 2 represent the mother and father respectively. Individuals 3 to n represent the children. Clinical measurements are available on individuals in grey but not on individuals in white.
mother and father's measurements, respectively. The set of all measurements for the family is noted
We suppose that members of the family can be assigned to one of K unobserved disease classes, based on the recorded measurements. We note C i the unobserved class of the ith individual. The set of the unobserved classes for the family is noted C = (C 1 , . . . , C n ). We assume the following probability model for the measurements conditional to the unobserved class for individual i:
where θ c represents the set of parameters of the measurements distribution for the class c. Note that the distribution f can take any form, like a multivariate normal if data are continuous, multinomial if data are categorical or multinomial with constraints if data are ordinal. Note that covariates can also be included in the analysis at this level of the model. Some specific cases will be treated in detail later. Conditionally to the latent class, measurements between individuals, Y 1 , Y 2 , . . . , , Y n , are assumed to be independent. Since disease classes are defined from heritable measurements, this assumption fol-lows the classic approach in genetic linkage analysis, where one conditions on the genotypes instead of classes (Elston and Stewart, 1971 ).
As we mentioned in the introduction, dependence among individuals can be modeled at the class level, and we assume that the class of an individual only depends on the class of its two parents. This means that, conditionally to the class of the parents, classes of brothers and sisters are independent. Note that such an assumption does not attempt to model the true underlying genetic transmission of the disease classes in families, but allows us to approximate the phenotypic dependence between relatives due to the Mendelian transmission of alleles. Formally, we can write this using the following transition probabilities:
where p c, c 1 , c 2 represents the probability that a child belongs to class c given the classes of its parents (c 1 and c 2 ), and p c represents the probability that a given parent (founder in the pedigree) belongs to class c (c = 1, . . . , K). Let ∆ be the set of all the parameters of the model, that is:
The likelihood of the data can be written as
with the following constraints on the class parameters:
Without specifying any other constraint on the class parameters, (K −1)(K 2 + 1) parameters need to be estimated for the class model. For example, for a 2-class model, 5 parameters need to be estimated, and for a 3-class model, 20 parameters need to be estimated. Clearly, the number of parameters in the class model grows rapidly with the number of classes specified in the model. Specifying more constraints on the model would reduce the number of parameters to be estimated. A possible constraint is to assume the symmetry mother-father for the transition class probabilities. This assumption would be reasonable from a genetic point of view if we assume that the disease is not sex-related, i.e the disease gene is not located on the X or Y chromosome. This assumption covers a large number of complex diseases. Specifically, we can assume
(2.4)
By doing so, the number of parameters in the class model is reduced nearly by half. Furthermore, we can also impose more constraints on how classes are transmitted from the parents to the children. For example, we can assume that a child can only receive one of the two classes of his parents. We call this constraint the parental class constraint. Formally, it implies that
which means that c is equal either c 1 or c 2 or both (if c 1 = c 2 ). By default we assume mother-father symmetry, but we let the model selection procedure described in Section 4 determine whether the parental class constraint is appropriate for the data.
EM algorithm
It is clear that inference about parameters ∆ directly from the likelihood (2.1) is hard to accomplish because of the huge summation involved in its computation. We use here the EM algorithm (Dempster et al., 1977) , an iterative approach that converges to local maximum of likelihood. The EM algorithm is based in two steps. Let ∆ (t) be the model parameter estimates after the t-th iteration of the algorithm. The E step computes the expectation of the complete log-likelihood (obtained when we consider the latent variables C as "observed") with respect to the latent variables C given the observed data Y. The M step of the EM algorithm consists in maximizing the expected complete log-likelihood in term of parameters ∆ in order to obtain the next iteration parameters ∆
(t+1)
. Again, we derive here the steps of the EM algorithm in the case of a single family, and the generalization to N families is trivial.
The complete likelihood considers the latent variables C as "observed" and is given by
Then, the E step of the algorithm consists in computing the following expectation, up to an additive constant:
where the weights w
i (c, c 1 , c 2 ) represent the joint posterior class probabilities for each trio (mother, father, child i) and w (t) ic represents the marginal posterior class probability for subject i. Specifically, the weights w
, for i = 3, . . . , n, with
Once the above posterior probabilities of each trios are obtained, the marginal posterior probability of class can be obtained for each subject i as
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In the M step, the function (2.6) is maximized with respect to ∆, under the constraints given in (2.2), (2.3), (2.4), if applicable. Under these three constraints, the M step for the transition class probabilities is as follow:
Note that specifying initial value p
c, c 1 , c 2 = 0 implies that the probability defined in (2.8) is null, which implies by equation (2.7) and (2.11) above that p (t) c, c 1 , c 2 remains null at each iteration of the algorithm. As a consequence, specifying initial values in the EM algorithm such that
implies that the parental constraint (2.5) is automatically satisfied.
The M step for the founder class probabilities can be derived similarly, and we obtain the following estimates:
2 .
The M step for the measurement parameters (θ 1 , . . . , θ K ) depends on the density or distribution assumed. When data are normally distributed, M-step estimators can be easily obtained. They are a weighted version of the maximum likelihood estimators of the mean and variance of a multivariate normal 9 distribution in finite mixture models (McLachlan and Peel, 2000) , where the weights are defined in (2.9). When measurements are categorical, Y ij , the jth measurement of individual i, can take only one of s discrete values, say Y ij ∈ {1, . . . , s}. One possible model is the classic logit multinomial model, conditioning on the class. Specifically, we define:
Note that such a model assumes that the measurements Y ij 's for individual i are independent conditionally to the class. The parameters to be estimated in the M step for each class c are θ c = (θ c1 , . . . , θ cd ), with θ cj = (α cj1 , . . . , α cj s−1 ). The M-step estimates are the following:
where the weights w ic are defined in (2.9) and where the function I is an indicator function. Furthermore,
Note that covariates can be easily incorporated in the model in a linear fashion through the mean for the multivariate normal distribution and the logit for the multinomial model (2.12).
Latent class model: the case of symptoms
We have seen in the last section that classes of diseases can be inferred from measurements available on all subjects, such as alternative phenotypes. In practice, disease classes are also often inferred from a set of symptoms, usually measured only on individuals diagnosed with the disease of interest. For
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The International Journal of Biostatistics, Vol. 5 [2009 ], Iss. 1, Art. 6 DOI: 10.2202 /1557 -4679.1126 example, in the case of schizophrenia, symptoms such as level of hallucination, mania, strange behavior are recorded on each patient. It is obvious that such levels of symptoms are measured only in subjects diagnosed with the disease of interest. In contrast with the previous section, we consider here that measurements (symptoms) are observed only on affected individuals. Since we assume in this paper that disease classes are genetically transmitted from the parents to the children, parents with missing measurements must be kept in the analysis. For this reason, the model presented in the previous section needs to be extended.
We suppose here that individuals with missing measurements can arise from two situations: 1) the individual is non affected by the disease and as a consequence, his/her symptoms have not been evaluated; or 2) no disease diagnosis has been made and symptoms have not been measured on the individual (missing data). In this paper, we consider situation 1: individuals with missing symptoms are non affected by the disease. This implies that missingness is related to the disease diagnosis. An extension of the model, making the distinction between missing measurements and non affected individuals is discussed at the end of the paper. Note also that unaffected children (with missing symptom measurements) provide no information and are excluded from the analysis. As a result, we now consider families of size n of four different types: symptoms have been assessed on both parents, only on the mother, only on the father, or neither on the mother nor father. These four cases are illustrated in Figure 1 .
Model assumptions and description
As we mentioned, parents with missing measurements (i.e. non affected by the disease, according to the assumption stated above), which do not usually contribute to the standard latent class analysis, must be taken into account here because of the parental class "transmission". We distinguish two possibilities from the underlying genetic point of view: a parent with missing symptoms 1) may carry disease alleles that he or she passes on to his or her affected children, or 2) carries no disease allele, so that affected children inherit disease alleles exclusively from the other parent. In the former case, we assume that the parent belongs to one of the K disease classes defined in Section 2, even if she or he doesn't express the disease. In the latter case, we define an unaffected / non carrier class 0, and assume that, whenever a parent is in class 0 and the other parent in a class c = 0, the disease class of the children depends only on the class c = 0 to which the other parent belongs.
The notations of the model are identical to those of Section 2. The ob-served measurements Y represent the set of symptoms for all the individuals (where Y 1 and/or Y 2 is missing, if the mother and/or father doesn't have any symptom measured). In addition, we define S = (S 1 , . . . , S n ) such that S i = 1 if symptoms have been measured on individual i, and 0 otherwise. Note that in the model developed in this section, S is also an indicator of disease diagnosis. We made the assumption that S is always observed and condition on S in the model. We define π S,c as the probability that a parent (founder) belongs to class c (c = 0, . . . , K) given that he/she expresses disease symptoms, such that
Such a definition assumes that a parent with symptoms has a zero probability to be in the non-affected class (class 0). Similarly, we define π¯S ,c as the probability that a parent (founder) without symptoms belongs to class c (c = 0, . . . , K), such that
14)
where p 0 represents the probability that an individual without symptom is in class 0 (non-affected by the disease and non carrier). This definition implies that an individual who doesn't express any symptom of the disease (nonaffected) belongs to class c with probability (1 − p 0 )p c , i.e. with a probability proportional to the probability of a parent with symptoms, an assumption that we have to make because no symptom data is available to estimate the disease class distribution. Using the notations from Section 2, and noting that ∆ = ((θ c ), (p c ), (p c, c 1 , c 2 ), p 0 ), we can write the likelihood of the data as
where the probabilities p c, c 1 , c 2 are now defined for all c = 1, . . . , K and all (c 1 , c 2 ) ∈ {0, . . . , K}
2
. Note that the constraints of the model are similar to Section 2, and can be expressed as (2.2), (2.3), (2.4) and (2.5) if applicable. However, note that when the measurements of both parents are unobserved in all families, the latent class model without parental class constraint (2.5) is unidentifiable. In this case, imposing the parental class constraint insures identifiability of the model as long as the parameter p 0 is fixed and not estimated.
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(3.15)
EM algorithm
As we did in Section 2, an EM algorithm can be implemented to estimate the model parameters. Specifically, we can write the expected complete data log-likelihood given the observed data (E step) as follows up to a constant:
where¯S i = 1 − S i and where the weights w's represent the posterior probabilities of classes and are defined similarly to (2.9) and (2.7), such that
, (3.17)
, for c = 1, . . . , K and (c 1 , c 2 ) ∈ {0, . . . , K} 2 and where Pr(C i = c, C 1 = c 1 , C 2 = c 2 , Y|∆) is defined as in (2.8). Note that equation (3.17) is similar to (2.7) in the previous section, with the sums starting at class 0 instead at class 1.
The marginal weight w ic is defined for c = 1, . . . , K such that
),
Note that this weight is defined similarly to equation (2.9), with the sums starting at class 0 instead of class 1. For the M step, the function (3.16) is maximized in order to obtain estimates of the parameters. Under the four constraints (2.2), (2.3), (2.4) and (3.15), the M step for the transition class probabilities have the same form as in (2.11). The M step for the founder class probabilities can be derived similarly, and we obtain
, for c = 1, . . . , K.
Furthermore, for the class 0 probability, we have
The M step for the measurement parameters (θ 1 , . . . , θ K ) depends on the density or distribution assumed. The case of symptoms is identical to the case of alternative phenotypes (Section 2), where the weights are now replaced by (3.18).
Model selection
Multiple latent class solutions can be obtained on the same dataset by varying the number of classes, the dependence structure among relatives (e.g. with or without parental class constraint), the covariance structure of the measurements or other parameters. When analyzing a dataset, one defines a range of possible values for each relevant element of the latent class model. The universe of possible combinations of these elements forms a set of candidate latent class models. We wanted to select, among the set of candidates, the model providing the best approximation to the true symptom distribution of the family members, with respect to a suitable criterion. Several methods have been proposed in the literature to select the optimal model with independent observations, like the graphical tools proposed by Garrett and Zeger (2000) , the Bayesian Information Criterion (BIC) (Schwartz , 1978) or the Akaike Information Criterion (AIC) (Akaike , 1974) . However, because of the dependence structure of our family data, such methods are not appropriate. For instance, it is not clear if the N parameter in the BIC or AIC criteria should be taken as the number of subjects, the number of families (independent units) or something in-between. Taking this into consideration, we chose likelihood-based cross-validation as a model selection strategy. In the case of independent observations, likelihood-based cross-validation is asymptotically optimal, in the sense that it performs as well as a benchmark selector that would select the candidate model minimizing the Kullback-Leibler distance to the true symptom distribution (van der Laan et al., 2004) . In our case, observations on the subjects of the same family are dependent, but different families are assumed independent. The families are therefore the sampling units, and are kept intact when splitting the dataset into training and test sets during the cross-validation process. We have implemented a H-fold cross-validation procedure described by the following algorithm. First, let's assume that families are in random order in the dataset, and then: using the parameters estimated in a) on the test data. This loglikelihood is noted l The parameters of the selected model are then re-estimated on the full dataset. For the analyses described in this paper we set H = 5. Note that the cross validated likelihood l model is computed using parameters estimated from an independent set of observations. It is therefore not affected by the number of parameters in the model. Vermunt assumes a two-levels latent structure. If we consider individuals as observation units and families as clusters, we can note Y ij as the (clinical) measurements of individual i (i=1,. . . ,n) within family j. The two-level latent class structure assumes that these measurements depend on the class C ij of this individual (with K possible classes) and on the class X i to which family i belongs to (with L possible classes). This hierarchical structure of the latent classes is illustrated in Figure 2a . Figure 2 : We consider here a family j with n members. Hierarchical latent class structure in the model from Vermunt (2008) (Figure a) . Extension of the hierarchical latent class structure of Vermunt (2008) In this model, the distribution of measurements is defined conditionally to the individual classes, i.e. Y ij |C ij = c ∼ f(.; θ c ) and the individual class distribution is defined conditionally to the family (cluster) class, i.e.:
In order to use such a framework to model the familial dependence structure described in this paper, one would need to include two types of latent classes at the cluster (family) level. As illustrated in Figure 2b , one can introduce a "maternal" family-class M j and a "paternal" family class P j . In this case, individual classes are then influenced by both maternal and paternal family
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Note also that the parental constraint 2.5 can be included in this model in an obvious manner. This type of modelization has the advantage that it generalizes an existing latent class model for clustered data, but unfortunately, extension of the model to multi-generation pedigrees would greatly complexify the latent class structure, contrary to our proposed model.
Simulation study
The focus of the simulation study was to compare the classification performance of the latent class models with and without familial dependence. The model without familial dependence can be seen as a traditional latent class model, i.e. a mixture model where the mixture components represent the classes. Furthermore, it may be unclear whether any genetic model could support a latent class structure where the latent classes correspond to meaningful genetic grouping of phenotype outcomes. In order to answer this latter concern in our simulation study, we simulated data under a specific genetic disease class model, which does not specifically assume the parents-children dependence structure underlying our approach. We considered here two two-allele disease loci, with alleles (d 1 , D 1 ) and (d 2 , D 2 ), where D 1 and D 2 represent the mutant alleles with frequencies 0.000252 and 0.0225 respectively. The first locus was assumed to have a dominant inheritance mode, while the second locus expresses a recessive inheritance mode. Carriers of "normal" genotypes (d 1 /d 1 at locus 1 and at least one d 2 allele at locus 2) have a probability Φ = 0.009 of being affected. The two loci are unlinked to each other and these frequencies correspond to a population disease prevalence of 1% assuming Hardy-Weinberg equilibrium at each disease locus. We consider in this simulation study three disease classes of affected subjects, determined by their genotype at the disease loci. In addition to the two disease classes defined by the two disease genes, carriers of "normal" genotypes who are affected form another class, what we define as an "environmental" class. The correspondance between genotypes and classes is shown in Table 1 . For each of the two loci, genotypes of individuals were simulated using the computer package Simla (Schmidt et al. (2005) ). For our study, we simulated 50 nuclear families with two children affected by Table 1 : Classes of subjects with respect to their genotypes at the two loci. Class 0 represents unaffected subjects and occurs with probability 1−Φ. Class 1 represents the environmental class and occurs with probability Φ.
the disease. This simulation was repeated 400 times. The affection status of the two parents differed for each simulation and on average, we simulated 21.7 families with both unaffected parents, 28 families with one affected parent and 0.3 families with both parents affected by the disease. We considered a set of five symptoms measured on a continuous scale on each individual affected by the disease. Symptoms were simulated for affected subjects given their disease class from a multivariate normal distribution. We specified the class means as µ 1 = (50, 37, 50, 37, 50), µ 2 = (58, 55, 50, 45, 42) and µ 3 = (42, 45, 50, 55, 58) , such that the centroids of the three classes are approximately equidistant. Note that symptom 3 did not differ between classes and only added noise to the simulated data. The matrix of symptoms correlations was identical for each class, and correlations were such that ρ 12 = ρ 45 = −0.267, ρ 14 = ρ 25 = 0.267, ρ 15 = 0.427 and all other correlations were 0, where ρ ij denotes the correlation between symptoms i and j. This correlation matrix was specified in such a way that the symptoms were marginally uncorrelated in a sample where all classes were equiprobable. This was done to mimic the situation where symptoms are marginally independent by construction, for instance if factor scores are used as symptoms. We also fixed the same standard deviation σ for each symptom and each class and we treated the cases σ = 5, σ = 10 or σ = 15.
From now on, the dependence model refers to the familial dependence model we propose in this paper. The independence model refers to the traditional latent class model, assuming independence between individuals. Note also that since our goal is to evaluate the impact of the dependence framework on the classification, the true symptom model (multivariate normal with the same covariance structure for each class) was assumed in both types of models (with and without dependence).
We first fitted two latent class models, with and without dependence, with 3 classes to the simulated data. In each of the 400 repetitions of the simulation, individuals were classified in their most probable class, according to the
18
The International Journal of Biostatistics, Vol. 5 [2009 ], Iss. 1, Art. 6 DOI: 10.2202 /1557 -4679.1126 posterior class probabilities obtained from the latent class models and given by the weights w ic in (3.18). We computed the average misclassification rates corresponding to the classification of the subjects into classes under each model. The corresponding confidence intervals are given in Table 2 . As we can see, the misclassification rate for our proposed model becomes much lower than the rate for the independence model as the variance of the symptoms increases. Furthermore, without simulating the classes under our parents-children dependence model, the dependence structure we assume was able to capture the genetic dependence underlying the data. Instead of specifying the true number of classes in the latent class models, we also tried to let the model selection strategy presented in Section 4 determine the optimal number of classes for the two methods considered (dependence versus independence model). The optimal number of classes was selected in the range from 1 to 5. If the model with 3 classes was not selected by the cross-validation procedure, it was impossible to compute a misclassification rate comparing a classification of subjects in 3 classes with a classification of subjects in 1, 2, 4 or 5 classes. In order to evaluate the performance of the classification in such cases, we used the Rand statistic index proposed in Dudoit and Fridlyand (2002) . This index allows the computation of an agreement between two partitions: the real class partition (3 classes) and the chosen model class partition (1, 2, 3, 4 or 5 classes). A perfect agreement between the classification obtained from the model chosen and the true classification leads to a Rand index equal to 1. A rand index of 0 is obtained when the partition of the subjects into K classes is obtained at random. The average Rand index over the 400 simulations is presented in Table 3 . The conclusions are similar to the previous case: the dependence model performs much better than the independence model as the variance increases. We note also that the difference between the two models is really important in the case σ = 15. This difference between the two methods can also be explained by the fact that our proposed model chooses the true number of classes more often than the independence model. For example, in the case where σ = 15, our model chooses 3 classes in 26% of the 400 simulations, whereas the independence model chooses 3 classes only in 2.5% of the simulations. Finally, note that we also performed a simulation study where data were generated under the independence assumption between individuals (the class of a child is independent of the class of its parents). In such a case, the independence and dependence models perform similarly in terms of classification.
An application of the latent class model to autism
In this section, we show an application of our approach to genetic analysis of autism. The Autism Diagnostic Interview-Revised (ADI-R) (Lord et al., 1994) is a clinical diagnosis instrument for assessing autism in children and adults. The instrument focuses on behavior in three main domains: qualities of reciprocal social interaction (SOC); communication and language (COM); and restricted and repetitive, stereotyped interests and behaviors (BEH). Each of these three domains is itself divided into four subdomains. The twelve ADI-R subdomain scores measure autism-related symptoms and may help to distinguish classes of autism. We analysed ADI-R data from the Autism Genetic Resource Exchange (AGRE), a DNA repository and family registry, housing a database of genotypic and phenotypic information that is available to the entire scientific community. A general description of AGRE is given at www.agre.org. Among the 12 scores available, we attempted to select the ADI-R subdomain scores (symptoms) most likely to be informative for identifying autism susceptibility genes. In particular, we sought to select scores with the strongest familial resemblance, measured by the intraclass correlation within sibship. This resulted in the choice of two scores in the BEH domain (BEH1 and BEH2), and one score on the SOC and COM domains (SOC3 and COM1), for a total of four scores. These scores were measured in 787 nuclear families with children affected by ADI-R Autism Spectrum Disorder (ASD) (1484 children
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The International Journal of Biostatistics, Vol. 5 [2009 ], Iss. 1, Art. 6 DOI: 10.2202 /1557 -4679.1126 in total), where all children have the four scores measured, but where all the parents were unaffected by the disease. The number of affected children per family ranges from 1 to 5, with most of the families (556 in total) having two affected children.
The four symptoms selected for the latent class analysis are measured on an ordinal severity scale from 0 to 6 for SOC3, from 0 to 8 for COM1, and from 0 to 4 for BEH1 and BEH2 (0 being the least severe). We noticed that the mean of the two BEH scores increased with age from two to ten years of age, and remained stable at older ages. The mean of BEH1 was higher in males than in females. Given the characteristics of the AGRE data, we used the ordinal model described in (2.12) to model the symptom distribution, where age was added as a covariate for the BEH2 score, and the covariates gender and age were added for the BEH1 score. Specifically, the probability model for the symptoms was
using the same notations as in (2.12) and where x i is the covariate vector for individual i, and β j is the corresponding vector of covariate coefficients for the jth symptom. We also specified an ordinal constraint of the parameters of the symptom model, assuming α cjy = α c jy for all (c, c ) and y > 1. Under this constraint, classes are ordered for each symptom, and our results showed that this model had a better fit than the model without constraint on our dataset (results not shown). This ordinal model assumes independence of the symptoms within individuals conditionally to the class, an assumption that did not seem to be strongly violated, since the highest observed correlation between the four symptoms within classes was found to be 0.2 (this was computed by assigning individuals to their most probable class).
We fitted the dependence model and the independence model with and without covariates assuming 2 to 8 classes. The likelihood from the crossvalidation strategy is presented in Figure 3 . From this figure, we observed that a model with covariates provided a better fit to the data. Furthermore, the dependence model also seemed to improve the fit significantly . According to this figure, a final model with 5 classes was found to be optimal for our proposed model and 6 classes for the independence case. When we classified individuals in their most probable class, we noted that the two methods showed major differences in the classification of the individuals. For instance, our proposed model classified the majority of the individuals into two main classes: When we compared the classification obtained from the two models using the index Rand described in Section 5.2, we obtained a low index of 0.32. Next, it is interesting to compare the proportion of times two sibs from the same family were classified in the same class, with the same proportion under the null hypothesis of random assignment of the classes. Under this null hypothesis, the probability is estimated by
The International Journal of Biostatistics, Vol. 5 [2009 ], Iss. 1, Art. 6 DOI: 10.2202 /1557 -4679.1126 with K = 5 for the dependence model and K = 6 for the independence model. We obtained that 73.7% of the sibs were classified in the same class using our proposed model, versus 41.3% for the independence model. Under the null hypothesis of random assignment, these probabilities were respectively 21.6% and 31.4%. From this, we concluded that our approach better succeeded in capturing the familial correlation. Finally, symptom patterns for each class are illustrated in Figure 4 for our proposed model. As can be seen, classes are not just defined by severity of the symptoms. The five classes solution revealed two classes with very similar behaviour symptoms but who differed according to their average qualities in social interaction and language (classes 1 and 4), two classes with similar social and language qualities but who differed on behaviour skills (classes 2 and 5) and, finally, one class of children with severe symptoms over all domains. Finally, note that a genetic linkage analysis of this dataset using the classes obtained here is described in Bureau et al. (2008) .
Discussion and conclusion
We have described in this paper an extension of latent class models to familial data in a context of genetic studies. The model we proposed has several interesting features, making it applicable to a variety of genetic studies. i) Genetic familial dependence. The model takes into account the genetic familial structure present in the data. Note that modeling such dependence is complex but, at the same time, crucial for the success of the classification of subjects into disease classes. It is also important to note that the proposed dependence structure for each parents-child trio does not represent the true underlying genetic dependence structure present in families. However, by simulating genetic data (Section 5), we could conclude that our familial dependence model is able to capture the phenotypic dependence between relatives due to the Mendelian transmission of alleles at disease loci, even though Mendelian transmission is not explicitly modeled. We also showed that taking into account the familial structure in the latent class models is more powerful than assuming the independence of the individuals. The rate of misclassification decreases considerably in the case of the dependence model, and the true number of classes is also chosen more often by the model selection procedure.
ii) Heterogeneity. The analysis of the AGRE dataset showed that our proposed approach succeeds in modeling familial correlation since two sibs are classified in the same class in a much higher proportion than expected under randomness. Nevertheless, several classes can also appear within families, which demonstrate the model's ability to deal with genetic heterogeneity, both within and between families.
iii) Environmental class. Although the environmental effect is not explicitly modeled, we showed in the simulation study that the latent class model is able to detect classes that could be attributable to shared environmental factors as well as genetics.
iv) Different models for class transmission. We showed that it is possible to incorporate some constraint in the model, describing several types of class transmission within the parents-child trio. For instance, we can
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The International Journal of Biostatistics, Vol. 5 [2009 ], Iss. 1, Art. 6 DOI: 10.2202 /1557 -4679.1126 impose the "symmetry mum-dad constraint" (2.4) which implies that classes of disease are not sex-related, and/or specify a parental class constraint (2.5) specifying that a child can only receive one of its parents classes.
v) Alternative phenotypes versus symptoms. The model can be based either on measurements available on every subject, or on symptoms, available only on individuals diagnosed with the disease of interest. In the latter case, "missing" parents should still be kept in the analysis in order to model the dependence structure between brothers and sisters.
vi) Use of the disease classes in linkage analysis. The classes obtained can be used to redefine the phenotype in linkage analysis. A naive approach can be taken, which consists in assigning each subject to their most probable class and then performing separate linkage analysis on each class. This approach, as well as another method taking into account the uncertainty of the classes, is presented in Bureau et al. (2008) . They also performed extensive simulation studies showing that the power to detect genes is significantly increased when disease classes are defined taking into account the dependence structure of the pedigree.
Not knowing the true classes of the individuals in the AGRE dataset, it is difficult to establish a formal conclusion regarding the comparison of our proposed methods versus the traditional model assuming independence of the individuals. However, our analysis showed that the fit to the data was significantly improved under the dependence model. This supports our assumption that familial correlation should be taken into account in latent class models for familial data.
The identifiability of the model for a given dataset is a concern for fitting and interpreting latent class models in general. An inherent feature of these models is that classes are interchangeable, and any permutation of the classes has the same likelihood. Beyond this, identifiability of the model depends on the observations. For instance, we note that the parameter p 0 representing the probability to be in class 0 for a founder is not identifiable when all founders are without symptoms (or non affected). However, we were able to verify that the rest of the parameters are identifiable in the case of 2 dichotomous symptoms, 2 classes and nuclear families with 2 children, where all founders are without symptoms. This situation is one of the least informative one can encounter. We expect that identifiability of the parameters with such data ensures identifiability in more informative cases.
Currently, we are extending the model presented here for nuclear families in order to consider arbitrary structures of pedigrees with several generations. Preliminary work in this direction has given promising results. The methods are implemented in R functions available from the authors and a R package is in development. Current work consists in extending the proposed latent class model to allow dependence between symptoms for ordinal data. This can be done by applying the multivariate probit model proposed by Chib and Greenberg (1998) . We are also dealing with the case of missing data, i.e. both disease diagnosis and symptoms are missing (situation 2 in Section 3). Specifically, the indicator of the presence of symptoms, S, becomes a random variable that is modeled jointly with the classes C, and P (S) is estimated on the founders in families.
Software
The model proposed in this paper has been implemented using the open source statistical software R. Programs are available in the R library LCnuclear, available upon author's request.
