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2
1 Introduction
Using the cues provided by a rich, three-dimensional environment, the hu-
man visual system is able to develop reliably into a robust machine that
can perform diﬃcult tasks with near flawless accuracy. One such task is
object recognition. Often, this problem is complicated by complex scenes
from which the features of a single object must be extracted and bound
together. Computational models of vision that only use unmoving, 2-D cues
(pictorial cues) are able to successfully perform many object recognition
tasks on real-world images (e.g. Riesenhuber & Poggio, 2002; Serre et al.,
2007). These models along with the basic human ability to recognize objects
in blurred pictures or objects in line drawings demonstrate that although
natural environments provide a rich set of visual cues that have the poten-
tial to aid in object identification, such as occlusion, color, shadows and
illumination, object recognition can be performed with extremely limited
information. However, human visual perception develops using stimuli that
include the entire range of pictorial cues and more. Anatomy and an in-
teractive, complex, 3-D environment provide two computationally rich cues
that hold information about 3-D shape: motion and binocular disparity.
This suggests that models that are only exposed to static images do not
learn object categorization in an embodied fashion that is comparable to
the learning that occurs in biological systems. 3-D cues such as motion have
the potential to aid in separating an object within a scene so that object
recognition can be performed successfully even in the presence of distractors.
In addition, by adding elements that improve a vision model’s ability to ex-
3
tract shape, the model’s ability to classify objects should improve as well.
If the visual system is able to use 3-D cues to constrain the development of
pictorial cues, 2-D object recognition would be enhanced.
Integrating the signals from two eyes with overlapping visual fields re-
sults in stereoscopic vision. When both eyes focus on a common point,
points lying in diﬀerent depth planes will project onto the two retinas with
a horizontal oﬀset that depends on the depth. The diﬀerence of retinal
patterns, the binocular disparity, can be compared using simple geometric
principles and translated into the relative depths of diﬀerent points in a
scene (G˚arding et al., 1995).
Motion parallax occurs when an observer moves relative to an object.
The movements of diﬀerent points in a three-dimensional environment are
projected onto a single retina in a way that corresponds to the depth of
each point relative to the point of fixation (see Figure 1). This eﬀect can
be exploited to calculate the depths of diﬀerent points of a 3-D object and
thus, its structure (Wallach & O’Connell, 1953; Ullman, 1979; Rogers &
Graham, 1979; Andersen & Bradley, 1998; Fernandez et al., 2002; Fernandez
& Farell, 2008). This process is known as the kinetic depth eﬀect or structure
from motion (SFM). Motion is an appealing cue because it exists within all
biological visual systems even when these systems cannot process other cues
such as binocular disparity or color (Nakayama, 1985). This suggests that
motion serves a fundamental role in visual perception.
Independently, motion parallax and binocular disparity can serve as pow-
erful tools. Obviously, the human visual system continues to function ex-
tremely well when one eye is closed, so pictorial cues and motion cues are
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Figure 1: From Busettini et al. (1996). Motion parallax causes objects
in diﬀerent depth planes to move at diﬀerent velocities across the retina
compared to the focal point when the observer moves relative to a scene
or object. a) Perceived velocities of points at diﬀerent depths of the scene
when the observer focuses on the mountain while moving left. b) Perceived
velocities of points at diﬀerent depths of the scene when the observer focuses
on the tree while moving left.
all that are necessary to provide a rich, three-dimensionall perceptual expe-
rience with accurate object recognition. However, motion on its own can-
not provide perfect calculations of 3-D shape. Stereoscopic vision also has
deficits in precise 3-D depth calculation. Instead the structure calculated
by binocular disparity or motion parallax is based upon relative depth that
represents only a bas relief structure, an ambiguous transformation, of an
object (G˚arding et al., 1995; Bradshaw et al., 2000). While the amount of
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ambiguity present in a relief transformation does not render the 3-D repre-
sentation useless, the two cues together might be able to work together to
constrain each other in order to construct a clearer, more accurate repre-
sentation of 3-D shape (Richards, 1985; Todd & Norman, 2003). Use of
binocular disparity requires the matching of points on two retinal patterns
(binocular matching). This nontrivial task can be assisted by motion sig-
nals (van Ee & Anderson, 2001). By using combined cues to create the
most accurate representation of 3-D possible, a visual model should be able
to use this shape to learn object classifications better. This is especially
true in models that rely purely on shape cues for object recognition instead
of integrating cues like color and shading. Visual processing using combing
disparity and motion cues is desirable since it even has implications for vi-
sual functions besides object recognition such as navigation (Lappe, 1996;
Macuga et al., 2006; Warren & Rushton, 2009) and figure-ground separation
(Bradley & Andersen, 1998; Born & Bradley, 2005).
1.1 Human Behavioral Evidence on Visual Development
Although adults are able to recognize objects in pictures, infants are not able
to perceive pictorial depth cues or recognize 3-D shapes based solely upon
pictorial cues until about 5 months of age (Kavsˇek et al., 2009; E. Nawrot et
al., 2009). Motion and binocular disparity detection, on the other hand, de-
velop earlier. At six weeks, infants can detect bidirectional motion (Wattam-
Bell, 1996) and 8-week-olds exhibit sensitivity to 3-D shape defined by optic
flow (Arterberry & Yonas, 2000). E. Nawrot et al. (2009) performed a longi-
tudinal study of infants that showed that the infants developed sensitivity to
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depth from motion parallax at 14-16 weeks. Previous evidence indicates that
infants begin using binocular disparity during the same timeframe (Yonas et
al., 1987). 4-month-olds have been shown to be able to perceive 3-D shapes
from kinetic displays without being able to perceive the same shapes when
presented with a series of stationary, binocular views of the shape (Kellman
& Short, 1987). Given this timeline of development, the learning of picto-
rial cues could rely at least in part on the depth representations provided
by motion and binocular disparity cues.
Ostrovsky, Meyers, Ganesh, Mathur, and Sinha (2009) showed that pa-
tients with certain forms of blindness could develop object recognition skills
in late childhood and even into adulthood with the help of therapy tech-
niques focusing on the use of motion cues. Patients who could not separate
and identify individual shapes gradually learned to see and identify individ-
ual objects from pictorial cues after being exposed to images where motion
could be used for object segregation and feature binding. Static cues were
not significantly helpful with these patients. This suggests that the brain
depends on motion as an essential and uniquely powerful cue for learning
to segregate individual shapes and bind together the features that makeup
those shapes during development.
Psychophysical studies of 3-D shape perception show that binocular dis-
parity and motion cues are not processed separately (Rogers & Collett, 1989;
Domini et al., 2006). Perceived depth results as a combination of the two
cues (Luca et al., 2007). Amblyopic subjects, who have impaired stereo-
scopic vision throughout development and into adulthood, are unable to
judge depth from motion parallax cues alone as successfully as normal sub-
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jects (Thompson & Nawrot, 1999). This evidence demonstrates that the
visual system uses combined cues to increase the robustness of the visual
system for extracting 3-D shape. In the same way binocular disparity helps
the visual system learn to make better use of motion parallax, the learning
of pictorial cues could be bootstrapped by disparity and motion cues.
1.2 Cortical Representations of the Three-Dimensional Vi-
sual World
Primary visual cortex (V1) and the middle temporal area (MT) are both
brain regions that have been implicated in combined disparity and motion
processing. Single-cell recordings of complex cells in macaque visual area V1
show that many cells are tuned for both motion and disparity (Bradley et al.,
1995; Anzai et al., 2001; Pack et al., 2003; Born & Bradley, 2005). In fact,
motion sensitive V1 cells have a tendency to show selectivity for disparity
(Prince et al., 2000). Cells in the MT areas, which receives input from
disparity and motion tuned V1 complex cells, commonly show combined
disparity and motion tunings as well (Born & Bradley, 2005). The purpose
of MT might be to represent actual to 3-D structure based upon the basic
information from V1 (Andersen & Bradley, 1998; DeAngelis et al., 1998;
Dodd et al., 2001; Nguyenkim & DeAngelis, 2003; Born & Bradley, 2005;
Nadler et al., 2008). MT cells show changes in firing rate that correlate
with the changes in surface-order perception of bistable stimuli (Bradley et
al., 1998). Human fMRI data indicate that MT responds to perceived 3-
D orientation in contrast with V1 which responds to individual cue levels
(Welchman et al., 2005). Since MT is implicated in both depth perception
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from binocular disparity and motion parallax, MT is thought to be involved
in computing general 3-D representations of space (Nadler et al., 2008).
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2 The Model
2.1 The HighVis Model
The model present here is an extension of the HighVis Leabra object recog-
nition model developed by O’Reilly (unpublished). HighVis is an artificial
neural network (ANN) model of the ventral stream of visual processing with
layers of point neurons representing visual areas V1, V4, inferior temporal
cortex (IT), and an output layer (Figure 2). The model takes a monocular,
unmoving image as an input and it learns to classify the images into object
categories.
The model’s architecture resembles the multilayer structure seen in other
object recognition models. The V1 layers serve as the input to the network.
There are two V1 layers, V1 high and V1 med, and corresponding V4 layers,
V4 high and V4 med. V1 units are organized into hypercolumns: a set of
units that respond to diﬀerent oriented edges for the same receptive field.
The V1 layers project onto the corresponding V4 layer. V4 units receive
input from a set of spatially contiguous V1 hypercolumns, giving the V4
units a larger receptive field than the V1 units. V4 units were divided into
groups that shared receptive fields. Although in the brain V1 projects to
V2 which in turn projects to V4, this model simplifies this 3-layer pathway
into 2 layers. Both V4 layers have complete (i.e. each V4 unit connects to
all IT units), bidirectional connections with the IT layer. The IT layer has
complete, bidirectional connections to the localist output layer. Each unit
in the output layer represents an object category. All the units in this model
are excitatory and inhibition is computed within the individual layers using
10
a k-winners-take-all algorithm.
The model receives a 2-D, monocular image of an object as input (see
Section 2.2 for more details). The image is then filtered using diﬀerence
of Gaussian filters to approximate the on-oﬀ cells found in the retina and
lateral geniculate nucleus. The receptive fields of the V1 units are oriented
Figure 2: The HighVis Leabra object recognition model. The input image is
displayed in the upper right next to the high spatial frequency, on Gaussian
filter of the image. On the bottom, the two V1 layers use Gabor filters
to detect edges in the Gaussian filtered inputs. The V1 med on the right
uses a lower spatial frequency than V1 high on the left. The V1 layers feed
upwards into their corresponding V4 layer (V4 high or V4 low). The V4
layers connect to the IT layer and receive connections back from IT. The IT
is bidirectionally connected with the Output layer. The Output layer uses
a localist representation with each unit representing an object category.
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Gabor filters which, when given the Gaussian filtered inputs, detect edges
of diﬀerent orientations for specific points across the visual field. There are
two sets of diﬀerence of Gaussian and V1 Gabor filter units representing
high spatial frequency and medium spatial frequency. The high spatial fre-
quency filters are used to produce the input for V1 high while the medium
spatial frequency filters activate V1 med. Although the dataset used with
the model contained color images, these images were converted to grayscale
when presented to the model.
To test the models ability to create general object category representa-
tions, the model was initialized with random values for the strength of each
connection (synapse) between units and then trained using the biologically
plausible, combined error-driven and self-organizing Leabra learning algo-
rithm (O’Reilly, 2001). Once the network had been trained for 1000 epochs
with 500 training exposures per epoch, the model was able to classify the
inputs in the testing set while an average accuracy of 91.1% over 8 runs
of the model in which the weights were initially set to random values and
random test-training set splits were made for each run (see Section 2.2 for
the details of the testing set).
This model’s use of bidirectional connectivity diﬀers from the more com-
mon approach to visual modeling with ANNs that uses pure feedforward
networks (e.g. Riesenhuber & Poggio, 2002). Since biological visual systems
contain both feedforward and feedback connections (Van Essen & Maun-
sell, 1983), this model fits better with the available biological evidence than
pure feedforward models. The bidirectional connections have also shown to
provide the model with an advantage when noise is added to the inputs.
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When the feedback connections were significantly weakened, noise reduced
object-recognition performance significantly more than when the feedback
connections were left intact.
2.2 The Image Dataset
The image set used to train and test HighVis is a collection of 3-D models
containing 100 object categories of real world objects with approximately 10
exemplars per category. These objects were assembled from publicly avail-
able Google 3DWarehouse (http://sketchup.google.com/3dwarehouse/). The
categories include items such as windmills, traﬃc lights, motorcycles, and
donuts. Once the objects were assembled, they were normalized to all have
similar sizes and placements.
In order to create the input set for the HighVis model, 2-D images of
the objects were rendered (See Figure 3a). The images were rendered at a
resolution of 320x320 pixels on a light gray background. 20 views of each
object were rendered using diﬀerent rotations. The size and placement of
the objects remained constant over each of the views. The rotations for
each view were selected at random from a range of values. In the horizontal
axis, the rotations ranged from 10 to 30 degrees. In the vertical axis, the
rotation ranged from -20 to 20 degrees. Objects in categories which were
viewed from the side and could be viewed properly from both sides (cars,
airplanes, fish, bicycles, etc.) could also be rotated from 160 to 200 degrees
in the vertical axis to give the second view.
Each time a network was trained, the dataset was randomly divided into
a training and testing set on the object level (instead of the view level).
13
(a) Basic render
(b) Objects with background images
Figure 3: Examples of rendered images from the dataset.
Two objects from each category were randomly selected and placed into the
testing set while the remaining objects were placed into the training set.
2.2.1 Background Scenes
The images were also rendered into scenes using the same position and rota-
tion parameters as before (See Figure 3b). The only diﬀerence is that a flat
picture of a natural scene was used as a backdrop instead of a blank gray
scene. For each individual view rendered of an object, an image was se-
lected at random from 83 images of natural scenes. The background images
were not correlate with individual objects or categories and did not provide
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context information.
2.3 Detection of Motion and Disparity
The HighVis model that has been described here is incapable of using 3-D
cues because of the nature of the inputs units. Using Gabor filters extended
into 3 dimensions and by applying the filter on two retinal images, motion
and disparity can be detected (Qian & Andersen, 1997). The filter is applied
to retinal images Il(x, y, t) and Ir(x, y, t) where Il(x, y, t) = Ir(x+∆x, y, t)
where ∆x is the disparity parameter . The receptive field for the filters is
defined as
f(x, y, t) = exp(− x
2
2σ2x
− y
2
2σ2y
− t
2
2σ2t
) cos(ω0xx+ ω
0
yy + ω
0
t t+ φ), (1)
where φ is the phase parameter and the σ and ω terms determine the shape
of the receptive field. By changing the parameters it is possible to create
units that detect moving edges of certain orientations and units that respond
to diﬀerent levels of motion. For the implementation of these receptive fields,
the time dimension was discretized into 3 steps and the spatial dimension was
divided into an 8 by 8 grid (Figure 4). This method of simultaneous disparity
and motion detection has been shown to correlate well with receptive fields
of actual V1 complex cells (Anzai et al., 2001).
The disparity tuning of the unit could be made broader by taking the
weighted sum of a Gabor filter applied to the two retinas over a range of
oﬀsets (∆x values) and multiplying them by a Gaussian centered at the
desired disparity distance (Figure 5). This method made it so that disparity
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detection was less rigid and fewer units would be required to detect a wide
range of disparities.
To test that these units were functioning, we used a three-layer neural
network model whose input was a layer of motion and disparity tuned units.
The input layer consisted of units which were tuned to detect motion in
eight directions: up, down, left, right, and the diagonals. The units were
also tuned for a near, focal, or distant disparity. This model was exposed to
squares at a particular disparity moving in a certain direction. Using error
driven learning, the model was rapidly able to learn to identify with 100%
accuracy the direction the square was moving and at which disparity.
We made a similar attempt to detect motion using a two-dimensional
gaussian filter with its center shifted in time. However, these filters would
activate without a suﬃciently strong motion signal. Visual analysis of the
filters suggested that the strong inhibitory signal in the center for the RF
seen in the 3-D gaussian filters at the start and end timesteps helps provide
a more reliable signal. This characteristic made it so that the 3-D gaussian
filters required the detection of an edge in the center of an RF at the middle
timestep and also require that no edge be present in the center at the other
timesteps in order to activate.
2.3.1 Input to the Model
In order to send the model a motion signal, a series of images were rendered
showing the object as it rotated over 3 timesteps. The models were rotated
4 to 6 degrees about the vertical axis and 2 to 4 degrees about the horizontal
axis. In the final timestep, the object’s rotation would be within the same
16
Figure 4: A Gabor filter designed to detect a bar moving from right to left
over 3 timesteps. The top group represents the filter at t = 0. Blue indicates
an inhibitory region of the RF and red is excitatory. This filter would be
applied to both the left and right retinal images, but with an oﬀset in the x
dimension to detect horizontal disparity.
restrictions for the objects given in Section 2.2. For the disparity signal, two
camera views were positioned with a horizontal oﬀset to simulate eyes. Both
cameras were pointed at the center of the object. This resulted in a total of
6 images for a single input to the motion and disparity detectors (Figure 6).
For each individual object, 20 such inputs were rendered for the dataset so
that the models would have to learn to recognize an object as viewed from
diﬀerent angles with diﬀerent amounts and directions of motion.
The objects were rendered out with both a gray background and an
image backdrop as before. The background was held stationary.
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Figure 5: This diagram shows the retinal locations that feed into the diﬀerent
disparity tunings for a single position in the visual field. The gaussian curves
represent the weighting of each point as total input to the disparity filter.
These inputs are designed to represent instantaneous motion information
about an object. More advanced use of motion cues requires eye tracking
movements (M. Nawrot & Stroyan, 2009), which will not be included in this
model.
2.4 HighVis with Motion and Binocular Disparity Detection
- 3-D HighVis
The connectionist model of the dorsal visual stream given by Fernandez and
Farell (2008) showed that an array of neurons encoding for both binocular
disparity and velocity can be used to compute accurately the depth of dif-
ferent points in a three dimensional scene. The model has layers of neurons
representing V1, MT, the medial superior temporal area (MST), and the
lateral occipital complex (LOC). The V1 layer served as the input to the
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Figure 6: A single input set of images to the motion and disparity detectors.
network and the layer was organized into an array of units each tuned to
detect both a particular disparity and velocity. This model used both feed-
back and feedforward connectivity to generate a depth map of the visual
field.
Since MT and V4 project to each other (Van Essen & Maunsell, 1983;
Underleider et al., 2008) and MST projects to posterior IT (Boussaoud et al.,
1990), it seems reasonable to connect some of the mechanisms in Fernandez
19
and Farell to HighVis. However, unlike the HighVis model, the Fernandez
and Farell model does not learn. Instead all the activations are prepro-
grammed and although this is a neural network model, the mechanisms
used are not very biologically realistic. So instead of reproducing Fernandez
and Farell in HighVis, some of the general concepts will be used and incor-
porated into HighVis in a more biologically constrained way.
The 3-D HighVis model was created to incorporate some of these capa-
bilities into HighVis by adding 3-D cue detection. This was accomplished
by expanding V1 to include a layer of motion and disparity sensitive units,
labeled the V1 complex layers since these units would be representative of
V1 complex cells. The previously existing V1 input layer tuned to unmoving
lines were relabeled as the V1 simple layer. Each unit was tuned to detect
an edge with a certain disparity moving in a certain direction. The new
V1 units were be organized into hypercolumns of edge-tuned units in the
same way the previously existing V1 units were organized. The V1 complex
layers were connected to the V4 layer in the same way the V1 static lay-
ers were connected, expanding the V4 layer’s role to include some of MT’s
functionality making a V4/MT layer. In addition to the V1 complex layers,
since the V1 complex units are binocular and the existing V1 simple layer
was monocular, the previously existing V1 simple layer was doubled into V1
simple left and V1 simple right in order to handle input for a second retinal
image. No explicit disparity detection was implemented in the V1 simple
layers.
3-D HighVis, was created using units with multiple disparity tunings
and two speeds of motion. The disparity tunings were for focal distance,
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far distance, and near distance. The tuning curves for the three disparities
were spaced so that they would overlap eachother as shown in figure 5. The
result was a set of 6 V1 complex sections: one far, near, and focal disparity
tuned sections for each of the two speeds (Figure 7). Each section consisted
of an 18 by 18 grid of overlapping receptive fields covering the foveal vision
and detecting moving bars in each RF moving in 8 directions (up, down,
left, right, and the diagonals). Within each receptive field, competitive
inhibition was implemented between the units tuned to edges moving within
the same disparity using a k-winners-take-all algorithm. It should be noted
that the V1 static layers used RF resolutions of 36 by 36 or 72 by 72, which
means that the V1 motion layers were significantly lower resolution that the
static layers. Unlike the static layers, which had detectors for two spatial
frequencies, the motion detectors were limited to a single spatial frequency.
The strengths of the inputs to the V4/MT layer were weighted by source.
The input from the V1 complex layers were 20% of the input, the feedback
connections from IT were weighted at 10%, and the connections from the
V1 simple layers were weighted at 70%. There were no feedback connections
projecting to the V1 layers.
For some experiments, the V1 static layers were lesioned. In these cases,
all the units in all of the V1 static layers were lesioned leaving only the
motion-sensitive V1 layers as working input.
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2.4.1 HighVis with Simplified Disparity Tunings - Focused 3-D
HighVis
A second HighVis with motion and binocular disparity detection, Focused
3-D HighVis, was created in an attempt to tone down the large combina-
torial expansion of input units so that the V4/MT layer would not become
overwhelmed. In this model, the possible tunings of V1 complex units were
limited to two speeds and only one broad disparity tuning centered at fo-
cal distance. The result of this limitation of V1 complex tunings was that
V1 complex layer would be made up of two sections: slow motion and fast
motion (Figure 8).
This single disparity tuning did not only detect objects at precisely zero
disparity. Each unit responded to moving edges at disparities around zero
disparity, but the units responded best to edges at exactly zero disparity
(See section 2.3 and figure 5). As edges were detected further from zero
disparity, the excitatory drive of the edges on the V1 units dropped oﬀ
according to a Gaussian curve. The Gaussian curve was made wide enough
so that the target objects presented in testing would not extend outside
the disparity region. This way disparity information would not provide
structural information about a target object, but it could still be helpful in
figure-ground separation since the disparity tuning would not be sensitive
to background objects even if the background objects were moving.
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Figure 7: 3-D HighVis model. The 6 V1 complex layers (bottom left) consist
of units tuned to slow or fast moving bars for near, focal, and far disparities.
The V1 static layers (bottom right) work as with the original HighVis model
(Figure refstereohighvis) except these layers have been doubled to use both
a right and left retinal image. The V1 static layers feed into a common V4
layer and no explicit disparity detection mechanism acts on these layers.
2.4.2 HighVis with Stereo Input
As part of the comparison to the original HighVis model, the original High-
Vis was expanded into the Stereo HighVis model which accepted two images
for a binocular input. This was done by doubling the original V1 layer into
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V1 left and V1 right layers as was done with the HighVis with motion and
disparity model. Both left and right V1 layers projected into the same V4
layers and the input from the left and right eyes was weighted equally by V4
(Figure 9). An important fact about this model is that no explicit disparity
Figure 8: Focused 3-D HighVis model. This model works like the 3-D
HighVis model shown in figure 7 except the V1 complex layers (bottom left)
have been trimmed down to detect only a focal disparity tuning. There are
two V1 complex layers so that both slow and fast motion is detected as
before.
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detection mechanisms were implemented even though binocular inputs were
used. Because of the receptive field sizes in V4, it was highly unlikely that
strong disparity-sensitive connectivity could be learned in this architecture.
This model was important to isolate the eﬀects of the motion and dispar-
ity layers on object recognition since any diﬀerences in performance seen in
the 3-D HighVis and Focused 3-D HighVis models could be due to the du-
plicated static V1 layers, which could encode two views of the target object,
and the generally enlarged input space.
2.4.3 Low-Resolution Stereo HighVis
In order to provide a full set of comparisons with the motion-sensitive mod-
els, it was necessary to create a model sensitive only to static cues, but
with an input at the same resolution (RF size, spacing, and preferred spa-
tial frequency) as the motion-sensitive units in 3-D HighVis. The resolution
of an input layer was defined as the number of receptive fields into which
the visual input was divided by the layer and thus eﬀected the size of the
receptive fields.
In the Stereo HighVis model, there were two V1 static layers for each eye:
a high spatial frequency and a medium spatial frequency layer. The V1 high
spatial frequency and V1 medium spatial frequency divided the visual input
into receptive field grids of resolutions 72 by 72 and 36 by 36 respectively
while the V1 motion layers compressed the input into an 18 by 18 grid, one
fourth the resolution of the static V1 high layers. The spatial frequency
of the Gaussian filters, both static and motion-sensitive, was proportional
to the size of the receptive field; the V1 motion layers had lower preferred
25
Figure 9: The Stereo HighVis model. This model is the same as the standard
HighVis model in figure 2 except that the V1 layers have been duplicated
in order to accept both a left and right image. The two V1 layers for
a particular eye, V1 high and V1 med, are sensitive to diﬀerent spatial
frequencies in the input. There are no explicit mechanisms for disparity
detection present in this model.
spatial frequencies than both of the static V1 layers.
The Stereo HighVis model was modified so that the V1 left and V1 right
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layers were replaced with a single V1 left and a single V1 right layer at the
18 by 18 RF resolution (Figure 10). The preferred spatial frequency of these
filters was lowered to the same frequency as the V1 motion layers in 3-D
HighVis.
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Figure 10: The Lower Resolution Stereo HighVis model. In contrast to the
previous Stereo HighVis (Figure 9), each eye only has one corresponding V1
layer. The units in these input layers, V1 low, are lower spatial frequency
edge detectors than those seen in the previous Stereo HighVis model, but
are comparable to the motion-sensitive edge detectors in the 3-D HighVis
model (Figure 7).
3 Testing the Model
The model was tested in a series of object recognition tasks. The input to
the model was a set of images depicting a particular view of a 3-D object
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as described in section 2.3.1. The 3-D and Focused 3-D HighVis models
used all 6 images for each input, but the Stereo HighVis received only 2 of
the images corresponding to the final timestep of the image sequence. The
desired output from the model came from the localist output layer in which
each unit of the layer corresponded to an object category. During training,
the model received an error signal indicating the actual category of the input.
The learning was conducted using the Leabra learning algorithm (O’Reilly,
2001), an error driven algorithm.
For each run of the models, the weights of all the synapses were set to
random values. In addition, the input set was divided randomly into the
training and test sets. Two objects from each category were selected to be
in the test set. The remaining objects in each category were placed into the
training set. These methods were used in all experiments.
The number of units per receptive field in the V4/MT layer was varied
between experiments to accommodate diﬀerent sized input sets (when fewer
object categories were used, the model did not require as many units to
complete the task). The number of units in the IT layer was held uniformly
at 225 units in all models throughout all the experiments.
An epoch of training consisted of presenting a model with 500 of the
inputs. When an input was presented to the model, the images underwent
a small, random linear transformation to shift the image on the retina and
alter the image size. This transformation was done in order to mimic actual
conditions present in real-life foveation of objects since the eye will not
consistently foveate on objects in the real world exactly the same every
time.
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Originally, it was planned to run a set of simulations containing motion
cues, but without any disparity. However, the results from the first set of
simulations indicated that these tests would not be able to provide any more
data.
3.1 Basic Object Recognition Task
In order to establish a baseline comparison with the original HighVis model,
the 3-D HighVis model (the model containing 3 disparity tunings coupled
with motion sensing) was tested for object-recognition ability on the full
100 object category dataset with grey backgrounds. The model was trained
for 1000 epochs. The Stereo HighVis received the same test. 4 runs of the
models were performed, each with its own randomly determined split of the
dataset into training and testing sets and random initial synapse weights.
For this test, the number of units per receptive field in the V4/MT layers
of both the Stereo HighVis and 3-D HighVis models was set at 196 units.
The results from earlier testing of the original HighVis on this task were
used as a comparison, but no re-testing was performed.
3.1.1 Results
On the 4 runs, the 3-D HighVis had an average generalization performance of
88% on this task. The individual generalization results were 88.5%, 88.0%,
87.5%, and 88.5%, all within the performance range seen in the standard
HighVis Model. Stereo HighVis had a similar range of performance of 88.5%
on its four runs with the individual values being: 89.5%, 88.0%, 87.0%, and
87.5%.
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These results indicate no diﬀerences in general object recognition ability
of 3-D objects when objects are presented alone and not in a scene between
the basic, static monocular model, the model which received static cues
from two retinal positions, and a model with explicit motion and binocular
disparity extraction.
3.2 Object Recognition within a Scene - 3-D HighVis
3-D HighVis (the model containing all 3 disparity tunings coupled with
motion) was tested on the full 100 object dataset when background images
were placed behind the objects as seen in figure 6. The Stereo HighVis
model was used as a comparison. The models received the same 1000 epoch
training regimen as in the basic object recognition task.
Similarly to the previous test, the number of units per receptive field in
the V4/MT layers of both the Stereo HighVis and 3-D HighVis models was
set at 196 units. Preliminarily testing showed that increasing the unit count
in these layers to 225 did not change performance on this task.
In this task, 3-D cues have the potential not only for understanding 3-
D shape, but for determining which features actually belong to the target
object. Previous tests with HighVis showed heavily reduced performance
on this type of task because of confusion caused by the features in the
background images.
3.2.1 Results
Over two runs, the Stereo HighVis model was able to perform the general-
ization task with an accuracies of 51.55% and 48.35% averaging to 49.85%.
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3-D HighVis was only able to generalize with an average accuracy of 43.26%
over four runs. In addition, the performances of the individual runs were
37.5%, 45.9%, 45.3%, and 44.35%. The diﬀerence in performance was not
statistically significant (t-test, p = 0.0642), but without more trials the pos-
sibility that 3-D HighVis performed worse cannot be rejected. Although
the variance of the 3-D HighVis was greater than the variance of the Stereo
HighVis runs, this diﬀerence of variances was not statistically significant
(F (1, 3) = 2.96, p = 0.796).
3.3 Object Recognition within a Scene - Focused 3-D High-
Vis
The Focused 3-D HighVis model (the model with focal disparity only) was
tested for object recognition with a background scene on a subset of the
object dataset consisting of 25 categories. The categories were selected at
random and the same reduced category set was used in all runs of this
experiment. All exemplars and all their rendered views (20 views of each
exemplar) from the 25 categories were included. Stereo HighVis again served
as the comparison. Because of the reduced diﬃcult of the task, training time
was reduced to 500 epochs for this task.
The choice was made to use a subset of the categories in order to reduce
the processing load on the V4/MT layers which were tasked with collaps-
ing input from a very high number of sources. In this task, the units per
receptive field in the V4/MT layers was reduced from 196 to 128 in both
models without aﬀecting generalization ability, greatly speeding up training.
Processing time became extremely important with model since training 3-D
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HighVis on the full dataset could take 5-7 days on 20 processors. A reduced
dataset allows for much speedier testing.
3.3.1 Results
Focused 3-D HighVis generalized with an average accuracy of 70.4% over
three runs Stereo HighVis achieved a lower performance of 67.38%, but this
diﬀerence was not statistically significant (t-test, p = 0.41).
The individual values for the Focused 3-D HighVis training runs were
73.6%, 70.9%, and 66.6%. The individual results for the Stereo HighVis
runs were 71.2%, 68.4%, and 62.4%. These results were similar in range and
had no significant diﬀerence in variance (F (2, 2) = 1.62, p = 0.76).
There was a clear diﬀerence in the two models ability to learn the training
set. Focused 3-D HighVis was able to achieve a lower error rate (18% lower)
on the training set than Stereo HighVis. This can be attributed to the
increased input size which generally allows for better fitting of the training
data in neural networks and, given the similar generalization scores, does
not indicate an interesting qualitative diﬀerence in the models’ abilities.
3.4 Object Recognition within a Scene - Motion Input Only
For this experiment, the 3-D HighVis model was used, but the V1 static
layers were lesioned, leaving only the motion and disparity units as input
to the model. The task for this experiment was the 25-category object-
recognition task with background scenes present.
The comparison in the experiment was the Low-Resolution Stereo High-
Vis model. This was used in order to isolate the input cue modality because
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any diﬀerence in the lesioned 3-D HighVis model compared to the standard
Stereo HighVis could be contributed to the higher resolution of the static
V1 layers as compared to the lower resolution motion-sensitive layers in 3-D
HighVis.
As with the previous experiments with the 25-category task, the V4/MT
layers contained 128 units per receptive-field group. The training occurred
over 500 epochs.
3.4.1 Results
The lesioned 3-D HighVis model had an average performance 46.7% over
two runs. The individual performances were 45.8% and 47.6%. The Low-
Resolution Stereo HighVis model was able to perform this task with an
average performance of 61.8% over two runs with individual performances
of 58.1% and 65.5%.
Without more trials, we were unable to show a statistically significant
diﬀerence in the means between the two models’ performance (t-test, p =
0.0581), but the diﬀerence was very close to statistical significance especially
with so few trials.
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4 Discussion
While motion is a vital part of biological visual systems, adding motion
cues to a purely hierarchical vision model did not produce significantly im-
proved generalization abilities. In fact, the test on the full 3-D HighVis
model on object recognition in the presence of backgrounds indicates that
the model was confused by increased information. Although this may have
been caused by an issue of scaling the inner layers model, the tests performed
on the smaller 25-category dataset suggest that the model’s scale was not
the problem. The added cues did not seem to remain dormant in the model,
however, since the Focused 3-D HighVis and 3-D HighVis models showed a
pattern of improved learning of the training data compared to the control
model. There was also some inconclusive evidence indicating that the Fo-
cused 3-D HighVis model could generalize slightly better than the control
model when background images were present, but this eﬀect was only minor
if it even existed. This may be an indication that the model used the extra
information to overfit the training data instead of developing more general
representations.
In the figure-ground experiments, manual inspection of the V1 complex
layers in 3-D HighVis showed that the motion sensitive units could highlight
a moving object from its background, but the low performance on the object
recognition in the presence of backgrounds tasks demonstrates this signal,
when used within the limits of the HighVis model’s architecture, is not
enough to account for object recognition within a scene. Although some
level of object recognition ability could be achieved by motion alone, with
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the type of motion signal used in the input for the experiments performed
here, motion alone was not as eﬀective as equivalent resolution static cues
for the task. Also, motion and disparity signals, while known to provide
excellent geometric information, did not appear to be useful to the model
for enhanced shape identification for object recognition even when figure-
ground separation was not included in the object-recognition problem.
The two problems of 3-D structure processing and figure-ground separa-
tion are not entirely separate issues since identifying a figure in a scene often
involves separation of depth planes (Grossberg, 1997). By identifying the
possible neural mechanisms to aid in the solution of one of these problems,
it may lead to models that provide improved solutions to both problems.
One of the limiting factors in the HighVis model is the hierarchical ap-
proach. One of the key aspects of the HighVis model is the feedback connec-
tivity, but the model contained feedback going only as far as V4 instead all
the way into earliest cortical area, V1. The feedback modulation activity in
areas as early as V1 has the potential for large shifts in activity as the signal
is propagated into higher visual areas (Raudies & Neumann, 2010; Bullier,
2001; Rensink & Enns, 1998). Taking this even further, rather than having
a single hierarchy of processing, splitting the processing into components as
is done in the dorsal and ventral streams of the mammalian visual system
might allow for the development of more accurate and robust representations
of the visual world based oﬀ of a subset of the available cues (Figure 11).
The computational pressures placed on individual layers in a single-stream
model do not seem capable of creating the processing steps necessary for
the integration of motion cues and object segmentation, nor does a single-
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Figure 11: From Van Essen and Maunsell (1983). A diagram of the cortical
connections within the macaque visual system. The connections are not
organized in a straight hierarchy and do not include purely feedforward
connectivity. This diagram does not include potentially vital subcortical
connections such as the superior colliculus-pulvinar-MT pathway.
stream approach mimic the structure of the human visual system (Raudies
& Neumann, 2010; Bullier, 2001). In addition, connections between the
dorsal and ventral stream could increase visual processing speed (Laycock
et al., 2007). This is supported by biological evidence which shows V1 and
V2 representations that correspond with figure-ground separation are mod-
ulated by MT on a timescale which suggests a network-like structure to the
visual system rather than a single-stream approach (Hupe´ et al., 2001). In
addition, the studies conducted by Hupe´ et al. indicate the modulation in
V1, V2, and V3 activity from MT is essential when gestalt cues alone are
not suﬃcient for figure-ground separation.
For future developments of the HighVis model, it will be important to ex-
amine non-strictly hierarchical mechanisms to achieve superior performance
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and biological realism. Two biologically inspired processing mechanisms
that have been modeling using feedback connectivity and multiple-stream
architectures are border-ownership labeling and region-filling.
4.1 Border-Ownership Coding
One mechanism thought to be involved in figure-ground separation is border-
ownership labeling, which means that some neurons respond to edges only
when the figure of the scene is on a certain side of the edge (Fang et al., 2009;
Craft et al., 2007; Zwickel et al., 2007; Nakayama, 2005). Border-ownership
labeling changes how basic features are encoded in early visual areas basic oﬀ
of the large-scale properties of figure and ground. Additionally, it provides
a method of coding aspects of 3-D structure by indicating relative depths of
surfaces. Behaviorally, edge labeling can be seen in how humans recall edges
(Driver & Baylis, 1996), and in optical illusions that can be perceived in two
ways or which require filling in of edges (Supe`r et al., 2010). There are many
neurons in V2 that exhibit border-ownership tendancies (Zhou et al., 2000).
Similarly, some edge-detecting cells respond if binocular disparity indicates
that the region on one side of the edge is closer to the observer that the
other, and many such cells in V2 show a combined influence from gestalt
and disparity cues (Qiu & Heydt, 2005). Models using feedback connections
to V2 cells have been successful in simulating response properties that closely
resemble the neurophysiological data of these cells (Craft et al., 2007; Zwickel
et al., 2007).
Craft et al. (2007) gives a very simple mechanism for creating border-
ownership labeled cells without relying on unrealistic lateral connectivity
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within layers. This is accomplished by a layer which have annulus-shaped
receptive fields. These cells then respond when the edges along the annulus
are labeled as pointing inwards and then the higher-level units provide bias-
ing feedback to strengthen the labeling of the edges as facing into the center
of the annulus. This form of receptive field was chosen to detect proximity
and convexity which are two Gestalt cues that can indicate whether or not
two features are part of the same object. With the additions of T-junction
and corner biases, the units in the model are able to compete into a sta-
ble state with accurate edge-labeling. However, this model does not show
how this connectivity was formed nor does it make the next step to bind
features together into a whole object. The cells response properties seen
in V2 provide tools for figure-ground separation but more steps are likely
required (Bredfeldt et al., 2009) and since only a minority of V2 cells show
border-ownership sensitivity (Zhou et al., 2000), it is reasonable to assume
that figure-ground separation involves more than just ownership labeling.
The model proposed by Thielscher and Neumann (2008) uses similar
mechanisms in the early stages of the model, but rather than just labeling
one side of an edge, the edges are moved into a set of layers representing dif-
ferent depths by means of competition and bidirectional connections between
the depth-plane layers (Figure 12). The result is that each edge is coded
only once and and is labeled with a relative depth compared to the other
members of a scene. T-junction cues provide the initial push that indicates
whether on object is in front of another to start a cascade of sorting. While
the biological support for the depth-layer mechanisms do not provide a thor-
ough and complete basis to confirm the accuracy of the model, this gives
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some start in using border-ownership cells into sorting a scene into figure
and ground within a neural substrate. However, Thielscher and Neumann
recognize that humans must use directed attention and working memory to
accomplish the full depth-plane sorting performed by their model, but they
argue that a figure can be separated from a scene using their mechanisms
without requiring the full depth-plane sorting which is all the HighVis model
requires. This model does not provide a method for training a network to
perform depth sorting and instead relies on pre-programmed connectivity.
4.2 Region-Filling Mechanisms
One technique used to separate the figure from ground is to actively enhance
neural activity in regions that are identified as the regions where the figure is
thought to be while suppressing activity that is ruled as ground (Domijan &
Setic´, 2008). Initially, the figure identification is done by low-level cues which
compete with each other and create biases. Through spreading activation
and competition, initial hypotheses are updated until a final identification
of the figure is achieved.
Domijan and Setic´ (2008) is an example of such a model which demon-
strated that separate dorsal and ventral streams working together can be
used for accurate figure-ground separation. This model makes use of feedfor-
ward, feedback and horizontal connectivity to analyze a visual scene rather
than only feedforward and feedback connectivity used in the HighVis model.
The ventral stream is designed to output only the features of a target object
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Figure 12: From Thielscher and Neumann (2008). In this model, edges are
sorted into a series of depth layers (the vertical axis in the graphs). The
depth layers do not represent absolute depth. Instead, layer 1 is relatively
closer to the observer than layer two, etc. Inititally, all edges are represented
in the lowest and highest depth layers. As time progressed, the edges are
sorted until a stable state is reached. The first, last, and two intermediate
iterations are shown here.
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instead of the background by using competition mechanisms biased by low-
resolution cues detected in the dorsal stream which indicate the presence of
an object. The biasing mechanism from the dorsal stream in this model re-
sembles the MT modulation seen by Hupe´ et al. (2001). However, this model
suﬀers from one of the same problems faced by other region-filling models:
it relies heavily on biologically implausible, within-layer lateral connectiv-
ity which many border-ownership labeling models have been successful at
avoiding (Craft et al., 2007).
However, the arguments against region-filling models do not exclude
the possibility that the dorsal-stream biasing connectivity involved in the
Domijan and Setic´ model cannot be used to bias the figure-ground sorting
that occurs in border-ownership models and increase the speed at which a
single figure is identified. This region-filling modulation could provide essen-
tial information when the gestalt cues are not salient enough for segregation
and tools like motion detection found in the dorsal stream are needed. It is
important to recognize that not all lateral connectivity needs to be avoided
and certain computations, like border-ownership, could be aided with some
limited lateral connectivity beyond just the kWTA inhibition used in High-
Vis (Sit & Miikkulainen, 2009).
4.3 Extending HighVis
The next steps in developing the HighVis model will be to include some of
these techniques for figure-ground segregation that allow the model to form a
coherent representation of a target object even when the visual scenes pro-
vide distracting inputs. Following the hypothesis that determining depth
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and figure-ground segregation are linked (Grossberg, 1997), this should aid
in the use of 3-D cues to create 3-D representations of object structure.
Therefore, success in future models would entail better performance on 3-D
object recognition when performed within scenes as was attempted here.
This means a future direction for the model including the border-ownership
and disparity-determined depth labeling seen in V2 with the 3-D represen-
tations likely provided by MT and other dorsal areas (see Section 1.2). The
extensions here, however, will focus on improving figure-ground segregation
instead of attempting to give the model the ability form highly accurate 3-D
representations. In order to make this feasible, the developments will take
place in severable steps.
The first step will be to extend the feedback connectivity seen in High-
Vis to allow for feedback modification of earlier, V1 and V2, feature repre-
sentations for which the current HighVis model does not allow. This will
more closely mimic the neurophysiology of figure-ground segregation than
the current model (Hupe´ et al., 2001) and it is important for the models
for border-ownership and depth-plane sorting described in section 4.1. The
current model architecture constrains this, however, by lacking a V2 layer.
It would be prudent to expand the HighVis models to include a V2 layer
to help implement these examples of feedback processing and in order to
allow for a more gradual integration of a large visual input. A more gradual
integration of features may allow the 3-D cues to have a greater impact on the
models’ processing ability since it is possible that the motion and disparity
signals in 3-D HighVis were overwhelmed in the early stages of processing by
the more dominant static cues. The creation of a V2 layer should allow to
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model to learn to encode for T-, X-, and L- junctions (Sit & Miikkulainen,
2009). These cues are vital gestalt cues (Thielscher & Neumann, 2008; Craft
et al., 2007), but they are impossible for the current HighVis model to detect,
putting the model at a huge disadvantage in figure-ground conditions.
Part of the new V2 layer’s processing responsibilities will be to learn
border-ownership coding. The learning of border-ownership will likely be
conducted as a separate experiment and then added as a component into
the HighVis model.
The next step should be to add a second processing stream with the
horizontal connectivity with the current ventral stream model similar to
that used in Domijan and Setic´. The biological motivations for the 3-D
HighVis model were based strongly upon neurophysiological data from the
dorsal-stream region MT. The dorsal stream activity could be used to bias
the activity of the ventral stream in order to emphasize certain features
as figure. By relying on the final object sorting to be done with a tool
like the one seen in Thielscher and Neumann (2008), we can eliminate the
biologically implausible lateral connectivity used by Domijan and Setic´ in
favor of a feedforward-feedback connectivity model. This would increase the
biological accuracy of the model and potentially increase the model’s ability
to perform object recognition within a scene.
One critique of the figure-ground segregation models mentioned here is
that all the connections in these models use only pre-programmed connec-
tivity: learning does not occur. HighVis, on the other hand, makes use of
learning as one of the strongpoints of the model. Ideally, self-organizing
methods would be used, but as previous experience shows, without a sig-
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nificantly greater understanding of neuroanatomy and neurophysiology than
currently available, any purely self-organizing algorithms will most likely fail
when applied to a large, deep network performing diﬃcult object-recognition
tasks. However, biologically realistic self-organized learning could be used
in creating the model’s new V2 layer (Sit & Miikkulainen, 2009). In order
for learning to occur in a model containing both dorsal and ventral streams,
it may be necessary to increase the number of learning signals for supervised
learning since it is doubtful that the simple object-category signal currently
used by the model would be powerful enough to drive learning in the two
streams considering the dimensionality of the vision problem. One potential
method would be to use the output of the hardwired models as a training sig-
nal to the individual pieces of the extended HighVis model. This method is
not ideal since strong isolation of the individual pieces of the model does not
mirror the development of the brain, but it could still provide useful results
and clues to refine the model as well as testable biological predictions.
Eventually, it would be desirable to make use of 3-D, biologically realistic
signals derived from embodiment of the model. This could be accomplished
by having the model make predictions about depth then receiving some set of
3-D cues from the virtual environment already implemented in the Emergent
Neural Modeling System (Aisa et al., 2008) which indicate whether or not
the prediction was false. The virtual environment provided by Emergent
could also allow for feedback from eye muscles and the tracking of objects
which is important to fully take advantage of motion parallax (Nadler et al.,
2009). Eye-tracking ability would also allow for continuous, more realistic
motion, rather than the discrete, instantaneous motion contained in the
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inputs to 3-D HighVis.
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5 Conclusion
Behavioral and biological evidence clearly highlights motion signals as vital
to the visual system. In primates, these motion signals are often coupled
with binocular disparity information. Geometric principles prove that these
3-D signals are powerful tools for dissecting a scene and determining shape.
As an infant develops the ability to see, the first shapes the infant sees
are defined by motion. The tests performed here indicate that these signals
cannot be easily integrated successfully into a single-stream approach to gain
adult human-level object recognition abilities. Not all the mechanisms that
exist in the adult brain which make vision possible exist in a newborn’s brain
and diﬀerent conditions in development can alter how the adult mechanisms
operate. For future models of vision, it will become increasingly important
to study the interconnectivity of the ventral and dorsal streams and how
they influence each other throughout development and into maturity.
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Appendix A: List of Object Categories
airplane
anchor
automatic rifle
banana
basin sink
bed
bicycle
blade
blender
blimp
boombox
bottle
bow
candle
car
chair
chandelier
chessboard
chess piece
compact camera
cross
cup
dice
domestic tree
donut
door handle
doorknob
dresser
drums
dutch windmill
elephant
fan
fireplace
fish
flashlight
frying pan
globe
grenade
guitar
hammer
handgun
hat
headphones
heavy cannon
helicopter
hot-air balloon
hourglass
hydrant
key
ladder
laptop
layered cake
light cannon
lock
locomotive
hunting rifle
mailbox
microwave
motorcycle
PC keyboard
pedestal sink
person
piano
plant
plate
pliers
propellor
remote
rolltop desk
sailboat
scissors
screwdriver
sectional couch
simple desk
skateboard
skull
SLR camera
speaker
spotlight lamp
stapler
submarine
synthesizer
table lamp
tank
telephone
television
toaster
toilet
traﬃc cone
traﬃc light
tyrannosaurus rex
trombone
tropical tree
trumpet
turntable
umbrella
wall clock
warning sign
wrench
yacht
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Appendix B: Subset of 25 Object Categories
airplane
bicycle
blimp
car
chess piece
domestic tree
drums
fish
guitar
hammer
hourglass
laptop
light cannon
locomotive
mailbox
person
pliers
simple desk
skateboard
SLR camera
traﬃc light
tyrannosaurus rex
trombone
umbrella
yatch
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