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Abstrat
In the spirit of a lassial results for Crump-Mode-Jagers proesses,
we prove a strong law of large numbers for homogenous fragmentation
proesses. Speially, for self-similar fragmentation proesses, inlud-
ing homogenous proesses, we prove the almost sure onvergene of an
empirial measure assoiated with the stopping line orresponding to
rst fragments of size stritly smaller than η for 1 ≥ η > 0.
Key words: Fragmentation proesses, Strong Law of Large Numbers,
Additive Martingales.
AMS Classiation: 60J25, 60G09.
1 Fragmentation Proesses
Fragmentation proesses have been the subjet of an inreasing body of lit-
erature and the ulmination of this ativity has reently been summarised,
for example, in the reent book of Bertoin [9℄. Some of the mathematial
roots of fragmentation proesses lay with older families of spatial branhing
proesses that have also seen periods of extensive interest suh as branhing
random walks and Crump-Mode-Jagers proesses. Irrespetive of modern
or lassial perspetives, suh models exemplify the phenomena of random
splitting aording to systemati rules and, as stohasti proesses, they may
∗
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be seen as modelling the growth of speial types of multi-partile systems.
In suh ases where there is a random aumulation of many partiles, from
a mathematial perspetive, it is natural to look for lassial behaviour suh
as large deviations, entral limit theorems, loal limit theorems and strong
laws of large numbers. Many studies have already been arried out in this
spirit, see for example [9; 6; 7; 8; 10; 12; 14; 4; 27℄. In this artile our aim
is to ontribute to this family of literature by proving a strong law of large
numbers for fragmentation proesses. To state more learly the main result,
we shall rst devote some time dening several of the quantities involved.
We are interested in the Markov proess X := {X(t) : t ≥ 0} where
X(t) = (X1(t), X2(t), · · · ) and takes values in
S :=
{
s = (s1, s2, · · · ) : s ≥ s2 ≥ · · · ≥ 0,
∞∑
i=1
si ≤ 1
}
,
that is to say, the innite simplex of dereasing numerial sequenes with sum
bounded from above by 1. Its probabilities will be denoted by {Ps : s ∈ S}
and, for s ∈ (0, 1], we shall reserve the speial notation Ps as short hand for
P(s,0,··· ) and in partiular write P for P1. The proessX possesses the fragmen-
tation property, to be understood as follows. Given that X(t) = (s1, s2, · · · )
where t ≥ 0, then for u > 0,X(t+u) has the same law as the variable obtained
by ranking in dereasing order the sequenes X
(1)(u),X(2)(u), · · · where the
latter are independent, random mass partitions with values in S having the
same distribution as X(u) under Ps1, Ps2, · · · respetively. The proess X,
heneforth alled a mass fragmentation proess, is said to be self-similar with
index α ∈ R if further, for every r > 0, the law of {rX(rαt) : t ≥ 0} under P
is Pr. In the speial ase that α = 0, we all X a homogenous fragmentation
proess. The monograph of Bertoin [9℄ gives a very preise and omplete
aount of the existene and haraterization of suh proesses. However, for
later onveniene, we shall provide here some additional but modest insight
into the stohasti struture of homogenous proesses.
It is known that homogenous fragmentation proesses an be harater-
ized by a disloation measure ν on S suh that ν({(1, 0, · · · )}) = 0 and∫
S
(1− s1)ν(ds) <∞.
One may also inlude the possibility of ontinuous erosion of mass, however,
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this feature will be exluded in this artile. In the ase that
ν
(
∞∑
i=1
si < 1
)
= 0 (1)
we say that the fragmentation proess is onservative and otherwise dissipa-
tive.
Roughly speaking, the disloation measure speies the rate at whih
bloks split so that a blok of mass x disloates into a mass partition xs,
where s ∈ S, at rate ν(ds). To be more preise, onsider a Poisson point
proess {(s(t), k(t)) : t ≥ 0} with values in S × N and intensity measure
ν ⊗ ♯ where ♯ denotes the ounting measure on N = {1, 2, · · · }. Then the
homogenous fragmentation proess assoiated with ν hanges state at all
times t ≥ 0 for whih an atom (s(t), k(t)) ours in S\{(1, 0, · · · )} × N.
At suh a time t, the sequene X(t) is obtained from X(t−) by replaing
its k(t)-th term, Xk(t)(t−), with the sequene Xk(t)(t−)s(t) and ranking the
terms in dereasing order. When ν(S) <∞ there is nite ativity over nite
intervals of time in the underlying Poisson point proess. Otherwise said,
individual bloks remain unhanged for exponential periods of time with
parameter ν(S). In this ase, by taking the negative logarithm of fragment
sizes, the fragmentation proess is akin to a Markovian (or ontinuous time)
branhing random walk; see for example Biggins [16℄ or Uhyama [30℄. One
may also think of a fragmentation proess in this setting as losely related
to a Crump-Mode-Jagers proess where the negative logarithm of fragment
sizes plays the role of birth times; see for examples Jagers [26℄. The ase that
ν(S) =∞ is the more interesting ase in the sense that there are a ountable
but innite number of disloations over any nite time horizon and therefore,
mathematially speaking, many results need to be handled dierently to the
ase of branhing random walks or Crump-Mode-Jagers proesses.
The above onstrution fouses on mass partitions, however, it an also
be seen as the natural onsequene of a more elaborate Poissonian proedure
onerning the partition of the natural numbers. Let P be the spae of
partitions of the natural numbers. Here a partition of N is a sequene π =
(π1, π2, · · · ) of disjoint sets, alled bloks, suh that
⋃
i πi = N. The bloks of
a partition are enumerated in the inreasing order of their least element; that
is to say min πi ≤ min πj when i ≤ j (with the onvention that min ∅ =∞).
Now onsider the measure on P,
µ(dπ) =
∫
S
̺s(dπ)ν(ds), (2)
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where ̺s is the law of Kingman's paint-box based on s (f. Chapter 2 of
Bertoin [9℄). It is known that µ is an exhangeable partition measure mean-
ing that it is invariant under the ation of nite permutations on P. It is
also known (f. Chapter 3 of Bertoin [9℄) that it is possible to onstrut a
fragmentation proess on the spae of partitions P with the help of a Poisson
point proess on P × N, {(π(t), k(t)) : t ≥ 0}, whih has intensity measure
µ⊗ ♯. The aforementioned P-valued fragmentation proess is a Markov pro-
ess whih we denote by Π = {Π(t) : t ≥ 0}, where Π(t) = (Π1(t),Π2(t), · · · )
is suh that at all times t ≥ 0 for whih an atom (π(t), k(t)) ours in
(P\N) × N, Π(t) is obtained from Π(t−) by partitioning the k(t)-th blok
into the sub-bloks (Πk(t)(t−) ∩ πj(t) : j = 1, 2, · · · ). Thanks to the proper-
ties of the exhangeable partition measure µ it an be shown that, for eah
t ≥ 0, the distribution of Π(t) is exhangeable and moreover, bloks of Π(t)
have asymptoti frequenies in the sense that for eah i ∈ N,
|Πi(t)| := lim
n↑∞
1
n
♯{Πi(t) ∩ {1, · · · , n}}
exists almost surely. Further, the ranked ordering of these asymptoti fre-
quenies form a homogenous mass fragmentation proess with disloation
measure ν.
For future referene we also note from Proposition 2.8 of Bertoin [9℄, that
the ordered asymptoti frequenies of π sampled under ̺s, written |π|
↓
, satisfy
|π|↓ = s almost surely and |π1| is a size-biased sample of s almost surely. Here
`size-biased sample' means that ̺s(|π1| = si) = si for i = 1, 2, · · · . It thus
follows from (2) and Fubini's theorem that for non-negative test funtions
f : [0, 1]→ [0,∞) with f(0) = 0 and g : S → [0,∞),∫
P
g(|π|↓)f(|π1|)µ(dπ) =
∫
S
∫
P
g(s)f(|π1|)̺s(dπ)ν(ds)
=
∫
S
g(s)
(∫
P
f(|π1|)̺s(dπ)
)
ν(ds)
=
∫
S
g(s)
(
∞∑
i=1
sif(si)
)
ν(ds). (3)
In the forthoming disussion, unless otherwise stated, we shall exlu-
sively understand (X,P) to be a homogenous mass fragmentation proesses
as desribed above and refer to the underlying P-valued fragmentation pro-
ess as Π.
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Let us introdue the onstant
p := inf
{
p ∈ R :
∫
S
∣∣∣∣∣1−
∞∑
i=1
sp+1i
∣∣∣∣∣ ν(ds) <∞
}
whih is neessarily in (−1, 0]. It is well known that
Φ(p) =
∫
S
(
1−
∞∑
i=1
sp+1i
)
ν(ds)
is stritly inreasing and onave for p ∈ (p,∞). Let us assume the following.
(A1): If p = 0 then
Φ′(0+) =
∫
S
(
∞∑
i=1
si log
(
1
si
))
ν(ds) <∞.
The funtion Φ has a speial meaning in the ontext of the growth of a
typially `tagged' fragment. If one onsiders the proess ξ = {ξt : t ≥ 0},
where
ξt := − log |Π1(t)|,
then the underlying Poissonian struture implies that ξ is a subordinator.
Moreover Φ turns out to be its Laplae exponent meaning that
Φ(p) := −t−1 logE(e−pξt)
for all p ≥ 0. The subordinator ξ is killed at rate Φ(0) ≥ 0 (with zero killing
rate meaning that there is no killing). Further, when p < 0, ξ has nite
mean, that is to say Φ′(0) <∞ and then same is true when p = 0 thanks to
(A1).
Through the exponent Φ we may introdue the Malthusian Parameter p∗
whih is the unique solution to the equation Φ(p∗) = 0 when it exists. In the
onservative ase, it always exists and satises p∗ = 0. For the dissipative
ase, we introdue an extra assumption to ater for its existene.
(A2): If ν is dissipative, there exists a p∗ > p suh that Φ(p∗) = 0.
Note that neessarily in the dissipative ase p∗ < 0 and then Φ(0) >
0. A seond assumption we will need with with regard to the Malthusian
parameter in the dissipative ase is the following.
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(A3): If ν is dissipative then there exists a p0 ∈ (1, 2] suh that
∫
S
(
∞∑
i=1
s1+p
∗
i
)p0
ν(ds) <∞.
From this moment on we shall always assume, unless otherwise stated that
assumptions (A1), (A2) and (A3) are in fore.
Let Xη := {Xη,j : j ≥ 1} be an arbitrary enumeration of fragments as
they are frozen at the instant they beome stritly smaller than 1 ≥ η > 0.
The set Xη is a lassi example of the resulting family of fragments obtained
when stopping the fragmentation proess X at a stopping line (orresponding
to the rst fragment in its line of deent to be smaller than η in size) for whih
the so-alled extended fragmentation property holds. The latter says that, if
Fη is the natural ltration generated by sweeping through the fragmentation
proess up to the stopping line Xη, then given Fη the subsequent evolution
of the fragments in Xη are independent and are opies of X with respetive
laws PXη,1, PXη,2, · · · . See Denition 3.4 and Theorem 3.14 of Bertoin [9℄
respetively. Moreover we may talk of {Xη : 1 ≥ η > 0} as a monotone
sequene of stopping lines sine, if η′ < η, then every fragment inXη′ is either
a fragment of Xη or the result of a sequene of disloations of a fragment in
Xη. For onveniene, when η ≥ 1 we shall simply dene Xη as a blok of
unit size.
Bertoin and Martinez [11℄ propose the idea of using a fragmentation pro-
ess to model the rushing of roks in the mining industry. In that setting,
one assumes that rok fragments, ourring as the onsequene of subjeting
a single boulder to a ontinuous rushing proess, are representation by the
evolution of X. If rok fragments are no longer subjet to rushing the mo-
ment that they are small enough to pass through a mesh of xed diameter,
then one may think of the stopping line Xη as the sizes of what falls through
the mesh throughout the entire rushing proess.
In the setting of a C-M-J proess, where birth times orrespond to the
negative logarithm of fragment sizes, the analogue of the stopping line Xη is
what is known as the oming generation.
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2 Main result
The main objet of interest in this paper is the following family of random
measures on [0, 1]
ρη(·) =
∑
j
X1+p
∗
η,j δXη,j/η(·), 1 ≥ η > 0, (4)
where δ(·) is the dira measure, assigning unit mass to sets whih ontain the
point x. Here we assume that (A2) is in fore. For all bounded measurable
funtions f : [0, 1]→ [0,∞) we write
〈ρη, f〉 =
∑
j
X1+p
∗
η,j f(Xη,j/η).
Our objetive is to show 〈ρη, f〉 behaves, as η ↓ 0, like the limit of a lassial,
unit mean martingale, up to a multipliative onstant whih depends on f .
The aforementioned lassial unit mean martingale is {
∑∞
i=1X
1+p∗
i (t), t ≥
0}; it is the analogue of the lassial additive martingale for branhing ran-
dom walks. In Theorem 1 of [13℄ the analogue of the lassial Biggins' Mar-
tingale Convergene Theorem was proved whih shows in partiular that
Λ(p∗) := lim
t↑∞
∞∑
i=1
X1+p
∗
i (t)
exists in the L1(P) sense (in addition to being a P-almost sure limit). Note,
in the onservative ase we have trivially that Λ(p∗) = 1 on aount of the
fat that p∗ = 0 and total mass is preserved at all times,
∑∞
i=1Xi(t) = 1 for
all t ≥ 0. As a prelude to the main result, the next lemma shows us that the
total mass of the empirial measure (4) is a uniformly integrable martingale
with the same limit Λ(p∗).
Lemma 1. We have that
〈ρη, 1〉 = E(Λ(p
∗)|Fη) for 1 ≥ η > 0,
showing in partiular that {〈ρη, 1〉 : 1 ≥ η > 0} is a uniformly integrable,
unit mean martingale.
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Proof. Suppose that Aη(t) orresponds to the indies of fragments in X(t)
whih are neither fragments in Xη nor desendent from fragments in the
stopping lineXη; that is to say, Aη(t) orresponds to the indies of fragments
in X(t) whih are greater than or equal to η in size. Also write Dη(t) for
the indies of fragments in Xη whih are either in X(t) or have desendants
in X(t). Then by the extended fragmentation property and the fat that
E
(∑∞
i=1X
1+p∗
i (t)
)
= 1 for all t ≥ 0, we have
E
(
∞∑
i=1
X1+p
∗
i (t)
∣∣∣∣∣Fη
)
=
∑
i∈Aη(t)
X1+p
∗
i (t) +
∑
j∈Dη(t)
X1+p
∗
η,j . (5)
It is known that the largest fragment deays at an exponential rate (f.
Bertoin [7℄) and hene there exists an almost surely nite time T suh that
Aη(t) = ∅ (and thus Dη(t) ontains all the indies of the stopping line Xη)
for all t ≥ T . In that ase, taking limits as t ↑ ∞ in (5) we get
lim
t↑∞
E
(
∞∑
i=1
X1+p
∗
i (t)
∣∣∣∣∣Fη
)
= 〈ρη, 1〉. (6)
Note also that, sine Λ(p∗) is an L1(P) limit and
E
(∣∣∣∣∣E
(
∞∑
i=1
X1+p
∗
i (t)
∣∣∣∣∣Fη
)
− E (Λ(p∗)| Fη)
∣∣∣∣∣
)
≤ E
(∣∣∣∣∣
∞∑
i=1
X1+p
∗
i (t)− Λ(p
∗)
∣∣∣∣∣
)
,
the random variable E (Λ(p∗)| Fη) is the L
1(P) limit of E
(∑∞
i=1X
1+p∗
i (t)
∣∣∣Fη)
as t ↑ ∞. Referring bak to (6) we dedue that in fat
〈ρη, 1〉 = E (Λ(p
∗)| Fη)
whih implies the statement of the lemma.
In the onservative ase the martingale 〈ρη, 1〉 is of ourse trivially identi-
ally equal to 1 for all 1 ≥ η > 0. In the dissipative ase, although the limiting
variable Λ(p∗) is the result of L1(P) onvergene, it is not immediately lear
that P(Λ(p∗) > 0) = 1. However by onditioning on the state of the fragmen-
tation proess at time t > 0, one easily shows that if φ(x) = Px(Λ(p
∗) = 0)
for any 1 ≥ x > 0, then
φ(x) = Ex
(
∞∏
i=1
φ(Xi(t))
)
.
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Note however that by homogeneity, for all 1 ≥ x > 0, Px(Λ(p
∗) = 0) =
P(xΛ(p∗) = 0) = P(Λ(p∗) = 0). It follows that if P(Λ(p∗) = 0) < 1 then
φ(x) = 0 for all 1 ≥ x > 0. In partular, P(Λ(p∗) = 0) = 0. The only other
possibility is that P(Λ(p∗) = 0) = 1 whih ontradits the fat that Λ(p∗) is
an L1(P)-limit.
Now onsider the ompletely deterministi measure ρ on [0, 1] whih is
absolutely ontinuous with respet to Lebesgue measure and satises
ρ(du) =
1
Φ′(p∗)
(∫
S
1{u>sn}s
1+p∗
n ν(ds)
)
du
u
where, in the ase that p∗ = 0 we understand Φ′(p∗) = Φ′(0+). For bounded
measurable funtions f : [0, 1]→ [0,∞) we write
〈ρ, f〉 =
1
Φ′(p∗)
∫ 1
0
f(u)
(∫
S
1{u>sn}s
1+p∗
n ν(ds)
)
du
u
(7)
The measure ρ has a speial meaning for the subordinator ξ. Let us
suppose that P is taken as the intrinsi law assoiated with ξ. On aount
of the fat that Φ(p∗) = 0, the quantity Φ(p
∗)(q) := Φ(q + p∗) for p ≥ 0
represents the Laplae exponent of ξ under the hange of measure
dP(p
∗)
dP
∣∣∣∣
σ{ξs:s≤t}
= e−p
∗ξt .
Ifm is the jump measure assoiated with (ξ,P) andm(p
∗)
is the jump measure
assoiated with (ξ,P(p
∗)), then standard theory tells us that m(p
∗)(dx) =
e−p
∗xm(dx) for x > 0. In terms of the disloation measure ν we may thus
write (f. p. 142 of Bertoin [9℄) that
m(p
∗)(dx) = e−x(1+p
∗)
∞∑
i=1
ν(− log si ∈ dx) (8)
for x ∈ (0,∞). It is also known from lassial renewal theory (f. Bertoin
[5℄) that as E
(p∗)(ξ1) = Φ
′(p∗) <∞,
lim
x↑∞
E
(p∗)(ξτ(x) − x ∈ dz) =
1
Φ′(p∗)
m(p
∗)((z,∞))dz
9
where τ(x) = inf{t > 0 : ξt > x}. It is therefore straightforward to show,
using (8) and a hange of variables, that for any bounded measurable f :
[0, 1]→ [0,∞),
lim
x↑∞
E
(p∗)f(e−(ξτ(x)−x)) = 〈ρ, f〉. (9)
Our main theorem, below, relates the limiting behaviour of ρη to ρ.
Theorem 1 (Strong Law of Large Numbers). For any homogenous fragmen-
tation proess we have
lim
η↓0
〈ρη, f〉
〈ρ, f〉
= Λ(p∗) P-a.s.
for all bounded measurable funtions f : [0, 1]→ [0,∞).
The above result an also be rephrased in a slightly dierent way whih is
more in line with lassial results of this type for spatial branhing proesses.
As a onsequene of the forthoming Lemma 2 it an easily be shown that
E(〈ρη, f〉) = E
(p∗)[f(e−(ξτ(− log η)+log η))],
in whih ase, taking note of (9), the statement of the theorem may also be
read as
lim
η↓0
〈ρη, f〉
E(〈ρη, f〉)
= Λ(p∗)
P-almost surely.
Theorem 1 extends Corollary 2 of Bertoin and Martinez [11℄ where L2(P)
onvergene had been established in the onservative ase. See also Proposi-
tion 1.12 of [9℄. It also lends itself to lassial strong laws of large numbers
that were proved by Nerman [29℄ in the setting of C-M-J proesses, Asmussen
and Herring [1; 2℄ in the ontext of spatial branhing proesses and, more
reently, Engländer, Harris and Kyprianou [21℄, Chen and Shiozawa [18℄ and
Chen, Ren and Wang [19℄ for branhing diusions and Engländer [20℄ and
Engländer and Winter [22℄ for superdiusions.
Theorem 1 also gives rise to a strong law of large numbers for self-similar
fragmentation proesses. Reall that any self-similar fragmentation proess
with a given disloation measure ν and index α ∈ R may be obtained from
the assoiated homogenous proess via the use of stopping lines. Indeed it
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is known (f. Bertoin [6℄) that, in the P-valued representation of a given
homogenous fragmentation proess, if one denes the stopping times
θi(t) = inf
{
u ≥ 0 :
∫ u
0
|Πi(s)|
−αds > t
}
for eah i ∈ N, then stopping the blok in Π whih ontains the integer i at
θi(t) for eah i ∈ N produes a stopping line of fragments whose asymptoti
frequenies exist. We denote the assoiated mass fragments of the latter by
X
(α)(t). As a proess in time, X(α) := {X(α)(t) : t ≥ 0} is dened to be the
α-self-similar fragmentation proess assoiated to the disloation measure ν.
Now returning to the denition of Xη, one notes that, as a stopping line
onerned with fragment sizes, it is blind to any time-hanges made along
individual nested sequenes of fragments. Therefore, if one onsiders in the
proess X
(α)(t) the rst fragments in their line of deent to be smaller than
η in size, then one obtains preisely Xη again. We thus obtain the following
orollary to Theorem 1.
Corollary 1. Theorem 1 is valid for any self-similar fragmentation proess.
We onlude this setion by noting that the remainder of the paper is set
out into two further setions. Some initial preliminary results followed by
the proof of the main result.
3 Preliminary results
In this setion we produe a number of initial results whih will be olletively
used in the proof of Theorem 1. A key element of muh of the reasoning is
the now very popular spine deomposition whih we briey reall here; for
a fuller aount the reader should onsult Bertoin and Rouault [12; 13℄ or
Bertoin [9℄ however.
The proess
Λt(p) :=
∞∑
i=1
X1+pi (t)e
Φ(p)t, t ≥ 0
is a martingale for all p ∈ (p,∞) whih (thanks to positivity) onverges
almost surely to its limit whih we denote by Λ(p). When p = p∗ it is the
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same martingale disussed in the previous setion. For eah p ∈ (p,∞) dene
the measure P
(p)
via
dP(p)
dP
∣∣∣∣
σ{X(s):s≤t}
=
∞∑
i=1
X1+pi (t)e
Φ(p)t. (10)
Following the lassial analysis of Lyons [28℄, Bertoin and Rouault [12; 13℄
show that the proess (X,P(p)) is equal in law to the ranked asymptoti
frequenies of an P-valued fragmentation proess with a distinguished nested
sequene of fragments known as a spine. The evolution of the latter is the
same as the proess Π exept for a modiation to the way in whih the blok
ontaining the integer 1, Π1(t), evolves for t ≥ 0. This is done by working
with a Poisson point proess on P ×N with intensity adjusted to be equal to
(µ(p) ⊗ ♯)|P×{1} + (µ⊗ ♯)|P×{2,3,··· } where µ
(p)(dπ) = |π1|
pµ(dπ).
An important onsequene of this hange of measure is that {− log |Π1(t)| :
t ≥ 0}, has the harateristis of an exponentially tilted subordinator. Indeed
note that with the help of a telesopi sum, an appliation of the ompensa-
tion formula for Poisson point proesses and (3), we have for λ, t ≥ 0
E
(p)(|Π1(t)|
λ) = E(p)
(∑
s≤t
(1− |π1(s)|
λ)|Π1(s−)|
λ
)
=
∫ t
0
E
(p)(|Π1(s)|
λ)ds
∫
P
(1− |π1|
λ)µ(p)(dπ)
=
∫ t
0
E
(p)(|Π1(s)|
λ)ds
∫
S
∞∑
i=1
s1+pi (1− s
λ
i )ν(ds)
= Φ(p)(λ)
∫ t
0
E
(p)(|Π1(s)|
λ)ds
where Φ(p)(λ) = Φ(λ + p) − Φ(p). Solving the above integral equation for
E
(p)(|Π1(t)|
λ) shows that the intrinsi law of − log |Π1(·)| is preisely that of
(ξ,P(p)) where
dP(p)
dP
∣∣∣∣
σ{ξs:s≤t}
= e−pξt+Φ(p)t.
We also mention that the natural analogue of Biggins' martingale onver-
gene theorem proved in Theorem 1 of [13℄ states that there is L1(P) onver-
gene of the martingale to Λ(p) if and only if p ∈ (p, p) where p is the unique
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solution to the equation (1 + p)Φ′(p) = Φ(p) and otherwise Λ(p) = 0 almost
surely. Note in partiular that, sine p ≥ p if and only (1 + p)Φ′(p) ≤ Φ(p),
it follows that p∗ < p.
Our rst preparatory lemma is sometimes referred to as a `many-to-one'
identity (see for example [24; 25℄) and has appeared in many guises through-
out the study of spatial branhing proesses as one sees, for example, in early
work suh as Bingham and Doney [17℄ on Crump-Mode-Jagers proesses.
Lemma 2. For all measurable f : [0, 1]→ [0,∞) we have
E
(∑
j
X1+p
∗
η,j f(Xη,j)
)
= E(p
∗)(f(e−ξτ(− log η))).
Proof. It will be onvenient to introdue a third representation of fragmen-
tation proesses. Denote by Θ = {Θ(t) : t ≥ 0} the interval representation of
the fragmentation proess (see [3℄). That is to say Θ is a sequene of nested
random open subesets of (0, 1) in the sense that Θ(t + s) is a renement of
Θ(t) for s, t ≥ 0. The proess X(t) an be reovered from Θ(t) by ranking
the sequene of the lengths of the intervals of whih Θ(t) is omprised.
Next dene for eah u ∈ (0, 1)
Tη(u) = inf{t ≥ 0 : |Iu(t)| < η},
where |Iu(t)| denotes the length of the omponent of Θ(t) ontaining u. We
may now write
E
(∑
j
X1+p
∗
η,j f(Xη,j)
)
= E
∫ 1
0
|Iu(Tη(u))|
p∗f(Iu(Tη(u)))du
= E
[
|IU(Tη(U))|
p∗f(IU(Tη(U)))
]
,
where U is an independent and uniformly distributed random variable. It is
known however (f. Bertoin andMartinez [11℄) that the proess {− log |IU(t)| :
t ≥ 0} under P has the same law as the subordinator ξ under P and hene
we have
E
(∑
j
X1+p
∗
η,j f(Xη,j)
)
= E
[
e−p
∗ξτ(− log η)f(e−ξτ(− log η))
]
= E(p
∗)
[
f(e−ξτ(− log η))
]
,
thus ompleting the proof.
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Next we dene for 1 ≥ η > 0 the families of subindies of the stopping
line Xη
Jη,s = {j = 1, 2, · · · : Xη,j ≥ η
s} and J cη,s = {j = 1, 2, · · · : Xη,j < η
s}
Note in partiular that J cη,1 is the full set of indies of fragments in Xη.
Lemma 3. There exists an s0 > 1 suh that for all s ≥ s0
lim
η↓0
∑
j∈Jη,s
X1+p
∗
η,j = Λ(p
∗)
P-almost surely.
Proof. We deal with the onservative and dissipative ases separately. Con-
sider rst the onservative ase, p∗ = 0. In the terminology of the proof of
the previous Lemma we may easily write
∑
j∈J cη,s
Xη,j =
∫ 1
0
1{|Iu(Tη(u))|<ηs}du. (11)
Let us temporarily write ξu(t) = − log |Iu(t)|, x = − log η and let τu(x) =
inf{t > 0 : ξu(t) > x}. Note that the event {|Iu(Tη(u))| < η
s} is equivalent
to the event {
ξu(τu(x))− x
x
> (s− 1)
}
.
Sine ξu is a subordinator with Laplae exponent Φ, and thus has nite mean
by assumption (A1), it follows from the lassial theory of subordinators (f.
Bertoin [5℄) that
lim
x↑∞
ξu(τu(x))− x
x
= 0
almost surely. The result now follows by an appliation of the Dominated
Convergene Theorem in (11).
Next onsider the dissipative ase so that p∗ < 0. In that ase with
p ∈ (p, p∗) we may develop (11) as follows,∑
j∈J cη,s
X1+p
∗
η,j ≤ η
s(p∗−p)
∑
j∈J cη,s
X1+pη,j e
Φ(p)ση,j−Φ(p)ση,j
≤ ηs(p
∗−p)e−Φ(p)ση
∑
j
X1+pη,j e
Φ(p)ση,j , (12)
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where ση,j is the time that the blok Xη,j enters the stopping time Xη and
ση = inf{t > 0 : X1(t) < η}, the rst time the largest blok beomes smaller
than η. We laim that ση < ∞ almost surely nite. Indeed the almost sure
niteness of ση is a onsequene of the lassial result that the speed of the
largest partile obeys the strong law of large numbers
lim
t↑∞
−
logX1(t)
t
= Φ′(p) > 0
P-almost surely. See for example Corollary 1.4 of Bertoin [9℄. (The latter
result was proved for homogenous fragmentation proesses with nite dislo-
ation measure, however the proof passes through verbatim for the ase of
innite disloation measure). Note also that sine X(·) is a right ontinuous
proess with inverse σ(·), standard arguments for right ontinuous monotone
funtions and their inverses imply that
lim
η↓0
−
ση
log η
= Φ′(p)
P-almost surely. We therefore may proeed with the estimate (12) and dedue
that for all η suiently small and ǫ > 0∑
j∈J cη,s
X1+p
∗
η,j ≤ η
s(p∗−p)+(1+ǫ)Φ(p)/Φ′(p)
∑
j
X1+pη,j e
Φ(p)ση,j .
Using similar arguments to those found in the proof of Lemma 1 one may
show that the random sum on the right hand side above is the projetion
of the L1(P)-martingale limit Λ(p) onto the ltration Fη and therefore is
a uniformly integrable martingale for 1 ≥ η > 0. It now follows that by
hoosing s > −(1 + ǫ)Φ(p)[(p∗ − p)Φ′(p)]−1 (reall that Φ(p) < 0) we have
lim
η↓0
∑
j∈J cη,s
X1+p
∗
η,j = 0
as required.
The previous lemma allows us to establish the following result.
Lemma 4. For all bounded measurable f : [0, 1] → [0,∞) and all s su-
iently large,
lim
η↓0
|E(〈ρηs , f〉|Fη)− 〈ρ, f〉Λ(p
∗)|
P-almost surely.
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Proof. We introdue the notation
ψ(x, η) = E(p
∗)(f(e−ξτ(− log x)/η))
for bounded measurable f : [0, 1] → [0,∞) noting in partiular by (9) that
limη↓0 ψ(η, η) = 〈ρ, f〉. For onveniene we prove the result when η is replaed
by η2 or equivalently with s replaed by 2s. By splitting the fragments in
Xη2s into desendants of fragments in Xη whose mass is no smaller than
ηs, desendants of fragments in Xη whose mass lies between [η
2s, ηs) and
fragments whih belong to both Xη and Xη2s we get with the help of the
fragmentation property applied at the stopping line Xη and Lemma 2 that
E(〈ρη2s , f〉|Fη) =
∑
j∈Jη,s
X1+p
∗
η,j ψ(η
2s/Xη,j, η
2s/Xη,j)
+
∑
j∈Jη,2s\Jη,s
X1+p
∗
η,j ψ(η
2s/Xη,j, η
2s/Xη,j)
+
∑
j∈J cη,2s
X1+p
∗
η,j f(Xη,j/η
2s). (13)
Note that
sup
j∈Jη,s
η2s/Xη,j ≤ η
s → 0 P-a.s. as η ↓ 0
and hene, using Lemma 3, the rst term on the right hand side of (13) on-
verges almost surely to 〈ρ, f〉Λ(p∗). Without loss of generality we may assume
that f is uniformly bounded by 1 in whih ase ψ is uniformly bounded by
1 and then the seond term on the right hand side of (13) satises
lim
η↓0
∑
j∈Jη,2s\Jη,s
X1+p
∗
η,j ψ(η
2s/Xη,j , η
2s/Xη,j) ≤ lim
η↓0
∑
j∈J cη,s
X1+p
∗
η,j = 0
P-almost surely, where the nal equality follows by Lemma 3. Similar rea-
soning shows that the third term on the right hand side of (13) onverges
almost surely to zero.
The previous lemma showed that E(〈ρηs , f〉|Fη) is a good approximation
for 〈ρ, f〉. For a random variable Y we denote the Lp(P) norm in the usual
way, ||Y ||p = E(|Y |
p)1/p. The next Proposition shows that E(〈ρηs , f〉|Fη) is
also a good approximation for 〈ρηs , f〉 but now with respet to the L
p(P)-
norm.
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Proposition 1. Suppose that f : [0, 1]→ [0,∞) is bounded and measurable.
Then there exist onstants p ∈ (1, 2] and κp ∈ (0,∞) suh that for all s > 1
and 1 ≥ η > 0,
||〈ρηs, f〉 − E(〈ρηs , f〉|Fη)||p ≤ κpη
(p−1)(1+p∗)/p.
Proof. Begin by noting that fragments in Xηs are either desendants of frag-
ments in Xη or belong themselves to Xη. With the help of the extended
fragmentation property applied at the stopping line Xη, this inurs the de-
omposition
〈ρηs , f〉 − E(〈ρηs , f〉|Fη)
=
∑
j∈J cη,s
X1+p
∗
η,j f(Xη,j/η)− E

 ∑
j∈J cη,s
X1+p
∗
η,j f(Xη,j/η)
∣∣∣∣∣∣Fη


+
∑
j∈Jη,s
X1+p
∗
η,j (∆j − E(∆j |Fη))
=
∑
j∈Jη,s
X1+p
∗
η,j (∆j − E(∆j |Fη)) , (14)
where, given Fη, ∆j are independent, eah having the same law as 〈ρηj , f〉
under P with ηj = η
s/Xη,j .
For the next part of the proof we need to make use of two inequalities.
The rst is lifted from Lemma 1 of Biggins [16℄. For independent, zero mean
random variables {Y1, · · · , Yn} with referene expetation operator E and
p ∈ [1, 2] we have
E
(∣∣∣∣∣
n∑
i=1
Yi
∣∣∣∣∣
p)
≤ 2p
n∑
i=1
E(|Yi|
p). (15)
Note that an easy alulation using Fatou's Lemma also implies that if one
has an innite sequene of suh variables then the same inequality holds
exept with innite sums. The seond inequality is a diret onsequene of
Jensen's inequality and says that for all u, v ∈ R and p ≥ 1,
|u+ v|p ≤ 2p−1(|u|p + |v|p). (16)
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We may now proeed to ompute for any p ∈ (1, 2]
E [ |〈ρηs , f〉 − E(〈ρηs , f〉|Fη)|
p| Fη]
≤ 2p
∑
j∈Jη,s
X
(1+p∗)p
η,j E ( |∆j − E(∆j |Fη)|
p| Fη)
≤ 22p−1
∑
j∈Jη,s
X
(1+p∗)p
η,j E
(
∆pj + E(∆j |Fη)
p
∣∣Fη) , (17)
where in the rst inequality we have used (14) and (15) for innite sums and
in the seond inequality we have used (16). We spilt the remainder of the
proof into the ases that ν is onservative and dissipative, respetively.
Suppose rst that ν is onservative. Without loss of generality we may
again assume that f is uniformly bounded by 1, in whih ase ∆j ≤ 〈ρηj , 1〉 =
1 for all j ∈ Jη,s. It follows from (17) that
E [|〈ρηs , f〉 − E(〈ρηs , f〉|Fη)|
p] ≤ 22pE

 ∑
j∈Jη,s
X
(1+p∗)p
η,j


≤ 22pη(p−1)(1+p
∗)
E
(∑
j
X1+p
∗
η,j
)
= 22pη(p−1)(1+p
∗), (18)
where we have used that
∑
j X
1+p∗
η,j =
∑
j Xη,j = 1. Taking the p-th root
ompletes the proof for the onservative ase.
Next assume that ν is dissipative. Continuing from the last inequality in
(17) we may apply Jensen's inequality to dedue that
E [|〈ρηs , f〉 − E(〈ρηs , f〉|Fη)|
p] ≤ 22pE

 ∑
j∈Jη,s
X
(1+p∗)p
η,j E(∆
p
j |Fη)

 . (19)
In order to proeed with the estimate on the right hand side above and in
partiular to deal with the terms E(∆pj |Fη), it is rst neessary to make an
estimate on the quantity sup1≥η>0 E(〈ρη, f〉
p). As usual we assume without
loss of generality that f is uniformly bounded by 1. We shall also heneforth
proeed with our alulations taking p = p0, where p0 was speied in (A3).
Write q = p− 1. To omplete the proof, we pursue a series of omputations
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inspired by ideas whih are found in Hardy and Harris [23℄. We have
E(〈ρη, f〉
p) ≤ E(〈ρη, 1〉〈ρη, f〉
q)
= E(p
∗)
[
E
(p∗)(〈ρη, f〉
q|G)
]
≤ E(p
∗)
[
E
(p∗)(〈ρη, f〉|G)
q
]
(20)
where G = σ{(π(t), k(t)) : t ≥ 0, k(t) = 1} is the σ-algebra generated by the
spine and the nal line above follows from Jensen's inequality. Appealing
to the spine deomposition desribed at the beginning of this setion, and
writing Tη = inf{t > 0 : |Π1(t)| < η}, we may further deompose
〈ρη, f〉 = |Π1(Tη)|
1+p∗f(|Π1(Tη)|/η)
+
∑
t≤Tη
1{k(t)=1}|Π1(t−)|
1+p∗
∞∑
i=2
|πi(t)|
1+p∗∆i,
where, given G, for eah i = 2, 3, · · · the random variables∆i are independent
and have the same distribution as 〈ρηi , f〉 under P with ηi = η/(|Π1(t−)||πi(t)|).
Note in partiular that thanks to the uniform boundedness of f , ∆i ≤ 1 for
all i = 2, 3, · · · . Taking aount of the inequality (
∑∞
j=1 aj)
q ≤
∑∞
j=1 a
q
j ,
whih holds for any non-negative sequene of numbers {aj : j ≥ 1}, using
again the uniform boundedness of f by unity, referring bak to (20), making
use of the ompensation formula for Poisson random measures and realling
that under P
(p∗)
the proess − log |Π1(·)| is equal in law to (ξ,P
(p∗)), we get
the following estimate,
E(〈ρη, f〉
p)
≤ E(p
∗)
[
|Π1(Tη)|
(1+p∗)q +
∑
t<∞
1{k(t)=1}|Π1(t−)|
1+p∗
(
∞∑
i=1
|πi(t)|
1+p∗
)q]
≤ 1 +
∫ ∞
0
E
(p∗)(e−q(1+p
∗)ξt)dt ·
∫
P
(
∞∑
i=1
|πi|
1+p∗
)q
µ(p
∗)(dπ)
= 1 +
∫ ∞
0
e−Φ
(p∗)(q(1+p∗))tdt ·
∫
P
(
∞∑
i=1
|πi|
1+p∗
)q
|π1|
p∗µ(dπ). (21)
Both integrals on the right hand side of (21) onverge. The rst integral
onverges beause
Φ(p
∗)(q(1 + p∗)) = Φ(p∗ + (p− 1)(1 + p∗)) = Φ(p(1 + p∗)− 1) > Φ(p∗) = 0.
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The seond integral an be shown, with the help of (3), to satisfy∫
P
(
∞∑
i=1
|πi|
1+p∗
)q
|π1|
p∗µ(dπ) =
∫
S
(
∞∑
i=1
|si|
1+p∗
)q( ∞∑
i=1
si · s
p∗
i
)
ν(ds)
=
∫
S
(
∞∑
i=1
|si|
1+p∗
)p
ν(ds),
whih is nite thanks to assumption (A3).
We have thus shown that there is a onstant Kp (whih depends only on
p) suh that
sup
1≥η>0
E(〈ρη, f〉
p) ≤ Kp.
Now returning to (19) we may upper estimate supj∈Jη,s E(∆
p
j |Fη) by Kp.
The remainder of the proof for the dissipative ase follows the reasoning that
was presented in onjution with (18) for the onservative ase, exept now
we use that E(
∑
j X
1+p∗
η,j ) = 1 instead of just
∑
j X
1+p∗
η,j = 1.
Before proeeding to the proof of the main theorem, let us onlude this
setion by stating a orollary of the previous Proposition whih, apart from
being ontemporary with a similar lassial result for various spatial branh-
ing proesses (see for example Hardy and Harris [23℄), is otherwise of no
onsequene as far as the remainder of the paper is onerned.
Corollary 2. Suppose that ν is a dissipative measure. Then the martingale
{〈ρη, 1〉 : 1 ≥ η > 0}, and hene the martingale {Λt(p
∗) : t ≥ 0}, onverges
in Lp(P), where p = p0 and p0 was speied in assumption (A3).
Proof. The proof is omplete, thanks to standard arguments using dominated
onvergene and Doob's maximal inequality, as soon as it an be shown that
E
(
lim
η↓0
〈ρη, 1〉
p
)
<∞. (22)
However, taking f = 1 in the statement of Proposition 1 and noting that
E(〈ρη2 , 1〉|Fη1) = 〈ρη1 , 1〉, we see that when p = p0, for all 1 ≥ η1 ≥ η2 > 0,
lim
η1,η2↓0
||〈ρη1 , 1〉 − 〈ρη2 , 1〉||p = 0,
showing that {〈ρη, 1〉 : 1 ≥ η > 0} is a Cauhy family in the spae of L
p(P)
right ontinuous martingales adapted to {Fη : 1 ≥ η > 0}. It follows that
the almost sure limit point Λ(p∗) = limη↓0〈ρη, 1〉 also belongs to L
p(P), and
hene (22) holds.
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4 Proof of Theorem 1
The proof appeals to ideas whih are are inspired by the analysis of branhing
proesses appearing in Asmussen and Herring [1℄. First we prove almost sure
onvergene of 〈ρη, f〉 on log-lattie sequenes and this is then upgraded to
onvergene along the ontinuous sequene 1 ≥ η > 0.
We start by appealing to the Markov-Chebyshev inequality followed by
an appliation of Proposition 1 to dedue that for any δ, ǫ > 0, p = p0 as
speied in (A3), m = 2, 3, · · · and bounded measurable f : [0, 1]→ [0,∞)
∞∑
n=1
P [|〈ρe−mnδ , f〉 − E(〈ρe−mnδ , f〉|Fe−nδ)| > ǫ]
≤
1
ǫp
∞∑
n=1
||〈ρe−mnδ , f〉 − E(〈ρe−mnδ , f〉|Fe−nδ)||
p
p
≤
κpp
ǫp
∞∑
n=1
e−nδ(p−1)/p <∞
Together with the Borel-Cantelli Lemma this implies that, for any δ > 0,
|〈ρe−mnδ , f〉 − E(〈ρe−mnδ , f〉|Fe−nδ)| → 0 (23)
P-almost surely as n ↑ ∞.
Next appealing to the triangle inequality, we have for s > 1 and 1 ≥ η > 0
that
|〈ρe−mnδ , f〉 − 〈ρ, f〉| ≤ |〈ρe−mnδ , f〉 − E(〈ρe−mnδ , f〉|Fe−nδ)|
+|E(〈ρe−mnδ , f〉|Fη)− 〈ρ, f〉Λ(p
∗)|
and hene (23) and Lemma 4 imply that there exists a natural number m0
suh that for eah m ≥ m0 and δ > 0,
lim
n↑∞
〈ρe−mnδ , f〉 = 〈ρ, f〉Λ(p
∗)
P-almost surely. Sine we may hoose δ > 0 in an arbitrary way (it does not
depend on the value m0), we may resale δ by m
−1
and improve the above
onvergene to dedue
lim
n↑∞
〈ρe−nδ , f〉 = 〈ρ, f〉Λ(p
∗) P-a.s. (24)
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for any δ > 0.
To remove the assumption that onvergene holds only along log-lattie
sequenes, x δ > 0 and take t ∈ (nδ, (n + 1)δ) for n = 1, 2, · · · . Let us
extend the domain of f to [0,∞) by dening f(x) = 0 for x > 1. Amongst
those fragments in the stopping line Xe−t are fragments whih are also to be
found in Xe−nδ . It follows that
〈ρe−t , f〉 =
∑
j∈J c
e−t,1
∩J c
e−nδ,t/nδ
X1+p
∗
e−t,j f(Xe−t,j/e
−t)
+
∑
j∈J c
e−t,1
\J c
e−nδ,t/nδ
X1+p
∗
e−t,j f(Xe−t,j/e
−t)
≥
∑
j∈J c
e−nδ,t/nδ
X1+p
∗
e−nδ,j
f(Xe−nδ,j/e
−t)
=
∑
j
X1+p
∗
e−nδ,j
f(Xe−nδ,j/e
−t)
=
∑
j
X1+p
∗
e−nδ,j
f(et−nδXe−nδ,j/e
−nδ).
If we assume in addition that f is ontinuous and ompatly supported (and
therefore uniformly ontinuous) then for any given ε > 0 we have that there
exists a δ0 > 0 suh that whenever δ < δ0, for all x ∈ suppf , f(xe
t−nδ) ≥
f(x)− ε. In that ase we have with the help of (24) that
lim inf
t↑∞
〈ρe−t , f〉 ≥ lim inf
n↑∞
〈ρe−nδ , f〉 − ε〈ρe−nδ , 1〉 = (〈ρ, f〉 − ε)Λ(p
∗)
P-almost surely for all δ < δ0. As ε > 0 an be hosen arbitrarily small,
we have that for all ontinuous f : [0, 1] → [0,∞) whih are ompatly
supported,
lim inf
t↑∞
〈ρe−t , f〉 ≥ 〈ρ, f〉Λ(p
∗)
P-almost surely. Next, given any ontinuous bounded f : [0, 1] → [0,∞),
suppose that {fn : n = 1, 2, · · · } is a sequene of ontinuous and ompatly
supported positive funtions suh that fn ↑ f in the pointwise sense. It
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follows that
lim inf
t↑∞
〈ρe−t , f〉 = lim
k↑∞
lim inf
t↑∞
〈ρe−t , f〉
≥ lim
k↑∞
lim inf
t↑∞
〈ρe−t , fk〉
≥ lim
k↑∞
〈ρ, fk〉Λ(p
∗)
= 〈ρ, f〉Λ(p∗) (25)
P-almost surely, where the nal equality follows from the monotone onver-
gene theorem taking aount of the expression in (7). If f : [0, 1] → [0,∞)
is now a positive, bounded and measurable funtion, then it an be approxi-
mated from below by an inreasing sequene of positive ontinuous funtions
and the omputations in (25) go through verbatim. On the other hand, for
suh an f , assuming without loss of generality that it is uniformly bounded
by 1, we have, realling that {〈ρe−t , 1〉 : t ≥ 0} is a martingale with almost
sure limit Λ(p∗),
lim sup
t↑∞
〈ρe−t , f〉 ≤ lim
t↑∞
〈ρe−t , 1〉 − lim inf
t↑∞
〈ρe−t , (1− f)〉
≤ [1− 〈ρ, (1− f)〉]Λ(p∗)
= 〈ρ, f〉Λ(p∗)
P-almost surely, where in the last inequality we have used (25) and in the
nal equality we have used that 〈ρ, 1〉 = 1. This ompletes the proof of
Theorem 1. 
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