The compressible Stokes system with the inflow boundary condition is studied on the polygonal domain D. It is shown that the lowest order corner singularity of the system is the same as that of the Laplacian. The velocity u is split into a singular and regular part near each concave vertex. If the polygon is convex, it is shown that u ¥ (H
INTRODUCTION AND MAIN RESULTS
A complete mathematical understanding of boundary value problems for the compressible Navier-Stokes equations or the compressible Stokes equations has not yet been achieved (see [2, 7, 8] ). A problem not yet considered is to analyse the equations on a plane polygonal domain. The purpose of this paper is to study a very simple form of the compressible Stokes system on a (convex or nonconvex) polygonal domain and in particular to provide a decomposition of the velocity field into singular and regular parts with the singular part determined by certain harmonic functions near the concave vertices. The equations to be considered (see [7, 8] where n=[n 1 , n 2 ] denotes the unit outward pointing normal to "D.
The equations in (1.1) may be obtained by linearizing the barotropic Navier-Stokes equations around the ambient flow U and dropping the convective term in the linearized momentum equation. For details see [7] . For simplicity, it is assumed that the shear viscosity vanishes. The pressure boundary condition in (1.1d) arises from the hyperbolic nature of the continuity equation (1.1b) and the fact that the ambient flow field U ] 0 on "D.
The theory of corner singularities for the Poisson equation is contained, for example, in [3] , and regularity results for the (incompressible) Stokes system are given in [6] . A similar analysis has not been given for the compressible Stokes system, which is the purpose of this paper. Hopefully such results will be of use in studying the numerical solution of the compressible Navier-Stokes equations in regions with corners.
For an existence and regularity result for problem (1.1) on a smooth domain the following theorem may be found in [7, (D) ).
(1.3)
We now state the main results of this paper. The proofs are given in Sections 2 and 4. 
(1.4)
From Theorem 1.2 we see that the singular exponent a for the compressible Stokes system (1.1) is completely determined by the singular exponent of the velocity in the momentum equation (1.1a), i.e., is the same as the singular exponent of the Laplacian problem. In contrast with the Stokes system, there is no singular function for the pressure at this level in a singular expansion of the solution.
Next we state a regularity result for system (1.1) on a convex polygon, which is proven in Sections 3 and 4.
(1.5)
The main strategy used in Theorem 1.2 is based on splitting the solution into singular and regular parts and applying to our problem (1.1) known results for the Poisson problem on a polygonal domain. To construct the singular part of the solution we first pick a vector function, each component of which is a multiple of the harmonic function f (see (2.2)) near the corner points. This function belongs to H 1 but not H
2
. Second, for the divergence of the vector function we solve for the solution of a first order partial differential equation (see (2.7)), which may be regarded the singular part of the pressure, corresponding to the singular part of the velocity function. Note that the equation takes a form like the continuity equation. Hence the singular part of pressure can be represented in terms of the divergence of the vector function which consists of the harmonic function (see (2.8) ). Because we are considering only a low order expansion of the solution, this singular part of the pressure does not appear in the final decomposition.
In order to prove Theorems 1.2 and 1.3 it suffices to analyze the behavior of the solution near each vertex of D. To do this, we study the problem in an infinite sector W whose vertex is placed at P, and whose sides are the extension to infinity of the two sides of "W which meet at P. Without loss of generality we assume that the vertex P is placed at the origin (0, 0).
) be a smooth cutoff function which is identically 1 in a neighborhood of the origin (0, 0), and which satisfies
Without loss of generality we may assume that r 0 =1. To investigate the behavior of the solution near the origin (0, 0) we obtain from (1.1) the following generalized compressible Stokes system:
on C and on r=1, qp=0 on C in and on r=1,
where C is the boundary of W and C in is the incoming portion of C. 
( 
(1.10)
In Theorems 1.2-1.5 we have assumed that the parameter m is sufficiently large. This assumption is not needed for the existence of a solution to the system (1.1); since the coefficients m and U are constant, an integration by parts and use of the Lax-Milgram lemma easily gives existence and uniqueness. The requirement is needed in the proof of Lemma 2.3. Precisely how large m should be depends on the various angles in W, and on the vector U. In addition, the proof of Lemma 2.5 requires that m not equal a certain finite set of numbers. (Two numbers must be excluded for each vertex of W.) It would be interesting to know if these restrictions on m are necessary.
To apply to our problem (1.1) known results for the Poisson problem on polygonal domain we define solution operators as follows. We define A:
and define the operator B: L 2 0 Q by q :=BG where q is the solution of
(1.12)
The set C in ={(x, y) ¥ C : U · n < 0} with U=[1, 0] and if the set {(d(y), y) : − . < y < .} describes the incoming portion C in of C, the solution q of (1.12) can be represented by
We define the trace operator c of H 1 -functions on the incoming portion
(1.14)
From the operators defined in (1.12)-(1.14) we observe 
where O , P denote the duality pairing.
NONCONVEX SECTOR
In this section Theorem 1.4 is proven. We will analyze the problem (1.8) on the following concave sector W defined by
where h=tan
For other cases of nonconvex sector (see (2.61)-(2.63)) results similar to those obtained in this section can be shown by using the same procedures.
We first cite the following result for the Poisson problem (1.11) on the domain W specified in (2.1), which will be useful in our analysis (see [5] ): 
3)
For a weak formulation for the problem (1.8) we define three bilinear forms a, b, and c:
Using these bilinear forms, the weak formulation for (1.8) is to find
In the next Lemma we give a bound for a solution [u, p] that has compact support. 
Using (1.12) with G=g − div u and the boundedness of the solution operator B, we get
Applying this to the right hand side of (2.5) and using Schwarz's inequality and the Poincaré inequality the inequality follows. L On the basis of Theorem 2.1 we are going to split the solution of (1.8) into singular and regular parts and investigate its behavior near the corner point (0, 0). Recall that we focus on the local behavior of the solution near the concave vertex and assume that u -0 and p -0 for r \ 1. Thus, from (1.8) we see that f -0 and g -0 for r \ 1. We definę
where f is defined in (2.2) and the unknown constant C=[C 1 , C 2 ] will be determined later and p s will be constructed shortly. Assuming that C is given, we let p s be the solution of the following problem:
Note that p s -0 for r=`x 2 +y 2 \ 1. Using the operator B defined in (1.12) the solution p s of (2.7) is given by
Note 
and 
FIG. 2.
The curves for p s at x=constants.
COMPRESSIBLE FLOWS
In a similar manner, the partial derivatives k xx (x, y) and k yy (x, y) have the same bounds given in (2.14) and 
|k(s, y)| ds 2 (using (2.12) and letting c 1 =|Nq| . ) 
(2.28)
At this point, from the momentum equation (2.27a) and the point of view of Theorem 2.1 we must pick the unknown constant C=[C 1 , C 2 ] appearing in the function u s of (2.6) so that
(2.29)
Applying the divergence operator to the function u r given in (2.28a) and inserting it into (2.28b), the solution p may be expressed in the form
Noting that B div u s =C · B Nf, we have 
Hence, if m is sufficiently large, the operator
will exist (to be shown in Lemma 2.3) and the function p can be solved explicitly:
On the other hand, substituting the function p of (2.28b) into the equation (2.28a) we have 
S (2.37)
Thus, if m is large enough then the operator
exists (to be shown in Lemma 2.3) and the function u r can be solved explicitly: 
In order to prove (b), let z ¥ L 2 (W) be arbitrary. Then we have 
46) 
In order to show that the coefficients given in (2.49) are well-defined it is enough to show the following lemma. 
2). Then the following functions: (NB
f, and L(Df) will be finite where L is defined in (2.3) .
Proof.
From the procedures given in the proofs of (2.16) and (2.21)-(2.23) one may observe the following inequalities:
and
for all (x, y) ¥ W where C is a positive constant. In other words, we have 
where C is a constant. From the following diagram
the following norm will be bounded:
Hence it follows from the above inequalities that 
Morever it is estimated by the norms of the data f and g, section by following the similar procedures used. Also, for the other cases except for the convex sectors of (3.1) and (3.12) the same procedures used can applied. For the regularity result of the solution of (1.8) on the domain W in (3.1) we first consider the following first order partial differential equation:
where G is a given function in W. Hence the solution p of (3.2) is given by 
Hence p y (x, y) converges to the different limits as y Q ± 0 :
and the value of the jump in p y (x, y) across y=0 is
Since the p y is not continuous arcoss y=0 (unless G(0, 0)=0), the second and higher derivatives of p with respect to y do not exist at y=0. Let q i , i=0, . .., N be a partition of unity subordinate to the covering {W i } (see [1, p. 51] 
