Abstract. New measurements of high-lying even parity 6sns 1 S0 and 6snd 3,1 D2 levels of neutral 174 Yb are presented in this paper. Spectroscopy is performed by a two-step laser excitation from the ground state 4f 14 6s
I. INTRODUCTION
The Rydberg levels of Yb are a focus of attention for two reasons. First, two (valence) electron atoms are attractive for optical clocks based on the neutral atoms [2, 3] and their ions [4, 5] . The largest systematic frequency uncertainty in an optical ion clock arises from the black body radiation shift [6] , which is determined by the ionic polarizabilities. These polarizabilities can be determined from accurate measurements of the quantum defects of the high 6sn bound Rydberg levels converging to the ionic states of the clock transition [7] . Thus the accurate energy measurement of high Rydberg levels of Yb promises reduced uncertainties on the Yb + clock frequency.
The second attraction of the Rydberg states of Yb is related to cold Rydberg atom experiments. While ultracold atoms in their ground state have van der Waals interactions with a range of a few nanometers, due to their exaggerated properties ultracold Rydberg atoms have micrometer range interactions. The use of cold Rydberg atoms thus presents new possibilities in quantum physics. These include quantum simulation [8] or quantum engineering [9] with, for example, the realization of quantum gates using the dipole blockade [10] [11] [12] or the production of single photons [13] . The attraction for ytterbium is that once one electron is excited to a Rydberg state, the second valence electron, which is the single valence electron of the ionic core, is easily excited by a laser [14] . This excitation produces a doubly excited state which can decay radiatively or by auto-ionization. This experimental technique, called Isolated Core Excitation (ICE) [15] , offers several fascinating possibilities. One example is the optical imaging which could be performed by collecting fluorescence photons from the core. This would * Contact: patrick.cheinet@u-psud.fr † Contact: tfg@virginia.edu be similar to the imaging in [16, 17] but without the need to ionize the Rydberg cloud. On one-electron Rydberg atoms, other imaging [18, 19] or trapping [20] [21] [22] techniques have been implemented, relying on complex schemes or compromises.
To realize the full potential of ICE as a diagnostic and manipulation technique and to determine the core polarizabilities requires a comprehensive knowledge of the spectroscopy of the atom in question. Yb has been the subject of several optical studies with pulsed lasers, in particular on even parity levels [1, [23] [24] [25] , which have provided a wide range of spectroscopic data as well as multichannel quantum defect theory (MQDT) analysis of these series, but with a typical uncertainty on the GHz scale. In addition, similar measurements [26] provide the currently accepted value for the first ionization limit I 6s = 50443.08(5) cm −1 . Extensive microwave measurements connecting the Yb 6sns, 6snp, and 6snd Rydberg series have also been reported for 40 ≤ n ≤ 58 [27] . While these measurements are useful for n ≥ 40, they cannot be extrapolated towards lower n, where doubly excited states perturb the regularity of the bound 6sn series, with n the principal quantum number and the orbital angular momentum quantum number.
Here we present new spectroscopic measurements of high-lying even parity 6sns 1 S 0 and 6snd 1, 3 D 2 Rydberg series of Yb. We have obtained an improved accuracy of two to three orders of magnitude on the absolute level energies and extended the microwave spectroscopy to significantly lower n. These levels can serve in the future as a reference for microwave spectroscopy of high Rydberg states. In the following sections we describe the experimental approaches and analysis methods, present our spectroscopic results, and describe the related MQDT analysis.
II. EXPERIMENTAL APPROACH
We have performed joint spectroscopic measurements on two complementary setups. Both sets of measurements can be understood with the aid of Fig. 1 . One cold atom setup in Laboratoire Aime Cotton (LAC) allows performing accurate optical spectroscopic measurements in order to obtain the absolute energies of the different observed Rydberg levels. The other experiment, at the University of Virginia (UVA), is performed on an atomic beam and allows measuring multi-photon microwave transitions between different Rydberg levels to determine their relative energy difference with better accuracy. We chose to perform our measurements on 174 Yb, the most abundant isotope, as the quantum defects of high levels do not depend on the isotope. Both experiments use a two-photon excitation: from 6s 2 1 S 0 to 6s6p 1 P 1 level with a first laser at 398.9 nm and a second laser at around 396 nm to reach 6sns and 6snd. The UVA experiment reaches 6sns 
Microwave measurements
In the microwave experiments at UVA, atoms in a thermal beam of natural Yb pass between two horizontal plates 1.5 cm apart, where they are excited to Rydberg levels by two copropagating laser beams. These lasers are pulsed tunable dye lasers running at a 20 Hz repetition rate. The laser beams cross the atomic beam at a right angle, defining the region in which the Yb Rydberg atoms interact with the microwaves. A 1µs long microwave pulse, starting 50ns after the laser pulses, drives one of the transitions shown by the broken arrows of Fig.  1 . The microwave field is generated by an Agilent 83620A synthesized sweep generator which produces a continuous wave output from 10MHz to 20GHz. A General Microwave DM862D switch is then used to produce the microwave pulses. Several frequency multipliers: a Narda DBS2640X220 active doubler, a Narda DBS4060X410 active quadrupler, a Pacific Millimeter V2WO passive doubler and a Pacific Millimeter W3WO or D3WO passive tripler were used to multiply the synthesizer frequency to the desired frequency. The microwaves propagate from the frequency multiplier through a WR28 waveguide feedthrough to a WR28 horn inside the vacuum chamber.
Approximately 50ns after the end of the microwave pulse a large negative voltage pulse is applied to the bottom plate to field ionize the Rydberg atoms and eject the freed electrons from the interaction region. The amplitude of the field pulse is chosen to allow temporal separation of the ionization signals from the initial and final states of the microwave transition. The freed electrons pass through a hole in the top plate and are detected by a Micro-Channel Plate (MCP) detector. The signal from the final state of the transition is recorded by a gated integrator as the microwave frequency is slowly swept across a resonance over many shots of the laser. The data are stored in a computer for later analysis. We have investigated three different two-photon microwave resonances: 6sns
The accuracy of the two photon microwave transitions can be limited by different error sources. The AC Stark shifts of the two photon transitions are generally small, typically 200 kHz for the maximum power. This effect is minimized measuring the resonances at several microwave powers to extrapolate the zero field frequencies with an uncertainty around 20 kHz. The frequency uncertainty of the synthesizer is less than 5 kHz, which leads to an uncertainty after frequency multiplication of less than 30 kHz in the worst multiplication case. DC Stark shifts can be important for Rydberg states. For each initial state, we apply a voltage on the top plate to minimize this shift with an estimated uncertainty of around 100 kHz. The Fourier transform limited resonance width of 160 kHz allows to determine the resonance center with an uncertainty of around 20 kHz. The earth's magnetic field has a negligible effect on singlet-singlet transitions, as all ∆m = 0 transitions are unaffected by the magnetic field [28] . Finally, the statistical noise on each measurement is around 60 kHz. We thus estimate the total uncertainty on our microwave measurements to be less than 200 kHz on the microwave frequencies and thus less than 400 kHz on the energy intervals. The uncertainty in [27] is found to be around 250 kHz on the microwave frequencies, justifying the inclusion of these data in our analysis.
Optical Measurements
In the optical experiments at LAC, we have built an Yb cold atom experimental set-up similar to that used by Kuwamoto et al. [29] : a thermal beam of Yb, formed by heating a dispenser, passes through a Zeeman slower, where it is decelerated by light at the 398.9 nm 6s6p 1 S 0 → 6s6p 1 P 1 transition. A significant difference from the approach of Kuwamoto et al. is the introduction of a 2D molasses to counteract the beam divergence introduced by the Zeeman slower. This 2D molasses uses 556 nm light at the 6s 2 1 S 0 → 6s6p 3 P 1 intercombination transition frequency. After the 2D molasses, the atoms are captured in a 3D magneto optical trap (MOT) using the same intercombination transition.
To excite the atoms to Rydberg levels, the first photon is provided by the Zeeman slower laser: a fraction of continuous laser light at 398.9 nm is diverted and sent through an acousto-optical modulator (AOM) to form pulses of around 500 ns duration at a 10 Hz repetition rate. They provide population in the 6s6p 1 P 1 state. The second photon, which couples the 6s6p 1 P 1 state to the desired Rydberg state, is provided by a frequency doubled Ti:Sapphire laser. Large n Rydberg levels are detected by pulsed field ionization. A set of high-voltage electrodes provides a maximum electric field of around 600 V/cm in the Rydberg excitation volume, allowing the ionization of Rydberg states of n ≥ 40. For lower states, we use ICE with a laser at 369.5 nm on the 6s 1/2 → 6p 1/2 ionic core transition [14] to convert bound 6sn Rydberg atoms into autoionizing 6p 1/2 n atoms [30] . In all cases, the resulting ions are detected with an MCP, and the time resolved signal is captured by a gated integrator as the frequency of the second laser is slowly swept over many shots of the laser.
We infer the Rydberg level energy from the sum of the 6s6p 1 P 1 intermediate level energy and the second photon energy. The energy of the intermediate level is taken to be 751 526 533.5 MHz according to the recent measurement in [31] with an uncertainty of 0.33 MHz. The corresponding laser in our experiment is servo-locked to the saturated absorption signal obtained on a separate spectroscopy vacuum cell where the Yb atom beam is saturated with the intercombination laser, providing a long term stability better than the transition linewidth of 200 kHz. The short term stability of this laser is limited to around 2 MHz due to the width of the saturated spectroscopic signal which is broadened to the 6s6p 1 P 1 linewidth of 30 MHz. The energy of the second photon is measured using a commercial wavemeter, High Finesse WS-Ultimate 10, which we calibrate using the well known D 2 line of cesium at 852 nm available in our laboratory. The wavemeter has a guaranteed accuracy of 10 MHz at three standard deviations within ± 200 nm around the calibration wavelength. To be within this range, we measure the Ti:Sa laser frequency before the doubling stage, at around 792 nm. The uncertainty after doubling is thus 6.7 MHz at one standard deviation. The repeatability of the measurement is announced to be around 2 MHz at one standard deviation. This leads, after frequency doubling, to an expected statistical noise of 4 MHz. Moreover, each measurement is rounded to 1 MHz before doubling. The two photon Rydberg excitation observed linewidth is 15 MHz, partially broadened by the intermediate state linewidth of 30 MHz, leading to an uncertainty in the line center of less than 1 MHz. The DC Stark shift is minimized using compensation electrodes to cancel the residual field. This field is canceled with the highest principal quantum number used, n = 80, which is the most sensitive. The residual uncertainty is then estimated to be at most 200 kHz. Finally the combination of the MOT magnetic field gradient, which is not turned off during the measurement, and the effect of the Zeeman slower laser pushing the MOT away from the magnetic field center leads to a residual field of around 1 Gauss. But thanks to a linear polarization of our Rydberg excitation laser beams, the transitions shifted up and down should have equal weight leading to a broadening but no residual shift. Therefore we assume a magnetic field induced uncertainty of less than 100 kHz. The total uncertainty on the Rydberg energy is thus 7.5 MHz and the statistical noise is expected to be 5 MHz.
III. ANALYSIS METHODS
Rydberg spectra of alkali atoms, possessing a single Rydberg electron outside a spherically symmetric ionic core, are usually characterized with single channel quantum defect theory (QDT). It assumes that the electron moves in a Coulomb potential during most of its orbit except for short times when it comes close to the ionic core and collides with it. A channel is defined by fixing the quantum numbers of the ionic core, here singly charged, the orbital quantum number of the Rydberg electron and the coupling scheme defining the total angular momentum J. At any arbitrary energy E, the channel wave function is solution of the Schrödinger equation. Outside the ionic core (r > r c ) where the potential becomes purely Coulombic, the wave function is described as a superposition of the analytically known regular and irregular Coulomb functions f and g: cos[π δ(E, )] f (E, , r)−sin[π δ(E, )] g(E, , r) where the quantum defect δ(E, ) is slowly varying with E. The corresponding phase πδ(E, ) represents the wave function phase shift with respect to the pure hydrogenic regular one f (E, , r) and is due to all short-range non-Coulombic interactions present at r < r c . For a bound level of energy E smaller than the first ionization limit I, one has to apply as boundary condition that the wave function vanishes at r → ∞ which leads to the following equation for the energy:
where R is the finite-mass corrected Rydberg constant and ν(n, ) = n − δ(n, ) is called the effective quantum number. Within a specific n Rydberg series, the quantum defect varies slowly with the energy and is usually described with the Ritz formula defining the quantum defect δ 0 ( ) at the ionization limit and additional higher order terms δ i ( ) accounting for its energy dependence in a Taylor series. For ease of use, it is expressed as a function of the principal quantum number and thus reads:
In two valence electron atoms such as alkaline-earth atoms, the Rydberg series n 0 s n converging toward the first ionization limit n 0 s can be perturbed by doublyexcited levels n 0 n 0 converging towards excited ionization limits n 0 , resulting in irregular variations of their quantum defects δ(n, ). Indeed, only the total angular momentum J and parity Π are exact quantum numbers, and exchange of angular momentum and energy between the two colliding electrons restricts the validity of the single channel QDT approach.
Multi-channel Quantum Defect Theory (MQDT) [32] , a generalization of Seaton's quantum defect theory [33] , has been developed to accurately describe two electron atom spectra where a single electron n is excited to a Rydberg level, the second electron n 0 0 with a low excitation being named the valence electron. MQDT provides an exact parametrization of the energy spectrum and of the wave functions outside the singly charged core n 0 0 with radius r 0 in terms of channel coupling between N channels by introducing a small number of nearly energy-independent parameters with a physical meaning. This theory has been described in detail in many papers [32, [34] [35] [36] , therefore we do not present the complete mathematical framework but only the necessary concepts to understand our comparison with previous work [1] . Our analysis is based on the 'eigenchannel' MQDT formulation [32] which introduces two sets of channels defined in two different ranges of the Rydberg electron distance from the ionic core and related by a unitary transformation matrix U iα : The N 'collision channels', labelled i, describing at large distance the Coulombic two-body interaction between the singly charged ionic core and the outer electron and the N 'eigenchannels', labelled α, suitable to describe at short-distance the threebody interactions between the doubly charged ionic core of radius r c and the two electrons. These interactions are responsible for the inelastic scattering of the Rydberg electron between the different ionization channels.
More explicitly, a particular collision channel i, defined at a distance r > r 0 where the interaction between the Rydberg electron and the singly charged ion becomes purely Coulombic, is similar to the single channel introduced in QDT. It describes an incident electron with orbital angular momentum i colliding with a specific level of the ionic core with energy I i and total angular momentum J ci . The specification of the intermediate quantum numbers defining the coupling scheme used to construct the total angular momentum J completes the definition of the channel: J = J ci + i + s i , where s i denotes the Rydberg electron spin. To any total energy E < I i corresponds an effective quantum number ν i defined in an equation similar to Eq. (1):
The channel wave function Ψ i (r, E) can again be described at r > r 0 as a linear combination of the Coulomb functions f (ν i , i , r) and g(ν i , i , r).
A particular eigenchannel α corresponds to a normal mode of the scattering from the doubly charged ionic core. Its wave function Ψ α is an exact solution of the doubly charged ion-electron-electron compound in the range r c < r < r 0 . It describes a particular combination of Coulomb waves incoming in all the collision channels and gaining in each channel at r 0 after reflection the same phase shift πµ α , with µ α the eigenquantum defect. The solution Ψ (E) of the Schrödinger equation at the energy E over the range r c < r < r 0 can be written as a linear combination of the eigenchannel wave functions Ψ α . Using the transformation U iα at r = r 0 , Ψ (E) is expanded in terms of the collision channel functions Ψ i , an expansion which is valid beyond the r 0 . For an energy E below the first ionization limit, Ψ (E) describes a physical level if it vanishes at r → ∞ in the N ionization channels. Applying this boundary condition leads to the following equation:
It is customary to ascribe LS coupling scheme to the α channels, the electrostatic interaction being stronger at short distance than the spin-orbit interaction of the valence and Rydberg electrons, meanwhile the collision channels are described in jj coupling scheme n 0 0 j 0 nlj J. Intermediate eigenchannels α defined in pure LS coupling n 0 0 nl SLJ are introduced together with the analytically known unitary matrix U iα . The U iα matrix is then factored into the product U iα V αα . Due to its bielectronic character and its symmetry properties, the electrostatic interaction couples α eigenchannels differing at most by the quantum numbers n of two electrons and associated with the same L and S values. V αα can thus be written in terms of a product of a few 2×2 rotation matrices R αα (θ αα ) with the angle θ αα considered to be a free parameter.
The problem is now fully parametrized with a small number of MQDT parameters (µ α and θ αα ), the later together with the known U iα determining U iα . Combining Eq. (4) with Eq. (3) finally determines the level energies associated to the given set of parameters. The principal aim of the MQDT analysis is to determine, using the experimental energies of bound levels with the same parity Π and total angular momentum J, the optimum set of parameters (µ α and θ αα ) predicting level energies as close as possible to all experimental points. We define an error function χ 2 which sums all the energy differences between experimental results and model energies, normalized both with the assumed accuracy for each data and by the total number of data points such that a converged fit should lead to χ 2 ≤ 1 [36] . To present graphically the results, we use a LuFano representation [37] which presents the variations of −ν 1 (E) modulo 1 for the Rydberg channel as a function of the effective quantum number ν j (E) of one of the perturbing channels with a different ionization limit I j . Using Eq. (3), one can define the function ν k = f (ν j ) of any other channel k converging toward the ionization limit I k as a function of ν j at a fixed energy E:
Applying Eq. (5) to the Rydberg channel k = 1 leads in the Lu-Fano plane (−ν 1 , ν j ) to a curve L consisting of a set of nearly straight vertical lines. Equation (4) defines another set of curves S in the plane (−ν 1 , ν j ) with a number equal to the number of Rydberg series converging towards the threshold I 1 . The intersection of L and S define graphically the predicted energies. Traditionally, one plots only S together with the experimental (−ν 1 , ν j ) points in order to compare them with theory.
More specifically, in our case with Ytterbium atoms, we use for the Rydberg constant R Yb = R ∞ * m Yb m Yb +me , with R ∞ = 10973731.5685 m −1 the Rydberg constant, m Yb the mass of the considered isotope and m e the mass of an electron. For Ytterbium 174, m Yb = 173.93886 uma and we find R = 10973696.959 m −1 . Finally, unless specified otherwise, we used the MQDT models introduced and described in detail in [1] : We consider each perturbing level to be the lowest member of a new Rydberg series such that the channel eigenquantum defect µ α is redundant with the ionization limit which is thus kept constant. The only free-parameter ionization limit is the first ionization limit.
IV. RESULTS : 6sns
1 S0 SERIES IV.1. 6sns to 6s(n + 1)s microwave transitions
We first present the data for the microwave transitions 6sns 1 S 0 → 6s(n + 1)s 1 S 0 that have been measured at UVA with principal quantum number ranging from n = 34 to n = 39 plus n = 42. These data complement previous measurements [27] , providing a larger set from n = 34 to n = 52. We stop at n = 52 because the n = 53 value in [27] appears to be in error. We report in Table   I the combined data, mentioning the observed statistical uncertainty of our measurements. For all the microwave transitions we present the observed frequencies, which are half the frequency intervals between the states. We compare the data set to the theoretical MQDT prediction computed thanks to these data and laser spectroscopy data presented later. Finally, Table I also presents the difference between the two. We then observe a standard deviation of around 0.15 MHz on the frequencies, leading thus to around 0.3 MHz uncertainty in the energy intervals, compatible with the expected accuracy. We note the two measurements at n = 39 and n = 40 which seem to deviate from the others. This could be the result of the transition between the two data sets with different average offsets, or to the effect of an unidentified weak perturber at around n = 40. Nevertheless, this deviation is still compatible with our uncertainties and it is therefore impossible to decide if it is simply experimental error or a weak perturbation. I . 6sns-6s(n + 1)s two-photon frequencies. New measurements for n = 34 − 39 and n = 42 are provided with the observed statistical uncertainty. Other data are from [27] . fExp are the experimentally measured frequencies, f T h are the theoretical frequencies extracted from the MQDT analysis presented later and the last column presents their difference
IV.2. 6sns laser spectroscopy
At LAC we have performed laser spectroscopic measurements of the energies of the 6sns 1 S 0 states in order to obtain their absolute energies. We can excite levels from n = 23 to n = 80, and the results can be found at the end in Table VIII . In this energy range, no new perturbing state was identified. Nevertheless, in order to obtain an accurate fit over this broad energy range and to extract the ionization limit, we use an MQDT analysis. Indeed, as can be seen in Fig. (2) presenting the Lu-Fano plot of this series, an important energy dependence influences the quantum defect due to low lying perturbing states [1] . Therefore, the ionization limit fitted from a Ritz formula would be flawed. To perform our MQDT analysis, we combined our laser and microwave spectroscopy data with the low lying levels observed in [1] . A preliminary fit of data from [1] demonstrated a standard deviation on levels from n = 7 to n = 22 of around 3 GHz and an average shift relative to our results for n > 22 of around 3 GHz which we finally compensate by shifting the low lying energy levels by 0.1 cm −1 (3 GHz). Wherever possible, it is beneficial to use the microwave results to compute the energy of one Rydberg level from the previous or the next. Doing so, the microwave errors accumulate and induce a residual random drift which is minimized if the starting level is chosen close to the center of the microwave data set. The drift is estimated to 0.6 MHz when starting from the n = 42 level which was found the closest to predictions of another preliminary fit of the laser spectroscopy data only. The obtained combined data used in our final MQDT model is also presented in Table VIII .
IV.3. 6sns MQDT analysis
We first tried the MQDT model from [1] which is based on a 5 channel model associated with the following four perturbing levels: the 6p 2 3 P 0 (42436.94 cm −1 ), the 4f
and the 4f 13 5d6s6p A (49897.32 cm −1 ). The analysis uses the known LS−jj transformation matrix within the 6p 2 J = 0 levels:
We [24] . Moreover, an analysis of the configuration mixing in the even J = 0 spectrum has pointed out the strong configuration mixing between 4f 13 5d6s6p and 4f 14 6p 2 and has predicted a level with substantial 1 S 0 character at a similar energy of 51749 cm −1 [23] . We thus suspect the influence of a perturber above the first ionization limit. But due to the absence of data on the fourth expected level and the fact that we do not know which one might explain the observed drift, we consider two possible options for a new 6 channel model with either a new 1 S 0 channel directly coupled to the 6sns 1 S 0 Rydberg series or an indirect coupling with a new 3 P 0 channel coupled to the 6p 2 3 P 0 channel. We then adapt V αα by multiplying it on the right with the rotation matrix R 16 (θ 16 ) or R 56 (θ 56 ) coupling the sixth channel labeled c (corresponding to the additional perturbing level C). We also have to extend U iα . Following [1] we consider α = i for this 4f 13 5d6s6p sixth channel.
We manage to find a good agreement over the whole data set with both models, obtaining a χ 2 value of around 0.81 with uncertainties set to 3 GHz for n < 23, 3 MHz for laser spectroscopy and 0.6 MHz for microwave spectroscopy data. The resulting model optimum parameters are presented in Tables II and III. In the indirect coupling model, the rotation angle θ 56 is as expected much higher than the rotation angle θ 16 of the direct coupling model. We compare the new optimum sets of our 6-channel model parameters to the set of the previous 5-channel model ( 13 5d6s6p b and 6pnp 3 P 0 channels, the first one increasing significantly and the second one decreasing. A change in channel mixing also appears in a larger energy variation µ 1 α in the eigenchannel quantum defect of the Rydberg series. Since level C is above the first ionization limit, it is auto-ionizing and its energy cannot be determined with Eq. 4 which only applies to bound levels lying below the first limit. It has been shown [38, 39, 41] that one can deduce the energy and the width of an auto-ionization resonance restricting calculations on closed channels. The first model finds an energy of 51591 cm −1 and a total width of 97 cm −1 similar to the second model which finds an energy of 51537 cm −1 and a total width of 89 cm −1 . We thus find in both models a width significantly larger than the width Γ = 5 cm −1 of the level observed in [24] . Two possible explanations are as follows. First, an additional perturber with large coupling is indeed present, but its width precludes its observation as a distinct feature. Second, there are several additional perturbers. Both models demonstrate the necessity to introduce a 6 th channel in order to obtain a converged fit but the MQDT approach cannot directly provide identification of the perturbers above the first ionization limit and additional experimental data and reliable level identification are necessary to develop a more elaborate MQDT model.
The two models predict similar energies, with differences well below our uncertainties and we choose to display the predicted level energies of first model in Table VIII. In the next column, we can see that the residual difference between experimental measurements and the theoretical predictions are compatible with the expected uncertainty for each point of the data set, except for n = 40 as discussed in the microwave section. The results are also displayed in a Lu-Fano representation in Fig. 2(a) . Note that we added the computed n = 9 level as a guide to the eye. The observation of this level could improve the model in this energy range. Fig. 2(b) focuses closer to the energy range of the new spectroscopic data to emphasize the accuracy improvement for n > 22. As previously mentioned, a slow variation of the quantum defect is observed, mainly due to the wide energy range influence of the strong perturber 6p 2 1 S 0 but also from at least one perturbing level above the first ionization limit.
From this fit, we extract a new value for the first ionization limit of 50443.07042 cm −1 or 1512.2452070 THz. Once the ionization limit is extracted, we can also extract the quantum defects for each level. As the quantum de-fect refers to a difference in energy, it is not sensitive to the absolute uncertainty of our measurement of 7.5 MHz but only to the observed reproducibility of 3 MHz. Moreover, the quantum defects displayed in Table VIII are the ones predicted by the MQDT model which averages the measurement statistical noise. Evaluating the residual uncertainty on these quantum defects is too complex, but it should be below the initial noise of 3 MHz and probably below 1 MHz in the microwave data set range.
Finally, in order to provide the reader with a simple predictive tool, we perform a fit of the found quantum defects to a Ritz formula. To obtain a reliable fit on the whole new data set of n > 22, we find that we need to use six parameters. We also test a simpler fit with only three parameters and find that we have to restrict to n ≥ 34 to maintain accuracy for all level energies and microwave transitions. The resulting Ritz parameters and validity range are given in Table VI , together with parameters for the other series. Note that the fitted values of δ 0 do not agree for the two different ranges. This justifies the use of MQDT to fit the ionization limit as the Ritz formula would thus probably lead to errors.
V. RESULTS : 6snd
3,1 D2 SERIES
V.1. 6s(n + 1)s to 6snd microwave transitions
Once the energy levels of one Rydberg series have been accurately measured, they can serve as a reference to perform microwave measurements towards higher levels. Although the 6snd 1 D 2 levels are optically accessible in both experiments, we will get a better accuracy for level energies with microwave transitions from 6s(n + 1)s 1 S 0 . We thus first present in Table IV the corresponding microwave transition frequencies measured at UVA.
The effective quantum defect difference between the two measured levels being smaller, transitions down to n = 28 are now accessible with our microwave frequency range. We thus present data from n = 28 to n = 39, plus n = 42 and n = 43 to complete previous measurements [27] to a set from n = 28 to n = 48. To evaluate the measurement stability, we again add in Table IV the frequencies obtained later from the MQDT fit and the resulting difference. This difference displays again a standard deviation in the measurement of around 0.15 MHz compatible with the expected accuracy with no exception.
V.2. 6snd laser spectroscopy
At LAC, we have completed the laser spectroscopy measurements of the 6snd J = 2 Rydberg series. Note that we detect the corresponding triplet state which is necessary for an MQDT analysis. The level energies from n = 23 to n = 80 have been measured, and the results are displayed in Table IX . We then combine again the laser TABLE IV. 6s(n + 1)s-6snd two-photon transition frequencies. New measurements for n = 28 − 39 and n = 42 − 43 are provided with the observed statistical uncertainty. Other data are from [27] . fExp are the experimentally measured frequencies, f T h are the theoretical frequencies extracted from the MQDT presented later, and the last column presents their difference f T h − fExp.
spectroscopy data, the microwave spectroscopy data and n < 23 data from [1] . We find a quite large standard deviation of around 65 GHz for the n < 23 data. Moreover, the microwave data are now connecting to the known 6sns series. The energy of 6snd 1 D 2 levels from n = 28 to n = 48 can thus be computed from the 6s(n + 1)s 1 S 0 energies predicted by the MQDT model, adding twice the transition frequency. We therefore assume an uncertainty of 0.3 MHz on these energies, although this neglects the average uncertainty of the MQDT fit of 6sns 1 S 0 itself.
V.3. 6snd MQDT analysis
For this Rydberg series, the 5 channel MQDT model from [1] leads to good agreement, with the expected uncertainties. It involves the three perturbing levels: 6p 2 1 D 2 (47420.97 cm −1 ), 4f 13 5d6s6p B (48762.52 cm −1 ) and 4f 13 5d6s6p A (50244.38 cm −1 ) and the known LS −jj transformation matrix within the 6snd J = 2 levels: 
The optimum set of our 5-channel model (Table V) can be compared to the set of the same 5-channel model reported in Table 4 of Ref. [1] . The two sets are very similar, except the energy variation of the eigenquantum defect in the 6snd 3 D 2 series is strongly reduced in our description. This is due to the introduction in our fit of the energy of the triplet levels with 62 ≤ n ≤ 80 and to the increase in the accuracy of our measurements.
The fitted energies are also presented in Table IX . We once again extract a value for the first ionization limit: 50443.07040 cm −1 or 1512.2452064 THz which is compatible with the one found for the 6sns 1 S 0 series with only 600 kHz difference, well below our uncertainty. This confirms our measurement stability and the completeness of the models of both series. The obtained MQDT parameters are presented in Table V and results are presented in Fig. 3 using a Lu-Fano representation.
Like for the 6sns 1 S 0 series, we perform a final fit with a Ritz formula on the 6snd 3,1 D 2 series. Due to the perturber around n = 26, it is not possible to apply such a fit for the whole new data set, although the perturber is weakly coupled. On the singlet series which is the most coupled, we find a valid fit with 6 parameters for n ≥ 31 and to reduce to only 3 parameters, one has to restrict the fit to n ≥ 40. The triplet series is less coupled, and we could find a correct fit with 6 parameters starting at n = 28. To reduce to only 3 parameters, the range needs to be restricted to n ≥ 35. The resulting optimum parameters are displayed in Table VI. V.4. 6snd to 6s(n + 1)d microwave transitions
As a consistency check, we have measured the 6snd − 6s(n + 1)d transitions. Within the available microwave frequency range we could only observe transitions for n ≥ 32. We have performed the measurements for 32 ≤ n ≤ 38 which complement the previous observations in [27] and the resulting data set is given in Table VII . We also present the prediction from the MQDT model and the difference between the two.
We find only small discrepancies with typically around 200 kHz difference. We also notice the non vanishing average difference, with the theoretical frequencies being generally smaller than the measured ones. This could be attributed to residual drift errors of the MQDT as well as the signature of a systematic shift in the microwave measurements, but all compatible with our uncertainties.
VI. DISCUSSION
The precise knowledge of the ytterbium spectra is motivated by its use as a Rydberg interacting gas and as the ion in a clock. Using high resolution laser spectroscopy, we have measured the term energies of the 6sns VI. Fitted Ritz parameters and validity range compatible with our experimental uncertainty. The fit is performed using the found average first ionization limit of 50443.07041 cm −1 . For each series we first fit the largest possible data range with coefficients up to δ5 and perform next a fit on a restricted data range in order to maintain the accuracy with only 3 parameters.
Series
Validity New measurements for n = 32 − 38 are provided with the observed statistical uncertainty. Other data are from [27] . fExp are the experimentally measured frequencies, f T h are the theoretical frequencies extracted from the MQDT analysis presented later, and the last column presents their difference
tainties are 2.5 MHz. We note that they are significantly lower than the expected total of 5 MHz. Each measurement corresponds to a fit of the laser excitation line over several experiments and the wavemeter's statistical measurement noise is averaged down. Complementary microwave transitions have been measured for the 6sns The combined results are fit to a MQDT model, which characterizes these perturbed series with only a few parameters. These analyses provide an average ionization limit I 6s = 50443.07041(25) cm −1 , compatible with the previously accepted value and an improved accuracy of more than 2 orders of magnitude. The inferred quantum defects correspond to a relative energy uncertainty smaller than 2.5 MHz in general, and probably smaller than 1 MHz in the microwave data range.
Although MQDT analysis of molecular spectra [40] or rare gas Rydberg series [41] sometimes uses perturbing channels with only auto-ionizing levels, it is not common for other Rydberg atoms and it is the first time for Ytterbium. In the future, it will be possible to complete the laser spectroscopy with a three-photon excitation through 6s 6p 3 P 1 and 6s 6d 3,1 D 2 to 6snp and 6snf singlet or triplet levels. The precise results obtained for 6snd will also allow performing two-photon microwave spectroscopy towards 6sng levels and from these to further high levels in the prospect of a precise calculation of the ionic core polarizability.
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