Abstract. We introduce a quantum-like classical computational concept, called affine computation, as a generalization of probabilistic computation. After giving the basics of affine computation, we define affine finite automata (AfA) and compare it with quantum and probabilistic finite automata (QFA and PFA, respectively) with respect to three basic language recognition modes. We show that, in the cases of bounded and unbounded error, AfAs are more powerful than QFAs and PFAs, and, in the case of nondeterministic computation, AfAs are more powerful than PFAs but equivalent to QFAs. Moreover, we show that exclusive affine languages form a superset of exclusive quantum and stochastic languages.
Introduction
Using negative amplitudes, allowing interference between states and configurations, is one of the fundamental properties of quantum computation that does not exist in classical computation. Therefore, it is interesting to define a quantumlike classical system allowing to use negative values. However, both quantum and probabilistic systems are linear and it seems not possible to define a classical linear computational systems using negative values (see also the discussions regarding fantasy quantum mechanics in [1] ). On the other hand, it is possible to define such a system almost linearly, as we do in this paper.
A probabilistic state is a l 1 -norm 1 vector defined on non-negative real numbers, also called a stochastic vector. A probabilistic operator is a linear operator mapping probabilistic states to probabilistic states, which is also called a stochastic matrix. Equivalently, a matrix is stochastic if each of its columns is a ⋆ Díaz-Caro was partially supported by STIC-AmSud project 16STIC04 FoQCoSS. ⋆⋆ 
Probabilistic and quantum systems
A probabilistic system has a finite number of states, say E = {e 1 , . . . , e n } (n > 0), called deterministic states of the system. At any moment, the system can be in a probabilistic distribution of these states:
where p j represents the probability of system being in state e j (1 ≤ j ≤ n). Here v is called a probabilistic state, which is a stochastic (column) vector, i.e.
0 ≤ p i ≤ 1 and
It is clear that v is a vector in R n and all the deterministic states form the standard basis of R n . Moreover, all the probabilistic states form a simplex in R n , represented by linear equation x 1 + x 2 + · · · + x n = 1 whose variables satisfy 0 ≤ x j ≤ 1 (1 ≤ j ≤ n).
The system evolves from a probabilistic state to another one by a linear operator:
where A is an n×n matrix and A[k, j] represents the probability of going from e j to e k (1 ≤ j, k ≤ n). Since v ′ is a probabilistic state and so a stochastic vector, A is a (left) stochastic matrix, each column of which is a stochastic vector. Assume that the system is in v 0 at the beginning, and A t is the probabilistic operator at the t-th time step (t = 1, 2, . . .). Then, the evolution of the system is as follows:
At the t-th step, the probability of observing the j-th state is v t [j] .
A quantum system is a non-trivial linear generalization of a probabilistic one, which forms a Hilbert space (a complex vector space with inner product). A basis of the Hilbert space, say H n , can be seen as the set of "deterministic states" of the system. Unless otherwise is specified, the standard basis is used: B = {|q 1 , . . . , |q n }, where each |q j is a zero vector except the j-th entry, which is 1. Remark that H n = span{|q 1 , . . . , |q n }. At any moment, the system can be in a linear combination of basis states:
. . .
where α j ∈ C is called the amplitude of the system being in state |q j . Moreover, the value |α j | 2 represents the probability of the system being in state |q j . We call |v the (pure) quantum state of the system, which is a norm-1 (column) vector:
Remark that all the quantum states from a sphere in C n , i.e. x 2 1 +x 2 2 +· · ·+x 2 n = 1. Similar to the probabilistic case, the system evolves from a quantum state to another one by a linear operator:
where U is an n × n matrix and U [k, j] represents the transition amplitude of going from |q j to |q k (1 ≤ j, k ≤ n). Since |v ′ is a quantum state and so a norm-1 vector, U is a unitary matrix, the columns/rows of which form an orthonormal set. Moreover, U −1 = U † . To retrieve information from a quantum system, we apply measurement operators. In its simplest form, when in quantum state |v , we can make a measurement in the computation basis and then we can observe |q j with probability p j = |α j | 2 and so the new state becomes |q j (if p i > 0). We can also split the set B into m disjoint subsets:
Based on this classification, H
n is split into m pairwise orthogonal subspaces:
We can design a projective measurement operator P to force the system to be observed in one of these subspaces, i.e.
where P j is a zero-one projective matrix that projects any quantum state to H n j . More formally,
Each P j is called a projective operator and the index is called a measurement outcome. Then, the probability of observing the outcome "j" is calculated as
If it is observed (p j > 0), then the new state is obtained by normalizing | v j , which is called unnormalized (quantum) state,
From a mathematical point of view, any quantum system defined on H n can be simulated by a quantum system straightforwardly defined on R 2n (e.g. [8] ).
Therefore, we can say that the main distinguishing property of quantum systems is using negative amplitudes rather than using complex numbers. After making projective measurements, for example, the quantum system can be in a mixture of pure quantum states, i.e.  
We can represent such a mixture as a single mathematical object called density matrix, an (n × n)-dimensional matrix:
which is called the mixed state of the system. A nice property of ρ is that the k-th diagonal entry represents the probability of the system of being in the state |q k , i.e. T r(ρ) = 1. It is clear that unitary operators are not the generalizations of stochastic operators. However, by interacting a quantum system with an auxiliary system, more general quantum operators can be applied on the main quantum system. They are called superoperators. 3 Formally, a superoperator E is composed by a finite number of operation elements {E j | 1 ≤ j ≤ m}, where m > 0, satisfying that
When E is applied to the mixed state ρ, the new mixed state is obtained as
In fact, a superoperator always includes a measurement and the indices of operation elements can be seen as the outcomes of the measurement(s). When E is applied to pure state |v , we can obtain up to m new pure states. The probability of observing the outcome of "j", say p j , calculated as
where | v j is called an unnormalized state vector if it is not a zero vector. If the outcome "j" is observed (p j > 0), then the new state becomes,
Remark that using unnormalized state vectors sometimes make the calculations easier since the probabilities can be calculated directly from them. If we apply the projective measurement P = {P j | 1 ≤ j ≤ m} to the mixed state ρ, where m > 0, the probability of observing the outcome j, say p j , and the new state, say ρ j , is calculated as follows:
The reader may ask how a quantum system can be a linear generalization of a probabilistic system. We omit the details here but any probabilistic operator can be implemented by a superoperator. Moreover, a mixed-state can be represented as a single column vector, and each superoperator can be represented as a single matrix. Then, all computations can be represented linearly. We refer the reader to [12, 14, 18] for the details.
Affine systems
Inspired from quantum systems, we define the finite-dimensional affine system (AfS) as a non-linear generalization of a probabilistic system by allowing to use negative "probabilities". Let E = {e 1 , . . . , e n } be the set of basis states, which are the deterministic states of an n-dimensional probabilistic system. Any affine state is a linear combination of
such that each entry can be an arbitrary real number but the summation of all entries must be 1:
So, any probabilistic state, a stochastic column vector, is an affine state. However, on contrary to a probabilistic state, an affine state can contain negative values. Moreover, all the affine states form a surface in R n , i.e. x 1 + x 2 + · · · + x n = 1. Both, probabilistic and quantum states, form finite objects (simplex and sphere, respectively). For example, in R 2 , all the probabilistic states form the line x+y = 1 on (R + ∪{0}) 2 with length √ 2 and all the quantum states form the unit circle with length 2π. On the other hand, affine states form infinite objects (plane). In R 2 , all the affine states form the infinite line x + y = 1. Therefore, it seems that, with the same dimension, affine systems can store more information. In this paper, we provide some evidences to this interpretation. On the other hand, affine systems might not be comparable with quantum systems due to the fact of forming different geometrical objects (e.g. line versus circle).
Any affine transformation is a linear operator, that is, a mapping between affine states. We can easily show that any matrix is an affine operator if and only if for each column, the summation of all entries is equal to 1. The evolution of the system is as follows: when in affine state v, the new affine state v ′ is obtained by
where A is the affine transformation such that A[j, k] represents the transition value from e k to e j . In quantum computation, the sign of the amplitudes does not matter when making a measurement. We follow the same idea for affine systems. More precisely, the magnitude of an affine state is the l 1 -norm of the state:
Then, we can say that the probability (weight ) of observing the j-th state is
where 1 ≤ j ≤ n. To retrieve this information, we use an operator (possible non-linear) called weighting operator, which can be seen as a counterpart of the measurements in the computational basis for quantum systems. Therefore, we can make a weighting in the basis E and the system collapses into a single deterministic state.
One may ask whether we can use a weighting operator similar to a projective measurement. Assume that the system is in the following affine state
and we make weighting based on the separation {e 1 } and {e 2 , e 3 }. Then, we can observe the system in the first state with weight 1 3 and in the second and third states with weight 2 3 . But, in the latter case, the new state is not an affine state since the summation of entries will always be zero whatever normalization factor is used. Therefore, once we make a weighting, the system must collapse to a single state. On the other hand, one may still define an affine system with extended weighting by allowing this kind of weighting with the assumption that if the new state has a zero summation, then the system terminates, i.e. no further evolution can occur. Such kind of assumptions may be used cleverly to gain some computational power.
One may also define an affine state as a l 1 -norm 1 vector on the real numbers and require that each new state is normalized after each linear affine operator. A straightforward calculation shows that the weighting results will be exactly the same as the previous definition, so both systems are equivalent. However, this time the overall evolution operator, a linear affine operator followed by normalization, is not linear. With respect to this new definition, say normalized affine systems, all the affine states form finite objects:
It is, for example, a square on R 2 : |x| + |y| = 1. One could see this square as an approximation of the unit circle but remark that we cannot use unitary operators as affine operators directly. On the other hand, we may define a more general model by replacing linear affine operators with arbitrary linear operators. We call this system general affine systems or general normalized affine systems. In this paper, we focus only on the standard definition where the states are vectors with a barycentric sum to 1, and the transformations are affine operators preserving such barycenters.
Classical and quantum automata
Unless otherwise specified, we denote the input alphabet as Σ, not containing the left end-marker ¢ and the right end-marker $. The set of all the strings generated on Σ is denoted by Σ * . We define Σ = Σ ∪ {¢, $} andw = ¢w$ for any string w ∈ Σ * . For any given string w ∈ Σ * , |w| is the length of the string, |w| σ is the number of occurrences of the symbol σ in w, and w j is the j-th symbol of w.
For a given machine/automaton M , f M (w) denotes the accepting probability (value) of M on the string w.
A probabilistic finite automaton (PFA) [10] P is 5-tuple
where E is the set of deterministic states, e s ∈ E is the starting state, E a ⊆ E is the set of accepting state(s), and A σ is the stochastic transition matrix for the symbol σ ∈ Σ. Let w ∈ Σ * be the given input. The input is read asw from left to right, symbol by symbol. After reading the j-th symbol, the probabilistic state is
where v 0 = e s and 1 ≤ j ≤ |w|. The final state is denoted v f = v |w| . The accepting probability of P on w is calculated as
A quantum finite automaton (QFA) [2] M is a 5-tuple
where Q is the set of basis states, E σ is the transition superoperator for symbol σ, q s is the starting state, and Q a ⊆ Q is the set of accepting states. For a given input w ∈ Σ * , the computation of M on w is traced as
where ρ 0 = |q s q s | and 1 ≤ j ≤ |w|. The final state is denoted ρ f = ρ |w| . The accepting probability of M on w is calculated as
If we restrict the entries of the transitions matrices of a PFA to zeros and ones, we obtain a deterministic finite automaton (DFA). A DFA is always in a single state during the computation and the input is accepted if and only if the computation ends in an accepting state. A language is said to be recognized by a DFA (then called regular [11] ) if and only if any member of the language is accepted by the DFA. The class of regular languages are denoted by REG.
Let λ ∈ [0, 1) be a real number. A language L is said to be recognized by a PFA P with cutpoint λ if and only if
Any language recognized by a PFA with a cutpoint is called stochastic language [10] and the class of stochastic languages are denoted by SL, a superset of REG.
A language is said to be recognized by a PFA P with unbounded error if L or the complement of L is recognized by P with cutpoint [18] . (Remark that it is still not known whether SL is closed under complement operation.) As a special case, if λ = 0, the PFA is also called a nondeterministic finite automaton (NFA). Any language recognized by a NFA is also regular.
A language L is said to be recognized by P with isolated cutpoint λ if and only if there exists a positive real number δ such that
When the cutpoint is required to be isolated, PFAs are not more powerful than DFAs: Any language recognized by a PFA with isolated cutpoint is regular [10] . Recognition with isolated cutpoint can also be formulated as recognition with bounded error. Let ǫ ∈ [0, 1 2 ). A language L is said to be recognized by a PFA P with error bound ǫ if and only if
As a further restriction of bounded error, if f P (w) = 1 for any w ∈ L, then it is called negative one-sided error bound, and, if f P (w) = 0 for any w / ∈ L, then it is called positive one-sided error bound. If the error bound is not specified, it is said that L is recognized by P with [negative/positive one-sided] bounded error.
A language L is called exclusive stochastic language [9] if and only if there exists a PFA P and a cutpoint λ ∈ [0, 1] such that
The class of exclusive stochastic languages is denoted by SL = . Its complement class is denoted by SL = (L ∈ SL = ↔ L ∈ SL = ). Note that for any language in SL = we can pick any cutpoint between 0 and 1 but not 0 or 1 since when fixing the cutpoint to 0 or 1, we can recognize only regular languages. Note that both SL = and SL = are supersets of REG (but it is still open whether REG is a proper subset of SL = ∩ SL = ). In the case of QFAs, they recognize all and only regular languages with bounded-error [7] and stochastic languages with cutpoint [16, 18] . However, their nondeterministic versions (NQFAs) are more powerful: NQAL, the class of languages defined by NQFAs (QFAs with cutpoint 0), is identical to SL = [17] .
Affine finite automaton
Now we define the affine finite automaton (AfA). An AfA M is a 5-tuple
where all the components are the same as that of PFA except that A σ is an affine transformation matrix. Let w ∈ Σ * be the given input. After reading the whole input, a weighting operator is applied and the weights of the accepting states determine the accepting probability of M on w, i.e.
The languages recognized by AfAs are defined similarly to PFAs and QFAs. Any language recognized by an AfA with cutpoint is called affine language. The class of affine languages is denoted AfL. Any language recognized by an AfA with cutpoint 0 (called nondeterministic AfA (NAfA)) is called nondeterministic affine language. The related class is denoted NAfL. A language is called exclusive affine language if and only if there exists an AfA M and a cutpoint λ
The class of exclusive affine languages is denoted by AfL = and its complement class is denoted by AfL = . Any language recognized by an AfA with bounded error is called bounded affine language. The related class is denoted BAfL. If it is a positive one-sided error (all non-members are accepted with value 0), then the related class is denoted BAfL 0 , and, if it is a negative one (all members are accepted with value 1), then the related class is denoted
, and vice versa. Any language recognized by an AfA with zero-error is called exact affine language and the related class is denoted EAfL.
Main results
We present our results under five subsections.
Bounded-error languages
We start with a 2-state AfA, say M 1 , for the language EQ = {w ∈ {a, b} * | |w| a = |w| b }. Let E = {e 1 , e 2 } be the set of states, where e 1 is the initial and only accepting state. None of the end-markers is used (or the related operators are the identity). At the beginning, the initial affine state is
When reading symbols a and b, the following operators are applied:
respectively.
(a, −1)
Then, the value of the first entry of the affine state is multiplied by 2 for each a and by 1 2 for each b, and so, the second entry takes the value of "1 minus the value of the first entry", i.e. if M reads m as and n bs, then the new affine state is 2
That is, for any member, the final affine state is v f = 1 0 and so the input is accepted with value 1. For any non-member, the final state can be one of the followings
, · · · .
Thus, the maximum accepting value is obtained when v f = 2 −1 , which gives the accepting value
. Therefore, we can say that the language EQ can be recognized by the AfA M 1 with isolated cutpoint Since it is a nonregular language, we can follow that AfAs can recognize more languages than PFAs and QFAs with isolated cutpoints (bounded error).
By using 3 states, we can also design an AfA M 2 (x) recognizing EQ with better error bounds, where x ≥ 1:
(a, 1)
The initial affine state is v 0 = (1, 0, 0) and after reading m as and n bs, the affine state will be 
Then, the accepting value will be 1 if m = n, and, The knowledable readers can notice that in the algorithm M 2 (x), we actually implement a blind counter [5] 4 . Therefore, by using more states, we can implement more than one blind counter. Corollary 1. Any language recognized by a deterministic multi-blind-counter automaton is in BAfL 1 .
Since AfA is a generalization of PFA, we can also obtain the following result.
Theorem 2. Any language recognized by a probabilistic multi-blind-counter automaton with bounded-error is in BAfL. 4 A counter is blind if its status (whether its value is zero or not) cannot be accessible during the computation. A multi-blind-counter finite automaton is an automaton having k > 0 blind counter(s) such that in each transition it can update the value(s) of its counter(s) but never access the status of any counter. Moreover, an input can be accepted by such automaton only if the value of every counter is zero at the end of the computation.
Changing cutpoint
Before giving the other results, we present a few technical results regarding the cases where the choice of a cutpoint is essential. For given automata M 1 and M 2 , we say that
Up to date, it is a folkloric result that for any given n-state PFA or QFA, say M 1 , and a cutpoint λ 1 ∈ [0, 1], we can define another PFA or QFA M 2 with (n + 1) states and cutpoint λ 2 ∈ (0, 1) such that
For AfAs, we can obtain the same results with different state overheads.
Theorem 3. Let M 1 be an n-state AfA and λ 1 ∈ (0, 1), then for any λ 2 ∈ (0, 1), we can define another AfA M 2 with (n + 2) states such that 1−λ1 , -the value of the (n + 1)-th state in u f is set to λ 2 (1 − T ), and -the value of the (n + 2)-th state in u f is set to ( 
where T is the summation of all entries except the last two in u f :
It is easy to verify that u f is an affine state: 
Now, we are ready to verify our construction:
. Then, we calculate the following ratio:
We can replace |A| with |R| λ1 1−λ1 in the above formula:
. This time, we replace |A| with
for some δ > 0 in the ratio of
That means f M2 (w) > λ 2 . -For the case, f M1 (w) < λ 1 , we can obtain that f M2 (w) < λ 2 in the same way by replacing −δλ 2 with δλ 2 .
Therefore,
The construction in the above proof does not work when λ 1 = 0 or λ 1 = 1. Therefore, we give another proof.
Theorem 4. Let M 1 be an n-state AfA with k < n non-accepting state(s), then for any λ ∈ (0, 1), we can define another AfA M 2 with (n + k) states such that
Proof. Suppose that the first k states of M 1 are non-accepting states. The AfA M 2 is obtained by modifying M 1 . The first k states of M 2 are non-accepting and all the others are accepting states. Until reading the right end-marker, M 2 trace the computation of M 1 exactly with the same states. On the right end-marker, M 2 applies first the operator of M 1 and then applies an additional one that (1) multiplies the value of each non-accepting i-th state with (1 − λ) (1 ≤ i ≤ k) and (2) transfers the values of the non-accepting states to the additional states after multiplying λ, i.e. the value of the (n + i)-th state is set to the multiplication of the value of the i-th state and the value of λ.
Therefore, it is easy to derive that for any w ∈ Σ * , if f M1 (w) = 0, then
⊓ ⊔ Theorem 5. Let M 1 be an n-state AfA with k < n accepting state(s), then for any λ ∈ (0, 1), we can define another AfA M 2 with (n + k) states such that
Proof. The proof is the analogous to the proof of the previous theorem, except that we focus on accepting state(s) instead of non-accepting state(s). ⊓ ⊔
Cutpoint languages
Lapinš [6] showed that the language LAPINŠ = {a m b n c p | m 4 > n 2 > p > 0} is nonstochastic and it is not in SL. It is clear that the following language is also nonstochastic: So, if the first state is an accepting state and the second one is not, then we can determine whether m > 0 with cutpoint 1 2 , which can be algorithmically useful. For a given input w ∈ {a, b, c} * , we can easily encode |w| a , |w| b , and |w| c into the values of some states. Our aim is to determine |w|
For obtaining m 2 , we can use the following initial state and matrix:
We can easily embed such matrices into affine operators (by using some additional states) and then we can obtain the value like |w| a and |w| 2 a as the values of some states. If required, the appropriate initial states can be prepared on the left end-marker. Moreover, on the right end-marker, we can make some basic arithmetic operations by using a combination of more than one affine operators. Furthermore, we can easily tensor two AfA and obtain a single AfA that indeed can simulate both machines in parallel.
Let |w| a = x, |w| b = y, and |w| c = z, and, M 1 and M 2 be two AfAs that respectively have the following final states after reading w:
If we tensor both machines and apply an affine transformation to arrange the values in a certain way, the final state will be
where T is the summation of the first three entries. We select the first and fourth states as accepting states. Then, the difference between the accepting and the remaining values is
Remark that δ = |y 2 − z| − |1 − y 2 + z| is either 1 or −1.
-If w is a member, then ∆ = x 2 (1) − y, which is greater than 0. -If w is not a member, then we have different cases.
• x 2 ≤ y: ∆ will be either x 2 − y or −x 2 − y and in both case it is equal to zero or less than zero.
• x 2 > y but y 2 ≤ z: ∆ will be −x 2 − y and so less than zero.
Thus, the final AfA can recognize LAPINŠ ′ with cutpoint
Since AfAs can recognize a nonstochastic language with cutpoint, they are more powerful than PFAs and QFAs with cutpoint (and also with unboundederror).
Corollary 2. SL AfL.
Nondeterministic languages
Now, we show that NAfAs are equivalent to NQFAs.
Proof. Let L be a language in SL = . Then, there exists an n-state PFA P such that
where n > 0. Let A $ be the transition matrix for the right end-marker and v f (w) be the final probabilistic state for the input w ∈ Σ * . We can trivially design a probabilistic transition matrix A Then, the first and second entries of v
f are 1 − 2f P (w) and 2f P (w), respectively, and the others are zeros. So, based on P , we can design an AfA M by making at most two modifications: (i) the single accepting state of M is the first one and (ii) the affine operator for the right end-marker is A
Proof. Let L ∈ NAfL. Then, there exists an AfA M = (E, Σ, {A σ | σ ∈ Σ, e s , E a }) such that w ∈ L if and only if f M (w) > 0 for any input w ∈ Σ * . Now, we design a nondeterministic QFA M ′ = {E ∪ F, Σ, {E σ | σ ∈ Σ}, e s , E a } for language L, where F is a set of finite states and E ∩ F = ∅.
We provide a simulation of M by M ′ . The idea is to trace the computation of M through a single pure state. Let w ∈ Σ * be the input string. The initial affine state is v 0 = e s and the initial quantum state is |v 0 = |e s . Assume that each superoperator has k > 0 operation elements.
A superoperator can map a pure state to more than one pure state. Therefore, the computation of M ′ can be also traced/shown as a tree, say T w . We build the tree level by level. The root is the initial state. For the first level, we apply E ¢ to the initial state and obtain k vectors:
some of which are unnormalized pure states and maybe the others are zero vectors. We connect all these vectors to the root. For the second level, we apply Ew 2 to each vectors on the first level. Although it is clear that zero vectors can always be mapped to zero vectors, we keep them for simplicity. From the node corresponding | v (j) , we obtain the following children:
We continue in this way (by increasing the indices of vectors by one in each level) and at the end, we obtain k |w| vectors at the leafs, some of which are unnormalized pure states. The indices of the vectors at the leafs are from (1, . . . , 1) to (k, . . . , k). Remark that | v (1,...,1) is calculated as
where all the operation elements are the ones having index of 1. Remark that if α is a value of an accepting state in one of these pure states, then its contribution to the total accepting probability will be |α| 2 . This tree facilities to describe our simulation. Each superoperator E σ = {E σ,1 , . . . , E σ,k } is defined based on A σ . Among the others, E σ,1 is the special one that keeps the transitions of A σ and all the others exist for making E σ a valid operator. The details of E σ,1 and the other operation elements of E σ are as follows:
where l σ ≥ 1 is a normalization factor and the parts denoted by " * " can be arbitrary filled to make E σ a valid operator, which can be also formulated as follows: the columns of the following matrix must form an orthonormal set [15] .
Note that there have already been some methods to fill the parts denoted by " * " in a straightforward way [17, 18] . The Hilbert space of M ′ can be decomposed into two orthogonal subspaces: H e = span{|e | e ∈ E} and H f = span{|f | f ∈ F }. So, any pure state |v can be decomposed as |v = |v e ⊕ |v f , where |v e ∈ H e and |v f ∈ H f . It is clear that any E σ,1 (σ ∈ Σ) keeps the vector inside of the subspaces: E σ,1 : H e → H e and E σ,1 : H f → H f . Then, E σ,1 maps |v = |v e ⊕ |v f to 1 lσ A σ |v e ⊕ 1 lσ |v f . Therefore, when E σ,1 is applied, the part of computation in H f never affects the part in H e .
All the other operational elements map any vector inside H f and so they never affect the part in H e . Remark that any pure state lies in H f never produce an accepting probability since the set of accepting states are a subset of E. Now, we have enough details to show why our simulation works. When considering all leaves of T w , only | v (1,...,1) lies in H e and all the others lie in H f . Then, the accepting probability can be produced only from | v (1,...,1) , the value of which can be straightforwardly calculated as
where " * " are some values of the states in F . It is clear that f M (w) = 0 if and only if f M ′ (w) = 0. Remark that each superoperator can have a different number of operation elements and this does not change our simulation. Moreover, the size of F can be arbitrary. If it is small, then we need to use more operation elements and if it is big enough, then we can use less operation elements.
⊓ ⊔ Theorem 7. NAfL = NQAL.
Proof. The equality follows from the fact that SL = = NQAL [17] and the previous two lemmas:
Exclusive stochastic languages
For PFAs, exclusive languages (SL = ) are larger than nondeterministic (cutpoint 0) languages (REG). On the other hand, for QFAs, exclusive languages and nondeterministic languages are identical (NQAL = SL = ). For AfAs, we show that nondeterministic languages (NAfL) are identical SL = = NQAL. The interesting question here is whether AfAs show a similar behaviour to PFAs or QFAs when comparing exclusive and nondeterministic languages. Now, we show that, for AfAs, exclusive languages (AfL = ) are larger than nondeterministic languages (NAfL) similar to PFAs. For this purpose, we use the complement classes SL = and AfL = . The language ABS-EQ is defined on {a, b} such that w ∈ ABS-EQ if and only if
where |w| a = m and |w| b = n. It is clear that ABS-EQ contains every string if we do not use absolute values in Equation 1. Therefore, the interesting part of ABS-EQ is the absolute values, which leads us to understand the power of the weighting operator. Remark that if m ≥ 4n and m ≤ n, Equation 1 is trivially satisfied, and, if m ∈ (n, 4n), then Equation 1 is never satisfied.
First, we show that ABS-EQ is not in SL = by using the following fact [4] .
Fact 1 Let L be a language in SL = . Hence, there exists an n-state PFA P such that w ∈ L if and only if f P (w) = 1 2 . Then, for any x, y, z ∈ Σ * , if xz, xyz, xy 2 z, . . . , xy n−1 z ∈ L, we also have xy * z ∈ L.
Proof. Suppose that there exists n-state PFA P as described in the above fact for the language ABS-EQ for n > 1. We pick x = a 8n b, z = b n , and y = b. Then, we can have the following list (remember that as long as |w| a − 4|w| b ≥ 0, Equation 1 is trivially satisfied): Therefore, xy n z is not in ABS-EQ and so ABS-EQ is not a member of SL = .
⊓ ⊔ Now, we present our AfA algorithm for ABS-EQ which only calculates the values inside the absolute values in Equation 1 and the desired decision is given by the weighting operator.
Theorem 9. ABS-EQ is in AfL = .
Proof. We design a 6-state AfA M for ABS-EQ. The initial state is (1 0 0 0 0 0) T . The operator on ¢ is identity. Let w ∈ {a, b} * be the given input and |w| a = m and |w| b = n. After reading w, the values of m and n are stored in the second and third states: Then, similar to PFAs, if we change the cutpoint in (0, 1), the class AfL = does not change, but when setting to 0 or 1, we obtain NAfL, a proper set of AfL = .
Concluding remarks
We introduce affine computation as a generalization of probabilistic computation by allowing to use negative "probabilities". After giving the basics of the new system, we define affine finite automaton and compare it with probabilistic and quantum finite automata. We show that our new automaton model is more powerful than the probabilistic and quantum ones in bounded-and unboundederror language recognitions and equivalent to quantum one in nondeterministic language recognition mode. Moreover, we show that exclusive affine languages form a superset of exclusive quantum and stochastic languages. These are only the initial results. Recently, new results regarding computational power and succinctness of AfAs are obtained in [3, 13] . We believe that the further investigations on the affine computational models can provide new insights on using negative transition values.
