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A avaliação da solução dos sistemas de equa-
çoes lineares originados quando da resolução de problemas 
fisicos atravês do Mêtodo dos Elementos de Contorno, tem sj 
do realizada, realmente, apenas por têcnicas diretas, prin-
cipalmente, por essas serem as únicas têcnicas que possibl 
litam a resolução de tais sistemas de maneira confiãvel, em 
bora cara. 
Este trabalho objetiva propor ''solvers'' ite 
rativos que possam ser aplicados, confiável e economicamente, 
ã solução dos sistemas mencionados acima. 
Para isso, técnicas iterativas que podem ser 
vistas como processos de aceleração polinomial de mêtodos 
iterativos foram implementadas, e problemas de Engenharia 
foram simulados e resolvidos com uso dos ''solvers'' aqui de-
senvolvidos. 
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Oirect Gauss el imination is the only technique 
employed so far for solving BEM linear 
Although trustful mainly when pivoting 
elimination is very expensive. 
systems of equations. 
is employed, Gauss 
This work aims to investigate the possibility 
of applying iterative "solvers" to BEM analysis,andtoselect 
(or work out) those which show to be efficient and trustful. 
To accomplish this task iterative techniques 
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Consta, como parte fundamental da anãlise nume 
rica de todo e qualquer problema de Engenharia, ou a resolu 
ção de sistemas de equações lineares, ou a resolução de pr~ 
blemas de autovalor, podendo esses ultimas, inclusive, de-
pender dos primeiros. 
A esta Tese compete o tratamento da resolução 
de sistemas de equações lineares oriundos do Método dos Ele 
mentas de Contorno através de técnicas iterativas. 
Tanto no Método dos Elementos de Contorno, c~ 
mo no Método dos Elementos Finitos, o tempo referente are-
solução dos sistemas de equações resultantes corresponde a 
maior parte do tempo total necessãrio ã anãlise, principal-
mente quando esses sistemas possuem ordem elevada, jã que 
quanto maior a ordem do sistema, maior o tempo de resolução 
em relação ao tempo de montagem da matriz. 
No que diz respeito ao Método dos Elementos 
Finitos, muitos estudos objetivando otimizar os custos com-
putacionais associados ã resolução dos sistemas de equações 
resultantes jã foram realizados, não apenas considerando o 
uso de técnicas diretas, bem como evidenciando o uso de téc 
nicas iterativas. 
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Todavia, em se tratando do Método dos Elemen-
tos Finitos, tira-se muito proveito das caracteristicas fa 
vorãveis das matrizes resultantes, dentre as quais cita-se, 
por exemplo, o fato das matrizes provenientes do Método dos 
Elementos Finitos serem, normalmente, simétricas e positi-
vas-definidas. 
Relativamente ao Método dos Elementos de Con-
torno, tem-se que as matrizes resultantes apresentam carac 
terísticas bem desfavorãveis, como por exemplo, o fato de 
não serem simétricas, nem positivas-definidas, o que jã im-
possibilita o uso de uma gama de métodos iterativos na ava-
liação da solução dos sistemas de equações associados (Ver 
Referência [ll) de modo que a maneira mais confiãvel, e in-
clusive mais econômica, para a avaliação da solução desses, 
tem sido, realmente, o uso de técnicas diretas. 
O objetivo desta Tese é, portanto, a elabora-
çao de um "solver" iterativo com o qual se possa resolver 
eficientemente os sistemas de equações lineares associados 
ao Método de Elementos de Contorno, onde com a palavra "ef..!_ 
cientemente'' se quer dizer, com custos computacionais redu-
zidos, bem como com garantia de convergência (ao menos teo 
ricamente:). Além disso, objetiva-se também enfatizar, ain 
da que sob um ponto de vista matemãtico bastante resumido, 
a natureza teõrica dos métodos iterativos, com o intuito de 
que, além dos algoritmos finais jã prontos, outros algoritmos 
possam ser desenvolvidos. 
3 
Visando-se tornar mais direto o entendimento 
do texto, no Capitulo II agruparam-se, sob a forma de general_!_ 
dades, definições e teoremas matemãticos que serao utiliza-
dos na formulação dos mêtodos iterativos aqui comentados. 
No Capitulo III, procurou-se, alem de comen-
tar a idêia bãsica do Mêtodo dos Elementos de Contorno, de2 
crever algumas das caracteristicas associadas ãs matrizes 
resultantes, mesmo que essas, muitas vezes, ainda não sejam 
fatos matematicamente comprovados, mas apenas o resultado 
da experiência de professores e pesquisadores. 
Nos capitulos IV, V e VI, ê desenvolvida a 
formulação dos mêtodos iterativos propriamente. No Capi-
tulo IV apresentam-se, dentre os métodos iterativos bãsicos, 
aqueles que se mostram mais econômicos e dos quais se pode 
tirar proveito na resolução dos sistemas de equações oriun-
dos do Mêtodo dos Elementos de Contorno, quando da utiliza-
çao de algum procedimento de aceleração polinomial sobre es 
ses. No Capitulo V, ê visto do que consiste a aceleração 
polinomial de métodos iterativos bãsicos e, no Capitulo VI, 
alguns procedimentos de aceleração polinomial foram estuda 
dos. Nesse mesmo capitulo, os algoritmos para a implementi 
ção computacional dos procedimentos de aceleração polino-
mial estudados são fornecidos, inclusive de maneira genêrj_ 
ca, possibilitando ao leitor aplicã-lo, nao apenas sobre 
os mêtodos iterativos bãsicos que são comentados nesta tese, 
mas sobre um método iterativo bâsico qualquer que lhe for 
mais conveniente. 
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Atenta-se aqui para o fato de que embora se 
tenha comentado a respeito da fatoração incompleta de uma 
matriz, a implementação computacional desse algoritmo nao 
foi efetuada neste trabalho. No entanto, esses comentãrios 
fornecem os elementos essenciais para a implementação com-
putacional, por exemplo, do processo de aceleração de Lanczos 
sobre o mêtodo de fatoração incompleta em trabalhos poste-
riores, e desse modo tambêm atende aos 
trabalho. 
objetivos deste 
No Capitulo VII, sao feitas aplicações dos 
''solvers'' implementados, na resolução dos sistemas de equa-
ções resultantes de vãrios problemas fisicos que foram ana-
lisados utilizando-se o Mêtodo dos Elementos de Contorno. 
Três desses problemas referem-se ã elasticidade bidimensio 
nal (estado plano de tensão), onde visou-se, primeiramente, 
verificar a eficiência dos vãrios ''solvers" iterativos uti-
lizados, seja em relação aos diretos, seja em relação a 
eles mesmos. No quarto e Ültimo problema analisado, dado 
que alguns dos "solvers'' iterativos jã se mostravam eficien 
tes, procurou-se constatar o comportamento desses diante de 
uma aplicação industrial, e então analisou-se o problema 
de verificação da proteção catódica de uma plataforma semi-submersivel. 
As conclusões do presente trabalho sao mais 
otimistas que aquelas apresentadas previamente por BETTESS [3], 
PARREIRA [6] e HENCIS e MULLEN [ 5]. 
Cabe ressaltar, porem, que em trabalho recen-
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te desenvolvido por Chang-Ho Lee (ver referência (15]), um 
"solver" ê proposto para resolver sistemas de equações oriun 
dos da aplicação do Mêtodo dos El ementas de Contorno a pr_Q 
blemas dinâmicos escalares de interação fluido-estrutura, e 
os resultados obtidos são excelentes. Entretanto, a alter-
nativa seguida naquele trabalho foi descartada jã nos estu-
dos iniciais, posto que a formulação lã desenvolvida sê se 
aplica a matrizes positivas-reais, o que vai contra os 
objetivos deste trabalho, que consistem, ultimamente, da 
elaboração de "solvers" absolutamente gerais. ''Solvers'' par 
ticulares sê devem ser desenvolvidos apôs estudos mais rig_Q 
rosos das caracterfsticas das matrizes provenientes do Mêto 




Com finalidade de facilitar o entendimento 
do texto desenvolvido neste trabalho e que apresenta-se 
neste capitulo algumas definições e teoremas matemãticos n~ 
cessãrios ã formulação dos metadas iterativos 
dados. 
aqui estu-
Definição II. l - N Seja U um subconjunto de IR , onde cada 
vetor u pertencente a U e dado por 
u = 
e seja o funcional F : U -+ IR , com 
de F em u e dado pelo vetor 
~F(1:1) = 
l FEC(U). O gradiente 
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Definição II.2 - Seja l FEC(U). Oi z-se que F e estaci o 
nãrio em ~, ou equivalentemente, u e ponto estacionãrio 
de F, se ?FC~)= O. 
TEOREMA II. l - Seja F s c1 (IRN), então, dentre todas as 
direções e em algum ponto ~, aquela na qual F varia mais 
rapidamente em torno de u e dada por p = VF (1:!). 
TEOREMA II.2 - Seja F s e 1 ( U) . se -U E LJ e um extremo local 
de F, então F e estacionãrio em u. 
Definição II.3 - Um funcional quadrãtico e um funcional do 
tipo 
F ( 1:!) = 
l 
2 
onde u e N b sao vetores de IR , 
A e uma matriz real, e 
c e uma constante rea 1. 
(1:!, ~) + c ' (II.l) 
Observa-se que, da equaçao (II. 1), facilmente 
encontra-se que ~ F (1:!)= -(~ - ~ 1:!), Também, por meio de sim 
ples manipulações matemãticas, tem-se que o funcional quadrl 
tico dado por (II. l), quando ~ for simetrica, pode ser reescrito como 
F ( 1:!) = + [ ( 1:! - 'º') , ~ ( 1:! - :9'~ + e , 
(II.2) 




+ c -e u e ponto estacionârio de A. 
Definição II.4 - Uma matriz real A e simêtrica positiva-
-definida (SPD), se se tiver para todo u e v s lRN, eu e v 
não nulos, que 
= (~.~~)>O. (II.3) 
Definição II.5 - Uma matriz real A e dita positiva-real 
(PR), se e so se (~ + AT) for SPD. 
Definição II.6 - Uma matriz A e diagonalmente dominante, 
se 
N 
laiil ~ l 
j = l 
j ;I i 
1 a .. 1 , 
, J 
=1,2, ... ,N. 
Definição II. 7 - O produto interno de energia e a norma de 
energia correspondentes a uma matriz positiva-definida A sao 
dados, respectivamente, por 
(II.4) 
e 
T l /2 
(~ ~ ~) (II.5) 
Definição II.8 - A e uma matriz de Hessenberg (na forma) 
superior, se a. . = O, , J para i ~ j + 2; e A e uma ma-
9 
matriz de Hessenberg (_na forma) inferior, se ªij = O, para 
j ~ i + 2. 
Definição II.9 - Uma matriz que ê, simultaneamente, matriz 
de Hessenberg superior e inferior, ê chamada de matriz tri-
d i agona 1. 
Definição II.10 - O raio espectral S (~), de uma matriz 
A de ordem N ê definido como o mãximo dos mõdulos dos au-
tovalores de A, ou seja, se L\}, i = l, 2, ..• , N, ê se 
qüência de autovalores de A, então 
S (~) ~ max 1 "i 1. 
Definição II. 11 - Para quaisquer matrizes não-singulares~ 
e L define-se o numero de concti ci onamento de A em relação 
a L por 
onde 
li ~ IIL = I S [( ~ ~ ~ - l ) (~~~-l)HJ 
Para o caso em que L = I ' tem-se então que 
k ( ~) = kr ( ~) = li~ li J li A - 1 11 T - l 
onde 
1 O 
Definição II.12 - Dado um vetor v0 não-nulo e uma matriz 
A. define-se, de Kry 1 ov K o ~) ' espaço Cv , como sendo o - n 
espaço definido por 
( 
n-1 ".'.º} . kn (".'.o' A) SPAN t!º· 
o = ~ v__ ' A ... ' 
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CAPTTULO III 
O MtTODO DOS ELEMENTOS DE CONTORNO 
III. l - DESCRIÇAO DO METODO 
Além do método dos elementos finitos hã ainda um 
outro importante método numérico, que nos Ültimos anos tem 
ganhado bastante espaço na resolução de problemas de Eng! 
nharia. Tal método é o jã tão conhecido nos meios da enge-
nharia científica como o Método dos Elementos de Contorno 
(MEC), ou ainda, o Método da Equação Integral de Contorno 
(MEIC). 
Importantes problemas de engenharia podem ser 
analisados utilizando-se o MEC, dentre os quais podem-se cl 
tar, por exemplo, problemas de transferência de calor, pro-
blemas de elasticidade, problemas de hidrodinâmica, probl! 
mas de eletrostãtica, problemas de proteção catódica e mui-
tos outros. 
A idéia bãsica dessa técnica é a formulação 
matemãtica de problemas físicos, que têm incógnitas tanto 
no interior do domínio íl do problema quanto no contorno r, 
como função apenas dos valores de contorno. 
Desse modo determinam-se em primeiro lugar as 
incógnitas de contorno, para então serem determinadas as in 
cógnitas internas desejadas. 
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Para os problemas regidos pela equaçao de La-
place ou Poisson (problemas de potencial), a equaçao inte-
gral de contorno correspondente a um dado ponto-fonte s e 
dada por 
C(s) u(s) + fr u(x) q* {s,x) dr(x) = fr q(x) u*(s,x) dr{x) , {III.l) 
onde 
u(x) e a função de potencial, 
q(x) e a função de fluxo, 
e a solução fundamental, u*(s,x) 
q*(s,x) e a derivada de u*(s,x) na direção normal ao con 
torno, e 
c(s) e um coeficiente associado ãs caracteristicas geome-
tricas do contorno, que para contornos suaves ê igual 
a --
2 
Expressando-se {III. l) para o nõ de ordem i de 
uma malha que aproxima o contorno r com elementos constan-
tes, por exemplo, obtêm-se que 
N 
l 
j = l 




j = 1 
( f r. u*dr)qj, (III.2) 
J 
onde as variãveis se x foram suprimidas para simplificar a 
notação. Escrevendo-se {III. 2) para cada um dos nõs da ma-















g - J LI* dr ( Í; = i ) . 
i j - r. ( II I.5) 
J 
o mêtodo dos elementos de contorno ê um meto-
do misto, onde para cada nõ da malha ê conhecido, no caso, 
ou o potencial ou o fluxo. Substituindo-se então esses va-
lores conhecidos na equaçao (III.3) e realizando-se uma tro 
ca de colunas entre H e G de tal sorte a ter-se no primeiro 
membro apenas as incõgnitas do problema, e no segundo, ªP! 
nas valores prescritos do potencial ou do fluxo, obtêm-se, 
finalmente, o sistema de equações lineares do mêtodo dos 
elementos de contorno 
A u = b (III.6) 
onde 
A e a matriz dos coeficientes do MEC, que em geral contêm 
coeficientes tanto de G como de ~, e 
u ê o vetor de incõgnitas. 
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Para problemas de elasticidade uma equaçao in 
tegral semelhante ã dada por {III. l) ê obtida. Aqui tem-se, 
porem que 
e .. (F;) u. (F;) + f P~. {t;,x) uJ. (x) dr (x) = 
1J J r 1J 
onde agora 
= f uij (F;,x) pj (x) dT{x), 
r 
(III.7) 
e a função de deslocabilidades segundo a direção j, 
e a função de carregamento segundo a direção j, e 
* uij (f;,x) e P:'. (F;,x) sao, respectivamente, a solução fundamental e a lJ 
derivada dessa na direção normal ao contorno. 
Os coeficientes Cij tambêm representam as 
características geomêtricas do contorno onde o ponto-fonte F; 
se localiza, sã que agora, relativarr.ente a cada ponto-fonte, 
tem-se uma matriz C da ordem da dimensão do problema, ou 
seja, se o problema ê bidimensional C ê de ordem 2, e se o 
problema e tridimensional C ê de ordem 3. 
Discretizando-se o contorno r e repetindo-se 
o mesmo procedimento que foi --realizado para o problema de 
potencial, chega-se então ao sistema de equaçoes 
que resolve o problema de elasticidade. 
lineares 
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111.2 - CARACTER!STICAS DAS MATRIZES DO MEC 
Do pouco que se sabe em relação ao comporta-
mento das matrizes associadas ao método dos elementos de con 
torno, aponta-se primordialmente, que essas são completame~ 
te cheias, não-simétricas e não-singulares (ou quasi-singw~ 
res quando da utilização de elementos descontinuas), não se 
podendo garantir porém, que essas sejam positivas-definidas 
ou, pelo menos, positivas-reais ou diagonalmente dominantes. 
No entanto, a partir da experiência de pesquj 
sadores, alguns outros detalhes (prãticos) associados a es-
sas matrizes podem ser revelados. Dessa forma é sabido que 
para os problemas de potencial as matrizes dos coeficientes 
apresentam um condicionamento bem melhor que as dos problemas 
de elasticidade. Sabe-se ainda que, para os problemas que 
sao diferenciados apenas pelas condições de contorno, se fo 
rem prescritos apenas um tipo de condição de contorno (pro-
blema de Dirichlet ou de Neumann), então a matriz final dos 
coeficientes apresenta melhor condicionamento que a matriz 
resultante de problemas onde são prescritos agora os dois 
tipos de condição de contorno (problema de Cauchy). 
Um outro detalhe prãtico estã associado aos 
erros de arredondamendo, quando da resolução do sistema de 
equaçoes lineares. Assim para se evitar tais erros, e usual 
modificar-se os coeficientes de ~ que pertencem a matriz 
§ (normalmente menores que os da matriz ~), multiplicando-os 
por uma constante, muitas vezes conhecida como o fator-escala. 
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Na referência [7], quando da elaboração de um programa com-
putacional voltado para a resolução de problemas bidimensi~ 
nais da elasticidade, foi usado pelos autores um fator-es 
cala, arbitrariamente escolhido, igual ao mõdulo de elasti 
cidade longitudinal do material. 
Neste trabalho nao se deteve sobre esse tipo 
de problema, o que atê talvez fosse importante, jã que o 
fator-escala, alem da finalidade de evitar erros de arredon 
damento, pode tambêm ser escolhido objetivando-se otimizar 
o condicionamento da matriz dos coeficientes, e consequent! 
mente acelerar um dado esquema iterativo. Para mais escla-




METOOOS ITERATIVOS BASICOS 
IV. 1 - GERAÇAO DOS METODOS ITERATIVOS BASICOS 
Ainda que nao se faça uso, ünica e exclusiva-
mente, de algum mêtodo iterativo bâsico na resolução de sis 
temas de equações lineares associados ao MEC, serã de funda 
mental importância tomar conhecimento de tais mêtodos, jã 
que muitas das poderosas têcnicas iterativas apresentadas po~ 
teriormente se utilizam desses. 
Objetiva-se portanto, com este capitulo, for 
necer os fundamentos dos demais mêtodos iterativos bãsicos 
utilizados na resolução de um sistema de equações lineares 
do tipo 
Au ;b (IV.1) 
onde A e uma matriz real e não-singular de ordem NxN, e 
b e um vetor real. 
Tais mêtodos podem ser definidos como mêtodos 
iterativos lineares, estacionãrios e de primeiro grau, que 
podem ser expressos na forma 
; n; O, 1, 2, ... , (IV.2) 
onde G e uma matriz real de ordem N x N - a denominada ma-
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triz de iteração do método, e 
k e um vetor real conhecido associado ao mêtodo ite-
rativo. 
Mas antes de se entrar em detalhes da obten-
çao da matriz G e do vetor ~ , que aparecem na equação (IV.2), 
far-se-ão, primeiro, comentãrios a respeito das definições 
dos termos apresentados no parãgrafo anterior. Assim, defi 
ne-se que o método e do primeiro grau se n+l u depende ex-
plicitamente, apenas de n u ' e não, da histõria dos vetores 
ui obtidos em cada iteração anterior. Se nem G nem k de 
pende de n u ' diz-se que o método é linear, e por ultimo, 
diz-se que o método e estacionãrio se nem G nem k depende de n, 
Como afirmado acima, os métodos bâsicos podem 
ser expressos pela equação (IV.2). Desse modo comenta-se 
agora como se chega ao método iterativo definido por (IV.2), 
a partir do sistema de equações lineares dado em (IV.l). Pi 
ra isso é necessãrio, apenas, definir-se uma partição qualquer 
para a matriz de coeficientes do sistema, ou melhor, defin! 
-se uma partição para ~ em (IV. 1), e a partir de simples 
manipulações matemãticas, consegue-se estabelecer uma fõrmu 
la iterativa associada a essa partição, que e do tipo da 
fornecida pela equaçao (IV.2). Essa partição serã expressa 
através de uma matriz não-singular, representada por Q e d! 
nominada matriz de 
do iterativo. 
partição ("splitting matrix") do meto 




de partição g, pré-multiplicam-se ambos os lados 
- 1 por Q para a obtenção de 
de 
(IV.3) 
Somando-se a matriz identidade ã matriz dos coeficientes e 
subtraindo-a da mesma, obtem-se 
(IV.4) 
donde, finalmente, e possível exprimir-se a fÕrmula itera-
tiva para a solução de ( IV .1), qual seja, 
(IV.5) 
Comparando-se (IV.5) com (IV.2), ve-se que a 
matriz de iteração G e o vetor k assoei a dos ao meto do i te 
rativo são dados por 
G = I e k=Q- 1 b. (IV.6) 
Como visto acima, os métodos iterativos bãsi 
cos tem natureza relativamente simples, e caso algumas das 
razões dos procedimentos tomados na geração de tais metodo~ 
ou mesmo de denominações utilizadas, nao estejam ainda cla-
ras ao leitor, certamente que ficarão a partir do contacto 
com exemplos prãticos de mêtodos iterativos que serão apre-
sentados mais adiante. 
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Em relação ã escolha da matriz de partição Q 
que definirã um determinado mêtodo iterativo, ê importante 
saber que, na verdade, existem alguns critêrios para tal e~ 
colha que sao determinantes na eficiência do mêtodo associa 
do. A saber, uma boa matriz de partição deve obedecer as 
seguintes propriedades: 
l) o numero de condicionamento de g- l ~ ê si_g_ 
nificativamente menor que o numero de con 
dicionamento de A· ,
2) os coeficientes de g sao facilmente de-
terminados, e 
3) g-l e facilmente obtida. 
No que diz respeito ainda aos comentãrios ge-
rais dos mêtodos iterativos bãsicos, hã tambêm al9umas pro-
priedades das quais devemos tomar conhecimento. Sabendo-se 
que as matrizes A e Q sao não-singulares, tem-se então que 
-u = (IV.7) 
e a única solução de (IV.l), bem como única solução do sis 
tema associado 
(! - §) u = k (IV.8) 
e o mêtodo iterativo (IV.2) sera dito completamente consis 
tente. 
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Baseado nisso pode-se estabelecer que, se {~n} 
e a seqüência dos vetores u obtidos por (IV.2) ao longo 
das iterações, então tem-se que (a) se un = ü para al-
- un+l __ un+2 __ ... __ u, gum n, entao e ( b ) se a seqüê!:1_ 
eia n - -{u } converge para algum ~., entao u = u. - - As propo-
sições acima são facilmente verificadas, como serã mostrado 
a seguir. 
Suponha que para algum n tenha-se que 
então da equação (IV.5) tem-se que 
n -
u = u' 
(IV.9) 
Pela consistência completa, tem-se que Ü ê dado por (IV.7), 
que substituido em (IV.9) fornece que 
(IV.10) 
Utilizando-se agora o processo indutivo, mostra - se que 
n+l n+2 
u = u = = u. Para fazer-se a verificação da pro-
posição (b), afirma-se inicialmente que uma seqüência {un} 
converge para 
= u n+ 1 = 
então 
algum u, se para algum n tem-se que n u = 
= u. . n n+ 1 Mas como mostrado acima, se ~ = ~ = ••• , 
(proposição (a) pelo avesso), logo -u = u 
Hã ainda uma outra propriedade dos mêtodos ite 
rativos bãsicos, qual seja, a propriedade da convergência. 
O mêtodo iterativo serã dito convergente se para um vetor 
de partida u0 qualquer, a sequência u1 ~2, ... definida 
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por (IV.2) converge para u. Uma condição necessãria e su-
ficiente para que isso aconteça ê que o raio espectral da 
matriz de iteração G seja menor que l, ou seja, 
S (G) < l (IV.11) 
IV.2 - EXEMPLOS DE METODOS ITERATIVOS BASICOS 
Apôs terem sido feitos. comentãrios gerais sobre 
a natureza dos mêtodos iterativos bãsicos, apresentar-se-ão 
agora, alguns exemplos prãticos de tais mêtodos. 
Existem pelo menos cinco mêtodos bãsicos 
que sao bem conhecidos nos meios científico-matemãticos, a 
saber, o mêtodo RF, o mêtodo de Jacobi, o mêtodo de Gauss-
-Seidel, o mêtodo da sobrerelaxação sucessiva (SOR-successive 
overrelaxation) e o mêtodo da sobrerelaxação sucessiva s1me 
trica (SSOR - symmetric successive overrelaxation). Alêm 
desses hã ainda um importante mêtodo, que ê o mêtodo da fa-
toração incompleta, que tambêm pode ser visto como um mêto 
do iterativo bãsico, como serã mostrado mais adiante. 
Dos mêtodos mencionados acima, far-se-ã uso neste 
trabalho apenas dos métodos RF, de Jacobi, de Gauss-Seidel e da fa-
toração incompleta, jã que os mêtodos da SOR e da SSOR,para 
que se mostrem eficientes, dependem do cãlculo de um param! 
troque otimiza a razão de convergência desses mêtodos. Es 
se parâmetro ê avaliado a partir de informações dos autova-
lores das respectivas matrizes de iteração dos mêtodos. No 
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entanto, dada a complexidade das matrizes dos coeficientes 
oriundas do MEC, se é forçad~ ao menos no âmbito deste tra-
balho, a descartã-los. 
Visto isso, apresentar-se-ão abaixo os métodos 
iterativos bâsicos dos quais tirar-se-â proveito, ao longo 
deste trabalho, na resolução dos sistemas de equações linea 
res provenientes do método dos elementos de contorno. 
IV.2. 1 - O Método RF 
to mais simples dos métodos iterativos, e e 
definido por 
n+ 1 n 
u = (I - ~l u + b (IV.12) 
onde por comparaçoes com (IV.5), ve-se que a matriz de par-
tição deste método é dada por 
g = I (IV.13) 
e a respectiva matriz de iteração, por 
~) ' (IV.14) 







de §, dado pela seguinte relação: 
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Então tem-se que o raio espectral de G sera dado por 
~) = max ( 11 - m (~) 1, l l - M (~) 1) (IV.15) 
onde m (A) e M (~) sao, respectivamente, os autovalores al 
gebri camente menor e maior. 
Quando a matriz A for SPD, o mêtodo sera con 
vergente se, e somente se, 
M (~) < 2. (IV.16) 
IV.2.2 - O Mêtodo de Jacobi 
Para a apresentação do mêtodo de Jacobi, bem 
como do mêtodo de Gauss-Seidel que serã visto a seguir, ex 
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25 
o ª12 ª13 ª 1 n 




o ª 3n 
o o -
(IV.18) 
O método de Jacobi e definido por 
n+l N l n b. i 1 , N, (IV.19) a .. u. = a .. u. + = , , , 
j = 1 , J J 
, 
j ;t i 
que expressa em notação matricial fica: 
(IV.20) 
de onde obtêm-se 
(IV.21) 
Mas de (IV.17) tem-se que, 
A (IV.22) 
que substituida em (IV.21), resulta em 
(IV.23) 
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de onde tem-se por ultimo que 
(IV.24) 
A matriz de iteração do mêtodo de Jacobi, que definir-se-ã 
por B serã dada, portanto, por 
B = ( ! (VI.25) 
e a respectiva matriz de partição, por 
g = D (IV.26) 
A convergência do mêtodo de Jacobi e garanti-
da se, e somente se 
IV.2.3 - O Mêtodo de Gauss-Seidel 
da por 
= 
A definição do mêtodo de Gauss-Seidel e da 
i-1 
l: 
j = 1 




j =i + 1 
que expressada em termos das matrizes definidas em (IV.18) 
torna-se 
De (IV.28) obtém-se que 






mas a partir de (IV.17) pode-se exprimir C como: -u 





que substituído na equaçao (IV.29) fornece finalmente, que 
(IV.31) 
Novamente, comparando-se (IV.31) com (IV.5), 
vê - se que as matrizes de iteração e de partição 
do método de Gauss-Seidel são dadas respectivamente por 
L = I - ( º - e )_, 8 (IV.32) -L 
e 
ª 11 
ª 21 ª22 
g = D - ~L = • (IV.33) 
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Em relação a convergência, pode-se mostrar que, 
desde que ~ e ~ sejam matrizes simêtri cas e posi tivas-di 
finidas, então o metodo de Gauss-Seidel sempre converge. 
IV.2.4 - O Metodo da Fatoração Incompleta 
O que se faz para a obtenção de tal metodo e, 
basicamente, aproximar-se a matriz ~ do sistema (IV. l) pe-
1 o produto de fatores L e U que são respectivamente ma 
trizes triangulares inferior e superior. Desse modo tem-se 
que 
A=LU+R (IV.34) 
-onde R representa o erro associado a fatoração incomple-
ta de A • 
Substituindo-se a equaçao (IV.34) em {IV.l), 
obtem-se, 
(~ ~ + ~) u = b {IV.35) 








que resulta finalmente em 
{IV.38) 
A equaçao (IV.38) fornece portanto, a fõrmu 
la iterativa para o método bãsico da fatoração incompleta, 
cujas matrizes de iteração e de partição são dadas, respectj_ 
vamente, por 
G = {IV.39) 
e 
g = L U {IV.40) 
Existem vãrias maneiras de se obter a fatora-
çao incompleta de ~ mostrada em {IV.34), mas antes de apr~ 
sentar-se alguns modelos que podem ser adotados na fatora-
ção incompleta de uma matriz, mostrar-se-ã inicialmente, o 
algoritmo que fornece os fatores L e U quando da fatora-
ção completa dessa matriz. 
O algoritmo para a decomposição completa de 
uma matriz quadrada A de ordem N x N ê dado como segue.· 
Inicialmente faz-se 
e l',11 = l ' {IV.41) 
A seguir, para j = 2, 3, ... , N, 













( a .. 
J 1 
a .. , J 






i - 1 
I t j m u . ) / u .. 
m= 1 m 1 1 1 
i - 1 
I J,. u 
m=l 1m mj 
j-1 
I Q,jm umj 
m=l 
, i=l,2, ... j-1 
j=2,3, ... ,N. 
(IV.42) 
A partir do algoritmo dado pelas equações (IV.41) 
e (IV.42) pode-se então obter o algoritmo para a fatoração i.!!_ 
completa de A, cuja idéia bãsica é realizar o procedimento 
dado em (IV.41) e (IV.42} apenas para os coeficientes de A 
que sao diferentes de zero ou grandes segundo um dado crite 
rio de magnitude, anulando-se portanto, os coeficientes de 
L ou U que correspondem a coeficientes de ~ que são nulos 
ou pequenos segundo o critério de magnitude mencionado acima. 
Tendo-se em vista que as matrizes de contorno 
normalmente não apresentam coeficientes nulos (desde que não 
haja sub-região), então é preferivel utilizar-se algum cri-
terfo de magnitude na rejeição dos coeficientes de ~. que ao 
longo do processo de fatoração serão meramente substituidos 
por zero. 
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Como visto acima, a formação do mêtodo itera-
tivo bãsico da fatoração incompleta tambêm nao apresenta 
qualquer dificuldade, jã que consiste basicamente de uma 
modificação do algoritmo dado por (IV.41) e (IV.42); entre-
tanto, para informações mais precisas recomenda-se 
taras referências [2], [3] e [4]. 
IV.2.5 - Comentãrios Finais 
consul 
Como afirmado logo durante o primeiro item 
deste capitulo, não se farã uso, ünica e 
dos metadas iterativos bãsicos. 
exclusivamente, 
As razoes dessa decisão estão associadas ao 
fato de que esses métodos não atendem aos objetivos bãsicos 
deste trabalho, quais sejam, a elaboração de solvers 
iterativos que possam ser eficientemente aplicado na resa 
lução de sistemas de equações lineares provenientes da apli 
caçao do MEC na resolução de problemas de Engenharia, onde 
a palavra "eficientemente" significa mais econ6mico em rela 
ção aos métodos diretos e com garantia de convergência. 
A partir dos breves comentãrios feitos sobre 
a convergência dos métodos bãsicos, vê-se que, aparentemente, 
dadas as caracteristicas desfavorãveis das matrizes oriundas 
do MEC, tais métodos não teriam condições de competir com 
os métodos diretos. Além disso, a partir dos trabalhos de 
outros pesquisadores como MULLEN e RENCIS [5], PARREIRA [6] 
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e outros mais, nao se tem qualquer duvida a respeito da ine 
ficiência de tais metadas. 
No entanto, as matrizes de partição de tais meto 
dos podem ser usadas como matriz de precondicionamento em 
esquemas iterativos mais complexos, ou, em outras palavras, 
os metadas bãsicos podem ser acelerados por procedimentos 





V. 1 - ACELERAÇAO POLINOMIAL DOS METODOS ITERATIVOS BASICOS 
Considerar-se-ã aqui um procedimento de acele 
raçao destinado a aumentar a razão de convergência de um me 
todo iterativo bãsico qualquer. Este procedimento de acele 
ração, que serã denominado de procedimento de aceleração p~ 
linomial, consiste basicamente da formação de uma nova se-
qUência de vetores, obtida a partir da seqUência de vetores 
fornecida diretamente pelo mêtodo iterativo bãsico dado por 
(IV.2). Observa-se aqui que a ünica condição exigida para 
a derivação deste procedimento ê que o mêtodo iterativo bã-
sico seja completamente consistente; portanto, doravante fj 
ca subentendido que um mêtodo iterativo bãsico qualquer que 
seja considerado atende a essa condição. 
Desse modo, sendo I'! 1 , 2 w , seqüência 
de vetores gerados por um mêtodo iterativo a partir de 
~
0
, que ê o vetor de partida, define-se o procedimento de 
aceleração polinomial como 
n 
I ª . i =O n, 1 (V. l ) 
onde os a . n , 1 sao escalares, aos quais e imposta a res 
trição de que 
e os sao 
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n 
l ªn, i = l , 
i =O 
dados, como jâ mencionado acima, por 
w0 = vetor de partida 
i + l i w = G w + K i=O,l, .... 
(V. 2) 
(V. 3) 
Observa-se aqui que com a condição {V.2) fica assegurado que 
un = u sempre que w0 = u! 
Seja o vetor-erro E n associado a un dado por 
= 
-
u (V. 4) 





(~i n I l l ~) (V. 5) E = ªn i ªn, i u = ªn i i =0 , i=O ; =0 , 
Seja considerar-se agora o vetor-erro -i associado E a wi 
tem-se então que 
-i wi G E = u = w i - 1 + k u (V. 6) 
Mas como visto no Capítulo IV ao comentar-se 
a consistência completa de um mêtodo iterativo, pode-se es-
crever u como 
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Ü=Gu+k (V. 7) 
donde tem-se que 
- -k = u - G u (V. 8) 
Substituindo-se então (V.8) em (V.6) obtem-se que 
(V. 9) 
Por um processo indutivo pode-se escrever, finalmente, que 
De (V.l) tem-se que 
uº = a 
º•º -
e de (V.2), que 
a = l , o,o 
logo, 
u0 = w0 
donde conclui-se que 
s







Desse modo substituindo-se (V.10) e (V. 14) em (V.5) obtem-
-se que 
n 
l ªn, i 
i =O 
ou de outra maneira, 
(V.15) 
(V.16) 
onde o polinômio Pn(§) e dado por 
p (G) = a I + a l G + n - n,o - n, 






a . G i 
n , 1 - (V.17) 
E devido ã fÕrmula (V.16), para o vetor-erro 
associado aos vetores i ~ , que o procedimento de acelera-
ção apresentado acima ê connecido como procedimento de ace-
leração polinomial de um mêtodo iterativo bãsico. 
No entanto, tal procedimento pode tambem ser 
caracterizado em termos de um conjunto de subespaços de Krylov, 
como serã mostrado pelo teorema dado abaixo. 
Antes de apresentar-se tal teorema, definir-
-se-ã primeiro o vetor pseudo-residual, do qual far-se-ã uso 
no respectivo teorema. Para isso seja u0 o vetor de part..!. 
da para um dado metodo iterativo, então o vetor pseudo-res..!. 
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dual inicial associado a tal mêtodo serã dado por 
(f-§)uº (V.18) 
Visto isso apresenta-se o seguinte teorema que 
fornece uma caracterização alternativa do procedimento de 
aceleração polinomial. 
TEOREMA V. l -
vetores l ~ ' 
Um procedimento iterativo 
~2 , ... a partir de um dado 
para a geraçao dos 
u0 , tal que a0 se 
ja diferente de zero, ê um procedimento de aceleração poli-
nomial baseado num mêtodo iterativo bãsico qualquer se, e 
somente se, para n = 1,2, ... , tiver-se que 
E (V.19) 
onde Kn (~º. f - §) e o subespaço de Krylov associado ã 
I - G e o0 , de ordem n. 
Não serã apresentado prova do teorema acima, 
todavia, essa poderã ser encontrada junto ã referência [8]. 
Dentre os mêtodos de aceleração polinomial ci 
tam-se por exemplo, os mêtodos de gradiente conjugado e o mê 
todo de Lanczos. Hã ainda outros, tais como o mêtodo de 
Chebyschev. Desse mêtodo, porem, não se farã uso, jã que 
esse requer o cãlculo de parâmetros de iteração que devem 
ser adequadamente escolhidos para que se obtenha a razao 
mãxima de convergência, onde para o cãlculo de tais parame-
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tros seriam necessãrias informações sobre os autovalores ex-
tremos da matriz de iteração de um dado mêtodo bãsico, o que 
para os sistemas de equaçoes que se objetiva tratar neste 
trabalho pode se tornar anti-econômico. Mesmo neste caso, 
onde ê possível, inclusive, a presença de autovalores com-
plexos, jã existem alguns estudos que devem ser considera-
dos em pesquisas posteriores. Na referência [9], por exem-




PROCEDIMENTOS DE ACELERAÇAO POLINOMIAL 
VI. 1 - ACELERAÇAO DE GRADIENTE CONJUGADO 
VI.1.1 - Derivação do Método 
O método de gradiente conjugado tem se mostra 
do como uma atraente técnica iterativa para a solução de si~ 
temas de equações lineares, principalmente porque apesar de 
ser uma técnica iterativa, converge para a solução verdadei 
ra em no mãximo N iterações; onde N é a ordem do sistema, 
quando as operações são realizadas em matemãtica infinita. 
Essa técnica consiste basicamente em se extre 
mar iterativamente o funcional quadrãtico correspondente ao si~ 
tema de equações lineares que se deseja resolver. Em outras 
palavras, considerando-se o sistema de equações genérico d~ 
do por {IV. 1), tem-se correspondendo a esse sistema o se-
guinte funcional quadrãtico: 
2 
{!:!, ~) + c • (VI.l) F ( !:! ) = 
cujos pontos que o tornam extremo sao os pontos u que aten 
dem ã condição 
í/ F ( !:! ) - (~ - ~ !:!) = O {VI.2} 
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e conseqüentemente sao as soluções de (IV. 1). 
Dado que ~ ê não-singular, o que serã sempre 
considerado, então u pode ser unicamente determinado por 
(VI.3) 
-Para encontrar-se u iterativamente a partir de uma dada so 




onde Pn ê uma direção de busca (''search direction") esco-
lhida segundo algum critêrio, e \ e 
n 
um escalar obtido 
com a condição de extremar o funcionul quadrâtico nessa dire-
çao En (ou com a restrição ~n). 
Visto isso, apresentar-se-ã agora, propriame~ 
te, a determinação da direção de busca En e do escalar Àn. 
Supondo-se que En jã seja conhecido, far-se 
-a primeiramente a determinação de Àn. Desse modo, substi 












F ( ~ ) ' (VI.6) 
que, como pode ser claramente visto, representa, agora, uma 
função quadrãtica em Àn. Mas antes de continuar-se a de-
senvolver o processo, observa-se aqui novamente, que a ma 
triz A ainda estã sendo considerada não-simétrica. 
Como mencionado acima, Àn é determinado com a 
condição de tornar extremo o funcional quadrãtico segundo a di-
reçao en, que é supostamente conhecida. Assim, aplicando-
-se a condição de extremo ã equação dada em (VI.6), ou seja, 
fazendo-se 
obtém-se 











Definindo-se o residuo na n-êsima iteração 
por 
= 
e substituindo-o em (VI.8), chega-se a 
n,T nJ + - .e !: 
donde obtêm-se finalmente, que 
~ [-(~T ~n _ ~)T En + En,T !:J 




Feito isso, apresen~ar-se-ã agora a determina 
n çao de .e. 
Para o mêtodo conhecido como mêtodo do "steepest 
descent", o critêrio para a determinação da direção de bus 
ca 1/ ê, para um dado ponto ~n, escolhê-la tal que F va 
rie mais rapidamente em torno de un, ou seja, 
(VI.12) 
ou de outra maneira, 
(VI.13) 
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Sendo assim, o metodo do ''steepest descent" 
para matrizes não-simétricas pode ser expresso da seguinte 
forma: 
u0 (escolhido arbitrariamente), e 
para n = O, 1 , 2, ... 
l 
2 
Un+l = n + À rn u n -
(VI.14) 
Observa-se, por ultimo, que substituindo-se a 
fÕrmula recursiva para un em (VI.9), tem-se que 
n n-1 n-1 
r = b - A (u + Àn-l !: ) (VI.15) 
ou ainda, 
r n n-1 , A n-1 =r -"n-1 r (VI.16) 
que, como se ve, e uma expressao mais econômica para o cãl-
culo do resíduo, jã que o produto n-1 A r uma vez obtido, 
poderã ser usado para a obtenção de rn na prõxima iteração. 
No entanto, a direção de busca n p , que para 
o metodo do ''steepest descent" foi escolhida como sendo o 
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gradiente da forma quadratica em n u , pode ser escolhida com 
o cri têrio de minimizar a norma do erro li ~n IIA' a cada i te-
N -
ração, dentro de um certo subconjunto de rn , definindo-se 
assim o mêtodo do gradiente conjugado (MGC). 
Mas sendo que o erro En na iteração de ordem 
n e dado por 
-
u (VI.17) 
que ê função de u, e mais conveniente desenvolver-se, pri-
meiramente, a expressão de sua norma, de tal forma a exprl 
m1-la como função apenas do res1duo n r , para então dar-se 
prosseguimento ao desenvolvimento do mêtodo em si. 
Assim tem-se de (VI.9) que 
un = A-1 (~ - ~n) (VI.18) 
donde obtêm-se que 
un - -1 n n (VI.19) - u = -A r = E 
Desenvolvendo-se então a expressao da norma 
do erro, tem-se que 
-) ( un 
u ' 
-J 1 /2 - u) = 
- A [ 
n - T 
( ~ - ~) 
n -11/2 
A ( ~ - ~ )J = 
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~ -~-1 !: n) T ( - ~ - 1 11/2 [ !:n)T 11/2 = A !:nl_ = (~-1 !:n J = 




Para o método do gradiente conjugado 
-se-a que as direções de busca são dadas por 
supor-
rº n = o 
n {VI. 21) e = ' 
rn + ªn e n-1 n ::: 1 
onde o escalar ªn serã determinado com a condição de que 
a respectiva direção de busca seja tal, que o erro 11 '::n li A 
soore um certo subconjunto de IRN seja minimo. 
Analogamente ã equaçao (VI. 16), tem-se aqui 
também que o residuo pode ser dado por 
r n n-1 À A n-1 = r - n-1 - E (VI.22) 
Aplicando-se (VI. 21) e {VI. 22) recursivamen-
te, obtêm-se que rn pode ser escrito, para quaisquer a
1
, 
a 2 , ... , em função d e coe f i c i entes y; ( ver R e f. [ 2 J ) , como: 
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(VI.23) 
ou de outra maneira, definindo-se sn como o subespaço de 
lRN dado s SPAN {A o A2 o An rº} (ê mostri por = r ' r ' ... , n 
do que SN ê um subespaço vetorial) tem-se que o resíduo 
N pode ser dado adicionando-se a rº um vetor h ' onde r - -
Visto isso apresenta-se em seguida o teorema 
que determina o mêtodo do gradiente conjugado. 
TEOREMA Vl. l - O parâmetro ªn no processo iterativo dado 
por (VI.4), (VI.11) e (VI.21), quando A for SPD, 
por 
(~n A n-1 
' e l a = -n n-1 E n- 1 ) (e ' ~ 
se for imposta a condição de que 
min 
onde r - r 0 E s . 
n ' 
e alem disso, tem-se que 
= o ' se m 'f n 
e 







Demonstração: A condição (VI.25) pode 
(VI. 23), como 




= min li r 0 
n E S 
n 
+ h li -1 ' 
- A 
hn = rn - rº. Dado que rº e conhecido, então 
agora consiste de encontrar um vetor hn 
' 
hn E 
condição (VI.28) seja atendida. Hã um teorema 
(VI.28) 
o pr_c:: 
~ n, tal 
da ãl-
gebra linear que garante que ~n existe, e uni co, e tem a 
propriedade de tornar o residuo rn = r 0 + hn ortogonal a 
todo~. h E Sn, em relação a - l ~ , ou seja, 
.J,Lh , h E S n • (VI.29) 
Para facilitar o entendimento, faz-se na Fi-
gura VI. l uma interpretação geomêtrica dos resultados do 
Teorema mencionado acima. 
º n ! + -~ 




Considere agora um vetor r tal que !:-r::º E 5n_1, 
então tem-se que 
r - r 0 = + . • • + Y An-1 rº n-1 -
(VI. 30) 
donde obtem-se que 
Ar = A r 0 + y 1 A
2 r 0 An rº + ... + Yn-1 (VI.31) 
ou seja, correspondentemente a esse vetor r, existe um ve-
tor h=Ar,hES. -n 
Substituindo h = Ar em (VI.29), obtém-se que 
rn,T r = O JJ.r tal que r - r 0 E Sn-l, 
e a relação (VI.26) fica estabelecida desde 
m < n. 
De (VI.22) tem-se que 
e de (VI.21), que 
m n-1 





Desenvolvendo-se (VI.34) recursivamente, obtem-se que 
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m m m-1 E = r + ªm E = 
( m-1 r + m-2 n-1 E ) = 
rm m-1 m-2 = + ªm r + o: o: m-1 E = m 
rm + m-1 + + eº = o: r . . . o: o: m-1 ... o: l m - m 
(VI.35) 
Premultiplicando-se agora ambos os lados de 
(VI.33) por Em chega-se a 
(VI.36) 
desde que pº = ~0 , então substituindo-se (VI.35) no lado 
direito de (VI.36) resulta que 
(VI.37) 
Utilizando-se agora a relação (VI.26), tem-se portanto,qua~ 
do m<n,que 
(VI.38) 
e a relação (VI.27) fica desse modo estabelecida. 
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A relação (VI.24) pode então ser facilmente 
obtida de (VI.27) e (VI.21) fazendo-se 
n ( r + 
donde tem-se que 
n A :en-1) ( !: , -a = n n-1 n-1 
( :e A :e ) , -
e a demonstração estã completa. 
Observa-se que para a introdução do teorema 
VI. l foi imposto que a matriz ~ precisa ser simétrica, p~ 
sitiva-definida; do contrãrio vê-se claramente, que a sim-
ples relação estabelecida em (VI.24) tomaria caminhos mais 
complexos. 
Observa-se tambêm que dessa consideração tem 
-se que a fÕrmula para Àn dada em (VI. 11) fica simplifici 
da para 
E n, T rn 
Àn = (VI.39) 
:en,T n A :e -
.- AT n b A n b n J a que u = u = -r 
Portanto, o processo iterativo definido pelo 
teorema VI.l, qual seja, 
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u0 (escolhido arbitrariamente) 
para n = O, 1, 2, ... 
rn n-1 À A n-1 = r - n-1 E -
En,T rn 
À -= n n,T n 
E A E -
r 0 n = O 
pn = (VI.40) 
n n-1 l r + ªn E n ~ -
( !: n A n- 1 , E ) -
ªn = - n-1 n-1 (E A E l ' -
n+l n n 
u = u + Àn E 
e conheci do como o meto do de gradiente conjugado ou meto do 
de gradiente conjugado padrão ou ainda metodo de gradiente 
conjugado "two-term form''. 
de e 
Ver-se-ã agora que as fórmulas para cãlculo 
podem ser dadas de outras maneiras inclusive 





E tem-se, por exemplo, que 
n-1 T E , n-1 r À n-1 A n-1 - n-1 E _ E (VI.41) 
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Mas de (VI.39) sabe-se que 
que substituído em (VI.41) fornece que 
n-1 T n n-1 
P 
, 
r = e n-1 r 
(VI.42) 
Substituindo-se porem (Vl.21) em (VI.39) utilizando-se a re 
lação (VI.42), tem-se então, que 
= 
{VI.43) 
De (VI.22) tem-se tambem que 
n- l ) r . (VI.44) 
Substituindo-se agora (VI.44) e (VI.35) em (VI.24) utili 
zando-se a relação (VI.26}, obtem-se que 
- l 
À n-1 
n,T ( n n-1) r r - r - - -
n-1,T n-1 
r r - -
(VI.45} 
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Obtido o mêtodo de gradiente conjugado apr~ 
sentar-se-ã agora atravês do teorema abaixo uma importante 
propriedade desse, qual seja, a propriedade de terminação 
finita, jã comentada nos primeiros parãgrafos deste item. 
TEOREMA VI.2 - O mêtodo de gradiente conjugado tem a pr~ 
priedade de que m u = u para algum m ~ N, onde N e a or 
dem da matriz de coeficientes A, quando as operaçoes sao 
realizadas em matemãtica infinita. 
Demonstração: supondo-se que isso nao seja verdadeiro, te~ 
-se-ia então que rm i O para m = O, l, 2, ... , N. Como 
os vetores-residuos do mêtodo de gradiente conjugado aten-
dem ã relação (VI.26), ter-se-ia desse modo N +l vetores 
de IRN mutuamente ortogonais (linearmente independentes). 
Desde que isso ê um absurdo, o teorema fica demonstrado. 
Visto isso apresenta-se em seguida o algoritmo 
para a implementação computacional do mêtodo de gradiente 
conjugado padrão. Dentre os muitos algoritmos que represe~ 
tam o esquema iterativo de gradiente conjugado, escolheu-se 
aqui aquele apontado por Reid, que realizou estudo compa-
rativo entre esses (ver Refer~ncia ['10]), como mais eficien 
te. Desse modo tem-se: 
ALGORITMO VI. l - Algoritmo para a implementação computaci~ 




u = u0 r = b 
r = r A u ô0 = r T r 
IF. ô0 ~ TOLERIINCIA ----'l> STOP 
.e = r 
R: h = A .e -
À = ô0 / PT h 
r = r - Àh ôl = rT r 
IF ôl 1 TOLERIINCIA --- STOP 
a= ôl/ê0 ô0 = ol 
E= r + ªE 
GO TO R. 
Apesar dos resultados de Reid (ver referên-
cia [10]) jã terem comprovado a eficiência da implementação 
computacional do MGC segundo o algoritmo VI. l em relação ãs 
diversas formas que o MGC pode ser implementado, apresenta-
-se aqui uma implementação alternativa para o mesmo. Essa 
forma alternativa foi proposta por Engeli e outros (ver re-
ferência [l l]) e consiste da apresentaçâ o do MGC "three-term 
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form", qual seja, 
onde 
e 
do MGC na 




(yn+l rn +u)+{l-p 1) 
n-1 u = Pn+l u , -n n+ -
{VI.46) 
rn, T rn 
Yn+l = (VI.47) 
rn,T A n r - -
, se n=(i! 
Pn+l = Yn+ l rn, T rn -1-1 (VI.48) -
Yn n- l T n-1 Pn r ' r 
Sendo assim, ver-se-a agora como as fÕrmulas 
forma "three-term" podem ser obtidas. Uma manei 
exemplo, eliminar pn e p n-1 do par de equaçoes 
u n+l = un + À en (VI.49) n 
n n-1 + À n-1 {VI.50) u = u n-1 p 
Desse modo substituindo-se {VI.21) em {Vl.49), 
+ a 
n 
n-1 e . 
{Vl.51) 
De {VI. 50) resulta que 
1 n-1 e =---
À n-1 
56 




_l:l n- 1 ) n 
"n 
rn n (un = u + + Cl = - À n n-1 
À 
( 1 + a __ n_) 
"n 
n À 
"n n-1 ( 1 ) n n-1 À r n = + Cl u + - Cl --u = n 






) - 1 ~J + = ( 1 n n À + Cl Cl n À n /. 1 n n-1 n-
[ 1 - ( 1 + 
"n 
iJ 
n-1 + ªn u = 
"n-1 
= Pn+l (un + Yn+l rn) + (1 - Pn+l) u 
n-1 
onde 









As fÕrmulas {VI.47) e {VI.48) podem então ser 
obtidas desenvolvendo-se (VI.53) e {VI.54) utilizando-se as 
fõrmulas do MGC padrão. 
Alternativamente, essas podem ser obtidas a 
partir da condição de que os residuos são mutuamente ortog~ 
nafs (relação (VI.26)}. Desse modo, sabendo-se que o resi-
duo na iteração n+l ê dado por 
{VI.55) 
pode-se, substituindo-se {VI.46} nessa, obter uma fÕrmula 
equivalente e inclusive mais econômica para cilculo do resi 
duo, qual seja, 
P (y Arn+~n)+(l-pn+l)rn+l n+l - n+l .. · (VI. 56) 
Utilizando-se agora a condição de ortogonali-
dade mencionada acima e sabendo-se que pn+l # O, tem-se que 
rn+l, T rn = 
~n+ 1 (-yn+l 
A rn + !: n ) + ( 1 Pn+ 1 ) _i::n- ~T 
n - r = - -
= Pn+l [-yn+l(~ _i::n)T !:n + !:n,T _i::n] + (l-pn+l) rn-1, T rn = 
= Pn+l (-yn+l 
rn,T A r n + rn,T !: n ) = o 
donde tem-se portanto, que 
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Considerando agora a relação (VI.26) na forma 
rn+l,T rn-l = o, obtem-se que 
n-~ T n-1 r r = - -
= Pn+l (-yn+l rn,T A rn-1 + rn,T rn-1)+(1-p ) rn-1,T rn-1 = 
- - n+ 1 - -
n T n- 1 n- 1 T n- 1 
= Pn+l (-yn+l !: ' 8 !: l + (l - Pn+l) !: ' !: = O 
(VI.57) 
Desenvolvendo-se o produto interno de rn por 
ele mesmo, obtem-se que 
rn,T n rn,T 
Gn 
(-y A r = n 
n-1 !: n- 1 ) + (1 - Pn) !:n-2] r + = 
(-y = Pn n 
rn,T A r 
n-1 
+ rn,T !:n-1 ) + (1- pn) rn, T r 
n-2 = 
n T n-1 
= Pn (-yn r ' 8 !: ) 
donde tem-se que 
1 
(VI.58) 




n-1 r = o , 
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donde tem-se que 
n-1 T - r , 
n-1 T n-1 
= - r ' r (VI.59) 
n-1 T n-1 Dividindo-se ambos os lados de (VI.59) por!: ' !: , obtêm-se 
n-1 T n-1 
r ' r 
donde conclui-se finalmente que 
Pn+l = [l -
n-1 T n-1 
r ' r 
. _, J-1 
Pn J 
Visto isso apresenta-se abaixo o algoritmo p~ 
ra a implementaçio computacional do MGC ''three-term form" 
ALGORITMO VI.2 - Implementaçio do MGC na forma ''three-term'' 
quando A for SPD. 
n = o 
u = uº r = b ~, = !: 1 = 0 p = 1 - -
r = r A u - - - -
,s T = r r -
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IF 8 ~ TOLERÃNCIA STOP 
R: n = n + 
h = A r - -
81 = rT h y = o / éi 1 
IF n = 1 THEN p = 1 ; ELSE p=é-y\ 
8 -;-]-1 -
80 
~2 = p (~ + y !: ) + e, - pi ~l 
!: 2 = p (- y ~ + !: ) + ( l - p ) !: l 
80 = 8 Y0 = y 
éi = T !: 2 !: 2 
I F 8 < TOLERÃNCIA ;, STOP 
' 
~l = u !: 1 = r - -
u = ~2 r = !:2 - -
GO TO R 
VI.1.2 - O Mêtodo de Gradiente Conjugado visto como Proce-
dimento de Aceleração Polinomial 
Depois de ter sido obtida a derivação do meto 
do de gradiente conjugado, mostrar-se-ã agora que esse pode 
ser visto como um procedimento de aceleração polinomial so-
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bre o mêtodo RF, bem como que esse pode ser modificado pa-
ra representar um procedimento de aceleração polinomial so 
bre outros mêtodos bãsicos. 
Da equaçao (VI.23) tem-se que, para o MGC, o 
residuo rn pode ser dado por 
Substituindo-se nessa, da forma como mostrado abaixo, as ex 
pressoes para e obtêm-se que 
(VI.60) 
que fornece que 
(VI.61) 




G = I A 
ê a matriz de iteração do mêtodo RF (ver Capitulo IV). Da 
equação (VI. 62) vê-se claramente que 
portanto, pelo Teorema V. l, tem-se que o MGC representa um 
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procedimento de aceleração sobre o mêtodo RF. 
Se em vez de ter-s:e considerado o sistema (IV-1), 
tivesse sido considerado o sistema 
, (VI.63) 
onde g representa a matriz de partição de um mêtodo itera-
tivo bãsico qualquer, ver-se-ia facilmente, repetindo-se o 
mesmo procedimento feito para o mêtodo RF,que o MGC quando 
aplicado para a resolução de (VI.63), considerando-se agora 
que a matriz dos coeficientes ê dada por Q-l A e o vetor 
dos termos independentes ê - l Q ~. representa um procedime~ 
to de aceleração polinomial sobre o mêtodo iterativo bãsico 
cuja matriz de partição ê Q. Desse modo, se g por exem-
plo, ê a matriz de partição do mêtodo de Jacobi, tem-se en 
tão aceleração de gradiente conjugado sobre o 
Jacobi. 
mêtodo de 
Alguns autores, como por exemplo, Axelsson, u!j 
lizam em vez de "aceleração", o termo "precondicionamento", e a~ 
sim ter-se-ia, para o exemplo dado acima, mêtodo de gradie~ 
te conjugado com precondicionamento de Jacobi, e a matriz 
de partição g recebe agora a denominação de 
precondicionamento de Jacobi. 
matriz de 
Considerando-se portanto, a matriz de parti-
çao (ou de precondicionamento) Q de um mêtodo iterativo 
bãsico qualquer, pode-se estabelecer os seguintes algoritmos: 
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ALGORITMO VI.3 - Algoritmo para a implementação computaci~ 
nal do MGC padrão com precondicionamento g. 
u = uº r = b -
r = r A u - - - -
6 = g-1 r -
DELTA!il = 6T õ 
IF DELTA!il < 
' 
TOLERllNCIA ~ STOP 
D = 6 
L 
R: h = ~ e 
~l = 
g-1 h 
À = DELTA!il / PT ~l 
u = u + À p - -
6 = 6 À ~ l DELTAl = 6T o 
IF DELTAl ~ TOLERÃNCIA ~ STOP 
C/, = DELTAl / DELTA!il DELTA!il = DELTAl 
p = o + C/, p 
GO TO R 
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ALGORITMO VI.4 - Algoritmo para a implementação computaci~ 
nal do MGC "three-term form" com precondicionamento Q 
R: 
n = o 
u = uº r = b ~, = !: 1 = 0 - -
r = r - A u - - - -
o = g-1 r -
DELTA = oT o 
IF DELTA < TOLERJ!.NCIA STOP 
' 
n = n + l 
h = A o 
~, = Q-1 h 
DELTAl = oT ~, = DELTA/ DELTAl 
IF n = 1 THEN p= l ELSE P = li -l . DELTA . J_J-1 L y0 DELTA(<! p 
~2 = P ( ~ + y~) + ( l - P) ~ 1 
~2 = P (-y ~ 1 + ~) + ( l - P) .!:1 
DELTA0 = DELTA Y0 = Y 
DELTA = oT 2 cS 2 
IF DELTA ::; TOLERl\NCIA - STOP 
~, = u !: 1 = o -
u = ~2 § = §2 
GO TO R 
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Observa-se nos algoritmos dados anteriormen 
te que a introdução da matriz de precondi ci onamento g nao 
foi realizada atravês da 
bos os lados de (IV. l) por 
premultiplicação explicita de 
- l g , mas sim, implicitamente 
longo do processo iterativo. 




diente Conjugado aos Sistemas de Equações Lineares 
Oriundos do MEC 
Como visto acima, para a derivação do mêtodo 
de gradiente conjugado foi imposta a condição de que a ma-
triz dos coeficientes do sistema de equações lineares pre-
cisa ser simêtrica {Teorema VI. l ). Isso, todavia, não e o 
que acontece com as matrizes dos coeficientes resultantes 
do método dos elementos de contorno. Tendo-se em vista es-
se fato utiliza-se então o artificio de premultiplicar am-
bos os lados de (IV. l} por AT. donde obtêm-se um novo sis 
tema de equações dado por 
= (VI.64) 
cuja matriz dos coeficientes ATA agora e simêtrica. 
Vê-se então, que mesmo quando A for não-si 
métrica ê possivel aplicar o processo iterativo de gradie~ 
te conjugado, alem disso, sem que para isso seja necessãrio 
aumentar significativamente o numero de operações por ite-
ração, jã que a premultiplicação pela transposta, a exem-
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plo do que foi visto no item anterior, pode ser realizada 
implicitamente ao longo do processo. 
Comparando-se os sistemas de equaçoes dados por 
(VI.64) e (VI.63), vê-se que esses sao anãlogos. Assim con 
clui-se que os algoritmos para a implementação computacio-
nal do MGC quando a matriz A for não-simêtrica podem ser 
d a d os p e 1 os a 1 g o ri t mos VI. 3 e V I. 4 , substitui n d o-se nesses , 
-1 T porem, g por A . 
VI.2 - ACELERAÇAO DE GRADIENTE CONJUGADO GENERALIZADO IDEA-
LIZADO (GCGI) 
Como apresentado anteriormente, para a aplic~ 
çao do MGC aos sistemas oriundos do MEC foi necessãrio en-
tão considerar-se o sistema equivalente dado em (VI.64).De~ 
sa consideração resulta porem que o numero de condicionamen 
to da matriz final do sistema, k (~T ~). torna-se muito 
maior que o numero de condicionamento da matriz original nã~ 
simêtrica k (~), o que faz com que a solução de (VI.63) p~ 
lo procedimento de aceleração de gradiente conjugado, em muj 
tos casos, não seja mais rãpida que a solução do sistema 
não-simêtrico original por um mêtodo iterativo bâsico qualquer. 
Desse modo ver-se-ã abaixo um outro procedi-
mento de aceleração para a avaliação da solução de um sis 
tema não-simêtrico, sem que esse seja considerado na forma 
equivalente dada por (VI.64). O procedimento de aceleração, 
o qual foi referido acima, ê denominado aceleração de gradie.!:_ 
te conjugado generalizado idealizado. 
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O processo de aceleração de gradiente conjug! 
do, pode ser obtido alternativamente (ver Referência [8]), 
sabendo-se de antemão que un - uº E: Kn (.!:o , ~) , impondo-se - -
a condição de que li '!. n - ~ IIA ~ li ~ - ~ IIA para todo w tal --
que w - uº E: Kn (.!:o, ~) , onde A e SPD. o procedimento de - -
aceleração de GCGI sera obtido de maneira anãloga, contudo, 
utilizando-se uma condição de minimização mais abrangente 
que aquela mencionada acima, qual seja, 
(Z A ('!_n - ~), v) = (I .!:n ~) = O (VI.65) 
para todo V E: onde Z ê uma matriz auxiliar tal 
que Z A seja apenas positiva-real, mas não necessariamente, 
SPD. 
A condição (VI.65) ê conhecida por condição de Galerkin. 
Normalmente encontram-se três tipos de imple-
mentação do procedimento de aceleração de gradiente conjug! 
do generalizado, quais sejam, ORTHODIR, ORTHOMIN e ORTHORES. 
Nesses dois ultimas tipos no entanto, alêm de se requerer 
que Z A seja PR, ê requerido que a prõpri a matriz auxi 1 i ar 
Z o seja, portanto, esses foram descartados, jã que a ma 
triz auxiliar Z, neste trabalho, foi escolhida como sendo 
AT, a qual não ê, garantidamente, positiva-real. 
Dos tipos de implementação mencionados acima 
considerou-se portanto, apenas o ORTHODIR, no qual se exig~ 
apenas, que Z seja tal que Z A seja PR. 
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E interessante saber tambem que o procedime~ 
to de aceleração de GCGI apresenta tambem a importante pro-
priedade de terminação finita, que jã foi definida anterior 
mente. 
TEOREMA VI. 3 -
IRN , e seja A 
H qualquer 
Seja agora considerar-se o seguinte teorema. 
Seja V ser -
ser uma matriz 
matriz PR em 
um vetor qualquer 
não-singular em 
lR N, N e seja d 
não-nulo em 
RN,N_ Seja 
-negativo qualquer tal que os vetores v, Av, 
um inteiro nao 
d ••• , A v sao - --
linearmente independentes. Então os vetores 
definidos por 
onde 
S n , i = 
r l !! = 
= V 
n-1 n-1 o 
A w + S l 11 · + .•• +S w n,n- - n,o -
i - l 
l 
j =O 
(H i l_-li) - ~ , ~ 
i = O , l , ... , n- l n=l,2, ... ,d 
o l d w,w, ... ,~ 
n=l,2, ... ,d 
(VI.66) 
(VI.67) 
sao linearmente independentes e satisfazem a condição 
j < i i,j=O,l, ... ,d. 
(VI. 68) 
69 
Alem disso, para cada n = 1, 2, ... , d, existem coeficien-
tes cn 0 , , c l ' ... , n , cn n-l tais que , 
n A An-1 An w =cn 0 v+c 1 v+ ... +c 1 v+ v , n, n, n- n = 1, 2, ... , d, 
(VI.69) 
bem como coeficientes e O, e 1 , •.• , e 1 , ta 1 que n, n, n,n-
o 1 n - 1 
= en, O ~ + en, 1 ~ + · · · + e n , n- 1 ~ (VI. 70) 
Não serã apresentado prova do teorema acima, 
todavia, essa poderã ser encontrada na referência [8]. 
Para descrever-se a obtenção do procedimento 
de aceleração de GCGI (ORTHODIR), tendo-se a priori uma ma-
triz auxiliar Z tal que ~ ~ seja PR, construir-se-ã pri-
meiro, dado um vetor de 
um conjunto de vetores 
partida 
o 1 g , g , 
o u , 
... ' 
tal que o o r=b-Au;<O, 
gt, que sao ''semi-orto 
gonais" em relação a Z A, ou seja, 
j < i ; i,j = o, l, ... ,t, (VI.71) 
e tal que para cada n, qn i:: Kn+l (_eº, ~), onde t e o maior 
inteiro não-negativo tal que os vetores 
são linearmente independentes. 
. . . ' 
Esses vetores i g , no entanto, podem ser cons 
truidos aplicando-se diretamente o Teorema VI.3 com v = _eº, 




= A n-1 S n-1 S o - 9 + n,n-1 9 + ··· + n,o q n=l,2, ... ,t, 
onde 
A2 n-1 9 i ) 
i - 1 
9j gi) -(~ 9 ' 
+ l sn 'j (~ A ' - j =0 -
S n ' i = i 9 i ) (~ A 9 -
{VI. 73) 
i = O, l , ... , n- l n=l,2, ... ,t. 
Esses sao linearmente independentes e, de {VI.68), atendem 
ã condição de "semi-ortogonalidade'' {VI.71). Alêm 
para i = l, 2, ... , t, tem-se, de {VI.69), que 
disso, 
c. r 0 +c. 1 Ar
0 + ... + 
1 , O l , 
c .. 
1 
Ai-l rº + Ai rº 




c . ' 
l 'o 
e. 1 , ... , c .. 1 , bem como, de {VI.70), 1, 1,1-
Ai rº = e . 
l 'o 
o qi-1 + qi q + ••. + e .. l 
l , 1 -
{VI. 75) 
para alguns e. , e. 1 , ... , 1 , O 1 , 
o l o conjunto de vetores {9 , 9 , 
Ki+l (~º, ~). 
e. · 1 De (VI.74) vê-se claramente que 1 , 1- • 
... , 9 i} define o subespaço de K r y l o v 
Repetindo-se novamente a idêia bãsica do pro-
cedimento de aceleração GCGI (ORTHODIR) tem-se que esse co~ 
si s te basicamente, em para cada n, encontrar-se um vetor un tal que 
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~) o r = - (VI. 77) 
para todo V E K (!:o , ~) . - n 
o 1 n-1 e o mo mos t r a d o a c i ma , tem- s e q u.e os q , q , ... , q 
definem Kn ( .t:º, ~), portanto, para que (VI. 77) se mantenha, 
ê necessãrio e suficiente que 
i = O, 1 , ... , n-1 
(VI.78) 
Impondo-se a condição {Vl.76) a n u , tem-se, 
para alguns coeficientes Àn,o' Àn-l, ... , Àn,n-l, que 
À n,o g
o À n-1 + ... + ]q_ n,n- {VI.79) 
Considere-se agora o teorema dado abaixo, que se 
ra apresentado sem demonstração. 
TEOREMA VI.4 - Seja r 0 I 
que r 0 A r 0 , ... , At rº 
Então, 
e, alêm disso, se ü - u0 
m, então m; t + 1. 
O, e seja t o maior inteiro tal 
são linearmente independentes. 
(VI. 80) 
para algum inteiro 
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Pelo teorema acima tem-se portanto, que, 
uº qº - 9. t u = + À + ... + Àt (VI.81) o 
- -para alguns Àº, À l ' ... , Àt. Desse modo de (VI. 79) e (VI. 81) 









Impondo-se agora a condição de Galerkin dada 
por (VI. 78) na forma ~ ~ (~n - ~n), g ~ (ver relação (VI.65)), 
bem como utilizando-se a relação (VI.71), mostra-se induti-
vamente (ver referência [8]), que 
-
Àn,i = Ài i = O, l, ... , n-1. (VI.83) 
De (VI.79) tem-se portanto, que, 
n uº - o À n-1 u = + Ào 9. + ... + n-1 9. (VI.84) 
n=O,l, •.. ,t, 
donde obtêm-se, expressando-se (VI.84) para e cal cu 
lando-se un+l - un que 
n = O , l , ... , t , (VI. 85) 
e, conseqüentemente, 
n = O, l, ... ,t. (VI.86) 
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9) - r ' -
"n = n=D,l, ... ' t {Vl.87) 
(~ ~ 9 
n 9n) 
' 
O esquema iterativo do ORTHODIR pode então ser 
definido por 
u0 (vetor de partida) 
n=O,l, ... ,t 
r 0 n = O 
qn = 
A n-1 n-1 + B o q + B n , n- 1 9 + · · • n, o 9 n=l,2, ... ,t 
i -1 
(-~ A2 
n-1 g i ) + I sn,j (~ A qj q;) - g , j =0 ' 6n,i - -
(~ A gi 9 i ) -
i = O , 1 , •.. , n- 1 n=l,2, ... ,t. 
- (~ rn ' 
gn) 
- O , 1 , À = n = ... ' t n 
( ~ A 
n 9n) - 9 
Como afirmado acima, adotou-se neste trabalho 




i) ( J. 
= 9 se i i j (VI.88) 
Visto isso tem-se que a fÕrmula para cãlculo dos coeficien-
tes B . dada por (VI.73) torna-se simplificada para n , 1 
(AT A2 n-1 9 i ) 
- 9 8n i = = , 
(~T 9; gi) A -
(~2 n-1 A 9 i ) i=O,l, ... ,n-1 9 -- -
( ~ 9i ' 
A 9 i ) n =1,2, ... ,t. -
{VI.89) 
Considerando-se jã o sistema precondicionado 
{VI.63), o esquema iterativo do ORTHODIR fica, portanto, 
~o (vetor de partida) 
n=O,l, ..• ,t 
o -1 6 = Ç r n = O 
Q-1 A qn-1 + B 1 qn-1+ ... + B qº ' n=l,2, ... ,t n,n-- n,o-
G9-1 A)2 qn-1, 9-1 ~ 3 ;J 
(fl~ gi flA qi) 
i=O,l, ... ,n-1 
n=l,2, ... ,t. 
_ (~n, 9-1 ~ 9n) 
À n = ------------
( Q-1 A qn , 0-1 A qn) 
, n=O,l, ... ,t. 
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Apresenta-se agora, o algoritmo para a imple-
mentação computacional do esquema iterativo dado acima. 
ALGORITMO VI.5 - Algoritmo para a implementação do procedi 
mento de aceleração de GCGI (ORTHODIR). 
IT = IA= l 
u = uº -
r = b A u ó = g-1 r - -
ERRO = oT ó 
IF ERRO < TOLERANCIA ~-~ STOP 
' 
9.(IA)=ó 
R: v (IA)= Ç-l ~ 9.(IA) 
DELTA0 = óT v (IA) 
DELTAl (IA) = ~ (IA) T ~ (IA) 
À= DELTA0 / DELTAl (IA) 
u = u + À *9.(IA) - -
o = ó - À * ~ ( IA) ERRO = 
IF ERRO ~ TOLERANCIA - STOP 
vl = g-1 A ~ ( IA) -
K = IA 
IA = IA+ l 
óT ó 
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g ( IA) = v ( K) 
I = l, IT 
DELTA2 = ~! * ~ (I) 
S = -DELTA2 / DELTAl (I) 
g(IA) =g(IA)+S*g(I) 
IT = IT + l 
GO TO R 
Uma desvantagem gritante no procedimento de 
aceleração de GCGI é o fato do cãlculo dos vetores - direção 
exigirem o conhecimento de toda a histõria deles. Uma ma-
neira apontada para a solução desse problema é truncar pa~ 
te dessa histõria, ou seja, arbitra-se um numero qualquer 
dos vetores anteriores que devem ser considerados pa-
ra cãlculo da prõxima direção, e então desprezam-se os res-
tantes que ficaram aquém desse numero. Uma outra maneira 
de abordar esse problema é adotar a técnica de ''restarting''; 
que consiste em adotar um numero k de iterações, dentro do 
qual se procede na forma idealizada, ou seja, considerando 
toda a histõria, sendo que, na iteração de ordem k+l, faz 
-se e realiza-se o mesmo numero de iterações. 
Adotando-se a técnica de truncar parte da hi~ 
tõria dos vetores-direção jã foram encontrados casos nos quais 
ocorreram falhas no processo iterativo. Quanto a técnica 
de ''restarting" não se sabe apenas se o processo convergirã, 
77 
no entanto, no minimo esse nao falharã. Para maiores de-
talhes a respeito das técnicas utilizadas para abordar o 
problema de memõria no processo iterativo de gradiente con-
jugado generalizado, ver referências [8] e [12]. 
VI.3 - ACELERAÇAO DE LANCZOS 
VI.3.1 - o Metodo de Lanczos 
C
l -1 Sejam e c vetores conheci dos. Então duas 
seqüências de vetores {ck+l} -k+ 1} e { ~ , onde k=l, 2, ... ,N 
sendo N a ordem de A, podem ser derivadas respectivamente de 
A e AT a partir do seguinte conjunto de equações: 
onde os hik sao escolhidos 
ja ortogonal a ~ 1 • ~ 2 , ... , ~k e 
k 
l 
i = 1 
k 
l 
i = 1 
de ta 1 
-k+ 1 
c 
2 k t· t ~ T c , ... , c , respec 1vamen e, e os ºk+l e ºk+l 
{VI.90) 
{VI. 91) 
forma que ck+l se 
seja ortogonal a 1 c ' 
são escalares intro-
duzidos por conveniência numerica (normalmente fatores normalizadores). 
Dado que os vetores 
nearmente independentes entre si, 
c 1 ' 2 ~ , sao li-
bem como os vetores 
-1 -2 -N 
~ , ~ , ... , ~ o são (ver referência [13]), conclui-se que 
~N+l = ~N+l = o, porque, pelas condições de ortogonalidade 
expostas acima, esses, que pertencem a mN, sao ortogonais 
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a N vetores linearmente independentes, logo tem de ser 
nulos. 
Em decorrência disso, as equaçoes dadas por (Vl.90) 
e (VI.91) podem ser escritas na forma matricial da maneira co 
mo apresentado. abaixo. 
A equação (VI.90), por exemplo, na forma ma-
tricial fica: 
I" 
hl · hl N 
º2 h22 . h2N 
A Gl 
2 
EN]= [ !: 1 
2 
. . . EN] c . c 03 h33 · · · h3N 
(VI.92) 
ou ainda, 
A e = e H (VI.93) 
onde e~ 1, 2 ~NJ c = c ... ' e - - ' 
h 11 h 1 2 hlN 
H = º2 h22 h 2N 
º3 h33 h3N 
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AT e = e H (VI.94) 
e e~, -2 ~NJ (VI.95) = c 
h 11 h 1 2 hlN 
º2 h22 h2N 
H = 
º3 h33 h3N 
Expressando-se agora matricialmente as condi-
de ortogonalidade de ck+l em relação a i, I2, ... ,f 
-k+l - cl, ~2 •... , ck c em relaçao a .. obtêm-se, res-
pectivamente, as seguintes equaçoes: 
CT C = L {VI.95) 
e 
(VI.96) 
onde Ler sao matrizes triangulares inferior. 




L = L • 
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{VI.97) 
Dessa relação constata-se portanto, que ambas as matrizes 
L e L são diagonais, podendo portanto, ser denotadas 
por D. 
Premultiplicando ambos os lados de {VI.93) por 
c- 1 resulta que 
H = c- 1 A e {VI. 98) 
Expressando-se então C-l a partir de {VI.95) 
obtêm-se que 
(VI.99) 
donde ve-se facilmente que 
{VI.100) 
Substituindo-se agora {VI.99) e {VI.100) em {VI.98) e obti-
do que 
(VI.101) 
Mas de (VI.94) tem-se, a exemplo de {VI.98), que 
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H = c- 1 AT C (VI.102) 
que levado a (VI.101) fornece que 
(VI.103) 
Vê-se no entanto da equaçao acima, que no la-
do esquerdo tem-se uma matriz de Hessenberg na forma supe-
rior, enquanto no lado direi to tem-se uma matriz de Hessenberg 
na forma inferior, o que implica em ambas serem tridiago-
nais, logo 
para i=l,2, ... ,k-2 
(VI. 104) 
que se for ortogonalizado em relação o que mostra 
-k-1 a c e a -k ~ , então fica automaticamente ortogonalizado 
em relação a todo -i . l AT -k c anter1or,e ana ogamente para c . 
Realizando-se o produto matricial no lado di-
reito de (VI. 103) e estabelecendo-se a identidade matricial 
de forma explicita, obtém-se também que 
e (VI. 105) 
Sabendo-se que as matrizes H e H sao tridia 
gonais, então é mais simples usar a seguinte notação: 
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= = 
hk,k+l = f\+1 {VI.106) 
Assim as fõrmulas dadas por {VI.90) e {VI.91), 
com a notação dada por {VI.106) ficam resumidas a 
juntamente 
r ô k+ 1 c k+ 1 A 
k ck 1\ k-1 = c - c'k - c {VI.107) 
j," 1 -k+ 1 T -k -k i\ -k-1 c = A c - ªk c c (VI.108) 
onde, de {VI.105), 
{VI.109) 
Visto isso, sera feito agora o cãlculo dos coeficientes 
a k, E\ e sk. De {VI. 93) tem-se que 
CT A e = CT e H {VI.110) 
Sendo que 
(I 1 ) T c1 o 
D = CT e = {VI.111) 
o (IN) T CN -
então (VI.110) escrita na forma matricialmente explicita fica 
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(~ l ) T A c 2 (~ l ) T A c - -
(~2) T A c - -
(~l)T çl ªl 
donde tem-se, para k variando de l a N, que 
e 
(~k)T ~ EK 








Procedendo-se de maneira anãloga em relação a 
{VI.94), conclui-se que 
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(~k-l)T AT ck 
(~k-l)T ck-1 
(VI.115) 
Observa-se aqui que, obtendo-se o coeficiente ªk a partir 
das equações oriundas de (VI.94), chega-se ã mesma expres-
sao dada em (VI. 112). 
As expressoes de Sk e sk dadas por (VI.114) 
e (VI. 115) podem no entanto ser simplificadas, como sera 
mostrado abaixo. Para simplificar-se Sk, por exemplo, obtêm 
-se primeiro de (VI.108) que 
= 
-k -k-1 -k-2 <\ c + ªk c + S k c (VI.116) 
Substituindo-se então (VI. 116) em (VI. 114) resulta que 
-k -k-1 -k-2 T ck 
(!k C + ªk ~ + 6k ~ ) = _ __:_:c__ _ __:_: ____ __:_: _____ _ 
k-1 c k-1 c 
Utilizando-se agora o fato de que ck e ortogonal 
-k-2 -
e a ~ , entao (VI.117) reduz-se a 
Similarmente, tem-se que 
(VI.117) 
-k-1 c a 
(VI.118) 
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ºk ____ _ (VI.119) 
k-1 T -k- l 
( e ) <: 
O método definido pelas equações (VI.107), (VI.108), 
(VI.113), (VI.118) e (VI.119) constitui o método de Lanczos, 
que alem de ser uma técnica simples de se tridiagonalizar uma 
matriz, o que pode ser facilmente identificado, tem aplica-
ções ainda na resolução de sistemas de equações lineares, o 
que serã visto a seguir. 
VI.3.2 - Aplicação do Algoritmo de Lanczos na Resolução de 
Sistemas de Equações Lineares 
Considerando-se a fórmula iterativa 
n-1 u (VI.120) 
para a obtenção da solução do sistema dado em (IV. l), tem-
-se que o resíduo a cada iteração é dado por (ver equaçao 
(VI.56)) 
P ( -y A rn + _rn) + (l - Pn+ll n+l n+l 
n-1 r (VI.121) 
Dividindo-se (VI.121) por -yn+l pn+l' obtêm-se que 
( - l n+l r 
(VI.122) 
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onde rn+l tem o aspecto dos vetores 
pelo algoritmo de Lanczos. 
n+l 
c derivados de A 
do aspecto de 
_n+l 
Isso sugere a criação de um vetor auxiliar r 
-n+ l !: , dado por 
(- ___ l__ ) yn+l = AT rn _ (-1- -n-1 r 
Forçando-se agora que n+l r e -n+l r 
(VI.123) 
sejam realmente veto-
res obtidos segundo o algoritmo de Lanczos dado anteriormen 
te, tem-se, por comparaçao de (VI.122) e (VI.123)com(VI.l07) 
e (VI. 108) respectivamente, as seguintes equaçoes: 
l 
= 0n+l (VI.124) 
(fn) T A rn - (VI.125) = = ªn = 
Yn+l Yn+l ("~n) T n r -
( l -pn+ll [ (C") T ," j 
= sn = 6 - - (VI.126) 
n (fn-l)T-:Cn-1 
Y n+ l Pn+l 
(l -pn+l) (fn) T rn 
= sn = 8 - (VI.127) n 
Yn+l Pn+l (~n-1 ) T n-1 r -
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1 (VI.128) 
De (VI.125) tem-se, imediatamente, que 
(VI. 1 29) 
onde a igualdade entre os coeficientes yn+l e Yn+l jã foi 
inclusive usada nas equações (VI.127) e (VI.128). 
Obtendo-se 6 a partir de (VI.128), 
n 
substi 
tuindo-o em (VI.126) e desenvolvendo a expressão resultante 
chega-se a 
[ - Yn+l Pn+l = 
Yn 
Fazendo o mesmo para (VI.124) 
Cfn) T rn ~-1 -
Cfn-1) T n-1 Yn r -
(VI.130) 
e (VI.127) obtem-se que 
n-1 r 1
-1 t_ (VI.131) 
Definindo-se que r 1 = r 1 = l, então nas equ~ 
çoes (VI.130) e (VI.131) tem-se, para n = l, que 
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(VI.132) 
Prosseguindo com esse processo indutivo, conclui-se final-
mente que 
= l' - n-1 r 
- l 
1 l se n :: l , 
~- , 
(VI.133) 
e residuo auxiliar 
to por 
-n+ l r dado por (VI.123) pode ser es cri 
-n+l ( AT rn -n) ( ) -n-1 r = Pn+l -yn+l + r + l - Pn+l r (VI.134) 
O processo definido por (VI.120), (VI.121), 
(VI.129), (VI.133) e (VI.134) constitui o processo de ace 
leração de Lanczos para a solução de sistemas de equaçoes 
lineares. 
Considerando agora o sistema de equaçoes pr~ 
condicionado dado por (VI.63) pode-se fornecer o seguinte 
algoritmo para o processo de aceleração de Lanczos. 
ALGORITMO VI.6 - Algoritmo para a implementação computaci~ 
nal do metodo de Lanczos com precondicionamento g. 
n = O 
u = u0 
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r = b - A u !:! l = i1 = ~l = o -
o = g-1 r o = o - -
DELTA = oT o - -
IF DELTA~ TOLERÂNCIA ~-~STOP 
R: n = n + l 
h = A o 
~l = 
Q-1 h -
DELTAl = oT ~l y= DELTA/DELTAl 
IF n = l Tl-!EN p=l; ELSE p=~ _ _i_. 
y!il 
!:!2 = p ( u + y o) + 
~2 = p(-y~l 
h 
-T = g y 
~l = 
A T h 
62 = p(-y~l 
y(il = y 
DELTA!il = DELTA 
T DELTA= ~2 ~2 
+ ~) 
+ 6) 
( l - p) !:! l 
+ ( l - p ) ~l 
+ ( l - p ) ~l 





DELTA = óT -2 ~2 
'::11 = u ~l = 
ó . 
~l = 6 - ' 
u = '::12 ó = ~2 6= ~2 -
GO TO R 
Como jã comentado anteriormente, por ocasião 
da apresentação do metodo de Lanczos em si, tem-se aqui tam 
bem, jã que os sao idênticos aos c\ que r N = O , ou 
seja, o metodo converge em no mãximo N iterações. Em ou-
tras palavras o metodo de Lanczos apresenta a seguinte pro-
priedade (ver equação (VI.111)): 
"f j ) = o i # j (VI.135) 
-j r -sao linearmente independentes onde,sabendo-se 
entre si e que 
tão tem-se que 
-o -1 -N-1 e ortogonal r r, ... , r , en 
r N = O . (VI.136) 
O processo de aceleração de Lanczos pode tam-
bem ser expresso numa forma que assemelha-se ao mêtodo de 
gradiente conjugado "two-term form". 
Seja portanto, a fõrmula iterativa dada por 
n+ 1 n n 
u = u + "n E (VI.137) 
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onde pn e da forma 
rº n = o 
n (VI.138) p = 
rn + Cl n-1 n .e 
Desse modo, a exemplo de (VI.22), tem-se que 
r n n-1 _, A 0 n-l =r 11.n-l e. (VI.139) 
Considerando agora as fÕrmulas iterativas au-





-n-1 _, AT -n-1 
= r /\n-1 - P 
-o r = rº n = O 
= 
-n + -n-1 r Cl .e n 




dos coeficientes do esquema iterativo proposto acima. 
Da equaçao (VI. 139) obtêm-se que 
( n n+l) r - r (VI.142) 
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Escrevendo-se (VI. 141), para a m-esima iteração, da forma 
de (VI.35), tem-se então que 
-m -m -m-1 
E = r + ªm r 
-m-2 r + ... + 
(VI.143) 
Premultiplicando-se (VI.142) por (VI.143), quando m < n, e 
utilizando-se a condição (VI. 135), conclui-se que 
(VI.144) 





se m < n. (VI.145) 
-n T m 
= P , ~ E = o, conclui-se final 
se i 'f j (VI.146) 
Premultiplicando-se agora (VI.139) por C!:n-l)T, obtem-se que 
C!:n-1) T rn = C!:n-1) T rn-1 _ Àn- l C!:n-1 )T 6 pn-1 
(VI.147) 





Mas de {VI.141) tem-se que 
-n-1 r -n-1 -n-2 = P - ªn-1 P 
que substitu'ído em {VI.148), juntamente 
{VI.146), fornece 
(rn-l)T n-1 r 
À n-1 
-= 
Cen-1 ) T A n-1 - p 
(VI.149) 
com a relação 
{VI.150) 
por -n-1 r 
Para a obtenção de ªn, premultiplica-se {VI.138} 
o que resulta em 
= (~n-1 ) T 
Escrevendo-se n-1 p da forma de 
{VI.151) 
-m p em {VI.143) e aplica~ 
do a relação {VI.135), então a equação {VI.151) fica redu-
zida a 
Mas de {Vl.140) tem-se que 
-n- l -n AT -n- 1 
r = r + Àn-l p 
n-1 r {VI.152) 
{VI.153) 
que levado a (VI.152) juntamente com a relação (Vl.146) for 
nece que 
n-1 r (VI.154) 
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Expandindo-se então en da maneira mencionada acima e aplI 
cando-se novamente a condição (VI.135), chega-se a 
C~n)T n r 
ªn = (VI.155) 
(fn-1 ) T n-1 r -
O processo iterativo definido por (VI.137) 
a (VI.141), (VI.150) e (VI.155) e uma variante do processo 
de aceleração de Lanczos conhecido por processo de acelera-
ção de gradiente biconjugado (GBC). 
Considerando-se o sistema precondicionado (VI.63) 
pode-se estabelecer o seguinte algoritmo. 
ALGORITMO VI.7 - Algoritmo para a implementação do método 
de gradiente biconjugado com precondi ci onamento Q . 
u = u0 
r = b - A u -
o = Q-1 r -
DELTA = oT o - -
IF DELTA~ TOLERÂNCIA~-~ STOP 
e = e = ô = o 




À = DELTA / ET ~l 
u = u + À e - -
ó = ó À~ l DELTA] = óT ó 
IF DELTA s TOLERÃNCIA ~~ STOP 
h -T = 9 e 
~l = AT h 
Q = Q - À b l 
DELTAl = 6T ó 
a= DELTAl/DELTAyl DELTA~ = DELTAl 
p= ó+ ªE 
GO TO R 
Antes de mais nada resssalta-se aqui que, ta~ 
to para o metada de Lanczos, bem como para o metada de gra-
diente biconjugado, não foi feita a restrição de que a ma-
triz A deva ser simetrica. Portanto, dado que as matrizes 
de coeficientes oriundas do MEC são não-singulares, 
esses são perfeitamente aplicãveis. 
então 
Desse modo fica, portanto, encerrada a parte 
teórica referente a este trabalho, restando assim, apenas a 
aplicação dos algoritmos apresentados, na resolução de sis-
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temas de equaçoes resultantes da aplicação do mêtodo dos e-




São mostrados, agora, os vãrios problemas que 
foram solucionados com o intuito de se obter, dentre os al-
goritmos apresentados no capitulo anterior, quais os que se 
mostram mais eficientes. 
Porem antes de se apresentar os resultados, 
comenta-se, primeiramente, a respeito dos algoritmos real-
mente implementados. 
Fazendo-se g-l = ~T nos algoritmos VI.3 e 
Vl.4, obtiveram-se, respectivamente, os "solvers" do mêtodo de 
gradiente conjugado "two-term form" (GC-2) e "three - term 
form" (GC-3); todavia observa-se aqui que AT nao e matriz 
de precondicionamento do sistema de equações, jã que ela não 
melhora o condicionamento da matriz, mas ao contrãrio dis-
so, piora. 
Do algoritmo VI.5 fez-se a implementação com-
putacional do esquema ORTHODIR em três ''solvers", que estão 
associados a diferentes escolhas de g. No primeiro deles 
escolheu-se g como sendo a matriz identidade, e obteve-se 
assim o "solver" de aceleração de GCGI sobre o mêtodo RF (e~ 
quem a O RT H O D I R- R F) ; nos d oi s u 1 timo s e s c o 1 h eu - se g como se..':!_ 
do as matrizes de precondicionamento de Jacobi e Gauss-Seidel, 
o que resultou nos "solvers'' de aceleração de GCGI sobre o 
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método de Jacobi (esquema ORTHODIR-JACOBI) e sobre o método 
de Gauss-Seidel (esquema ORTHODIR/GAUSS-SEIDEL), respecti-
vamente. 
A exemplo dos esquemas ORTHODIR-RF, ORTHODIR 
-JACOBI e ORTHODIR/GAUSS-SEIDEL, ootiveram-se também, dos algE_ 
ritmos VI.6 e VI.7, os "solvers" LANCZOS-RF, LANCZOS-JACOBI, 
LANCZOS/GAUSS-SEIDEL, GBC-RF, GBC-JACOBI e GBC/GAUSS-SEIDEL, 
respectivamente. 
Para medir a eficiência dos esquemas iterati-
vos apresentados acima, implementaram-se também quatro "solvers" 
baseados no método de eliminação gaussiana, quais sejam, 
"GAUSS SIMPLES'', onde o pivõ é sempre o elemento da diago-
nal correspondente ã linha onde a eliminação estã sendo prE_ 
cessada, "GAUSS TROCANDO-SE LINHAS", onde escolhe-se como 
pivõ o maior coeficiente, em mõdulo, da coluna, abaixo da 
posição de pivõ, ''GAUSS TROCANDO-SE COLUNAS", onde escolhe-
-se como pivõ o maior coeficiente, em mõdulo, da linha, si-
tuada ã direita da posição de pivõ, e por ultimo, "GAUSS TRO 
CANDO-SE LINHAS E COLUNAS", onde o pivõ agora e escolhido 
como o mãximo, em mõdulo, dentre os coeficientes da subma-
triz situada alem da posição de pivõ. 
Visto isso apresentam-se abaixo os problemas 
que foram resolvidos utilizando-se os "solvers'' acima men-
cionados, bem como, na forma de tabela, os resultados que 
foram obtidos. 
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Aplicação VII.l - Trata-se da resolução da placa quadrada 
mostrada na Figura VII. 1 dada a seguir . 
• Y 









-- -- - . -· _!_,'------'~,t--lJIJ,~X 
8 10 ~ 
Fig. vu. l. Problema do PI oco Quadrado 
O problema acima foi resolvido com malhas ob 
tidas dividindo-se cada superelemento da malha grosseira da 
da acima, em 8, 12, 25, 37 e 62 elementos iguais, o que re-
sultou em sistemas de 68, 100, 204, 300 e 500 equações li-
neares, respectivamente. 
Na Tabela VII. l sao apresentados os tempos de 
processamento e numeras de iterações obtidos quando dares~ 
lução dos sistemas de equações mencionados acima. Observa-
-se, tanto na Tabela VII. l, como nas fornecidas posterior-
mente, que os sistemas não foram resolvidos por todos os 
''solvers'' implementados, sendo isso em decorrência do fato 
de jã ter sido constatado a ineficiência em termos ou de 
tempo de processamento ou de instabilidade numêrica, ou ain 
da, por não se achar necessãria a resolução para se concluir 
sobre a eficiência ou ineficiência de um determinado "solver". 
NOMERO DE ITERAÇOES / TEMPO DE PROCESSAMENTO (SEGUNDO) 
~s 
SOLVER 68 100 204 300 500 
GAUSS SIMPLES - / 2.28 -/7.21 -/61.42 - /194.37 - / 884. 36 
GAUSS TROCANDO-SE - - -/94.ll - -LINHAS E COLUNAS 
GC-2 96/16.19 148/52.77 283/417.52 - -
GC-3 98/15.99 127/44.91 229/331 .52 - -
ORTHODIR-RF 57/14.32 - - - -
ORTHODIR-JACOBI 24/5.80 26/13 .05 EXPON OVERFLOW - -
ORTHODIR/GAUSS-SEIDEL 25/9.32 30/24.20 - - -
GBC-RF 64/10.57 73/25.68 104/152.88 - 160/1388.09 
GBC-JACOBI 32/5.35 35/12.58 44/65.05 51/162. 52 66/572.07 
GBC/GAUSS-SEIDEL 28/8.65 33/21.79 45/136.29 - 64/1390 .53 
LANCZOS-RF 72/12 .03 75/26.75 125/189.63 - 180/1552. 72 
LANCZOS-JACOBI 31/5.29 35/12 .81 45/67.28 51 /161 . 99 69/597 .14 
LANCZOS/GAUSS-SEIDEL 27/8.20 33/22.42 48/144. 45 - 64/1399.97 
TABELA VII. l - Valores obtidos para o numero de iterações e tempo de processamento referentes ã 
solução dos sistemas associados ao problema da Figura VII. l, com tolerãncia 10-6 
o 
o 
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Aplicação VII.2 - Nesta aplicação foi resolvida a placa fi 
ni ta com cavidade no centro dada na Figura VII. 2. 
ty 
t I I i I t Py '1.0 
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Fig.v11.2. Problema da Placa Finita com Cavidade no centro 
Nesse problema utilizou-se inicialmente uma 
malha de 18 elementos o que resultou em um sistema de 42 
equaçoes. Posteriormente, essa malha foi refinada para 46, 
64 e 126 elementos, originando sistemas de 98, 134 e 258 
equações, respectivamente. Os resultados obtidos para o nu 
mero de iterações e tempo de processamento da resolução dos 
sistemas acima estão mostrados na Tabela VII.2. 
NOMERO DE ITERAÇÕES / TEMPO DE PROCESSAMENTO (SEGUNDO) 
N9 DE EQUAÇÕES 42 98 134 258 
SOLVER 
GAUSS SIMPLES - /0, 54 - / 6. 50 -/17.00 -/122.29 
GAUSS TROCANDO-SE - /0. 9 O LINHAS E COLUNAS - - -
GC-2 25/1. 68 31/10.83 47 /31. 00 35/86.19 
GC-3 26/1.75 32/10.92 47/30.26 36/86.00 
ORTHODIR-RF 13/1.18 14/6.42 19/16.18 20/60.63 
ORTHODTR-JACOBI 14/1.33 15/ 6.90 19/16.21 19/57.81 
ORTHODIR/GAUSS-SEIDEL 11/1.65 11/10.70 14/25.96 16/138.76 
GBC-RF 13/0.84 14/4.70 20/12.68 22/51. 04 
GBC-JACOBI 14/0.94 15/5.16 19/12.20 20/47.07 
GBC/GAUSS-SEIDEL 12/1.50 12/10.20 14/23.73 1 7 / 134. 26 
LANCZOS-RF 13/0.88 14/5.00 20/13.00 22/52. 14 
LANCZOS-JACOBI 14/1.00 15/ 5.36 19/12.50 20/47.78 
LANCZOS/GAUSS-SEIDEL 12/1.55 12/10.55 14/24.35 1 7 /136. 12 
TABELA VII.2 - Valores obtidos para o numero de iterações e tempo de processamento referentes ã 
solução dos sistemas de equações associados ao problemq da Figura VII .2, com 




Aplicação VII.3 - Trata-se da resolução do problema de me 
cânica da fratura dado pela Figura VII.3{a) 
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Fig. v11. 3. (a J Problema da Mecânica da Fratura; ( b J Malha Inicial 
Referente ao Problema Equivalente• 
Na Figura VII.3{b) ê apresentada a malha ini 
cial correspondente ao problema equivalente, que consiste 
de 22 elementos, o que fornece um sistema de 52 equações. Es 
sa malha, porem, foi refinada para 62, 150 e 300 elementos, 
resultando desse modo em sistemas de 132, 308 e 608 equa-
çoes. Observa-se aqui que, devido a forte variação na fun 
çâo de tensão em torno dos nõs l e 26 ( Ver Figura VII.3(b)), 
o refinamento foi realizado com uma maior concentração de 
elementos em torno desses nõs. 
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Os resulta dos correspondentes ao numero de 
iterações obtidas, bem como ao tempo de processamento da re 
solução dos sistemas mencionados anteriormente, são aprese~ 
tados na Tabela VII.3. 
Aplicação VII.4 - Com o objetivo de simular uma aplicação 
industrial dos "solvers" desenvolvidos neste trabalho, opto~ 
-se pelo problema apresentado na referência [14], que con-
siste da verificação do sistema de proteção catõdica da pli 
taforma semi-submersivel mostrada na Figura VII.4(a), o que 
nada mais ê do que um problema de potencial em três dimensões. 
O sistema de proteção ê constituido por 4 an~ 
dos de corrente impressa que figuram como fontes concentra-
das, e os valores de contorno sao os valores de potencial el! 
trico ~. correspondentes aos u's, e de corrente elêtrica i, 
que correspondem aos q's (ver Capitulo III), sendo que no 
caso tem-se i = kq. 
Nas Figuras VII.4(b) e VII.4(c) sao mostra-
dos, respectivamente, o modelo estrutural a ser analisado e 
a malha de superelementos de contorno, na qual esse modelo 
foi discretizado, jã considerando a simetria do problema. 
Esse problema foi tratado, relativamente às 
condições de contorno, de duas maneiras. Primeiro, no pro-
blema intitulado ''SEMI-SUBMERSIVEL/1'', essas foram adotadas 
como sendo apenas valores de intensidade de corrente, a qual 
ê dada pela relação linear 
NOMERO DE ITERAÇOES / TEMPO DE PROCESSAMENTO (SEGUNDO) 
~ 52 132 308 608 s 
GAUSS SIMPLES - / l. 00 - /16.43 -/210.86 - /1627.66 
GC- 22 97/9.14 201 /123.47 444/1460.54 -
GC- 3 l 05/10.02 364/221. 06 515/1670.84 -
ORTHODIR-RF 77/12.88 EXPON OVERFLOW - -
ORTHODIR-JACOBI 60/10.22 EXPON OVERFLOW - -
ORTHODIR/GAUSS-SEIDEL 38/ 7.81 EXPON OVERFLOW - -
GB C- RF 55/5.32 190/115.84 319/1042.85 -
GBC-JACOBI 42/4.15 55/33.89 72/237.92 90/1155.90 
GBC/GAUSS-SEIDEL 27/4.56 41/47.61 74/492.75 93/2780.36 
LANCZOS-RF 61/ 5.97 191/117.09 NAO CONV.(*) -
LANCZOS-JACOBI 52/5.20 156/96.59 96/316.63 122/1540.64 
LANCZOS/GAUSS-SEIDEL 28/4.86 53/59.ll 74/496. 11 96/2850.08 
(*) Não convergiu para 1000 iterações. 
TABELA VII.3 - Valores obtidos para o numero de iterações e tempo de processamento referentes ã 





Fig.v11.4(a). Plataforma Semi-submersível 
Fig.vn.4.(b). Modelo Estrutural Adotado 
1 O 7 
Fig.v11.4(c)- Malha de Su erelemento de Contorno Adotada 
i=aq,+b, (VII.l} 
onde nesse caso, os coeficientes da matriz A (ver Capitu-
lo III) são todos do tipo 
(VII.2) 
Em segundo lugar, no problema intitulado "SEMI-SUBMERSIVEL/2", 
adotaram-se, tanto condições de contorno do tipo das forneci-
das pela equação (VII.l) como valores de potencial el~ 
trico q,, e nesse caso, os coeficientes de A sao ou do ti 
po dos dados pela relação (VII.2) ou do tipo 
(VII. 3) 
Nos dois casos acima, a malha adotada conti-
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nha 424 elementos, o que resultou em sistemas de 510 equ~ 
ções lineares. 
Na Tabela VII.4 sao fornecidos os resultados 
do numero de iterações e tempo de processamento da resolu 
ção dos sistemas pelos ''solvers" utilizados. 
NQ DE ITERAÇÕES / TEMPO DE C. P. U. ( SEG.) 
1 
s o L V E R SEMI-SUBMERSTVEL/1 SEMI-SUBMERSTVEL/2 
GAUSS SIMPLES - /951.158 ! - /971. 84 
GBC-JACOBI 14/124.29 62 / 549. 97 
LANCZOS-JACOBI 14 / 129.05 62/555.12 
LAN CZOS / GAUSS-SEIDEL 12/748.89 -
TABELA VII. 4 - Valores obtidos para o numero de iterações 
e tempo de processamento referentes ã s~ 
l u ç ão d os s i s tem as as s o c i a d os a o problema 







Encerrada a parte teõrica necessãria ã formu-
lação de "solvers" iterativos, bem como a aplicação dos mei 
mos aos problemas apresentados no capitulo anterior, serã 
feita, agora, uma anãlise dos resultados obtidos, onde e 
comentado o comportamento de cada "solver'', diante das aplj 
cações realizadas. 
Comentando-se inicialmente, os "solvers'' de 
gradiente conjugado ''two- e three-term form" aplicados a ma 
tri zes não-simétricas, conclui-se aqui o mesmo fato jã obse_:: 
vado por outros pesquisadores: esses sao caros. Para pro-
blemas cujas matrizes resultantes são bem condicionadas, até 
pode ser que esses se comportem de maneira eficiente, rela-
tivamente aos "sol vers" diretos, fato esse que pôde ser obse_:: 
vado quando da utilização desses no problema da Aplicação 
VII.2, onde tem-se um problema que sã possui forças prescri 
tas {chapa auto-equilibrada) e, conseqüentemente, os coefi 
cientes da matriz A são todos da matriz H o que indica 
um melhor condicionamento da matriz A. Para problemas de 
potencial, talvez se obtenha também um comportamento bom dos 
''solvers'' de gradiente conjugado, jã que nesses problemas 
muitas vezes tem-se um bom condicionamento. Todavia, quan-
do da utilização desses nos problemas da Aplicação VII.l e 
VII.3, obteve-se que esses se comportaram de maneira inefi-
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ciente (tempo de processamento elevado em relação aos 
"solvers'' diretos). 
Em relação aos esquemas iterativos baseados 
na aceleração de gradiente conjugado generalizado (ORTHODIR), 
tem-se que esses se mostram eficientes em alguns casos, co-
mo por exemplo, na Aplicação VII.2, onde a matriz A do sis 
tema de equações e bem condicionada, e o processo iterativo 
prosseguiu atê o fim. Tambêm para as aplicações VII. l e 
VII.3 observou-se que esses se mostraram eficientes, quando 
o processo foi totalmente concluído; no entanto, quando a 
ordem dos sistemas desses problemas aumentava, esses "solvers" 
apresentaram-se instãveis. 
Os "sol vers" baseados no processo iterativo de 
Lanczos (LANCZOS e GBC) ê que, no entanto, apresentaram maior 
eficiência, principalmente quando utilizados com o precondI 
cionamento de Jacobi, onde ressalta-se, desde jã, a impor-
tância fundamental do precondicionamento adotado. Analisan 
do-se apenas a eficiência proporcionada pelo tipo de preca~ 
dicionamento escolhido, conclui-se que o precondicionamento 
de Gauss-Seidel, na maioria das vezes, reduz o numero de 
iterações necessãrias para a convergência, no entanto, esse 
torna o custo por iteração relativamente mais caro que qua~ 
do utiliza-se o precondicionamento de Jacobi, o que faz com 
que o tempo de processamento da resolução de sistemas por 
esses ''solvers" normalmente seja bem maior que o tempo de 
processamento obtido por aqueles ''solvers" (LANCZOS ou GBC) 
que utilizam precondicionamento de Jacobi. Em relação aos 
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"solvers" LANCZOS-RF e GBC-RF, ve-se que, exceto para o 
problema da Aplicação VII.2, onde o comportamento deles e 
tão bom quanto o dos "solvers" LANCZOS-JACOBI e GBC-JACOBI, 
esses, normalmente, são menos eficientes que aqueles, sendo 
nitidamente ineficientes, no caso do problema de mecânica 
da fratura, inclusive em relação aos "solvers" LANCZOS/GAUSS 
-SEIDEL e GBC/GAUSS-SEIDEL. 
Comparando-se agora, para um dado precondici~ 
namento, os "solvers" de LANCZOS e GBC, conclui-se que es-
ses que uti 1 i zam a formulação de gradiente biconjugado ("tw~ 
-term form") apresentam-se ainda mais eficientes que os "solvers" 
de LANCZOS (''three-term form''), ou seja, os "solvers'' GBC 
são mais eficientes. 
Em relação aos ''solvers'' diretos, a eficiin-
cia dos ''solvers" iterativos GBC-JACOBI e LANCZOS-JACOBI, 
principalmente o "solver" GBC-JACOBI, foi constatada, em t~ 
dos os problemas nos quais esses foram utilizados, quando o 
sistema de equações de um dado problema atingia certa or-
dem. A economia proporcionada por esses chegou mesmo a ser 
surpreendente no problema da verificação da proteção catõdi 
ca da plataforma semi-submersível, onde enquanto com o "solver" 
direto o sistema de equações foi processado em 951 segundos, 
com os "sol vers" GBC-JACOBI e LANCZOS-JACOBI esse foi pr~ 
cessado em, respectivamente, 124 e 129 segundos. 
O fato da eficiincia dos "solvers'' iterativos 
so se manifestar depois que os sistemas de equações atingem 
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uma determinada ordem, estã associado ao fato de que o tem 
pode processamento dos "solvers" diretos ê proporcional a 
N3 ·t t· - . l N2 , enquanto que, nos 1 era 1vos, e proporc1ona a p , on 
de N ê a ordem do sistema, e p ê o numero de iterações 
necessãrias para a convergência. Desse modo, quanto maior 
a ordem do sistema, os esforços computacionais associados 
aos mêtodos diretos tendem a aumentar mais que os esforços 
computacionais associados aos metodos iterativos, principal 
mente, quando p e bem menor que N. Esse fato desperta a 
atenção para um estudo bem mais aprofundado do fator-escala, 
jã que com isso, pode-se obter resultados bem mais econômi-
cos, fazendo-se uso de ''solvers'' iterativos em vez de di 
retos. 
Feitos os comentãrios a respeito dos resulta-
dos obtidos com o uso de "solvers" iterativos nos problemas 
apresentados no capitulo anterior, passa-se agora, as suge~ 
tões que podem ser uteis em pesquisas posteriores. 
Em primeiro lugar sugere-se aqui a impleme~ 
tação do precondicionamento por fatoração incompleta nos al 
goritmos de Lanczos e gradiente biconjugado, cujos elemen-
tos para isso são inclusive encontrados ao longo desse tra 
balho. Não menos interessante numa fase inicial, e com o 
intuito de completar esse trabalho bãsico, seria muito im-
portante, que sejam feitas aplicações dos melhores "solvers" 
aqui implementados, bem como desse ultimo comentado, que não 
estã implementado neste trabalho, a um numero maior de pro-
blemas de Engenharia, principalmente problemas de elastici-
1 1 3 
dade bi e tridimensional, que normalmente apresentam carac-
terísticas mais desfavorãveis. 
Numa segunda fase, sugere-se que o estudo do 
fator-escala, que jã foi inclusive comentado anteriormente, 
seja mais investigado, dado que isso pode proporcionar mai~ 
res vantagens dos ''solvers'' iterativos em relação aos dire-
tos, principalmente para sistemas de equaçoes de grande 
ordem. 
E sugerido, por ultimo, caso atravês de mais 
aplicações seja realmente comprovada a eficiência dos "solvers" 
iterativos que melhor têm se comportado em relação aos dir! 
tos, a implementação desses operando em bloco, para que sis 
temas de equações com ordem realmente elevada (acima de 1000 
equações) possam ser resolvidos. 
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