It is now a cliché to say that everything is becoming digital. This is particularly true for all broadcast media: satellite, cable and terrestrial. At the present time 75% of all satellite TV transponders are digital, and this ratio will soon reach 98%. The predominant, if not the only, standard for digital TV is MPEG-2. It was initially designed to carry video, audio and related data. But typically in an MPEG-2 Transport Stream, between 1 and 3 Mbps are unused and filled with empty or "null" packets. This represents a loss of at least $150,000 a year for a satellite transponder. As a consequence, MPEG-2 is more and more frequently being used to carry all kinds of value-added data. Internet Protocol (IP) is by far the most common way of carrying data; thus, the most sensible way of broadcasting data is to encapsulate IP frames into MPEG-2 packets.
(1) Satellite operators (Astra, Eutelsat) who provide turnkey solutions to service providers, (2) Telecom operators (Belgacom, British Telecom, Deutsche Telekom, France Telecom, Telia) who provide professional services like corporate communications, distance learning, etc., (3) Broadcasters (Canal Satellite, Teracom, TPS) who inject add-value data as a complement to their digital TV programs. Some use whole transport streams to carry their data, some use a constant part only and some others use the remaining bandwidth, injecting the data in an opportunistic way. Thomcast is by far the major supplier of IP to MPEG-2 gateways, thanks to its multiple award-winning product, Opal, based on OpenMux This paper presents several European datacasting applications, the features that are important for our customers and gives an overview of how this can apply to the UNITED STATES terrestrial broadcast market.
What is Datacasting?
Before beginning, it is helpful to agree upon what the term datacasting means. While this word can be used to denote various things, for purposes of this paper we will use the term to mean sending auxiliary data along with a video program. The information does not have to be synchronized with the program; in fact, it doesn't even have to be related. Further, this paper will focus exclusively on "digital datacasting," that is, the transmission of this information over a digital network of some kind. Finally, there are many different formats of data that can be sent, but by far the most popular protocol for sending generic data is Internet Protocol (IP). Again, we will focus our discussion to applications of datacasting that use IP data. The authors clearly recognize this is a very narrow definition of the term, but it will be helpful to limit our discussion to this focused area of the industry. A general block diagram of a datacasting application is shown in figure 1. 
Different kinds of applications
Datacasting applications can be classified according to several categories:
• Users: Users can be professional like corporate communication, point of sales update or consumer like music download, games, interactive TV.
• Number of recipients: Just like in any other IP network, each IP frame can be sent to many receivers (multicast) or to a single one (unicast). In the latter case there is generally a return channel between the client and the server.
• Medium: MPEG-2 is a backbone for broadcast services and is used over satellite, cable and terrestrial networks.
• Bit rate: The bit rate allocated to data services can be constant or opportunistic. This means that the data is used to fill whatever bandwidth is left available by other services like video and audio.
Datacasting in Europe
In order to present relevant information about the datacasting progress in Europe, Thomcast conducted a recent survey to find out which datacasting applications were most successful in Europe. Also, we wanted to know what direction these applications were taking. While the results of this survey are proprietary, there are some general statements that we can make about what we learned.
First is that by far the most common use of IP content over MPEG2 networks is over satellite. This comprises about 90% of the IP over MPEG2 applications of which we are aware. This is in some ways related to the sheer number of digital transmission bandwidth that is available in satellite compared to other transmission paths. In Europe it is also probably linked to the fact that the DVB-S standard was the first available in the family of DVB standards, allowing this industry to rapidly convert to digital.
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Another generalization is that almost all of the applications in use are multicast. Operators are taking advantage of wide footprint distribution to supply digital data to a number of users who all want the same information. Very few operators are using unicast applications, and when they do it is a service that comprises only a small fraction of the overall bandwidth in their signal.
Finally, a statistic that was a surprise to us: operators responding to our survey are extremely reluctant to have commercial services that take advantage of Opportunistic Data Insertion (ODI). ODI is a process that can fill up the wasted portion of an MPEG2 stream by removing null packets and replacing them with packets that contain useful data. Since the total bandwidth of a video program is statistical, there is no way to know exactly when these "stuffing" opportunities will occur. Therefore, systems such as Thomcast's Opal and Amber products will insert data opportunistically (or as the opportunities present themselves). While this is a feature that is readily available in equipment, and frequently mentioned as a money-making technology (some joke by referring to Opportunistic Data Insertion as Opportunistic Dollar Insertion), it is a feature which has not yet been exploited commercially. Operators cite the difficulty in selling nonguaranteed or "random" bandwidth as the number one reason for not deploying these services.
In terms of a data injection system, there were several features that were cited as the most useful for operators. These are discussed in the next section.
Functionality of an IP to MPEG-2 gateway and injection system Virtual Channels
One feature that operators consistently mentioned as being extremely useful is called "virtual channels"
1 . It provides a way of dynamically allocating the bandwidth to different data services. This is a key feature when bandwidth is expensive, which is almost always the case.
Most of the time, data services have a variable bit rate while the total bandwidth allocated to data services is constant. Sometimes, the sum of the bandwidth needed by all the services may be higher than what is available, because of the highly variable and unpredictable bit rate of some IP services. To manage such conflicts, there must be a way of optimally allocating the available bandwidth based on the nature of each service. The idea is to group several data services and give them a constant bit rate that they can share. Such a group is called a "virtual channel".
Each elementary stream (PID) in a data service is configured with a certain number of parameters:
• A guaranteed rate.
• A best effort rate.
• A priority. The guaranteed rate is a minimum rate that the service is certain to obtain if needed. It can be set to zero if no bandwidth is to be reserved for a service. In a virtual channel, it is clear that the sum of the guaranteed rates must be lower than or equal to the virtual channel rate. When the incoming bandwidth of the service is lower than its guaranteed rate, the user can choose to keep this unused bandwidth free (static guaranteed rate) or to give it to other services in the virtual channel (dynamic guaranteed rate).
The best effort rate is a maximum rate that the service can use. It is greater than or equal to the guaranteed rate. In the latter case, the service is said to have no best effort policy. It can also be unbounded, which means that the service can possibly use all the bandwidth of the virtual channel.
When several services have a best effort policy, the actual bandwidth that is assigned to each of them also depends on its priority. The service with the highest priority takes all the bandwidth it needs up to its best effort rate. If two or more services have the same priority, they share the available bandwidth equally. If the incoming bandwidth of a service is higher than what can be allocated to that service, according to how it is configured, the exceeding IP frames are discarded. These mechanisms provide a great flexibility in configuring the quality of service for each IP data source.
UDLR
Another new and exciting feature that operators cited as useful was the implementation of UDLR in an IP to MPEG gateway. Most applications, even unicast, are highly asymmetrical: you need a lot of bandwidth in one direction and just a little in the other, typically for the requests. In that case, it does not make sense to pay for a high bandwidth terrestrial dedicated line. Thanks to a new technology, called UDLR (UniDirectional Link Routing protocol), it is now possible to use an inexpensive low bandwidth terrestrial channel to make a high bandwidth unidirectional channel look bi-directional, even from a routing protocol standpoint. This is especially useful for satellite and broadcast links.
Here are the benefits of this technology:
• All dynamic routing (RIP/RIP2) and multicast routing (IGMP/DVMRP) protocols can work as if the link was bi-directional.
• An existing bi-directional link can be easily upgraded with a high bandwidth unidirectional link with no modification to the network hosts.
• The load can be automatically balanced between the two links, providing some form of redundancy for the unidirectional link.
• A VPN (Virtual Private Network) can be established with that kind of link to secure the data.
• This is an open solution, about to become an Internet standard (RFC).
How does UDLR work? The next figure shows a typical asymmetrical IP network: a client and a server are both connected to different LANs. A one way high-speed satellite link using IP over MPEG2 is established between them. A WAN that might be a leased line or the Internet provides a low bandwidth bi-directional link.
The satellite link consists of a Thomcast Opal IP over MPEG2 encapsulator with UDLR, which feeds an uplink, either directly (a full transponder) or through a multiplexer if the bandwidth is a portion of the transponder. At the receive side, there is a UDLR router with a satellite input (these routers are available from various manufacturers). Opal sends a message regularly over the satellite link to advertise its IP address. The reception router uses this address to establish a tunnel with Opal, through the WAN.
When the client makes a request, it is sent through this tunnel to Opal, which decapsulates it and sends it to the server. In turn, the server sends the data to Opal, which encapsulates them and transmits them via the satellite to the reception client.
Datacasting in a Terrestrial Channel
While clearly in Europe, most datacasting applications are over satellite, there are several terrestrial broadcasters who have started datacasting services. Among those who participated in our survey, the large majority of terrestrial users were rolling out professional applications, not consumer ones. This trend appears to be continuing to hold for a few reasons. First, the receivers for digital terrestrial are not viewed as "consumer friendly." The early devices that are capable of receiving these data feeds are PC cards. These cards tend to be expensive and difficult to install. So the broadcasters are focusing on providing services to businesses rather than directly to consumers.
Interactive Applications
Finally, there does appear to be a small but successful number of interactive services (especially among the satellite providers). This is not yet widespread, and the reason given is because of the expense to author content. Two common standards in use in Europe today for interactive applications are OpenTV and MediaHighway. As ATVEF gains more acceptance, it is likely that the cost of authoring interactive content will decrease allowing the spread of interactive applications. 
Implications for Datacasting in the United States
Conclusions
Based on the experience we have in working with European customers, and in working with PBS in the United States to experiment with data delivery and interactive TV, Thomcast has concluded that there are two main problem areas that are preventing rapid adoption of data services by operators. The first is the lack of available compelling content. Emerging standards may help this problem, but today it is clear that producing content for interactive TV applications is both confusing and expensive. So as part of our trials, we have begun to work with various content authoring tools to see how this problem might be assisted through technology and product development.
Secondly, the lack of available receivers is a major road block to consumer acceptance of digital TV and datacasting. Perhaps this is why professional applications are the most successful ones in Europe. As part of Thomcast's and PBS's work over the past few months, we have identified two PC cards and one set top box that we will be testing in the field.
Datacasting is sure to play a major part in the digital roll out in the United States, but at this time, no "killer app" has really proven itself. Thomcast is committed to supporting our customers with equipment, systems integration and technical expertise to insure that deployed systems are effective today and capable to handle future changes.
