Abstract-This paper addresses the impact of high penetration of renewable energy sources (RES), in particular wind and solar power generation on the western transmission network of the South African (Eskom) power system. The study focuses on the power system's stability, specifically the frequency dynamics. With a decline in power system inertia, inertial response emulated by inverter based RES, is considered as a means to restore the system's inertia. Virtual inertia is seen as a valuable "resource", but comes at the cost of active power generation. In addition virtual inertia also provides an additional degree of control, which must be used in an optimal manner to provide maximum system stability at a reasonable cost to power generation. This paper utilizes an optimal virtual inertia placement and allocation method, for the western transmission network considering a trip of the Koeberg nuclear power plant in the Western Cape province. Simulation test results show that the virtual inertia and optimal allocation improves the system stability significantly. This in return gives additional incentive for RES integration.
I. INTRODUCTION
Since the start of commercial electricity generation the synchronous machine functions as the heart of the power system. The power system is designed with the synchronous frequency in mind [1] . The power system does not operate with any significant energy storage capability, thus the amount of generated power must match the load demand at every instant in time [2] . The system frequency serves as primary indication of generation and load balance due to the strong coupling between the rotor and frequency dynamics. Due to the coupling dynamics the rotating mass of the generator provides inertia for the system frequency [3] . The inertia is essential for transient stability during generation or load disturbances. The inertia temporarily reduces the magnitude of the imbalance, which has the effect of resisting the change in frequency and thus, it slows down the frequency dynamics.
The increase in inverter-based renewable energy source (RES) generation, which interfaces with the power system through inverters, results in a decline in synchronous machine generation. The decline in synchronous machines means a decline in power system inertia. This makes the power system much more sensitive to generation and load imbalances, resulting in a higher rate of change of frequency (RoCoF) [4] [5].
When renewable power plants (RPP) disconnects from the system, due to high RoCoF and too low frequency nadir, it will lead to further imbalance between generation and load, and ultimately result in a system blackout if the power system is unable to stabilise and recover fast enough.
The power system is undergoing a major transitioning due to the pressure from climate change and resource sustainability regulations. Governments are setting ambitious goals for integrating large-scales of RES for the near future. However, traditionally power generation consists of large power plants operating large synchronous generators fueled by fossil fuels that are dispatchable and controllable [4] [6] [7] [8] [9] [10].
According to the European Commission's renewable energy progress report [6] , The European Union (EU-28) reached, by the year 2014, a share of 16% RES in their generation mix and is moving strong towards their goal of 20% RES generation by the year 2020. There is a large interest towards RES innovation and is responsible for 30% of global patents [6] [7] . The significant growth in wind and solar energy implementation are the fastest among RES technologies. Wind power has experienced significant development in recent years. Wind power generation has more than quadrupled during the years 2004 to 2015 and is currently responsible for a third of RES generation. However hydro still holds the largest RES generation share, but has seen a decline from 74% to 38% in the same period, 2004 to 2015 [6] . This means that power electronic devices such as inverters are replacing synchronous generators and are becoming the new work horses of the power system. This presents new issues and challenges regarding the operation and reliability of the power system [4] .
An important reason why the EU can incorporate so much RES is because, the EU power system has significant connections between EU member countries. This means that EU countries can rely on their neighbors for balancing the generation with the load, which relates to system stability and reliability. An Example of a country who benefits from interconnecting with neighboring countries, is Germany, who connects with Austria, Switzerland, the Czech Republic, Denmark, France, Luxembourg, Netherlands, Poland, and Sweden. According to a report on the German power system [8] , Germany has 21.3 GW of avail-able interconnection, which is significant considering the German annual peak demand of 83.1 GW. Germany aims to completely phase out nuclear power (which accounts for 16% of electricity generation in the country) by the year 2022 [8] . This will make way for a further increase in RES integration, which already accounts for more than a quarter of the total generation.
An increase in RES in the near future is inevitable. The goal of large-scale of renewable generation will come at the expense of grid instability and unreliability. South Africa (Eskom) does not have the luxury of neighboring countries on which it can rely on for generation and balancing support, but rather they (neighboring countries) rely on the Eskom power system, thus increasing the demand on Eskom's generation side [9] . This means that, for Eskom to increase their generation with renewable energy, extra attention should be given to keep the Eskom network stable within itself.
II. POWER SYSTEM STABILITY
Power system stability is the ability of the system to regain an equilibrium operating state, for a given initial state, after a disturbance on the system is experienced, with the system variables bounded and thus, the system remains stable [10] .
The synchronous generator is the heart of the present power system. The synchronous generator's rotor dynamics are directly coupled with that of the power system's frequency [3] . The system frequency is seen as primary indicator of balance between generation and load demand [11] . This means that for a given power system with a target frequency of 50 Hz, when generation exceeds load demand, the frequency increases. Conversely, if generation is insufficient for demand, the frequency will decrease below 50 Hz. For reliable operation of the power system, it is of high importance to maintain the frequency within narrow predetermined boundaries [12] .
With the mechanical dynamics strongly coupled with the electrical dynamics, the synchronous machine provides inertia to the power system. The swing equation (1) describes the rotor dynamics of the synchronous generator and thereby also the power system frequency dynamics [3] [13]:
Equation (1) is normalised to the generator's apparent power rating, thus should be interpreted in the per unit (p.u.) system. The angle (δ), is called the power angle or torque angle and represents the angle, in radians (rad), between the rotor axis and the resultant magnetic field axis of a synchronous machine during normal operation. The rotation speed (ω sys ), is the power system frequency in radians per second (rad/s). The damping coefficient (D) term is added to represent a variety of damping sources, such as control loops and frequency depended loads. The input (P m ) is the mechanical power provided by the prime mover and P load is the load demand from the power system, including system losses [3] [13]. The inertia constant (H), normalized to the rated power, is a measure of the time a generator can provide nominal power using only the kinetic energy stored in the rotating mass, and therefore has units in, seconds (s). The kinetic energy stored in the rotating mass is calculated using equation (2) [1]:
Where J is the moment of inertia and ω m is the angular speed (rad/s) of the rotor's rotating mass. Taking the time derivative of E kinetic results in the inertial power response:
The term Jω m is in literature also called the inertia constant, but is not normalised to the generator's rated power and is therefore denoted by M . The power obtained from the inertia is denoted by P inertial . The relationship between the two inertia constants H and M are as follow:
Where S rated is the rated apparent power of the generator. Figure 1 illustrates the effect of different levels of inertia on the frequency dynamics during a low-frequency event. It can be seen from figure 1, that higher levels of inertia slows down the RoCoF, which is more desirable for system stability.
However, further investigation shows that not only is the amount of inertia critical for improved system stability, but also the placement and allocation of inertia. The following example shows a three-area system with fixed amount of total inertia, but with different inertia allocations. The different allocations deliver different frequency and phase shift responses, for identical generation/load imbalance disturbances. (5) describes the dynamics of the voltage angle (δ i ) at bus i. Equation (6) describes the frequency (ω i ) dynamics at bus i, with M i , ΔP i , D i , and V i representing the bus inertia, power imbalance, damping, and voltage at each bus respectively. The line susceptance between buses i and j is denoted by B ij . Figure 2 shows the phase-plane plots for three allocations, each totaling to the same amount of inertia (M total = 90 MWs 2 ), but with different allocations for each area. To maintain power system stability, it is important that the trajectory is stable along both axis, meaning the frequency between areas should not deviate significantly and deviations in voltage angle swings will result in AC power transfer swings. Swings in power transfer will again result in frequency swings.
The South African Grid Compliance Code [15] requires renewable power plants, RPP(s), to remain connected for a RoCoF of up to 1.5 Hz/s. If the power system frequency is less than 47 Hz for longer than 200 milliseconds, the RPP is allowed to disconnect. This will result in further imbalance between generation and load, thereby further driving the power system towards instability and ultimately in to system wide black-out. It is therefore extremely important to practice inertia management and using it in an optimal manner to preserve system stability. The inverter-based RES (variable) generation share is increasing. This can lead to fewer online synchronous generators, and thus, decreased system inertia. This means that the power system loses transient stability [17] . Currently RPP(s) are not required to participate in inertial response [18] . However, RPP(s), excluding PV plants, of category C (20 MVA or higher) are required to maintain a 3% power reserve for frequency stabilisation [15] .
In literature many techniques have been proposed to create virtual inertia (VI). The swing equation (1) provides a simple understanding of the role inertia plays in the power system, and thus, the effect VI must have on the power system. In principle VI should act on the rate of change of frequency (RoCoF), due to an imbalance between generation and load. Since real inertia is the release and/or absorption of kinetic energy, VI should therefore also inject or absorb energy to restore the power imbalance and therefore arrest change in system frequency. The basic idea behind emulating the inertial response of a synchronous generator is to rely on an additional energy source, whose energy is available for immediate use. In addition to the extra energy requirement, additional control loops are needed to control the output response as seen from the power system's perspective.
A paper on the current trends and future directions of virtual inertia [19] , presents and compares three main VI topologies, namely: Synchronous Generator Model (SGM) based, Swing Equation (SE) based and Frequency-Power Response (FPR) based topologies.
The SGM operates the inverter as a synchronous generator emulating the same dynamics, from the perspective of the power system, which requires detailed model equations of the synchronous generator. However, the high complexity of the differential equations can lead to numerical instability. The fact that this implantation does not need to calculate the derivative of the frequency measurement means it is less susceptible to noise.
The SE topology approximates the control dynamics of the SGM by solving the swing equation every control cycle. Thus, unlike SGM, detailed model equations of the synchronous generator is not needed. This implementation however, is still vulnerable to numerical instability, especially with improper inertia and damping parameter tuning which can cause significant oscillatory behavior. The benefit of this topology is that it does not depend on the frequency derivative for the response.
The FPR approach provides dynamic frequency control based on the derivative of the system frequency, thus emulating the inertial response of a synchronous generator. This approach is one of the simplest methods to implement since it does not make use of all the detailed equations describing the dynamics of a synchronous generator. Since the topology is based on the derivative of the system frequency, the method is subjected to signal and measurement noise.
A. Wind Turbine Generator Virtual.
A wind turbine generator (WTG) does possess a spinning rotor mass, meaning there is inertia, but due to the way the WTG interface with the power system renders their inertia to no use. The back-to-back (AC-DC-AC) converters, in the commonly used type 3 and type 4 wind turbines, shades the dynamics on the mechanical side, which should be responsible for the inertial response, from the power system on the electrical side [20] .
The research in creating virtual inertia from wind turbines is receiving more interest with the rapid growth in renewable energy. Power system stability is becoming more of a concern as inverter based renewable energy is slowly replacing conventional synchronous generation thus, decreasing the power system's inertia. There are various approaches to extract the kinetic energy from the rotating mass and converting it to electrical energy:
Kinetic Energy Control (KEC I) is a method of quickly increasing torque in response to a falling grid frequency, causing the rotor to de-accelerate. The problem with KEC I is that severe de-acceleration can cause the rotor speed to drop below the WTG's cut-in speed and resulting in the unit shutting down. Another concern is the recovery period, which follows the inertial response. During the recovery period the WTG generates less power compared to normal operation due to the excursion away from the maximum power point. The wind turbine therefore has to accelerate up to optimal speed and thus, the generator demands less electrical torque than the mechanical input torque.
KEC II allows the rotor to accelerate initially before applying the higher torque. When the generator's torque is increased the turbine slows down to the optimal rotation speed. This means that the WTG's operating point shifts to the optimal point resulting in increased power generation. The benefit of KEC II is that there is a lower risk of the turbine speed dropping below cut-in speed and thus, preventing a shutdown. The KEC II method also minimises, and in less severe cases eliminate, the recovery period. A concern with KEC II is that, the response time is delayed due to the speed-up process and thus, the magnitude of frequency drop becomes more severe compared to KEC I [18] .
The authors of [21] and [22] covers the method of de-rated operation. These controllers implement inertial response and primary response as they produce a higher power output in response to the detection of under frequency events. The downside of this method is the fact that the wind power plant is not injecting the maximum power into the power system network during normal operation. This means in a power system with high RES penetration incentive must be created for RPP(s) to provide system stability.
B. Wind Turbine Virtual Inertia Simulation Model.
The DigSilent PowerFactory (2017) simulation software was used to simulate the virtual inertial and analyze the response. Within PowerFactory the DigSilent Simulation Language (DSL) was used to create the virtual inertia controllers, which were implemented on the type 3 and type 4 WTGs. Figure 3 presents a top-layer view of the WTG with the virtual inertia simulation model. • and 27
• . The turbine model uses equation (7) to calculate the mechanical power harvested from the wind, assuming constant wind speed [16] .
Where the parameters, ρ, A, and V wind represents the, air density [kg/m 3 ], rotor sweep area [m 2 ], and the wind speed [m/s] respectively. However, only a fraction of the available wind energy can by extracted by the wind turbine, since 100% energy extraction would require the downwind side to be stationary, which is not practically possible. The fraction of wind energy being converted to kinetic energy is called the power coefficient, Cp(β, λ). The power coefficient has a theoretical upper limit equal to 0.593, which is called the Betz limit. The power coefficient is dependent on the rotor blade pitch angle, β, and the tipspeed ratio (TSR), λ. The TSR is simply the ratio between the speed of the rotor tip and the incoming wind speed.
The shaft model simulates the drive-train by using the two-mass model. This block then outputs the mechanical reference power which, feeds into the generator input.
The generator forms the electrical section. The generator model used, is the standard, Powerfactory 2017 DFIG model. The virtual inertia control loop starts with the frequency measurement as input (note: convert Hz to rad/s). The measured signal is then passed through a lowpass filter to smooth out the signal. The derivative block calculates the RoCoF and multiplies it with the virtual inertia parameter. The product of the rotor's inertia (J) and the frequency (ω), equates to the inertia constant (M). The limit block ensures that the virtual inertia applied is within reasonable values, since the derivative function can result in large spikes. Figure 4 presents the simulation result of the virtual inertia control when a load step is introduced. The load step introduces an imbalance between generation and load demand. This results in a decrease in frequency, meaning the system experience a negative RoCoF, as described by the swing equation (1). The virtual inertia controller increases the active power reference at the rotor-side inverter. This results in increased rotor current and thus, increased active power output. The increase in current means increased counter torque on the rotor, which leads to de-acceleration of the turbine rotor as seen in figure 5. response delays results in weaker frequency responses. The longer the time-constants of the low-pass filter is, the slower is the virtual inertia response. This ultimately leads to a poorer frequency stability and response.
C. Wind Turbine Generator Virtual Simulation Results.

D. Solar PV Virtual Inertia.
Unlike wind and hydro, solar PV has no rotating mass (for the store of kinetic energy) directly related to the electrical power generation. The additional energy source for the inertial response in solar PV systems can be classified into three main categories namely, de-rated or curtailment operation, battery energy storage system (BESS), and dclink capacitor energy storage.
The authors off [23] proposes a method, using BESS, a bi-directional DC-DC converter, and a three-phase inverter to emulate the dynamics of a synchronous generator's inertial response, without sacrificing maximum power point (MPP) operation. The purpose of the BESS is to regulate the DC-link voltage. By keeping the DC-link voltage constant ensures a sufficient energy buffer to provide the additional active power output. The BESS can temporarily and quickly, release or absorb electrical energy. With synchronous generators storing kinetic energy in their rotational mass (inertia), inverters on the other hand are designed with little to no built-in capacity for energy storage. The BESS emulates the kinetic energy reserve of the synchronous generator's rotating mass. This means that the temporary mismatch between generation and load demand is compensated for by the BESS. Unlike controlling mechanical components, power electronic devices such as inverters can be actuated at much faster time scales.
The authors in [24] make use of the DC-link voltage as feedback signal, since the DC-link voltage reflects the balance between generation and load demand. VIcontrollers, which are designed to emulate the inertial dynamics of the synchronous generator make use of measurements on AC signals such as voltage (V) and current (A). Extensive signal processing of the AC measurements are needed to calculate the system frequency. For practical implementation of these controllers, the time delays due to sampling, signal processing, and, control loops can render the VI ineffective [25] . This inspired the authors of [24] and [26] to use the DC-link voltage as control signal. The DC-signal is much easier and faster to obtain. The authors of [26] analytically use an inverter with a virtual oscillator whose frequency is related to the DClink voltage measurement, and which is used as feedback to generate the pulse-width-modulation (PWM) signal for the inverter switches. Exact matching between inverter in closed-loop and synchronous machine dynamics is achieved. The equivalent synchronous machine's inertia constant (M) and frequency (ω) are then proportional to the DC-link capacitor's capacitance (C) and voltage (V) respectively.
E. Solar PV Virtual Inertia Simulation Model.
With the aim to minimise cost and making it possible for current solar PV plants to partake in virtual inertial response, the method of de-rated operation is discussed further. To curtail a solar PV plant for frequency regulation, the first question coming to mind is, how much reserve power is needed? This question has an inherent trade-off aspect between generation (capital income for the PV plant) and power system stability (improved reliability of the power system). To calculate an appropriate reserve margin the swing equation is used and re-written in standard units as follow:
If the damping term is neglected, D = 0, the left term of equation (8) must be able to match the imbalance on the right side of the equation. The assumption is made that it is desired that the PV plant should contribute to the inertial response up to the point where the PV plant is allowed to disconnect, then the following is stated:
Where,
The maximum RoCoF before the plant is allowed to disconnect is 1.5 Hz per second as stated by the grid code [15] . Thus, the reserve margin is chosen for the desired inertial response the plant should be able to deliver. The virtual inertia controller must maintain the required ΔP , using a proportional and integral control (PI), with reference power:
During a low-frequency event the virtual inertia controller adjusts P ref to provide the inertial response:
With the selected reserve margin, the virtual inertia controller is able to move the reference point all the way to MPP, for RoCoF up to 1.5 Hz per second, after which, no more reserve is available and the PV plants are then allowed to disconnect from the power system.
After the inertia is allocated to the PV plant, the virtual inertia controller commands the maximum power point tracker (MPPT) to regulate the PV generation such that a constant reserve margin is available. This is performed using a proportional integral control (PI-controller), see figure 7.
The PI-controller receives the measured PV output power P meas , and the calculated power reference P ref signal as input. The output is a duty cycle reference to regulate the power generation to maintain a constant reserve margin, using pulse-width modulation (PWM).
The controller in figure 8 c onsists o f t wo controllers combined as one. The first controller is a droop controller which, provides the primary response. The controller is responsible for increasing or decreasing the PV output power in response to the position of the system frequency in relation to the desired scheduled frequency thus, it reacts on the frequency deviation.
The second controller is responsible for the inertial response. The inertia constant (M ), which is assigned to the PV plant is multiplied with the maximum RoCoF (1.5 Hz/s) to find t he r eserve m argin ΔP . T he r eserve margin is then subtracted from the last updated MPP, to calculate the new de-rated reference point. The inertia constant is also multiplied with the systems calculated RoCoF and this is added to the output reference. The virtual inertia controller outputs a new reference to the PI-controller in figure 7 . This results in the power reference changing in response to a generation/load imbalance disturbances, and there by adjusting the PV power injection as required for frequency stabilisation.
F. Solar PV Virtual Inertia Simulation Results.
The simulation scenario consists of an input disturbance in the form of a 10% step increase in load. The step disturbance, scheduled for time = 1 second, triggers a low frequency event, and thereby the virtual inertial response of the solar PV generation. Figures 9, 10 and 11 compares three scenarios for the power response, frequency response, and the RoCoF respectively. Figure 9 present the normalised power response of the solar PV for the cases: (1) without virtual inertia, (2) using virtual inertia, and (3) virtual inertia combined with droop control. Analysing the responses, it is seen that the virtual inertia response is near instantaneous. The virtual inertia reacts only to the RoCoF thus, the response diminishes as the system frequency stabilises and approaches a new steady-state value. However, the droop controller maintains the additional power response since this controller reacts to the error between scheduled and operational frequency. The fast responses are contributed to the fact that the power electronics have fast update cycles together with PV generations ability to change the operation point very quickly, unlike a mechanical prime mover which, has slow time constants. The impact of the solar PV's output power response on the system frequency is shown in figure 10 .
Comparing the frequency responses in figure 10 , it is seen that the virtual inertia increases the frequency stability, by slowing down the frequency dynamics and thus, improving the frequency response. The droop controller does not improve the initial frequency response of the virtual inertia controller, but from time = 4 seconds the frequency response starts to improve further and resulting in a higher frequency nadir, which is more desirable. These responses are due to the fact that the virtual inertia controller reacts only to the RoCoF, while the droop reacts to the frequency deviation. Figure 11 compares the RoCoF of the three cases and supports the results from figure 1 0. F igure 1 1 confirms that the virtual inertia alone improves the initial RoCoF. The droop controller attributes to sustaining the frequency stability well after the virtual inertia controller ends its response due to the frequency reaching a new equilibrium point.
When implementing virtual inertia as part of the inverters control system, the value of the inertia parameter can be freely chosen within reasonable limits, and does not have to represent the true moment of inertia, since virtual inertia is artificial. There are however, key differences between the response of real inertia and virtual inertia. The natural inertial response from synchronous generators act instantaneously and autonomously unlike VI which, requires sampling of the system frequency, filtering, and digital signal processing to obtain the RoCoF. An additional control loop is then necessary to act on the RoCoF and thus, temporary injecting additional power, emulating the inertial response of the synchronous generator. Virtual inertia provides a way to utilise the inertia of wind-farms, and simulating the response of a synchronous generator at solar PV plants. The virtual inertia contributes to the power system's inertial response, as well as combat the decline in inertia, caused by the decline in synchronous generators.
A study [5] found that the choice of inertia (M) and damping (D) can shape the form and size of the stability region. These results therefore hints to the fact that in a system where inertia (M) and damping (D) is in low quantity, there exists an optimal allocation for these parameters in a multi-area network that results in maximum stability. Since the amount of virtual inertia is not fixed, but configurable through software commands which, allows for the ability to configure the power system for anticipated events. This means for a given power network the optimal virtual inertia placement can be obtained for a specific location as mentioned in section II, using the distributed nature of RES generation.
IV. OPTIMAL ALLOCATION OF VIRTUAL INERTIA
Finding the optimal allocation of virtual inertia for the western transmission network, of the Eskom power system, requires the network model, virtual inertia control model, and a cost function to be minimised. The singleline diagram model in power factory was used to construct the cost-function and used in powerfactory to verify the results.
The power flow equation (14) is needed to model the active power flow in the network and to connect the swing equations at each synchronous generator bus: • For typical system operation the angle difference of the voltage phasers between buses i and j, are less than 15 degrees, thus "small". This means cos(δ i − δ j ) ≈ 0, and sin
• The values of |V i | and |V j | in the per-unit system are very close to 1, during normal operation thus, the voltage magnitudes are set equal to one.
With the assumptions, the power flow equation (14) is linearised and is as follow:
By expanding equation (15), the terms can be rearranged in vector form P = B · δ, where B is a square N × N matrix. The B-matrix is singular, due to dependencies. This just means that the sum of the generation equals the demand. The singularity is resolved by removing a row and use the corresponding bus angle as the reference angle.
Graph theory is used to construct the LaPlacian (Bmatrix), also called admittance matrix or Kirchoff matrix, which is a matrix representation of a graph. To model the power system's frequency dynamics, the swing equation is deployed. The swing equation (1), can be re-written in standard units, i.e. not in the per unit system, as follow:
In equation (16), P load represents P i from equation (15). Using vector-notation and equation (15), equation (16) is re-written as follow:
Selecting the states:
The swing equation in state-space vector form is as follows:
For a system with n-buses, M is a square-matrix with n entries on the diagonal, representing the inertia present at each bus. The parameter D is also a square-matrix of size n, representing the available damping at each bus filled on the diagonal of the matrix. The state-variables, δ and ω, represents the bus voltage angles (radians) and frequencies (radians per second) respectively. The generation/load imbalance is represented by ΔP .
The generators' governors and the virtual inertia were added as feedback control loops, as presented by [28] , to create an augmented state-space representation of the power system. The authors of [28] also proposed to use the H 2 norm as cost-function. Energy metrics for frequency deviation, virtual inertia effort, and virtual damping effort are incorporated into the H 2 norm. The parameters to be optimised is captured in the feedback controller, u = −Kx vi , where K is a matrix of which the elements relate to the amount of virtual inertia and damping that can be placed at all possible locations.
The H 2 norm is a measure of the amplification in energy of stable system for a particular input disturbance. The H 2 norm is calculated using the energy of the system output in response to a vector impulse function ν:
The y i (t)−component to the impulse in ν j −channel is:
The H 2 norm of the system is the sum of the energies of y ij (t).
|G(·)|
Writing equation (22) in vector form:
The observability grammian (P o ) of a system is defined as:
The importance of the observability grammian, (P o ), is that it can be computed without integration, but as a solution of the Lyapunov equation:
By solving equation (26) for P o , the H 2 norm is then finally computed as follow:
V. RESULTS
The case study was done on the Eskom western transmission network. This network does not possess any large generation plants except for Koeberg nuclear power station which, consists of two 1072 MVA generators, each with an inertia constant, H = 5.61 seconds. The optimisation and test were performed considering a power plant trip at Koeberg. The optimal allocation result are presented in figure 12 . Table I summarises the results for three scenarios. The results presented in table I indicates that the optimal virtual inertia allocation reduces the RoCoF from -0.102 Hz per second to -0.068 Hz per second, while using 25.836 MJ less energy than the sub-optimal allocation. The results also show that the inertia does not improve the frequency nadir very much but, delays the time for when the nadir is reached. Comparing the time to nadir for the sub-optimal versus the optimal allocation (the two nadirs are close in value) the optimal allocation reaches its nadir 4.157 seconds later than the sub-optimal allocation. Another interesting note about the results is that, comparing the case with high RES penetration versus the sub-optimal case, it is noted that the virtual inertia does not improve system stability by much if the placement of the virtual inertia is not according to the optimal placement.
VI. CONCLUSION
This study considered the future power system, with high penetration of RES generation, replacing the conventional synchronous machine generation. With the decline in the number of online synchronous generators resulting in reduced rotational inertia and jeopardising the power system's transient stability. With power electronic inverters becoming the new workhorses of the power system, it becomes more apparent the role which they must replace, i.e. emulating the inertial response of the synchronous machine. This paper reviewed techniques for creating virtual inertia and to emulate the inertial response to restore the power system's inertia for improved stability. Virtual inertia however, does not perform as well as real inertia due to the fact that virtual inertia relies on measurements unlike a synchronous generator whose inertial response is automatic. Further investigation showed how different inertia allocations between areas lead to different transient stability responses for the same disturbance. This is where virtual inertia has the upper hand over real inertia due to the fact that virtual inertia is configurable and not fix to the power system's layout. This means further optimisation lies within the amount of inertia allocated to specific locations of the power system network. Using optimal virtual inertia placement on the western transmission network of the Eskom power system, considering a trip at Koeberg nuclear power plant. The results indicates a significant improvement in the network's frequency stability. 
