Abstract. In this study, we consider the numerical solution of large systems of linear equations obtained from the stochastic Galerkin formulation of stochastic partial differential equations. We propose an iterative algorithm that exploits the Kronecker product structure of the linear systems. The proposed algorithm efficiently approximates the solutions in low-rank tensor format. Using standard Krylov subspace methods for the data in tensor format is computationally prohibitive due to the rapid growth of tensor ranks during the iterations. To keep tensor ranks low over the entire iteration process, we devise a rank-reduction scheme that can be combined with the iterative algorithm. The proposed rank-reduction scheme identifies an important subspace in the stochastic domain and compresses tensors of high rank on-the-fly during the iterations. The proposed reduction scheme is a multilevel method in that the important subspace can be identified inexpensively in a coarse spatial grid setting. The efficiency of the proposed method is illustrated by numerical experiments on benchmark problems.
In recent years, many authors started to explore the Kronecker-product structure of such problems and developed iterative algorithms that exploit the structure to reduce computational efforts [3, 12, 13, 15, 18, 22] . In addition, it has been shown that the solution of (1.1) in the stochastic Galerkin setting can be approximated by a tensor of low rank, which further reduces computational effort [4] . If Krylov subspace methods are used to compute such a solution, however, it may happen that approximate solutions or other auxiliary terms obtained during the course of an iteration do not have low rank, and rank-reduction schemes are required to keep costs under control.
In this study, we will explore a variant of the generalized minimum residual (GM-RES) method combined with a rank-reduction strategy that exploits specific features of the stochastic Galerkin formulation. The strategy we propose is a multilevel scheme that first identifies a low-dimensional subspace, obtained from a coarse-grid spatial discretization, on which a low-rank coarse-grid tensor solution is computed. This solution can be used to estimate the rank of the tensor solution for the desired finegrid solution. This information is used to define a strategy for rank reduction to be used with iteration on the fine grid space. We show that this strategy enhances the efficiency of preconditioned GMRES for computing the solution.
An outline of the paper is as follows. In section 2, we review the stochastic Galerkin method and present the Kronecker-product structure of Galerkin systems. In section 3, we present a preconditioned projection method for computing approximate solutions in low-rank tensor format. In section 4, we review the conventional approaches and propose a multilevel rank-reduction scheme, which is the main contribution of this work. In section 5, we illustrate the effectiveness of the low-rank projection method combined with the proposed truncation scheme by numerical experiments on benchmark problems. Finally, in section 6, we draw some conclusions. where · refers to expected value with respect to the probability measure on L 2 (Ω) and V is equipped with the gradient norm
a(x x x, ξ)|∇v(x x x, ξ)| 2 dx x x dP (ω).
If a(x x x, ω) is bounded and strictly positive, (2.4) 0 < a min ≤ a(x x x, ω) ≤ a max < +∞, a.e. in D × Ω, then the Lax-Milgram lemma can be applied to establish existence and uniqueness of a solution u(x x x, ω) ∈ V of the variational problem (2.2). For the random field a(x x x, ω) with mean a 0 and variance σ 2 , we consider a truncated Karhunen-Loéve expansion [14] , (2.5) a(x x x, ω) = a 0 + σ
where (λ i , a i ) is an eigenpair of the covariance kernel C(x x x, y y y) of the random field. In the following, we use the notation a(x x x, ξ) for the random field, let Γ denote the image space ξ(ω), and refer to the expected value of v(ξ) as v(ξ) ρ = Γ v(ξ)ρ(ξ)dξ.
Stochastic Galerkin method.
The stochastic Galerkin method [1, 2, 9 ] seeks a finite-dimensional solution u hp (x x x, ξ) ∈ W h = X h ⊗ S M such that 
and
Here, {φ r } are standard finite element basis functions and {ψ s } are basis functions for the generalized polynomial chaos expansion(PCE) [26] consisting of products of orthonormal univariate polynomials:
are univariate polynomials, and α(s) = (α 1 (s), . . . α M (s)) ∈ N M 0 is a multi-index where α i represents the degree of a polynomial in ξ i .
Let us define an index set Λ M = {α(s) ∈ N M 0 } where each element in Λ M has one-to-one mapping with a natural number. In this study, we set Λ M to be the Total Degree (TD) space Λ M, p :
where α(s) 0 is the cardinality of a set {k :
, and p defines the maximal degree of {ψ i } n ξ i=1 . Then the number of PCE basis functions is
2. Stochastic Galerkin formulation in tensor notation. It follows from (2.6) and (2.7) that the linear system Au = f of (1.2) can be represented in tensor product notation [17] ,
where ⊗ is the Kronecker product, {K i } are weighted stiffness matrices defined via (2.10) and the vectors f 0 and g 0 are defined via
Here the Kronecker product of two matrices G ∈ R n ξ ×n ξ and K ∈ R nx×nx is
Note that {G l } M l=0 of (2.10) are highly sparse because of the orthogonality properties of the stochastic basis functions [8] .
We will make use of an isomorphism between R nxn ξ and R nx×n ξ determined by the operators vec(·) and mat(·): u = vec(U ), U = mat(u) where u ∈ R nxn ξ , U ∈ R nx×n ξ . A solution u can be represented by a sum of vectors of tensor structure, or equivalently U = mat(u) can be represented by a sum of rank-one matrices,
where y i ∈ R nx , z i ∈ R n ξ , and Y κu = [y 1 , . . . , y κu ] ∈ R nx×κu and Z κu = [z 1 , . . . , z κu ] ∈ R n ξ ×κu . If κ u is the rank of U , then we use κ u to refer to the rank of u given in tensor structure; thus, u is the sum of terms of rank-one tensor structure. With this notation, the stochastic Galerkin solution u hp (x x x, ξ) can be represented as
Note that as shown in [25] , (2.12) corresponds to a separated representation [5] ,
We will use this representation to construct a new rank-reduction operator. In the discrete model (2.12), the rank of the solution is typically κ u = min(n x , n ξ ).
In [4, 11] , it was shown that the solution to (2.9) can be approximated well by a quantityũ of rank κũ ≪ min(n x , n ξ ) if the system matrix and the right-hand side has Kronecker-product structure. Thus, we seek a low-rank approximation to the solutioñ u to (2.9) for which
2.3. Basic operations in tensor notation. We point out here a feature of the basic operations required by Krylov subspace methods in the setting we are considering, where the operators and data of interest have tensor format. The mth step of such methods results in the Krylov subspace, K m (A, v 1 ) = span{v 1 , Av 1 , . . . , A m−1 v 1 }, which is generated using matrix-vector products and addition/subtraction of vectors.
The matrix-vector product in (2.14) can be represented as a sum of rank-one tensors by exploiting the properties of the Kronecker product,
The latter expression in (2.15) suggests that in tensor notation, the matrix-vector product typically results in a vector with a higher rank. Similarly, the addition of two vectors u and v of rank κ u and κ v in tensor notation gives
where y i+κu =ŷ i and z i+κu =ẑ i , i = 1, . . . , κ v , so that the resulting sum may have rank as large as κ u + κ v . Thus, although the goal is to find an approximate solution to (2.9) of low rank, two of the fundamental operations used in Krylov subspace methods tend to increase the rank of the quantities produced. Following [3] , we will address this point in the next section.
3.
A preconditioned projection method in tensor format. As is well known, the generalized minimum residual method (GMRES) [21] constructs an approximate solution u m ∈ u 0 + K m (A, v 1 ) where u 0 is an initial vector with residual r 0 = f − Au 0 , v 1 = r 0 / r 0 2 , and K m is the Krylov space. This is done by gen-
is an orthogonal basis for K m , and then computing u m whose residual r m is orthogonal to W m = AV m . The method is shown in Algorithm 1. In this section, we discuss a variant of this method based on lowrank projection, where advantage is taken of the tensor format of the matrix A and low-rank structure of the solution u.
Algorithm 1 GMRES method without restarting [20] 1: set the initial solution u 0 2: r 0 := f − Au 0 3:
w j := Av j 7:
v j+1 :=ṽ j+1 / ṽ j+1 10: end for Low-rank projection method with restarting. As we observed in Section 2, matrix-vector products and vector sums in tensor structure tend to increase the rank of the resulting objects. Thus, although we seek a solution of low rank, straightforward use of the GMRES method may lead to approximate solutions of higher rank than the desired solutions. This complication can be addressed using truncation operators [3, 12, 13, 15, 22] , whereby vectors of high rank are replaced by ones of low rank. The truncation is inserted into the GMRES algorithm and is interleaved with the basic operations such as matrix-vector product and addition so that the ranks of the vectors used in the algorithm are kept low.
Algorithm 2 Restarted low-rank projection method in tensor format
1: set the initial solutionũ 0 2: for k = 0, 1, . . . do 3:
if r k / f < ǫ then 5:
end if 7:ṽ 1 := T κ (r k ) 8:
for j = 1, . . . , m do 10:
end for 15 :
Algorithm 2 summarizes the restarted low-rank projection method in tensor format [3] . As in the standard Arnoldi iteration used by GMRES, a new vectorv j+1 is constructed by applying the linear operator A to the previous basis vector v j and orthogonalizing the new basis vector w j with respect to the previous basis vectors
. The resulting vector is truncated to a vectorṽ j+1 of low rank and normalized to v j+1 , which is then added to the set of basis vectors. The truncation operator T κ truncates a tensor of higher rank to one of rank κ. Thus, all the basis
are of the same rank, κ. The basis vectors determine the subspace K m = span{v 1 , . . . , v m }, but because of truncation the basis vectors are not orthogonal and K m is not a Krylov subspace. However, it is still possible to project the residual onto the subspace W m = span{w 1 , . . . , w m } to find out whether the residual can be decreased by forming a new iterateũ k + V m β. Note that all the vectors used in the entire iteration process are stored as the product of two matrices in the form like that shown in the right side of (2.11). The ranks of these vectors will be discussed below.
Preconditioned low-rank projection method.
To speed the convergence of the projection method, we consider a right-preconditioned system:
For the stochastic diffusion problem, we consider M = G 0 ⊗ K 0 as the precondtioner, which is known as the mean-based preconditioner [17] . For the practical application of the preconditioner, we employ algebraic multigrid methods [19] , where the action of K −1 0 is replaced byK
0 , an application of a single V-cycle of an algebraic multigrid method. The preconditioned matrix-vector product is then
0 is the identity matrix because of the orthonormality of the stochastic basis functions. With right preconditioning and this preconditioner, the strategy for handling tensor rank is largely unaffected by preconditioning.
Truncation methods.
As discussed in Section 3.1, in the low-rank projection method, truncation of tensors is essential for the efficient computation of approximate solutions. In this section, we discuss the conventional approach for truncation and we introduce a new multilevel truncation method based on a coarse-grid solution.
Truncation based on singular values. Given a matricized vector
′ , a standard approach for truncation [3, 15] is to compute the singular value decomposition (SVD) of U and compress U into an approximation of desired rank κ ≪ κ ′ . This can be done efficiently by computing QR factorizations of Y κ ′ and Z κ ′ :
and truncate the sum with κ terms to producẽ
The truncated approximation of U is thenŨ =Ỹ κZ T κ . The computational complexity of the truncation is O((n x + n ξ + κ)(κ ′ ) 2 ) [10] , which grows quadradically with respect to κ ′ . In the next section, we introduce a new truncation method that avoids this computation.
4.2.
Truncation based on mutlilevel rank-reduction. We now propose a multilevel rank-reduction strategy. We obtain insight into the rank structure of the solution using a coarse spatial grid computation. Then, we define a truncation operator based on the information obtained from this coarse-grid computation.
Let u c (x x x, ξ) represent a solution obtained on a coarse spatial grid (i.e., n x is small). As in (2.12), u c (x x x, ξ) can be represented as
Here, we propose to use Z c to define a truncation operator for use in the projection method to compute a solution for the problem on a finer grid. That is, the truncation operator is defined such that, given a matricized vector
where the resulting quantityŨ =Ỹ κZ T κ is of rank κ,
The desired rank κ is determined such that the relative residual
is smaller than a certain tolerance ǫ where u c, κ is a κ-term approximation of u c . This truncation operation requires two matrix-matrix products, and the computational complexity of truncating a vector from κ ′ to κ is O(κ ′ κ(n x + n ξ )). For efficient coarse-grid computation, we use the Proper Generalized Decomposition (PGD) method developed in [16, 25] , which computes a separated representation of a coarse-grid solution:
With the stochatic Galerkin discretization, each function can be represented as
As a result, as in (2.12),
are also orthonormal with respect to a given probability measure ρ. Now, the discrete solution U c in (4.2) is approximated by
and we can obtain Z c κ by computing the SVD of U c, κ ,
We briefly explain how the PGD method computes a κ-term approximation in the next section.
Proper Generalized Decomposition method.
The PGD method is a successive rank-1 approximation method. That is, the method incrementally identifies the function pairs (ỹ i (x x x),z i (ξ)) of (4.2) one at a time. Once i such pairs have been computed, the next pair (ỹ i+1 ,z i+1 ) is sought in X h × S M by imposing Galerkin orthogonality with respect to the tangent manifold of the set of rank-one elements atỹ i+1zi+1 , which is
It follows from (4.3) that each component of a pair (ỹ i+1 ,z i+1 ) can be computed by solving two coupled problems: a deterministic problem (4.4) and a stochastic problem (4.5). The deterministic problem is as follows:
The first basis function η 1 can be chosen arbitrarily at the beginning of the PGD method. The finite element discretization of u i+1 yields a linear system of order n c x . Analogously, the stochastic problem starts withỹ i+1 and findsz i+1 ∈ S M such that (4.5)
Sincez i+1 is approximated by the PCE, n ξ unknowns have to be determined by solving a linear system of order n ξ . Solutions of these sets of κ systems of order n c x and κ systems of order n ξ produce the κ-term approximation to the solution. The PGD method seeks solution pairs until the relative residual of the computed solution satisfies a given tolerance,
The accuracy of the κ-term approximation can also be improved by solving a set of κ coupled equations:
This update requires the solution of a linear system of order κn ξ . For the stochastic diffusion problems, the update problem is solved once at the end of the PGD method. Note that the update problem could also be formulated for finding the deterministic components
if n x ≪ n ξ , which requires a solution of a linear system of order κn x .
With the proposed truncation strategy, Algorithm 3 summarizes the entire procedure to compute a solution on a finer grid.
Algorithm 3 Preconditioned low-rank projection method with the multilevel rankreduction
< ǫ using the PGD method
Run Algorithm 2 with L = AM −1 , f , and T κ 5. Numerical experiments. In this section, we present the results of numerical experiments in which the proposed iterative solver is applied to some benchmark problems. The implementation of the spatial discretization is based on the Incompressible Flow and Iterative Solver Software (IFISS) package [23] . Example problems are posed on a square domain and ℓ is the spatial discretization parameter (i.e., n x = (2 ℓ + 1) 2 ). For a(x x x, ξ) in (2.5), we consider independent random variables
], a 0 = 1 and unless otherwise specified, σ = 0.05.
As the covariance kernel, we use
where c is the correlation length. The number of terms M in the truncated expansion (2.5) is determined such that 95% of the total variance is captured by M terms (i.e., (
Coarse spatial grid computation. We compute κ-term approximations using the PGD method on a coarser spatial grid. Here ℓ c is the refinement level for the coarse grid and n c x is the number of degrees of freedom in the corresponding spatial domain excluding boundary nodes. We discuss choices of coarse spatial grid in Section 5.3. Table 5 .1 shows the rank κ of solutions that satisfy the tolerance ǫ for varying correlation lengths c and M and the corresponding computation time t c . Table 5 .1 Rank (κ) of coarse-grid solutions satisfying a specified tolerance ǫ for the PGD computation, and CPU time (tc) for coarse-grid computation using the PGD method, for varying c and M . Fine spatial grid computation. With the truncation operator T κ (4.1) obtained from the coarse-grid solution (i.e., Z c κ ), we solve the same stochastic diffusion problems on finer spatial grids ℓ = {7, 8, 9}. For the fine-grid low-rank solutions, we use the rank κ obtained from the coarse-grid solutions. For example, the third column of Table 5 .2 shows the time required to find solutions of rank 25 satisfying the relative residual tolerance 10 −5 when the number of terms in (2.5) is M = 5. In Algorithm 2, we set m = 8 (like restarted GMRES (8)). In examining performance, we identify the number of cycles, k, performed for the outer for-loop in Algorithm 2; this means that the number of matrix-vector products (i.e., the number of times line 10 is executed) is mk. Tables 5.2 and 5 .3 show the number of cycles, k, and the computation time in seconds needed to compute approximate solutions with the tolerance ǫ = 10 −5 and 10 −6 , respectively, (see line 4 of Algorithm 2). Here, t is the total time and t f excludes the time to compute the coarse-grid solution, t c . The fine-grid computation time, t f , consists of algorithm execution time and preconditioner set-up time, t setup . The execution times show "textbook" behavior, i.e., they grow linearly with the size of the spatial grid.
1 If required memory for running Algorithm 2 exceeds the resources of our computing environment, solutions could not be computed and we denote these cases by OoM for "Out-of-Memory". Table 5 .4 shows the number of degrees of freedom of the fine spatial-grid problems for varying stochastic dimensions, M . Table 5 .2 CPU times to compute approximate solutions of the diffusion equation satisfying ǫ = 10 −5 using the preconditioned low-rank projection method with the multilevel rank-reduction. Numbers of GMRES cycles are shown in parentheses. Table 5 .3 CPU times to compute approximate solutions of the diffusion equation satisfying ǫ = 10 −6 using the preconditioned low-rank projection method with the multilevel rank-reduction. Numbers of GMRES cycles are shown in parentheses. Table 5 .4 Number of degrees of freedom of the fine-grid discretizations with p = 3, for varying spatial-grid refinement level, ℓ, and number of random variables, M . Example problems with varying σ and p. We examine the rank structure of the numerical solutions of the stochastic diffusion problems and assess the performance of the proposed solution algorithm for different values of maximal degree of stochastic polynomial, p in (2.8), and variance σ 2 of the random field a(x x x, ξ). As in the previous numerical experiments, we first identify the rank structure and define the truncation operator from coarse-grid computation. Then, we solve the same problems on a finer grid by using the proposed low-rank projection method with the multilevel rankreduction scheme. Table 5 .5 shows the computation time needed to compute approximate solutions of the stochastic diffusion problems with M = 7 for varying maximal polynomial degree p. The required ranks of the approximate solutions are not affected by the number of terms in the polynomial expansion. However, the computation time is increased for the polynomial expansion with higher maximal polynomial degree because the size of
and the size of the stochastic part of the solution gets larger as the number of terms in the PCE is increased. Table 5 .5 CPU times t to compute approximate solutions of the diffusion equation satisfying ǫ = 10 −5 and 10 −6 using the preconditioned low-rank projection method with the multilevel rank-reduction for varying maximal polynomial degree p (stochastic degrees-of-freedom, n ξ , in the parenthesis). Table 5 .6 shows the computation time t needed to compute approximate solutions of the stochastic diffusion problems that satisfy the tolerance 10 −5 and 10
for varying variance, σ 2 . In general, the example problem with a larger variance requires a higher rank to satisfy the stopping tolerance, which, therefore, requires more computational effort. Table 5 .6 CPU times t and rank κ to compute approximate solutions of the diffusion equation satisfying ǫ = 10 −5 and 10 −6 using the preconditioned low-rank projection method with the multilevel rankreduction, for varying σ.
0.01 Comparison to a truncation operator based on singular values. We compare the performance of the proposed solver to the preconditioned low-rank projection method combined with the conventional truncation operator from [13] . Table  5 .7 shows the computation time required to compute approximate solutions using the conventional and new truncation strategies. The total computation time, t, of the low-rank projection method with the multilevel rank reduction includes both coarsegrid, t c , and fine-grid computations, t f . The low-rank projection method with the SVD-based truncation operator, which is implemented based on [3] , does not require a coarse-grid computation and can start with any arbitrary initial guess for rank, κ. For these computations, we used the values of rank identified in the coarse-grid computations, which are illustrated in Table 5 .1, for the initial rank. Table 5 .7 CPU times to compute approximate solutions of the diffusion equation satisfying ǫ = 10 −5 and 10 −6 using the preconditioned low-rank projection (LRP) methods with the multilevel rank-reduction and the singular value based truncation on the level 8 spatial grid (i.e., nx = 257 2 ). PGD as a solver on a finer spatial grid. The PGD method could be applied directly to the fine-grid problems. We assess the performance of the PGD method for computing fine-grid solutions in Table 5 .8, which shows the rank and computation time for computing approximate solutions that satisfy the tolerance 10 −5 and 10
using PGD on a finer spatial grid. For the low-rank projection method, we record total computation time, t, which includes coarse-grid computation, t c , AMG preconditioner set-up, t setup , and fine-grid computation time, t f . We compare the rank and the computation time for computing solutions using the PGD method and the proposed multilevel projection method. The proposed low-rank projection method runs faster and requires somewhat smaller ranks than the PGD method.
Remark. We also tested the techniques compared in Tables 5.7 and 5.8 for different values of σ, σ = 0.01 and 0.1, with similar results. Indeed, the performance of LRP-Multilevel is more favorable for the larger value σ = 0.1. Table 5 .8 CPU times to compute approximate solutions of the diffusion equation satisfying ǫ = 10 −5 and 10 −6 using the PGD method and the preconditioned low-rank projection methods with the multilevel rank-reduction on the level 8 spatial grid (i.e., nx = 257 2 ). 
where g D (x x x) is determined by
where the latter two approximations hold except near y = 1, and ν is the viscosity parameter. We consider the convection-dominated case (i.e., ν < 1) and employ the streamline-diffusion method for stabilization [6] . Here, we define the element Peclet number
where w k 2 is the ℓ 2 norm of the wind at the element centroid and h k is a measure of the element length in the direction of the wind. Note that the solution has an exponential boundary layer near y = 1 where the value of the solution dramatically changes essentially from −1 to 0 on the left and +1 to 0 on the right [7] . Figure 1 illustrates the mean of solutions u(x x x, ξ) ρ computed on the level 6 spatial grid and corresponding contour plots for varying viscosity parameter, ν. Given a(x x x, ξ) in (2.5), we again discretize (5.2) using the finite element method and the generalized PCE. The result is a linear system in tensor product notation
where the convection term N and the streamline-diffusion term S are given by
n e is the number of elements in the finite element discretization, and
As the preconditioner, we choose M ≈ G 0 ⊗(K 0 +N +S) where the action of (K 0 +N + S) −1 is replaced by application of a single V-cycle of an AMG method. In the PGD method, the non-homogeneous Dirichlet boundary condition is handled by introducing an extended affine space [16] : u c ≈ u bc + u c, κ where u bc is the boundary nodal
For the stochastic convection-diffusion problems, the update problems (4.6) need to be solved more often to compute an approximate solution of a desired accuracy with fewer terms.
Numerical results. To cope with the existence of the exponential boundary layer in the solution, we use vertically stretched spatial grids. We examine the performance of the low-rank projection method for varying viscosity parameter ν, and we set m = 10 for Algorithm 2. Table 5 .9 and 5.10 show κ computed by the PGD method, coarse-grid computation time t c , and fine grid computation time t f to compute approximate solutions on fine spatial grids ℓ = {7, 8, 9} satisfying 10 −5 and 10 −6 , respectively. Underlined numbers in the spatial grid level indicates cases where streamline diffusion is not needed.
When the viscosity parameter is small (i.e., ν = 1/600), the coarse-grid computation requires the κ-term approximation on a relatively fine spatial grid (i.e., ℓ = 6). The exponential boundary layer gets narrower as the viscosity parameter gets smaller, which requires the use of a finer spatial grid for the coarse-grid computation. If the coarse-grid computation is performed on coarser spatial grids, it fails to identify the rank structure of solutions and to yield a proper truncation operator. Analogously, when the number of terms, M , in the KL expansion (2.5) is large, the coarse-grid computation has to be done on a relatively fine spatial grid because the KL expansion contains more spatially oscillatory terms. In the last columns of Table 5 .9 and 5.10, * and † indicate that the coarse-grid solutions are computed on the level 5 and the level 6 spatial grid, respectively.
Comparison to a truncation operator based on singular values. We again compare the performance of the proposed solver to the preconditioned low-rank projection method combined with the conventional truncation operator, the SVD-based truncation operator. Table 5 .11 shows the computation time required to compute approximate solutions using the conventional and the new truncation strategy. When the low-rank projection method with SVD-based truncation operator is used, initial values for rank κ in Algorithm 2 are obtained from coarse-grid computations of the multilevel rank reduction strategy.
5.3. Choices of coarse spatial grid. Finally, we discuss criteria for choosing the coarse grid used to generate truncation operators. The basic idea is that the coarse grid needs to be fine enough so that important features of the problem are Table 5 .9 CPU times to compute approximate solutions of the convection-diffusion equation satisfying ǫ = 10 −5 using the preconditioned low-rank projection methods with the multilevel rank-reduction method for varying ν. Numbers of GMRES cycles are shown in parentheses. represented. This quality is problem dependent, and we outline what is needed for the two types of problems we examined. First consider the diffusion equation of Section 5.1. Here, the issue is the oscillatory nature of components of the random field a(x x x, ξ). In the the KL expansion (2.5), the eigenpairs, 
, are in decreasing order and λ i is the ith largest value of products λ 1 k λ 2 j for k, j = 1, 2, · · · . Analytic expressions for the 1D eigenfunctions are given in [9] as, for Table 5.10Table 5 .11 CPU times to compute approximate solutions of the convection-diffusion equation satisfying ǫ = 10 −5 and 10 −6 using the preconditioned low-rank projection (LRP) methods with the multilevel rank-reduction and the singular value based truncation on the level 8 spatial grid (i.e., nx = 257 2 ). eight grid points per half wave, enough to capture the qualitative character of the wave.
We turn now to the convection-diffusion equation of Section 5.2. This problem has the same diffusion coefficient (2.5) as the diffusion problem, but in addition its solution has an exponential boundary layer. In particular, for small ν, the width of the layer is smaller than the finest interval needed to represent the eigenfunctions in (2.5), and in this case the coarse grid must be finer than that needed for the diffusion problem (whose solution is smooth). In Figure 2 , the top plot illustrates the mean solutions u(x x x, ξ) ρ of the weak formulation of (5.2) at x = 1, which are computed on two coarse spatial grids ℓ = {4, 5} using PGD and a fine spatial grid ℓ = 8 using the multilevel method, with the viscosity parameter, ν = used for the coarse grid computation (i.e., ℓ = 4, red line in Figure 2 ), the width of exponential boundary layer is much narrower than the length of the smallest element and the coarse-grid solution gives a poor representation of the boundary layer. When this coarse grid is used to construct the truncation operator, the multilevel scheme fails to compute an accurate approximate solution on a fine spatial grid (i.e., ℓ = 8, black line in Figure 2 ). On the other hand, the level-5 spatial grid (i.e., ℓ = 5, blue line in Figure 2 ) is fine enough for the coarse-grid solution to represent the character of the exponential layer, and with this coarse-grid, the resulting multilevel scheme efficiently computes an accurate fine-grid solution.
Although this discussion shows that some a priori knowledge of the problem is needed to identify the coarse grid operator, in general this information is not difficult to come by. In particular, we are assuming that the expansion (2.5) is known, and it is straightforward to identify the resolution needed to represent its components, for example by examining one-dimensional cross-sections of them. If as for the second problem some knowledge of the solution is needed, this can be obtained cheaply from the solution of a deterministic problem derived from the mean of the diffusion coefficient; indeed, for the convection-diffusion problem, the boundary layer for the deterministic solution has essentially the same character as that of the stochastic solution whose mean is shown in Figure 2. 6. Conclusion. We have studied iterative solvers for low-rank solutions of stochastic Galerkin systems of stochastic partial differential equations. In particular, we have explored low-rank projection methods in tensor format for linear systems of Kronecker-product structure. For the computational efficiency of the projection methods, basis vectors and iterates in the projection methods are forced to have low rank, which is achieved by a multilevel rank-reduction strategy. We have examined the performance of this strategy with two benchmark problems: stochastic diffusion problems and stochastic convection-diffusion problems. For both problem classes, the rank structure of the solution can be identified by an inexpensive coarse-grid computation, and with the resulting multilevel rank-reduction strategy, the low-rank projection method is more efficient than methods for which the truncation operator is based on singular values.
