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Рассматривается использование 
двойственных квадратичных оце-
нок при решении задачи о компле-
ментарных собственных числах. 
Для этого построены постановки 
исходной задачи в виде квадра-
тичных экстремальных задач, 
получен ряд результатов о точ-
ности двойственных оценок для 
этих задач и о случаях, когда ис-
ходная задача не имеет решения. 
                                                
 О.А. Березовский, 
Т.А. Бардадым, 2018 
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СИММЕТРИЧНАЯ ЗАДАЧА 
О КОМПЛЕМЕНТАРНЫХ 
СОБСТВЕННЫХ ЧИСЛАХ 
Задача о комплементарных собственных 
числах (англ. Eigenvalue Complementarity 
Problem) формулируется следующим обра-
зом: заданы матрицы n nA R   и n nB R  ; 
требуется найти 0,  , 1R  и 0,x   
,nx R  такие, что  
( ) 0B A x   ,                        (1) 
0x  ,                             (2) 
( ) 0Tx B A x   .                    (3) 
Если (λ, x) – решение задачи (1) – (3), то 
величину λ называют комплементарным 
собственным числом, а x – 
комплементарным собственным вектором, 
соответствующим λ. Фактически, имеем дело 
с обобщением обыч-ных понятий 
собственного числа и собствен-ного вектора 
для матрицы A  (им соответ-ствует случай, 
когда B  – единичная матрица; эти вопросы 
подробно изложены в [1]), которые 
рассматриваются в контексте задач 
комплементарности.  
В последнее время появилось много работ, 
посвященных исследованию этих задач  
и разработке алгоритмов их решения (см., 
например, [1 – 8]). Первой среди них 
появилась, по-видимому, работа А. Сигера 
[3]. Вопросы сложности указанных задач 
исследовались в работах [1, 5, 9]. 
Если матрицы A  и B  принадлежат мно-
жеству симметрических матриц S, задачу о 
комплементарных собственных числах 
называют симметричной. В работе [1] рас-
смотрен именно этот случай при дополни-
тельном условии на положительную опреде-
ленность матрицы B , т. е. когда 
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,A B S , 0B                                                     (4) 
(подобные задачи возникают при изучении статических равновесных состояний 
механических систем [2]). При выполнении условия (4) задача (1) – (3) сводится 
к нахождению стационарных точек обобщенного отношения Рэлея на симплексе 
[1, с. 1854]: 
max
T
T
x Ax
x Bx
,                                                        (5) 
0x  ,                                                              (6) 
1Te x  ,                                                           (7) 
где : (1,...,1) .T ne R   Стационарные точки *,x  удовлетворяющие неравенству  
* * 0Tx Ax  ,                                                          (8) 
являются решением задачи (1) – (4). Это следует из требования положитель-
ности параметра   и того, что матрица B  положительно определенная, т. е. 
0Tx Bx   для всех ,x  кроме нулевого вектора. При этом 
* *
*
* *
.
T
T
x Ax
x Bx
   Здесь 
следует отметить, что в работе [1, с. 1856] доказано утверждение 10, согласно 
которому задача (1) – (4) имеет решение тогда и только тогда, когда существует 
точка 0,x   удовлетворяющая условию (8).  
В работе [1] приводится еще одна оптимизационная постановка задачи  
(1) – (4), которая отличается от задачи (5) – (7) следующим: вместо ограничения 
(7), которое отвечает за требование 0,x   введено ограничение 1.Tx x   Эта 
задача эквивалентна задаче (1) – (4) в том же смысле, что и задача (5) – (7):  
ее стационарные точки, удовлетворяющие условию (8), задают множество 
решений задачи (1) – (4). 
В данной работе предлагается рассмотреть еще одну постановку, 
эквивалентную задаче (1) – (4). Аналогично доказательству взаимосвязи задач 
(1) – (4) и (5) – (7) легко показать, что задача (1) – (4) сводится к нахождению 
стационарных точек квадратичной экстремальной задачи 
* min( ),
n
T
x R
f x Ax

                                                (9) 
0x  ,                                                            (10) 
1Tx Bx  .                                                         (11) 
Для доказательства достаточно выписать систему Каруша – Куна – Таккера 
для задачи (9) – (11) (отметим, что ограничения задачи удовлетворяют условию 
регулярности Слейтера). Поскольку функция Лагранжа равна 
1 2( , , ) ( 1)
T T TL u x y x Ax u x u x Bx      при 1 2( , ) 0
Tu u u  , 1
nu R , 12u R , 
то условия Каруша – Куна – Таккера имеют следующий вид: 
1 2( , ) 2 2 0xL u x Ax u u Bx     ,  
1 0
Tu x  , 
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2 ( 1) 0
Tu x Ax   , 
0x  , 
1Tx Bx  , 
1 0u  , 2 0u  . 
Условие (2) исходной задачи присутствует в данной системе в явном виде, 
из равенства ( , ) 0xL u x   следует условие (1): 
1
2 0,
2
u
u Bx Ax    а из условия 
дополняющей нежесткости – условие (3). Таким образом, получены все условия 
задачи (1) – (4), причем * *
2.u   Конечно при этом, как и для предыдущей 
задачи (5) – (7), стационарные точки должны удовлетворять неравенству (8), что 
эквивалентно замене нестрогого неравенства *
2 0u   в системе Каруша – Куна –
Таккера на строгое неравенство *
2 0.u   Отметим, что для всех стационарных 
точек задачи, кроме нулевой, которая не является решением задачи (1) –( 4), 
ограничение (11) активно и, соответственно, знак неравенства в нем можно 
заменить на знак равенства: 
* min( ),
n
T
x R
f x Ax

   
0x  , 
1Tx Bx  . 
Рассмотрим применение для решения задачи (9) – (11) техники двойствен-
ных оценок *  для значения глобального экстремума *f  ( * *f   ) [10, 11].  
В общем случае задача (1) – (4) может иметь более одного решения: в 
работе [3] доказано, что число  -решений задачи (1) – (4) не превышает 2 1n  . 
Глобальный экстремум задачи (9) – (11) соответствует решению задачи (9) –
 (11) с максимальным комплементарным собственным числом 
max  (конечно, 
если решение исходной задачи (1) – (4) существует). Очевидно, что значение 
оценки будет лежать в следующем диапазоне: *
max0 ,d     где maxd  – 
максимальное собственное число матрицы 1/2 1/2.B AB  Если * 0,   то задача 
(1) – (4) не имеет решения; в противном случае возможны варианты, поэтому, 
получив оценку меньше нуля, необходимо исследовать систему (1) – (3) при 
полученном *
max 2u     (поскольку в случае существования решения задачи 
(1) – (4) двойственная оценка для рассматриваемой задачи достигается 
обязательно на границе неотрицательной определенности гессиана функции 
Лагранжа, что не позволяет определить точку *x  решения задачи).       
В работе [12] для квадратичной экстремальной задачи общего вида  
* *
0 0( ) inf ( )nx T R
f f x f x
 
  , 
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где ( ) T Ti i i if x x A x b x c   , {0}
LQ EQi I I  – квадратичные функции в n -мер-
ном пространстве, { : ( ) 0, , ( ) 0, }LQ EQi iT x f x i I f x i I     , 
LQ EQm I I   
сформулирован следующий критерий получения точной двойственной оценки 
(т. е. когда двойственная оценка равна значению глобального экстремума 
задачи). 
Теорема (теорема 2, [12]). Для того, чтобы двойственная оценка *  для 
квадратичной экстремальной задачи общего вида была точной, необходимо  
и достаточно, чтобы матрица 
0 0
*
0
/ 2
/ 2T
A b
b f
 
 
 
 была представима в виде разности 
неотрицательно-определенной матрицы и линейной комбинации матриц 
/ 2
/ 2
i i
i T
i i
A b
A
b c
 
  
 
, 1, ,i m  коэффициентами которой являются координаты 
вектора * { : 0, , }.LQ miu U u u i I u R
      
Для рассматриваемой задачи (9) – (11) условие теоремы примет следующий 
вид:   
*
* 1
2 **
1
0 0 0 / 2
0 10 / 2 0T
A B u
W u
uf
     
       
      
, 
где W  – неотрицательно определенная матрица; или с учетом того, что 
* *
* * *
max* *
T
T
T
x Ax
f x Ax
x Bx
       (поскольку 1Tx Bx  ),   
**
12
**
max 21
/ 2
0.
/ 2T
uu B A
W
uu
 
     
 
Таким образом, справедливо 
Утверждение 1. Для того, чтобы двойственная оценка для задачи (9) – (11) 
была точной, необходимо и достаточно, чтобы существовал вектор 
1* 1
1 1 2
2
: 0, ,n
u
u u u R u R
u
   
     
   
, для которого выполняется  
**
12
**
max 21
/ 2
0.
/ 2T
uu B A
uu
 
    
                                       (12) 
Понятно, что двойственный подход для задачи (9) – (11) дает точную 
оценку только при 
max 0.B A    Эту область можно расширить, 
переформулировав эту задачу с помощью замены линейных ограничений (10) 
квадратичными:    
* min( ),
n
T
x R
f x Ax

                                              (13) 
1Tx Bx  ,                                                     (14)  
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0i jx x  , , 1,i j n .                                             (15) 
Значение глобального экстремума задачи (13) – (15) совпадает со значением 
глобального экстремума задачи (9) – (11), а множество точек решений  
расширяется: каждому решению *x  задачи (9) – (11) соответствует два решения 
*x  и  *x  задачи (13) – (15), и наоборот.   
Для последней задачи условие теоремы примет вид  
*
2*
0 0 0
0 1 0 00
A B U
W u
f
     
       
     
, 
где W  – неотрицательно определенная матрица, а U  – матрица, элементы 
которой состоят из двойственных переменных * 0iju  , соответствующих ограни-
чениям (15) 0i jx x  , , 1,i j n , т. е. U V
 , где V   – множество положитель-
ных матриц. Перепишем равенство в следующем виде: 
*
2
*
max 2
0 0
0 00
Uu B A
W
u
   
    
   
. 
Таким образом, если двойственная оценка является точной, то *
max 2u   и спра-
ведливо следующее утверждение. 
Утверждение 2. Для того, чтобы двойственная оценка для задачи (13) – (15) 
была точной, необходимо и достаточно, чтобы выполнялось условие  
max .B A W V
                                                (16) 
Если из утверждения 1 видно, что при 0A   двойственная оценка задачи 
(9) – (11) равна нулю (так как 
max 0   удовлетворяет условию (12) утверждения 
1 при *
2 0u  ), т. е. задача (1) – (4) не имеет решения, то утверждение 2 позволяет 
усилить этот результат: если матрица A  представима в виде суммы отрица-
тельно определенной матрицы и отрицательной матрицы, то задача (1) – (4)  
не имеет решения. 
О.А. Березовський, Т.О. Бардадим 
СИМЕТРИЧНА ЗАДАЧА ПРО КОМПЛЕМЕНТАРНІ ВЛАСНІ ЧИСЛА 
Розглядається використання двоїстих квадратичних оцінок при розв’язанні симетричної 
задачі про комплеметарні власні числа. Для цього побудовано формулювання початкової 
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задачі у вигляді квадратичних екстремальних задач, отримано ряд результатів про точність 
двоїстих оцінок для цих задач і про випадки, коли початкова задача не має розв’язку.  
O.A. Berezovskyi, T.A. Bardadym 
ON THE SYMMETRIC EIGENVALUE COMPLEMENTARITY PROBLEM 
The use of dual quadratic estimates for solving the symmetric eigenvalues complementarity problem 
is considered. For this purpose, the formalisations of the initial problem in the form of quadratic 
extremal problems were constructed; the results on the accuracy of the dual estimates for these 
problems and the cases when the initial problem has no solution were obtained. 
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