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Питання семантичного аналізу тексту займає особливе місце в комп'ютер-
ній лінгвістиці. Дослідники даної області мають підвищений інтерес до розробки 
алгоритму, використання якого дозволить підвищити якість обробки корпусу 
тексту та ймовірнісне визначення змісту тексту. Результати дослідження за-
стосувань методик, підходів, алгоритмів для семантичного аналізу тексту у 
комп'ютерній лінгвістиці в міжнародній і казахстанській науці призвели до роз-
робки алгоритму пошуку ключових слів в тексті казахською мовою. Першим 
етапом алгоритму було складання еталонного словника ключових слів для корпусу 
тексту українською мовою. Вирішенням цієї проблеми стало застосування алго-
ритму Портера (стеммера) для корпусу текстів казахською мовою. Реалізація 
стеммера дозволила виділити унікальні основи слів і отримати еталонний слов-
ник, який згодом проіндексували. Наступний крок – це збір навчальних даних із ко-
рпусу текстів. Для обчислення ступеня семантичної близькості між словами 
кожному слову присвоюється вектор відповідних йому словоформ еталонного 
словника, в результаті якого виходить пара – ключове слово і вектор. І останнім 
кроком алгоритму є навчання нейронних мереж. При навчанні застосовується 
метод зворотного поширення помилок, що дозволяє провести семантичний аналіз 
корпусу тексту і отримати ймовірнісну кількість слів, близьку до очікуваної кіль-
кості ключових. Цей процес дозволяє автоматизувати обробку текстового ма-
теріалу шляхом створення цифрових навчальних моделей ключових слів. Алгоритм 
використовується для розробки нейрокомп'ютерної системи, що буде проводити 
автоматичну перевірку текстових робіт учнів онлайн курсів. Унікальністю алго-
ритму пошуку ключових слів є застосування навчання нейронної мережі для тек-
стів казахською мовою. У Казахстані вченими в області комп'ютерної лінгвісти-
ки було проведено ряд досліджень на основі застосування морфологічного аналізу, 
лемматизації та інших підходів і реалізовані лінгвістичні інструменти (в основ-
ному словники-перекладачі). Область застосування навчання нейронних мереж 
для синтаксичного аналізу казахської мови залишається відкритим питанням в 
казахстанській науці. 
Розроблений алгоритм передбачає вирішення однієї з проблем в отриманні 
ефективного семантичного аналізу тексту казахською мовою 
Ключові слова: ключове слово, алгоритм Портера, семантичний аналіз, 
нейронна мережа 
 
1. Введение 
В современных исследованиях [1–3] в области компьютерной лингвистики 
с применением искусственного интеллекта особое место занимает разработка 
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методов и инструментов для автоматической обработки текста. Первые систе-
мы состояли в основном из больших двуязычных словарей, где слова исходного 
языка давали один или несколько слов другого языка с учетом синтаксических 
правил. Эти системы впоследствии «сочли сложными, и подчеркнули необхо-
димость в развитии систематических методов, что привело к созданию правил 
для синтаксического упорядочения».  
В настоящее время исследования в области компьютерной лингвистики до-
стигли уровня высоких интеллектуальных технологий. Чаще исследования 
направлены на решение задач машинного перевода, задач индексирования, рефе-
рирования, классификации и рубрицирования документов при полнотекстовом 
поиске. Компьютерная лингвистика сочетает знания компьютерных наук и линг-
вистики. Сложность моделирования естественного языка охватывает морфологи-
ческий, синтаксический, фонологические уровни языка. Основной проблемой в 
этой области является создание систем искусственного интеллекта по обработке 
естественного языка. Компьютерная лингвистика изучает вопросы создания и ис-
пользования электронных корпусов текстов, создание электронных словарей, те-
заурусов, онтологий, машинные переводчики, извлечение информации из текста, 
автореферирование и построение систем управления знаниями. 
Вычислительные задачи и проблемы по компьютерной лингвистике об-
суждаются учеными на конференциях, организаторами которых выступает Ас-
социация по компьютерной лингвистике (ASL – aclweb.org). Кроме этого, акту-
альной платформой по обсуждению новых исследований и их результатов яв-
ляются международная конференция по компьютерной лингвистике «Диалог» 
(dialog-21.ru) и международная конференции по компьютерной лингвистике и 
интеллектуальной обработке текста (cicling.org). 
Одной из целей ученых, исследующих интеллектуальный анализ текста, 
автоматизацию обработки текста, семантические отношения слов и предложе-
ний в тексте, есть создание интеллектуального инструмента для оценивания эс-
се, письменных работ и других письменных творческих работ обучающихся. 
Одним из решений задач таких задач является эффективно функционирующий 
когнитивный инструмент по автоматической обработке текста – Automated 
Essay Scoring [4]. В настоящее время существуют четыре вида систем AES, ко-
торые широко используются тестирующими компаниями, университетами и 
государственными школами это: Project Essay Grader (PEG), Intelligent Essay 
Assessor (IEA) (Measurement Incorporated (MI), США), E-rater (ETS, CША) и 
IntelliMetric(Vantage Learning, CША) [5]. 
Из анализа исследований видим, что широко изученными естественными 
языками в компьютерной лингвистики остаются английский, русский, немец-
кий, китайский, французский, испанский, турецкий. Но одним из малоизучен-
ных остается казахский язык. Малоизученность задач компьютерной лингви-
стики по обработке текстов на казахском языке является одной из причин нача-
ла исследования по разработке алгоритма поиска ключевых слов. Казахский 
язык относится к аглютинативным языкам, для которых уже существуют нема-
ло алгоритмов поиска ключевых слов и составления словарей, в особенности 
для кипчакских языков и турецких языков, но глубокое обучение нейронных 
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сетей при обработке корпусов текста на казахском языке не применялось. Та-
ким образом, применение глубокого обучения нейронной сети для поиска клю-
чевых слов, полнотекстового поиска для корпусов текстов на казахском языке 
подчеркивает актуальность темы в области компьютерной лингвистики. 
 
2. Анализ литературных данных и постановка проблемы поиска клю-
чевых слов 
В области компьютерной лингвистики на данный момент проведены очень 
много исследований, результатом которого являются переводчики-словари, 
тезаурусы, поисковые системы интернета. Основой этих результатов являются 
разработка и применение методов и алгоритмов смыслового (семантического) 
анализа текстов, извлечения и использования знаний для интеллектуального 
компьютерного анализа. Исследования в области автоматической обработки 
текста начинаются с изучения структуры естественного языка, которое 
включает некоторые виды анализа текста: досемантический, графематический, 
синтаксический, фрагментационный, морфологический лемматизации текста. 
Применение выше названных анализов для русского языка можно увидеть на 
сайте аоt.сom. 
В работе [6] была представлена эволюционная нейродинамическая основа 
для разработки процесса обучения, основанного на визуальной записи и извле-
чении нейронных весов посредством нейродинамических опытов при прохож-
дении ссылочного содержимого. Также в работе [7] рассматривается модель из-
влечения неконтролируемых отношений, которая называется представлением 
распределения отношений. Представление о распределении отношений направ-
лено на автоматическое изучение векторов сущностей и дальнейшую оценку 
семантического сходства между этими сущностями. В исследовании [8] пред-
лагается новая методика распознавания отдельных вопросительных слов из ре-
чевого запроса одного из южно-индийских языков. В данном исследовании 
применены преобразование Фурье (FFT) и дискретное косинусное преобразо-
вание (DCT) для извлечения признаков, а для классификации и распознавания 
применена искусственная нейронная сеть (ANN). 
Создание интеллектуальной поисковой системы на основе тезауруса был 
рассмотрен в трудах [9] и предложен подход к созданию семантических метрик 
и установление семантической связи между определенными терминами. В 
статье [10] представлен подход классификации соединения, использующий 
контекстно-семантические функции и алгоритм инкрементного обучения на 
основе LFNN для классификации текста. Предложенный метод позволяет 
классификатору динамически изучать модель в динамической базе данных. 
Этот процесс обучения использует нейронную сеть Back Propagation Lion 
(BPLion), где он включает нечеткое ограничение и алгоритм Lion (LA) для 
возможного выбора весов. Исследование в области обработки естественного 
языка путем ее автоматической корректировки было предложено в работе [11] 
для текстов на китайском языке. Был представлен алгоритм автоматической 
проверки корректуры текста. 
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Нередко используется метод онтологии для реализации классификации дан-
ных и связи между данными при семантическом анализе в автоматической обра-
ботке текста [12]. В работе [13] рассмотрели мультиагентный подход с взаимодей-
ствием двух агентов: первый соответствует значимым единицам извлекаемой ин-
формации и второго агента-правила, реализующие пополнения заданной онтоло-
гии на основе семантико-синтаксической модели языка. В исследовании [14] при-
менялись семантические сети в извлечении и визуализации знаний, графики гла-
голов с реляционными графами для реализации логики первого порядка. 
В начале 2000-х ученые начали глубже исследовать и применять латентно-
семантический анализ в мелкомасштабных корпусах для автоматизированной 
оценки академических очерков [15]. Так же латентно-семантический анализ 
был применен [16] для реализации метода автоматического суммирования тек-
ста, которые используются для оценки релевантности предложения. 
Многие задачи семантического анализа текста, такие как поиск текста, 
суммирование текста и сравнение текста, зависят от извлечения весовых 
ключевых слов из корпуса текста. В работе [17] предлагают графовую модель 
текста, позволяющую вычислять частотные характеристики слов текста с 
учетом расположения пар слов. С учетом такой модели данных в статье 
предложен алгоритм определения ключевых слов текста. Алгоритм учитывает 
слова русского языка, удовлетворяющие двум условиям: слово состоит не 
менее чем из 4 букв; слово распознается морфологическим анализатором как 
существительное. Основной целью извлечения ключевых слов в компьютерной 
лингвистике является определение семантической связи слов в разных 
корпусах текст. Например, исследователями [18] был предложен алгоритм 
извлечения ключевых слов из патентной документации (PKEA-Patent Keyword 
Extraction Algorithm), основанный на распределенной модели скип-граммы для 
классификации патентов. Для достижения цели были использованы 
стандартные наборы эталонных данных и самодельный набор патентных 
данных для оценки производительности PKEA. 
Некоторыми исследователями [19], для поиска и определения 
семантически связанных слов, применялись алгоритм оптимизации поиска 
кукушки в сочетании с алгоритмом генератора ответов, для повышения 
семантической точности найденных предложений.  
На данный момент существует множество исследований о поиске ключе-
вых слов, разработаны разные методы, подходы, а также алгоритм обучения, 
который должен научить классифицировать как положительные или отрица-
тельные примеры ключевых фраз. С этой целью был специально разработан ал-
горитм GenEx, который отражен в работе [20] и включает специализированные 
знания процедурной области, имея наибольший успех в извлечении ключевых 
слов, чем обычный алгоритм. В результате анализа литературы можно сделать 
вывод, что каждый из проведенных исследований отражает работу в области 
автоматической обработки текста, организации семантического анализа текста, 
применяя при этом разные алгоритмы и модели извлечения ключевых слов. 
Однако в данных работах остается не затронутым вопрос составления словаря 
ключевых фраз и базы ключевых слов-слоформ требуемого естественного язы-
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ка. И главным моментом для проведения семантического анализа текста на ка-
захском языке стало составление словаря ключевых фраз. Ключевые фразы – 
это структурные единицы текста, которые в той или иной степени являются 
важными составляющими при передаче текста. И чаще всего наборы ключевых 
слов и словосочетаний обычно содержат наиболее важную информацию в по-
нимании смысла текста и формируют общее представление о его содержании.  
В результате проведенного исследования можно сказать, что на данный 
момент остались нерешенными вопросы, связанные с разработкой интеллекту-
альных инструментов для проведения семантического анализа текстов на ка-
захском языке. Причиной является объективные трудности, связанные с отсут-
ствием алгоритмов поиска ключевых слов из корпуса текста на казахском язы-
ке. Вариантом преодоления этих трудностей может быть разработка алгоритма 
с применением глубокого обучения нейронной сети для казахского языка. 
Именно глубокое обучение нейронных сетей и методы его реализации предло-
жены в работе [21], где используют этот подход для понимания семантики ви-
део. В работах [22, 23] глубокое обучение нейронных сетей применяют для 
сквозного обнаружения текста для восстановления и улучшения изображения. 
Однако использование глубокого обучения нейронной сети для поиска ключе-
вых слов для семантического анализа текста не были отражены в исследован-
ных работах ученых. 
Глубокое обучение нейронных сетей широко используются для обработки 
графических изображений [24]. Обучение искусственных нейронных сетей с по-
мощью метода глубокого обучения (Deep learning) заняла немаловажное место в 
компьютерной лингвистке, который впервые был использован в 2006 году [25]. На 
сегодняшний день разработаны методы обучения нейронных сетей, позволяющие 
быстро и качественно обучать сети, состоящие из ста и более слоев [23]. 
Все это позволяет утверждать, что целесообразным является проведение 
исследования, посвященного разработке алгоритма поиска ключевых слов в 
корпусе текста на казахском языке с применением глубокого обучения нейрон-
ной сети. Разработка алгоритма требовалась для дальнейшей разработки нейро-
компьютерной системы с проверкой текстовых работ обучающихся на казах-
ском языке. 
 
3. Цель и задачи и задачи исследования 
Целью исследования является разработка алгоритма поиска ключевых слов 
по тексту на казахском языке. 
Для достижения цели были поставлены следующие задачи: 
– привести в машиночитаемый вид корпус текстов, который включает 
определение слов/словоформ казахского языка с помощью стеммера Портера; 
– собрать данные и провести обучение нейронной сети.  
 
4. Приведение в машиночитаемый вид корпуса текстов  
В качестве корпуса текстов был использован дамп базы Wikipedia на ка-
захском языке по состоянию на апрель 2019 г. Для дальнейшей работы с ним 
было необходимо составить словарь уникальных словоформ. 
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Исходный файл дампа был предварительно очищен от служебных слов 
XML разметки и повторений. В результате был получен словарь из 1062058 
слов. Для его сокращения был разработан и применен стеммер, основанный на 
алгоритме Портера.  
Алгоритм стемминга (стеммер Портера используем) часто применяется в 
подходах по комплексной идентификации слов [26], по манипулированию файла-
ми, поиск и сценарии для конкретных приложений [27], не использует базы основ 
слов, а лишь, применяя последовательно ряд правил, отсекает окончания и суф-
фиксы, основываясь на особенности языка, в связи с чем работает быстро.  
Идея стеммера Портера заключается в том, что существует ограниченное 
количество формобразующих и словообразующих суффиксов. Стемминг Пор-
тера использует множество существующих суффиксов (при этом сложные со-
ставные суффиксы разбиваются на простые) и вручную заданные правила. Реа-
лизация стеммера для турецкого, румынского, армянского, католанского, гре-
ческого, литовского языков размещен в [28]. Отсюда видно, что стеммер для 
казахского языка не был реализован. 
Алгоритм состоит из пяти шагов. На каждом шаге отсекается формо- или 
словообразующий суффикс и оставшаяся часть проверяется на соответствие 
правилам (например, для русских слов основа должна содержать не менее од-
ной гласной). Если полученное слово удовлетворяет правилам, происходит пе-
реход на следующий шаг. Если нет – алгоритм выбирает другой суффикс для 
отсечения. Согласно официальному сайту проекта, на первом шаге отсекается 
максимальный формообразующий суффикс, на втором – буква «и», на третьем 
– словообразующий суффикс, на четвертом – суффиксы превосходных форм, 
«ь» и одна из двух «н». То, что стеммер Портера не использует никаких слова-
рей и баз основ, является плюсом для быстродействия и спектра применения 
(он неплохо справляется с несуществующими словами), и одновременно мину-
сом с точки зрения точности выделения стеммы. Алгоритм часто обрезает сло-
во больше необходимого, а это приводит к затруднению синтеза нормальной 
формы по получающейся стемме: аманшылық–>ама (при этом действительно 
неизменяемой частью является аман. При реализации алгоритма Портера для 
казахского языка в коде программы приводим все суффиксы и окончания ка-
захского языка: 
 
_re_all=re.compile( 
r"(шалық|шелік|даған|деген|таған|теген|лаған|леген|" 
r"дайын|дейін|тайын|тейін|кент|хана"r"ңдар|ңдер|дікі|тікі|нікі|атын|етін|йты
н|йтін|" 
r"гелі|қалы|келі|ғалы|шама|шеме|" 
r"мын|мін|бын|бін|пын|пін|мыз|міз|быз|біз|пыз|піз|сың|сің|" 
r"сыз|сіз|ңыз|ңіз|дан|ден|тан|тен|нан|нен|нда|нде|дың|дің|тың|" 
r"тің|ның|нің|дар|дер|тар|тер|лар|лер|бен|пен|мен|стан|" 
r"дай|дей|тай|тей|дық|дік|тық|тік|лық|лік|паз|" 
r"ғыш|гіш|қыш|кіш|шек|шақ|шыл|шіл|нші|ншы|дап|деп|" 
r"тап|теп|лап|леп|даc|деc|таc|теc|лаc|леc|ғар|гер|қар|кер|дыр|" 
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r"дір|тыр|тір|ғыз|гіз|қыз|кіз|ған|ген|қан|кен|" 
r"ушы|уші|лай|лей|сын|сін|бақ|бек|пақ|пек|мақ|мек|йын|йін|йық|йік|" 
r"сы|сі|да|де|та|те|ға|ге|қа|ке|на|не|" 
r"ді|ты|ті|ны|ні|ды|ба|бе|па|пе|ма|ме|" 
r"лы|лі|ғы|гі|қы|кі|ау|еу|ла|ле|ар|ер|" 
r"ып|іп|ша|ше|ші|шы|са|се|" 
r"и|й|ы|і)$") 
 
Путем проведения через стеммер 1062058слова из дампа, слова присваива-
ется переменной: word="орналасқан" и запускается стеммер. Следовательно, 
происходит процесс удаления аффиксов стеммером имеющих в базе слов, неко-
торые примеры процесса приведены в табл. 1. 
 
"""" 
unittest.main() 
""" 
stemmer=Stemmer() 
word="орналасқан" 
word=stemmer.stem(word) 
print(word) 
 
Таблица 1 
Процесс удаления аффиксов стеммером имеющих в базе слов 
Исходный текст Ожидаемый вариант Результат стеммера 
Орналасқан Орналас–қан Орналас 
Деректердің Дерек+тер+дің Дерек 
Соншалықты Сонша+лық+ты Соншалық 
Сапалықты Сапа+лық+ты Сапалық 
Сүңг+и+т+ін Сүңг+и+т+ін Сүңгит 
Таң+ғы Таң+ғы Таң 
 
Полученный словарь был проиндексирован для дальнейшего использова-
ния алгоритмом. 
Для извлечения ключевых слов из корпуса текста использован подход, ос-
нованный на использовании словарей предметных областей (domain dictionary) 
[29]. Из файла дампа был составлен словарь ключевых терминов, которыми бу-
дет оперировать алгоритм. Для этого были использованы темы статей, количе-
ство которых составляло около 224 000. В данном подходе ключевое внимание 
уделяется формированию словаря, в основу которого должны быть включены 
тщательно отобранные экспертом термины по предметной области. Некоторая 
часть тем, посвященных персоналиям, населенным пунктам и другие, не подхо-
дящие в качестве ключевых слов, в словарь не включалась. Таким образом, 
длина словаря ключевых терминов составила 50 000 элементов. 
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5. Обучение нейронной сети 
Нам известно, что словарь из 1 062 058 слов является избыточным и при 
попытке к обучению приведет к значительному увеличению машинного време-
ни на обучение нейронной сети.  
По проведенным расчетам определили более близкий размер словаря для 
качественной работы. После выделения уникальных основ слов размер словаря 
сократился до 135120 элементов.  
Для эксперимента была создана нейронная сеть типа перцептрон. Количе-
ство рецепторов перцептрона равно длине словаря основ слов, т. е. 135120. В 
выходном слое количество нейронов равно длине словаря ключевых терминов 
значит 50 000. 
Выбирая количество элементов скрытого слоя, принималось во внимание, 
что задача нейронной сети заключается в обобщении входного массива данных. 
Kevin Swingler [30] рекомендует в таких условиях использовать сужающуюся 
нейронную сеть, т. е. сеть с количеством нейронов в скрытом слое меньшем, 
чем во входном.  
Например, для предельной ошибки e=0.1 необходимо использовать обуча-
ющую последовательность в 10 раз большую количества весов. Эта зависи-
мость описывается формулой: 
 
.



n              (1) 
 
Согласно формуле (1), где количество тренировочных прмеров (n) равно 
произведению количество связей (ω) на обратную величину ошибки (1/ε), в 
результате сокращения получаем отношение количество сзязей (ω) к 
количеству ошибок (ε).  
Отсюда, использование большего количества связей, чем может заполнить 
обучающий набор данных, вредит обобщающей способности, что было 
выявлено путем сравнения экспериментально построенных «кривых обучения» 
(рис. 1, х – ошибки в процентном соотношении, у – количество проводимых 
экспериментов), соответствующий максимуму обобщающей способности. При 
этом в скрытом слое сети оказалось 65000 нейронов. 
Непосредственно для обучения была подготовлена выборка, в которой 
каждому ключевому термину соответствовала векторная модель текста вида (2, 
0, 4, ..), где первый элемент соответствует числу вхождения в текст первого ос-
нования слова из словаря и т. д. Для удобства использования в качестве данных 
для обучения нейронной сети, частоты вхождения были нормализованы в ин-
тервале от 0 до 1.  
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Рис. 1. Размер ошибок (%) обучения при каждом проводимом эксперименте 
 
Для обучения нейронной сети нужно произвести большое количество ите-
рации с корпусом текста, которое сможем реализовать с помощью алгоритма 
обратного распространения ошибки (error backpropagation algorithm). В этом 
случае используется обучающее множество корпусов текста с заранее извест-
ными ключевыми словами, в результате минимизации ошибок выявляем отли-
чие выходных значений нейронной сети от входных ключевых слов. Данный 
итеративный градиентный алгоритм используется с целью минимизации ошиб-
ки работы многослойного перцептрона и получения желаемого выхода. Обуча-
ем отбору лучших вариантов, который происходит путем сравнения векторной 
модели исследуемого текста с пороговыми значениями поисковой модели. Век-
торная модель предполагает сопоставление каждому документу частотного 
спектра слов и соответственно вектора в лексическом пространстве. В процессе 
поиска частотный портрет запроса рассматривается как вектор в том же про-
странстве и по степени близости (расстоянию или углу между векторами) опре-
деляются наиболее релевантные документы. В более продвинутых векторных 
моделях размерность пространства сокращается отбрасыванием наиболее рас-
пространенных или редко встречающихся слов, увеличивая тем самым процент 
значимости ключевых слов. Далее высчитывается релевантность каждого клю-
чевого слова корпуса текстов путем сопоставления ему вектора значений. 
Определяются их вероятности отнесения к ключевым в соответствии с постро-
енной моделью для приближения показателя к ожидаемому результату. 
Фиксируются отличие значений векторов этих параметров для ключевых 
слов и не ключевых. Далее вычисляется вероятность отнесения каждого слова к 
группе ключевых и задается ее порог, т. е. модель обучается.  
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6. Результат алгоритма поиска ключевых слов из корпуса текста на 
казахском языке  
В результате выполнения стеммера Портера создан словарь для поиска 
ключевых слов на казахском языке, который включает базу основ слов на ка-
захском языке и словарь терминов для обучения нейронной сети. Данная база 
будет использоваться для разработки системы семантического анализа текста, 
для дистанционной проверки электронных текстовых работ обучающихся.  
Например, выбран корпус текста 
Текст 1. Нейрожелі тәжірибелік мәліметтерді сақтауға және қолдануға 
табиғи бейімділігі бар параллельді таратылған процессорлар жиыны. Ол 
екі жағдайда миға ұқсас: 
1) Білім қоры желіні оқыту үрдісінде қалыптасады. 
2) Синаптикалық салмақ ретінде анықталған нейрон аралық бірігу 
күштері есте сақтау үшін қолданылады. 
Салмақ – Жер бетіне жақын тұрған денеге әсер ететін ауырлық күшінің 
сандық шамасы: P=mg, мұндағы m - дене массасы, g - еркін түсу үдеуі (немесе 
ауырлық күшінің үдеуі). Дененің массасы тұрақты шама, ал g мәні Жер 
бетіндегі ендікке және теңіз деңгейінен есептелетін биіктікке байланысты 
(мысалы, Алматы үшін g=9,804 м/с2) өзгеретіндіктен, оған сәйкес дененің 
салмағы да өзгереді. 
 
Таблица 2 
Cловоформы из словаря ключевых слов и ключевых терминов 
№ словоформы № словоформы № термины № термины 
1 Нейрожелі 8 тұр 1 Нейрожелі 8 сандық шама 
2 тәжірибе  9 жақын 2 заңдылық 9 бірігу күштері 
3 мәлімет 10 күші 3 ғылым 10 әдіс-тәсілдері 
4 сақта 11 сан 4 Ауырлық күш 11 дәлелдеу 
5 қолдан 12 байланыс 5 
Синаптикалық 
салмақ 
12 Тұрақты шама 
6 бейім 13 тұрақты 6 дене салмағы 13 Дене массасы 
7 дене 14 заңдылық 7 Білім қоры 14 Жер беті 
 
В табл. 2 приведы словоформы (1, 2 столбик) из словаря ключевых слов и 
ключевые термины (3 ,4 столбик).  
При обучении нейронной сети были использованы словари с основами с 
количеством в 135 120 слов и словарь терминов в 50 000 слов. Нейронная сеть 
состояла из одного скрытого слоя. 
Структура нейронной сети выглядит следующим образом 
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Рис. 2. Нейронная сеть с обратным распространением ошибок с одним скрытым 
слоем 
 
Здесь нейроны, представляющие собой выходы сети (Y), и скрытые нейро-
ны могут иметь смещение (1). Эти смещения служат в качестве весов на связях, 
исходящих от нейронов, на выходе которых всегда появляется 1. Кроме того, на 
рисунке стрелками показано перемещение информации в ходе фазы распро-
странения данных от входов к выходам. В процессе обучения сигналы распро-
страняются в обратном направлении. Как уже было сказано ранее, обучение 
сети включает в себя три стадии: подача на входы сети обучающих данных, 
обратное распространение ошибки и корректировка весов. В ходе первого этапа 
каждый входной нейрон (Х) получает сигнал и широковещательно транслирует 
его каждому из скрытых нейронов (Z). Каждый скрытый нейрон затем 
вычисляет результат его активационной функции (сетевой функции) и 
рассылает свой сигнал всем выходным нейронам. Каждый выходной нейрон 
(Y), в свою очередь, вычисляет результат своей активационной функции, 
который представляет собой ни что иное, как выходной сигнал данного 
нейрона для соответствующих входных данных. В процессе обучения, каждый 
нейрон на выходе сети сравнивает вычисленное значение Y с предоставленным 
учителем T (целевым значением), определяя соответствующее значение ошибки 
для данного входного шаблона На основании этой ошибки вычисляется Qk 
(k=1, 2…). Qk используется при распространении ошибки от Y до всех 
элементов сети предыдущего слоя (скрытых нейронов, связанных с Yk), а также 
позже при изменении весов связей между выходными нейронами и скрытыми. 
Аналогичным образом вычисляется Qj (j=1, 2…) для каждого скрытого нейрона 
Zj. Несмотря на то, что распространять ошибку до входного слоя 
необходимости нет, Qj используется для изменения весов связей между 
нейронами скрытого слоя и входными нейронами. После того как все Q были 
определены, происходит одновременная корректировка весов всех связей.  
1 1 
Хi 
х1 
Х3 
Yk Zj 
Z1 Y3 
Y1 Z1 
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Таким образом, после получения числовых данные весов был расчитан ко-
эффициент корреляции, который составил 0,99 %. Этот результат показал ли-
нейную зависимость входных и выходных данных нейронной сети, что говорит 
о вероятности соответствия количества слов полученного словаря и количества 
слов словарей казахского языка. Отсюда, существенные отклонения при обуче-
нии нейронной сети не наблюдаются, соответственно достигается желаемый 
результат. Если сравнить с количеством слов «Толкового словаря казахского 
языка» – 106 000 слов, то словарь является более подходящим к базе слов ка-
захского языка. 
 
7. Обсуждение результатов исследования по разработке алгоритма по-
иска ключевых слов  
После применения стеммера Портера для поиска ключевых слов в корпусе 
текстов на казахском языке был получен словарь основ слов в 
135 120 словоформ и эталонный словарь ключевых слов (или словарь термино-
логий) с результатом в 50 000 слов.  
Для проведения синтаксического анализа текста на казахском языке был 
выбран алгоритм Портера. Благодаря его применению были созданы словари 
для поиска ключевых слов. В работах по разработке лингвистических процес-
соров для казахского языка были рассмотрены лексико-морфологический и 
морфологический анализы текста, где для реализации применяли предметную 
онтологию и словарь суффиксов и аффиксов [31, 32]. Отсюда, исследование 
семантического анализа текстов на казахском языке при помощи нейронной се-
ти и составление словаря ключевых слов при помощи алгоритма Портера явля-
ется актуальным.  
Данное исследование применимо только для обработки текстовой инфор-
мации и данные алгоритмы не применимы для другого формата информации 
(изображения, видео, аудио), что является одним из его недостатков. На основе 
данного исследования разрабатывается нейрокомпьютерная система, которая 
позволит проводить семантический анализ текстов и определять, соответствует 
ли текст заданной теме. Нейрокомпьютерная система будет включать семанти-
ческий анализатор текста на казахском языке, который можно будет использо-
ваться на онлайн курсах для проверки текстовых работ обучающихся в 
организациях образования [33].  
Если систему наполнить словарями других естественных языков, ее можно 
применить и к другим языкам.  
В связи с переходом казахского языка на латиницу, в будущем следует 
изучить адаптированность данного исследования к латинице. 
 
7. Выводы 
1. Отсюда, в результате работы стеммера Портера создан словарь ключе-
вых слов с итоговым количеством 135 120 словоформ и эталонный словарь 
ключевых терминов, который включает 50 000 слов. Приведенное количество 
основ слов и эталонный словарь ключевых слов являются вероятностным при-
ближением к количеству слов толкового словаря казахского языка, в результате 
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использования их приближенная ошибка составляет 50–90 %. Это является не-
плохим результатом и обеспечивает возможность определения приближенного 
количества ключевых слов.  
2. В результате подготовки данных для обучения получили пару: ключевое 
слово и вектор соответствующих ему словоформ. А также фиксированное от-
личие значений векторов словоформ для ключевых слов и не ключевых. После 
вычисляется вероятность отнесения каждого слова к группе ключевых и задает-
ся ее порог, то есть модель обучается. Определены весы с учетом смещения 
нейронов во внутреннем слое нейронной сети, при этом корреляционный ана-
лиз показал линейную зависимость входных и выходных данных нейронной се-
ти с показателем в 0,99.  
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