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1. Introduction
In this paper, we will study meromorphic solutions of the following nonlinear partial differential equations of ﬁrst order
in m ( 1) independent complex variables
∑
0<|i|<n
ai(∂u)
i =
n∑
j=0
b ju
j, (1)
where ai = ai(z), b j = b j(z) are meromorphic functions in z = (z1, . . . , zm) ∈ Cm and i = (i1, . . . , im) ∈ Zm denotes a multi-
index with |i| = i1 + · · · + im ,
(∂u)i = (uz1)i1 · · · (uzm )im , uzk =
∂u
∂zk
, k = 1, . . . ,m.
A special example is the equation u2z1 + u2z2 = u4, which, by the transform v = 1u , turns to the well-known eikonal equation
v2z1 + v2z2 = 1, whose meromorphic solutions and extensions were studied in [2,10–12,14], etc.
In general, it is hard or impossible to describe meromorphic solutions of Eqs. (1). In this paper, we are interested in
how a meromorphic solution of (1) is uniquely determined by the poles of f and the zeros of f − c j for two complex
numbers c1, c2. This is clearly motivated by the famous Nevanlinna uniqueness theorem (see e.g. [6]): If two meromorphic
functions in the complex plane share four distinct values c j in C ∪ {∞} in the sense that the equations f = c j and g = c j
have the same solutions (counting multiplicities), then f is a Möbius transform of g ( f = g if they share ﬁve distinct
values ignoring multiplicities). There is an extensive literature on the study of uniqueness of meromorphic functions (see
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882 P.-C. Hu, B.Q. Li / J. Math. Anal. Appl. 377 (2011) 881–888e.g. [6] for various results and references), and the uniqueness theorem may be improved when considering meromorphic
solutions of ordinary and partial differential equations. For instance, a meromorphic solution of the Malmquist–Yosida type
ordinary differential equation ( dwdz )
n =∑2nj=0 b j(z)w j in the complex plane is uniquely determined by three values (see [4];
and see [1] for the order of growth of its meromorphic solutions). Related results of this type on meromorphic solutions of
certain linear partial differential equations can be found in [5,7,8], etc. The equations considered in the present paper are
nonlinear and of more general type.
We will prove the following result (cf. Section 2 for a more general statement involving Nevanlinna notations).
Theorem 1.1. Let f be a nonconstant (resp. transcendental) meromorphic solution of (1) in Cm with constant (resp. rational) coeﬃ-
cients and bn = 0 (resp. bn ≡ 0), and let c1 , c2 be distinct complex numbers satisfying P (ck) :=∑nj=0 b jc jk = 0 (resp. P (ck) ≡ 0). If f
and a meromorphic function g in Cm share the three values c1 , c2 and ∞ (counting multiplicities), then f = g.
Take complex numbers a and b satisfying
a = 0, b = 0, a + b = 0. (2)
Note that tan(at + bz) satisﬁes the partial differential equation
∂u
∂t
+ ∂u
∂z
= (a + b)(1+ u2). (3)
Hence, Theorem 2.1 yields immediately the following corollary (cf. Remark 1.3(i) below).
Corollary 1.2. Take complex numbers a and b satisfying (2). Let g be a nonconstant meromorphic function in C2 and let c1 , c2 be two
distinct numbers other than i,−i, where i is the imaginary unit. If tan(at + bz) and g(t, z) share c1 , c2 , ∞ counting multiplicities,
then g(t, z) = tan(at + bz).
Remark 1.3. We address a number of natural questions raised by the theorem, which shows that the result is best and
cannot be further improved in the following senses.
(i) The condition P (ck) ≡ 0 in Theorem 1.1 cannot be dropped. For example, consider the following meromorphic functions
in C2
f (t, z) = tan(at + bz), g(t, z) = − tan(at + bz).
Then f is a solution of Eq. (3). We can easily check that f and g share i, −i, ∞ (counting multiplicities), but f = g .
The reason is that i and −i are roots of P (u) = (a + b)(1+ u2).
(ii) The number “three” of the shared values cannot be reduced. For example, the function f = 1z1+ez2 is a solution of the
partial differential equation ∂u
∂z1
= −u2. The function f and the function g = z1 + ez2 share the values c1 = 1, c2 = −1
with P (c j) = 0, but they are not equal. It is worth mentioning that if ∞ among the shared values is replaced by a ﬁnite
value, a natural Möbius transform would change the type of Eq. (1), to which the result and its proof do not seem to
apply.
(iii) On the left-hand side of Eq. (1), it was assumed that |i| < n. This cannot be improved, as seen from the entire solution
f = ez1+z2 of the equation ∂u
∂z1
= u, which is an equation of the form (1) but with |i| = n = 1. The solution f and the
function g = e−(z1+z2) share the values c1 = 1, c2 = −1, c3 = ∞ with P (c j) = 0, but f and g are not equal.
2. The main result and its proof
We will use the Nevanlinna theory to give and prove a more general theorem than Theorem 1.1.
Theorem 2.1. Let f be a nonconstant meromorphic solution of (1) in Cm with bn ≡ 0 such that
∑
0<|i|<n
T (r,ai) +
n∑
j=0
T (r,b j) = o
{
T (r, f )
}
(4)
outside a possible exceptional set of r of ﬁnite linear measure. Let c1 , c2 be two distinct numbers with P (ck) =∑nj=0 b jc jk ≡ 0. If f
and a meromorphic function g in Cm share c1 , c2 and ∞ (counting multiplicities), then f = g.
Here and in the sequel, T (r, f ) is the Nevanlinna characteristic function of f .
The inequality (4) means that the coeﬃcients ai and b j grow more slowly than f , which particularly holds when ai
and b j all are polynomials or rational functions and f is transcendental, or when ai and b j are all constant and f is a
P.-C. Hu, B.Q. Li / J. Math. Anal. Appl. 377 (2011) 881–888 883nonconstant meromorphic function (no matter whether transcendental or not). Thus, Theorem 1.1 is a direct consequence
of Theorem 2.1.
We will assume familiarity with basic notations and notions of Nevanlinna theory (see e.g. [6,13]) such as the counting
function (or valence function) N(r, 1f−a ) of f for a when a = ∞ and N(r, f ) when a = ∞; the proximity function (or
compensation function) m(r, 1f−a ) of f for a when a = ∞ and m(r, f ) when a = ∞; the Nevanlinna characteristic function
T (r, f ) = N(r, f ) +m(r, f ) of f . It is well known that f is nonconstant if and only if T (r, f ) → ∞ as r → ∞, and rational
if and only if
lim
r→∞
T (r, f )
log r
< ∞.
We have the well-known Nevanlinna ﬁrst main theorem:
m
(
r,
1
f − a
)
+ N
(
r,
1
f − a
)
= T (r, f ) + O (1);
the Nevanlinna second main theorem:
(q − 2)T (r, f )
q∑
j=1
N
(
r,
1
f − a j
)
+ o{T (r, f )}
outside a possible exceptional set of r of ﬁnite linear measure, for a nonconstant meromorphic function in Cm and distinct
values a1, . . . ,aq in the Riemannian sphere P1, and the logarithmic derivative lemma (see [6,13], and [15], etc.):
m
(
r,
f zk
f
)
= o{T (r, f )}
outside a possible exceptional set of r of ﬁnite linear measure for any k ∈ {1, . . . ,m}. We will also need the following
Lemma 2.2. Let f be a nonconstant meromorphic solution of (1) with bn ≡ 0 on Cm such that
∑
0<|i|<n
T (r,ai) +
n∑
j=0
T (r,b j) = o
(
T (r, f )
)
(5)
outside a possible exceptional set of r of ﬁnite linear measure. Then we have
m(r, f ) = o(T (r, f )) (6)
outside a possible exceptional set of r of ﬁnite linear measure. Further, if a complex number c satisﬁes
P (c) =
n∑
j=0
b jc
j ≡ 0,
we also have
m
(
r,
1
f − c
)
= o(T (r, f )) (7)
outside a possible exceptional set of r of ﬁnite linear measure.
Proof. Since f is a solution of the differential equation (1), we have
f = 1
bn
∑
0<|i|<n
ai
(∂ f )i
f n−1
− 1
bn
n−1∑
j=0
b j f
j+1−n,
which implies, when | f (z)| 1, that
∣∣ f (z)∣∣ ∑
0<|i|<n
∣∣∣∣ ai(z)bn(z)
∣∣∣∣
∣∣∣∣ f z1(z)f (z)
∣∣∣∣
i1
· · ·
∣∣∣∣ f zm(z)f (z)
∣∣∣∣
im
+
n−1∑
j=0
∣∣∣∣b j(z)bn(z)
∣∣∣∣
and thus that, in view of the deﬁnition of m(r, f ),
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∑
0<|i|<n
{
m(r,ai) + i1m
(
r,
f z1
f
)
+ · · · + imm
(
r,
f zm
f
)}
+
n−1∑
j=0
m(r,b j) + Nm
(
r,
1
bn
)
+ logN,
where N is a positive integer. Thus, by using (5) and the logarithmic derivative lemma, we obtain (6).
Take c ∈ C and set g = f − c. Since f = g + c is a solution of (1), we ﬁnd
∑
0<|i|<n
ai(∂ g)
i =
n∑
j=1
b˜ j g
j + P (c), (8)
where b˜ j is a linear combination of b0, . . . ,bn with b˜n = bn and
P (c) = P (c, z) =
n∑
j=0
b j(z)c
j .
In particular, Eq. (8) yields the equality
1
g
= 1
P (c)
∑
0<|i|<n
ai
(∂ g)i
g
− 1
P (c)
n∑
j=1
b˜ j g
j−1,
which further implies the following inequality when |g(z)| 1,
1
|g(z)| 
∑
0<|i|<n
∣∣∣∣ai(z)P (c)
∣∣∣∣
∣∣∣∣ gz1(z)g(z)
∣∣∣∣
i1
· · ·
∣∣∣∣ gzm (z)g(z)
∣∣∣∣
im
+
n∑
j=1
∣∣∣∣ b˜ j(z)P (c)
∣∣∣∣.
Hence,
m
(
r,
1
g
)

∑
0<|i|<n
{
m(r,ai) + i1m
(
r,
gz1
g
)
+ · · · + imm
(
r,
gzm
g
)}
+
n∑
j=1
m(r, b˜ j) + N1m
(
r,
1
P (c)
)
+ logN1
for a positive integer N1. Note that
m(r, b˜ j) O
{
m(r,b0) + · · · +m(r,bn)
}+ O (1),
m
(
r,
1
P (c)
)
 T
(
r, P (c)
)+ O (1)
n∑
j=0
T (r,b j) + O (1),
T (r, g) = T (r, f ) + O (1).
Thus, by using the logarithmic derivative lemma again, we obtain (7). This proves the lemma. 
In the case m = 1, a similar result to Lemma 2.2 can be found in [9].
Proof of Theorem 2.1. Since f − c j and g − c j , j = 1,2, have the same zeros and poles (counting multiplicities), there exist
two entire functions α, β on Cm such that
f − c1
g − c1 = e
α,
f − c2
g − c2 = e
β . (9)
If eα = 1 or eβ = 1, then clearly f = g . If eα = eβ , then
f − c1
g − c1 =
f − c2
g − c2 ,
which implies also that g = f . Conversely, if g = f , then eα = 1 = eβ by (9).
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eα ≡ 1, eβ ≡ 1, eα ≡ eβ, g ≡ f . (10)
Assume, to the contrary, that (10) holds simultaneously. Our goal below is to derive a contradiction. To this end, we ﬁrst
obtain the following expressions from (9):
f = c1 + (c2 − c1) e
β − 1
eγ − 1 , g = c2 + (c2 − c1)
1− e−α
eγ − 1 , (11)
where γ = β − α. For t ∈ {z1, . . . , zm}, note that
ft = (c2 − c1)
(
eγ − 1)−2{αte2β−α − βteβ + γteβ−α}.
Substituting it into the differential equation (1), we obtain that
∑
0<|i|<n
ai
m∏
k=1
{
αzk e
2β−α − βzk eβ + γzk eβ−α
}ik (c2 − c1)ik(eβ−α − 1)−2ik
=
n∑
j=0
b j
(
eβ−α − 1)− j(c1(eβ−α − 1)+ (c2 − c1)(eβ − 1)) j,
or
∑
0<|i|<n
ai(c2 − c1)|i|
(
eβ−α − 1)−2|i|+2n
m∏
k=1
{
αzk e
2β−α − βzk eβ + γzk eβ−α
}ik
=
n∑
j=0
b j
(
eβ−α − 1)2n− j(c1(eβ−α − 1)+ (c2 − c1)(eβ − 1)) j,
which can be re-written as
4n∑
μ=0
4n∑
ν=0
aν,μe
νβ−μα =
2n∑
μ=0
2n∑
ν=0
bν,μe
νβ−μα, (12)
where aν,μ are either 0 or polynomials of αzk , βzk (k = 1, . . . ,m) with coeﬃcients being linear combinations of ai(c2 − c1)|i|
(0 < |i| < n) over Z, and bν,μ are either 0 or linear combinations of b j (0 j  n) over C. In particular, by considering the
term enβ on the both sides of (12) it is easy to see that, in view of the assumption that |i| < n, an,0 = 0 and bn,0 = c0bn for
a constant c0 = 0. Moving the sum of (12) on the right-hand side to the other side, Eq. (12) can be changed into
4n∑
μ=0
4n∑
ν=0
Aν,μe
νβ−μα = 0, (13)
where Aν,μ are completely determined by aν,μ − bν,μ , aν,μ , −bν,μ or 0; and in particular, An,0 = an,0 − bn,0 = −c0bn = 0.
Since f and g share c1, c2,∞ counting multiplicities, it is easy to deduce, by the second main theorem of Nevanlinna,
that
T (r, g) N
(
r,
1
f − c1
)
+ N
(
r,
1
f − c2
)
+ N(r, f ) + o{T (r, g)}
 3T (r, f ) + o{T (r, g)}
outside a possible exceptional set of r of ﬁnite linear measure, which implies that
T (r, g)
{
3+ o(1)}T (r, f )
and so that by (9),
T
(
r, eα
)
 T (r, f ) + T (r, g) + O (1) {4+ o(1)}T (r, f )
outside a possible exceptional set of r of ﬁnite linear measure. Similarly, we can obtain
T
(
r, eβ
)

{
4+ o(1)}T (r, f )
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h ∈ {α,β}, that
m(r,hzk ) =m
(
r,
(eh)zk
eh
)
= o(T (r, eh))= o(T (r, f )),
and hence for a ∈ {aν,μ,bν,μ},
T (r,a) = o(T (r, f ))
outside a possible exceptional set of r of ﬁnite linear measure. In particular, we have
T (r, Aν,μ) = o
(
T (r, f )
)
(14)
outside a possible exceptional set of r of ﬁnite linear measure.
Next we claim that
m
(
r, eνβ−μα
)= pm(r, g) + o(T (r, f )) (15)
for all integers ν,μ 0 with (ν,μ) = (0,0), where p = max{u, v}, and then that
m
(
r, eμα+νβ
)
m(r, g) + o(T (r, f )) (16)
outside a possible exceptional set of r of ﬁnite linear measure for all integers μ,ν with (μ,ν) = (0,0).
To this end, note that
m
(
r, eνβ−μα
)=m
(
r,
(
g − c1
f − c1
)μ( f − c2
g − c2
)ν)
.
By Lemma 2.2,
m(r, f ) +m
(
r,
1
f − c1
)
+m
(
r,
1
f − c2
)
= o(T (r, f )) (17)
outside a possible exceptional set of r of ﬁnite linear measure. It is then easy to deduce that
m
(
r, eνβ−μα
)=m
(
r,
(g − c1)μ
(g − c2)ν
)
+ o(T (r, f ))
outside a possible exceptional set of r of ﬁnite linear measure. Also,
m
(
r,
(g − c1)μ
(g − c2)ν
)
= T
(
r,
(g − c1)μ
(g − c2)ν
)
− N
(
r,
(g − c1)μ
(g − c2)ν
)
= pT (r, g) − N
(
r,
(g − c1)μ
(g − c2)ν
)
+ O (1).
Since
N
(
r,
(g − c1)μ
(g − c2)ν
)
= νN
(
r,
1
g − c2
)
+max{0,μ − ν}N(r, g)
= νN
(
r,
1
f − c2
)
+max{0,μ − ν}N(r, f )
and
ν +max{0,μ − ν} = p,
we have from (17) that
N
(
r,
(g − c1)μ
(g − c2)ν
)
= νT
(
r,
1
f − c2
)
+max{0,μ − ν}T (r, f )
= νT (r, f ) +max{0,μ − ν}T (r, f ) + O (1)
= pT (r, f ) + O (1).
Therefore we obtain
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(
r, eνβ−μα
)= p{T (r, g) − T (r, f )}+ O (1)
= pm(r, g) + o(T (r, f ))
outside a possible exceptional set of r of ﬁnite linear measure, in view of (17) and the fact that N(r, f ) = N(r, g), since f
and g share ∞ counting multiplicities. This proves the claim (15). To show (16), noting that
m
(
r, e−(μα+νβ)
)=m(r, eμα+νβ)+ O (1),
we only need to verify (16) for the case ν  0, μ 0 in view of (15). Without loss of generality, we may assume that μ ν
and ν > 0, which implies that μ 1 (if ν = 0, (16) follows clearly from (15)). Then by (15),
(μ + 1)m(r, g) + o(T (r, f ))=m(r, e−(μ+1)α)
=m(r, e(μ+1)α)+ O (1) =m(r, eμα+νβ+α−νβ)+ O (1)
m
(
r, eμα+νβ
)+m(r, eα−νβ)+ O (1)
=m(r, eμα+νβ)+m(r, e−(α−νβ))+ O (1)
=m(r, eμα+νβ)+max{1, ν}m(r, g) + o(T (r, f ))
outside a possible exceptional set of r of ﬁnite linear measure. This yields (16), since (μ + 1) −max{1, ν} 1.
On the other hand, by (9), g−c1f−c1 = e−α is entire. Also, that f = c2 implies that g = c2 and then
g−c1
f−c1 = 1. We deduce
by (17) that
T (r, f ) = N
(
r,
1
f − c2
)
+m
(
r,
1
f − c2
)
+ O (1)
= N
(
r,
1
f − c2
)
+ o{T (r, f )}
 N
(
r,
1
(g − c1)/( f − c1) − 1
)
+ o{T (r, f )}
 T
(
r,
g − c1
f − c1
)
+ o{T (r, f )}
=m
(
r,
g − c1
f − c1
)
+ o{T (r, f )}
m(r, g − c1) + o
{
T (r, f )
}
m(r, g) + o{T (r, f )}.
This together with (14) and (16) implies that
T (r, Aν,μ) = o
(
T
(
r, eμα+νβ
))
(18)
outside a possible exceptional set of r of ﬁnite linear measure for any integers μ,ν with (μ,ν) = (0,0).
We ﬁnally apply the following version of the generalized Borel lemma (see [3] or [6]): Suppose that a1,a2, . . . ,an are
meromorphic functions and g1, g2, . . . , gn are entire functions satisfying that
∑n
j=1 a jeg j = 0 on Cm . If
T (r,a j) = o
{
T
(
r, egm−gk
)}
outside a possible exceptional set of r of ﬁnite linear measure for all m = k and j, then all the coeﬃcients a j are identically
zero. Applying this to (13) and in view of (18), we see that all the coeﬃcients of exponential functions in (13) are zero.
Particularly, we have
An,0 = an,0 − bn,0 = −c0bn = 0,
which contradicts the assumption that bn ≡ 0 since c0 = 0. This completes the proof of the theorem. 
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