Feature selection is an important stage in pattern recognition systems. In this paper we propose a new method based on Cellular Learning Automata-Computing Evolutionary (CLA-EC). The CLA-EC algorithm is an Evolutionary algorithm that is obtained combining from Cellular Learning Automata (CLA) and Computing Evolutionary concept (CA). In this method classification accuracy and number of unselected feature (zeros), considered as fitness function. My Experiments on ORL databases show the effectiveness of the proposed method in compare with Genetic algorithm.
INTRODUCTION
In most areas such as machine learning, data mining, pattern recognition and signal processing, often there are a large number of features. In these contexts, use of Feature selection methods is essential [1, 2] . In feature selection problem, optimal subset of features with size m is selected from a set of Features with size n (n>m) [3] . Reducing the search space for learning algorithms is the purpose of feature selection. In pattern recognition, feature selection can raise the accuracy rate and speed of classification [4] .
Feature selection, usually is implement with filter and wrapper method [5, 6] .Filter method; select the best features independent of any learning algorithm and power of each feature for classification. Instead, in the wrapper approach, the feature subset selection is done using the Induction algorithm as a black box (i.e., no knowledge of the algorithm is needed, just the interface). Although wrappers may produce better results, they are expensive to run and can break down with very large numbers of features. This is due to the use of learning algorithms in the evaluation of subsets, some of which can encounter problems when dealing with large datasets [6] . Filter and wrapper methods are divided into five groups [6] . In wrapper method, fitness function, evaluate the subset generated, if new subset be better than former candidate subset then new subset is replaced with candidate subset. At the end of each iteration, stop condition is tasted to determine, whether the feature selection process continue or not. Another, well know methods for feature selection is Methods based on ant colony algorithm [7] , Methods based on genetic algorithms and Simulated Annealing (SA) [3] . Among the methods that have been suggested for feature selection, the population-based algorithms such as particles swarm optimization algorithm (PSO), Ant colony optimization algorithm and genetic algorithms have been more pay attention [7] .
In this paper we introduced a new method that uses Cellular Learning Algorithm Based Evolutionary Computing (CLA-EC), to find the best subset. The proposed method used in face recognition systems on coefficients of discrete wavelet transform and classification accuracy and number of unselected feature (zeros), considered as quality measure. The rest of this paper organized as follows. In section 2 and 3, respectively Evolutionary algorithms and types of automata is briefly described. Section 4 presents the proposed method based on CLA-EC algorithm. Results of the implementation on ORL database are given in the Section 5. And finally, Section 6 concludes this paper with a conclusion and outlook on future work.
Evolutionary algorithms
Evolutionary algorithms form a class of random search algorithms in which principles of natural evolution are regarded as rules for optimization. They are often applied to optimization problem where specialized techniques such as gradient based algorithms, linear programming, dynamic programming, and etc., are not available or standard methods fail to give reasonable answers due to multimodality, nondifferentiability or discontinue of the problem at hand.
Genetic algorithms are a large group of Evolutionary algorithms that have used in solving complex problems with rough search space. These algorithm works based on selection and recombination. The set of solutions produced in per period of algorithm called a generation and each of the solutions called genome or chromosome. Each genome is combination of problem variables. Always correlation and information exchange among genomes is done through Selection and Re-combination of genomes in per generation. This information transportation causes that slight responses combined together and produce the high quality response. The poor behaviors of genetic algorithms in some problems, in which the designed operators of crossover and mutation do not guarantee that the building block hypothesis is preserved, have led to propose other approaches. However, with all the positive features that there are in standard Genetic algorithm, behavior of Genetic algorithm depends on definition of parameters such as: Mutation and Crossover operators, Mutation and Crossover probability, population size And Number of generations that produce. Therefore, sometimes in combination of genomes not only improve the quality of answers is not obtained, But the algorithm are trapped in local optimum points. In order to solve this problem, several versions of genetic algorithm have been created. More information about genetic algorithms can be found in [8] [9] [10] .
One notable characteristic of genetic algorithm is that: each genome can relate to other genome in genomes population, and structure of relationship is complete graph; this matter recently has been considered from society of researchers. In this area attempt for computations parallelization has caused that, local relationships problem between the genomes are introduced seriously. Studies shows that localization problem of relationship between genomes can be simplify parallel computing and increase the quality of the solutions of algorithm [11] . One reasons for this improvement is gradual transfer of effect of a genome to others genomes, that cause to reduce the fanaticism in algorithm. Although this matter reduce the convergence speed but due to the parallel computation capability, its effect is greatly reduce. One of the models that by using its, localization process of genetic operators and relationship between the genomes have been done is Cellular Automata [11] [12] [13] [14] . Cellular Automata in addition to having a simple structure for modeling complex systems due to its distributed nature, easily can be implemented on parallel processor and this issue has resulted in Cellular Automata be able to find your application in the field of Evolutionary Computation. Cellular Learning Automata (CLA) model is obtained combining Cellular Automata (CA) and Learning Automata (LA) models. CLA is a CA in which the learning automata are assigned for all cells, to define the state of each cell. Like CA, there is a rule that CLA operate under it. In CA, local rule directly define the state of the cell, but in CLA, this rule determine that: whether the action selected by learning automata in cell should be rewarded or penalized. In order to get specified purpose, the reward or penalty action leads to update the structure of CLA. Dynamism of CLA is obtained by applying local rule on all cells of the LA, frequently. Learning is as an adaptive phenomenon in duration of survival of a living entity and Evolution of long-term process in several generations. Answers to this question that, how learning and Evolution affect each other, yet as an issue of research is open. At this field, different theories have been presented that two of the most important theory are Lamarckian and Baldwin. According to Lamarckian theory, during the Animal life, Environment effected on it and this effect is reflected on genetic structure of living and transmitted to the offspring. Versus From the perspective of Baldwin's theory, learning with encourage the successes that partially take place in the evolution process, lead to conduction and speed up of Evolution [15] . Although now, from researchers in natural sciences, wrong of some of these theories, fully is accepted, but the origin of things in the field of computing is inspired by the nature [16, 17] . One of the models that are obtained from the combining the concepts of evolution and learning is a CLA-EC model that is a combination of a model called cellular learning automata (CLA) and the evolutionary model [18] .
Cellular Automaton
A cellular automaton consists of a regular array of cells, each in one of finite number of states. The array can be in any finite number of dimensions. The state of a cell at time t+1 in CA is a function of the states of a finite number of cells (called its neighborhood) at time t. The simplest CA is one-dimensional, with two possible states per cell, and a cell's neighbors defined to be the adjacent cells on either side of it. For more information about cellular automata the reader may refer to [19, 20] .
Learning Automata
Learning Automata are adaptive decision making devices operating on unknown random environments. The Learning Automaton has a finite set of actions and each action has a certain probability (unknown for the automaton) of getting rewarded by the environment of the automaton. The aim is to learn to choose the optimal action (i.e. the action with the highest probability of being rewarded) through repeated interaction on the system. If the learning algorithm is chosen properly, then the iterative process of interacting on the environment can be made to result in selection of the optimal action. Fig. 1 The interaction between learning automata and environment Figure 1 illustrates how a stochastic automaton works in feedback connection with a random environment. Learning Automata can be classified into two main families: fixed structure learning automata and variable structure learning automata (VSLA. In the following, the variable structure learning automata are described. A VSLA is a quintuple <α, β, p, T(α, β, p)>, where α, β, p are an action set with s actions, an environment response set and the probability set p containing s probabilities, each being the probability of performing every action in the current internal automaton state, respectively. The function of T is the reinforcement algorithm, which modifies the action probability vector p with respect to the performed action and received response. Let a VSLA operate in an ( ) ( )
Environment environment with β= {0, 1}. Let n∈N be the set of nonnegative integers. A general linear schema for updating action probabilities can be represented as follows. Let action i be performed at instance n.
Where a and b are reward and penalty parameters. When a=b, automaton is called LRP. If b=0 and 0<b<<a<1, the automaton is called LRI and LRεP, respectively. For more information about learning automata and its application is referred to [21, 22] .
Cellular Learning Automata
Cellular Learning Automata is a mathematical model for dynamical complex systems that consists of large number of simple components [23, 24] . The simple components, which have learning capabilities, act together to produce complicated behavioral patterns. A CLA is a CA in which learning automaton (multiple learning automaton) is assigned to its every cell. The learning automaton residing in particular cell determines its state (action) on the basis of its action probability vector. Like CA, there is a rule that CLA operate under it. The rule of CLA and the actions selected by neighboring LAs of any particular LA determine the reinforcement signal to the LA residing in that cell. In CLA, the neighboring LAs of any particular LA constitute its local environment, which is nonstationary because it varies as action probability vector of neighboring LAs vary.
The operation of cellular learning automata could be described as follows: At the first step, the internal state of every cell specified. The state of every cell is determined on the basis of action probability vectors of learning automata residing in that cell. The initial value may be chosen on the basis of experience or at random. In the second step, the rule of cellular automata determines the reinforcement signal to each learning automaton residing in that cell. Finally, each learning automaton updates its action probability vector on the basis of supplied reinforcement signal and the chosen action. This process continues until the desired result is obtained. For more information about cellular learning automata and its application is referred to [25] [26] [27] [28] .
CLA-EC algorithm 3.1. Concept of CLA-EC (1) (2)
CLA-EC model is a combination of a model called cellular learning automata (CLA) and the evolutionary model. In this model, each genome is assigned to a cell of cellular learning automata to each of which a set of learning automata is assigned. The set of actions selected by the set of automata associated to a cell determines the genome's string for that cell. Based on a local rule, a reinforcement signal vector is generated and given to the set learning automata residing in the cell. Based on the received signal, each learning automaton updates its internal structure according to a learning algorithm. The process of action selection and updating the internal structure is repeated until a predetermined criterion is met. In this paper to simplify the algorithm, we assume that sight search space is a binary finite search space.
Feature selection with CLA-EC
In this paper the binary form of CLA-EC is used to solve feature selection problem. In high space of features that each dimension represents the one type of feature, a subset of feature is a point in the search space. If n is a number of all feature then there are 2 n subset of feature, that each of them are different in size and content of features. Best points are subsets that contain minimal numbers of features (equal to most number of zeros in the chromosome) with high classification accuracy. In our encoding scheme, the genome is a bit string whose length (n) is determined by the number of coefficients of discrete wavelet transform (DWT). Each coefficient is associated with one bit in the string. If the i th bit is 1, then the i th coefficient is selected, otherwise, that coefficient is ignored. Each chromosome thus represents a different subset of coefficient.
Fitness function
The goal of feature subset selection is to use fewer features to achieve the same or better performance. Therefore, the fitness evaluation contains two terms: (i) classification accuracy and (ii) number of features used. Each feature subset contains a certain number of discrete wavelet transform. If two subsets achieve the same performance, while containing different number of features, the subset with fewer features is preferred. Between accuracy and feature subset size, accuracy is our major concern. Combining these two terms, the fitness function is given as: Where Accuracy is the classification accuracy of one specific feature subset, and Zeros is the number of coefficients that not selected (i.e., the number of zeros in the chromosome). The accuracy ranges roughly from 0.5 to 0.99 and the number of zeros ranges from 0 to n-1 where n is the length of the chromosome.
Overall, higher accuracy implies higher fitness. Also, fewer features used imply a greater number of zeros, and as a result, the fitness increases. It should be noted that individuals with higher accuracy will outweigh individuals with lower accuracy, no matter how many features they contain. In CLA-EC, similar to other evolutionary algorithms, the parameters of the search space are encoded in the form of genomes. Each genome has two components, model genome and string genome. Model genome is a set of learning automata. The set of actions selected by the set of learning automata determines the second component of the genome called string genome. For each cell, based on a local rule, a reinforcement signal vector is generated and given to the set of learning automata residing in that cell. Each learning automaton based on the received signal update its internal structure according to a learning algorithm. Then, each cell in CLA-EC generates a new string genome and compares its fitness with the fitness of the string genome of the cell. If the fitness of the generated genome is better than the quality of the sting genome of the cell, the generated string genome becomes the string genome of that cell. This process of generating string genome by the cells of the CLA-EC is iterated until a termination condition is satisfied. The main issue involved in designing a CLA-EC for a problem is finding a suitable genome representation and fitness function, and the parameters of CLA such as the number of cells (population size), topology and the type of the learning automata for each cell.
Evolutionary algorithms as the one described algorithm in this paper can be used in any arbitrary finite discrete search space. To simplify the algorithm, we assume that sight search space is a binary finite search space. So the optimization problem can be presented as follows. Assume f :{ 0, 1} m →ℜ be a real function that is to be minimized. In order to use CLAEC for the optimization function f first a set of learning automata is associated to each cell of CLA-EC. The number of learning automata associated to a cell of CLA-EC is the number bits in the string genome representing points of the search space of f; the genome is a bit string whose length is determined by the number of coefficients of discrete wavelet transform (DWT). Each automaton has two actions called action 0 and 1. Then the following steps will be repeated until a termination criterion is met.
1-Every automata in a cell i chooses one of its actions using its action probability vector 2-Cell i generates a new string genome, new i , by combining the actions chosen by the learning automata of cell i. The newly generated string genome is obtained by concatenating the actions of the automata (0 or 1) associated to that cell. This section of algorithm is equivalent to learning from previous self-experiences.
3-Every cell i computes the fitness value of string genome new i ; if the fitness of this string genome is better than the one in the cell then the new string genome new i becomes the string genome of that cell. That is
4-Se cells of the neighboring cells of the cell i are selected. This Selection is based on the fitness value of the neighboring cells according to truncation strategy. This process is equivalent to mating in the nature. Note that mating in the context of proposed algorithm is not reciprocal, i.e., a cell selects another cell for mating but necessarily vice versa.
5-Based on selected neighboring cells a reinforcement vector is generated. This vector becomes the input for the set of learning automata associated to the cell. This section of algorithm is equivalent to learning from experiences of others. Let Ns (i) be set selected neighbors of cell i. Define, Where u (.) is a step function. The overall operation of CLAEC is summarized in the algorithm of figure of 2.
(4)
Initialize.
While not done do 
Implementations and conclusions
In order to show the performance of the proposed algorithm, we compare the binary CLA-EC with genetic algorithm on ORL database. The ORL database [24, 25] contains ten different images of 40 distinct subjects in up-right, frontal position with tolerance for some tilting and rotation of up to 20 degrees. Moreover, the most variation of some image scale is close to 10%. Therefore, it is expected that this is a more difficult database to work with. For ORL database, the training set has been formed by using deferent samples of each individual. Sample images from this database are given in Figure 3 . Public information of ORL database is illustrated in table 1. Figure . 3 Sample images from ORL database
After preprocessing the images (histogram equalization), Wavelet transform was applied on all images and DWT coefficients were considered as feature vectors. The images were discrete, so the Haar wavelet has used. To analysis the pre-processed images, three levels of the pyramid algorithm were used. Then by connecting approximation column, the images had built in level three of feature vectors. In ORL dataset, Images dimensions are 92x112, so after images analysis to level three the length of Wavelet features became 168. Suggested method tested by Different parameters and showed that by using values in the table 2, maximum efficiency is obtained. Acquired features from both algorithms were classified by the Nearest Neighbor algorithm and classification rate is considered as evaluation measure. Classification rate for GA algorithm with running time of 1580 seconds was obtained 98.5%. While these rates for CLA-EC algorithm with running time of 1510 seconds, was achieved 99.5%. The results showed that CLA-EC algorithm works better than genetic algorithm, both in terms of speed and accuracy. In order to display the performance of GA algorithm and the proposed algorithm, the recognition rate chart based on number of features selected by both algorithms is shown in the following figure. As you seen only with select 39 Feature the proposed method has reached to %99.5 recognition rate. Fig .4 Recognition rate in terms of number of features that selected by GA algorithm and CLA-EC algorithm
CONCLUSION
In this paper a new method based on CLA-EC is presented for feature selection problem. CLA-EC algorithms converge to optimal solutions, quickly and have high ability in search of solutions space; also it can find the smallest subset of features. In this method classification accuracy and number of unselected feature (zeros), considered as evaluation measure. The results of experiments on ORL dataset proved the superiority of new methods in solving the feature selection problems compared with the Genetic algorithms. The advantage of this algorithm is its distribution ability. On the other hand the results shows, with a relatively small number of genomes (population or cells), problems with large numbers of feature are optimized. While in the case of genetic algorithms, such rule is not true.
