In this review we explore the topic of sequential learning, where information to be learned and retained arrives in separate episodes over time, in the context of artificial neural networks. Most neural networks handle this kind of task very badly, as new learning completely disrupts information previously learned by the network. This problem, known as "catastrophic forgetting", has received a lot of attention in the literature. We illustrate the catastrophic forgetting effect, and summarise possible solutions. In particular, we review the literature relating to the pseudorehearsal mechanism, which is an effective solution to the catastrophic forgetting problem in back propagation type networks. We then review similar issues of capacity, forgetting, and the use of pseudorehearsal in Hopfield type networks. Finally, we briefly discuss these issues in the context of cognition, and summarise interesting topics for further research.
Introduction
The issue of learning in a dynamic environment, including such topics as conceptual drift (where the target concept changes over time) and sequential learning (where information arrives in separate episodes over time), represents a serious challenge for learning systems. Ideally the representations developed by learning should be stable enough to preserve important information during new learning, but plastic enough to incorporate new information when necessary. These requirements constitute the "stability / plasticity dilemma" [27] -both stability and plasticity are desirable, but their requirements are in direct conflict. In this paper we review and discuss the impact of these issues on artificial neural networks (ANNs). For a general introduction to the field (and a description of the back propagation and Hopfield type networks discussed in this paper) see introductory texts such as [28, 29] .
As a style of computation ANNs have many useful features, such as content addressable memory, robustness to noise and damage, automatic generalisation, and so on. As a basis for modelling cognition they are in general a natural fit to the similar strengths and weaknesses of human information processing. With respect to sequential learning, however, most ANN learning algorithms perform spectacularly badly. This problem has been described in the literature using terms such as the "catastrophic forgetting" (CF), "catastrophic interference", or "serial learning" problem. The essence of CF is that new learning will typically disrupt or even eliminate any information previously learned by the network. This is the reason that typical ANN learning algorithms are based on concurrent learning, where the whole population of training items is presented and trained as a single, complete entity. Training is then "finished" and no further information is learned by the network. In contrast, human learners are clearly capable of ongoing or sequential learning -integrating old and newly learned information as it is acquired. In short, CF is a property of typical ANNs that is uncharacteristically at odds with the capacities of the real neural networks in brains.
The cause of the CF problem is easy to identify. The use of variable connection weights as a medium for encoding information leads most ANNs to err in the direction of excessive plasticity. New learning changes the weights, thus causing previously learned inputs to generate the wrong outputs. This represents a major problem for ANN learning algorithms. CF limits the power of ANNs as general learning systems, and hugely constrains them as a framework for modelling cognition.
This topic is usually studied in the context of feed forward "multi layer perceptron" (MLP) type networks such as the popular back propagation family. In their early studies of CF [40, 48] the authors suggested that it might be a fundamental limitation of this general class of ANNs. Subsequently of course, CF and possible solutions to the problem, attracted a great deal of interest. Other important early studies include [17, 18, 30, 36, 37, 41, 45, 46] . For reviews see [63] or [21] for a recent and comprehensive overview. Although the two literatures have seldom been connected, related issues of capacity and catastrophic overload / forgetting also occur in the Hopfield / constraint satisfaction family of dynamical networks. Early studies include [5, 10, 33, 47] .
In short, most ANN learning algorithms deal very poorly with ongoing / sequential learning. Excessive plasticity leads to the catastrophic forgetting of old information. The purpose of this paper is to review and discuss the CF problem and its solutions. In particular we focus on a family of solutions based on pseudorehearsal [51] .
Pseudorehearsal is one of the most widely studied solutions to CF, and the only one which has been applied to both the back propagation and Hopfield type families of networks. Since the method was proposed there have been a range of studies based on or related to it, including [1, 2, 3, 4, 16, 19, 20, 22, 23, 24, 38, 42, 52, 53, 54, 55, 56, 57, 58, 59, 65, 66] . In reviewing this literature we hope to summarise results to date, provide an overview of how the various themes relate to each other, and identify interesting topics for further research.
In the sections below we first summarise the CF problem and possible solutions to it (such as "reduced overlap" methods) in the back propagation family of networks (Section 2). We briefly describe the pseudorehearsal solution in general terms (Section 3). We explore various ways of implementing pseudorehearsal in ANNs, and summarise results relating to pseudorehearsal and related methods (Section 4). We then discuss (Section 5) CF and related issues in Hopfield type networks, and explore the relationship between pseudorehearsal and an alternative approach, the "unlearning" technique of Hopfield et al. [33] Crick & Mitchison [10] and others. In the discussion (Section 6) we briefly explore the issue of how these techniques might be related to learning and consolidation in real brains, focusing on the complementary learning systems proposed by McClelland et al. [39] , and the possible role of sleep.
Catastrophic forgetting
In this and the following sections we summarise the CF problem and possible solutions to it in the back propagation (generalised delta rule) family of networks. These networks consist of three or more layers of units, with "feed forward" connections between layers.
Inputs are presented at the first (input) layer, fed forward through any intermediate (hidden) layers, and create output patterns on the final (output) layer. Weights are adjusted so as to reduce error when outputs are compared to a "teaching" pattern which is simultaneously presented to the output layer. The input population is presented as often as required to reduce the output error to an acceptable criterion (each presentation is called an "epoch"). These networks can be used to learn mappings between input and output populations of patterns.
The problem
As CF has been well discussed in the literature we provide only a brief introduction here, see also [51, 63] , or see [21] for a recent and comprehensive overview.
In typical illustrations of CF a back propagation type network is used to learn a "base" population of items (input / output pattern pairs). Subsequently a sequence of new items or groups of items is learned. The effect of this new learning on old information can be illustrated by re-testing the base population after learning each new item. The error of the old information (base population) typically increases catastrophically after any subsequent learning event.
In Figure 1 the "standard" condition illustrates this effect using a real world data set 1 .
Initially ("0" on the x axis) the base population is learned to criterion. Subsequently, learning even a single new item causes a huge increase in the base population error.
Although most of the damage is done by this first learning event, up to a point learning further new items causes even more error / forgetting. In short, new learning hugely disrupts the old information.
Various factors influence the extent to which forgetting occurs. In the special case that the new item to be learned is drawn from exactly the same distribution as the base population, CF may not occur at all [52] . In this case (due to generalisation) very few presentations are typically required to learn the new item. In general, however, the new items to be learned by a network can be drawn from significantly different distributions, and (as in Figure 1 ) CF is a serious practical problem. Ratcliff [48] notes that items learned in groups are significantly more resistant to forgetting than items learned singly.
French [17] suggests that the extent to which CF occurs is largely a consequence of the overlap of distributed representations and can be reduced by reducing this overlap.
Sharkey & Sharkey [61, 62] provide a useful overview of several practical issues, noting that catastrophic forgetting occurs most significantly in cases where training is sequential and without negative exemplars. Catastrophic forgetting will be worst when similar 1 These results were originally presented in various simulations in [52] . They are based on a 4:3:4 autoassociative back propagation network with a learning constant of 0.05, momentum of 0.9, a sum of squares error measure, and an error criterion of 0.01. The network was trained to criterion on a base population of 30 examples of one species of iris from the well known Iris data set [44] , then further trained on a sequence of 20 new irises drawn from a second species. All results were averaged over 50 replications of the simulation (using different populations for each replication). The same results are observed using either batch or online weight updates.
inputs, generating similar hidden unit patterns, require very different output patterns to be produced.
Scope of the problem
CF is a serious problem for most ANNs, including those based on the popular back propagation type algorithms. Related issues arise in the Hopfield type family of dynamical networks. This is the reason that most learning algorithms are based on training concurrently (with all training data available at the same time, and used in a number of training presentations / epochs until the desired performance is achieved).
Training is then regarded as finished, and no further learning is attempted. Such restrictions limit the power of ANNs as general learning systems, and dramatically constrain them as a framework for modelling cognition.
By no means all ANNs exhibit CF however. The problem arises because learning (changing weights) for one item disrupts the behaviour of the network for other items.
Obviously if items effectively share no weights then no forgetting will occur. This is the case for "localist" connectionist networks (where concepts are encoded using single units, see for example [14] ), and ANNs using distributed representations that are orthogonal.
Fully localist and fully distributed representations are two ends of a continuum.
Between these end points, CF is reduced to varying degrees in architectures with significant amounts of localisation and / or physical separation of the representations of information. One of the first examples was the original ART1 network [7, 8] which encodes new inputs (when sufficiently novel) using previously unused units (drawn from a fixed "pool" in the F2 layer). Although not usually noted in the CF literature, Carpenter & Grossberg [8] explicitly describe the ability of ART1 to continuously learn new inputs as a significant advantage compared to other typical network architectures. CALM, an explicitly modular network architecture [45] , also stores new inputs using previously uncommitted nodes. Similarly, CF may be reduced to varying extents for "constructive" learning algorithms that learn by adding new units and connections 2 . See [21] for further discussion of these and related methods.
A different approach to separating representations is illustrated by the ALCOVE network [35] . ALCOVE has a hidden layer of radial basis function units that partition the input space. In this case representations of new inputs that are not similar to previously learned items will necessarily activate different hidden units, and so reduce CF. By tuning the shape of the receptive fields a balance of "semi-distributed" representations can be achieved. Once again, see [21] for a discussion.
These kinds of network are generally less vulnerable to CF. Furthermore the principle of reducing the overlap of representations can be extended to standard ANNs which employ fixed architectures and fully distributed patterns of activation. This constitutes one of the two main families of methods which have been explored (in back propagation type networks) as possible solutions to the CF problem, as described in Section 2.3 below. In Section 3 we describe the second main family of possible solutions, the rehearsal based approach which forms the focus of this paper. 2 More research is required to assess the extent to which constructive algorithms provide protection from catastrophic forgetting. Work currently in progress [12] shows, for example, that cascade correlation [13] is vulnerable to the problem.
Reducing overlap
Several authors have proposed ways of reducing the impact of CF in back propagation type networks which are based on the general principle of separating representations.
This approach can be summarised by French's observation [17] that the extent to which CF occurs is largely a consequence of the overlap of distributed representations, and that its effects can be reduced by reducing the overlap.
In the networks described above the overlap between representations is reduced by physically segregating the network into modules, regions, or possibly single units using localist representations. In back propagation type networks reduced overlap can be achieved by modifying the learning algorithm (and / or training regime) so as to create sparser hidden unit representations (patterns of activation with fewer active units).
Examples of this approach include the novelty rule [34] , activation sharpening [17] , context biasing [18] and techniques described in [41, 46] . Context biasing, for example, introduces an extra step to the learning process which adds weight changes that enhance the differences between the pattern of hidden unit activation generated by the current input and the pattern generated by the previous input.
Reduced overlap methods do not in general prevent CF when measured, as in Figure   1 , by the ability of the network to correctly reproduce previously learned outputs (which French [21] calls an "exact recognition" measure). They do, however, mitigate its effects to the extent that after new learning, old information can be more quickly relearned by the network 3 (which French calls a "savings" measure). A further consideration when using these methods is the complicating issue of the undesirable side effects of sparse hidden unit representations. French [18] identifies several problems that arise, arguing that they result in a reduced capacity to categorise and discriminate inputs, a reduced capacity to generalise, and even in some cases an increased vulnerability to CF. Sparse (more "localist") representations would also imply a decreased robustness in the face of noise and damage. Similarly, the use of distributed (non sparse) but separated (non overlapping) representations would reduce the abilities of networks to extract central / prototypical information and to generalise.
The pseudorehearsal solution
The main focus of this paper is on pseudorehearsal, which is an example of the second main family of possible solutions to CF, methods based on rehearsing / relearning old information. In Sections 3 and 4 we describe rehearsal based methods in general, and pseudorehearsal in particular, in the context of back propagation type networks. The use of these methods in Hopfield type networks is discussed in Section 5.
Rehearsal and pseudorehearsal
An obvious mechanism for protecting old information is to rehearse / relearn it along with the new information. Rehearsal was first explored in the context of catastrophic forgetting by Hetherington & Seidenberg [30] and Ratcliffe [48] , and a range of specific methods have been explored [46, 51] .
Following Ratcliffe [48] , rehearsal can be thought of as introducing each new item not alone, but in a rehearsal buffer along with a number of old items. The population of items in the rehearsal buffer are then trained over a number of epochs in the usual way.
If all old items were included, rehearsal would simply amount to retraining the entire base population as new items are introduced (as is the case in for example the particular implementation of "interleaved learning" used by McClelland et al. [39] ). However, subsets of the base population or less rigorous training criteria can also be used As shown in Figure 1 , rehearsal condition, CF (in this real world data set) can be completely eliminated. Each new item is learned (to criterion) using a sweep rehearsal buffer (five old items were trained each epoch, replacing those used in the previous epoch so that the buffer remains of a fixed size). During this process the performance of the network on the old information (base population) remains excellent. Sweep rehearsal is very effective despite the fact that it does not use all old items every epoch, and does not explicitly retrain old items to criterion. This suggests that in general rehearsal should be "broad" but it does not need to be "deep".
Rehearsal is effective, and could be used as a practical method for building ANN applications. It may be, however, that the old items have been lost, or it is not practical for some reason to store them. In particular, rehearsal is unsatisfying as a framework for modelling cognitive processes. New learning can only take place if all old information learned by the organism is available from some other internal source for rehearsal. Not only is this impractical, but it seems to make the rehearsal based memory system itself redundant! It is possible to achieve the benefits of rehearsal, however, even when there is no access to the previously learned information. In other words, we can do rehearsal even when we do not have the old items to rehearse. This "pseudorehearsal" mechanism [51] is based on the use of artificially constructed populations of "pseudoitems". A pseudoitem is constructed by generating a new input vector at random, and passing it forward through a network in the standard way. Whatever output vector this input generates becomes the associated target output. For a given network (trained on some base population) a population of pseudoitems constructed in this way can be used instead of the actual base population items in any rehearsal regime. Learning proceeds exactly as before, except that instead of rehearsing items chosen from the old base population, they are chosen from the population of pseudoitems.
For example, using the task described above (see Figure 1 ), in the pseudorehearsal condition a population of pseudoitems is constructed before each new item is learned.
The new item is then learned along with pseudoitems that are chosen at random for each epoch 4 . Training continues in this way until the new item is trained to criterion. Figure 1 shows the results for pseudorehearsal, which is highly effective at preserving the base population -despite the fact that no real base population items have been rehearsed.
Although not evident from this graph the error for pseudorehearsal (which reaches 0.019 by the twentieth new item) is slightly higher than for real rehearsal (which remains at 0.009, just below the training criterion of 0.01).
In short, pseudorehearsal is an effective method for achieving the benefits of rehearsal in reducing catastrophic forgetting, without assuming access to old information. Rather than explicitly storing all learned items for later rehearsal, pseudorehearsal approximates this information whenever it is needed. Using back propagation type networks the method has now been applied to a number of data sets, including the Iris data used in [52] and summarised above; autoassociative and heteroassociative randomly constructed data sets [1, 51] ; classification tasks using the Mushroom and Congressional Voting Records data sets (see [44] ) and a Cat and Dog picture dataset [19, 20] ; artificial and natural categories [24] ; an artificial 2D domain [66] ; a coronary artery database [65] and a domain of arithmetic facts [2] . Using Elman type networks pseudorehearsal based methods have also been shown to be effective at preserving learned sequences [3, 4] .
Functions and local learning
Why does pseudorehearsal work? Back propagation type networks can be interpreted as function approximators. The training population defines input / output pairs in some (usually multidimensional) space, and as a result of training the network fits a function to the training points. We can interpret both rehearsal and pseudorehearsal in this context.
During further training a network using rehearsal retrains the originally learned points on the function (the base population). In the pseudorehearsal case the network retrains other randomly chosen points on the function (the randomly sampled input/output mappings that are pseudoitems).
We can illustrate this interpretation directly using (as proposed by Frean in [16] ) a back propagation network with just a single input and a single output unit. This allows us to plot both the actual training data (input value / output value pairs) and, by sampling the input "space" (systematically inputting values in the range 0 to 1), the function learned by the net. shows the effect of learning a single new item. The new data point is correctly learned, but the whole function has been moved to fit it. Base population inputs will now be mapped on to the wrong outputs -in other words CF has occurred. If however (from the original starting point shown in (a)) we learn the new item using pseudorehearsal, then we arrive at the function shown in part (c), which fits both the new data point and the base population points adequately. CF has been prevented not by rehearsing the base population items themselves, but by rehearsing pseudoitems (other randomly chosen points on the function).
As shown by this simulation, the essence of the pseudorehearsal solution is to restrict changes to the function learned by the network, so that new learning causes only local changes, leaving the rest of the function unaffected. Pseudoitems exert their influence directly on the output function via the errors back-propagated from the output units. The output function is "fixed" by the errors associated with the pseudoitems, and can change only in the region where the constant influence of the error associated with the new item is stronger than the "inertia" generated by the pseudoitems.
Bottu & Vapnik [6] describe an algorithm as "local" if it can adjust its capacity (ability to learn items) independently in different regions of the input pattern space. They outline two ways in which such localisation can be achieved:
• by manipulating the training set so that for a given testing pattern the network is trained on inputs in a small neighbourhood around the testing pattern, and
• by setting the structure of the network so that each parameter affects the capacity of the system only in a small neighbourhood.
Bottu & Vapnik [6] show that the k-nearest-neighbour (kNN) algorithm [11] is a particular case of the first approach, and that radial basis function (RBF) networks [43] are an example of the second. Clearly the pseudorehearsal mechanism illustrates a third way in which learning can be local, namely a manipulation of the training set that directly restricts changes to the output function. Robins & Frean [56] discussed the relationship between pseudorehearsal and other local learning methods such as RBF networks, activation sharpening [17] and kNN. Pseudorehearsal was shown to be significantly more effective than the other local methods tested on a serial learning task. Whereas most local algorithms are based on restricting the structure or representational power of the network, pseudorehearsal works on the output function directly, without restricting representations within the network. Pseudorehearsal is effective and flexible because the network is free (as is the case using standard back propagation) to adopt any representations allowed by the error function.
In short, pseudoitems "approximate" the old population and "map out" the function learned by the network. To implement pseudorehearsal effectively the network should be constructed so as to generalise well (fit the base population with a smooth function), so that pseudoitems are systematically related to the structure of the base population.
Pseudorehearsal is most effective when the pseudoitems are generated from the same underlying distribution as the actual training data. Similarly, French et al. [22] argue that where the density of the data varies over different regions of the function then the density of the pseudoitems generated should match this distribution 6 . However, randomly 6 One way of generating pseudoitems which were systematically similar to learned items would be to extract and retain just the principle components of the learned population, possibly using a separate small generated / evenly distributed pseudoitems are very effective for most tasks, and for example have been shown to work well for a range of structured real world data sets (as described in Section 3.1). Up to a point the more pseudoitems in the population, and the more pseudoitems used in the training buffer, the better. A large number of pseudoitems samples the structure of the function in more detail, and a large training buffer fixes the function in more places. The "sweep" method described above (for rotating a number of pseudoitems through the rehearsal buffer) also has some useful properties. Without this rotation a buffer containing a fixed set of pseudoitems would use (for each new item)
fewer pseudoitems more frequently, and would thus be prone to over-fitting these pseudoitems, and to conflicts when pseudoitems fall very close to the new item.
Storage issues
Rehearsal requires the network to have available, in some other memory store, old learned items for relearning in the network. Such a store must be long term, stable, and very specific in its contents. A major advantage of pseudorehearsal is that it does away with this requirement. There is, however, apparently a need for a temporary store to hold the population of pseudoitems while it is used in the rehearsal process. As pseudorehearsal was initially described and implemented [51] this issue was not explored. A temporary store for pseudoitems, as shown schematically in Figure 3 (a), was simply assumed.
unsupervised network. This information could then be used in the generation of similarly structured pseudoitems. We are grateful to Jerome Friedman (personal communication) for this suggestion.
Ideally, and particularly for cognitive modelling, we would like to avoid the use of any explicit store and generate pseudoitems "on demand". In order to be useful pseudoitems must be created from the original function, and used to constrain the subsequent process of changing the function during further learning. Therefore, any mechanism for generating pseudoitems on demand will have to somehow preserve information about the original function, even as the function embodied by the weights of the network changes.
In the following section we explore various proposals for solving this problem, and implementing pseudorehearsal in a realistic ANN without using a separate store of pseudoitems.
Pseudorehearsal based ANNs
In Sections 4.1 to 4.3 we describe and discuss various pseudorehearsal based ANNs that do not require an external pseudoitem store. In Section 4.4 we note further results arising from explorations of pseudorehearsal and of these networks.
Dual networks
The most thoroughly explored approach to implementing a pseudorehearsal based ANN is the dual network method independently proposed by [1] and [19] . The insight underlying this approach is that a learning system can consist of two networks, one with the main function of learning items as usual, and one with the main function of representing previously learned information and using it to generate pseudoitems.
In [1] the authors proposed two separate networks, as illustrated in Figure 3 (b), and two distinct phases of training. We can summarise the procedure as follows. Assume that both networks (in the simplest case these are typical feed forward networks) start in the same state, encoding some previously learned knowledge / function. In the first phase of learning a new item is to be learned by one of the networks, designated Net1. The item is learned by Net1 along with pseudoitems generated on demand from Net2. To generate pseudoitems the same random input is presented to Nets 1 and 2, and the output from Net2 is used as a teaching signal for Net1 (and compared to the Net1 output in the usual way). As Net1 learns Net2 does not change its weights at all, they remain an accurate representation of the original function. In short, Net2 is serving exactly the same role as an external pseudoitem store. Otherwise the learning process is the same, the new item is learned along with pseudoitems that represent and therefore preserve the original function.
In the second phase of learning the roles are reversed, and given the same pseudoitem inputs to both nets Net1 is used to generate pseudoitem outputs that are used to teach Net2 (no external / new items are learned by either network in this phase). The purpose of this phase is to "update" Net2 so that it represents the current state of Net1 (which currently combines old information and the newly learned information) 7 . The system is now ready for further learning -as further new items are presented the first phase of learning begins again.
French [19] also proposed a dual network strategy, but his "pseudorecurrent"
architecture has shared input units at the first layer, as illustrated in Figure 3 (c) . This simplifies the presentation of pseudoinputs (which must be the same for both networks).
French [19] demonstrated a two phase learning process like [1] , but most of his simulations were conducted using "weight copying", where after the first phase of learning the second phase is assumed and the weights of Net1 are simply copied to become the new weights for Net2. (In this case Net1 and Net2 must have the same internal architecture, which as noted above is not necessarily the case when pseudoitems are used to transfer information between networks). Weight copying is obviously not biologically plausible, it is just a practical simplification of the full two phase learning 7 As the dual network approaches illustrate, pseudoitems can be used not only to consolidate information within a network (preserve the original learned function), but also to "transfer" information between networks (communicate a learned function from one network to another). As shown by [54] this transfer is effective even between networks of different internal architectures (number and size of hidden unit layers), though the size of the input and output layers must be the same so that pseudoitem inputs and outputs can be used by both networks.
process. Some interesting results produced with the pseudorecurrent architecture are noted in Section 4.4 below.
The behaviour of a simple dual network architecture using weight copying will be exactly the same as for a single network using an external pseudoitem store -the methods are formally equivalent (if the store is managed in such a way that each pseudoitem is used without repetition). The practical difference lies in the way in which pseudoitems are managed: in one case they are generated by the original network in advance and stored, and in the other they are generated by an exact copy of the original network as needed. Using full two phase learning instead of weight copying will result in very similar (though not identical) behaviour.
The pseudoitem based transfer of information (where one network "teaches" another) seems, in the context of the brain, like a useful and plausible mechanism by which different assemblies or structures could communicate information to one another. In fact if we are to assume that memory related processes (and cognition in general) involve the transfer of information between neural structures at all, it must be done using either exact learned items / patterns, or pseudoitem-like approximations.
Dual weights
The underlying requirement in implementing pseudorehearsal is that pseudoitems need to be generated from the original learned function (in order to preserve that function while integrating new information). The dual network approach is one way of achieving this.
Robins [53] independently proposed a related method for implementing pseudorehearsal within a single network.
Robins proposed a network where each connection is assumed to be able to represent two weights, as pictured in Figure 3 (d). These dual weights can be used to implement pseudorehearsal as follows. One set of weights, e.g. w ij in the figure, operates as usual for a back propagation type network. Assuming that the network has done some learning (learned the base population) the other set of "old" weights o ij start with the same initial values. As new items are learned the weights w ij are adjusted as usual, but the network also learns internally generated pseudoitems. To generate pseudoitems random inputs are presented and fed forward using each set of weights in turn. The "output" generated by the weights w ij is compared with the "teacher" generated by the weights o ij and the weights w ij are adjusted in the usual way. As the weights o ij are not adjusted by learning they remain an accurate representation of the original learned function / base population and can be used to generate pseudoitems as required. When the new items have been learned the weights w ij will encode both old and new items. On each connection the weight o ij updates itself to be a copy of the weight w ij , and the network is ready for further learning.
This interpretation of a dual weight network is obviously similar to the dual network systems described above, but it is as if the networks are "superimposed" on each other and share the same units at all layers. Other variations within a dual weight approach are possible. As originally described and implemented by [53] one weight was used as a fixed base weight to generate pseudoitems, and the other as an offset which was added to the base weight and adjusted during the course of learning new items.
While the dual network approach is the more fully explored, the dual weight approach seems to be simpler in some respects. Most obviously, a dual network system requires a more complex architecture, using roughly twice as many units, and requiring accurate unit to unit connections (in both directions) between the networks, for example between the output layers of the two networks to convey teaching patterns. Dual networks also require that the "contents of memory" (the function encoding the previously learned items) are continuously being moved: from Net2 to Net1 in the first phase of learning, and back from Net1 to Net2 in the second. This involves a cost in time (two learning processes) and risk from damage or other kinds of breakdown. In contrast the dual weight approach does not require extra units or connectivity. All learning and consolidation occurs in the same network, the contents of memory are not "moved".
Only a single learning phase is required (and then a step in which one weight on each connection is updated using the other).
This simplicity comes as the cost of assuming two weights per physical connection, but we suggest that this is not implausible. In terms of the neural realisation of ANN constructs there seems to be no reason to insist that the "units" of the nervous system must have "connections" that can carry only one "weight". In general, central nervous system function appears to involve diverse mechanisms of processing and learning. The pattern of firing (in a given neuron) is mediated by complex membrane potential effects which are based on the structure of the cell, and the location, intensity, and temporal properties of the input stimulus. Different types of neuron also have different activation
properties. A given cell can make more than one kind of synapse with subsequent cells, and a given synapse can release different neurotransmitters under different conditions.
Information can also be encoded in a pattern of firing in many different ways (such as frequency coding, burst duration coding, phase coding, and so on). Several mechanisms of synaptic modification have also been identified, including different kinds of long term potentiation effects. In short, we suggest that the use of different kinds of "weights" with different functions in learning is biologically plausible. In the ANN literature the use of two distinct weights for each connection has also been proposed (for other purposes) by
Hinton & Plaut [31] .
Other architectures
The dual weight approach shows how learning could be consolidated within a single network. The exchange of pseudoitems between dual networks is a different approach, and a useful mechanism by which different assemblies or structures could communicate information to one another. It is certainly possible that other methods of implementing pseudorehearsal could be found. We suggest, however, that the methods outlined above are the most direct and plausible, and that analogous mechanisms could actually be occurring in the brain (see Section 6).
Moving beyond implementations in basic feed forward networks offers some interesting possibilities. French et al. [22] argue that, particularly for learned functions that are very regular over certain regions, randomly generated pseudoitems may not be as effective as pseudoitems generated so as to particularly sample the most relevant regions of the learned function. Demonstrating at least one way in which this might be 
Further results
The above review has covered most of the basic results and topics of interest. In this section we briefly note some remaining results which have arisen from an exploration of pseudorehearsal and related topics.
One phenomenon links both pseudorehearsal and the reduced overlap family of solutions to CF (Section 2.3). As shown in [19, 55] the pseudorehearsal process naturally results in a moderate sharpening of hidden unit representations. Unlike explicit methods for reducing overlap, which exaggerate / sharpen existing representations, the sharpening which arises from pseudorehearsal can also involve a re-ordering of the most active units [55] . This suggests that considerable flexibility is required to solve the learning task, and emphasises the fact that pseudorehearsal is focused not on maintaining weights, but on maintaining the behaviour of the network.
cognitive processes with pseudorehearsal based learning. In particular French [19] showed that his "pseudorecurrent" architecture exhibited plausible list-length and list-strength effects, both topics which have been well explored in the psychological literature (see for example [49, 50, 64] ).
Ans et al. [3, 4] show that pseudorehearsal based methods are effective at preserving learned sequences in Elman type networks. Frean & Robins [16] present, in the context of single layer linear networks, a formal analysis of pseudorehearsal, and show that in some cases (for this kind of network) there is an optimal version of pseudorehearsal which is equivalent to a simple modification of the delta rule. In a detailed formal analysis French & Chater [23] generalise the concept pseudoitem to the point that explicit error information is no longer required, and error surfaces can be approximated (using first-derivative information) purely from noise.
Hopfield type networks
Although the two literatures are almost completely distinct, very similar issues relating to ongoing learning and capacity arise in the context of Hopfield type networks. These networks (see for example [28, 29] ) consist of a single layer of units, usually fully connected with symmetrical weights. They can be used to learn (autoassociate) patterns, and retrieve these patterns from partial input cues (thus functioning as a "content addressable memory"). From a given input state, activation iterates through the network until a stable state (or "attractor") is reached. The stable states of a network (defined in terms of an energy function) may correspond to learned patterns, or to other "spurious"
states created by interactions between learned patterns.
In this section we explore the use of rehearsal and pseudorehearsal based mechanisms in this family of ANNs.
Capacity and forgetting
As originally proposed [32] and usually implemented, this family of networks is trained using variants of Hebbian learning. Each pattern to be learned is presented, and the weights between each pair of units is adjusted in proportion to the product of the activations of the units (so that strong weights develop between coactive units). The properties of this approach to learning have been extensively explored. In particular, the capacity of networks trained in this way (the number of arbitrary patterns which can be stored) is roughly 0.14N, where N is the number of units in the network (see discussion in [29] ).
With Hebbian learning the input population is never treated as a "whole" (in the way it is in error correcting algorithms such as back propagation, where the whole input population must be concurrently available to be re-presented over a number of epochs).
Instead, each input item / pattern is presented just once. Learning is inherently serial, it can be thought of as a sequence of discrete events, and these events could be occurring at any time.
In this case any division of items into a "base population" and "new items" would be arbitrary. The question of how new learning effects old becomes mostly a matter of how many of a sequence of trained items the network can successfully store. This is exactly the question of capacity, which as noted above is known to be approximately 0.14N. Table 1 illustrates the performance of a typical Hopfield network as this limit is approached and exceeded 8 . The network is trained on populations of various sizes, as shown in the first column. The next group of three columns shows the performance of the standard Hebbian training procedure. "Stable" indicates how many of the trained patterns are stable when presented as inputs to the network. "Found" indicates how many of these stable states are actually found when sampling the network using 1000 randomly constructed inputs (each of which is iterated until it converges on a stable state).
"Spurious" shows how many distinct spurious stable states are found by the 1000 random inputs. The values shown are averages for 20 replications of each simulation.
As the network consists of 100 units, we expect performance to degrade for populations with more than (roughly) 14 training patterns. This can be observed in the data shown. For populations of size 14, on average about 12 patterns are stable after training, and most of these are found when sampling the network. For larger populations the proportion of patterns that are stable decreases rapidly. For populations of size 30, less than 2 trained patterns are stable, and these are hardly ever found by sampling. In short, this kind of network does not perform well with respect to ongoing learning. As more and more items are learned, the memory system completely collapses, and almost all learned items are lost.
This problem has been addressed in the literature by a method known as "unlearning", first proposed in [10, 33] , and extended in other studies such as [9, 67, 68] . Unlearning rests on the assumption that the collapse of memory, as described above, is caused by a build-up of unwanted attractors that "obscure" or "overwrite" the learned attractor states.
The intention is to find and remove these unwanted attractors. The method by which this is accomplished is to randomly sample the network as described above, but then to unlearn (learn with a small negative learning constant) the stable states found.
Unlearning can be implemented in various ways. To generate the results shown in Table 1 the training procedure described above was extended as follows. While learning a given population, after each item has been learned (1 presentation of Hebbian learning, with a learning constant of 1.0 as usual) 50 unlearning episodes are applied. Each episode consists of iterating a random input until a stable state is reached, and then applying Hebbian learning with a learning constant of -0.01. In other words, random attractor states are found and (slightly) unlearned.
As shown in the Unlearning columns in the figure, this modification to learning has a significantly beneficial effect 9 . As the population size grows larger a more or less constant number of trained patterns remain stable 10 . There is a strong tendency for the more recently learned items to be the ones which are retained (perhaps because the older items have had more time to be unlearned), with the most recent item being found most often. In short, when extended with unlearning, this kind of Hopfield network deals with ongoing learning by retaining the most recently learned items.
We have not explored the use of rehearsal / pseudorehearsal based methods in this kind of network. As noted above, a second presentation of all previously learned items (full rehearsal) simply doubles the magnitude of the weights, without changing the behaviour of the system. Thus rehearsing old items would very quickly cause those items to dominate the weights, and lock out any further learning.
Forgetting with error correcting learning
The standard Hopfield network described above has a low capacity. A higher capacity can be achieved by varying the architecture and the learning algorithm employed. If we allow asymmetric connections, the theoretical maximum capacity of such a network is 2N 9 One of the problems with Hebbian learning is that weights can grow too large and therefore dominate.
Unlearning acts to reduce the size of weights. In fact, the results achieved for unlearning are very similar to the results achieved for simple weight decay [9, 59] .
(arbitrary) patterns [25] 11
. The most effective learning algorithm in this case is the delta rule [26] 12
.
In [58] we explored the efficacy of rehearsal and pseudorehearsal using a
Hopfield network of this type.
The delta rule, like other error correcting learning algorithms, trains using the input population concurrently over a number of epochs. We can therefore (as for the back propagation simulations) use the network to learn a base population followed by a sequence of new items. Figure 4 summarises results from simulations in [58] As is the case in back propagation type networks, rehearsal protects the base population from forgetting. Rehearsing the whole population with each new item (rehearse 100% condition in Figure 4 ) shows that perfect performance is possible.
Rehearsing half the population (rehearse 50%) is only moderately effective. 11 In [29] the authors briefly review the impact of asymmetric connections, noting that asymmetry effectively introduces some "noise", and may slow down the approach to an attractor. If the asymmetry is "systematic or very strong" then it can produce limit cycles or chaotic behaviour. 12 The delta rule is an error correcting algorithm which adjusts weights on the basis of the difference between actual and desired / teacher outputs. It underlies the back propagation / generalised delta rule which is used in multi layer nets. 13 The Hopfield type network consists of 64 units with activations of 0 / 1 and a threshold of 0. Input patterns consist of an alphanumeric character set, and are learned (with noise) using the thermal perceptron .
Creating pseudoitems in this way means that the pseudoitem population (randomly chosen attractor states) will naturally include actual learned base population items (which are significant attractors in the network). Pseudorehearsal continues to work, however, even when (although there is no reason to do this) actual base population items are deliberately excluded. In other words, even relearning attractors which are usually regarded as spurious (or "crosstalk") can protect actual learned attractors from the damage caused by new learning [58] . Note however, that Meeter [42] shows that in some circumstances the rehearsal process can become dominated by "runaway consolidation", where a small number of attractors come to dominate the rehearsal process. Meeter also describes and evaluates possible solutions to this problem.
delta rule variant [15] . The base population consists of 44 items, and a further 20 new items are learned in sequence. Results are averages over 50 replications.
Discussion
It is interesting to note that, albeit in different network variants and in slightly different ways, both the unlearning and the relearning of randomly selected attractors can have beneficial effects on memory. It is, however, difficult to directly compare the efficacy of the unlearning and the rehearsal / pseudorehearsal based methods. Unlearning is used in networks with symmetric connections and Hebbian learning, where rehearsal is not effective. Rehearsal / pseudorehearsal has been explored in much higher capacity networks with asymmetric connections and delta rule learning where, similarly, we have not found unlearning to be effective. The methods can be compared, however, in terms of their plausibility for cognitive modelling. In [59] we argue that the pseudorehearsal based account is significantly more plausible in terms of its cognitive predictions, neurological support, and evidence from an evolutionary perspective relating to the stabilisation of memory circuits.
Note that it seems that both approaches could be improved by being able to distinguish between learned and spurious attractors. In the case of the unlearning approach, unlearning could be restricted to spurious attractors, and in the case of pseudorehearsal, relearning could be restricted to real / learned attractors. Robins & McCallum [60] describe such a method, which reliably distinguishes between learned and spurious attractors for a wide range of network types. We are currently exploring the use of this information in unlearning and pseudorehearsal.
Summary and discussion
The ongoing integration of newly learned information into old is a serious problem for most ANN learning algorithms. Because information is encoded using shared weights, and new learning changes the weights, previously learned information tends to be catastrophically forgotten. In short, with respect to the stability vs. plasticity dilemma, typical ANNs suffer from too little of the former, and too much of the latter.
Not all ANNs are effected. Those that store information using separate structures (localist units, or newly added units) are less vulnerable. One approach to reducing CF in standard fully distributed nets, in particular in back propagation types, is based on adapting this principle of separation. These methods attempt to decrease the overlap between the hidden unit representations of inputs, so as to reduce the interference between them. This approach provides some protection from forgetting (often as measured by the ability to relearn performance on the base population more quickly), but can also result in some undesirable consequences (such as reduced generalisation).
An obvious method of protecting old information is to rehearse / relearn it as new information is learned. Rehearsal regimes have been explored by various authors [46, 48 51] . Robins [51] found the "sweep" regime to be very effective, suggesting that rehearsal needs to be "broad" (involve many old items), but it does not need to be "deep" (rehearse each old item extensively).
While rehearsal is an effective working solution, it does require having old items stored available to be rehearsed, which in some cases may not be practical, and is in any case a completely implausible framework for cognitive modelling. Pseudorehearsal is a method which allows us to achieve most of the benefits of rehearsal, even when we do not have the actual old items available. It works by randomly sampling the trained network to generate pseudoitems, an "approximation" of the actual old items (or a "map" of the function learned by the network), and using the pseudoitems in place of the real old items in a rehearsal process. This has the effect of "fixing" the learned function in place everywhere except where it is being "pulled" by the constant error associated with the new item. In other words, the essence of pseudorehearsal is to restrict changes to be local to the new item. Comparing this approach to other local learning schemes, we see that, by using training error to make changes that are local in the output function (rather than using mechanisms that involve localisation in the training set or architecture) we are able to employ the full flexibility and power of the learning algorithm.
Very similar issues arise in the context of Hopfield type networks, which also suffer from various forgetting effects. In standard networks based on Hebbian learning, ongoing learning quickly leads to overloading and CF. If learning is mixed with an unlearning mechanism, then a number of recently learned items are able to be retained.
In Hopfield type networks based on delta rule learning, a version of pseudorehearsal is able to maintain good performance on old information as new information is added. The principle is the same as in the back propagation network case, relearning random approximations of old information during subsequent learning is effective at protecting the real old information itself.
Considering the disadvantages of pseudorehearsal, in back propagation type networks these methods are much less effective in networks which generalise poorly, i.e. networks which for some reason (such as using too many hidden units) fit a "noisy" function to the learned items. A problem with our current implementation of pseudorehearsal in
Hopfield type networks is that new items which are learned early in the sequence are not well retained. In both kinds of network using pseudorehearsal involves some kind of extra overhead (such as for example the use of dual weights as described in Section 4.2), and slower learning (as pseudoitems are learned along with each new item).
Do pseudorehearsal type processes have any relevance to modeling cognitive processes or the brain? CF is a very general consequence of a plastic representing medium such as the weights of a neural network. The synapses of a brain are also plastic.
McClelland et al. [39] and Robins [51, 52] have both suggested that during its evolution the mammalian brain may well have encountered the CF problem. In their influential
paper McClelland et al. proposed that the solution which developed is based on complementary learning systems, a fast hippocampal system for learning new information, and a slower cortical system that acts as a long term memory store. Newly learned information is transferred from the hippocampus to the cortex, in their simulation by using a full rehearsal of all old information. In a different approach Robins [52] explored the links between CF and the popular theory that newly learned information is consolidated in the brain during sleep. Note that sleep involves both a random stimulation of the cortex, and a "dialog" between cortex and hippocampus. Robins suggested that sleep based consolidation in the brain, and pseudorehearsal in ANNs, are both solutions to the same underlying CF problem, and are functionally equivalent mechanisms. These accounts [39, 52] can clearly be combined, with a sleep / pseudorehearsal type process occurring in the context of hippocampal and cortical learning systems. Evidence relating to consolidation during sleep, and supporting this combined model, is reviewed in [52, 59] . 
