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HURWITZ-BELYI MAPS
DAVID P. ROBERTS
Abstract. The study of the moduli of covers of the projective line leads to
the theory of Hurwitz varieties covering configuration varieties. Certain one-
dimensional slices of these coverings are particularly interesting Belyi maps.
We present systematic examples of such “Hurwitz-Belyi maps.” Our examples
illustrate a wide variety of theoretical phenomena and computational tech-
niques.
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1. Introduction
The theory of Belyi maps sits at an attractive intersection in mathematics where
group theory, algebraic geometry, and number theory all play fundamental roles.
In this paper we first introduce a simply-indexed class of particularly interesting
Belyi maps which arise in solutions of Hurwitz moduli problems. Our main focus
is then the systematic computation of sample Hurwitz-Belyi maps and the explicit
exhibition of their remarkable properties. We expect that our exploratory work here
will support future more theoretical studies. We conclude this paper by speculating
that as degrees become large, Hurwitz-Belyi maps become extreme outliers among
all Belyi maps. The rest of the introduction amplifies on this first paragraph.
1.1. Belyi maps. In the classical theory of smooth projective complex algebraic
curves, ramified covering maps from a given curve Y to the projective line P1
play a prominent role. If Y is connected with genus g, then any degree n map
F : Y → P1 has 2n+ 2g− 2 critical points in Y, counting multiplicities. For generic
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2 DAVID P. ROBERTS
F , these critical points yi are all distinct and moreover the critical values F (yi) are
also also distinct. A Belyi map by definition is a map Y → P1 having all critical
values in {0, 1,∞}. One should think of Belyi maps as the maps which are as far
from generic as possible, with their critical values being moreover normalized to a
standard position.
The term Belyi map has become standard in acknowledgement of the importance
of a theorem proved by Belyi [1] in the late 1970s. This theorem says that a curve
Y is the domain of a Belyi map if and only if Y is defined over Q, the algebraic
closure of Q in C. About Belyi’s theorem, Grothendieck wrote [5, p.15], “never,
without a doubt, was a such a deep and disconcerting result proved in so few lines!”
He went on to describe the “essential message” of Belyi’s theorem as a “profound
identity” between different subfields of mathematics. The recent paper [28] provides
a computationally-focused survey of Belyi maps, with many references.
1.2. An example. The main focus of this paper is the explicit construction of
Belyi maps with certain extreme properties. A map from [20] arises from outside
the main context of this paper but still exhibits these extremes. It serves as a useful
initial example:
pi : P1 → P1,
x 7→ (x+ 2)
9x18
(
x2 − 2)18 (x− 2)
(x+ 1)16 (x3 − 3x+ 1)16 .(1.1)
The degree is 64 and the 126 critical points are easily identified as follows. From
the numerator A(x), one has the critical points −2, 0, √2, −√−2, with total
multiplicity 8+17+17+17 = 59 and critical value 0. From the denominator C(x),
one has critical points −1, x2, x3, x4 with total multiplicity 15 + 15 + 15 + 15 = 60
and critical value ∞. Since both A(x) and C(x) are monic, one has pi(∞) = 1.
The exact coefficients in (1.1) are chosen so that the degree of A(x) − C(x) is
only 56. This means that ∞ is a critical point of multiplicity 63 − 56 = 7. As
59 + 60 + 7 = 126, there can be no critical values outside {0, 1,∞} and so pi is
indeed a Belyi map.
In general, a degreem Belyi map pi has a monodromy groupMpi ⊆ Sm, a number
field Fpi ⊂ C of definition, and a finite set Ppi ⊂ {2, 3, 5, . . . } of bad primes. We call
pi full if Mpi ∈ {Am, Sm}. Our example pi is full because Mpi = S64. It is defined
over Fpi = Q because all the coefficients in (1.1) are in Q. It has bad reduction set
Ppi = {2, 3} because numerator and denominator have a common factor in Fp[x]
exactly for p ∈ {2, 3}. In the sequel, we almost always drop the subscript pi, as it
is clear from context.
To orient the reader, we remark that the great bulk of the explicit literature on
Belyi maps concerns maps which are not full. Much of this literature, for example
[18, Chapter II], focuses on Belyi maps with M a finite simple group different from
Am. On the other hand, seeking Belyi maps defined over Q is a common focus
in the literature. Similarly, preferring maps with small bad reduction sets P is a
common viewpoint.
1.3. An inverse problem. To provide a framework for our computations, we pose
the following inverse problem: given a finite set of primes P and a degree m, find
all full degree m Belyi maps pi defined over Q with bad reduction set within P. The
finite set of full Belyi maps in a given degree m is parameterized in an elementary
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way by group-theoretic data. So, in principle at least, this problem is simply asking
to extract those for which Fpi = Q and Ppi ⊆ P.
While the Belyi map (1.1) may look rather ordinary, it is already unusual for
full Belyi maps to be defined over Q. It seems to be extremely rare that their bad
reduction set is so small. In fact, we know of no full Belyi maps defined over Q
with m ≥ 4 and |Ppi| ≤ 1. For |Ppi| = 2 we know of only a very sparse collection
of such maps [19], [20], as discussed further in our last section here. The largest
degree of these with both primes less than seventeen is m = 64, coming from (1.1).
1.4. Hurwitz-Belyi maps. Suppose now that P contains the set PT of primes
dividing the order of a finite nonabelian simple group T . The theoretical setting for
this paper is a systematic method of constructing Belyi maps of arbitrarily large
degree defined over Q and ramified within P. This method is to extract Belyi maps
X→ P1 from solutions to Hurwitz moduli problems involving maps Y → P1 having
r ≥ 4 critical values and monodromy group suitably close to T . From the full
monodromy theorem of [26], we expect that these Hurwitz-Belyi maps are typically
full.
1.5. Contents of this paper. Our viewpoint is that Hurwitz-Belyi maps form
a remarkable class of mathematical objects, and are worth studying in all their
aspects. This paper focuses on presenting explicit defining equations for systematic
collections of Hurwitz-Belyi maps, and exhibits a number of theoretical structures in
the process. The defining equations are obtained by two complementary methods.
What we call the standard method centers on algebraic computations directly with
the r-point Hurwitz source. The braid-triple method is a novelty of this paper. It
uses the r-point Hurwitz source only to give necessary braid group information;
its remaining computations are then the same ones used to compute general Belyi
maps.
We focus primarily on the case r = 4 which is the easiest case for computations
for a given T . This case was studied in some generality by Lando and Zvonkin in
[13, §5.5] under the term megamap. In the last two sections, we shift the focus to
r ≥ 5, which is necessary to obtain the very large degrees m we are most interested
in. The standard method is insensitive to genera of covering curves X, and so we
could easily present examples of quite high genus. However, to give a uniform
tidiness to our final equations, we present defining equations only in the case of
genus zero. Thus the reader will find many explicit rational functions in Q(x) with
properties similar to those of our initial example (1.1). All these rational functions
and related information are available in the Mathematica file HMB.mma file on the
author’s homepage.
Section 2 reviews the theory of Belyi maps. Section 3 reviews the theory of Hur-
witz maps and explains how carefully chosen one-dimensional slices are Hurwitz-
Belyi maps. Of the many Belyi maps appearing in Section 2, two are unexpectedly
defined over Q. These maps each appear again in Section 4, with now their ratio-
nality obvious from the beginning via the Hurwitz theory.
Section 5 illustrates the phenomenon that sometimes infinitely many Hurwitz-
Belyi maps form a “clan” in that they can be described simultaneously via formu-
las uniform in certain parameters. We illustrate this phenomenon with a three-
parameter clan extracted from a four-parameter clan studied by Couveignes [4].
We find defining equations via the standard method. The simple groups T involved
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here are An. Interestingly, the bad reduction sets P are substantially smaller than
PT . However for any given P, the clan gives only finitely many Belyi maps ramified
within P.
Section 6 introduces the alternative braid-triple method for finding defining equa-
tions. We give general formulas for the preliminary braid computations in the set-
ting r = 4. Passing from braid information to defining equations can then be much
more computationally demanding than in our initial examples, and we find equa-
tions mainly by p-adic techniques. Section 7 then presents three examples for which
both methods work, with these examples having the added interest that lifting in-
variants force X to be disconnected. In each case, X in fact has two components,
each of which is full over the base projective line.
Sections 8, 9, and 10 consider a systematic collection of Hurwitz-Belyi maps,
with all final equations computed by the braid-triple method. They focus on the
cases where |PT | ≤ 3. By the classification of finite simple groups, the possible PT
have the form {2, 3, p} with p ∈ {5, 7, 13, 17}. Section 8 sets up our framework and
presents one example each for p = 13 and p = 17. Sections 9 and 10 then give
many examples for p = 5 and p = 7 respectively.
Section 11 takes first computational steps into the setting r ≥ 5. Working just
with T = A5 and r = 5, we summarize braid computations which easily prove the
existence of full Hurwitz-Belyi maps with bad reduction set {2, 3, 5} and degrees
into the thousands. We use the standard method to find equations of two such
covers related to T = A6, one in degree 96 and the other of degree 192.
Section 12 concludes by tying the considerations of this paper very tightly to
those of [26] and [21]. It conjectures a direct analog for Belyi maps of the main
conjecture there for number fields. The Belyi map conjecture responds to the above
inverse problem in the case that P contains the set of primes dividing the order of
some finite nonabelian simple group. In particular, it says that there then should
be full Belyi maps defined over Q and ramified within P of arbitrarily large degree.
1.6. Notation. Despite the arithmetic nature of our subject, we work as much as
possible over C. We use a sans serif font for complex spaces, as in Y, X, P1 above,
or Hurh and Confν below. Projective lines enter our considerations in many ways.
When useful, we distinguish projective lines by the coordinates we are using on
them, as in P1y, P1x, P1t , P1v, P1w, or P1j . More general curves also enter in more
than one way. As above, we mostly reserve pi : X → P1 for Belyi maps, and use
F : Y → P1 for general maps.
The phenomenon that allows us to work mainly over C is that to a great extent
geometry determines arithmetic. Thus an effort to find a function pi(x) ∈ C(x)
giving a full Belyi map pi : P1x → P1 involves choices of normalization. Typically,
one can make these choices in a geometrically natural way, and then the coefficients
of pi(x) automatically span the field of definition. When this field is Q, and the
normalization is sufficiently canonical, the primes of bad reduction can be similarly
read off. In the rare cases that it is really necessary to use the language of algebraic
varieties over Q, we use a different font, as in Hurh → Confν or X→ P1.
Partitions play a prominent role throughout this paper, and we use several stan-
dard notations interchangeably, choosing the one that is most convenient for the
current context. Thus (5, 3, 2, 2), 5322, and 5322 all represent the same partition
of 12. Our notation for groups closely follows Atlas [3] notation, with the main
difference being a greater emphasis on partitions. As a smaller deviation, we help
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distinguish classes in a simple group T from classes in T.2−T by using small letters
for the former. For example, we denote the conjugacy classes 1A, 2A, 3A, 5A and
5B of [3] in A5 by 11111, 221, 311, 5a and 5b.
We will commonly present a Belyi map pi : X→ P1v not as a rational function v =
A(x)/C(x) but rather via the corresponding polynomial equation A(x)−vC(x) = 0.
This trivial change in perspective has several advantages, one being that it lets one
see the three-point property and the primes of bad reduction simultaneously via
discriminants. For example, the discriminant of A(x)− vC(x) in our first example
(1.1) is 22563126v59(v − 1)7.
1.7. Acknowledgements. Conversations with Stefan Krämer, Kay Magaard,
Hartmut Monien, Sam Schiavone, Akshay Venkatesh, and John Voight were helpful
in the preparation of this paper. The Simons foundation partially supported this
work through grant #209472.
2. Two Belyi maps unexpectedly defined over Q
This section presents thirty-one Belyi maps as explicit rational functions in C(y),
two of which are unexpectedly in Q(y). Via these examples, it provides a quick
summary, adapted to this paper’s needs, of the general theory of Belyi maps. We
will revisit the two rational maps from a different point of view in Section 4. Our
three-point computations here are providing models for later r-point computations.
Accordingly, we use the letter y as a primary variable.
2.1. Partition triples. Let n be a positive integer. Let Λ = (λ0, λ1, λ∞) be a
triple of partitions of n, with the λτ having all together n + 2 − 2g parts, with
g ∈ Z≥0. The two examples pursued in this section are
Λ′ = (322, 421, 511), Λ′′ = (642, 2222211, 5322).(2.1)
So the degrees of the examples are n = 7 and n = 12, and both have g = 0.
Consider Belyi maps F : Y → P1 with ramification numbers of the points in
F−1(τ) forming the partition λτ , for each τ ∈ {0, 1,∞}. Up to isomorphism, there
are only finitely many such maps. For some of these maps, Y may be disconnected,
and we are not interested here in these degenerate cases. Accordingly, let X be
the set of isomorphism classes of such Belyi maps with Y connected. One wants
to explicitly identify X, and simultaneously get an algebraic expression for each
corresponding Belyi map Fx : Yx → P1. The Riemann-Hurwitz formula says that
all these Yx have genus g.
Computations can be put into a standard form when g = 0 and the partitions
λ0, λ1, and λ∞ have in total at least three singletons. Then one can pick an ordered
triple of singletons and coordinatize Y by choosing y to take the values 0, 1, and
∞ in order at the three corresponding points. In our two examples, we do this via
Λ′∗ = (3022, 412x1, 5∞11), Λ
′′
∗ = (60412x, 2222211, 5∞322).(2.2)
Also we have chosen a fourth point in each case and subscripted it by x. This
choice gives a canonical map from X into C, as will be illustrated in our two ex-
amples. When the map corresponding to such a marked triple Λ∗ is injective, as
it almost always seems to be, we say that Λ∗ is a cleanly marked genus zero triple.
Equations (5.18) and (5.19) together give an example where injectivity fails.
When g = 0 and there is at least one singleton a, computations can be done very
similarly. All the explicit examples of this paper are in this setting. When g = 0
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and there are no singletons, one often has to take extra steps, but the essence of
the method remains very similar. When g > 0, computations are still possible, but
they are very much more complicated.
2.2. The triple Λ′ and its associated 4 = 3 + 1 splitting. The subscripted
triple Λ′∗ in (2.2) requires us to consider rational functions
F (y) =
1 + c+ d
(1 + a+ b)2
· y
3(y2 + ay + b)2
y2 + cy + d
and focus on the equation
(2.3) 5y4 + 3(a+ 2c)y3 + (4ac+ b+ 7d)y2 + (5ad+ 2bc)y+ 3bd = 5(y− 1)3(y−x).
The left side is a factor of the numerator of F ′(y) and thus its roots are critical
points. The right side gives the required locations and multiplicities of these critical
points.
Equating coefficients of y in (2.3) and using also F (x) = 1 gives five equations
in five unknowns. There are four solutions, indexed by the roots of
(2.4) fΛ′∗(x) = (x+ 2)
(
16x3 − 248x2 − 77x− 6) .
In general from a cleanly marked genus zero triple Λ∗, one gets a separable moduli
polynomial fΛ∗(x). The moduli algebra
KΛ = Q[x]/fΛ∗(x)
depends, as indicated by the notation, only on Λ and not on the marking. It is
well-defined in the general case when the genus is arbitrary, even though we are not
giving a procedure here to find a particular polynomial.
While the computation just presented is typical, the final result is not. We give
three independent conceptual explanations for the factorization in (2.4), two in §4.1
and one at the end of §7.3. For context, the splitting of the moduli polynomial is
one of just four unexplained splittings on the fourteen-page table of moduli algebras
in [16]. While here the degree 7 partition triple yields a moduli algebra splitting as
3 + 1, in the other examples the degrees are 8, 9, and 9, and the moduli algebras
split as 7 + 1, 8 + 1, and 8 + 1.
2.3. Dessins. A Belyi map F : Y → P1t can be visualized by its dessin as
follows. Consider the interval [0, 1] in P1t as the bipartite graph •−−◦. Then
Y[0,1] := F
−1([0, 1]) inherits the structure of a bipartite graph. This bipartite
graph, considered always as inside the ambient real surface Y, is the dessin associ-
ated to F . A key property is that F is completely determined by the topology of
the dessin.
Returning to the example of the previous subsection, the roots indexing the four
solutions are
x1 = −2, x2 ≈ 0.153− 0.018i,
x3 ≈ 15.86, x4 ≈ 0.153 + 0.018i.
The complete first solution is
(2.5) F1(y) = −
y3
(
y2 + 2y − 5)2
4(2y − 1)(3y − 4) .
The coefficients of the other Fi are cubic irrationalities. The four corresponding
dessins in Yi = P1y are drawn in Figure 2.1. The scales of the four dessins in terms
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Figure 2.1. Dessins Yxi,[0,1] ⊂ P1y corresponding to the points of
XΛ′ = {x1, x2, x3, x4} with Λ′ = (322, 421, 511)
of the common y-coordinate are quite different. Always the black triple point is at
0 and the white quadruple point is at 1. The white double point is then at xi.
2.4. Monodromy. The dessins visually capture the group theory which is central
to the theory of Belyi maps but has not been mentioned so far. Given a degree n
Belyi map F : Y → P1, consider the set Y? of the edges of the dessin. Let g0 and g1
be the operators on Y? given by rotating minimally counterclockwise about black
and white vertices respectively.
The choice of [0, 1] as the base graph is asymmetric with respect to the three
critical values 0, 1, and ∞. Orbits of g0 and g1 correspond to black vertices and
white vertices respectively. In our first example, the original partitions λ0 = 322
and λ1 = 421 can be recovered from each of the four dessins from the valencies of
these vertices. On the other hand, the orbits of g∞ = g−11 g
−1
0 correspond to faces.
The valence of a face is by definition half the number of edges encountered as one
traverses its boundary. Thus λ∞ = 511 is recovered from each of the four dessins
in Figure 2.1, with the outer face always having valence five and the two bounded
faces valence one.
Let Y∗ be the set of ordered triples (g0, g1, g∞) in Sn such that
• g0, g1, and g∞ respectively have cycle type λ0, λ1, and λ∞,
• g0g1g∞ = 1,
• 〈g0, g1〉 is a transitive subgroup of Sn.
Then Sn acts on Y∗ by simultaneous conjugation, and the quotient is canonically
identified with Y?.
For each of the thirty-one dessins of this section, the monodromy group 〈g0, g1〉
is all of Sn. Indeed the only transitive subgroup of S7 having the three cycle types
of Λ′ is S7, and the only transitive subgroup of S12 having the three cycle types of
Λ′′ is S12.
2.5. Galois action. Let Gal(Q/Q) be absolute Galois group of Q. The “profound
identity” mentioned in the introduction centers on the fact that Gal(Q/Q) acts
naturally on the set X of Belyi maps belonging to any given Λ. In the favorable
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cleanly marked situation set up in §2.1, one has X ⊂ Q and the action on X is the
restriction of the standard action on Q.
A broad problem is to describe various ways in which Gal(Q/Q) may be forced
to have more than one orbit. Suppose x, x′ ∈ X respectively give rise to monodromy
groups 〈g0, g1〉 and 〈g′0, g′1〉. If these monodromy groups are not conjugate in Sn
then certainly x and x′ are in different Galois orbits. Malle’s paper [16] repeatedly
illustrates the next most common source of decompositions, namely symmetries
with respect to certain base-change operators P1t → P1t . The two splittings in this
section do not come from either of these simple sources.
2.6. The triple Λ′′ and its associated 24 = 23+1 splitting. Here we summarize
the situation for Λ′′. Again the computation is completely typical, but the result
is atypical. The clean marking on Λ′′ identifies XΛ′′ with the roots of
(5x+ 4)·
(48828125x23 + 283203125x22 − 4345703125x21 − 21400390625x20 + 134842187500x19
+ 461968375000x18 − 1670830050000x17 − 2095451850000x16 + 7249113240000x15
+ 6576215456000x14 − 23053309281280x13 − 10284915779584x12 + 50191042453504x11
+ 9449308979200x10 − 74715419574272x9 + 5031544553472x8 + 71884253429760x7
− 35243151065088x6 − 41613745192960x5 + 29347637362688x4 + 14541349978112x3
+ 1765701320704x2 + 100126425088x+ 2684354560).
The twenty-four associated dessins are drawn in Figure 2.2. The cover F−4/5 :
P1y → P1t is given by
(2.6) t =
55y6(y − 1)4(5y + 4)2
2433(2y + 1)3 (5y2 − 6y + 2)2 .
This splitting of one cover away from the other twenty-three covers is explained in
§4.3.
In choosing conventions for using dessins to represent covers, one often has to
choose between competing virtues, such as symmetry versus simplicity. Figure 2.2
represents the standard choice when λ1 has the form 2a1b: one draws the white
vertices just as regular points, because they are not necessary for recovering the
cover. With this convention there are just three highlighted points in each of the
dessins in Figure 2.2: black dots of valence 6, 4, 2 at y = 0, 1, x. The rational
cover, with x = −4/5, appears in the upper left.
2.7. Bounds on bad reduction. Let n be a positive integer and let Λ =
(λ0, λ1, λ∞) be a triple of partitions of n as above. Let P loc be the set of primes
dividing a part of one of the λi. Let Pglob be the set of primes less than or equal
to n. In our two examples P loc = {2, 3, 5} and Pglob is larger, by {7} and {7, 11}
respectively.
Let KΛ be the moduli algebra associated to Λ. Let DΛ be its discriminant,
i.e. the product of the discriminants of the factor fields. In our two examples,
DΛ′ = −23 3 53 7 and DΛ′′ = 238 325 518 76. Let PΛ be the set of primes dividing
DΛ. Then one always has PΛ ⊆ Pglob. Of course if KΛ = Q, then one has PΛ = ∅.
Our experience is that once [KΛ : Q] has moderately large degree, PΛ is quite likely
to be all or almost all of Pglob, as in the two examples.
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Figure 2.2. Dessins in Yx,[0,1] ⊂ P1y corresponding to the twenty-
four points x ∈ XΛ′′ with Λ′′ = (642, 2222211, 5322)
Suppose now that pi : Y → P1 is a Belyi map defined over Q. Then its set P of
bad primes satisfies
(2.7) P loc ⊆ P ⊆ Pglob.
For our two examples, P coincides with its lower bound {2, 3, 5}. The conceptual
explanations of the splitting given in Section 3 also explain why the remaining one
or two primes in Pglob are primes of good reduction.
3. Hurwitz maps, Belyi pencils, and Hurwitz-Belyi maps
In §3.1 we very briefly review the formalism of dealing with moduli of maps
Y → P1t with r critical values. A key role is played by Hurwitz covering maps
pih : Hur
∗
h → Confν . In §3.2 we introduce the concept of a Belyi pencil u : P1 −
{0, 1,∞} → Confν and in §3.3 we give three important examples in r = 4. Finally
§3.4 combines the notion of Hurwitz map and Belyi pencil in a straightforward way
to obtain the general notion of a Hurwitz-Belyi map pih,u.
3.1. Hurwitz maps. Consider a general degree n map F : Y → P1t as in §1.1.
Three fundamental invariants are
• Its global monodromy group G ⊆ Sn.
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• The list C = (C1, . . . , Ck) of distinct conjugacy classes of G arising as
non-identity local monodromy transformations.
• The corresponding list (D1, . . . , Dk) of disjoint finite subsets Di ⊂ P1 over
which these classes arise.
To obtain a single discrete invariant, we write ν = (ν1, . . . , νk) with νi = |Di|. The
triple h = (G,C, ν) is then a Hurwitz parameter in the sense of [26, §2] or [21, §3].
A Hurwitz parameter h determines a Hurwitz moduli space Hurh whose points x
index maps Fx : Yx → P1t of type h. The Hurwitz space covers the configuration
space Confν of all possible divisor tuples (D1, . . . , Dk) of type ν. The common
dimension of Hurh and Confν is r =
∑
i νi, the number of critical values of any Fx.
Sections 2-4 of [26] and Section 3 of [21] provide background on Hurwitz maps,
some main points being as follows. There is a group-theoretic formula for a mass m
which is an upper bound and often agrees with the degree m of pih : Hurh → Confν .
If all the Ci are rational classes, and under weaker hypotheses as well, then the
covering of complex varieties descends canonically to a covering of varieties defined
over the rationals, pih : Hurh → Confν . The set Ph of primes at which this map
has bad reduction is contained in the set PG of primes dividing |G|.
On the computational side, [21] provides many examples of explicit compu-
tations of Hurwitz covers. Because the map pih is equivariant with respect to
PGL2 actions, we normalize to take representatives of orbits and thereby re-
place Hurh → Confν by a similar cover with three fewer dimensions. Our
computations in the previous section for h = (S7, (322, 421, 511), (1, 1, 1)) and
h = (S12, (642, 2222211, 5322), (1, 1, 1)) illustrate the case r = 3. Computations
in the cases r ≥ 4 proceed quite similarly. The next section gives some simple
examples and a collection of more complicated examples is given in §5.
Let Out(G,C) be the subgroup of Out(G) which fixes all classes Ci in C. Then
Out(G,C) acts freely on Hurh. For any subgroup Q ⊆ Out(G,C), we let HurQh be
the quotient Hurh/Q and let pi
Q
h : Hur
Q
h → Confν be the corresponding covering
map. One can expect that Q will usually play a very elementary role. For example,
it can be somewhat subtle to get the exact degree m of a map pih, but then the
degree of piQh is just m/|Q|.
We already have the simpler notation Hurh for Hur
{e}
h . Similarly, we use ∗ as a
superscript to represent the entire group Out(G,C). In the literature, Hurh is often
called an inner Hurwitz space while Hur∗h is an outer Hurwitz space. In the entire
sequel of this paper, the only Q that we will consider are these two extreme cases.
It is important for us to descend to the ∗-level to obtain fullness.
3.2. Belyi pencils. For any ν as above, the variety Confν naturally comes from
a scheme over Z. Thus for any commutative ring R, we can consider the set
Confν(R). Section 8 of [26] and then the sequel paper [21] considered R = Q and
its subrings Z[1/P] = Z[{1/p}p∈P ]. From fibers Hurh,u ∈ Hurh(Q) above points
in Confν(Z[1/P]) one gets interesting number fields, the Hurwitz number fields of
the title of [21].
Our focus here is similar, but more geometric. A Belyi pencil u is an algebraic
map
(3.1) u : P1v − {0, 1,∞} → Confν ,
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with image not contained in a single PGL2 orbit. One can think of v as a time-like
variable here. The Belyi pencil u then can be understood as giving r points in P1t ,
typically moving with v. There are νi points of color i; points are indistinguishable
except for color, and they always stay distinct except for collisions at v ∈ {0, 1,∞}.
To make the similarity clear, for R a ring let
R〈v〉 = R[v, 1
v(v − 1) ].
Then a Belyi pencil can be understood as a point in Confν(C〈v〉). We say that the
Belyi pencil u is rational if it is in Confν(Q(〈v〉)). For rational pencils, one has a
natural bad reduction set Pu. It is the smallest set P with u ∈ Confν(Z[1/P]〈v〉).
As an example, consider the eight-tuple((
t6 − 8vt3 + 9vt2 − 2v2) , (t6 − 3t5 + 10vt3 − 15vt2 + 9vt− 2v2) ,(
t6 − 6vt5 + 15vt4 − 20vt3 + 6v2t2 + 9vt2 − 6v2t+ v2) ,(3.2) (
t4 − 2t3 + 2vt− v) , (t4 − 4vt+ 3v) , (2t3 − 3t2 + v) , (t), {∞}) .
The product of the seven irreducible polynomials presented has leading coefficient 2
and discriminant 21613266v125(v−1)125. Thus u : P1v−{0, 1,∞} → Conf6,6,6,4,4,3,1,1
is a Belyi pencil with bad reduction set {2, 3}. All the other examples considered in
this paper are substantially simpler. We include (3.2) to indicate that Belyi pencils
themselves may be quite complicated.
3.3. Belyi pencils for r = 4. Three Belyi pencils play a special role in the case
r = 4, and we denote them by u1,1,1,1, u2,1,1, and u3,1. For u1,1,1,1, we keep our
standard variable v. To make u2,1,1 and u3,1 stand out when they appear in the
sequel, we switch the time-like variable v to respectively w and j for them. These
special Belyi pencils are then given by
({v}, {0}, {1}, {∞}) , (Dw, {0}, {∞}) , (Dj , {∞}) .(3.3)
Here the divisors Dw and Dj are the root-sets of t2 + t+ 14(1−w) and 4(1− j)t3 +
27jt + 27j respectively. So the three Belyi pencils are all rational, and their bad
reduction sets are respectively {}, {2}, and {2, 3}.
The images of these Belyi pencils are curves
U1,1,1,1 ⊂ Conf1,1,1,1, U2,1,1 ⊂ Conf2,1,1, U3,1 ⊂ Conf3,1.
The three curves are familiar as coarse moduli spaces of elliptic curves. Here
U1,1,1,1 = Y(2) parametrizes elliptic curves with a basis of 2-torsion, U2,1,1 = Y0(2)
parametrizes elliptic curves with a 2-torsion point, and U3,1 = Y(1) is the j-line
parametrizing elliptic curves. The formulas
w =
(2v − 1)2
9
, j =
(3w + 1)3
(9w − 1)2 =
22(v2 − v + 1)3
33v2(v − 1)2(3.4)
give natural maps between these three bases: P1v → P1w → P1j .
The cases ν = (2, 2) and ν = (4) are complicated by the presence of extra
automorphisms. Any configuration (D1, D2) ∈ Conf2,2 is in the PGL2 orbit of
a configuration of the special form ({0,∞}, {a, 1/a}). This latter configuration is
stabilized by the automorphism t 7→ 1/t. Similarly a configuration (D1) ∈ Conf4 has
a Klein four group of automorphisms. To treat these two cases, the best approach
seems to be modify the last two pencils in (3.3) to (Dw, {0,∞}) and (Dj ∪ {∞}).
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Outside of a quick example for ν = (4) near (9.10), we do not pursue any explicit
examples with such ν in this paper.
3.4. Hurwitz-Belyi maps. We can now define the objects in our title.
Definition 3.1. Let h = (G,C, ν) be a Hurwitz parameter, let Q be a subgroup
of Out(G,C), and let piQh : Hur
Q
h → Confν be the corresponding Hurwitz map. Let
u : P1v → Confν be a Belyi pencil. Let
(3.5) piQh,u : X
Q
h,u → P1v
be the Belyi map obtained by pulling back the Hurwitz map via the Belyi pencil and
canonically completing. A Belyi map obtainable by this construction is a Hurwitz-
Belyi map.
A terminological explanation is in order. The term Hurwitz-Belyi map is meant
to be parallel to the term Hurwitz number algebra that figures prominently in [21].
Both are constructed from a Hurwitz parameter and a specialization point, with
piQh,u having u ∈ Confν(C(t)) and KQh,u having u ∈ Confν(Q). In general, for a
Belyi map X→ P1, one has a decomposition X = unionsqiXi into connected components,
and one is typically interested in the individual Belyi maps Xi → P1. So too in a
Hurwitz number algebra KQh,u =
∏
iK
Q,i
h,u one is typically interested in the factor
Hurwitz number fields KQ,ih,u .
A notational convention will be useful as follows. When r = 4 and u is one of
the three maps (3.3), then we are essentially not specializing as we are taking a set
of representatives for the PGL2 orbits on Confν . We allow ourselves to drop the u
in this situation, writing e.g. pih : Xh → P1j .
Rationality and bad reduction are both essential to this paper. If h and u are
both defined over Q, then so is pih,u. If h has bad reduction set Ph and u has
bad reduction set Pu then the bad reduction set of pih,u is within Ph ∪ Pu. All
the examples we pursue in this paper, with the exception of the example of §11.4,
satisfy Pu ⊆ Ph.
4. The two rational Belyi maps as Hurwitz-Belyi maps
This section presents some first examples in the setting r = 4, and in particular
interprets the two rational Belyi maps of Section 2 as Hurwitz-Belyi maps.
4.1. A degree 7 Hurwitz-Belyi map: computation and dessins. To realize
the Belyi map (2.5) as a Hurwitz-Belyi map, we start from the Hurwitz parameter
(4.1) h = (S6, (2x1111, 303, 31111, 4∞11), (1, 1, 1, 1)).
Here and in the sequel we often present Hurwitz parameters with subscripts which
indicate our normalization, without being as formal as we were in Section 2. The
marked Hurwitz parameter (4.1) tells us to consider rational functions of the form
(4.2) F (y) =
(y2 − a)3(b+ c+ 1)
(1− a)3 (y2 + by + c)
and the equation
(4.3) 4y3 + 5by2 + 2ay + ab = 4(y − 1)2(y − x).
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The left side of (4.3) is a factor of the numerator of F ′(y) and thus its roots are
critical points. The right side gives the required locations and multiplicities of these
critical points.
1
2
3
45
67
Figure 4.1. Left: The dessin Xh,[0,1] ⊂ P1x belonging to h =
(S6, (21111, 33, 3111, 411), (1, 1, 1, 1)), with real axis pointing up; the
integers i are at preimages xi ∈ Xh,[0,1] of 1/2 ∈ P1v. Right: the dessins
Yh,xi,[0,1] ⊂ P1y for the seven i.
Equating coefficients of powers of y in (4.3) and solving, we get
a =
5x
x+ 2
, b = −4
5
(x+ 2), c =
4x2 + 5x+ 4
3(x+ 2)
.(4.4)
Summarizing, we have realized Xh as the complex projective x-line and identified
each Yh,x with the complex projective y-line P1y so that the covering maps Fh,x :
P1y → P1t become
(4.5) Fh,x(y) =
(
(x+ 2)y2 − 5x)3
4(2x− 1) (−15(x+ 2)y2 + 12(x+ 2)2y − 5(4x2 + 5x+ 4)) .
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Since the fourth critical value of Fh,x is just Fh,x(x), we have also coordinatized
the Hurwitz-Belyi map pih : Xh → P1v to
(4.6) pih(x) = −
x3
(
x2 + 2x− 5)2
4(2x− 1)(3x− 4) .
Said more explicitly, to pass from the right side of (4.5) to the right side (4.6), one
substitutes x for y and cancels x2 + 2x− 5 from top and bottom.
The rational function (4.6) appeared already as (2.5), with its dessin printed in
the upper left of Figure 2.1. This connection is our first explanation of why (2.4)
splits. It also explains why the bad reduction set of the rational Belyi map is in
{2, 3, 5}.
Figure 4.1 presents the current situation pictorially, with v = 1/2 chosen as
a base point. The elements of Xh,1/2 = pi−1h (1/2) are labeled in the box at the
left, where the real axis runs from bottom to top for a better overall picture. For
each x ∈ Xh,1/2, a corresponding dessin Yx,[0,1] is drawn to its right. Like the
standard dessins of §2.3, these dessins have black vertices, white vertices, and faces.
However they each also have five vertices of a fourth type which we are not marking,
corresponding to the five parts of the partition 21111. The valence of this type of
vertex with ramification number e is 2e, so only the extra vertex coming from the
critical point with e = 2 is visible on Figure 4.1. The action of the braid group to
be discussed in §6.1 can be calculated geometrically from these dessins.
4.2. Cross-parameter agreement. An interesting phenomenon that we will see
repeatedly is cross-parameter agreement, discussed also in [21, §3]. This phenome-
non occurs when two different Hurwitz parameters give rise to isomorphic Hurwitz
covers. Already this phenomenon occurs for our septic Belyi map, which we realize
in a second way as a Hurwitz-Belyi map as follows.
For the normalized Hurwitz parameter
hˆ = (S5, (2z111, 221, 3111, 3∞20), (1, 1, 1, 1)),
the computation is easier than it was for the Hurwitz parameter h of (4.1). An
initial form of Fˆ (y), analogous to (4.2), is
(4.7) Fˆ (y) =
(y − c) (y2 + ay + b)2
(1− c)y2(a+ b+ 1)2 .
Analogously to (4.5), the covering maps P1y → P1t are
(4.8)
Fˆz(y) =
(4yz + 2y − z) (−2y2z − y2 + 6yz2 + 14yz + 6y + 12z2 + 12z + 3)2
4y2(3z + 2)5
.
Analogously to (2.2) the Hurwitz-Belyi map P1z → P1v is
(4.9) pˆi(z) = Fˆz(z) =
(
4z2 + z
) (
4z3 + 25z2 + 18z + 3
)2
4z2(3z + 2)5
.
The map (4.9) agrees with the map (2.2) via the substitution z = (1−2x)/(3x−4).
In terms of Figure 4.1, the dessin at the left remains exactly the same, up to
change of coordinates. In contrast, the seven sextic dessins at the right would be
each replaced by a corresponding quintic dessin.
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4.3. Two degree 12 Hurwitz-Belyi maps. In our labeling of conjugacy classes
mentioned in §1.6, we are accounting for the fact that the five cycles in A5
fall into two classes, with representatives (1, 2, 3, 4, 5) ∈ 5a and (1, 2, 3, 4, 5)2 =
(1, 3, 5, 2, 4) ∈ 5b. Consider two Hurwitz parameters, as in the left column:
haa = (A5, (5a, 311, 221), (2, 1, 1)), (β0, β1, β∞) = (5331, 222222, 5322),
hab = (A5, (5a, 5b, 311, 221), (1, 1, 1, 1)), (β0, β1, β∞) = (642, 2222211, 5322).
Applying the outer involution of A5 turns haa and hab respectively into similar
Hurwitz parameters hbb and hba, and so it would be redundant to explicitly consider
these latter two.
It is hard to computationally distinguish 5a from 5b. We will deal with this
problem by treating haa and hbb simultaneously. Thus we working formally with
h = (S5, (5, 311, 221), (2, 1, 1)),
ignoring that the classes do not generate S5. A second problem is that there are
only eight parts altogether in the partitions 5, 5, 311, and 221, so the covering
curves Y have genus two.
To circumvent the genus two problem, we use the braid-triple method, as de-
scribed later in Section 6. The mass formula [21, §3.5] applies to h, with only the
two abelian characters of S5 contributing. It says that the corresponding cover
Xh → P1w has degree
|C5|2|C311||C221|
|A5|2 =
242 · 20 · 15
120 · 60 = 24.
A braid group computation of the type described in §6.2 says Xh has two compo-
nents, each of degree 12. The braid partition triples are given in the right column
above. The βτ then enter the formalism of Section 2 as the λτ there. Conveniently.
each cover sought has genus zero, and so the covers are easily computed. The
resulting polynomials are
f12aa(w, x) = x
5
(
9x2 − 21x+ 16)3 (x+ 3)− 28w(x− 1)3 (9x2 − 12x+ 8)2 ,
f12ab(w, x) = 5
5(x− 1)4x6(5x+ 4)2 − 2433w(2x+ 1)3 (5x2 − 6x+ 2)2 .
Up to the simultaneous letter change y ↔ x, t ↔ w, the equation f12ab(w, x) = 0
defines the exact same map as (2.6). The current context explains why this map is
defined over Q and has bad reduction at exactly {2, 3, 5}.
Dessins corresponding to f12aa and f12ab are drawn in Figure 4.2. The two
dessins present an interesting contrast: the dessin on the left of Figure 4.2 is the
unique dessin with its partition triple, while the dessin on the right is one of the 24
locally equivalent dessins drawn in Figure 2.2.
4.4. An M12 specialization. Specializing Hurwitz-Belyi maps yields interesting
number fields. Except for this subsubsection, we are saying nothing about this
application, because we discuss specialization of Hurwitz covers quite thoroughly in
[26], [24], and [21], However the cover given by f12ab(w, x) = 0 yields a particularly
interesting number field and so we discuss specialization for this cover.
In general, let f(w, x) = 0 be a polynomial defining a degree m Belyi map
X→ P1w with ramification partition above 1 having the form 2a1m−2a. Suppose the
Belyi map has bad reduction within {2, 3, 5}. Then specializing w to any rational
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3
2
2
3
2
2
Figure 4.2. Rational degree 12 dessins coming from Hurwitz pa-
rameters involving irrational classes. h12aa yielding partition triple
(5331, 222222, 5322) on the left and h12ab yielding (642, 2222211, 5322)
on the right
number in the 183-element set U2,1,1(Z[1/30]) − {1} of [24, §4] gives a number
algebra ramified within {2, 3, 5}.
The principles of [21, §4] give different ways that we expect specialization to
behave generically. Like all the covers of this paper, the one given by f12ab(w, x) = 0
conforms very well to these principles. Principle A has no exceptions: the 183
algebras Q[x]/f12ab(w, x) are all non-isomorphic. Principle B has two exceptions:
w = −625/216 and w = 1/4 each give Galois groups strictly smaller than A12.
The first exceptional specialization can be compared with complete tables of
number fields [10]. The polynomial f12ab(−625/216, x) factors into two sextics
each with Galois group S6. For one, the splitting field is the third least ramified all
of S6 Galois fields, having root discriminant 231/12523/20 ≈ 38.15.
For the second exceptional specialization, one can only compare with incomplete
lists. The polynomial f12ab(1/4, x), or equivalently
x12 − 24x10 + 180x8 − 60x6 − 2520x5 + 4320x4 − 2520x3 + 864x2 − 216,
has the Mathieu group M12 as its Galois group. The splitting field has root dis-
criminant 23/233/2523/20 ≈ 93.55. Comparing with the discussion in [25, §6.2], one
sees that this is currently the second least ramified of known M12 Galois fields,
being just slightly greater than the current minimum 225/12310/11513/10 ≈ 93.23.
5. The semicubical clan
An interesting phenomenon is that certain infinite collections of Hurwitz-Belyi
maps can be studied uniformly by means of parameters. We illustrate this phenom-
enon by means of a three-parameter clan in the setting r = 4. This clan serves as a
general model, because it exhibits behavior we have seen in many other clans. We
often think of a single Hurwitz-Belyi map as a family of number fields, as just il-
lustrated by §4.4. Accordingly, we are using the word “clan” to indicate a collection
larger than a family.
This section has a different tone than the other sections, as we are studying
infinitely many maps at once. We treat enough topics to give a sense of how we
expect clans to behave in general. In the last subsection we explain how the clan
approach responds interestingly but not optimally to our inverse problem. In the
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remaining sections, we will therefore return to studying Hurwitz-Belyi maps one by
one.
5.1. Couveignes’ cubical clan. Our clan is very closely related to a four-
parameter clan studied by Couveignes [4]. To place our results in their natural
context, we first define Couveignes’ clan, using notation adapted to our context,
and present some of his results.
For Couveignes’ clan, take a, b, c, and d distinct positive integers and set n =
a+ b+ c+ d. The Hurwitz parameters are
h(a, b, c, d) = (Sn, (2 1
n−2, a b c d, 3 1n−3, n), (1, 1, 1, 1)).
The degree of the Hurwitz-Belyi map pia,b,c,d : Xa,b,c,d → P1v is m = 6n. The braid
partition triple (β0, β1, β∞) is deducible from the figure in [4, §5.2]:
β0 = (a+ b)
2(a+ c)2(a+ d)2(b+ c)2(b+ d)2(c+ d)2,
β1 = 4
61m−24,(5.1)
β∞ = (a+ b+ c)2(a+ b+ d)2(a+ c+ d)2(b+ c+ d)2.
The total number of parts is 12 + (6 + m − 24) + 8 = m + 2, and so Xa,b,c,d has
genus zero.
In the current context, it is better to modify the visualization conventions of
§2.3, to exploit that the number of parts in β0 and β∞ is small and independent
of the parameters. Accordingly, we now view the interval [−∞, 0] in the projective
line P1v as the simple bipartite graph •−−−◦. The dessin pi−1a,b,c,d([−∞, 0]) ⊂ Xa,b,c,d,
capturing Couveignes’ determination [4, §5.2 and §9] of the permutation triple
(b0, b1, b∞) underlying (β0, β1, β∞), is indicated schematically by Figure 5.1. Note
that our visualization is dual to that of Couveignes, as our dessin is formatted on
a cube rather than an octahedron.
The Q-curve X underlying X = X(C) is naturally given in P3 by the following
symmetric equations [4, §5.1]:
ax1 + bx2 + cx3 + dx4 = 0,
ax21 + bx
2
2 + cx
2
3 + dx
2
4 = 0.
The second equation has no solution besides (0, 0, 0, 0) and so X(R) is empty. This
non-splitting of X over R, which forces non-splitting over Qp for an odd number of
p, is one of the main focal points of [4].
Note finally that our requirement that a, b, c, and d are all distinct is just so
that the above considerations fit immediately into our formalism. One actually has
natural covers Xa,b,c,d → P1 of degree 6n even when this requirement is dropped.
However these covers have extra symmetries and can never be full, as illustrated
by the rotation ι discussed in the next subsection.
5.2. The semicubical clan and explicit equations. Couveignes does not give
explicit equations for the map Xa,b,c,d → P1v. Such equations could not be given in
our simple standard form because, as just discussed, Xa,b,c,d is not isomorphic to
P1 over Q. The fact that all multiplicities are even in the triple (5.1) is necessary
for this somewhat rare obstruction.
For our semicubical clan, we still require that a, b, and d are distinct. But
now we essentially set c = d in Couveignes’ situation, so that the degree takes
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Figure 5.1. Schematic indication of Couveignes’ dessin with pa-
rameters (a, b, c, d) based on the combinatorics of a cube. The actual
dessin is obtained by replacing each •−−u−−◦ by u parallel edges.
the asymmetric form n = a + b + 2d. We thus are now considering the Hurwitz
parameters
(5.2) h(a, b, d) = (Sn, (2 1n−2, a0 b1 d2, 3x 1n−3, n∞), (1, 1, 1, 1)).
The four subscripts are present as usual for the purposes of normalization and
coordinatization. They will enter into our proof of Theorem 5.1 below.
The fact that two distinguishable points have now become indistinguishable im-
plies that Xa,b,d = Xa,b,d,d/ι, where ι is the rotation interchanging c and d in Fig-
ure 5.1. The fixed points of this rotation are the upper-left and lower-right white
vertices, each with valence c+ d = 2d. Thus Xa,b,d has degree 3n over P1v. The new
braid partition triple is
β0 = (a+ b)∞(a+ d)2(b+ d)2d2,
β1 = 4
313n−12,(5.3)
β∞ = (a+ b+ d)2(a+ 2d)0(b+ 2d)1.
There are three singletons, namely the parts subscripted 0, 1, and ∞. So not only
is the Q-curve Xa,b,d split, but also our choice of subscripts gives it a canonical
coordinate.
To compute pia,b,d as an explicit rational function, we follow our standard proce-
dure. Since this particular instance of our procedure is done with parameters, we
display the result as a theorem and give some details of the calculation.
Theorem 5.1. For distinct positive integers a, b, d, let n = a+ b+ 2d and
A = −2nx(a+ d) + (a+ d)(a+ 2d) + nx2(n− d),
B = a(a+ d)− 2anx+ nx2(−(d− n)),
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C = x2(a+ b)(n− d)− 2ax(n− d) + a(a+ d),
D = nx2(a+ b) + a(a+ 2d)− 2anx.
Then the Hurwitz-Belyi map for (5.2) is
(5.4) pia,b,d(x) =
aabbAa+dBb+dDd
2dd2dnnxa+2d(1− x)b+2dCn−d .
Proof. The polynomial
(5.5) Fx(y) =
ya(y − 1)b(y2 + ry + s)d
xa(x− 1)b(x2 + rx+ s)d
partially conforms to (5.2), including that Fx(x) = 1. From the 3x we need also
that F ′x(x) = 0 and F ′′x (x) = 0. The derivative condition is satisfied exactly when
r =
−nx3 + (a+ 2d)x2 − (a+ b)sx+ as
((a+ b+ d)x2 − (a+ d)x) .
The second derivative condition is satisfied exactly when
s =
n(a+ b+ d)x4 − 2n(a+ d)x3 + (a+ d)(a+ 2d)x2
(a+ b)(a+ b+ d)x2 − 2a(a+ b+ d)x+ a(a+ d) .
The identification of r and s completely determine the maps Fx : P1y → P1t .
From a linear factor in the numerator of F ′x(y), one gets that the critical point
corresponding to the 2 in the first class 2 1n−2 in (5.2) is
yx =
as
nx2
.
Substantially simplifying Fx(yx) gives the right side of (5.4). 
From the form of the normalized partition tuple (5.3), one knows a priori that
(5.6) pia,b,d(1− x) = pib,a,d(x).
Indeed, one can check that the simultaneous interchange a ↔ b, x ↔ 1 − x inter-
changes A and B and fixes C and D. Given this fact, the symmetry (5.6) is visible
in the main formula (5.4).
5.3. Dessins. As with Couveignes’ cubical clan, the semicubical clan gives covers
pia,b,d, even when a, b, and d are not required to be distinct. For example, the
simplest case is the dodecic cover
pi1,1,1(x) = −
(
6x2 − 8x+ 3)2 (8x2 − 8x+ 3) (6x2 − 4x+ 1)2
28x3(x− 1)3 (3x2 − 3x+ 1)3 .
An example representing the main case of distinct parameters is
pi7,6,4(x) =
(
119x2 − 154x+ 55)11 (13x2 − 14x+ 5)4 (51x2 − 42x+ 11)10
214x15(x− 1)14 (221x2 − 238x+ 77)17 .
Let γ(a, b, d) = pi−1a,b,d([−∞, 0]) ⊂ P1x. The left part of the Figure 5.2 is a view on
γ(1, 1, 1). To obtain the general γ(a, b, d) topologically, one replaces each segment
of γ(1, 1, 1) by the appropriate number a, b, or d of parallel segments, so as to create
m = 3n = 3a+ 3b+ 6d edges in total. As an example, the right part of the figure
draws the degree sixty-three dessin γ(7, 6, 4).
The view on γ(a, b, d) given by (5.2) was obtained via the involution s(x) =
x/(2x−1) which fixes 0 and 1 and interchanges∞ and 1/2. The sequence of white,
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Figure 5.2. Left: γ(1, 1, 1). Right: γ(7, 6, 4).
black, and white vertices on the real axis are the points 0,∞, and 1 in the Riemann
sphere. Thus the point not in the plane of the paper is the point x = 1/2. The
involution (5.6) corresponds to rotating the figure one half-turn about its central
point ∞.
5.4. Three imprimitive cases. Given a Belyi map X→ P1 with connected X, a
natural first question is whether it has strictly intermediate covers. As preparation
for the next subsection, we exhibit three settings where there is such an intermediate
cover
(5.7) Xa,b,d
δ→ Y → P1v.
Another way to view the general question is that connectivity of X is exactly equiv-
alent to transitivity of the monodromy group M = 〈g0, g1〉. The cover X→ P1 has
imprimitive monodromy group exactly if there exists a Y as in (5.7) and primitive
otherwise.
Case 1. Let e = gcd(a, b, d). If e > 1 then the explicit formula (5.4) says that
(5.8) pia,b,d(x) = pia/e,b/e,d/e(x)e.
Thus one has imprimitivity here, with the cover  naturally coordinatized to y 7→ ye.
Case 2. Suppose a = b. As a special case of (5.6), the cover pia,a,d has the au-
tomorphism x 7→ 1 − x, corresponding to rotating dessins as in Figure 5.2. To
coordinatize Y, we introduce the function y = δ(x) = x(1 − x). Then (y) works
out to
(5.9)
piVa,d(y) =
(4ay − a+ 4dy − 2d)d (4y2(2a+ d)2 − 4ay(2a+ 3d) + a(a+ 2d))a+d
d2d22a+3dya+2d(4ay − a+ 2dy − d)2a+d .
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The superscript V indicates that piVa,d comes from pia,a,d,d by quotienting by a non-
cyclic group of order four. The ramification partitions and the induced normaliza-
tion of piVa,d are
α0 = a∞ d (a+ d)2,
α1 = 4 24 1
1.5n−6,(5.10)
α∞ = (a+ 2d)0, (2a+ d).
The covers piVa,d and pi
V
d,a are isomorphic, although our choice of normalization
obscures this symmetry.
Case 3. Suppose d ∈ {a, b}. Via (5.6), it suffices to consider the case b = d. Then
while the cover pia,d,d does not have any automorphisms, the original cubical cover
pia,d,d,d has automorphism group S3, This implies that pia,d,d has a subcover  = piSa,d
of index three. To coordinatize Y in this case, we use the function
y = δ(x) =
(x− 1)3(a+ d)(a+ 2d)
x (x2(a+ d)(a+ 2d)− 2ax(a+ 2d) + a(a+ d)) .
Then
(5.11)
piSa,d(y) =
(−a)a(y − 1)a+d (a3y2(a+ d) + 2a2dy(5a+ 9d) + 27d2(a+ d)(a+ 2d))d
2dddnnyd
.
So the ramification partitions and the induced normalization of piSa,d are
α0 = (a+ d)1 d
2
α1 = 4 1
n−4,(5.12)
α∞ = (a+ 2d)∞ d0.
5.5. Primitivity and fullness. The next theorem says in particular that all pia,b,d
not falling into Cases 1-3 of the previous subsection have primitive monodromy.
Theorem 5.2. Let a, b, d be distinct positive integers with gcd(a, b, d) = 1. Let
pi : X → P1 be a Belyi map with the same ramification partition triple (5.3) as
pia,b,d. Then pi has primitive monodromy.
Note that the hypothesis gcd(a, b, d) = 1 excludes Case 1 from the previous sub-
section. The distinctness hypothesis excludes Cases 2 and 3. Since these cases all
have imprimitive monodromy, we will have to use these hypotheses.
Proof. The hypothesis gcd(a, b, d) = 1 has implications on the parts of β0 and β∞
in (5.3). For β0 it implies gcd(a + b, a + d, b + d, d) = 1 while for β∞ it implies
gcd(a + b + d, a + 2d, b + 2d) ∈ {1, 3}. As before, let n = a + b + 2d and m = 3n.
The two hypotheses together say that the smallest possible degree m is twenty-one,
coming from (a, b, d) = (3, 2, 1).
Let Y be a strictly intermediate cover as in (5.7), with Xa,b,d replaced by X. Let e
be the degree of Y → P1 and write its ramification partition triple as (α0, α1, α∞).
Because gcd(a+ b, a+ d, b+ d, d) = 1, the cover Y cannot be totally ramified over
0. Because gcd(a + b + d, a + 2d, b + 2d) ∈ {1, 3}, it can be totally ramified over
infinity only if e = 3. There are then two possibilities, as (α0, α1, α∞) could be
((1, 1, 1), (3), (3)) or ((2, 1), (2, 1), (3)). The α1 = 3 in the first possibility immedi-
ately contradicts β1 = (43, 1m−12). The α1 = (2, 1) in the second possibility allows
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two possible forms for β1, namely (43, 16) and (43). But both of these have degree
less than twenty-one. So e = 3 is not possible, and thus Y cannot be totally ramified
over ∞ either.
Since α0 and α∞ both have at least two parts, the minimally ramified partition
(2, 1e−2) is eliminated as a possibility for α1, by the Riemann-Hurwitz formula. The
candidates (22, 1e−4) and (23, 1e−6) for α1 both force X to be a double cover of Y, so
that e = m/2; but both are then incompatible with β1 = (43, 1m−12). This leaves
(4, 2, 1m/2−6) and (4, 1m/3−4) as the only possibilities for α1. In the first case, the
two critical values of the double cover X→ Y would have to correspond to the 2 in
α1 and the image of the singleton a+b of β0; the parts of β∞ would have to be those
of α∞ with multiplicities doubled; from the form of β∞ in (5.3) this forces a = b,
putting us in Case 2 and contradicting the distinctness hypothesis. In the second
case, the combined partition α0α∞ would have the form (k1, k2, k3, k4, k5) and the
the combined partition β0β∞ would have the form (3k1, 2k2, k2, 2k3, k3, k34, k35) or
(3k1, 3k2, k
3
3, k
3
4, k
3
5). From (5.3), the first possibility occurs exactly when a = d or
b = d, putting us into Case 3 and contradicting the distinctness hypothesis; the
second possibility cannot occur as it is incompatible with the shape of β0β∞ in
(5.3). We have now eliminated all possibilities for α1 and so X → P1 has to be
primitive. 
The two smallest degrees of covers as in Theorem 5.2 are m = 21 and m = 24.
There are nine primitive groups in degree 21 and five in degree 24, all accessible via
Magma’s database of primitive groups. None of them, besides S21 and S24, contain
an element of cycle type 431m−12.
In an e-mail to the author on July 5, 2016, Magaard has sketched a proof that,
for all m ≥ 25, likewise 431m−12 is not a cycle partition for a primitive proper
subgroup of Sm. His proof appeals to Theorem 1 of [6], which has as essential
hypothesis that the 1’s in 431m−12 contribute more than half the degree. Special
arguments are needed to eliminate the other possibilities that parts 1, 2, and 3 of
Theorem 1 of [6] leave open. Thus, Theorem 5.2 can be strengthened by replacing
primitive by full.
5.6. Primes of bad reduction. The dessins γ(a, b, d) have four white vertices: 0,
1, and the roots of D. They have seven black vertices: ∞ and the roots of ABC.
If any of these eleven points agree modulo a prime p, then the map pia,b,d has bad
reduction at p. To study bad reduction, one therefore has to consider some special
values, discriminants, and resultants. Table 5.1 gives the relevant information, with
“value at ∞” meaning the coefficient of x2 in the quadratic polynomial heading the
column.
Combining the explicit formula (5.4), the general discriminant formula [19,
(7.14)], and the elementary facts collected in Table 5.1, one gets the following
discriminant formula.
Corollary 5.1. Let aabbAa+dBb+dDd−v2dd2dnnxa+2d(1−x)b+2dCn−d be the poly-
nomial whose vanishing defines pia,b,d. Its discriminant is
D(a, b, d) =
(−1)(a−1)a/2+(b−1)b/2+d2n(d+2n)
a2n
2−a2+2an−nb2n
2−b2−n+2bnd(10n
2−(1+a+b)(a+b+3n))/2
(a+ b)(a+b+d−1)n(a+ d)an+a+dn+d+n
2−n(b+ d)bn+b+dn+d+n
2−n
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A B C D
Value at 0 (a+ d)(a+ 2d) a(a+ d) a(a+ d) a(a+ 2d)
Value at 1 b(b+ d) (b+ d)(b+ 2d) b(b+ d) b(b+ 2d)
Value at ∞ (a+ b+ d)n (a+ b+ d)n (a+ b)(a+ b+ d) (a+ b)n
Disc. −4bd(a+ d)n −4ad(b+ d)n −4abd(a+ b+ d) −8abdn
Res. with A 4d3n2e 4b2d3e b2d2(a+ 2d)2n2
Res. with B 4a2d3e a2d2(b+ 2d)2n2
Res. with C a2b2(a+ b)2d2
Table 5.1. Special values, discriminants, and resultants of the four
quadratic polynomials A, B, C, D from Theorem (5.1), using the
abbreviation e = (a+ d)(b+ d)(a+ b+ d).
(a+ 2d)(a+2d)
2
(b+ 2d)(b+2d)
2
(a+ b+ d)(a+b+d)(2(a+b+d)+1)
nn(3n+2)v3n−7(v − 1)9. 
The discriminants corresponding to piVa,d and pi
S
a,d are given by similar but slightly
simpler formulas.
5.7. Allowing negative parameters. The formula (5.4) makes sense for arbi-
trary integer parameters (a, b, d) satisfying abdn 6= 0, although individual factors
may switch from numerator to denominator or vice versa. As a special case of (5.8),
one has the formula pi−a,−b,−d(x) = pia,b,d(x)−1. Using this symmetry, we can and
will restrict attention to the half-space d ≥ 0.
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Figure 5.3. Left: the formal degree of piα,β,1, meaning the quantity
degree(piαd,βd,d)/d, drawn in the α-β plane. Contours range from 4
(middle triangle) to 24 (upper right corner). Right: The discriminant
locus of the semicubical clan, drawn in the same (α, β) plane. Points
are particular (a/d, b/d)-values giving covers appearing in Table 5.2.
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Assuming none of the quantities in Table 5.1 vanish, the degreeN(a, b, d) of pia,b,d
is the total of those quantities on the list 2(d− n), 2(a+ d), 2(b+ d), 2d, −a− 2d,
−b − 2d, and a + b which are positive. This continuous, piecewise-linear function
is homogeneous in the parameters a, b, and d, and so it can be understood by its
restriction to d = 1 via N(a, b, d) = dN(a/d, b/d, 1). The left half of Figure 5.3 is a
contour plot of N(α, β, 1). Thus, for d ≥ 4 fixed, the minimum degree for pia,b,d is
4d, occurring for all (a, b, d) with (a/d, b/d) in the middle black triangle.
If (a+ d)(a+ 2d)(b+ d)(b+ 2d)(n+ d)(n+ 2d) = 0, then there is a cancellation
among at least a pair of factors, and pia,b,d has degree strictly less than N(a, b, d). If
abdn = 0 then, taking a limit, pia,b,d is still naturally defined, and again has degree
strictly less than N(a, b, d). Taking d = 1, the lines given by the vanishing of the
other nine factors are drawn in the right half of Figure 5.3. The complement of
these lines has 37 connected components, called chambers. The middle chamber is
the interior of the triangle given by N(a, b, 1) = 4. As indicated by the caption of
Figure 5.3, one can also think of the right half of Figure 5.3 projectively. From this
viewpoint, the line at infinity is given by the vanishing of the remaining linear form,
i.e. by d = 0. Our main reference [4] already illustrates some of this wall-crossing
behavior in the context of distinct a, b, c, and d: the dessins with all parameters
positive are described as being a chardon, while the dessins with parameters in
certain other chambers are described as being a pomme.
5.8. The central chamber and symmetric coordinates. Each chamber cor-
responds to a different family of Hurwitz parameters, with corresponding rational
functions being uniformly given by (5.5). To study the middle chamber, switch to
new parameters (u, v, w) = (d+a, d+b, d−n). In the new parameters, the quantity
d = u + v + w is still convenient. The middle chamber is given by the positivity
of u, v, and w. We indicate the presence of the new parameters by capital letters,
changing h to H, pi to Π, and γ to Γ. As in the case with other clans as well, both
parametrization systems have their virtues.
The normalized Hurwitz parameter (5.2) gets replaced by
(5.13)
H(u, v, w) = (S2d, (2 1
2d−2, d2, 3x 12d−3, (d− u)0 (d− v)1(d− w)∞), (1, 1, 1, 1)).
Simply writing factors with the new parameters and in different places correspond-
ing to the new signs, (5.4) becomes
(5.14) Πu,v,w(x) =
(−1)d−wAuBvCwDd
2dd2d(d− u)d−u(d− v)d−v(d− w)d−wxd+u(1− x)d+v .
The degree is 4d and the partition triple (5.3) changes to
β0 = u
2v2d2w2,
β1 = 4
314d−12,(5.15)
β∞ = (d+ u)0(d+ v)1(d+ w)∞.
The symmetry (5.6) in the new parameters takes the similar form Πu,v,w(1− x) =
Πv,u,w(x). But now the symmetry
(5.16) Πu,v,w(1/x) = Πw,v,u(x)
is equally visible.
In terms of a sheared version of Figure 5.3 in which the central triangle is equi-
lateral, the symmetries just described generate the S3 consisting of rotations and
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flips of this triangle. One has quadratic reduction as in (5.9) whenever two of the
parameters are equal. One has cubic reduction as in (5.11) whenever one of the
parameters is 2d.
Figure 5.4. Left: Γ(1, 1, 1). Right: Γ(4, 3, 2).
For dessins we take Γ(u, v, w) = Π−1u,v,w([−∞, 0]) with [∞, 0] = •−−−◦ as before.
Figure 5.2 is then direct analog of Figure 5.2. The black points on the real axis from
left to right are, as before 0,∞, 1. The unique point above this axis is connected to
0, ∞, and 1 by respectively u, w, and v edges. To pass from Γ(1, 1, 1) to Γ(u, v, w),
one replaces each edge by either u, v, or w parallel edges, illustrated by the example
of Γ(4, 3, 2).
While symmetric parameters are motivated by the central chamber, they are
often better for analysis of the entire clan. As an example, we consider an as-
pect about degenerations over discriminantal lines, always excluding the intersec-
tions of these lines. To begin, consider the numerator of the logarithmic derivative
Π′u,v,w(x)/Πu,v,w(x). In conformity with β1 = 431m−12, one gets that this numer-
ator is the cube of a cubic polynomial ∆(u, v, w, x). An easy computation gives
∆(u, v, w, x) =
(5.17) wx3(w−d)(w+d)+3w(u−d)(w−d)x2 +3u(u−d)(w−d)x−u(u−d)(u+d).
Its discriminant has the completely symmetric form
discx(∆(u, v, w, x)) = 2233uvw(u+ d)2(v + d)2(w + d)2d3.
By symmetry, to understand the degenerations at the nine lines visible on the right
half of Figure 5.3, one needs only to understand the degenerations at the horizontal
lines. From bottom to top, the lines are given by u = −d, u = 0, and u = d. Visibly
from (5.17) the polynomials ∆(−d, v, w), ∆(0, v, w), and ∆(d, v, w) have 0 as a root
of multiplicity 1, 2, and 3. Continuing this analysis, the Hurwitz-Belyi maps with
parameter on these lines has β1 of the form 42 1m−8, 4 2 1m−6, and 3 1m−1. The
only discriminantal line not discussed yet is the line d = 0 at infinity. Here again
by symmetry, we need to consider only the case (u, v,−m) with u and v positive
satisfying u+ v = m. In this case, one has (β0, β1, β∞) = (u v, 2 1m−2,m).
5.9. Moduli algebras. In Section 2, we saw some unexpected splitting of moduli
algebras for certain partition triples (λ0, λ1, λ∞). The triples coming from the
degenerations (5.12) and (5.10) and the semicubical clan itself (5.1) give us many
moduli algebras which haveQ a factor. We computationally investigate small degree
members of this collection here, as a further illustration that Hurwitz-Belyi maps
are very special among all Belyi maps.
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m a d λ0 λ1 λ∞ µ D
9 1 2 3321 4 2 13 54 18 + 1 − 237 326 512 72
12 1 3 4431 4 2 16 75 39 + 1 284 341 530 726 1110
15 1 4 5541 4 2 19 96 60 + 1 2105 3107 555 717 1110
15 2 3 5532 4 2 19 87 60 + 1 − 2151 360 555 744 1314
m u v w λ0 λ1 λ∞ µ D
7 0 3 −1 322 4 2 1 511 3 + 1 − 23 3 52 7
9 0 2 1 3321 4 2 13 54 18 + 1 − 237 326 512 72
10 0 4 −5 5311 4 2 14 64 28 + 1 256 341 520 72
10 0 4 −1 433 4 2 14 721 28 + 1 250 334 514 719
10 0 3 −5 5221 4 2 14 73 31 + 1 266 330 523 78
10 2 −1 −3 33211 4 4 12 532 33 + 1 + 1 269 342 523 721
11 0 5 −2 533 4 2 15 821 38 + 1 2113 345 528 75 1110
12 0 3 1 4431 4 2 16 75 39 + 1 284 341 530 726 1110
12 2 1 −5 552 4 4 14 72111 41 + 1 274 318 531 731 1115
12 0 5 −6 6411 4 2 16 75 42 + 1 286 344 527 730 1120
Table 5.2. Degrees µ and discriminants D of the moduli algebras
coming from the partition triple (5.10) of piVa,d and the partition triple
(5.1) of Πu,v,w. The primes which are bad for the Hurwitz-Belyi map
are in boldface.
The dessin of piS1,1 has the shape ◦−•−◦〈•• . The dessin of pi
S
a,c is obtained by
replacing the middle edge by a parallel edges and the remaining three edges by c
parallel edges. There are no other dessins that share the partition triple (5.12). So
all moduli algebras of (5.12) are simply Q.
The dessin of piV1,1 have a more complicated shape and there are many dessins
that share the partition triple (5.10). The four cases with 0 < a < d with a+ d ≤ 5
are in the top part of Table 5.2.
For our main case of pia,b,d, the triple satisfying the conditions of Theorem 5.2
giving the lowest degree m = 3(a + b + 2d) is (a, b, d) = (3, 2, 1) with m = 21.
This case is beyond our computational reach. Allowing a and/or b to be negative,
but staying off the discriminantal hyperplanes, the lowest degree is m = 16 from
(−1,−2, 4). This case may be easier, but instead we allow (a, b, d) to be on a
discriminantal hyperplane, excluding the extreme degenerations abdn = 0, as they
give mass µ ≤ 2. We still require that the a, b, and d are distinct without a common
factor. We switch to symmetric coordinates, so as to see the S3 symmetries of the
previous subsection clearly. Modulo these symmetries, Table 5.2 gives all cases with
m ≤ 12. The top line is the septic example from Section 2 yet again.
The behavior summarized in Table 5.2 is similar to the behavior discussed in §2,
but now the (λ0, λ1, λ∞) have been chosen to ensure splitting. Calculation shows
that the the large factor of the moduli algebra always has Galois group the full
symmetric group on the degree. In the only case where there is extra splitting, the
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two rational Belyi maps are
pi1,−1,2(x) =
(8x− 5)2 (8x2 − 24x+ 15)3 (8x2 − 8x+ 3)
214(x− 1)3x5(4x− 3)2 ,(5.18)
pi(x) =
−(8x− 5)2 (464x2 − 840x+ 375)3 (2528x2 − 4400x+ 1875)
21655(x− 1)3x5(4x− 3)2 .(5.19)
Like pi1,−1,2(x), the unexplained rational factor pi(x) has bad prime set just {2, 3, 5}
and monodromy group S10.
5.10. Responsiveness to the inverse problem. Let a, b, d be distinct positive
integers without a common factor. The fullness conclusion of §5.5 and the discrimi-
nant formula in Corollary 5.1 combine to say that the explicit rational Hurwitz-Belyi
maps pia,b,d of Theorem 5.1 respond interestingly to the inverse problem of §1.3.
More precisely, the set Pa,b,d of bad primes of pia,b,d is the set of primes dividing
abd(a+ b)(a+ d)(b+ d)(a+ b+ d)(a+ 2d)(b+ 2d)(a+ b+ 2d).
This set can only contain primes at most n = a + b + 2d. From this fact alone, it
is substantially smaller than the set than the set Pglob of §2.7, which is the the set
of primes less than the degree 3n.
On the other hand, if one fixes a small set P, the largest degree cover coming
from the semicubical clan ramified within P is often very small, even if one works
with all the full Πu,v,w, piVa,d, and pi
S
a,d. For example, taking P = {2, 3, 5}, one
has relatively large degree covers coming from very degenerate cases like Π1,80,−1,
with degree 81. However if one requires that β1 contain a 4, then the largest
degree cover seems to be twenty-six. This degree comes from two nondegenerate
parameters Π−5,−3,9 and Π−5,−1,9, with partition triples (92 4 2 12, 43 114, 10 52 32)
and (92 32 2, 43 114, 12 52 2 12) respectively.
We have looked at many clans, some quite different in nature from the semicu-
bical clan. All seem to share the property that the analog to Pa,b,d is relatively
sparse, but nevertheless grows with the parameters. We are more interested in this
paper in fixing a small P and providing examples of full rational covers in degrees
as large as possible. In this direction, the focus of Sections 8-12, clans do not seem
to be helpful. The fundamental problem is that in clans the groups G are An or Sn
and one is increasing n. What one needs to do instead is fix G and let the number
r of ramifying points increase.
6. The braid-triple method
Our first Hurwitz-Belyi map (4.6) and the entire semicubical clan (5.4) were
computed with the standard method. After §6.1 gives background on braids, §6.2
and §6.3 describe the alternative braid-triple method, already used twice in §4.3.
The two methods are complementary, as we explain in the short §6.4.
A key step in the braid-triple method is to pass from a Belyi pencil u to a
corresponding braid triple B = (B0, B1, B∞). In this paper, we use the braid-triple
method only for four u, and the corresponding B are given by the simple formulas
(6.3), (6.4), (6.5), and (11.2). We do not pursue the general case here; our policy
in this paper is to be very brief with respect to braid groups, saying just enough to
allow the reader to replicate our computations of individual covers.
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6.1. Algebraic background on braid groups. The Artin braid group on r
strands is the most widely known of all braid groups, and our summary here follows
[26, §3]. The group is defined via r − 1 generators and (r−12 ) relations:
(6.1) Brr =
〈
σ1, . . . , σr−1 :
σiσj = σjσi, if |i− j| > 1
σiσjσi = σjσiσj , if |i− j| = 1
〉
.
The assignment σi 7→ (i, i + 1) extends to a surjection Brr  Sr. For every
subgroup of Sr one gets a subgroup of Brr by pullback. Thus, in particular, one
has surjections Brν  Sν for Sν = Sν1 × · · · × Sνr .
Given a finite group G, let Gr ⊂ Gr be the set of tuples (g1, . . . , gr) with the gi
generating G and satisfying g1 · · · gr = 1. The braid group Brr acts on the right of
Gr by the braiding rule
(6.2) (. . . , gi−1, gi, gi+1, gi+2, . . . )σi = (. . . , gi−1, gi+1, g
gi+1
i , gi+2, . . . ).
The group G acts diagonally on Gr by simultaneous conjugation. The actions of
Brν and G commute with one another.
Let h = (G,C, ν) be an r-point Hurwitz parameter, with C = (C1, . . . , Ck),
ν = (ν1, . . . , νk), and
∑k
i=1 νi = r, all as usual. Consider the subset Gh of Gr,
consisting of tuples with gj ∈ Ci for
∑i−1
a=1 νa < j ≤
∑i
a=1 νa. This subset is stable
under the action of Brν × G. The group Brν therefore acts on the right of the
quotient set Fh = Gh/G.
The actions of Brν on Fh all factor through a certain quotient HBrν . Terminology
is not important for us here, but for comparison with the literature we remark
that HBrν is the quotient of the standard Hurwitz braid group by its two-element
center. Choosing a base point ? and certain identifications appropriately, the group
HBrν is identified with the fundamental group pi1(Confν , ?), in a way which makes
the action of HBrν on Fh agree with the action of pi1(Confν , ?) on the base fiber
pi−1h (?) ⊂ Hurh.
Let Z be the center of G, this center being trivial for most of our examples. Let
Aut(G,C) be the subgroup of Aut(G) which stabilizes each conjugacy class Ci in
C. Then not only does G/Z act diagonally on Gh, but so does the entire overgroup
Aut(G,C). The group Out(G,C) introduced in §3.1 is the quotient of Aut(G,C)
by G/Z. Quotienting by the natural action of a subgroup Q ⊆ Out(G,C), gives
the base fiber FQh corresponding to the cover HurQh → Confν .
6.2. Step one: computation of braid triples. A Belyi pencil u : P1v → Confν
determines, up to conjugacy depending on choices of base points and a path between
them, an abstract braid triple (B0, B1, B∞) of elements of HBrν . These elements
have the property that in any Hurwitz-Belyi map pih,u : Xh,u → P1, the images of
the Bτ in their action on Fh give the global monodromy of the cover. When Fh
is identified with {1, . . . ,m}, we denote the image of Bτ by bτ ∈ Sm and its cycle
partition by βτ . We call (b0, b1, b∞) a braid permutation triple. As we have already
done several times before, e.g. (5.3), we call (β0, β1, β∞) a braid partition triple.
For the three 4-point Belyi pencils introduced in (3.3), the abstract braid triples
are
u1,1,1,1: (B0, B1, B∞) = (σ21 , σ
2
2 , σ
−2
2 σ
−2
1 ),(6.3)
u2,1,1: (B0, B1, B∞) = (σ1, σ−11 σ
−2
2 , σ
2
2),(6.4)
u3,1: (B0, B1, B∞) = (σ1σ2, σ−12 σ
−2
1 , σ1).(6.5)
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The triple for u1,1,1,1 is given in [13, §5.5.2]. The other two can be deduced by
quadratic and then cubic base change, using (3.4). An important point is that, in
the quotient group HBrν , the B1 for u2,1,1 and u3,1 have order 2 and the B0 for
u3,1 has order 3.
It is worth emphasizing the conceptual simplicity of our braid computations.
They repeatedly use the generators σi of (6.1) and their actions on Fh from (6.2).
However they do not explicitly use the relations in (6.1). Likewise they do not
explicitly use the extra relations involved in passing from Brν to HBrν . Our actual
computations are at the level of the permutations bτ ∈ Sm rather than the level
of the braid words Bτ . At the permutation level, all these relations automatically
hold.
Computationally, we realize Fh via a set of representatives in Gh for the conju-
gation action. A difficulty is that the set Gh in which computations take place is
large. Relatively naive use of (6.1) and (6.2) suffices for the braid computations
presented in the next five sections. To work as easily with larger groups and/or
larger degrees, a more sophisticated implementation as in [14] would be essential.
6.3. Step 2: passing from a braid triple to an equation. Having computed a
braid partition triple (β0, β1, β∞) belonging to pih,u, one can then try to pass from
the triple to an equation for pih,u by algebraic methods. We did this in §4.3 for two
partition triples with degree m = 12. For one, as described in §2.6, the desired pih,u
is just one of µ = 24 locally equivalent covers, the one defined over Q.
The braid partition triples (β0, β1, β∞) arising in the next five sections have
degrees m into the low thousands. The number µ of Belyi maps with a given such
braid partition triple is likely to be more than 10100 in some cases. The numbers 12
and 24 are therefore being replaced by very much larger m and µ respectively. It
is completely impractical to follow the purely algebraic approach of getting all the
maps belonging to the given (β0, β1, β∞) and extracting the desired rational one.
Instead, there are three more feasible techniques for computing only the desired
cover.
For almost all the covers in this paper, Step 2 was carried out by a p-adic
technique for finding covers defined over Q explained in detail in [15]. Here one
picks a good prime p for the cover sought, and first searches for a tame cover with the
correct (β0, β1, β∞) defined over Fp. Commonly, one finds several covers, and one
cannot yet tell which is the reduction of the cover sought. One then uniquely lifts
all these candidates iteratively to Z/pc for some large c. This step requires solving
linear equations and is easy. We commonly took c = 50. Then one recognizes the
coefficients of the lifted covers as p-adically near rational numbers. In practice this
is easy too, and only one of the initial solutions over Fp gives small height rational
numbers. One concludes by checking that the monodromy of the cover constructed
really does agree with the braid permutation triple (b0, b1, b∞). The efficiency of
this p-adic technique decreases rapidly with p. Since the covers we pursue all have
a small prime of good reduction, typically 5 or 7, the technique is well adapted to
our situation.
The second and third technique have been recently introduced, and both are un-
dergoing further development. They take the permutation triple (b0, b1, b∞) rather
than the partition triple (β0, β1, β∞) as a starting point. Thus they isolate the
cover sought immediately, and there is no issue of a large local equivalence class.
The technique of [11] centers on power series while the technique of [12] centers
30 DAVID P. ROBERTS
on numerically solving partial differential equations. Schiavone used the programs
described in [11] to compute (8.5) here. Our tables in Sections 9-11 present braid
information going well beyond where one can currently compute equations, in part
to provide targets for these developing computational methods.
6.4. Comparison of the two methods. We used the standard method many
time in [21] in the context of constructing covers of surfaces. In the present context
of curves, the braid-triple method complements the standard method as follows. In
the standard method, one can expect the difficulty of the computation to increase
rapidly with the genus gY of Yx and the degree n of the cover Yx → P1t . In the
braid-triple method, these measures of difficulty are replaced by the genus gX of
the curve Xh,u and the degree m of the cover Xh,u → P1v. The quantities (gY , n)
and (gX ,m) are not tightly correlated with each other, and in practice each method
has a large range of parameters for which it works well while the other method does
not.
7. Hurwitz-Belyi maps exhibiting spin separation
This section presents three Hurwitz-Belyi maps for which we were able to find
a defining equation by both the standard and the braid-triple method. Each map
has the added interesting feature that the covering curve Xh has two components.
We explain this splitting by means of lifting invariants. Many of the covers in the
next four sections are similarly forced to split via lifting invariants.
7.1. Lifting in general. Decomposition of Hurwitz varieties was studied by Fried
and Serre. Here we give a very brief summary of the longer summary given in
[21, §4]. The decompositions come from central extensions G˜ of the given group
G. The term spin separation is used because many double covers are induced from
the double cover Spinn of the special orthogonal group SOn via an orthogonal
representation.
Let h = (G,C, ν) be a Hurwitz parameter. First, one has the Schur multiplier
H2(G,Z), always abbreviated in this paper as H2(G). Any universal central ex-
tension G˜ of G has the form H2(G).G. Second, one has a quotient H2(G,C) of
the Schur multiplier, with H2(G,C).G being the largest quotient in which each
Ci splits completely into |H2(G,C)| different conjugacy classes. Third, one has a
torsor Hh = H2(G,C, ν) over H2(G,C). So |Hh| = |H2(G,C)|, but the set Hh does
not necessarily have a distinguished point like the group H2(G,C) does.
The group Out(G,C) defined in §3.1 acts on the set Hh. For any subgroup
Q ⊆ Out(G,C), one has a natural map from the component set pi0(HurQh ) of HurQh
to HQh . The most common behavior is that these maps pi0(Hur
Q
h ) → HQh are
bijective. As said already in §3.1, our main interest is in Q = Out(G,C), in which
case we replace Out(G,C) by ∗ as a superscript.
In practice, the key groups H2(G,C) and Out(G,C) are extremely small. In the
next three subsections H2(G,C) has order 2, 3, and 3 respectively, while Out(G,C)
has order 1, 2, and 1. We explain lifting in some detail in these subsections and
also in §9.2 where H2(G,C) and Out(G,C) can be slightly larger.
7.2. A degree 25 = 15 + 10 family. Applying the mass formula [21, (3.6)] to
a Hurwitz parameter h = (G,C, ν) requires the use of the character table of G.
Common choices for G in this paper are A5 and S5. Table 7.1 gives the character
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table for these two groups, as well as their Schur double covers A˜5, and S˜5. In
this subsection, we use this table to illustrate how mass formula computations for
a given Hurwitz parameter h appear in practice, including refinements involving
covering groups G˜.
|Ci| 1 15 20 12 12 10 30 20
Ci 1
5 221 311 5a 5b 2111 41 32
χ1 1 1 1 1 1 1 1 1
χ2 3 −1 0 −b −b′ 0 0 0
χ3 3 −1 0 −b′ −b′
χ4 4 0 1 −1 −1 2 0 −1
χ5 5 1 −1 0 0 1 −1 1
Orders of 1 4 3 5 5 2 8 6
classes 2 6 10 10 8 6
χ6 2 0 −1 b b′ 0 0 0
χ7 2 0 −1 b′ b
χ8 4 0 1 −1 −1 0 0
√−3
χ9 6 0 0 1 1 0
√−2 0
Table 7.1. Character tables for A5, S5, A˜5, and S˜5, with the abbre-
viations b = (−1 +√5)/2 and b′ = (−1−√5)/2.
The character table for A5 is given simply by the upper left 5-by-5 block. The
remaining character tables require the use of Atlas conventions. The double cover
A˜5 has the listed nine characters. The nine conjugacy classes arise because all but
the class 221 splits into two classes. We label these classes of A˜5 according to
whether the order of a representing element is even (+) or odd (−). Thus 5a splits
into 5a+ and 5a−. The printed character values refer to the class with odd order
elements. Thus, e.g., χ8(311+) = 1 but χ8(311−) = −1.
Only the groups A5 and A˜5 are used in the example of this subsection, but S5
and S˜5 are equally common in the sequel and we explain them here. The group S5
has seven conjugacy classes, the classes 5a and 5b having merged to a single class
5. The corresponding seven characters are the printed χ1, χ4, χ5, the sum χ2 + χ3
extended by zero, and the twists χ1, χ4, and χ5. Here  is the sign character,
taking value 1 on A5 and −1 on S5 − A5. The cover S˜5 has twelve characters, the
seven from before and the five new ones χ6 + χ7, χ8, χ8, χ9, and χ9.
For the example of this subsection, let h = (A5, (311, 5a), (3, 1)). Because of
0’s appearing as character values, only the characters χ1 and χ4 appear when
evaluating the mass formula:
mh =
|C1|3|C2|
|G|2
5∑
i=1
χi(C1)
3χi(C2)
χi(1)2
=
20312
602
(
13(1)
12
+
13(−1)
42
)
=
20
3
15
16
= 25.
Because A5 does not have a proper subgroup meeting the both the classes 311 and
5a, the desired degree is just the mass, mh = mh = 25.
The joint paper [26] was originally planned to include this h as an example. The
curves Yx parameterized have genus one but Venkatesh nonetheless computed the
Belyi map pih : X → P1j by the standard method, seeing directly that X breaks
32 DAVID P. ROBERTS
into two components, each of genus zero, of degree 15 and 10 over P1j . The present
author simultaneously used the braid-triple method, using (6.5) to get the braid
partition triples (3331, 22222, 541) and (33333, 22222221, 5433). Both methods end
at the explicit equations (9.4) and (9.5).
To explain the splitting, consider the Hurwitz parameters
h+ = (A˜5, (311+, 5a+), (3, 1)), h
− = (A˜5, (311+, 5a−), (3, 1)).(7.1)
Let (g1, g2, g3, g4) ∈ Gh. For i = 1, 2, 3, let g˜i be the unique preimage of gi in 311+.
Then there is a unique lift g˜4 of g4 which satisfies g˜1g˜2g˜3g˜4 = 1. This lift can be
in either 5a+ or 5a−. In this way one gets a map from Gh to Hh = Z/2. This
invariant does not change under either the braid or conjugation action.
The mass formula [21, (3.6)], applied to G˜ now, lets one find the degrees of the
factors. In this simple case, where proper subgroups of G˜ are not involved, one has
m±h =
1
2
|C1|3|C2|
|G|2
9∑
i=1
χi(C1)
3χi(C2)
χi(1)2
=
1
2
20312
602
(
13(1)
12
+
13(−1)
42
± (−1)
3(b+ b′)
22
± 1
3(−1)
42
)
=
40
3
(
1− 1
16
± 1
4
± −1
16
)
=
40
3
(
15
16
± 3
16
)
=
5
2
(5± 1) = 15, 10.
Similar mass computations let one properly identify components with lifting invari-
ants in general. We make these identifications, typically with no further comments,
in the next two subsections and many times in §9-11.
7.3. A degree 70 = 30 + 40 family: rational cubic splitting. Let
h = (A7, (22111, 511, 322), (2, 1, 1)).
The large singletons 5 and 3 help keep the standard method within computational
feasibility. By a direct application of this method, one sees at the end that the
degree m is 70 and there is a splitting into two components of degrees 30 and 40.
In the braid-triple method the order of events is reversed. Mass formula compu-
tations says that the desired X∗h → P1w has degree 70. A braid group computation
using (6.4) says that X∗h has two components of degrees 30 and 40. The monodromy
groups are A30 and S40 respectively, with braid partition triples
(β0, β1, β∞) = (72 5 3 24, 214 12, 6 52 4 33 1),
(β0, β1, β∞) = (72 52 42 23 12, 220, 52 43 36).
As the total number of parts is 32 and 42 respectively, the genus is zero in each
case.
The second step in the braid-triple method is challenging, since the smallest
prime not in PA7 is 11. This step is only within feasibility because of the splitting
70 = 30+40, and the fact that one can compute the two components independently.
Explicit equations are
f30(w, x) = 2
233
(
7x2 + 14x+ 4
)7
x5(2x+ 1)3
(
x2 + 3x+ 1
)2 (
2x2 + x+ 2
)2
+w
(
7x2 + 6x+ 2
)5
(5x+ 2)4
(
14x3 + 39x2 + 18x+ 2
)3
(x+ 2),
f40(w, x) = 2
234
(
5x2 − 12x+ 3)7 (5x2 − 15x+ 12)5 (x2 − 3x+ 6)4
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4x2 − 15x+ 15)2 x(5x− 9)
+w
(
x2 − 3)5 (5x3 − 45x2 + 120x− 108)4(
400x6 − 2700x5 + 7425x4 − 10530x3 + 7830x2 − 2430x− 27)3.
The polynomial discriminants are
D30(w) = −245032855957105w22(w − 1)14,
D40(w) = 2
9303125452307105w29(w − 1)20.
Modulo squares these quantities are −105 and 7w, reflecting the fact that mon-
odromy groups and generic Galois groups are (A30, S30) in the first case and
(S40, S40) in the second.
The group A7 has the unusually large maximal non-split central extension 6.A7.
For both this subsection and the next, only the subextension 3.A7 is relevant be-
cause all the classes Ci split in it, while the class 22111 is inert in 2.A7. In
the notation reviewed in §7.1, this reduction is expressed by an identification
H2(A7, C) = Z/3. The group Out(A7, C) is all of Out(A7) = {±1} because the
classes 22111, 511, and 322 are all stabilized by the outer involution. The action
of {±1} on Z/3 is the nontrivial one where −1 acts by negation. The degree 30
component corresponds to the identity class 0 ∈ Z/3 while the degree 40 component
corresponds to the orbit of the two nonidentity classes in Z/3.
The promised third conceptual explanation of the degree splitting 4 = 3 + 1 for
h = (A7, (322, 421, 511), (1, 1, 1)) from (2.4) is in our present context. All three
classes split in 3.A7 while only the last two split in 2.A7. All three classes are
stable under outer involution. So here again Out(A7, C) = {±1} acts nontrivially
on H2(A7,Z) = Z/3. In this case the degree one factor corresponds to 0 ∈ Z/3
while the degree three factor corresponds to {−1, 1} ⊂ Z/3.
7.4. A degree 42 = 21 + 21 family: irrational cubic splitting. Lando and
Zvorkin [13, §5.4] investigated splitting of Hurwitz covers in some generality. The
unique splitting in their context that they could not conceptually explain comes
from the Hurwitz parameter
h = (A7, (22111, 7a), (3, 1)).
Here one has splitting of the form 42 = 21 + 21. In this subsection we complement
their study of this example by both giving an equation and explaining the splitting.
Computing using (6.5), one gets that the two components have the same braid
partition triple, namely
(7.2) (β0, β1, β∞) = (37, 210 1, 6 5 4 32).
This agreement is in contrast to the previous subsection, where the two compo-
nents even had different degrees. Lando and Zvonkin speculated (p. 333) that the
agreement is explained by the two components being Galois conjugate.
Indexing the two maps arbitrarily by  ∈ {+,−}, each map we seek fits as the
right vertical map in a Cartesian square:
(7.3)
X˜ → X
↓ ↓
P1v → P1j
.
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Here the bottom map is the degree six S3 cover given in (3.4), and so the top map
is a degree six S3 cover as well.
There are 7 + 11 + 5 = 23 parts in all in (7.2), so that the genus of each X is 0
by the Riemann-Hurwitz formula. Lando and Zvonkin worked first with the base-
changed cover. Here the braid partition is (β˜0, β˜1, β˜∞), with each β˜τ = 5333322.
As 7 + 7 + 7 = 21, the genus is 1. Jones and Zvonkin [9] carried out the S3 descent
as we are doing here.
We find via explicit equations that the two components are indeed conjugate
with respect to the two choices s = ±√21:
f21±(j, x) =
2 · 5 · (2700000x7 + x6(630000s− 3780000) + x5(724500− 829500s)
+x4(2228100− 474600s) + x3(1404725s− 5328225)
+x2(7020216− 1485456s) + x(856800s− 4384800)− 252000s+ 972000)3
±3 · 77j(5239s− 21429)x5(10x− 9)4 (150x2 + x(40s− 15)− 8s+ 88)3 .
Figure 7.1 draws the dessins in P1x corresponding to Cover 21+ on the left and its
5 4
3
3
5 4
3
3
Figure 7.1. Conjugate dessins, with 21+ on left and 21− on right
conjugate Cover 21− on the right. The preimages in P1x of ∞ ∈ P1j are indicated in
the picture by their ramification numbers, with the undrawn ∞ ∈ P1x also being a
preimage with ramification number 6. Figure 7.1 gives the correct analytic shape
of Figure 3 of [9], and, after base change, the correct shape of Figure 5.15 of [13].
The splitting is induced by the existence of 3.A7 as in the previous subsection.
Again one has an identification H2(A7, C) = Z/3. Here however, because 7a is not
stabilized by the outer involution of A7, the group Out(A7, C) is trivial. Accordingly
one has a natural function from components of X to Z/3. One would generally
expect all three preimages to have one component each. In this case, the preimages
of 0, 1, and −1 are respectively empty, X+ and X−.
8. Hurwitz-Belyi maps with |G| = 2a3bp and ν = (3, 1)
In this section, we set up a framework for studying the Hurwitz-Belyi maps
coming from a systematic collection of 4-point Hurwitz parameters h. Here and in
the next two sections, we carry out the first part of the braid-triple method for all
these h, obtaining braid permutation triples (b0, b1, b∞) and thus braid partition
triples (β0, β1, β∞). In many low degree cases, we carry out the second part as well,
obtaining a defining equation for the cover.
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8.1. Restricting to |P| = 3 and ν = (3, 1). To respond to the inverse problem
of §1.3, we consider only h = (G,C, ν) giving covers defined over Q. To keep our
computational study of manageable size we impose two severe restrictions. First,
we require that G be almost simple with exactly three primes dividing its order.
Second, we restrict attention to the case ν = (3, 1). There are many more cases
within computational reach which are excluded because of these two restrictions.
The rest of this subsection elaborates on the two restrictions.
Almost simple groups divisible by at most three primes. There are exactly eight
nonabelian simple groups T for which the set PT of primes dividing |T | has size
at most 3. In all cases, the order has the form 2a3bp and the classical list is as in
Table 8.1. References into this classification literature and the complete list in the
much more complicated case |PT | = 4 are in [29].
p T |T | H2 A p T |T | H2 A
5 A5 60 = 2
2315 2 2 7 SL3(2) 168 = 2
3317 2 2
5 A6 360 = 2
3325 6 22 7 SL2(8) 504 = 2
3327 1 3
5 W (E6)
+ 25920 = 25345 2 2 7 SU3(3) 6048 = 2
5337 1 2
13 SL3(3) 5616 = 2
43313 1 2 17 PSL2(17) 2448 = 2
43217 2 2
Table 8.1. The eight simple groups of order 2a3bp and related in-
formation
The column H2 gives the order of the Schur multiplier H2(T ). Non-trivial entries
here are the source of spin separation as explained in the previous section. The
column A in Table 8.1 gives the structure of the outer automorphism group of T .
So in every case except T = A6 there are two groups G to consider, T itself and
Aut(T ) = T.A. For T = A6 one has, in Atlas order, the extensions S6, PGL2(9),
and M10, as well as the full extension Aut(A6) = A6.22.
Attractive features of the case ν = (3, 1). The restriction ν = (3, 1) is chosen for
several reasons. First, it makes tables much shorter, and in fact Tables 9.1, 9.3,
10.1, 10.2 are complete. The case ν = (2, 2) would have similar length and the case
ν = (4) would be even shorter. However we stay away from both these alternatives
as the involutions discussed at the end of §3.3 complicate the situation. Second,
covers in a given degree m tend to have considerably smaller genus for ν = (3, 1)
than they do for ν = (2, 1, 1) or (1, 1, 1, 1). In fact our tables show that for ν = (3, 1),
covers can have genus zero into quite high degree. Third, in the case ν = (3, 1)
and (β0, β1) = (3m/3, 2m/2), Beukers and Montanus [2] described a method which
allows one to solve the given system with m unknowns by first solving an auxiliary
system with approximately m/3 unknowns. This method generalizes to the full
(3, 1) case of (β0, β1) = (3a 1m−3a, 2b 1m−2b); we used it simultaneously with the
p-adic technique sketched in §6.3 to extend the reach of our calculations. Finally,
as discussed in §3.3, the base P1j is the familiar j-line. Transitive degree-m covers
Xh → P1j correspond to index-m subgroups of PSL2(Z) and we are in a very
classical setting.
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8.2. Agreement and indexing. As discussed in §4.2, the interesting phenomenon
of cross-parameter agreement says that different Hurwitz parameters can give rise
to isomorphic coverings. When the two groups involve different nonabelian simple
groups T , as in the initial example of §4.2, we use the term cross-group agreement.
We note cross-group agreement in our tables mainly by referencing a common
equation. Two covers appearing even for T involving different primes are
f3,1(j, x) = (x− 4)x3 + 4j(2x+ 1),(8.1)
f4,3,2(j, x) = (4x
3 − 3x+ 2)3 − 27jx3(3x− 2)2.(8.2)
These covers are capable of arising for |T | of the form 2∗3∗p for various p because
their discriminants are respectively −21233j2(j − 1)2 and 254339j6(j − 1)4.
The covers (8.1), (8.2) illustrate our convention of indexing by the braid partition
β∞. This partition and also β0 = 3a1m−3a can be read off from the presented
polynomial. The remaining partition β1 = 2b1m−2b governing the factorization of
fβ∞(1, x) is then determined by the fact that we give polynomials only in genus
zero cases.
8.3. A degree 46 map with bad reduction set {2, 3, 13}. The next two sections
focus on Hurwitz-Belyi maps coming from groups of order 2a3bp for p ∈ {5, 7}. Here
and in the next subsection, to give a sense of completeness, we give one map each
for p ∈ {13, 17}. From h = (PGL3(3), (2B, 4B), (3, 1)) we get the braid partition
triple (β0, β1, β∞) = (31414, 223, 132 8 6 3 2 1). Our final polynomial is
f132,8,6,3,2,1(j, x) =(
16x4 + 40x3 − 3x2 − 116x− 8) (4096x14 + 20480x13 − 25856x12−
196736x11 + 47189x10 + 680764x9 − 69384x8 − 1135104x7 + 7638144x6
−16337408x5 + 9620480x4 − 2785280x3 + 741376x2 − 16384x− 32768)3
−213312j(x− 2)3x6(x+ 4)2(2x− 1) (3x2 + 2x− 4)13 .
The discriminant of this polynomial is −222603137113351(j−1)23j28. Modulo squares
this discriminant is −39(j − 1). The factor of j − 1 is known from the outset by
the oddness of β1 and β∞.
8.4. A degree 54 map with bad reduction set {2, 3, 17}. The Hurwitz param-
eters
(8.3) h1 = (SL2(17), (17a+, 3a−), (3, 1)) and h2 = (PGL2(17), (2B, 6A), (3, 1))
each give conjugate braid permutation triples, with common braid partition triple
(8.4) (β0, β1, β∞) = (317 13, 227, 93 82 42 2 1).
An equation was determined by Schiavone using improvements of the techniques
described in [11]:
f93,82,42,2,1(j, x) =(
x3 + 12x2 + 12x− 8) · (x17 − 52x16 + 42136x15 − 593008x14 + 10147846x13
+225862160x12 + 1467000268x11 + 6342760760x10 + 593082769x9
−1815237116x8 − 5586407260x7 − 258348008x6 + 8975722736x5(8.5)
−8292246656x4 + 3424464320x3 − 664160384x2 + 44883968x− 131072)3
−2439jx (x2 − 71x+ 32)4 (x2 + 2x− 1)8 (x3 + 18x2 − 48x− 8)9 .
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It seems that this cross-parameter agreement is one of an infinite family indexed by
odd primes as follows. Generalize h1 to (SL2(p), (pa+, 3a−), (3, 1)). Generalize h2
to (PGL2(p), (2B, 6A), (3, 1)) when p ≡ ±5 (12) and to (PSL2(p), (2b, 6a), (3, 1))
when p ≡ ±1 (12). Then mass computations confirm that both covers have degree
m =
p2 − 5
4
+
{
p if p ≡ 1 (3)
−p if p ≡ 2 (3) .
Braid computations say that indeed the covers are isomorphic at least for p ≤ 19.
For m = 5 and 7 the degrees are 0 and 18 respectively, these cases arising in §9.1
and §10.1.
9. Hurwitz-Belyi maps with |G| = 2a3b5 and ν = (3, 1)
In this section we work in the framework set up in §8.1 and present a systematic
collection of Hurwitz-Belyi maps having bad reduction at exactly {2, 3, 5}.
Cross-group agreement. Before getting to the individual groups, we present equa-
tions for covers involved in cross-group agreement. The covers
f5,3,1(j, x) = 5
2
(
5x3 − 45x2 + 39x+ 25)3 − 21433jx3(3x− 25),(9.1)
f5,3,2(j, x) =
(
9x3 + 3x2 − 53x+ 81)3 (x+ 9)− 21432jx3(3x− 5)2,(9.2)
f5,4,3(j, x) =
(
4x4 − 24x3 + 24x2 − 48x+ 27)3 − 2233jx3(3x− 4)5(9.3)
appear for all three groups. The covers
f5,4,1(j, x) =
(
16x3 − 87x2 + 48x+ 16)3 (16x+ 1)− 22312jx4(x− 5),(9.4)
f5,4,32(j, x) = 4
(
256x5 + 640x4 − 440x3 − 3325x2 − 6400x− 4096)3(9.5)
− 312jx4 (32x2 + 95x+ 80)3
appear for the simple groups A5 and A6. The covers
f5,1(j, x) =
(
x2 − 5)3 − 33j(2x− 5),(9.6)
f52,4,2(j, x) = 2
7x
(
18x5 − 144x4 + 336x3 − 224x2 + 801x− 162)3(9.7)
− j(2x− 9)2 (36x2 − 52x− 9)5 ,
appear for A6 and W (E6)+. Several larger degree covers also appear for both A6
and W (E6)+. A polynomial for the smallest of these is
f10,82,6,5,42,3(j, x) =(
184528125x16 − 984150000x15 + 2263545000x14 − 2768742000x13(9.8)
+1616849100x12 + 181316880x11 − 1023304104x10 + 721510416x9
−166620402x8 − 72763728x7 + 59318552x6 − 4952016x5 − 12051828x4
+7406640x3 − 2117016x2 + 314928x− 19683)3
+220 38 j
(
9x2 − 10x+ 3)8 x6(5x− 3)5 (3x2 − 1)4 (3x− 1)3.
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9.1. The simple group A5 ∼= SL2(4) ∼= PSL2(5). Tables 9.1, 9.3, 10.1, and 10.2
have a similar structure, which we explain now drawing on Table 9.1 where T = A5
for examples. The top left subtable gives degrees of components of Hurwitz-Belyi
maps X∗h → P1j for h = (T, (C1, C2), (3, 1)). Here C1 and C2 are distinct conjugacy
classes in T . When the lifting invariant set H∗h from §7.1 is trivial, a single number
is typically printed. For T = A5, this triviality occurs exactly if 221 is one of the
Ci, as from Table 7.1 for A5, only 221 is inert in the double cover A˜5. When H∗h is
canonically Z/2, typically two numbers are printed; the top and bottom numbers
respectively give the degrees of X∗+h and X
∗−
h over P
1
j .
The remaining subtables on the left sides of Tables 9.1, 9.3, 10.1, and 10.2
similarly give degrees of components of Hurwitz-Belyi maps, bit now for h =
(T.2, (C1, C2), (3, 1)). When Hh = H∗h has 2 elements but is not canonically Z/2,
typically again two numbers are printed in a column. These numbers are neces-
sarily the same. In general, a number is put in italics when the corresponding
component is not defined over Q. For G = S5, irrationality occurs exactly if
{C1, C2} = {41, 32}, a key point being that 41 and 32 each split into two irrational
classes in S˜5. Other possibilities for H∗h occur only for T = A6 and will be discussed
in §9.2. In general, if there is splitting beyond that forced by lifting invariants then
the corresponding degree is written as a list of the component degrees separated by
commas. This extra splitting does not occur on Table 9.1 and we expect it to be
rare in general. Indeed for G = A5 and any (C, ν), it never occurs on the level of
the entire r-dimensional Hurwitz cover Hur∗h → Confν [8].
C1\C2 221 311 5b
221 • 0 10a
311 12 • 15
10b
5a 4 9 4
0 0
C1\C2 2111 41 32
2111 • 0 0
41 32 • 36
36
32 10b 16 •
16
# M g β0 β1 β∞ Eqn.
2+ A4 0 3 1 2
2 3 1 (8.1)
1+ A9 0 3
3 241 5 3 1 (9.1)
1+ S10a 0 3
31 25 5 3 2 (9.2)
2+ S10b 0 3
31 25 5 4 1 (9.4)
1+ S12 0 3
4 2512 5 4 3 (9.3)
1+ S15 0 3
5 371 5 4 32 (9.5)
1 A32 0 3
1012 216 10 6 5 42 3 (9.9)
Two pairs defined over Q(
√
6)
1 A16 0 3
5 1 28 6 5 4 1 (9.11)
1 A36 0 3
12 218 10 6 5 42 32 1
Table 9.1. Left: Degrees of components of Hurwitz-Belyi covers
with parameters (G, (C1, C2), (3, 1)) with G = A5 or S5. Right: fur-
ther information on these covers.
We are interested primarily in rational covers and we distinguish non-isomorphic
rational covers of the same degree by identifying labels. This convention highlights
cross-parameter agreement. Thus on the left half of Table 9.1 the two 4’s and the
two 10b’s each represent isomorphic covers.
The left half of Tables 9.1 9.3, 10.1, or 10.2, as just described, is well thought
of as the Hurwitz half. The right half can then be considered the Belyi half, as it
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makes no reference to its Hurwitz sources beyond the column #. Here a number
printed under # just repeats the number of Hurwitz sources from the left half; a
+ sign represents cross-group agreement, as it indicates that the cover also arises
elsewhere in this paper for a different T . While our focus is on Hurwitz-Belyi covers
defined over Q, when there is space we include extra lines for Hurwitz-Belyi covers
not defined over Q.
Equations for the first six lines of the top right subtable of Table 9.1 have already
been presented in the context of cross-group agreement. An equation for the seventh
line is
f10,6,5,42,3(j, x) =
(
x10 − 38x9 + 591x8 − 4920x7 + 24050x6 − 71236x5 + 125638x4
−124536x3 + 40365x2 + 85050x− 91125)3 (x2 − 14x− 5)(9.9)
+ 22033jx6(x− 5)5 (x2 − 4x+ 5)4 (x− 9)3.
Note that the four-point covers Yx → P1t corresponding to the seventh line have
genus one, and so (9.9) would be hard to compute by the standard method. The
tables of this and the next section give many examples where gY is large but gX = 0.
As we are systematically using the braid-triple method, gY is irrelevant and the
tables present g = gX .
Tables 9.1, 9.3, 10.1, and 10.2 exclude the case C1 = C2 to stay in the context of
ν = (3, 1). The excluded cases (G,C1, (4)) are interesting too and we mention one
of them. For h = (A5, (311), (4)), the cover X∗+h is given by f5,3,1(j, x) from (9.1)
while X∗−h is empty. This h is our first of three illustrations of a general theorem of
Serre [27] as follows. Consider Hurwitz parameters
h = (An, (e11
n−e1 , . . . , ek1n−ek), (ν1, . . . , νk))
with all ei odd, so that one has a lifting invariant and thus an equation X∗h =
X∗+h
∐
X∗−h . Suppose
∑
νi(ei − 1) = 2n − 2 so that the genus gY is 0. Then the
general theorem says,
(9.10) If
∏
eνii
8≡
{ ±1
±3 then X
∗
h =
{
X∗+h
X∗−h
.
Table 9.1 shows that X∗−h is empty for (5a, 311) and (5a, 5b) as well, even though
gY > 0 and so Serre’s theorem does not apply in these cases.
The left half of Figure 10.1 refers to two pairs of irrational covers. Letting
s = ±√6, equations for the smaller degree pair are
f6,5,4,1(j, x) =
(3x+ s− 3) (−225x5 + 1305x4s+ 4005x4 − 8932x3s− 22662x3 + 6594x2s
+16254x2 − 28476xs− 69741x+ 11673s+ 28593)3(9.11)
−12288jx5(5x− 9)4(53236s+ 130401)(−15x+ 76s+ 186).
9.2. The simple group A6 ∼= Sp4(2)′ ∼= PSL2(9). In terms of both its Schur
multiplier H2 ∼= Z/6 and its outer automorphism group A ∼= (Z/2)2, the group
T = A6 is the most complicated group on Table 8.1. Table 9.2 gives information
on conjugacy classes.
Conventions about the (C1, C2) entry in the left half of Table 9.3 have been given
in §9.1 whenever |H2(G,C)| ∈ {1, 2}. The remaining possibilities are as follows.
Three entries in a single row separated by semicolons means |Hh| = 3 and Out(G,C)
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H2(A6) = 6 H2(S6) = 2
Out(A6) = 2
2 Out(S6) = 2
2211 3111 33 42 5a 5b 21111 222 411 6 321
3 2 2 6 6 6 1 1 1 2 2
H2(PGL2(9)) = 3 H2(M10) = 3
Out(PGL2(9)) = 2 Out(M10) = 2
2222 811A 811B 10A 10B 4411 82C 82D
1 2 2 2 2 3 3 3
Table 9.2. Information on conjugacy classes in A6 and conjugacy
classes not in A6 of its three overgroups S6 = A6.21, PGL2(9) = A6.22,
and M10 = A6.23. The last row gives the number of classes in G˜
mapping to the given class in G.
acts trivially on Hh, so that |H∗h| = 3 as well. This possibility arises three times,
always in the form (a; b; b). By the typeface convention of §9.1, this means that
the degree a component is rational and the degree b components are conjugate.
Two entries in a single row separated by semicolons means |Hh| = 3 but Out(G,C)
acts nontrivially on Hh, so that |H∗h| = 2. This possibility also arises three times,
always in the form (c;d). Here both components are rational, as indeed in these
three cases c 6= d. Instances of these two situations were described already in §7.4
and §7.3, where degrees were (a; b; b) = (0; 21; 21) and (c, d) = (30; 40) respectively.
In these situations, one generally expects a ≈ b and c ≈ d/2.
In the case (5a, 5b), one has Hh ∼= Z/6 and Out(G,C) has order two. The
non-trivial element of Out(G,C) acts by negation, so that H∗h has order four. The
natural action of Gal(Q/Q) on Hh is trivial, and one would generally expect four
rational components. In this case, the natural map pi0(X∗h) → H∗h is injective but
not surjective, and X∗h has only three components. The cases (42, 51a) and (51b, 42)
are similar to (5a, 5b) but now all components are defined over Q(
√
10). The two
degree 24 components have their dessin drawn in the website associated to [2].
A blank in the (C1, C2) slot means that covers belonging to this slot are iso-
morphic to those of (Cα1 , Cα2 ) for some α in Out(G)−Out(G,C). For example the
(411, 6) slot is left blank because the cover is the same as that represented by the
(411, 321) slot. It is this non-triviality of Out(G)−Out(G,C) that makes some of
the covers involving 51a and/or 51b rational, even though the classes 51a and 51b
are conjugate to each other. Among the further things to note on Table 9.3 are
two isomorphic unforced decompositions of the form 46 = 42 + 4. Also the cover
96b is unexpectedly nonfull. Finally, a second instance of Serre’s theorem (9.10) is
(C1, C2) = (3111, 51a), so that X∗−h is forced to be empty.
9.3. The simple group W (E6)+ ∼= PSp4(3) ∼= PSU4(2). The group W (E6) =
W (E6)
+.2 has twenty-five conjugacy classes. As for all Weyl groups, all the classes
are rational. Ten classes are in W (E6) − W (E6)+ and ten classes stay rational
classes in W (E6)+. The remaining five conjugacy classes of W (E6), namely 3ab,
6ab, 6cd, 9ab, and 12ab, split into two classes in W (E6)+. If we were presenting
complete tables for ν = (1, 1, 1, 1), there would thousands of lines. Even complete
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C1\C2 2211 33 42 51b
2211 • 0 12 10a;15
3111 12 0 16 10a
6 0
42 9; 48 108 • 60 ;40
60 ;40
51a 60; 0
45 24 ; 40 9; 45
54 24 ; 40 0; 42
C1\C2 21111 411 321 6
21111 • 0 0 0
411 10a • 252
321 84 544 • 396
396
6 88 •
C1\C2 22222 811B 10B
22222 • 16 10b
811A 96a
96b 100
108 100
10A 4, 42
64 4, 42
64 54
C1\C2 4411 82D
4411 • 656;672 ;672
82C 164;168 ;168 66; 90 ; 90
# M g β0 β1 β∞ Eqn.
2+A4 0 3 1 2
2 3 1 (8.1)
1+A6 0 3
2 2212 5 1 (9.6)
2+A9 0 3
3 24 1 5 3 1 (9.1)
3+S10a 0 3
31 25 5 3 2 (9.2)
1+S10b 0 3
3 1 25 5 4 1 (9.4)
2+S12 0 3
4 25 12 5 4 3 (9.3)
1+S15 0 3
5 271 5 4 32 (9.5)
2+A16 0 3
5 1 28 52 4 2 (9.7)
3 S42 0 3
14 221 10 82 42 32 12
2 A45 0 3
15 222 1 82 53 42 32
1+A48 0 3
16 222 14 10 82 6 5 42 3 (9.8)
2 S54 0 3
18 227 10 82 52 42 33 1
1 S60 0 3
20 229 12 10 82 54 42 32
1 S66 0 3
21 13 233 102 83 63 21 12
1+A84 0 3
27 13 242 103 82 63 5 43 2 1
1 A88 0 3
28 14 244 103 84 6 52 33 1
1 A96a 1 3
32 248 102 83 63 54 42 32
1 G96b 1 3
32 248 102 83 63 54 42 32
2+A108 0 3
36 254 102 84 62 52 44 32
1 A164 0 3
53 1 282 106 85 65 48 12
1 A252 0 3
84 2126 104 89 66 510 48 35 1
1 A544 3 3
181 2272 1018 818 615 510 413 38 14
1 A656 7 3
217 15 2328 1026 820 625 421 12
A pair defined over Q(
√
10)
1 A24 0 3
8 212 8 5 4 32 1
Table 9.3. Left: Degrees of components of Hurwitz-Belyi covers
with parameters (G, (C1, C2), (3, 1)) with G = A6, S6, PGL2(9), or
M10. Right: further information on these covers.
tables for (3, 1) would have hundreds of lines. Accordingly, Table 9.4 presents just
some of Hurwitz-Belyi covers in a self-explanatory format.
One of the new covers has the remarkably small degree nine:
(9.12) f5,4(j, x) = 52
(
10x3 + 15x2 + 48x− 100)3 + 315jx4.
The other three new covers are
f9,6,5,4(j, x)
=
(
9x8 − 72x7 + 180x6 − 104x5 − 26x4 − 568x3 + 1620x2 − 1944x+ 729)3
+216j(x− 3)4x6(2x− 3)5,(9.13)
f54,4,3(j, x)
= (1024x9 − 13824x8 + 81360x7 − 272928x6 + 585144x5 − 879336x4
+1012365x3 − 896832x2 + 516096x− 131072)3
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C1 C2 M g β0 β1 β∞ Eqn.
Full low degree covers
3d 4a A6 0 3
2 22 12 5 1 (9.6)
3C 9A A9 0 3
3 24 1 5 3 1 (9.1)
S9 0 3
3 23 13 5 4 (9.12)
S10 0 3
3 1 25 5 3 2 (9.2)
S12 0 3
4 25 12 5 4 3 (9.3)
6a 4a A16 0 3
5 1 28 52 4 2 (9.7)
6a 2b A24 0 3
8 210 14 9 6 5 4 (9.13)
3c 9a S27 0 3
9 213 1 54 4 3 (9.14)
4a 2b S28 0 3
9 1 213 12 10 9 5 22 (9.15)
Agreement with covers coming from A6
4a 3c1 A48 0 3
16 222 14 10 82 6 5 42 3 (9.8)
6e 6a A84 0 3
27 13 242 103 82 63 5 43 2 1
4a 6a A108 0 3
36 254 102 83 63 54 44 33 1
Large degree genus zero examples of spin separation
3d 5a A165 0 3
55 28015 124 94 67 52 42 36 21 1
3d 5a S225 0 3
75 2109 17 124 97 67 57 46 33 22
3d 9b S189 0 3
63 29313 124 96 67 54 44 39
3d 9b S234 0 3
78 2117 124 96 67 57 47 38 2 1
An example where all allowed bases appear in β∞
4D 6G S3186 82 3
1062 21593 246 1827 1243 1078 927 854
624 548 428 323 29 12
Table 9.4. Invariants of some covers with G = W (E6)+ or W (E6)
−54j(72x4 − 508x3 + 1350x2 − 1629x+ 768)5x3,(9.14)
f10,9,5,22(j, x)
=
(
3125x9 − 9375x8 + 7500x7 − 6500x6 + 9150x5 − 4410x4 − 2484x3
−2916x2 − 2187x+ 6561)3 (x− 3)
+22233jx9(5x− 6)5 (3x2 + 2x+ 3)2 .(9.15)
In the entire table for T = W (E6)+, there are only twelve integers which can appear
as parts for β∞. The last line of Table 9.4 gives the smallest degree cover where all
these integers actually appear.
10. Hurwitz-Belyi maps with |G| = 2a3b7 and ν = (3, 1)
This section is very parallel in structure to the previous one, and presents a sys-
tematic collection of Hurwitz-Belyi maps having bad reduction at exactly {2, 3, 7}.
HURWITZ-BELYI MAPS 43
Cross-group agreement. Again we present equations for covers involved in cross-
group agreement before getting to the individual groups. Now we have only two:
f4,3(j, x) = 4(x− 12)
(
9x2 − 20x− 27)3 + 3 · 77jx3,(10.1)
f7,4,32,1(j, x) =
(
9x6 − 126x4 + 252x3 − 63x2 − 252x+ 196)3(10.2)
+26j(3x− 2)4 (3x2 − 9x+ 7)3 (3x+ 14).
The cover f7,4,32,1(j, x) was first found by Malle [17] in connection with the group
PGL2(7).
10.1. The simple group PSL2(7) ∼= SL3(2). Equations for the first three
Hurwitz-Belyi maps have been given already. For the fourth, an equation is
C1\C2 2a 3a 4a 7b
2a • 0 0 7
3a 60 • 64 70
64 63
4a 18b
36 • 28
36 28
7a 4
0 16 0
18a 16 4
C1\C2 2B 6A
2B • 18a
6A 70 •
# M g β0 β1 β∞ Eqn.
1+ A4 0 3 1 2
2 3 1 (8.1)
1+ S7 0 3
21 231 4 3 (10.1)
2+ S18a 0 3
6 29 7 4 32 1 (10.2)
1 S18b 0 3
6 29 7 6 3 12 (10.3)
1 S60 1 3
20 229 12 14 82 7 62 423
1 A63 1 3
21 2321 14 82 7 62 42 32
2 S70 0 3
23 1 235 14 82 7 62 42 34 1
Two pairs defined over Q(
√
2)
1 A16 0 3
5 1 28 7 4 3 2 (10.4)
1 A28 0 3
9 1 214 8 7 6 32 1
Table 10.1. Left: Degrees of components of Hurwitz-Belyi covers
with parameters (G, (C1, C2), (3, 1)) and G ∈ {PSL2(7), PGL2(7)}.
Right: further information on the covers.
f7,6,3,12(j, x) =
(
9x6 − 102x5 + 295x4 − 212x3 + 39x2 + 90x+ 9)3
−214jx6(2x− 3)3 (9x2 − 66x− 7) .(10.3)
The left half of Table 10.1 refers to four pairs of irrational covers. Letting
s = ±√2, equations for the smallest degree pair are
f7,4,3,2(j, x) =
(−7x+ 19s+ 27) (−49x5 + x4(217s− 63) + x3(332s− 478)+
x2(154s− 658) + x(196s+ 147) + 441s+ 637)3
−216jx4(35123s+ 49688)(−2x+ s− 4)2(7s− 4x)3.(10.4)
10.2. The simple group SL2(8). The group T = SL2(8) has outer automorphism
group A of order 3. All the corresponding Hurwitz parameters h satisfying the
conditions of §8.1 have G = T , as those of the form (T.3, (C1, C2), (3, 1)) have at
least Q(
√−3) in their field of definition and hence break the rationality restriction
in §8.1.
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C1\C2 2a 3a 7c 9c
2a • 18a 70 54
3a 16 • 49 33
7a 84 18b, 63 4, 84 81
7b 7, 90
9a 4, 36 4, 36 49 33
9b 33
# M g β0 β1 β∞ Eqn.
3+ A4 0 3 1 2
2 3 1 (8.1)
1+ S7 0 3
21 231 4 3 (10.1)
1 A16 0 3
414 28 9 7 (10.5)
1 S18a 0 3
513 29 9 7 2 (10.6)
1+ S18b 0 3
6 29 7 4 32 1 (10.2)
3 A33 0 3
11 216 1 9 73 13 (10.7)
2 A36 1 3
12 218 9 73 32
1 A49 1 3
16 1 224 1 93 73 1
1 S54 0 3
18 227 92 73 33 23
1 S63 0 3
20 13 231 1 93 73 43 3
1 S70 0 3
231 235 93 74 33 23
2 A84 1 3
28 242 93 75 44 32
1 G90 0 3
30 245 93 76 43 32 13 (10.8)
Table 10.2. Left: Degrees of components of Hurwitz-Belyi covers
with parameters (SL2(8), (C1, C2), (3, 1)). Right: further information
on these covers.
m |〈gi〉| M g1 ∈ 7b g2 ∈ 7b g3 ∈ 7b g4 ∈ 7c
7 504 S7 (359467182) (287516439) (236478159) (127698453)
90 504 G90 (318954762) (978436512) (978436512) (127698453)
m |〈gi〉| M g1 ∈ 7a g2 ∈ 7a g3 ∈ 7a g4 ∈ 7c
4 504 A4 (132674598) (863972514) (832465917) (124835697)
84 504 A84 (396482715) (685427319) (853716942) (127698453)
9 56 SL2(8) (329518746) (124835697) (827153964) (127698453)
9 56 SL2(8) (136927485) (124835697) (185294736) (127698453)
1/7 7 S1 (136927485) (136927485) (136927485) (149375286)
Table 10.3. Top: Representatives for braid orbits of HBr3,1 on Fh,
for h = (SL2(8), (7a, 7c), (3, 1)). Bottom: Representatives for braid
orbits of HBr3,1 on Fh for h = (SL2(8), (7b, 7c), (3, 1)), followed rep-
resentatives of three degenerate orbits
Since the Schur multiplier of SL2(8) is trivial, there is no spin separation. How-
ever Table 10.2 exhibits so many Galois degeneracies that it seems likely that at
least some of them are forced by deeper reasons. We describe some of these degen-
eracies here. Our conventions follow the Atlas: if g ∈ 7a, then g2 ∈ 7b and g4 ∈ 7c;
similarly, if g ∈ 9a, then g2 ∈ 9b and g4 ∈ 9c.
For the case h = (SL2(8), (7b, 7c), (3, 1)), the mass and degree from the mass
formula [26, (3.6)] are m = m = 97. A braid calculation gives two degeneracies;
first there are two orbits, of size 7 and 90 respectively. Second, the monodromy
group for the degree 90 orbit is imprimitive, with image inside the wreath produce
S3 o S30. Representatives in Gh of the two braid orbits on Fh are given in the top
part of Table 10.3.
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The the case h = (SL2(8), (7a, 7c), (3, 1)), the mass ism = 106 17 and the degree is
m = 88. The degree decomposes, m = 4+84, and the degenerate piece decomposes
as well, m −m = 9 + 9 + 17 . The two components with 〈gi〉 = 56 have the same
monodromy group SL2(8), with the rigid braid partition triple (33, 24 1, 7 12).
Representatives in G4 are given in the bottom part of Table 10.3 for all five orbits.
Note that the representative of the orbit with mass 1/7 has the very simple form
(g, g, g, g4). All the braid computations in this paper involve r-tuples of permuta-
tions like the ones exhibited in Table 10.3.
Given how differently behaved the last two parameters are, one might expect
that the parameters (SL2(8), (9a, 9c), (3, 1)) and (SL2(8), (9b, 9c), (3, 1)) would be
differently behaved as well. However here the Galois degeneracy is in the other
direction: not only is m = m = 33 in each case, but the two degree 33 covers are
isomorphic. Moreover, these covers are also isomorphic to the cover arising from
(SL2(8), (3a, 9c), (3, 1)).
It is because of the 3-element outer automorphism group that the covers consid-
ered above are all rational, despite the fact that 7a, 7b, 7c and 9a, 9b, 9c are defined
only over the cyclic cubic fields Q(cos(2pi/7)) and Q(cos(2pi/9)) respectively. In con-
trast, the three-element group Out(SL2(8)) is not large enough to make the covers
indexed by (SL2(8), (9a, 7c), (3, 1)) and (SL2(8), (7a, 9c), (3, 1)) rational. They are
each defined over a cyclic cubic field ramified at both 7 and 9. As reported by
Table 10.2, their degrees are 49 and 81 respectively. Like most of the covers in the
upper right of Table 10.2, they are full of genus zero.
Equations for three covers coming only from SL2(8) are
f9,7(j, x) =
(
441x4 + 1764x3 + 702x2 − 140x+ 49)3(10.5) (
343x4 + 2940x3 + 6594x2 − 468x+ 63)− 242jx7,
f9,7,2(j, x) =
(
74x5 − 441x4 − 3366x3 + 2430x2 − 37x+ 37)3(10.6) (
49x2 + 6x+ 9
)
(x+ 3)− 23039jx9(x− 1)2,
f9,73,13(j, x) =
(
16x11 + 256x10 + 1312x9 + 2208x8(10.7)
−1248x7 − 6720x6 − 1512x5 + 5652x4
−6147x3 − 3912x2 + 11712x− 1536)3
+ 108j(x− 1)(x+ 2)(x+ 8) (8x3 + 15x2 − 9x− 8)7 .
The cover f9,7,2(j, x) was found by Hallouin [7]. For h = (SL2(8), (7a, 7b), (3, 1)),
an equation for the degree thirty intermediate cover is
f9,72,4,3,12(j, x) =(
11664x10 + 31104x9 − 38880x8 − 276960x7 − 458528x6 − 245952x5
+244440x4 + 549396x3 + 475389x2 + 225504x+ 46656
)3(10.8)
−223277j (8x2 + 15x+ 9)7 x4(x− 3) (3x2 + 6x+ 4) .
10.3. The simple group G2(2)′ ∼= PSU3(3). In parallel with the §9.3, the third
simple group of order 2a3b7 is substantially larger than the first and second group.
Again we present only some sample Hurwitz-Belyi maps, following the format used
in §9.3.
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The first block on Table 10.4 represents cases where the Hurwitz-Belyi map has
degree 1 and hence is uninteresting in the present context. These three rigid cases
are closely related and are studied in detail in [23], starting from Proposition 3.1
there. These three cases serve as a reminder that non-trivial Hurwitz-Belyi maps
measure a failure of rigidity.
C1 C2 M g β0 β1 β∞ Eqn.
Degree one covers corresponding to rigid Hurwitz parameters
3a 4a S1 0 1 1 1 x− j
4a 4b S1 0 1 1 1 x− j
4a 2a S1 0 1 1 1 x− j
Genus zero covers of small degree
4a 6a G4 0 3
2 23 4 12 (8.1)
4c 2a S7 0 3
2 1 23 1 4 3 (10.1)
4a 3b G9 0 3
3 24 1 4 3 2 (8.2)
4c 3a S18 0 3
6 29 7 4 32 1 (10.2)
4D 2B A24 0 3
7 13 212 8 7 6 3 (10.9)
2B 4D A40 0 3
12 14 220 12 82 7 3 2 (10.10)
An unforced splitting to two full covers
6a 4b S135 1 3
43 16 265 15 142 124 82 66 4 3
6a 4b S180 3 3
60 287 16 142 124 87 72 64 32 22
An example where all allowed bases appear in β∞
8b 2a S750 25 3
248 16 2375 245 1610 1412 129 88 72
613 45 32 25 12
Table 10.4. Invariants of some covers with G = G′2(2) or G2(2)
The last two genus zero covers on Table 10.4 come only from T = PSU3(3).
Equations are
f8,7,6,3(j, x) =
4
(
4x7 + 22x6 − 60x5 − 166x4 + 236x3 + 858x2 − 3626x+ 2401)3
(2x− 1) (2x2 + 16x− 49)(10.9)
+318jx7(x− 2)6(x+ 4)3,
f12,82,7,3,2(j, x) =(
64x12 − 576x11 + 2400x10 − 5696x9 + 7344x8 − 3168x7 − 4080x6
+8640x5 − 7380x4 − 1508x3 + 8982x2 − 7644x+ 2401)3(
4x4 − 20x3 + 78x2 − 92x+ 49)(10.10)
−28312j (2x2 − 4x+ 3)8 x7(x− 2)3(x+ 1)2.
HURWITZ-BELYI MAPS 47
11. Some 5- and 6-point Hurwitz-Belyi maps
All the explicit Hurwitz-Belyi maps presented in the paper so far have had ram-
ification number r = 4. §11.1-11.3 present some Hurwitz-Belyi maps with r = 5
and §11.4 presents one with r = 6.
11.1. A Belyi pencil for ν = (4, 1) yielding 3-2-∞ maps. Sections 8-10 built
many Hurwitz-Belyi maps from the single Belyi pencil u3,1 into Conf3,1. This pencil
has the remarkable property that it produces braid permutation triples (b0, b1, b∞)
in Sm with b0 and b1 of order 3 and 2 respectively. This property kept genera very
low in §8-10.
Abbreviating k = j − 1, let
(11.1) s(j, t) = k2t4 − 6jkt2 − 8jkt− 3j2.
Define u : P1j − {0, 1,∞} → Conf4,1 by j 7→ (D1(j), {∞}), with D1(j) ⊂ P1t the
roots of s(j, t). Let
B0 = σ1σ2σ
2
3 , B1 = (σ1σ2σ3)
2.(11.2)
A braid calculation says that the abstract braid triple of the Belyi pencil u is
(B0, B1, B
−1
1 B
−1
0 ), and that B0 and B1 likewise have orders 3 and 2 in HBr4,1
respectively.
Two Hurwitz-Belyi maps built from u are considered in [21]. First, for h =
(S5, (2111, 5), (4, 1)) the Hurwitz-Belyi map pih,u is full and an equation is given
in §4.1 there. This Hurwitz-Belyi map reappears in Table 11.1 here. For h =
(SL3(2), (22111, 421), (4, 1)) the degree is 192. After quotienting by the natural
action of Out(SL3(2)), one gets a full degree 96 map with equation given in [21,
§8.2].
11.2. A table of 3-2-∞ maps from T = A5. We begin with the small-
est nonabelian simple group T = A5 and build our Hurwitz parameters from
G ∈ {A5, S5}. Table 11.1 gives all Hurwitz-Belyi maps pi∗h,u : X∗h,u → P1j with
h = (G, (C1, C2), (4, 1)) and u the Belyi pencil (11.1). The complications described
at the end of §3.3 arising in the passage from (3, 1) to (4) do not arise when one
passes from (4, 1) to (5). Accordingly, Table 11.1 also includes cases of the form
h = (G, (C1), (5)), written on the table as h = (G, (C1, C1), (4, 1)). Otherwise,
Table 11.1 has a format very similar to the first two tables in each of Sections 9
and 10.
There is one instance of cross-parameter agreement: the Belyi map for
(A5, (5a), (5)) and (A5, (221), (5)) are isomorphic; this Belyi maps occurs for a third
time in the next section, where we get an equation for it. Spin separation is near
generic as follows. If (C1, C2) contains either 221 or 2111, then the Belyi cover
X∗h,u is always connected. Otherwise both C1 and C2 split in the Schur double
cover and one has the spin separation Xh,u = X∗+h,u
∐
X∗−h,u. In all cases X
∗
h,u has
one component except that X∗+h,u is empty for (C1, C2) = (5a, 5a) and X
∗−
h,u has two
components for (C1, C2) = (5a, 5b).
Several patterns in Table 11.1 merit comments. First, the first two monodromy
groups under the header M are odd, being S3 and H9a = 9T13. However, from the
left half of Table 11.1, they arise together as an even intransitive dodecic group.
With this packaging, all monodromy groups are even, including H9b = 9T11. Sec-
ond, just like in all the tables in the previous two sections, the exponent on 1 in
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C1\C2 221 311 5b
221 96 135 150
311 288 126 225
216 300
5a 64 9b 45
108 3b, 9a
5b
0
96
C1\C2 221 311 5
21111 0 0 25
41 1440 1107 1275
1089 1225
32 336 255 225
192 300
M gX β0 β1 β∞
S3b 0 3 2 1 2 1
H9a 0 3
3 23 13 6 3
H9b 0 3
3 24 1 6 2 1
A45 0 3
15 222 1 93 6 33 2 12
A64 1 3
211 232 15 93 62 5 22 1
A96 0 3
32 244 18 153 93 5 36 1
A108 1 3
36 248 112 154 93 6 52 3 2
A126 0 3
42 258 110 153 92 68 5 33 1
A135 0 3
45 260 115 153 96 64 5 32 1
A150 1 3
50 270 110 153 96 66 5 32 22
A216 3 3
72 2102 112 155 99 68 34
A225 7 3
75 2112 11 158 94 610 5 22
A288 7 3
96 2140 18 158 911 610 5 22
A300 4 3
100 2140 120 158 912 610 5 3 22
A25 0 3
81 210 15 12 9 4
A192 1 3
64 288 116 182 1210 42 39 1
A225 7 3
75 2112 11 18212106104211
A255 7 3
85 2122 111 186 1210 42 36 1
A300 6 3
100 2140 120 186 1210 610 42 3 1
A336 9 3
112 2160 116 188 1210 610 42 3 1
A1089 34 3
363 2528 133 1824 1237 634 4 22 1
A1107 36 3
369 2540 127 1824 1238 634 42 3 22
A1225 46 3
4081 2612 1 1824 1247 635 43 23 1
A1275 40 3
425 2620 135 1824 1251 635 43 3 23
A1440 40 3
480 2704 132 1824 1260 634 44 321 22 1
Table 11.1. Invariants of pih,u for h = (G, (C1, C2), (4, 1)) and u the
five-point pencil (11.1). Top: G = A5 Bottom: G = S5
β0 is always very small; however, in contrast to these previous tables, the exponent
on 1 in β1 is not always small. Finally, a phenomenon present in the tables of the
previous two sections is more visible here because of the different organization: the
general nature of β∞ depends on whether G is A5 or S5.
A subtle three-way agreement. The rest of this subsection describes the three small-
est degree covers in Table 11.1 and related unexpected tight interconnections. A
cubic cover and then these three covers are given by
f3a(j, y) = y
3 − 2j, f9a(j, x) = 4
(
x3 + 6x2 + 3x− 1)3 + 36jx3,
f3b(j, y) = y
3 − (3y − 2)j, f9b(j, x) = 4
(
x3 − 3x2 + 1)3 − 27jx2(x− 3).
Like the covers (8.1) and (8.2), these for covers have bad reduction only at 2 and
3. We are using notation adapted to our current situation, but all four covers also
fit into our standard notational framework via f3a = f3, f3b = f2,1, f9a = f6,3 and
f9b = f6,2,1.
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Our notation is chosen because both nonic covers X9a and X9b of P1j are imprim-
itive, the cubic covers Y3a and Y3b being intermediate. The formulas
y = −2
(
x3 + 6x2 + 3x− 1)
9x
, y =
2
3
(
x3 − 3x2 + 1)
give the maps X9a → Y3a and X9b → Y3b.
Nonic extensions of a given ground field with Galois group 9T18 of order 108
come in twin pairs. The function fields Q(X9a) and Q(X9b) are such a pair over
Q(j). This means that they are nonisomorphic as nonic fields, but their Galois clo-
sures are isomorphic. One difference between the two nonic fields is seen after base
change to C(t). Then the common Galois group drops to the distinct monodromy
groups 9T13 and 9T11 mentioned above of order 54. This difference is seen already
at the level of cubic subfields, where the monodromy groups are 3T1 = A3 and
3T2 = S3.
The agreement we have been describing is after specialization to the Belyi pencil
u. But there is agreement of a different nature before specialization as well. Let
h9b = (A˜5, (5b+, 311+), (4, 1)) and h12 = (A˜5, (5a+, 5b−), (4, 1)). Consider covering
surfaces of the two-dimensional base U4,1 of [21]. Then the nonic cover Xh9b and
the dodecic cover Xh12 are resolvents of each other, with Galois groups 9T26 =
F23.GL2(F3) and the isomorphic group 12T157 respectively. The monodromy groups
have index two and are 9T23 = F23.SL2(F3) ∼= 12T122.
The Hurwitz parameter h9c = (S3 o S2, (21111, 222, 33), (3, 1, 1)) studied in [21,
§5] now enters our considerations as follows. Via the natural involution (u, v) 7→
(v/u2, v2/u3) of U3,1,1 [21, §7.5] and the exceptional identification U3,1,1 ∼= U4,1 of
[21, §3.4], the covering surfaces Xh9b and Xh9c are isomorphic. This cross-parameter
agreement in the setting of surfaces complements the three presented in [21, §3.6].
On an explicit level, consider the specialization of f9c(u, v, x) from [21, §5.2] ob-
tained by the substitutions u = (j−1)/3j and v = (j−1)2/27j2. This specialization
defines the same nonic cover as f9b(j, x).
11.3. Two unexpectedly similar 3-2-∞ maps built from T = A6. Consider
the two Hurwitz parameters on the left:
h96 = (A6, (3111), (5)), (β0, β1, β∞) = (336, 244 18, 153 93 5 36 1),
h192 = (A6, (3111, 2211), (4, 1)), (β0, β1, β∞) = (364, 284 124, 153 125 93 68 5 4 3).
These cases are amenable to a standard calculation because the five-point covers
Yx → P1 all have genus zero. A mass formula calculation says that the two param-
eters have their indicated degrees.
Since the Yx have genus zero, Serre’s theorem (9.10) applies and the degree 96
cover X∗96 := X∗h96,u does not exhibit spin separation, as X
∗
96 = X
∗−
96 . The braid
monodromy computation using (11.2) shows that in fact the monodromy group is
A96. The braid partition triple is as indicated above, and so X∗96 also has genus
zero. The standard computation eventually yields f153,93,5,36,1(j, x) =(
3x8 − 6x7 − 60x6 + 202x5 − 110x4 − 74x3 − 52x2 − 10x− 1)3(
729x24 − 10206x23 + 15552x22 − 2045790x21 + 52397442x20 − 543319218x19
+3209261832x18 − 12210163074x17 + 31525143435x16 − 55955395164x15
+66094935696x14 − 43882703964x13 − 2654708692x12 + 42096515820x11
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−51857004992x10 + 37353393228x9 − 17942013057x8 + 5711207034x7
−1071984720x6 + 65222394x5 + 12734514x4 − 1277306x3 − 182088x2
−3850x− 3)3
+ 210j
[
3x3 − 7x2 + 11x− 1]15 [3x3 − 9x2 + 3x+ 1]9 [x− 3]5(
x4 + 8x3 − 36x2 + 17x+ 1)3 [x− 1]3 [x] .
The case h = h192 has monodromy group A192, braid partition triple as above,
and genus zero. There is a remarkable and unexpected similarity between the
coefficients of j in the two defining equations, symbolized by
153A 9
3
B 53 3
4 3 31 10 ∼ 153A 125 93B 68 53 40 31.
Here the subscripts 3, 1, and 0 indicate that we are normalizing so that the coordi-
nates induced on X∗96 and X∗192 have some similarity. The unexpected similarity is
that the cubic polynomials corresponding to the two A’s coincide and likewise the
cubic polynomials corresponding to the two B’s coincide. All these agreeing factors
are bracketed in the two displayed polynomials. The second polynomial is too large
to print, but an excerpt containing the part relevant for the current discussion is
f153,125,93,68,5,4,3(j, x) =(
14659268544x64 − 1012884030720x63 + 33879848424192x62 + · · ·
+40857490944x5 − 1245316608x4 + 28200960x3 − 569088x2 + 11008x− 64)3
− 2436j [3x3 − 7x2 + 11x− 1]15 (6x5 − 36x4 + 72x3 − 64x2 + 23x− 4)12[
3x3 − 9x2 + 3x+ 1]9(
9x8 − 72x7 + 240x6 − 444x5 + 474x4 − 280x3 + 72x2 − 12x+ 1)6
[x− 3]5 [x]4 [x− 1]3 .
Our situation presents many challenges. For example, we have not worked out
equations for the four covers of largest degree on Table 11.1 with gX = 0. From the
degrees given in the table, 45, 96, 126, and 135, the last three are certainly beyond
current implementations of the braid-triple method. However, if some part of these
equations could be determined ahead of time, perhaps by understanding better how
parts of f96(j, x) repeat in f192(j, x) as just discussed, these computations might
be brought into the range of feasibility.
As a second example of a challenge, it would be interesting to build analogs
of Table 11.1 both for other simple groups T and other Belyi pencils u. The
braid monodromy programs described in [14] would allow one to go quite far. For
example, consider the Hurwitz parameter h = (S6, (6, 51), (4, 1)). Both classes
split in the double cover S˜6, so one has a decomposition Xh,u = X+h,u
∐
X−h,u. The
mass formula applied to the group S˜6 says that the degrees are 49275 and 65400
respectively. Magaard has verified that indeed both Xh,u are full over P
1
j , with
monodromy groups A49275 and A65400.
11.4. A Hurwitz-Belyi map with r = 6: wildness at a prime not dividing
|T |. In all the Hurwitz-Belyi maps pih,u so far in this paper, the bad reduction set
Ph contains the bad reduction set Pu. This is not at all the case in general, and we
present an explicit example with Ph = {2, 3} but Pu = {2, 3, 5}.
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Figure 11.1. Dessins in X∗h,u for h = (A6, (3111), (5)) on the left
and h = (A6, (3111, 2211), (4, 1)) on the right, illustrating the common
locations of the three 9’s and the three 15’s
To get Ph = {2, 3} we leave our main context of almost simple G and take
G = S3. The Hurwitz parameter h = (S3, (21), (6)) has degree m = 40 and
monodromy group PSp4(3) ⊂ A40. We have computed a polynomial for the three-
dimensional slice of the Hurwitz cover Hurh → Conf6 corresponding to Df ∪ {∞}
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with Df the roots of
s(t) = t5 + at3 + bt2 + ct+ d.
It has 1673 terms as an expanded element of Q[a, b, c, d, t]. As covering curves
Yx → P1 of type h have genus one, the standard method can only be used after
substantial modification. Our modification involved that points on the cover corre-
sponds classically to three-torsion subgroups of the Jacobian of the genus two curve
y2 = s(t).
By specializing at suitable Belyi pencils, one can produce many degree 40
Hurwitz-Belyi maps pih,u with monodromy group PSp4(3) and bad reduction set
only {2, 3}. Here, however, we are trying to explicitly illustrate that bad reduction
at 5 can be imposed. So as a Belyi pencil we take u : P1w → U6 : w 7→ (Df (w)∪{∞})
with Df (w) ⊂ Ct the roots of
(11.3) s(w, t) = 3t5(w − 1)2 − 10t3(w − 1)w + 15tw2 + 8w2.
The discriminant is disct(s(w, t)) = 2123452.
The specialized polynomial in simplified form is then
f40a(w, x) =(
x4 − 30x3 − 240x2 − 450x− 225)5 (x4 + 30x3 + 240x2 + 450x− 225)5
−243354w (x4 + 10x3 + 60x2 + 150x+ 75)6(
x4 + 30x3 + 300x2 + 1050x+ 675
)2 (
x4 − 60x3 − 510x2 − 1200x− 675)x.
There are many other Belyi pencils u in Conf6 which also have 5 ∈ Pu. We have
chosen the relatively complicated s(w, t) because f40a(w, x) has the very unusual
property that the resolvents f27(w, x), f36(w, x), f40b(w, x), f45(w, x) corresponding
to other maximal subgroups of PSp4(3).2 also have genus zero. For example the
resolvent
f27(w, x) = 3
6x5
(
x2 − 5)5(x2 + 5x+ 10)5(2x2 − 5x+ 5)+ 54w(3x4 + 10x3 + 25)6
simplifies the analysis of ramification. The braid partition triples (β0, β1, β∞) cor-
responding to f40a(w, x) and f27(w, x) are respectively (58, 220, 64 3 24 15) and
(55 12, 210 17, 64 3).
12. Expectations in large degree
In [26] with Venkatesh and then in the sequel [21], we formulated and supported
an unboundedness conjecture for number fields. This final section transposes these
considerations from number fields to Belyi maps, with emphasis on phenomena
particular to the Belyi map setting.
12.1. Full Belyi maps with at most two bad primes. Consider Belyi maps
defined over Q with bad reduction within a given set of primes P. For any prime
p and any exponent k, it is elementary to get 3k different degree pk such Belyi
maps P1 → P1 with monodromy group a p-group and bad reduction set {p} [22].
For any two distinct primes p, ` and certain k, mod `-reductions of hypergeometric
monodromy representations give degree (`2k−1)/(`−1) Belyi maps with primitive
monodromy group PSp2k(`) and bad reduction set {p, `}. Fixing {p, `}, the number
of such Belyi maps for a given k can be arbitrarily large.
In contrast, it seems very difficult to construct full Belyi maps defined over Q
with bad reduction within a two-element set P. Returning to the inverse problem of
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§1.3, write BP(m) for the number of isomorphism classes of full Belyi maps defined
over Q with bad reduction within P. If pi contributes to BP(m), then typically the
compositions σ ◦ pi for σ ∈ 〈t 7→ 1 − t, t 7→ 1/t〉 = Sym({0, 1,∞}) all contribute
separately, so in a sense the numbers BP(m) are inflated by a factor of six. However
the BP(m) enter the unboundedness conjecture below only in a qualitative way, and
so this duplication is not important to us.
To provide context for the unboundedness conjecture and support the discussion
afterwards, we summarize here what we know about the numbers BP(m) for |P| ≤
2. The trinomial equation yk − kty + (k − 1)t = 0 gives a Belyi map ramified
exactly at the set Pk of prime divisors of k(k−1). Thus, as an interesting example,
P9 = {2, 3}. Otherwise one has only the possibilities involving Mersenne primes
Mr = 2
r − 1 and the Fermat primes Fr = 22r + 1, namely (k− 1, k) = (Mr, 2r) and
(k − 1, k) = (22r , Fr). In [20], we are giving two more sequences of covers Tk−1,k
and Uk−1,k, also ramified exactly at Pk. Degrees are now larger, being k(k − 1)/2
and (k − 1)2 respectively. Our initial degree 64 example (1.1) is U8,9.
From [19] we know also that B{2,3}(m) is positive for m ∈ {28, 33}. Otherwise
we do not currently know of any instances with |P| ≤ 2 and m ≥ 20 with BP(m)
positive beyond the three sequences just described.
12.2. An unboundedness conjecture. The following conjecture is a direct ana-
log of Conjecture 1.1 of [21]:
Conjecture 12.1. Let BP(m) be the number of full degree m Belyi maps defined
over Q with bad reduction within P. Suppose that P contains the set of primes
dividing the order of a finite nonabelian simple group. Then the numbers BP(m)
can be arbitrarily large.
Our heuristic argument for Conjecture (12.1) is essentially the same as the ar-
gument made in [26] and [21] for its number field analog. Namely we expect that
Hurwitz-Belyi maps pih,u already give enough maps to make BP(m) arbitrarily
large.
In more detail, given P as in the conjecture, there is at least one nonabelian
finite simple group T with PT ⊆ P. From Hurwitz parameters h = (G,C, ν),
with G of the form T k.A as in [26, §5.1], supplemented if necessary by rational
lifting invariants `, there are infinitely many full covers Hur∗`h → Confν defined
over Q with bad reduction within P. From [24, §8] or [22], there are infinitely
many appropriately matching rational Belyi pencils, even with bad reduction set
consisting of a single prime. For Conjecture 12.1 to be false, there would be have
to be a systematic drop from fullness when one specializes from the full family to
the Belyi pencil. We have seen occasional drops from fullness in [21, §6] and on
some of the tables in §9-11 here. However these seem to represent a low degree
phenomenon, and there is no evidence of systematic drops in asymptotically large
degrees.
We have already noted an important difference between Hurwitz number fields
and Hurwitz-Belyi maps in §3.2. Namely for the former, the specialization step
is arithmetic, as the ground field becomes Q, but for the latter, the specialization
step stays within geometry, as the ground field becomes only C(v). In particular,
it seems to us that Conjecture 12.1 is more within reach than its analog, as it may
be possible to prove it using braid groups.
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12.3. Complements. To conclude very speculatively, say that P is anabelian if it
contains the set of primes dividing the order of a finite nonabelian simple group, and
abelian otherwise. This terminology seems appropriate to us because we suspect
that there are connections between the material in this paper and investigations
into anabelian geometry as defined in [5].
Conjecture 12.1 gives a partial qualitative response to the inverse problem set
up in §1.3. One could ask for a more complete qualitative response. A guess we
find attractive is
• If P is abelian, then BP(m) is eventually zero.
• If P is anabelian, then BP(m) is unbounded because of Hurwitz-Belyi maps,
but still zero for m in a set of density one.
We put forward the analogous guess for number fields in [21, §4.6].
The first bulleted statement is supported by the extreme paucity of known Belyi
maps contributing to B{p,`}(m), as reported in §12.1. The second part of the second
bulleted statement is motivated by the exponential dependence of the asymptotic
mass formula [26, (3-7)] on the multiplicities νi. Evidence either supporting or
opposing this vision would be most welcome.
References
1. G. V. Bely˘ı, Galois extensions of a maximal cyclotomic field, Izv. Akad. Nauk SSSR Ser. Mat.
43 (1979), no. 2, 267–276, 479. MR 534593
2. Frits Beukers and Hans Montanus, Explicit calculation of elliptic fibrations of K3-surfaces
and their Belyi-maps, Number theory and polynomials, London Math. Soc. Lecture Note Ser.,
vol. 352, Cambridge Univ. Press, Cambridge, 2008, pp. 33–51. MR 2428514
3. J. H. Conway, R. T. Curtis, S. P. Norton, R. A. Parker, and R. A. Wilson, Atlas of finite
groups, Oxford University Press, Eynsham, 1985.
4. Jean-Marc Couveignes, Quelques revêtements définis sur Q, Manuscripta Math. 92 (1997),
no. 4, 409–445. MR 1441485
5. Alexandre Grothendieck, Esquisse d’un programme, Geometric Galois actions, 1, London
Math. Soc. Lecture Note Ser., vol. 242, Cambridge Univ. Press, Cambridge, 1997, With an
English translation on pp. 243–283, pp. 5–48. MR 1483107
6. Robert Guralnick and Kay Magaard, On the minimal degree of a primitive permutation group,
J. Algebra 207 (1998), no. 1, 127–145. MR 1643074
7. Emmanuel Hallouin, Study and computation of a Hurwitz space and totally real PSL2(F8)-
extensions of Q, J. Algebra 292 (2005), no. 1, 259–281. MR 2166804
8. Adam James, Kay Magaard, and Sergey Shpectorov, The lift invariant distinguishes com-
ponents of Hurwitz spaces for A5, Proc. Amer. Math. Soc. 143 (2015), no. 4, 1377–1390.
MR 3314053
9. Gareth A. Jones and Alexander Zvonkin, Orbits of braid groups on cacti, Mosc. Math. J. 2
(2002), no. 1, 127–160, 200. MR 1900588
10. John W. Jones and David P. Roberts, A database of number fields, LMS J. Comput. Math.
17 (2014), no. 1, 595–618, Database at http://hobbes.la.asu.edu/NFDB/. MR 3356048
11. Michael Klug, Michael Musty, Sam Schiavone, and John Voight, Numerical calculation of
three-point branched covers of the projective line, LMS J. Comput. Math. 17 (2014), no. 1,
379–430. MR 3356040
12. Stefan Krämer, Numerical calculation of automorphic functions for finite index subgroups
of triangle groups, Ph.D. thesis, Universität Bonn, 2015, available from http://hss.ulb.
uni-bonn.de/2015/4103/4103.htm.
13. Sergei K. Lando and Alexander K. Zvonkin, Graphs on surfaces and their applications, Ency-
clopaedia of Mathematical Sciences, vol. 141, Springer-Verlag, Berlin, 2004, With an appendix
by Don B. Zagier, Low-Dimensional Topology, II. MR 2036721
14. Kay Magaard, Sergey Shpectorov, and Helmut Völklein, A GAP package for braid orbit
computation and applications, Experiment. Math. 12 (2003), no. 4, 385–393. MR 2043989
HURWITZ-BELYI MAPS 55
15. Gunter Malle, Polynomials with Galois groups Aut(M22), M22, and PSL3(F4) · 22 over Q,
Math. Comp. 51 (1988), no. 184, 761–768. MR 958642
16. , Fields of definition of some three point ramified field extensions, The Grothendieck
theory of dessins d’enfants (Luminy, 1993), London Math. Soc. Lecture Note Ser., vol. 200,
Cambridge Univ. Press, Cambridge, 1994, pp. 147–168. MR 1305396
17. , Multi-parameter polynomials with given Galois group, J. Symbolic Comput. 30
(2000), no. 6, 717–731. MR 1800034
18. Gunter Malle and B. Heinrich Matzat, Inverse Galois theory, Springer Monographs in Math-
ematics, Springer-Verlag, Berlin, 1999. MR 1711577
19. Gunter Malle and David P. Roberts, Number fields with discriminant ±2a3b and Galois group
An or Sn, LMS J. Comput. Math. 8 (2005), 80–101 (electronic). MR 2135031
20. David P. Roberts, Chebyshev covers and exceptional number fields, In preparation.
21. , Hurwitz number fields, Arxiv, August 31, 2016. Submitted.
22. , Fractalized cyclotomic polynomials, Proc. Amer. Math. Soc. 135 (2007), no. 7, 1959–
1967 (electronic). MR 2299467
23. , Division polynomials with Galois group SU3(3).2 ∼= G2(2), Advances in the theory
of numbers, Fields Inst. Commun., vol. 77, Fields Inst. Res. Math. Sci., Toronto, ON, 2015,
pp. 169–206. MR 3409329
24. , Polynomials with prescribed bad primes, Int. J. Number Theory 11 (2015), no. 4,
1115–1148. MR 3340686
25. , Lightly ramified number fields with Galois group S.M12.A, J. Théor. Nombres Bor-
deaux 28 (2016), no. 2, 435–460.
26. David P. Roberts and Akshay Venkatesh, Hurwitz monodromy and full number fields, Algebra
Number Theory 9 (2015), no. 3, 511–545. MR 3340543
27. Jean-Pierre Serre, Relèvements dans A˜n, C. R. Acad. Sci. Paris Sér. I Math. 311 (1990),
no. 8, 477–482. MR 1076476
28. J. Sijsling and J. Voight, On computing Belyi maps, Numéro consacré au trimestre “Méthodes
arithmétiques et applications”, automne 2013, Publ. Math. Besançon Algèbre Théorie Nr., vol.
2014/1, Presses Univ. Franche-Comté, Besançon, 2014, pp. 73–131. MR 3362631
29. Liangcai Zhang, Guiyun Chen, Shunmin Chen, and Xuefeng Liu, Notes on finite simple groups
whose orders have three or four prime divisors, J. Algebra Appl. 8 (2009), no. 3, 389–399.
MR 2535997
Division of Science and Mathematics, University of Minnesota Morris; Morris,
Minnesota, 56267, USA
E-mail address: roberts@morris.umn.edu
URL: http://cda.morris.umn.edu/~roberts
