Abstract-We present in this paper a linear blind multiuser receiver, referred to as the Capon receiver, for code-division multiple-access (CDMA) systems utilizing multiple transmit antennas and space-time (ST) block coding. The Capon receiver is designed by exploiting signal structures imposed by both spreading and ST coding. We highlight the unique ST coding induced structure, which is shown to be critical in establishing several analytical results, including self-interference (i.e., spatially mixed signals of the same user) cancellation, receiver output signal-to-interference-and-noise ratio (SINR), and blind channel estimation of the Caopn receiver. To resolve the scalar ambiguity intrinsic to all blind schemes, we propose a semi-blind implementation of the Capon receiver, which capitalizes on periodically inserted pilots and the interference suppression ability of the Capon filters, for (slowly) time-varying channels. Numerical examples are presented to compare the Capon receiver with several other training-assisted and (semi-)blind receivers and to illustrate the performance gain of ST-coded CDMA systems over those without ST coding.
I. INTRODUCTION
F UTURE wireless mobile networks are envisioned to provide capacities and transmission rates by orders of magnitude higher than state-of-the-art systems [1] . Space-time (ST) coding, which has been under intensive study recently, is considered a promising technique to achieve this challenging goal. Relying on multiple transmit antennas, ST coding provides an effective way to exploit spatial and temporal diversity and is capable of producing dramatic increases in transmission rate [2] , [3] . A number of ST coding schemes have been proposed so far, including ST-trellis codes [4] and ST-block codes [5] , [6] . Whereas ST-trellis coding achieves both the maximum diversity gain and coding advantage, the trellis complexity (and, thus, the decoding complexity) increases exponentially with the transmission rate (see [4, Lemma 3.3.2] ). Meanwhile, ST-block coding offers the maximum diversity gain based on linear pro-cessing at the receiver [5] , [6] . Despite a loss in coding advantage, ST-block coding is still attractive, particularly in complexity-sensitive applications, since diversity gain is very effective in reducing the error probability at high signal-to-noise ratio (SNR) [3] , [4] .
To facilitate coherent decoding of ST codes, the channel state information (CSI) has to be estimated at the receiver either by training or blind methods. As multichannel state information is required for multiantenna systems, channel estimation in ST-coded systems is significantly more difficult than in single-antenna systems [3] . For example, the amount of training data required by training-assisted methods increases proportionally with the number of transmit and receive antennas, causing a substantial decrease of the throughput. To circumvent the difficulty of channel estimation, differential ST coding schemes [7] - [10] can be employed. Similar to the scalar (single-antenna) differential modulation scheme, differential decoding of ST codes incurs approximately a 3-dB penalty in SNR compared with coherent decoding [3] .
Interference suppression in multiantenna systems is also more challenging than single-antenna systems [3] , [11] . For a system with users where each is equipped with transmitting antennas, multiuser interference (MUI) is composed of interfering signals, rather than interfering signals in a single-antenna system. Furthermore, multiantenna systems are subject to self-interference, which consists of spatially mixed signals of the same user due to simultaneous transmission from multiple transmit antennas. This paper considers the problem of multiuser receiver design for direct-sequence (DS) code-division multiple-access (CDMA) systems employing multiple transmit antennas and ST-block coding. Specifically, we are interested in extending a linear blind detection technique, which is referred to as the Capon receiver because of its resemblance to the classical Capon spectral estimator [12] , to ST-coded CDMA systems. The Capon technique has been successfully utilized in conventional CDMA systems without ST coding (e.g., [13] - [15] ) by exploiting the signal structure induced by spreading. However, in order to effectively address the aforementioned difficulties of channel estimation and interference suppression in multiantenna systems, not only the structure induced by spreading but also that by ST coding should be judiciously exploited in the receiver design for ST-coded CDMA systems. In this paper, we highlight the unique signal structure imposed by ST coding. We show that the inherent signal structure is critical in establishing several analytical results on self-interference cancellation, receiver output signal-to-interference-and-noise ratio (SINR), and blind channel estimation of the Caopn receiver. We also discuss how to resolve the scalar ambiguity that exists in all blind schemes by introducing a semi-blind implementation for the Capon receiver. We present numerical results to compare the performance of the Capon and several other receivers and to show the performance gain offered by ST coding compared with systems without ST coding.
We focus herein on the downlink (base to mobile) since due to the size/power/cost limitations at the mobile terminal, multiple antennas are more frequently installed at the base station than at the other end. Another consideration is the asymmetric nature of future traffic, which requires a higher transmission rate in the downlink than in the uplink (mobile to base) [16] . Transmit diversity is thus recommended in future downlink transmissions [2] , [3] in order to break/relieve the bottleneck in that direction. The techniques discussed in the paper, however, have no difficulty in accommodating uplink applications, providing multiple antennas are available at the mobile.
The rest of the paper is organized as follows. In Section II, we introduce the data model and formulate the problem of interest. In Section III, we briefly discuss the linear zero-forcing (ZF) and minimum-mean-squared-error (MMSE) receivers, both explicitly requiring the CSI. The blind Capon receiver is derived in Section IV. The analytical results for the blind Caopn receiver are presented in Section V. The semi-blind implementation of the Capon receiver is discussed in Section VI. Section VII contains numerical examples. Finally, the paper is concluded in Section VIII.
Notation: Vectors (matrices) are denoted by boldface lower (upper) case letters; all vectors are column vectors; superscripts denote the complex conjugate, transpose, and conjugate transpose, respectively; denotes the identity matrix; denotes a zero matrix/vector with all zero entries; diag denotes a block-diagonal matrix with diagonal blocks ran denotes the range of a matrix; denotes or, equivalently, denotes the Moore-Penrose pseudoinverse [17] ; denotes the statistical expectation; denotes the matrix/vector Frobenius norm [17] ; tr denotes the trace of a matrix; denotes the Kronecker product [17] .
II. SYSTEM MODEL Consider a synchronous (downlink) -user CDMA system equipped with transmit antennas (Txs) and receive antennas (Rxs). We assume the Alamouti's ST coding scheme [5] , which utilizes Txs, although other ST-block coding schemes can also be employed. According to the Alamouti's scheme, during the st ( is an integer) symbol interval, two symbols and drawn from some constellation are transmitted from Tx1 and Tx2, respectively; during the next symbol interval, and are transmitted from Tx1 and Tx2, respectively.
We assume that the channel is frequency-flat and static (or changes slowly so that standard adaptive schemes can be used to track the fading). Each user is assigned a different spreading code for each Tx. The two spreading codes for one user may be formed from a single spreading code as follows: and , respectively, a scheme recently proposed to UMTS W-CDMA [18] , [19] or and , respectively, a scheme adopted in the IS-2000 standard [19] , [20] , In this paper, the spreading codes are not restricted to be mutually orthogonal. The received signal first passes through a chip-matched filter followed by chip-rate sampling. The data vectors collected at Rx over two consecutive symbol periods is given by [5] (1) (2) where consists of data samples within the th symbol interval at Rx power of user ; channel coefficient from Tx to Rx modeled as a complex Gaussian random variable with zero-mean and unit-variance; spreading code for user and Tx ; th information symbol for user drawn from a unitenergy constellation; and consists of noise/interference samples within the th symbol interval at Rx modeled as a zero-mean stationary random vector that is independent of the user symbols. We note that may be colored and non-Gaussian due to, e.g., intercell interference (ICI) and narrowband interference in cellular overlay systems [21] . Let and . Then, is given by where
We next collect the outputs of all receive antennas and define vectors
, and , where (6) Assuming the first user is desired, can be expressed as (7) where lumps together the MUI and .
The problem of interest here is to design a linear receiver that passes with little distortion the desired signal components, i.e., the terms within the square brackets of the last equality of (7), while suppressing the MUI and possibly other sources of interference that are contained in . The receiver can then be applied to the received data to yield a soft estimate of .
III. ZERO-FORCING AND MMSE RECEIVERS
When the channel is available at the receiver, standard techniques such as the zero-forcing (ZF) and MMSE detection schemes can be used to solve the problem of interest, which are briefly discussed next. Let diag , and . Then, (7) can be more compactly written as (8) Supposing that, in addition to the knowledge of , the receiver also knows the spreading codes for all users, the ZF receiver is given by , where is assumed to have full column rank. It follows that (9) where diag Since , (9) implies that the maximum diversity gain of has been achieved. Although the ZF receiver eliminates the intracell MUI, it cannot suppress any unmodeled interference signals contained in . It is well known that the MMSE receiver reduces to the ZF receiver when SNR and yields a better performance than the latter for finite SNR [22] . The MMSE receiver also maximizes the receiver output SINR among all linear receivers [22] and, thus, is the optimum linear receiver in that sense. To facilitate later usages, we derive the MMSE receiver based on the following expression of , which is slightly different from (8) (10) where diag , and
The MMSE receiver is obtained by minimizing the mean-squared error criterion (12) The solution to (12) is given by (see, e.g., [22] )
, where , and where it is assumed that the elements of are independently and identically distributed (i.i.d.) and formed from some unit-energy constellation. If only the first user is of interest, the MMSE receiver reduces to (13) IV. BLIND CAPON RECEIVER Both the ZF and MMSE receivers explicitly require the CSI, which is typically obtained via training. In this section, we present a linear blind receiver, which resembles the classical Capon spectral estimator [12] and is thus referred to as the Capon receiver, for ST-coded systems. The Capon receiver 1) requires only the spreading codes and timing of the desired user; 2) is able to suppress the overall interference, including MUI, ICI, and narrowband interference; 3) facilitates adaptive implementation. The idea is to design a bank of filters (filterbank), each of which passes one signal component of interest without distortion (unitgain) while suppressing the overall interference in a nonparametric manner. In particular, we can design , where each column corresponds to one branch of the filterbank, which minimizes the overall receiver output variance while passing the desired signals with unit-gain tr subject to and (14) where and are estimates (to be determined next) of the true parameters and , respectively. Since is non-negative and tr , minimizing the trace is equivalent to minimizing the two individual terms separately. Doing so while enforcing the constraints in (14) yields (see, e.g., [23] ) (15) where is assumed invertible (and thus positive definite). Substituting (15) into the cost function in (14) yields the minimum variance as (16) It is straightforward to verify that the Capon receiver reduces to the MMSE receiver if we choose and . However, the above choice requires knowledge of the CSI. To obtain blind estimates of and , we can maximize (16) with respect to the unknowns so that the signal components at the receiver output are maximized after interference suppression. The maximization, however, appears rather involved due to the nonlinear dependence of (16) on the unknowns. We will instead minimize the sum of the reciprocal of each term of (16), i.e., or, equivalently (17) where we have used the fact that is real-valued. It turns out that minimizing (17) and maximizing (16) are actually equivalent, due to a certain conjugate symmetric structure of and induced by ST coding; see Lemma 3 in Section V. We next observe the following structure of and , and , where and are given by (6) , and denotes the to-be-determined Capon estimate of the true channel parameter . Minimizing (17) with respect to yields (18) The solution to (18) , subject to the standard constraint , is the eigenvector that corresponds to the smallest eigenvalue of . A few remarks are in order.
Remark 1: Note that has a dimension of . Compared with subspace-based blind receivers (e.g., MUSIC [24] ), which usually require an eigendecomposition of the covariance matrix , the Capon receiver is computationally more efficient. The major computation burden of the Capon receiver comes from the calculation of , which can be adaptively and efficiently calculated, resulting in recursive least squares (RLS) like adaptive implementations. Least mean square (LMS) like implementations of the Capon receiver are also possible; see, e.g., [14] .
Remark 2: The Capon receiver lumps the interference (intra-cell MUI and other sources of interference) and channel noise in a single unstructured term. It is expected that the Capon receiver can deal with colored noise and suppress the overall interference, as has also been confirmed by simulations. On the other hand, subspace methods like MUSIC assume a more restrictive parametric model on the received data and is more sensitive to unknown/unmodeled interference. See Section VII for numerical examples regarding this issue.
V. PERFORMANCE ANALYSIS
The conventional Capon receiver for CDMA systems without ST coding was studied in [13] - [15] . It was shown that the blind Capon channel estimate is consistent (for high SNR) and that the Capon receiver yields an output SINR that is close to that of the optimum linear MMSE receiver [15] . Owing to the use of multiple-antenna transmission and ST coding, the Capon channel estimate and receiver derived in Section IV are notably different from and more complex than those without ST coding, which questions if the above results hold in the current case. As shown in this section, the Alamouti's code (and other ST-block codes obtained from orthogonal design [6] as well) entails a unique signal structure, which can be exploited to establish several analytical results, including the consistency (for high SNR) of the channel estimate and the near-optimality of the receiver output SINR for the Capon receiver derived in Section IV. Furthermore, it renders new insight into the properties of the Capon receiver, such as the immunity to self-interference, which are unique to ST-coded systems. It should be stressed that without the inherent signal structure imposed by ST coding, it would be more difficult to characterize the performance of the Capon receiver, which involves multiple transmit antennas.
To proceed, we make two assumptions that were also used in [15] . First, the information symbols [cf. (7)] are i.i.d. Second, in (7) is an independent white process with covariance matrix . We note that these assumptions are only for analytical tractability and not required by the Capon receiver (see also [25] and [26] ). Under these assumptions, the data covariance matrix can be expressed as [cf. (10)] (19) We expose the inherent structure of the received signal imposed by ST coding through several lemmas. With the above observations in mind, we now proceed to look at two aspects of the Capon receiver, viz. its interference suppression ability and the accuracy of the Capon channel estimate.
A. Self-Interference Cancellation and Output SINR
In addition to MUI, ST-coded CDMA systems are also subject to self-interference, i.e., spatially mixed signals of the same user. Unless properly dealt with, self-interference can be devastating (similarly to the effect of intersymbol interference in dispersive channels). Our first result states that the Capon receiver is by design immune to self-interference. Proof: To show (25) , it suffices to show that . According to Lemmas 1 and 2, we can write which, along with the constraint in (14) , indicates (25) . To show (26) , it suffices to show that . The proof proceeds similarly. Specifically, we have which concludes the proof.
Hence, the two sub-Capon receivers and are orthogonal to one another, each passing one of the two signal components of the desired user with unit-gain while canceling mutual interference caused by the other signal component. The cancellation is independent of the spreading codes, which indicates that the cancellation is due to ST coding and not spreading. We may also enforce zero-forcing during filter design by modifying the design constraint of (14) to . We prefer the original constraint since it entails a simpler solution that still cancels the self-interference.
We now examine the receiver output SINR, which shows the overall interference suppression ability of a given receiver. We first break into three parts: , where , and denotes the covariance matrix of the MUI plus the noise. Let denote a generic receiver. The output SINR can be expressed as SINR (27) 
Note that the SINR is a monotonically decreasing function of . It would be of interest to compare the Capon receiver with the MMSE receiver since the latter is known to yield the highest output SINR among all linear receivers [15] . For the MMSE receiver , we have [see (13) Proof: The proof proceeds by a first-order (in ) perturbation analysis of and as given by (32) and (33), respectively, similar to the proof of Proposition 4 of [15] . See [15] for details.
Hence, like the conventional Capon receiver [15] , the Capon receiver for ST-coded CDMA systems also achieves an output SINR close to that of the optimum linear MMSE receiver. It should be noted that without the ST coding induced signal structure, which renders the simplified expressions of in (31) and in (30), the relation between the MMSE and Capon receivers would be more elusive to determine.
B. Channel Estimation
The matrix in (23) is, in general, full rank with distinct eigenvalues with probability one, which implies that the Capon channel estimate is unique (up to a scalar). However, how accurate this estimate is remains a question. The following result indicates that in the absence of noise, the Capon channel estimate is not only unique but also exact (up to a scalar).
Theorem 3: The channel estimate in (18) is unique and exact (up to a scalar) at SNR 1) if the spreading codes and for the first user are linearly independent of each other as well as linearly independent of the spreading codes of all other users and 2) if for some .
Proof: See Appendix B. Note that the above conditions are usually met in a real system. Our next result establishes the consistency (for high SNR) of the Capon channel estimate. Theorem 4 indicates that at high SNR, the estimation error is proportional to the noise variance . Hence, the Capon channel estimate is consistent (in SNR), which is similar to the conventional Capon receiver in [15] . It should be stressed again that Theorem 4 is valid because of the signal structure imposed by ST coding. Without such, the SNR consistency of the Capon channel estimate would be more difficult, if not impossible, to establish.
VI. SEMIBLIND IMPLEMENTATION
One problem inherent to all blind estimators, including the Capon receiver, is the scalar ambiguity associated with the channel estimates [27] . The scalar ambiguity has to be resolved to prevent phase rotation in the detected symbols. Another inherent problem for all blind schemes relying on an estimate of is the relative slow convergence. When the sample covariance matrix in (24) is used, we need at least [cf. (1)- (2)] blocks of data so that is invertible. Considerably more data samples may be required in order to obtain a reliable estimate (see Fig. 4 for a numerical example on this aspect).
In order to resolve the scalar ambiguity, improve data efficiency, and facilitate tracking of time-varying channels, we will introduce a semi-blind implementation of the Capon receiver that builds on training symbols (pilots). Pilots are routinely used in real systems for synchronization and/or channel estimation. Semi-blind schemes usually yield reduced training overhead and improved performance over methods relying completely on training, particularly in time-varying channels (also see the numerical examples in Section VII). The proposed semi-blind Capon receiver consists of the following steps.
SINR SINR
as SNR where 1) Obtain an initial channel estimate via training (e.g., least-squares fitting), estimate the covariance matrix as (36) and compute the inverse . Here,
, and is an initial estimate of the noise variance, which is obtained as, e.g., the averaged power of the received data less the desired signal components. That is, tr tr , where tr denotes the number of training blocks. Although (36) is a rather rough estimate of the covariance matrix, it works well enough to get the Capon receiver started. If the spreading codes of other users are known at the receiver, they can be exploited to yield a better initial covariance matrix estimate by enforcing the structure in (19) .
2) Compute
iteratively each time when a new data block becomes available. We can use the standard iteration with forgetting factor [22] Alternatively, we can use a sliding window of length (37) in this case can be recursively computed as (by applying the matrix inversion lemma twice) (38) (39) 3) Update the Capon blind channel estimate based on and (18), and compute the Capon receiver and by (15) . (A has been added in and to signify that these quantities are based on the estimated covariance matrix
.) The Capon channel estimate and receiver do not need to be computed for every ; they can be updated periodically for every blocks of data determined by a tradeoff between complexity and channel fading rate. 4) Resolve the scalar ambiguity. Assuming the availability of pilots, the idea is to estimate the ambiguity factor using the prefiltered data, viz., data filtered by , rather than the raw data. This is because the Capon filter cancels most of the interference and, thus, the prefiltered data is "cleaner" than the raw data for estimating the ambiguity factor. Specifically, suppose pilots are inserted at within a cycle of blocks. We assume that the channel remains (approximately) unchanged within blocks, and thus, we drop the time index of all estimated quantities. Ignoring the estimation error, we may write where is the unknown scalar, is given by (11), , and
. Let denote the prefiltered data, i.e.,
. We know from Theorem 1 that . Hence
[cf. (7) channel coefficients are randomly generated, following a complex Gaussian distribution with zero-mean and unit-variance. We first verify the analytical results obtained in Section V when the additive noise [see (7)] is white Gaussian. Assuming that the first user is desired, we simulate a near-far scenario where the power of the nine interfering users is 10 dB larger than that of the first one, that is, the near-far ratio (NFR) is 10 dB. Fig. 1 depicts the performance of the Capon and MMSE receivers when the true covariance matrix is used for both the Capon and MMSE receivers. In this example, we ignore the inherent ambiguity of the Capon channel estimate , which is scaled such that the first element of and that of the true channel vector are identical. Fig. 1(a) shows the exact estimation error of the Capon channel estimator (18) and that predicted by Theorem 4. To make the two cases of and comparable, the estimation error shown in Fig. 1(a) is [see (35)] normalized by the number of unknown channel coefficients. We see that the channel estimation error decrease as the SNR increases. We also see that the prediction made by Theorem 4 is quite accurate when the SNR is high. We further note that the channel estimation accuracy improves when a second antenna is included. Fig. 1(b) depicts the output SINR for both the Capon and MMSE receivers as a function of the input SNR per Rx. It is seen that the output SINR of the Capon receiver is very close to that of the MMSE receiver. Improved performance is obtained for both receivers when . Fig. 1(c) shows the ratio of the output SINR of the Capon receiver to that of the MMSE receiver and the limit of the ratio predicted by Theorem 2. The predicted limit of the ratio agrees very well with the one produced by simulation.
We next examine the effect of unknown/unmodeled interference. In addition to the Capon receiver, we also consider another linear blind scheme implemented by first applying the MUSIC blind channel estimator [24] and then using the channel estimate in the MMSE receiver for detection. We first simulate a scenario involving ICI by letting out of equipow- ered transmissions be originated from some neighboring cells. We assume that the MUSIC receiver, being ignorant of the ICI, is provided with the incorrect number of transmissions . We note that although model detection schemes can be used to estimate the number of transmissions [28] , it is not unusual to misestimate the number of transmissions by a small number. Fig. 2 depicts the output SINR as a function of the input SNR per Rx when . Since the Capon receiver does not need the information of the number of transmissions, its performance remains unaffected as long as the level of the overall interference is unchanged. On the other hand, MUSIC yields a similar output SINR to that of Capon in the absence of ICI but degrades considerably when ICI is present.
The effect of narrowband interference is considered next. We simulate a scenario involving equipowered user signals contaminated by a white Gaussian channel noise as well as a narrowband interference signal that is generated by a first-order autoregressive process [21] , where is a white Gaussian process with zero-mean and variance . The interference-to-signal ratio (ISR) for the desired (first) user as ISR , where is the power spectral density of , and is the received signal power of the first user [see (1) and (2)]. Fig. 3 shows the output SINR versus the input SNR for both the Capon and MUSIC receiver with . We see that as the ISR increases (from 10 dB to 3 dB), the performance of Capon degrades gracefully, whereas the degradation of MUSIC is much more dramatic.
In the next example, we study the convergence property of the Capon receiver by replacing with the sample estimate in (24) . We choose SNR 20 dB and vary [see (7)], whereas the other parameters are similar to those in the first example. Recall that when is used in place of the true covariance matrix , it is preferable to use (18) rather than (23) to compute . Fig. 4(a) and (b) shows the channel estimation error and the output SINR, respectively, as a function of . It is noted that the output SINR for is smaller than that for when is small. This is because the Capon receiver has more degrees of freedom (i.e., tap weights) when , which leads to a slower convergence rate.
Finally, we examine the semi-blind Capon receiver proposed in Section VI. We simulate a slowly time-varying fading scenario according to the Jakes' model [29] with a terminal speed of 3 m/s and a normalized Doppler rate of . We consider the MMSE and Capon receivers with and without the CSI. When the CSI is not available, the MMSE receiver uses periodic training to derive an estimate of the CSI, with a training cycle of blocks and a 15% training overhead. The Capon without CSI is implemented by the semi-blind approach, which utilizes initial training for starting and pilots-assisted blind adaptation afterwards. The Capon channel estimate and receiver are updated very blocks, using blocks as pilots to resolve the scalar ambiguity. Hence, the overhead for the semi-blind Capon approach is 4% (excluding the initial training). The covariance matrix is computed recursively using a sliding window [cf. (37)-(39)] of length when and when , respectively. The system consists of users, with an NFR of 10 dB for the desired user. The bit-error rate (BER) for the various receivers presented below is averaged over 100 independent channels. Fig. 5(a) depicts the BER as a function of the SNR per Rx. We note that the Capon and MMSE receivers with CSI (2Tx) attain almost identical BER. The semi-blind Capon (2Tx) is slightly worse, with a performance loss less than 1 dB (in SNR) compared with the former. The semi-blind Capon (2Tx) also considerably outperforms the training-based MMSE receiver (2Tx), which has a error floor caused by channel variation. To show the merit of ST coding, we also include in Fig. 5(a) the BER of the conventional Capon receiver without ST coding (1Tx) [13] - [15] implemented by a semi-blind approach that is similar to the one in Section VI. A comparison of the two semi-blind Capon receivers indicates a quite substantial diversity gain offered by ST coding. For example, when BER , the semi-blind Capon (2Tx) attains a 9-dB diversity gain over the semi-blind Capon (1Tx). The BER of the various receivers equipped with Rxs is shown Fig. 5(b) . The training-based MMSE receiver (2Tx) is again worse than the semi-blind Capon receiver (2Tx), although the latter also suffers from a larger performance loss relative to the the MMSE receiver with CSI (2Tx). The conventional semi-blind Capon receiver (1Tx) is also included to illustrate the diversity gain offered by ST coding.
VIII. CONCLUSION
We have studied the (semi-)blind Capon receiver for ST-block-coded CDMA systems. The Capon receiver requires only the spreading codes and timing for the desired user but little side information of the interfering signals. It does not model the interference/noise exactly and is capable of suppressing the overall interference signals. We have examined the ST coding-induced structure of the received signal and established several analytical results based on this unique signal structure. We have shown that Capon receiver is by design immune to self interference. Both analytical and numerical results suggest that the Capon receiver achieves an output SINR similar to that of the linear optimum MMSE receiver and that the Capon channel estimate is SNR consistent. Numerical studies have also been presented to compare the blind Capon and MUSIC receivers in terms of the output SINR in the presence of unmodeled interference and to demonstrate the diversity gain of ST-coded CDMA systems over systems using no ST coding.
Our discussion has been focused on frequency-flat channels. Extension of the Capon receiver can be made to frequencyselective channels by combining ST coding and multicarrier CDMA systems, where the overall bandwidth is divided into a set of subchannels that are approximately frequency flat. Such extensions will be explored and reported in the future. Another interesting topic is related to the estimation of the covariance matrix . There may exist more data-efficient covariance matrix estimators that exploit the inherent signal structure imposed by ST coding. Such a structured covariance matrix estimator will speed up the convergence rate of not only the Capon receiver but of all other blind schemes that rely on an estimate of as well.
APPENDIX A PROOF OF LEMMAS 1 AND 2 First, we prove Lemma 1. By direct calculation, it can be verified that (42) Next, we note that . Multiplying both sides of the above equation by while observing that is orthonormal (since is so) yields (20) . Equation (21) follows from (20) since is skew-symmetric, i.e., . To prove Lemma 2, we note that where in the second equality, we used (20) and (21) (by replacing the generic and with the true and , respectively). Taking the matrix inverse on both sides and, again, using the fact that is orthonormal, we arrive at (22) .
APPENDIX B PROOF OF THEOREM 3
We first establish the existence of a perfect solution under the stated conditions. The limiting form of when the SNR goes to infinity is given by (e.g., [15] ) , where contains the noise eigenvectors of [see (34)]. The observation, along with (18) and (23), suggests that (43) where, henceforth, we use as a dummy variable, whereas we use for the true channel. Note that minimizes the above criterion since ran , and therefore, the above criterion evaluated at is minimized (equal to zero). The uniqueness of this solution remains to be verified. Let and . Before we go on to prove the uniqueness of , we show that the conditions stated in Theorem 3 imply the columns of ran at least for one . This is seen by contradiction. Note that the first and second columns of are given by and , respectively [cf. (5)]. Assume without loss of generality that and that there exist nontrivial and such that and . Substituting (3) and (4) into the above expressions yields which contradict the conditions stated in Theorem 3. Hence, the columns of ran . The proof of uniqueness proceeds again by contradiction. Assume there exists linearly independent of and ran , which also minimizes the criterion (43). We note that ran since ran ran , where . It follows that there exist nontrivial and such that or, equivalently
Let , and note that are not identically equal to zero. Then, (44) is equivalent to which contradicts the previously established fact that the columns of ran for at least one . Hence, is the unique solution to (43).
