Abstract: This piece of work deals with implementing a new meta-heuristic algorithm symbiotic organisms search to address multi-objective optimal power flow (OPF) problems in power systems considering several operational constraints. The algorithm has been implemented on IEEE 30 and IEEE 118 bus test systems for various single objective and bi-objective functions to assess its efficacy in solving the OPF problem and its ability to handle large systems. A comparative study of the results, predominantly considering those obtained using quasi oppositional teaching learning optimization(QOTLBO), teaching learning optimization (TLBO), multiobjective harmony search algorithm (MOHS), nondominated sorting genetic algorithm II (NSGA-II) from the literature are detailed in this paper. Investigation of the results reveal that the algorithm is successful in producing superior results for both the systems and its performance is also encouraging in solving conflicting objectives.
Introduction
Modern day power systems are planned to deliver power to the loads in a manner which is both efficient and economical. Still, with ever increasing load demands, it becomes a necessity to make the existing systems more robust in order to deal with the ever changing network parameters. Since its inception, OPF problem has been receiving a lot of attention from the researchers in the field of power system operation. OPF deals with minimizing the selected objective function (OF) while satiating different constraints. Equality and inequality constraints respectively refer to the load flow equations and the bounds of dependent and independent variables. Literature presents numerous procedures for handling the OPF. Reduced gradient method, Newton-Raphson, Lagrangian relaxation, linear programming, interior point method [1] - [3] etc are the few available classical techniques. However, these methods are unable to handle complex systems with non-convex, non-differentiable, and non-smooth OFs and constraints. Heuristic algorithms are more sought after, as they are capable to solve the nonlinear problems. [4] - [17] presents various available heuristics which have been used in the past to solve the complex OPF. These are: evolutionary programming (EP), differential evolution (DE) [5] , hybrid evolutionary programming (HEP) [6] , tabu search [7] , genetic algorithm (GA) [8] , particle swarm optimization (PSO) [9] , bacteria foraging optimization (BFO) [10] , biogeography based optimization (BBO) [11] , chaotic ant swarm optimization (CASO) [12] , harmony search algorithm (HSA) [13] , teaching learning based algorithm (TLBO) [14] , gravitational search algorithm (GSA) [16] and quasi-oppositional teaching learning based optimization (QOTLBO) [17] . Many algorithms apart from those mentioned have also been used for solving the OPF, but have not been mentioned here for brevity. Only those algorithms have been mentioned with which the results were compared. Many high end soft computing techniques available in the literature have been applied to multi-objective optimization (MOO) problems with varied success rates. PSO was applied to address the problem of MOO by M.A. Abido [15] in 2012. [17] - [20] refers applications of TLBO, QOTLBO, NSGA-II, BBO and MOHS to solve MOO problems. In designing an MOO problem, conflicting objectives are chosen and a compromising solution is arrived at. In [17] , TLBO and QOTLBO were employed to arrive at the best negotiating result amongst contradictory objectives. A MOO genetic algorithm, centered on NSGA-II, in [18] , was used to treat the conflicting objectives. BBO algorithm [19] , was implemented to solve MOO OPF for small, medium and large scale test systems. Ref [20] presents multi-objective harmony search (MOHS) algorithm formulated as a non-linear and constrained multi-objective optimization problem. The Pareto optimal front was obtained based on fast elitist non-dominated sorting and crowding distance. A compromising solution from the Pareto set was arrived at applying a fuzzy based mechanism.
The present paper attempts to solve the OPF problem for various single objective and biobjective functions by the relatively new symbiotic organisms search (SOS) algorithm. In section 2, the problem formulation of OPF is discussed at length. Section 3 provides an insight into the proposed SOS and its benefits in comparison with available meta-heuristic algorithms. Formulation of the SOS algorithm for the OPF problem is discussed in Section 4. Section 5 elaborates the simulation results obtained followed by conclusion in Section 6.
OPF Problem design
The OPF problem may be designed in the following manner: ) where, F represents the OF, and a and b are respectively the vectors representing the dependent and independent variables. g and h respectively represents the set of equality and inequality constraints.
a constitutes the slack bus power PG1, the generator delivered reactive power QGi, voltage at the load bus VLi, and loading on the transmission line SLi: (5) where, PV, NT, PQ, TL , and NC represent respectively the total generator buses, transmission lines , load buses, and tap changing transformers. g represents the load flow equations as follows:
where, i= 1,2,3,…..NBUS. where, PGi and QGi respectively represent real and reactive power supplied to the network, PLi and QLi represent respectively the demands of real and reactive power at the i th bus, Gij and Bij denote the conductance and susceptance, ij denotes the voltage phase angle difference of the i th and j th buses and NBUS represents the total buses constituting the system. h is represented as follows: Anulekha Saha, et al.
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Generator Constraints:
where, PV signifies the total generator buses inclusive of slack bus. Transformer Constraints:
where, NT represents the number of tap changing transformers. Shunt VAR Compensator Constraints:
where, NC denotes the total number of shunt compensators connected to the system. Security Constraints:
where, PQ and TL denote the total number of load buses and transmission lines in the system. Objective Functions:
Case 1: Generation Cost Minimization
Generation cost is a function of generator real power outputs as follows:
where, 
Case 2: Real Power Loss Minimization
The real power loss ensued in the course of power transmission can be represented as: (18) where, NL denotes the number of load buses; ref i
V is the specified reference value of the voltage magnitude at the ith load bus and is usually set to be 1.0 p.u.
Case 5: Emission Minimization
This objective considers minimizing the emission of all types of pollutants to the atmosphere. A linear model for emission minimization as provided in [1] has been considered for the sake of comparison.
where, k  represents the emission coefficient related to the k th generator.
Multi-objective Optimization:
Multi-objective optimization is done to optimize conflicting OFs in a way that both objectives are equally compromised to attain the solution. Best feasible solutions for both the objectives are obtained after satisfying various operational constraints and the solution sets so obtained are known as the Pareto-optimal set. A multi-objective optimization problem having 'm' number of objectives and 'n' number of constraints can be defined as follows: 
Case 10: Effect of minimization of voltage deviation on minimization of L-index
To study the effect of the minimization of voltage deviation on minimizing the L-index, the following bi-objective function is considered: (14) represents the constraints for the above objectives.
Symbiotic Organisms Search (SOS) algorithm

Basic concept:
Symbiotic organisms search is a meta-heuristic algorithm applied to numerical and engineering design problems. It simulates the symbiotic interface schemes embraced by organisms in order to endure and proliferate in the ecosystem [23] . Almost all meta-heuristic algorithms available in the literature share some common characteristics of being inspired from the nature, making use of random variables and several other parameters that need to be adjusted to the problem. An advantage of SOS algorithm over other meta-heuristic algorithms lies in the fact that algorithm specific parameters are not required.
Symbiosis refers to the reliance or dependency-based relationship that exists between organisms in nature. It describes the cohabitation behavior of organisms belonging to different species. Symbiotic relationships provide at least one of the contributing species with a nutritive advantage.
The three most common types of interdependent relationships found in nature are: mutualism, commensalism and parasitism. Mutualism explicates that relationship amongst two different species where both derive benefit from one another. Commensalism refers to that where only one species is benefited and the other remains unaffected. Parasitism represents the symbiosis where only one derives benefits at the expense of the other.
Symbiosis helps organisms to adapt themselves to the ever changing ecosystem thereby helping the organisms increase their fitness level and chances of survival in the long run. SOS algorithm iteratively uses a population of candidate solutions in the propitious areas in search space in order to find the global optimal solution. SOS starts with an initial population known as the ecosystem where a random group of organisms is generated to the search space, each organism representing a candidate solution to the corresponding problem. The size of the ecosystem, known as ecosize is defined by the number of constraints to be satisfied. Organisms in the ecosystem are assigned certain fitness values that reflect their degree of adaptation to the desired objective. In SOS, new solution sets are generated by mimicking the biological interactions between two organisms in the ecosystem. The three phases in SOS are namely: mutation phase, commensalism phase, and parasitism phase. Random interaction between organisms take place in all the phases until termination criterion are met. The following are the three phases of the proposed algorithm:
Mutualism Phase:
In mutualism phase in SOS, an organism Xi is matched to the i th member of the ecosystem. Another organism Xj is randomly selected from within the ecosystem to interact with organism Xi. Both the organisms get engaged in a mutualistic relation with a common goal of increasing their chances of survival in the ecosystem. Based on the mutualistic relationship between the organisms Xi and Xj, new candidate solutions for the organisms are calculated as shown below:
where, rand(0,1) denote a vector of random numbers. BF1and BF2denote the benefit factors that each organism has over the other. Mutual_Vector represents the mutualistic relationship that the two organisms share.
Benefits derived by both the organisms sharing a mutualistic relationship are not the same. One organism derives greater benefits than the other. Here benefit factors (BF1 and BF2) are determined randomly as 1 or 2, denoting the level of benefit to each organism i.e. if an organism is deriving full or partial benefits from the interaction.
Commensalism phase:
In this phase, organism Xj is selected to interact with organism Xi obtained from the mutualism phase. In this phase, organism Xi tries to derive benefit from the interaction while the organism Xj remains neutral. Organism Xi is updated only if its present fitness is better than the previous fitness. Fitness of Xi is calculated as follows:
Parasitism phase:
In this phase, a Parasite_Vector is created by duplicating and modifying the dimensions of the organism Xi with a random number. Organism Xj acts as the host and is selected randomly from the ecosystem. Both the Parasite_Vector and host Xj try to replace each other from the ecosystem and eventually, the one having higher fitness value survives and replaces the other in the ecosystem.
SOS algorithm for the OPF problem
The SOS algorithm [23] is effective in handling multiple variables. Initially, a population is randomly generated in the search space. Each organism in the ecosystem comprises of the control variables namely: generator real power, generator bus voltages, tap ratio of tap changing transformers, and reactive power delivered by the shunt compensating transformers.
Initialization of ecosystem:
Each element of the ecosystem is randomly initialized within their operating limits as per (8), (9), (11) and (12) . The organisms in the ecosystem are updated in each phase based on their fitness function. The modified ecosystems obtained from each phase are used to calculate the OF after computing the dependent variable values employing NewtonRaphson power flow method. The steps involved in solving the optimal power flow problem are described below:
Step 1: Choose the size of the ecosystem, ecosize, by selecting the number of generators, tap changing transformers and shunt compensators. Elements of the ecosystem are known as organisms whereby each organism represents a candidate solution to the problem. Also initialize the ecosystem for pre-specified ecosize and maximum function evaluation maxFE.
Step 2: Perform Newton-Raphson load flow using each organism of the ecosystem to obtain the dependent variables as given in (4), and check whether they satisfy the inequality constraints as given in equations (10), (13) and (14) .
Step 3: Evaluate the fitness function for each organism set obtained. For OPF, fitness function represents the generation cost, line loss etc.
Step 4: Update ecosystem in every phase as per (26)- (29) and evaluate the fitness function for the updated ecosystem so obtained.
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Step 5: Obtain the best fitness and best organism. Best fitness is obtained as the minimum of the fitness function evaluated for each solution set and best organism is obtained as the solution set for which the best fitness is obtained.
Step 6: Go to step 4 and repeat till the predefined maxFE.
After modifying the ecosystem in step 4, its viability should be verified. They should satisfy the constraints given by (8) , (9), (11) and (12) . The organisms are said to be feasible if each organism and dependent variables satisfy the different operational constraints of the OPF problem. If the new organisms in the ecosystem are feasible, then the dependent variables are executed using those organisms. If however, the organism set is found to be infeasible, they should be mapped to the feasible solution set as follows: Let Hi be the i th control variable of the problem in hand. After fixing the independent variables to their individual limits, the Newton-Raphson load flow is run all over again to achieve the dependent variables. If after performing all the three phases of the proposed algorithm, the dependent variable values are found to lie beyond their limits, then that organism set is discarded and all three phases are reapplied to the old value till all bounds and constraints are satisfied.
Simulation results
The machine specifications in which the algorithm was run are as follows:
The programming was done in MATLAB. IEEE 30 bus and IEEE 118 bus test systems have been studied considering different objectives. For simulation of the OPF program using SOS, ecosize of 50 is considered and the algorithm is made to run for 100 iterations in all the cases. Pareto solution sets for the bi-OFs are also obtained. The results obtained using SOS are compared with those obtained by basic teaching learning based optimization (TLBO), quasi oppositional teaching learning based optimization (QOTLBO), non-dominated sorting genetic algorithm (NSGA-II), as well as multi objective harmony search algorithm (MOHS).
IEEE 30 bus system:
Figure 2. Cost convergence using SOS algorithm
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The SOS algorithm has been applied to the standard IEEE 30 bus test system. Data and constraints are as given in Ref [4] . The system under consideration has 6 generators positioned at buses 1, 2, 5, 8, 11 and 13. Four tap changing transformers are placed in lines 6-9, 6-10, 4-12 and 28-27 within an interval (0.9, 1.1). Shunt VAR compensators for reactive power control, having a capacity of 5 MVAR each are connected to buses 10, 12, 15, 17, 20, 21, 23, 24 and 29. The load bus voltages are to remain within limits of 0.95 -1.05 p.u. Base MVA is taken as 100 MVA and the system load demand is 2.834 p.u. The algorithm satisfied the constraints as given by (6)- (14) for this test case.
The simulation results for the single objectives obtained using SOS and their comparison with other algorithms are listed in Table 1, Table 2, Table 3 and Table 4 respectively.
From the simulation results for cost minimization objective using SOS provided in Table 1 , it can be seen that the optimized fuel cost is 798.9152 $/hr which is the same as that obtained using QOTLBO [17] as reported in the literature. However the algorithm required fewer than 15 iterations to converge, nearly half of what is required in [17] . For the transmission loss minimization objective, the proposed algorithm is able to bring down the loss to 2.8604 MW, which is 0.8 % lower than the previous best result of 2.8834 MW [17] . For this case also, SOS took less than 25 iterations to convergence which is lower than that observed in [17] . The algorithm's ability to improve the voltage stability index (L-index) of the system is analyzed and it is observed to bring down the value of L-index to 0.0958 p.u, down by 3.75 % from the previous reported minimum value of 0.0994 p.u [17] .The plot showed a quicker rate of convergence for this case too. To assess the strength of the proposed algorithm, statistical analysis of SOS has been done for 50 independent trials. The statistical result comprising of the best, worst, average and standard deviations for all the four objectives are then compared with those obtained using QOTLBO [17] , TLBO [17] , and MOHS [20] and are listed in Table 5 . It can be observed from the above table that the best, worst and average of all the objectives obtained using SOS are superior to those obtained using QOTLBO [17] , TLBO [17] , and MOHS [20] . Standard deviation obtained using SOS is improved to a great extent for all the objectives. The above case studies prove the superiority of SOS algorithm for optimizing single OFs. Results obtained for bi-objective optimization of transmission loss and L-index using SOS are compared with those obtained using PSO [8] as listed in Table 9 . It is seen that the compromising solution set obtained using SOS is much better than that obtained by PSO in minimizing the objectives. The algorithm is able to effectively reduce the transmission loss by 44.82% and L-index by 19.89%.
IEEE 118 bus system:
In order to observe the performance of SOS in case of large systems, IEEE 118 bus test system has been considered and three single OFs for fuel cost minimization, emission minimization and transmission loss minimization are analyzed. Linear emission model as provided in [17] is considered for emission minimization objective. This test system consists of 14 synchronous condensers, 54 generators, 10 tap changing transformers and 91 loads. System configuration as provided in [25] has been considered for carrying out the simulations. (6)- (9) and (11)- (14) are the constraints of this system. Figure 10 . Cost convergence curve for SOS SOS showed its efficiency in reducing the fuel cost by a large margin of 14.30% and brought down the cost from a whopping 55,968.14 $/hr [17] to 47,960 $/hr. Also, it effectively reduced the emission from 410.9816lb/hr [17] to a much lower value of 342.635 lb/hr in case of single objective optimization itself. Also the proposed algorithm showed rapid convergence in fewer than 20 iterations to give the optimum result. The results obtained for emission minimization of IEEE 118 bus system have been listed in Table 12 . The algorithm also effectively brought down the emission from 176.1666 lb/hr [17] to 164.5 lb/hr i.e, by a margin of 6.62%. Also it is able to bring down the fuel cost by 3.29% from 65,601.64 $/hr [17] and transmission loss by 7.58% from the previous reported best value of 150.9366 kW [17] .
It can be seen from Table 13 that the proposed algorithm gave much better result for loss minimization as compared to its predecessors. It is proficient in reducing the loss to 16.27 KW from 35.3191 KW [17] . Simultaneously it is also able to reduce the emission by 6.5127 lb/hr. From the convergence characteristics of the individual objectives of IEEE 118 bus system, it can be seen that SOS achieved rapid convergence in fewer than 20 iterations.
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Case 3: L-index Minimization
Anulekha Saha, et al. Simulation results for the bi-objective optimization of fuel cost and transmission loss are listed in Table 6 . Bold font denotes the proposed algorithm and superior performance.
From the above table, it is observed that SOS managed to bring down the cost from 826.4954 $/hr [17] by 0.32 % to 823.8467 $/hr, but at the same time, increased the transmission loss by 1.96 % to 5.3782 MW from previous reported best result of 5.2727 MW [17] . It can be observed that L-index value has improved simultaneously increasing the voltage stability margin.
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Case 7: Minimization of total fuel cost with the minimization in voltage deviation Bold font denotes the proposed algorithm and superior performance.
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Case 10: Cost Minimization Bold fonts denote the proposed algorithm and superior performance. Generator real power outputs (PG) are in MW, generator voltages (VG) and shunt compensator outputs (QC) are in p.u.
Case 11: Emission Minimization Bold fonts denote the proposed algorithm and superior performance. Generator real power outputs (PG) are in MW, generator voltages (VG) and shunt compensator outputs (QC) are in p.u.
Anulekha Saha, et al. To check the robustness of the proposed algorithm in case of a large IEEE 118 bus test system, statistical analysis of the results for 50 independent trials are done. In all the cases of cost, emission and loss minimization objectives, it is found that SOS gives superior results in terms of best, worst, average and standard deviation values as compared to QOTLBO and TLBO.
Statistical Comparison of the Objectives
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Conclusion
The main objective of this paper is to introduce a new powerful meta-heuristic algorithm named symbiotic organisms search algorithm to be applied to the OPF problem. Successful implementation of the proposed method for different objectives has been done IEEE 30 and IEEE 118 bus test systems. Results achieved by SOS are compared to those obtained by other algorithms in literature. Analysis of the results show that SOS effectively handles varied objectives for both small and large systems and also provides better compromising solutions for bi-objective functions too. Another observation is that this algorithm acquires very fast convergence in all the cases. Hence it may be resolved that SOS algorithm is very promising and further research might be conducted with this algorithm in other areas of power system.
