Even with the rise in use of TeleMedicine for health care and mental health, research suggests that clinicians may have difficulty reading nonverbal cues in computer-mediated situations. However, the recent progress in tracking affective markers (i.e., displays of emotional expressions on face and in voice) has opened the door to new clinical applications that might help health care providers better read nonverbal behaviors when employing TeleMedicine. For example, an interface that automatically quantified affective markers could assist clinicians in their assessment of and treatment for psychological distress (i.e., symptoms of depression and Post-traumatic Stress Disorder (PTSD)). To move towards this prospect, we will show that clinicians' judgments of these nonverbal affective markers (e.g., smile, frown, eye contact, tense voice) could be informed by such technology. The results of our evaluation suggest that clinicians' ratings of nonverbal affective markers are less predictive of psychological distress than automatically quantified affective markers. Because such quantifications are more strongly associated with psychological distress than clinician ratings of these same nonverbal behaviors, an affective interface providing quantifications of nonverbal affective markers could potentially improve assessment of psychological distress.
INTRODUCTION
Little is known about how accurate clinicians are at reading the nonverbal behavior of their clients; however, research suggests that they could have difficulty reading nonverbal cues in computer-mediated situations. Indeed, expert interviewers are less able to accurately read the nonverbal behavior of their interviewees in computer-mediated environments than face-toface interviews [1] . However, the recent progress in automatically tracking affective markers (i.e., displays of emotional expressions on face and in voice) has opened the door to new applications that could help improve the ability of clinicians to read nonverbal behaviors more accurately during computer-mediated interaction with patients. For example, such affective interfaces could assist clinicians and mental health care providers in their assessment of and treatment for psychological disorders, such as depression, Post Traumatic Stress Disorder (PTSD), and anxiety, that manifest with affective symptoms.
In this paper, we are motivated by this possibility -that an affective interface providing quantifications of nonverbal affective markers (e.g., smile, frown, tense voice) could improve assessment of psychological distress (e.g., symptoms of depression and PTSD). To move towards this prospect, we will show that clinicians' judgments of these nonverbal affective cues could be informed by such technology. Clinical assessment of psychological distress could be improved to the extent that automatic quantifications of nonverbal affective markers are more predictive of psychological distress than clinicians' (and nonclinicians') judgments of these nonverbal affective markers.
PRIOR WORK

A. Nonverbal Affective Markers Associated With Psychological Distress
A body of research has examined the relationship between nonverbal behavior and clinical conditions such as depression, PTSD, and anxiety. There are relevant studies dating back to the 1970's, when academic examination of this topic began. Most of this research resides in clinical and social psychology and the vast majority relied solely on manual annotation of facial and vocal expressions of emotion. Only very recently has automatic tracking of such nonverbal affective markers been employed, and such automatic quantifications have only been attempted in the field of computer science.
Despite at least forty years of research, few quantified relationships have been established between clinical disorders and expressed nonverbal affective behavior. This lack of agreement is due to a number of factors like difficulty in manually annotating data as well as inconsistencies in how psychological distress and affective markers have been defined across these studies.
In spite of the incongruences, there are some general trends in the relationship between psychological distress in depression and PTSD and nonverbal affective markers. In this work, we focus on four of the most well-researched affective markers: lack of smile, frown, lack of eye contact with interviewer, and tense voice.
The frequency of smiles and frowns has been shown to be predictive of depression and PTSD [2] [3] [4] . Specifically, depressed patients frequently display fewer and less intense smiles, and As eye contact with an interlocutor often reflects more "settled" nondistressed affective states, we also see that psychological distress is associated with atypical patterns of gaze [4] [5] [6] . Depressed patients have a tendency to maintain significantly less mutual gaze, gazing instead to the left or to the right rather than directly at the interlocutor. The pattern for PTSD is similar to that for depression, with patients suffering from symptoms of either disorder avoiding direct eye contact with the interviewer.
The picture for tense voice is more mixed, as both tense and breathier voice quality has been associated with psychological distress. Some recent research has shown more tense voice quality among participants who report being psychologically distressed [7] [8] [9] [10] [11] . Authors were able to distinguish speakers with moderate to severe depression from speakers without depression using the Normalised Amplitude Quotient (NAQ), which was extracted fully automatically using the IAIF algorithm [12] . This research echoes older findings that more tense voice quality is present in distressed individuals [13] [14] [15] . However, other work [16] [17] , shows more breathy voice quality among individuals with increasing levels of depression. Therefore, it is unclear which direction the relationship between voice quality and distress might be, and the current work can contribute another investigation towards answering this question.
B. Automatic Quantifications of Nonverbal Affective Markers via MultiSense
The publicly-available multimodal sensing framework MultiSense [18] (Figure 1) [19] [20] [21] . These commercial software systems have been shown to be reliable in a number of scientific publications (e.g., [21] ). Although in the current work we consider these features separately, it is important to note that, not only can all of these features be automatically identified (as we will do here in this work), but also, through machine learning, they can be summed via multimodal fusion [22] [23] [24] .
Motivated by the body of research that has examined the relationship between nonverbal behavior and psychological distress (described in Section A above), MultiSense was used to automatically quantify these markers so that the association between automatically quantified nonverbal affective markers and psychological distress could be studied [7] [8] [9] [10] 25] . This research has verified that each of the nonverbal affective markers that were found in previous research to be predictive of psychological distress based on manual annotations were also predictive when annotated automatically. Specifically, self-reported depression and/or PTSD was associated with less intense smiles and shorter durations of smile, more frequent and intense frowns, decreased eye contact (increased angle of eye gaze), and more tense voice.
CURRENT WORK
While this prior work demonstrates that quantifications of nonverbal affective markers (e.g., smile, frown, eye contact, tense voice) through MultiSense significantly predict psychological distress (e.g., symptoms of depression and PTSD), the current paper works toward the possibility that an affective interface that provides such quantifications can improve assessment of distress. We will show that clinicians' judgments of these nonverbal affective cues could be informed by such technology. In an evaluation, we will test whether clinicians' ratings of nonverbal affective markers are less (or more) predictive of psychological distress than automatically quantified affective markers.
A. Distress Assessment Interview Corpus Videos
In this study, we utilized six videos (2 males, 4 females) from the Distress Assessment Interview Corpus [DAIC; 26]. 1 In the DAIC, interviews were designed to simulate standard protocols for identifying people at risk for major depression or PTSD and to elicit nonverbal and verbal behavior indicative of such psychological distress. In order to increase the comparability of behaviors between individuals, we use a virtual human as an interviewer. A virtual human, i.e. a digital graphical representation of a human, in the present work allows for a higher level of control for the administration of stimuli (e.g. asking questions of varying levels of intimacy or acoustic parameters of the interviewer). Research suggests that when human interviewers are used, accommodation effects or mirroring is persistent in these human interlocutor studies [27] [28] [29] and could lead to biases in the observed results [30] . The DAIC interviews were collected as part of a larger effort named SimSensei to create a virtual agent that interviews people and identifies verbal and nonverbal indicators The DAIC was recorded at the USC Institute for Creative Technologies (ICT). Participants are drawn from two distinct populations: veterans of the U.S. armed forces and U.S. general population. The population of subjects consisted of individuals recruited from Craigslist and the direct recruitment of veterans at a US Vets facility in Long Beach. One posting on Craigslist asked for participants who had been previously diagnosed with depression or PTSD, while another asked for any subjects between the ages of 18 and 65. In this dataset, all participants were asked about their history of psychological disorders, and 54% reported that they have been diagnosed with depression in their past and 32% reported PTSD. In the DAIC, the self-reported symptoms of depression and PTSD are significantly correlated, as in previous work [8] .
For the recording of the dataset we adhered to the following procedure: after a short explanation of the study and giving consent, participants were left alone to complete a series of questionnaires at a computer. Standard clinical screening measures were used to assess symptoms of depression and PTSD, specifically: the Patient Health Questionnaire's depression module (PHQ-9) and the PTSD Checklist-Civilian version (PCL-C), respectively. The Patient Health Questionnaire-Depression 9 (PHQ-9) is a ten-item self-report measure based directly on the diagnostic criteria for major depressive disorder in the DSMIV [32] . The PHQ-9 is typically used as a screening tool for assisting clinicians in diagnosing depression as well as selecting and monitoring treatment. Further, it has been shown to be a reliable and valid measure for severity of depression symptoms [33] . Scores range from 0-27, with higher scores indicating higher depression severity. Due to IRB requirements, we used a 9-question PHQ-9 instrument, excluding question 9 about suicidal thoughts. Severity of depression symptoms is calculated by totaling the answers to all of the questions we asked.
The PTSD Checklist-Civilian version (PCL-C) [34] is a selfreport measure that evaluates all 17 PTSD criteria using a 5-point Likert scale. It is based on the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition (DSMIV). Scores range from 17-85, and symptom severity is reflected in the size of the score, with larger scores indicating greater severity of PTSD symptoms. The scores are added to assess the severity of symptoms. The PCL is widely used across various research endeavors on PTSD.
Upon completion of the distress questionnaires, the participants were asked to sit down in a chair facing the virtual human interviewer directly, which was displayed on a large 50 inch monitor at about 1.5 meter distance. Within this work we utilize the SimSensei virtual human platform designed to create an engaging interaction through both verbal and nonverbal communicative channels [31] . The DAIC participants were video recorded with an HD webcam (Logitech 720p). An experimenter helped the participant set up the head mounted microphone (Sennheiser HSP 4-EW-3) and then the virtual human appeared and proactively started the semi-structured conversation. The audio was recorded at 16 kHz and a 16 bit resolution. The interaction between the participants and the fully automatic virtual human was designed as follows: the virtual human explains the purpose of the interaction and that it will ask a series of questions. It further tries to build rapport with the participant in the beginning of the interaction with a series of ice-breaker questions about Los Angeles, the location of the recordings. Then a series of more personal questions with varying polarity follow. The positive phase included questions like: "What would you say are some of your best qualities?" or "What are some things that usually put you in a good mood?". The negative phase included questions such as: "Do you have disturbing thoughts?" or "What are some things that make you really mad?". Neutral questions included: "How old were you when you enlisted? " or "What did you study at school?". This entire process took from 30-60 minutes, depending on the participant.
Three minute clips selected from the interviews were used in the present study. Only participants' answers, and none of the inciting questions, were included in the clips. All of the three minute videos created for the present study included answers to questions from both the negative and neutral questions. The videos were shown to our participants (described below in section B) online through the Qualtrics interface, via which they answered questions regarding the prevalence of the four affective markers. Furthermore, to garner automatic quantifications for comparison, the videos were run through MultiSense (described below in Section C).
B. Human Ratings of Affective Markers
Three hundred and fifty two participants were recruited to participate in our study online. Forty eight of these participants had clinical training, and the remaining 304 were not clinicians. Clinician participants were recruited through online advertisements and flyers posted in psychology departments with clinical psychology training programs. All of our clinicians reported receiving training in clinical interviewing and/or assessment. They had been treating patients for an average of 3.91 years (SD = 3.76). Non-clinician participants were recruited via Amazon's Mechanical Turk. All participants who met requirements (i.e., native English speaker living in the United States) were accepted. Before completing the experiment, for clinicians, experience was confirmed through questions about their clinical training.
After giving consent and receiving a brief explanation of the study, participants then watched and rated six videos from the Distress Assessment Interview Corpus [DAIC; 26] . Specifically, they were asked to estimate the prevalence of four nonverbal affective markers: lacking a smile, frowning, lacking eye contact with interviewer, and tense voice. For each of these affective markers, participants used a scale ranging from 1 (none) to 7 (a lot) to describe the extent to which participants in the video displayed that particular affective marker during their DAIC interview. Upon completion, participants were thanked and paid.
C. MultiSense Quantifications of Affective Markers
The MultiSense sensing platform [18] was used in this study to automatically detect four affective makers (lacking a smile, frowning, lacking eye contact with interviewer, and tense voice) from the six videos from the DAIC. For the automatic analysis we employ a multimodal sensor fusion framework called MultiSense. This is a flexible framework that was based on the Social Signal Interpretation framework (SSI) by [20] and it is created as a platform to integrate and fuse sensor technologies and develop probabilistic models for human behavior recognition. To quantify lack of smile, we considered the inverse of average smile level of the subject during the exchange captured in the video. MultiSense returns the smile level, which can range in the span from 0 to 100, where 0 is the absence of smile and 100 a strong smile. Since MultiSense returns not only the existence but also the intensity of the smile in every frame, averaging that signal over the whole conversation includes the factors of how frequent, how strong, and how long the subject is smiling.
To quantify frowning, we considered the average level of AU4 (Brow Lowerer) that the subject displayed during the exchange captured in the video. MultiSense returns the level of AU4, which can range in the span from 0 to 100, where 0 is the absence of frown and 100 a strong frown. Since MultiSense returns not only the existence but also the intensity of the frown in every frame, averaging that signal over the whole conversation includes the factors of how frequent, how strong, and how long the subject is frowning.
To quantify lack of eye contact with interviewer, we used a measure of the horizontal eye gaze of the subject during the exchange captured in the video. MultiSense returns the horizontal gaze direction that can range in the span from -60 to 60 degrees. To assess gaze away from the interviewer, we used the absolute value (allowing for deviation from the interviewer in either direction) of the average vertical gaze.
To quantify tense voice, Normalized Amplitude Quotient (NAQ) was used. NAQ is derived from the glottal source signal estimated by iterative adaptive inverse filtering (IAIF, [11] ). The output is the differentiated glottal flow. The Normalized Amplitude Quotient (NAQ, [35] ) is calculated using this equation: NAQ = f ac / dpeak * T0, where dpeak is the negative amplitude of the main excitation in the differentiated glottal flow pulse, fac is the peak amplitude of the glottal flow pulse and T0 the length of the glottal pulse period. NAQ is a direct measure of the glottal flow and glottal flow derivative and as an amplitude based parameter, was shown to be more robust to noise disturbances than parameters based on time instant measurements and has, as a result, been used in the analysis of conversational speech [36] , which is frequently noisy. These six videos were selected because they both returned sufficient (90%) confidence from MutliSense's metric of accuracy (which ranges from 1 to 100) and represented a range of scores from low to high in distress on the PHQ and PCL.
RESULTS
In order to consider the possibility that an affective interface that provides quantifications of nonverbal affective markers (e.g., smile, frown, eye contact, tense voice) can improve assessment of psychological distress (e.g., symptoms of depression and PTSD), we will test whether clinicians' (and non-clinicians') ratings of nonverbal affective markers are less (or more) predictive of distress than automatically quantified affective markers.
A. Predictive Power of Nonverbal Affective Markers for Psychological Distress
As can be seen in Table 1 and Figures 2 and 3 , the correlations between MultiSense's quantifications of nonverbal affective markers and distress (symptoms of depression as measured by self-report on PHQ, symptoms of PTSD as measured by selfreport on PCL) are substantially different than the correlations between human ratings of nonverbal affective markers and distress. Indeed, t-tests reveal that all correlations for MultiSense are significantly different from the corresponding correlation for clinicians' ratings of these nonverbal affective markers (all ts(1,46) > 3.36, ps < .001). Likewise, all correlations for MultiSense are also significantly different from the corresponding correlation for ratings made by non-clinicians (all ts(1,303) > 10.31, ps < .001). Across all these comparisons, correlations between MultiSense's quantifications of nonverbal affective markers and distress are significantly stronger than the correlations between human ratings and distress. However, for two of these affective markers -frown and tense voice-the correlation between MultiSense's quantifications and distress is also in the opposite direction from the correlation between human ratings of these affective markers and distress, finding less frowns and breathier voices associated with distress.
In contrast, when we considered whether the clinicians and nonclinicians differed in the predictiveness of their ratings for distress, clinicians' correlations tended not to differ from nonclinicians' correlations. However, the correlation between clinicians' ratings of tense voice and PTSD symptoms as measured by self-reports on the PCL was significantly lower than the correlation for non-clinicians (t(1, 341) = -2.10, p = .04). Likewise, the correlation between clinicians' ratings of tense voice and depressive symptoms as measured by self-reports on the PHQ was marginally lower than the correlation for non-clinicians (t(1, 341) = -1.85, p = .065). However, all other contrasts between clinicians' correlations and non-clinicians' correlations failed to reach significance (ts(1,344) < 1.02, ps > .30).
Not only did clinicians' correlations tend not to differ from nonclinicians' correlations, not all of the clinicians' correlations were even significantly predictive of distress. Specifically, the correlations between clinician ratings of tense voice and distress were not significant (ts(1,46) < 0.90, ps > .37). On the other hand, all other correlations between human ratings of nonverbal affective markers and distress were significant (all other clinician ts(1,46) > 3.38, ps ≤ .001, all non-clinician ts(1,296) > 6.19, ps < .001. 
B. Relationship of Human Rated Nonverbal Affective Markers to Automatic Quantifications by MutliSense
We next considered the extent to which clinician (and nonclinician) ratings of nonverbal affective markers match the automatic quantifications made by MutliSense for these affective markers. To the extent that these ratings are unrelated to the quantifications, or even negatively related, there is more room for clinicians' assessments to be informed by an affective interface that includes these automatic quantifications made by MutliSense.
As can be seen in Table 2 and Figure 4 , the direction and size of the correlations between human rated nonverbal affective markers and MultiSense's quantifications of these affective markers varied. Ratings of smile were strongly correlated (ts(1,46) > 16.13, ps < .001), eye contact more moderately correlated (ts(1,46) > 8.81, ps < .001), tense voice barely correlated (t(1, 46) = -0.90, p = .37 for clinicians, t(1, 296) = -2.47, p = .01 for nonclinicians), and ratings of frown were moderately negatively correlated (ts(1,46) > 3.65, ps ≤ .001). Although these correlations vary across the type of affective marker, there are no significant differences within type of affective marker between the correlations with clinician ratings and the correlations with nonclinician ratings (ts(1,349) < 0.74, ps > .46).
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DISCUSSION
Even with a rise in use of TeleMedicine, research suggests that clinicians may have difficulty reading nonverbal cues in computer-mediated situations. The results of our evaluation suggest that clinicians' ratings of nonverbal affective markers are less predictive of distress than automatically quantified affective markers. Not only are the correlations between MultiSense's quantifications of nonverbal affective markers and distress different than the correlations between human ratings of the affective markers and distress, but they are also stronger. The fact that they are different suggests that, in an affective interface, adding such quantifications could provide users with additional affective information that they are not otherwise accessing. Indeed, while ratings of some nonverbal affective markers were correlated with MultiSense's quantifications, others were not correlated, or even negatively correlated. The fact that the quantifications are stronger implies that this information could potentially be useful for improving assessments of distress.
Although the correlations are stronger, for two of these affective markers -frown and tense voice-the correlation between MultiSense's quantifications and distress is in the opposite direction from the correlation between human ratings of the affective markers and distress. While this does allow more room for such quantifications to provide users with additional affective information that they are not otherwise accessing, it also raises questions about what exactly is being measured by these automatic quantifications. Indeed, our quantifications did not track with human assessments for some of these affective markers: while human ratings of smile and eye contact at least moderately correlated with MultiSense's quantifications, ratings for tense voice barely correlated if at all, and ratings of frown were actually somewhat negatively correlated. Moreover, the associations with psychological distress were also contrary to at least some prior work on nonverbal affective behaviors among psychologically distressed populations. For tense voice, the literature has been mixed (as reviewed above), some work finding that psychological distress is associated with more tense voice quality, and other research demonstrating that distress is related to a breathier voice. In contrast to the research showing that distress is linked to more tense voice, the present work finds that distress is related to a breathier voice when quantified by MultiSense, but a more tense voice when rated by humans. Indeed, future research should endeavor to disentangle when and why distress is sometimes found to correspond with a more tense voice, and other times a breathier voice, and perhaps there are clues in differences between what NAQ measures and what is perceived by humans.
More surprising was the observed negative relationship between MultiSense's quantification of frown and psychological distress. This finding is contrary to more consistent (albeit small) body of literature showing that distress is associated with more frequent and/or stronger frowns. Although research has recently found that this relationship only holds for men [25] , because we selected DAIC videos for this study such that an equal proportion of men and women were distressed (50% of each gender were distressed), gender differences cannot account for the observed negative relationship between quantification of frown and distress.
It is possible instead that, in this subset of DAIC videos, those who were quantified by MultiSense as having increased frowning behavior (i.e., those with lower distress) were in fact simply concentrating harder. As AU4 is activated when frowning and when concentrating, it is possible that, in the absence of actual frowning behavior in this subset, our "frowning" marker is solely tapping an expression of concentration. It is also reasonable that less distressed participants would display stronger expressions of concentration, given some heightened engagement with the task. Future research should endeavor to disentangle when and why activation of AU4 as measured by MultiSense might be capturing expressions of displeasure vs. expressions of concentration. Along these lines, another limitation of the current study is that these findings -more generally-may be an artifact of the specific videos analyzed. Follow-up studies could test this with different videos.
Overall, these results suggest that clinicians' ratings of nonverbal affective markers are less predictive of psychological distress than automatically quantified affective markers. Clinicians' ratings were also no more predictive than non-clinicians' (and actually less predictive for tense voice). Therefore, across both metrics, it seems that there is room to improve clinicians' assessments Providing clinical care through non-augmented computermediated interactions can only obscure the observation of such nonverbal affective markers compared to face-to-face sessions [1] . However, augmenting computer-mediated interactions with quantifications of nonverbal affective markers could improve this otherwise impoverished means of communicating. Quantifications of nonverbal affective markers could be included both online and after the diagnostic interview or clinical session, therefore creating the potential to improve both online clinical judgment and post-session assessment. These quantifications would be designed to support the clinician's assessment overall, just like self-report, direct observation and other forms of assessment.
While automatic quantifications of markers like smile, frown, eye contact, tense voice may not always precisely track common perceptions of these nonverbal behaviors, they are more useful for an affective interface than manual annotations. Even if human ratings were available online (through crowdsourcing), there would always be more of a delay for human ratings than automatic ones. Even if human ratings could be obtained immediately, our results suggest that they would be less predictive of distress than automatic quantifications. For all the reasons outlined above, this paper makes a call for, and progress towards, an affective interface to improve clinical assessment.
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