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Abstract: Many theoretical results on estimation of high dimensional time
series require specifying an underlying data generating model (DGM). In-
stead, along the footsteps of [57], this paper relies only on (strict) station-
arity and β-mixing condition to establish consistency of lasso when data
comes from a β-mixing process with marginals having subgaussian tails.
Because of the general assumptions, the data can come from DGMs differ-
ent than standard time series models such as VAR or ARCH. When the
true DGM is not VAR, the lasso estimates correspond to those of the best
linear predictors using the past observations. We establish non-asymptotic
inequalities for estimation and prediction errors of the lasso estimates. To-
gether with [57], we provide lasso guarantees that cover full spectrum of the
parameters in specifications of β-mixing subgaussian time series. Applica-
tions of these results potentially extend to non-Gaussian, non-Markovian
and non-linear times series models as the examples we provide demonstrate.
In order to prove our results, we derive a novel Hanson-Wright type con-
centration inequality for β-mixing subgaussian random vectors that may
be of independent interest.
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1. Introduction
Efficient estimation methods in high-dimensional statistics [9, 23] include meth-
ods based on convex relaxation (see, e.g., [11, 39]) and methods using iterative
optimization techniques (see, e.g., [4, 1, 18]). A lot of work in the past decade has
improved our understanding of the theoretical properties of these algorithms.
However, the bulk of existing theoretical work focuses on iid samples. The ex-
tension of theory and algorithms in high-dimensional statistics to time series
data is just beginning to occur as we briefly summarize in Section 1.2 below.
Note that, in time series applications, dependence among samples is the norm
rather than the exception. So the development of high-dimensional statistical
theory to handle dependence is a pressing concern in time series estimation.
The information age and scientific advances have led to explosions in large data
sets, among which many exhibit temporal dependence. These can include, for
example, data from micro-array experiments, dynamic social networks, mobile
phone usage, high frequency stock market trading, daily grocery sales, etc. To
gain insights into how variables interact with each other over time and/or to
do forecasting, it is important to do a systematic analysis on all the variables
simultaneously.
The vector autoregressive (VAR) family is popular choice to study the network
of dynamic interactions among variables in high dimensions. Formally, given a
p-dimensional time series, (Xt), where Xt = (X
1
t , · · · , Xpt ) ∈ Rp, ∀t, and for iid
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innovations (t), t ∈ Rp, ∀t, a VAR(d) model admits the representation
Xt = A1Xt−1 + · · ·+AdXt−d + t,
Sims proposed using the VAR model as a theory-free model for Granger causality
[47]. Theoretical foundations on using VAR comes from the Wold decomposi-
tion theorem which guarantees that any covariance-stationary time series can
be approximated by a finite order autoregressive model (and a deterministic
part). Empirically, VAR has proven to be a successful Granger causality frame-
work in domain science applications. The variables in the VAR can represent:
economic variables from temporal panel data where the panel of subjects can be
individuals, firms, households, etc. [10, 6]; macroeconomic variables, including
government spending and taxes on economic output [7]; stock price and volume
[25]; gene expressions in a dynamic regulatory network [35]; or, regions of the
brain from time course fMRI data [27].
The set of coefficient matrices A1, · · · , Ad provides insights into the interre-
lationships among variables over time. For example, a non-zero [i, j]-entry in
Ak reflects that X
j likely has influence on Xi after k-steps. Under the high-
dimensional settings, we are interested in a sparse predictor of the present ob-
servation using a linear combination of the past because we believe that not all
variables will have a significant influence on every other variable. We consider
the `1-regularized least squares, or lasso, estimation of the problem. When the
data are truly sampled from a VAR, the lasso estimates are those of the VAR
transition matrices. Otherwise, the lasso estimates the best sparse linear predic-
tor of Xt in terms of Xt−d, . . . , Xt−1. Under stationarity (and finite 2nd moment
conditions), the estimand is well defined even if the DGM is not a finite order
VAR.
This paper provides finite sample parameter estimation and prediction error
bounds for lasso in stationary processes with subgaussian marginals and geomet-
rically decaying β-mixing coefficients (Corollary 4). A previous work [57] proved
lasso guarantees for β-mixing times series with subweibull observations. To be
specific, the subweibull parameter γ2 measures rate of probability tail decay
while γ1 quantifies dependence among observations in the series (Assumptions
6 and 7 in [57]). The pair (γ1, γ2) ∈ R2+ characterizes the difficulty landscape
of the lasso problem. For example, γ1 → ∞ (independence) and γ2 → ∞ (a.s.
bounded) corresponds to an easy case while γ1 → 0 and γ2 → 0 a hard one. [57]
provided lasso guarantees for the sets of (γ1, γ2) such that (1/γ1 + 2/γ2)
−1
< 1.
In this paper, the lasso results pertain to geometrically β-mixing (γ1 > 0) time
series with subgaussian observations (equivalent to subweibull with γ2 = 2).
Together, we have lasso consistency results that cover the full spectrum of pos-
sibilities for the pair (γ1, γ2) ∈ R2+.
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1.1. Overview of the Paper
This paper provides non-asymptotic lasso consistency guarantees of VAR esti-
mation and prediction for data sampled from large classes of data-generating
mechanisms (DGMs). This generalizes the current lasso theory from (1) Gaus-
sian to subgaussian data, and from (2) requiring known parametric DGMs to
weaker and more general mixing conditions which, roughly speaking, means
that two observations far apart in time are approximately independent. The
non-asymptotic rates of decay are close to being optimal. Our results rely on
novel concentration inequality (Lemma 1) for β-mixing subgaussian random
variables that may be of independent interest. The inequality is proved by ap-
plying a blocking trick to Bernstein’s concentration inequality for iid random
variables. All proofs are deferred to the appendix.
These guarantees serve to show that we can safely employ the VAR framework
to do estimation and/or prediction on high-dimensional data sampled from a
wide range of DGMs. To illustrate potential applications of our results, we
present four examples. Example 1 considers a vanilla Gaussian VAR. Example 2
considers VAR models with subgaussian innovations. Examples 3 is concerned
with subgaussian VAR models when the model is mis-specified. Finally, we go
beyond linear models and introduce non-linearity in the DGM in Example 4.
To summarize, our theory for lasso in high-dimensional time series estimation
extends beyond the classical linear Gaussian settings and provides guarantees
potentially in the presence of model mis-specification, subgaussian innovations
and/or nonlinearity in the DGM.
1.2. Recent Work on High Dimensional Time Series
Because our predictive model is the VAR, we wish to mention that recently, [3]
took a step forward in providing guarantees for lasso in finite lag Gaussian VAR
models(see Example 1) in terms of their measure of stability. Their bounds are
more general than the previous work [37, 30, 21] by lifting the operator norm
bound condition on the transition matrix. These operator norm conditions are
restrictive even for VAR models with a lag of 1 and never hold if the lag is
strictly larger than 1! Therefore, the results of [3] are very interesting. But they
do have limitations.
A key limitation is that [3] assumes that the VAR model is the true DGM which
is critical in their analysis. The VAR model assumption, though popular, can
be restrictive. For instance, the VAR family is not closed under linear transfor-
mations: if Zt is a VAR process then CZt may not expressible as a finite lag
VAR [31]. In Section 4, we provide an example (Example 3) of VAR processes
where omitting a single variable breaks down the VAR assumption.
Many authors have contributed to the high-dimensional time series literature.
We include a representative sample here. On the applied side, [13, 14, 15] use
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high-dimensional time series for global macroeconomic modeling. Methodolog-
ical advances on high-dimensional time series estimation abound in the last
decade. Although Lasso retains a significant presence, alternatives to lasso have
been explored including quantile based methods for heavy-tailed data [44], quasi-
likelihood approaches [52], two-stage estimation techniques [16] and the Dantzig
selector [21, 22].
Various authors have investigated the theoretical aspects of the topic with their
own sets of assumptions on the underlying DGMs. Some of the earlier work
([49], [58] and [2]) gave theoretical lasso guarantees assuming that RE condi-
tions hold. However, as [3] pointed out, it is non-trivial to actually establish
RE conditions in the presence of dependence. Both [21] and [22] studied the
stable Gaussian VAR models while this paper covers wider classes of processes
as our examples demonstrate. [19] considered the case of multiple sequences
of univariate α-mixing heavy-tailed dependent data. Under a stringent condi-
tion on the auto-covariance structure (please refer to Appendix D in [57] for
details), the paper established finite sample `2 consistency in the real support
for penalized least squares estimators. In addition, under mutual incoherence
type assumption, it provided sign and `∞ consistency. An AR(1) example was
given as an illustration. Both [52] and [26] establish oracle inequalities for lasso
applied to time series prediction. [52] provided results not just for lasso but
also for estimators using penalties such as the SCAD penalty. Also, instead
of assuming Gaussian errors, it assumed only that fourth moments of the er-
rors exist. [26] provided non-asymptotic lasso error and prediction error bounds
for stable Gaussian VARs. Both [48] and [34] considered subexponential de-
signs. [48] studied lasso on iid subexponential designs and provide finite sample
bounds. [34] studied adaptive lasso for linear time series models and provided
sign consistency results. [55] provided theoretical guarantees for lasso in linear
regression models with autoregressive errors. Other structured penalties beyond
the `1 penalty have also been considered [42, 41, 20, 40]. [61], [33], [56] and [12]
consider estimation of the covariance (or precision) matrix of high-dimensional
time series. [33] and [36] both highlight that autoregressive (AR) estimation,
even in univariate time series, leads to high-dimensional parameter estimation
problems if the lag is allowed to be unbounded.
2. Preliminaries
Lasso Procedure for Dependent Data We describe our lasso procedure
for estimation in dependent data. Given a stationary stochastic process of pairs
(Xt, Yt)
∞
t=1 where Xt ∈ Rp, Yt ∈ Rq, ∀t, we are interested in predicting Yt
given Xt. In particular, given a dependent sequence (Zt)
T
t=1, one might want
to forecast the present Zt using the past (Zt−d, . . . , Zt−1). A linear predictor
is a natural choice for that purpose. To put it in the regression setting, we
identify Yt = Zt and Xt = (Zt−d, . . . , Zt−1). The pairs (Xt, Yt) defined as such
are no longer iid. Assuming strict stationarity, the parameter matrix of interest
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Θ? ∈ Rp×q is minimizer of the mean squared error loss
Θ? = arg min
Θ∈Rp×q
E[‖Yt −Θ′Xt‖22]. (2.1)
Note that Θ? is independent of t owing to stationarity. Because of high di-
mensionality (pq  T ), consistent estimation is impossible without regulariza-
tion. We consider the lasso procedure. The `1-penalized least squares estimator
Θ̂ ∈ Rp×q is defined as
Θ̂ = arg min
Θ∈Rp×q
1
T
‖ vec(Y −XΘ)‖22 + λT ‖vec(Θ)‖1 . (2.2)
where
Y = (Y1, Y2, . . . , YT )
′ ∈ RT×q X = (X1, X2, . . . , XT )′ ∈ RT×p. (2.3)
The following matrix of true residuals is not available to an estimator but will
appear in our analysis:
W := Y−XΘ?. (2.4)
Matrix and Vector Notation For a symmetric matrix M, let λmax(M)
and λmin(M) denote its maximum and minimum eigenvalues respectively. For
any matrix let M, r(M), |||M|||, |||M|||∞, and |||M|||F denote its spectral radius
maxi {|λi(M)|}, operator norm
√
λmax(M
′M), entrywise `∞ norm maxi,j |Mi,j |,
and Frobenius norm
√
tr(M′M) respectively. For any vector v ∈ Rp, ‖v‖q de-
notes its `q norm (
∑p
i=1 |vi|q)1/q. Unless otherwise specified, we shall use ‖·‖
to denote the `2 norm. For any vector v ∈ Rp, we use ‖v‖0 and ‖v‖∞ to de-
note
∑p
i=1 1{vi 6= 0} and maxi{|vi|} respectively. Similarly, for any matrix M,
|||M|||0 = ‖vec(M)‖0 where vec(M) is the vector obtained from M by concate-
nating the rows of M . We say that matrix M (resp. vector v) is s-sparse if
|||M|||0 = s (resp. ‖v‖0 = s). We use v′ and M′ to denote the transposes of
v and M respectively. When we index a matrix, we adopt the following con-
ventions. For any matrix M ∈ Rp×q, for 1 ≤ i ≤ p, 1 ≤ j ≤ q, we define
M[i, j] ≡ Mij := e′iMej , M[i, :] ≡ Mi: := e′iM and M[:, j] ≡ M:j := Mej
where ei is the vector with all 0s except for a 1 in the ith coordinate. The set
of integers is denoted by Z.
For a lag l ∈ Z, we define the auto-covariance matrix w.r.t. (Xt, Yt)t as Σ(l) =
Σ(X;Y )(l) := E[(Xt;Yt)(Xt+l;Yt+l)′]. Note that Σ(−l) = Σ(l)′. Similarly, the
auto-covariance matrix of lag l w.r.t. (Xt)t is ΣX(l) := E[XtX ′t+l], and w.r.t.
(Yt)t is ΣY (l) := E[YtY ′t+l]. The cross-covariance matrix at lag l is ΣX,Y (l) :=
E[XtY ′t+l]. Note the difference between Σ(X;Y )(l) and ΣX,Y (l): the former is
a (p + q) × (p + q) matrix, the latter is a p × q matrix. Thus, Σ(X;Y )(l) is a
matrix consisting of four sub-matrices. Using Matlab-like notation, Σ(X;Y )(l) =
[ΣX ,ΣX,Y ; ΣY,X ,ΣY ]. As per our convention, at lag 0, we omit the lag argument
l. For example, ΣX,Y denotes ΣX,Y (0) = E[XtY ′t ].
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A Brief Introduction to the β-Mixing Condition There are various ap-
proaches to quantity and control dependence across observations in a station-
ary time series. Popular ones include physical and predictive dependence mea-
sures [59], spectral analysis [3, 43, 50] and mixing coefficients [8]. We opt for the
β-mixing coefficients route in this paper because the β-mixing coefficients of a
process are preserved under measurable transformations (please see Fact 1 for
details) and at the same time, many interesting processes such as Markov and
hidden Markov processes satisfy a β-mixing condition [54, Sec. 3.5].
Mixing conditions [8] are well established in the stochastic processes literature
as a way to allow for dependence in extending results from the iid case. The
general idea is to first define a measure of dependence between two random
variables X,Y (that can vector-valued or even take values in a Banach space)
with associated sigma algebras σ(X), σ(Y ). In particular,
β(X,Y ) = sup
1
2
I∑
i=1
J∑
j=1
|P (Ai ∩Bj)− P (Ai)P (Bj)|
where the last supremum is over all pairs of partitions {A1, . . . , AI} and {B1, . . . , BI}
of the sample space Ω such that Ai ∈ σ(X), Bj ∈ σ(Y ) for all i, j. Then for a
stationary stochastic process (Xt)
∞
t=−∞, one defines the mixing coefficients, for
l ≥ 1,
β(l) = β(X−∞:t, Xt+l:∞).
The β-mixing condition has been of interest in statistical learning theory for
obtaining finite sample generalization error bounds for empirical risk minimiza-
tion [54, Sec. 3.4] and boosting [28] for dependent samples. There is also work
on estimating β-mixing coefficients from data [32]. Before we continue, we note
an elementary but useful fact about mixing conditions, viz. they persist under
arbitrary measurable transformations of the original stochastic process.
Fact 1. Consider any β-mixing stationary process (Ut)
T
t=1. Then, for any mea-
surable function f(·), the stationary sequence of the transformed observations
(f(Ut))
T
t=1 is also β-mixing in the same sense with its mixing coefficients bounded
by those of the original sequence.
3. Main Results
We start with introducing two well-known sufficient conditions that enable us
to provide non-asymptotic guarantees for lasso estimation and prediction errors
– the restricted eigenvalue (RE) and the deviation bound (DB) conditions. The
bulk of the technical work in this paper boils down to establishing, with high
probability, that the RE and DB conditions hold under the subgaussian β-mixing
assumptions (Propositions 2 and 3). In the classical linear model setting (see,
e.g., Chap. 2.3 in [24]) where sample size is larger than the dimensions (n > p),
the conditions for consistency of the ordinary least squares (OLS) estimator
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are as follows: (a) the empirical covariance matrix X′X/T P→ Q and Q invert-
ible, i.e., λmin(Q) > 0, and (b) the regressors and the noise are asymptotically
uncorrelated, i.e., X′W/T → 0.
In high-dimensional regimes, [5], [30] and [38] have established similar consis-
tency conditions for lasso. The first one is the restricted eigenvalue (RE) condi-
tion on X′X/T (which is a special case, when the loss function is the squared
loss, of the restricted strong convexity (RSC) condition). The second is the devia-
tion bound (DB) condition on X′W. The following lower RE and DB definitions
are modified from those given by [30].
Definition 1 (Lower Restricted Eigenvalue). A symmetric matrix Γ ∈ Rp×p
satisfies a lower restricted eigenvalue condition with curvature α > 0 and toler-
ance τ(T, p) > 0 if
∀v ∈ Rp, v′Γv ≥ α ‖v‖22 − τ(T, p) ‖v‖21 .
Definition 2 (Deviation Bound). Consider the random matrices X ∈ RT×p
and W ∈ RT×q defined in (2.3) and (2.4) above. They are said to satisfy
the deviation bound condition if there exist a deterministic multiplier function
Q(X,W,Θ?) and a rate of decay function R(p, q, T ) such that:
1
T
∣∣∣∣∣∣X′W∣∣∣∣∣∣∞ ≤ Q(X,W,Θ?)R(p, q, T ).
We will show that, with high probability, the RE and DB conditions hold for
dependent data that satisfy Asumptions 1–5 described below. We shall do that
without assuming any parametric form of the data generating mechanism. In-
stead, we will assume a subgaussian tail condition on the random vectors Xt, Yt
and that they satisfy the geometrically β-mixing condition.
3.1. Assumptions
Assumption 1 (Sparsity). The matrix Θ? is s-sparse, i.e. ‖vec(Θ?)‖0 ≤ s.
Assumption 2 (Stationarity). The process (Xt, Yt) is strictly stationary: i.e.,
∀t, τ, n ≥ 0,
((Xt, Yt), · · · , (Xt+n, Yt+n)) d= ((Xt+τ , Yt+τ ), · · · , (Xt+τ+n, Yt+τ+n)).
where “
d
=” denotes equality in distribution.
Assumption 3 (Centering). We have, ∀t, E(Xt) = 0p×1, and E(Yt) = 0q×1 .
The thin tail property of the Gaussian distribution is desirable from the theo-
retical perspective, so we would like to keep that but at the same time allow for
more generality. The subgaussian distributions are a nice family characterized
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by having tail probabilities of the same as or lower order than the Gaussian. We
now focus on subgaussian random vectors and present high probabilistic error
bounds with all parameter dependences explicit.
Assumption 4 (Subgaussianity). The subgaussian constants of Xt and Yt are
bounded above by
√
KX and
√
KY respectively. (Please see Appendix A for a
detailed introduction to subgaussian random vectors. )
Classically, mixing conditions were introduced to generalize classic limit theo-
rems in probability beyond the case of iid random variables [45].
Assumption 5 (β-Mixing). The process ((Xt, Yt))t is geometrically β-mixing,
i.e., there exists some constant cβ > 0 such that ∀l ≥ 1, β(l) ≤ exp(−cβl),
The β-mixing condition allows us to apply the independent block technique de-
veloped by [60]. For examples of large classes of Markov and hidden Markov
processes that are geometrically β-mixing, see Theorem 3.11 and Theorem 3.12
of [54]. In the independent blocking technique, we construct a new set of inde-
pendent blocks such that each block has the same distribution as that of the
corresponding block from the original sequence. Results of [60] provide upper
bounds on the difference between probabilities of events defined using the inde-
pendent blocks versus the same event defined using the original data. Classical
probability theory tools for independent data can then be applied on the con-
structed independent blocks. In Appendix C, we apply the independent blocking
technique to Bernstein’s inequality to get the following concentration inequality
for β-mixing random variables.
Lemma 1 (Concentration of β-Mixing Subgaussian Random Variables). Let
Z = (Z1, . . . , ZT ) consist of a sequence of mean-zero random variables with expo-
nentially decaying β-mixing coefficients as in 5. Let K be such that maxTt=1 ‖Zt‖ψ2 ≤√
K. Choose a block length aT ≥ 1 and let µT = bT/(2aT )c. We have, for any
t > 0,
P[
1
T
|‖Z‖22 − E[‖Z‖22]| > t] ≤4 exp
(
−CB min
{
t2µT
K2
,
tµT
K
})
+ 2(µT − 1) exp (−cβaT ) + exp
(−2tµT
K
)
.
In particular, for 0 < t < K,
P
[
1
T
|‖Z‖22 − E[‖Z‖22]| > t
]
≤4 exp
(
−CB t
2µT
K2
)
+ 2(µT − 1) exp (−cβaT ) + exp
(−2tµT
K
)
.
Here CB is the universal constant appearing in Bernstein’s inequality (Proposi-
tion 7).
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Remark 1. The three terms in the bound above all have interpretations: the first
is a concentration term with a rate that depends on the “effective sample size”
µT , the number of blocks; the second is a dependence penalty accounting for the
fact that the blocks are not exactly independent; and the third is a remainder
term coming from the fact that 2aT may not exactly divide T . The key terms
are the first two and exhibit a natural trade-off: increasing aT worsens the first
term since µT decreases, but it improves the second term since there is less
dependence at larger lags.
3.2. High Probability Guarantees for the Lower Restricted
Eigenvalue and Deviation Bound Conditions
We show that both lower RE and DB conditions hold, with high probability,
under our assumptions.
Proposition 2 (RE). Suppose Assumptions 1–5 hold. Let CB be the Berstein’s
inequality constant, C = min{CB , 2}, b = min{ 154KX λmin(ΣX), 1} and c =
1
6 max{cβ , Cb2}. Then for T ≥
(
1
c log(p)
)2
, with probability at least 1−5 exp
(
−CT 12
)
−
2(T
1
2 − 1) exp
(
−cβT 12
)
, we have for every vector v ∈ Rp,
v′Γˆv ≥ α2 ‖v‖2 − τ2(T, p) ‖v‖21 ,
where α2 =
1
2λmin(ΣX) , and τ2(T, p) = 27bKX log(p)/cT
1
2 .
Proposition 3 (Deviation Bound). Suppose Assumptions 1–5 hold. Let K =√
KY +
√
KX (1 + |||Θ?|||) and ξ ∈ (0, 1) be a free parameter. Then, for sample
size
T ≥ max
{(
log(pq) max
{
K4
2CB
,K2
}) 1
1−ξ
,
[
2
cβ
log(pq)
] 1
ξ
}
,
we have
P
[
1
T
∣∣∣∣∣∣X′W∣∣∣∣∣∣∞ ≤ Q(X,W,Θ?)R(p, q, T )]
≥ 1− 15 exp
(
−1
2
log(pq)
)
− 6(T 1−ξ − 1) exp
(
−1
2
cβT
ξ
)
where
Q(X,W,Θ?) =
√
2K4
CB
, R(p, q, T ) =
√
log(pq)
T 1−ξ
.
Remark 2. Since ξ ∈ (0, 1) is a free parameter, we choose it to be arbitrarily
close to zero so that R(p, q, T ) scales at a rate arbitrarily close to
√
log(pq)
T .
However, there is a price to pay for this: both the initial sample threshold and
the success probability worsen as we make ξ very small.
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3.3. Estimation and Prediction Errors
The guarantees below follow easily from plugging the RE and DB constants
from Propositions 2 and 3 into a “master theorem” (Theorem 5 in Appendix B).
Similar results are well-known in the literature (e.g., see [5, 30, 38]). The extra
generality here, which is critical for the analysis in this paper, comes from allow-
ing the response vector and regressors to potentially be in different dimensions
and the object of estimation to be a matrix.
Corollary 4 (Lasso Guarantee under Subgaussian Tails and β-Mixing). Sup-
pose Assumptions 1–5 hold. Let CB , C, c, b and K be as defined in Propositions
2 and 3 and C˜ := min{C, cβ}. Let ξ ∈ (0, 1) be a free parameter. Then, for
sample size
T ≥max
{(
log(p)
c
)2
max
{(
1728sbKX
λmin(ΣX)
)2
, 1
}
,
(
log(pq) max
{
K4
2CB
,K2
}) 1
1−ξ
,
[
2
cβ
log(pq)
] 1
ξ
}
we have with probability at least
1− 15 exp
(
−1
2
log(pq)
)
− 6(T 1−ξ − 1) exp
(
−1
2
cβT
ξ
)
− 5(T 12 − 1) exp
(
−C˜T 12
)
the lasso estimation and (in-sample) prediction error bounds∥∥∥vec(Θ̂−Θ?)∥∥∥ ≤ 4√sλT /α, (3.1)∣∣∣∣∣∣∣∣∣(Θ̂−Θ?)′Γˆ(Θ̂−Θ?)∣∣∣∣∣∣∣∣∣2
F
≤ 32λ
2
T s
α
. (3.2)
hold with
α =
1
2
λmin(ΣX), λT = 4Q(X,W,Θ?)R(p, q, T )
where
Γˆ := X′X/T, Q(X,W,Θ?) =
√
2K4
CB
, R(p, q, T ) =
√
log(pq)
T 1−ξ
.
Remark 3. The condition number of ΣX plays an important part in the lit-
erature of lasso error guarantees [30, e.g.]. Here, we see that the role of the
condition number λmax(ΣX)/λmin(ΣX) is replaced by KX/λmin(ΣX) that now
serves as the “effective condition number.”
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4. Examples
We explore applicability of our theory beyond just linear Gaussian processes
using the examples below. In the following examples, we identify Xt := Zt and
Yt := Zt+1 for t = 1, . . . , T . For the specific parameter matrix Θ
? in each Exam-
ple below, we can verify that Assumptions 1–5 hold (see Appendix E) for details.
Therefore, Propositions 2 and 3 and Corollary 4 follow. Hence we have all the
high probabilistic guarantees for lasso on data generated from DGM potentially
involving subgaussianity, model mis-specification, and/or nonlinearity.
Example 1 (Gaussian VAR). Transition matrix estimation in sparse stable
VAR models has been a popular topic in recent years [17, 21, 49]. The lasso
estimator is a natural choice for the problem.
We state the following convenient fact because it allows us to study any fi-
nite order VAR model by considering its equivalent VAR(1) representation. See
Appendix E.1 for details.
Fact 2. Every VAR(d) process can be written in VAR(1) form (see e.g. [31, Ch
2.1]).
Therefore, without loss of generality, we can consider VAR(1) model in the
ensuing Examples.
Formally a first order Gaussian VAR(1) process is defined as follows. Consider
a sequence of serially ordered random vectors (Zt), Zt ∈ Rp that admits the
following auto-regressive representation:
Zt = AZt−1 + Et (4.1)
where A is a non-stochastic coefficient matrix in Rp×p and innovations Et are p-
dimensional random vectors from N (0,Σ) with λmin(Σ) > 0 and λmax(Σ) <
∞.
Assume that the VAR(1) process is stable; i.e. det (Ip×p −Az) 6= 0, ∀ |z| ≤ 1.
Also, assume A is s-sparse. In here, Θ? = A′ ∈ Rp×p.
Example 2 (VAR with Subgaussian Innovations). Consider a VAR(1) model
defined as in Example 1 except that we replace the Gaussian white noise inno-
vations with subgaussian ones and assume |||A||| < 1.
For example, take iid random vectors from the uniform distribution; i.e. ∀t, Et iid∼
U
([−√3,√3]p). These Et will be independent centered isotropic subgaussian
random vectors, giving us we a VAR(1) model with subgaussian innovations. If
we take a sequence (Zt)
T+1
t=1 generated according to the model, each element Zt
will be a mean zero subgaussian random vector. Note that Θ? = A′.
Example 3 (VAR with subgaussian Innovations and Omitted Variable). We
will study estimation of a VAR(1) process when there are endogenous variables
omitted. This arises naturally when the underlying DGM is high-dimensional
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but not all variables are available (perhaps they are not observable or measur-
able) to the researcher to do estimation or prediction. This also happens when
the researcher mis-specifies the scope of the model.
Notice that the system of the retained set of variables is no longer a finite
order VAR (and thus non-Markovian). This example serves to illustrate that
our theory is applicable to models beyond the finite order VAR setting.
Consider a VAR(1) process (Zt,Ξt)
T+1
t=1 such that each vector in the sequence is
generated by the recursion below:
(Zt; Ξt) = A(Zt−1; Ξt−1) + (EZ,t−1; EΞ,t−1)
where Zt ∈ Rp, Ξt ∈ R, EZ,t ∈ Rp, and EΞ,t ∈ R are partitions of the random
vectors (Zt,Ξt) and Et into p and 1 variables. Also,
A :=
[
AZZ AZΞ
AΞZ AΞΞ
]
is the coefficient matrix of the VAR(1) process with AZΞ 1-sparse, AZZ p-sparse
and |||A||| < 1. Et := (EX,t−1; EZ,t−1) for t = 1, . . . , T + 1 are iid draws from a
subgaussian distribution; in particular we consider the subgaussian distribution
described in Example 2.
We are interested in the OLS 1-lag estimator of the system restricted to the set
of variables in Zt. Recall that
Θ? := arg min
B∈Rp×p
E
(∥∥Zt −B′Zt−1∥∥22)
We show in the appendix that (Θ?)′ = AZZ + AZΞΣΞZ(0)(ΣZ)−1 is sparse.
Example 4 (Multivariate ARCH). We will explore the generality of our the-
ory by considering a multivariate nonlinear time series model with subgaus-
sian innovations. A popular nonlinear multivariate time series model in econo-
metrics and finance is the vector autoregressive conditionally heteroscedastic
(ARCH) model. We chose the following specific ARCH model for convenient
validation of the geometric β-mixing property; it may potentially be applicable
to a larger class of multivariate ARCH models. Consider a sequence of random
vector (Zt)
T+1
t=1 generated by the following recursion. For any constants c > 0,
m ∈ (0, 1), a > 0, and A sparse with |||A||| < 1:
Zt = AZt−1 + Σ(Zt−1)Et
Σ(z) := c · clipa,b (‖z‖m) Ip×p
(4.2)
where Et are iid random vectors from some subgaussian distribution and clipa,b (x)
clips the argument x to stay in the interval [a, b]. We can take innovations Et
to be iid random vectors from uniform distribution as described in Example 2.
Consequently, each Zt will be a mean zero subgaussian random vector. Note
that Θ? = A′, the transpose of the coefficient matrix A here.
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5. Simulations
Corollary 4 in Section 3 makes a precise prediction for the `2 parameter error∣∣∣∣∣∣∣∣∣Θ∗ − Θˆ∣∣∣∣∣∣∣∣∣
F
. We report scaling simulations for Examples 1–4 to confirm the
sharpness of the bounds.
Sparsity is always s =
√
p, noise covariance matrix Σ = Ip, and the operator
norm of the driving matrix set to |||A||| = 0.9. The problem dimensions are p ∈
{50, 100, 200, 300}. Top left, top right, bottom left and bottom right sub-figures
in Figure 1 correspond to simulations of Examples 1, 2, 3 and 4 respectively.
In all combinations of the four dimensions and Examples, the error decreases to
zero as the sample size n increases, showing consistency of the method. In each
sub-figure, the `2 parameter error curves align when plotted against a suitably
rescaled sample size ( Ts log(p) ) for different values of dimension p. We see the
error scaling agrees nicely with theoretical guarantees provided by Corollary 4.
Fig 1. `2 estimation error of lasso against rescaled sample size for Examples 1–4.
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Appendix A: Subgaussian Constants for Random Vectors
The subgaussian and subexponential constants have various equivalent defini-
tions, we adopt the following from [46].
Definition 3 (Subgaussian Norm and Random Variables/Vectors). A random
variable U is called subgaussian with subgaussian constant K if its subgaussian
norm
‖U‖ψ2 := sup
p≥1
p−
1
2 (E |U |p)1/p
satisfies ‖U‖ψ2 ≤ K.
A random vector V ∈ Rn is called subgaussian if all of its one-dimensional
projections are subgaussian and we define
‖V ‖ψ2 := sup
v∈Rn:‖v‖≤1
‖v′V ‖ψ2
.
Definition 4 (Subexponential Norm and Random Variables/Vectors). A ran-
dom variable U is called subexponential with subexponential constant K if its
subexponential norm
‖U‖ψ1 := sup
p≥1
p−1(E |U |p)1/p
satisfies ‖U‖ψ1 ≤ K.
A random vector V ∈ Rn is called subexponential if all of its one-dimensional
projections are subexponential and we define
‖U‖ψ1 := sup
v∈Rn:‖v‖≤1
‖v′V ‖ψ1
Fact 3. A random variable U is subgaussian iff U2 is subexponential with
‖U‖2ψ2 =
∥∥U2∥∥
ψ1
.
Appendix B: Proof of Master Theorem
We present a master theorem that provides guarantees for the `2 parameter
estimation error and for the (in-sample) prediction error. The proof builds on
existing result of the same kind [5, 30, 38] and we make no claims of originality
for either the result or for the proof.
Theorem 5 (Estimation and Prediction Errors). Consider the lasso estimator
Θ̂ defined in (2.2). Suppose Assumption 1 holds. Further, suppose that Γˆ :=
X′X/T satisfies the lower RE(α, τ) condition with α ≥ 32sτ and X′W satisfies
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the deviation bound. Then, for any λT ≥ 4Q(X,W,Θ?)R(p, q, T ), we have the
following guarantees: ∥∥∥vec(Θ̂−Θ?)∥∥∥ ≤ 4√sλT /α, (B.1)∣∣∣∣∣∣∣∣∣(Θ̂−Θ?)′Γˆ(Θ̂−Θ?)∣∣∣∣∣∣∣∣∣2
F
≤ 32λ
2
T s
α
. (B.2)
Proof of Theorem 5. We wil break down the proof in steps.
1. Since Θ̂ is optimal for 2.2 and Θ? is feasible,
1
T
∣∣∣∣∣∣∣∣∣Y −XΘ̂∣∣∣∣∣∣∣∣∣2
F
+ λT
∥∥∥vec(Θ̂)∥∥∥
1
≤ 1
T
|||Y −XΘ?|||2F + λT ‖vec(Θ?)‖1
2. Let ∆ˆ := Θ̂−Θ? ∈ Rp×q
1
T
∣∣∣∣∣∣∣∣∣X∆ˆ∣∣∣∣∣∣∣∣∣2
F
≤ 2
T
tr(∆ˆ′X′W) + λT
(
‖vec(Θ?)‖1 −
∥∥∥vec(Θ̂)∥∥∥
1
)
Note that∥∥∥vec(Θ? + ∆ˆ)∥∥∥
1
− ‖vec(Θ?)‖1 ≥{‖vec(Θ?S)‖1 −
∥∥∥vec(∆ˆS)∥∥∥
1
}
+
∥∥∥vec(∆ˆSc)∥∥∥
1
− ‖vec(Θ?)‖1
=
∥∥∥vec(∆ˆSc)∥∥∥
1
−
∥∥∥vec(∆ˆS)∥∥∥
1
where S denote the support of Θ?.
3. WithRE constant α and tolerance τ , deviation bound constantQ(ΣX ,ΣW )
and λT ≥ 2Q(ΣX ,ΣW )
√
log(q)
T , we have
α
∣∣∣∣∣∣∣∣∣∆ˆ∣∣∣∣∣∣∣∣∣2
F
−τ‖ vec(∆ˆ)‖21
RE≤ 1
T
|||X∆|||2F
≤ 2
T
tr(∆ˆ′X′W) + λT {
∥∥∥vec(∆ˆS)∥∥∥
1
−
∥∥∥vec(∆ˆSc)∥∥∥
1
}
≤ 2
T
q∑
k=1
‖∆ˆ:k‖1‖(X′W):k‖∞ + λT {
∥∥∥vec(∆ˆS)∥∥∥
1
−
∥∥∥vec(∆ˆSc)∥∥∥
1
}
≤ 2
T
‖ vec(∆ˆ)‖1
∣∣∣∣∣∣X′W∣∣∣∣∣∣∞ + λT {∥∥∥vec(∆ˆS)∥∥∥1 − ∥∥∥vec(∆ˆSc)∥∥∥1}
DB≤ 2‖ vec(∆ˆ)‖1Q(ΣX ,ΣW )R(p, q, T ) + λT {
∥∥∥vec(∆ˆS)∥∥∥
1
−
∥∥∥vec(∆ˆSc)∥∥∥
1
}
≤ ‖ vec(∆ˆ)‖1λN/2 + λT {
∥∥∥vec(∆ˆS)∥∥∥
1
−
∥∥∥vec(∆ˆSc)∥∥∥
1
}
≤ 3λT
2
∥∥∥vec(∆ˆS)∥∥∥
1
− λT
2
∥∥∥vec(∆ˆSc)∥∥∥
1
≤ 2λT
∥∥∥vec(∆ˆ)∥∥∥
1
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4. In particular, this says that 3
∥∥∥vec(∆ˆS)∥∥∥
1
≥
∥∥∥vec(∆ˆSc)∥∥∥
1
So
∥∥∥vec(∆ˆ)∥∥∥
1
≤ 4
∥∥∥vec(∆ˆS)∥∥∥
1
≤ 4√s
∥∥∥vec(∆ˆ)∥∥∥
5. Finally, with α ≥ 32sτ ,
α
2
∥∥∥vec(∆ˆ)∥∥∥2
F
≤ (α− 16sτ)
∥∥∥vec(∆ˆ)∥∥∥2
F
≤ α
∥∥∥vec(∆ˆ)∥∥∥2
F
− τ‖ vec(∆ˆ)‖21
≤ 2λT ‖ vec(∆ˆ)‖1
≤ 2√sλT ‖∆ˆ‖F
6. ∥∥∥vec(∆ˆ)∥∥∥
F
≤ 4λT
√
s
α
7. From step 4, we have
1
T
∣∣∣∣∣∣∣∣∣X∆ˆ∣∣∣∣∣∣∣∣∣2
F
≤ 8λT
√
s
∥∥∥vec(∆ˆ)∥∥∥
Then, from step 6
1
T
∣∣∣∣∣∣∣∣∣X∆ˆ∣∣∣∣∣∣∣∣∣2
F
≤ 8λT
√
s
∥∥∥vec(∆ˆ)∥∥∥ ≤ 32λ2T s/α
Appendix C: Proofs for Subgaussian Random Vectors under
β-Mixing
Proof of Lemma 1.
Following the description in [60], we divide the stationary sequence of real valued
random variables {Zt}Tt=1 into 2µT blocks of size aT with a remainder block of
length T − 2µTaT . Let H and T be sets that denote the indices in the odd
and even blocks respectively, and let Re to denote the indices in the remainder
block. To be specific,
O = ∪µTj=1Oj where Oj := {i : 2(j − 1)aT + 1 ≤ i ≤ (2j − 1)aT }, ∀j
E := ∪µTj=1Ej where Ej := {i : (2j − 1)aT + 1 ≤ i ≤ (2j)aT }, ∀j
Let Zo := {Zt : t ∈ O} be a collection of the random vectors in the odd blocks.
Similarly, Ze := {Zt : t ∈ E} is a collection of the random vectors in the even
blocks, and Zr := {Zt : t ∈ Re} a collection of the random vectors in the
remainder block. Lastly, Z := ZO ∪ Ze ∪ Zr
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Now, take a sequence of i.i.d. blocks {Z˜Oj : j = 1, · · · , µt} such that each
Z˜Oj is independent of {Zt}Tt=1 and each Z˜Oj has the same distribution as the
corresponding block from the original sequence {Zj : j ∈ Oj}. We construct
the even and remainder blocks in a similar way and denote them {Z˜Ej : j =
1, · · · , µt} and Z˜Re respectivey.
Z˜O := ∪µTj=1Z˜Oj (Z˜E := ∪µTj=1Z˜Ej ) denote the union of the odd(even) blocks.
For the odd blocks: ∀ t > 0,
P[
2
T
|‖Zo‖22 − E(‖Zo‖22)| > t]
= E[1{ 2
T
|‖Zo‖22 − E(‖Zo‖22)|} > t}]
≤ E[1{ 2
T
|‖Z˜o‖22 − E(‖Z˜o‖22)|} > t}] + (µaT − 1)β(aT )
= P[
2
T
|‖Z˜o‖22 − E(‖Z˜o‖22)| > t}] + (µaT − 1)β(aT )
= P[
1
µT
|
µT∑
i=1
‖Z˜oi‖22 − E(‖Z˜oi‖22)| > taT ] + (µaT − 1)β(aT )
≤ 2 exp
{
−CB min
{
t2µT
K2
,
tµT
K
}}
+ (µaT − 1)β(aT )
Where the first inequality follows from [60, Lemma 4.1] with M = 1. By Fact
(3), the corresponding subexponential constant of each
∥∥∥Z˜oi∥∥∥2 ≤ aTK where K
is the subexponential norm because of fact 3. With this, the second inequality
follows from the Bernstein’s inequality (Proposition (7)) with some constant
CB > 0.
Then
2 exp
{
−CB min
{
t2µT
K2
,
tµT
K
}}
+ (µaT − 1)β(aT )
≤ 2 exp
{
−CB min
{
t2µT
K2
,
tµT
K
}}
+ (µT − 1) exp{−cβaT }
So,
P[
2
T
|‖Zo‖22−E(‖Zo‖22)| > t] ≤ 2 exp
{
−CB min
{
t2µT
K2
,
tµT
K
}}
+(µT−1) exp{−cβaT }
Taking the union bound over the odd and even blocks,
P[
1
T
|‖Z‖22−E(‖Z‖22)| > t] ≤ 4 exp
{
−CB min
{
t2µT
K2
,
tµT
K
}}
+2(µT−1) exp{−cβaT }
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For 0 < t < K, it reduces to
P[
1
T
|‖Z‖22 − E(‖Z‖22)| > t] ≤ 4 exp
{
−CB t
2µT
K2
}
+ 2(µT − 1) exp{−cβaT }
For the remainder block, since ‖Zr‖22 has subexponential constant at most
aTK ≤ KT/(2µT ), we have
P
[
1
T
|‖Zr‖22 − E(‖Zr‖22)| > t
]
≤ exp
(−tT
aTK
)
≤ exp
(−2tµT
K
)
Together, by union bound
P
[
1
T
|‖Z‖22 − E(‖Z‖22)| > t
]
≤ 4 exp{−CB t
2µT
K2
}+2(µT−1) exp{−cβaT }+exp{−2tµT
K
}
Proof of Proposition 2. Recall that the sequence X1, · · · , XT ∈ Rp form a β-
mixing and stationary sequence.
Now, fix a unit vector v ∈ Rp, ‖v‖2 = 1.
Define real valued random variables Zt = X
′
tv, t = 1, · · · , T . Note that the β
mixing rate of {Zt}Tt=1 is bounded by the same of {Xt}Tt=1 by Fact 1. We sup-
press theX subscript of the subgaussian constant
√
KX here, and refer it as
√
K.
We can apply Lemma 1 on Z := {Zt}Tt=1. Set t = bK. We have,
P
[
1
T
|‖Z‖22 − E(‖Z‖22)| > bK
]
≤ 4 exp{−CBb2µT}+ 2(µt − 1) exp{−cβat}+ exp{−bµT }
≤ 5 exp{−min{CB , 2}b2µT }+ 2(µt − 1) exp{−cβat}
Using Lemma F.2 in [3], we extend the inequality to hold for all vectors J(2k),
the set of unit norm 2s-sparse vectors. We have
P
[
sup
v∈J(2k)
1
T
|‖Z‖22 − E(‖Z‖22)| > bK
]
≤ 5 exp{−Cb2µT+3k log(p)}+2(µt−1) exp{−cβat+3k log(p)}
The constant C is defined as C := min{CB , 2}.
Recall Γˆ := X
′X
T , the above concentration can be equivalently expressed as
P
[
sup
v∈J(2k)
∣∣∣v′ (Γˆ− ΣX(0)) v∣∣∣ ≤ bK] ≥ 1−5 exp{−Cb2µT+3k log(p)}−2(µt−1) exp{−cβat+3k log(p)}
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Finally, we will extend the concentration to all v ∈ Rp to establish the lower-RE
result. By Lemma 12 of [30], for parameter k ≥ 1, w.p. at least
1− 5 exp{−Cb2µT + 3k log(p)} − 2(µt − 1) exp{−cβat + 3k log(p)}
we have ∣∣∣v′ (Γˆ− ΣX(0)) v∣∣∣ ≤ 27Kb [‖v‖2 + 1
k
‖v‖21
]
This implies that
v′Γˆv ≥ ‖v‖2 [λmin(ΣX(0))− 27bK]− 27bK
k
‖v‖21
w.p. 1− 5 exp{−Cb2µT + 3k log(p)} − 2(µt − 1) exp{−cβat + 3k log(p)}.
Now, choose set k = 16 log(p) min
{
Cb2µt, cβaT
}
. Let’s choose that, for some
ξ ∈ (0, 1), at = T ξ and µT = T 1−ξ. Then,
k = c
1
log(p)
min{aT , µT } = c 1
log(p)
min{T ξ, T 1−ξ}
Where c = 16 max{cβ , Cb2}. To ensure k ≥ 1, we require T ≥
(
1
c log(p)
)min{ 1ξ , 11−ξ}
With these specifications, We have for probability at least
1− 5 exp{−Cb2T 12 } − 2(T 12 − 1) exp{−cβT 12 /2}
that
v′Γˆv ≥ ‖v‖2 [λmin(ΣX(0))− 27bK]− 27bK log(p)
cmin{T ξ, T 1−ξ} ‖v‖
2
1 .
Now, choose ξ = 12 since it optimizes the rate of decay in the tolerance parame-
ter. Also, choose b = min{ 154Kλmin(ΣX(0)), 1}; this ensures that λmin(ΣX(0))−
27bK ≥ 12λmin(ΣX(0)).
In all, for T ≥ ( 1c log(p))2 w.p. at least
1− 5 exp{−Cb2T 12 } − 2(T 12 − 1) exp{−cβT 12 /2}
v′Γˆv ≥ ‖v‖2 1
2
λmin(ΣX(0))− 27bK log(p)
cT
1
2
‖v‖21 .
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Proof of Proposition 3.
Recall
∣∣∣∣∣∣X′W∣∣∣∣∣∣∞ = max1≤i≤p,1≤j≤q |[X′W]i,j | = max1≤i≤p,1≤j≤q ∣∣X′:iW:j∣∣.
By lemma condition (3), we have
EX:i = 0,∀i and
EY:j = 0,∀j
By first order optimality of the optimization problem in (2.1), we have
EX′:i(Y−XΘ?) = 0,∀i⇒ EX:i′W:j = 0,∀i, j
We know ∀i, j∣∣X′:iW:j∣∣ = ∣∣X′:iW:j − E[X′:iW:j ]∣∣
=
1
2
∣∣(‖X:i + W:j‖2 − E[‖X:i + W:j‖2])− (‖X:i‖2 − E[‖X:i‖2])− (‖W:j‖2 − E[‖W:j‖2])∣∣
≤ 1
2
∣∣‖X:i + W:j‖2 − E[‖X:i + W:j‖2]∣∣+ 1
2
∣∣‖X:i‖2 − E[‖X:i‖2]∣∣+ 1
2
∣∣‖W:j‖2 − E[‖W:j‖2]∣∣
Therefore,
P
(
1
T
∣∣X′:iW:j∣∣ > 3t)
≤ P
(
1
2T
∣∣‖X:i + W:j‖2 − E[‖X:i + W:j‖2]∣∣ > t)+ P( 1
2T
∣∣‖X:i‖2 − E[‖X:i‖2]∣∣ > t)
+ P
(
1
2T
∣∣‖W:j‖2 − E[‖W:j‖2]∣∣ > t)
This suggests proof strategy via controlling tail probability on each of the terms∣∣‖X:i‖2 − E[‖X:i‖2]∣∣, ∣∣‖W:j‖2 − E[‖W:j‖2]∣∣ and ∣∣‖X:i + W:j‖2 − E[‖X:i + W:j‖2]∣∣.
Assuming the conditions in lemma 3, we can apply lemma 1 on each of them.
We have to figure out their subgaussian constants.
Let’s defineKW := sup1≤t≤T,1≤j≤q ‖Wtj‖ψ2 andKX+W := sup1≤t≤T,1≤j≤q,1≤i≤p ‖Xti + Wtj‖ψ2 .
We have to figure out the constants KW and KW+X.
Now,
sup
1≤t≤T
sup
1≤i≤q
‖Wti‖ψ2 ≤ sup
1≤t≤T
‖Wt:‖ψ2 by definition of subgaussian random vector
= ‖W1:‖ψ2 by stationarity
Let’s figure out ‖W1:‖ψ2 ,
W1: = Y1: − (XΘ?)1:
= Y1: −X1:Θ?
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Thus,
‖W1:‖ψ2 ≤ ‖Y1:‖ψ2 + ‖X1:Θ?‖ψ2 since ‖·‖ψ2 is a norm
≤ ‖Y1:‖ψ2 + ‖X1:‖ψ2 |||Θ?||| by lemma 6
=
√
KY + |||Θ?|||
√
KX by stationarity
Therefore,
KW ≤
√
KY + |||Θ?|||
√
KX (C.1)
Similarly,
sup
1≤i≤p,1≤j≤q,1≤t≤T
‖Xti + Wtj‖ψ2 ≤ sup
1≤i≤p,1≤t≤T
‖Xti‖ψ2 + sup
1≤j≤q,1≤t≤T
‖Wtj‖ψ2
≤ ‖X1:‖ψ2 + ‖W1:‖ψ2
≤
√
KY +
√
KX (1 + |||Θ?|||) by equation (C.1)
Therefore,
KX+W ≤
√
KY +
√
KX (1 + |||Θ?|||) (C.2)
Take
K := max{KX,KW,KX+W} ≤
√
KY +
√
KX (1 + |||Θ?|||) (C.3)
For ξ ∈ [0, 1], set aT = T ξ and µT = T 1−ξ. Applying lemma 1 three times with
subgaussian constant K, we have
P
(
1
T
∣∣X′:iW:j∣∣ > 3t) ≤ P( 12T ∣∣‖X:i + W:j‖2 − E[‖X:i + W:j‖2]∣∣ > t
)
+ P
(
1
2T
∣∣‖X:i‖2 − E[‖X:i‖2]∣∣ > t)
+ P
(
1
2T
∣∣‖W:j‖2 − E[‖W:j‖2]∣∣ > t)
≤ 4 exp{−CB 4t
2T 1−ξ
K4
}+ 2(T 1−ξ − 1) exp{−cβT ξ}+ exp{− 2
K2
tT 1−ξ}}
+ 4 exp{−CB 4t
2T 1−ξ
K4
}+ 2(T 1−ξ − 1) exp{−cβT ξ}+ exp{− 2
K2
tT 1−ξ}}
+ 4 exp{−CB 4t
2T 1−ξ
K4
}+ 2(T 1−ξ − 1) exp{−cβT ξ}+ exp{− 2
K2
tT 1−ξ}}
By union bound,
P[
1
T
∣∣∣∣∣∣X′W∣∣∣∣∣∣∞ > 3t] = P[ max1≤i≤p, 1≤j≤q 1T |X′:iW:j | > 3t]
≤ 3pq
{
4 exp{−CB 4t
2T 1−ξ
K4
}+ 2(T 1−ξ − 1) exp{−cβT ξ}+ exp{− 2
K2
tT 1−ξ}
}
= 3
{
4 exp{−CB 4t
2T 1−ξ
K4
+ log{pq}}+ 2(T 1−ξ − 1) exp{−cβT ξ + log{pq}}+ exp{− 2
K2
tT 1−ξ + log{pq}}
}
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To ensure proper decay in the probability, we require
T ≥ max
{(
log(pq) max
{
K4
2CB
,K2
}) 1
1−ξ
,
[
2
cβ
log(pq)
] 1
ξ
,
}
With
t :=
√
K4 log(pq)
2T 1−ξCB
P
 1
T
∣∣∣∣∣∣X′W∣∣∣∣∣∣∞ >
√
72K4 log(pq)
T 1−ξCB
 ≤ 15 exp{−1
2
log(pq)
}
+ 6(T 1−ξ − 1) exp
{
−1
2
cβT
ξ
}
where K =
√
KY +
√
KX (1 + |||Θ?|||)
Lemma 6. For any subgaussian random vector X and non-stochastic matrix
A. We have
‖AX‖ψ2 ≤ |||A||| ‖X‖ψ2
Proof. We have,
‖AX‖ψ2 = sup‖v‖2≤1
‖v′AX‖ψ2
= sup
‖v‖2≤1
∥∥(A′v)′X∥∥
ψ2
≤ sup
‖u‖2≤|||A|||
‖u′X‖ψ2
= |||A||| sup
‖u‖2≤1
‖u′X‖ψ2
= |||A||| ‖X‖ψ2 .
Appendix D: Bernstein’s Concentration Inequality
We state the Bernstein’s inequality [53, Proposition 5.16] below for complete-
ness.
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Proposition 7 (Bernstein’s Inequality). Let X1, · · · , XN be independent cen-
tered subexponential random variables, and K = maxi ‖Xi‖ψ1 . Then for every
a = (a1, · · · , aN ) ∈ RN and every t ≥ 0, we have
P
{∣∣∣∣∣
N∑
i=1
aiXi
∣∣∣∣∣ ≥ t
}
≤ 2 exp
[
−CB min
(
t2
K2 ‖a‖22
,
t
K ‖a‖∞
)]
where CB > 0 is an absolute constant.
Appendix E: Verification of Assumptions for the Examples
E.1. VAR
Formally a finite order Gaussian VAR(d) process is defined as follows. Consider
a sequence of serially ordered random vectors (Zt)
T+d
t=1 , Zt ∈ Rp that admits the
following auto-regressive representation:
Zt = A1Zt−1 + · · ·+ AdZt−d + Et (E.1)
where each Ak, k = 1, . . . , d is a non-stochastic coefficient matrix in Rp×p
and innovations Et are p-dimensional random vectors from N (0,Σ). Assume
λmin(Σ) > 0 and λmax(Σ) <∞.
Note that every VAR(d) process has an equivalent VAR(1) representation (see
e.g. [31, Ch 2.1]) as
Z˜t = A˜Z˜t−1 + E˜t (E.2)
where
Z˜t :=

Zt
Zt−1
...
Zt−d+1

(pd×1)
E˜t :=

Et
0
...
0

(pd×1)
and A˜ :=

A1 A2 · · · Ad−1 Ad
Ip 0 0 0 0
0 Ip 0 0
...
. . .
...
...
0 0 · · · Ip 0

(dp×dp)
(E.3)
Because of this equivalence, justification of Assumption 5 will operate through
this corresponding augmented VAR(1) representation.
For both Gaussian and sub-Gaussian VARs, Assumption 3 is true since the
sequences (Zt) is centered. Second, Θ
? = (A1, · · · ,Ad). So Assumption 1 follows
from construction.
For the remaining Assumptions, we will consider the Gaussian and sub-Gaussian
cases separately.
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Gaussian VAR (Zt) satisfies Assumption 4 by model assumption.
To show that (Zt) is β-mixing with geometrically decaying coefficients, we use
the following facts together with the equivalence between (Zt) and (Z˜t) and
Fact 1.
Since (Z˜t) is stable, the spectral radius of A˜, r(A˜) < 1, hence Assumption 2
holds. Also the innovations E˜ has finite first absolute moment and positive sup-
port everywhere. Then, according to Theorem 4.4 in [51], (Z˜t) is geometrically
ergodic. Note here that Gaussianity is not required here. Hence, it also applies
to innovations from mixture of Gaussians.
Next, we present a standard result (see e.g. [29, Proposition 2]).
Fact 4. A stationary Markov chain {Zt} is geometrically ergodic implies {Zt}
is absolutely regular(a.k.a. β-mixing) with
β(n) = O(γn), γn ∈ (0, 1)
So, Assumption 5 holds.
Sub-Gaussian VAR When the innovations are random vectors from the uni-
form distribution, they are sub-Gaussian. That (Zt) are sub-Gaussian follows
from arguments as in Appendix E.3 with Σ(·) set to be the idenity operator in
this case. So, Assumption 4 holds.
To show that (Zt) satisfies Assumptions 2 and 5, we establish that (Zt) is
geometrically ergodic. To show the latter, we use Propositions 1 and 2 in [29]
together with the equivalence between (Zt) and (Z˜t) and Fact 1.
To apply Proposition 1 in [29], we check the three conditions one by one. Con-
dition (i) is immediate with m = 1, E = Rp, and µ is the Lebesgue mea-
sure. For condition (ii), we set E = Rp, µ to be the Lebesgue measure, and
m¯ = dinfu∈C,v∈A ‖u− v‖2e the minimum “distance” between the sets C and
A. Because C is bounded and A Borel, m¯ is finite. Lastly, for condition (iii),
we again let E = Rp, µ to be the Lebesgue measure, and now the function
Q(·) = ‖·‖ and the set K = {x ∈ Rp : ‖x‖ ≤ 2E‖E˜t‖c  } where c = 1−
∣∣∣∣∣∣∣∣∣A˜∣∣∣∣∣∣∣∣∣. Then,
• Recall from model assumption that
∣∣∣∣∣∣∣∣∣A˜∣∣∣∣∣∣∣∣∣ < 1; hence,
E
[∥∥∥ Z˜t+1∥∥∥ ∣∣∣Z˜t = z] < ∣∣∣∣∣∣∣∣∣A˜∣∣∣∣∣∣∣∣∣ ‖z‖+ E(∥∥∥E˜t+1∥∥∥) ≤ (1− c
2
)
‖z‖ − ,
for all z ∈ E\K
• For all z ∈ K,
E
[∥∥∥ Z˜t+1∥∥∥ ∣∣∣Z˜t = z] < ∣∣∣∣∣∣∣∣∣A˜∣∣∣∣∣∣∣∣∣ ‖z‖+ E(∥∥∥E˜t+1∥∥∥) ≤ ∣∣∣∣∣∣∣∣∣A˜∣∣∣∣∣∣∣∣∣2E
∥∥∥E˜t∥∥∥
c
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• For all z ∈ K,
0 ≤ ‖z‖ ≤
2E
∥∥∥E˜t∥∥∥
c
Now, by Proposition 1 in [29], (Z˜t) is geometrically ergodic; hence (Z˜t) will be
stationary. Once it reaches stationarity, by Proposition 2 in the same paper,
the sequence will be β-mixing with geometrically decaying mixing coefficients.
Therefore, Assumptions 2 and 5 hold.
E.2. VAR with Misspecification
Assumptions: Assumption 3 is immediate from model definitions. By the same
arguments as in Appendix E.1, (Zt,Ξt) are stationary and so is the sub-process
(Zt); Assumption 2 holds. Again, (Zt,Ξt) satisfy Assumption 5 according to
Appendix E.1. By Fact 1, we have the same Assumptions hold for the respective
sub-processes (Zt) in both cases. Assumption 4 holds by the same reasoning as
in Appendix E.1.
To show that (Θ?)′ = AZZ + AZΞΣΞZ(0)(ΣZ(0))−1, consider the following ar-
guments. By Assumption 2, we have the auto-covariance matrix of the whole
system (Zt,Ξt) as
Σ(Z,Ξ) =
[
ΣX(0) ΣXΞ(0)
ΣΞX(0) ΣΞ(0)
]
Recall our Θ? definition from Eq. (2.1)
Θ? := arg min
B∈Rp×p
E
(
‖Zt −B′Zt−1‖22
)
Taking derivatives and setting to zero, we obtain
(Θ?)′ = ΣZ(−1)(ΣZ)−1 (E.4)
Note that
ΣZ(−1) = Σ(Z,Ξ)(−1)[1 : p1, 1 : p1]
= E (AZZZt−1 +AZΞΞt−1 + EZ,t−1)Z ′t−1
= E
(
AZZZt−1Z ′t−1 +AZΞΞt−1Z
′
t−1 + EZ,t−1Z ′t−1
)
= AZZΣZ(0) +AZΞΣΞZ(0)
by Assumptions 2 and the fact that the innovations are iid.
Naturally,
(Θ?)′ = AZZΣZ(0)(ΣZ(0))−1+AZΞΣΞZ(0)(ΣZ(0))−1 = AZZ+AZΞΣΞZ(0)(ΣZ(0))−1
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Remark 4. Notice that AZΞ is a column vector and suppose it is 1-sparse, and
AZZ is p-sparse, then Θ
? is at most 2p-sparse. So Assumption 1 can be built in
by model construction.
Remark 5. We gave an explicit model here where the left out variable Ξ was
univariate. That was only for convenience. In fact, whenever the set of left-out
variables Ξ affect only a small set of variables Ξ in the retained system Z, the
matrix Θ? is guaranteed to be sparse. To see that, suppose Ξ ∈ Rq and AZΞ
has at most s0 non-zero rows (and let AZZ to be s-sparse as always), then Θ
?
is at most (s0p+ s)-sparse.
Remark 6. Any VAR(d) process has an equivalent VAR(1) representation (Lutke-
pohl 2005). Our results extend to any VAR(d) processes.
E.3. ARCH
Verifying the Assumptions. To show that Assumption 5 holds for a pro-
cess defined by Eq. (4.2) we leverage on Theorem 2 from [29]. Note that the
original ARCH model in [29] assumes the innovations to have positive support
everywhere. However, this is just a convenient assumption to establish the first
two conditions in Proposition 1 (on which proof of Theorem 2 relies) from the
same paper. Our example ARCH model with innovations from the uniform dis-
tribution also satisfies the first two conditions of Proposition 1 by the same
arguments in the Sub-Gaussian paragraph of Appendix E.1.
Theorem 2 tells us that for our ARCH model, if it satisfies the following con-
ditions, it is guaranteed to be absolutely regular with geometrically decaying
β-coefficients.
• Et has positive density everywhere on Rp and has identity covariance by
construction.
• Σ(z) = o(‖z‖) because m ∈ (0, 1).
• ∣∣∣∣∣∣Σ(z)−1∣∣∣∣∣∣ ≤ 1/(ac), |det (Σ(z)) | ≤ bc
• r(A) ≤ |||A||| < 1
So, Assumption 5 is valid here. We check other assumptions next.
Mean 0 is immediate, so we have Assumption 3. When the Markov chain did
not start from a stationary distribution, geometric ergodicity implies that the
sequence is approaching the stationary distribution exponentially fast. So, after
a burning period, we will have Assumption 2 approximately valid here.
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The sub-Gaussian constant of Σ(Zt−1)Et given Zt−1 = z is bounded as follows:
for every z,
‖Σ(z)Et‖ψ2 ≤ |||Σ(z)||| ‖Et‖ψ2 by Lemma 6
≤ C|||Σ(z)||| · ‖e′1Et‖ψ2
≤ C|||Σ(z)||| ·
∥∥∥U(−√3,√3)∥∥∥
ψ2
≤ C ′cb =: KE
The second inequality follows since Et iid∼ U
([−√3,√3]p) and a standard result
that
Fact 5. Let X = (X1, · · · , Xp) ∈ Rp be a random vector with independent,
mean zero, sub-Gaussian coordinates Xi. Then X is a sub-Gaussian random
vector, and there exists a positive constant C for which
‖X‖ψ2 ≤ C ·maxi≤p ‖Xi‖ψ2
The forth inequality follows since the sub-Gaussian norm of a bounded random
variable is also bounded.
By the recursion for Zt, we have
‖Zt‖ψ2 ≤ |||A||| ‖Zt−1‖ψ2 +KE .
which yields the bound ‖Zt‖ψ2 ≤ KE/(1 − |||A|||) < ∞. Hence Assumption 4
holds.
We will show below that Θ? = A′. Hence, sparsity (Assumption 1) can be built
in when we construct our model 4.2.
Recall Eq. E.4 from Appendix E.2 that
Θ? = ΣZ(−1)(ΣZ)−1
Now,
ΣZ(−1) = EZtZ ′t−1 by stationarity
= E (AZt−1 + Σ(Zt−1)Et)Z ′t−1 Eq. (4.2)
= AEZt−1Z ′t−1 + EΣ(Zt−1)EtZ ′t−1
= AΣZ + E[c clipa,b (‖Zt−1‖m) EtZ ′t−1]
= AΣZ + E[cEtZ ′t−1clipa,b (‖Zt−1‖m)]
= AΣZ + cE [Et]E
[
Z ′t−1clipa,b (‖Zt−1‖m)
]
i.i.d. innovations
= AΣZ Et mean 0,
where clipa,b (x) := min{max{x, a}, b} for b > a.
Since ΣZ is invertible, we have (Θ
?)′ = ΣZ(−1)(ΣZ)−1 = A.
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