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ここでは図 1 に示した学会ノード集合 X が X={SIGMOD,
VLDB, PODS, ICDT, EDBT, SIGIR, TREC, ECIR, JCDL,
ECDL}の 10ノードから構成されるとする．ただし，SIGMOD,
VLDB, PODS, ICDT, EDBTはデータベースに関連した国際














































Xk クラスタ k 内の X の集合．
X target type のノード集合．




W (m+ n)× (m+ n) 遷移行列．
r⃗X X の m× 1 ランク値ベクトル．
r⃗Y Y の n× 1 ランク値ベクトル．
pii,k xi がクラスタ k に属する事後確率．









2. 1. 1 Bi-Type Information Network:
RankClusは，入力としてBi-Type Information Networkと
呼ばれるデータモデルを対象とする．定義は以下の通りであ
る．2 つのノード集合 X = {x1，x2，· · ·，xm}，Y = {y1，y2
，· · ·，yn} が与えられた時，対象グラフ G〈V，E〉 を Bi-Type
Information Network と呼ぶ．Vと Eはそれぞれグラフのノー
ド集合とエッジ集合とし，V(G) = X ∪ Y， E(G) = {〈oi，oj〉}
(ただし oi，oj ∈ X ∪ Y ) で表される．各ノード間のリンクの重
みをW(m+n)×(m+n) = {woi，oj}となるリンクの隣接行列とし










例として学会-著者の関係性を表す Bi-Type Information Net-
work を図 1 に示す．このグラフは学会と著者の関係性を表す
ネットワークである．著者 yi が学会 xi で論文を出版した場合，
学会 xi と著者 yi の間にエッジをつなぐ．同様に著者 yi と著者
yj に共著関係がある場合にエッジをつなぐ．
2. 1. 2 target type と attribute type:
RankClusではX，Y の中から target typeと attribute type








(1) target type のノード集合をK 個のクラスタにランダ
ムに分割し，K 個の部分グラフを構築する．
(2) 各部分グラフに対して X と Y のノードにランキング
処理を行う．
(3) (2) で求めたランク値を基に，各 target type のノー
ドに対して K 次元の特徴ベクトルを計算する．
(4) (3) で求めた各ノードの K 次元ベクトルを使い各
target type のノードのクラスタを更新する．
(5) (2) から (4) の処理をクラスタが収束するまで繰り
返す．
RankClusの処理は (2)のランキング処理部，(3) と (4) のクラ
スタリング処理部に分割できる．ランキング処理部とクラスタ
リング処理部の詳細をそれぞれ 2. 2. 1 節と 2. 2. 2 節に述べる．
2. 2. 1 ランキング処理部
RankClus でははじめに target type のノード集合 X を K
クラスタに分割し，K 個の部分グラフを構築する．Xi を i番
目のクラスタ (1 <= i <= K) に含まれる X の部分ノード集合
とすると，部分グラフは Gi = 〈Vi,Ei〉 と定義される．ただし
Vi = {Xi ∪ Y }，Ei = {〈oi, oj〉|oi, oj ∈ Xi ∪ Y 〉}である．部
分グラフ構築後，RankClus は各部分グラフ Gi の各ノードに
対して Authorityに基づくランキング関数を計算する．r⃗X(x)
と r⃗Y (y)をそれぞれノード x ∈ X とノード y ∈ Y のランク値
とする．この時，各ランク値は次の定義に基づき計算される．
［定義 1］（Authority Ranking） r⃗X(i, k)と r⃗Y (i, k)を各部分
グラフ Gk に含まれる xi ∈ Xk の yi ∈ Y のランク値とする．
この時 r⃗X(i, k)と r⃗Y (i, k)を以下の式で定義する．
r⃗X(i, k) = α
m∑
j=1
WXY (i, j)r⃗Y (j, k),
r⃗Y (i, k) = α
m∑
j=1
WXY (i, j)r⃗X(j, k) + (1− α)
n∑
j=1
WY Y (i, j)r⃗Y (j, k),
ただしパラメータ α ∈ [0，1]は任意に設定する．〈oi, oj〉 /∈ Gi
の時 WXY (i, j) = 0 となり，そうでない場合は WXY (i, j) =
woi,oj となる．
定義 1より r⃗X，⃗rY はお互いの値を入力として持つ再帰構造と
なっており，収束した r⃗X，⃗rY を獲得するまで，r⃗X，⃗rY を反復
計算する必要がある．したがって，時間計算量は O(t|E|) で t
は反復回数，ただし |E|はリンクの総数である．
2. 2. 2 クラスタリング処理部
クラスタリング処理部ではランキング処理部で求めたランク値
r⃗X(i, k)を基にクラスタの更新を行う．初めに target typeノー
ド xi がクラスタ Xk に属する事後確率 pii,k を求める．この時，
各 xi ∈ Xに対するK次元ベクトル sxi = {pii,1, pii,2, . . . , pii,K}
を計算し，クラスタの中心を求める計算に用いる．
事後確率 pii,k の計算: RankClusは mixture generative model
[5] に基づき事後確率 pii.k を計算する．pii.k はノード xi がクラ
スタXk (k = 1, . . . ,K)に属する確率である．pii,k = p(k|xi) ∝
p(xi|k)p(k) より，RankClus は p(xi|k) と p(k) を計算する必
要がある．RankClusははじめに p(xi|k)をランキング処理部
で計算した Gk 内の xi の条件付きランク値とみなす．すなわ
ち，RankClus は p(xi|k) = r⃗X(i, k) を得る．この時，エッジ
〈x, y〉 (x ∈ X と y ∈ Y )が生成する確率 p(k) を EMアルゴリ
ズム [1]を用いて計算する．結果的に RankClusは xi とクラス
タ k の組み合わせに対するの事後確率を以下の式で得る．
［定義 2］（事後確率 pii,k） pii,k を xi がクラスタ Xk に属する
事後確率とする．この時 pii,k は以下の式で定義される:
pii,k = p(k|xi) = r⃗X(i, k)p(k)∑K
l=1 r⃗X(i, l)p(l)
,
ただし，p(k) は EM アルゴリズムによって計算された確率で
ある．
クラスタの更新: 事後確率 pii,k の計算後, RankClus はクラス
タの更新をする．はじめに，それぞれの xi に対して K 次元ベ
クトル sxi = {pii,1, pii,2, . . . , pii,K}を計算する．この時，以下
の定義に基づきクラスタの中心となるベクトルを計算する．






次に各 target type ノード xi ∈ X について以下の指標を用い
クラスタの中心との距離を計算する．
［定義 4］（距離） D(i, k) をノード xi とクラスタ Xk の距離
とする，この時 D(i, k)は以下の式で定義される．









最終的に，RankClus は x ∈ X を最もD(i, k)が大きいクラス
タに対して割当てクラスタを更新する．
3 提 案 手 法
本稿では RankClusの高速化手法を提案する．提案手法の基
本的なアイデアはランキング処理部の計算量を減らすことであ
る．定義 1 より RankClus は r⃗X(i, k) と r⃗Y (i, k) を収束する
まで反復計算する必要がある．したがって，ランク値の計算対
図 2 各反復におけるランク値の変化
象である X ∪ Y のノードの数を減らすことが RankClusの高
速化に大きく寄与すると考えられる．















［定義 5］（変化率） t 回目の部分グラフ Gk 内のノード xj の









Pk = {u ∈ Vk|Θ(u, k) >= λI},
ただし，Θ(u, k) = |{R(t)(u, k)|R(t)(u, k) < λR for t =
1, . . . , t}| である．この時 Θ(u, k) は t 回目の反復までで変






Input: G = 〈V,E〉, クラスタ数 K, λR,λI
Output: クラスタ Xi(i = 1, 2, · · · , K), ランク値 r⃗X ,r⃗Y
// Step 0: 初期化
1: t = 0.
2: 初期 K クラスタ X(t)1 , X(t)2 , . . . , X(t)K の生成.
3: X
(t)




// Step 1: 各クラスタに対するランキング
5: for i = 1 to K do
6: for each xj ∈ Xi and ys ∈ Y do
7: 定義 1 よりランク値 r⃗X(j, i) と r⃗Y (s, i) の計算.
8: 5 より変化率 R(t)(s, k) の計算.
9: end for
10: end for
// Step 2: クラスタの中心の計算
11: for i = 1 to K do
12: for xj ∈ Xi do
13: 定義 2 より pij,i の計算.
14: end for
15: 定義 3 よりクラスタの中心 s⃗Xi の計算.
16: end for
// Step 3: クラスタの割当
17: for each xj ∈ X do
18: for i = 1 to K do
19: 定義 4 より距離 D(j, k) の計算.
20: end for











// Step 4: 枝刈り
24: for i = 1 to K do
25: X
(t+1)
i と Y からサブグラフ G
(t+1)
i の構築.
26: 定義 6 から Pi を導出.




29: t = t+ 1.
30: until クラスタが収束.
4 評 価 実 験
4. 1 実 験 環 境
提案手法と RankClus を C++11(gcc 4.8.5) で実装し，In-
tel(R) Xeon(R)E5-1620 3.50 GHz CPU，128 GB RAMを搭
載した CentOSサーバで実験を行った．パラメータ αは 0.95
とし，枝刈りにおけるパラメータは λR = 0.8，λI = 5とする．
4. 2 データセット
本実験では RankClus [10] で用いられた 5 種類の人工 Bi-
Type Information Network を利用した．各データセットは
45 個の target type ノード，2,000 個の attribute type ノー
ドを持ち，クラスタ数 K=3 とする．3 つのクラスタ X1，X2
，及び X3 はそれぞれ 10，20，及び 15個のノードを持つ．上
記の設定に基づきエッジ密度を表現するパラメータ P とク
ラスタ間の分離度を表現するパラメータ T を変化させ 5 つ
のデータセットを作成する．P が大きいほどクラスタ内の接
続が強く，T は大きいほどクラスタの独立性が高まる．Y を
attribute type ノードとした時，P = [P1，P2，P3] はそれぞ
れ X1 ∪ Y , X2 ∪ Y，及び X3 ∪ Y 内のエッジの数とする．
T = [T11, T12, T13;T21, T22, T23;T31, T32, T33] は 2 つのクラス




T = [0.8，0.05，0.15; 0.1，0.8，0.1; 0.1，0.05，0.85]
• Dataset2: 中程度に分離していて低密度なデータセット
P = [800，1300，1200]，
T = [0.8，0.05，0.15; 0.1，0.8，0.1; 0.1，0.05，0.85]
• Dataset3: 中程度に分離していて高密度なデータセット
P = [2000，3000，4000]，
T = [0.8，0.05，0.15; 0.1，0.8，0.1; 0.1，0.05，0.85]
• Dataset4: 大きく分離していて中密度なデータセット
P = [1000，1500，2000]，
T = [0.9，0.05，0.05; 0.05，0.9，0.05; 0.1，0.05，0.85]
• Dataset5: 大きく分離していて低密度なデータセット
P = [800，1300，1200]，







































図 4 実 行 時 間
4. 4 効 率 性
4. 2節の 5つのデータセットを用い提案手法と RankClus ア
ルゴリズムの実行時間を比較した．図 4に各人工データセット
に対する実行時間の比較結果を示す．実験結果より，提案手法
は RankClus より約 30%高速であることが確認できた．
4. 5 正 確 性
提案手法のクラスタリング精度について確認した．精度を
測る指標として，我々は 4. 3節に述べた NMIを用いた．評価
では，各データセットに対する正解クラスタリング結果と提案
手法と RankClus のクラスタリング結果を比較した．図 3 は
各データセットに対する NMIの結果を示す．図 3 より提案手
法は，RankClus と比較して高い近似精度であることが確認で
きる．
表 3 DBLP データに対するランキングとクラスタリング結果．
ランク クラスタ 1 クラスタ 2 クラスタ 3 クラスタ 4
1 SIGMOD KDD SIGIR NIPS
2 VLDB ICDM TREC ICML
3 EDBT SDM ECIR UAI
4 PODS PAKDD JCDL COLT





会型 Bi-Type Information Networkを構築した．DBLP から
20の代表的な国際学会の出版リストを収集し，20の学会で少
なくとも 2つの論文を発表した 5,639人の著者を抽出し，図 1
の例と同様に関係性を定義した．表 3 は提案手法による 20の
国際学会のランキングとクラスタリングの結果を示 す．表より
提案手法は近似アルゴリズムであるにも関わらず適切な処理を
行えることが確認できた．特に，クラスタ 1, 2, 3および 4 は
それぞれデータベース，データマイニング，情報検索，そして
機械学習の分野に分けられていることが分かる．興味深いこと
に，提案手法では ECML(European Conference on Machine
Learning)という「機械学習」を名称に含んだ国際会議をクラ
スタ 4 (機械学習クラスタ)ではなくクラスタ 2 (データマイニ
ング)に振り分けた．この理由は明らかで，ECMLは 2008 年
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