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Abstr a ct
ln もhe 丘nite ele ment a nalysis for physic alphe n o m e n a, itis im po rta nt to u s ethe 五nite ele m e nt m e sh s o
a sto c aptu r e s o m ef atu r e s ofthe m re a5 0n ably･ Re c e ntly' the adaptiv e finite ele m e nt m ethod ba s ed o n a
po ste rio ri e r ro r e stim atoris worthy ofatte ntio nfr o mboth m athe m atic al a nd c o mputatio n alpoints ofvie w ･ In
this pape r w e c o n side rthe pe rfo r m a n c e ofs o m e str ategie sfo rthe adaptiv e m e sh- r e点n e m e nt oftria ngulatio n s
iⅢ this m et hod.
1 は じめに
有限要素解析にお けるメ ッ シ ュ に つ い て , メ モ リ等限り
ある コ ン ピ ュ ー タ 資源 の有効利用や, よ り精度の 高い計算
を行 うため . 一 様 に細か く要素分割を行うの で はなく, 与
えられた問題に適合させ るようなメ ッ シ ュ の 作成, 例えば
物理量の変化が激 しい部分に節点を集中させ るようなアダ
プテ ィブ有限要素法の研究が盛んに行われて い る. しか し,
物理量分布の 予測に よるもの や, 領域 の形状に のみ適合 し
た メ ッ シ ュ 分割など, 解析者の経験に左右された り, 必ずし
も問題に適合 しない方法が主 に扱われて い る . 本研究で は,
有限要素解の事後誤差評価の 研究[7]をふま え, Poiss o n方
程式に つ い て Ve rfiirth が示 した指標[1]を用い る ことに よ
り事後誤差評価に よるア ダプテ ィブ有限要素メ ッ シ ュ の 自
動作成, 及びメ ッ シ ュ を作成する際に用いた いく つ か の 要
素分割法の評価を行 っ た .
2 モ デル問題
oを R2の 連結有界多角形領域 と し, そ の境界 をrとす
る. 0の 開部分集合LJと そ の境界7 :- ∂LJに つ い て 通常 の
Lebesgue 空軌 Sobole v 空間 L
2
(LJ), L
2(7), H
l
(LJ)を定義
し, ノ ル ム をそれぞれII･Ilo,2;LJ,‖･lLo,2;↑,=･Ill,2;山 と する I
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本研究では , fl における D irichleしNe u m a n n混合型境界
条件を持 つ Pois s o n方程式 を考え る.
i一l iー!.
o n r上) .
o n rN .
た だ し
,
r - I
I
D U rN ,rD n rN - 0 で あり , rD はrに対
して閉で, 正 の長さを持 つ とす る . こ こ で , f ∈ L
2(o),9 ∈
L
2
(rN)を仮定する.
空間 X を次の ように定義す る.
x :- (v ∈ H l(o)(v - o o n rD)
こ こで問題(E)に対す る弱形式は次の 様に書ける ･
(Ⅲ)
ただ し
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Find ･u, ∈ X s u chthat.
a(.u, u) - < F,
′
t, >
∀
,
u ∈ X .
a(u , v) =/n ∇ u ･ ∇･u dx .
･ F, v , -/nfvdL, +/r)v g ′Uds ･
(Ⅲ)は
一 意解 を持 つ ･
3 有限要素法
Th(h > 0)を 0 の 三 角形分割とする . こ こ で Th の要素
Ti は閉三角形 で あり, そ の 数を NT とする . 分割は次の 1)
か ら 3)の 条件 を満たす.
N T
1)自 は 自 エ リTi と 分割され る ･
i = 1
2)要素の 内点集合は int Ti n int Tj - ¢(i≠j) を満
た して い る .
3)Tin Tj(i≠3
'
)は空集合か, 共通の 1頂点か, 共 通 の 1
辺 で あ る .
以下 , 三角形分割 の族 Th は正則と仮定する , 即 ち, 佳意の
要素 T ∈ Th の任意の 角0 に対 し, 0≧0. > 0を満たす定
数β｡ が存在する .
問題(Ⅲ)に つ い て, 三角形
一 次 要素を用い る有限要素近
似を行う, 上記 の 定義を前提 と し, 次 の 有限要素空間を定
義す る.
X h :-(vh ∈ C(良)IvhIT ∈ Pl(T)
∀
T ∈ Th,
vh - O o n rD)
こ の とき
,(Ⅲ)に対す る近似問題は次の ように表される .
(rib)〈
Find u h ∈ Xh Suchthat
a(uh, Vh) - < F, vh > ∀vh ∈ Xh,
近似問題(Ⅲh)の解 は存在 し, 一 意 で あ る(【8】等)･
4 誤 差の 指標
近似問題(Ⅲh)の 有限要 素解 uh の事後誤差評価を得るた
め には
, 有限要素解の 他, 与 えられたデ ー タ(メ ッ シ ュ デ ー
タ や境界条件等)より計算され る正確な誤差の 指標が必要
である .
4. 1 記号の 定義
T∈ Th に対 して , E を Tの 1 つ の 辺 とする ･ lT[,hT,hE
を それ ぞれ T の 面積, T の 最長辺 の 長さ, E の 長さとす る.
ま た
,
n E を E と直交す る単位 ベ ク ト ル と し, 辺 E を横切
る値の 差
[p]E : -
t*. や(I + tn E)-t王忠 p(I
- tn E)
∀
x ∈ E
-34-
を定義する . 各要素 T ∈ Th に対 して , そ の 要素の 辺 の 集
合をf(T)と し, 三角形分割 Th の 辺全体の集合
fh ‥- U f(T)
T∈7Th
を定義する . また, fh を次 の ように分割する .
fh - fh,ロ リfh,D Ufh,N
た だ し
Ch,D :- (E ∈ChlE ⊂ rD)
fh,N :- (E ∈fhlE ⊂ rN)
すなわち,fh,D,fh,N はそ れぞれ D irichlet境界, Neu m ann
境界上 の 辺 の 集合で ある.
さ ら に, T ∈ Th と辺を共有する三角形要素全体の領域
LJT を次の ように定義する .
uT ‥エ リ T
'
E(T)nf(T')≠¢
Fig･4.1 u T
4.2 残差事後誤差指標
問題(E)の 条件の 元で, 次 の 2 つ の 評価が成り立 つ ･
Pr opo sitio n 4.1.
u
,
uh を それぞれ(rI),(rib)の 解とするとき, 任意の w ∈
X につ い て 次の 評価が成立する . た だ し, Co は 0 と rD
に の み依存する正定数で ある .
sup (< F, w > - a(uh, W))
w ∈X ,flu)ll, 2;∩ - 1
≦llu - uhlfl,2;n
≦(1 +C昌) s up (< F, w > - a(uh, W))
w ∈X,Hw"1 , 2;n - 1
Pr oof. ) u ∈ X,uh ∈ Xh を それぞれ(Ⅲ),(rib)の解とす
ると, 次式が成り立 つ ,
∇(u - uh)･ ∇ w d3: - < F, w > - a(uh, W)
∀
w ∈ x .
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こ こ で
, Schw ar z の 不等式 より
∇v , ∇ w dx <_H∇v[lo,2;0
･ll∇ wIo,2;0
≦‖州1,2;0 ･llwltl,2;0
で あ るか ら
,
w 6 X,.,
S
wIF,2 ; n= 1/0 ∇v . ∇w dx ≦llv‖1, 印
が成 り立 つ .
一 方 Poin c a r6- Friedrich の 不等式より
tlv lf
,
2;0 ≦‖vL[Z,2;0 +"∇vilo,2;f2
≦(1+ C&)Il∇v[lo, 紳
- (1 ･ C&)/o ∇v ･ ∇v dx
で あ り
,
こ こ で w = - ｣ ｣- と取ると
=vlrl,2;n
‖vIIl,2;0 ≦(1 .C&)/o ∇v ･ ∇ w dx
を得 る, v ∈ X よりw ∈ X ,Hwll,2;n - 1 な の で
･vI[1,2･,0 ≦(1 I Ca)
w ｡ x,..
s
wlだ.2;n = 1/0∇v I ∇w dx
が成 り立 つ . ⊂コ
Propo sitio n 4. 2.
uh を(Ⅲh)の解 とす るとき, 任意 の w ∈ X につ い て 次
の 評価が成立す る . た だ し, Cl は Th の最小角の 大きさの
み に依存する正定数 で ある .
< F, w > - a(uh, W)≦ Cl lwLll,2;0〈去 伽l'Z･2;T
+ ∑ hEIl9 - nE ･ ∇uh[[Z,2;E
E ∈fh , N
･
EES
,
N
hE.･[n E ･ ∇uh]E･･Z,2;E)
1′2
Propositio n 4.1, 4.2 よ り次 の評価 を得る ･
llu - uhIIl,2;0 ≦ C2(T;T^ hi.,I..Z･2;T
+ ∑ hE[l9- nE ･ ∇uhfl呂,2;E
E∈Eh
,
N
･
EE;
,
N
hE･.[n E ･ ∇uh,E,･Z,2;E)
1′2
(4･1)
ただし, C2 - Cl(1 + C昌).
Verftirth は
, 近似問題(Ⅲh)に対する誤差の指標と して ,
個々 の 要素 T ∈ Th に対 して残差事後誤差指標 りR,T を次
の ように定義 した【叶
(
1
h叩R,T := 引IfT[IZ
,
2･
,
T
+妄 ∑ hEIJ[n E . ∇uh]El侶,2;E
E∈C(T)nth , f}
･
E｡f(;nth , NhE.,gE
- nE
･ ∇uh.1372;E)
1′2
ただ し
JT :-古/Tfdx , gg ‥-左上9ds
こ の 他 T は有限要素解 uh, メ ッ シ ュ デ
ー タ と問題 岬)に
お い て 与えられたデ ー タf, 9 に よ っ て 各要素ごと に計算
するこ とができる･ こ こ で, qR,T の 第 1項は三角形要素丁
自身に固有の値で あり, 第 2項は隣り合う要素か らの 寄与,
第3項は Ne u m a n n境界条件か らの 寄与であ る.
qR,T を用い て ,(4･1)式は次の(4･2)式の ように表すこ と
が できる . (4.2)式よ り, 有限要素解 uh の H
l
- ) ル ム 誤差
は TIR,T に よ っ て お さえ られ る ことがわ かる.
〈主税TIIu - uhll,2;n ≦ C2 ヽ T∈Th
+ ∑ 埠‖f - JT=岩,2;T
T∈Th
+ ∑ hEIIg - gEll呂,2;E
E∈Ctt
.
N
(4･2)式を含め, 7 R,T の 誤差 の指標と して の 正当性は, 吹
の定理 で保証される .
The o r e m4.3.(Ve rfarth[1】)
口 u, uh を それぞれ(Ⅲ),(Ⅲh)の解とするとき, 全 て の T ∈
Th に つ い て, 次 の評価が成立する. た だ し, C,Q は Th の
最′ト角の 大きさの みに依存する正 定数で ある.
Ilu - uhI]1,2;∩ ≦ e(TSTh 撮r
+ ∑ 埠‖f - JT‖岩, ;T
T ∈
′
れ.
+ ∑hEll9 - 9E略2;E
E∈fh
.
N
1/2
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7 R ,T ≦Q "u - uh略2;u T
+ ∑ 埠′llf - fT,‖岩, ;TI
T /⊂w T
･
E∈E(;nth , NhE.l9 -I.g･2;E〉
1′2
｡
Re m a rk 4.4 .
有限要素法で用 い られ る三角形分割に つ い て, 極端に角
度の 大き い角を持 つ 鈍角三角形要素や, 極端に短い辺 を持
つ 鋭角三角形要素が存在するこ とは好まれない . こ の よう
な三角形要素が存在する目安の 1 つ と して, 三角形分割に
お け る最小 角の大きさに注目する こ とが できる . T he orem
4,3 で は
, 最 小角 の 大きさの み に依存する定数を用 い て 誤
差 の 指標が上 下 か ら押え られて い る. □
5 有 限要素メ ッ シ ュ の作成
5. 1 事後誤差 評価
ある三角形分割 Th にお ける(Ⅲh)の 近似解 u h を得たと
き, 多く の 問題 で は厳密解を解析的に求め る こと は難 し い
の で
, 近似解 u h の 誤差を直接計算する ことは できない . そ
こ で T heorem 4.3 をふ ま え, 7 R Tを各要素に つ い て計算す
る こと によ っ て 近似解 の Hl - ノ ル ム 誤差を見積もる こと を
考える . 一 般 に有限 要素法で はメ ッ シ ュ を細か くするほ ど
近似解が厳密解 に近 づく こ と が保証 され て い る . そ こ で ,
17R Tの 大き い要素が近似解の H l - / ル ム誤差が大きい 要素
で あ ると見当を つ け, そ の 要素付近 の メ ッ シ ュ を細か くす
る こと に より, 解 に適合 した有限要素メ ッ シ ュ を作成する
こ とが で き, 近似解の 精度を上げる こ とができる.
5.2 有限要 素メ ッ シ ュ 自動作成の 流れ
メ ッ シ ュ 自動作成 1 ステ ッ プの流れ
1･ 初期メ ッ シ ュ 7? を構成する , k ト 0.
2 ･ 三 角形分割 Th
k に お ける有限要素解 uh を得る.
3 ･ uh の , 各要素 T ∈ Th
k に つ い て の 誤差 の指標 qR,T を
計算す る .
4･ り ‥=
T
m
E顎りR･T を計算
し
,
7 R,T ≧ Kり (0 < K < 1) (5･1)
を満たす要素 を分割要素と して 取 り上げる. (選択要
素と 呼ぶ こ と にす る.)
51 選択要素が決定した Th
k に対 して定められ た要素分割
法を用 い て メ ッ シ ュ 作成を行い, Th
k+ 1を得る ･
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6. k ( k+ 1.
7. go to2.
初期メ ッ シ ュ に対して こ の ス テ ッ プを繰り返すことにより,
解に適合した有限要素メ ッ シ ュ を自動的に作成 して いく こ
とが できる.
5.3 アダプテ ィ ブメ ッ シ ュ 分割法
5.3.1 基本となる分割
1 つ の 三角形要素に対する基本的な分割を定義する .
1. r ed 分割
3 辺の 中点を結ぶ こ とにより合同な4 つ の 三角形に分
割する.
2. blll e分割
まず 2辺 の 中点を結び
,
そ の 内 の 1 辺(例えば, 長い
方)の 中点か ら相対する頂点を結ぶ ことによ っ て 3分
割する.
3, gr e e n分割
1辺(例えば m ark 辺や最長辺)の 中点と, 相対する頂
点を結ぶ こ とによ っ て 2分割する .
-十､÷-/丁 ､ ､ _gre e n
Fig.5.1 基本となる分割
5.3 .2 lla mgl ng n ode
三角形分割中の ある要素の 頂点が他の 三角形の 辺上にあ
るとき
,
こ の 頂点を hanging n ode(nonco nfor ming n ode)
と して定義する.
Fig･512 hanglng node
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5･3 .3 r egula r 分割法
選択要素に つ い て r ed 分割をほ ど こす こ とに より, メ ッ
シ ュ 作成を行う. 選択要素が 4 分割され る の で細分化 ス
テ ッ プ数が少な い 反 面 , hanging n ode も多く発生 するた
め
, そ の 処理が難 し い . hanging node の 処 理に よ っ て様 々
な種類が存在するが, 本研究で は red分割と gre e n分割 の
み を用 い て banging node を処 理する方法【2】を用い た .
分割の読れ
1. 選択要素の処理
選択要素を r ed 分割す る.
2･ ha ngin g n ode の 処理
(1)hanging n ode が 2個以上 ある要素を red分割する
(新た に ba nging node が発生す る可能性が あ る).
hangin g n ode が 2個以 上 ある要素が なくな るまで
繰り返 し行う.
(2)(1)の 作業が終了 した 乳 残 っ た ha nging n ode が 1
個の 要素を gree n 分割す る.
要素分割を 1 ス テ ッ プ進ませ た例を次の Fig.5.3 に示す .
Fig.5.3 regular 分割法の要 素分割例
こ の 方法では作成され る三角形分割の最小角の 大きさが
次第に小 さくな っ て しまう可能性がある. こ れ に対 し, 最
小 角の 大きさを保存 した regular 分割法も考案され て い る
【1,5].
5.3 .4 m a rked edge 分割法
個 々 の 三 角形要素 の属 性と して 1 つ の 辺 をそ の 要素の
m a rk 辺 と して 定め て お き, 選 択要素の m ark 辺 に対し て
gr e e n分割をほ ど こす こ とに よりメ ッ シ ュ 作成を行う【3,4].
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こ の 方法の特徴は分割に より生成する要素の 形が判断でき,
どんなにメ ッ シ ュ 作成 ス テ ッ プを重ねても三角形分割の最
小角が保存され , い び つ な形の 要素ができな い こ とである .
そ れ に対し, 細分化 ス テ ッ プ数は多くなる .
基本分割
1. m a rk 辺 に対 して gr e n 分割する.
2 ･ 発生 した子要素の m a rk 辺 と して
, 元 の親要素の m ark
辺 以外の 2 辺 をそれ ぞれ指定する .
m a rked edge
Fig･5.4 m arked edge分割法の基本分割
分割の流れ
1. 選択要素の処理
選択要素に つ い て 基本分割を行う.
2. ba ngin g n ode の処理
(1)個数に関係なく ha nging node が m ark 辺以外の辺
上にあるときは
,
まず基本分割を行 っ て 子要素を作
り(子要素の m ark 辺上 にba皿ging n ode が ある状態
にする), さらに基本分割を行う(Fig.5.5). 該当する
要素がなくなるま で繰り返 し行う.
(2)han由ng n ode が 1個 でか つ m ark辺 上にあ る要素
に つ い て
,
基本分割を行う.
hanging n ode
Fig･5･5 banging n ode の 処 理(右側 の 要素に つ い て)
5.3 .5 m odi丘ed qu adtr e e法
regular 分割法と m arked edge分割法が三角形要素を基
本と して 考えて い た方法であ る の に対 し, こ の 方法は四角
形領域を基本と して と らえる. qnadtree 法[6】では三角形
要素と四角形要素を混在させて有限要素計算を行 っ て い た
が , 本研究で は四角形要素も三角形要素に分割する ことで
領域の 三角形分割を実現する m odi丘ed qu adtre e法と して
応用 した . こ こ で は四角形領域を正方形領域と して 分割方
法を説明す る.
基本分割
相対する辺 の 中点を結ぶ こ とによ っ て合同な4個の正方
形領域に分割す る .
Fig.5.6 m odi丘ed qu adtree法 の 基本分割
分割の流れ
1. 選択要素の 処理
選択要素を含ん だ正 方形領域に つ い て基本分割を行う .
2. 正 方領域の完成
ban由ng n ode が 3個以上または同じ辺 に2個以上あ る
正方形領域に つ い て 基本分割を行う(新た に han由ng
node が発生する可能性が ある). 該当す る正方形領域
がなくなるま で繰り返 し行う.
3. 三 角形分割の 完成
(1)ha nging node が 1個または 2 個の 正方領域に つ い
て は
,
正 方形領域を三角形要素に分割する際の 工夫
によ っ て 処理する(Fig.5.7).
(2)hanging node を持たない正方形領域に つ い て , 対角
線を引く こと によ っ て 2個 の 三角形要素に分割する
(Fig･5･8)･
こ の 方法は選択要素を含む正方形領域を4 分割するの で
細分化 ス テ ッ プ数が少 くな ると同時に, 生成する三 角形要
素の形 が決ま っ て い る の で 三角形分割の最′ト角 の 大きさは
保存され る .
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(a) (b) (c) (d)
二≡二二
(a)hanging node が 1個
(b)b弧 ging node が隣り合う2辺 に2個
(c)banging n ode が向か い合う2辺 に 2個 そ の 1
(d)hanging node が向か い合う 2辺 に2個 そ の 2
Fig.5.7 hanging node を持 つ場合の
三角形分割
-
I ,:_
t
T
Fig.5.8 hangi ng nOde を持たない場合の
三角形分割
要素分割を1 ス テ ッ プ進ませ た例を次の Fig.5.9 に示す.
(a) (c)
(a)正方領域(斜線部が選択要素を含む領域)
(b)(a)に対応する三角形分割(斜線部が選択要素)
(c)選択要素を考慮 し,(a)より1 ス テ ッ プ進ませた正 方
領域
(d)(c)より作成され た三角形分割
Fig.5 .9quadtre e法の 要素分割例
ア ダプ テ ィ ブ有限要素法 に 対す る メ ッ シ ュ 生成法 の 評価
6 数値実験の結果
次の ような厳密解を持 つ 問題に つ い て 数値実験を行 っ た .
1. 正 方形領域 にお け る鋭い ピ ー ク を持 つ 問題
2. 正 方形領域 にお け る直線型段差を持 つ 問題
3. 正方形領域にお け る曲線型段差を持 つ 問題
初期メ ッ シ ュ を Fig.6 .1 の ようにと る. 問題デ
ー タ を Ta-
ble 6. ト 6.3 に 示す. ま た
,
Fig.6.2, Fig.6.7お よび Fig･6･12
は各問題の厳密解を示 して い る. regular 分割法, m arked
edge 分割法お よ び m odi鮎d quadtre e法に つ い て , 節点数
の増加に よる誤差 の変化 を見るために, 節点数と正規化さ
れ た Hl- ノ ル ム誤差Ilu - uhlll,2;n/IIu=1,2;0 の 関係 の 両対
数グ ラ フ を Fig.6.3, Fig.6.8 お よび Fig.6.13 に示 し,
一 様
メ ッ シ ュ(u nifo r m)で の 結果やあわせ て表 してお い た ･ ま
た , 各要素分割法 ごと に作成された節点数 10 0 0前後の 三
角形分割を Fig.6.4 - 6.6, Fig･6･9 - 6･1 1お よび Fig161 4 I
6,16 に 示す . 同時に , 三角形分割の デ
ー タ と して メ ッ シ ュ
作成 ス テ ッ プ数, 要素数, 節点数, 最小角の 大きさを各三角
形分割図 の 下 に記 して おく . なお,(5.1)式におけ る K の
値は O.5 と した【1,2]･
o 0,2 0.4 0,6 O,8 1
x-axis
Fig.6.1 初期メ ッ シ ュ
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6. 1 問題1 正 方形領域における鋭い ピ ー クを持
つ 問題
Table 6.1 problem data
Fig.6.2 exa ctsolutio n
1 10 1 00 10 00 1 00
n u mbe r of n ode s
Fig.6.3 β
~1
- ノ ル ム 誤差
0 0.2 0.4 0.6 0.8 1
x-axis
7 steps, 1944elem ents, 981nodes, 7.13 degr ee
Fig.6.4 regular 分割法
0 0.2 0.4 0,6 0 .8 1
x-axis
12steps, 1576ele ments, 797 nodes, 4 5degre e
Fig.6.5 m arked edge 分割法
0 0,2 0.4 0.6 0.8 1
x-a xis
7steps, 1688ele m ents, 8 5 7n odes, 26.57 degre e
Fig.6 .6 m odi丘ed qu adtr ee 法
6.2 問題 2 正方形領域に おける直線型段差を持
つ 問題
Table 6.2 problem data
Fig.6.7 exa ctsolutio n
1 10 1 00 1000 100I
n u mbe r ofn ode s
Fig.6.8 H
l
- ノ ル ム 誤差
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0 0.2 0.4 0.6 0.8 1
x- aD(i$
l lsteps, 2 2 40 ele ments, 1 135 n odes, 3･03 degree
Fig.6.9r egula r分割法
O 0.2 0.4 0.6 0.8 1
x- axis
llsteps, 162 4elem e nts, 829 nodes, 45 degre e
Fig.6,1 0m arked edge分割法
0 0.2 0.ヰ 0.6 0.8 1
x-axis
5steps, 15 84 elem ents, 82 1nodes, 26.57 degre e
Fig.6.l lm odi丘et qu adtre e法
6.3 問題3 正方形領域に おける曲線型段差を持
つ 問題
Table 6.3 proble mdata
Fig.6.12e x act solution
1 0 100 1 0 W 1(Xン
n urnbe r of n ode s
Fig.6.13 H
l
- ノ ル ム 誤差
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0 0.2 0.4 0.6 0.8
x-axis
9steps, 2322ele ments, 1 180n odes, 3･69 degre e
Fig.6.14r egular分割法
o o.2 0.4 0,6 0,8 1
x･ axi$
l lsteps, 182 0ele m ents, 933n odes, 45degree
Fig.6.15 m a rked edge分割法
o o.2 0.4 0.6 0.8 1
x-zLXis
7steps, 2 16 elem e nts, 1 11 3modes, 26･5 7degre e
F ig.6.16 m odi丘ed quadtree 法
7 アダプテ ィ ブ有限要素メ ッ シ ュ 生成
法の比較
7.1 Hl- ノ ル ム比較
節点数 1089 にお ける, 各要素分割法で作成されたメ ッ
シ ュ に よる Hl - ノ ル ム 誤差の 相対評価を,
一 様メ ッ シ ュ で
の H1 - ノ ル ム誤差を 1と して Table 7.1 に 示す. ま た, 節
点数 1089 の 一 様メ ッ シ ュ で の Hl - ノ ル ム 誤差 の精度を実
現するために必要な, 各要素分割法で作成され たメ ッ シ ュ
の 節点数をTable 7.2 に示す , 参考と して, 節点数 1089の
一 様 メ ッ シ ュ を Fig.7.1 に示 しておく･
問題番号(節点数) 1(1089) 2(1089) 3(1089)
regula r 0.689 0.261 0.960
m arked edge 0.366 0.2 04 0.580
m odi丘edq11adtre e 0.20 7 0.319 0.493
Table7.1 一 様 メ ッ シ ュ に対する Hl - ノ ル ム 誤差
の相対評価
問題番号(節点数) 1(10 89) 2(1089) 3(10 89)
regula r 636 2 04 648
m arked edge 227 2 78 450
m odi丘ed quadtree 263 399 394
Table 7.2 一 様メ ッ シ ュ の Hl - ノ ル ム 誤差精度
実現に必要な節点数
o o.2 0.4 0.6 0.8 1
x
-
a3(is
Fig.7.1 節点数 1089の 一 様 メ ッ シ ュ
Table 7.1, Table 7.2 に挙げた通 り, 具体的な値と して 節
点数1089 の 一 様 メ ッ シ ュ を基準に考察すると, 他の 要素分
割法に対して解の Hl- ノ ル ム 誤差が大きい 問題 1と3 にお
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10 100
n u mbo r ofn ode s
r egular 分割法
1 000 10000
1 0 100
n u mbe r ofn ode s
m arked edge分割法
1 000 10000
10 100
n u mber oln odo s
1000 1 0000
m odi丘ed qu adtre e法
Fig.7.2 K の 値による Hl- ノ ル ム 誤差 の 比較
け る regula r分割法を除き, 一 様 メ ッ シ ュ に よる有限要素
解の Hl - / ル ム誤差を 1と したときの 各要素分割法に よ
り作成された三角形分割による有限要素解の Hl- ノ ル ム 誤
差は, Table 7.1 よ り問題1と 2 で 0.2 04 - 0.36, 問題 3 で
も0.493- 0.580 とな っ て い る . 同様に問題 1と 3における
regular 分割法を除くと, Table 7.2 の節点数の評価か ら 一
様メ ッ シ ュ の 節点数に対し問題 1と 3 では19 %- 37%, 問
題3 でも36% - 4 1%の節点数で 一 様 メ ッ シ ュ と同 じ大きさ
ま で Hl- ノ ル ム の 誤差が抑えられ い る . こ れら の 点か ら,
本研究で取り上げた事後誤差評価に よるアダプテ ィブ有限
要素法の 有効性が確認 できた .
ま た
,
細分化 ス テ ッ プ の増加に対 しHl - ノ ル ム 誤差が 一
様 に小さく な っ て いく こ とが望ま しい が, 問題 1(Fig.6.3)
の ように Hl- ノ ル ム誤差の大きさが振動する場合もあ る.
こ の ような現象が起こる の は細分化1 ス テ ッ プにお い て選
択要素の 数が多くな りすぎるの が原因で はな い かと考え,
選択要素の数を抑えるために(5.1)式にお ける K の 値を
変えて数値実験を行い , 比較した . K - 0.5 と K - 0.8 に
つ い て
, 節点数の増加に対する Hl- ノ ル ム誤差の推移を各
要素分割法ごとに比較 した結果は Fig.7.2 の 通 り で あ るが,
こ の ように K の値をより大きく してみても
, 節点数の増加
に対する Hl - ) ルム 誤差の 推移は K = 0.5 の 時と比 べ て
目立 っ た変化はなく, 期待 した効果は現われなか っ た .
7.2 メ ッ シ ュ の 整合性
各要素分割法に よ っ て作成された領域の 三角形分割の
見た目に つ い て 考察すると, 各要素分割法とも節点が厳密
解にお い て 値の 変化の 激し い部分に集中して お り, ア ダプ
テ ィ ブ有限要素メ ッ シ ュ の 自動作成が成功 して い る ことが
わか る. た だ
,
m a rked edge 分割法による三角形分割の 最
小角が 45度, m odi鮎d qn adtre e法が 26.57度と定ま っ て
い るの に対 し,r egular 分割法は極端に小 さい 角度を持 つ 三
角形要素が生 じ, 見た目 にも違和感が ある.
ま た
,
あ る ス テ ッ プで の三角形分割 Th
k に対し, 定められ
た要素分割の作業を1 ス テ ッ プ行うこと により, 次 ス テ ッ
プ の 三角形分割 Th
k+1 が得られたとするとき, Th
k と Th
h+1
の 関係を Th
k ゴ Th
k+1 と書く こと にする･ さらに, そ れぞ
れ の三角形分割に対応して 有限要素空間 Xhk, Xhh+1 を定
義する . こ の とき, あ る段階の 三角形分割 Th
k に おける有
限要素解 uh を事後誤差評価して い る の で , 分割を 1 ス テ ッ
プ進め て Th
k+1 を作成する際に,
Th
k
jTh
k+1
⇒ xhk⊂ Xhk+1 (7･1)
を満たさなければ有限要素解の 精度が向上する保証がな い
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とも考え られ るが , 実際には満た さない modifiedquadtree
法 で も問題なくア ダプテ ィブ有限要素法が行われ て い る.
要素分割法の 違い に よるメ ッ シ ュ の 整合性に つ い て の 比
較を , Table 7.3 に まと めて おく.
要素分割法 最小角 (7.1)式
regular 分割法 極めて小 満たす
m a rked edge 分割法 ･ 45度 満たす
m odi丘ed quadtre e法 26.5 7度 満た さない
Table 7.3 メ ッ シ ュ の 整合性
7.3 まとめ
各要素分割法の 比較 し, 数値実験の 結果に見られ る各要
素分割法の特徴をま と めておく .
r eg11a r分割法 三 角形分割の 最小 角が次第に小 さくな っ
て しまうた め Re m a rk4.4 で述 べ た ような, 極端に小
さい角度を持 つ 鋭角三角形が生 じ, 作成され た三角形
分割の 見た 目 に も違和感が ある . 特に, 問題 1 では他
の 要素分割法 より Hl- ノ ル ム 誤差が大き い値 で推移 し
て い る .
m a rked edge 分割法 細分化 ス テ ッ プ数は多くなるが, 節
点数の 増加に対 しほぼ 一 様 に H l - ノ ル ム 誤差が ′トさく
な っ て い る . 特 に , どの 段 階の 細分化 ス テ ッ プ で の 三
角形分割 にお け る有限要素解を計算しても, 常に 一 様
メ ッ シ ュ よ りも H l - / ル ム 誤差が小さくな っ て い る の
は m arked edge分割法だけ で あり, こ の 点 でも本研究
で取り上 げた要素分割法の 中で最も信頼ので きる方法
で あ ると考え られ る.
m odi丘ed qu adtr e e法 細分化 ス テ ッ プ数が少 ない こ と
が 大きな特徴 で あ り, 特に問題 2 では m arked edge
分割法が 12 ス テ ッ プ で節点数 79 7 である の に対 し,
m odi丘ed qu adtree 法 で は 5 ス テ ッ プ で節点数857 と
な っ て い る. し か し, 現在 の と こ ろ四角形領域以外 -
の適用が難 しく, 今後更なる検討の必要が あると思わ
れ る .
8 おわりに
本研究では ア ダプテ ィブ有限要素法にお ける
,
メ ッ シ ュ 自
動作成 のた め の い く つ か の要素分割法に つ い て 比較検討 し
たが
,
と りあげた 3 つ の要素分割法の 中で m arked edge分
割法が最も信頼 で きる要素分割法であ ると考えられ る . し
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か し
,
m arked edge分割法は要素細分化 ス テ ッ プ数が他の
要素分割法と比 べ て多くなる傾向があり, 各細分化 ス テ ッ
プにお い て まず有限要素解を求めなければ事後誤差評価す
る ことが で きない と い っ た, 本研究の ア ダプテ ィブ有限要
素法にお い て, 細分化 ス テ ッ プ数が少ない の にもかかわ ら
ず Hl - / ルム 誤 差が抑え られる m odeified quadtre e法も
魅力であ り, 四角形領域以外 - の 適用を考えるなど, さら
に検討 して い く必要があると思われる ,
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