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Abstract- -Var iable step size, variable order (VSVO) Adams codes are very effective for solving 
initial value problems for first-order systems of ordinary differential equations. The theory of fixed- 
order codes is classical, but when the order is varied, there is no theory explaining fundamental issues. 
With realistic assumptions about order and step size selection, we prove convergence, approximate 
locally the behavior of the error, and justify standard error estimators. (~) 2002 Elsevier Science Ltd. 
All rights reserved. 
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1. INTRODUCTION 
The influential comparison of Hull et al. [1] showed that variable step size, variable order (VSVO) 
Adams codes are a very effective way to solve the initial value problem for a first-order system of 
ordinary differential equations (ODEs). It directed attention to two codes of this kind, Krogh's 
DVDQ [2] and Gear's DIFSUB [3], that differ in important ways. Each came into very wide use 
and each spawned a line of successors. Despite the importance of VSVO Adams codes, there is 
no theory explaining issues of the most fundamental nature. This is entirely due to the variation 
of order because when the order is fixed, the theory of Adams methods is classical and complete 
enough to describe adequately what is seen in practice. 
A wealth of computational experience says that for the DVDQ line of codes [2,4-6], as a 
tolerance T --* 0, the error is O(T). This has passed into the folklore of the subject, but it has 
never been proven. Stability results that allow the order and step size to be varied are found 
in [5,7,8], but neither these investigations nor the texts [3-5,8,9] that present VSVO Adams 
methods go on to prove this convergence r sult. That is because they do not take into account 
how order and step size are selected in practice. Here we prove that with a reasonable model of 
step size and order selection in the DVDQ line of VSVO Adams codes, the error is uniformly O(T). 
Experience with the DIFSUB line of codes has shown that as r -* 0, the behavior of the error is 
similar, but less regular. We do not know how to characterize this behavior, but we prove that in 
the circumstances we investigate, it is not O(T). For this reason, we study here only the DVDQ 
line of codes. 
A visit at the University of Western Ontario as the Ontario Research Chair in Computer Algebra made this 
investigation possible. 
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Step size and order selection depend on estimating the local truncation error. This is more 
complicated and difficult than in fixed-order codes because order selection algorithms require 
estimates of the local truncation error that would have been made if formulas of other orders 
had been used. An estimate of the error that  would have been made with a formula of higher 
order is especially hard to justify. The classical theory of error estimators requires that the 
order is constant and the step sizes are given by a step size selection function. Neither of these 
requirements is satisfied when integrating with a VSVO Adams code, so we must take a completely 
different approach. We approximate the local behavior of the error in the course of an integration 
with specific tolerance. This approximation and our result about the global behavior of the error 
are then used to justify standard estimates of the local truncation error, including the error of a 
formula of higher order. 
2. PREL IMINARIES  
We approximate numerically the solution y(x) of a first-order system of ODEs 
y'=f(x,y), (2.1) 
for a < x _< b with given initial value y(a). The function f (x ,  y) is assumed to be as smooth 
as necessary. In particular, it is continuous and satisfies a Lipschitz condition with respect o y 
with constant i .  It is convenient to write J(x) = fy(x, y(x)) and y(m) = max I[y(m)(x)[[. 
We consider a sequence of integrations as a tolerance 7 tends to zero. For each T, the solver 
determines a mesh a = x0 < Xl < ""  < xN = b and computes yn ~ y(xn). The step 
size hn -- xn+l - xn. The integration begins with Y0 = y(a). In this paper, we study algo- 
r ithms characteristic of the DVDQ line of VSVO Adams codes. In particular, the integration is 
performed with a fully variable step size implementation f an Adams-Bashforth-Moulton PECE 
scheme with local extrapolation. Details about Adams formulas and their use in such codes can 
be found in [2,4,5,9,10]. We assume there is a constant F > 0 such that 
hn+l ~_ Fhn, (2.2) 
for all n and all integrations. 
When we speak of a step taken at order k, we mean that the Adams-Bashforth formula of 
order k is used as a predictor and the Adams-Moulton formula of order k + 1 is used as corrector. 
Such a step has the form of a prediction 
k 
Pn+I = Y,~ + hn ~ O~k,jf(xn+l-j, Y,~+I-j), 
j= l  
(2.3) 
followed by a correction 
k 
Yn+l = Yn + h,~ ~ o~k+ljf(x,~+l_j, Yn+I-j) + hnolk+l,0f(Xn+l,Pn+l). 
j=l  
In a fully variable step size implementation, the coefficients here depend on the step sizes 
hn , . . . ,hn+l -k .  Often it is convenient o write fm = f(Xm,Ym) and fPm = f(xm,pm). We 
suppose that formulas of orders 1 < k < K are available. Any order for which the formula 
can be evaluated might be used at any step. This limits the order in the first few steps of the 
integration, and in particular, requires that the formula of order 1 be used for the first step. 
When the order k is not clear from context, we include it in the notation. For instance, the 
Adams-Bashforth formula of order k - 1 forms pn+l(k - 1). 
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All the numerical examples of this paper involve the A3 problem of [1] 
y' = COS(X)y, 0 < X < 20, y(0) = 1. (2.4) 
This is a standard test problem and it is simple enough that we can work out some analytical 
expressions needed to illustrate the results of Section 5. Unless stated otherwise, the odel l3 solver 
of the MATLAB ODE Suite [6] was used for the examples. The solver was given an absolute rror 
tolerance of r and a relative error tolerance of 100 units of roundoff, which for the A3 problem 
is effectively a pure absolute rror control with tolerance T. 
3. CONVERGENCE 
Many years of experience with the DVDQ line of VSVO Adams codes have shown that in a 
sequence of integrations with tolerance V tending to zero, the error is uniformly O(T) for smooth 
problems; see, for example, the tables of Krogh [11] and Shampine and Gordon [5, Chapter 11]. 
This behavior is clear in Figure 1 where we display maxn lYn -- y(Xn)I when integrating equa- 
tion (2.4) with odell3. The assumptions of Section 2 are realistic for the DVDQ line of codes. 
With an additional, realistic assumption about how the step size is related to the tolerance and 
the order of the formula, we prove that the error is uniformly O(r). 
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The local truncation error of the Adams-Bashforth formula of order k, ltek, is defined by 
k 
y(xn+l) = y(xn) + hn Z OLk,jf(xn+l-j, y(Xn+l-j)) -1- ltek 
j= l  
(3.1) 
and the local truncation error of the Adams-Moulton formula of order k + 1, lte~+l, is defined by 
k 
y(xn+l) = y(xn) + hn Z °L~+I,J f(xn+l-j' y(xn+l-j)) + hnoL*k+l,of(x,~+l, y(xn+l)) + lte~+l. 
j= l  
Standard results about Adams methods [10] state that with the assumptions of Section 2 and, 
in particular, the upper bound (2.2) on the ratio of successive step sizes, there are constants C1, 
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C2, C3 such that 
k k 
c ,  > I k,51, c2_> c3 _> I  ÷1,01, 
j----1 j----1 
for all x ,  and i < k < K. Let £ = LC2 + LC3(I + (b - a)LC1). 
For each value m, we shall define Em so that 
Em> max flY5 - Y(xs)ll. 
- 0<j<m 
We begin with E0 = 0 because the integration starts with Y0 -- y(a). A little manipulation of 
the definitions of the formulas and the local truncation errors shows that 
HY,~+I - Y(x,~+I)H <_ En(1 + h, / ' )  + ]]ltei+l[ I + a,LCaHltekll. 
Suppose now that 
Hlte~+l II ÷ hnLC3 Hltek II -< hna, (3.2) 
for all steps. With this assumption, it is easy to see that we can define 
En+l = En(1 + hn£) + hna. 
An induction argument then shows that 
Em ~_ a(Xm - a)e £(x"~-a), 
for all m. This implies that for all a <_ xm <_ b, 
IlYm - y(Xm)ll ~- a(b - a)e £(b-a). (3.3) 
Conclusion (3.3) is essentially Theorem 4of [5]. We have included the definitions and arguments 
for completeness and because we need most of them later. The question now is how do codes 
select the step size so that inequality (3.2) holds? Step size and order selection algorithms are 
complicated and involve many heuristics. We do not need any details here, just the fact that when 
controlling the local truncation error by a criterion of error per step (EPS), standard algorithms 
result in a step size that is O(r  1/(k+1)) for a formula of order k. We also suppose that there is a 
constant G > 0 such that 
hn <_ Ghn+l, (3.4) 
for all n and all integrations. For smooth problems, this bound and the bound (2.2) taken together 
amount o a mild assumption about the efficiency of the step size selection algorithm. 
The local truncation error of the Adams-Bashforth formula of order k can be written as 
y(k+l)(~) fx .+ l  k 
= 1-[(t - dr, (3.5) ltek k! Jx, ~=1 
for some ~ E [Xn+l-k,Xn+l]. If we let t = xn + shn, the integral becomes 
i fi( hk+l 8 S -~- xn "'~ o ~=~. hn ] ds. 
With assumption (3.4), we have 
x,~ - X~+l-i = hn-1 + ' - "  + h~+l-~ _< (G +. . .  G i-1) hn. 
With this observation and Ily(k+l)(~)ll _< y(k+l), it is clear that ltek is O(hk+l). Similarly, we 
can write 
y(k+~)(~) f~.+~ k 
lte~+l -- ! H( t  - Xn+l-,) dt (3.6) 
(k + i)! Jx, ~=0 
and prove it to be O(h~+2). With our assumption that h,  is O(vW(k+l)), we find that inequal- 
ity (3.2) holds with a a that is O(r). In conjunction with inequality (3.3), we conclude that the 
error is uniformly O(r). We have now proven the following theorem. 
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THEOREM 3.1. In addition to the assumptions of Section 2, suppose that the restriction (3.4) 
holds and that the step sizes used at order k are uniformly O( T 1/(k+1) ). With these assumptions, 
the error is O(T) uniformly on [a, b]. 
In the circumstances we investigate, the error is not O(T) when using algorithms characteristic 
of the DIFSUB line of VSVO Adams codes. To see this, suppose that the formula of order 1 is 
used for all the steps. The asymptotic behavior of this one-step method is worked out in [12] for a 
variety of error controls with assumptions about he step size selection algorithm that correspond 
to the ones made here. With the control of the DIFSUB line of codes, namely EPS and no local 
extrapolation, we proved in [12] that Yn - y(xn) ~ e(Xn)v~. 
4. BEHAVIOR OF THE ERROR 
In this section, we show that for a given tolerance T, if we begin using order k at Xn and 
let H = r 1/(k+1), then for a few steps that are all taken at order k, 
Ym = y(Xm) + e(Xm, ~')T + O(Hv). (4.1) 
VSVO Adams codes often take a number of steps at the same order. Indeed, they do not even 
consider increasing the order until k + 1 steps have been taken at order k. Equation (4.1) can be 
written in a form 
Y,n = y(xm) + e(Zm, T)H k+l + 0 (H k+2) 
that resembles a classical asymptotic expansion 
Ym = y(Xm) -b e(xm)H k+l q- 0 (gk+2) ,
but the situation is entirely different. The classical theory requires that the same order be used 
throughout the integration. The function e(x) does not depend on H and the approximation is 
more accurate as H is reduced. In contrast, (4.1) describes the behavior of the error in the course 
of an integration with a specific tolerance T. The function e(x, r) depends on (xn, Yn). Both xn 
and Yn depend on the orders and step sizes used prior to xn, and the algorithms for selecting 
them depend on T. The approximation of (4.1) is exact at x,~ and we expect it to become less 
accurate as the integration proceeds. 
Using MATLAB [13] and odell3, it is easy to study experimentally the behavior of the scaled 
error (Yn -y (xn) ) / r .  We modified the solver so that it would report he order k used at each step. 
Figure 2 shows the scaled error when solving equation (2.4) with T ---- 10 -4. In this computation, 
the solver took 101 steps and used orders k that ranged from 1 to 10. This solver can change 
the order and step size often in the course of an integration. A relatively long sequence of points 
computed with order 6 and, similarly, a sequence computed with order 8, are distinguished in the 
figure. The solver changed step size twice in the course of the first sequence and four times in the 
second. It appears that despite prior changes of step size and order, the error at successive steps 
with the same order has a regular behavior. And, this is so immediately after changing order 
and in the presence of changes of step size. Figure 3 shows what happens when the tolerance is 
reduced to r = 5 × 10 -5. Comparison of the two figures shows that the behavior of the scaled 
error depends trongly on the tolerance. On the other hand, we again see a regular behavior of the 
error for successive steps taken at the same order. This is the behavior we aim to approximate. 
The VSVO Adams codes control the local truncation error by a criterion of error per step 
(EPS). With this criterion, the optimal step size h= at order k is defined by 7 = I[lte~[[. When 
the step size is slowly varying, (3.6) tells us that to leading order this local truncation error 
is equal to "y~ hkn +1 y(k+l)(Xn). Using this observation, the selection of step size is idealized by 
defining hn so that 
T = h k+l y(k+l) 
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This step size can be expressed as 
hn = Ok(xn) T 1/(k+1) 
with ~ i/(k+i) 
0k(x) II~; y(-')(x)ll) 
At each step of an integration with tolerance T, an ideal VSVO Adams code estimates the optimal 
step size for not only the current order k, but also for order k - 1 and possibly order k + 1. For 
smooth problems, these optimal step sizes are smooth functions of x. Ideally, the algorithm 
changes the order where the optimal step size at order k - 1 or k + 1 matches and later exceeds 
the optimal step size at order k. In this idealization, the step size is a continuous function of x. 
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We have described a scheme that idealizes certain aspects of practical schemes for the selection 
of step size and order. It is a reasonable description of practice, but for our analysis, we need 
only certain properties of the scheme, namely, the following assumptions. 
VSVO ASSUMPTIONS. For each tolerance T, the step size and order selection algorithms parti- 
tion [a, b] into subintervals on which a constant order is used. On a subinterval where order k 
is used, the step sizes are defined by hrn = 8k(Xm)T 1/(k+1). Each Ok(x) satisfies a Lipschitz 
condition and is bounded away from zero. The step size is a continuous function of x. 
Theorem 3.1 applies to an Adams code with step size and order selection algorithms that satisfy 
the VSVO Assumptions: Clearly, the step sizes are uniformly O(T U(k+l)) on subintervals where 
order k is used. The assumptions about the step size imply the existence of constants for which 
the bounds (2.2) and (3.4) hold. Indeed, they imply that 
hr+l 
- 1 + O(hr ) .  (4.2) 
hr 
To see this, let Ak be a Lipschitz constant for Ok(x) and #k = min0k(x) > 0. If both steps are 
taken at order k, equation (4.2) follows from 
hr+l 1 Ok(Xr+l) Z ~_k(Xr) < )~k )~k - = Ok(xr) - ~kk [X~+x -- xr[ = --#k hr. 
Now suppose that hr is taken at order k and hr+l is taken at order k - 1. At some intermediate 
point xr < 5 _< xr+l,  the two orders are equally efficient, meaning that 
h = ek (5) r 1/(k+1/= 0k-1 (5) r 1/k. 
Regarding ]~ as chosen at order k, we have 
< 15 x~l < 
Ak Ak 
1 hr, 
#k #k 
and hence, h/hr = 1 + O(hr). Now, regarding it as chosen at order k - 1, we have 
hr+lh - 1 _< #k-1)~k-1 [Xr+ 1 _ Xl ~ ]~k-lAk-1 hr, 
and hence, hr+l/]t  = 1 + O(hr). Combining the two relations, we find that equation (4.2) holds 
when the order is lowered. The argument is the same when the order is raised. We remark that 
the papers [7,14] also make important use of property (4.2), but they assume it directly rather 
than deriving it from more fundamental assumptions. With these preparations, we are now ready 
to prove the following theorem. 
THEOREM 4.1. Suppose that (2.1) is solved with tolerance r by a code that satisfies the VSVO 
Assumptions. Suppose that order k is used on a subinterval that includes xn. Then for m = 
n ,n  + l , . . . ,  
ym = y(xm) + e(Zm, 7)7 + O(gT) .  
Here, H = 71/(k+1) and e(x, T) is the solution of 
e' = J (x)e - ~b(x), e(Xn, 7") = 
where 
(yn  - 
T 
¢(x) = y(k+2)(x) + A +lJ(x) k 
and the constant A~+ 1 = ~* k+,,o + O(H).  
(4.3) 
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We have already argued that with the VSVO Assumptions, the conditions of Theorem 3.1 axe 
satisfied. It tells us that the error 5m = ym - y(xm) is 0(7) for all m. The function e(x, 7) is 
continuous, o 
Am = Ym -- y(xm) - e(xm, 7) 7 = 5m - e(x,n, 7) 7 
is 0(7) for n -- k < m < n. This is so regardless of the orders that were used, but starting 
with the step from in, we assume that the order is k. We aim to prove that Am is O(H7)  
for m = n, n+ 1, . . . .  We have defined e(xn, 7) so that An = 0. To show the result for subsequent 
steps, we begin by subtracting (3.1) from (2.3) to get 
k 
Pm+l - y(Xm+l) = 5m - ltek + hrn E o~k,j [fm+l-j - f (Xm+l- j ,  y(xm+l-j))]- 
j=l 
From our assumption about the step sizes, each hm is O(H). Using this, the Lipschitz condition 
on f ,  and the order of the 5re+l-j, we find that 
Pm+t - y(xm+i) = 5m - ltek + O(H7). (4.4) 
A similar treatment of the corrector formula in which we expand terms in brackets rather than 
bounding them results in 
k 
~m+l = l~m "Jr" hm E 0~+1,..4 [frn..i-l--j -- f(Xrn-l-l--j, y(xm.-l-l--j))] 
j=l 
"t- hm o/i.{.1, 0 [fPm+l - f (Xm+l ,  y(Xm+l))] -- l te~+l  
k 
= 5m + hm E a~+lJ J (x~+l - j )  5m+l-j 
j= l  
+ hm a'k+1,0 J(Xm+l)(Pm+l - y(xm+l)) - ltei+l + O (H72). 
Substituting (4.4) into this last expression, we find that 
k 
5,n+1 = 5.. + hm E a~+l,J (Xm+l-j) 5rn+l-j 
i= l  
- hm Ot~+l, 0 J(x,n+l) ltek - lte~+ 1 + O(H7).  
(4.5) 
Property (4.2) implies that to leading order, the step size is constant in the span of a formula. 
Using this observation i (3.5), we find that 
ltek = ~/k hkm +1 Y(k+l)(xm) + O (Hk+2), 
and similarly, 
l te~+l -^*  1,k+2,(k+2)¢ x ~ (H k+s) - -  7k+l  '~m b' k rn /  + O • 
For the same reason, there is a constant A~+ 1 = a* k+l,O + O(H).  Using these expansions and 
expanding J(Xm+l) about xm in (4.5) results in 
k 
5,~+1 = 5,n + h,n E a *k+l,j J (xm+l - j )  5m+l-j 
j=0 
- hk+2 [9';+1Y(k+2)(x,n) + a*J(xm)"/k y(k+l)(x,n)] + O(H7).  
(4.6) 
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Appl ication of the Adams-Moulton formula of order k + 1 to (4.3) yields 
k 
e(xm+l, r) = e(xm, T) + hm Z °~+lJ g(xm+l-j) e(Xm+l-j, r) 
j=o 
k 
- hm ~'~a~+l, j ¢(Xm+l-j) + 0 (gk+2) .  
j=o 
Simplifying the second sum by expanding the ¢(Xm+l- j )  about xm and using the fact that  the 
coefficients of the formula sum to one results in 
k 
e(xm+l,T) = e(Xm,T) + hm Z a~+lj J(z,n+l-j)e(Xm+l-j,7) - hm¢(Zm) + 0 (g2) .  
j=o 
Substitut ing the definition of ¢(Xm) then leads to 
k 
e(Xrn&l, T) --~. e(Xm, T) -~- h m Z °l~'+l,J J(xm+l-j) e(Xrn+l--j, T) 
j=0 
- h ok+l(x ~ [ * ] m k ~ mJ 7k+1Y(k+2)(Xm) +A*k+lJ(xm)"/k Y(k+l)(Xm) + 0 (H2) .  
Mult iplying this expression by ~- = H k+l and subtracting it from (4.6) shows that 
k 
Am+l = Am + hm ~'~ a*k+l,j g(xm+l-y) Am+l-j + o(gr ) .  (4.7) 
j=o 
We have already argued that Ar is O(T) for n - k < r < n, and further, that  A n = 0. It 
is then immediate from (4.7) that  An+l is O(H~'). Repetit ion of the argument shows that A m 
is O(Hr )  for m = n, n + 1 , . . . .  We are interested only in what happens for a few steps past xn, 
but if order k is used for as many as k successive steps, the fact that Am is O(HT") for these steps 
and a standard argument like that of Theorem 3.1 can be used to show that the same is true of 
all subsequent steps taken at order k. 
16 
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Figure 4. Scaled errors (Ym - y(x,~,))/T compared to e(x, r). 
14 i 
758 L .F .  SHAMPINE 
For our experiments with the approximation of Theorem 4.1, we wrote a program that allows 
the step size and order to be specified at each step. We used it to integrate quation (2.4) 
with r = 10 -4. To illustrate the quality of the approximation immediately after changes of order 
and step size, we started the integration with k = 1 and increased the order at every step until 
reaching k = 10. We then decreased the order at every step until reaching k = 6. At each order k, 
we used the step size T 1/(k+I). This means that we changed the order and step size at every step 
until reaching 2 ~ 3.6472. The order was then changed to k = 5 and held at this value, but the 
step size was changed at every step according to 05(x) = 1 + 0.1(x - Z). This resulted in step 
sizes that increased about 2% at each step, hence, about 16% over the range shown in Figure 4. 
We evaluated e(x, r) for the figure by solving the initial value problem (4.3) with odel l3 and 
stringent error tolerances. Although the function ¢ of (4.3) can be very complicated, the solution 
of (2.4) is relatively simple and its high-order derivatives are obtained easily with Maple [15]. For 
these challenging circumstances, e(x, T) agrees in Figure 4 remarkably well with the scaled errors 
observed in the integration. 
5. ERROR EST IMATION 
Using our convergence r sult, it is not hard to justify standard estimates of local truncation 
error at orders lower than the current one. With local extrapolation, this is also true of the 
current order. However, even with local extrapolation, estimating the local truncation error of 
a formula of order higher than the current one is delicate because this error is smaller than the 
(global) error in the solution values used for the estimation. Indeed, if the error in the solution did 
not behave in a regular way, this would not be possible. The classical theory of error estimation 
is based on an asymptotic expansion of the global error when the order is constant and the step 
sizes come from a step size selection function [16-18]. Again we must take an entirely different 
approach for VSVO Adams codes. Using the approximation developed in Section 4, we are able 
to justify a standard estimate of local truncation error at order one higher than the current order. 
Although it is natural to estimate and control tek, the codes estimate and control te~. The two 
procedures are closely related. For the sake of simplicity, we justify the first and then explain 
the relationship. 
In this section, we work with approximations in the course of a specific integration. When we 
write, e.g., that a quantity is O(r), this is generally to be understood as saying that the quantity 
is not greatly larger than r in this specific integration rather than a statement about he behavior 
as T --~ 0. We assume the hypotheses of Theorem 4.1 and again write H = r 1/(k+1) when using 
order k. 
We begin by using the convergence r sult of Theorem 3.1 and some intermediate r sults from 
the proof of Theorem 4.1 to justify estimation of the local truncation error of the predictor at 
the current and lower orders. Suppose that we have just taken a step of size hm from Xm with 
the (k, k + 1) pair. From (4.4), we find that the error of the predicted solution is 
pm+l(k) - y(Xm+l) = 5m -- ltek + O (Hk+2). 
Because of convergence, ach of the 5m+l-j in (4.5) is O(r), hence, O(Hk+l). Because of local 
extrapolation, lte~+ 1 is O(Hk+2). With these observations, we see from (4.5) that the error of 
the corrected solution is 
Ym+l - y(xm+l) = 5m+1 = 5m + 0 (Hk+2). 
From these two equations, it is immediate that 
ltek = Ym+l -pm+l (k )  + 0 (Hk+2) .
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Similar arguments justify estimates at lower orders, namely, 
ltek-1 ~-, Ym+l - pm+l (k - 1), 
ltek-2 ~ Ym+l --pm+l(k - 2). 
In practice, it is convenient to use identities that allow the estimates to be computed irectly 
from stored function values. For instance, when the step size is a constant h, 
ltek ~ Y,n+Y --p,n+l(k) = "ykhVkfPm+ 1. 
Because of local extrapolation, f,,~+l has a higher order of accuracy than f~+1. It is not used 
when estimating the local truncation errors at the current and lower orders because it is not 
necessary and if the step is a failure, the code does not form it, thereby halving the cost of a 
failed step. 
The VSVO Adams codes consider increasing the order only when the step size and order are 
constant in the span of the formula. Gear [3, Section 9.8] presents a number of reasons for this. 
An increase of order is considered only after the step has been accepted and fm+l formed. When 
estimating the local truncation error at order k + 1, we must use fm+y because f~+l  is not 
sufficiently accurate. When the step size is a constant h in the span of the formula and we are 
working at order k, our approximation to the behavior of the error tells us that 
vk+l fm+l  ~ Vk+l f (Xm+l,Y(~Jrn+l) + Hk+le(xrn+l, r) "t- 0 (Hk+2)) 
"~ vk+l f(xm+l, y(Xm+l) ) + gk+lvk+l J(xm+l)e(xm+l, T) + 0 (Hk+Z) . 
A basic property of backward ifferences [5, Chapter 2] and the ODE (2.1) imply that 
vk+l f (Zm+l ,  y(Zm+l)) V k+l" "Z  " = y (, rn.-}-l) = hk+ly(k+2)(Xm) "t- 0 (h k+2) 
Differentiability of e(x, "r) implies that vk+YJ(xm+l)e(xm+l, T) is at least O(h). Recalling that h 
is O(H) by the VSVO Assumptions, these observations imply that 
ltek+l = ~k+lhk+2y(k+2)(Xm) + 0 (h k+3) 
,'~ "/k+lhVk+l fm+l "}- 0 (Hk+3)  . 
This justifies the usual estimate of the local truncation error at order k + 1. 
We illustrate rror estimation in VSVO Adams codes with a numerical experiment. The results 
of Table 1 were computed just as in the experiment illustrating Theorem 4.1 except that after 
changing to k = 5 at ~ ~ 3.6472, both the order and the step size h were held constant. In the 
table, we display the ratio of the estimated and true local truncation errors. The estimates are 
satisfactory, even in the first step from ~ involving values that were all computed with different 
orders and step sizes. The error is estimated at order k + 1 only when the formula is applied 
to values that were all computed at order k and step size h. In our experience, the estimates of 
the table are rather good, so the incorrect sign and small ratio of one of the estimates at order 
k - 1 are useful reminders that we need robust step size and order selection algorithms to deal 
with estimates that can be quite poor. (Near a change of sign of the local truncation error, it is 
common that an estimated error has the wrong sign. Generally, this does not have a noticeable 
effect because it is smaller than the estimated errors in other components, but it is exposed when 
solving scalar ODEs like (2.4).) 
Table 1. Ratios est/lte at steps after change to constant order and step size. 
k -{- 1 1.02 0.94 0.94 
k 1.45 1.19 1.05 0.88 0.99 0.92 0.78 0.95 
k -  1 1.02 0.95 0.91 1.00 1.03 -0.23 0.88 0.87 
k - 2 0.g8 1.04 0.99 1.00 1.00 1.00 1.00 0.99 
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We now consider briefly the local truncation error actually estimated and controlled in the 
codes. When taking a step with the (k, k + 1) pair, the codes also take the step with the PECE 
pair consisting of the Adams-Bashforth predictor of order k and the Adams-Moulton corrector of 
order k. We have been working with the local truncation errors of the individual formulas, ltek 
and lte~+ 1. The local truncation error of the (k, k + 1) pair is obtained by first el iminating Pn+l 
in the formula for Yn+l. A little manipulation then shows that the local truncation error of the 
pair is 
lte~+ 1+ hna*k+l,og(xn ) ltek + O (Ha+3) .
The local truncation error of the (k, k) pair is qualitatively different. The same argument shows 
that  it is lte~ + O(Hk+2). That  is, to leading order the local truncation error of the (k, k) pair 
is equal to that of the Adams-Moulton formula of order k. This is the local truncation error 
est imated and controlled by the codes. The estimators and their justifications are much like 
those of the predictor alone. Alternatively, from (3.5), it is immediate that 
ltek y(k+l)(xn ) f z .+~ k = H( t  -- X .+I - i )d t  + 0 (Hk+2), 
k! J:r, i=1 
and from (3.6), that  
lte~ y(k+l)(Xn ) fx, ,+l  k-1 - H ( t -  x~+x-,)dt  + 0 (Hk+2).  
k! Jx.  ~=0 
These expressions show that to leading order, lte~ is a fraction of ltek, a fraction that depends 
only on the mesh spacing. For instance, when the step size is constant in the span of the formulas, 
this fraction is "7~/'7k. 
6. CONCLUSIONS 
In this paper, we have come to an understanding of some fundamental issues in the theory 
of the DVDQ line of VSVO Adams codes. With  realistic assumptions, we proved that  as a 
tolerance 7- --* 0, the error is uniformly 0(7"). With additional realistic assumptions about order 
and step size selection algorithms, we developed an approximation to the behavior of the error for 
a few steps taken at constant order in the course of an integration with a specific tolerance. We 
used the convergence r sult and the approximation to justify standard error estimators, including 
estimation of the local truncation error of a formula of order one higher than the current formula. 
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