ABSTRACT Flatfoot is a common disease in children and juveniles. If the disease is not controlled and treated in time, it may last into adulthood, which can bring a great deal of inconvenience and even pain to daily life. In addition to the diagnosis of the disease simply by doctors and medical equipment, artificial intelligence has become a very promising auxiliary diagnostic tool. In this paper, a neural network with a simple structure is used to classify the foot data to achieve the function of diagnosing flatfoot. The presented neural network is termed as modified weights-and-structure-determination neural network (MWASDNN), of which the input weights are analytically determined by the pseudo-inverse method, while the output weights are randomly generated within a specified interval, and the number of hidden-layer neurons is determined by an incremental method. In addition, the stratified cross-validation method is introduced to choose the model structure that best fits the features of the data set, thereby improving the generalization performance and robustness of the MWASDNN. Utilizing the MWASDNN models to classify the foot data we collected, we finally get the accuracy of 84.31% and 85.29% on the left and right foot data, respectively. Besides, MWASDNN achieves the highest classification accuracy on our foot data set compared to some traditional neural networks, pattern classification methods, and two improved neural networks. These excellent results indicate that the MWASDNN is expected to be designed as a practical flatfoot diagnostic tool.
I. INTRODUCTION
The foot arch is an important structure of the human foot. Normal arch can guarantee normal movements of the human body [1] . The flatfoot refers to the absence of a normal
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arch, or the collapse of the arch [2] , [3] . It is a kind of foot abnormality usually associated with pain and dysfunction. This disease has a number of typical symptoms including pain in the foot, leg, and knee, and postural problems. Longterm exposure to flatfoot trauma may result in reduced patient endurance and inability to participate in physical activities [4] , [5] . Most flatfoot of children and juveniles are congenital.
Adult flatfoot can be a continuation of a childhood flatfoot, or it may be caused by other reasons which can result in the collapse of the arch. Early and aggressive non-surgical treatment is extremely easy to implement with high effectiveness [6] - [8] . Therefore, the diagnosis and treatment at a very young age is helpful in the control and healing of flatfoot disorders. In this sense, it is of great significance to diagnose flatfoot in juveniles. Currently, commonly used diagnostic methods are associated with gait observation and imaging options. Gait observation is conducted when the child is barefoot and wearing shoes, and the surgeon should assess many signals and characteristics. Imaging options include radiographs, computed tomography (CT), magnetic resonance imaging (MRI), and bone scanning [5] , [9] - [12] .
With the development of artificial intelligence, machine learning provides a bunch of indispensable tools for medical data analyses [13] - [18] . Esteva et al. use deep convolutional neural network (CNN) to take advantage of the fine-grained information contained in the object categories. By end-toend training of more than 120,000 clinical images of skin lesions, the skin disease can be classified into fine-grained classes. For instance, amelanotic melanoma and acrolentiginous melanoma can be distinguished by the trained deep CNN models. The performance of the models is comparable to level of medical experts, and their ability of classifying the skin cancer rivals that of dermatologists [19] . The Tencent Medical AI Lab uses AI video analysis technology to assess motor functions for sports disorders such as Parkinson. The technology eliminates the need for wearable sensors, but intelligently quantifies the action indicators through key nodes of the body parts in the motion video, enabling the patient to self-photograph, auto-evaluate at home, and achieves early screening and daily assessment of motor functions [20] . These outstanding results fully demonstrate the bright future of artificial intelligence in medical diagnosis.
As applications become more widespread, pattern classification has been one of the most essential areas in artificial intelligence, of which neural networks are powerful tools for it [21] - [26] . Zhang et al. propose a three-layer neural network model based on weights and structure determination method, which is very simple but effective [27] , [28] . Unlike the traditional neural networks that use backpropagation algorithm and the complex deep neural networks, such a neural network does not require calculation of a large number of training parameters, so it has low computational complexity and a little time overhead [19] , [29] . It only needs to calculate the number of hidden-layer neurons and directly set or use the pseudo-inverse method to quickly determine the weights and biases. In this paper, we present a similar improved neural network -modified weights-and-structure-determination neural network (MWASDNN), to classify juveniles foot data to judge whether they have flatfoot or not. The MWASDNN introduces the stratified cross-validation method in determining the number of hidden-layer neurons, and uses a random method in the weight determination process. The remainder of this paper is organized as follows: Section 2 sets forth the specific design details of the MWASDNN and describes the source of the data set; Section 3 gives the process and results of pattern classification; Section 4 concludes this paper. The main contributions of this paper are listed as the following aspects:
1) The method is simple in structure, low in time overhead, and does not depend on high-performance equipment, so it can be easily applied to many fields that require real-time decision making. Based on the results of pattern classification, it can provide practical and reliable reference for decision making. In our experiments, the classification of foot data requires less than 1 second to produce a diagnosis result in a common PC, which is very advantageous in practical applications compared with deep neural networks. 2) Compared with the original method, a new weight determination mode is adopted. Specifically, the input weights are obtained analytically by the pseudo-inverse method and the output weights are randomly generated instead of setting fixed values. The theoretical analyses and experimental results prove that these changes are effective attempts.
3) The number of hidden-layer neurons in the neural network model is determined by an incremental method, which can obtain a good model structure in a very short time. 4) The stratified 10-fold cross-validation method is applied to train the neural network multiple times to select the model structure with the best performance, which improves the robustness and generalization performance of the final model.
II. METHODS AND MATERIALS
In this section, we firstly illustrate the structure of the MWASDNN, and then demonstrate the process of building its neural network model. Finally the source of the data used for pattern classification is described.
A. NEURAL NETWORK MODEL
Considering a neural network model that has multiple inputs and multiple outputs, the neural network model of the MWASDNN can be constructed as shown in Fig. 1 . This figure shows that the MWASDNN model belongs to a threelayer-structure neural network, consisting of the input layer, hidden layer and output layer. In this paper, we assume that there arem neurons in the input layer andñ neurons in the output layer, and all of them are activated by a simple linear function. The hidden-layer neurons, whose number expressed ash would be determined by an incremental method, are activated by a monotonous nonlinear activation function f (·). Besides, the biases of the hidden-layer neurons {b h |h = 1, 2, · · · ,h} are randomly determined within an interval of [χ , φ] , and biases of the input-layer and output-layer neurons are all fixed as 0. The input weights between the input layer and the hidden layer denoted by {w m,h |m = 1, 2, · · · ,m and h = 1, 2, · · · ,h}, are determined by the pseudo-inverse method. The output weights {a h,n |h = 1, 2, · · · ,h and n = 1, 2, · · · ,ñ} which connect the hidden layer to the output layer are randomly generated within a given interval [α, β] . Therefore, for a certain sample input to MWASDNN, the actual output can be obtained as follows:
where n = 1, 2, · · · ,ñ. Note that in the model proposed by Zhang et al., the pseudo-inverse method is employed to determine the output weights, and all the input weights are fixedly set to 1. That is the reason why we call our model modified.
In order to improve computational efficiency, it is necessary to perform vectorization and matrixing instead of loops in the algorithm implementation [30] . For this, let
The weights of the full connections between different layers are represented as two weight matrices as follows:
Then, the output result in (1) can be expressed as follows:
Considering that the input data processes a series of samples, writing all the samples in the data set into a matrix form can further improve the computational efficiency. In this paper, we assume that the number of samples isq, and each sample is represented by a vector pair (x, y). Therefore, we can get the following matrix form output:
where
∈ Rh ×q is the biases of the hidden-layer neurons in matrix form.
B. WEIGHTS AND STRUCTURE DETERMINATION
The weights of the adjacent layers are the most essential parameters that need to be determined in the neural network. As mentioned earlier, we have specified that the output weights are randomly set in the interval [α, β]. For the input weights, we can obtain the matrix form weights by the following theorem. Theorem 1: Given a strictly monotonic function f (·) as the activation function, when the output weights matrix A and the bias matrix B are determined separately, then the optimal matrix form of the input weights W can be obtained by
where f −1 (·) is the unique inverse function of f (·), and the superscript + represents the pseudo-inverse operation.
Proof: Left multiply A + at both sides of (2) to get the following:
According to the nature of the inverse function, we can get
Then, there is
Right multiply X + at both sides of the above equation and get
That is,
thus Theorem 1 is proved. For a three-layer neural network, the number of neurons in the input layer is determined by the number of sample attributes, and the number of neurons in the output layer is equal to the number of outputs. Therefore, determining the structure of the neural network is to determine the number of hidden-layer neurons. We employ an incremental method to determine the optimal number of hidden-layer neurons. Specifically, the number of hidden-layer neurons is incremented by one from the initial state, and then the value of the loss function corresponding to each number is calculated. The number of hidden-layer neurons corresponding to the global minimum value of the loss function is deemed to be the optimal number.
If the number of hidden-layer neurons is too small, the neural network will show a low classification accuracy on the data set, which causes it has almost no practical value. On the other hand, too many hidden-layer neurons are very likely to cause over-fitting, that is, the neural network has excellent approximation performance but poor generalization performance, which makes the neural network unable to process complex data sets. Therefore, the neuron number should be moderate. Considering this, it is worth while to adopt the k-fold cross-validation (kFCV) method [31] , [32] . Assuming that the data set to be classified has been divided into a training set S and a test set T , the kFCV method is implemented on the training set S. The specific process can be described in detail as follows:
• The training set S is equally divided into k disjoint subsets. If the number of training examples in S is m, then each subset has about m/k samples, and the corresponding subset collection is recorded as D =
• Take out of one subset S j (which is different from the previous) from D each time as the validation part, and merge the remaining k − 1 subsets
Then use the trained neural network structure to classify the validation data and calculate the classification accuracy rates.
• After k rounds of cross-validation, k neural network structures and their corresponding accuracy rates on the validation data are obtained, and the structure with the highest accuracy is selected as the final structure.
C. DATA SET FOR PATTERN CLASSIFICATION
As with most machine learning applications, biomedical researchers typically use the abstract features of the detected signals to train the classifier. The classifier is only practical enough when the attributes capture a great deal of relevant information. Extensive clinical trials are usually required to achieve this [33] . The data set we used is obtained by FreeStep, which is a software for baropodometry, stabilometry and biomechanical examinations and integrates many functions necessary for completing a clinical investigation of the patient. Our surveyors utilize the smart insole in the sneaker to collect the foot data. The sensors integrated on the insole return the received signals to the computer and then the FreeStep software convert the signals into related parameters. The left and right feet are classified separately. By measuring juveniles in a certain area, we collect 306 valid left foot data and 305 valid right foot data. Under the guidance of biomedical professionals, we manually screen the attributes of the data set. Finally, each measured sample has 82 input attributes. The output of each sample is 0 (for normal arch) or 1 (for flatfoot).
III. APPLICATION IN FLATFOOT DIAGNOSIS
In this section, firstly our data set are divided approximately, then the MWASDNN models are constructed according to the data and features of the training set. Finally the trained models are used to classify the test set data to evaluate the effectiveness and efficiency of the proposed neural network through some related figures and charts.
A. PARAMETER SETTINGS
In order to make rational use of the available data, two-thirds of all samples are included in the training set, and the rest are used as the test set, while ensuring that the training set and the test set contain the same proportion of normal individuals and diseased individuals. Applying the same idea, the stratified cross-validation is adopted when dividing the training set into k subsets in the kFCV method, so that the class distribution of the samples in each subset is the same as the original data set. The cross-validation number k is set to 10 because the 10-fold cross-validation has relatively low bias and variance [34] . In order to guarantee the generalization performance of the trained model, it is necessary to shuffle the samples in each part. Based on previous experience in modeling neural networks, a random method is used to initialize the biases and output weights of MWASDNN, which is for the purpose of improving the efficiency of algorithm execution without loss VOLUME 7, 2019 Table 3 . It can be seen from this table that the values of the biases have a great influence on the performance of MWASDNN, which is mainly reflected in the time overhead, and has little effect on the accuracy. When the biases are equal to 0 or close to 0, the average running time of the algorithm is about 0.03 − 0.04 seconds, and when the value range of the biases is [−0.5, 0.5], the average running time of the algorithm is significantly increased. When the value range of the biases is [−1, 1], the algorithm becomes relatively inefficient. At the same time, the influence of the value interval of the output weight is small because it has little change in the running time and accuracy of the algorithm. As can be seen in Table 3 , when all the biases are 0 and the value range of the output weights is [−1, 1], the accuracy of the classification result is the highest. Therefore, we choose to randomly generate the output weights on the interval [−1, 1].
B. MODEL TRAINING AND TEST
According to the properties of the data set, we can get 82 neurons in the input layer of the MWASDNN model, and only one neuron is needed in the output layer. As mentioned earlier, the number of hidden-layer neurons is related to the minimum value of the loss function. The loss function measures the difference between the actual output of the neural networkŷ i and the target output y i , which calculates the error for a single sample x i . Among the many machine learning error indicators, the root mean square error (RMSE) is selected as the loss function of our entire data set, which is calculated by the following formula [28] , [37] :
denotes the target output matrix and Y = [y 1 , y 2 , · · · , yq] ∈ Rq ×1 is the actual output matrix of the MWASDNN.
In the actual execution of the algorithm, each time the number of hidden-layer neurons increases, a corresponding loss function value is calculated. As shown in Fig. 2 , it is found that the value of the loss function on the training set always shows a decreasing trend and eventually converges to a small value. In order to minimize the amount of calculations and make the loss function value as close as possible to its minimum value, we make the following rule: when the current number of hidden-layer neurons is p, its corresponding loss function value L(Ŷ, Y) is recorded as RMSE(p). Similarly, when the number of hidden-layer neurons is p + 1 and p + 2, their corresponding loss function values are recorded as RMSE(p + 1) and RMSE(p + 2), respectively. If |RMSE(p) − RMSE(p + 1)| < 1 × 10 −3 and |RMSE(p+1)−RMSE(p+2)| < 1×10 −3 , then stop increasing, and p is the hidden-layer neuron number we determined. To confirm the feasibility of the method we employed, comparative experiments are performed on left foot data. Figure 2 and 3 show the change in the value of the loss function and accuracy rates as the number of hidden-layer neurons grows. Moreover, Table 1 displays the accuracy rates and time consumption of the method of fixing the number of hidden-layer neurons as well as those of our method. It can be clearly seen from Fig. 3 that starting from several hidden-layer neurons, the classification effect of MWASDNN achieves stable and optimal. This fact is also revealed in Table 1 . Specifically, Table 1 indicates the advantage of our method in terms of both high accuracy and low consumption of time.
After confirming the validity of our model and method, the generalization performance and robustness of MWAS-DNN are improved by introducing stratified 10-fold crossvalidation. Some of the intermediate parameters generated during the training process on the entire data set are given in Table 2 . It can be seen from this table that when training the left foot MWASDNN model, the optimal validation data classification accuracy rate is achieved in the 3rd round of cross-validation. That is to say, at this time the number of hidden-layer neuronsh and the randomly-generated output weight matrix A are most consistent with the features of our data set. Therefore,h and A at this time are saved as the final determined model parameters. Similarly, when training the right foot data, the accuracy of the best validation data classification is achieved in the 7th round of cross-validation. Save theh and A at this time as the final parameters of the right foot model. Hereto, the MWASDNN models (including that of left foot and right foot) have been determined, and their main model parameters are given in Table 4 . Next, the two models obtained are used to classify the data of the test set. In the process of executing the algorithm, the time taken to calculate and display visualized classification results to the left foot data and right foot data is 0.7312 s and 0.7350 s, respectively, which indicates that the algorithm is very efficient and satisfactory. The classification results are shown in Fig. 4 . In order to evaluate the performance of MWASDNN in assisting the diagnosis of flatfoot, the confusion matrices of the classification results are given in Fig. 5 . In a confusion matrix, the entry in the ith row and the jth column shows the number of samples belonging to class i that are marked as class j by MWASDNN. Through Fig. 4 and Fig. 5 , it can be seen that our constructed MWASDNN models achieve high accuracy rates on pattern classification of the test set, with the left foot data reaching 84.31% and the right foot data reaching 85.29%, which is very impressive. In other words, it can achieve a correct rate of about 85% in the diagnosis of flatfoot.
Comparative experiments are carried out to further demonstrate the superiority of MWASDNN. For comparison, three classical neural networks: feed-forward back propagation neural network (FFBPNN), layer recurrent neural network (LRNN), and nonlinear auto regressive with exogenous inputs neural network (NARXNN), which can be trained by calling the MATLAB Neural Network Toolbox, are used to perform pattern classification on our data set [23] . In addition, some data mining methods including k-nearest neighbors (kNN), random forest, discriminant analysis classifier and naive Bayesian classifier as well as some improved neural networks such as SOCPNN and MOCPNN are also used to compare with MWASDNN [28] , [34] . All of the above experiments are performed on the platform of MATLAB R2016a, and the hardware environment is a personal computer with the following configurations: CPU: Intel Core i5-8500 3.0 GHz; memory: 8 GB. The results of the comparisons are given in Table 5 , noting that the performance of the various methods is ranked in the table. It can be seen from the table that among the presented 10 methods, only MWASDNN and discriminant analysis classifier have a classification accuracy rate of more than 80% for flat foot data, and MWASDNN has the highest accuracy rate on both the left and right foot data sets. In summary, the numerical and graphical results presented above demonstrate that the proposed MWASDNN with simple structure has excellent classification performance. Therefore, it is very eligible as a flatfoot assistive diagnostic tool.
IV. CONCLUSION
In this paper, a novel neural network has been presented and modeled to perform pattern classification on foot data to determine whether the input individuals have flatfoot disease or not. This kind of neural network is called MWAS-DNN, and has been used to classify the juvenile foot data we collected. By introducing the stratified 10-fold crossvalidation method, we have trained two MWASDNN models with two-thirds of the left foot data and right foot data respectively, and then used the obtained models to classify the remaining one-third of the data. The test results have shown that the classification accuracy of the left foot data and right foot data is as high as 84.31% and 85.29%, respectively, which fully demonstrates the superior performance of the MWASDNN. Therefore, it can be designed as a practical auxiliary tool for diagnosing flatfoot. More importantly, given that the MWASDNN has fairly simple structure, it can be applied to more fields with its advantages of fast feedback and without depending on high-performance devices. For example, it can be developed as a mobile phone software which can monitor gait and foot pressure at all times, so as to correct children's walking posture. Such applications can be widely implemented in future work, indicating that it has great potential and prospects in real-world applications. 
