Abstract. We study stochastic differential equations with Wiener integral considered with respect to fractional Brownian motion with Hurst index H < 1/2. We prove the existence and uniqueness of a strong solution of the equations and find maximal upper bounds for moments of a solution and its increments. We obtain estimates for the distribution of the supremum of a solution on an arbitrary interval. The modulus of continuity of solutions is found and estimates for the distributions of the norms of solutions are obtained in some Lipschitz spaces.
Introduction
In this paper, we study properties of solutions of a stochastic differential equation including an additive term represented in the form of a Wiener integral considered with respect to fractional Brownian motion with Hurst parameter H < 1/2. Properties of the integrals of this kind are studied in the first part of this paper (see [2] ). Similar stochastic differential equations with an additive fractional Brownian motion are studied in the paper [1] where the existence and uniqueness of a strong solution is proved.
We show below that solutions of these differential equations belong to the Orlicz space L U (Ω) of random variables generated by the N -function U (x) = exp{x 2 }−1. This allows us to apply the theory of Orlicz spaces [6] when analyzing the behavior of solutions of stochastic differential equations. We obtain some estimates for the norms of the solutions in the space L U (Ω).
Further we prove that the supremum of a solution belongs to the same Orlicz space as the solution itself and find estimates for the norm of the supremum. Using the latter result we obtain an estimate for the distribution of the supremum of a solution. It is worthwhile mentioning that the latter estimates have the same rate of growth as in the case of Gaussian processes.
Another topic we study in the paper is the modulus of continuity of solutions. We show that a solution of the equations under consideration belongs with probability one to a certain Lipschitz space and find estimates for the distribution of the norm of the solution in this space.
The paper is organized as follows.
Existence and uniqueness of a strong solution of a stochastic differential equation with a Wiener integral considered with respect to fractional Brownian motion
Let t ∈ R, (Ω, F, F t , t ∈ R, P) be a probability space with filtration, (1)
where the Wiener integral I t := 
Here {W t , F t , t ∈ R} is a Wiener process for which B H admits the Mandelbrot-van Ness representation. In what follows we consider a separable modification of the Gaussian process I t .
A partial case of equation (1) on the interval [0, T ] for the function f ≡ 1 is considered in the paper [1] . The existence and uniqueness theorem is proved for a strong solution in [1] . We extend this result to equation (1) for the case of more general functions f . Our proof follows the lines of the proof in [1] , so we only briefly describe the steps and indicate the places where the original proof of [1] requires changes.
where the constants C (6) H and C
H depend on H and p only (their explicit values are given in [2] ) and
According to Remark 2.5 of [2] ,
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where I *
and · r = · L r (P ) , r ≥ 1.
Proof. We split the proof into several steps. a) Existence of a weak solution. A pair of adapted and almost surely continuous processes ( B H , X) on the probability space with a filtration (Ω, F, F t , t ∈ R, P) is called a weak solution of equation (1) and a measure P such that d P /dP = ξ T if assumptions 1) and 2) hold. Moreover
where W t is a Wiener process such that
and the operator K H is defined by the fractional integrals
(see [3] ), and
Similarly to Theorem 3 of [1] , the processes
form a weak solution of equation (1) . This can also be proved straightforwardly:
The only result to be checked is that E ξ T = 1. To this end one can check the Novikov condition written in the form sup 0≤s≤T E exp(λg 
Again we need to prove that (3) defines the measure P . It is clear that the required result follows from sup
Similarly to (2), 
Thus the latter integral is a continuous in t ∈
we have sup
by the Gronwall lemma. Therefore
Moreover the process X is continuous in t. We again use the Fernique theorem and obtain a new measure P . The process
v s ds is an F t -Wiener process with respect to the measure P . Thus
where B H is a fractional Brownian motion with respect to the measure P . Similarly to Section 3.3 of [1] we check that X − x and I t :
s have the same distribution with respect to the measure P, that is, two arbitrary weak solutions of equation (1) have the same distribution. Since the processes X 
|h(t, x)|
and such that
for any nonnegative measurable function g(t, x):
Indeed, let a measure P be given by relation (3). Then X t − x has the Gaussian distribution with mean 0 and variance σ 
by the Hölder inequality with 1/α + 1/β = 1. Note that
since the expectation of the first factor equals 1 in view of bounds (4)- (5), while the second factor is finite in view of the same bounds and by taking into account that the functions h and v s are bounded. Now let 1/γ + 1/γ = 1 and γβ = 2. Then
Finally we set β/(2 − β) = r > 1, that is, we choose [5] and assumption 3) we obtain
Then inequality (6) follows from (7)-(9).
d) Existence of a strong solution. Taking into account estimate (6), the proof of this part is similar to that in [1] .
Namely we assume that the coefficient b is such that
for some constant C 1 > 0. This means that the functions |b(s, x)| and |f −1 (s)b(s, x)| are bounded. Similarly to Proposition 7 of [1] we prove that if a sequence of functions b n (t, x) satisfies inequality (10) with the same constant ) with b(t, x) . The proof of this result uses inequality (6) .
Further we use the comparison principle and follow the lines of the proof of Theorem 8 of [1] . As a result we prove that if |b(s, x)| ≤ C 1 (|f (s)| ∧ 1)(1 + |x|), then equation (1) has a strong solution (then Step b) proves the uniqueness).
3. Bounds for moments of a solution of equation (1) As before let τ N = inf{t > 0: |X t | > N} ∧ T and let X t be a solution of equation (1). We checked already that X t is continuous in t, whence we derive |X t∧τ N | ≤ N . Now
for all r > 1, where
Applying the Gronwall inequality we get
where C 1 = (6C) r . Passing to the limit as N → ∞ we obtain
By Theorem 4.1 of [2] we have
where
r is finite. Estimate (15) can also be used to decrease the constant in the expression for g(t).
Indeed, if E |X t | r < ∞, then one can write
instead of bound (11), where
by estimate (9) of [2] ,
and C r = 3 r C r . Therefore
by the Gronwall inequality. For 0 ≤ t < t ≤ T , we proceed in an analogous way:
. Estimates (16) and (17) can be improved further by dividing the interval [0, T ] appropriately. Namely we choose t 0 := (6C) −1 . Then
for 0 ≤ t ≤ t 0 according to (16). Hence
by the Gronwall inequality, where
In particular, E |X t 0 | r ≤ eg 1 . Further,
for the constant g 2 = 3 r g 1 e + C r (G 1 (0, T, f)) r + 1. Now we use induction for kt 0 ≤ t ≤ (k + 1)t 0 and get
The total number of the steps described above does not exceed
Thus
Similarly to (18) we prove that
If f ∈ C β (0, T ) for 0 < β < 1 and H + β > 1/2, then
Bounds for the norms of a solution in Orlicz spaces
Let U (x) = exp{x 2 } − 1 and let {Ω, F, P} be a probability space.
Definition 4.1. The family of random variables ξ for which there exists a constant
is called the Orlicz space L U (Ω) generated by the function U (x).
Theorem 4.1 ([6]). The Orlicz space L U (Ω) is a Banach space with respect to the Luxemburg norm
Let T be a set of parameters.
Definition 4.2. We say that a stochastic process Y = {Y t , t ∈ T} belongs to the space L U (Ω) if for an arbitrary t ∈ T the random variable Y t belongs to L U (Ω).
In what follows we use the following notation: 
for all ε > 0.
Proof. Inequality (19) implies for r ≥ 1 that
Using Stirling's formula,
we obtain
. 
It is easy to check that
Since ε > D √ e, we have
This means that inequality (29) holds for ε ≥ ε 0 . Since exp{ε 2 0 /(2B 2 )} > 1, bound (29) implies inequality (22) for all ε > 0.
Theorem 4.3. Let the assumptions of Theorem 2.1 hold. Assume that X t is a solution of equation (1) and t ∈ [0, T ]. Then the random variable X t belongs to the Orlicz space L U (Ω) and its Orlicz norm in L U (Ω) is such that
Proof. Theorem 4.3 follows from Theorem 4.2 and from the following auxiliary result, which is a particular case of Theorem 2.3.4 in [6] .
Lemma 4.1. Let ξ be a random variable such that
for all ε > 0, where
We introduce the following notation: 
Then
Proof. Inequality (32) follows from (31) and Theorem 4.3. Thus it remains to prove inequality (31). Inequalities (21) and (24) imply that
in the latter inequality, then
for ε ≥ ε 0 , where
Put 
for all λ ∈ R and 0 ≤ t < t ≤ T .
Corollary 4.1 follows from bound (32) and the following auxiliary result being a particular case of Lemma 2.3.4 in the book [6] . 
5. The distribution of the supremum of the process X in the interval [0, T ] First we recall some notions of the theory of stochastic processes belonging to Orlicz spaces.
Let T be an infinite set of parameters and let Y = {Y t , t ∈ T} be a real stochastic process belonging to the space L U (Ω), where
Let the space (T, ρ Y ) be separable and let the process Y t be separable on (T, ρ Y ), where N (ε) is the metric capacity of (T, ρ Y ), that is, the minimal number of closed balls whose radii do not exceed ε and that cover (T, ρ Y ). Note that N (ε) → ∞ as ε → 0.
The following result is a particular case of Theorem 3.3.4 in [6] . 
where θ is such that 0 < θ < 1 and N (θε 0 ) > e 2 − 1. 
where the constant K is defined by (35).
Inequality (36) follows from the following result: if ξ ∈ L U (Ω), then
for all ε > 0. In its turn, inequality (37) is a particular case of Theorem 3.3.4 in [6] . 
Here θ is an arbitrary number such that
Proof. The proof follows from 
It is easy to see that
If u is such that 0 < u < ε 0 or, equivalently, if
.
According to Remark 5.1, the condition N (θ ε 0 ) > e 2 − 1 can be reduced to the condition
that is, to inequalities (41). Now inequality (42) follows from (36). 
where the constants R and B are defined in Theorem 4.2, 0 < θ < (2/(e 2 − 1)) H , and 0 < γ < 2H. 
for all ε ∈ (0, ε 0 ) such that N 1 (ε) > U(Z 0 ) and for all x ≥ Z 0 . Moreover, Theorem 6.1 is proved in [6] for N 1 (u) = N (u). The substitution N 1 (u) for N (u) does not change the proof essentially. 
