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IZVLECˇEK
V magistrskem delu se lotevamo problema konstrukcije grafa kljucˇnih besed iz velikega
korpusa besedil. V grafu kljucˇne besede predstavljajo vozliˇscˇa, ki so povezana s temami. Dve
kljucˇni besedi sta v grafu povezani z neko temo, v kolikor sta v nekem besedilu medsebojno
odvisni in to besedilo pripada izbrani temi.
V prvem delu so ob konstrukciji taksˇnega grafa predstavljene sˇe metode za izlusˇcˇitev kljucˇnih
besed in dolocˇitev tem besedila. Predstavljeno znanje nato uporabimo na konkretnem pri-
meru. Nad celotno anglesˇko Wikipedijo skonstruiramo graf in ga tudi analiziramo. Pred-
stavimo splosˇne lastnosti grafa in argumentiramo dobljene rezultate pri analizi grafa. V
zadnjem delu navedemo sˇe nekaj primerov uporabe definirane strukture in predstavimo
podatkovne baze, ki so za shranjevanje grafa primerne.
Koncˇna ugotovitev kazˇe na to, da graf kljucˇnih besed ni uporaben le za iskanje po besedilih,
ampak tudi za vse sorodne probleme, kot so: klasifikacija novega besedila in predlaganje
podobnih besedil.
Kljucˇne besede: graf kljucˇnih besed, iskalnik po besedilih, kljucˇne besede,
klasifikacija besedila, analiza grafa
Math. Subj. Class. (2010): 68R10, 68R15, 05C90.
KOS, T.: Construction and Analysis of Huge Graphs from Keywords.
Master Thesis, University of Maribor, Faculty of Natural Sciences and Mathe-
matics, Department of Mathematics and Computer Science, 2015.
ABSTRACT
This master’s thesis deals with the problem of constructing a graph of keywords from a
large text corpus. In graph, keywords represent vertices, while topics are being saved on
edges. In a graph, two keywords are connected with a topic, if they are co-dependent in a
text and if this text falls under this topic.
In the first part, methods of extracting keywords and determining the topic of a text are
presented alongside the construction of such a graph. The presented knowledge is then used
on an actual case. A graph was constructed and analysed for the whole English Wikipedia.
General characteristics of the graph are presented and the results of the graph analysis are
explained. In the last part, some examples of the use of the defined structure are listed and
databases suitable for the storage of the graph are presented.
The main finding suggests that a graph of keywords is useful not only during text search
but also for all similar problems, such as: classification of new and suggestion of similar
texts.
Keywords: graph from keywords, search engine for texts, keywords,
text classification, graph analysis
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Uvod
Vsak dan izide vecˇ tisocˇ cˇlankov, knjig, novic, s cˇimer se baze besedil enormno povecˇujejo.
Iskanje po teh bazah bi bilo nemogocˇe, v kolikor ne bi iz besedil izlusˇcˇili kljucˇnih besed,
tem in ostalih podatkov o besedilu.
Zato je odkrivanje znanja z rudarjenjem nestrukturiranih besedil v cˇasu velikih kolicˇin
podatkov eden izmed kljucˇnih izzivov racˇunalniˇstva. Pristopi k resˇevanju temeljijo na ob-
delavi naravnih jezikov, uporabi mrezˇne organizacije podatkov (npr. semanticˇne mrezˇe),
algoritmih za pridobivanje informacij, metodah strojnega ucˇenja in drugih vrstah razlicˇnih
algoritmov.
Vecˇina cˇlankov, kjer so predstavljene podobne strukture, se posvecˇa konstrukciji semanticˇnih
mrezˇ (grafov), kjer so besede med seboj povezane glede na pomensko odvisnost [8, 6].
V tem magistrskem delu besede povezujemo s temami. Lotevamo se problema konstrukcije
grafa kljucˇnih besed iz zelo velikega korpusa besedil. Iz besedil izlusˇcˇimo kljucˇne besede
in teme besedila. Kljucˇne besede v grafu predstavljajo vozliˇscˇa, na povezave pa ob temi
shranimo sˇe povezave na vsebine (besedila, ki so prispevala k tej povezavi).
Primarna uporabnost taksˇnega grafa je iskanje besedil na podlagi podanih besed. Graf
lahko uporabimo tudi za resˇevanje sˇtevilnih drugih problemov, kot so: klasifikacija novega
besedila, predlaganje podobnih besedil, izlusˇcˇitev podgrafa in uporaba le-tega.
Delo je organizirano v sˇtiri poglavja. V prvem poglavju je predstavljeno, kako iz korpusa be-
sedil konstruiramo graf kljucˇnih besed. Podrobneje je tudi predstavljeno, na kaksˇne nacˇine
lahko iz besedila izlusˇcˇimo kljucˇne besede, izberemo teme ter na podlagi teh dolocˇimo po-
vezave v grafu. V naslednjem poglavju sledi konstrukcija grafa iz cˇlankov celotne anglesˇke
Wikipedije, podrobna analiza le-tega in predstavitev rezultatov. Na koncu pa pokazˇemo ne-
kaj primerov uporabe grafa kljucˇnih besed in predstavimo podatkovne baze, ki so primerne
za shranjevanje grafa.
1
Poglavje 1
Konstrukcija grafa
V tem poglavju predstavimo, kako skonstruirati graf kljucˇnih besed iz korpusa nestruk-
turiranih besedil. Graf kljucˇnih besed gradimo postopoma. Za vsako besedilo posebej
skonstruiramo lasten graf (graf kljucˇnih besed besedila) in ga nato dodamo v skupen graf
(graf kljucˇnih besed korpusa besedil).
Najprej definiramo graf kljucˇnih besed, ki ga tvorimo iz enega besedila.
Definicija 1.1 Graf kljucˇnih besed besedila B je neusmerjen utezˇen graf G = (K,E), kjer
je mnozˇica vozliˇscˇ K mnozˇica kljucˇnih besed besedila B. Kljucˇni besedi (vozliˇscˇi) sta med
seboj povezani, cˇe sta v danem besedilu med seboj odvisni. Mera odvisnosti predstavlja utezˇ
na povezavi.
Definirajmo sˇe graf kljucˇnih besed korpusa besedil.
Definicija 1.2 Naj bo C korpus besedil in T mnozˇica tem korpusa C. Graf kljucˇnih besed
korpusa besedil C je neusmerjen utezˇen graf G = (K,E), kjer je mnozˇica vozliˇscˇ K mnozˇica
kljucˇnih besed korpusa besedil C. Kljucˇni besedi sta med seboj povezani, cˇe sta v danem
korpusu besedil med seboj odvisni. Definiramo naslednje funkcije:
• u : E → R, ki vsaki povezavi priredi utezˇ povezave.
• f : E → P(T ), ki vsaki povezavi priredi mnozˇico tem.
• uf : E × T → R, ki vsaki temi na izbrani povezavi priredi utezˇ.
• g : E × T → P(C), ki vsaki temi na povezavi priredi mnozˇico besedil.
• ug : E × T × C → R, ki vsakemu besedilu iz izbrane teme na povezavi priredi utezˇ.
2
3Za vsako povezavo e = (k1, k2) tako shranimo sˇe:
• ue = u(e) - utezˇ povezave. V to utezˇ obicˇajno shranimo kar sˇtevilo besedil, ki so k tej
povezavi prispevala.
• Te = f(e) - mnozˇico tem povezave.
• UTe = {uf (e, t) | t ∈ Te} - utezˇi mnozˇice tem Te. Utezˇ je lahko kar sˇtevilo besedil, ki
so k tej povezavi in temi prispevala.
• Be,t = {g(e, t) | t ∈ Te} - mnozˇice besedil. Za vsako temo na povezavi shranimo
besedila, ki so v pripadajocˇem grafu vsebovala povezavo e in besedilo spada v izbrano
temo.
• UBe,t = {ug(e, t, b) | t ∈ Te, b ∈ Be,t} - utezˇi mnozˇice besedil Be,t. Ta utezˇ pove, kako
zelo sta pripadajocˇi kljucˇni besedi v besedilu med seboj odvisni.
Na sliki 1.1 je primer grafa kljucˇnih besed korpusa besedil C = {b1, b2, b3} (G = (K,E)).
Kot vidimo, so v grafu sˇtiri besede (K = {kw1, kw2, kw3, kw4}) in sˇtiri povezave (E =
{e1, e2, e3, e4}). Za vsako povezavo ei ∈ E imamo zraven utezˇi uei shranjene sˇe ostale
podatke, ki so na sliki predstavljeni v tabelah.
kw1
kw2
kw3
kw4
G
Te1 UTe1 Be1,t UBe1,t
t1 ue1,t1
b1 ue1,t1,b1
b2 ue1,t1,b2
t2 ue1,t2
b1 ue1,t2,b1
b2 ue1,t2,b2
Te2 UTe2 Be2,t UBe2,t
t1 ue2,t1 b1 ue2,t1,b1
t2 ue2,t2 b1 ue2,t2,b1
Te4 UTe4 Be4,t UBe4,t
t1 ue4,t1 b3 ue4,t1,b3
t3 ue4,t3 b3 ue4,t3,b3
Te3 UTe3 Be3,t UBe3,t
t1 ue3,t1
b2 ue3,t1,b2
b3 ue3,t1,b3
t2 ue3,t2 b2 ue3,t2,b2
t3 ue3,t3 b3
e4
ue4
e3 ue3
e1ue1
e2
ue2
ue3,t3,b3
Slika 1.1: Primer grafa kljucˇnih besed korpusa besedil C = {b1, b2, b3}.
Opomba 1.3 Graf kljucˇnih besed lahko vsebuje tudi zanke.
Korpus besedil je v magistrskem delu oznacˇen s C, besedila iz korpusa z Bi, graf kljucˇnih
besed korpusa besedil C z G = (K,E). Vsakemu besedilu Bi priredimo tudi pripadajocˇi
graf kljucˇnih besed Gi = (Ki, Ei), kjer je Ki mnozˇica kljucˇnih besed besedila Bi in Ei
mnozˇica povezav v grafu Gi.
4Vhod: korpus besedil C
Izhod: G = (K,E) graf kljucˇnih besed korpusa besedil C, T mnozˇica tem
korpusa besedil C
begin
K ←− {};
E ←− {};
T ←− {};
for Bi ∈ C do
Gi = (Ki, Ei)←− grafKljucˇnihBesedBesedila(Bi);
Ti ←− temeBesedila(Bi);
K ←− K ∪Ki;
T ←− T ∪ Ti;
for (k1, k2, u
′) ∈ Ei do
if obstaja povezava (k1, k2) v E then
e = (k1, k2)←− (k1, k2) v E;
else
e←− ustvariPovezavo((k1, k2), E);
end
Te ←− Te ∪ Ti;
for t ∈ Ti do
Be,t ←− Be,t ∪Bi;
ug(e, t, Bi)←− u′;
posodobiUtezˇTemeV Povezavi(uf (e, t), u
′);
end
posodobiUtezˇPovezave(ue, u
′);
end
end
G←− (K,E);
end
Algoritem 1: Konstrukcija grafa kljucˇnih besed korpusa besedil.
Kot smo zˇe omenili, lahko graf kljucˇnih besed korpusa besedil konstruiramo z zdruzˇevanjem
grafov kljucˇnih besed posameznih besedil. Zacˇnemo s praznim grafom G in prazno mnozˇico
tem T . Za vsako besedilo Bi posodobimo graf G na naslednji nacˇin. Za besedilo Bi tvorimo
graf kljucˇnih besed Gi = (Ki, Ei) in dolocˇimo teme Ti. Mnozˇico kljucˇnih besed K razsˇirimo
s kljucˇnimi besedami besedila Bi. Enako storimo z mnozˇico tem T , ki jo razsˇirimo s temami
besedila. Za vsako povezavo (k1, k2) ∈ Ei in pripadajocˇo utezˇ u′ posebej izvedemo naslednji
postopek. Cˇe v grafu G zˇe obstaja povezava med k1 in k2, potem v nadaljevanju posoda-
bljamo to povezavo. V kolikor ta povezava v G sˇe ne obstaja, jo ustvarimo. Oznacˇimo jo
z e ∈ E. Najprej mnozˇico Te razsˇirimo s temami besedila Ti. Nato za vsako temo t ∈ Ti
besedila Bi posodobimo sˇe ostale parametre povezave e. Besedilo Bi dodamo v mnozˇico
besedil Be,t in utezˇ besedila ug(e, t, Bi) = u
′ v mnozˇico UBe,t ter posodobimo uf (e, t) - utezˇ
5teme t na povezavi e. Na koncu posodobimo sˇe utezˇ povezave ue. Ves postopek je opisan
tudi z algoritmom 1.
kw1
kw3
kw4
kw1
kw2
kw3
kw4
G3 G
Te1 UTe1 Be1,t UBe1,t
t1 ue1,t1
b1 ue1,t1,b1
b2 ue1,t1,b2
t2 ue1,t2
b1 ue1,t2,b1
b2 ue1,t2,b2
Te2 UTe2 Be2,t UBe2,t
t1 ue2,t1 b1 ue2,t1,b1
t2 ue2,t2 b1 ue2,t2,b1
Te4 UTe4 Be4,t UBe4,t
t1 ue4,t1 b3 ue4,t1,b3
t3 ue4,t3 b3 ue4,t3,b3
Te3 UTe3 Be3,t UBe3,t
t1 ue3,t1
b2 ue3,t1,b2
b3 ue3,t1,b3
t2 ue3,t2 b2 ue3,t2,b2
t3 ue3,t3 b3
e4
ue4
e3 ue3
e1ue1
e2
ue2
u'1
u'2 posodobiUtežTemeVPovezavi
posodobiUtežPovezave
1.
2.
3.
dodajUteži
= u'1
ue3,t1,b3
= u'2
ue3,t3,b3 = u'1
= u'2
Slika 1.2: Primer dodajanja grafa kljucˇnih besed besedila b3 h grafu kljucˇnih besed
korpusa besedil C = {b1, b2}.
Na sliki 1.2 je predstavljen primer dodajanja grafa kljucˇnih besed besedila b3 (G3 =
(K3, E3)) h grafu G kljucˇnih besed korpusa besedil C = {b1, b2}. Mnozˇica tem besedila
b3 je T3 = {t1, t3}. Vsako povezavo iz grafa G3 moramo vnesti v graf G. Zacˇnemo s
povezavo (kw1, kw3) ∈ E3. Pripadajocˇa povezava v G je povezava e3 ∈ E. Zato v na-
daljevanju posodabljamo to povezavo. Najprej mnozˇico Te3 razsˇirimo s temami besedila
b3. Nato za vsako temo t besedila b3 razsˇirimo sˇe mnozˇico Be3,t z besedilom b3 in mnozˇico
UBe3,t z utezˇjo u
′
1 (tocˇka 1). Za vsako temo t posodobimo tudi utezˇ teme na povezavi ue3,t
(tocˇka 2). Na koncu posodobimo sˇe utezˇ povezave ue3 (tocˇka 3). Enako storimo s povezavo
(kw4, kw3) ∈ E3. Ker kljucˇna beseda kw4 sˇe ne obstaja v grafu G, jo najprej ustvarimo.
Ustvarimo sˇe povezavo med kljucˇnima besedama kw3 in kw4 v grafu G in jo oznacˇimo z
e4 ∈ E. Nadaljnji postopek je enak kot pri posodabljanju povezave e3.
Sedaj, ko imamo ta algoritem, potrebujemo samo sˇe nacˇin, kako skonstruirati graf posame-
znega besedila. Ker je graf sestavljen iz mnozˇice kljucˇnih besed, tem in povezav, bomo v
podpoglavjih predstavili, na kaksˇne vse nacˇine lahko iz besedila izlusˇcˇimo kljucˇne besede,
izberemo teme in na podlagi teh dolocˇimo povezave v grafu besedila.
Ker zˇelimo konstruirati graf iz velikega korpusa besedil, mora biti cˇasovna zahtevnost vseh
algoritmov cˇim manjˇsa. Isˇcˇemo torej dobre, a ob enem tudi hitre algoritme.
1.1 Lusˇcˇenje kljucˇnih besed 6
1.1 Lusˇcˇenje kljucˇnih besed
Kljucˇne besede predstavljajo najmanjˇso mozˇno mnozˇico besed, ki poda pomen celotnega
besedila, zato je lusˇcˇenje kljucˇnih besed iz besedila eden izmed najpomembnejˇsih problemov
na podrocˇju priklica informacij (angl. Information Retrivial). S pomocˇjo kljucˇnih besed
lahko nato za besedilo dolocˇimo kljucˇne besedne zveze, tvorimo povzetek besedila, dolocˇimo
teme in kategoriziramo besedilo.
Obstaja veliko razlicˇnih metod za lusˇcˇenje kljucˇnih besed, ki jih lahko razdelimo v tri
osnovne skupine [3]:
• Enostavni statisticˇni pristop
Pri teh metodah so uporabljeni razni statisticˇni podatki, na podlagi katerih ocenimo
besede. Te metode ne potrebujejo predhodnega ucˇenja in se zanasˇajo na izracˇunane
ocene posameznih besed ali pa na sopojavitev besed (angl. word co-occurrences). Med
najbolj znani metodi spadata Term Frequency-Inverse Document Frequency (TF-
IDF) in Okapi BM25.
• Jezikoslovni pristop
Te metode se zanasˇajo na algoritme za obdelavo naravnega jezika (angl. Natural Lan-
guage Processing - NLP), ki izlusˇcˇijo jezikoslovne znacˇilnosti besed. Nad besedilom
izvedejo leksikalno analizo, skladenjsko analizo, diskurzivno analizo itd.
Jezikoslovni pristop je velikokrat uporabljen za filtriranje kandidatov kljucˇnih besed,
saj se lahko zˇe z leksikalno analizo takoj znebimo nepomembnih besednih vrst, kot
so: predlogi, vezniki, cˇlenki itd.
• Uporaba strojnega ucˇenja
Za izbiro kljucˇnih besed lahko uporabimo tudi algoritme z nadzorovanim ucˇenjem.
Ti algoritmi so se izkazali kot zelo natancˇni, njihov problem pa je, da potrebujemo
ucˇno mnozˇico (besedila z znanimi kljucˇnimi besedami) ter ponekod tudi seznam vseh
mozˇnih kljucˇnih besed. Vecˇinoma se uporabljajo metode klasifikacije (Naivni Baye-
sov klasifikator, metoda podpornih vektorjev in algoritem k-najblizˇjih sosedov). Te
metode so ponavadi tudi nekoliko pocˇasnejˇse.
Veliko metod uporablja kombinacijo vseh zgoraj nasˇtetih. Nekateri algoritmi se posluzˇujejo
tudi drugih informacij o besedilu, kot na primer polozˇaj besed znotraj besedila (zacˇetek
stavka, odstavka, poglavja), ali se beseda mogocˇe pojavi znotraj kaksˇne HTML znacˇke itd.
V literaturi se vecˇinoma pojavljajo metode, ki so optimizirane predvsem za izbiro malega
sˇtevila kljucˇnih besed oz. besednih zvez. Nas zanimajo samo besede in ne besedne zveze.
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Zraven tega zˇelimo tudi, vsaki besedi podati oceno, ki pove, kako pomembna je za to
besedilo. Ker bomo te ocene primerjali med razlicˇnimi besedili, je potrebno, da je mera
med besedili primerljiva. Torej, cˇe je neka beseda pomembnejˇsa za besedilo B1 kot za
besedilo B2, potem mora biti ocena besede pri analizi besedila B1 boljˇsa kot pri analizi
besedila B2.
Dobra izbira kljucˇnih besed besedila je zelo pomembna za konstrukcijo grafa, zato bomo v
nadaljevanju predstavili izboljˇsano metodo TF-IDF, ki je optimizirana za nasˇ problem.
1.1.1 Metoda TF-IDF
Opis metode TF-IDF je povzet po [2].
Ena izmed najbolj znanih metod za izbiro kljucˇnih besed je metoda Term Frequency-Inverse
Document Frequency (TF-IDF), ki vsaki besedi v besedilu priredi oceno.
Prednost te metode v primerjavi z metodami strojnega ucˇenja je, da pred uporabo potre-
bujemo le sˇtevilo besedil iz korpusa, kjer se beseda pojavi. To sˇtevilo oznacˇimo z nt, torej
nt = |{Bi | Bi ∈ C ∧ t ∈ Bi}|.
Kot zˇe samo ime pove, metoda za izracˇun uporabi dve statisticˇni vrednosti. Prva je fre-
kvenca besede znotraj izbranega besedila tf(t, Bi), druga pa sˇtevilo besedil, kjer se beseda
pojavi idf(t, C).
Za izracˇun frekvence besede bi lahko uporabili kar sˇtevilo pojavitev besede znotraj bese-
dila (f(t, Bi)). Ker zˇelimo, da je koncˇna ocena neodvisna od dolzˇine besedila, jo moramo
normalizirati. Izkazˇe se, da je v takem primeru najbolje izbrati enacˇbo
tf(t, Bi) = α+ (1− α) f(t, Bi)
max{f(w,Bi) : w ∈ Bi} , α ∈ [0, 1]. (1.1)
Manjˇsa kot je vrednost parametra α, tem bolj je koncˇna ocena metode odvisna od sˇtevila
pojavitev besede t v besedilu Bi. Ponavadi se vrednost α giblje v blizˇini vrednosti 0, 5.
Inverzna frekvenca besedila idf(t, C) pove, kako specificˇna (redka) je beseda. V manj bese-
dilih kot se beseda pojavi, viˇsjo oceno idf(t, C) bo imela. Izracˇunana je na podlagi sˇtevila
besedil v korpusu in sˇtevila besedil, v katerih se izbrana beseda pojavi:
idf(t, C) = ln
|C|
nt
. (1.2)
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Na podlagi vrednosti tf(t, Bi) in idf(t, C) se koncˇna ocena metode tfidf(t, Bi, C) enostavno
izracˇuna kot
tfidf(t, Bi, C) = tf(t, Bi) · idf(t, C). (1.3)
Najviˇsjo oceno bodo tako dobile besede, ki se v besedilu velikokrat pojavijo, a se ne pojavijo
v veliko besedilih.
Sedaj na podlagi ocene oznacˇimo vsako besedo za kljucˇno ali ne. To lahko storimo na dva
nacˇina:
• prvih n besed z najviˇsjo oceno oznacˇimo kot kljucˇne besede ali
• vse besede, katerih ocena je viˇsja od neke vrednosti, oznacˇimo za kljucˇne.
Tako dobimo seznam kljucˇnih besed s pripadajocˇimi ocenami.
Zgled. Korpus besedil C sestavljajo besedila: B1 = “This is the first document.”, B2 =
“This is the second.” in B3 = “This used to be the first, but is now the third document.”.
Zˇelimo dolocˇiti ocene tfidf za besede v besedilu B3 na podlagi korpusa besedil C. Parameter
α naj ima vrednost 0, 5.
Najprej dolocˇimo |C| in max{f(w,B3) : w ∈ B3}. Enostavno je videti, da je |C| = 3
in max{f(w,B3) : w ∈ B3} = 2, kjer je w = “the′′. Nato za vsako besedo pogledamo,
kolikokrat se pojavi v besedilu B3 (f(t, B3)) in v koliko besedilih se pojavi (nt). Na podlagi
teh podatkov ter enacˇb 1.1, 1.2 in 1.3 izracˇunamo ocene tf, idf in tfidf. Dobljene vrednosti
so predstavljene v tabeli 1.1.
t f(t, B3) nt tf(t, B3) idf(t, C) tfidf(t, B3, C)
this 1 3 0,75 0 0
used 1 1 0,75 1,10 0,83
to 1 1 0,75 1,10 0,83
be 1 1 0,75 1,10 0,83
the 2 3 1 0 0
first 1 2 0,75 0,41 0,31
but 1 1 0,75 1,10 0,83
is 1 3 0,75 0 0
now 1 1 0,75 1,10 0,83
third 1 1 0,75 1,10 0,83
document 1 2 0,75 0,41 0,31
Tabela 1.1: Podatki in ocene besed iz besedila B3.
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1.1.2 Izboljˇsana metoda TF-IDF
Metodo TF-IDF je mozˇno na zelo eleganten nacˇin sˇe nekoliko izboljˇsati. Metodi bomo
dodali sˇe jezikoslovni pristop. S pomocˇjo NLP algoritmov lahko ugotovimo, kateri besedni
vrsti beseda pripada. Zraven tega lahko besede sˇe lematiziramo. Lematizacija je postopek,
pri katerem besede iz besedila pretvorimo v osnovno obliko.
S pomocˇjo dolocˇitve besednih vrst lahko sˇe pred izracˇunom ocene tfidf dolocˇene besede
odstranimo iz seznama kandidatov za kljucˇne besede. Med kandidati lahko pustimo samo
besedne vrste, kot so samostalnik, pridevnik in glagol. S pomocˇjo lematizacije besed se
znebimo problema sklanjanja in tako zdruzˇimo vse enake besede. To pomeni, da vse oblike
besede smatramo kot eno besedo.
Nasˇa metoda torej poteka na naslednji nacˇin:
1. Iz besedila izlusˇcˇimo vse besede.
2. Besede lematiziramo in zdruzˇimo tiste, ki so enake.
3. Besede filtriramo na podlagi besedne vrste in dobimo kandidate za kljucˇne besede.
4. Kandidate za kljucˇne besede ocenimo s pomocˇjo metode TF-IDF v razdelku 1.1.1
Tako dobimo seznam besed, ki jim je prirejena ocena na podlagi metode TF-IDF. Besede, ki
so slabo ocenjene, lahko iz seznama odstranimo. Besede, ki so v seznamu ostale, so kljucˇne
besede besedila in v grafu Gi predstavljajo vozliˇscˇa Ki.
Zgled. Korpus besedil C sestavljajo besedila: B1 = “This is the first document.”, B2 =
“This is the second.” in B3 = “This used to be the first, but is now the third document.”.
S pomocˇjo izboljˇsane metode TF-IDF zˇelimo iz besedila B3 izlusˇcˇiti kandidate za kljucˇne
besede (glagole, pridevnike in samostalnike) in jim dolocˇiti oceno tfidf na podlagi korpusa
besedil C. Parameter α naj ima vrednost 0, 5.
Najprej lematiziramo besede v besedilih in jim dolocˇimo besedno vrsto (G - glagol, P -
pridevnik, S - samostalnik). Dobljene lematizirane besede in besedne vrste so predstavljene
v tabeli 1.2.
Tako dobimo kandidate za kljucˇne besede, katerim na enak nacˇin kot pri navadni metodi
TF-IDF izracˇunamo oceno tfidf (glej zgled v prejˇsnjem razdelku 1.1.1). Dolocˇimo sˇtevilo
besedil in frekvenco besede, ki se najvecˇkrat pojavi v besedilu B3:
|C| = 3 in max{f(w,B3) : w ∈ B3} = 2, w = “the” ali “be”.
Podatki in ocene kandidatov za kljucˇne besede besedila B3 so predstavljeni v tabeli 1.3.
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besedilo B1 B2
beseda This is the first document. This is the second.
lematizirana b. this be the first document this be the second
besedna vrsta G P S G P
besedilo B3
beseda This used to be the first, but is now the third document.
lematizirana b. this use to be the first but be now the third document
besedna vrsta G G P G P S
Tabela 1.2: Lematizacija besed in dolocˇitev besedne vrste besedam iz besedil korpusa
besedil C.
t f(t, B3) nt tf(t, B3) idf(t, C) tfidf(t, B3, C)
use 1 1 0,75 1,10 0,83
be 2 3 1 0 0
first 1 2 0,75 0,41 0,31
third 1 1 0,75 1,10 0,83
document 1 2 0,75 0,41 0,31
Tabela 1.3: Podatki in ocene kandidatov za kljucˇne besede besedila B3.
1.2 Dolocˇitev tem
Dolocˇiti temo nekemu besedilu je prav tako eden izmed kljucˇnih problemov v danasˇnjem
cˇasu. Dolocˇitev tem besedilu spada med probleme klasifikacije. Sem spadajo vsi problemi,
pri katerih zˇelimo elemente iz neke mnozˇice razporediti v skupine, glede na neko lastnost.
Vsakodnevno se na tem podrocˇju uporabljajo raznorazni algoritmi za filtriranje nezazˇeljene
posˇte, kategorizacijo novic, v odlocˇitvenih problemih (yes/no) itd.
Obstajata dva razlicˇna pristopa za dolocˇitev tem besedila:
1. Lusˇcˇenje tem iz besedila
Ta pristop je zelo podoben lusˇcˇenju kljucˇnih besed iz besedila, vendar tukaj uporabimo
druge mere za oceno posameznih besed. Prednost te metode je, da ne potrebujemo
predhodno dolocˇenega nabora tem in nasˇega modela ni potrebno vnaprej naucˇiti. V
naslednjem razdelku bomo predstavili en nacˇin izvedbe.
2. Dodelitev tem (ali Uvrstitev besedila k dolocˇeni temi)
Pri tem pristopu se v vecˇini uporabljajo metode strojnega ucˇenja. Teme morajo biti
vnaprej dolocˇene, model pa moramo naucˇiti. Nato algoritem oceni, katera tema je
za podano besedilo najbolj primerna. Med najbolj znane algoritme spadajo Naivni
Bayesov klasifikator, metoda podpornih vektorjev in algoritem k-najblizˇjih sosedov.
Tako vsakemu besedilu Bi dolocˇimo mnozˇico tem Ti.
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1.2.1 Lusˇcˇenje tem
Kot smo zˇe omenili, je lusˇcˇenje tem zelo podobno lusˇcˇenju kljucˇnih besed iz besedila, vendar
v tem primeru ne iˇscˇemo specificˇnih (redkih) besed. Zato je metoda TF-IDF neuporabna.
Poiskati moramo druge mere, na podlagi katerih bomo ocenili, ali je beseda primerna za
temo ali ne.
Nekaj primernih mer za oceno besed:
• frekvenca besede znotraj besedila
Vecˇkrat kot se beseda pojavi, vecˇja je verjetnost, da je pomembna za besedilo.
• sˇtevilo besedil iz korpusa, kjer se beseda pojavi
Beseda je primerna za temo, v kolikor se ne pojavi prepogosto, a obenem tudi ne
preredko. Ne zˇelimo, da bi bile za temo izbrane besede, ki so zelo specificˇne.
• mesto pojavitve v besedilu
Vecˇina besedil se zacˇne z uvodom. Besede, ki se pojavijo v tem delu, so gotovo bolj
pomembne od ostalih.
• besedna vrsta besede
Za teme so najbolj primerni samostalniki. To mero lahko uporabimo tudi za izbiro
kandidatov.
• povprecˇna vrednost sˇtevila pojavitev besede v vseh besedilih
Postopek za lusˇcˇenje tem poteka zelo podobno kot izboljˇsana metoda TF-IDF iz razdelka
1.1.2.
1. Iz besedila izlusˇcˇimo vse besede.
2. Besede lematiziramo in zdruzˇimo tiste, ki so enake.
3. Besede lahko filtriramo na podlagi besedne vrste (npr. samo samostalniki) ali pa na
podlagi seznama kandidatov tem (cˇe ga imamo).
4. Besede ocenimo s pomocˇjo zgoraj navedenih mer.
Najbolje ocenjene besede so teme besedila (podobno kot pri kljucˇnih besedah 1.1.1).
Prednost te metode je, da ne potrebujemo ucˇne mnozˇice in seznama mozˇnih tem. Uporabna
je predvsem, kadar imamo besedila iz raznoterih podrocˇij in je zato mnozˇica tem zelo velika.
V ostalih primerih je bolje uporabiti metode klasifikacije, ki s pomocˇjo strojnega ucˇenja bolje
dolocˇijo teme besedila.
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1.2.2 Naivni Bayesov klasifikator
Opis Naivnega Bayesovega klasifikatorja je povzet po [4, 7].
Naivni Bayesov klasifikator je ena izmed najbolj priljubljenih metod klasificiranja besedil.
Spada med metode strojnega ucˇenja z nadzorovanim ucˇenjem. Predstavili bomo verjetnostni
model, ki ga metoda uporablja.
Mnozˇica tem je oznacˇena s T . Besedilo si predstavljamo kot mnozˇico besed x = (x1, x2, . . . , xn).
Verjetnost, da besedilo x spada k temi Ti, je
p(Ti|x) = p(Ti)p(x|Ti)
p(x)
,
kjer je p(Ti) verjetnost teme Ti, p(x|Ti) verjetnost besedila x pri pogoju Ti in p(x) verjetnost
besedila x.
Naivni Bayesov klasifikator uporablja predpostavko, da so besede med seboj neodvisne:
p(xj |Ti, xα1 , xα2 , . . . , xαk) = p(xj |Ti).
S pomocˇjo te predpostavke lahko p(x|Ti) poenostavimo na naslednji nacˇin:
p(x|Ti) = p(x1, x2, . . . , xn|Ti)
= p(x1|Ti)p(x2, . . . , xn|Ti, x1)
= p(x1|Ti)p(x2|Ti, x1) . . . p(xn|Ti, x1, x2, . . . , xn−1)
= p(x1|Ti)p(x2|Ti) . . . p(xn|Ti)
=
n∏
j=1
p(xj |Ti).
Torej verjetnost, da besedilo x pripada temi Ti, izrazimo kot
p(Ti|x) = p(Ti)
p(x)
n∏
j=1
p(xj |Ti). (1.4)
Opomba 1.4 Ker je p(x) neodvisen od teme Ti, lahko pri primerjavi ocen ta del izpustimo.
Naivni Bayesov klasifikator tako matematicˇno zapiˇsemo kot
y = argmax
i∈{1,...,m}
p(Ti)
n∏
j=1
p(xj |Ti), (1.5)
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kjer je Ty najbolje ocenjena tema iz T .
Kot vidimo, za uporabo te metode potrebujemo verjetnosti (frekvenco) besed za vsako temo
posebej in pa verjetnost (frekvenco) same teme. Za dolocˇitev teh vrednosti potrebujemo
ucˇno mnozˇico (besedila z dolocˇeno pripadajocˇo temo), s pomocˇjo katere naucˇimo model.
Prednost te metode je, da ni nujno, da je ucˇna mnozˇica zelo velika, da dobimo natancˇne
rezultate. Metoda tudi predpostavi, da so pojavitve besed medsebojno neodvisne, kar
pomeni, da je metoda malenkost bolj nenatancˇna, a zaradi tega cˇasovno manj zahtevna.
Zgled. Zˇelimo uporabiti Naivni Bayesov klasifikator in s pomocˇjo testnih podatkov iz tabele
1.4, klasificirati zadnji podatek v tabeli (sˇt. 11).
i Vreme (W ) Igrati nogomet (PF )
1 sunny hot no
2 sunny mild yes
3 sunny cold yes
4 overcast hot yes
5 overcast mild yes
6 overcast cold no
7 storm hot no
8 storm cold no
9 rain hot yes
10 rain mild no
11 rain cold ?
Tabela 1.4: Testni podatki in manjkajocˇi podatek za Naivni Bayesov klasifikator.
V tabeli 1.4 podatek W predstavlja besedilo, podatek PF pa pripadajocˇo temo besedila.
S pomocˇjo enacˇbe 1.4, izracˇunamo verjetnosti p(PF = yes|i11) in p(PF = no|i11) besedilo
“rain cold”, s pomocˇjo katerih bomo ugotovili, ali besedilo pripada temi “yes” ali temi “no”.
p(PF = yes|i11) = p(PF = yes)
p(i11)
· p(W = rain,W = cold|PF = yes)
=
p(PF = yes)
p(i11)
· p(W = rain|PF = yes) · p(W = cold|PF = yes)
=
4
10
p(i11)
· 1
2
· 1
3
=
1
15p(i11)
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p(PF = no|i11) = p(PF = no)
p(i11)
· p(W = rain,W = cold|PF = no)
=
p(PF = no)
p(i11)
· p(W = rain|PF = no) · p(W = cold|PF = no)
=
6
10
p(i11)
· 1
2
· 2
3
=
1
5p(i11)
Primerjamo dobljena rezultata. Ker je 115p(i11) <
1
5p(i11)
, pripada besedilo “rain cold” temi
“no” (PF (i11) = no).
1.3 Dolocˇitev povezav
Do sedaj smo z lusˇcˇenjem kljucˇnih besed in dolocˇitvijo tem za vsako besedilo Bi dolocˇili
mnozˇici vozliˇscˇ Ki in mnozˇico tem Ti. Dolocˇiti moramo samo sˇe mnozˇico povezav Ei.
Povezati zˇelimo kljucˇne besede iz Ki, ki so med seboj odvisne. To odvisnost lahko ocenimo
s pomocˇjo naslednjih mer:
• oddaljenost kljucˇnih besed,
• sˇtevilo sopojavitev (v dolocˇeni oddaljenosti) in
• leksikalna odvisnost kljucˇnih besed.
Prvi dve meri lahko tudi zdruzˇimo. Za vsako sopojavitev shranimo oddaljenost in nato
zdruzˇimo te oddaljenosti v eno mero. Algoritem za iskanje leksikalne odvisnosti besed je
cˇasovno pozˇresˇen, zato je v nasˇem primeru neuporaben.
Poglejmo eno izmed mozˇnih implementacij funkcije odvisnosti. Najprej definiramo funkcijo
minimalne razdalje dveh kljucˇnih besed. Iz besedila odstranimo vse nepomembe besede -
stopwords (npr. pustimo samo samostalnike, pridevnike in glagole). Minimalna razdalja
dveh kljucˇnih besed je nato najkrajˇsa razdalja med kljucˇnima besedama znotraj povedi v
popravljenem besedilu. Odvisnost sedaj definiramo na naslednji nacˇin:
odvisnost(k1, k2) =
{
1 , minRazdalja(k1, k2) ≤ Rmax
0 , sicer
za nek Rmax ∈ N. (1.6)
Torej, dve kljucˇni besedi sta odvisni, cˇe je razdalja med njima manjˇsa ali enaka od Rmax.
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Za dolocˇitev utezˇi povezave lahko zraven odvisnosti kljucˇnih besed uporabimo sˇe oceni
kljucˇnih besed, ki smo jih izracˇunali s pomocˇjo metode TF-IDF iz razdelka 1.1.1.
u(k1, k2) = tfidf(k1) · tfidf(k2) · odvisnost(k1, k2), k1, k2 ∈ Ki. (1.7)
Povezave z zelo majhno vrednostjo utezˇi lahko iz grafa odstranimo. Odstranimo tudi
kljucˇne besede, ki nimajo nobene povezave. Ena izmed mozˇnih implementacij algoritma
za dolocˇitev povezav je predstavljena z algoritmom 2, kjer za vsaki dve kljucˇni besedi iz
besedila izracˇunamo odvisnost in mozˇno utezˇ na povezavi med njima. Nato kljucˇni besedi
povezˇemo samo v primeru, cˇe je predvidena utezˇ na povezavi vecˇja od vrednosti minUtezˇ.
Vhod: besedilo Bi, mnozˇica kljucˇnih besed Ki, minUtezˇ minimalna potrebna
utezˇ, da tvorimo povezavo
Izhod: mnozˇica povezav Ei
begin
Ei ←− {};
for k1 ∈ Ki do
for k2 ∈ Ki do
odv ←− izracˇunajOdvisnostVBesedilu(k1, k2, Bi);
u←− izracˇunajUtezˇ(odv, ocena(k1), ocena(k2));
if u > minUtezˇ then
Ei ←− Ei ∪ {(k1, k2, u)};
else
end
end
end
Algoritem 2: Dolocˇitev povezav besedila Bi.
Izrek 1.5 Naj bosta u1, u2 ∈ R+0 , u1 ≤ u2, vrednosti za minUtezˇ ter Gu1 in Gu2 pripa-
dajocˇa grafa kljucˇnih besed skonstruirana nad istim besedilom. Tedaj je Gu2 podgraf grafa
Gu1.
Dokaz. Ker grafa konstruiramo nad istim besedilom, je mnozˇica kljucˇnih besed enaka. Kar
pomeni, da imata grafa isto mnozˇico vozliˇscˇ. Dolocˇitev povezav grafov poteka po algoritmu
2. Vrednost minUtezˇ vpliva samo na to, ali dodamo povezavo med izbranima kljucˇnima
besedama ali ne. Pogoj za dodajanje povezave je samo, ali je utezˇ med kljucˇnima besedama
vecˇja od vrednosti minUtezˇ (u > minUtezˇ). V kolikor ima minUtezˇ vrednost u2 in neka
povezava izpolnjuje pogoj u > u2, potem izpolnjuje tudi pogoj u > u1, saj je u > u2 ≥ u1.
Torej vsaka povezava, ki se pojavi v Gu2 , se pojavi tudi v Gu1 .
Poglavje 2
Grafi anglesˇke Wikipedije
Wikipedija je splosˇna prosto dostopna spletna enciklopedija, kjer vse od leta 2001 vsa-
kodnevno nastajajo novi cˇlanki in se posodabljajo obstojecˇi. Trenutno vsebuje okrog 35
milijonov cˇlankov v kar 288 jezikih in je ena izmed 10 najbolj obiskanih strani na spletu.
Ima okrog 69 tisocˇ aktivnih uporabnikov, ki skrbijo da so cˇlanki aktualni in tocˇni.
Ravno zaradi te aktualnosti in splosˇnosti smo se odlocˇili, da skonstruiramo graf kljucˇnih
besed nad celotno anglesˇko Wikipedijo, ki bo predstavljala nasˇ korpus besedil. Trenutno ta
korpus obsega vecˇ kot 4,8 milijonov cˇlankov [10].
2.1 Priprava podatkov
Celotno anglesˇko Wikipedijo lahko prenesemo s spletne strani http://dumps.wikimedia.
org/enwiki/20150515/. Datoteka je v XML formatu in velika kar 50 GB (v kompresirani
obliki 11.1 GB). Za vsak cˇlanek shranimo naslov cˇlanka in besedilo. Besedila cˇlankov so
shranjena v posebni obliki, ki jih s pomocˇjo knjizˇnice Wikiforia (https://github.com/
marcusklang/wikiforia) pretvorimo v navaden tekst.
Iz korpusa besedil odstranimo razlocˇitvene (angl. disambiguation) cˇlanke. To so prehodni
cˇlanki, ki ponudijo vecˇ pomenov za neko podano besedo oz. besedno zvezo. Vecˇina teh
cˇlankov ima v naslovu pripisano “(disambiguation)”.
V tabeli 2.1 so predstavljeni statisticˇni podatki dobljenega korpusa besedil. Besedil v kor-
pusu je kar 4.735.153 in so povprecˇno dolgi 450,13 besed.
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sˇtevilo besedil 4.735.153
povprecˇno sˇtevilo povedi v besedilu 24,00
povprecˇno sˇtevilo besed v besedilu 450,13
povprecˇno sˇtevilo razlicˇnih besed v besedilu 162,63
povprecˇno sˇtevilo besed v povedi 18,76
Tabela 2.1: Statisticˇni podatki korpusa besedil (anglesˇke Wikipedije).
2.2 Konstrukcija in analiza slovarja besed
Za izbiro kljucˇnih besed bomo uporabili izboljˇsano metodo TF-IDF (glej razdelek 1.1.2),
zato moramo tvoriti slovar, kamor za vsako besedo iz korpusa besedil shranimo, v koliko
besedilih se je beseda pojavila.
Ker v izboljˇsani metodi TF-IDF besede lematiziramo, jih moramo tudi pred vnosom v slovar.
V slovar torej shranimo lematizirane besede in sˇtevilo besedil, kjer se je ta lematizirana
beseda pojavila.
Shranjujemo samo lematizirane besede, ki vsebujejo vsaj tri znake, vsaj eno cˇrko anglesˇke
abecede, so sestavljene samo iz cˇrk anglesˇke abecede, sˇtevil in vezaja, ob tem pa se je vsaka
beseda pojavila v vsaj dveh besedilih. Te besede bodo kandidati za kljucˇne besede.
Vseh besed v slovarju je kar 2.020.623. Od tega je 1.929.074 besed sestavljenih iz cˇrk ali
vezaja in 1.639.876 samo iz cˇrk. V tabeli 2.2 so predstavljene statisticˇne lastnosti slovarja.
Vecˇ kot polovica se pojavi v manj kot pet besedilih. Samo 154 besed se pojavi v 10 % in
le 2.324 v 1 % besedil. Ob tem moramo poudariti, da so nekateri cˇlanki na Wikipediji zelo
kratki, kar neposredno vpliva na dobljene rezultate. Deset najpogostejˇsih besed je: “the”,
“and”, “for”, “with”, “from”, “have”, “that”, “also”, “which” in “they”.
sˇt. besedil (n) sˇt. besed
2 560.819
2 < n ≤ 5 484.042
5 < n ≤ 10 285.072
10 < n ≤ 20 220.349
20 < n ≤ 50 211.172
50 < n ≤ 200 161.017
200 < n ≤ 1.000 64.696
1.000 < n ≤ 10.000 26.056
10.000 < n ≤ 100.000 6.199
100.000 < n 1.201
skupaj 2.020.623
Tabela 2.2: Sˇtevilo besed glede na sˇtevilo besedil.
2.3 Konstrukcija grafa 18
2.3 Konstrukcija grafa
Kot smo zˇe opisali v poglavju 1 za vsako besedilo Bi iz korpusa besedil tvorimo graf Gi =
(Ki, Ei), nato pa jih s pomocˇjo algoritma 1 zdruzˇimo v graf kljucˇnih besed korpusa besedil
G.
Za lusˇcˇenje kljucˇnih besed uporabimo izboljˇsano metodo TF-IDF (glej razdelek 1.1.2).
Za jezikoslovno obravnavo besed si pomagamo s Stanford NLP knjizˇnico (http://nlp.
stanford.edu/), s katero besedam dolocˇimo besedno vrsto in besedo lematiziramo. Pred-
hodno za vsako lematizirano besedo iz korpusa besedil shranimo, v koliko cˇlankih se je
beseda pojavila (glej podpoglavje 2.2). Kandidati za kljucˇne besede so samo besede, ki pri-
padajo naslednjim besednim vrstam: samostalnik, pridevnik ter glagol. Ob tem pa morajo
vsebovati vsaj eno cˇrko anglesˇke abecede in so sestavljene samo iz cˇrk anglesˇke abecede,
sˇtevil in vezaja. Kandidati za kljucˇne besede so se v korpusu besedil morali pojaviti vsaj
v dveh besedilih, s cˇimer se nekako izognemo besedam s slovnicˇnimi napakami in besedam,
ki so prevecˇ specificˇne.
Ker so cˇlanki v nasˇem korpusu zelo raznoliki, je dolocˇitev mnozˇice tem velik problem. Po-
magamo si s kategorijami, ki jih ima Wikipedija. Iz kategorij izlusˇcˇimo tiste, ki imajo veliko
podkategorij (vecˇ kot 10) in imajo v imenu samo en samostalnik. V mnozˇico kandidatov
za teme nato shranimo samo ta samostalnik, obenem preverimo, ali se pojavi v vsaj 1 %
besedil. Tako se na nek nacˇin znebimo vseh specificˇnih besed in dobimo 524 tem.
Za izbiro tem posameznega besedila uporabimo metodo lusˇcˇenja tem, ki je opisana v raz-
delku 1.2.1. Za vsako besedilo kandidate za teme ocenimo na podlagi sˇtevila pojavitev in
polozˇaja prve pojavitve. Vsakemu cˇlanku nato dodelimo do pet najbolje ocenjenih tem.
V grafu kljucˇnih besed posameznega besedila kljucˇne besede povezˇemo po algoritmu 2. Za
dolocˇitev utezˇi povezave pa uporabimo funkcijo 1.7, medtem ko za funkcijo odvisnosti upo-
rabimo enacˇbo 1.6. Kot bomo videli pri analizi grafa v naslednjem podpoglavju, variiramo
vrednost Rmax in spodnjo mejo utezˇi povezave minUtezˇ ter na podlagi teh primerjamo
lastnosti grafov. Kljucˇne besede, ki nimajo nobene povezave, iz grafa kljucˇnih besed posa-
meznega besedila odstranimo.
Implementirane imamo vse metode, ki jih potrebujemo za konstrukcijo grafa posameznih
besedil Gi = (Ki, Ei) ter tudi metodo za dolocˇitev tem besedila Ti. V algoritmu 1 sta to
funkciji grafKljucˇnihBesedBesedila in pa temeBesedila.
Potrebno je sˇe implementirati metode za dolocˇitev utezˇi v grafu. Utezˇ povezave e ∈ E
predstavlja sˇtevilo besedil iz korpusa C, ki so prispevala k tej povezavi.
u(e) = |{b|b ∈ Be,t, t ∈ Te}|
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S tem lahko metodo posodobiUtezˇPovezave definiramo kar kot u(e) = u(e) + 1. Podobno
naredimo z utezˇmi tem v povezavah. Utezˇ teme t ∈ Te na povezavi e ∈ E definiramo kot
sˇtevilo besedil iz korpusa C, ki je prispevalo k tej povezavi in ima temo t.
uf (e, t) = |{b|b ∈ Be,t}|
Metodo posodobiUtezˇTemeV Povezavi tako zapiˇsemo kot uf (e, t) = uf (e, t) + 1.
2.4 Analiza grafa
Ker konstruiramo graf nad zelo velikim korpusom besedil, mora biti izracˇun vseh statistik,
ki jih uporabimo, cˇasovno nezahteven. Obravnavamo naslednje statisticˇne znacˇilnosti grafa:
sˇtevilo kljucˇnih besed (vozliˇscˇ), sˇtevilo povezav, stopnje vozliˇscˇ, utezˇi povezav, gostoto grafa
in sˇtevilo komponent. Osredotocˇimo se predvsem na tri dejavnike, ki vplivajo na lastnosti
grafa: spodnjo mejo utezˇi povezav v posameznih besedilih (minUtezˇ), sˇtevilo besedil v
korpusu in vrednost parametra Rmax, ki ga uporabimo v funkciji odvisnosti (glej predpis
1.6).
Najprej nad celotno anglesˇko Wikipiedijo skonstruiramo tri grafe kljucˇnih besed, kjer ima
parameter Rmax vrednost 3. Med seboj se razlikujejo samo v tem, da pri konstruiranju
grafov uporabimo razlicˇne vrednosti za spodnjo mejo utezˇi povezav (minUtezˇ), ki jo upo-
rabimo v algoritmu 2 za dolocˇitev povezav v grafih posameznih besedil. Kot je omenjeno v
razdelku 1.3, mora biti vrednost utezˇi povezave v grafu posameznih besedil izracˇunana po
enacˇbi 1.7 viˇsja od vrednosti minUtezˇ.
Ker dodatni podatki Te, UTe , Be,t in UBe,t ne vplivajo na samo strukturo grafov, jih pri
analizi izpustimo.
Za minUtezˇ vzamemo tri razlicˇne vrednosti: 0,3 , 0,5 in 0,7. Na podlagi teh konstruiramo
grafe kljucˇnih besed korpusa besedil. Oznacˇimo jih z G0,3, G0,5 in G0,7.
Grafa G0,5 in G0,7 sta podgrafa grafa G0,3 in G0,7 je podgraf grafa G0,5. Po izreku 1.5 vemo,
da to velja za grafe posameznih besedil. Ker smo pa pri konstrukciji vse povezave samo
prenesli iz grafov posameznih besedil v graf korpusa besedil, to velja tudi za grafe kljucˇnih
besed korpusa besedil. To lastnost lahko pri analizi s pridom uporabimo. Cˇe v tabeli 2.3
primerjamo vrednosti povprecˇnega sˇtevila povezav v posameznih grafih, lahko ugotovimo,
da ima 40, 7322 (13 %) povezav utezˇ med 0, 7 in 1, 96, 85 (30 %) med 0, 5 in 0, 7 in kar
180, 2056 (57 %) med 0, 3 in 0, 5.
Povprecˇno sˇtevilo povezav v grafu posameznih besedil se glede na vrednost parametra
minUtezˇ zelo razlikuje. Za minUtezˇ = 0, 3 je skoraj 8-krat vecˇje kot za minUtezˇ = 0, 7.
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Grafi G0,3 G0,5 G0,7
povprecˇno sˇtevilo povezav
v grafu posameznih besedil 317,7878 137,5822 40,7322
sˇtevilo vozliˇscˇ (kljucˇnih besed) 2.013.471 2.013.219 2.008.517
sˇtevilo povezav 279.451.010 231.935.697 103.386.348
gostota grafa (D) 0,00013786 0,00011445 0,00005126
povprecˇna stopnja vozliˇscˇ (deg) 277,5814 230,4128 102,9479
maksimalna stopnja vozliˇscˇ (degmax) 374.368 159.590 94.444
sˇtevilo komponent 61 69 182
velikost najvecˇje komponente 2.013.343 2.013.074 2.008.118
velikost druge najvecˇje komponente 4 4 7
vsota utezˇi 1.504.773.639 651.472.711 192.873.290
povprecˇna utezˇ povezav 5,3847 2,8089 1,8656
sˇtevilo povezav z utezˇjo 1 177.685.856 157.972.057 80.560.124
sˇtevilo povezav z utezˇjo vecˇjo od 10 19.313.911 8.594.058 1.714.384
sˇtevilo povezav z utezˇjo vecˇjo od 100 1.966.078 373.914 55.852
sˇtevilo povezav z utezˇjo vecˇjo od 1000 68.930 9.514 1.053
maksimalna utezˇ povezave 133.941 57.802 25.386
Tabela 2.3: Statisticˇni podatki grafov korpusa besedil glede na vrednost minUtezˇ.
Vidimo lahko tudi, da ta vrednost ne vpliva toliko na strukturo grafa korpusa besedil. Grafi
G0,3, G0,5 in G0,7 so si po velikosti veliko blizˇje. Vsi grafi imajo skoraj enako sˇtevilo vozliˇscˇ
(kljucˇnih besed), sˇtevilo povezav v grafu G0,3 pa je samo 2,7-krat vecˇje kot v grafu G0,7.
Gostota grafa je za neusmerjen graf G = (V,E) definirana kot
D =
sˇt. povezav
sˇt. mozˇnih povezav
=
2 · |E|
|V | · (|V | − 1) .
Glede na izracˇunane vrednosti vidimo, da so nasˇi grafi dokaj redki. To potrdijo tudi vre-
dnosti povprecˇne stopnje vozliˇscˇ, ki se izracˇunajo po enacˇbi deg = 2·|E||V | .
Slika 2.1 prikazuje graf porazdelitve vozliˇscˇ, glede na stopnjo vozliˇscˇ. Najvecˇ vozliˇscˇ ima
stopnjo okrog 10, a obstaja kar nekaj vozliˇscˇ z zelo visoko stopnjo. To potrdi tudi podatek o
maksimalni stopnji (degmax). V grafu G0,5 in G0,7 imajo najviˇsjo stopnjo besede (vozliˇscˇa):
“film”,“village”,“species”,“school” in “album”, medtem ko so se v graf G0,3 med besede z
najviˇsjo stopnjo zˇe prikradle splosˇne besede, kot so: “call”,“use”,“name”,“work” in “form”.
Te besede se v ostalih dveh grafih skorajda niso pojavile. To je posledica zelo nizke ocene
idf (glej enacˇbo 1.2), ki neposredno vpliva na oceno tfidf, ta pa nato na utezˇ povezave, ki v
tem primeru tezˇko presezˇe 0, 5 oz. 0, 7.
Sˇtevilo komponent v grafih je dokaj veliko, a zˇe iz naslednjega podatka razberemo, da so
skoraj vsa vozliˇscˇa v najvecˇji komponenti. Velikosti preostalih komponent so zanemarljive.
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Slika 2.1: Porazdelitev vozliˇscˇ glede na stopnjo vozliˇscˇa in vrednost minUtezˇ.
Utezˇi na povezavah v grafih povedo, koliko besedil je prispevalo k tej povezavi, drugacˇe
povedano, koliko grafov posameznih besedil je vsebovalo to povezavo. Tako je vsota vseh
utezˇi enaka vsoti sˇtevila povezav vseh grafov posameznih besedil:∑
e∈E
ue =
∑
i={1,2,...,|C|}
|Ei|. (2.1)
V tabeli 2.3 vidimo, da ima ogromno povezav utezˇ 1. Kar 64 % v grafu G0,3, 68 % v grafu
G0,5 in 78 % v grafu G0,7. Vzrok za to so zelo redke besede, ki se pojavijo v zelo malem
sˇtevilu besedil. A sˇe vseeno ima kar nekaj povezav utezˇ vecˇjo od 10 (7 % v grafu G0,3, 4
% v grafu G0,5 in 1,7 % v grafu G0,7). Med povezave z najvecˇjo utezˇjo spadajo povezave:
“population” - “census”, “village” - “district”, “release” - “album” in “direct” - “film”.
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Ko z algoritmom 1 gradimo grafe G0,3, G0,5 in G0,7, si shranimo vmesne rezultate. Glede
na sˇtevilo besedil v korpusu, shranimo sˇtevilo vozliˇscˇ in povezav v grafu. Dobljeni podatki
so predstavljeni v tabeli 2.4.
Grafi G0,3 G0,5 G0,7
sˇt. besedil sˇt. vozliˇscˇ sˇt. povezav sˇt. vozliˇscˇ sˇt. povezav sˇt. vozliˇscˇ sˇt. povezav
100.000 529.614 18.148.650 527.833 10.837.505 500.396 3.562.508
500.000 1.207.084 61.635.177 1.204.207 43.736.411 1.163.808 15.883.646
1.000.000 1.551.255 99.890.808 1.548.705 75.344.323 1.511.231 28.996.556
1.500.000 1.736.903 132.277.190 1.734.760 102.839.677 1.702.888 41.000.233
2.000.000 1.844.408 159.587.720 1.842.654 126.409.910 1.816.748 51.769.390
2.500.000 1.911.403 184.590.741 1.910.041 148.228.238 1.889.490 62.043.389
3.000.000 1.955.279 207.916.703 1.954.225 168.669.463 1.938.345 71.866.555
3.500.000 1.983.470 229.143.025 1.982.698 187.429.310 1.970.703 81.145.504
4.000.000 2.001.134 250.609.516 2.000.591 206.339.881 1.992.009 90.445.826
4.735.153 2.013.471 279.451.010 2.013.219 231.935.697 2.008.517 103.386.348
Tabela 2.4: Sˇtevilo vozliˇscˇ (besed) in povezav v grafu glede na sˇtevilo besedil v
korpusu.
Vidimo, da sˇtevilo vozliˇscˇ v grafu najprej strmo narasˇcˇa, nato pa se skorajda umiri, kar je
predstavljeno z grafom na sliki 2.2. Cˇe bi v koncˇni graf vnesli grafe 100 novih besedil, bi
dobili povprecˇno le eno oz. dve novi vozliˇscˇi (slika 2.3). Med vsemi tremi grafi se sˇtevilo
vozliˇscˇ skorajda ne razlikuje. Vzrok za to je, da so v vseh treh primerih redke besede vedno
izbrane, medtem ko so pogoste besede izbrane samo v grafu G0,3. Teh besed pa je zelo
malo.
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Slika 2.2: Sˇtevilo vozliˇscˇ (besed)
v grafu glede na sˇtevilo besedil v
korpusu.
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Slika 2.3: Sˇtevilo novih vozliˇscˇ (be-
sed) v grafu glede na sˇtevilo besedil
v korpusu.
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Na drugi strani se sˇtevilo povezav zˇe na zacˇetku zelo razlikuje med vsemi tremi grafi (slika
2.4). Cˇe bi v koncˇne grafe dodali graf enega novega besedila, bi bilo novih povezav v grafu
G0,3 sˇe vedno povprecˇno 12% , v grafu G0,5 25% in v grafu G0,7 kar 43%. To je prikazano
tudi z grafom na sliki 2.5.
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Slika 2.4: Sˇtevilo povezav v grafu glede
na sˇtevilo besedil v korpusu.
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Slika 2.5: Sˇtevilo novih povezav v grafu glede
na sˇtevilo besedil v korpusu.
Nad celotno anglesˇko Wikipedijo skonstruiramo sˇe dva grafa. Spodnja meja utezˇi povezave
minUtezˇ ima vrednost 0, 7. Varirali bomo parameter Rmax, ki predstavlja najvecˇjo razdaljo
med dvema besedama, za katero sˇe oznacˇimo besedi kot odvisni (glej enacˇbo 1.6). V prvem
grafu naj bosta besedi odvisni, cˇe se pojavita znotraj iste povedi. Graf oznacˇimo z G1p.
V drugem grafu pa sta odvisni, cˇe se pojavita znotraj treh zaporednih povedih (G3p). Pri
analizi bomo uposˇtevali tudi graf G0,7, kjer ima Rmax vrednost 3. Graf G0,7 in ga oznacˇimo
z G3b.
Grafa G3b in G1p sta podgrafa grafa G3p, ob tem pa je graf G3b tudi podgraf grafa G1p. To
lahko hitro ugotovimo, cˇe se namrecˇ neki dve besedi pojavita znotraj iste povedi, potem je
to tudi znotraj treh zaporednih povedi. Podobno dokazˇemo sˇe ostale primere.
V tabeli 2.5 so predstavljeni statisticˇni podatki grafov. Pri konstrukciji grafov G1p in G3p
povprecˇno dodamo nekoliko manj povezav v grafe posameznih besedil kot pri konstrukciji
grafov G0,5 in G0,3. Posledica tega je manjˇsa vsota utezˇi (glej enacˇbo 2.1).
Ker je bilo vecˇ redkih besed odvisnih od drugih besed, se je sˇtevilo vozliˇscˇ nekoliko zviˇsalo.
Ne pozabimo, da vozliˇscˇa brez povezav odstranimo.
Sˇtevilo povezav v grafih G1p in G3p je veliko vecˇje kot pri grafih G0,5 in G0,3. Posledicˇno
je viˇsja tudi gostota grafa. Vzrok za to je vecˇje sˇtevilo povezav redkih besed. Na sliki
2.4 Analiza grafa 24
Grafi G3b = G0,7 G1p G3p
povprecˇno sˇtevilo povezav
v grafu posameznih besedil 40,7322 110,9748 244,6409
sˇtevilo vozliˇscˇ (kljucˇnih besed) 2008517 2012025 2016327
sˇtevilo povezav 103386348 323880394 717591092
gostota grafa (D) 0,00005126 0,00016 0,000353
povprecˇna stopnja vozliˇscˇ (deg) 102,9479 321,9447 711,7804
maksimalna stopnja vozliˇscˇ (degmax) 94444 155431 213965
vsota utezˇi 192873290 525482660 1158411999
povprecˇna utezˇ povezav 1,8656 1,6225 1,6143
sˇtevilo povezav z utezˇjo 1 80560124 260988629 573678762
sˇtevilo povezav z utezˇjo vecˇjo od 10 1714384 3546096 7728906
sˇtevilo povezav z utezˇjo vecˇjo od 100 99023 373914 185155
sˇtevilo povezav z utezˇjo vecˇjo od 1000 1053 1816 2818
maksimalna utezˇ povezave 25386 28649 29638
Tabela 2.5: Statisticˇni podatki grafov korpusa besedil glede na vrednost Rmax.
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Slika 2.6: Porazdelitev vozliˇscˇ glede na stopnjo vozliˇscˇ in vrednost parametra Rmax.
2.6 je prikazana porazdelitev stopenj vozliˇscˇ, kjer vidimo, da so stopnje veliko bolj enako-
merno porazdeljene v primerjavi z grafoma G0,5 in G0,3. Posledica tega je tudi veliko viˇsja
povprecˇna stopnja povezav.
V vseh grafih (G3b, G1p, G3p) ima okrog 80 % povezav utezˇ 1, le dober odstotek jih ima
utezˇ viˇsjo od 10. Povezave z najviˇsjo vrednostjo utezˇi so podobne v vseh grafih. Cˇe bi v
koncˇne grafe dodali graf enega novega besedila, bi bilo v grafu G1p v povprecˇju sˇe vedno 54
% novih povezav, v grafu G3p 52 %.
Poglavje 3
Uporaba grafa
Primarna uporaba grafa kljucˇnih besed korpusa besedil je iskanje besedil na podlagi po-
dane ene ali dveh kljucˇnih besed, vendar ga lahko uporabimo tudi za mnogo drugih nalog
(problemov). Predstavili bomo nekaj najpomembnejˇsih.
3.1 Iskanje besedil
3.1.1 Iskanje besedil za dve podani besedi
Dandanes si zˇivljenja brez dobrih iskalnikov vecˇ ne bi znali predstavljati. Iskanje besedil
s pomocˇjo grafa kljucˇnih besed za vnesˇeni dve besedi je zelo enostavno. Iskanje poteka
dvostopenjsko.
1. V grafu G poiˇscˇemo povezavo med izbranima besedama. Oznacˇimo jo z e. Na po-
vezavi e imamo v mnozˇici Te shranjene teme povezave, ki jih razporedimo padajocˇe,
glede na pripadajocˇe utezˇi v mnozˇici UTe .
2. Uporabniku prepustimo, da izbere zˇeleno temo t ∈ Te. Predlagana besedila so nato
besedila iz mnozˇice Be,t, ki jih razporedimo padajocˇe, glede na pripadajocˇe utezˇi iz
mnozˇice UBe,t .
Opomba 3.1 Graf kljucˇnih besed lahko vsebuje zanke, zato je problem enak, v kolikor
imamo podano samo eno besedo. V tem primeru je povezava e zanka podane besede.
V primeru, da v grafu povezava med dvema besedama ne obstaja, lahko v njem poiˇscˇemo
najkrajˇso pot med njima. Cˇe je teh poti vecˇ, uporabniku ponudimo, da izbere eno izmed
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njih. Nato za vsako povezavo, ki se pojavi na poti, izvedemo iskanje in rezultate zdruzˇimo.
Postopek je predstavljen v podpoglavju 3.1.2.
3.1.2 Iskanje besedil za vecˇ kot dve podani besedi
Kaj pa narediti v primeru, ko med podanima besedama povezava ne obstaja ali pa ka-
dar imamo podanih vecˇ besed? V obeh primerih lahko izvedemo vecˇ neodvisnih iskanj in
zdruzˇimo rezultate. Iskanje izvedemo za vsako besedo posebej ali pa besede zdruzˇimo v
pare
I = {k1, (k2, k3), (k4, k5), . . . , kn}, k1, k2, . . . , kn ∈ K.
Za vsako besedo oz. par besed poiˇscˇemo pripadajocˇo povezavo in jo dodamo v mnozˇico EI ,
EI = {e1, e2, . . . em}.
Vecˇ neodvisnih iskanj nato zdruzˇimo tako, da poiˇscˇemo presek dobljenih rezultatov. Najprej
na ta nacˇin zdruzˇimo dobljene teme in pripadajocˇe utezˇi,
T ′ =
⋂
e∈EI
Te in
UT ′ = {min
e∈EI
f(e, t) | t ∈ T ′},
nato pa sˇe pripadajocˇa besedila za izbrano temo t ∈ T ′,
B′ =
⋂
e∈EI
Be,t in
UB′ = {
∑
e∈EI
g(e, t, b) | b ∈ B′}.
V kolikor imamo na povezavah shranjenih zelo veliko besedil, je lahko iskanje preseka besedil
posameznih povezav in dolocˇitev utezˇi cˇasovno zelo zahtevno. Zato je dobro, da izvedemo
iskanje v sˇirino. Iz vsake povezave e ∈ EI vzamemo prvih n najbolje ocenjenih besedil in
pogledamo njihov presek. Nato iz vsake povezave dodamo sˇe naslednjih n in posodobimo
B′ in UB′ . Metodo ustavimo, ko smo pregledali vsa besedila iz povezav ali pa ko je mnozˇica
B′ dovolj velika. To je tudi prednost te metode, saj dobimo najprej besedila, ki so najbolje
ocenjena.
Opomba 3.2 Predlagamo, da za zelo redke besede izvedemo neodvisno iskanje. Redke be-
sede vrnejo zˇe tako zelo malo sˇtevilo rezultatov, zato ni dobro, da rezultat sˇe bolj razdrobimo.
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3.1.3 Izbira vecˇ tem
Iskanje lahko razsˇirimo tudi tako, da ponudimo mozˇnost izbire vecˇ tem T ′ = {t1, t2, . . . , tk}.
S tem na drugi stopnji iskanja (glej razdelek 3.1.1) izvedemo vecˇ neodvisnih iskanj in rezul-
tate zdruzˇimo:
B′ =
⋃
t∈T ′
Be,t in
UB′ = {max
t∈T ′
g(e, t, b)|b ∈ B′}.
3.2 Klasifikacija novega besedila
Graf kljucˇnih besed lahko sluzˇi tudi kot klasifikator besedil. Za besedilo B′ tvorimo graf
kljucˇnih besed besedila (G′). Nato iz grafa G′ izlusˇcˇimo n povezav z najvecˇjo utezˇjo. Nato
n povezav primerjamo s povezavami v nasˇem grafu kljucˇnih besed G in za vsako izmed njih
dobimo predlagane teme. Teme, ki se pojavijo najvecˇkrat, so najboljˇse teme za podano
besedilo. Ena izmed mozˇnih implementacij je predstavljena z algoritmom 3.
Vhod: besedilo B′, sˇtevilo povezav n za oceno, G = (K,E) graf kljucˇnih besed
korpusa besedil C, T mnozˇica tem korpusa besedil C
Izhod: najbolje ocenjena tema tmax ∈ T
begin
G′ ←− grafKljucˇnihBesedBesedila(B′);
E ′ ←− n povezav v G′ z najvecˇjimi utezˇmi;
for t ∈ T do
ocenat ←− 0;
end
for e′ = (k1, k2, u′) ∈ E ′ do
if obstaja povezava (k1, k2) v E then
e←− (k1, k2) ∈ E;
for t ∈ Te do
ocenat ←− ocenat + f(e,t)u(e) u′;
end
end
end
for t ∈ T do
ocenat ←− ocenatp(t) ;
end
tmax ←− argmaxt∈Tocenat;
end
Algoritem 3: Klasifikacija novega besedila B′.
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V algoritmu 3 ocenjujemo teme t ∈ T na podlagi enacˇbe
ocenat =
1
p(t)
n∑
i=1
f(ei, t)
u(ei)
u′(ei),
kjer je p(t) verjetnost teme t, f(ei, t) utezˇ teme t na povezavi ei v grafu G, u(ei) utezˇ
povezave ei v grafu G in u
′(ei) utezˇ povezave ei v grafu G′. Najbolje ocenjena tema je tema
novega besedila B′.
Opomba 3.3 Ta metoda je uporabna zˇe nad malo daljˇsim naslovom, krajˇsim besedilom ali
povzetkom.
3.3 Predlaganje podobnih besedil
Graf kljucˇnih besed lahko sluzˇi tudi za predlaganje podobnih besedil. Postopek je podoben
klasifikaciji novega besedila, vendar gremo sˇe eno stopnjo dlje. Za besedilo B′ tvorimo
graf G′ in iz grafa G′ izlusˇcˇimo n povezav z najvecˇjo utezˇjo, E′ = {e1, e2, . . . , en}. Nad
temi povezavami oz. pari besed (ei = (k1, k2)) sedaj izvedemo iskanje, predstavljeno v
podpoglavju 3.1.2.
3.4 Uporaba podgrafa
Velikokrat nas zanimajo samo vnaprej dolocˇene teme. Iz grafa kljucˇnih besed G = (K,E)
lahko tvorimo podgraf, kjer reduciramo mnozˇico T samo na izbrane teme. Reducirano
mnozˇico tem oznacˇimo s T ′ ⊆ T . Za vsako povezavo e v grafu G posodobimo pripadajocˇe
mnozˇice tem Te, kjer odstranimo vse teme, ki niso v T
′. Povezave, kjer je Te = {}, lahko
odstranimo. Tudi vozliˇscˇa K, ki nimajo nobene povezave lahko iz grafa odstranimo. S tem
iskanje omejimo na teme, ki nas zanimajo. Ob tem tudi zmanjˇsamo cˇasovno zahtevnost, ki
je pri iskanjih z vecˇimi podanimi besedami kljucˇnega pomena.
V kolikor je mnozˇica tem zelo majhna, lahko s pomocˇjo izbire vecˇih tem (glej razdelek 3.1.3)
avtomatiziramo prvo stopnjo iskanja, kjer izberemo vse teme iz T ′.
Poglavje 4
Shranjevanje grafa
Graf kljucˇnih besed G = (K,E), ki je skonstruiran nad zelo velikim korpusom besedil,
vsebuje ogromno podatkov. Kot smo videli v podpoglavju 2.4, lahko graf vsebuje vecˇ kot
dva milijona vozliˇscˇ in vecˇ sto milijonov povezav. Ob tem ne smemo pozabiti, da moramo
za vsako povezavo e ∈ E shraniti sˇe: utezˇ ue, mnozˇico tem Te, mnozˇico utezˇi tem UTe ,
mnozˇico besedil Be,t in mnozˇico utezˇi besedil Be,t.
Podatkovna baza za shranjevanje taksˇne kolicˇine podatkov mora biti zelo skalabilna, zato
standardne relacijske podatkovne baze ne pridejo v posˇtev. Skalabilne podatkovne baze
omogocˇajo, da se kakrsˇna koli kolicˇina podatkov obdela v koncˇnem cˇasu. V nadaljevanju
sta predstavljeni dve NoSQL (angl. Not Only SQL) podatkovni bazi, ki zagotavljata visoko
skalabilnost.
4.1 Podatkovna baza grafov Neo4j
Neo4j je odprtokodna podatkovna baza grafov, implementirana v Javi. Struktura baze je
graf, ki podatke shranjuje v vozliˇscˇa, na povezave in v njihove lastnosti. Neo4j podpira
ACID (kratica za atomarnost, konsistentnost, izolacijo in trajnost) transakcije, s cˇemer
je obdelava podatkov zanesljiva. Obenem Neo4j spada med NoSQL podatkovne baze, ki
zagotavljajo skalabilnost, kar omogocˇi, da v bazo shranimo vecˇ miljard vozliˇscˇ in povezav
[9].
Za delo s podatkovno bazo Neo4j se uporablja deklerativni poizvedovalni jezik Cypher Query
Language (CQL). Podoben je standardnemu poizvedovalnemu jeziku SQL, a je prilagojen
za poizvedovanje v grafu. Obenem lahko do baze dostopamo direktno iz javanske aplikacije
preko Neo4j Java API-ja, kar omogocˇa sˇe lazˇjo komunikacijo z bazo. Najnovejˇsa razlicˇica
baze Neo4j v cˇasu pisanja magistrske naloge je 2.2.3.
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Ker je obravnavana struktura graf kljucˇnih besed korpusa besedil (G = (K,E)), je podat-
kovna baza grafov idealna podatkovna baza. V vozliˇscˇa shranimo besede, na povezave pa
teme in pripadajocˇe utezˇi. Shranjevanje mnozˇice besedil na povezavah (Be,t) izpustimo, saj
je podatkovna baza Cassandra veliko bolj primerna za shranjevanje taksˇne vrste podatkov
(glej podpoglavje 4.2).
Vozliˇscˇa imajo oznako “Keyword” in vsebujejo atribut “word”, kamor shranimo besedo.
Najprej izvedemo ukaz
CREATE CONSTRAINT ON (n:Keyword) ASSERT n.word IS UNIQUE;
s cˇimer poskrbimo, da imajo vozliˇscˇa unikatne vrednosti atributa “word”. Torej atribut
“word” sluzˇi kot id vozliˇscˇa.
Za vsako povezavo e ∈ Te in vsako temo t ∈ Te dodamo povezavo v bazo. Torej lahko imata
dve vozliˇscˇi v bazi vecˇ povezav, a z razlicˇnimi temami. V oznako povezave shranimo temo,
v atribut u pa utezˇ teme. Za dodajanje povezav izvedemo naslednji ukaz:
MERGE (kw1:Keyword { word:’keyword1’ })
MERGE (kw2:Keyword { word:’keyword2’ })
CREATE (kw1)-[r:topic1 {u:10}]->(kw2)
RETURN r;
Ukaz MERGE (kw1:Keyword { word:’keyword1’ }) ustvari vozliˇscˇe za besedo “keyword1”,
samo v primeru, cˇe vozliˇscˇe sˇe ne obstaja. Vozliˇscˇu dodamo oznako “Keyword” in atribut
“word”, kamor shranimo besedo. Vozliˇscˇe se nato shrani v spremenljivko kw1. Enak ukaz
izvedemo za besedo “keyword2”. Sedaj ko smo ustvarili oziroma smo izbrali vozliˇscˇi, ki ju
zˇelimo povezati, lahko ustvarimo povezavo med njima. To storimo z ukazom
CREATE (kw1)-[r:topic1 {u:10}]->(kw2). V oznako povezave shranimo temo topic1.
Povezavi dodamo sˇe atribut u, ki predstavlja utezˇ. Povezavo shranimo v spremenljivko r,
ki jo nato z ukazom RETURN r vrnemo kot rezultat.
V graf lahko shranimo tudi utezˇ same povezave (ue). To storimo enako kot za teme, s to
razliko, da za oznako vzamemo na primer besedo “EDGE”. Paziti moramo, da ni enaka
oznaki katere druge teme. Izgled primera baze je vizualno predstavljen na sliki 4.1.
Sedaj ko imamo v bazi shranjen celoten graf kljucˇnih besed korpusa besedil, lahko pogle-
damo, kako izvedemo prvo stopnjo iskanja, predstavljenega v podpoglavju 3.1.1. Poizvedba
za prvo stopnjo iskanja za besedi “keyword1” in “keyword2” izgleda takole:
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Keyword
word: 'keyword1'
Keyword
word: 'keyword2'
Keyword
word: 'keyword3'EDGE
u: 12
topic2
u: 5
topic1
u: 10
EDGE
u: 9
topic3
u: 4
topic1
u: 6
Slika 4.1: Vizualna predstavitev primera podatkov v podatkovni bazi grafov Neo4j.
MATCH (kw1 { word:’keyword1’ })-[r]-(kw2 { word:’keyword2’ })
WHERE type(r) <> ’EDGE’
RETURN type(r),r.u;
Z ukazom MATCH (kw1 { word:’keyword1’ })-[r]-(kw2 { word:’keyword2’ }) poiˇscˇemo
vse povezave med besedama “keyword1” in “keyword2”. Povezave se shranijo v spremen-
ljivko r. Z naslednjim ukazom WHERE type(r) <> ’EDGE’ izlocˇimo povezavo, kamor smo
shranili utezˇ povezave. Nato z zadnjim ukazom RETURN type(r),r.u; dolocˇimo, da zˇelimo
kot rezultat dobiti tabelo, kjer so v prvem stolpcu shranjene oznake tem ter v drugem
pripadajocˇe utezˇi.
V primeru da ne obstaja povezava med izbranima besedama, lahko med njima poiˇscˇemo
najkrajˇse poti. To storimo z naslednjim zaporedjem ukazov:
MATCH (kw1 { word:’keyword1’ }), (kw3 { word:’keyword3’ }),
p = allShortestPaths((kw1)-[r:EDGE]-(kw3))
RETURN p
Najprej poiˇscˇemo vozliˇscˇi izbranih besed “keyword1” in “keyword3” in jih shranimo v spre-
menljivki kw1 in kw3. Nato s pomocˇjo funkcije allShortestPaths med izbranima vo-
zliˇscˇema poiˇscˇemo vse najkrajˇse poti po povezavah z oznako “EDGE”. Cˇe je najkrajˇsih
poti vecˇ, lahko damo uporabniku na razpolago, da eno izbere. Za vsako povezavo na poti
izvedemo ukaz in rezultate zdruzˇimo tako, kot je opisano v podpoglavju 3.1.2.
Neo4j omogocˇa tudi izvajanja sˇtevilnih drugih algoritmov nad grafom, kot sta na primer
iskanje vseh poti med vozliˇscˇema in Dijkstrov algoritem. Izvozimo lahko tudi podgraf
shranjenega grafa, kar je zelo uporabno, cˇe nas zanimajo samo dolocˇene teme v grafu (glej
podpoglavje 3.4).
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4.2 NoSQL podatkovna baza Cassandra
Cassandra je odprtokodni porazdeljen sistem za upravljanje s podatkovnimi bazami, ki je
ekstremno skalabilen, odziven in brez ene same tocˇke odpovedi. Optimizirana je za shra-
njevanje ogromnih kolicˇin strukturiranih podatkov. Spada med NoSQL podatkovne baze
in uporablja podatkovni model kljucˇ-vrednost (angl. key-value). Podatki v modelu kljucˇ-
vrednost so sestavljeni iz vrednosti (objekta) in kljucˇa, na podlagi katerega poizvedujemo po
vrednostih. Omogocˇa tudi razporeditev podatkov na vecˇ strezˇnikov, s cˇimer lahko dosezˇemo
sˇe vecˇjo zmogljivost [1]. Enako kot pri standardnih relacijskih podatkovnih bazah so tudi
tukaj podatki shranjeni v tabelah. Vsak podatek v tabeli mora imeti unikaten kljucˇ, ki je
sestavljen iz primarnega in sekundarnega dela. Glede na primarni del se podatki razporedijo
po particijah. Nato se na particiji podatki razvrstijo glede na sekundarni del kljucˇa.
Za upravljanje baze se uporablja poizvedovalni jezik CQL (angl. Cassandra Query Langu-
age), ki je zelo podoben standardnemu poizvedovalnemu jeziku SQL. Glavna razlika je, da
CQL ne omogocˇa zdruzˇevanja podatkov iz razlicˇnih tabel znotraj ene poizvedbe. Najno-
vejˇsa razlicˇica Cassandre in poizvedovalnega jezika CQL v cˇasu pisanja magistrske naloge
je 2.2. Za sˇe lazˇjo komunikacijo s podatkovno bazo obstaja veliko API-jev v najrazlicˇnejˇsih
programskih jezikih [5].
Ker gradimo graf kljucˇnih besed G = (K,E) nad zelo velikim sˇtevilom besedil, je podatkov,
ki jih moramo shraniti, ogromno. Zraven vozliˇscˇ in povezav moramo sˇe za vsako povezavo
e shraniti mnozˇico tem Te, besedil Be,t in pripadajocˇih utezˇi (UTe , UBe,t). V podatkovno
bazo Cassandra lahko shranimo vse podatke grafa ali pa samo mnozˇice besedil Be,t in utezˇi
UBe,t . V primeru da shranimo tudi povezave in teme na povezavah, se moramo zavedati, da
nad podatki ne moremo izvajati poizvedb za iskanje najkrajˇse poti med dvema vozliˇscˇema
in ostalih poizvedb povezanih s strukturo grafa, kar je slabost v primerjavi z uporabo
podatkovne baze grafov Neo4j, opisane v podpoglavju 4.1.
Najprej ustvarimo prostor kljucˇev, ki je najviˇsji nivo v podatkovnem modelu:
CREATE KEYSPACE keywordsGraph
WITH replication = {’class’:’SimpleStrategy’, ’replication_factor’ : 1};
Poimenujemo ga keywordsGraph. Uporabimo razred SimpleStrategy, saj bo nasˇa po-
datkovna baza shranjena na samo enem strezˇniku. Z atributom replication_factor,
dolocˇimo sˇtevilo kopij podatka v bazi. Z ukazom USE keywordsGraph; izberemo prostor
kljucˇev, v katerem ustvarimo tabele za shranjevanje podatkov.
Tabelo za shranjevanje tem na povezavah skonstruiramo z ukazom:
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CREATE TABLE words_topics(
word1 varchar,
word2 varchar,
topic varchar,
u int,
PRIMARY KEY ((word1, word2), topic));
Tabelo poimenujemo words_topics in ji dodamo atribute word1, word2, topic in u. Pri-
marni del kljucˇa je sestavljen iz atributov word1 in word2, ki predstavljata povezavo. Se-
kundarni del kljucˇa je atribut topic. Atribut u je rezerviran za utezˇ teme na povezavi.
Vsako povezavo (e ∈ E) in temo na povezavi (t ∈ Te) dodamo v bazo na naslednji nacˇin:
INSERT INTO words_topics (word1, word2,topic,u)
VALUES (’keyword1’,’keyword2’,’topic1’,10);
Shranimo besedi (vozliˇscˇa) “keyword1” in “keyword2”, ki sta povezani z izbrano povezavo.
V atribut topic shranimo oznako teme “topic1”, v u pa utezˇ teme na povezavi.
V tabelo lahko dodamo tudi utezˇ same povezave (ue). To storimo tako, da v atribut topic
shranimo na primer besedo “EDGE”.
Tabelo, kamor shranjujemo besedila na povezavah, poimenujemo words_topics_articles
in jo ustvarimo z ukazom:
CREATE TABLE words_topics_articles(
word1 varchar,
word2 varchar,
topic varchar,
article_id bigint,
u double,
PRIMARY KEY ((word1, word2, topic),u,article_id))
WITH CLUSTERING ORDER BY (u DESC);
Atributi word1, word2 in topic sestavljajo primarni del kljucˇa, medtem ko je sekundarni del
sestavljen iz atributa u in article_id. Z ukazom WITH CLUSTERING ORDER BY (u DESC);
dolocˇimo, da se podatki v particiji razporedijo padajocˇe glede na atribut u, ki predstavlja
utezˇ besedila. Zato smo tudi atribut u dodali v sekundarni del kljucˇa. V atribut article_id
shranimo unikaten id besedila.
Za vsako povezavo (e ∈ E), vsako temo na povezavi (t ∈ Te) in vsako besedilo na povezavi
(b ∈ Be,t) v bazo dodamo podatek s pomocˇjo ukaza INSERT.
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INSERT INTO words_topics_articles (word1,word2,topic,article_id,u)
VALUES (’keyword1’,’keyword2’,’topic1’,12345,0.64);
S tem smo shranili vse podatke grafa kljucˇnih besed korpusa besedil. Sedaj lahko nad
podatki izvedemo iskanje. Poizvedba za prvo stopnjo iskanja iz podpoglavja 3.1.1 se izvede
z enostavnim ukazom SELECT. Naj bosta izbrani besedi “keyword1” in “keyword2”. Teme
povezave med besedama in pripadajocˇe utezˇi dobimo z naslednjim ukazom:
SELECT topic,u FROM words_topics
WHERE word1 = ’keyword1’ AND word2 = ’keyword2’;
Rezultat je tabela, kjer je prvi stolpec oznaka teme, drugi stolpec pa utezˇ teme.
Za drugo stopnjo iskanja izvedemo podobno poizvedbo nad tabelo words_topics_articles.
Recimo, da je uporabnik izbral temo z oznako “topic1”, potem poizvedba izgleda tako:
SELECT article_id, u FROM words_topics_articles
WHERE word1 = ’keyword1’ AND word2 = ’keyword2’ AND topic = ’topic1’;
Rezultat poizvedbe je tabela z dvema stolpcema. V prvem stolpcu so id-ji besedil, medtem
ko so v drugem pripadajocˇe utezˇi besedil. V tabeli so besedila razvrsˇcˇena padajocˇe glede
na utezˇ. Torej, cˇe bi poizvedbi na konec dodali ukaz LIMIT 100, bi dobili 100 besedil z
najviˇsjo utezˇjo. Uporabniku tako ponudimo besedila iz tabele kot rezultat iskanja.
Opomba 4.1 Pri poizvedbah z ukazom SELECT moramo izvesti sˇe enako poizvedbo, kjer
zamenjamo besedi word1 in word2, ali pa predhodno zagotoviti, da izvajamo pravo poizvedbo.
Na primer zagotovimo, da je beseda word1 leksikografsko vedno manjˇsa od besede word2.
Poglavje 5
Zakljucˇek
V magistrskem delu smo podrobneje predstavili graf kljucˇnih besed, ki je konstruiran nad
zelo velikim korpusom besedil. Opisali smo postopek konstrukcije grafa, predstavili primere
uporabe in nacˇine shranjevanja ter analizirali grafe, pridobljene iz anglesˇke Wikipedije.
Pri konstrukciji grafa smo se zanasˇali vecˇinoma samo na sˇtetje besed in tako dokazali, da
lahko z zelo preprostimi metodami pripravimo strukturo, ki jo lahko uporabimo za iskanje
po korpusu besedil ter za sˇtevilne druge probleme. Mozˇnost izboljˇsave vidimo v uposˇtevanju
frekvence besednih zvez oziroma besednih parov, ki se pogosto pojavljajo skupaj.
Pri analizi grafa, konstruiranega iz anglesˇke Wikipedije, smo ugotovili, da lahko majhna
sprememba dolocˇenih parametrov zelo vpliva na strukturo grafa. Medtem ko se sˇtevilo
vozliˇscˇ po 100 tisocˇ besedilih zacˇne umirjati, sˇtevilo povezav sˇe vedno strmo narasˇcˇa. Ena
izmed mozˇnih izboljˇsav, da to strmo narasˇcˇanje omejimo, je odstranitev zelo redkih besed
iz grafa oziroma da redke besede povezˇemo zgolj same s seboj. To ne bo ekstremno vplivalo
na kakovost iskanja nad grafom (glej opombo 3.2). Druga mozˇnost je, da odstranimo zelo
redke povezave. Pri analizi smo videli, da se v vseh konstruiranih grafih vecˇ kot polovica
povezav pojavi le v enem besedilu.
Na koncu smo predstavili sˇe dve podatkovni bazi, ki omogocˇata shranjevanje taksˇnih kolicˇin
podatkov. Prednost podatkovne baze grafov Neo4j je mozˇnost izvajanja poizvedb, ki se
nanasˇajo na strukturo grafa. Na drugi strani pa je Cassandra sˇe nekoliko hitrejˇsa in omogocˇa
takojˇsnje pridobivanje rezultatov tudi ob enormni kolicˇini podatkov v bazi.
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