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Abstract
In this paper, we consider the problem of unsupervised
domain adaptation in the semantic segmentation. There are
two primary issues in this field, i.e., what and how to transfer
domain knowledge across two domains. Existing methods
mainly focus on adapting domain-invariant features (what
to transfer) through adversarial learning (how to transfer).
Context dependency is essential for semantic segmentation,
however, its transferability is still not well understood. Fur-
thermore, how to transfer contextual information across two
domains remains unexplored. Motivated by this, we propose
a cross-attention mechanism based on self-attention to cap-
ture context dependencies between two domains and adapt
transferable context. To achieve this goal, we design two
cross-domain attention modules to adapt context dependen-
cies from both spatial and channel views. Specifically, the
spatial attention module captures local feature dependencies
between each position in the source and target image. The
channel attention module models semantic dependencies be-
tween each pair of cross-domain channel maps. To adapt
context dependencies, we further selectively aggregate the
context information from two domains. The superiority of
our method over existing state-of-the-art methods is empir-
ically proved on ”GTA5 to Cityscapes” and ”SYNTHIA to
Cityscapes”.
1. Introduction
Semantic segmentation aims to predict pixel-level labels
for the given images [19, 2], which has been widely recog-
nized as one of the fundamental tasks in computer vision.
Unfortunately, the manual pixel-wise annotation for large-
scale segmentation datasets is extremely time-consuming
and requires massive amounts of labor efforts. As a tradeoff,
synthetic datasets [28, 29] with freely-available labels offer
a promising alternative by providing considerable data for
model training. However, the domain discrepancy between
synthetic (source) and real (target) images is still the central
challenge to effectively transfer knowledge across domains.
To overcome this limitation, the key idea of existing methods
Source image Target image
Figure 1. An example of cross-domain context. The source and
target images share similar context information at the spatial and
semantic level. The red line, orange line, and blue line denote
vegetation, car, and sidewalk across two domains, respectively.
is to leverage knowledge from a source domain to enhance
the learning performance of a target domain. Such a strategy
is mainly inspired by the recent advances in unsupervised
domain adaptation for image classification [27].
Conventional domain adaptation methods in image classi-
fication attempt to learn domain-invariant feature represen-
tations by directly minimizing the representation distance
between two domains [34, 20, 21], encouraging a common
feature space through an adversarial objective [9, 33], or
automatically determining what and where to transfer via
meta-learning [38, 14]. Motivated by this, various domain
adaptation methods for semantic segmentation are proposed
recently. Among them, the most common practices are based
on feature alignment [13], structured output adaptation [32],
curriculum adaptation [41, 16], self training [44, 15], and
image-to-image translation [12, 15, 4, 3]. Despite remark-
able performance improvement achieved by these methods,
they fail to explicitly consider the contextual dependencies
across the source and target domains which is essential for
scene understanding [39, 42]. As illustrated in Figure 1,
the source and target images share a much similar semantic
context such as vegetation, car, and sidewalk, although their
appearances (e.g., scale, texture, and illumination) are quite
different. However, how to adapt context information across
two domains remains unexplored.
Inspired by this, we propose a novel domain adap-
tation framework named cross-domain attention network
(CDANet), designed for urban-scene semantic segmentation.
The key idea of CDANet is to leverage cross-domain context
dependencies from both a local and global perspective. To
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Figure 2. An overview of the proposed framework. It applies a feature extractor (i.e., ResNet101 or VGG16) to learn source and target
features. Two cross-domain attention modules (i.e., CD-SAM and CD-CAM) are designed to adapt spatial and semantic context information
across source and target domains. A classifier G is used to predict segmentation output based on the features from CD-SAM and CD-CAM.
Our framework contains three discriminators (i.e., D1, D2, andD3) for output adaptation by enforcing the source output be indistinguishable
from the target output.
achieve this goal, we innovatively design a cross-attention
mechanism which contains two cross-domain attention mod-
ules to capture mutual context dependencies between source
and target domains. Given that same objects with different
appearances and scales often share similar features, we in-
troduce a cross-domain spatial attention module (CD-SAM)
to capture local feature dependencies between any two posi-
tions in a source image and a target image. The CD-SAM
involves two directions (i.e., ”source-to-target” and ”target-
to-source”) to adaptively aggregate cross-domain features to
learn common context information. On the forward direc-
tion (or ”source-to-target”), CD-SAM updates the feature at
each position in the source image as the weighted sum of
features at all positions in the target image. The weights are
computed based on the similarity of source and target fea-
tures at each position. Similarly, the backward direction (or
”target-to-source”) updates the target feature at each position
based on the attention to features at all positions in the source
image. In consequence, spatial contexts from the source do-
main are encoded in the target domain, and vice versa. To
model the associations between different semantic responses
across two domains, we introduce a cross-domain channel
attention module (CD-CAM) which has the same bidirec-
tional structure as CD-SAM. The CD-CAM is designed for
contextual information aggregation through capturing the
channel feature dependencies between any two channel maps
in the source and target image. In such a way, common se-
mantic contexts are shared by both domains. CD-SAM and
CD-CAM play a complementary role for context adaptation
and their outputs are further merged to provide better feature
representations for scene understanding.
Our main contributions are summarized as follows:
• We propose a novel cross-attention mechanism that en-
ables to transfer of context dependencies across two
domains. This is the first-of-its-kind study that inves-
tigates the transferability of context information in the
domain adaptation.
• Two cross-domain attention modules are proposed to
capture and adapt context dependencies at both spatial
and channel levels. This allows us to learn the common
semantic context shared by source and target domains.
• Comprehensive empirical studies demonstrate the supe-
riority of our method over the existing state of the art
on two benchmark settings, i.e., ”GTA5 to Cityscapes”
and ”SYNTHIA to Cityscapes”.
2. Related Work
Domain Adaptation for Semantic Segmentation In-
spired by the Generative Adversarial Network [10], Hoff-
man et al. [13] propose the first domain adaptation model
for semantic segmentation by learning domain-invariant
features through adversarial training. To rule out task-
independent factors during feature alignment, SIBAN [22]
purifies significance-aware features before the adversarial
adaptation to facilitate feature adaptation and stabilize the ad-
versarial training. However, these global adversarial methods
ignore to align the category-level joint distribution, which
may disturb well-aligned features. To alleviate this problem,
Luo et al. propose a category-level adversarial network to
encourage local semantic consistency through reweighting
the adversarial loss for each feature [23]. Based on the hy-
pothesis that structure information plays an essential role in
semantic segmentation, Chang et al. adapt structure infor-
mation by learning domain-invariant structure [1]. This is
achieved by disentangling the domain-invariant structure of
Figure 3. Cross-domain spatial attention module.
a given image from its domain-specific texture information.
AdaptSetNet moves forward by further considering struc-
tured output adaptation which is based on the observation
that segmentation outputs of the source and target domains
share substantial similarities [32]. Different from AdaptSet-
Net, we apply three domain discriminators to perform output
adaptation on the segmentation outputs from CD-SAM, CD-
CAM, and the aggregation of these two modules.
Most recently, image-to-image translation [43] has proved
its effectiveness in domain adaptation [12, 37, 4]. The key
idea is to translate images from the source domain to the
target domain by using an image translation model and use
the translated images for adapting cross-domain knowledge
through a segmentation adaptation model. Rather than keep-
ing the image translation model unchanged after obtaining
translated images, BDL [15] applies a bidirectional learning
framework to alternatively optimize the image translation
model and the segmentation model. Similar to [44], a self-
supervised learning strategy is also used in BDL to generate
pseudo labels for target images and re-training the segmen-
tation model with these labels. Although BDL achieves the
new state of the art, it is limited in its ability to consider
the cross-domain context dependencies. To overcome this
limitation, we introduce two cross-domain attention mod-
ules to adapt context information between source and target
domains.
Context-Aware Embedding It has been long known that
context information plays an important role in perceptual
tasks such as semantic segmentation [26]. Zhang et al. [39]
propose a context encoding module to capture the semantic
context of scenes and selectively emphasize or de-emphasize
class-dependent feature maps. To aggregate image-adapted
context, MSCI [17] further considers multi-scale context
embedding and spatial relationships among super-pixels in a
given image. Following the success of attention mechanism
[35] in image generation [40] and sentence embedding [18],
recent studies have highlighted the potential of self-attention
in capturing context dependencies [8, 42]. Specifically, Zhao
et al. [42] introduce a point-wise spatial attention network to
aggregate long-range contextual information. Their model
Figure 4. Cross-domain channel attention module.
mainly draws its strength from the self-adaptively predicted
attention maps which can take full advantage of both nearby
and distant information of each pixel. DANet [8] adap-
tively integrates local features with their global dependencies
through a position attention module and a channel attention
module. These two modules are considered to be able to
capture spatial and semantic interdependencies, and in turn,
facilitate scene understanding. As opposed to capturing con-
textual information within a single domain as previously
reported, we design an innovative cross-attention mecha-
nism to model context dependencies between two different
domains, which is essential for context adaptation.
3. Methodology
In this section, we begin by briefing the key idea of our
framework. We then detail the proposed cross-attention
mechanism which contains two cross-domain attention mod-
ules for adapting context dependencies between a source and
a target domain.
3.1. Overview
Given a set of source-domain images Xs with pixel-wise
labels Ys and a set of target-domain images Xt without any
annotation. Our goal is to train a segmentation model that
can provide accurate prediction to Xt. To achieve this, Xs is
first translated from the source domain to the target domain
using CycleGAN [43]. The translated images X ′s = F(Xs)
(where F denotes the image translation model) share the
same semantic labels with Xs but with common visual ap-
pearance as Xt. Motivated by the self-training strategy, we
follow the same idea in [15] to generate pseudo labels Y stt
for Xt with high prediction confidence. Coordinated with
these translated images and pseudo labels, we introduce
a cross-attention mechanism for domain adaptation of se-
mantic segmentation by leveraging cross-domain contextual
information (Figure 2). First, a feature extractor E is applied
to get source feature E(X ′s) and target feature E(Xt) which
are 1/8 of the corresponding input image size. Then a lin-
ear interpolation is applied to E(X ′s) and E(Xt) to match
their spatial size. After that, two parallel convolution layers
Table 1. The performance comparison by adapting from GTA5 to Cityscapes. Two base architectures (i.e., VGG16 and ResNet101) are used
in our study. The comparison is performed on 19 common classes between source and target domains. We use per-class IoU and mean IoU
(mIoU) for the performance measurement. The best result in each column is highlighted in bold.
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FCNs wild [13]
V
G
G
16
70.4 32.4 62.1 14.9 5.4 10.9 14.2 2.7 79.2 21.3 64.6 44.1 4.2 70.4 8.0 7.3 0.0 3.5 0.0 27.1
CDA [41] 74.9 22.0 71.4 6.0 11.9 8.4 16.3 11.1 75.7 13.3 66.5 38.0 9.3 55.2 18.8 18.9 0.0 16.8 14.6 28.9
AdaptSegNet [32] 87.3 29.8 78.6 21.1 18.2 22.5 21.5 11.0 79.7 29.6 71.3 46.8 6.5 80.1 23.0 26.9 0.0 10.6 0.3 35.0
CyCADA [12] 85.2 37.2 76.5 21.8 15.0 23.8 22.9 21.5 80.5 31.3 60.7 50.5 9.0 76.9 17.1 28.2 4.5 9.8 0.0 35.4
LSD [30] 88.0 30.5 78.6 25.2 23.5 16.7 23.5 11.6 78.7 27.2 71.9 51.3 19.5 80.4 19.8 18.3 0.9 20.8 18.4 37.1
CrDoCo [4] 89.1 33.2 80.1 26.9 25.0 18.3 23.4 12.8 77.0 29.1 72.4 55.1 20.2 79.9 22.3 19.5 1.0 20.1 18.7 38.1
BDL [15] 89.2 40.9 81.2 29.1 19.2 14.2 29.0 19.6 83.7 35.9 80.7 54.7 23.3 82.7 25.8 28.0 2.3 25.7 19.9 41.3
Ours 90.1 46.7 82.7 34.2 25.3 21.3 33.0 22.0 84.4 41.4 78.9 55.5 25.8 83.1 24.9 31.4 20.6 25.2 27.8 44.9
AdaptSegNet [32]
R
es
N
et
10
1 86.5 36.0 79.9 23.4 23.3 23.9 35.2 14.8 83.4 33.3 75.6 58.5 27.6 73.7 32.5 35.4 3.9 30.1 28.1 42.4
CLAN [23] 87.0 27.1 79.6 27.3 23.3 28.3 35.5 24.2 83.6 27.4 74.2 58.6 28.0 76.2 33.1 36.7 6.7 31.9 31.4 43.2
MaxSquare [25] 89.4 43.0 82.1 30.5 21.3 30.3 34.7 24.0 85.3 39.4 78.2 63.0 22.9 84.6 36.4 43.0 5.5 34.7 33.5 46.4
BDL [15] 91.0 44.7 84.2 34.6 27.6 30.2 36.0 36.0 85.0 43.6 83.0 58.6 31.6 83.3 35.3 49.7 3.3 28.8 35.6 48.5
Ours 91.3 46.0 84.5 34.4 29.7 32.6 35.8 36.4 84.5 43.2 83.0 60.0 32.2 83.2 35.0 46.7 0.0 33.7 42.2 49.2
are applied to E(X ′s) and E(Xs) to generate feature pairs
{As,At} and {Bs,Bt}, respectively. {As,At} is then fed
into CD-SAM to adapt spatial-level context, while CD-CAM
adapts channel-level context based on {Bs,Bt}.
For each module, two directions, i.e., forward direc-
tion (”source-to-target”) and backward direction (”target-to-
source”) are involved. Take the CD-SAM as an example, an
energy map is first obtained based on {As,At}. This energy
map is further divided into two attention matrices denoted by
Γs→t and Γt→s. During the forward direction, we perform
a matrix multiplication between target features and Γs→t.
The result is then summed with the original source features
in an element-wise manner. For the backward direction, a
matrix multiplication is conducted between source features
and Γt→s. After that, an element-wise summation between
the obtained results and original target features is carried out.
The CD-CAM follows the same setting above except that the
energy map is calculated in the channel dimension. The final
source feature and target feature are obtained by aggregating
the outputs from these two attention modules, which are then
fed into a classifier G for semantic segmentation.
3.2. Cross-Domain Spatial Attention Module
The goal of CD-SAM is to adapt spatial contextual infor-
mation across two domains. To achieve this, we introduce the
forward direction (”source-to-target”) to augment source fea-
tures by selectively aggregating target features based on their
similarities. We further introduce the backward direction
(”target-to-source”) to update target features by aggregating
source features in the same way.
The architecture of CD-SAM is illustrated in Figure 3.
Given As ∈ RC×H×W and At ∈ RC×H×W (C denotes
the channel number and H ×W indicates the spatial size),
two parallel convolution layers are applied to generate Q ∈
RC×H×W and K ∈ RC×H×W , respectively. As and At
are also fed into another convolution layer to obtain Vs ∈
RC×H×W and Vt ∈ RC×H×W . We reshape Q, Vs, K, and
Vt to C × N , where N = H ×W . To determine spatial
context relationships between each position in As and At,
an energy map Φ ∈ RN×N is formulated as Φ = QTK,
where Φ(i,j) measure the similarity between ith position
in As and jth position in At. To augment As with spatial
context information from At and vice versa, a bidirectional
feature adaptation is defined as follows.
During the forward direction, we first define the ”source-
to-target” spatial attention map as,
Γ
(i,j)
s→t =
exp(Φ(i,j))∑Nt
j=1 exp(Φ
(i,j))
, (1)
where Γ(i,j)s→t indicates the impact of i
th position in As to
jth position in At. To capture spatial context in the target
domain, we update As as,
A
′
s = As + λsVtΓ
T
s→t, (2)
where λs leverages the importance of target-domain context
and original source features. In this regime, each position in
A
′
s has a global context view of target features.
For the backward direction, the ”target-to-source” spatial
attention map is formulated as,
Γ
(i,j)
t→s =
exp(Φ(i,j))∑Ns
i=1 exp(Φ
(i,j))
, (3)
where Γ(i,j)t→s indicates to what extent the j
th position in At
Table 2. The performance comparison by adapting from SYNTHIA to Cityscapes. Two base architectures (i.e., VGG16 and ResNet101) are
used in our study. The comparison is performed on 16 common classes for VGG16 and 13 common classes for ResNet101. We use per-class
IoU and mean IoU (mIoU) for the performance measurement. The best result in each column is highlighted in bold.
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DCAN [37]
V
G
G
16
79.9 30.4 70.8 1.6 0.6 22.3 6.7 23.0 76.9 73.9 41.9 16.7 61.7 11.5 10.3 38.6 35.4
DADA [36] 71.1 29.8 71.4 3.7 0.3 33.2 6.4 15.6 81.2 78.9 52.7 13.1 75.9 25.5 10.0 20.5 36.8
GIO-Ada [3] 78.3 29.2 76.9 11.4 0.3 26.5 10.8 17.2 81.7 81.9 45.8 15.4 68.0 15.9 7.5 30.4 37.3
TGCF-DA [5] 90.1 48.6 80.7 2.2 0.2 27.2 3.2 14.3 82.1 78.4 54.4 16.4 82.5 12.3 1.7 21.8 38.5
BDL [15] 72.0 30.3 74.5 0.1 0.3 24.6 10.2 25.2 80.5 80.0 54.7 23.2 72.7 24.0 7.5 44.9 39.0
Ours 73.0 31.1 77.1 0.2 0.5 27.0 11.3 27.4 81.2 81.0 59.0 25.6 75.0 26.3 10.1 47.4 40.8
SIBAN [22]
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1
82.5 24.0 79.4 7 7 7 16.5 12.7 79.2 82.8 58.3 18.0 79.3 25.3 17.6 25.9 46.3
CLAN [23] 81.3 37.0 80.1 7 7 7 16.1 13.7 78.2 81.5 53.4 21.2 73.0 32.9 22.6 30.7 47.8
MaxSquare [25] 82.9 40.7 80.3 7 7 7 12.8 18.2 82.5 82.2 53.1 18.0 79.0 31.4 10.4 35.6 48.2
DADA [36] 89.2 44.8 81.4 7 7 7 8.6 11.1 81.8 84.0 54.7 19.3 79.7 40.7 14.0 38.8 49.8
BDL [15] 86.0 46.7 80.3 7 7 7 14.1 11.6 79.2 81.3 54.1 27.9 73.7 42.2 25.7 45.3 51.4
Ours 82.5 42.2 81.3 7 7 7 18.3 15.9 80.6 83.5 61.4 33.2 72.9 39.3 26.6 43.9 52.4
attends to the ith position in As. Similarly, At is updated by,
A
′
t = At + λtVsΓt→s, (4)
where λt leverages the importance of source-domain context
and original target features. As a consequence, each posi-
tion in A
′
s and A
′
t is a combination of their original feature
and the weighed sum of features from the opposite domain.
Therefore, A
′
s and A
′
t allow us to encode the spatial context
of both source and target domains.
3.3. Cross-Domain Channel Attention Module
Given Bs ∈ RC×H×W and Bt ∈ RC×H×W , the CD-
CAM is designed to adapt semantic context between source
and target domains (Figure 4) by following the same bidi-
rectional structure as CD-SAM. Different from CD-SAM
that applies convolution layers to obtain Q, K, Vs, and Vt
before measuring spatial relationships. Here, Bs and Bt
are directly used to capture their semantical context rela-
tionships, which allows us to maintain interdependencies
between channel maps [8]. Specifically, we reshape both Bs
and Bt to C ×N , where N = H ×W . The energy map is
defined as Θ = BtBTs ∈ RC×C , where Θ(i,j) denotes the
similarity between ith channel in Bs and jth channel in Bt.
For the forward direction, the ”source-to-target” attention
map is given by,
Ψ
(i,j)
s→t =
exp(Θ(i,j))∑C
j=1 exp(Θ
(i,j))
, (5)
where Ψ(i,j)s→t measures the impact of i
th channel in Bs to jth
channel in Bt. To model the cross-domain semantic context
dependencies, Bs is updated by,
B
′
s = Bs + ξsΨs→tBt, (6)
where ξs leverages the associations between target-domain
semantic information and original source features. As a
consequence, each channel in B
′
s is augmented by selectively
aggregating semantic information from Bt.
During the backward direction, the ”target-to-source” at-
tention map is,
Ψ
(i,j)
t→s =
exp(Θ(i,j))∑C
i=1 exp(Θ
(i,j))
(7)
To take semantic context in Bs into consideration, we have
B
′
t = Bt + ξtΨ
T
t→sBs, (8)
where ξt leverages the associations between original target
features and semantic contexts from the source domain. It
is noteworthy that by considering cross-domain semantic
context, our framework is able to further reduce domain
discrepancy from the context perspective.
3.4. Aggregation of Spatial and Channel Context
To take full advantage of spatial and channel context
information, we aggregate the outputs from these two cross-
domain attention modules. Specifically, A
′
s and B
′
s are con-
catenated and then fed into a convolution layer to generate
the enhanced source feature Zs ∈ RC×H×W . Obviously,
Zs is enriched by spatial and semantic context dependencies
from both source and target domains. The same operation is
also performed on A
′
t and B
′
t to obtain Zt ∈ RC×H×W .
3.5. Training Objective
Our framework contains a segmentation loss Lseg and
an adversarial loss Ladv. We first feed Zs and Zt into the
Table 3. Ablation study on ”GTA5 to Cityscapes”.
GTA5 to Cityscapes
Base CD-SAM CD-CAM mIoU
VGG16
41.3
3 43.7
3 43.6
3 3 44.9
ResNet101
48.5
3 49.0
3 48.8
3 3 49.2
classifier G to predict their segmentation outputs G(Zs) and
G(Zt). The segmentation loss of G(Zs) is defined as:
Lseg(G(Zs), Ys) = −
H×W∑
i=1
L∑
j=1
Y (i,j)s G(Zs)
(i,j), (9)
where L is the number of label classes. Lseg(G(Zt), Y sts ) is
defined in a similar way. To adapt structured output space
[32], a discriminator D1 is applied to G(Zs) and G(Zt) to
make them be indistinguishable from each other. To achieve
this, an adversarial loss Ladv(G(Zs), G(Zt)) is formulated
as,
Ladv(G(Zs), G(Zt), D1) = E[logD1(G(Zs))]+
E[log(1−D1(G(Zt)))]
(10)
To encourage A
′
s, A
′
t, B
′
s and B
′
t to encode useful infor-
mation for semantic segmentation, they are also fed into
the classifier G to predict their segmentation outputs. The
overall segmentation loss is given by,
Lseg = Lseg(G(Zs), Ys) + Lseg(G(Zt), Y stt )+
Lseg(G(A
′
s), Ys) + Lseg(G(A
′
t), Y
st
t )+
Lseg(G(B
′
s), Ys) + Lseg(G(B
′
t), Y
st
t )
(11)
We also encourage G(A
′
s) and G(A
′
t) to have similar struc-
tured layout, and enforceG(B
′
s) to be indistinguishable from
G(B
′
t). Therefore, the overall adversarial loss can be written
as,
Ladv = Ladv(G(Zs), G(Zt), D1)+
Ladv(G(A
′
s), G(A
′
t), D2)+
Ladv(G(B
′
s), G(B
′
t), D3),
(12)
where D2 and D3 are two discriminators. Specifically, D2
aims to discriminate between G(A
′
s) and G(A
′
t), while D3
attempts to distinguish between G(B
′
s) and G(B
′
t).
Taken them together, the training objective of our frame-
work is:
min
E,G
max
D1,D2,D3
Lseg + λLadv (13)
where λ controls the importance of Lseg and Ladv .
Table 4. Ablation study on ”SYNTHIA to Cityscapes”.
SYNTHIA to Cityscapes
Base CD-SAM CD-CAM mIoU
VGG16
39.0
3 40.2
3 40.0
3 3 40.8
ResNet101
51.4
3 51.8
3 52.0
3 3 52.4
4. Experiments
In this section, we evaluate our method on synthetic-
to-real domain adaptation for urban scene understanding
problem. Extensive empirical experiments and ablation stud-
ies are performed to demonstrate out method’s superiority
over existing state-of-the-art models. We also visualize the
cross-domain attention maps to reveal context dependencies
between source and target domains.
4.1. Datasets
Two synthetic datasets, i.e., GTA5 [28] and SYNTHIA-
RAND-CITYSCAPES [29] are used as the source domain
in our study, while the Cityscapes [6] is served as the target
domain. Specifically, the GTA5 is collected from a photoreal-
istic open-world game known as Grand Theft Auto V, which
contains 24,966 images with pixel-accurate semantic labels.
The resolution of each image is 1914 × 1052. SYNTHIA-
RAND-CITYSCAPES contains 9,400 images (1280 × 760)
with precise pixel-level semantic annotations, which are gen-
erated from a virtual city. Cityscapes is a large-scale street
scene datasets collected from 50 cities, including 5,000 im-
ages with high-quality pixel-level annotations. These images
are split into training (2,975 images), validation (500 im-
ages), and test (1,525 images) set, each of which with the
resolution of 2048 × 1024. Following the same setting as
previous studies, only the training set from Cityscapes is
used as the target domain, and the validation set is used for
performance evaluation.
4.2. Implementation Details
Network Architecture The same CycleGAN architecture
[43] as reported in BDL [15] is used to translate images
from the source domain to the target domain. DeepLab-
VGG16 and DeepLab-ResNet101, which are pre-trained
on ImageNet [7], are used as our segmentation network
by following the same setting in [32]. Both of them use
DeepLab-v2 [2] as classifier, while DeepLab-VGG16 uses
VGG16 [31] and DeepLab-ResNet101 uses ResNet101 [11]
as the feature extractor. The three discriminators used for
structured output adaptation have the identical architecture,
each of which has 5 convolution layers with kernel 4×4 and
(A) (B) (C) (D) (E) (F)
Figure 5. Qualitative comparison between our method and the baseline model BDL [15]. For each given image (A), we present its
segmentation output from (B) BDL, (C) our method incorporating CD-SAM only, (D) our method incorporating CD-CAM only, (E) our
method considering both CD-SAM and CD-CAM, and the ground truth (F).
stride of 2. The channel number of each layer is {64, 128,
256, 512, 1}. Each layer is followed by a leaky ReLU [24]
parameterized by 0.2 except the last one. The CD-SAM
contains 3 convolution layers with kernel 1×1 and stride of 1
to obtain the query and key-value pairs. The channel number
of these convolution layers are {128, 128, 1024} and {256,
256, 2048} for DeepLab-VGG16 and DeepLab-ResNet101,
respectively.
Network Training To train the CycleGAN network, we
follow the same setting in BDL [15]. DeepLab-VGG16
is trained using Adam optimizer with initial learning rate
1e-5 and momentum (0.9, 0.99). We apply step decay to
the learning rate with step size 50000 and drop factor 0.1.
Both DeepLab-ResNet101 and CD-SAM use Stochastic Gra-
dient Descent (SGD) optimizer with momentum 0.9 and
weight decay 5e-4. The initial learning rate for DeepLab-
ResNet101 and CD-SAM are 2.5e-4 and 1e-4, respectively,
and are decreased by the same polynomial policy with power
0.9. For the discriminator, we use an Adam optimizer with
momentum (0.9, 0.99). Its initial learning rate is set to 1e-
6 for DeepLab-VGG16 and 1e-4 for DeepLab-ResNet101,
respectively.
4.3. Performance Comparison
GTA5 to Cityscapes Our method is first evaluated by us-
ing GTA5 as the source domain and Cityscapes as the tar-
get domain. The performance is assessed on 19 common
classes between these two datasets by following the same
evaluation criterion in previous studies [15, 4]. Our method
is compared with existing state-of-the-art models by using
VGG16 and ResNet101 as the base architectures. As shown
in Table 1, our method achieves the best performance com-
pared to other models. Specifically, we surpass the mean
intersection-over-union (mIoU) of feature alignment-based
[13, 30, 23] and curriculum-based methods [41] by a large
margin. This observation indicates that simply aligning fea-
ture space and label distribution cannot fully transfer domain
knowledge in semantic segmentation. Compared to the mod-
els [12, 4, 15] that are based on image-to-image translation,
our method gains up to 9.5% improvement by using VGG16,
revealing that domain discrepancy can be further reduced
by considering context adaptation. Similar to [32, 15], we
also adapt structured output space in our model, but our
method achieves significant performance improvement. This
observation reveals the important role of context adaptation
in knowledge transfer. It is noteworthy that the prediction
of the ”train” class is extremely challenging, owing to the
limited ”train” samples in the source domain. Our method
enables to alleviate this limitation by adapting cross-domain
context information. Compared to the CyCADA [12], we
achieve 16.1% improvement on the ”train” class.
SYNTHIA to Cityscapes The superiority of our method
is further proved on ”SYNTHIA to Cityscapes”. It is note-
worthy that domain adaptation on ”SYNTHIA to Cityscapes”
is more challenging than ”GTA5 to Cityscapes”, owing to
the large domain gap between these two domains. Following
A B C
D E F
Figure 6. An example of the spatial attention map. Given a source
image (A) and a target image (D), we present the source-to-target
attention maps (B) and (C) for the blue and red point in (A), respec-
tively. Similarly, we present the target-to-source attention maps (E)
and (F) of the blue and red point in (D), respectively.
[15], we consider the 16 and 13 common classes for VGG16
and ResNet101-based models, respectively. As summarized
in Table 2, our method substantially outperforms other com-
petitive models. Notably, we achieve a performance im-
provement of 1.8% and 1.0% over BDL [15] with VGG16
and ResNet101 base architectures. This result demonstrates
the benefit of explicitly adapting cross-domain context de-
pendencies in semantic segmentation, especially for two
domains with significant differences.
4.4. Ablation Study
In this section, we conduct extensive ablation studies to
investigate the effectiveness of two cross-domain attention
modules in our model.
GTA5 to Cityscapes By incorporating CD-SAM and CD-
CAM individually, we get 2.4% and 2.3% performance boost
over the VGG16-based baseline (Table 3). Taken them to-
gether, the mIoU is further improved to 44.9 mIoU. Simi-
larly, 0.5% and 0.3% improvement is also observed in the
ResNet101-based model by considering CD-SAM and CD-
CAM. We achieve 49.2 mIoU by integrating both attention
modules. To qualitatively demonstrate the superiority of our
method, we showcase the examples of its segmentation out-
puts at different stages in Figure 5. As shown in the figure,
our method enables to predict more consistent segmentation
outputs than the baseline model and becomes increasingly
accurate by incorporating two cross-domain attention mod-
ules.
SYNTHIA to Cityscapes For VGG16-based model, CD-
SAM and CD-CAM contribute to 1.2% and 1.0% improve-
ment compared to the baseline (Table 4). Our method gains
1.8% improvement by combining them. By applying CD-
SAM and CD-CAM to ResNet101, we achieve 51.8 and 52.0
mIoU with 0.4% and 0.6% improvement over the baseline,
respectively. It is further boosted to 52.4 mIoU when both
of them are considered.
Table 5. Ablation study of λs, λt, ξs, and ξt.
λs/λt/ξs/ξt 0.1 1 10
mIoU 43.7 44.9 40.6
Our results reveal that the proposed cross-attention mech-
anism significantly contributes to domain adaptation in se-
mantic segmentation by adapting context dependencies. Fur-
thermore, the two cross-domain attention modules play a
complementary role in capturing context information.
4.5. Visualization of the Cross Attention
To fully understand the cross-attention mechanism in our
model, we visualize the spatial attention maps in this section.
As shown in Figure 6, two images are randomly selected
from the source and target domain. Recall that each position
in the source feature has a spatial attention map correspond-
ing to all positions in the target feature, and vice versa. We,
therefore, select two positions in the source image and vi-
sualize their ”source-to-target” attention map. For the blue
point that is marked on a building in the source image, its
spatial attention map mainly corresponds to the building
in the target image. Similarly, we select another two posi-
tions in the target image and conduct the visualization of
the ”target-to-source” attention map. For the blue point in
the target image, its attention map focuses on the vegeta-
tion in the source image. These visualizations demonstrate
the power of our method in capturing cross-domain spatial
context information.
4.6. Parameter Sensitivity Analysis
In this section, we perform a sensitivity analysis of λs, λt,
ξs, and ξt as shown in Table 5. We investigate three different
choices, i.e., 0.1, 1, and 10, indicating how much attention
should pay for the context information from the opposite
domain. Our results reveal that λs = λt = ξs = ξt = 1
performs best. The reason is that a small value fails to
capture cross-domain context dependencies, while a large
value may disturb the original feature.
5. Conclusion
In this paper, we propose an innovative cross-attention
mechanism for domain adaptation by adapting the seman-
tic context. Specifically, we introduce two cross-domain
attention modules to capture spatial and channel context be-
tween source and target domains. The obtained contextual
dependencies, which are shared across two domains, are
further adapted to decrease the domain discrepancy. Empir-
ical studies demonstrate that our method achieves the new
state-of-the-art performance on ”GTA5-to-Cityscapes” and
”SYNTHIA-to-Cityscapes”.
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