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CHARACTERIZING DECIDABILITY IN A QUASIANALYTIC SETTING
DANIEL J. MILLER
Abstract. Let RS denote the expansion of the real ordered field by a family of real-valued
functions S, where each function in S is defined on a compact box and is a member of some
quasianalytic class which is closed under the operations of function composition, division by
variables, and implicitly defined functions. It is shown that the first order theory of RS is
decidable if and only if two oracles, called the approximation and precision oracles for S, are
decidable. Loosely stated, the approximation oracle for S allows one to approximate any
partial derivative of any function in S to within any given error, and the precision oracle for
S allows one to decide when a manifold M ⊆ Rn is contained in a coordinate hyperplane
{x ∈ Rn : xi = 0} when one is given i ∈ {1, . . . , n} and a system of equations which defines
M nonsingularly, where the functions occurring in the equations are rational polynomials
of the coordinate variables x = (x1, . . . , xn) and the partial derivatives of the functions in
S. A key component of the proof is the development of a local resolution of singularities
procedure which is effective in the approximation and precision oracles for S, and in the
course of proving our main theorem, numerous theorems about the model theory of such
structures RS are also proven.
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Introduction
Analytic geometry — in the most classical sense of the word, with origins in the work
of Descartes — studies subsets of Euclidean space defined using equations and inequalities.
For example, x = y2 defines a certain parabola in R2. If, in addition to equations and
inequalities, one allows the use of boolean logical connectives and quantification over the
reals, one can say meaningful statements about such sets. For example, ∀x∃y(x = y2) says
that every real number has a real square root, and ∀x(x ≥ 0→ ∃y(x = y2)) says that every
nonnegative real number has a real square root. The first statement is clearly false and the
second is true. It is natural to ask whether there is an algorithmic way of determining which
statements are true and which are false. The answer to this question must surely depend
on what information we know about the types of functions occurring in the equations and
inequalities used to construct the statements.
To make this question more precise, we use the framework of first-order logic. We fix a
family of functions C which we call a “quasianalytic IF-system” (“IF” stands for “implicit
function”): roughly speaking, this means that C is a family of rings of real-valued C∞
functions defined on the sets [−r, r] = [−r1, r1] × · · · × [−rn, rn] (for each n ∈ N and r =
(r1, . . . , rn) ∈ Qn+, where Q+ = Q ∩ (0,+∞)), that C has injective Taylor maps, and that C
is closed under the operations of function composition, division by variables, and implicitly
defined functions. Such quasianalytic classes have been used by numerous authors when
studying resolution of singularities and its applications — such as by Bierstone and Milman
[5], and by Rolin, Speissegger and Wilkie [20] — but unlike these authors, we do not assume
that R ⊆ C. The prototypical example of a quasianalytic IF-system is the system of all real
analytic functions, restricted to such compact boxes [−r, r] in the interiors of their domains.
Now, let S denote a computably indexed family of functions f : [−r, r] → R in C, where
the choice of n ∈ N and r ∈ Qn+ depend in a computable way on the choice of f in S. Let
RS denote the expansion of the real ordered field by the family of functions {f̂ }f∈S , where
f̂ : Rn → R is defined from f : [−r, r]→ R by
f̂(x) =
{
f(x), x ∈ [−r, r],
0, x ∈ Rn \ [−r, r],
and let LS denote that language of the structure RS . The theory of RS , denoted by Th(RS),
is the set of first-order LS-sentences which are true for the structure RS . To say that the
theory of RS is decidable means that there is an algorithm which allows one to determine
which LS-sentences are in Th(RS) and which are not.
When studying questions of decidability, it is useful to work with a relative notion of
computability by allowing the algorithms to call upon oracles. An oracle is a theoretical
construct which acts as an “algorithmic black box”: an oracle functions like an algorithm,
except that we do not require the oracle to be computable by an actual algorithm. By
allowing algorithms to call upon an oracle O, just as an algorithm can call upon an actual
subroutine, we obtain a broader notion of computability, what is called “computable relative
to O”. The purpose of using oracles when discussing decidability of theories is to isolate
exactly what needs to be computed to decide the theory.
This paper gives an algorithm which decides the theory of RS relative to two oracles,
called the approximation and precision oracles for S. Loosely stated, the approximation
oracle for S allows one to approximate any partial derivative of any function in S to within
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any given error, and the precision oracle for S allows one to decide when a manifoldM ⊆ Rn
is contained in a coordinate hyperplane {x ∈ Rn : xi = 0} when one is given i ∈ {1, . . . , n}
and a system of equations which defines M nonsingularly, where the functions occurring in
the equations are rational polynomials of the coordinate variables x = (x1, . . . , xn) and the
partial derivatives of the functions in S. Not only do these two oracles decide the theory of
RS , but it is easy to see that the theory of RS decides these two oracles (this will be more
apparent once the precise definitions of the oracles are given in Section 11), so this gives the
following result, which is the main theorem of the paper.
Theorem 0.1 (Characterization of Decidability). The theory of RS is decidable if and only
if the approximation and precision oracles for S are decidable.
Very often, it is easy to decide the approximation oracle for S, but the precision oracle for
S can be very hard to decide, so the later oracle gets at the heart of the difficulty of deciding
the theory of such a structure RS .
In the course of proving Theorem 0.1, we give a local resolution of singularities procedure
which is effective in the approximation and precision oracles for S, and we give numerous
theorems pertaining to the model theory of such structures RS , of which we now name a few.
These theorems do not deal with any computability issues, so we now drop the assumption
that S is computably indexed.
To state the theorems, we need some additional terminology. We use the word de-
finable to mean first-order definable with parameters, and we use the word 0-definable
to mean first-order definable without parameters. The natural stratification of a com-
pact box
∏n
i=1[ai, bi] is the set of all Cartesian products of the form C =
∏n
i=1Ci, where
Ci ∈ {{ai}, (ai, bi), {bi}} for each i ∈ {1, . . . , n}. A rational box is a Cartesian prod-
uct of intervals with endpoints in Q ∪ {±∞}. An S-polynomial function is a function
f = (f1, . . . , fm) : A→ Rm defined on a rational box A ⊆ Rn such that f1, . . . , fm are ratio-
nal polynomials of the coordinate variables x1, . . . , xn and the partial derivatives of functions
in S. An S-manifold is a set M = {x ∈ A : f(x) = 0}, where A ⊆ Rn is a rational box and
f : A→ Rn−d is an S-polynomial function such that the Jacobian matrix ∂f
∂(xλ(1),...,xλ(n−d))
is
nonsingular on M , for some increasing function λ : {1, . . . , n− d} → {1, . . . , n}. (These last
two definitions are somewhat loosely stated versions of the more precise Definitions 10.4 and
10.6.)
Theorem 0.1 will be deduced from an effective version of the following parameterization
theorem (see Theorem 14.22).
Theorem 0.2 (Parameterization). Let A ⊆ Rm be 0-definable in RS . Then there exist
finite families of C-analytic immersions {F (j) : U (j) → Rm}j∈J , bounded open rational boxes
{B(j)}j∈J , and maps {ψ(j)}j∈J such that
A =
⋃
j∈J
ψ(j) ◦ F (j)(B(j)),
where for each j ∈ J , ψ(j)(x1, . . . , xm) = (xσ1(j)1 , . . . , xσm(j)m ) for some σ1(j), . . . , σm(j) ∈
{−1, 1}, U (j) is open in Rd(j) for some d(j) ≤ m, the closure of B(j) is contained in U (j),
and F (j)(B(j)) is contained in the natural domain of ψ(j). Furthermore, if I ⊆ {1, . . . , m}
and {xi : x ∈ A} is bounded for each i ∈ I, then we can take σi(j) = 1 for each j ∈ J and
i ∈ I. Finally, for each j ∈ J and each set C in the natural stratification of the closure of
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B(j), there exist an integer p ≥ d(j), an S-manifold M ⊆ Rp, and a coordinate projection
Π : Rp → Rd(j)+m such that Π defines a C-analytic isomorphism from M onto the graph of
F (j)
∣∣
C
.
Even though this theorem is stated for the 0-definable sets of RS , by applying it to RS∪R
instead of RS one sees that the definable sets of RS also have a parameterization theorem.
(There is a technical point to note here. In Theorem 0.2 we must assume that S ⊆ C for some
quasianalytic IF-system C, but we do not assume that R ⊆ C, so it may be that S ∪ R 6⊆ C.
However, in Section 15 we show that there exists a smallest quasianalytic IF-system C(R)
containing C and R, so Theorem 0.2 can be safely applied to RS∪R since S ∪ R ⊆ C(R).)
Note that this parameterization theorem implies that each definable set A has dimension,
with dim(A) = max{d(j) : j ∈ J}, where J and each d(j) are as in the theorem. Also, the
following is an immediate corollary of the last sentence of the parameterization theorem.
Theorem 0.3. The structure R∆(S) is model complete, where ∆(S) is the family of all
partial derivatives of functions in S.
In o-minimality, it is very common to prove model completeness theorems by showing
that definable sets are finite unions of projections of quantifier-free definable manifolds, with
each projection being an immersion. Theorem 0.2 gives such a representation of the set A:
to see this, for each j ∈ J write p(j), M (j) and Π(j) : Rp(j) → Rd(j)+m for the data p, M
and Π : Rp → Rd(j)+m given by the theorem for C = B(j), write Π(j) = Π(j)dom × Π(j)im with
Π
(j)
dom(M
(j)) = B(j) and Π
(j)
im (M
(j)) = F (j)(B(j)), and write N (j) = {(x, y) ∈ M (j) × Rm : y =
ψ(j) ◦Π(j)im (x)}; then N (j) projects onto ψ(j) ◦F (j)(B(j)) via (x, y) 7→ y, and this projection is
an immersion. However, Theorem 0.2 says more than this since each function F (j) is defined
in a neighborhood of the closure of B(j), not just on B(j) itself, and because of this it is easy
to show that Hironaka’s uniformization theorem holds for the 0-definable sets of RS . We
explain this point further after some additional definitions.
Consider an expansion R of the real field. We say that R is polynomially bounded if
for every function f : R → R definable in R, there exist M,N > 0 such that |f(t)| ≤ tN
for all t > M . We say that R has C∞-uniformization if for every compact 0-definable
set K ⊆ Rm there exists a 0-definable surjective C∞-map f : M → K, where M ⊆ Rn is a
compact C∞ manifold of the same dimension as K. Two first-order structures with the same
universe, but possibly different signatures, are said to be definably equivalent if they have
the same 0-definable sets.
By taking S = C in Theorem 0.4 below, the following two theorems can be seen to
be converses of one another. Collectively, these two theorems specify the model-theoretic
properties which characterize, up to definable equivalence, the types of structures studied in
this paper.
Theorem 0.4. The structure RS is a polynomially bounded o-minimal expansion of the
real field with C∞-uniformization.
Theorem 0.5. If R is a polynomially bounded o-minimal expansion of the real field with
C∞-uniformization, then R is definably equivalent to RC for some quasianalytic IF-system
C.
0.1. Background and Motivation. The motivation for this work is linked closely to the
historical development of o-minimality, which is a subfield of model theory generalizing
CHARACTERIZING DECIDABILITY IN A QUASIANALYTIC SETTING 5
semialgebraic and subanalytic geometry. The starting point is Tarski’s theorem [24] stating
that the theory of the real field is decidable. (This theorem fits into the framework of this
paper by taking S to be empty.) He proved this by showing, in an effective manner, that the
real ordered field has quantifier elimination (namely, that images of semialgebraic sets under
coordinate projections are semialgebraic). In the same paper, he also asked a very influential
question: is the theory of the real exponential field decidable? (The real exponential field
is the expansion of the real field by the exponential function R → R : x 7→ ex.) In the
early days of o-minimality, Van den Dries [7] made a very convincing argument that, from
a practical point of view, this is the wrong question to ask about the real exponential field.
His argument was that in order to decide just the quantifier-free theory of this structure,
one would have to answer many difficult open questions of transcendental number theory
concerning the real exponential function, and for this reason, we should concentrate on
studying the geometric and model-theoretic properties of the real exponential field, not the
decidability of its theory. And since that time, o-minimality has prospered into a thriving
field of study which, for the most part, has concentrated on geometric and model-theoretic
questions, but not on decidability.
However, in contrast to this stands the work of Macintyre and Wilkie [12], who proved that
the theory of the real exponential field is decidable if Schanuel’s conjecture is true (Schanuel’s
conjecture is an open problem of transcendental number theory). Simply put, this theorem
means that the number-theoretic questions of concern to Van den Dries are really the only
stumbling block one must overcome to decide the theory of the real exponential field. But
since a proof of Schanuel’s conjecture (or a suitable replacement if the conjecture is false)
appears to be no easy feat, this is still a significant stumbling block, and the following
question is left open by Macintyre and Wilkie’s work:
(∗) Does there exist any o-minimal expansion of the real field with a decidable theory
which defines a transcendental function?
It is not hard to use Tarski’s theorem to show that an expansion of the real field by a
transcendental constant has a decidable theory, so in Question (∗), it should be understood
that the transcendental function is not 0-ary. This question is much less ambitious than
the question addressed by Macintyre and Wilkie. The question is not whether there is an
interesting, natural, or useful o-minimal expansion of the real field with a decidable theory
which defines a transcendental function. The word “any” is literally interpreted, so this
includes expansions of the real field by functions which do naturally appear in “ordinary”
mathematics.
In [18], which is a sequel to this paper, the author uses the characterization of decid-
ability given here to answer the question (∗) in the affirmative. In fact, it is shown that
in a certain topological sense, there are many o-minimal expansions of the real field with
decidable theories which define transcendental functions. The strategy of proof employed
here and its sequel began with the following thought process: Schanuel’s conjecture is a
statement claiming that the exponential function is very generic with respect to rational
polynomial equations, and in the isolated place in [12] where Macintyre and Wilkie actually
use Schanuel’s conjecture, this genericity property is used, but no other special properties
of the exponential function are used in a critical way. Therefore, if one could specially con-
struct suitably generic functions, one should be able to adapt Macintyre and Wilkie’s use of
Schanuel’s conjecture to obtain decidability results. However, Macintyre and Wilkie’s proof,
overall, relies on Wilkie’s proof that the real exponential field is model complete [26], and this
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proof does heavily rely on special properties of the exponential function (particularly, that it
is Pfaffian). Thus, in order to have complete freedom to construct sufficiently generic func-
tions to obtain decidability results, Wilkie’s model completeness proof should be replaced
by a much more general model completeness construction which does not require that the
functions in S satisfy any special algebraic or differential equations. This general model com-
pleteness construction is the content of this paper, and the construction of generic families of
functions S for which Th(RS) is decidable is the main content of its sequel [18]. The model
completeness construction given here is a significantly revised adaptation of the construction
of Rolin, Speissegger, and Wilkie [20] and has been turned into a decision procedure for the
theory of RS , relative to our two oracles for S.
While this paper was being written, Jones and Servi [10] also answered the question
(∗) in the affirmative by proving that the expansion of the real field by a power function
(0,+∞) → R : x 7→ xα has a decidable theory if α is a computable real which is not 0-
definable in the real exponential field. Both groups of authors answer (∗) in a similar way,
by expanding the real field by function(s) constructed in an artificial way so as to satisfy
certain computability properties and also certain genericity properties. However, neither
work subsumes the other since they are about different types of o-minimal structures, and
the techniques used in their proofs are quite different. Jones and Servi’s proof uses model-
theoretic techniques, in that it relies on giving computable axiomatizations of theories. And,
in addition to adapting Macintyre and Wilkie’s use of Schanuel’s conjecture, Jones and
Servi’s proof also adapts many parts of Wilkie’s model completeness construction [26] and
relies on a recently proven Schanuel-like property of certain power functions due to Bays,
Kirby, and Wilkie [1]. The proof given here and its sequel relies on no such number-theoretic
theorems, and it is based on a characterization of decidability, rather than just a sufficient
condition for decidability. This characterization of decidability is of interest in and of itself,
probably more so than the answer to (∗) given in the sequel. The characterization is proven
by a geometric decision procedure, without recourse to enumeration of theories, and it could
seemingly just as well be used to understand undecidability or relative decidability issues
as it could be used to understand decidability. Also, in the quasianalytic setting considered
here, it gives some perspective on the relationship between computable analysis and effective
model theory: to conduct computable analysis one uses the approximation oracle for S, but
to decide the theory of RS one must additionally use the precision oracle for S.
0.2. Notation. We now fix some notation to be used throughout the paper.
1. Miscellaneous :
A family is an indexed collection C = {ci}i∈I , where I is an index set. The map
I → {ci : i ∈ I} : i 7→ ci need not be injective. We use standard set notation with
families as if they were sets, such as c ∈ C and C ⊆ D.
For any map f : A→ B,
dom(f) = A and im(f) = f(A).
For any x ∈ R, define the sign of x by
sign(x) =

1, if x > 0,
0, if x = 0,
−1, if x < 0.
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Write
Q+ = Q ∩ (0,+∞).
Write N = {0, 1, 2, 3, . . .} for the set of natural numbers. Define the support of
α = (α1, . . . , αn) ∈ Nn by
supp(α) = {i ∈ {1, . . . , n} : αi 6= 0}
and the support of A ⊆ Nn by
supp(A) =
⋃
α∈A
supp(α).
Empty sums equal 0, and empty products equal 1. Define
R0 = {0},
and for any n ∈ N and A ⊆ Rn, define R0 ×A = A× R0 = A.
2. Topology :
For any A ⊆ Rn, write cl(A), int(A), bd(A) = cl(A) \ int(A), and fr(A) = cl(A) \A
for the topological closure, interior, boundary, and frontier of A in Rn, respectively.
If A ⊆ B ⊆ Rn, the relativization of these concepts to the subspace B are written as
clB(A), intB(A), bdB(A), and frB(A).
3. Coordinate Projections :
Consider an injective map λ : {1, . . . , d} → {1, . . . , n} for integers 0 ≤ d ≤ n. If
x = (x1, . . . , xn) are coordinates on R
n, write
xλ = (xλ(1), . . . , xλ(d)),
and define Πλ : R
n → Rd by
Πλ(x) = xλ,
with the understanding that when d = 0, λ is the empty map and Π∅(x1, . . . , xn) = 0.
We call any such map Πλ a coordinate projection. We call the map λ the name
for the coordinate projection Πλ.
If λ′ : {1, . . . , n − d} → {1, . . . , n} is an injective map such that im(λ) ∪ im(λ′) =
{1, . . . , n}, we say that λ′ is complementary to λ, and say that the coordinate
projection Πλ′ : R
n → Rn−d is complementary to Πλ.
An important special case is when λ(i) = i for all i ∈ {1, . . . , d}. In this cases we
will also write Πd for Πλ. Namely,
Πd(x1, . . . , xn) = (x1, . . . , xd).
If we do not wish to explicitly mention the map λ, we will use more generic notation
to denote coordinate projections, such as Π, Π′, Π(j), etc., and will simply say in words
that the map is a coordinate projection.
4. Multi-index Notation:
For any tuples x = (x1, . . . , xn) and y = (y1, . . . , yn) in R
n, write
x ≤ y iff xi ≤ yi for all i ∈ {1, . . . , n},
x < y iff xi < yi for all i ∈ {1, . . . , n}.
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For any α = (α1, . . . , αn) ∈ Nn, write α! = α1! · · ·αn! , |α| = α1 + · · · + αn, and
xα = xα11 · · ·xαnn . For any m ∈ N, write
Nn<m = {α ∈ Nn : |α| < m},
Nnm = {α ∈ Nn : |α| = m}.
Consider a map f = (f1, . . . , fm) : U → Rm, where U is open in Rn. If f is p-times
differentiable, then for any α = (α1, . . . , αn) ∈ Nn with |α| ≤ p, write
∂|α|f
∂xα
(x) =
(
∂|α|f1
∂xα11 · · ·∂xαnn
(x), . . . ,
∂|α|fm
∂xα11 · · ·∂xαnn
(x)
)
.
If f is differentiable, then for any injective map λ : {1, . . . , d} → {1, . . . , n}, write
∂f
∂xλ
(x) =
(
∂fi
∂xλ(j)
(x)
)
(i,j)∈{1,...,m}×{1,...,d}
,
which is an m× d matrix.
So, for example, if g : Rm → Rn and f : Rn → Rp are differentiable maps, and
if x = (x1, . . . , xm) and y = (y1, . . . , yn) are coordinates on R
m and Rn, respectively,
then the chain rule can be written as
∂(f ◦ g)
∂x
(x) =
∂f
∂y
(g(x))
∂g
∂x
(x).
5. Other Index Sets :
For any sets A and B, we write AB to denote either the set of all functions from B
into A, or the set of all tuples (ab)b∈B with entries ab in A. These two meanings for
AB are clearly identifiable, the difference between B → A : b 7→ ab and (ab)b∈B being
purely notational.
Consider n ∈ N and E ⊆ {1, . . . , n}, and write x = (x1, . . . , xn) for coordinates on
Rn. We view RE as the set of tuples of real numbers indexed by E, rather than the set
of functions from E into R, and by convention R∅ = R0 and R{1,...,n} = Rn. Also, when
working with index sets contained in {1, . . . , n} and n is clear from context, we will use
the superscript c to denote complementation in {1, . . . , n}, writing Dc = {1, . . . , n}\D
for any D ⊆ {1, . . . , n}.
Define
xE = (xi)i∈E ,
and define the projection ΠE : R
n → RE by
ΠE(x) = xE .
Generalizing our previous definitions for Nn, for any α = (αi)i∈E ∈ NE write α! =∏
i∈E αi, |α| =
∑
i∈E αi, and x
α
E =
∏
i∈E x
αi
i , and for any m ∈ N write NE<m = {α ∈
NE : |α| < m} and NEm = {α ∈ NE : |α| = m}.
If D1, . . . , Dk ⊆ {1, . . . , n} are disjoint, write
(0.1) (xD1 , . . . , xDk) = (xi)i∈D1∪···∪Dk ,
and for any sets A1 ⊆ RD1 , . . . , Ak ⊆ RDk , define A1 × · · · × Ak ⊆ RD1∪···∪Dk by
A1 × · · · × Ak = {(a1, . . . , ak) : a1 ∈ A, . . . , ak ∈ Ak}.
If D,D′ ⊆ {1, . . . , n} are disjoint, U ⊆ RD, and g : U → RD′, then the graph of g is
the subset of RD∪D
′
defined by {(xD, g(xD)) : xD ∈ U}.
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We comment on this notation. If λ : {1, . . . , d} → {1, . . . , n} is an injective map
such that im(λ) = E, then the difference between the projections Πλ : R
n → Rd
and ΠE : R
n → RE is purely notational, the difference being whether the tuples in
the images of these maps are indexed by {1, . . . , d} or by E. The advantage of ΠE
over Πλ is due to the way that tuples indexed by disjoint subsets of {1, . . . , n} can
be easily combined using the notation (0.1) without having any misconceptions about
the ordering of the components of the tuples. For example, x = (xE , xEc) = (xEc , xE).
For another example, if i ∈ {1, . . . , n} and f : Rn → R is a C1-map such that
f(0) = 0 and ∂f
∂xi
(0) 6= 0, then by the implicit function theorem, there exists a C1-map
g : U → R{i} defined in a neighborhood U of the origin in R{i}c such that g(0) = 0 and
f(x{i}c , g(x{i}c)) = 0 on U . The point of this second example is that, even though the
objects R{i}
c
and R{i} are clearly identifiable with the objects Rn−1 and R, respectively,
having g map from a subset of R{i}
c
into R{i} allows us to write (x{i}c , g(x{i}c)), which is
an object in Rn, and the graph of g equals the zero set of f in a suitable neighborhood
of 0.
1. Development of the Proof
In this section we discuss how the proof of Theorem 0.1 was developed. The purpose of
the discussion is to highlight some key ideas of the proof in a heuristic fashion while avoiding
many technical details, to discuss the relationship between this work and the previous work
of others, and to explain why certain choices were made in the proof where one technique is
favored over another.
The proof of Theorem 0.1 is an effective version of the construction of Rolin, Speissegger,
and Wilkie [20] — henceforth to be called the RSW-construction — which is a model
completeness proof for R∆(S) based on a local resolution of singularities procedure, where
∆(S) is the family of all partial derivatives of functions in S. The majority of the paper
(much of Sections 2-13) consists of a methodical development of all the tools needed to prove
an effective local resolution of singularities theorem, which is given at the very beginning
of Section 14. The remaining of the paper (Sections 14-16) then comes together rapidly in
comparison.
Gabrielov [9] showed that R∆(S) is model complete if the functions in S are analytic, and
it is natural to wonder if his proof could be used instead of the RSW-construction in order to
avoid all the work needed to prove an effective resolution of singularities theorem. However,
his proof relies on the following two facts:
1. If A ⊆ (0, 1]2 is globally subanalytic, and if y > 0 for all (x, y) ∈ cl(A) such that x > 0,
then there exist c, κ > 0 such that y > cxκ for all (x, y) ∈ A.
(Note: The number κ given by this property is used to determine how far to expand
certain Taylor expansions in the proof of [9, Lemma 1].)
2. If F is a family of real-valued analytic functions defined in a neighborhood of a compact
set K ⊆ Rn, then there exists a finite G ⊆ F such that
{x ∈ K : f(x) = 0 for all f ∈ F} = {x ∈ K : f(x) = 0 for all f ∈ G}.
(Note: This property, called topological Noetherianity, is used in the proof of [9,
Lemma 2] to know that the desingularization procedure it gives must eventually stop.)
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Gabrielov’s proof actually goes through when S ⊆ C for an arbitrary quasianalytic IF-system
C, because property 1 can be proven by applying the curve selection lemma (see Lemma 16.3)
to the component of (0, 1]2 \ cl(A) whose closure in R2 contains (0, 1]× {0}, and property 2
is a consequence of local resolution of singularities (see Lemma 15.1, which is also proven in
[16] and [5]). Since Lemmas 16.3 and 15.1 are proven using the RSW-construction and its
main tool, local resolution of singularities, it appears that to make Gabrielov’s proof effective
in our oracles for S, one could not avoid proving an effective local resolution of singularities
procedure. And once this is done, it makes more sense to use the RSW-construction since
the additional work required is not that substantial.
To get an understanding of why resolution of singularities is so useful, it is helpful to com-
pare this technique with Gabrielov’s desingularization lemma, [9, Lemma 2]. For simplicity,
consider A = {x ∈ [−1, 1]n : f(x) = 0} for an analytic function f : [−1, 1]n → R. The
proof of [9, Lemma 2] repeatedly applies the implicit function theorem to express A as a
finite, disjoint union of semianalytic manifolds which are implicitly defined from functions
in the Q-algebra generated by the partial derivatives of f . These manifolds are generally
not compact, and as a result, it is difficult to tell in mid-process when the collection of
manifolds constructed thus far actually cover all of A, at which point the procedure stops.
Topological Noetherianity is used to see that the process must stop eventually, whenever
that may be. Another way to partition A into such manifolds is to consider the level sets
of Bierstone and Milman’s local invariant for f , which we shall call strata (see [3] or [4]).
This is similar to Gabrielov’s proof because the local invariant is defined through repeated
application of the implicit function theorem. But it has an advantage: the local invariant
organizes the strata, and in such a way so that the stratum with the maximum value of the
local invariant is compact. So to construct this maximum stratum, one only needs to apply
the implicit function theorem on compact sets, which can be done effectively if the function
f satisfies certain computability assumptions. And fortunately, this maximum stratum is
the only stratum that one needs to compute, since it is used as the center of blowing-up.
After applying this blowing-up, the new maximum value of the local invariant is lowered,
and one repeats the process of only applying the implicit function theorem on compact sets.
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1.1. The RSW-Construction. We now give an exposition of the RSW-construction. The
goal is to show that R∆(S) is model complete. By using a number of rather standard reduc-
tions,1 it suffices to fix integers 0 ≤ m ≤ n and a set A ⊆ [−1, 1]n of the form
(1.1) A =
{
x ∈ [−1, 1]n :
k∧
s=1
sign(fs(x)) = σj
}
for some σ1, . . . , σk ∈ {−1, 0, 1} and some C-analytic functions f1, . . . , fk : U → R which
are existentially 0-definable in R∆(S), where U is a neighborhood of [−1, 1]n, and then prove
that [−1, 1]m \ Πm(A) is existentially 0-definable in R∆(S). (Saying that f1, . . . , fk are “C-
analytic” means that they are locally represented by functions in C — see Definition 4.3 for a
precise definition.) To accomplish this, the RSW-construction uses three techniques: a local
resolution of singularities procedure based on Bierstone and Milman [2, Theorem 4.4], fiber
cutting, and the theorem of the complement of Van den Dries and Speissegger [8, Theorem
2.7].
The resolution of singularities procedure in [20] uses power substitutions and local blowings-
up with centers of codimension 2, but here we shall speak as if the RSW-construction uses
only local blowings-up with centers of arbitrary codimension because that is what is done
in this paper (and in [2, Theorem 4.4]), and whether or not power substitutions are used is
rather irrelevant. Also, the resolution procedure in [20] relies on the assumption that R ⊆ S,
so it only proves that R∆(S) is model complete when R ⊆ S. However, here we will not
assume that R ⊆ S. The author first showed in his Ph.D. thesis [16] how to modify the
resolution procedure of [20] so as to remove the assumption that R ⊆ S, and of course, the
more sophisticated resolution procedure used here also does not assume that R ⊆ S since we
require that S is recursively indexed in all of our effectivity results. All of the noneffective
model-theoretic results in this paper can actually be proven by the simpler construction
given in the thesis [16].
The Resolution Procedure:
The RSW-construction applies its local resolution procedure to the function g : U → R
defined by
g(x) =
(
k∏
s=1
fs(x)
)(
n∏
i=1
(1− xi)(1 + xi)
)
,
1There was a comment added to the end of [20] in response to an only half-thought-out observation I
made shortly after the paper was published electronically: the comment states that the proof in [20] only
shows that R∆(S) is model complete if S has the extension property, meaning that for each f : [−r, r] → R
in S there exists g : [−s, s] → R in S such that r < s and f(x) = g(x) on [−r, r]. This extra assumption
that S has the extension property is not actually needed, and I apologize for my critique on such a trivial
detail. I am mentioning this here because one of the “standard” reductions alluded to above, which I failed
to see when this comment was added to [20], involves first replacing S with another family Sext ⊆ C such
that R∆(S) and R∆(Sext) have the same existentially 0-definable sets and Sext has the extension property.
The proof in [20] shows that R∆(Sext) is model complete, so R∆(S) is also model complete. There are
many ways to construct such a family Sext, but one way is to compose the functions in S with simple
quadratic functions near the boundaries of their domains. For example, suppose S = {f} for a single function
f : [−1, 1] → R. Then one could let Sext = {f(i,r)}(i,r)∈{−1,0,1}×(Q∩(0,1)), where for each r ∈ Q ∩ (0, 1) the
functions f(−1,r), f(0,r), f(1,r) : [−r, r] → R are defined by f(−1,r)(x) = f(−1 + x2), f(0,r)(x) = f(x), and
f(1,r)(x) = f(1− x2).
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for f1, . . . , fk as in (1.1); the functions 1−xi and 1+xi are included in this product because the
box [−1, 1]n is defined by the system of inequalities 1−xi ≥ 0 and 1+xi ≥ 0 for i = 1, . . . , n.
This resolution procedure constructs a finite family of C-analytic maps {F (j) : V (j) → U}j∈J
and bounded open rational boxes {B(j)}j∈J such that
[−1, 1]n ⊆
⋃
j∈J
F (j)(B(j)),
and such that for each j ∈ J , V (j) is open in Rd(j) for some d(j) ∈ {0, . . . , n}, cl(B(j)) ⊆ V (j),
and F (j) is a composition of a finite sequence of maps of two types:
Type 1: a local blowing-up π˜i : Wi →W with some smooth center C ⊆W ;
Type 2: an inclusion map C →֒ W for such a center C.
The subscript i in the notation π˜i : Wi → W is used to indicate that π˜−1i (C) = {y ∈ Wi :
yi = 0}. The set π˜−1i (C), and the function yi which defines this set, will both be called the
exceptional divisor of π˜i. The inclusion C →֒ W does not have an exceptional divisor. Each
of these two types of maps have an associated way of transforming any given C-analytic map
h : W → R:
Type 1: The transform of h by π˜i is defined to be yi(h ◦ π˜i), namely, the product of
the exceptional divisor and the pullback of h by π˜i.
Type 2: The transform of h by C →֒ W is defined to be h∣∣
C
, namely, the restriction
of h to C.
(Note: The above definitions are stated a little loosely. More literally, π˜i = πi ◦ G, where
G is a C-analytic coordinate transformation and πi is a “standard chart” of a blowing-up
whose center G−1(C) is defined by xI = 0 for some I ⊆ {1, . . . , n}, as in Definition 7.2. The
inclusion C →֒ W really refers to the map xIc 7→ G(xIc , 0), where 0 ∈ RI , and h
∣∣
C
really
refers to xIc 7→ h ◦G(xIc , 0).)
Now, fix j ∈ J , and for simplicity write F : V → U , d, and B in place of F (j) : V (j) → U ,
d(j), and B(j). The function F can be expressed as a composition F = F1 ◦ · · · ◦ Fl of maps
Fi : Ui → Ui−1 diagrammed as follows,
(1.2) R R R R R R
V = Ul
Fl //
gl
OO
Ul−1 //
gl−1
OO
· · · // Ui Fi //
gi
OO
Ui−1 //
gi−1
OO
· · · // U1 F1 //
g1
OO
U0
g0=g
OO
= U,
Cl
?
OO
Ci+1
?
OO
Ci
?
OO
C2
?
OO
C1
?
OO
where for each i ∈ {1, . . . , l}, the map Fi : Ui → Ui−1 is either a local blowing-up with center
Ci ⊆ Ui−1 or is an inclusion Ci →֒ Ui−1, and where gi is the transform of gi−1 by Fi, with
g0 = g. For each i < l, the function gi is used by the resolution procedure to choose the
center Ci+1 which determines the next map Fi+1 in the sequence, and the resolution process
stops when gl is normal crossings on Ul, meaning that gl is a product of a monomial in the
coordinate variables and an analytic unit on Ul. The use of transforms of Type 1 forces
g ◦ F and the accumulated exceptional divisors of F to be simultaneously normal crossings.
More specifically, we can write g ◦ F (y) = yαEu(y) for some α = (αk)k∈E ∈ NE and C-
analytic unit u : V → R (meaning that u has constant positive or negative sign on V ), where
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E ⊆ {1, . . . , d} is such that the sets {y ∈ V : yk = 0}, for each k ∈ E, are the accumulated
exceptional divisors of F . The use of Type 2 transforms means that the resolution procedure
is being applied hereditarily in ambient spaces of all possible dimensions 0, . . . , n, not just
of dimension n.
The reason for doing this is as follows. Because A is a subset of U defined by sign conditions
on factors of g, and g ◦ F (y) = yαEu(y), it follows that F−1(A) is a finite union of sets of the
form
(1.3) Vξ =
{
x ∈ V :
⋃
j∈E
sign(xj) = ξj
}
for some choice(s) of ξ = (ξj)j∈E ∈ {−1, 0, 1}E. Note that for each k ∈ E, the set Vξ is either
contained in, or is disjoint from, the exceptional divisor {y ∈ V : yk = 0}. If ξk 6= 0 for each
k ∈ E, then F restricts to an isomorphism on Vξ; note that in this case, B ∩Vξ is a bounded
open rational box whose closure is contained in V . If ξk = 0 for some k ∈ E, then there exists
a least i ∈ {1, . . . , l} such that Fi is a local blowing-up with Fi ◦ · · · ◦ Fl(Vξ) ⊆ Ci. By the
minimality of i, we have that Fi ◦ · · · ◦Fl(Vξ) is disjoint from all the accumulated exceptional
divisors of F1 ◦ · · ·◦Fi−1 : Ui−1 → U . We may therefore ignore Vξ in this case, because by the
hereditary application of the resolution procedure (beginning with the inclusion Ci →֒ Ui−1),
Fi ◦ · · · ◦ Fl(Vξ) is a union of isomorphic images of sets of the same form as (1.3) but in a
lower dimensional space, and these images are pushed forward isomorphically into U via the
map F1 ◦ · · · ◦ Fi−1.
Observe the following:
L1. If G = G1 ◦G2 for C-analytic maps G1 and G2, and if all the partial derivatives of G1
and of G2 are existentially 0-definable in R∆(S), then all the partial derivatives of G
are existentially 0-definable in R∆(S).
Proof. Use the chain rule. 
L2. If G(x) = xpkH(x) for some p ∈ N and C-analytic maps G and H , where x =
(x1, . . . , xn) and k ∈ {1, . . . , n}, and if all the partial derivatives of G are existentially
0-definable in R∆(S), then all the partial derivatives of H are existentially 0-definable
in R∆(S).
Proof. For each α ∈ Nn, repeated differentiation of H(x) = G(x)/xpk shows that
∂|α|H
∂xα
∣∣
xk 6=0
is existentially 0-definable in R∆(S), and the formula
1
α!
∂|α|H
∂xα
∣∣∣∣
xk=0
=
1
(α+ pek)!
∂|α|+pG
∂xα+pek
∣∣∣∣
xk=0
shows that ∂
|α|H
∂xα
∣∣
xk=0
is existentially 0-definable in R∆(S), where ek is the kth standard
unit vector in Nn (see Lemma 7.12). 
L3. If H is a multi-variate, real-valued function defined implicitly by a nonsingular equa-
tion G(x,H(x)) = 0 for some C-analytic function G, and if all the partial derivatives
of G are existentially 0-definable in R∆(S), then all the partial derivatives if H are
existentially 0-definable in R∆(S).
Proof. Use implicit differentiation. 
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By using observations L1-L3, the fact that all the partial derivatives of each of the factors of
g0 are existentially 0-definable in R∆(S), and the way in which each center Ci is constructed
from gi−1 (the details of which we will not delve into here), one can show by induction on i
that F1 ◦ · · · ◦ Fi is existentially 0-definable in R∆(S) for each i ∈ {0, . . . , l}. Combining this
with the results of the previous paragraph gives the following representation of A:
(1.4)
There exist finite families of C-analytic maps {F (j) : V (j) → U}j∈J and
bounded open rational boxes {B(j)}j∈J such that A =
⋃
j∈J
F (j)(B(j)) and
such that for each j ∈ J , V (j) is an open rational box in Rd(j) for some
d(j) ∈ {0, . . . , n}, cl(B(j)) ⊆ V (j), F (j) restricts to a C-analytic isomor-
phism on B(j), and the function F (j) and all of its partial derivatives are
existentially 0-definable in R∆(S). In particular, A has dimension, with
dimA = max{d(j) : j ∈ J}.
Fiber Cutting :
At this point, the RSW-construction applies fiber cutting. Using the notation of (1.4), let
J ′ be the set of all j ∈ J for which there exists a coordinate projection Π(j) : Rm → Rd(j)
such that Π(j) ◦ Πm ◦ F (j)
∣∣
B(j)
is an immersion. We have
(1.5) Πm(A) =
(⋃
j∈J ′
Πm ◦ F (j)(B(j))
)
∪
 ⋃
j∈J\J ′
Πm ◦ F (j)(B(j))
 .
Fiber cutting is a procedure which expresses Πm(A) in the form
Πm(A) =
(⋃
j∈J ′
Πm ◦ F (j)(B(j))
)
∪
 ⋃
j∈J\J ′
Πm ◦ F (j)(C(j))
 ,
where for each j ∈ J \J ′, C(j) = ⋃s∈S(j) C(j,s) for finitely many sets C(j,s) ⊆ B(j) which either
have the desired immersion property (as in the definition of J ′) or have dimension less than
d(j), and where each set C(j,s) is defined as a subset of the box B(j) by sign conditions on a
finite list of C-analytic functions which are existentially 0-definable in R∆(S). By applying the
resolution procedure to each of the sets C(j,s), in the same way that the resolution procedure
was applied to the set A, one constructs a new representation of Πm(A) which we write in
the same way as (1.5) but using tildes:
Πm(A) =
⋃
j∈J˜ ′
Πm ◦ F˜ (j)(B˜(j))
 ∪
 ⋃
j∈J˜\J˜ ′
Πm ◦ F˜ (j)(B˜(j))
 ,
where either J˜ ′ = J˜ , or J˜ ′ 6= J˜ and max{d˜(j) : j ∈ J˜ \ J˜ ′} < max{d(j) : j ∈ J \ J ′}. By
repeatedly applying the resolution procedure and fiber cutting in this manner, in successive
alteration, we eventually arrive at the following representation of Πm(A):
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(1.6)
There exist finite families of C-analytic maps {F (j) : V (j) → Πm(U)}j∈J and
bounded open rational boxes {B(j)}j∈J such that Πm(A) =
⋃
j∈J
F (j)(B(j)) and
such that for each j ∈ J , V (j) is an open rational box in Rd(j) for some
d(j) ∈ {0, . . . , n}, cl(B(j)) ⊆ V (j), there exists a coordinate projection Π(j) :
Rm → Rd(j) such that Π(j)◦F (j)∣∣
B(j)
is an immersion, and the function F (j) and
all of its partial derivatives are existentially 0-definable in R∆(S). In particular,
Πm(A) has dimension, with dimΠm(A) = max{d(j) : j ∈ J}.
Theorem of the Complement :
At this point the RSW-construction applies the theorem of the complement given in [8,
Theorem 2.7] to conclude that [−1, 1]m \ Πm(A) is existentially 0-definable in R∆(S), which
completes the proof. The hypothesis of [8, Theorem 2.7] assumes that Πm(A) is represented
as a union of projections of certain manifolds, rather than images of open sets under C-
analytic maps as given in (1.6), but this difference is purely cosmetic. The representation in
(1.6) can be seen to fit into the framework of [8, Theorem 2.7] by noting that the C-analytic
manifold M (j) = graph(F (j)
∣∣
B(j)
) projects onto F (j)(B(j)), and by composing this projection
with Π(j) one obtains an immersion onto an open subset of Rd(j), and by also noting that
fr(M (j)) = graph(F (j)
∣∣
bd(B(j))
) is existentially 0-definable in R∆(S) and has dimension less
than d(j), which is the dimension of M (j).
Summary of the RSW-Construction:
After some preliminary reductions, one consider integers 0 ≤ m ≤ n and a set A ⊆ [−1, 1]n
defined by sign conditions on a finite list of C-analytic functions which are existentially 0-
definable in R∆(S). Starting with the product of the functions used to define A, repeatedly
apply resolution of singularities (applied hereditarily) and fiber cutting, in successive al-
ternation, until the set Πm(A) is represented as in (1.6). Then apply the theorem of the
complement [8, Theorem 2.7] to conclude that [−1, 1]m \ Πm(A) is existentially 0-definable
in R∆(S).
1.2. Development of the Effective RSW-Construction. We now discuss in very gen-
eral terms how the effective version of the RSW-construction given in this paper was devel-
oped. This effective construction can be viewed abstractly as a sequence of steps, where at
any given step, in order to know how to proceed one must determine the answer to a set of
questions of the following form:
Given some kind of discrete representations for two geometric objects O1 and
O2 (such as two sets or two functions), is O1 = O2 or is O1 6= O2?
For each i ∈ {1, 2}, the discrete representation for Oi typically consists of two types of data
structures:
1. Approximation Algorithms:
These algorithms rely on the approximation oracle for S and can be used to ap-
proximate the object Oi to within any given error.
2. A Lifting:
The lifting of Oi is some discrete data which determines a very special, nonsingular,
existential L∆(S)-formula that defines the object Oi.
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If O1 6= O2, then this fact can be discovered using the approximation algorithms for O1
and O2, which rely on the approximation oracle for S. If O1 = O2, then this fact can be
discovered by using the liftings for O1 and O2 in conjunction with the precision oracle for S.
Thus to answer our question, one runs both of these verification procedures simultaneously,
using time sharing, until one procedure stops.
The key results pertaining to the approximation algorithms come straight out of com-
putable analysis and are presented in Part I of the paper. After presenting in Part II some
basic tools needed for our resolution procedure, the key results pertaining to the liftings are
presented in Part III of the paper. Part IV then applies all of these concepts when presenting
effective versions of the resolution procedure, fiber cutting, and the theorem of the compli-
ment. Here we will focus solely on the development of the effective resolution procedure,
since it is the most nontrivial of these three components of the proof.
If the resolution procedure of [20] was used, it would be possible to construct discrete
representations of our objects Oi consisting of a set of approximation algorithms for Oi and
an existential L∆(S)-formula defining Oi, however this existential formula would not be of
the special nonsingular form required of a “lifting”, so the precision oracle for S (which only
deals with nonsingular objects) could not be used to discover that O1 = O2. So in order
to construct the liftings, we use a different resolution procedure for which the centers of
blowings-up and the accumulated exceptional divisors are always chosen to be simultaneously
normal crossings, which is not the case in the resolution procedure in [20]. For this reason we
base our resolution procedure on a variant of Bierstone and Milman’s construction given in
[3] and [4]. This is their well-known global resolution procedure, but we are only interested
in a variant of their local algorithm, solely because of this normal crossings property of the
centers and exceptional divisors.
However, there is a certain troublesome quirk in the way that Bierstone and Milman
present their algorithm in local coordinates, due to their liberal use of linear coordinate
transformations. In their construction, there are local coordinates x = (x1, . . . , xn) on U ⊆
Rn which witness the fact that the center of blowing-up and accumulated exceptional divisors
are simultaneously normal crossings, meaning that each exceptional divisor is given as {x ∈
U : xk = 0} for some k ∈ {1, . . . , n}, and the center is given by C = {x ∈ U : xI = 0}
for some I ⊆ {1, . . . , n}. There are also local coordinates x˜ = (x˜1, . . . , x˜n) on U˜ ⊆ Rn for
which the center is given by C˜ = {x˜ ∈ U˜ : x˜I˜ = 0} for some I˜ ⊆ {1, . . . , n}, and these
coordinates x˜ are used to define the local invariant on which their procedure is based. The
quirk is that the coordinates x and x˜ are not the same. There is a fairly obvious isomorphism
F : U → U˜ relating the coordinates x and x˜, with F (C) = C˜, but this is still troublesome
for our purposes. The reason is that, to construct the liftings, the coordinates x should be
used, but to actually “run” the algorithm, the coordinates x˜ should be used, for these are
the coordinates which are used to actually find the center of blowing-up and are also the
coordinates which are used to define the blowing-up in local coordinates, in the natural way,
that witness the drop in the local invariant after blowing-up is performed.
If Π : U ′ → U and Π˜ : U˜ ′ → U˜ are the (globally defined) blowings-up of U and U˜ with
centers C and C˜, respectively, the isomorphism F : U → U˜ does lift to an isomorphism
F ′ : U ′ → U˜ ′, so one could seemingly construct an effective resolution procedure using Bier-
stone and Milman’s procedure where one continually keeps track of two coordinate systems,
one for the liftings and the other to run the algorithm, and continually keeps track of the
isomorphisms between the two, which would be described by a patchwork of local charts
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which are also defined by liftings. However, this seems like it would be an absolute mess.
For this reason, this paper develops its own way of presenting the resolution procedure in
local coordinates so that we always have x = x˜. This is achieved by using much more re-
strictive coordinate transformations when constructing the centers of blowings-up, so that
exceptional divisors are always coordinate hyperplanes, and are never “tilted” as done by
Bierstone and Milman through their use of rather general linear coordinate transformations.
It is most likely that the procedure given here is equivalent, up to isomorphism, to Bierstone
and Milman’s procedure, but I have not verified this.
The data structure used at each stage in the resolution procedure is called an “S-presentation”,
which consists of a “basic S-presentation” (to be discussed immediately) along with some
additional discrete data (to be discussed below). Roughly speaking, a basic presentation
is a tuple (F , E;K), where F is a finite family of C-analytic functions on an open set
U ⊆ Rn, E ⊆ {1, . . . , n}, and K is a compact subset of U . Saying that (F , E;K) is a “basic
S-presentation” means that it has a certain discrete representation consisting of approxi-
mation algorithms and liftings. At each step of the resolution procedure, an S-presentation
is used to find the next center of blowing-up (analogous to how each function gi in (1.2) is
used to find the center Ci+1), where the set K is to be covered by the images of the various
coordinate transformations or local blowings-up mapping into U which are to be constructed
next, and the sets {x ∈ U : xk = 0}, for each k ∈ E, are the accumulated exceptional divisors
from the previously applied blowings-up.
Let div(F , E) = d ∈ NE be such that xdE is the greatest common divisor of the functions
in F which is a monomial in xE , and write f(x) = xdEfE(x) for each f ∈ F . For each
x ∈ U , let ord(F , E; x) = min{ord(fE; x) : f ∈ F}, where ord(fE ; x) is the order of fE at
x, and let ord(F , E) = sup{ord(F , E; x) : x ∈ U}. The goal of the resolution procedure is
to apply local blowings-up so as to transform the basic S-presentation (F , E;K) into new
basic S-presentations (F ′, E ′;K ′) such that ord(F ′, E ′) = 0.
Because Bierstone and Milman’s resolution procedure is based on a local invariant which
is defined using the orders of various functions, it may appear that one must first be able to
compute ord(F , E) in an effective manner when one is given a basic S-presentation (F , E;K),
and that this ability to compute ord(F , E) would then enable one to effectively construct
the centers of blowing-up. A key insight is to realize that this is not the case, and that this
idea should be turned on its head. One should, in fact, use a search procedure to find the
(locally defined) centers of blowing-up determined by (F , E;K), and once these centers have
been found, one would have incidentally computed ord(F , E).
To find the centers, one starts approximating the various partial derivatives of the func-
tions fE for each f ∈ F on small rational boxes which collectively cover K. In this way,
nonvanishing partial derivatives can be found on families of sets covering K, so after pulling
back (F , E;K) by a family of inclusions, we may assume that an upper bound on ord(F , E)
has been be established. One then makes the guess that this upper bound on ord(F , E) actu-
ally equals ord(F , E). After performing certain coordinate transformations, one may assume
that the coordinates of (F , E;K) are suitably chosen so that we can define a “refinement”
of (F , E;K), which is another basic S-presentation (F1, E1;K1) obtained by restricting a
certain set of powers of accumulated exceptional divisors and partial derivatives of the func-
tions in {fE}f∈F to a certain coordinate subspace of U . One then repeats the procedure
with (F1, E1;K1). By continuing in this manner, after pulling back by a sequence of suitable
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coordinate transformations, one constructs a sequence of refinements,
(F , E,K) = (F0, E0;K0), (F1, E1;K1), . . . , (Fk, Ek;Kk).
This sequence of refinements is determined by what we call an “S-presentation”, which con-
sists of the basic S-presentation (F , E;K) along with some additional discrete data related
to the various guesses made along the way. The process of constructing these refinements will
always stop, where the stopping condition is that either ord(Fk, Ek) = 0 or ord(Fk;Ek) =∞
(where ord(Fk, Ek) = ∞ means that Fk is a family of zero functions). An important point
is that our oracles for S can be used to recognize this stopping condition.
Now, let dk = div(Fk, Ek), and for each i ∈ {0, . . . , k − 1} let Ni ⊆ {1, . . . , n} \
⋃i−1
j=0Nj
be such that the domain of Fi+1 is obtained from the domain of Fi by setting xNi = 0.
There is a certain close relationship between the orders of a basic presentation and its
refinement (see Lemma 12.17), and this relationship implies that if ord(Fk, Ek) = ∞, or if
ord(Fk, Ek) = 0 and |dk| ≥ pk for a certain special value of pk ∈ N, then our guesses for
the values of ord(Fi, Ei), for each i ∈ {0, . . . , k}, were in fact all correct. In this case, if
ord(Fk, Ek) =∞ then define Nk = ∅, and if ord(Fk, Ek) = 0 then choose Nk ⊆ Ek minimal
such that |dk,Nk| ≥ pk. The desired center of blowing-up is C = {x ∈ U : xI = 0}, where
I =
⋃k
i=0Nk. Now, if on the other hand we have that ord(Fk, Ek) = 0 and |dk| < pk, this
implies that for some i ∈ {0, . . . , k − 1}, our guessed value of ord(Fi, Ei) was too large. By
further approximating the various partial derivatives, we can reduce our upper bound for
ord(Fi, Ei) for some i, and we then repeat the process, starting with (Fi, Ei;Ki). Since the
upper bounds on the orders of the refinements are always lowered in a lexicographical fashion,
this process must eventually stop, at which point we have found the center of blowing-up.
Part I: Effective Approximation
Part I develops the tools we shall need from computable analysis. Section 2 deals with
point-set topological concepts, and Section 3 proves various closure properties of Cp functions
which can be effectively approximated.
2. Topological concepts from computable analysis
Definition 2.1. An interval is a connected subset of R. An interval is rational if its
infimum and supremum are in Q ∪ {−∞,+∞}. A (rational) box is a finite Cartesian
product of (rational) intervals. A box in Rn is degenerate if its interior in Rn is empty, and
is nondegenerate otherwise. (For example, ∅ and the singletons {a}, for each a ∈ Q, are
the degenerate rational intervals.)
The name for a nonempty rational box consists of the unique string of symbols which is
used to denote the rational box in the natural manner. For example, (−2, 1]× (1
2
,+∞) and
[1, 1]× (−∞,+∞) are names for certain nonempty rational boxes in R2. If B is a nonempty
rational box, we shall write name(B) for its name. Note that the set of names for nonempty
rational boxes is a computable subset of the set of all strings from the alphabet containing
every rational number, the infinity symbols −∞ and +∞, the parenthesis ( and ), the square
brackets [ and ], the product symbol ×, and the comma. If {Bi}i∈I is a family of rational
boxes, we call {name(Bi)}i∈I a name for {Bi}i∈I provided that the index set I, and the map
i 7→ name(Bi) on I, are computable.
CHARACTERIZING DECIDABILITY IN A QUASIANALYTIC SETTING 19
If a = (a1, . . . , an) and b = (b1, . . . , bn) are tuples in R
n, we write
(a, b) = (a1, b1)× · · · × (an, bn),
[a, b] = [a1, b1]× · · · × [an, bn].
Definition 2.2. A set D ⊆ Rn is called a computable domain if it is the union of nonde-
generate compact rational boxes, and if the function from the set of names for nondegenerate
compact rational boxes in Rn into {0, 1} defined by
(2.1) name(B) 7→
{
1, if B ⊆ D,
0, if B 6⊆ D,
is computable. We call an algorithm which computes the map (2.1) a representation
algorithm for D.
Some simple examples of computable domains are the empty set, Rn, (0, 1)n, [0, 1]n, and
more generally, any finite union of nondegenerate rational boxes in Rn.
Definition 2.3. Let D be a computable domain in Rn. A set U ⊆ D is c.e. open in D
(i.e., computably enumerably open in D) if U is open in D and if there is an algorithm which
acts as follows:
Given the name for a nondegenerate compact rational box B contained in D,
the algorithm stops if and only if B ⊆ U .
Any such algorithm is called a c.e. open representation algorithm for U in D.
Note that any c.e. open representation algorithm for U in D can be viewed as implicitly
relying on a representation algorithm for D in order to check whether it is, in fact, given a
name for a nondegenerate compact rational box contained in D.
Remarks 2.4. Let D be a computable domain in Rn.
1. Let U be open in D. The set U is c.e. open in D if and only if the set of all names of
nondegenerate compact rational boxes contained in U is computably enumerable.
2. The requirements in Definitions 2.2 and 2.3 that B be nondegenerate may be dropped
without altering these definitions. (This follows from the fact that if B is a compact
rational box contained in D, then B ⊆ A ⊆ D for some nondegenerate compact
rational box A, and likewise with U in place of D.) Thus if U is open in D, the set U
is c.e. open in D if and only if the set of all names of compact rational boxes contained
in U is computably enumerable.
3. Let T be the set of all c.e. open subsets of D. Then T forms a computable topology,
in the following sense:
(a) The sets ∅ and D are in T .
(b) For any computable family {Ui}i∈I of members of T ,
⋃
i∈I Ui is in T .
(c) The intersection of any finitely many members of T is in T .
The proofs of Remarks 2.4.1-3 are straightforward, so they could all be left to the reader.
However, we shall give a proof of Remark 2.4.1 in order to raise a certain point.
Proof of Remark 2.4.1. Suppose that U is c.e. open in D. Using a representation algorithm
for D, we can construct a computable enumeration {Bi}i∈N of the set of all nondegenerate
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compact rational boxes contained in D. By using time sharing and a c.e. open representation
algorithm for U , we can computably enumerate the boxes Bi which are contained in U .
Conversely, suppose we are given a computable enumeration {Bi}i∈N of the set of all non-
degenerate compact rational boxes contained in U . Then given any nondegenerate compact
rational box B contained in D, for each i ∈ N check if B = Bi. Stop once such an i has been
found, and do not stop otherwise. This is a c.e. open representation algorithm for U . 
Notice that Remark 2.4.1 is a statement about the existence of one type of algorithm
implying the existence of another type of algorithm, and conversely. Namely, it states that
if a c.e. open representation algorithm for U exists, then an algorithm which enumerates the
set of all names for compact rational boxes contained in U exists, and conversely. As literally
stated, Remark 2.4.1 does not claim that there is an effective procedure for constructing one
type of algorithm from the other type of algorithm. But upon reading the proof of Remark
2.4.1, it becomes apparent that there is such an effective procedure, and in fact, the proof
is just an informal description of this effective procedure. Namely, the proof shows the
following:
(2.2)
There is a partial computable function which, when given a representa-
tion algorithm for a computable domain D in Rn and a representation
algorithm for a c.e. open set U in D, outputs a computable enumera-
tion of the set of names of all compact rational boxes contained in U .
And, there is another partial computable function which, when given
a representation algorithm for a computable domain D in Rn and a
computable enumeration of the set of names of all compact rational
boxes contained in a set U which is open in D, outputs a c.e. open
representation algorithm for U .
The statement (2.2) is more precise and informative than Remark 2.4.1, but it is much
more cumbersome to state, almost unbearably so. Therefore to simplify our language of
discourse, we introduce the following concept and convention.
Definition 2.5. Let us call any statement of the following form an algorithmic statement:
If there exist algorithms A1, . . . , Ak (of certain types), then there exists an al-
gorithm B (of a certain type).
We shall say that this algorithmic statement is effectively true if there is a partial com-
putable map which, when given algorithms A1, . . . , Ak (of certain types), it outputs an
algorithm B (of a certain type).
Convention: Henceforth, whenever we claim that an algorithmic statement is true (such
as in a lemma, or a theorem, etc.), we are tacitly claiming that the statement is, in
fact, effectively true.
Even with this convention, when there are nested algorithmic statements, we will sometimes
use the phrase “it is effectively true that . . . ” for clarification.
There are two other phrases pertaining to effectivity that we shall use, one used to describe
computability and the other used to describe computable enumerability. Consider a set P
of statements (with assigned truth values) in some computable language. Suppose there is
an algorithm which, when given any P ∈ P, will stop and state whether or not P is true;
in this case, if we are given some P ∈ P, we say that we can effectively determine if P
is true. Now suppose there is an algorithm which, when given any P ∈ P, will stop if and
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only if P is true; in this case, if we are given some p ∈ P which is true, we say that we can
effectively verify that P is true.
Definition 2.6. Let D be a computable domain in Rn. A set C ⊆ D is co-c.e. closed in
D if D \ C is c.e. open in D. A co-c.e. closed representation algorithm for C in D is
a c.e. open representation algorithm for D \ C in D.
Remark 2.7. Let C be the set of all co-c.e. closed subsets of a computable domain D. Remark
2.4.3 and DeMorgan’s law imply the following:
1. The sets ∅ and D are in C.
2. For any computable family {Ci}i∈I of members of C,
⋂
i∈I Ci is in C.
3. The union of any finitely many members of C is in C.
Definition 2.8. A set K ⊆ Rn is co-c.e. compact if K is compact and there exists an
algorithm acting as follows:
Given the name for a finite family {Bi}i∈I of bounded, open, rational boxes in
Rn, the algorithm stops if and only if K ⊆ ⋃i∈I Bi.
We call such an algorithm a co-c.e. compact representation algorithm for K.
Note that a set K ⊆ Rn is co-c.e. compact if and only if the set of all names for fi-
nite families {Bi}i∈I of bounded, open, rational boxes in Rn which cover K is computably
enumerable.
Lemma 2.9. If U is c.e. open in Rn, and K is a co-c.e. compact subset of U , then we can
effectively verify that K ⊆ U .
Proof. There exists a finite family {Bi}i∈I of bounded, open, rational boxes such that
(2.3) K ⊆
⋃
i∈I
Bi
and
(2.4) cl(Bi) ⊆ U for all i ∈ I,
and both (2.3) and (2.4) can be effectively verified. 
Lemma 2.10. A set K ⊆ Rn is co-c.e. compact if and only if there exists a computable
sequence of sets {Ui}i∈N such that K =
⋂
i∈N Ui, and such that for each i ∈ N, Ui is a finite
union of bounded open rational boxes and cl(Ui+1) ⊆ Ui.
Proof. Suppose that K is co-c.e. compact. Fix a computable enumeration {Vi}i∈N of the set
of all subsets of Rn which contain K and which are a finite union of bounded, open rational
boxes. Let U0 = V0. Now let j ≥ 0, and inductively assume that we have constructed
U0, . . . , Uj−1 such that for all k ∈ {1, . . . , j − 1}, we have Uk ∈ {Vi}i∈N and cl(Uk) ⊆
Uk−1 ∩ Vk. The set Uj−1 ∩ Vj is a finite union of bounded, open rational boxes and is a
neighborhood of the co-c.e. compact set K, so we can effectively find some m ∈ N such
that cl(Vm) ⊆ Uj−1 ∩ Vj. Let Uj = Vm. This completes the inductive construction of the
sequence {Ui}i∈N. By construction, cl(Ui+1) ⊆ Ui for each i ∈ N, and K =
⋂
i∈N Ui because
K ⊆ ⋂i∈N Ui ⊆ ⋂i∈N Vi = K.
Conversely, assume that there exists a computable sequence of sets {Ui}i∈N such that
K =
⋂
i∈N Ui, and such that for each i ∈ N, Ui is a finite union of bounded open rational
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boxes and cl(Ui+1) ⊆ Ui. We claim that the following is a co-c.e. compact representation
algorithm for K:
Given the name for a finite family {Bi}i∈I of bounded open rational boxes in
Rn, successively check for each j ∈ N whether Uj ⊆
⋃
i∈I Bi. Stop once a j has
been found, and do not stop otherwise.
Note that we can effectively check whether Uj ⊆
⋃
i∈I Bi since both sets are simply finite
unions of rational boxes. If K 6⊆ ⋃i∈I Bi, this algorithm will not stop. If K ⊆ ⋃i∈I Bi, then⋃
i∈I Bi is a c.e. open neighborhood of K, so the following remark implies that there exists
j ∈ N such that Uj ⊆
⋃
i∈I Bi, so the algorithm will stop. 
Remark 2.11. Let K be co-c.e. compact, and let {Ui}i∈N be as in Lemma 2.10. Since K =⋂
i∈N Ui and cl(Ui+1) ⊆ Ui for each i, it follows that K =
⋂
i∈N cl(Ui), which represents K as
a decreasing union of compact sets. Therefore if V is an open set containing K, there exists
i ∈ N such that cl(Ui) ⊆ V . If V is c.e. open, then we can effectively find such an i.
Proposition 2.12. A subset of Rn is co-c.e. compact if and only if it is co-c.e. closed in Rn
and there exists a rational M > 0 such that K ⊆ (−M,M)n.
Proof. Suppose that K ⊆ Rn is co-c.e. compact. Fix a sequence {Ui}i∈N as in Lemma 2.10.
The set U0 gives us a bound for K. Since K =
⋂
i∈N cl(Ui) and each set cl(Ui) is co-c.e.
closed in Rn, Remark 2.7 implies that K is co-c.e. closed in Rn.
Conversely, suppose that K is co-c.e. closed in Rn and that K ⊆ (−M,M)n for a rational
M > 0. We claim that the following is a co-c.e. compact representation algorithm for K:
Given a finite family {Ai}i∈I of bounded open rational boxes in Rn, first express
[−M,M ]\⋃i∈I Ai as a union of a finite family of compact rational boxes {Bj}j∈J .
Then use a c.e. open representation algorithm for Rn \K to try to verify that
Bj ⊆ Rn \K for each j ∈ J .
This algorithm will stop if and only if Bj ⊆ Rn \K for all j ∈ J , which occurs if and only if
K ⊆ ⋃i∈I Ai. 
We stress that Proposition 2.12 is effectively true, meaning that there are effective proce-
dures which enable the co-c.e. compact representation algorithm for K on the one hand, and
the rational number M > 0 and co-c.e. closed representation algorithm for K on the other
hand, to be effectively constructed from one another.
Definition 2.13. Consider a function f : U → Rm, where U is a c.e. open subset of some
computable domain D in Rn, and let p ∈ N ∪ {∞}. We say that f is computably Cp if
there is an algorithm which acts as follows:
(2.5)
Given α ∈ Nn such that |α| ≤ p, a name for an open rational box I in Rm,
and a name for a compact rational box B in D, the algorithm stops if and
only if B ⊆ U and ∂
|α|f
∂xα
(B) ⊆ I.
Any such algorithm (2.5) is called a Cp approximation algorithm for f . If p = 0, we also
say that f is computably continuous. If p = n = 0, we call f(0) a computable point
in Rm. If p = n = 0 and m = 1, we call f(0) a computable real. (Note that a point
a ∈ Rn is computable if and only if the set {a} is co-c.e. compact.) We may sometimes just
say “approximation algorithm”, rather than “C0 approximation algorithm”, when we are
working with a computably continuous function, a computable point, or a computable real.
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More generally, a family of functions S = {Sσ}σ∈Σ is computably Cp if the index set
Σ is computable, and if there is an algorithm which acts as a Cp approximation algorithm
for each function in S, as indexed by Σ. Such an algorithm is called a Cp approximation
algorithm for the family S.
Remarks 2.14. Consider a function f = (f1, . . . , fm) : U → Rm, where U is an open subset
of a computable domain D in Rn.
1. Since U is open in D, and D is a union of nondegenerate compact rational boxes, it
follows that for each x ∈ U there exists a nondegenerate compact rational box B such
that x ∈ B ⊆ U . Therefore all partial derivative of f at x can be defined using only
points from B, either in a one-sided or a two-sided sense. Thus saying f is Cp on U
makes sense.
2. The function f is computably Cp if and only each of its component functions f1, . . . , fm
are computably Cp.
3. Every rational number is a computable real, and every constant function which takes
the value of some computable real is computably C∞.
4. Our definition of computably continuous is equivalent to what is known in the liter-
ature as “Type 2 computable” (see Weihrauch [25]), except we add in the additional
requirement that the function be defined on a c.e. open subset of some computable
domain D. (No assumption is made about the domain in the standard definition of a
Type 2 computable function.)
Proposition 2.15. The following are equivalent for any function f : U → Rm, where U is
an open subset of a computable domain D in Rn:
1. The function f is computably continuous.
2. It is effectively true that for each c.e. open set V in Rm, the set f−1(V ) is c.e. open
in D. (In other words, there exists a partial computable function which, when given
a representation algorithm for a c.e. open set V in Rm, it outputs a representation
algorithm for the c.e. open set f−1(V ) in D.)
3. It is effectively true that for each co-c.e. closed set C in Rm, the set f−1(C) is co-c.e.
closed in D.
Proof. This is straightforward and is left to the reader. 
Proposition 2.16. If U is c.e. open in Rn, K ⊆ U is co-c.e. compact, and f : U → Rm is
computably continuous, then f(K) is co-c.e. compact.
Proof. Let A be the set of all finite families {(Ai, Bi)}i∈I such that K ⊆
⋃
i∈I Bi, where for
each i ∈ I, the sets Ai ⊆ Rm and Bi ⊆ Rn are bounded, open, rational boxes such that
cl(Bi) ⊆ U and f(cl(Bi)) ⊆ Ai. Note that for any open set V ⊆ Rm such that f(K) ⊆ V ,
there exists {(Ai, Bi)}i∈I ∈ A such that
⋃
i∈I Ai ⊆ V .
Using a co-c.e. compact representation algorithm for K and a C0 approximation algorithm
for f , we can construct a computable enumeration {{(Ai, Bi)}i∈Ij}j∈N of A. Now, the set⋃
i∈I0
Ai gives us a bound for f(K), and we claim that the following is a co-c.e. closed
representation algorithm for f(K), so f(K) is co-c.e. compact by Proposition 2.12:
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Given a name for a compact rational box C ⊆ Rm, successively check for each
j ∈ N whether Ai ∩ C = ∅ for all i ∈ Ij. Stop once a j has been found, and do
not stop otherwise.
If f(K)∩C 6= ∅, this algorithm will not stop. If f(K)∩C = ∅, then Rm\C is a neighborhood
of f(K), so there exists j ∈ N such that ⋃i∈Ij Ai ⊆ Rm \ C, so the algorithm will stop. 
3. Closure properties of computably Cp functions
Proposition 3.1. The operations of addition and multiplication are computably C∞ maps
from R2 into R.
Proof. It suffices to show that the functions S(x, y) = x+y and P (x, y) = xy are computably
continuous, since their partial derivatives are so trivial. So consider rational boxes B =
[a1, b1]× [a2, b2] and I = (c, d).
Since ∂S
∂x
= ∂S
∂y
= 1 > 0, the function S on B is maximized at (b1, b2) and minimized at
(a1, a2). Thus S(B) ⊆ I if and only if c < a1 + a2 and b1 + b2 < d, so S is computably
continuous.
Similarly, since ∂P
∂x
= y and ∂P
∂y
= x, the function P on B is maximized and minimized at
points in {a1, 0, b1}×{a2, 0, b2} (which are easily determined according to whether ai < bi ≤
0, ai < 0 < bi, or 0 ≤ ai < bi, for each i ∈ {1, 2}), so P is also computably continuous. 
Proposition 3.2. The function f : R \ {0} → R defined by f(x) = 1/x is computably C∞.
Proof. Consider rational intervals B = [a, b] ⊆ R \ {0} and I = (c, d), and let n ∈ N. The
nth derivative f (n)(x) = (−1)
nn!
xn+1
is either increasing or decreasing on B, according to whether
n is even or odd and whether 0 < a < b or a < b < 0. So whether or not f (n)(B) ⊆ I is
easily determined by comparing f (n)(a) and f (n)(b) with c and d. 
Proposition 3.3. Let p ∈ N ∪ {∞}. If g : V → U and f : U → Rk are computably Cp,
then f ◦ g : V → Rk is computably Cp.
Proof. When p = 0, this follows easily from Proposition 2.15. So let p > 0, and inductively
assume that the proposition holds for all computable Cp−1 functions. Note that the induction
hypothesis and Proposition 3.1 together imply that sums and products of computably Cp−1
functions are computably Cp−1.
Suppose that U ⊆ Rm and V ⊆ Rn, write x = (x1, . . . , xm) and y = (y1, . . . , yn) for
coordinates on U and V , respectively, and write f = (f1, . . . , fk) and g = (g1, . . . , gm). Then
for each l ∈ {1, . . . , k} and j ∈ {1, . . . , n},
∂(fl ◦ g)
∂yj
(x) =
m∑
i=1
∂fl
∂xi
(g(y))
∂gi
∂yj
(y).
The functions ∂fl
∂xi
and ∂gi
∂yj
are computable Cp−1, so ∂f
∂xi
◦g is computably Cp−1 by the induction
hypothesis, and hence ∂(fl◦g)
∂yj
is computably Cp−1. Thus f ◦ g is computably Cp. 
When speaking about Riemann integrals, a partition of a compact rational interval [a, b]
is a finite collection of compact rational intervals P = {[y0, y1], . . . , [yk−1, yk]} with a = y0 <
· · · < yk = b. If P ∈ P and we are integrating with respect to a variable y, we write ∆yP
for the length of the interval P . More generally, a partition of a compact rational box
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B =
∏n
i=1[ai, bi] is a set P = {P1 × · · · × Pn : P1 ∈ P1, . . . , Pn ∈ Pn}, where Pi is a partition
of [ai, bi] for each i ∈ {1, . . . , n}.
Lemma 3.4. Let f : U×[a, b]→ R be computably Cp, where U ⊆ Rn, and define F : U → R
by
F (x) =
∫ b
a
f(x, y)dy.
Then F is computably Cp.
The hypothesis is loosely stated: it suffices that the functions ∂
|α|f
∂xα
, for each α ∈ Nn with
|α| ≤ p, be continuous, and that there exist an approximation algorithm for only these
partial derivatives in x.
Proof. We will prove the lemma for p = 0. The lemma for a general p follows by applying
our proof to the formula
∂|α|F
∂xα
(x) =
∫ b
a
∂|α|f
∂xα
(x, y)dy
for each α ∈ Nn with |α| ≤ p.
Fix a compact rational box B ⊆ U and a rational open interval I. For each ǫ > 0 there
exists a partition P of B × [a, b] and a family of pairs of rational numbers {(mP ,MP )}P∈P
such that
(3.1) mP < f(x, y) < MP for all P ∈ P and all (x, y) ∈ P ,
and such that
∑
P∈P(MP −mP )∆yP < ǫ. Since f is computably continuous, the condition
(3.1) can be effectively verified, so we may construct a computable enumeration of all pairs
(P, {(mP ,MP )}P∈P) which satisfy (3.1). For each such pair in this enumeration, check if
(3.2)
∑
P∈P
mP∆yP and
∑
P∈P
MP∆yP are in I,
and stop if such a pair satisfying (3.2) is found. Note that this algorithm stops if and only
if F (B) ⊆ I. 
Proposition 3.5. Let U ⊆ Rn+1, and write (x, y) = (x1, . . . , xn, y) for coordinates on Rn+1.
Let p ∈ N ∪ {∞}, and suppose that f : U → R is a computably Cp+1 function such that
f(x, 0) = 0 on {x : (x, 0) ∈ U} (where ∞+1 =∞). Then there exists a unique computably
Cp function g : U → R such that
f(x, y) = yg(x, y)
on U .
Proof. The uniqueness of g is apparent, since there is at most one continuous function g :
U → R satisfying g(x, y) = f(x, y)/y for all (x, y) ∈ U with y 6= 0. To construct g, it suffices
to fix a compact rational box B ⊆ U and prove that there is a computably Cp function
g : B → R such that f(x, y) = yg(x, y) on B.
If B ∩ (Rn × {0}) = ∅, define g : B → R by g(x, y) = f(x, y)/y, and note that g is
computably Cp by Propositions 3.1-3.3. So suppose that B ∩ (Rn × {0}) 6= ∅, and define
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g : B → R by g(x, y) = ∫ 1
0
∂f
∂y
(x, ty)dt. Then
yg(x, y) =
∫ 1
0
y
∂f
∂y
(x, ty)dt =
∫ y
0
∂f
∂y
(x, s)ds = f(x, y)− f(x, 0) = f(x, y).
The function g is computably Cp by Lemma 3.4. 
The final goal of the section is to prove an effective version of the implicit function theorem.
Consider a C1 function f = (f1, . . . , fn) : U → Rn, where U is an open neighborhood of the
origin in Rm × Rn, and write (x, y) = (x1, . . . , xm, y1, . . . , yn) for coordinates on Rm × Rn.
For all r ∈ (0,+∞)m and s ∈ (0,+∞)n such that [−r, r] × [−s, s] ⊆ U , we shall define a
statement IF(f ; r, s) which satisfies the following lemma.
Lemma 3.6. The statement IF(f ; r, s) has the following properties.
1. If IF(f ; r, s) holds, then the set
(3.3) {(x, y) ∈ [−r, r]× [−s, s] : f(x, y) = 0}
is the graph of a C1 function from [−r, r] into (−s, s), and det ∂f
∂y
6= 0 on (3.3).
2. Suppose IF(f ; r, s) holds. Then there exists an open box A ⊆ (0,+∞)m+n containing
(r, s) such that IF(f ; u, v) holds for all (u, v) ∈ A. Moreover, for any open box V ⊆ U
containing the origin and any open box B ⊆ (0,+∞)m+n containing (r, s) such that
V + B ⊆ A, the statement IF(f(a,b); u, v) holds for all (a, b) ∈ V and all (u, v) ∈ B,
where f(a,b)(x, y) = f(x+ a, y + b).
(Note that V +B ⊆ A will hold for all sufficiently small V and B.)
3. If f(0) = 0 and det ∂f
∂y
(0) 6= 0, then there exists (r, s) ∈ Qm+ ×Qn+ such that IF(f ; r, s)
holds.
4. If f is computably C1, r ∈ Qm+ , s ∈ Qn+, and IF(f ; r, s) holds, then we can effectively
verify that IF(f ; r, s) holds. In other words, there is an algorithm which acts as follows:
Given a C1 approximation algorithm for f and (r, s) ∈ Qm+ × Qn+, the algo-
rithm stops if and only if [−r, r]× [−s, s] ⊆ U and IF(f ; r, s) holds.
Our definition for IF(f ; r, s) is based on the inductive proof of the implicit function theorem
for f : U → Rn for a general value of n from the case of n = 1. Thus we shall define IF(f ; r, s)
and prove Lemma 3.6 together by induction on n. If one wanted to take a noninductive
approach, one could instead base the definition of IF(f ; r, s) on the proof of the implicit
function which uses the contraction mapping principle (for example, see Rudin [21]), such
as done in McNicholl [13] to prove an effective version of the implicit function theorem. We
use an inductive approach because it is rather intuitive in nature and relates more naturally
with our definition of an implicit function system given in Section 4.
Definition 3.7 (The Base Case). If n = 1, then IF(f ; r, s) means that there exists σ ∈
{−1, 1} such that σ · ∂f
∂y
(x, y) > 0 for all (x, y) ∈ [−r, r]× [−s, s], and such that σ ·f(x,−s) <
0 < σ · f(x, s) for all x ∈ [−r, r].
Proof of Lemma 3.6, the Base Case. Assume IF(f ; r, s) holds. The intermediate value and
increasing function theorems show that (3.3) is the graph of a function from [−r, r] into
(−s, s). The implicit function theorem shows that this function is C1, which proves 1.
Clauses 2 follows easily from the continuity of f and ∂f
∂y
. To prove 3, let σ = sign ∂f
∂y
(0),
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and note that since ∂f
∂y
is continuous, there exists s ∈ Q+ such that σ ∂f∂y (0, y) > 0 on [−s, s].
Hence, σf(0,−s) < 0 < σf(0, s) because f(0) = 0. Since f and ∂f
∂y
are continuous, there
exists r ∈ Qm+ such that σ ∂f∂y (x, y) > 0 on [−r, r] × [−s, s] and such that σf(x,−s) < 0 <
σf(x, s) on [−r, r], which proves 3. Clause 4 is apparent. 
Definition 3.7 (The Inductive Step). Now suppose that n > 1. Then IF(f ; r, s) means
that there exist i, j ∈ {1, . . . , n} such that, if we write
y′ = (y1, . . . , yj−1, yj+1, . . . , yn),
s′ = (s1, . . . , sj−1, sj+1, . . . , sn),
f ′ = (f1, . . . , fi−1, fi+1, . . . , fn),
then IF(fi; (r, s
′), sj) and IF(f
′ ◦H ; r, s′) both hold, where H is defined as follows:
Since IF(fi; (r, s
′), sj) holds, the base case of the induction shows that there
exist tuples R > r and S ′ > s′ such that IF(fi; (R, S
′), sj) holds. Let U
′ =
(−R,R)× (−S ′, S ′), and let h : U ′ → (−sj , sj) be the C1 function whose graph
is the set
{(x, y′, yj) ∈ U ′ × [−sj , sj] : fi(x, y) = 0}.
Define H : U ′ → Rm × Rn by
H(x, y′) = (x, y1, . . . , yj−1, h(x, y
′), yj+1, . . . , yn).
We will also have use for the function H ′ : U ′ → Rn defined by
H ′(x, y′) = (y1, . . . , yj−1, h(x, y
′), yj+1, . . . , yn).
Proof of Lemma 3.6, the inductive step. Let n > 1, and assume the lemma holds for any
k ∈ {1, . . . , n− 1} in place of n. We use the notation from the inductive step of Definition
3.7.
We now prove 1. Assume IF(f ; r, s) holds. The base case shows that h is C1, so f ′◦H is C1.
Since IF(f ′ ◦H ; r, s′) holds, the induction hypothesis shows that {(x, y′) ∈ [−r, r]× [−s′, s′] :
f ′ ◦ H(x, y′) = 0} is the graph of a C1 function g′ : [−r, r] → (−s′, s′). The function
g : [−r, r] → (−s, s) defined by g(x) = H ′ ◦ g′(x) is C1, and (3.3) is the graph of g. This
proves the first part of 1.
We need to prove that det ∂f
∂y
6= 0 on (3.3). We have ∂fi
∂yj
6= 0 on [−r, r] × [−s, s] by
the definition of the base case, and det ∂(f
′◦H)
∂y′
(x, g′(x)) 6= 0 on [−r, r] by the induction
hypothesis. Therefore
0 6= det ∂(f
′ ◦H)
∂y′
(x, g′(x)) =
(
det
∂f ′
∂y′
◦H(x, g′(x))
)(
det
∂H
∂y′
(x, g′(x))
)
,
which shows that det ∂H
∂y′
(x, g′(x)) 6= 0 on [−r, r]. Now, differentiating the equation
fi(x, y<j, h(x, y
′), y>j) = 0
shows that
∂h
∂y′
(x, y′) = −
∂fi
∂y′
(x, y)
∂fi
∂yj
(x, y)
∣∣∣∣∣
yj=h(x,y′)
,
28 D. J. MILLER
so
∂H
∂y′
(x, y′) =
∂f ′
∂y′
(x, y) +
∂f ′
∂yj
(x, y)
∂h
∂y′
(x, y′)
∣∣∣∣
yj=h(x,y′)
=
1
∂fi
∂yj
(x, y)
(
∂f ′
∂y′
(x, y)
∂fi
∂yj
(x, y)− ∂f
′
∂yj
(x, y)
∂fi
∂y′
(x, y)
)∣∣∣∣
yj=h(x,y′)
.
Thus on (3.3) we have
det
∂f
∂y
= det
(
∂f ′
∂y′
∂f ′
∂yj
∂fi
∂y′
∂fi
∂yj
)
(3.4)
= det
(
∂f ′
∂y′
∂fi
∂yj
∂f ′
∂yj
∂fi
∂yj
∂fi
∂y′
∂fi
∂yj
)
= det
(
∂f ′
∂y′
∂fi
∂yj
− ∂f ′
∂yj
∂fi
∂y′
0
∂fi
∂y′
∂fi
∂yj
)
=
(
det
∂H
∂y′
)(
det
∂fi
∂yj
)2
6= 0,
which proves 1.
We now prove 2. Assume IF(f ; r, s) holds. By the base case of the induction, there
exists an open box A ⊆ (0,+∞)m+n containing (r, s) such that IF(fi; (u, v′), vj) holds for all
(u, v) ∈ A. Let A′ = {(x, y′) : (x, y) ∈ A}. By applying the induction hypothesis and by
shrinking A′, the statement IF(f ′ ◦H ; u, v′) holds for all (u, v′) ∈ A′. Therefore IF(f ; u, v)
holds for all (u, v) ∈ A. Now, fix an open box V ⊆ U containing the origin and an open box
B ⊆ (0,+∞)m+n containing (r, s) such that V +B ⊆ A. Fix (a, b) ∈ V and (u, v) ∈ B. By
the induction hypothesis, IF((fi)(a,b); (u, v
′), vj) and IF((f
′ ◦ H)(a,b′); u, v′) both hold. If we
define h(a,b) and H(a,b′) from (fi)(a,b) in the same way that h and H are defined from fi, then
for all (x, y) ∈ [−u, u]× [−v, v],
yj = h(a,b)(x, y
′) iff (fi)(a,b)(x, y) = 0,
iff fi(x+ a, y + b) = 0,
iff yj + bj = h(x+ a, y
′ + b′),
so h(a,b)(x, y
′) + bj = h(x+ a, y
′ + b′), and hence
(f ′ ◦H)(a,b′)(x, y′) = f ′(x+ a, y<j + b<j , h(x+ a, y′ + b′), y>j + b>j)
= f ′(x+ a, y<j + b<j , h(a,b)(x, y
′) + bj , y>j + b>j)
= f ′(a,b) ◦H(a,b)(x, y′).
This shows that (f ′ ◦H)(a,b′) = f ′(a,b) ◦H(a,b′). So IF((fi)(a,b); u, v) and IF(f ′(a,b) ◦H(a,b′); u, v′)
both hold, and hence IF(f(a,b); u, v) holds. This proves 2.
We now prove 3. Suppose that f(0) = 0 and ∂f
∂y
(0) is nonsingular. Then there exist
i, j ∈ {1, . . . , n} such that ∂fi
∂yj
(0) and ∂f
′
∂y′
(0) are nonsingular. We can use fi to define
H near 0 by the base case, and clearly H(0) = 0. The computation (3.4) shows that
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(det ∂H
∂y′
(0))(det ∂fi
∂yj
(0))2 = det ∂f
∂y
(0) 6= 0, so ∂H
∂y′
(0) is nonsingular. Therefore ∂(f
′◦H)
∂y′
(0) is
nonsingular since ∂(f
′◦H)
∂y′
(0) = ∂f
′
∂y′
(0)∂H
∂y′
(0). The base case shows that IF(fi; (r, s
′), sj) holds
for some (r, s) ∈ Qm+ × Qn+, and the induction hypothesis shows that by shrinking (r, s′),
IF(f ′ ◦H ; r, s′) also holds. Thus IF(f ; r, s) holds, which proves 3.
To prove 4, simply note that fi is computably C
1, so h is computably C1 by the base
case, and hence so is f ′ ◦H by Proposition 3.3. So the induction hypothesis shows that we
can effectively verify that IF(fi; (r, s
′), sj) and IF(f
′ ◦ H ; r, s′) are true, which verifies that
IF(f ; r, s) is true. 
Proposition 3.8. Let f : U → Rn be computably Cp, where p ∈ {1, 2, 3, . . . , } ∪ {∞}
and U is a neighborhood of the origin in Rm × Rn. If IF(f ; r, s) holds, then the function
g : [−r, r]→ (−s, s) whose graph is
{(x, y) ∈ [−r, r]× [−s, s] : f(x, y) = 0}
is computably Cp.
Proof. The proof is by induction on n. Suppose n = 1. We may assume without loss of
generality that ∂f
∂y
(x, y) > 0 on [−r, r] × [−s, s], and that f(x,−s) < 0 and f(x, s) > 0 on
[−r, r]. For any compact rational box B ⊆ [−r, r] and rational interval (a, b) ⊆ (−s, s),
g(B) ⊆ (a, b) if and only if
(3.5) f(x, a) < 0 and f(x, b) > 0 for all x ∈ B.
Since f is computably continuous and a and b are rational numbers, Proposition 3.3 implies
that x 7→ f(x, a) and x 7→ f(x, b) are computably continuous. So, if g(B) ⊆ (a, b), then a C0
approximation algorithm for f can verify (3.5). Thus g is computably continuous. It now
follows from Propositions 3.1-3.3 and repeated differentiation of the equation f(x, g(x)) = 0
that g is computably Cp.
Now suppose that n > 1. We use the notation of the inductive step of Definition 3.7. The
base case of the induction shows that function h is computably Cp, so f ′ ◦H is as well by
Proposition 3.3. Therefore the induction hypothesis shows that the function g′ : [−r, r] →
(−s′, s′) implicitly defined by the equation f ′ ◦ H(x, y′) = 0 is computably Cp, and so by
Proposition 3.3 again, the function g = H ′ ◦ g′ : [−r, r] → (−s, s) implicitly defined by the
equation f(x, y) = 0 is computably Cp. 
In Definition 3.7 we considered boxes [−r, r] × [−s, s] centered about the origin, but this
was only done for convenience of notation. In Definitions 3.9 and 3.11 below, we now define
two modifications of the statement IF(f ; r, s).
Definition 3.9. Let f : U → Rn be a C1 function on an open set U ⊆ Rm+n, and let
A ⊆ Rm and B ⊆ Rn be a nondegenerate compact boxes such that A × B ⊆ U . The
statement IF(f ;A,B) is defined as follows:
Fix a ∈ Rm, b ∈ Rn, r ∈ (0,+∞)m, and b ∈ (0,+∞)n such that A = [a−r, a+r]
and B = [b − s, b + s], and define T(a,b) : Rm+n → Rm+n by T(a,b)(x, y) =
(x+ a, y + b). The statement IF(f ;A,B) means IF(f ◦ T(a,b); r, s).
The obvious modifications of Lemma 3.6 and Proposition 3.8 hold for the statement
IF(f ;A,B).
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Definition 3.10. A set M ⊆ Rm is a called a rational box manifold if it is a rational
box and a submanifold of Rm.
Thus M ⊆ Rm is a rational box manifold if and only if there exist E ⊆ {1, . . . , m}, an
open rational box U ⊆ RE, and a point a ∈ QEc such that M = U × {a}. Note that
dim(M) = |E|.
The purpose of the next modification of the statement IF(f ; r, s) is to obtain a form of
the implicit function theorem which is suitable for use by the precision oracle for S, which
will be defined in Section 11.
Definition 3.11. Consider a rational box manifold M ⊆ Rm, d ∈ {0, . . . , dim(M)}, a C1
map f : M → Rdim(M)−d, an injection λ : {1, . . . , d} → {1, . . . , m} such that Πλ(M) is open
in Rd, and a bounded rational box manifold B which is open in M with cl(B) ⊆M . Define
the statement IFλ(f ;B) as follows:
Write M = U × {a} for a set E ⊆ {1, . . . , m}, open rational box U ⊆ RE , and
a ∈ QEc . Write B = (b − R, b + R) × {a} for some b ∈ QE and R ∈ QE+ such
that [b − R, b + R] ⊆ U . Define Tb : RE → Rm by Tb(xE) = (xE + b, a). Note
that im(λ) ⊆ E. Extend λ to a bijection σ : {1, . . . , dim(M)} → E, and write
Πσ(R) = (r, s), where r ∈ Qd+ and s ∈ Qdim(M)−d+ . The statement IFλ(f ;B)
means IF(f ◦ Tb ◦ Π−1σ ; r, s).
The following remarks follow directly from Lemma 3.6, Proposition 3.8, and Definition
3.11.
Remarks 3.12. Consider E ⊆ {1, . . . , m}, M = U × {a} ⊆ Rm for an open rational box
U ⊆ RE and a ∈ QEc , a C1 function f : M → Rdim(M)−d, an injection λ : {1, . . . , d} →
{1, . . . , m} with im(λ) ⊆ E, and a bijection σ : {1, . . . , dim(M)} → E extending λ. Define
λ′ : {1, . . . , dim(M)− d} → {1, . . . , m} by λ′(i) = σ(i+ d) for all i.
1. Write B = V × {a} for an open rational box V ⊆ RE with cl(V ) ⊆ U , and suppose
that IFλ(f ;B) holds.
(a) There exists a C1 section ϕ : Πλ(B) → B of the projection Πλ : Rm → Rd such
that
im(ϕ) = {x ∈M : f(x) = 0},
and det ∂f
∂xλ′
(x) 6= 0 for all x ∈ im(ϕ).
(b) There exists ǫ > 0 such that for all B′ = V ′ × {a}, where V ′ ⊆ RE is an open
rational box, if bd(V ′) ⊆ {x ∈ RE : dist(x, bd(V )) < ǫ}, then cl(V ′) ⊆ U and
IFλ(f ;B
′) holds.
(c) If f is computably C1, then we can effectively verify that IFλ(f ;B) holds.
2. If b ∈ U is such that f(a, b) = 0 and det ∂f
∂xλ′
(a, b) 6= 0, then there exists R ∈ (0,+∞)E
such that [b− R, b+R] ⊆ U and IFλ(f ; {a} × (b− R, b+R)) holds.
Simply put, Remark 1(a) says that the equation f(x) = 0 defines the image of ϕ nonsin-
gularly as a subset of RE × {a}. If f happened to extend to a function on U ×W for some
open set W ⊆ REc containing a, then we could implicitly define im(ϕ) as a subset of Rm by
writing
im(ϕ) = {x ∈ U ×W : f(x) = 0, xEc − a = 0},
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and noting that det ∂(f(x),xEc−a)
∂(xλ′ ,xEc)
(x) 6= 0 for all x ∈ im(ϕ). However, this cannot be done
if we do not have access to such an extension, which is a situation that will occur when
studying the structure RS , since the functions in S are defined on compact rational boxes.
Even though the functions in S extend in neighborhoods of their domains to functions in C,
we do not have access to these extensions in S when studying RS . So instead we note that
if f : [−r, r] → R is in S, where r ∈ Qn+, then each set M in the natural stratification of
[−r, r] is a rational box manifold. By using this observation, we will be able to work with
the form of the implicit function theorem given in Definition 3.11.
Part II: Tools for Desingularization
Part II develops the basic tools we need for our local resolution of singularities procedure.
Section 4 discusses quasianalytic implicit function systems, which are the ambient quasi-
analytic classes in which we work. Section 5 gives some basic facts about the order of a
function at a point and along a coordinate submanifold. Section 6 contains a computational
result about certain linear transformations that we will use when constructing our centers of
blowing-up. And finally, Section 7 gives numerous results we shall need about blowings-up.
4. Implicit Function Systems
Definition 4.1. Let C = ⋃n∈N,r∈Qn+ Cr, where each Cr is a collection of C∞ functions from
[−r, r] into R. We are using the convention that Q0+ = {0} and that functions from [−0, 0] =
{0} into R are identified with real numbers. So C0 ⊆ R, and C = C0 ∪
⋃
n>0,r∈Qn+
Cr. We say
that C is an implicit function system (or an IF-system, for short) if the following hold:
1. C0 is a field.
2. The following hold for all n > 0 and r ∈ Qn+:
(a) Cr is a ring containing the coordinate projection functions x 7→ xi, for each
i ∈ {1, . . . , n}.
(b) Extension Property :
For each f ∈ Cr there exist s > r and g ∈ Cs such that f(x) = g(x) for all
x ∈ [−r, r].
3. The following hold for all m,n ∈ N, r ∈ Qm+ , and s ∈ Qn+:
(a) Closure under Composition:
If g ∈ Cnr is such that g([−r, r]) ⊆ [−s, s] and f ∈ Cs, then f ◦ g ∈ Cr.
(b) Closure under Division by Variables :
If f ∈ Cr is such that f(x1, . . . , xm−1, 0) = 0 on [−r1, r1] × · · · × [−rm−1, rm−1],
then there exists g ∈ Cr such that f(x) = xmg(x) on [−r, r].
(c) Closure under Implicit Functions :
If n = 1, and if f ∈ C(r,s) is such that IF(f ; r, s) holds, then the function g :
[−r, r]→ (−s, s) implicitly defined by f(x, g(x)) = 0 on [−r, r] is in Cr.
Definition 4.2. An IF-system C is quasianalytic if for all n > 0, r ∈ Qn+, and a ∈ [−r, r],
the Taylor map from Cr into R[[x]] given by
f 7→
∑
α∈Nn
1
α!
∂|α|f
∂xα
(a)xα
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is injective.
Definition 4.3. Consider an IF-system C and a function f : U → Rm defined on an open
set U ⊆ Rn. We say that f is C-analytic at a ∈ U if there exist b ∈ Qn and r ∈ Qn+ such
that a ∈ (b− r, b+ r), [b− r, b+ r] ⊆ U , and the function [−r, r]→ Rm : x 7→ f(x+ b) is in
Cmr . We say that f is C-analytic if f is C-analytic at every point of U . More generally, for
any set A ⊆ Rn, we say that a function g : A→ Rm is C-analytic if there exists a C-analytic
function h : V → Rm defined on an open set V such that A ⊆ V ⊆ Rn and g(x) = h(x) for
all x ∈ A. We write C[A] for the ring of all real-valued C-analytic functions on A.
Note that since an IF-system C has the extension property, every member of C is C-analytic.
Examples 4.4.
1. If for each r we let Cr be the set of all real-valued functions on [−r, r] which extend to
a C∞ function in a neighborhood of [−r, r], then C = ⋃r Cr is the largest IF-system.
This IF-system is not quasianalytic.
2. If for each r we let Cr be the set of all real-valued functions on [−r, r] which extend to
a computably C∞ function on a neighborhood of [−r, r], then the results of Section 3
show that C = ⋃r Cr is an IF-system. This IF-system is also not quasianalytic. Note
that C0 6= R since C0 is the set of computable reals.
3. If for each r we let Cr be the set of all real-valued functions on [−r, r] which extend
to an analytic function in neighborhood of [−r, r], then C = ⋃r Cr is a quasianalytic
IF-system. This is, in fact, the prototypical example of a quasianalytic IF-system, and
is why we use the word “C-analytic”.
4. More generally, fix a sequence of real numbers {Mn}n∈N such that 1 ≤ M0 ≤ M1 ≤
M2 ≤ · · · , M2n ≤ Mn−1Mn+1 for all n > 0, and
∑
n∈NMn = +∞. Let C =
⋃
r Cr,
where Cr denotes the set of all real-valued functions on [−r, r] which extend to a C∞
function f : U → R on a neighborhood U of [−r, r] for which there exist positive
constants A and B such that∣∣∣∣∂|α|f∂xα (x)
∣∣∣∣ ≤ AB|α|M|α|
for all α ∈ Nn and all x ∈ U . Then C is a quasianalytic IF-system, called the Denjoy-
Carleman class determined by the sequence {Mn}n∈N. When Mn = n! for each n ∈ N,
C is the IF-system of analytic functions given in the previous example. (See [20] for
references.)
5. If for each r we let Cr be the set of all real-valued functions on [−r, r] which extend to
a function f : U → R defined on a neighborhood U of [−r, r] such that f is C∞ and
algebraic over Q[x] (equivalently, C∞ and 0-definable in the real field), then C = ⋃r Cr
is an IF-system. Every function in C is analytic (see [6], the section on Nash functions),
so C is quasianalytic. Note that C0 is the field of algebraic reals, so C0 6= R.
6. More generally, if we fix an expansion R of the real field, and if for each r we let
Cr be the collection of all real-valued functions on [−r, r] which extend to a function
f : U → R defined in a neighborhood U of [−r, r] such that f is C∞ and 0-definable
in R, then C = ⋃r Cr is an IF-system. The set C0 is the set of 0-definable constants of
R, so C0 need not equal R. If R is an o-minimal structure, then C is quasianalytic if
and only if R is polynomially bounded (see C. Miller [14]). In light of this result, if R
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is polynomially bounded and o-minimal, it is natural to wonder when R is definably
equivalent to RC. This relates to Theorem 0.5, which will be proven in the last section
in Theorem 16.6. (Note: The proof of Theorem 16.6 could be read right away. It is
simple and is independent of the rest of the paper.)
We now list some useful closure properties of IF-systems.
Remarks 4.5. Let C be an IF-system.
1. Let r ∈ Qn+, f ∈ Cr, and i ∈ {1, . . . , n}. Then ∂f∂xi ∈ Cr.
Proof. Let s > r and g ∈ Cs be such that f(x) = g(x) for all x ∈ [−r, r]. Then
H(x, y) = g(x1, . . . , xi−1, xi+ y, xi+1, . . . , xn)− g(x) is in C(r,si−ri), and H(x, 0) = 0, so
H(x, y) = yh(x, y) for some h ∈ C(r,si−ri). Therefore ∂f∂xi (x) = h(x, 0) is in Cr. 
2. Let f ∈ Cr be such that f(x) 6= 0 for all x ∈ [−r, r], where r ∈ Qn+. Then 1/f ∈ Cr.
Proof. We may assume without loss of generality that f(x) > 0 for all x ∈ [−r, r]. Fix
a rational number s > max{ 1
f(x)
: x ∈ [−r, r]}, and define g ∈ C(r,s) by
g(x, y) = yf(x)− 1.
For all (x, y) ∈ [−r, r]× [−s, s], we have ∂g
∂y
(x, y) = f(x) > 0, g(x, s) = sf(x)− 1 > 0,
and g(x,−s) = −sf(x)− 1 < 0. So IF(g; r, s) holds. Since {(x, y) ∈ [−r, r]× [−s, s] :
g(x, y) = 0} is the graph of 1/f , we have 1/f ∈ Cr. 
3. Let (r, s) ∈ Qm+ ×Qn+ and f ∈ C(r,s) be such that IF(f ; r, s) holds, and let g : [−r, r]→
(−s, s) be the C1 function whose graph is {(x, y) ∈ [−r, r] × [−s, s] : f(x, y) = 0}.
Then g ∈ Cnr .
Proof. This follows from the inductive step in the proof of Lemma 3.6.1, since that
proof only uses the fact the C1 functions are closed under composition and implicitly
defined functions when n = 1, and C has these closure properties. 
4. Let f : U → Rn be C-analytic, where U is an open set in Rm × Rn, and suppose that
(a, b) ∈ U is such that f(a, b) = 0 and det ∂f
∂y
(a, b) 6= 0, where x = (x1, . . . , xm) and
y = (y1, . . . , yn). Let g be the C
∞ function implicitly defined in a neighborhood of
(a, b) by the equations f(x, g(x)) = 0 and g(a) = b. Then g is C-analytic at (a, b).
Proof. It follows from clauses 2 and 3 of Lemma 3.6 that there exist (r, s) ∈ Qm+ ×Qn+
and (c, d) ∈ Qm×Qn such that (a, b) ∈ (c− r, c+ r)× (d− s, d+ s) and IF(f(c,d); r, s)
holds, where f(c,d)(x, y) = f(x + c, y + d). Since f(c,d) ∈ C(r,s), we are done by the
previous remark. 
5. If f : U → (0,+∞) is a C-analytic function on an open set U in Rn, and q ∈ Q, then
f q is C-analytic on U .
Proof. Because C-analytic functions are closed under multiplication, and because of
Remark 2 above, we may assume without loss of generality that q = 1/k for a positive
integer k. The function g : U × (0,+∞) → R defined by g(x, y) = yk − f(x) is C-
analytic, ∂g
∂y
(x, y) = kyk−1 > 0 for all y > 0, and g(x, f(x)1/k) = 0 for all x ∈ U . So
f 1/k is C-analytic on U by the previous remark. 
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Because of these closure properties, we can do elementary differential geometry relative
to the class of C-analytic functions. By simply using the word “C-analytic” in place of
“C∞” in the standard definitions from differential geometry (see Spivak [22] and [23]), we
can define the notion of a “C-analytic submanifold of Rn” (or more generally, an abstract
C-analytic manifold, which is a differential manifold with C-analytic transition maps), a “C-
analytic function” on a C-analytic manifold, a “C-analytic isomorphism”, and a “C-analytic
embedding”.
We conclude this section with some simple observations about zero sets of C-analytic
functions when C is quasianalytic.
Proposition 4.6. If C is quasianalytic, and f : [a, b] → R is a C-analytic function which is
not identically zero, then {x ∈ [a, b] : f(x) = 0} is a finite set of points in C0. Thus, C0 is a
real-closed field, since all polynomial functions with coefficients in C0 are C-analytic.
Proof. Fix c ∈ [a, b] such that f(c) = 0. Since C is quasianalytic, there exists k ∈ N such that
f (k)(c) = 0 and f (k+1)(c) 6= 0. Since derivatives of C-analytic functions are C-analytic, we
may simply assume that f(c) = 0 and f ′(c) 6= 0. Thus c (considered as a function from {0}
into R) is in C0, by the Remark 4.5.4. Since this argument also shows that c is an isolated
zero of f , the fact that {x ∈ [a, b] : f(x) = 0} is finite follows from the compactness of
[a, b]. 
Proposition 4.7. Let C be quasianalytic, and let F be a finite set of real-valued C-analytic
functions on an open set U in Rn, where n ∈ N. Put
A = {x ∈ U : f(x) = 0 for all f ∈ F}.
1. The set U \A is open in U . If A 6= U and U is connected, then U \A is also dense in
U .
2. The set A ∩ Cn0 is dense in A.
Proof. We first prove 1. The set U \A is clearly open since the functions in F are continuous.
Now, suppose that U is connected and that U \A is not dense in U . Fix an open set V ⊆ U
such that V ∩ (U \ A) = ∅. Thus V ⊆ A, so every function in F vanishes identically on
V , and hence vanishes identically on U , since U is connected and C is quasianalytic. Thus
A = U . This proves 1.
We now prove 2 by generalizing the technique used to prove Proposition 4.6. We proceed
by induction on n. The result is trivial when n = 0, so let n > 0 and assume the Proposition
holds with n−1 in place of n. There is nothing to prove if A is empty, so we fix a ∈ A and a
connected open set V such that a ∈ V ⊆ U ; we must show that A ∩ V ∩ Cn0 6= ∅. The result
is trivial if every function in F is identically zero on V , so assume that we can fix F ∈ F
which is is not identically zero on V . Let d = inf{|α| : α ∈ Nn, ∂|α|F
∂xα
(a) 6= 0}, and note that
d < ∞ because C is quasianalytic. Since a ∈ A and F ∈ F , we have F (a) = 0, so d > 0.
Fix α ∈ Nn such that |α| = d − 1 and ∂|α+ei|F
∂xα+ei
(a) 6= 0 for some i ∈ {1, . . . , n}, where ei is
the ith standard unit vector in Nn. Write x′ = (x1, . . . , xi−1, xi+1, . . . , xn) for coordinates on
R{1,...,n}\{i}. Fix open sets W ⊆ R{1,...,n}\{i} and I ⊆ R{i} such that a ∈ W × I ⊆ V and such
that {(x′, xi) ∈ W × I : ∂|α|F∂xα (x′, xi) = 0} is the graph of a C-analytic function g : W → I.
Let
B = {x′ ∈ W : f(x′, g(x′)) = 0 for all f ∈ F}.
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Note that B 6= ∅ since a′ ∈ B. By the induction hypothesis, B ∩ Cn−10 is dense in B. Since
{(x′, g(x′)) : x ∈ B} ⊆ A ∩ V and the map x′ 7→ (x′, g(x′)) sends point in Cn−10 to points in
Cn0 , it follows that A ∩ V ∩ Cn0 is nonempty. 
5. Order
This section covers the basic facts we shall need about the order a function at a point and
along a coordinate submanifold of Rn. Throughout this section, C denotes an IF-system.
Definition 5.1. Consider a real-valued C-analytic function f on an open set U in Rn. For
any a ∈ U , the order of f at a is defined by
ord(f ; a) = inf
{
|α| : α ∈ Nn, ∂
|α|f
∂xα
(a) 6= 0
}
,
with the understanding that inf ∅ =∞.
Proposition 5.2. Let f : U → R and g : U → R be C-analytic functions, and let a ∈ U . In
Statement 5, also let h : V → U be C-analytic, and suppose that b ∈ V is such that h(b) = a.
Then the following hold:
1. If C is quasianalytic, then ord(f ; a) = ∞ if and only if f(x) = 0 for all x in the
connected component of U containing a.
2. There exists a neighborhood W of a such that ord(f ; x) ≤ ord(f ; a) for all x ∈ W .
Moreover, the set {x ∈ W : ord(f ; x) = ord(f ; a)} is closed in W .
3. ord(f + g; a) ≥ min{ord(f ; a), ord(g; a)}, and equality holds if ord(f ; a) 6= ord(g; a).
4. ord(fg; a) = ord(f ; a) + ord(g; a).
5. ord(f ; a) ≤ ord(f◦h; b), and equality holds ifm = n and h is a C-analytic isomorphism.
We omit the proof of Proposition 5.2 since these properties are all very well-known.
Definition 5.3. Let ∅ 6= C ⊆ U for an open set U in Rn, and let f : U → R be C-analytic.
Define the order of f along C by
ordC(f) = min{ord(f ; x) : x ∈ C}.
If a ∈ C, define the order of f along C at a by
ordC(f ; a) = sup{ordC∩V (f) : V is a neighborhood of a in U}.
Remarks 5.4. Consider the situation of Definition 5.3.
1. If V and W are neighborhoods of a ∈ U such that V ⊆ W ⊆ U , then ordC∩W (f) ≤
ordC∩V (f) ≤ ord(f ; a). It follows that if ord(f ; a) < ∞, or if ord(f ; a) = ∞ and C is
quasianalytic, then ordC∩V (f) = ordC(f ; a) for any sufficiently small neighborhood V
of a.
2. If F : V → U is a C-analytic isomorphism, Proposition 5.2.5 shows that ordC(f) =
ordF−1(C)(f ◦ F ).
For simplicity, and because this is sufficient for our needs, we state the following propo-
sition only for coordinate submanifolds of Rn. It generalizes easily to arbitrary C-analytic
submanifolds of U by using coordinate charts. The content of the proposition is also rather
well-known, but possibly not all of it to the extent of Proposition 5.2, so we include a proof.
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Proposition 5.5. Let U ⊆ Rn be open and f : U → R be C-analytic, and let C = {x ∈ U :
xI = 0} for some I ⊆ {1, . . . , n}.
1. For every k ≤ ordC(f),
(5.1) f(x) =
∑
α∈NI
k
xαI gα(x)
on U , for some C-analytic functions gα : U → R such that gα(x) = 1α! ∂
|α|f
∂xIα
(x) for all
x ∈ C.
2. Let
d1 = ordC(f),
d2 = sup{k ∈ N : f ∈ 〈xI〉k},
d3 = inf
{
|α| : α ∈ NI , ∂
|α|f
∂xI α
(a) 6= 0 for some a ∈ C
}
,
where 〈xI〉 is the ideal of C[U ] generated by {xi}i∈I . Then d1 = d2 ≤ d3. If we
additionally assume that C is quasianalytic, then d1 = d2 = d3.
3. The following two statements are equivalent if C is quasianalytic and ordC(f) <∞:
(a) For all a ∈ C, ord(f ; a) = ordC(f).
(b) For all a ∈ C there exists α ∈ NI such that |α| = ordC(f) and ∂|α|f∂xIα (a) 6= 0.
Proof. We first prove 1. Let k ≤ ordC(f). We proceed by induction on (n, k) ordered
lexicographically. There is nothing to prove if n = 0 or k = 0, so we assume that n and k are
both positive. Choose i ∈ I, and let I ′ = I \ {i}. Write x = (x′, xi) for coordinates on Rn,
where x′ = (x1, . . . , xi−1, xi+1, . . . , xn), and similarly write a
′ = (a1, . . . , ai−1, ai+1, . . . , an) for
any point a = (a1, . . . , an) ∈ Rn. Now,
(5.2) f(x) = f(x′, 0) + xih(x)
for some C-analytic function h : U → R. Since xi divides xih(x), and f(x′, 0) is independent
of xi, it follows that for any a ∈ C,
ord(f ; a) = min{ord(f(x′, 0); a′), ord(xih(x); a)},
so
k ≤ ordC(f) ≤ ord(f ; a) = min{ord(f(x′, 0); a′), ord(h; a) + 1},
and hence ord(f(x′, 0); a′) ≥ k and ord(h; a) ≥ k − 1. Since a was an arbitrary point of C,
we have ordC(f(x
′, 0)) ≥ k and ordC(h) ≥ k − 1. By the induction hypothesis,
f(x′, 0) =
∑
α∈NI
′
k
xαI′gα(x),(5.3)
h(x) =
∑
β∈NI
k−1
xβI hβ(x),(5.4)
on U , for some C-analytic functions gα : U → R (which are independent of xi) and hβ : U →
R such that gα(x) =
1
α!
∂|α|f
∂xI′
α (x) and hβ(x) =
1
β!
∂|β|h
∂xIβ
(x) for all x ∈ C. For any α ∈ NI with
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αi > 0,
∂|α|f
∂xα
(x) =
∂|α|(xih(x))
∂xα
= αi
∂|α|−1h
∂xα−eiI
(x) + xi
∂|α|h
∂xα
(x),
where ei is the ith standard unit vector in N
n, so
(5.5)
1
α!
∂|α|f
∂xα
(x) =
1
(α− ei)!
∂|α|−1h
∂xα−eiI
(x) = hα−ei(x)
on C. By writing gα = hα−ei for each α ∈ Nn with |α| = k and αi > 0, (5.4) gives
(5.6) xih(x) =
∑
α∈NI
k
αi>0
xαI gα(x),
and (5.5) gives 1
α!
∂αf
∂xα
(x) = gα(x) on C. Statement 1 now follows from (5.2), (5.3), and (5.6).
We now prove 2. Statement 1 implies that for any k ≤ d1 we have f ∈ 〈xI〉k, so k ≤ d2,
and hence d1 ≤ d2 since k was arbitrary. By the definition of d2, for any k ≤ d2 we have
f(x) =
∑
α∈NI
k
xαI gα(x)
for some C-analytic functions gα : U → R, so for each a ∈ C,
ord(f ; a) ≥ min{ord(xαI gα(x); a) : α ∈ NIk} ≥ k,
which shows that d1 ≥ k, and hence d1 ≥ d2 since k was arbitrary. This shows that d1 = d2.
It is clear that d1 ≤ d3, so we now assume that C is quasianalytic and prove that d3 ≤ d1. We
assume that d1 <∞, for else there is nothing to prove. Fix a = (aIc , 0) ∈ C and α ∈ Nn such
that |α| = d1 and ∂|α|f∂xα (a) 6= 0. Thus the C-analytic map C → R : xIc 7→ ∂
|αI |f
∂xI
αI
(xIc , 0) has
a nonzero Taylor series at aIc . Since C is quasianalytic, the map does not vanish identically
in some neighborhood of aIc , which means that there exists b = (bIc , 0) ∈ C such that
∂|αI |f
∂xI
αI
(b) 6= 0. So d3 ≤ |αI | ≤ |α| = d1. This proves 2.
We now prove 3. Assume (a). Write f in the form (5.1) with k = ordC(f). Then for any
a ∈ C,
ordC(f) = ord(f ; a)
≥ min{ord(xαI gα(x); a) : α ∈ NI , |α| = ordC(f)}
= ordC(f) + min
{
ord
(
∂|α|f
∂xIα
; a
)
: α ∈ NI , |α| = ordC(f)
}
≥ ordC(f),
so min
{
ord
(
∂|α|f
∂xIα
; a
)
: α ∈ NI , |α| = ordC(f)
}
must equal 0, which means that there exists
α ∈ NI such that |α| = ordC(f) and ∂|α|f∂xα (a) 6= 0. This proves (b).
Now assume (b). Then for all a ∈ C, ordC(f) ≤ ord(f ; a) ≤ ordC(f), with the first
inequality following from the definition of ordC(f) and the second inequality following from
(b). This proves (a). 
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Corollary 5.6. Let U ⊆ Rn be open and f : U → R be C-analytic, let C = {x ∈ U : xI = 0}
for some I ⊆ {1, . . . , n}, and let d ∈ N. Then
f(x) =
∑
α∈NI
<d
1
α!
∂|α|f
∂xα
(xIc , 0)x
α
I +
∑
α∈NI
d
xαI fα(x)
on U , for some C-analytic functions fα : U → R such that fα(x) = 1α! ∂
|α|f
∂xIα
(x) for all x ∈ C.
Proof. Let R(x) = f(x)−∑α∈NI
<d
1
α!
∂|α|f
∂xα
(xIc , 0)x
α
I , and note that ordC(R) ≥ d. Now apply
Proposition 5.5.1 to R. 
6. Linear Transformations
To construct the centers of blowing-up in our resolution procedure, we will perform two
types of coordinate transformations: generically chosen linear transformations, and transla-
tions by implicitly defined functions. This section derives the basic computational facts we
will need to construct the first type of transformation. To efficiently state these facts, we
first introduce some 2-dimensional multi-index notation.
Notation 6.1. Consider E ⊆ {1, . . . , n} and a nonempty set X ⊆ R. Write Ec = {1, . . . , n} \
E. Let XE
c×E denote the set of matrices (xi,j)(i,j)∈Ec×E with entries xi,j in X , with the
understanding that X∅ = R0 = {0}. Thus Ec serves as the set of row indices and E serves
as the set of column indices. If γ ∈ NEc×E and w ∈ REc×E, define
wγ =
∏
(i,j)∈Ec×E
w
γi,j
i,j ,
γ! =
∏
(i,j)∈Ec×E
γi,j!,
|γ|col =
(∑
j∈E
γi,j
)
i∈Ec
,
|γ|row =
(∑
i∈Ec
γi,j
)
j∈E
.
Thus |γ|col is obtained from γ by summing over the column indices, and |γ|row is obtained
by summing over the row indices.
Definition 6.2. Define TE : R
Ec×E × Rn → Rn by
TE(w, y) =
(yi +∑
j∈E
wi,j yj
)
i∈Ec
, (yi)i∈E
 .
For each λ ∈ REc×E , write Tλ : Rn → Rn for the map defined by Tλ(y) = TE(λ, y).
Note that if E or Ec is empty, then RE
c×E = {0} and TE(0, y) = T0(y) = y. Also note
that
(6.1) x = TE(w, y) if and only if y = TE(−w, x),
so T−1λ = T−λ for each λ ∈ RE
c×E.
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Lemma 6.3. Let f : U → R be C∞, where U ⊆ Rn is open, and let E be a nonempty
proper subset of {1, . . . , n}. Then for all α ∈ NE and all (w, y) ∈ T−1E (U),
(6.2)
∂|α|(f ◦ TE)
∂yEα
(w, y) =
∑
γ∈NE
c×E
|γ|row≤α
α!
γ!(α− |γ|row)!
∂|α|f
∂xEc |γ|col∂xEα−|γ|row
◦ TE(w, y)wγ
Proof. For each k ∈ E, an induction on αk shows that for each αk ∈ N,
∂αk(f ◦ TE)
∂ykαk
(w, y) =
∑
βk∈N
βk≤αk
(
αk
βk
) ∑
j1,...,jβk∈E
c
∂αkf
∂xj1 · · ·∂xjβk∂xkα−β
◦ TE(w, y)wj1,k · · ·wjβk ,k.
Write wk = (wi,k)i∈Ec, and note that for each βk ≤ αk and γk ∈ NEc with |γk| = βk, there are
exactly βk!
γk!
many choices of j1, . . . , jβk ∈ Ec such that wγkk = wj1,k · · ·wjβk ,k. So combining
like terms gives
∂αk(f ◦ TE)
∂ykαk
(w, y) =
∑
βk∈N
βk≤αk
∑
γk∈N
Ec
|γk |=βk
αk!
γk!(αk − βk)!
∂αkf
∂xEcγk∂xkαk−βk
◦ TE(w, y)wγkk .
Applying this formula successively to each of the variables yk with k ∈ E gives
∂|α|(f ◦ TE)
∂yEα
(w, y) =
∑
(βk)k∈E∈N
E
∀k∈E(βk≤αk)
∑
(γk)k∈E∈(N
Ec)E
∀k∈E(|γk|=βk)
((∏
k∈E
αk!
γk!(αk − βk)!
)
∂
∑
k∈E αkf
∂x
∑
k∈E γk
Ec
(
∂xαk−βkk
)
k∈E
◦ TE(w, y)
(∏
k∈E
wγkk
) .
This can be more succinctly written as
∂|α|(f ◦ TE)
∂yEα
(w, y) =
∑
β∈NE
β≤α
∑
γ∈NE
c×E
|γ|row=β
α!
γ!(α− β)!
∂|α|f
∂xEc |γ|col∂xEα−β
◦ TE(w, y)wγ,
which is equivalent to (6.2). 
Lemma 6.4. Let E be a nonempty proper subset of {1, . . . , n}. For all β ∈ Nn and α ∈ NE
such that |α| = |β| and α ≥ βE , there exists γ ∈ NEc×E such that
|γ|col = βEc ,
|γ|row = α− βE .
Proof. To have more concrete notation, assume that E = {e + 1, . . . , n} for some e ∈
{1, . . . , n− 1}. We want to find γ such that the following holds:
(6.3)
γ1,e+1 · · · γ1,n → β1
...
...
...
γe,e+1 · · · γe,n → βe
↓ ↓
αe+1 − βe+1 · · · αn − βn ,
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where the arrows denote summation of the numbers in the corresponding row or column.
We proceed by induction on n = |Ec|+ |E|. Because 0 < e < n, the base case is when e = 1
and n = 2, in which case (6.3) is simply
γ1,2 → β1
↓
α2 − β2 .
We are assuming that β = (β1, β2) and α = (α2) are such that β1+ β2 = α2, so let γ1,2 = β1.
Now assume that n > 2. We will assume that βe ≤ αn − βn, because the case that
βe ≥ αn − βn can be handled similarly. Define γe,n = βe. Making this choice for γe,n forces
us to also define γe,e+1 = · · · = γe,n−1 = 0, so (6.3) now reduces to finding γ′ = (γi,j) in
N(E
c\{e})×E satisfying
γ1,e+1 · · · γ1,n−1 γ1,n → β1
...
...
...
...
γe−1,e+1 · · · γe−1,n−1 γe−1,n → βe−1
↓ ↓ ↓
αe+1 − βe+1 · · · αn−1 − βn−1 (αn − βe)− βn .
Let α′ = (αe+1, . . . , αn−1, αn−βe) and β ′ = (β1, . . . , βe−1, βe+1, . . . , βn). Note that |α′| = |β ′|,
so we are done by the induction hypothesis. 
Proposition 6.5. Let f : U → R be C∞, where U ⊆ Rn is open. Let a ∈ U , and assume
that m = ord(f ; a) <∞. Let E be a nonempty proper subset of {1, . . . , n}, and fix α ∈ NE
such that |α| = m. Then
(6.4)
∂|α|(f ◦ TE)
∂yEα
(T−1E (a)) =
∑
γ∈NE
c×E
|γ|row≤α
α!
γ!(α− |γ|row)!
∂|α|f
∂xEc |γ|col∂xEα−|γ|row
(a)wγ
is a nonzero polynomial in w if and only if
(6.5) α ≥ βE for some β ∈ Nn such that |β| = m and ∂
|β|f
∂xβ
(a) 6= 0.
An important special case is when |E| = 1, in which case α = (m) and (6.5) is automati-
cally satisfied.
Proof. Lemma 6.3 shows that (6.4) holds, and this function is clearly a polynomial in w, so
the only issue is whether or not this polynomial is nonzero. If (6.5) holds, as witnessed by
β, then because |α| = m = |β|, Lemma 6.4 shows that there exists γ ∈ NEc×E such that
|γ|col = βEc and |γ|row = α − βE , so (6.4) is a nonzero polynomial. If (6.5) does not hold,
then because every derivative occurring in the sum (6.4) is of the form ∂
|β|f
∂xβ
(a) for some
β ∈ Nn with |β| = m and βE ≤ α, (6.4) is the zero polynomial. 
7. Blowing-up
This section proves the key computational lemmas about blowings-up that we will use in
our resolution procedure. We will use the following notation throughout this section.
Notation 7.1. Fix a quasianalytic IF-system C. Also fix an open set U ⊆ Rn. We write
x = (x1, . . . , xn) for coordinates on U , and if we are given a function F : V → U where
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V is open in Rn, we write y = (y1, . . . , yn) for coordinates on V . Fix a nonempty set
I ⊆ {1, . . . , n}, and define
C = {x ∈ U : xI = 0}.
For each i ∈ I, let
Ii = I \ {i}.
For any J ⊆ {1, . . . , n}, write Jc = {1, . . . , n} \ J . For each i ∈ I, define πi : Rn → Rn by
πi(y) = x, where for each j ∈ {1, . . . , n},
xj =
{
yiyj, if j ∈ Ii,
yj, if j ∈ Ici .
Thus
πi(y) = (yIci , yiyIi) = (yIc , yi, yiyIi),
where yiyIi = (yiyj)j∈Ii. We also let
Ui = π
−1
i (U)
for each i ∈ I.
Definition 7.2. We call the family of maps {πi : Ui → U}i∈I the standard charts for the
blowing-up of U with center C, and we call
π−1i (C) = {y ∈ Ui : yi = 0}
the exceptional divisor of πi.
Remark 7.3. Note that Ui \ π−1i (C) = {y ∈ Ui : yi 6= 0} and that the restriction of πi to
Ui \ π−1i (C) is a C-analytic isomorphism from Ui \ π−1i (C) onto {x ∈ U : xi 6= 0}.
We do not need the following remark, but it explains our choice of terminology in Definition
7.2.
Remark 7.4. Define
U ′ =
{
(x, ξ) ∈ U × P|I|−1(R) : xI ∈ ξ
}
=
{
(x, ξ) ∈ U × P|I|−1(R) :
∧
i,j∈I
xiξj = xjξi
}
,
where P|I|−1(R) is the (|I|−1)-dimensional projective space of all lines through the origin in
R|I|, and ξ = [ξi]i∈I are homogeneous coordinates for the line ξ. The projection Π : U
′ → U
given by
Π(x, ξ) = x
is called a blowing-up of U with center C, and Π−1(C) = C × P|I|−1(R) is called the
exceptional divisor of Π. The set U ′ is an algebraic manifold with coordinate charts
{ψi : U ′i → Ui}i∈I , where for each i ∈ I,
U ′i = {(x, ξ) ∈ U ′ : ξi 6= 0},
ψi(x, ξ) =
(
(xj)j∈Ici
,
(
ξj
ξi
)
j∈Ii
)
.
The map πi : Ui → U is the pushout of Π
∣∣
U ′i
by ψi, namely, πi = Π ◦ ψ−1i .
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Lemma 7.5. Consider a finite, transitive, directed graph such that for all nodes p and q,
there is an edge from p to q or from q to p. Then there exists a node p such that for every
node q there is an edge from q to p.
Note that in the hypothesis of Lemma 7.5, we allow the possibility of an edge from p to q
and from q to p. Also, if one takes p = p in the hypothesis of the lemma, we see that there
is an edge from p to p for each node p.
Proof. Let {0, . . . , k} be the nodes. The result of the lemma is obvious if k = 0, so assume
that k > 0 and that the lemma holds for all such graphs with k nodes. We may assume
that there is a node q ∈ {0, . . . , k− 1} with an edge from k to q, for if this was not the case,
then for every node r ∈ {0, . . . , k− 1} there would be an edge from r to k, and we would be
done. By the induction hypothesis, there exists p ∈ {0, . . . , k − 1} such that for every node
r ∈ {0, . . . , k− 1} there is an edge from r to p. There is also an edge from k to p since there
is an edge from k to q and from q to p, and the graph is transitive. 
Lemma 7.6. Write I =
⋃k
l=0Nl for disjoint nonempty subsets N0, . . . , Nk of I, and for each
i ∈ I let ℓ(i) ∈ {0, . . . , k} be such that i ∈ Nℓ(i). Let K ⊆ U , and let ǫ > 0 be rational. For
each i ∈ I, define
Ki = {x ∈ π−1i (K) : |yj| ≤ ǫℓ(j)−ℓ(i) for all j ∈ I}.
Then
K =
⋃
i∈I
πi(Ki).
Furthermore, if K is co-c.e. compact, then each set Ki is co-c.e. compact.
Proof. Clearly
⋃
i∈I πi(Ki) ⊆ K since Ki ⊆ π−1i (K) for each i ∈ I, so we must prove the
reverse inclusion. Note that for each i ∈ I,
(7.1) πi(Ki) = {x ∈ K : |xj| ≤ ǫℓ(j)−ℓ(i)|xi| for all j ∈ I}.
Now, fix x ∈ K. For each p ∈ {0, . . . , k}, fix n(p) ∈ Np such that |xj | ≤ |xn(p)| for all
j ∈ Np. Thus
(7.2) ℓ(n(p)) = p for all p ∈ {0, . . . , k},
and
(7.3) |xj | ≤ |xn(ℓ(j))| for all j ∈ I.
Note that for all p, q ∈ {0, . . . , k}, either |xn(p)| ≤ ǫp−q|xn(q)| or |xn(q)| ≤ ǫq−p|xn(p)|. Consider
the directed graph with nodes {0, . . . , k} and edges specified as follows: for each p, q ∈
{0, . . . , k}, the graph has an edge from q to p if and only if |xn(q)| ≤ ǫq−p|xn(p)|. This graph
satisfies the hypothesis of Lemma 7.5, so we may fix p ∈ {0, . . . , k} such that
(7.4) |xn(q)| ≤ ǫq−p|xn(p)| for all q ∈ {0, . . . , k}.
Statements (7.2), (7.3), and (7.4) imply that for all j ∈ I,
|xj | ≤ |xn(ℓ(j))| ≤ ǫℓ(j)−p|xn(p)| = ǫℓ(j)−ℓ(n(p)))|xn(p)|,
so x ∈ πn(p)(Kn(p)). Therefore K ⊆
⋃
i∈I πi(Ki).
To finish, suppose that K is co-c.e. compact. Each set Ki is co-c.e. closed by Proposition
2.15 and is also bounded since K is bounded and πi acts trivially in the coordinates yIc .
Thus Ki is co-c.e. compact by Proposition 2.12. 
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Lemma 7.7. For each i ∈ I let Ai ⊆ Ui and δi > 0, and let
A =
⋃
i∈I
πi(Ai).
Then
{x ∈ A : |xi| ≤ δi for all i ∈ I} ⊆
⋃
i∈I
πi ({y ∈ Ai : |yi| ≤ δi}) .
Proof. Let x ∈ A be such that |xi| ≤ δi for all i ∈ I. Fix i ∈ I and y ∈ Ai such that
πi(y) = x. Since yi = xi, |yi| ≤ δi. 
Lemma 7.8. Consider a C-analytic function f : U → R, and let i ∈ I. Then
ordπ−1i (C)
(f ◦ πi) = ordC(f).
Proof. An induction on l shows that for any i ∈ I and any l ∈ N,
∂l(f ◦ πi)
∂yil
(y) =
l∑
j=0
(
l
j
) ∑
k1,...,kj∈Ii
∂lf
∂xk1 · · ·∂xkj∂xl−ji
◦ πi(y)yk1 · · · ykj .
By combining like terms, this formula can be rewritten as
∂l(f ◦ πi)
∂yil
(y) =
l∑
j=0
l!
j!(l − j)!
∑
αIi
∈NIi
|αIi
|=j
j!
αIi!
∂lf
∂xIi
αIi∂xil−j
◦ πi(y)yαIiIi .
This simplifies to
(7.5)
1
l!
∂l(f ◦ πi)
∂yil
(y) =
∑
α∈NI
|α|=l
1
α!
∂|α|f
∂xI α
◦ πi(y)yαIiIi .
Setting yi = 0 in (7.5) gives
(7.6)
1
l!
∂l(f ◦ πi)
∂yil
(y)
∣∣∣∣
yi=0
=
∑
α∈NI
|α|=l
1
α!
∂|α|f
∂xIα
(yIc , 0)y
αIi
Ii
.
Since C is quasianalytic, Proposition 5.5.2 shows that (7.6) is identically zero if l < ordC(f)
and is a nonzero function if l = ordC(f). Thus ordπ−1i (C)(f ◦ πi) = ordC(f). 
Definition 7.9. Let f : U → R be C-analytic, and suppose that m = ordC(f) < ∞.
Lemma 7.8 implies that m is the greatest integer for which there exists a C-analytic function
f ′i : Ui → R such that
(7.7) f ◦ πi(y) = ymi f ′i(y)
on Ui. We call f
′
i the strict transform of f by πi.
We do not need the following remark, but it explains our choice of terminology in Definition
7.9.
Remark 7.10. Consider the situation of Remark 7.4 and Definition 7.9. A calculation (which
we omit) shows that for all i, j ∈ I, f ′i ◦ ψi(x, ξ) and f ′j ◦ ψj(x, ξ) are equivalent up to a unit
on U ′i ∩ U ′j. So {f ′i ◦ ψi : U ′i → R}i∈I generates a principle ideal sheaf on U ′. This principle
ideal sheaf is called the strict transform of f by Π.
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Lemma 7.11. Fix distinct i, j ∈ I and a positive integer m. Let f : U → R be a C-analytic
function such that ord(f ; x) = m for all x ∈ C, and such that ∂m−1f
∂xjm−1
(x) = 0 for all x ∈ U
with xj = 0. Then
∂m−1f ′i
∂yjm−1
(y) = 0 for all y ∈ Ui with yj = 0.
Proof. Note that ymi f
′
i(y) = f ◦ πi(y) = f
(
yIci , yiyIi
)
on Ui. Differentiating gives
(7.8) ymi
∂m−1f ′i
∂yjm−1
(y) = ym−1i
∂m−1f
∂xjm−1
(
yIci , yiyIi
)
.
Because ∂
m−1f
∂xjm−1
(x) = 0 for all x ∈ U with xj = 0, the mean value theorem shows that in
some neighborhood of {x ∈ U : xj = 0} we have
(7.9)
∂m−1f
∂xjm−1
(x) = xj
∂mf
∂xjm
(x1, . . . , xj−1, ξj(x), xj+1, . . . , xn),
for some ξj(x) which is between xj and 0 when xj 6= 0 and which equals zero when xj = 0.
By writing x = πi(y) in (7.9) (so xj = yiyj), substituting into (7.8), and canceling y
m
i , we
get
(7.10)
∂m−1f ′i
∂yjm−1
(y) = yj
∂mf
∂xjm
(
yIci , yiyI\{i,j}, ξj(yIci , yiyIi)
)
on Ui. Setting yj = 0 in (7.10) gives
∂m−1f ′i
∂yjm−1
(y)
∣∣
yj=0
= 0. 
Lemma 7.12. Let U ⊆ Rn be open. Let i ∈ {1, . . . , n}, write x = (x′, xi) for coordinates
on Rn, where x′ = (x1, . . . , xi−1, xi+1, . . . , xn), and put U
′ = {x′ : (x′, 0) ∈ U}. Suppose that
f : U → R is a Cp+d function such that ∂jf
∂xij
(x′, 0) = 0 for all j ∈ {0, . . . , d − 1} and all
x′ ∈ U ′. Let g : U → R be the unique Cp function satisfying
f(x) = xdi g(x)
on U (the existence and uniqueness of g follows from repeated application of Proposition
3.5, ignoring the computability assumptions). Then for all α ∈ Nn with |α| ≤ p,
1
αi!
∂|α|g
∂xα
(x′, 0) =
1
(αi + d)!
∂|α|+df
∂xα+dei
(x′, 0)
on U ′, where ei is the ith standard unit vector in N
n.
Proof. Let α ∈ Nn with |α| ≤ p, and write α′ = (α1, . . . , αi−1, αi+1, . . . , αn). Then on U ,
∂|α|+df
∂xα+dei
(x) =
∂αi+d
∂xiαi+d
(
xdi
∂|α
′|g
∂(x′)α
′ (x)
)
=
αi+d∑
j=0
(
αi + d
j
)
∂|α
′|+jg
∂(x′)α′∂xji
(x)
∂αi+d−j(xdi )
∂xnαi+d−j
=
αi+d∑
j=αi
(αi + d)!
j!(αi + d− j)!
∂|α
′|+jg
∂(x′)α′∂xji
(x)
d!
(j − αi)!x
j−αi
i .
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When this is evaluated at xi = 0, all terms with j > αi are zero, so this gives
∂|α|+df
∂xα+dei
(x′, 0) =
(αi + d)!
αi!
∂|α|g
∂xα
(x′, 0)
on U ′. 
Lemma 7.13. Let f : U → R be C-analytic, and suppose that ord(f ; x) = m < ∞ for all
x ∈ C. Let i ∈ I and b ∈ π−1i (C), and write a = πi(b). Choose α ∈ NI such that
(7.11) |α| = m and ∂
|α|f
∂xI α
(a) 6= 0.
(Such an α exists by Proposition 5.5.3.) Then
∂|αIi |f ′i
∂yIi
αIi
(b) 6= 0
if either of the following two conditions hold:
Condition 1: αi is minimal with respect to α satisfying (7.11).
Condition 2: bI = 0.
Proof. Fix α ∈ NI satisfying (7.11). Define ξ ∈ NI by ξIi = αIi and ξi = m. Assuming that
either Condition 1 or Condition 2 holds, we will prove that ∂
|ξ|(f◦πi)
∂yIξ
(b) 6= 0. This will suffice
to prove the lemma because f ◦ πi(y) = ymi f ′i(y), and hence
1
αIi!
∂|αIi |f ′i
∂yIi
αIi
(b) =
1
ξ!
∂|ξ|(f ◦ πi)
∂yI ξ
(b)
by Lemma 7.12.
Note that aIc = bIc , aI = 0, and bi = 0. The Taylor series for xI 7→ f(aIc , xI) at 0 is given
by ∑
β∈NI
1
β!
∂|β|f
∂xI β
(a)xβI .
By formally composing this series with (yi(yIi + bIi), yi), which are the I-components of
πi(aIc , yIi + bIi, yi) = (aIc , yi(yIi + bIi), yi),
we obtain the Taylor series for yI 7→ f ◦ πi(aIc , yI) at bI . So∑
β∈NI
1
β!
∂|β|(f ◦ πi)
∂yIβ
(b)yβI =
∑
β∈NI
1
β!
∂|β|f
∂xI β
(a) (yIi + bIi)
βIi y
|β|
i
=
∑
β∈NI
1
β!
∂|β|f
∂xI β
(a)
∑
γ∈NIi
γ≤βIi
βIi!
γ!(βIi − γ)!
yγIib
βIi−γ
Ii
 y|β|i
=
∑
δ∈NI
 ∑
β∈NI
|β|=δi,βIi
≥δIi
1
βi!δIi !(βIi − δIi)!
∂|β|f
∂xIβ
(a)b
βIi−δIi
Ii
 yδI ,(7.12)
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where the second equality is by the multinomial theorem, and the third equality comes from
reindexing by setting δIi = γ and δi = |β|.
First suppose that Condition 1 holds. To show that ∂
|ξ|(f◦πi)
∂yIξ
(b) 6= 0, it suffices to show
that the coefficient of yξI in (7.12) is nonzero. To analyze this coefficient, consider β ∈ NI
with |β| = ξi and βIi ≥ ξIi. The definition of ξ shows that |β| = m and βIi ≥ αIi. There are
now two cases to consider:
1. First suppose that βIi = αIi. Since |β| = |α|, it follows that βi = αi. So β = α.
2. Now suppose that βIi 6= αIi. Since βIi ≥ αIi, this means that |βIi| > |αIi|, so βi =
m− |βIi| < m− |αIi| = αi. By the minimality of αi, ∂
|β|f
∂xIβ
(a) = 0.
These two cases and (7.12) show that
1
ξ!
∂|ξ|(f ◦ πi)
∂yI ξ
(b) =
1
α!
∂|α|f
∂xI α
(a) 6= 0,
as desired.
Now suppose that Condition 2 holds. Equation (7.12) simplifies to∑
β∈NI
1
β!
∂|β|(f ◦ πi)
∂yIβ
(b)yβI =
∑
β∈NI
1
β!
∂|β|f
∂xIβ
(a)y
βIi
Ii
y
|β|
i
=
∑
δ∈NI
δi≥|δIi
|
1
(δi − |δIi|)!δIi!
∂δif
∂x
δIi
Ii
∂x
δi−|δIi |
i
(a)yδI ,(7.13)
where the second equality comes from reindexing by setting δIi = βIi and δi = |β|. Comparing
the coefficients of yξI in (7.13) shows that
1
ξ!
∂|ξ|(f ◦ πi)
∂yI ξ
(b) =
1
α!
∂|α|f
∂xI α
(a) 6= 0.

Part III: Lifting
Throughout Part III, we fix an IF-system C. Section 8 proves a fiber product lemma.
Section 9 discusses blowup sets, which are a kind of set that occurs naturally as the domains
of our maps in our resolution procedure. Section 10 defines the notion of a lifting, which is
a nonsingular representation of a family of C-analytic functions defined on an open blowup
set. The section concludes with the lifting lemmas, which are a collection of results showing
how liftings are preserved under various operations.
8. The Fiber Product Lemma
Definition 8.1. A coordinate projection Π : Rn → Rd is called a good direction for a
C-analytic submanifold M of Rn if Π defines a C-analytic isomorphism fromM onto an open
subset of Rd. (Of course, this notion also applies to coordinate projections ΠE : R
n → RE ,
where E ⊆ {1, . . . , n}.)
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Lemma 8.2. Suppose that M is a C-analytic submanifold of Rn defined by
M = {x ∈ U : f(x) = 0}
for some open set U ⊆ Rn and C-analytic function f : U → Rn−d such that rank ∂f
∂x
= n− d
on M . Fix complementary coordinate projections Π : Rn → Rd and Π′ : Rn → Rn−d, and
write x = (y, y′), where Π(x) = y and Π′(x) = y′.
1. If det ∂f
∂y′
(x) 6= 0 on M , and if M = {x ∈ U : g(x) = 0} for some C-analytic function
g : U → Rn−e such that rank ∂g
∂x
= n− e on M , then e = d and det ∂g
∂y′
6= 0 on M .
2. The projection Π is a good direction for M if and only if Π is injective on M and
det ∂f
∂y′
6= 0 on M .
Proof. We first prove 1. Write
M = {x ∈ U : f(x) = 0} = {x ∈ U : g(x) = 0},
for C-analytic functions f = (f1, . . . , fn−d) : U → Rn−d and g = (g1, . . . , gn−e) : U → Rn−e,
where det ∂f
∂y′
6= 0 onM and ∂g
∂x
has constant rank n−e onM . Applying the implicit function
theorem to f locally about any point of M shows that M has pure dimension d, and doing
the same for g shows that M has pure dimension e, so d = e (by invariance of domain).
Now, fix a neighborhood V of M such that det ∂f
∂y′
6= 0 on V . For each i ∈ {1, . . . , n − d},
gi(x) = 0 on M , so Proposition 5.5.1 shows that there exist hi,1, . . . , hi,n−d ∈ C[V ] such that
gi(x) =
n−d∑
j=1
hi,j(x)fj(x)
on V . Thus g(x) = h(x)f(x) on V , where h is the matrix of functions (hi,j)i,j=1,...,n−d, and
f and g are written as column vectors. Fix a ∈M . Thus
∂g
∂x
(a) = h(a)
∂f
∂x
(a).
Because ∂g
∂x
(a) and ∂f
∂x
(a) have rank n − d, h(a) must be invertible. Therefore ∂g
∂y′
(a) must
be invertible, since
∂g
∂y′
(a) = h(a)
∂f
∂y′
(a)
and ∂f
∂y′
(a) is invertible. This proves 1.
We now prove 2. Assume that Π is a good direction for M . We may assume that Π(x) =
(x1, . . . , xd). The inverse of Π
∣∣
M
: M → Π(M) is of the form Π(M)→ M : y 7→ (y, g(y)) for
a C-analytic function g : Π(M) → Rn−d. Note that M = {(y, y′) ∈ U : y′ − g(y) = 0} and
det ∂(y
′−g(y))
∂y′
= 1, so det ∂f
∂y′
6= 0 on M by Statement 1. This proves the forward implication
of 2. The converse follows directly from the implicit function theorem. 
Definition 8.3. Let F be a Q-algebra of real-valued C-analytic functions defined on a
rational box manifold X ⊆ Rm; fix D ⊆ {1, . . . , m}, an open rational box A ⊆ RM , and
a ∈ RMc such that X = A × {a}, where Dc = {1, . . . , m} \ D. A set M is called an F-
manifold if there exist d ∈ {0, . . . , dim(M)}, and injection λ : {1, . . . , d} → {1, . . . , m} with
im(λ) ⊆ D, and a C-analytic function f : X → Rdim(M)−d such that
M = {x ∈ X : f(x) = 0},
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rank ∂f
∂xD
(x) = dim(M) − d for all x ∈ M , and Πλ : Rn → Rd is a good direction on M .
We say that M is defined nonsingularly by f . (We may also say that M is defined
nonsingularly by f(x) = 0.)
Therefore by Lemma 8.2, if we extend λ to a bijection σ : {1, . . . , dim(M)} → D and define
λ′ : {1, . . . , dim(M)− d} → {1, . . . , m} by λ′(i) = σ(i+ d) for all i, then det ∂f
∂xλ′
(x) 6= 0 for
all x ∈M .
Definition 8.4. If F and G are Q-algebras of real-valued functions defined on the sets X
and Y , respectively, then their tensor product, F ⊗ G, is the Q-algebra of functions on
X × Y generated by the functions h : X × Y → R of the form
1. h(x, y) = f(x) for some f ∈ F , or
2. h(x, y) = g(y) for some g ∈ G.
Note that in the definition of F ⊗ G, the variables x and y are disjoint. So if we identify
polynomials with rational coefficients with the functions from Rn into R that they define
(so, for example, Q[x1, x2] and Q[x4, x5] denote the same Q-algebra of functions), then we
have, for example,
Q[x1, x2, x3]⊗Q[x1, x2] = Q[x1, x2, x3]⊗Q[x4, x5] = Q[x1, x2, x3, x4, x5].
Definition 8.5. For any sets X , Y , and Z, if two maps ϕ : X → Z and ψ : Y → Z are
specified, define the fiber product of X and Y over Z (with respect to ϕ and ψ) by
X ×Z Y := {(x, y) ∈ X × Y : ϕ(x) = ψ(y)}.
Note that we have natural projections X ×Z Y → X : (x, y) 7→ x and X ×Z Y → Y :
(x, y) 7→ y and that the following diagram commutes:
X ×Z Y //

Y
ψ

X
ϕ // Z .
We now describe the situation to be considered in the fiber product lemma. Consider the
diagram,
(8.1) N
ΠNP

ΠNV
isom // V
M
ΠMP
isom // P
ΠPU
isom // U ,
where C-analytic isomorphisms are denoted by “isom” and the sets and maps in (8.1) have
the following meaning:
Let F be a Q-algebra of real-valued C-analytic functions defined on a rational
box manifold X ⊆ Rm, and assume that F contains all the coordinate variables
x1, . . . , xm. Let d ∈ {0, . . . , dim(X)}, let
M = {x ∈ X : f(x) = 0}
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be an F -manifold defined nonsingularly by f ∈ Fdim(X)−d with a good direction
ΠMU : R
m → Rd, and let U = ΠMU (M). Consider two coordinate projections
ΠMP : R
m → Rp and ΠPU : Rp → Rd such that ΠMU = ΠPU ◦ΠMP , where d ≤ p ≤ m,
and let
P = ΠMP (M).
Similarly, let G be a Q-algebra of real-valued C-analytic functions defined on
a rational box manifold Y ⊆ Rn, where n ≥ p, and assume that G contains all
the coordinate variables y1, . . . , yn. Let e ∈ {0, . . . , dim(Y )}, let
N = {y ∈ Y : g(y) = 0}
be a G-manifold defined nonsingularly by g ∈ Gdim(Y )−e with a good direction
ΠNV : R
n → Re, and let V = ΠNV (N). Assume that ΠNP : Rn → Rp is a coordinate
projection such that ΠNP (N) ⊆ P , and let ΠNU = ΠPU ◦ ΠNP .
Now, consider the fiber product
M ×P N = {(x, y) ∈M ×N : ΠMP (x) = ΠNP (y)},
and complete the diagram (8.1) to
(8.2) M ×P N //

N
ΠNP

ΠNV
isom // V
M
ΠMP
isom // P
ΠPU
isom // U .
Since ΠPU : P → U is a bijection, M ×P N is the set of all (x, y) ∈ X × Y such that
(8.3) (f(x) = 0) ∧ (g(y) = 0) ∧ (ΠMU (x)−ΠNU (y) = 0) ,
which is a system of equations with functions in F ⊗ G.
Lemma 8.6 (Fiber Product Lemma). For the situation just described, M×P N is an F⊗G-
manifold defined nonsingularly by (8.3), and the natural projection M ×P N → N is a
C-analytic isomorphism.
Since ΠVN is a good direction for N , saying that the natural projection M ×P N → N is a
C-analytic isomorphism is equivalent to saying that the composition of the natural projection
M ×P N → N with ΠNV : N → V is a good direction for M ×P N .
Proof. Consider points (x1, y) and (x2, y) in M ×P N . Then ΠMP (x1) = ΠNP (y) = ΠMP (x2), so
x1 = x2 because Π
M
P is injective. This shows that the natural projection M ×P N → N is
injective.
Now consider y ∈ N . Then ΠNP (y) ∈ P , so there exists x ∈ M such that ΠMP (x) = ΠNP (y)
because ΠMP mapsM onto P . Thus (x, y) ∈M×P N . This shows that the natural projection
M ×P N → N is surjective.
To finish, we must show that (8.3) defines M ×P N nonsingularly as a subset of X × Y
with good direction ΠNV . In order to simplify our notation, we begin with a reduction of
the problem. Fix D ⊆ {1, . . . , m}, an open rational box A ⊆ RD, and a ∈ QDc such that
X = A× {a}, and similarly fix E ⊆ {1, . . . , n}, an open rational box B ⊆ RE, and b ∈ QEc
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such that Y = B × {b}. Define f˜ : A × RDc → Rm−d by f˜(x) = (f(xD, a), xDc − a), and
define g˜ : B × REc → Rn−e by g˜(y) = (g(yE, b), yEc − b). Observe that(
f˜(x) = 0
)
∧ (g˜(y) = 0) ∧ (ΠMU (x)− ΠNU (y) = 0)
defines M ×P N nonsingularly as a subset of (A×RDc)× (B×REc) with good direction ΠNV
if and only if (8.3) defines M ×P N nonsingularly as a subset of X × Y with good direction
ΠNV . We may therefore assume, without loss of generality, that X and Y are open rational
boxes.
Partition the tuples of variables x and y into x = (x1, x2, x3, x4, x5) and y = (y1, y2, y3, y4, y5, y6),
where the xi’s and yj’s are not just single variables but are (possibly empty) tuples of vari-
ables, so that
ΠMP (x1, x2, x3, x4, x5) = (x1, x2, x3, x4),
ΠNP (y1, y2, y3, y4, y5, y6) = (y1, y2, y3, y4)
(where xi corresponds to yi for each i ∈ {1, 2, 3, 4}),
ΠPU(x1, x2, x3, x4) = (x1, x2),
ΠNV (y1, y2, y3, y4, y5, y6) = (y1, y3, y5).
This notation allows for all possible coincidences and noncoincidences of the variables in the
images of the four coordinate projections ΠMP , Π
N
P , Π
P
U and Π
N
V . With this notation,
M ×P N = {(x, y) ∈ X × Y : f(x) = 0, g(y) = 0, x1 − y1 = 0, x2 − y2 = 0}.
Now,
∂(f, g, x1 − y1, x2 − y2)
∂(x, y2, y4, y6)
is the (m+ n− e)× (m+ n− e) matrix given in block form by
(8.4)

∂f
∂x1
∂f
∂x2
∂f
∂x3
∂f
∂x4
∂f
∂x5
0 0 0
0 0 0 0 0 ∂g
∂y2
∂g
∂y4
∂g
∂y6
id 0 0 0 0 0 0 0
0 id 0 0 0 − id 0 0
 ,
where each “id” denotes an identity matrix. Since x 7→ (x1, x2) and y 7→ (y1, y3, y5) restrict
to isomorphisms on M and N , respectively, Lemma 8.2.2 implies that det ∂f
∂(x3,x4,x5)
6= 0 and
det ∂g
∂(y2,y4,y6)
6= 0 on M × N . Therefore (8.4) is nonsingular on M × N , so (8.3) defines
M ×P N nonsingularly with good direction (x, y) 7→ ΠNV (y), again by Lemma 8.2.2. 
9. Blowup Sets
In this section we work with sequences of blowings-up with various centers, so we shall
use the following notation for the standard charts of our blowings-up, which is more detailed
than the notation used in Section 7.
Notation 9.1. If ∅ 6= I ⊆ {1, . . . , n} and i ∈ I, write πI,i : Rn → Rn for the ith-standard
chart of the blowing-up of Rn with center {x ∈ Rn : xI = 0}. Thus πI,i(y) = (yIc, yi, yiyIi),
where Ii = I \ {i} and the superscript c always denotes complementation in {1, . . . , n}.
Definition 9.2. A set Y ⊆ Rn is a blowup set if it is a blowup set of length k for some
k ∈ N, which is defined inductively as follows:
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1. The set Y is a blowup set of length 0 if it is a rational box.
2. For k > 0, the set Y is a blowup set of length k if Y = π−1I,i (X) ∩ (RIc × B) for some
nonempty I ⊆ {1, . . . , n}, i ∈ I, rational box B ⊆ RI , and blowup set X ⊆ Rn of
length k − 1 such that {x ∈ X : xI = 0} is nonempty.
A blowup set is, by definition, a blowup set of length k for some k, but the number k need
not be uniquely determined by the set itself. For example, if X is a blowup set of length k
and {x ∈ X : xi = 0} is nonempty for some i ∈ {1, . . . , n}, then taking I = {i} and B = RI
in clause 2 of Definition 9.2 shows that Y = X ; thus X is a blowup set of length l for all
l ≥ k.
Notation 9.3. For any Y ⊆ Rn and y ∈ Rn, define
Cen(Y ) =
{
j ∈ {1, . . . , n} : 0 ∈ Π{j}(Y )
}
,
Box(y, Y ) =
{(
(yj)j∈Cen(Y )c , (tjyj)j∈Cen(Y )
)
: 0 ≤ tj ≤ 1 for all j ∈ Cen(Y )
}
.
Notation 9.4. In Definition 2.1, we defined [a, b] = [a1, b1] × · · · × [an, bn] for any a =
(a1, . . . , an) and b = (b1, . . . , bn) in R
n. However, we now make an exception. From now
through the proof of Lemma 9.6, for any a, b ∈ Rn we will write
[a, b] = {(1− t)a+ tb : 0 ≤ t ≤ 1},
which is the line segment from a to b.
Definition 9.5. A set Y ⊆ Rn is polygonally connected if for all x, y ∈ Y there exist
finitely many points x0, . . . , xn ∈ Rn such that x = x0, y = xn, and [xj−1, xj ] ⊆ Y for all
j ∈ {1, . . . , n}.
Clearly, a set which is polygonally connected is connected.
Lemma 9.6. Let Y ⊆ Rn be a blowup set.
1. Suppose that Y = π−1I,i (X) ∩ (RI
c × B), as in clause 2 of Definition 9.2, where B =∏
j∈I Bj for rational intervals Bj. Then
Cen(Y ) = (Cen(X) \ I) ∪ {j ∈ I : 0 ∈ Bj}.
2. For all y ∈ Y , Box(y, Y ) ⊆ Y .
3. For all J ⊆ {1, . . . , n}, the set {y ∈ Y : yJ = 0} is nonempty if and only if J ⊆ Cen(Y ).
4. The set Y is polygonally connected.
Proof. Suppose that Y is a blowup set of length k. If k = 0, then statement 1 does not
apply, and statements 2-4 are trivial. So assume that k > 0 and that the lemma holds for
all blowup sets of length k − 1. Write
(9.1) Y = π−1I,i (X) ∩ (RI
c × B),
as in clause 2 of Definition 9.2, where B =
∏
j∈I Bj for rational intervals Bj . Note that since
{x ∈ X : xI = 0} is nonempty, applying statement 3 to the set X shows that
(9.2) I ⊆ Cen(X).
We now prove 1. Let j ∈ Cen(Y ). Fix y ∈ Y such that yj = 0, and put x = πI,i(y).
Then xj = 0 and x ∈ X , so j ∈ Cen(X). Thus Cen(Y ) ⊆ Cen(X), so in particular,
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Cen(Y ) \ I ⊆ Cen(X) \ I. Also, (9.1) implies that Cen(Y ) ∩ I ⊆ {j ∈ I : 0 ∈ Bj}, so
Cen(Y ) ⊆ (Cen(X) \ I) ∪ {j ∈ I : 0 ∈ Bj}.
To show the reverse inclusion, let j ∈ (Cen(X) \ I) ∪ {j ∈ I : 0 ∈ Bj}. Fix y ∈ Y , and
note that ΠI,i(y) ∈ X and yI ∈ B by (9.1). Define z = (z1, . . . , zn) by zj = 0 and zl = yl for
all l ∈ {1, . . . , n} \ {j}. Note that j ∈ Cen(X) by (9.2), so applying statement 2 to X shows
that πI,i(z) ∈ Box(πI,i(y), X) ⊆ X . If j ∈ Cen(X) \ I, then zI = yI ∈ B. If j ∈ I, then
0 ∈ Bj , so zI ∈ B. Either way, we have zI ∈ B. So z ∈ Y by (9.1), and hence j ∈ Cen(Y ).
This proves 1.
We now prove 2. Let y ∈ Y . Thus (yIc , yi, yiyIi) ∈ X and yI ∈ B. Let t = (tj)j∈Cen(Y ) ∈
[0, 1]Cen(Y ), and put z = ((yj)j∈Cen(Y )c , (tjyj)j∈Cen(Y )). Then
πI,i(z) =
(
(tj)j∈Ic∩Cen(Y )c , (tjyj)j∈Ic∩Cen(Y ), tiyi, (yiyj)j∈Ii∩Cen(Y )c , (titjyiyj)j∈Ii∩Cen(Y )
)
,
where 0 ≤ ti ≤ 1 if 0 ∈ Bi, and ti = 1 if 0 6∈ Bi. Since the tj and titj are in [0, 1],
πI,i(z) ∈ Box(ΠI,i(y), X) ⊆ X . Also, by Statement 1 we have 0 ∈ Bj for all j ∈ Cen(Y ) ∩ I,
so zI ∈ B, and hence z ∈ Y . Thus Box(y, Y ) ⊆ Y , which proves 2.
We now prove 3. Let J ⊆ {1, . . . , n}. If {y ∈ Y : yJ = 0} is nonempty, then 0 ∈ Π{j}(Y )
for all j ∈ J , so J ⊆ Cen(Y ). Conversely, if J ⊆ Cen(Y ), fix b ∈ Y , and note that
(bJc , 0) ∈ Box(b, Y ) ⊆ Y by statement 2, so {y ∈ Y : yJ = 0} is nonempty. This proves 3.
We now prove 4. Let x, y ∈ Y . Define z = (zj)j∈I ∈ RI by
zj =

xj , if xjyj ≥ 0 and |xj | ≤ |yj|,
yj, if xjyj ≥ 0 and |yj| ≤ |xj|,
0, if xjyj < 0,
for each j ∈ I. Applying statement 1 to π−1I,i (X) shows that I ⊆ Cen(π−1I,i (X)), so [x, (xIc , z)] ⊆
Box(x, π−1I,i (X)). Applying statement 2 to π
−1
I,i (X) shows that Box(x, π
−1
I,i (X)) ⊆ π−1I,i (X), and
hence [x, (xIc , z)] ⊆ π−1I,i (X). Also, [xI , z] ⊆ B, so [x, (xIc , z)] ⊆ Y . Likewise, [y, (yIc, z)] ⊆ Y .
Since πI,i(xIc , z) and πI,i(yIc, z) are in {w ∈ X : wI = (zi, zizIi)}, which is a blowup set of
length k − 1, the induction hypothesis implies that there exist finitely many w(0), . . . , w(l) ∈
RI
c
such that xIc = w
(0), yIc = w
(l), and [(w(j−1), zi, zizIi), (w
(j), zi, zizIi)] ⊆ {w ∈ X : wI =
(zi, zizIi)} for all j ∈ {1, . . . , l}. Hence [(w(j−1), z), (w(j), z)] ⊆ Y for all j ∈ {1, . . . , l}. Thus
x, (w(0), z), . . . , (w(l), z), y are the vertices of a polygonal path from x to y in Y , which proves
4. 
A set X ⊆ Rn is a blowup set of length k if and only if there exist nonempty I1, . . . , Ik ⊆
{1, . . . , n}, (i1, . . . , ik) ∈ I1 × · · · × Ik, and rational boxes A0 ⊆ Rn, A1 ⊆ RI1 , . . . , Ak ⊆ RIk
such that X = Xk, where
X0 = A0,(9.3)
Xj = π
−1
Ij ,ij
(Xj−1) ∩ (RIcj−1 × Aj), for each j ∈ {1, . . . , k},
with the stipulation that Ij ⊆ Cen(Xj−1) for all j ∈ {1, . . . , k}. Note that we may easily
compute Cen(Xj) for all j ∈ {0, . . . , k} using Lemma 9.6.1. Also note that the construction
of X given in (9.3) is not uniquely determined by the set X .
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Notation 9.7. If X is the blowup set constructed in (9.3), and this construction is implicitly
understood from context (or is unimportant), then we shall write
X =
{
(x0, . . . , xk) ∈ (Rn)k+1 : (x0 ∈ A0) ∧
(
k∧
j=1
(πIj ,ij(xj) = xj−1) ∧ (xj,Ij ∈ Aj)
)}
,
and shall also write Π : (Rn)k+1 → Rn for the coordinate projection
Π(x0, . . . , xk) = xk.
Note that Π defines a bijection from X onto X , with inverse map
xk 7→ (πI1,i1 ◦ · · ·πIk,ik(xk), . . . , πIk,ik(xk), xk).
If the construction of X given in (9.3) needs to be specified, then for I = (I1, . . . , Ik),
i = (i1, . . . , ik), and A = A0 × · · · ×Ak, we shall write
Bus(I, i, A) = X,
Bus(I, i, A) = X.
(The notation “Bus” is an acronym for “Blowup set”.)
Definition 9.8. We say that a blowup set X is defined by the sequence of blowings-
up πI1,i1 , . . . , πIk,ik if X = Bus(I, i, A) for some choice of A, where I = (I1, . . . , Ik) and
i = (i1, . . . , ik). Two blowup sets X and Y are defined by the same sequence of
blowings-up if there exists a sequence of blowings-up πI1,i1, . . . , πIk,ik which define both X
and Y .
Definition 9.9. Suppose X = Bus(I, i, A) and X = Bus(I, i, A). We call the map Π : X →
X a lifting ofX , and we call (I, i, name(A)) a name for this lifting. The data (I, i, name(A))
determines the map Π : X → X , and therefore also determined the sets X and X , so we
shall also refer to (I, i, name(A)) as a name for X and as a name for X .
Remarks 9.10. Consider a lifting Π : X → X with name (I, i, name(A)), where I =
(I1. . . . , Ik), i = (i1, . . . , ik), and A = A0 × · · · × Ak.
1. If Y = Bus(I, i, B) and B ⊆ A, then Y ⊆ X .
2. If the rational box A is (open/closed/bounded/compact), then X and X are (c.e.
open/co-c.e. closed/bounded/co-c.e. compact).
Motivated by these two observation, we will always use the following conventions.
Conventions:
If we state that a blowup set X is (open/closed/bounded/compact), we tacitly
mean that X has been constructed as X = Bus(I, i, A) for some rational box A
which is (open/closed/bounded/compact). If we state that Y ⊆ X for blowup-sets
X = Bus(I, i, A) and Y = Bus(I, i, B), we tacitly mean that B ⊆ A.
3. For any rational box B ⊆ Rn there exists a rational box A′ ⊆ A such that
(9.4) X ∩B = Bus(I, i, A′).
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Proof. Write B =
∏n
j=1Bj for rational intervals B1, . . . , Bn. Put I0 = {1, . . . , n}, and
for each l ∈ {0, . . . , k} define
Jl = Il \
k⋃
s=l+1
Is,
A′l = Al ∩
(
RJ
c
l ×
∏
j∈Jl
Bj
)
.
Then (9.4) holds for A′ = A′0 × · · · × A′k. 
Definition 9.11. We call M ⊆ Rn a blowup manifold if there exist an open blowup set
U ⊆ Rn and a rational box manifold B ⊆ Rn such that M = U ∩ B. If U = Bus(I, i, A)
(with A open, by convention), then Remark 9.10.2 and its proof imply that M is a blowup
set defined by M = Bus(I, i, A′) for some rational box manifold A′ ⊆ A. If ΠE : Rn → RE
is the unique good direction for B, where E ⊆ {1, . . . , n}, and if M is nonempty, then M is
a connected |E|-dimensional manifold, and ΠE is also the unique good direction for M . A
name for the blowup manifold M consists of the following data:
• (I, i, A′) (that is, a name for the blowup set M);
• the set E.
Notation 9.12. For a family F of real-valued functions on a set U ⊆ Rn, and a set X ⊆ U ,
denote the variety of F on X by
V(F ;X) =
⋂
f∈F
V(f ;X),
where
V(f ;X) = {x ∈ X : f(x) = 0}.
Lemma 9.13. Let F be a finite family of real-valued computably continuous functions on
a c.e. open set U in Rn, and consider a blowup set Bus(I, i, A) ⊆ U , where A is compact.
1. If V(F ; Bus(I, i, A)) = ∅, then we can effectively find an open rational box B contain-
ing A such that Bus(I, i, B) ⊆ U and V(F ; Bus(I, i, B)) = ∅.
2. If V(f ; Bus(I, i, A)) = ∅ for all f ∈ F , then we can effectively find an open rational box
B containing A such that Bus(I, i, B) ⊆ U and V(f ; Bus(I, i, B)) = ∅ for all f ∈ F .
Proof. Suppose that V(F ; Bus(I, i, A)) = ∅. Using the computability assumptions on U and
F , and the fact that Bus(I, i, A) is co-c.e. compact, we can effectively find a finite family
{Dj}j∈J of open rational boxes such that Bus(I, i, A) ⊆
⋃
j∈J Dj and such that for each
j ∈ J , cl(Dj) ⊆ U and we have found some fj ∈ F such that fj(x) 6= 0 on cl(Dj). The
set Bus(I, i, A) is compact and Bus(I, i, A) =
⋂
B⊇A Bus(I, i, cl(B)), where the intersection
is over all bounded open rational boxes B containing A. So there exists such a B ⊇ A with
Bus(I, i, cl(B)) ⊆ ⋃j∈J Dj , and hence V(F ; Bus(I, i, B)) = ∅. Since each set Bus(I, i, cl(B))
is co-c.e. compact, we can effectively find such a B, which proves Statement 1. Statement
2 is proven similarly, the only difference being that one constructs the set
⋃
j∈J Dj so that
f(x) 6= 0 on cl(Dj) for all j ∈ J and all f ∈ F . 
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10. Liftings
For this entire section, fix a family S ⊆ C. Write
S = {Sσ}σ∈Σ
for functions Sσ : [−rσ, rσ]→ R, where rσ ∈ Qη(σ)+ . Assume that the map
Σ→
⋃
n∈N
Qn+ : σ 7→ rσ
is computable. Thus, the index set Σ and the arity map η : Σ→ N are also computable.
Definition 10.1. Consider a family F = {Fj}j∈J of functions on a set X , and a function
g : Y → X . The pullback of F by g is the family of functions on Y given by
g∗F = {Fj ◦ g}j∈J .
For Y ⊆ X , the restriction of F to Y , denoted by F ∣∣
Y
, is the pullback of F by the
inclusion map Y →֒ X .
Definition 10.2. The natural stratification of a nonempty interval I ⊆ R is the set
Strat(I) consisting of int(I) (when I is nondegenerate) and any connected components of
bd(I) that are contained in I. For example, Strat({a}) = {{a}}, Strat((a, b]) = {(a, b), {b}},
Strat([a, b]) = {{a}, (a, b), {b}}, and Strat(R) = R. The natural stratification of a nonempty
box B =
∏n
i=1Bi ⊆ Rn is defined by
Strat(B) =
{
n∏
i=1
Ci : Ci ∈ Strat(Bi) for all i ∈ {1, . . . , n}
}
.
Definition 10.3. An S-algebra on a natural domain is a finite tensor product of algebras
of the form Q[x1] (defined on R) or of the form Q[x1, . . . , xη(σ),
∂|α|Sσ
∂xα
] (defined on [−rσ, rσ])
for some σ ∈ Σ and α ∈ Nη(σ). If F is an S-algebra on a natural domain D ⊆ Rn, and B
is a rational box manifold which is open in some member of the natural stratification of D,
then we call F ∣∣
B
an S-algebra.
Definition 10.4. A function P : D → Rk is an S-polynomial map if P ∈ Fk for some S-
algebra F on D. If F is defined on its natural domain, then we call D the natural domain
of P .
Definition 10.5. If P : D → Rk is an S-polynomial map, with D ⊆ Rm, then a name for
P is a tuple
(p(x, y), σ, α, ξ, name(D))
such that
(10.1) P (x) = p
(
x,
∂|α(1)|Sσ(1)
∂xα(1)
◦ Πξ(1)(x), . . . , ∂
|α(n)|Sσ(n)
∂xα(n)
◦ Πξ(n)(x)
)
,
where
1. n ∈ N and p(x, y) ∈ Q[x, y]k, with x = (x1, . . . , xm) and y = (y1, . . . , yn);
2. σ, α and ξ are maps with domain {1, . . . , n} such that
(a) for each i ∈ {1, . . . , n}, σ(i) is a member of Σ, α(i) is a member of Nη◦σ(i), and
ξ(i) is an increasing map from {1, . . . , η ◦ σ(i)} into {1, . . . , m};
(b) the images of ξ(1), . . . , ξ(n) are disjoint (so η ◦ σ(1) + · · ·+ η ◦ σ(n) ≤ m).
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For any S-algebra F with domain D, there exist maps σ, α, and ξ such that
(10.2)
{
(p(x, y), σ, α, ξ, name(D)) : p(x, y) ∈ Q[x, y]k}
is a collection of names for the members of Fk. The map from the set (10.2) to Fk that
sends each name (p(x, y), σ, α, ξ, name(D)) to P (x), as defined by (10.1), is surjective but is
not necessarily injective.
Definition 10.6. An S-manifold is an F -manifold for some S-algebra F . If M ⊆ Rn is
an S-manifold defined nonsingularly by an S-polynomial map P : D → Rdim(D)−d with good
direction Π : Rn → Rd, and if name(F ) is a name for F , then we call (name(P ), name(Π))
a name for M .
Definition 10.7. Let f : U → Rm be a function defined on a set U ⊆ Rn, and let M be
a blowup manifold contained in U . Suppose that for some integer n′ ≥ n +m there exists
an S-manifold M ′ ⊆ Rn′ and a coordinate projection Π : Rn′ → Rm+n which defines a
C-analytic isomorphism from M ′ onto the graph of f ∣∣
M
. Then we call the following data a
basic S-lifting of f on M :
• a name for the blowup manifold M ;
• a name for an S-polynomial map P which defines M ′ nonsingularly by M = {x ∈ U ′ :
P (x) = 0}, where U ′ ⊆ Rn′;
• the name for the coordinate projection Π.
Consider the situation of Definition 10.7. Let E be the unique subset of {1, . . . , n} such
that ΠE : R
n → RE defines an isomorphism from M onto an open set V ⊆ RE . Then we
have the following diagram of coordinates projections, all of which are isomorphisms:
M ′
Π // graph
(
f
∣∣
M
) Πn // M ΠE // V.
Thus the projection ΠE ◦ Πn ◦Π : Rn′ → RE is a good direction for M ′, so
(name(P ), name(ΠE ◦ Πn ◦ Π))
is a name for the S-manifold M ′.
Basic S-liftings are purely syntactic objects, but it is convenient to speak about them in
a semantic manner. We will write
(10.3) M ′
Π // graph(f
∣∣
M
)
to denote the basic S-lifting given in Definition 10.7. If we do not wish to specify the
projection Π, it will be omitted in (10.3).
Lemmas 10.8 (Basic Lifting Lemmas).
1. Arithmetic Functions. The graphs of the following functions are all ∅-manifolds:
(a) Rn → R : x 7→ p(x), for any n ∈ N and p ∈ Q[x], where x = (x1, . . . , xn);
(b) (−∞, 0)→ R : x 7→ 1
x
and (0,+∞)→ R : x 7→ 1
x
.
So these functions all have basic ∅-liftings, since their graphs are their own liftings.
2. Identity Map. Let Π : M → M be a lifting of a blowup manifold M , where M ⊆ Rn
and M ⊆ Rn. Define
M ′ = {(x, y) ∈ Rn × Rn : x ∈M, y = Π(x)},
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and define Π′ : Rn+n → R2n by Π′(x, y) = (Π(x), y). Then
M ′
Π′ // graph(idM)
is a basic ∅-lifting of the identity map idM :M →M .
3. Pairing. If M1 → graph(f
∣∣
M
) and M2 → graph(f2
∣∣
M
) are basic S-liftings of f1 and
f2 on M , then
M1 ×M M2 → graph(f1 × f2
∣∣
M
)
is a basic S-lifting of f1 × f2 on M .
4. Composition. If M ′ → graph(f ∣∣
M
) is basic S-lifting of f on M , N ′ → graph(g∣∣
N
)
is a basic S-lifting of g on N , and g(N) ⊆M , then
M ′ ×M N ′ → graph(f ◦ g
∣∣
N
)
is a basic S-lifting of f ◦ g on N .
5. Implicit Functions. Let f : U → Rn be a C-analytic function, with U open in
Rm+n. Suppose that IF(f ; cl(A), cl(B)) holds for some bounded, open, rational boxes
A ⊆ Rm and B ⊆ Rn such that cl(A) × cl(B) ⊆ U , and let g : cl(A) → B be the
function implicitly defined by f(x, g(x)) = 0 on cl(A). Fix I ⊆ {1, . . . , m}, and put
AI = {x ∈ A : xI = 0}. Suppose that M Π×Π
′
// graph
(
f
∣∣
AI×B
)
is a basic S-lifting of
f on AI ×B, with Π(M) = AI × B and Π′(M) = f(AI ×B), and define
N = {x ∈M : Π′(x) = 0}.
Then
N
Π // graph
(
g
∣∣
AI
)
is a basic S-lifting of g on AI .
Proof. Statements 1 and 2 are obvious. Statements 3 and 4 are corollaries of Lemma 8.6,
and their proofs are best expressed in diagrams. We use solid arrows to denote assumed
information and use dotted arrows to denote deduced information.
To prove 3, write M → U for the good direction for M , and note that
M1 ×M M2 isom //_______________
isom








Π
isom
''O
OO
OO
OO
OO
OO
OO
OO
OO
O
Π1
//






%
,
5
A
K
R W [ ^
Π2

q o
n l
k i
h d
a ] Z V R
N L J H
E
C
A
?
<
M2
isom

graph(f2
∣∣
M
) //
isom

f2(M)
M1
isom // graph(f1
∣∣
M
)

isom // M
f2
88rrrrrrrrrrrrr
f1wwnnn
nnn
nnn
nnn
nnn
isom // U
f1(M) ,
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so M1 ×M M2 Π×Π1×Π2 // graph
(
f1 × f2
∣∣
M
)
is a basic S-lifting of f1 × f2 on M .
To prove 4, write M → U and N → V for the good directions for M and N , and note
that
M ′ ×M N ′ isom //______________








Π
isom

r p
o m
k
h e
a ] Y U Q
L
G
B
@
=
;
9
7
Π′
//






$
+
4
@
J
R W Z ] _
N ′
isom

graph(g
∣∣
N
)
isom //

N
g
zzvv
vv
vv
vv
vv
vv
isom // V
M ′
isom // graph(f
∣∣
M
)
isom //

M
fwwooo
ooo
ooo
ooo
oo
isom // U
f(M) ,
so M ′ ×M N ′ Π×Π
′
// graph(f ◦ g) is a basic S-lifting of f ◦ g on N .
We now prove 5. Write
M = {v ∈ C : F (v) = 0}
for a rational box C ⊆ Rn′ and an S-polynomial map F : C → Rn′+|I|−(m+n) which defines
M nonsingularly with good direction Π. Write the n′-tuple of variables v as v = (w, x, y, z)
for tuples of variables w (an (n′ − (m + 2n))-tuple), x (an m-tuple), y (an n-tuple), and
z (an n-tuple), where Π(v) = (x, y) and Π′(v) = z. Also write x = (xIc , xI), where I
c =
{1, . . . , m} \ I. It is clear that Π defines a bijection from N onto the graph of g∣∣
AI
. We must
show that ∂(F,z)
∂(w,xI ,y,z)
is nonsingular on N .
Write A˜I = ΠIc(AI) (so AI = A˜I × {0}, with A˜I ⊆ RIc and 0 ∈ RI). Since the maps
M
Π×Π′ // graph
(
f
∣∣
AI×B
)
Π // AI × B ΠIc×idB // A˜I ×B
are all isomorphisms, it follows that
F (h(xIc , y), xIc, 0, y, f(xIc, 0, y)) = 0
on A˜I × B for some C-analytic function h : A˜I × B → Rn′−(m+2n), where 0 ∈ RI in these
functions. Differentiating in y gives
(10.4)
∂F
∂w
∂h
∂y
+
∂F
∂y
+
∂F
∂z
∂f
∂y
= 0
on AI ×B, with the understanding that the partial derivatives of F , f , and h are evaluated
at (h(xIc , y), xIc, 0, y, f(xIc, 0, y)), (xIc , 0, y), and (xIc , y), respectively. On N , the matrix
∂F
∂(w,xI ,y)
is nonsingular because by (10.4),
[
∂F
∂w
∂F
∂xI
∂F
∂y
]
=
[
∂F
∂w
∂F
∂xI
∂F
∂z
] id 0 −∂h∂y0 id 0
0 0 −∂f
∂y
 ,
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which expresses ∂F
∂(w,xI ,y)
as a product of two nonsingular matrices. It follows that
∂(F, z)
∂(w, xI , y, z)
=
[
∂F
∂w
∂F
∂xI
∂F
∂y
∂F
∂z
0 0 id
]
is nonsingular on N . 
Remark 10.9. If f, g : M → R have basic S-liftings, then so do f + g and fg. If f :M → R
has a basic S-lifting, then so does 1/f , provided that f(x) 6= 0 on M .
Proof. Apply Lemma 10.8.1-3. 
Definition 10.10. Let U ⊆ Rn be an open blowup set, and let E ⊆ {1, . . . , n}. For each
σ ∈ {−1, 0, 1}E, let
(10.5) Uσ =
{
x ∈ U :
∧
i∈E
sign(xi) = σi
}
.
The E-stratification of U is the family
Strat(U,E) = {Uσ}σ∈{−1,0,1}E .
Note that for each σ ∈ {−1, 0, 1}E, the set Uσ is a blowup manifold defined from the same
sequence of blowings-up as U , and
frU (Uσ) =
⋃{
Uξ : ξ ∈ {−1, 0, 1}E, ξ 6= σ, and ξi ∈ {0, σi} for all i ∈ E
}
.
Thus Strat(U,E) is indeed a stratification of U .
Definition 10.11. Let U ⊆ Rn be an open blowup set and E ⊆ {1, . . . , n}. Consider a
family F = {fj : U → Rmj}j∈J of C-analytic functions on U , where J is some computable
index set and the function J → N : j 7→ mj is computable. An (S, E)-lifting of F is a
computable map which assigns to each j ∈ J , α ∈ Nmj , and σ ∈ {−1, 0, 1}E, a basic S-lifting
of
∂|α|fj
∂xα
on Uσ. If F = {f} for a single function f , we say (S, E)-lifting “of f” rather than
“of {f}”.
Definition 10.12. For open blowup sets U ⊆ Rn and V ⊆ Rm, and sets E ⊆ {1, . . . , n} and
D ⊆ {1, . . . , m}, a map g : V → U is (D,E)-compatible if for all N ∈ Strat(V,D) there
exists M ∈ Strat(U,E) such that g(N) ⊆ M .
Notation 10.13. For any A ⊆ Rn and N ⊆ {1, . . . , n}, let
A|N = {xNc : x ∈ A, xN = 0},
where N c = {1, . . . , n} \ N . If A ⊆ U , then for any function f on U , write f ∣∣
A|N
for the
pullback of f by the map A|N → R : xNc 7→ (xNc , 0), where 0 ∈ RN . Likewise, for any family
F of functions on U , write F ∣∣
A|N
for the pullback of F by xNc 7→ (xNc , 0).
In Definition 10.1 we wrote F ∣∣
A
for restriction of F to A, which is the pullback of F by the
inclusion map A →֒ U . The notations F ∣∣
A
and F ∣∣
A|N
can be distinguished by considering
the ambient space of the sets A and A|N . For example, for 0 ∈ RN , the family F
∣∣
A|N×{0}
is
the restriction of F to A|N × {0}, which is a family of functions in x, but F
∣∣
A|N
is a family
of functions in xNc .
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Lemmas 10.14 (Lifting Lemmas, Part I). Let F = {Fj : U → Rmj}j∈J be a computably
indexed family of C-analytic functions on an open blowup set U ⊆ Rn, and let E ⊆ {1, . . . , n}.
1. Slicing. If F has an (S, E)-lifting and E ⊆ D ⊆ {1, . . . , n}, then F has an (S, D)-
lifting.
2. Restricting. If U = Bus(I, i, A) and V = Bus(I, i, B) for open rational boxes A and
B, with B ⊆ A, and if F has an (S, E)-lifting, then F ∣∣
V
has an (S, E)-lifting.
3. Compatible Composition. If F has an (S, E)-lifting, and if g : V → U is a
(D,E)-compatible C-analytic function with an (S, D)-lifting, where V ⊆ Rm and
D ⊆ {1, . . . , m}, then g∗F has an (S, D)-lifting.
4. Division by Variables. Let k ∈ E and d ∈ N be such that for each j ∈ J there
exists a C-analytic function gj : U → Rmj such that fj(x) = xdkgj(x) on U . Define
x−dk F = {gj}j∈J . If F has an (S, E)-lifting, then x−dk F has an (S, E)-lifting.
5. Refinement. Let N ⊆ {1, . . . , n} be such that U |N is nonempty. If F has an (S, E)-
lifting, then F ∣∣
U |N
has an (S, E \N)-lifting.
6. Maps with Trivial Components. Let N ⊆ {1, . . . , n}, V ⊆ RNc be an open
blowup set, B ⊆ RN be an open rational box, and g : V → RNc be C-analytic. Define
G : V × B → Rn by G(y) = (g(yNc), yN). If g has an (S, E \ N)-lifting and is
(E \N,E \N)-compatible, then G has an (S, E \N)-lifting and is (E,E)-compatible.
Proof. Statements 1 and 2 follow from Lemma 10.8.2,4.
We now prove 3. Let N ∈ Strat(V,D), and choose the unique M ⊆ Strat(U,E) such that
g(N) ⊆ M . For each f ∈ F , α ∈ Nn, and β ∈ Nm, the functions ∂|α|f
∂xα
∣∣
M
and ∂
|β|g
∂yβ
∣∣
N
have
basic S-liftings, where x = (x1, . . . , xn) and y = (y1, . . . , ym). Thus by Lemma 10.8.4, each
function ∂
|α|f
∂xα
◦g∣∣
N
has a basic S-lifting. Therefore by Remark 10.9 and repeated application
of the chain rule, each ∂
β(f◦g)
∂yβ
has a basic S-lifting on N . This proves 3.
We now prove 4. Consider some f ∈ F , α ∈ Nn, and M ∈ Strat(U,E). If M ⊆ {x ∈
U : xk 6= 0}, then differentiating g(x) = x−dj f(x) using the the product rule, and applying
Remark 10.9, shows that ∂
αg
∂xα
has a basic S-lifting on M . If M ⊆ {x ∈ U : xk = 0}, then by
Lemma 7.12,
1
α!
∂|α|g
∂xα
(x) =
1
(αk + d)!
∂|α|+df
∂xα+dek
(x), for x ∈ U with xk = 0,
which shows that ∂
|α|g
∂xα
has a basic S-lifting on M . This proves 4.
We now prove 5. By Statement 1, F has an (S, E ∪ N)-lifting. By only considering the
members of Strat(U,E ∪ N) contained in {x ∈ Rn : xN = 0} and only considering partial
derivatives ∂
|α|f
∂xNcα
with f ∈ F and α ∈ NNc , we obtain an (S, E \ N)-lifting of F|N . This
proves 5.
Statement 6 is obvious. 
Lemmas 10.15 (Lifting Lemmas, Part II).
1. Linear transformations. Let E ⊆ {1, . . . , n}. For each λ ∈ QEc×E and open rational
box A ⊆ Rn, the map Tλ : A→ Rn is (E,E)-compatible and has an (∅, ∅)-lifting.
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2. Translations by implicitly defined functions. Let f : U → Rn be a C-analytic
function, where U ⊆ Rm+n is open. Suppose that IF(f ; cl(A), cl(B)) holds for some
bounded, open, rational boxes A ⊆ Rm and B ⊆ Rn such that cl(A)× cl(B) ⊆ U , and
let g : cl(A) → B be the function implicitly defined by f(x, g(x)) = 0 on cl(A). Fix
ǫ ∈ Qn+ such that [g(x)−ǫ, g(x)+ǫ] ⊆ B for all x ∈ cl(A), and defineG : A×(−ǫ, ǫ)→ U
by
G(x, y) = (x, y + g(x)).
If E ⊆ {1, . . . , m} and f has an (S, E)-lifting, then G has an (S, E)-lifting and is
(E,E)-compatible.
3. Blowings-up. Let I ⊆ {1, . . . , n}, and let U ⊆ Rn be an open blowup set such that
C = {x ∈ U : xI = 0} is nonempty. Let i ∈ I, and let πi : Ui → U be the ith standard
chart of the blowing-up of U with center C. Then for any E ⊆ {1, . . . , n}, πi : Ui → U
has an (∅, ∅)-lifting and is (E ∪ {i}, E)-compatible.
Proof. By definition, Tλ(y) =
((
yi +
∑
j∈E λi,jyj
)
i∈Ec
, yE
)
, so Statement 1 is obvious.
We now prove 2. The (E,E)-compatibility of G is clear. Fix M ∈ Strat(A,E). Lemma
10.8.5 shows that g has a basic S-lifting on M . Basic S-liftings on M of all the partial
derivatives of g can be constructed by repeatedly differentiating the equation f(x, g(x)) = 0
to solve for the partial derivatives of g, using the formula
(
∂f
∂y
)−1
= adj
(
∂f
∂y
)
/ det
(
∂f
∂y
)
,
and then applying Remark 10.9. Basic S-liftings for all partial derivatives of G on M × B
can be constructed using the basic S-liftings of the partial derivatives of g onM and Remark
10.9. This proves 2.
We now prove 3. The set Ui = π
−1
i (U) is an open blowup set since U is, and the fact
that πi : Ui → U has an (∅, ∅)-lifting and is (E ∪ {i}, E)-compatible follows easily from its
defining formula, πi(y) = (yIc, yi, yiyIi). This proves 3. 
Part IV: Desingularization
Throughout all of Part IV, we fix an IF-system C and a family S ⊆ C. Unless explicitly
stated otherwise, it should be assumed that C is quasianalytic. Write
S = {Sσ}σ∈Σ
for functions Sσ : [−rσ, rσ] → R, where rσ ∈ Qη(σ)+ . For all statements involving S which
have any effective content, we assume that the map
Σ→
⋃
n∈N
Qn+ : σ 7→ rσ
is computable, and hence, that the index set Σ and the arity map η : Σ → N are also
computable. Write
∆(S) =
{
∂|α|Sσ
∂xα
}
σ∈Σ,α∈Nη(σ)
.
We briefly outline Part IV. Section 11 defines the approximation and precision oracles for
S. Sections 12 and 13 discuss basic S-presentations and S-presentations, respectively, which
are data structures used in our effective desingularization theorems. These two sections
complete all the hard work needed to obtain an effective local resolution of singularities
theorem, which is then given rather effortlessly at the beginning of Section 14 (see Theorem
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14.5). Section 14 then proceeds to prove an effective fiber cutting theorem (see Proposition
14.16) and an effective theorem of the complement (see Theorem 14.21), which are then
combined to give an effective parameterization theorem for the 0-definable sets of RS (see
Theorem 14.22). Section 15 constructs the smallest IF-system C(E) containing C and E,
where E is an additive group subgroup of R which contains C0. The IF-system C(E) is useful
when discussing definability, rather than 0-definability, since the former uses parameters.
Finally, Section 16 completes the proofs of the main model theoretic results of the paper,
the first of which being our characterization of the decidability of the theory of RS .
11. The Approximation and Precision Oracles
Definition 11.1. The approximation oracle for S is an oracle which acts as a C∞
approximation algorithm for the family S.
Thus, given σ ∈ Σ, α ∈ Nη(σ), and names for a compact rational box B ⊆ [−rσ, rσ] and a
rational open interval I, the approximation oracle for S stops if and only if
(11.1)
∂|α|Sσ
∂xα
(B) ⊆ I.
Definition 11.2. The precision oracle for S acts as follows:
Given the following data:
• a name for an S-polynomial map P : D → Rdim(D)−d, where D ⊆ Rm and
d ∈ {0, . . . , dim(D)},
• an injection λ : {1, . . . , d} → {1, . . . , m} such that Πλ(D) is open in Rd,
• a name for a bounded rational box manifold B which is open in D with
cl(B) ⊆ D,
• i ∈ {1, . . . , m},
if we write ϕ = (ϕ1, . . . , ϕm) : Πλ(B) → B for the section of the projection
Πλ : R
m → Rd implicitly defined by f ◦ ϕ(xλ) = 0 on Πλ(B), the oracle stops if
and only if
(11.2) ϕi(xλ) = 0 for all xλ ∈ Πλ(B).
The theory of RS clearly decides the approximation and precision oracles for S, since
(11.1) and (11.2) are expressible as LS-sentences which can be effectively constructed from
the data given as input to the two oracles. The main purpose of this paper is to prove that
the converse is also true, namely, that these two oracles decide the theory of RS .
Proposition 11.3. Relative to the approximation oracle for S, the following oracle is com-
putably equivalent to the precision oracle for S:
(11.3)
Given a name for some S-manifold M ⊆ Rm, and given i ∈ {1, . . . , m}, the
oracle states whether or not M is a subset of {x ∈ Rm : xi = 0}.
Proof. Assume that the oracle (11.3) is decidable. Suppose we are given names for the data
P : D → Rdim(D)−d, B, λ, and i from Definition 11.2, and let ϕ = (ϕ1, . . . , ϕm) : Πλ(B)→ B
for the section of the projection Πλ : R
m → Rd implicitly defined by P ◦ϕ(xλ) = 0 on Πλ(B).
Then M = {x ∈ B : P (x) = 0} is an S-manifold, and M ⊆ {x ∈ Rm : xi = 0} if and only if
ϕ(xλ) = 0 for all xλ ∈ Πλ(B). So the precision oracle for S is decidable.
Conversely, assume that the approximation and precision oracles for S are decidable.
Suppose we are given a name (name(P ), λ) for an S-manifoldM = {x ∈ D : P (x) = 0} ⊆ Rm
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and some i ∈ {1, . . . , m}, where P : D → Rdim(D)−d and λ : {1, . . . , d} → {1, . . . , m}. We
want to determine if
(11.4) M ⊆ {x ∈ Rm : xi = 0}
is true. Since Πλ(M) is open in R
d, then (11.4) is clearly false if i ∈ im(λ). So assume that
i 6∈ im(λ). Using the approximation oracle for S, by Remark 3.12.1(c) we may find a name
for a bounded rational box manifold B such that B is open D, cl(B) ⊆ D, and IFλ(P ;B)
holds. Let ϕ = (ϕ1, . . . , ϕm) : Πλ(B) → B be the section of the projection Πλ : Rm → Rd
implicitly defined by P ◦ ϕ(xλ) = 0 on Πλ(B). Since M is connected, the quasianalyticity
of C implies that (11.4) holds if and only if ϕi(xλ) = 0 for all xλ ∈ Πλ(B). If ϕi(xλ) 6= 0
for some xλ ∈ Πλ(B), then this can be effectively verified using the approximation oracle,
since we can search for a compact rational box A ⊆ Πλ(B) such that ϕλ(A) ⊆ R \ {0}.
If ϕi(xλ) = 0 for all xλ ∈ Πλ(B), then this can be effectively verified using the precision
oracle for S. Therefore by running these two verification procedures simultaneously, we may
effectively determine if (11.4) is true. 
Remark 3.12.1(c) implies that if we are given valid input data for the precision oracle for
S, then we can use the approximation oracle for S to effectively verify that the input data
is actually valid. In contrast, suppose we are given a name (name(f), λ) for an S-manifold
M = {x ∈ D : P (x) = 0}. How can we effectively verify that the set M is actually an
S-manifold? It does not seem possible to effectively verify this using only the approximation
oracle for S, for it does not seem possible to verify that M is connected, and when M is
not compact, it does seem possible to verify that det ∂P
∂xλ′
(x) 6= 0 for all x ∈ M , where λ′
is defined as in Remark 3.12. For this reason we define the precision oracle for S as in
Definition 11.2, not (11.3).
12. Basic Presentations
Notation 12.1. For each i ∈ {1, . . . , n}, let
Hi = {x ∈ Rn : xi = 0}.
For each A ⊆ Rn and E ⊆ {1, . . . , n}, let
EA = {i ∈ E : A ∩Hi 6= ∅}.
For each a = (a1, . . . , an) ∈ Rn, we simply write Ea instead of E{a}. Thus
Ea = {i ∈ E : ai = 0}.
Definition 12.2. A basic presentation on U is a tuple
(12.1) (F , E;K),
where F is a finite nonempty family of C-analytic functions on an open blowup set U ⊆ Rn,
and K is a compact blowup set which is contained in U and which is defined by the same
sequence of blowings-up as U . For each a ∈ U , let Fa be the family of germs at a of the
functions in F . We call (Fa, Ea) the germ of (F , E) at a.
For the rest of the section, (F , E;K) denotes a basic presentation on U ⊆ Rn. In addition,
fix a set I ⊆ Cen(K), let
C = {x ∈ U : xI = 0},
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and for each i ∈ I, let πi : Ui → U be the ith standard chart of the blowing-up of U with
center C.
Definition 12.3. We call (F , E;K) a basic S-presentation if F has an (S, E)-lifting and
if F is computably C∞ relative to the approximation oracle for S. A representation for a
basic S-presentation (F , E;K) consists of the following data:
• the number n and the set E;
• names for liftings of the blowup sets U and K (using the same sequence of blowings-
up);
• an (S, E)-lifting of F ;
• a C∞ approximation algorithm for F relative to the approximation oracle for S.
Definition 12.4. For each a ∈ U , define the order of F at a ∈ U by
ord(F ; a) = min{ord(f ; a) : f ∈ F}.
For each A ⊆ U , define the order of F on A by
ord(F ;A) = sup{ord(F ; a) : a ∈ A},
and define the order of F along A by
ordAF = min{ord(F ; a) : a ∈ A}.
Finally, define the order of F by
ordF = ord(F ;U).
Notation 12.5. For each a ∈ U and each i ∈ Ea, let
da,i = min{ordHi(f ; a) : f ∈ F},
and define
div(F , E; a) = da = (da,i)i∈Ea.
If ord(F ; a) < ∞, then da ∈ NEa and xdaEa is the greatest common divisor of Fa which is a
monomial in xEa ; in this case, for each f ∈ F we define fEa to be the unique C-analytic germ
at a such that f(x) = xdaEafEa(x) near a. If ord(F ; a) = ∞, then da = (∞)i∈E and Fa is a
family of germs of zero functions; in this case, for each f ∈ F we define fEa = 0.
Similarly, for each i ∈ E let
di = min{ordU∩Hi(f) : f ∈ F},
and define
div(F , E) = d = (di)i∈E.
If F contains a nonzero function, then xdE is the greatest common divisor for F which is a
monomial in xE ; in this case, for each f ∈ F we define fE : U → R be the unique C-analytic
function such that f(x) = xdEfE(x) on U . If F is a family of zero functions, then d = (∞)i∈E;
in this case, for each f ∈ F we define fE : U → R to be the zero function on U .
Define
FE = {fE}f∈F .
For each e ∈ NE such that e ≤ d, define
x−eE F = {x−eE f}f∈F .
Thus FE = x−dE F when d is finite.
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Definition 12.6. For each a ∈ U , define the order of (F , E) at a ∈ U by
ord(F , E; a) = min{ord(fEa; a) : f ∈ F}.
For each A ⊆ U , define the order of (F , E) on A by
ord(F , E;A) = sup{ord(F , E; a) : a ∈ A},
and define the order of (F , E) along A by
ordA(F , E) = min{ord(F , E; a) : a ∈ A}.
Finally, define the order of (F , E) by
ord(F , E) = ord(F , E;U).
Remarks 12.7.
1. If x is sufficiently close to a ∈ U , then Ex = {i ∈ Ea : ai = 0}, ord(F ; x) ≤ ord(F ; a),
and ord(F , E; x) ≤ ord(F , E; a).
2. The set U is open and is connected by Lemma 9.6.4. Thus for any f ∈ F , the
quasianalyticity of C implies that if f vanishes identically on a neighborhood of a
point a ∈ U , then f vanishes identically on all of U . It follows that F is a family of
zero functions if and only if ord(F ; a) =∞ for some a ∈ U .
Similarly, for each i ∈ {1, . . . , n}, the set U ∩Hi is connected because it is a blowup
manifold. Thus for any f ∈ F , if k ∈ N is such that f(x) = ∂f
∂xi
(x) = · · · = ∂k−1f
∂xik−1
(x) =
0 for all x ∈ Hi sufficiently close to a point a ∈ U ∩ Hi, then f(x) = ∂f∂xi (x) = · · · =
∂k−1f
∂xik−1
(x) = 0 for all x ∈ U ∩Hi. This means that if xki divides f locally near a point
a ∈ U ∩Hi, then xki divides f on all of U . It follows that for all a ∈ U and all f ∈ F ,
ord(fEa ; a) = ord(fE ; a),
so
(12.2) ord(F , E; a) = ord(FE; a)
and
(12.3) da = (di)i∈Ea .
Also,
(12.4) ord(F ; a) = | div(F , E; a)|+ ord(F , E; a),
so
(12.5) ordF ≤ | div(F , E)|+ ord(F , E).
Lemma 12.8. Suppose that (F , E;K) is a basic S-presentation. Write F = {Fj}j∈J for a
finite index set J , let N ⊆ {1, . . . , n}, and suppose that A = {x ∈ U : xN = 0} is nonempty.
Then relative to the approximation and precision oracles for S, the set
(12.6)
{
(j, α) ∈ J × Nn : ∂
|α|Fj
∂xα
(x) = 0 for all x ∈ A
}
is computable.
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Proof. By Lemma 10.14.1, F has an (S, E ∪ N)-lifting. Consider f ∈ F and α ∈ Nn. Fix
M ∈ Strat(U,E ∪N) which is open in A, and let
M ′
Πλ // graph
(
∂αf
∂xα
∣∣
M
)
be a basic S-lifting given by the (S, E ∪N)-lifting of F , where M ′ ⊆ Rn′ and λ : {1, . . . , n+
1} → {1, . . . , n′} is an injection. The set A is a connected manifold and M is open in A, so
∂|α|f
∂xα
vanishes identically on A if and only if ∂
|α|f
∂xα
vanishes identically on M , which occurs
if and only if M ′ ⊆ {x ∈ Rn′ : xλ(n+1) = 0}. By Proposition 11.3, whether or not the later
condition is true can be effectively determined relative to our oracles. 
Lemma 12.9. If (F , E;K) is a basic S-presentation, then relative to the approximation
and precision oracles for S, we can effectively determine if F contains a nonzero function.
If it is determined that F contains a nonzero function, then relative to our two oracles, we
can compute div(F , E) and can effectively find some m ∈ N such that ord(F , E;K) ≤ m.
Proof. To see if F contains a nonzero function, apply Lemma 12.8 with N = ∅ and compute
the fiber of (12.6) over α = 0.
Suppose it was determined that F contains a nonzero function. Then for each i ∈ E and
nonzero f ∈ F , we can compute ordHi∩U(f) using Proposition 5.5.2 and Lemma 12.8 with
N = {i}. We can therefore compute div(F , E). Thus by Proposition 3.5, for each f ∈ F we
have a computably C∞ approximation algorithm for fE .
Now, let B be the set of all finite families of bounded, open, rational boxes {Bi}i∈I such
that K ⊆ ⋃i∈I Bi and cl(Bi) ⊆ U for all i ∈ I. There exist {Bi}i∈I ∈ B and corresponding
families {fi}i∈I ⊆ F and {αi}i∈I ⊆ Nn such that ∂|αi|(fi)E∂xαi (Bi) ⊆ R \ {0} for all i ∈ I.
Since K is a co-c.e. compact subset of the c.e. open set U , we can construct a computable
enumeration {{Bi}i∈Ij}j∈N of B. By using a time sharing procedure, for each j ∈ N, i ∈ Ij ,
f ∈ F , and α ∈ Nn, we can try to verify that ∂|α|fE
∂xα
(Bi) ⊆ R \ {0}. Eventually we will find
some j ∈ N and families {fi}i∈Ij ⊆ F and {αi}i∈Ij ⊆ Nn such that ∂
|αi|(fi)E
∂xαi
(Bi) ⊆ R \ {0}
for each i ∈ Ij, so ord(F , E;K) ≤ max{|αi| : i ∈ Ij}. 
Lemma 12.10. If ordC(F , E) = m <∞, then for all i ∈ I and f ∈ F ,
(f ◦ πi)E∪{i}(y) = y−mi (fE ◦ πi)(y).
Proof. Fix i ∈ I. For each f ∈ F , f(x) = xdEfE(x), so
f ◦ πi(y) = ydE\{i}E\{i} y|dE∩I |i fE ◦ πi(y).
Since ordC(fE) ≥ m, Lemma 7.8 shows that
fE ◦ πi(y) = ymi f˜i(y)
for a C-analytic function f˜i : Ui → R. Thus ydE\{i}E\{i} y|dE∩I|+mi is a common divisor of π∗iF
which a monomial in yE∪{i}. To finish we need to show that this is the greatest common
divisor of π∗iF which is a monomial in yE∪{i}.
Suppose for a contradiction that there exists j ∈ E ∪ {i} such that yj divides f˜i(y) for all
f ∈ F . If j = i, then Lemma 7.8 shows that ordC(fE) > m for all f ∈ F , which contradicts
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the assumption that ordC(F , E) = m. So suppose that j 6= i. Writing x = πi(y) gives
0 = ymi f˜i(y)
∣∣
yj=0
= fE(yIci , yiyIi)
∣∣
yj=0
= fE(x)
∣∣
xj=0
.
Since this holds for all y ∈ Ui with yj = 0, this holds for all x ∈ U with xj = 0. So xj divides
fE(x) for all f ∈ F , which contradicts the definition of fE . 
Lemma 12.11. If ordC(F , E) = ord(F , E) = m <∞, then for all i ∈ I,
ord(π∗iF , E ∪ {i}) ≤ m.
(Note that the hypothesis of the lemma implies that ord(F , E; x) = m for all x ∈ C.)
Proof. Let i ∈ I and b ∈ Ui, and write a = πi(b). If bi 6= 0, then ord(F , E ∪ {i}; b) =
ord(F , E; a) ≤ m because πi restricts to an isomorphism on Ui \ π−1i (C). So we may assume
that bi = 0, and hence a ∈ C. Lemma 12.10 implies that for all f ∈ F ,
(12.7) ord(π∗iF , E ∪ {i}; b) ≤ ord
(
y−mi (fE ◦ πi)(y); b
)
.
Since ord(F , E; a) = m, we may now fix f ∈ F such that ord(fE; a) = m. Because
ordC(F , E) = m, ord(fE ; x) = m for all x ∈ C sufficiently close to a. Therefore Proposition
5.5.3 implies that there exists α ∈ NI such that |α| = m and ∂|α|fE
∂xIα
(a) 6= 0. We may choose
such an α with αi minimal. Therefore Lemma 7.13 shows that
(12.8)
∂|αIi |(fE)
′
i
∂yIi
αIi
(b) 6= 0,
where (fE)
′
i(y) = y
−m
i (fE ◦πi)(y), which is the strict transform of fE by πi. From (12.7) and
(12.8) we get
(12.9) ord(π∗iF , E ∪ {i}; b) ≤ ord((fE)′i; b) ≤ |αIi| = |α| − αi ≤ |α| = m.

Note that in the proof of Lemma 12.11, if αi happened to be positive, then |αIi| < |α|,
in which case (12.9) would give ord(π∗iF , E ∪ {i}; b) < m. This observation leads naturally
to the following definition and to Lemma 12.15, which improves upon Lemma 12.11 under
stronger assumptions.
Definition 12.12. Let m be a positive integer, let N be a nonempty subset of {1, . . . , n},
and let r ∈ {0, |N |}. For each A ⊆ U , we say that (F , E) is (m,N, r)-refinable on A if
{x ∈ A : xN = 0} is nonempty, and if there exists an open set V , with A ⊆ V ⊆ U , such
that the following hold:
Case 1 : r = 0.
In this case, N = {i} for some i ∈ {1, . . . , n} \E, and there exists fi ∈ F such that
∂m(fi)E
∂xim
(x) 6= 0 for all x ∈ V , and such that ∂m−1(fi)E
∂xim−1
(x) = 0 for all x ∈ V ∩Hi.
Case 2 : r = |N |.
In this case, N ⊆ E, and for each i ∈ N there exist fi ∈ F and αi = (αi,j)j∈N ∈ NN
such that |αi| = m, αi,i > 0, and ∂|αi|(fi)E∂xNαi (x) 6= 0 for all x ∈ V .
In both cases 1 and 2, we say that {(fi, αi)}i∈N witnesses the fact that (F , E) is (m,N, r)-
refinable on A, where αi = (m) ∈ N{i} when r = 0. For each a ∈ U , we say that (F , E)
is (m,N, r)-refinable at a (or that the germ (Fa, Ea) is (m,N, r)-refinable) if (F , E)
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is (m,N, r)-refinable on {a}. We say that the basic presentation (F , E;K) is (m,N, r)-
refinable if (F , E) is (m,N, r)-refinable on U and N ⊆ Cen(K).
Remark 12.13. Suppose that (F , E;K) is a basic S-presentation such that (F , E) is (m,N, r)-
refinable on K and N ⊆ Cen(K). The condition N ⊆ Cen(K) can be effectively verified
because Cen(K) can be computed through repeated application of Lemma 9.6.1. Also,
relative to the approximation and precision oracles for S, we can effectively verify that
(F , E) is (m,N, r)-refinable on K, and we can use Lemma 9.13 to effectively construct an
open blowup set V such that (F ∣∣
V
, E;K) is (m,N, r)-refinable, where K ⊆ V ⊆ U and V is
defined by the same sequence of blowings-up as K.
Remarks 12.14. Suppose that (F , E) is (m,N, r)-refinable on U .
1. Then ord(F , E) ≤ m.
Proof. Let {(fi, αi)}i∈N witness the fact that (F , E) is (m,N, r)-refinable on U , and
fix i ∈ N . Then for all a ∈ U , ord(F , E; a) ≤ ord((fi)E ; a) ≤ |αi| = m. 
2. We have ordC(F , E) = m if and only if ord(F , E; x) = m for all x ∈ C.
Proof. This follows from the previous remark and Definition 12.6. 
3. If r = 0, where N = {i}, then ord(F , E; x) < m for all x ∈ U with xi 6= 0.
Proof. Fix f ∈ F such that ∂mfE
∂xim
(x) 6= 0 for all x ∈ U , and such that ∂m−1fE
∂xim−1
(x) = 0
for all x ∈ U ∩ Hi. Since U is connected, ∂mfE∂xim has a constant nonzero sign on U .
For each a ∈ Π{i}c(U), the fiber {xi : x ∈ U,Π{i}c(x) = a} is an open interval (the
connectedness follows from Lemma 9.6.4), so the map xi 7→ ∂m−1fE∂xim−1 (a, xi) is strictly
monotonic on this fiber and is zero at xi = 0. So for all x ∈ U with xi 6= 0, we have
∂m−1fE
∂xim−1
(x) 6= 0, and hence ord(F , E; x) < m. 
4. If ordC(F , E) = m, then N ⊆ I.
If r = 0, this is obvious from the previous remark. The following proof handles both
cases r = 0 and r = |N | at once.
Proof. Let i ∈ N , and fix α ∈ Nn and f ∈ F such that supp(α) ⊆ N , |α| = m, αi > 0,
and ∂
|α|fE
∂xα
(x) 6= 0 for all x ∈ U . By Corollary 5.6,
fE(x) =
∑
β∈NIm
1
β!
xβI
∂|β|fE
∂xI β
(xIc , 0) + g(x)
on U for some g ∈ 〈xI〉m+1. Thus
(12.10)
∂|α|fE
∂xα
(x) =
∑
β∈NIm
β≥αI
1
(β − αI)!x
β−αI
I
∂m+|αIc |fE
∂xIcαIc∂xI β
(xIc , 0) +
∂|α|g
∂xα
(x).
Suppose for a contradiction that i 6∈ I. Then |αI | < m, so β 6= αI for all β ∈ NIm such
that β ≥ αI . Therefore evaluating the right hand side of (12.10) at xI = 0 gives 0,
which contradicts the fact that ∂
|α|fE
∂xα
(x) 6= 0 for all x ∈ U . So in fact i ∈ I. 
5. If ordC(F , E) = m, then ordC(F) = |dE∩I |+m.
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Proof. For any a ∈ C, (12.4) shows that
ord(F ; a) = | div(F , E; a)|+ ord(F , E; a) ≥ |dE∩I|+m.
Equality holds when a is chosen so that aj 6= 0 for all j ∈ E \ I. 
6. Let p ∈ N. If ordC(F , E) = m and ordC(F) ≥ p, then ypi divides π∗iF for each i ∈ I.
Proof. For each f ∈ F , we have f(x) = xdEfE(x), so
f ◦ πi(y) = ydE\{i}E\{i} y|dE∩I|+mi
(
y−mi (fE ◦ πi)(y)
)
,
and |dE∩I |+m ≥ p by the previous remark. 
Lemma 12.15. Suppose that (F , E;K) is an (m,N, r)-refinable basic S-presentation, and
let {(fj, αj)}j∈N witness this fact, where each αj = (αj,k)k∈N . Also suppose that ordC(F , E) =
m (so N ⊆ I by Remark 12.14.4). Then relative to the approximation and precision oracles
for S, the following hold for all i ∈ I:
1. If i ∈ I \N , then for any co-c.e. compact set Ki ⊆ Ui, we can effectively find a rational
number δi > 0 such that (π
∗
iF , E ∪ {i}) is (m,N, r)-refinable on {y ∈ Ki : |yi| ≤ δi}.
2. If i ∈ N , then we can effectively find a rational number ǫi > 0 such that
ord(π∗iF ;E ∪ {i}; y) ≤ m− αi,i < m
for all y ∈ π−1i (K) such that |yj| ≤ ǫi for all j ∈ I.
Proof. Let i ∈ I. Lemma 12.10 implies that for each j ∈ N , (fj ◦ πi)E∪{i} is the strict
transform of (fj)E by πi.
We first prove 1. Suppose that i ∈ I \ N , and let Ki ⊆ Ui be co-c.e. compact. For
each j ∈ N , since the ith component of (0, αj) ∈ NI\N × NN is 0, which is clearly minimal,
Condition 1 in Lemma 7.13 implies that
∂|αj |(fj ◦ πi)E∪{i}
∂yNαj
(y) 6= 0
for all y ∈ π−1i (C) and j ∈ N . When r = 0, note also that by Lemma 7.11, ∂
m−1(fj◦πi)E∪{i}
∂yjm−1
(y) =
0 for all y ∈ Ui∩Hj. Since Ki∩π−1i (C) is co-c.e. compact and the family π∗iF is computably
C∞, we can effectively find a rational number δi > 0 such that
(12.11)
∂|αj |(fj ◦ πi)E∪{i}
∂yNαj
(y) 6= 0
for all j ∈ N and all y ∈ Ki with |yi| ≤ δi. This proves 1.
We now prove 2. Suppose that i ∈ N . Condition 2 in Lemma 7.13 implies that
(12.12)
∂|(αi)Ni |(fj ◦ πi)E∪{i}
∂yN
(αi)Ni
(y) 6= 0
for all y ∈ Ui with yI = 0. Since {y ∈ π−1i (K) : yI = 0} = {x ∈ K : xI = 0}, which is
co-c.e. compact, we can effectively find a rational number ǫi > 0 such that (12.12) holds for
all y ∈ Ki satisfying |yj| ≤ ǫi for all j ∈ I. Thus for all such y,
(12.13) ord(π∗iF , E ∪ {i}; y) ≤ |(αi)Ni| = m− αi,i < m.
This proves 2. 
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Below we use Notation 10.13.
Definition 12.16. Let p,m ∈ N, with m > 0, and let N ⊆ {1, . . . , n} be nonempty. Let
A =
{
α ∈ NN<m :
∂|α|fE
∂xNα
∣∣∣∣
U |N
6≡ 0 for some f ∈ F
}
,
q = max {0, p− (m+ |dE∩N |)} ,
and define
µp,mN (F , E) = lcm ({q} ∪ {m− |α| : α ∈ A}) .
For brevity, write p˜ = µp,mN (F , E). Define
∂p,mN,EF =

{(
∂|α|fE
∂xNα
∣∣∣
U |N
)p˜/(m−|α|)}
α∈NN<m, f∈F
, if q = 0,
{(
x
dE\N
E\N
)p˜/q}
∪
{(
∂|α|fE
∂xNα
∣∣∣
U |N
)p˜/(m−|α|)}
α∈NN<m, f∈F
, if q > 0,
and define
∂p,mN (F , E;K) =
(
∂p,mN,EF , E \N ;K|N
)
.
We call ∂p,mN (F , E;K) the (p,m,N)-refinement of (F , E;K). It is a basic presentation on
U |N .
The following lemma relates the orders of a basic presentation with its refinement.
Lemma 12.17. Suppose that (F , E;K) is (m,N, r)-refinable, write p˜ = µp,mN (F , E), and
let a ∈ U with aN = 0. Then
(12.14) ord(F ; a) ≥ p and ord(F , E; a) = m
if and only if
(12.15) ord
(
∂p,mN,EF ; aNc
) ≥ p˜.
Proof. We use the notation of Definition 12.16. Consider f ∈ F . Corollary 5.6 implies that
fE(x) =
∑
α∈NN<m
1
α!
∂|α|fE
∂xNα
(xNc , 0)x
α
N +
∑
α∈NNm
xαNfα(x)
for some C-analytic functions fα : U → R. Thus ord(fE ; a) ≥ m if and only if ord
(
∂|α|fE
∂xNα
; a
)
≥
m− |α| for all α ∈ NN<m. This and Remark 12.14.1 imply that ord(F , E) = m if and only if
ord


(
∂|α|fE
∂xNα
∣∣∣∣
U |N
)p˜/(m−|α|)
α∈NN<m, f∈F
; aNc
 ≥ p˜.
Thus (12.14) and (12.15) are both false if ord(F , E) < m. So assume that ord(F , E) = m.
Then
ord(F ; a) = ord(xdE\NE\N ; aNc) + |dE∩N |+m,
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so ord(F ; a) ≥ p if and only if ord(xdE\NE\N ; aNc) ≥ p − (m + |dE∩N |). This holds if q = 0. If
q > 0, this holds if and only if
ord
((
x
dE\N
E\N
)p˜/q
; aNc
)
≥ p˜.
Thus (12.14) holds if and only (12.15) holds. 
The following lemma shows that, up to dividing by appropriate powers of the exceptional
divisor yi, the operations of blowing-up and refining commute.
Lemma 12.18. Suppose that (F , E;K) is (m,N, r)-refinable and that ordC F ≥ p and
ordC(F , E) = m. (Thus N ⊆ I by Remark 12.14.4.) Let i ∈ I \ N , and write πi : Ui → U
and π˜i : Ui|N → U |N for the ith standard charts for the blowing-up of U with center C and
the blowing-up of U |N with center C|N , respectively. Write p˜ = µp,mN (F , E). Then
(12.16) ∂p,mN,E∪{i}
(
y−pi π
∗
iF
)
= y−p˜i π˜
∗
i ∂
p,m
N,EF .
Proof. We use the notation of Definition 12.16. We also write x˜ = xNc and y˜ = yNc. Note
that πi(y) = (yIc , yi, yiyIi) and π˜i(y˜) =
(
yIc , yi, yiyIi\N
)
. We assume that q > 0. (The case
q = 0 is similar and simpler.)
Consider f ∈ F , and write f(x) = xdEfE(x) and
fE(x) =
∑
α∈NN<m
1
α!
∂|α|fE
∂xNα
(x˜, 0)xαN +
∑
α∈NNm
xαNfα(x).
Thus
f ◦ πi(y) = ydE\{i}E\{i} y|dE∩I |+mi
(
y−mi (fE ◦ πi)(y)
)
,
and
y−mi (fE ◦ πi)(y) =
∑
α∈NN<m
1
α!
y
|α|−m
i
∂|α|fE
∂xNα
(π˜i(y˜), 0) y
α
N +
∑
α∈NNm
yαN(fα ◦ πi)(y);
note that for each α ∈ NN<m, the function y|α|−mi ∂
|α|fE
∂xNα
(π˜i(y˜), 0) is indeed C-analytic because
Lemma 7.8 shows that
ordπ−1i (C)
(
∂|α|fE
∂xNα
(π˜i(y˜), 0)
)
= ordC
(
∂|α|fE
∂xNα
(x˜, 0)
)
≥ m− |α|.
So ∂p,mN,E∪{i}
(
y−pi π
∗
iF
)
consists of
(12.17)
(
y
dE\(N∪{i})
E\(N∪{i}) y
|dE∩I |+m−p
i
)p˜/q
and the functions
(12.18)
(
y
|α|−m
i
∂|α|fE
∂xNα
(π˜i(y˜), 0)
)p˜/(m−|α|)
, for each α ∈ NN<m and f ∈ F .
And, y−p˜i π˜
∗
i ∂
p,m
N,EF consists of
(12.19) y−p˜i
(
y
dE\(N∪{i})
E\(N∪{i})y
|d(E\N)∩I |
i
)p˜/q
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and the functions
(12.20) y−p˜i
(
∂|α|fE
∂xNα
(π˜i(y˜), 0)
)p˜/(m−|α|)
, for each α ∈ NN<m and f ∈ F .
Clearly (12.18) and (12.20) are the same, and
(|dE∩I|+m− p) p˜
q
=
(|d(E\N)∩I |+ |dE∩N |+m− p) p˜
q
=
(|d(E\N)∩I | − q) p˜
q
= |d(E\N)∩I | p˜
q
− p˜,
so (12.17) and (12.19) are also the same. This proves (12.16). 
Lemma 12.19. Suppose that ord(F , E) = 0 and |d| ≥ p > 0, where d = div(F , E) and p ∈
N. Suppose that I ⊆ E is minimal such that |dI | ≥ p, and let i ∈ I and d′ = div(y−pi π∗iF , E).
Then
d′E\{i} = dE\{i} and d
′
i < di.
Proof. The pullback of xdE by πi equals y
dE\{i}
E\{i} y
|dI |
i , and also equals y
d′
E y
p
i since ord(F , E) = 0.
So
yd
′
E = y
dE\{i}
E\{i} y
|dI |−p
i .
Thus d′E\{i} = dE\{i}. The minimality of I implies that p > |dI\{i}| = |dI | − di, so d′i =
|dI | − p < di. 
The final task in this section is to show how to perform a change of coordinates to pullback
a basic presentation to one which is refinable.
Notation 12.20. For a, b ∈ Rn, write F : Rnb → Rna to denote the germ at b of a function
F : V → Rn defined in a neighborhood V of b, where F (b) = a. We call F : Rnb → Rna a
“C-analytic local isomorphism” if F is C-analytic and det ∂F
∂x
(b) 6= 0.
Definition 12.21. Let a ∈ U . A local coordinate transformation for (Fa, Ea) is a
C-analytic local isomorphism F = (F1, . . . , Fn) : Rnb → Rna such that
(12.21) Fi(y) = yi for all i ∈ Ea.
We call
(F ∗Fa, Ea)
the pullback of (Fa, Ea) by F . Note that (F ∗F)b = F ∗Fa, and that (12.21) implies that
(Ea)b = Ea. Thus (F
∗Fa, Ea) is the germ at b of (F ∗F , Ea).
Local coordinate transformations may be composed in the natural way: if F : Rnb → Rna
is a local coordinate transformation for (Fa, Ea), and G : Rnc → Rnb is a local coordinates
transformation for (F ∗Fa, Ea), then F ◦ G : Rnc → Rna is a local coordinate transformation
for (Fa, Ea), whose pullback by F ◦G is ((F ◦G)∗Fa, Ea). These composition and pullback
operations are associative.
Definition 12.22. Consider the following two types of local coordinate transformations
F : Rnb → Rna for a germ (Fa, Ea), where a ∈ U .
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1. Linear Transformation for (Fa, Ea):
Let b = T−1λ (a) and
F (y) = Tλ(y)
for some λ ∈ QDc×D, where D = {i} for some i ∈ {1, . . . , n} if Ea is empty, and
D = Ea if Ea is nonempty.
2. Translation by an Implicitly Defined Function for (Fa, Ea):
Suppose that there exist f ∈ F , α ∈ Nn, and i ∈ {1, . . . , n} \ Ea such that
∂|α|fE
∂xα
(a) = 0 and
∂|α|+1fE
∂xα∂xi
(a) 6= 0.
Let g : R
{i}c
a{i}c → R{i}ai be the C-analytic germ implicitly defined by
∂|α|fE
∂xα
(
x{i}c , g(x{i}c)
)
= 0.
Let b = (a{i}c , 0) and
F (y) =
(
y{i}c , yi + g(y{i}c)
)
.
A basic admissible local coordinate transformation for (Fa, Ea) is either a linear trans-
formation for (Fa, Ea) or a translation by an implicitly defined function for (Fa, Ea). An
admissible local coordinate transformation for (Fa, Ea) is a local coordinate transfor-
mation for (Fa, Ea) which is a composition of finitely many basic admissible local coordinate
transformations.
We now give the analogs of Definitions 12.21 and 12.22 for basic presentations, rather than
germs of basic presentations.
Definition 12.23. A coordinate transformation for (F , E;K) consists of a C-analytic
embedding F : U ′ → U and a set K ′, where U ′ is an open blowup set contained in Rn, K ′
is a compact blowup set which is contained in U ′ and is defined by the same sequence of
blowings-up as U ′, and
(12.22) Fi(y) = yi for all i ∈ EF (U ′) and y ∈ U ′.
We write
F : (U ′;K ′)→ (U ;K)
to denote the coordinate transformation for (F , E;K) consisting of the map F : U ′ → U and
compact set K ′. Note that (12.22) implies that (EF (U ′))U ′ = EF (U ′). Define the pullback of
(F , E;K) by F : (U ′;K ′)→ (U ;K) to be the basic presentation
(F ∗F , EF (U ′);K ′).
Coordinate transformations for basic presentations can be composed in the natural way:
if F : (U ′;K ′) → (U ;K) is a coordinate transformation for (F , E;K) and G : (U ′′;K ′′) →
(U ′;K ′) is a coordinate transformation for (F ∗F , EF (U ′);K ′), then F ◦G : (U ′′;K ′′)→ (U ;K)
is a coordinate transformation for (F , E;K), whose pullback by F ◦G : (U ′′;K ′′)→ (U ;K)
is ((F ◦G)∗F , EF◦G(U ′′);K ′′). Note that
(12.23) Gi(y) = yi for all i ∈ (EF (U ′))G(U ′′) and y ∈ U ′′.
It follows from (12.22) and (12.23) that (EF (U ′))G(U ′′) = EF◦G(U ′′), so these composition and
pullback operations are associative.
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Definition 12.24. Consider the following three types of coordinate transformations F :
(U ′;K ′)→ (U ;K) for a basic presentation (F , E;K).
1. Inclusion for (F , E;K):
The set K ′ is given by K ′ = K ∩ B for some closed rational box B ⊆ Rn, the set
U ′ is an open blowup set such that K ′ ⊆ U ′ ⊆ U , where U ′ is defined by the same
sequence of blowings-up as K, and F : U ′ → U is the inclusion map.
2. Linear Transformation for (F , E;K):
Given
• a bounded open rational box B such that cl(B) ⊆ U ,
• λ ∈ QDc×D, where D = {i} for some i ∈ {1, . . . , n} if EB is empty, and D = EB
if EB is nonempty,
• a bounded open rational box U ′ ⊆ Rn such that Tλ(cl(U ′)) ⊆ B,
define F : U ′ → U by F (y) = Tλ(y), and let K ′ be any compact rational box contained
in U ′.
3. Translation by an Implicitly Defined Function for (F , E;K):
Given
• f ∈ F ,
• α ∈ N,
• i ∈ {1, . . . , n} \ E,
• bounded open rational boxes A ⊆ R{i}c and B ⊆ R{i} such that cl(A)×cl(B) ⊆ U
and such that
IF
(
∂|α|fE
∂xα
; cl(A), cl(B)
)
holds,
let g : cl(A) → B be the function implicitly defined by ∂|α|fE
∂xα
(x{i}c , g(x{i}c)) = 0
on cl(A). Fix ǫ ∈ Q{i}+ such that [g(x) − ǫ, g(x) + ǫ] ⊆ B for all x ∈ cl(A). Let
U ′ = A× (−ǫ, ǫ), define F : U ′ → U by
F (y) =
(
y{i}c , yi + g(y{i}c)
)
,
and let K ′ be any compact rational box contained in U ′.
A basic admissible coordinate transformation for (F , E;K) is an inclusion for (F , E;K),
a linear transformation for (F , E;K), or a translation by an implicitly defined function for
(F , E;K). An admissible coordinate transformation for (F , E;K) is a coordinate
transformation for (F , E;K) which is a composition of finitely many basic admissible coor-
dinate transformations.
The name of a basic admissible coordinate transformation for (F , E;K) is defined ac-
cording to the type of the transformation, as follows (we use the notation from 1-3 above):
1. (name(U ′), name(K ′)),
2. (name(B), D, λ, name(U ′), name(K ′)),
3. (index(f), α, i, name(A), name(B), ǫ), where index(f) is an index for f (recall that F
is an indexed family of functions).
If F : (U ′;K ′)→ (U ;K) is an admissible coordinate transformation for (F , E;K) expressed
as a composition F = F1 ◦ · · · ◦Fl of basic admissible coordinate transformations, diagramed
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as follows,
(U ′;K ′) = (Ul;Kl)
Fl // (Ul−1;Kl−1) // · · · // (U1;K1) F1 // (U0;K0) = (U ;K),
then define the name of F : (U ′;K ′)→ (U ;K) to be (name(F1), . . . , name(Fl)), where each
name(Fi) is the name of Fi : (Ui;Ki)→ (Ui−1;Ki−1).
In Definition 12.24 we defined an “inclusion for (F , E;K)”, but we did not explicitly
give a local analog of this in Definition 12.22 because its local analog is simply the germ of
the identity map at a, which is a special type of linear transformation for (Fa, Ea). Such
inclusions will not actually be used until Section 13.
Remarks 12.25. Suppose that (F , E;K) is a basic S-presentation.
1. The pullback of (F , E;K) by an admissible coordinate transformation is a basic S-
presentation.
Proof. This follows from the results of Section 3 and the Lifting Lemmas 10.14 and
10.15. 
2. Relative to the approximation and precision oracles for S, the set of names of all
admissible coordinate transformations for (F , E;K) is computably enumerable.
Proof. The name of an admissible coordinate transformation for (F , E;K) is a finite
string of symbols in the alphabet containing all the symbols used to name rational
boxes (see Definition 2.1 for a list of these symbols), along with the index set for
F and the curly braces { and }, which are used along with the integers 1, . . . , n to
name subsets of {1, . . . , n}. It is easy to determine when a string is of a syntactically
correct form to potentially be a name for an admissible coordinate transformation for
(F , E;K). We must prove that if we are given such a syntactically correct string, and if
this string happens to actually be a name for an admissible coordinate transformation
for (F , E;K), then this fact can be effectively verified relative to our two oracles for
S. Because of the previous remark, it suffices to prove the analogous fact for basic
admissible coordinate transformations for (F , E;K). Below, we use the notation of
Definition 12.24.
Keeping in mind the convention set forth in Remark 9.10.2, this is trivial for ad-
missible inclusions. So consider a name for a linear transformation. The condition
cl(B) ⊆ U can be effectively verified because cl(B) is a compact rational box and U is
c.e. open. Whether or not EB is empty can be determined since B is a rational box.
Finally, the condition Tλ(cl(U
′)) ⊆ B can be effectively verified because Tλ(cl(U ′)) is
co-c.e. compact by Proposition 2.16.
Now consider a name for a translation by an implicitly defined function. The con-
dition cl(A)× cl(B) ⊆ U can be effectively verified because cl(A)× cl(B) is a compact
rational box and U is c.e. open. The condition IF
(
∂|α|fE
∂xα
; cl(A), cl(B)
)
can be effec-
tively verified by Lemma 3.6.4. Finally, the condition, [g(x)− ǫ, g(x) + ǫ] ⊆ B for all
x ∈ cl(A), can be effectively verified because the image of cl(A) × [−ǫ, ǫ] under the
map (x, t) 7→ g(x) + t is co-.c.e compact by Proposition 2.16. 
3. Let a ∈ U , let F : Rnb → Rna be a local admissible coordinate transformation for the
germ (Fa, Ea), and suppose that the germ (F ∗Fa, Ea) is (m,N, r)-refinable. Then there
is a representative F : U ′ → Rn for the germ F : Rnb → Rna and a compact rational
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box K ′ such that F : (U ′;K ′) → (U ;K) is an admissible coordinate transformation
for (F , E;K), K ′ is a neighborhood of b, EF (U ′) = Ea, and (F ∗F , EF (U ′)) is (m,N, r)-
refinable on K ′. Relative to the approximation and precision oracles for S, Remark
12.13 shows that we can effectively verify that (F ∗F , EF (U ′)) is (m,N, r)-refinable on
K ′ and that by possibly shrinking U ′, in an effective manner, we can ensure that
(F∗F , EF (U ′);K ′) is (m,N, r)-refinable.
Lemma 12.26. Let (F , E;K) be a basic S-presentation, and suppose that we know that
ord(F , E;K) ≤ m, where m ∈ N. Then relative to the approximation and precision oracles
for S, we can effectively find a finite family
(12.24) {F (j) : (U (j);K(j))→ (U ;K)}j∈J
of admissible coordinate transformations for (F , E;K) such that
(12.25) K ⊆
⋃
j∈J
F (j)(int(K(j))),
and such that for each j ∈ J , either
1. ord(F (j), E(j)) = 0, or
2. (F (j), E(j);K(j)) is (m(j), N (j), r(j))-refinable for some m(j) ≤ m, N (j), and r(j),
where (F (j), E(j);K(j)) is the pullback of (F , E;K) by F (j) : (U (j);K(j))→ (U ;K).
Proof. Fix a ∈ K. We claim that either ord(F , E; a) = 0 or there exists a local admissible
coordinate transformation F : Rnb → Rna for (Fa, Ea) such that the germ (F ∗Fa, Ea) is
(m(a), N(a), r(a))-refinable for some m(a) ≤ m, N(a), and r(a).
We first show that the claim implies the lemma. It follows from the claim and Re-
mark 12.25.3 that for each a ∈ K there exists an admissible coordinate transformation
F (a) : (U (a);K(a)) → (U ;K) such that F (a)(int(K(a))) is a neighborhood of a, and such
that relative to our oracles, we can effectively verify that the pullback of (F , E;K) by
F (a) : (U (a);K(a)) → (U ;K) either has order 0 or is (m(a), N(a), r(a))-refinable for some
m(a) ≤ m, N(a), and r(a). Since K is compact, there exists a finite set A ⊆ K such that
K ⊆ ⋃a∈A F (a)(int(K(a))), and this too can be effectively verified since K is co-c.e. compact
and
⋃
a∈A F
(a)(int(K(a))) is c.e. open. By Remark 12.25.2 we can computably enumerate all
admissible coordinate transformations for (F , E;K), so we will eventually discover such a
family {F (a) : (U (a);K(a))→ (U ;K)}a∈A, which proves the lemma from the claim.
We now prove the claim. Write ma = ord(F , E; a), and note that ma ≤ m. There is
nothing to prove if ma = 0, so assume that ma > 0. First suppose that Ea is empty.
It follows from Proposition 6.5 that there exist f ∈ F and λ ∈ Q{1,...,n−1}×{n} such that
∂ma (f◦Tλ)
∂ynma
(p) 6= 0, where p = T−1λ (a). Let g : R{n}
c
p{n}c → R{n}pn be the C-analytic germ implicitly
defined by ∂
ma−1(f◦Tλ)
∂ynma−1
(y{n}c , g(y{n}c)) = 0 for y near p{n}c , and let G(y) = (y{n}c , yn+g(y{n}c)).
Let F = Tλ ◦G and b = F−1(a). Thus ∂ma (f◦F )∂ynma (b) 6= 0 and
∂ma−1(f◦F )
∂ynma−1
(y) = 0 for all y near b
with yn = 0, so the pullback of (Fa, Ea) by F is (ma, {n}, 0)-refinable.
Now suppose that Ea is nonempty. Let Na be the support of the set
(12.26){
α ∈ NEama : there exist f ∈ F and β ∈ Nnma such that
∂|β|fEa
∂xβ
(a) 6= 0 and α ≥ βEa
}
.
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If Ea = {1, . . . , n}, then (Fa, Ea) is (ma, Na, |Na|)-refinable. So suppose that Ea 6= {1, . . . , n}.
Then Proposition 6.5 implies that there exists λ ∈ QEca×Ea such that for all α in the set
(12.26), there exists f ∈ F such that ∂|α|(fEa◦Tλ)
∂yEa
α (b) 6= 0, where b = T−1λ (a). Thus the
pullback of (Fa, Ea) by Tλ is (ma, Na, |Na|)-refinable. 
Lemma 12.27. Let (F , E;K) be a basic S-presentation which is (m,N, r)-refinable, let
ǫ > 0 be rational, and let i ∈ N . Then relative to the approximation and precision oracles
for S, we can effectively find a finite family
(12.27) {Fj : (U (j);K(j))→ (U ;K)}j∈J
of admissible coordinate transformations for (F , E;K) such that
(12.28) {x ∈ K : |xi| ≥ ǫ} ⊆
⋃
j∈J
F (j)(int(K(j))),
and such that for each j ∈ J , either
1. ord(F (j), E(j)) < m, or
2. (F (j), E(j);K(j)) is (m,N (j), r(j))-refinable for some N (j) ⊆ N and r(j) < r,
where (F (j), E(j);K(j)) is the pullback of (F , E;K) by F (j) : (U (j);K(j))→ (U ;K).
Proof. Fix a ∈ K with |ai| ≥ ǫ. As in the proof of Lemma 12.26, it suffices to prove
the existence of a local admissible coordinate transformation F : Rnb → Rna such that the
pullback of (Fa, Ea) by F has the desired reduction in order or local refinability property at
b. If ord(F , E; a) < m, simply take F to be the germ of the identity map. Now assume that
ord(F , E; a) = m. Since ai 6= 0, this assumption excludes the case that r = 0, by Remark
12.14.3. Thus r = |N |.
First suppose that Na is empty. Since (F , E;K) is (m,N, r)-refinable, we may fix β ∈ NEm
and f ∈ F such that ∂|β|fEa
∂xEβ
(a) 6= 0 and supp(β) ⊆ N . Consider α ∈ NE defined by αi = m
and αE\{i} = 0. Note that βEa = 0 because Na = ∅, and also βi ≤ |β| = m, so αEa∪{i} ≥
βEa∪{i}. Therefore Proposition 6.5 implies that there exists λ ∈ Q(Ea∪{i})c×(Ea∪{i}) such that
∂m(fEa◦Tλ)
∂yim
(p) 6= 0, where p = T−1λ (a). Let g : R{i}
c
p{i}c → R{i}pi be the C-analytic germ implicitly
define by
∂m−1(fEa◦Tλ)
∂yim−1
(y{i}c , g(y{i}c)) = 0 for y{i}c near p{i}c . Let G(y) = (y{i}c , yi + g(y{i}c)),
and F = Tλ ◦G. Then the pullback of (Fa, Ea) by F is (m, {i}, 0)-refinable.
Now suppose thatNa is nonempty. For each j ∈ Na there exist fj ∈ F and βj = (βj,k)k∈N ∈
NNm such that βj,j > 0 and
∂|β|(fj)Ea
∂xNβ
(a) 6= 0. For each j ∈ Na choose αj = (αj,k)k∈Na ∈ NNam
such that α ≥ βj,Na: for example, for each k ∈ Na one could let
αj,k =
{
βj,j +
∑
l∈N\Na
βj,l, if k = j,
βj,k, otherwise.
Since α ≥ βj,Na, we have αj ≥ βj,j > 0. By Proposition 6.5 there exists λ ∈ QEca×Ea such
that for all j ∈ Na, ∂
|αj |((fj)Ea◦Tλ)
∂yNa
αj (b) 6= 0, where b = T−1λ (a). Thus the pullback of (F , Ea)
by Tλ is (m,Na, |Na|)-refinable. Since ai 6= 0, we have i ∈ N \Na, so |Na| < |N | = r. 
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13. Presentations
Fix a basic presentation (F , E;K) on U ⊆ Rn. Let k ∈ N, let m0, . . . , mk−1 be positive
integers, let mk ∈ N ∪ {∞}, let N0, . . . , Nk−1 be nonempty disjoint subsets of Cen(K), and
for each i ∈ {0, . . . , k − 1} let ri ∈ {0, |Ni|}. (Note that k ≤
∑k−1
j=0 |Nj| ≤ n.) Inductively
define a sequence of basic presentations (F0, E0;K0), . . . , (Fk, Ek;Kk) by setting
(13.1) (F0, E0;K0) = (F , E;K) and p0 = 0,
and by setting
(13.2) (Fi, Ei;Ki) = ∂pi−1,mi−1Ni−1 (Fi−1, Ei−1;Ki−1) and pi = µ
pi−1,mi−1
Ni−1
(Fi−1, Ei−1)
for each i ∈ {1, . . . , k}. For each i ∈ {0, . . . , k}, let
di = (di,j)j∈Ei = div(Fi, Ei),
and let Ui ⊆ RMi be the domain of Fi, where
Mi =
(
i−1⋃
j=0
Nj
)c
,
and where the superscript c always denotes complementation in {1, . . . , n}. If mk = 0, define
rk = |dk|. If mk = 0 and |dk| ≥ pk, let Nk be some subset of Ek which is minimal such that
|dk,Nk| ≥ pk. If mk > 0, or if mk = 0 and |dk| < pk, define Nk = ∅.
Definition 13.1. We call the sequence {(Fi, Ei;Ki)}i∈{0,...,k} an admissible sequence of
refinements for (F , E;K) if (Fi, Ei;Ki) is (mi, Ni, ri)-refinable for all i ∈ {0, . . . , k − 1}.
We call
(13.3) P =
{
(F , E;K : m0, N0, r0, . . . , mk−1, Nk−1, rk−1, mk), if mk > 0,
(F , E;K : m0, N0, r0, . . . , mk−1, Nk−1, rk−1, mk, Nk, rk), if mk = 0,
a presentation of (F , E;K) if {(Fi, Ei;Ki)}i∈{0,...,k} is an admissible sequence of refinements
for (F , E;K) and ord(Fk, Ek) ≤ mk. Thus the data in the presentation P determines
the admissible sequence of refinements {(Fi, Ei;Ki)}i∈{0,...,k} and also gives the additional
information that ord(Fk, Ek) ≤ mk.
For the rest of the section, we shall assume that P, as defined in (13.3), is a presenta-
tion of (F , E;K), and we shall use all the notation specified prior to Definition 13.1; thus,
{(F,Ei;Ki)}i∈{0,...,k} denotes an admissible sequence of refinements for (F , E;K). Also, for
any set A ⊆ U and i ∈ {0, . . . , k}, we shall write
Ai = A|N0∪···∪Ni−1 ,
as in Notation 10.13. Thus Ai is defined from A in the same way that Ui is defined from U
and Ki is defined from K.
Note that if (F , E;K) is a basic S-presentation, then (Fi, Ei;Ki) is a basic S-presentation
for each i ∈ {0, . . . , k}. In fact, by using a representation for (F , E;K) and the data
m0, N0, . . . , mk−1, Nk−1, we can effectively construct a representation for (Fi, Ei;Ki) for each
i ∈ {0, . . . , k}. For this reason, we make the following definition.
Definition 13.2. We call P an S-presentation if (F , E;K) is a basic S-presentation. In
this case, a representation for P consists of the following data:
• a representation for the basic S-presentation (F , E;K);
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• m0, N0, r0, . . . , mk−1, Nk−1, rk−1, mk, and also Nk and rk when mk = 0;
• p0, . . . , pk and d0, . . . , dk;
• for each i ∈ {0, . . . , k − 1}, the data {(index(fi,j), αi,j)}j∈Ni, where {(fi,j, αi,j)}j∈Ni
witnesses the fact that (Fi, Ei;Ki) is (mi, Ni, ri)-refinable, and index(fi,j) is an index
for the function fi,j ∈ Fi (recall that Fi is an indexed family of functions).
Remark 13.3. The key information in a representation for an S-presentation P is the rep-
resentation for (F , E;K) and the data m0, N0, r0, . . . , mk−1, Nk−1, rk−1, mk, along with the
choice of Nk when mk = 0 and |dk| ≥ pk. The other data is included only for computa-
tional convenience. Namely, using the approximation and precision oracles for S, the data
p0, . . . , pk and d0, . . . , dk can be computed from a representation for (F , E;K) and from the
data m0, N0, . . . , mk−1, Nk−1. But since the data p0, . . . , pk and d0, . . . , dk will be used often,
it makes sense to include it in our data structure so that we do not have to repeatedly recom-
pute it. Similarly, using our oracles, we can effectively verify that for each i ∈ {0, . . . , k−1},
{(fi,j, αi,j)}j∈Ni witnesses the fact that (Fi, Ei) is (mi, Ni, ri)-refinable on Ki. So by Re-
mark 12.13, we could effectively construct V , with K ⊆ V ⊆ U , such that {(fi,j, αi,j)}j∈Ni
witnesses that (Fi
∣∣
Vi
, Ei;Ki) is (mi, Ni, ri)-refinable for each i ∈ {0, . . . , k − 1}. But then
we would be repeatedly and unnecessarily shrinking the neighborhood of K on which we
are working, and would be repeatedly recomputing the witness {(fi,j, αi,j)}j∈Ni, so it makes
more sense to also include {(index(fi,j), αi,j)}j∈Ni in our data structure.
Definition 13.4. We call
rankP =
{
(m0, r0, . . . , mk−1, rk−1, mk), if mk > 0,
(m0, r0, . . . , mk−1, rk−1, mk, rk), if mk = 0,
the rank of P. The rank of a presentation is, in general, a member of
(13.4)
⋃
i∈N
(N ∪ {∞})i.
The set of all possible ranks of presentations are well-ordered by giving (13.4) the following
lexicographical order: for any a = (a1, . . . , am) and b = (b1, . . . , bn) in (13.4), define a < b if
and only if (a1, . . . , am,∞,∞,∞, . . .) is less than (b1, . . . , bn,∞,∞,∞, . . .) lexicographically.
Definition 13.5. We say that P is complete if Fk is a family of zero functions (in which
case mk = ∞), or if mk = 0 and |dk| ≥ pk. We say that P is incomplete if P is not
complete.
Lemma 13.6. If P is complete, then for all i ∈ {0, . . . , k} and all x ∈ C,
(13.5) ord(Fi; xMi) ≥ pi and ord(Fi, Ei; xMi) = mi.
Proof. The definition of complete implies that (13.5) holds for i = k. And, for any j ∈
{1, . . . , k}, Lemma 12.17 shows that if (13.5) holds for i = j, then (13.5) holds for i =
j − 1. 
Our choice of the word “complete” in Definition 13.5 is due to the following two closely
related reasons. First, finding a presentation P for (F , E;K) serves as a way of computing
an upper bound for ord(F , E), since ord(Fi, Ei) ≤ mi for all i ∈ {0, . . . , k}. When P is
complete, Lemma 13.6 implies that ord(Fi, Ei) = mi for all i ∈ {0, . . . , k}, and thus the
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computation of ord(F , E) has been “completed”. Second, when P is complete, we shall use
the set
(13.6) C = {x ∈ U : xI = 0}
as a center of blowing-up in our resolution procedure, where
(13.7) I =
k⋃
j=0
Nj,
and thus we have “completed” the process of finding the center.
Our effective resolution theorem will employ “admissible transformations” for an S-presentation
P (see Definition 14.2). Such admissible transformations are of two types: “admissible coor-
dinate transformation for P” (see Definition 13.12) and “admissible blowup transformations
for P” (see Definitions and Remarks 13.17).
13.1. Admissible Coordinate Transformations for a Presentation. Recall that we
have fixed an admissible sequence of refinements {(Fi, Ei;Ki)}i∈{0,...,k} for (F , E;K), and
that we use the notation given prior to Definition 13.1.
Definition 13.7. Let l ∈ {0, . . . , k}, and suppose that Fl : (U ′l ;K ′l) → (Ul;Kl) is an ad-
missible coordinate transformation for (Fl, El;Kl). Let A ⊆ RN0∪···∪Nl−1 be a bounded open
rational box such that cl(Fl(Ul))×cl(A) ⊆ U , and let B be a compact rational box contained
in A. Put U ′ = Ul × A and K ′ = K ′l × B, and define F : U ′ → U by
F (y) =
(
yN0, . . . , yNl−1, Fl(yMl)
)
.
We call F : (U ′;K ′) → (U ;K) a basic admissible coordinate transformation for the
sequence {(Fi, Ei;Ki)}i∈{0,...,k}. The pullback of {(Fi, Ei;Ki)}i∈{0,...,k} by F : (U ′;K ′) →
(U ;K) is the admissible sequence of refinements for (F ∗F , EF (U ′);K ′) defined by
{(F ′i, E ′i;K ′i)}i∈{0,...,l},
where (F ′i , E ′i;K ′i) is the pullback of (Fi, Ei;Ki) by Fi : (U ′i ;K ′i)→ (Ui;Ki), with Fi(yMi) =(
yNi, . . . , yNl−1, Fl(yMl)
)
, U ′i = U
′
∣∣
N0∪···∪Ni−1
, and K ′i = K
′
∣∣
N0∪···∪Ni−1
. Basic admissible co-
ordinate transformations for admissible sequences of refinements can be composed in the
natural way: if F : (U ′;K ′) → (U ;K), {(Fi, Ei;Ki)}i∈{0,...,k}, and {(F ′i, E ′i;K ′i)}i∈{0,...,l} are
as above, and if G : (U ′′;K ′′) → (U ′;K ′) is a basic admissible coordinate transformation
for {(F ′i, E ′i;K ′i)}i∈{0,...,l}, with pullback {(F ′′i , E ′′i ;K ′′i )}i∈{0,...,m} for some m ∈ {0, . . . , l},
then F ◦G : (U ′′;K ′′)→ (U ;K) pulls back {(Fi, Ei;Ki)}i∈{0,...,k} to {(F ′′i , E ′′i ;K ′′i )}i∈{0,...,m}.
An admissible coordinate transformation for {(Fi, Ei;Ki)}i∈{0,...,k} is a composition of
finitely many basic admissible coordinate transformations for admissible sequences of refine-
ments, the first of which acts on {(Fi, Ei;Ki)}i∈{0,...,k}.
Remarks 13.8. Let F : (U ;K ′) → (U ;K) be an admissible coordinate transformation for
{(Fi, Ei;Ki)}i∈{0,...,k}, and let {(F ′i, E ′i;K ′i)}i∈{0,...,l} be the the pullback of {(Fi, Ei;Ki)}i∈{0,...,k}
by F : (U ′;K ′)→ (U ;K).
1. In order to keep the terminology straight, we briefly compare Definitions 12.23 and
13.7. Note that F : (U ′;K ′)→ (U ;K) is also a coordinate transformation for the basic
presentation (F ;E;K). If (F ′, E ′;K ′) is the pullback of (F ;E;K) by F : (U ;K ′) →
(U ;K), then (F ′, E ′;K ′) = (F ′0, E ′0;K ′0).
2. For each i ∈ {0, . . . , l − 1}, (F ′i , E ′i;K ′i) is (mi, Ni, ri)-refinable.
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We now fix a common notation to be used in Lemmas 13.9-13.11, since the statements
of these three lemmas are similar. Each lemma constructs a finite family of admissible
coordinate transformations for {(Fi, Ei;Ki)}i∈{0,...,k}, which we denote by
(13.8) {F (j) : (U (j);K(j))→ (U ;K)}j∈J .
For each j ∈ J , write
F (j)(y) =
(
yN0 , . . . , yNlj−1 , F
(j)
lj
(yMlj )
)
for an admissible coordinate transformation F
(j)
lj
: (U
(j)
lj
;K
(j)
lj
)→ (Ulj ;Klj) for (Flj , Elj ;Klj),
where lj ∈ {0, . . . , k}, and write
(F (j), E(j);K(j)) and {(F (j)i , E(j)i ;K(j)i )}i∈{0,...,lj}
for the pullbacks of (F , E;K) and {(Fi, Ei;Ki)}i∈{0,...,k} by F (j) : (U (j);K(j)) → (U ;K),
respectively.
Lemma 13.9. Suppose that P is an S-presentation. Fix l ∈ {0, . . . , k − 1}, i ∈ Nl, and a
rational number ǫ > 0. Then relative to the approximation and precision oracles for S, we
can effectively construct a finite family (13.8) of admissible coordinate transformations for
{(Fi, Ei;Ki)}i∈{0,...,k} such that
(13.9) {x ∈ K : |xi| ≥ ǫ} ⊆
⋃
j∈J
F (j)
(
int
(
K(j)
))
,
and such that for each j ∈ J , we have lj ∈ {0, . . . , l} and either
1. ord(F (j)lj , E
(j)
lj
) = 0, or
2.
(
F (j)lj , E
(j)
lj
;K
(j)
lj
)
is (m
(j)
lj
, N
(j)
lj
, r
(j)
lj
)-refinable for some (m
(j)
lj
, N
(j)
lj
, r
(j)
lj
) with (m
(j)
lj
, r
(j)
lj
)
lexicographically less than (mlj , rlj).
Proof. The proof is by induction on l. By applying Lemma 12.27, and then Lemma 12.26,
we may effectively construct a finite family of admissible coordinate transformations {F (j)l :
(U
(j)
l ;K
(j)
l )→ (Ul;Kl)}j∈J for (Ul, El;Kl) such that
{x ∈ Kl : |xi| ≥ ǫ} ⊆
⋃
j∈J
F
(j)
l
(
int
(
K
(j)
l
))
,
and such that for each j ∈ J , either ord(F (j)l , E(j)l ) = 0 or (F (j)l , E(j)l ;K(j)l ) is (m(j)l , N (j)l , r(j)l )-
refinable for some (m
(j)
l , N
(j)
l , r
(j)
l ) with (m
(j)
l , r
(j)
l ) is lexicographically less than (ml, rl). We
are done if l = 0, so assume that l > 0 and that the lemma holds with l′ in place of l, for each
l′ < l. For each j ∈ J , since F (j)l (cl(U (j)l )) = cl(F (j)l (U (j)l )), Proposition 2.16 implies that the
set cl(F
(j)
l (U
(j)
l ))×{0}, with 0 ∈ RN0∪···∪Nl−1, is a co-c.e. compact subset of the c.e. open set
U . We may therefore effectively find a bounded open rational box A(j) ⊆ RN0∪···∪Nl−1 and a
compact rational box B(j) ⊆ A(j) such that 0 ∈ int(B(j)) and cl(F (j)l (U (j)l )) × cl(A(j)) ⊆ U .
For each j ∈ J , let U (j) = U (j)k × A(j) and K(j) = K(j)k × B(j), define F (j) : U (j) → U by
F (j)(y) =
(
yN0, . . . , yNl−1, F
(j)
l (yMl)
)
,
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and write
B(j) =
∏
r∈
⋃l−1
s=0Ns
[a(j)r , b
(j)
r ].
Since 0 ∈ int(B(j)), we have a(j)r < 0 < b(j)r for all j, r. For each r ∈ ⋃l−1s=0Ns, let
ǫr = min{−a(j)r , b(j)r : j ∈ J}.
It follows from Lemma 9.6.2 that K ⊆ RN0∪···∪Nl−1 ×Kl, so
(13.10)
x ∈ K : (|xi| ≥ ǫ) ∧
 ∧
r∈
⋃l−1
s=0Ns
|xr| ≤ ǫr
 ⊆ ⋃
j∈J
F (j)(K(j)).
Applying the induction hypothesis to the sets
(13.11) {x ∈ K : |xr| ≥ ǫr}, for each r ∈
l−1⋃
s=0
Ns,
completes the proof of the lemma, since the left side of (13.10) and the sets (13.11) cover
the left side of (13.9). 
Lemma 13.10. Suppose that P is an S-presentation, that l ∈ {1, . . . , k}, and that we
know that ord(Fl; x) < pl for all x ∈ Kl. Then relative to the approximation and precision
oracles for S, we can effectively construct a finite family (13.8) of admissible coordinate
transformations for {(Fi, Ei;Ki)}i∈{0,...,k} such that
(13.12) K ⊆
⋃
j∈J
F (j)
(
int
(
K(j)
))
,
and such that for each j ∈ J , we have lj ∈ {0, . . . , l − 1} and either
1. ord(F (j)lj , E
(j)
lj
) = 0 and | div(F (j)lj , E
(j)
lj
)| ≥ plj , or
2.
(
F (j)lj , E
(j)
lj
;K
(j)
lj
)
is (m
(j)
lj
, N
(j)
lj
, r
(j)
lj
)-refinable for some (m
(j)
lj
, N
(j)
lj
, r
(j)
lj
) with (m
(j)
lj
, r
(j)
lj
)
lexicographically less than (mlj , rlj).
Proof. The proof is by induction on l. Lemma 12.17 implies that for all x ∈ Kl−1 with
xNl−1 = 0, either ord(Fl−1; x) < pl−1 or ord(Fl−1, El−1; x) < ml−1. It follows from Remarks
12.7 and Proposition 2.15 that
(13.13) {x ∈ Ul−1 : ord(Fl−1; x) < pl−1}
and
(13.14) {x ∈ Ul−1 : ord(Fl−1, El−1; x) < ml−1}
are c.e. open subsets of Ul−1. These sets cover the co-c.e. compact set
(13.15) {x ∈ Kl−1 : xNl−1 = 0},
so by computably enumerating all compact rational boxes B ⊆ RMl−1, withNl−1 ⊆ Cen(int(B))
and with B contained in either (13.13) or (13.14), and by simultaneously trying to check
if the interiors of the currently enumerated boxes cover (13.15), we will find a finite family
{Bj}j∈J ′ of compact rational boxes in RMl−1 whose interiors cover (13.15) and such that for
each j ∈ J ′, we have Nl−1 ⊆ Cen(int(Bj)) and Bj is a subset of either (13.13) or (13.14).
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For each j ∈ J ′ write
Bj =
∏
r∈Ml−1
[aj,r, bj,r].
Thus aj,r < 0 < bj,r for all j ∈ J ′ and r ∈ Nl−1. For each r ∈ Nl−1 let
ǫr = min{−aj,r, bj,r : j ∈ J ′}.
Note that the sets
(13.16) {x ∈ K : xMl−1 ∈ Bj}, for j ∈ J ′,
and the sets
(13.17) {x ∈ K : |xr| ≥ ǫr}, for r ∈ Nl−1,
collectively cover K.
For each r ∈ Nl−1, apply Lemma 13.9 to the set (13.17). This constructs a finite family
{F (j) : (U (j);K(j))→ (U ;K)}j∈J of admissible coordinate transformations for {(Fi, Ei;Ki)}i∈{0,...,k}
such that
{x ∈ K : |xr| ≥ ǫr} ⊆
⋃
j∈J
F (j)(int(K(j))),
and such that for each j ∈ J , we have lj ∈ {0, . . . , l − 1}, and either ord(F (j)lj , E
(j)
lj
) =
0 or (F (j)lj , E
(j)
lj
;K
(j)
lj
) is (m
(j)
lj
, N
(j)
lj
, r
(j)
lj
)-refinable for some (m
(j)
lj
, N
(j)
lj
, r
(j)
lj
) with (m
(j)
lj
, r
(j)
lj
)
lexicographically less than (mlj , rlj). We may assume that | div(F (j)lj , E
(j)
lj
)| ≥ plj whenever
ord(F (j)lj , E
(j)
lj
) = 0, because this is true when l = 1, and if l > 1 we may apply the induction
hypothesis to each (F (j), E(j);K(j)) with ord(F (j)lj , E
(j)
lj
) = 0 and | div(F (j)lj , E
(j)
lj
)| < plj . We
have thus covered each of the sets (13.17) using admissible transformations with pullbacks
of the desired form, so we may focus on covering the sets (13.16).
Fix j ∈ J ′. To simplify notation, we may replace K with {x ∈ K : xMl−1 ∈ Bj} and
thereby assume that Kl−1 is a subset of either (13.13) or (13.14). If l = 1, it is impossible
for Kl−1 to be a subset of (13.13) since this set is empty. If l > 1 and Kl−1 is a subset of
(13.13), then we are done by the induction hypothesis. We may therefore assume that Kl−1
is a subset of (13.14). Applying Lemma 12.26 constructs a finite family
(13.18) {F (j)l−1 : (U (j)l−1;K(j)l−1)→ (Ul−1;Kl−1)}j∈J
of admissible coordinate transformations for (Fl−1, El−1;Kl−1) such that
Kl−1 ⊆
⋃
j∈J
F
(j)
l−1(int(K
(j)
l−1)),
and such that for each j ∈ J , either ord(F (j)l−1, E(j)l−1) = 0 or (F (j)l−1, E(j)l−1;K(j)l−1) is (m(j)l−1, N (j)l−1, r(j)l−1)-
refinable for some (m
(j)
l−1, N
(j)
l−1, r
(j)
l−1) with m
(j)
l−1 < ml−1. We are done if l = 1, so assume that
l > 1. Then, as in the proof of Lemma 13.9, we may use (13.18) to construct a corresponding
family {F (j) : (U (j);K(j))→ (U ;K)}j∈J of admissible transformations for P such that{
x ∈ K : |xr| ≤ ǫr for all r ∈
l−2⋃
s=0
Ns
}
⊆
⋃
j∈J
F (j)(int(K(j)))
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for some rational numbers ǫr > 0. By applying the induction hypothesis to each (F (j), E(j);K(j))
with ord(F (j)l−1, E(j)l−1) = 0 and | div(F (j)l−1, E(j)l−1)| < pl−1, we may assume that | div(F (j)l−1, E(j)l−1)| ≥
pl−1 whenever ord(F (j)l−1, E(j)l−1) = 0. To finish, simply handle the sets
{x ∈ K : |xr| ≥ ǫr}, for each r ∈
l−2⋃
s=0
Ns,
in the same way as the sets (13.17). 
The following lemma builds upon Lemmas 13.9 and 13.10, including them as special
cases. When applying the following lemma, the set B will be taken to be either B = Rn or
B = {x ∈ Rn : |xi| ≥ ǫ} for some i ∈ {1, . . . , n} and rational ǫ > 0.
Lemma 13.11. Suppose that P is an S-presentation with mk < ∞, and let L = K ∩ B,
where B ⊆ Rn is a finite union of closed rational boxes. Then relative to the approximation
and precision oracles for S, we can effectively construct a finite family (13.8) of admissible
coordinate transformations for {(Fi, Ei;Ki)}i∈{0,...,k} such that
(13.19) L ⊆
⋃
j∈J
F (j)
(
int
(
K(j)
))
,
and such that for each j ∈ J , the transformation F (j) : (U (j);K(j))→ (U ;K) can be classified
as being one of the following three types, where each type is defined according to properties
of the pullback (F (j), E(j);K(j)):
Type 1: We have ord(F (j)lj , E
(j)
lj
) = 0 and | div(F (j)lj , E
(j)
lj
)| ≥ plj .
(When applying this case, we shall choose some N
(j)
lj
⊆ E(j)lj minimal such that
| div(F (j)lj , E
(j)
lj
)
N
(j)
lj
| ≥ plj , and put r(j)lj = |N
(j)
lj
|.)
Type 2: We have lj < k, and
(
F (j)lj , E
(j)
lj
;K
(j)
lj
)
is (m
(j)
lj
, N
(j)
lj
, r
(j)
lj
)-refinable for some
(m
(j)
lj
, N
(j)
lj
, r
(j)
lj
) with (m
(j)
lj
, r
(j)
lj
) lexicographically less than (mlj , rlj ).
Type 3: We have lj = k, and
(
F (j)k , E(j)k ;K(j)k
)
is (m
(j)
k , N
(j)
k , r
(j)
k )-refinable for some
(m
(j)
k , N
(j)
k , r
(j)
k ) with m
(j)
k ≤ mk.
In addition, if we are in either of the following two special cases, then each transformation
F (j) : (U (j);K(j))→ (U ;K) is either of Type 1 with lj < k, or of Type 2:
Special Case (a): We are given l ∈ {0, . . . , k−1}, i ∈ Nl, and a rational number ǫ > 0
such that L ⊆ {x ∈ K : |xi| ≥ ǫ}.
Special Case (b): We are given l ∈ {0, . . . , k−1}, and we know that ord(Fl+1; x) < pl+1
for all x ∈ Kl+1.
Proof. First suppose we are in Special Case (a). Apply Lemma 13.9 to construct a finite
family (13.8) of admissible coordinate transformations such that
{x ∈ K : |xi| ≤ ǫ} ⊆
⋃
j∈J
F (j)(int(K(j)))
and such that for each j ∈ {0, . . . , l}, either ord(F (j)lj , E
(j)
lj
) = 0 or
(
F (j)lj , E
(j)
lj
;K
(j)
lj
)
is
(m
(j)
lj
, N
(j)
lj
, r
(j)
lj
)-refinable for some (m
(j)
lj
, N
(j)
lj
, r
(j)
lj
) with (m
(j)
lj
, r
(j)
lj
) lexicographically less than
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(mlj , rlj). Now apply Lemma 13.10 to each
(
F (j)lj , E
(j)
lj
;K
(j)
lj
)
with ord(F (j)lj , E
(j)
lj
) = 0 and
| div(F (j)lj , E
(j)
lj
)| < plj . This proves Special Case (a).
Special case (b) is immediate from Lemma 13.10, so we now consider the general case (so
we may as well assume that L = K). Apply Lemma 12.26 to effectively construct a finite
family of admissible coordinate transformations
(13.20) {F (j)k : (U (j)k ;K(j)k )→ (Uk;Kk)}j∈J
for (Fk, Ek;Kk) such that
Kk ⊆
⋃
j∈J
F
(j)
k (int(K
(j)
k )),
and such that for each j ∈ J , either ord(F (j)k , E(j)k ) = 0 or (F (j)k , E(j)k ;K(j)k ) is (m(j)k , N (j)k , r(j)k )-
refinable for some (m
(j)
k , N
(j)
k , r
(j)
k ) with m
(j)
k ≤ mk. As in the proof of Lemma 13.9, we may
use (13.20) to construct a corresponding family
(13.21) {F (j) : (U (j);K(j))→ (U ;K)}j∈J
of admissible transformations for P such that
(13.22)
{
x ∈ K : |xr| ≤ ǫr for all r ∈
k−1⋃
s=0
Ns
}
⊆
⋃
j∈J
F (j)(int(K(j)))
for some rational numbers ǫr > 0. Now finish by applying Special Case (b) to each
(F (j), E(j);K(j)) with ord(F (j)k , E(j)k ) = 0 and | div(F (j)k , E(j)k )| < pk, and by applying Special
Case (a) to the sets {x ∈ K : |xr| ≥ ǫr}, for each r ∈
⋃k−1
s=0 Ns. 
Definition 13.12. An admissible coordinate transformation for P is a Type 1, Type
2, or Type 3 admissible coordinate transformation for {(Fi, Ei;Ki)}i∈{0,...,k}, as constructed
in Lemma 13.11, or is a Type 0 admissible coordinate transformation for P, which is defined
as follows:
Type 0: Suppose that mk = ∞ and that m′k ∈ N is such that ord(Fk, Ek;Kk) ≤ m′k.
Relative to the approximation and precision oracles for S (assuming that P is an
S-presentation), we may use Lemma 9.13 to effectively find an open blowup set U ′k
such that Kk ⊆ U ′k ⊆ Uk, U ′k is defined by the same sequence of blowings-up as Kk,
and ord(Fk, Ek;U ′k) ≤ m′k. Put U ′ = U ∩ (RN0∪···∪Nk−1 × U ′k). We call the inclusion
ι : (U ′;K)→ (U ;K) a Type 0 admissible coordinate transformation for P. If m′k = 0,
define r′k = |dk|. If m′k = 0 and |dk| ≥ pk, choose N ′k ⊆ Ek minimal such that
|dk,N ′
k
| ≥ pk; otherwise, let N ′k = ∅.
The pullback of P by an admissible coordinate transformation for P is the presentation P ′
defined as follows, according to the type of the transformation (we use the notation above for
Type 0 transformations and the notation from Lemma 13.11 for Type 1-3 transformations):
P ′ =

(F ∣∣
U ′
, E;K : (mj , Nj, rj)
k−1
j=0 , m
′
k, N
′
k, r
′
k), Type 0 with m
′
k = 0,
(F ∣∣
U ′
, E;K : (mj , Nj, rj)
k−1
j=0 , m
′
k), Type 0 with m
′
k > 0,
(F (j), E(j);K(j) : (mj , Nj, rj)lj−1j=0 , 0, N (j)lj , r
(j)
lj
), Type 1,
(F (j), E(j);K(j) : (mj , Nj, rj)lj−1j=0 , m(j)lj , N
(j)
lj
, r
(j)
lj
,∞),
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The following is an important observation.
Remark 13.13. Suppose that P ′ is the pullback of a presentation P by any admissible coor-
dinate transformation F : (U ′;K ′)→ (U ;K) for P. If P is incomplete, or if F : (U ′;K ′)→
(U ;K) is constructed as in Special Case (a) of Lemma 13.11, then
rankP ′ < rankP.
13.2. Admissible Blowup Transformations for a Complete Presentation. Now sup-
pose that P is complete.
Notation 13.14. Define C and I as in (13.6) and (13.7). For each i ∈ I, let πi : U [i] → U
be the ith standard chart of the blowing-up of U with center C, and let ℓ(i) ∈ {0, . . . , k} be
such that i ∈ Nℓ(i). We use the notation U [i] for π−1i (U), rather than the notation Ui used
prior in the paper, so as not to conflict with notation Ui introduced at the beginning of this
section (namely, Ui = U |N0∪···∪Ni−1). We use similar notation below.
Let i ∈ I. For each j ∈ {0, . . . , ℓ(i)}, let πi,j : U [i]j → Uj be the blowing-up of Uj with
center Cj = {x ∈ Uj : xI∩Mj = 0}. Thus πi,j(yMj) = (yIc , yi, yiyIi∩Mj ), with Ii = I \ {i} as
usual, and U
[i]
j = U
[i]
∣∣
N0∪···∪Nj−1
. Let
F [i] = π∗iF , E[i] = E ∪ {i}, and d[i] = div(F [i], E[i]).
Also let
F [i]0 = F [i], E[i]0 = E[i], and d[i]0 = d[i],
and for each j ∈ {1, . . . , ℓ(i)} inductively define
F [i]j = ∂pj−1,mj−1Nj−1,E[i]j−1(F
[i]
j−1), E
[i]
j = E
[i]
j−1 \Nj−1, and d[i]j = div(F [i]j , E[i]j ).
Thus E
[i]
j = Ej ∪ {i} for each j ∈ {0, . . . , ℓ(i)}. Finally, for any i ∈ I and any set A ⊆ U [i],
write Aj = A
∣∣
N0∪···∪Nj−1
for each j ∈ {0, . . . , ℓ(i)}, as usual.
We now make two important observations. First, note that since p0 = 0, repeated appli-
cation of Lemma 12.18 shows that for all j ∈ {0, . . . , ℓ(i)},
(13.23) F [i]j = y−pji π∗i,jFj,
and hence
(13.24) ord(F [i]j , E[i]j ; y) = ord(π∗i,jFj, Ej ∪ {i}; y)
for all y ∈ U [i]j . Second, note that if mk = 0 and if i ∈ I is chosen so that ℓ(i) = k, then the
minimality of Nk, equation (13.23) with j = k, and Lemma 12.19 together imply that
(13.25) |d[i]k | < |dk|.
The following lemma considers a family of sets {K [i]}i∈I of the form
(13.26) K [i] =
{
y ∈ π−1i (K) : (|yi| ≤ δi) ∧
(∧
j∈I
|yj| ≤ ǫℓ(j)−ℓ(i)
)}
,
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for some rational numbers ǫ > 0 and δi > 0. Note that for each i ∈ I, K [i] is a compact
blowup set. Lemmas 7.6 and 7.7 imply that
(13.27) {x ∈ K : |xi| ≤ δi for all i ∈ I} ⊆
⋃
i∈I
πi(K
[i]).
Lemma 13.15. Suppose that P is a complete S-presentation; we use Notation 13.14. Then
relative to the approximation and precision oracles for S, we can effectively find rational
numbers ǫ > 0 and δi > 0 such that if we define {K [i]}i∈I as in (13.26), then for each i ∈ I
we can effectively find an open blowup set U˜ [i] such that K [i] ⊆ U˜ [i] ⊆ U [i], U˜ [i] is defined by
the same sequence of blowings-up as K [i], and the following hold:
1. For each j ∈ {0, . . . , ℓ(i)− 1}, (F [i]j
∣∣
U˜
[i]
j
, E
[i]
j ;K
[i]
j ) is (mj , Nj, rj)-refinable.
2. If ℓ(i) 6= k, then
ord(F [i]ℓ(i), E[i]ℓ(i); y) < mℓ(i)
for all y ∈ U˜ [i]ℓ(i) such that |yj| ≤ 2ǫ for all j ∈ Nℓ(i) \ {i}.
Proof. For each i ∈ I with ℓ(i) 6= k, apply Lemma 12.15.2 to (Fℓ(i), Eℓ(i);Kℓ(i)), and use
(13.24), to effectively find a rational number ǫi ∈ (0, 1] such that
ord(F [i]ℓ(i), E[i]ℓ(i); y) < mℓ(i)
for all y ∈ π−1i,ℓ(i)(Kℓ(i)) such that |yj| ≤ ǫi for all j ∈ Nℓ(i)∪· · ·∪Nk. Put ǫ = 12 min{ǫi : i ∈ I}.
For each i ∈ I, define
K [i,ǫ] =
{
y ∈ π−1i (K) :
∧
j∈I
|yj| ≤ ǫℓ(j)−ℓ(i)
}
.
Then for each i ∈ I with ℓ(i) 6= k,
ord(F [i]ℓ(i), E[i]ℓ(i); y) < mℓ(i)
for all y ∈ K [i,ǫ]ℓ(i) such that |yj| ≤ 2ǫ for all j ∈ Nℓ(i). Next, for each i ∈ I and j ∈
{0, . . . , ℓ(i)− 1}, apply Lemma 12.15.1 to the co-c.e. compact set K [i,ǫ] to effectively find a
rational number δi,j ∈ (0, 2ǫ] such that (F [i]j , E[i]j ) is (mj , Nj, rj)-refinable on
K [i,ǫ,δi,j] =
{
y ∈ π−1i (K) : (|yi| ≤ δi,j) ∧
(∧
j∈I
|yj| ≤ ǫℓ(j)−ℓ(i)
)}
.
For each i ∈ I, put δi = min{δi,j : 0 ≤ j < ℓ(i)}, and define K [i] as in (13.26). Thus we have
the following for each i ∈ I:
1. For each j ∈ {0, . . . , ℓ(i)− 1}, (F [i]j , E[i]j ) is (mj , Nj , rj)-refinable on K [i]j .
2. If ℓ(i) 6= k, then
ord(F [i]ℓ(i), E[i]ℓ(i); y) < mℓ(i)
for all y ∈ K [i]ℓ(i) such that |yj| ≤ 2ǫ for all j ∈ Nℓ(i) \ {i}.
To finish, apply Lemma 9.13 to effectively construct the open blowup sets U˜ [i] as in the
conclusion of the lemma. 
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Suppose that P is complete and that ǫ, {δi}i∈I , {K [i]}i∈I , and {U˜ [i]}i∈I are constructed as
in Lemma 13.15.
Definition 13.16. We call
(13.28) {πi : (U˜ [i];K [i])→ (U ;K)}i∈I
an admissible family of blowings-up for P, and for each i ∈ I we define (F [i]∣∣
U˜ [i]
, E[i];K [i])
to be the pullback of (F , E;K) by πi : (U˜ [i];K [i])→ (U ;K). (Note: This is slightly differ-
ent from the definition of a pullback of a basic presentation by a coordinate transformation,
given in Definition 12.23, since E[i] equals E ∪ {i}, not E.)
We are not interested in the members of (13.28) directly, but are instead interested in com-
positions of members of (13.28) with certain coordinate transformations for (F [i]∣∣
U˜ [i]
, E[i];K [i]),
which we know construct. For each i ∈ I such that ℓ(i) 6= k, define
K [i](ǫ) = {y ∈ K [i] : |yj| ≤ ǫ for all j ∈ Nℓ(i) \ {i}},
U˜ [i](ǫ) = {y ∈ U˜ [i] : |yj| < 2ǫ for all j ∈ Nℓ(i) \ {i}},
K [i](ǫ, j, σ) = {y ∈ K [i] : σyj ≥ ǫ}, for each (j, σ) ∈ (Nℓ(i) \ {i})× {−1, 1},
U˜ [i](ǫ, j, σ) = {y ∈ U˜ [i] : σyj > ǫ/2}, for each (j, σ) ∈ (Nℓ(i) \ {i})× {−1, 1},
and define
Di =
{(
U˜ [i](ǫ);K [i](ǫ)
)}
∪
{(
U˜ [i](ǫ, j, σ);K [i](ǫ, j, σ)
)
: (j, σ) ∈ (Nℓ(i) \ {i})× {−1, 1}
}
.
For each i ∈ I such that ℓ(i) = k, define
Di =
{(
U˜ [i];K [i]
)}
.
Note that for each i ∈ I,
K [i] =
⋃
(U ′;K ′)∈Di
K ′ and U˜ [i] =
⋃
(U ′;K ′)∈Di
U ′.
For each i ∈ I and (U ′;K ′) ∈ Di, write πi : (U ′;K ′) → (U ;K) for the composition of
πi : (U˜
[i], K [i])→ (U ;K) and the inclusion ι : (U ′;K ′)→ (U˜ [i];K [i]).
Definitions and Remarks 13.17. Let i ∈ I and (U ′;K ′) ∈ Di, and write F ′ = F [i]
∣∣
U ′
and E ′ = E
[i]
U ′ . Define an admissible sequence of refinements {(F ′j, E ′j;K ′j)}j∈{0,...,ℓ(i)} for
(F ′, E ′;K ′) by
(F ′0, E ′0;K ′0) = (F ′, E ′;K ′),
(F ′j, E ′j ;K ′j) = ∂pj−1,mj−1Nj−1,E′j−1(F
′
j−1, E
′
j−1;K
′
j−1), for each j ∈ {1, . . . , ℓ(i)}.
Note that Lemma 13.15 shows that (F ′j, E ′j;K ′j) is indeed (mj , Nj, rj)-refinable for each
j ∈ {0, . . . , ℓ(i)− 1}. Write
d′j = div(F ′j, E ′j)
for each j ∈ {0, . . . , ℓ(i)}. We now make a number of observations and definitions, according
to various cases:
1. Suppose that ℓ(i) 6= k and that (U ′;K ′) = (U [i](ǫ);K [i](ǫ)). Lemma 13.15 shows that
ord(F ′ℓ(i), E ′ℓ(i)) < mℓ(i).
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(a) Suppose thatmℓ(i) = 1. Then let r
′
ℓ(i) = |d′ℓ(i)|. If |d′ℓ(i)| ≥ pℓ(i), choose N ′ℓ(i) ⊆ E ′ℓ(i)
minimal such that |d′ℓ(i),N ′
ℓ(i)
| ≥ pℓ(i). Otherwise let N ′ℓ(i) = ∅.
(b) Suppose that mℓ(i) > 1. Then let Nℓ(i) = ∅.
2. Suppose that ℓ(i) 6= k and that (U ′;K ′) = (U ′i(ǫ, j, σ);K ′i(ǫ, j, σ)) for some (j, σ) ∈
(Nℓ(i) \ {i})× {−1, 1}. Lemma 12.11 shows that
ord(F ′ℓ(i), E ′ℓ(i)) ≤ mℓ(i).
(a) Suppose that rℓ(i) = 0. Then Remark 12.14.3 shows that we in fact have
ord(F ′ℓ(i), E ′ℓ(i)) < mℓ(i).
(i) Suppose that mℓ(i) = 1. Then let r
′
ℓ(i) = |d′ℓ(i)|. If |d′ℓ(i)| ≥ pℓ(i), choose
N ′ℓ(i) ⊆ E ′ℓ(i) minimal such that |d′ℓ(i),N ′
ℓ(i)
| ≥ pℓ(i). Otherwise let N ′ℓ(i) = ∅.
(ii) Suppose that mℓ(i) > 1. Then let Nℓ(i) = ∅.
(b) Now suppose that rℓ(i) > 0. Apply Special Case (a) in Lemma 13.11 to (F ′, E ′;K ′).
Relative to the approximation and precision oracles for S, this effectively con-
structs a finite family {G(s) : (V (s);L(s))→ (U ′;K ′)}s∈S of admissible coordinate
transformations for {(F ′j, E ′j ;K ′j)}j∈{0,...,ℓ(i)} such that if we write
(G(s), D(s);L(s)) and {(G(s)j , D(s)j ;L(s)j )}j∈{0,...,ls}
for the pullbacks of (F ′, E ′;K ′) and {(F ′j, E ′j ;K ′j)}j∈{0,...,ℓ(i)} byG(s) : (V (s);L(s))→
(U ′;K ′), respectively, then
K ′ ⊆
⋃
s∈S
G(s)(int(L(s))),
and for each s ∈ S, we have ls ∈ {0, . . . , ℓ(i)− 1} and one of the following holds:
(i) We have ord(G(s)ls , D
(s)
ls
) = 0 and | div(G(s)ls , D
(s)
ls
)| ≥ pls. In this case, let
r′ls = |d′ls| and choose N ′ls ⊆ Dls minimal such that |d′ls,N ′ls | ≥ pls.
(ii) We have that
(
G(s)ls , D(s)ls ;L(s)ls
)
is (m
(s)
ls
, N
(s)
ls
, r
(s)
ls
)-refinable for some
(m
(s)
ls
, N
(s)
ls
, r
(s)
ls
) with (m
(s)
ls
, r
(s)
ls
) lexicographically less than (mls, rls).
3. Suppose that ℓ(i) = k. (Thus mk = 0 and i ∈ Ek, so E ′k = E[i]k = Ek.) Then (13.25)
gives |d′k| < |dk|. Define r′k = |d′k|. If |d′k| ≥ pk, choose N ′k ⊆ Ek minimal such that
|d′k,N ′k| ≥ pk. If |d
′
k| < pk, let N ′k = ∅.
We call F : (V ;L)→ (U ;K) an admissible blowup transformation for P if
• F : (V, L)→ (U ;K) equals πi : (U ′;K ′)→ (U ;K) for some i ∈ I and some (U ′;K ′) ∈
Di in cases 1, 2(a), or 3,
or if
• F : (V, L) → (U ;K) equals πi ◦ G(s) : (V (s);L(s)) → (U ;K) for some i ∈ I, some
(U ′;K ′) ∈ Di in case 2(b), and some G(s) : (V (s);L(s))→ (U ′;K ′) constructed in case
2(b).
By considering all the cases above, we categorize admissible blowup transformations for
P into seven types: Type 1(a), Type 1(b), Type 2(a,i), Type 2(a,ii), Type 2(b,i), Type
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2(b,ii), and Type 3. The pullback of (F , E;K) by F : (V ;L) → (U ;K) is the ba-
sic presentation (G, D;L) constructed by first taking the pullback (F [i]∣∣
U˜ [i]
, E[i];K [i]) of
(F , E;K) by πi : (U˜ [i];K [i]) → (U ;K) (for an appropriate i ∈ I), and then taking the
pullback of (F [i]∣∣
U˜ [i]
, E[i];K [i]) by any additional coordinate transformations used to con-
struct F : (V ;L) → (U ;K) from πi : (U˜ [i];K [i]) → (U ;K). The pullback of P by
F : (V ;L) → (U ;K) is the presentation P ′ define as follows, according to the type of
F : (V ;L)→ (U ;K):
P ′ =

(G, D;L : (mj , Nj, rj)ℓ(i)−1j=0 , 0, N ′ℓ(i), r′ℓ(i)), for Types 1(a) or 2(a,i),
(G, D;L : (mj , Nj, rj)ℓ(i)−1j=0 , mℓ(i) − 1), for Types 1(b) or 2(a,ii),
(G, D;L : (mj , Nj, rj)ls−1j=0 , 0, N ′ls, r′ls), for Type 2(b,i),
(G, D;L : (mj , Nj, rj)ls−1j=0 , m(s)ls , N (s)ls , r(s)ls ,∞), for Type 2(b,ii),
(G, D;L : (mj , Nj, rj)k−1j=0 , 0, N ′k, r′k), for Type 3.
It is important to note that
(13.29) rankP ′ < rankP.
14. Effective Desingularization Theorems
This section proves an effective local resolution of singularities theorem, an effective fiber
cutting theorem, and an effective theorem of the complement, and then combines these
results into an effective parameterization theorem for the 0-definable sets of RS . Many of
the results can be considered to be effective desingularization theorems.
Definition 14.1. We say that a presentation P = (F , E;K : m0, . . .) is resolved if m0 = 0,
and that P is unresolved if m0 > 0.
Definition 14.2. An admissible transformation for an unresolved presentation P is
either an admissible coordinate transformation for P or an admissible blowup transformation
for P. If we write P(0) = P, and if for each i ∈ {1, . . . , l} we inductively define P(i) to be
the pullback of the presentation P(i−1) by an admissible transformation F (i) : (U (i);K(i))→
(U (i−1;K(i−1)) for P(i−1), then we call F (1) ◦ · · · ◦F (l) : (U (l);K(l))→ (U ;K) a composition
of admissible transformations for P, and we define P(l) to be the pullback of P by this
composition.
Remark 14.3. Suppose that P ′ is the pullback of a presentation P by an admissible transfor-
mation F : (U ′;K ′)→ (U ;K) for P. Remark 13.13 and (13.29) show that if P is incomplete,
or if P is complete and F : (U ′;K ′)→ (U ;K) is either an admissible blowup transformation
or is an admissible coordinate transformation constructed as in Special Case (a) of Lemma
13.11, then rankP ′ < rankP.
Proposition 14.4. Suppose that P is an unresolved S-presentation. Then relative to the
approximation and precision oracles for S, we can effectively construct a finite family
(14.1) {Fj : (U (j), K(j))→ (U ;K)}j∈J
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of admissible transformations for P such that
(14.2) K ⊆
⋃
j∈J
Fj
(
K(j)
)
,
and such that for each j ∈ J ,
(14.3) rankP(j) < rankP,
where P(j) is the pullback of P by F (j) : (U (j);K(j))→ (U ;K).
Proof. First suppose that mk = ∞. By applying Lemma 12.9 to (Fk, Ek;Kk), we may
effectively determine if Fk contains a nonzero function. If every function in Fk is identically
zero, then P is complete; we will show how to handle this case in a moment. So suppose
that Fk contains a nonzero function. By applying Lemma 12.9, we can effectively find
some m′k ∈ N such that ord(Fk, Ek;Kk) ≤ m′k. Now apply a Type 0 admissible coordinate
transformation for P.
Now suppose that mk <∞ and that P is incomplete. In this case, apply Lemma 13.11.
Finally, suppose that P is complete. Apply the family of all admissible blowup transfor-
mations for P, as given in Definition and Remarks 13.17. The images of these maps cover
{x ∈ K : |xi| ≤ δi for all i ∈ I} by (13.27). To finish, apply Special Case (a) in Lemma 13.11
to the sets {x ∈ K : |xi| ≥ δi}, for each i ∈ I.
This completes the construction of (14.1) such that (14.2) holds; (14.3) follows from Re-
mark 14.3. 
Theorem 14.5 (Effective Resolution of S-presentations). Suppose that P is an S-presentation.
Then relative to the approximation and precision oracles for S, we can effectively construct a
finite family {F (j) : (U (j), K(j))→ (U ;K)}j∈J of compositions of admissible transformations
for P such that
(14.4) K ⊆
⋃
j∈J
F (j)
(
K(j)
)
,
and such that P(j) is resolved for all j ∈ J , where P(j) is the pullback of P by F (j) :
(U (j);K(j))→ (U ;K).
Proof. The proof is by induction on rankP. There is nothing to prove if P is resolved, so
assume that P is unresolved and that the theorem holds for all presentations of rank lower
than rankP. Let {Fj : (U (j), K(j))→ (U ;K)}j∈J be the family of admissible transformations
for P given by Proposition 14.4. Then rankP(j) < rankP for each j ∈ J , where P(j) is the
pullback of P by Fj : (U (j), K(j)) → (U ;K). Now apply the induction hypothesis to each
presentation P(j). 
Theorem 14.5 is stated in terms of S-presentations, but it applies as well to basic S-
presentations by noting that any basic presentation (F , E;K) always has a trivial presenta-
tion, namely P = (F , E;K : ∞), which is the presentation for (F , E;K) of maximal rank.
Thus, relative to the approximation and precision oracles for S, Theorem 14.5 is an effec-
tive local resolution of singularities theorem for F -varieties, where (F , E;K) is a S-basic
presentation.
Definition 14.6. For each j in a (possibly empty) finite index set J , let
Φ(j) = (F (j), E(j);K(j) |F (j), ψ(j), σ(j), τ (j)),
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where (F (j), E(j);K(j)) is a basic S-presentation with domain U (j) ⊆ Rd(j) for some d(j) ∈ N;
F (j) : U (j) → Rn is a C-analytic map which is computably C∞ relative to the approximation
oracle for S and which has an (S, E(j))-lifting; ψ(j) : RI(j)× (R \ {0})I(j)c → Rn is defined by
(14.5) ψ(j)(x) =
(
(xi)i∈I(j), (x
−1
i )i∈I(j)c
)
for some I(j) ⊆ {1, . . . , n}, where I(j)c = {1, . . . , n} \ I(j); and σ(j) : I(j)→ {−1, 0, 1} and
τ (j) : E(j) → {−1, 1} are sign maps, where I(j) is the index set of the family F (j) = {fi}i∈I(j).
Define the locus of Φ(j) by
(14.6)
Loc(Φ(j)) =
x ∈ U (j) :
 ∧
i∈I(j)
sign((fi)E(j)(x)) = σ
(j)(i)
 ∧
 ∧
i∈E(j)
sign(xi) = τ
(j)(i)
 .
We call {Φ(j)}j∈J an S-parameterization if F (j)(Loc(Φ(j))) ⊆ dom(ψ(j)) for all j ∈ J .
Assume that {Φ(j)}j∈J is an S-parameterization. A representation for a {Φ(j)}j∈J con-
sists of the following family of discrete data, for each j ∈ J :
• a representation for the basic S-presentation (F (j), E(j);K(j));
• a computably C∞ approximation algorithm for F (j) relative to the approximation
oracle for S, and an (S, E(j))-lifting of F (j);
• the set I(j) and the number n;
• the maps σ(j) and τ (j).
For a (possibly empty) set M ⊆ {1, . . . , n}, we say that {Φ(j)}j∈J is M-bounded if M ⊆
I(j) for all j ∈ J . We say that {Φ(j)}j∈J is resolved if for all j ∈ J and all f ∈ F (j),
sign(fE(j)(x)) is constant on U
(j). We say that {Φ(j)}j∈J is trivial if K(j) and U (j) are
rational boxes for all j ∈ J . We say that {Φ(j)}j∈J is immersive if it is trivial and resolved,
and if for each j ∈ J there exists a coordinate projection Π(j) : Rn → Rd(j) such that
Π(j) ◦ F (j)∣∣
Loc(Φ(j))
: Loc(Φ(j))→ Rd(j) is an immersion. A representation of an immersive
S-parameterization {Φ(j)}j∈J consists of a representation for {Φ(j)}j∈J , as defined above,
along with names for the projections Π(j) for each j ∈ J . For a set A ⊆ Rn, we call {Φ(j)}j∈J
an S-parameterization of A if
A =
⋃
j∈J
ψ(j) ◦ F (j)(K(j) ∩ Loc(Φ(j))) =
⋃
j∈J
ψ(j) ◦ F (j)(Loc(Φ(j))).
We now define the notion of the dimension of a set and list some of its basic properties,
as given in [8, pg. 4379] (Note: [8] works in the analytic category, but the facts remain true
in the C1 category as well). Whenever we call a subset of Rn a “C1-manifold”, we mean an
embedded C1-submanifold of Rn.
Definition 14.7. A set A ⊆ Rn has dimension if A is a countable union of C1-manifolds.
When A has dimension, define
dim(A) =
{
max{dim(M) : M ⊆ A is C1-manifold}, if A 6= ∅,
−∞, if A = ∅.
This notion of dimension has the following useful properties:
1. If A =
⋃
i∈NAi and each Ai has dimension, then A also has dimension and dim(A) =
max{dim(Ai) : i ∈ N}.
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2. If f : M → Rn is a C1-map from a C1-manifold M ⊆ Rm into Rn of constant rank r,
then f(M) has dimension, and dim(f(M)) = r.
3. If A ⊆ Rn has dimension, F : U → Rm is a C1-map defined on a neighborhood U of
A, and F (A) has dimension, then dimF (A) ≤ dimA.
Proof. This is stated in [8, pg. 4379] when F is projection map. To reduce to this
case, note that dimA = dimgraph(F
∣∣
A
) ≥ dimF (A), where the inequality follows
from projecting graph(F
∣∣
A
) onto F (A). 
Note: The assumption in 3 that F (A) has dimension is actually unnecessary; it follows
from the other assumptions. But we will not use this fact, nor we will prove it.
Remarks 14.8. Suppose that {Φ(j)}j∈J is an S-parameterization of A; we use the notation
of Definition 14.6.
1. If we are given a representation of {Φ(j)}j∈J , then using the (S, E(j))-liftings of F (j)
and F (j) that it gives, we can effectively (actually, quite trivially) write down an
existential L∆(S)-formula defining A.
2. Notational Convention: For each j ∈ J , it is frequently notationally more conve-
nient to view σ(j) as a function on F (j) rather than on I(j), so we will henceforth
write σ(j) : F (j) → {−1, 0, 1} rather than σ(j) : I(j)→ {−1, 0, 1}.
This notational convention is not completely sound because it is possible for there to
exist j ∈ J and distinct i1, i2 ∈ I(j) such that fi1 = fi2 but σ(j)(i1) 6= σ(j)(i2). But in
this case, Loc(Φ(j)) is empty, so we may simply exclude j from the index set J and still
retain the fact that Φ is an S-parameterization of A. Relative to the approximation
and precision oracles for S, this exclusion of j can be done effectively because for each
i, i′ ∈ I(j), the function fi−fi′ has an (S, E(j))-lifting, so we can effectively determine
if fi− fi′ = 0 using Proposition 11.3 (as in the proof of Lemma 12.8). Because of this
reduction, we may assume that each F (j) is an injectively indexed family of functions,
which justifies our notational convention.
3. If j ∈ J and f ∈ F (j), we can effectively determine if f = 0 using the approximation
and precision oracles for S. If 0 ∈ F (j) and σ(j)(0) = 0, then 0 may be omitted from
F (j) without changing Loc(Φ(j)). If 0 ∈ F (j) and σ(j)(0) ∈ {−1, 1}, then Loc(Φ(j)) = ∅,
so we may omit the index j from the set J . This justifies the following convention.
Convention: We shall assume that 0 6∈ F (j) for each j ∈ J .
4. Suppose that {Φ(j)}j∈J is resolved. Then for each j ∈ J , either Loc(Φ(j)) is empty or
Loc(Φ(j)) =
x ∈ U (j) : ∧
i∈E(j)
sign(xi) = τ
(j)(i)
 .
Thus Loc(Φ(j)) is open in Rd(j). Also, using the approximation and precision oracles for
S, we can effectively determine if Loc(Φ(j)) is empty, since we can effectively determine
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the constant sign of fE(j) on U
(j) for each j ∈ J and f ∈ F(j). Because of this, we
will use the following convention.
Convention: When {Φ(j)}j∈J is a resolved S-parameterization of a set A, we will
henceforth always assume that Loc(Φ(j)) is nonempty for each j ∈ J , since we may
simply omit from the index set J each j for which Loc(Φ(j)) is empty.
5. If {Φ(j)}j∈J is resolved and A is nonempty, we can effectively find an (S, ∅)-lifting of
{a} for some a ∈ A. In particular, we can find an existential L∆(S)-formula defining
some point a ∈ A.
Proof. Choose j ∈ J and p ∈ Qd(j) ∩Loc(Φ(j)), and put a = ψ(j) ◦F (j)(p). Then a has
an (S, ∅)-lifting. 
6. Suppose that {Φ(j)}j∈J is immersive. Then Π(j)◦F (j)(Loc(Φ(j))) is open in Rd(j). Also,
for each j ∈ J , since K(j), Loc(Φ(j)) and U (j) are just rational boxes, we can effectively
find a bounded open rational box B(j) such that Loc(Φ(j)) ∩K(j) ⊆ B(j) ⊆ Loc(Φ(j))
and cl(B(j)) ⊆ U (j). (To construct B(j), find a bounded open rational box D such that
K(j) ⊆ D and cl(D) ⊆ U (j), and put B(j) = Loc(Φ(j)) ∩D.) Note that
(14.7) A =
⋃
j∈J
ψ(j) ◦ F (j)(B(j)),
and that for each j ∈ J , Π(j) ◦F (j)∣∣
B(j)
: B(j) → Rd(j) is an immersion, dimbd(B(j)) =
d(j)− 1, and each set C in the natural stratification of cl(B(j)) is contained in some
M ∈ Strat(U (j), E(j)). By applying Lemma 10.8.4 to the inclusion map C →֒ M
and the basic S-lifting of F (j) on M specified by the (S, E(j))-lifting of F (j), we can
construct an (S, ∅)-lifting of F (j)∣∣
C
.
Lemma 14.9. Let
A =
⋃
i∈I
ki⋂
j=1
{x ∈ Rn : sign(fi,j(x)) = σi,j}
for a finite index set I, signs σi,j ∈ {−1, 0, 1}, and functions fi = (fi,1, . . . , fi,ki) : Rn → Rki
given by
fi(x) =
{
gi(x), if x ∈ Di,
0, if x ∈ Rn \Di,
for some S-polynomial functions gi : Di → Rki with natural domains Di ⊆ Rn. Suppose we
are given M ⊆ {1, . . . , n} and R ∈ QM+ such that ΠM(A) ⊆ [−R,R]. Then we can effectively
find a representation for an M-bounded S-parameterization of A.
Proof. By extending the tuples of functions fi = (fi,1, . . . , fi,ki) by the one-variable affine
functions used to define the rational box Di, enlarging the index set I so as to include more
conjunctive cases, and using the fact that each function fi,j is identically zero on R
n \ Di,
we may rewrite A in the form
A =
⋃
i∈I
ki⋂
j=1
{x ∈ Di : sign(gi,j(x)) = σi,j}
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for S-polynomial functions gi = (gi,1, . . . , gi,ki) : Di → Rki on their natural domains Di. It
suffices to show that each set in this union has an M-bounded S-parameterization, so we
may assume that |I| = 1 and will write
(14.8) A =
k⋂
j=1
{x ∈ D : sign(gj(x)) = σj}.
There is no harm in replacing D with a rational box contained in the natural domain of g, as
long as this does not affect the definition of A given in (14.8). So by using the given R ∈ QM+
such that ΠM(A) ⊆ [−R,R], we may write D in the form D = [−r, r] × RNc for some set
N such that M ⊆ N ⊆ {1, . . . , n} and some r = (ri)i∈N ∈ QN+ . We now construct an N -
bounded S-parameterization Φ = {Φ(α,β)}(α,β)∈J of the set A by pulling back the functions
g1, . . . , gk by a family of maps whose ith components are of the form yi 7→ −ri+y2i , 0 7→ −ri,
yi 7→ yi, 0 7→ ri, or yi 7→ ri − y2i if i ∈ N (in order to cover [−ri, ri]), and are of the form
yi 7→ yi or yi 7→ y−1i if i ∈ N c (in order to cover R). Here are the specifics.
For each i ∈ N , choose pi, qi ∈ Q+ such that
√
ri
2
< pi < qi <
√
ri. For each i ∈ {1, . . . , n},
α ∈ {−1, 0, 1}, and β ∈ {0, 1} such that β = 0 if either i ∈ N c or α = 0, define
U
(α,β)
i =

(−ri, ri), if i ∈ N and α = 0,
(−qi, qi), if i ∈ N , α ∈ {−1, 1}, and β = 0,
R0, if i ∈ N , α ∈ {−1, 1}, and β = 1
(−2, 2), if i ∈ N c,
K
(α,β)
i =

[− ri
2
, ri
2
], if i ∈ N and α = 0,
[−pi, pi], if i ∈ N , α ∈ {−1, 1}, and β = 0,
R0, if i ∈ N , α ∈ {−1, 1}, and β = 1,
[−1, 1], if i ∈ N c,
define F
(α,β)
i : U
(α,β)
i → R by
F
(α,β)
i (t) =

α(ri − t2), if i ∈ N , α ∈ {−1, 1}, and β = 0,
αri, if i ∈ N , α ∈ {−1, 1}, and β = 1,
t, otherwise,
and define
ψ
(α,β)
i (t) =
{
t−1, if i ∈ N c and β ∈ {−1, 1},
t, otherwise.
Thus
ψ
(α,β)
i ◦ F (α,β)i (t) =

t, if α = 0,
α(ri − t2), if i ∈ N , α ∈ {−1, 1}, and β = 0,
αri, if i ∈ N , α ∈ {−1, 1}, and β = 1,
t−1, if i ∈ N c and α ∈ {−1, 1}.
Now, define the index set
J = {(α, β) ∈ {−1, 0, 1}n × {0, 1}n : for all i ∈ {1, . . . , n}, if i ∈ N c or αi = 0, then βi = 0}.
For each (α, β) ∈ J , define
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• U (α,β) =∏ni=1 U (αi,βi)i and K(α,β) =∏ni=1K(αi,βi)i ;
• F (α,β) : U (α,β) → Rn by F (α,β)(y) = (F (α1,β1)1 (y1), . . . , F (αn,βn)n (yn));
• ψ(α,β) : RI(α,β) × (R \ {0})I(α,β)c by ψ(α,β)(x) = (ψ(α1,β1)1 (x1), . . . , ψ(αn,βn)n (xn)),
where I(α, β) = {i ∈ {1, . . . , n} : i ∈ N , or i ∈ N c and α = 0};
• F (α,β) = {gl ◦ F (α,β)}l∈{1,...,k};
• E(α,β) = {i ∈ N : αi ∈ {−1, 1}, βi = 0} ∪ {i ∈ N c : αi ∈ {−1, 1}};
• σ(α,β) : F (α,β) → {−1, 0, 1} by σ(α,β)(gi ◦ F (α,β)) = σi for each i ∈ {1, . . . , k};
• τ (α,β) : E(α,β) → {−1, 1} by τ (α,β)(i) = αi for each i ∈ E(α,β);
• Φ(α,β) = (F (α,β), E(α,β);K(α,β) |F (α,β), ψ(α,β), σ(α,β), τ (α,β)).
Then {Φ(α,β)}(α,β)∈J is an N -bounded S-parameterization of A.
(Note: Technically speaking, each set U (α,β) is an open subset of (R0)D(α,β)
c × RD(α,β) =
RD(α,β), where D(α, β) = {i ∈ {1, . . . , n} : βi = 0}, but this may be identified with a subset
of R|D(α,β)| by fixing a bijection from {1, . . . , |D(α, β)|} to D(α, β).) 
Lemma 14.10. Given an existential L∆(S)-formula defining a set A ⊆ Rm, and given M ⊆
{1, . . . , m} and R ∈ QM+ such that ΠM (A) ⊆ [−R,R], we can effectively find a representation
for an M-bounded S-parameterization of A.
Proof. Consider an existential L∆(S)-formula ∃yϕ(x, y) defining a set A ⊆ Rm, where x =
(x1, . . . , xm), y = (y1, . . . , yn), and ϕ(x, y) is quantifier-free. By using a number of rather
standard reductions in the quantified variables y, we may assume that
ϕ(x, y) =
∨
s∈S
ks∧
j=1
sign(fs,j(x, y)) = σs,j ,
where each fs = (fs,1, . . . , fs,ks) : R
m+n → Rki is defined from an S-polynomial by extending
it by 0 off its natural domain, and that A = {x ∈ Rm : ∃y ∈ [−S, S] s.t.ϕ(x, y)} for some S ∈
Qn+. By Lemma 14.9 we may effectively find a representation for anM ∪{m+1, . . . , m+n}-
bounded S-parameterization
{(F (j), E(j);K(j) |, F (j), ψ(j) × id, σ(j), τ (j))}j∈J
of the set
B = {(x, y) ∈ Rm × [−S, S] : ϕ(x, y)},
where ψ(j) : RI(j) × (R \ {0})I(j)c → Rm for some M ⊆ I(j) ⊆ {1, . . . , m}, and id : Rn → Rn
is the identity map. Then
{(F (j), E(j);K(j) |, Πm ◦ F (j), ψ(j), σ(j), τ (j))}j∈J
is an M-bounded S-parameterization of A = Πm(B). 
Lemma 14.11. Suppose we are given a representation for an S-parameterization
{Φ} = {(F , E;K |F, ψ, σ, τ)}
of size 1, where U ⊆ Rd is the domain of F . Then relative to the approximation and precision
oracles for S, we can effectively find a representation for a trivial, resolved S-parameterization
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{Φ(j)}j∈J such that
Loc(Φ) ∩K ⊆
⋃
j∈J
F (j)(Loc(Φ(j)) ∩K(j)) and
⋃
j∈J
F (j)(Loc(Φ(j))) ⊆ Loc(Φ),
where for each j ∈ J ,
Φ(j) = {(F (j), E(j);K(j) |F (j), id, σ(j), τ (j))}j∈J ,
where the domain of F (j) is U (j) ⊆ Rd(j), id : U → U the identity map, and F (j) : U (j) → U
is such that F (j)∣∣
Loc(Φ(j))
: Loc(Φ(j))→ F (j)(Loc(Φ(j))) is a C-analytic isomorphism.
We need some additional concepts to prove Lemma 14.11.
Definition 14.12. We call (Φ,P) a presented S-parameterization if {Φ} is an S-
parameterization of size 1 and P is an S-presentation which are related as follows:
Φ = (F , E;K |F, ψ, σ, τ),
and
P = ({g}, E;K : m0, . . .),
where
g =
∏
f∈F
f.
(Recall from Remark 14.8.3 that we are assuming that 0 6∈ F .)
Note that if (Φ,P) is a presented S-parameterization, P is resolved if and only if {Φ} is
resolved.
Definition 14.13. Suppose that (Φ,P) is a presented S-parameterization. We call G :
(U ′;K ′) → (U ;K) an admissible transformation for (Φ,P) if it is an admissible trans-
formation for P, or if it is an admissible inclusion by a center, which means that P is
complete and that (U ′;K) = (U |I ;K|I) and G(yIc) = (yIc, 0), with 0 ∈ RI and I =
⋃k
j=0Nj ,
as in the notation specified prior to Definition 13.1. We define the pullback (Φ′,P ′) of (Φ,P)
by G : (U ′;K ′)→ (U ;K) by defining
Φ′ = (F ′, E ′;K ′ |F ◦G,ψ, σ′, τ ′),
where E ′, σ′, τ ′ and P ′ are defined as follows, according to the type of the transformation:
1. Admissible Coordinate Transformation:
Define (F ′, E ′;K ′) and P ′ to be the pullbacks of (F , E;K) and P by G : (U ′K ′)→
(U ;K), respectively. Thus F ′ = G∗F and E ′ ⊆ E. Define σ′ : F ′ → {−1, 0, 1} by
σ′(f ◦G) = σ(f) for all f ∈ F , and define τ ′ = τ ∣∣
E′
.
2. Admissible Blowup Transformation:
Define (F ′, E ′;K ′) and P ′ to be the pullbacks of (F , E;K) and P by G : (U ′K ′)→
(U ;K), respectively. Thus F ′ = G∗F and E ′ ⊆ (E \ {i}) ∪ {i} for some i ∈ I,
where C = {x ∈ U : xI = 0} is the center of blowing-up and G is constructed from
πi : Ui → U , the ith standard chart of the blowing-up of U with center C. Define
σ′ : F ′ → {−1, 0, 1} by σ′(f ◦G) = σ(f) for all f ∈ F , and define τ : E ′ → {−1, 1} by
τ ′(j) =
{
τ(j), if j ∈ E \ {i},
ξ if j = i,
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for some choice of ξ ∈ {−1, 1}. Thus to any admissible blowup transformation for P,
we associate two admissible blowup transformations for (Φ,P), one with ξ = 1 and
the other with ξ = −1.
3. Admissible Inclusion by a Center :
Define U ′ = U |I , F ′ = F|I , E ′ = E \I, K ′ = K|I , and P ′ = (F ′, E ′;K ′ :∞). Define
σ′ : F ′ → {−1, 0, 1} by σ′(f ∣∣
U ′
) = σ(f) for all f ∈ F , and define τ ′ = τ ∣∣
E′
.
Observe that if (Φ′,P ′) is the pullback of (Φ, P ) by an admissible transformation G :
(U ′;K ′)→ (U ;K) for (Φ,P), then G∣∣
Loc(Φ′)
: Loc(Φ′)→ Loc(Φ) is a C-analytic embedding.
Also, if G : (U ′;K ′)→ (U ;K) is an admissible coordinate transformation for P, then
G(Loc(Φ′)) = Loc(Φ) ∩G(U ′).
If G : (U ′;K ′) → (U ;K) is an admissible blowup transformation for P with center C, and
{(Φ′ξ,P ′)}ξ∈{−1,1} are the two pullbacks of (Φ,P) by G : (U ′;K ′)→ (U ;K), then⋃
ξ∈{−1,1}
G(Loc(Φ′ξ)) = (Loc(Φ) \ C) ∩G(U ′).
Finally, if G : (U ′;K ′)→ (U ;K) is an admissible inclusion by a center C for (Φ,P), then
G(Loc(Φ′)) = Loc(Φ) ∩ C.
Proof of Lemma 14.11. Write Φ = (F , E;K |F, ψ, σ, τ), where U ⊆ Rn is the domain of
F . We can always associate Φ with the presented S-parameterization (Φ,P) with P =
(
∏
f∈F f, E;K :∞). Therefore it suffices to assume the more general situation that (Φ,P) is
a presented S-parameterization for a general S-presentation P, and to prove the lemma by
induction of (n, rankP), ordered lexicographically. If n = 0, then {Φ} is trivial and resolved.
So assume that n > 0.
First suppose that P is resolved. Thus {Φ} is resolved. By using the fact thatK is a co-c.e.
compact subset of the c.e. open set U , we can effectively find a finite family {(U (j);K(j))}j∈J ,
where each U (j) is an open rational box whose closure is contained in U , each K(j) is a
nondegenerate compact rational box contained in U (j), and K ⊆ ⋃j∈J int(K(j)). Define an
S-parameterization by pulling back (Φ,P) by the inclusions ι(j) : (U (j);K(j)) → (U ;K),
which are a type of admissible coordinate transformation. The resulting S-parameterization
is still resolved and is also trivial.
Now suppose that P is unresolved. Apply Proposition 14.4 to construct a finite family
(14.9) {(G(j) : (U (j);K(j))→ (U ;K)}j∈J
of admissible transformations for P such that K ⊆ ⋃j∈J G(j)(K(j)) and rankP(j) < rankP
for all j ∈ J , where P(j) is the pullback of P by G(j) : (U (j);K(j)) → (U ;K). Let J ′
be the set of all j ∈ J for which G(j) : (U (j);K(j)) → (U ;K) is an admissible coordinate
transformation; thus J \ J ′ is the set of all j ∈ J for which G(j) : (U (j);K(j)) → (U ;K) is
an admissible blowup transformation. For each j ∈ J ′, write (Φ(j),P(j)) for the pullback of
(Φ,P) by G(j) : (U (j);K(j))→ (U ;K), and for each j ∈ J \ J ′, write {(Φ(j,ξ),P(j,ξ))}ξ∈{−1,1}
for the two pullbacks of (Φ,P) by G(j) : (U (j);K(j)) → (U ;K). There are now two cases to
consider.
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First, suppose that P is incomplete. Then J ′ = J . Note that
Loc(Φ) ∩K ⊆
⋃
j∈J
G(j)(Loc(Φ(j)) ∩K(j)) and
⋃
j∈J
G(j)(Loc(Φ(j)) ⊆ Loc(Φ),
so we are done by applying the induction hypothesis to each (Φ(j),P(j)).
Second, suppose that P is complete, and write C = {x ∈ U : xI = 0} for the center of
blowing-up associated to P. Note that
(Loc(Φ) \ C) ∩K ⊆
(⋃
j∈J ′
G(j)(Loc(Φ(j)) ∩K(j))
)
∪
 ⋃
(j,ξ)∈(J\J ′)×{−1,1}
G(j)(Loc(Φ(j,ξ)) ∩K(j,ξ))

and (⋃
j∈J ′
G(j)(Loc(Φ(j))
)
∪
 ⋃
(j,ξ)∈(J\J)′×{−1,1}
G(j)(Loc(Φ(j,ξ)))
 ⊆ Loc(Φ).
Let ι : (U |I ;K|I) → (U ;K) denote the admissible inclusion by the center C , and write
(Φ|I ,P|I) for the pullback of (Φ,P) by this inclusion. Then
(Loc(Φ) ∩ C) ∩K = ι(Loc(Φ|I) ∩K|I) and ι(Loc(Φ|I)) = Loc(Φ) ∩ C.
We are now done by applying the induction hypothesis to each member of {(Φ|I ,P|I)} ∪
{(Φ(j),P(j))}j∈J . 
We use the following two observations about the statement of Lemma 14.11 in the corol-
lary below: (1) each set F (j)(Loc(Φ(j))) is a C-analytic manifold; (2) if Loc(Φ) ⊆ K, then
Loc(Φ) =
⋃
j∈J F
(j)(Loc(Φ(j))).
Corollary 14.14. LetX ⊆ Rn, and suppose that for each a ∈ X there exists a neighborhood
Ua of a and a countable family of sets {Ya,i}i∈Ia such that X ∩ Ua =
⋃
i∈Ia
Ya,i, where for
each i ∈ Ia,
Ya,i = {x ∈ Ua : fa,i(x) = 0, g(1)a,i (x) > 0, . . . , g(ka,i)a,i (x) > 0}
for some C-analytic functions fa,i, g(1)a,i , . . . , g(ka,i)a,i : Ua → R. Then X has dimension.
Proof. For each a ∈ X , fix a compact rational box Ka contained in Ua such that a ∈ int(Ka).
Only countably many of the sets int(Ka) are needed to cover X , so it suffices to fix a ∈ Rn
and show that X ∩ int(Ka) has dimension. For each i ∈ Ia, define an S-parameterization
{Φa,i} of Ya,i ∩ int(Ka,i) by setting Φa,i = (Fa,i, ∅;Ka | id, id, σa,i, ∅)}, where Fa,i consists of
fa,i, g
(1)
a,i , . . . , g
(ka,i)
a,i along with all the single-variable affine functions used to define the open
rational box int(Ka) using positive sign conditions; thus the sign map σa,i : Fa,i → {−1, 0, 1}
is chosen so that Ya,i ∩ int(Ka,i) = Loc(Φa,i) = {x ∈ Ua :
∧
h∈Fa,i
sign(h(x)) = σa,i(h)}. For
each i ∈ Ia, applying Lemma 14.11 to {Φa,i} expresses Ya,i ∩ int(Ka,i) as a finite union of
C-analytic manifolds. Therefore each set Ya,i ∩ int(Ka,i) has dimension, and hence so does
X ∩ int(Ka) =
⋃
i∈Ia
(Ya,i ∩ int(Ka,i)). 
In the following remarks we review some elementary differential geometry in order to
prepare for the proof of Proposition 14.16, which uses an effective fiber cutting procedure.
100 D. J. MILLER
Remarks 14.15. Let F : U → Rm be a C-analytic map defined on an open set U ⊆ Rd. We
write y = (y1, . . . , yd) for coordinates on R
d. The rank of F at y ∈ U is, by definition, the
rank of the Jacobian matrix ∂F
∂y
(y). Put
r = max
{
rank
∂F
∂y
(y) : y ∈ U
}
.
Note the following:
1. The number r is the maximum value of s ∈ {0, . . . ,min{d,m}} for which there exists
an s× s submatrix of ∂F
∂y
(y) with nonzero determinant at some y ∈ U .
2. If U is connected and V ⊆ U has nonempty interior, then the determinant of a square
submatrix of ∂F
∂y
(y) vanishes identically on U if and only if it vanishes identically on
V , and hence r = max
{
rank ∂F
∂y
(y) : y ∈ V
}
.
3. If F is computably C∞ relative to the approximation oracle for S and also has an
(S, E)-lifting for some E ⊆ {1, . . . , d}, then relative to the approximation and precision
oracles for S, we can compute r by finding a point p ∈ U ∩Qd and an r× r submatrix
of ∂F
∂y
(p) with nonzero determinant, and if r < min{d,m}, by verifying that the
determinants of all (r + 1)× (r + 1) submatrices of ∂F
∂y
(y) are identically equal to 0.
For each pair (λ, µ) of increasing maps λ : {1, . . . , d−r} → {1, . . . , d} and µ : {1, . . . , r} →
{1, . . . , m}, write λ′ : {1, . . . , r} → {1, . . . , d} and µ′ : {1, . . . , m− r} → {1, . . . , m} for their
complementary increasing maps, and put
(14.10) Uλ,µ,ξ =
{
y ∈ U : sign
(
det
∂Fµ
∂yλ′
(b)
)
= ξ
}
for each ξ ∈ {−1, 1}. Thus each set Uλ,µ,ξ is open in U , and{
x ∈ U : rank ∂F
∂y
(y) = r
}
=
⋃
λ,µ,ξ
Uλ,µ,ξ.
Fix (λ, µ, ξ). For the rest of the discussion, we shall assume that U = Uλ,µ,ξ. Let b ∈ U ,
and put a = F (b). By the implicit function theorem for C, there exists a C-analytic function
g implicitly defined by
Fµ (yλ, g(xµ, yλ)) = xµ and g(aµ, bλ) = bλ′ ,
where g is defined in an open box containing (aµ, bλ) and maps into R
im(λ′). Differentiating
in yλ gives
(14.11)
∂Fµ
∂yλ
(yλ, g(xµ, yλ)) +
∂Fµ
∂yλ′
(yλ, g(xµ, yλ))
∂g
∂yλ
(xµ, yλ) = 0,
and hence
(14.12)
∂g
∂yλ
(aµ, bλ) = −
[
∂Fµ
∂yλ′
(b)
]−1
∂Fµ
∂yλ
(b) = −
adj
(
∂Fµ
∂yλ′
(b)
)
det
(
∂Fµ
∂yλ′
(b)
) ∂Fµ
∂yλ
(b),
where adj is the classical adjoint operator. Put
h(xµ, yλ) = Fµ′ (yλ, g(xµ, yλ)) .
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Note that
(14.13)
∂h
∂yλ
(xµ, yλ) =
∂Fµ′
∂yλ
(yλ, g(xµ, yλ)) +
∂Fµ′
∂yλ′
(yλ, g(xµ, yλ))
∂g
∂yλ
(xµ, yλ).
Now, for each fixed y ∈ U , we have r = rank ∂Fµ
∂y
(y) = rank ∂F
∂y
(y), so the rows of
∂Fµ′
∂y
(y) are
contained in the span of the rows of ∂Fµ
∂y
(y). Thus (14.11) and (14.13) show that ∂h
∂yλ
(xµ, yλ) =
0. Since y ∈ U was arbitrary, this means that h only depends on xµ, so we may write h(xµ)
instead of h(xµ, yλ).
We now consider a ∈ F (U) to be fixed and study the fiber F−1(a) = {y ∈ U : F (y) = a}.
The above discussion shows that F−1(a) is a (d − r)-dimensional C-analytic manifold given
locally about any b ∈ F−1(a) as the graph of a C-analytic function yλ 7→ g(aµ, yλ). (Note:
This is the rank theorem, which was just proved in the course of the discussion.) Note that
the map Πµ ◦ F : U → Rd is an immersion if and only if r = d.
Now, consider a C-analytic function f : U → R, and suppose that f ∣∣
F−1(a)
achieves a local
extremum at a point b ∈ F−1(a). Then
∂
∂yλ
f(yλ, g(aµ, yλ)) =
∂f
∂yλ
(yλ, g(aµ, yλ)) +
∂f
∂yλ′
(yλ, g(aµ, yλ))
∂g
∂yλ
(aµ, yλ)
equals 0 at yλ = bλ, for the locally and implicitly defined map g as above. This and (14.12)
give
(14.14) det
(
∂Fµ
∂yλ′
(b)
)
∂f
∂yλ′
(b)− ∂f
∂yλ′
(b) adj
(
∂Fµ
∂yλ′
(b)
)
∂Fµ
∂yλ
(b) = 0.
The significance of (14.14) is that it expresses the fact that f
∣∣
F−1(a)
has a critical point at b
using only the partial derivatives of the functions F and f , without reference to the locally
defined map g. Thus for any b ∈ F−1(a), b is a critical point of f ∣∣
F−1(a)
if and only if (14.14)
holds.
Proposition 14.16 (Effective Desingularization of Existentially Definable Sets). Suppose
we are given an existential L∆(S)-formula defining a set A ⊆ Rm, and are given M ⊆
{1, . . . , m} and R ∈ QM+ such that ΠM(A) ⊆ [−R,R]. Then relative to the approximation
and precision oracles for S, we can effectively find a representation for an immersive, M-
bounded S-parameterization of A.
Proof. By applying Lemmas 14.10 and 14.11, we obtain a trivial, resolved, M-bounded S-
parameterization {Φ(j)}j∈J of A. For each j ∈ J , write
Φ(j) = (F (j), E(j);K(j) |F (j), ψ(j), σ(j), τ (j)),
where F (j) has domain U (j) ⊆ Rd(j). Thus
(14.15) A =
⋃
j∈J
ψ(j) ◦ F (j)(Loc(Φ(j)) ∩K(j)) =
⋃
j∈J
ψ(j) ◦ F (j)(Loc(Φ(j))).
Suppose that we have a “distinguished set of indices” J ′ ⊆ J such that for each j ∈ J ′ we have
found a coordinate projection Π(j) : Rm → Rd(j) such that Π(j)∣∣
Loc(Φ(j))
: Loc(Φ(j))→ Rd(j) is
an immersion. At the beginning of the proof we simply have J ′ = ∅, but we are considering
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a more general situation in order to set up an inductive argument. Define
d =
{
max{d(j) : j ∈ J \ J ′}, if J ′ 6= J ,
0, if J ′ = J .
We now proceed by induction on d. Note that if j ∈ J is such that d(j) = 0, then
Loc(Φ(j)) = R0 and Π0 ◦ F (j) : R0 → R0 is a immersion. Therefore we are done if d = 0.
So suppose that d > 0, and inductively assume that we can find an immersive, M-bounded
S-parameterization of A if we can find a trivial, resolved, M-bounded S-parameterization
{Φ(t)}t∈T of A with a distinguished set of indices T ′ ⊆ T such that e < d for the number e
defined by
e =
{
max{d(t) : t ∈ T \ T ′}, if T ′ 6= T ,
0, if T ′ = T ,
where for each t ∈ T , Φ(t) = (F (t), E(t);K(t) |F (t), ψ(t), σ(t), τ (t)) and F (t) has domain U (t) ⊆
Rd(t).
For each j ∈ J , compute
r(j) = max
{
rank
∂F (j)
∂y
(y) : y ∈ U (j)
}
.
(Equivalently, r(j) = max{rank ∂F (j)
∂y
(y) : y ∈ Loc(Φ(j))}, since Loc(Φ(j)) is open in the
connected set U (j).) If j ∈ J \ J ′ is such that r(j) = 0, then there exists c(j) ∈ Rm such that
ψ(j) ◦ F (j)(y) = c(j) for all y ∈ U (j), and by choosing any p ∈ Qd(j) ∩ U (j) and noting that
ψ(j) ◦ F (j)(p) = c(j), we see that c(j) has an (S, ∅)-lifting. Thus in this case, we may redefine
Φ(j) to be Φ(j) = (∅, ∅; {0} | c(j), ψ(j), ∅, ∅), and we may remove j from J \ J ′ and place j in
J ′, since the composition of maps R0 // Rm
Π0 // R0 : 0 7→ c(j) 7→ 0 is an immersion. By
this reduction, we may assume that r(j) > 0 for all j ∈ J \ J ′.
Now, fix j ∈ J \ J ′. Also fix a bounded open rational box B(j) =∏d(j)i=1 (a(j)i , b(j)i ) such that
(14.16) K(j) ∩ Loc(Φ(j)) ⊆ B(j) ⊆ Loc(Φ(j))
and cl(B(j)) ⊆ U (j) (as constructed in Remark 14.8.6). Let Λ(j) denote the set of all pairs
(λ, µ) of increasing maps λ : {1, . . . , d(j) − r(j)} → {1, . . . , d(j)} and µ : {1, . . . , r(j)} →
{1, . . . , m}. For each (λ, µ) ∈ Λ(j) and ξ ∈ {−1, 1}, define
W
(j)
λ,µ,ξ =
{
y ∈ Loc(Φ(j)) : sign
(
det
∂F
(j)
µ
∂yλ′
(y)
)
= ξ
}
,
where λ′ : {1, . . . , r(j)} → {1, . . . , d(j)} is the increasing map complementary to λ. Also
define
W (j)∗ =
⋂
(λ,µ)∈Λ(j)
{
y ∈ Loc(Φ(j)) : det ∂F
(j)
µ
∂yλ′
(y) = 0
}
.
Note that each set W
(j)
λ,µ,ξ is open in Loc(Φ
(j)), that dimW (j)∗ < d(j), and that
(14.17) Loc(Φ(j)) = W (j)∗ ∪
⋃
(λ,µ,ξ)∈Λ(j)×{−1,1}
W
(j)
λ,µ,ξ.
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Suppose for the moment that r(j) < d(j), and consider some (λ, µ, ξ) ∈ Λ(j) × {−1, 1}.
Define g
(j)
λ,µ,ξ : U
(j) → R by
g
(j)
λ,µ,ξ(y) = ξ
(
det
∂F
(j)
µ
∂yλ′
(y)
)d(j)∏
i=1
(b
(j)
i − yi)(yi − a(j)i )
 .
Note that g
(j)
λ,µ,ξ(y) > 0 on W
(j)
λ,µ,ξ ∩B(j) and that g(j)λ,µ,ξ(y) = 0 on bd(W (j)λ,µ,ξ ∩B(j)). For each
x ∈ Rm, write
Nx = {y ∈ W (j)λ,µ,ξ ∩ B(j) : F (j)(y) = x}.
Since F (j) has constant rank r(j) on W
(j)
λ,µ,ξ, the rank theorem shows that for each x ∈
F (j)(W
(j)
λ,µ,ξ∩B(j)), the set Nx is a nonempty submanifold of U (j) of pure dimension d(j)−r(j);
also, the closure of Nx is a compact subset of U
(j) because cl(Nx) ⊆ cl(B(j)) ⊆ U (j), and we
have g
(j)
λ,µ,ξ(y) > 0 on Nx and g
(j)
λ,µ,ξ(y) = 0 on fr(Nx). Therefore for each x ∈ F (j)(W (j)λ,µ,ξ ∩
B(j)), the restriction of g
(j)
λ,µ,ξ to Nx achieves a maximum value, which necessarily occurs at
a critical point y ∈ Nx satisfying H(j)λ,µ,ξ(y) = 0, where
H
(j)
λ,µ,ξ(y) = det
(
∂F
(j)
µ
∂yλ′
(y)
)
∂g
(j)
λ,µ,ξ
∂yλ′
(y)− ∂g
(j)
λ,µ,ξ
∂yλ′
(y) adj
(
∂F
(j)
µ
∂yλ′
(y)
)
∂F
(j)
µ
∂yλ
(y).
Put
W˜
(j)
λ,µ,ξ =
{
y ∈ W (j)λ,µ,ξ : H(j)λ,µ,ξ(y) = 0
}
.
Note that dim W˜
(j)
λ,µ,ξ < d(j) since H
(j)
λ,µ,ξ is a nonzero C-analytic function, and that
(14.18) F (j)(W˜
(j)
λ,µ,ξ ∩B(j)) = F (j)(W (j)λ,µ,ξ ∩B(j)).
We shall now define a new S-parameterization of A, so j is no longer fixed. Define a new
index set
S = J ′ ∪ {(j, ∗) : j ∈ J \ J ′} ∪ {(j, λ, µ, ξ) : j ∈ J \ J ′, (λ, µ) ∈ Λ(j), ξ ∈ {−1, 1}} .
Define an S-parameterization {Φ(s)}s∈S, where for each s ∈ S,
Φ(s) = (F (s), E(s);K(s) |F (s), ψ(s), σ(s), τ (s)),
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where the domain of F (s) is U (s) ⊆ Rd(s), and where
d(s) = d(j), if s ∈ {j, (j, ∗), (j, λ, µ, ξ)},
U (s) = U (j), if s ∈ {j, (j, ∗), (j, λ, µ, ξ)},
F (s) =

F (j), if s = j,
F (j) ∪
{
∂F
(j)
µ
∂yλ′
}
(λ,µ)∈Λ(j)
, if s = (j, ∗),
F (j) ∪ {det ∂F (j)
∂yλ′
}, if s = (j, λ, µ, ξ) and r(j) = d(j),
F (j) ∪ {det ∂F (j)
∂yλ′
, H
(j)
λ,µ,ξ}, if s = (j, λ, µ, ξ) and r(j) < d(j),
E(s) = E(j), if s ∈ {j, (j, ∗), (j, λ, µ, ξ)},
K(s) =
{
K(j), if s ∈ {j, (j, ∗)}, or s = (j, λ, µ, ξ) and r(j) = d(j),
cl(B(j)), if s = (j, λ, µ, ξ) and r(j) < d(j),
ψ(s) = ψ(j), if s ∈ {j, (j, ∗), (j, λ, µ, ξ)},
τ (s) = τ (j), if s ∈ {j, (j, ∗), (j, λ, µ, ξ)},
and σ(s) : F (s) → {−1, 0, 1} is defined by
σ(s)(f) =

σ(j)(f), if s ∈ {j, (j, ∗), (j, λ, µ, ξ)} and f ∈ F (j),
0, if s = (j, ∗) and f = ∂F
(j)
µ
∂yλ′
for some (λ, µ),
ξ, if s = (j, λ, µ, ξ) and f =
∂F
(j)
µ
∂yλ′
,
0, if s = (j, λ, µ, ξ), r(j) < d(j), and f = H
(j)
λ,µ,ξ.
Note that for each s ∈ S,
(14.19) Loc(Φ(s)) =

Loc(Φ(j)), if s = j,
W (j)∗ , if s = (j, ∗),
W
(j)
λ,µ,ξ, if j = (λ, µ, ξ) and r(j) = d(j),
W˜
(j)
λ,µ,ξ, if j = (λ, µ, ξ) and r(j) < d(j).
It follows from equations (14.15)-(14.19) that
A =
⋃
s∈S
ψ(s) ◦ F (s)(Loc(Φ(s)) ∩K(s)) =
⋃
s∈S
ψ(s) ◦ F (s)(Loc(Φ(s))).
For each s ∈ S \ J ′, apply Lemma 14.11 to Φ(s). This constructs a trivial, resolved
S-parameterization {Ψ(t)}t∈Ts such that
Loc(Φ(s)) ∩K(s) ⊆
⋃
t∈Ts
G(t)(Loc(Ψ(t)) ∩K(t)) and
⋃
t∈Ts
G(t)(Loc(Ψ(t))) ⊆ Loc(Φ(s)),
where for each t ∈ Ts,
Ψ(t) = (F (t), E(t);K(t) |G(t), id, σ(t), τ (t)),
the domain of F (t) is U (t) ⊆ Rd(t), and the restriction of G(t) to Loc(Φ(t)) is an isomorphism
onto its image. We assume that the index sets Ts are all disjoint from J
′ and from each
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other. Define T = J ′ ∪ ⋃s∈S\J ′ Ts, and define an S-parameterization {Φ(t)}t∈T , where for
each s ∈ S \ J ′ and t ∈ Ts,
Φ(t) = (F (t), E(t);K(t) |F (t), ψ(t), σ(t), τ (t)),
with F (t) = F (s) ◦G(t) and ψ(t) = ψ(s). Note that {Φ(t)}t∈T is a trivial, resolved, M-bounded
S-parameterization of A.
Define a distinguished set of indices T ′ ⊆ T as follows. Consider t ∈ T . If t = j for some
j ∈ J ′, then Π(t) ◦ F (t)∣∣
Loc(Φ(t))
: Loc(Φ(t)) → Rd(t) is an immersion; in this case, place t
in T ′. So suppose that t ∈ Ts for some s ∈ S \ J ′. If s = (j, ∗), or if s = (j, λ, µ, ξ) and
r(j) < d(j), then d(t) ≤ dimLoc(Φ(s)) < d(j) since G(t)∣∣
Loc(Φ(t))
is an isomorphism onto its
image G(t)(Loc(Φ(t))) ⊆ Loc(Φ(s)) and dimLoc(Φ(s)) < d(j); in this case, place t in T \ T ′.
If s = (j, λ, µ, ξ) and r(j) = d(j), then either d(t) < d(j), in which case we place t in T \ T ′,
or else d(t) = d(j), in which case Πλ ◦ F (t)
∣∣
Loc(Φ(t))
: Loc(Φ(t))→ Rd(t) is an immersion so we
place t in T ′. Define
e =
{
max{d(t) : t ∈ T \ T ′}, if T ′ 6= T ,
0, if T ′ = T .
Then e < d, so we are done by the induction hypothesis. 
Corollary 14.17. If we are given an existential L∆(S)-sentence ϕ, then relative to the ap-
proximation and precision oracles for S, we can decide whether ϕ is true or false in the
structure R∆(S).
Proof. Let A be the subset of R0 defined by ϕ; namely, A = {0} if ϕ is true, and A = ∅ if ϕ
is false. Apply Proposition 14.16 to construct an immersive S-parameterization {Φ(j)}j∈J of
A. Then ϕ is true if and only if J 6= ∅. 
Corollary 14.18. If we are given existential L∆(S)-formulas defining sets A1, A2 ⊆ Rm, then
relative to the approximation and precision oracles for S, we can decide whether A1 ∩A2 is
empty or nonempty.
Proof. For each i ∈ {1, 2}, let ϕi(x, yi) be a quantifier-free L∆(S)-formula such that Ai =
{x ∈ Rm : ∃yiϕ(x, yi)}, where yi is a tuple of variables. Then A1 ∩ A2 6= ∅ if and only
if ∃x∃y1∃y2 (ϕ1(x, y1) ∧ ϕ2(x, y2)) holds, and this sentence is existential. Apply Corollary
14.17. 
Proposition 14.19 (Computing Connected Components and Dimension). Any set A ⊆ Rm
which is existentially 0-definable in R∆(S) has dimension and has finitely many connected
components C1, . . . , CP . In fact, if we are given an existential L∆(S)-formula defining the
set A, then relative to the approximation and precision oracles for S, we can effectively find
representations for immersive S-parameterizations
{Φ(q)}q∈Qp, for p = 1, . . . , P ,
for C1, . . . , CP , respectively, where the Qp are disjoint index sets.
The proposition implies the following:
1. We can compute P .
2. For each p ∈ {1, . . . , P}, we can find an immersive S-parameterization for a point
cp ∈ Cp (by Remark 14.8.5).
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3. We can compute the dimensions of C1, . . . , CP and A by the following formulas,
dimCp = max{d(q) : q ∈ Qp}, for each p ∈ {1, . . . , P},
dimA = max{dim(C1), . . . , dim(CP )} = max
{
d(q) : q ∈
P⋃
p=1
Qp
}
,
where for each q, Φ(q) = (F (q), E(q);K(q) |F (q), ψ(q), σ(q), τ (q)) and the domain of F (q)
is an open set U (q) ⊆ Rd(q).
Proof. Suppose we are given an existential L∆(S)-formula defining A. Apply Proposition
14.16 to construct an immersive S-parameterization {Φ(j)}j∈J of A; we use the notation of
Definition 14.6. By Remark 14.8.6, we may choose bounded, open, rational boxes B(j) ⊆ Rd(j)
such that A =
⋃
j∈J ψ
(j) ◦ F (j)(B(j)), and such that for each j ∈ J , cl(B(j)) ⊆ U (j) and
Π(j)◦F (j)∣∣
B(j)
: B(j) → Rd(j) is an immersion. Each set ψ(j)◦F (j)(B(j)) is connected, so A has
finitely many connected components C1, . . . , CP , and there exists a partition {Q1, . . . , QP}
of J such that Cp =
⋃
q∈Qp
ψ(q) ◦F (q)(B(q)) for each p ∈ {1, . . . , P}. So it suffices to compute
the partition {Q1, . . . , QP} of J .
Let j ∈ J . Write W (j) = RI(j)× (R\{0})I(j)c, which is both the domain and range of ψ(j).
Note that F (j)(B(j)) ⊆ W (j), but F (j)(clB(j)) is not necessarily a subset of W (j). We claim
that
(14.20) ψ(j)(W (j) ∩ F (j)(clB(j))) = cl (ψ(j) ◦ F (j)(B(j))) .
To see this, note that since cl(B(j)) ⊆ U (j), and since the maps F (j) : U (j) → Rm and
ψ(j) : W (j) →W (j) are continuous, we have ψ(j)(W (j) ∩F (j)(clB(j))) ⊆ cl (ψ(j) ◦ F (j)(B(j))).
To show the reverse inclusion, let x ∈ cl (ψ(j) ◦ F (j)(B(j))). Fix a sequence {yk}k∈N in B(j)
such that x = limk→∞ ψ
(j) ◦ F (j)(yk). Since B(j) is bounded, by passing to a subsequence
we may assume that limk→∞ yk = y for some y ∈ cl(B(j)). Put b = (b1, . . . , bm) = F (j)(y).
Now, if b 6∈ W (j), then bi = 0 for some i ∈ I(j)c, so the absolute value of the ith components
of the sequence {ψ(j) ◦ F (j)(yk)}k∈N diverges to ∞, contradicting the fact that this sequence
converges to x. Thus b ∈ W (j), and hence x = ψ(j) ◦ F (j)(y) ∈ ψ(j) ◦ (W (j) ∩ F (j)(clB(j))),
which proves the claim.
Write D(j) = ψ(j) ◦F (j)(B(j)) for each j ∈ J . The significance of the claim is that for each
j ∈ J , the closure of D(j) is existentially 0-definable in R∆(S), since the left side of (14.20) is
clearly so. Now note the following:
1. For each p ∈ {1, . . . , P} and each each q, r ∈ Qp, there exist q0, . . . , qk ∈ Qp such that
q0 = q, qk = r, and for each i ∈ {0, . . . , k − 1},
(14.21) cl(D(qi)) ∩D(qi+1) 6= ∅ or D(qi) ∩ cl(D(qi+1)) 6= ∅.
2. For each p, p′ ∈ {1, . . . , P} with p 6= p′, and each q ∈ Qp and q′ ∈ Qp′,
(14.22) cl(D(q)) ∩D(q′) = ∅ and D(q) ∩ cl(D(q′)) = ∅.
These two properties uniquely characterize the partition {Q1, . . . , QP} of J , and the con-
ditions (14.21) and (14.22) can be decided using Corollary 14.18, since the sets D(j) and
cl(D(j)) are existentially 0-definable in R∆(S) for each j ∈ J . We may therefore compute
{Q1, . . . , QP}. 
Lemma 14.20. Let d ∈ N, and suppose that the number d has the following property:
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For every set B ⊆ Rd which is existentially 0-definable in RS , if we are given
an existential LS-formula defining B, then relative to the approximation and
precision oracles for S, we can effectively find an existential LS-formula defining
Rd \B.
Let λ : {1, . . . , d} → {1, . . . , n} be an increasing map, and suppose we are given N ∈ N and
an existential LS-formula defining a set A ⊆ Rn such that |A ∩ Π−1λ (x)| ≤ N for all x ∈ Rd.
Then relative to the approximation and precision oracles for S, we can effectively find an
existential LS-formula defining Rn \ A.
This lemma of course applies to R∆(S) as well, since we could replace S with ∆(S).
Proof. See the proof of [8, Lemma 2.5]. 
Theorem 14.21 (Effective Theorem of the Complement). If we are given an existential
L∆(S)-formula defining a set A ⊆ Rm, then relative to the approximation and precision
oracles for S, we can effectively find an existential L∆(S)-formula defining Rm \ A.
Proof. We follow the proof of [8, Theorem 2.7], except we use the notion of an “S-parameterization”
in place of the “Gabrielov property” of [8]. The proof is by induction on m. The base case
of m = 0 is trivial (the effective content of the base case follows from Corollary 14.17). So
let m > 0, and assume that the Theorem holds for all existentially 0-definable subsets of Rl
for each l < m.
Apply Proposition 14.16 to construct an immersive S-parameterization {Φ(j)}j∈J of A,
with associated projections Π(j) : Rm → Rd(j); we use the notation of Definition 14.6 and
Remark 14.8.6. Thus
A =
⋃
j∈J
ψ(j) ◦ F (j)(B(j)),
so by DeMorgan’s Law, it suffices to fix j ∈ J and construct an existential L∆(S)-formula
defining Rm \ ψ(j) ◦ F (j)(B(j)). Since j ∈ J is now fixed, we will drop the index j, and will
simply write F , ψ : RI × (R \ {0})Ic → Rm (for some I ⊆ {1, . . . , m}), Π : Rm → Rd,
B ⊆ Rd, and U ⊆ Rd. We assume that A = ψ ◦F (B). Write W = RI × (R \ {0})Ic , which is
both the domain and range of ψ. Note that F (B) ⊆W and that ψ : W → W is a bijection.
Therefore
Rm \A = (Rm \W ) ∪ ψ(W ∩ (Rm \ F (B))).
The sets Rm \W and W , and the function ψ, are all quantifier-free definable (and one can
easily write down quantifier-free L∆(S)-formulas defining them), so it suffices to construct an
existential L∆(S)-formula defining the set Rm \F (B). The proof now breaks into two cases.
Case 1 : d < m.
Put G = Π ◦ F : U → Rd. Note that
(14.23) |Π−1(x) ∩ F (B)| ≤ |G−1(x) ∩ B|
for all x ∈ Rd. We claim that we can effectively find N ∈ N such that
(14.24) |G−1(x) ∩B| ≤ N
for all x ∈ Rd. To prove the proposition in Case 1, it suffices to prove the claim, since
the proposition follows immediately from the claim, (14.23), the induction hypothesis, and
Lemma 14.20.
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Note that G
∣∣
B
: B → G(B) is a local homeomorphism, with G(B) open in Rd. Put
D = G(bdB). The set D is existentially 0-definable in R∆(S) (and hence has dimension)
with dimD ≤ dim bd(B) < d. Thus every neighborhood of every point of D contains points
in G(B) \ D. Thus if N ∈ N is such that |G−1(x) ∩ B| ≤ N for all x ∈ G(B) \ D, then
(14.24) holds for all x ∈ G(B) ∩D as well, and hence holds for all x ∈ Rd. So it suffices to
find such a constant N for which (14.24) holds for all x ∈ G(B) \D.
We now show that the map G
∣∣
B∩G−1(G(B)\D)
: B ∩G−1(G(B) \D)→ G(B) \D is proper.
To see this, fix a compact set K ⊆ G(B) \D; we must prove that B ∩G−1(K) is compact.
The set G−1(K) is clearly closed, so B ∩ G−1(K) is closed in B. If B ∩ G−1(K) is not
closed in Rd, then G−1(K) ∩ bd(B) 6= ∅, and hence K ∩D 6= ∅, contradicting the fact that
K ⊆ G(B)\D. Thus B∩G−1(K) is closed in Rd. The set B is also bounded, so B∩G−1(K)
is compact, as desired.
We have shown that G
∣∣
B∩G−1(G(B)\D)
: B∩G−1(G(B)\D)→ G(B)\D is proper, and this
map is also a local homeomorphism. Therefore |G−1(x)∩B| takes on a constant finite value
on each connected component of G(B)\D. The sets G(B) and D are existentially 0-definable
subsets of Rd, and d < m, so G(B)\D is existentially 0-definable by the induction hypothesis
(and this fact is effective). By Proposition 14.19, we may find existentially 0-definable points
c1, . . . , cP in each of the connected components C1, . . . , CP of G(B) \ D, respectively. For
each N ∈ N and each p ∈ {1, . . . , P}, the statement “|G−1(cp) ∩ B| > N” is expressible as
an existential L∆(S)-sentence, so “|G−1(cp) ∩ B| ≤ N” is expressible as the negation of an
existential L∆(S)-sentence. By choosing N large enough and using Corollary 14.17, we may
effectively find N ∈ N such that |G−1(cp)∩B| ≤ N for all p ∈ {1, . . . , P}, and hence (14.24)
is true for all x ∈ G(B) \D. This proves the claim.
Case 2 : d = m.
We use the superscript c to denote complementation in Rm. The set F (bdB) is existen-
tially 0-definable and is of dimension less than d, so by case 1, F (bdB)c is also existentially
definable. Note that
F (B)c = F (clB)c ∪ (F (bdB) \ F (B)).
The set F (bdB) ∩ F (B) is existentially 0-definable and of dimension less than d, and
F (bdB) \ F (B) = F (bdB) \ (F (bdB) ∩ F (B)), so by case 1 again, F (bdB) \ F (B) is ex-
istentially 0-definable. It therefore suffices to show that F (clB)c is existentially 0-definable.
Note that F (clB) = F (B) ∪ F (bdB), so F (clB)c = F (B)c ∩ F (bdB)c ⊆ F (bdB)c. The
set F (clB)c is open in Rm and F (B)c is closed in Rm (since F is a local homeomorphism
on B), so F (clB)c is both open and closed in F (bdB)c, and hence F (clB)c is the union
of a collection of connected components of F (bdB)c. By Proposition 14.19 we may fix
existential L∆(S)-formulas for the connected components C1, . . . , CP of F (bdB)c. Thus for
some J ⊆ {1, . . . , P} we have
F (clB)c =
⋃
p∈J
Cp,
F (clB) ∩ F (bdB)c =
⋃
p∈{1,...,P}\J
Cp,
since F (clB)c and F (clB) ∩ F (bdB)c are complements of each other relative to F (bdB)c.
The set F (clB)∩F (bdB)c is existentially 0-definable in R∆(S), so by using Corollary 14.18,
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we may determine which of the sets Cp meet F (clB) ∩ F (bdB)c and which do not. This
computes J , and thereby constructs and existential L∆(S)-formula defining F (clB)c. 
Theorem 14.22 (Effective Desingularization of Definable Sets). If we are given an LS-
formula defining a set A ⊆ Rm, and are given M ⊆ {1, . . . , m} and R ∈ QM+ such that
ΠM(A) ⊆ [−R,R], then relative to the approximation and precision oracles for S, we can
effectively find a representation for an immersive, M-bounded S-parameterization of A.
Proof. Given an LS-formula which defines A ⊆ Rn, we can effectively find an LS-formula
which defines A and is in prenex normal form. Now repeatedly apply Theorem 14.21 to find
an existential L∆(S)-formula defining A, and then apply Proposition 14.16. 
The following is a generalization of Proposition 4.7.2.
Corollary 14.23. If A ⊆ Rn is 0-definable in RC, then A ∩ Cn0 is dense in A.
Proof. It suffices to fix an open rational box U ⊆ Rn such that A ∩ U 6= ∅ and prove that
U ∩ A ∩ Cn0 6= ∅. The set A ∩ U is 0-definable. Applying Proposition 14.22 to A ∩ U , and
then Remark 14.8.5, gives a point a ∈ A ∩ U with a (C, ∅)-lifting, so a ∈ Cn0 since C is an
IF-system. 
15. Expanding Implicit Function Systems by Constants
Recall from Notation 9.12 that for a family F of real-valued functions on a set A,
V(F ;A) = {x ∈ A : f(x) = 0 for all f ∈ F}.
Lemma 15.1 (Topological Noetherianity). Let F be a family of real-valued C-analytic func-
tions on an open set U ⊆ Rn, and let K ⊆ U be compact. Then there exists a finite set
G ⊆ F such that V(F ;K) = V(G;K).
Proof. The proof is by induction on n. The result is trivial when n = 0, so let n > 0 and
assume the lemma holds with n− 1 in place of n. There is nothing to prove if F = ∅ or if F
contains only zero functions, so we may assume that we can fix a nonzero f ∈ F . By covering
K with finitely many compact rational boxes contained in U , we may assume that K is a
compact rational box and that U is an open rational box containing K, and thus that P =
({f}, ∅;K :∞) is a C-presentation. Apply Theorem 14.5 to P = ({f}, ∅;K :∞). This gives a
finite family {F (j) : (U (j);K(j))→ (U ;K)}j∈J of compositions of admissible transformations
such that K ⊆ ⋃j∈J F (j)(K(j)) and P(j) = (F (j), E(j);K(j) : 0, . . .) is resolved for each j ∈ J ,
where P(j) is the pullback of P by F (j) : (U (j);K(j))→ (U ;K). Put L = ⋃j∈J F (j)(K(j)); it
suffices to prove the lemma with L in place of K. Note that
V(F ;L) =
⋃
j∈J
F (j)(V(F (j);K(j))),
so it suffices to fix j ∈ J and prove the lemma for V(F (j);K(j)). Note that V(F (j);K(j)) ⊆⋃
i∈E(j) V(xi;K
(j)), so we are done by applying the induction hypothesis to the pullback of
F (j) by the maps x{i}c 7→ (x{i}c , 0) for each i ∈ E(j) (where 0 ∈ R{i}). 
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Definition 15.2. For any subgroup E of (R,+) such that C0 ⊆ E, define
C(E) =
⋃
m,n∈N
(r,s)∈Qm+×Q
n
+
{f(·, a) : f ∈ C(r,s), a ∈ En ∩ [−s, s]},
where f(·, a) : [−r, r] → R : x 7→ f(x, a). Write C0(E) for the set of constants of C(E), and
write Cr(E) for the functions in C(E) defined on [−r, r], for each r ∈ Qn+ and integer n > 0.
Our running assumption throughout Part IV of the paper has been that C is a quasianalytic
IF-system. We drop the assumption of quasianalyticity in the following theorem.
Theorem 15.3 (Extending IF-systems by constants). Let C be a (not necessarily quasian-
alytic) IF-system, and let E be a subgroup of (R,+) such that C0 ⊆ E.
1. The set C(E) is the smallest IF-system containing both C and E.
2. If C is quasianalytic, then so is C(E).
Proof. We first prove 1. It is clear that C(E) is contained in every IF-system containing
C ∪E, so to prove 1 it suffices to show that C(E) is an IF-system. It is easy to see that C(E)
contains the coordinate projection functions and has the extension property.
We now show that C0(E) is a field. For any two numbers a, b ∈ C0(E), there exist n ∈ N,
r ∈ Qn+, f, g ∈ Cr, and a′, b′ ∈ En ∩ [−r, r] such that a = f(a′) and b = g(b′). (The
point is that the same r can be chosen for both f and g by adding dummy variables,
which is permissible since C contains the coordinate projection functions and is closed under
composition.) Therefore C0(E) is a ring, since each Cr is a ring. The fact that C0(E) is closed
under taking reciprocals follows from Remark 4.5.2, so C0(E) is a field.
We now show that C is closed under composition. Let f ∈ Cs(E) and g ∈ Cmr (E), where
s ∈ Qm+ and r ∈ Qn+, and assume that g([−r, r]) ⊆ [−s, s]. Put h = f ◦ g. We must show
that h is in Cr(E). Fix functions F ∈ C(s,s′) and G ∈ Cm(r,r′) and points a ∈ Em
′ ∩ [−s′, s′] and
b ∈ En′ ∩ [−r′, r′] such that f(x) = F (x, a) and g(y) = G(y, b), where s′ ∈ Qm′+ and r′ ∈ Qn′+ ,
and where we write (x, x′) and (y, y′) for coordinates on Rm×Rm′ and Rn×Rn′ , respectively.
Since C has the extension property, we may enlarge s to assume that G([−r, r], b) ⊆ (−s, s),
and we may enlarge r′ to assume that b ∈ (−r′, r). Fix b′ ∈ Cn′0 and p′ ∈ Qn′+ such that
b ∈ (b′ − p′, b′ + p′), [b′ − p′, b′ + p′] ⊆ [−r′, r′], and G([−r, r] × [b′ − p′, b′ + p′]) ⊆ (−s, s).
Define G˜ : [−r, r]× [−p′, p′]→ R by
G˜(y, y′) = G(y, y′ + b′),
and define H : [−r, r]× [−p′, p′]× [−s′, s′]→ R by
H(y, y′, x′) = F (G˜(y, y′), x′).
Note that G˜ ∈ C(r,p′) and the image of G˜ in contained in (−s, s), so H ∈ C(r,p′,s′). Finally
note that h(y) = H(y, b − b′, a) and that (b − b′, a) ∈ En′+m′ ∩ ([−p′, p′] × [−s′s,′ ]), since
b ∈ En′ , b′ ∈ Cn′0 ⊆ En′ , and E is an additive group. So h ∈ Cr(E), as desired.
We now show that C(E) is closed under division by variables. Let f ∈ Cr(E) be such
that f(x˜, 0) = 0 on [−r˜, r˜], where r = (r1, . . . , rm) ∈ Qm+ and r˜ = (r1, . . . , rm−1), and
where we write x = (x˜, xm) = (x1, . . . , xm) for coordinates on R
m. Let h : [−r, r] → R be
the continuous function defined by f(x) = xmh(x). We must show that h ∈ Cr(E). Fix
F ∈ C(r,s) and a ∈ En ∩ [−s, s] such that f(x) = F (x, a), where s ∈ Qn+. Write y for
coordinates on Rn. Define G : [−r, r]× [−s, s]→ R by G(x, y) = F (x, y)− F (x˜, 0, y). Note
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that f(x) = G(x, a) on [−r, r], that G ∈ C(r,s), and that G(x˜, 0, y) = 0 on [−r˜, r˜] × [−s, s].
Therefore G(x, y) = xmH(x, y) for some H ∈ C(r,s). We have h(x) = H(x, a), so h ∈ Cr(E),
as desired.
We now show that C(E) is closed under implicit functions. Let f ∈ C(r,s)(E) be such that
IF(f ; r, s) holds, where r ∈ Qm+ and s ∈ Q+; write (x, y) = (x1, . . . , xm, y) for coordinates on
Rm+1. This means that there exists σ ∈ {−1, 1} such that σf(x, s) > 0 and σf(x,−s) < 0
on [−r, r], and that σ det ∂f
∂y
> 0 on [−r, r] × [−s, s]. Fix F ∈ C(r,s,t) and a ∈ En ∩ [−t, t]
such that f(x, y) = F (x, y, a), where t ∈ Qn+. By performing similar manipulations to what
was done in the proof of closure under compositions, we may modify F and a to assume
that σF (x, s, z) > 0 and σF (x,−s, z) < 0 on [−r, r] × [−t, t], and that σ det ∂F
∂y
> 0 on
[−r, r]× [−s, s]× [−t, t]; namely, that IF(F ; (r, t), s) holds. So there exists a unique function
G : [−r, r]× [−t, t]→ (−s, s) such that F (x,G(x, z), z) = 0 on [−r, r]× [−t, t], and we have
G ∈ C(r,s). Note that g(x) = G(x, a), so g ∈ Cr(E), as desired. This completes the proof of
1.
We now prove 2. Assume that C is quasianalytic. Let f ∈ Cr(E) and a ∈ [−r, r] be such
that ∂
|α|f
∂xα
(a) = 0 for all α ∈ Nm, where r ∈ Qm+ . We must show that f = 0. Fix F ∈ C(r,s)
and b ∈ En ∩ [−s, s] such that f(x) = F (x, a), where s ∈ Qn+. Let F = {∂
|α|F
∂xα
: α ∈ Nm},
and write V(F) := V(F ; [−r, r] × [−s, s]). By Lemma 15.1, there exists a finite G ⊆ F
such that V(F) = V(G), and by Proposition 4.7, V(G) ∩ Cm+n0 is dense in V(G). Since
(a, b) ∈ V(F), we may fix a sequence {(ai, bi)}i∈N ⊆ V(F) ∩ Cm+n0 which converges to
(a, b). Each function x 7→ F (x, bi) is in Cr and has a zero Taylor series at ai, so by the
quasianalyticity of C, F (x, bi) = 0 for all i ∈ N and all x ∈ [−r, r]. Thus for all x ∈ [−r, r],
f(x) = F (x, b) = limi→∞ F (x, bi) = 0. This proves 2. 
16. Model-Theoretic Consequences of Desingularization
This section proves the five theorems from the Introduction. The following is a restatement
of Theorem 0.1.
Theorem 16.1 (Characterization of Decidability). The theory of RS is decidable if and
only if the approximation and precision oracles for S are decidable.
Proof. This follows from Theorem 14.22 in the same way that Corollary 14.17 follows from
Proposition 14.16. 
Various application of Theorem 16.1 to decidability are given in [18]. For the remaining
of the paper, we set all effectivity issues aside and use the tools developed to prove Theorem
16.1 to deduce theorems about the model theory of the structures RS and RC.
Due to the length of its statement, here we will only prove Theorem 0.2 but do not restate
it.
Proof of Theorem 0.2. This follows immediately from Theorem 14.22 and Remark 14.8.6. 
The following is Theorem 0.3.
Theorem 16.2. The structure R∆(S) is model complete.
Proof. This follows immediately from Theorem 14.21. (It also follows immediately from the
last sentence in the statement of Theorem 0.2.) 
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Lemma 16.3 (Curve Selection). Let A ⊆ Rm be definable in RS , and let a ∈ cl(A). Then
there exists a definable C-analytic function g : [0, 1]→ Rm such that g(0) = a and g((0, 1]) ⊆
A.
Proof. Fix a definable set A and a ∈ cl(A). By using Theorem 15.3 to replace C with C(R),
we may assume that R ⊆ C. By intersecting A with a box which is a neighborhood of a,
we may assume that A is bounded. Applying Theorem 0.2 to RS∪R gives a finite family of
immersions {F (j) : U (j) → Rm}j∈J and bounded open rational boxes {B(j)}j∈J such that
(16.1) A =
⋃
j∈J
F (j)(B(j)),
where for each j ∈ J , the set U (j) is open in Rd(j) for some d(j) ≤ m, the closure of B(j)
is contained in U (j), the map F (j) is 0-definable in RS , and F
(j)
∣∣
B(j)
is an immersion. Fix
j ∈ J such that a ∈ cl(F (j)(B(j))). Since B(j) is bounded, cl(F (j)(B(j))) = F (j)(clB(j)), so
we may fix b ∈ cl(B(j)) such that a = F (j)(b). Choose c ∈ B(j), and define h : [0, 1]→ Rm by
h(j)(t) = (1−t)b+tc. Then h(0) = b and h((0, 1]) ⊆ B(j). The desired function g : [0, 1]→ A
is given by g = F (j) ◦ h. 
Definition 16.4. If R is an expansion of the real field, the field of definable exponents
of R is the set of all r ∈ R for which the power function (0,∞) : t 7→ tr is definable in R.
(It is easy to show that this set is indeed a field.)
The following is a restatement of Theorem 0.4.
Theorem 16.5. The structure RS is a polynomially bounded o-minimal expansion of the
real field with C∞-uniformization, and the field of definable exponents of RS is Q.
Proof. By using Theorem 15.3 to replace C with C(R), we may assume that R ⊆ C. Applying
Theorem 0.2 to the structure RS∪R shows that every definable set of RS has finitely connected
components, so RS is o-minimal.
2
We now show that RS is polynomially bounded and that Q is the field of definable ex-
ponents of RS . The later implies the former, and to show the later it suffices to fix a map
f : (0, ǫ)→ R definable in RS , for some ǫ > 0, and to prove that limt→0 f(t)/tr = c for some
r ∈ Q and nonzero c ∈ R. By o-minimality, L = limt→0 f(t) exists in R ∪ {−∞,+∞}. If
L ∈ R \ {0}, we may take r = 0, and if L = ±∞, we may replace f with 1/f . So we may as-
sume that L = 0. By Lemma 16.3 we may fix a C-analytic map g = (g1, g2) : [0, 1]→ R2 such
that g1(0) = g2(0) = 0 and g((0, 1]) ⊆ graph(f). Thus g1(t) = (tu(t))d and g2(t) = (tv(t))e
for some positive integers d and e and some C-analytic functions u, v : [0, 1] → R such that
u(0) 6= 0 and v(0) 6= 0. We have
f((tu(t))d) = (tv(t))e
for all t ∈ (0, 1]. Put s = t u(t), and note that by the implicit function theorem, t = sw(s)
for all s in some interval [0, δ), where δ > 0 and w is C-analytic with w(0) 6= 0. Thus
f(sd) = (sw(s)v(sw(s)))e.
So by letting x = sd, we get
f(x) = xe/d
(
w(x1/d)v(x1/dw(x1/d))
)e
,
2Alternatively, one could apply Theorem 0.2 to RS to see that the 0-definable sets of RS have finitely
many connected components, and then invoke [15, Proposition 1] to see that RS is o-minimal.
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so limx→0 f(x)/x
e/d = (w(0)v(0))e ∈ R \ {0}.
Finally, we show that RS has C
∞-uniformization. Let A ⊆ Rm be compact and 0-definable
in RS . Consider the representation of A given in (16.1) in the proof of Lemma 16.3. Since
A is closed, we have
A =
⋃
j∈J
F (j)(cl(B(j))).
For each j ∈ J , let M (j) be a torus which projects naturally onto cl(B(j)); for instance, if we
write cl(B(j)) =
∏d(j)
i=1 [ai − ri, ai + ri] for some a ∈ Qd(j) and r ∈ Qd(j)+ , then we could let
M (j) =
(x, y) ∈ Rd(j) × Rd(j) :
d(j)∧
i=1
(xi − ai)2 + y2i = r2i
 ,
which projects onto B(j) via (x, y) 7→ x. Let M = ∐j∈J M (j) (where ∐ means disjoint
union, with the understanding that we consider M to be a subset of some Euclidean space).
Define f : M → A to be the composition of the projections M (j) → cl(B(j)) and the maps
F (j) : cl(B(j))→ A. Note thatM is a compact C∞-manifold, that dimM = max{dim(B(j)) :
j ∈ J} = dimA, and that f : M → A is 0-definable, surjective, and C∞. Thus RS has C∞-
uniformization. 
The previous theorem with S = C has the following converse, which is a more specific
form of Theorem 0.5.
Theorem 16.6. If R is a polynomially bounded o-minimal expansion of the real field with
C∞-uniformization, and if C is the IF-system given in Example 4.4.6, then C is quasianalytic
and R is definably equivalent to RC.
Proof. As already explained in Example 4.4.6, C is a quasianalytic IF-system since R is a
polynomially bounded o-minimal expansion of the real field. Every set which is 0-definable in
RC is 0-definable in R, so we need to prove the converse. To show this, since R expands the
real field, it suffices to show that every bounded set which is 0-definable in R is 0-definable in
RC. If A is bounded and 0-definable in R, then cl(A) and fr(A) are compact and 0-definable
in R, and A = cl(A) \ fr(A). So in fact, it suffices to prove that every compact set which is
0-definable in R is 0-definable in RS .
So let A be compact and 0-definable in R. Fix a surjective C∞ map f : M → A which
is 0-definable in R, where M is a compact C∞-manifold. By pulling back f by the inverses
of finitely many charts for M , we may fix a finite family {F (j) : (−s(j), s(j)) → A}j∈J
of 0-definable C∞ maps and family of compact boxes {[−r(j), r(j)]}j∈J such that A =⋃
j∈J Fj((−r(j), r(j))), where each r(j), s(j) ∈ Qd(j)+ with r(j) < s(j). Each map F (j)
∣∣
[−r(j),r(j)]
is
in C, so A is 0-definable in RC. 
Definition 16.7. If R is an expansion of a field with universe R, we call
{a ∈ R : a is 0-definable in R}
the field of definable constants of R. (It is easy to see that this set is indeed a field.)
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Theorem 16.8 (Definable Constants).
1. The field of definable constants of RS is
(16.2) {a ∈ R : a has an (S, ∅)-lifting}.
2. The field of definable constants of RC is C0.
Note that saying that a ∈ R has an (S, ∅)-lifting simply means that there exist an integer
n > 0, an S-polynomial function f : D → Rn with D ⊆ Rn, b = (b1, . . . , bn) ∈ D, and
i ∈ {1, . . . , n} such that f(b) = 0, det ∂f
∂x
(b) 6= 0, and a = bi.
Proof. To prove 1, note that every point of R with an (S, ∅)-lifting is 0-definable in RS , and
Theorem 14.22 implies the converse. Statement 2 follows from 1 by taking S = C and noting
that if a ∈ R has an (C, ∅)-lifting, then a ∈ C0 since C is an IF-system. 
For a first-order structure R, we say that a model P of Th(R) is prime if P embeds
elementarily into every model of Th(R). If R is an o-minimal expansion of an ordered field,
then R has a prime model P which is unique up to isomorphism (see Pillay and Steinhorn
[19, Theorem 5.1]). Since o-minimal theories have definable Skolem functions, it follows that
the submodel of R whose universe is the field of definable constants of R is a prime model
of Th(R). Therefore Theorem 16.8 describes the universes of the prime models of RS and
RC.
The fact that C0 is the universe of the prime model of R was first proven by the author in
his thesis [16] using a much simpler variant of the RSW-construction, for this reason: he first
showed that if C is a Weierstrass system (meaning that C is an IF-system of analytic functions
closed under Weierstrass preparation) and if R ⊆ C, then the Lion-Rolin preparation theorem
[11] holds for RC (see also [17]). By using a version of Theorem 15.3 for Weierstrass systems
and the fact RC is elementarily equivalent to its submodel with universe C0, he showed that
it is actually unnecessary to assume that R ⊆ C. Thus Theorem 16.8 is a good place to
conclude the paper, for with it we have come full circle and arrived at the origins the paper.
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