Introduction
B-spline techniques for curves and surfaces were proposed in the early 1940s and were developed by Rich Riesenfeld in the 1970s. The B-spline structure is a generalized version of the Bezier curves developed by Pierre Bezier. The letter "B" refers to the word "basis" [1] .
B-spline curves have been developed to address the following disadvantages in Bezier curves -The grade of the Bezier curve depends on the number of control points.
-Bezier curves only provide global control, not local control.
-While Bezier is easy to maintain 1 C continuity of curve segments, it is insufficient to maintain continuity 2 C .
B-spline curves provide local control. That is, the shifted control points change the neighborhoods affected by the control point only. In addition, B-spline curves can provide continuity of the curved parts at the desired level [1] . For example, when two curve segments 2 C are combined with continuity, it is desirable that the first and second derivatives of the merging points of the curves are equal. If n C continuity is desired at the junction of two curves, both curves must be polynomials at . degree.
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B-spline curves are defined by control points and are used to approximate a targeted set of points or surfaces. Also, a parameter space, which is expressed as a node vector that is defined independently of the length of the points, is needed. The node vector may be uniformly uniform, or it may be defined as a nonuniform distribution with a variety of methods to approximate the target points.
Recursive Computation of B-Spline Base Functions
Computer-based B-spline curve computations use the Cox-de Boor algorithm, which recursively computes with respect to the input of the node vector. A sample B-spline curve at the -th order is defined as follows:
In this definition, 
B-spline curve interpolation
Bezier and B-spline curves work in computer graphics, animation applications and CAD-CAM surface modeling stages, according to the control points and node vector data from the designer. However, in reverse engineering applications and for data interpolation purposes, this process must be done in a inverse. In this case, it is desirable to generate the control points and the necessary node vector, while providing point data to enter the curve or the surface. At this stage, the operations are reversed. In Fig. 1 , the node vector space and the independent state of the object space are given. The equation for the B-spline curve is given as:
In terms of parameterization, the value of the point to be calculated for each parameter value on the node vector is expressed as follows:
The values of the base functions in the parameter values are written in the matrix :
The computed destination points and the control points are expressed in matrix form as follows:
While the control points are given, in the forward direction calculation, the B-spline curve equation is expressed in matrix form as follows:
For curve interpolation operations where the control points are to be calculated, the following steps are taken to obtain the control points:
Data Parameterization Methods
In B-spline interpolation and approximation problems, a set of points is given as input. If it is assumed that the node vector changes at [0,1], then some of the cut-off parameters in this range are required for the stoppages to correspond to the data points in the input set. For 0 ,... n DD data points, the unit parameter value is defined in the 0 ,...
Cu is defined as a curve passing through all the data points,
is for the values, 0 kn  at the cut-off points. Fig. 2 shows how parameters are associated with data points.
Selection of parameter values includes uncertainty and there are infinitely many alternatives. However, careless selection of parameter values can cause undesirable shapes and fluctuations to be generated.
During the parameterization phase, various methods called uniform, chord length, centripetal, universal are used.
Fig. 2. Parameters and corresponding data points [8]
Uniformly distributed parameterization
Uniformly distributed parameterization is the simplest method for assigning parameters to given input data points. If it is assumed that parameters are to be distributed in the range [0,1], and if this range of pieces of input is considered to be divisible, then the parameters are defined as follows: 
Parameterization according to chord length
If the distances between input data points are irregularly distributed, the chord-length method works better than uniform parameterization.
Given 
In the normalized case, assuming that parameterization has been performed in the range [0,1], the distribution is as follows.
Centripetal method
Lee proposed a centripetal parameterization. In the case of a car driving on a racetrack, it is desirable that the centrifugal force (or normal force) be very high in sharp turns when driving on a piste. For a safe ride, Lee suggests that along the way the centrifugal force must be proportional to the change in angle. The centripetal method presents this model approach. This model can be seen as an improved version of the chord length method [2] . 01 . Kiriş-In the chord method, this expression was used topless. In this case, the length of the entire data polygon is expressed in terms of the centripetal metric as follows:
The ratio of the data beam length from point 0 D to point k D to the total beam length is expressed as follows.
In the normalized case, assuming that parameterization is performed in the range [0, 1] , the values are distributed in the following manner.
Universal method
Lim proposed a method that differs from other methods in 1999. In the previous methods, the new proposed method is based on calculating the parameter values from the uniformly distributed clamped node vector, while the node vector is generated from these parameter values after the parameter values are determined [3] .
In the Lim method, base functions are generated, starting from a uniformly distributed node vector. The peak values of these base functions are considered as input to the parameter list. Although this method produces more natural-looking curves than previous methods, it produces undesirable oscillations in some cases [3] .
Suppose that we wanted to generate the necessary parameter values for 1 n  data points using Bspline at p . 
Foley-Nielson method
This method was proposed by Foley and Neilson. While the previous methods use the beam spacing between data points, the Foley-Nielson method adds an account between the adjacent points. This method uses the Nielson scale to measure the distance between points. On this count, geometry does not change when it enters rotation, translation and scaling operations. The transformed B-spline curve can be obtained from transformed data points [4] . 
Here, i  is also an affine invariant angle, which is calculated by Neilson distance and is not affected when it enters transformations. In Fig. 3 , the notations used in the Foley method are given.. 
Node vector production
After the parameter values are generated, the node vector is generated from these values. 
Applications
The first dataset interpolated in Fig. 4 is taken from the work of Irvine et al. This data can be problematic for interpolation methods due to sudden directional changes and sparse data points [6] . 5 shows the cubic B-spline curves generated by the various methods of parameterization for the second dataset. The second data set I in Fig. 5 was taken without the same operation as the first data set. There are also sudden changes in direction and rare data difficulty similar to Larry Irvine et al [6] . The third set of data in Fig. 6 is taken from the work of Fritsch and Carlson. Sudden distance changes are tested here [7] . The fourth data set in Fig. 7 was taken from the work of Boeing employee ETY Lee [2] . Here, there are more data points near the corners. 
Conclusion
In order to be able to interpolate input data with B-spline curves, it is necessary to parameterize the data in the first step. Various methods are used to parameterize the input data. Commonly used methods are uniform uniform parameterization, chord length, universal parameterization, Foley angle parameterization centripetal methods.
The uniform method provides good results if the data points are regular. According to the chord distance, parameterization can produce unwanted oscillations in long beams. Therefore, the centripetal method has been developed which operates according to the square root of the beam spacing. The Foley method, on the other hand, has been successful in providing sharp rotations due to the addition of angle values.
In this study, basic parametrization methods are tested for different data sets and the obtained curves and error measurements are given in Tables 1, 2 , 3 and 4 with Figures 4, 5, 6 and 7. From these data sets, it was observed that for the first three data sets, the centripetal-centric method succeeded from the other methods and the performance approaches the Foley angle method. For the fourth data set containing intense data at the corners, the centripetal method was observed to be more successful.
In case of sudden change of the beam length between data points, the centripetal method that works according to the square root of the beam distance is preferred; in the datasets where there are sudden and sharp angular rotations, the Foley method, which adds the angle values, is preferred; In cases where the data are uniformly distributed, the chord-beam distance method would be preferable. Where surface details are insignificant and speed is important, it is seen that uniform methods can be preferred in terms of simplicity in calculations.
