Abstract. A spectral Chebyshev-collocation method applied to the linear, 1.5 layer reduced-gravity ocean model equations is used to study the dynamiCs of Yanai (or mixed Rossby-gravity) wave packets. These are of interest because of the observations of equatorial instability waves (which have the chara.cteristics of Yanai waves) and their role in the momentum and heat budgets in the tropics. A series of experiments is performed to investigate the generation of the waves by simple cross-equatorial wind stress forcings in various configurations and the irifiuence of a western boundary on the waves. They may be generated in the interior ocean as well as from a western boundary. The observations from all the oceans indicate that the waves have a preferential period and wavelength of around 25 days and 1000 km respectively. These properties are also seen in the model results and a plausible explanation is provided as being due to the dispersive properties of Ya.tlai waves.
Introduction 1 wind forcings. Both a Fourier and a wavelet analysis are used to show the eventual preferential period selection of 25 days by the wave packets. Section 4 contains a summary and conclusions.
Interest has been growing in the observed instability waves of the equatorial oceans. They appear as seasonally mod1ilated, near-surface waves With period around 1 month and zonal wavelength of approximately 1000 kIn. Observations taken from the Pacific, Atlantic, and Indian Oceans have detected these waves Within a latitude band between approximately 3°S and 5°N. Simulation studies have also been performed, with the insta.-bilities appearing as wavelike oscillations in the northward component of the velocity field and in the sea surface temperature just north of the equator. Possessing a group velocity that is both eastward and downward, the waves provide a mechanism for transporting energy both to the east and to the deep interior oceans. They playa major role in the momentum balance of the surface regions of the equatorial oceans, and it has also been suggested that they playa. similar role in the heat balance through meridional convergence toward the equator. These characteristics indicate the preS'" ence of Yanai waves. In section 2 we describe some of the major studies previously carried out on equatorial instability waves both With observations and numerical models. After a brief derivation of linear, unforced Yanai waves and a description of the model we present in section 3 a series of experiments to study the dynamics ofYanai waves generated by simple cross-equatorial
Previous Studies

Observations
The near-surface flows in the equatorial regions of the oceans are characterized by strong zonal currents. The strongest of these currents is the equatorial undercurrent (EUC) flowing to the east with speeds sometimes exceeding 100 cm s-l. The EUC is flanked on eit~r side by the westward flowing south equatoriai current (SEC). North of the equator there are the eastward flowing north equatorial countercurrent (NECC) and the westward flowing north equatorial current (NEC). (The Indian Oces.n is an exception as the zonal equatorial currents r~verse twice each year in response to the reversal of the monsoon winds). The horizontal shears existing between these oppositely moving currents may produce Instabilities in the equatorial flow (barotropic instability). Instability waves have been observed, and it is widely believed that they are a result of the barotropic shear between the SEC and th~ NECC.
Interest in these waves began following the observations of meridional oscillations of the SEa and the EUC during the Global Atmospheric Research Program (GARP) Atlantic Tropical Experiment (GATE) in the summer of 1974. These observations are described by Duing et al. [1975] . Using ship data collected from meridional cr~ings of the equator at 23°30'W and 28°W, they observed meandering motions in the flow fields as well as the temperature and salinity fields from tically propagating Yanai (Rossby-gravity) waves and presented an analysis of their kinematics, dynamics, and energetics. ThiS research was extended by WeiSberg and l1origan [1981] , who discussed the seasonal variability of the waves. The observations were taken from current meters located on the equator at ~W, at depths between 558 and 1936 m. They calculated the group velocity using a ray tracing ar~ent and estimated that it took 2-3 months for the wave packet to reach the observational depth from a source in the central Atlantic around 15°W. The authors illustrated the seasonal variatiOn of the waves and suggested a generation time during the July to August maximum trade wind period in the central Atlantic. In other words, the subsurface waves observed appeared to be a result of waves generated by surface instabilities between the SEa and the NECC farther to the west, and thus the waves provided a stabilizing effect for these currents by reducing their energy.
The structure of the currents in the equatorial Indian Ocean is quite different than that of the Atlantic and Pacific. The zonal wind and the zonal surface current reverse four times per year in the Indian Ocean. (For an excellent description of these currents as modeled by a 1.S-layer reduced-gravity model driven by mean monthly winds, see Woodberry et al. [1989] ). Nevertheless, instability waves as described above for the eastern Pacific and Atlantic have alsO been observed in the indian Ocean, but in the western part of the basin. They were first discovered in the moored records of the meridional velocity field as described by Luyten and Roemmich [1982] , although the authors did not discuss these waves. (See Luyten and Roemmich [1982, Figure 5c] ). Reverdin and Luyten [1986] observed 26-day oscillations from current records at depths of 200 m and greater between 47°E and 62°E. They were also able to infer a surface expression of these waves from drifter buoy data. In June and July (the beginning of the south west (SW) summer monsoon) of 1976, 1979, and 1981 , buoys deployed on the equator in the western Indian Ocean (and drogued in the upper 15 m) drifted in a clock\1\rise gyre centered on the equator at 500 E with a period of about 25 to 30 days. During the peak of the SW monsoon at the end of July, buoys away from the coast staried to meander meridionally with a period of 20-30 days. In August of 1979 one of the buoys happened to be located close to a mooring on the equator at a nominal depth of 155 mat 62°E. Energetic oscillations were detected by the current meter 1 month later with a period of approximately 1 month. These oscillations were predominantly in the meridional direction, and in September the phases in the buoy and current meter data were close, although the amplitude at the surface was at least twice as large as that at 160 m depth. The fact that the meanders were observed earlier at the surface suggests that energy propagated downward in a similar fashion as that hypothesized by Weisberg and Horigan [1981] for the case of the eastern equatorial Atlantic. The authors also suggested that the upper ocean circulation was a candidate for the generation of the surface to well below the core of the EUC. The core of the EUC was seen to oscillate approximately 1/20 on either side of the equator. They reported a wavelength of 2600:f: 390 km, phase speed 1.9:f: 0:3 m s-l westward and a meander period of 16:f: 2 days as being compatible with the available observations. Subsequent studies by Weisberg [1979] and Wei"berg et al. [1979b] using data also collected during GATE show that these 16-day meanders appear above the EUC, but longerperiod waves of about 1 month radiate downward and upward with westward phase propagation. Deep current measurements taken by Hanley and Patzert [1976] produced the first evidence of 25-day waves in the eastern equatorial Pacific. From data collected using nearbottom current recorders they isolated oecillations of wavelength 1000 kIn, amplitude 4 cm s-l, propagating westward at approximately 50 cm s-l, and suggested that the wave was a first-mode baroclinic Roesby wave trapped at the equator. Evidence of similar westward .propagating long waves in the eastern equatorial Pacific surface layers was presented by Legeckis [1977) . Thẽ westward flowing SEa has relatively low-temperature waters because of equatorial upwelling and the advection of cold waters from the coast of South America. The oppositely flowing NECC advects relatively warm waters from the west. Consequently, there are large latitudinal temperature gradients, especially in the eastern Pacific, and a sea surface temperature front (known as the equatorial front) is visible on satellite-produced infrared images. Legukis [1977) detected long waves-in the equatorial front from satellite images taken during 1975, propagating to the west with a period of about 25 days and wavelength around 1000 km. He also noted a decrease in wavelength from about :1200 to 800 km going from east to west which indi~ated the presence of a wave packet with the long waves having a greater group velocity.
The mathematical stability analysis of these equatorial zonal currents was addressed by Philander [1976 Philander [ , 1978 . He was able to show, using a realistic zonal velocity profile of the surface currents in the equatorial Atlantic and Pacific, that the most unstable waves have a period and wavelength around 1 month and 1100 km, respectively, and propagate to the west. These scales were independent of the chan:ges in the velocity scale of the mean currents, and Philander [1978] proposed this as an explanation for the observed waves. A comparison of the mean zonal profile used by Philander [1978] and an estimate of the true profile obtained from drifter buoy data was presented by Hansen and Paul [1984] and showed a good agreement between the two apart from a displacement of about 10 latitude. Philander's [1978] hypothesis is very plausible and may be the generating mechanism for the instability waves, at least in the easẽ rn parts of the equatorial Atlantic and Pacific Oceans. Evidence for the vertical propagation and surface generation of the waves in the Gulf of Guinea was discussed by Weisberg et al. [1979a] based on data collected from an array of current meter recorders. They described the waves as equatorially trapped, ver-. KELLY ET AL.: A GENERATING MECHANISM FOR YANAI WAVES 10, 591 these waves because the obeervations seemed to imply a source of energy during the late swDmer monsoon. At this time the circulation does bear some resemblance to that of the Atlantic and Pacific Oceans with an eastward flow north of the equator and a westward flow to the south. However, there are some obvious differences, too. For example, the thermocline is deeper in the western Indian Ocean, and there is no equatorial front. AlsO there is no equivalent to the Somali Current system elsewhere with its semiannual reversal and complex gyre system. Another important difference is the fact that buoys in the region 00-5°N in the Indian Ocean during the oscillations drifted toward the east. In the othe:r oceans the westward drift [e;g., Hansen and Pt.u/1984 ] is believed to be important in the generation of these waves, in accordance with the stability analysis of Philander [1978] . These results seem to indicate that there are possibly other generating mechanisms for the waves, at least in the weStern Indian Ocean.
Further observational evidence for the existence of 26-day waves in the Indian Ocean was provided by Tsai et al. [1992] . In an anaiysis of sea surface temperature (SST) data obtained from the NatiQnal Oceanic and Atmospheric Administration NOAA-9 satellite he isolated antisymmetric long waves trapped within 60 latitude of the equator between 5'JOE and 600E and demonstrated the similarity in structure between these waves and linear Y.anai waves. A wavelet analysis of this same data set which showed the dispersion of a Yanai wave packet was performed by Meyers and O'Brien [1993] .
Another distinguishing feature in the observations of the equatorial instability waves is the distinct frequency separation between the timescales for the eastward velocity component (4-8 months) and the northward component (1 month). This was noticed, e.g., by Weisberg and Horigan [1981] for the Atlantic Ocean and by Luyten and Roemmich [1982] for the Indian Ocean.
The importance of the instability waves with regard to their effect on the momentum~d heat budgets was studied by Hansen and Paul [1984] for the Pacific Ocean &,Dd by Weisberg and Weingartner [1988] for the Atlantic Ocean. Hansen and Paul reported a significant conversion of mean potential energy to eddy energy with approximately equal contributions from barotropic and baroclinic instability. They estimated the barotropic contribution could be as much as an applied wind stress of about 0.3 dyn cm-2 which is significant in comparison to the annual and inierannual variations in wind stress. Both studies discovered a similar meridional convergence of eddy heat flux toward the equator. For the case of the Atlantic, Hansen and P4ul [1984] estimated this heat flux to be about 2/3 the value of the equatorial cooling due to upwelling and Ekman divergence along tHe 'equator. Another point of interest to note from the results of these investigations is that the wave genera.. tion did not occur exactly in the shear region between the SEC and the NECC brit, rather, farther south of this region. The waves observed by Legeckis [1977] from satellite images appeared with cusplike smooth troughs. Each of the troughs had an anticyclonic eddy moving westward with the phase of the wave, while a cyclonic eddy resided south of the peaks. It was in the cyclonic shear region of the SEa between the equator and 0.75°N that the waves were generated rather than in the shear region between the SEa and the NECC, according to Weisberg and Weingartner [1988] . Hansen and Paul [1984] noted that the equatorial front was not, in fact, the boundary between the SEa and the NECC but, rather, that westward flow continued to exist about 300 km farther to the north of the wave troughs.
More recently, evidence for the exiStence of 30-day instability wave packets in the western and central Pacific has been noted. They appear to be less energetic in the west than in the region of strong latitudinal shear in the east. Perigaud [1990] analyzed Geosat data of sea level variations across the equatorial Pacific over a 26-month period and identified three disconnected regions ofwave activity in the 28-to 4~day frequency band as follows; west of 175°E and between 160oW and 175°E east of 160OW. There was an increase in the period of the waves in going from east to west. An energy high along 6°N was noticed, and the waves here varied from about 33 days in the east to 40 days in the west. This increase in the period can be explained as being due to the dispersion of Yanai waves. The waves with larger period have shorter wavelengths and smaller group velocities. If the generating mechanism for these waves is the latitudinal shear between the zonaJ currents, then one would expect there to be a high correlation between wave amplitude and shear strength. However, Perigaud [1990] found a very low correlation (0.05) between the mmmu~ wave amplitude and the maximum meridional gradient of the shear in absolute value. This result suggests that there may be other generating mechanisms for the waves in the Pacific, particularly the western region. In fact, McPhaden et al. [1990] proposed that observed oscillations of the meridional velocity in the 10-to 30-day period band in the western Pacific could be remotely forced by the wind. Yanai waves can be generated bc ross-equatorial wind stress. Chiswell and Lukas [1989J observed 100day period Yanai waves in the central Pacific and showed that they probably originated in the western Pacific where the wind stress was coherent with them, allowing for wave dispersion.
Numerical Experiments
There has been some research work done on the equatoriallong waves using numerical models, although not as extensively as has been done with observations and data analysis. The first major numerical investigations were carried out by Cox [1980] qsing a multilevel primitive equation model. He was able to reproduce many of the observed features of these waves. Simulations of the Pacific ocean were performed using long-tenD averaged, monthly varying wind stress. Instability waves similar to those reported by Legeckis [1977] were evident by mid-September north of the equator in the eastern part of the ocean. They did not extend as far to the east as the waves observed by Legeekis. The peak in the eddy activity resulting from the waves was seen to follow soon after the peak in the shear of the mean cunents during late summer, giving credence to the hypothesis that the waves were caused by a barotropic instability resulting from this shear. Cox [1980] also performed a series of experiments using the same numerical model applied to a zona.! channel domaiI:l centered on the equator, with solid wall boundaries north and south and cyclic east-west boundary conditions. The model was initiated by a random perturbation meridional velocity field over the upper 233 m of the domain, superposed upon a mean zonal velocity field taken from the output during August of the Pacific model. A spectral analysis of the meridional velocity field taken at the surface and ~N revealed that the waves with periods around 30 days grew most rapidly. The experiments also revealed that the mean stratification could be as significant in contributing to the instabilities as the meridional shear. On reducing the vertical stratification, a more intense horizontal divergence resulted which had a destabilizing effect on the westward flowing SEC. Baroclinic instability, while present, had a very low growth rate. Cox's Pacific model simulations also demonstrated the westward and upward phase velocity of the waves and their eastward and downward group velocity, as has been described from observational data by Weisbery et al. [1979a,b] in the Atlantic Ocean and by Revenlin and Luyten [1986] in the Indian Ocean. Philander et al. [1986] reported on the results from general circulation models of the Atlantic and Pacific driven by the Hellerman and Rosenstein [1983] mean monthly winds. The instabilities appeared as equatorial waves nonhomogeneous in space and nonstationary in time with period around 1 month and zonal wavelength around 1000 kIn. In both oceans the waves transported heat and momentum, with results near the surface in good agreement with the measurements of Hansen and Paul [1984] . Although the heat flux by the waves was comparable to that across the ocean surface, their meridional heat transport was small (about 10%) compared to the net northward annual mean heat flux across the equator in both oceans, due to the fact that the eddies were effective only over the upper ocean.
Equatorial oscillations with period around 1 month for the Indian Ocean were simulated by the numeriCal models of Kindle and Thompson [1989] and Woodben-g et al. [1989] . Both models were forced by the monthly mean climatological winds of Hellerman and Rosenstein [1983] . In a time versus longitude plot of meridional transport across the equator, Woodberry et al. [1989] discovered wave packets with zonal wavelength 500-650 kIn increasing slightly in the east, westward phase speed (-20 cm S-l) and eastward group velocity (-24 cm S-l). Kindle and Thompson [1989] presented spectral plots of the zonal and meridional velocity fields on the equator at 62°E from years 6 through 9 of their simulations. The results are in good agreement with the observations reported by Luyten and Roemmich [1982] and by Revenlin and Luyten [1986] . The zonal component was dominated by a semiannual period and the meridional component by a 27-day period with little I \ [.
--
energy in the semiannual period. A sequence of contour plots, beginning in late August, of the meridional velocity field showed an intense wave packet generated from the western boundary symmetric about the equator, with increasing wavelength from west to east indicating the presence of Yanai waves. (See Figure 7) . The authors believed that the wave packet was generated by an instability associated with the circulation of the southern gyre with the northward movement of the gyre being an important part of the generation. However, they pointed out that the waves were excited in other years, too, when there was no real movement of the gyre at all. In addition, the authors noted that this mechanism does not explain why the waves were generated during the NE monsoon but, rather, attribute their appearance during this time period to a resonant forcing caused by a meandering unstable current flowing eastward from the coast at the convergence of the ,. Somali Current and the East African Coastal Current. While Kindle and Thompson [1989, p. 4732] believed that "the unstable nature of the western boundary is the primary cause of the 26-day oscillation" they also recognized "direct wind forcing as an alternative mechanism and a potential contributor to the observed Yanai wave energy in the 20 to 30 day band". Moore and M cCrearg [1990] investigated the creation of equatorial waves at a western boundary using a linear continuously stratified model. They forced the model with a wind patch at the western boundary of zonal extent 2500 kIn and oscillating at periods of 30 and 60 days. Different cases were examined where the wind was directed either meridionally or zonally with the boundary oriented meridionally or at an angle of 45°. Kelvin and Yanai waves were generated by the 30-day period wind, while at the 60-day period, short Rossby waves were generated in addition to these waves. They demonstrated that the western boundary is an efficient source for these waves and that the slant of the western boundary can effect the solution. For example, when the boundary was tilted at 45° to the zonal direction, an oscillating zonal wind patch can excite Yanai waves in addition to the Kelvin waves, but when the boundary was purely meridional, only the Kelvin waves were excited. The authors also claimed that, unlike the Kelvin waves, the Yanai waves were almost entirely indirectly forced at the western boundary rather than directly by the wind forcing area, due to the fact that the Yanai waves had short wavelengths in comparison to the zonal scale of the wind patch. Nevertheless, the Yanai waves did respond to the change in the period of the wind; that is, the 60-day zonal wind generated Yanai waves of wavelength 347 kIn, whereas the 30-day wind generated waves of length 840 km.
Yanai Waves Generated by Wind Stress
In the previous section we presented a summary of the observational and numerical studies that have been carried out on Yanai waves in the equatorial regions of the world's oceans. For the most part there appears to be a general agreement among the scientists who have studied these instability waves that the generating mechanism is a barotropic shear instability between the equatorial zonal currents in the equatorial front region, at least for the case of the eastern Pacific and Atlantic Oceans. It has been argued that there is a different generating mechanism for the waves in the western Indian Ocean [Kindle and Thompson, 1989] ). In this section we investigate the possibility that these waves may also be generated by a crC8-equatorial wind stress over the oceans. This may be a more likely cause for the waves in the Indian Ocean. We begin with a description of linear equatorial free waves on an unbounded domain and present analytical expressions for Yanai waves. n = 0,1,2, (6) Regarding this 88 a quadratic equation in k, we can solve for k in terms of (01. Both of the roots lead to physically a.dmi88a.ble solutions; one root gives a highfrequency class of solutions known 88 inertia-gravity waves with modes n = 1,2,3, The other root gives the low-frequency Rossby wave solutions with modes n = 1,2,3,
The n = 0 mode corresponds to the Yanai wave (Figure 1 ). The solution to (5) for the Yanai wave is 1 2 V = li);;:=i"""'i:e-;. H,,(y) (7) v2"n!w here H,,(y) is the nth order Hermite polynomial. The multiplicative parameter in front of this expression is a normalization factor. Putting n = 0 in the dispersion relation (6) and solving for k in terms of (01 yields two solutions
Linear, Unforced Yanai Waves
The derivation of the analytical expressions for linear equatorial waves have previously been presented in the literature, with applications to both the atmosphere [e.g., Matsuno, 1966] and the ocean [e.g., Moore and Philander, 1977] . Here we give an outline of the derivation of the dispersion relation for linear Yanai waves. Consider the linear equations for a 1.S-layer reducedgravity model with no forcing or friction, nondimensionalized with a length scale L = (CP-l )1/2 and timescale
We reject the solution corresponding to k = -WI because the u field becomes unbounded for large y. Equations (7) and (8) where u and tI are the eastward and northward velocity components, respectively, 4> = 9' h is the "geopotential" (h is the upper layer thickness), 9' is the reduced gravity and c = (9'hO)1/2 is the internal gravity wave speed, the constant ho being the upper layer thickness when the fluid is at rest. The quantity L is the equatorial Rossby deformation radius. We seek normal mode solutions to these equations of the form:
Substituting (4) into (1)- (3) and eliminating u and cfj using the fact that 11 ~ 0 for the Yanai wave, we obtain a single equation for ii Note that only the 40-day period gives rise to both Rossby and Yanai waves; that is, short Rossby waves propagating energy eastward may be excited at this period from a western boundary, but not at the 30-day period or less.
where k is wavenumber. The solution must be bounded in y; fj -+ 0 88 1I -+ :f:oo. This boundary condition gives the constraint that the quantity 1N2 -k2 -kilN must be an odd integer I +yu+ 8Y
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We shall use these solutions later on to illustrate the structure ofYanai wave packets and compare them with the results from our numerical model. As can be Been from the dispersion diagram ( Figure 1 ) the group velocity is always toward the east (the slope of the curve is always positive), whereas the phase velocity can be either eastward (p~itive k) or westward (negative k) depending on the size of the frequency. The phase and group velocities, c, and c" respectively, are
c, =~" ,2 ;2+"f (13) c, =
The latitudinal structure of the u and I/J fields for the Yanai wave are identical (see (10». They are antisymmetric about the equator and have extrema points exactly one Rossby deformation radius distant north and south of the equator. The v field is symmetric and as a maximum value on the equator. Later, we shall exploit the antiaymmetry property of the I/J field in order to iaolate the h anomalies in our D¥>del solutions from the Kelvin waves which are symmetric about the equator.
Model Description
The governing equations are th~ of the linear 1.5-layer reduced-gravity model presented above (see (1)-(3» with the addition of wind forcing and Laplacian friction methods can generally give better phase speed representations of the waves being modeled.
A list of parameter choices is given in Table 1 . They are the same for all the experiments to be described unless otherwise stated. The values ho = 200 m and t = 0.03 m s-2, giving a phase speed of c = 2.45 m s-I, are reasonable choices for the Indian Ocean and have been used, e.g., in the numerical model of Wood6e,.,., et .t [1989] . Applying these scales to the non dimensional di8-persian relations of the previous section, we ~ that for the period set of 10, 20, 26, and 30 days, only the Yanai and Kelvin waves are available, whereas at 40 days both short and long RA:l88by waves may be excited in addition to these waves (Figure 1) . The Yanai wave becomes infinitely long as k -0-(i.e., as the period approaches 9.73 days). As k becomes poeitive, the phase speed of the Yanai wave is eastward, i.e., in the same direction 88 ita group speed; but this occurs at periods which are too short for our interest. We focus our attention on waves with periods greater than about 13 days which implies the wavelengths are Ieee than approximately 3600 kin ( Figure 2a) . The group velocity increases with increasing frequency and therefore decreaaes with increasing period (Figure 2b ). It is interesting to note the rate at which the group velocity increases with decreasing period, e.g., it doubles in size from 25 to 50 cm S-1 in going from 30 to 20 days and more than doubles in going from 20 to 10 days. This implies there will be a significant separation in time between waves of different wavelengths, which turns out to be very important for the experiments we shall describe.
Yanai waves in the 20-to 30-day period range have been observed and modeled in the equatorial regions of all the oceans 88 we have already discussed in section 2. The particular value of this peak in the period varies slightly between the different oceans 88 a result of the different stratifications. In the Indian Ocean the peak is observed to be about 26 days [Reverdin Gnd L.yten, 1986] ). The 26-day wave has a wavelength of 896 kin with the particular set of parameter values we have selected for our model. Contour plots of the u, 11, and h fields for this wave calculated from the analytical so-R., --'" §i" -.8 U17
811
'8i" + .8~ ( 14) r. , length of domain in y 3000 kin These are the values used in aU of the experiments unleM otherwise specified.
where Ts and T, are the eastward and northward stress components, respectively, p is the density of the upper layer, and A is the eddy viscoeity. The equations are solved using a spectral Chebyshev-collocation spa.. tial approximation and a third-order accurate RungeKutta discretization in time. The nonlinear version of the rIX>del is described in detail by Kelig [1993] . An algebraic grid-generating method is used to construct a Chebyshev grid over an irregular domain, and a bicharacteristic scheme is used to compute the boundary height values. The model can handle "moderately" irregularly shaped domains.
The spectral rIX>del offers certain advantages over standard finite difference ocean models. The boundary treatments are more accurate and are not susceptible to pouible errors 888Ociated with "stair-step" type approximations to a coastline or to errors caused by a staggered Arakawa C-grid on the boundary. Spectral g'8 z .8h region influence the wavelength selected for these waves and is this related in any way to the Rossby deformation radius? (3) What effect does the angle of the western boundary have on the Yanai waves generated from such a simple wind stress pattern at this boundary? (4) Can these waves be generated by a similar wind stress forcing in the interior of the domain? (5) What is the mechanism by which Yanai waves of a specific period around 25 days are generated? For all the simulations we use a wind stress profile of the form 1"ZI(Z/,y') = 0
with 1"0 = 1 N m-2 and s = 300 kIn (Figure 4 ). The variables Zl and y' specify the direction normal to and along the western boundary, respectively, so that the wind is everywhere parallel to this boundary (1"ZI = 0). The parameter Z/ is a measure of the width of the wind stress region which is varied among the different experiments. This profile is multiplied by a Gaussian amplitude function in the y' direction of unit amplitude and standard deviation equal to 500 kin (371 km for the indian Ocean simulation case) in order to minimi~e the effect of the zonal boundaries. We use a damping function d( z) to absorb the waves propagating toward the eastern boundary [Moore and McCreary, 1990 ]. This function is continuous and is effectively zero over m~t of the domain apart from a narrow region close to the eastern boundary lutions (see (9) and (10» are shown in Figure 3 with the domain size we shall use for the experiments to be described in the next section.
Numerical Experiments
We describe a sequence of model simulations generating Yanai waves by applying a wind stress forcing. For all but one of these simulations the wind streM is confined to a region adjacent to the western boundary of the domain. The purpose of our experiments is to address the following questions: (1) Can a simple cr~equatorial wind streM generate Yanai wave patterns with amplitudes similar to those found in the numerical modeling results of, for example, Kindle and Thompson [1989] 1 (2) Does the area of the wind-forcing where -/1 repreeents either u, v, or h -~, .c = (B/at) + u(8/8z) + v{8/By) and R{z,y,t) contaiDS the remaing "right-hand side" terms.
EXPERIMENT 1: Indian Ocean model simul.. tion. The western boundary of our model domain is a polynomial approximation to the east African coast from 10oS to looN. The wind strea profile is that of Figure 4) , with a width of 1000 kIn, turned on at t = 0, and everywhere parallel to the coast. Both Yanai and Kelvin waves are generated becauae the wind stre88 haa a component meridionally and zonally. (On a rectangular domain a purely meridional wind stre. generates a Yanai wave, where. a purely zonal wind Btre8 generates a Kelvin wave, . hu been demonstrated by Moo~ .fad McC~G'" [1990] ). The (dispenive) Yanai waves have eastward group speeds in the range 12-80 cm s-1 and westward phaae speeds in the range 17 5 cm s-l. A lequence 'of "snapshot" picturs of the meridional velocity field from the model simulation at days 20, 48, and 76 shows a packet of Yanai waves emanating from the western boundary region propagating energy eutward at the group velocity ( Figure 6 ). The Kelvin wave is not seen because it has zero meridional velocity. (Note that the boundaries of the dQmaiD8 in our model experiments are always smooth curves even though the figures show jagged lines on the western boundaries. This is merely due to the way in which we transformed the modellOlutioD from the computational domain to the physical domain.) There is an increase in the wavelength of the Yanai waves eastward act he basin becauae of the dWpersive propertiM of these waves; the waves with the higher group velocity have longer wavelengths (Figure 1 ) and, in time, separate out from the shorter waVM which remain cloeer to the westem boundary. The longer waves have shorter periods (Figure 2a) , and 80 there is a decrease in period from west to east; but the decreaae in period is not a linear one as group velocity does not vary linearly with period ( Figure 2b ). As we shall see later, this fact gives rise to a preferred period selection in the interior of the domain, over the time period of approximately 3 months, with the very long period waves remaining cloee to the westem boundary and the short period waves disa.p.. pearing eastward out of the domain. For a comparison we show the results of a simulation of the Indian Ocean by Kitadle Gtad Thomp60ta [1989] . The model was driven by the Hellerman and Roeenstein [1983] monthly wind stress. Figure 7 shows three snapshots of the meridional velocity contours at days 230, 258 and 286 of the eighth yeaz of integration. A packet of Yanai waves is seen to propagate energy eastward from the westem boundary region, with wavelength increasing eastward. Comparing, for example, this wave packet from 60oE to 85°E on day 286 with our model solution over the 8~ longitude range on day 76, we see that the train of Yanai waVM generated are very similar. There are more frequencies available in the wind stress we choee for our model and, consequently, more waves Been in the wave packet of our simulation. The large wavelengths leading the wave packet are due to the impulsive tum-on of the wind. Nevenhele8, by day 76 the emergence of wavelengths around 1000 kIn west of the 80oE mark is becoming clear.
We report here also that the maximum amplitudes of the waves are in the range 20-40 cm 6-1, with this particular wind stress field. They are not only dependent on the magnitude of the wind stre8, but also on the area of the wind patch size and the stratification. ExamplM of this can be seen in later experiments where the amplitude of the height field anomaly (antisymmetric component) is approximately doubled (and, conse- A packet of Yanai waves is generated, propagating energy eastward from the western boundary.
Note the increase in wavelength from west to east.~, quently, the velocity fields are increased too) if (1) the The question arises as to how well the Yanai waves in wind patch size is extended from 1000 to 2000 km (Fig-our model couple with the wind frequencies. We used a ures 11aand 11b) or if (2) the timescale (CP)-1/2 (which "step" type wind forcing by turning on the wind stress is dependent on the stratification) is doubled (Figures to its constant maximum va.lue impulsively at t = O. 13a and 13d). We use a very crude approximation to the Since the amplitude of the power spectra for a step real winds over the western Indian Ocean. The maxi-function corresponding to the wave with frequency'" mum value is on the equator rather than looN as in the behaves like 0(",-2), there is little input to the highobservations. It is approximately twice the observed frequency, long-wavelength waves from the applied wind maximum and eight times greater than that observed stress. Bence we do not obtain wavelengths longer than on the equator. However, the wind patch size is sma.ller a few thousand kilometers. In order to clarify this furthan what could be claimed as the actua.l size, although ther, we present results from two model simulations the observed winds are quite weaker between 1000 and with meridional wind forcing at 10 and 13 days on a 2000 kJr1 from the coast than those within the first 1000 rectangular domain to show that extremely long Yanai km. The resulting meridional velocity fields of 20-40 waves can be generated by high-frequency winds. The cm S-l Me of the same order of magnitude as those re-theoretical wavelengths for these waves are 37,688 and ported by Luyten and Roemmich [1982] . This point is 3505 kIn respectively. The wind patch size is 1000 km, further discussed in the summary section. and the height field anomalies after 299 days are shown in Figure 8 . The longer wave is too long for the domain and is absorbed by the sponge layer, but the results are in good agreement with the theoretical values. We conclude that the Yanai waves couple very well wi~h the frequencies in the wind forcing. Before we proceed with the next experiment we give a description of the structure of the Yanai wave packets. We begin by using the analytical solution for the height field (la) to generate a "synthetic" wave packet similar to that produced by our model simulations. We shall use this as a comparison among some of the model Ĩf ;~1, \ ;If;\''.,,. F~ 7. Indian Ocean model simulation using the monthly climatological winds of Hellennan and Rosenstein [1983] [from Kindle and Thompson, 1989] . The sequence of snapshots of meridional velocity contours for days 230, 258, and 286 of the eighth year of integration shows a packet of Yanai waves propagating from the west. A similar increase in wavelength occurs in going from west to east, 88 in our model solution.
-- length of 9755 km). Each separate wave is enveloped by a Gaussian amplitude function (in the x direction) with a standard deviation equal to one eighth of the wavelengt-h of that particular wave and moves eastward in time with its group velocity. (The value of one eighth was ch~n simply as an estimate from matching the longest wave of frequency 0.9 to the wavelength of the leading wave group in the model solution.) This enables a simulation of the initial "burst" of long waves propagating away from the source and ha.ving no influence on the shorter waves appearing later. The situation at 100 days is shown in Figure 9a and compares well with the model solution in Figure 9b . The numerical simula.tion does exhibit a little distortion, particularly closer to the northern and southern boundaries. Distortion was even more pronounced with the Indian Ocean results of the previously described experiment which we attribute to the ~gUlar shape of the western boundary (and, consequently, the wind stress profile), but nevertheless, this really does not affect the wavelengths selected. Tbi8 i8 discuaaed further in experiment 4.
eolutiona. Conaider a rectangular domain (88 we had in Figure 8 ) and a purely meridional wind stress at the western boundary with a profile 88 in Figure 4 of width 1000 kIn. The wind is switched on immediately at t = 0 and the solution for the height field anomaly after 100 days is shown in Figure 9b . Because of the dispersive properties ofYanai waves, the ocean "feek" the higherfrequency components of the forcing first and then, in time, responds more to the lower frequencies. If the time period is long enough (-400 days), the ocean eventually ~U8ts to a balance between the height field and the wind stress. In other words, the ocean is tending toward responding to zero frequency and the waã re extremely short, have negligible group velocity, and have been damped by friction eo much that they are not teen. We generate a wave packet to mimic this scenario crudely from the (nondimensional) eolutionfor the height field (10) by superposing 20 frequencies together, equally distributed from (nondimenaional) frequency 0.3 (conesponding to a dimensional wavelength of 679 kIn) to 0.9 (corresponding to a dimensional wave-KELLY ET AL.: A GENERATING MECHANISM FOR YANAI WAVES 10.600 soo K¥~ . Having discussed the generating mechanism and resulting structure of these Yanai wave packets in a simple rectangular domain we now turn our attention to the possible influence that the size of the area covered by the wind forcing may have on wavelength selection. We shall use as a standard test experiment the solution on a domain with a sloping western boundary of angle 450 with the eastward direction, a wind patch size of 1000 km, and a time period of 100 days. Since we are only interested in the Yanai wave part of the solution we extract the antisymmetric part of the height field anomaly leaving behind the symmetric Kelvin waves. Let the subscript "top" denote the position of any point in the domain north (south) of the equator and the subscript "bot" denote the corresponding point due south (north) from "top" and the same ~tance from the equator. Let htot denote the tot~ height field, so that h = htot = htop. Then we can write (20) -hbot)
The quantity (htop -hbot)/2 is the antisymmetric component of the total height field ~d (htop+hbot)/2 is the symmetric component. The ~tisymmetric part of the h field solution to the standard test experiment described above is shown with the synthetic wave packet in Figure 10 . Although there is slightly more distortion in this solution, the wavelengths appearing are very similar to the synthetic wavelengths and hence to the model solution on the rectangular do~ain of Figure 9b .
The standard test experiment is next compared with what happens when the wind patch size is increased to 2000 kIn. The antisymmetric height field anomalies of these two model runs reveal little difference after 100 darB except that due to the slightly larger zonal extent between the eastern edge of the wind patch area; and the sponge layer in the test experiment, more of the shorter waves in this case are seen (Figure 11 ). Thus For any preferred wavelength generated by the model K" say, we have the size of the wind patch zonal extent does not interfere with the wavelength selection, only the wave amplitude. To reinforce this conclusion, we performed a simulation on a rectangular domain with a wind patch size of 280 kIn which is less than the Rossby deformation radius (327.75 kIn). Although the wave amplitudes of the larger wavelengths are small in this case (there is less energy being supplied by the wind), the wavelengths themselves compare well with those produced when the wind patch extends for 1000 kIn (Figure 12 )'-Again, because of the larger zonal distance in the former case between the forcing region and the sponge layer, more shorter waves are visible. Kp = Kp(c,P,. ) where the other independent variables would include, for example, the frequencies in the wind forcing. From T ={ Jp Equation (23) indicates that altering the deformation radius will change the frequency selection. We present the results of the following three simulations to examine the effects of these two scales: (1) the parameters c and {J are kept at their normal values, given by Table 1 ; (2) the phase speed is doubled (g' is multiplied by 4), and {J is halved, thus increasing the deformation radius by a factor of 2; and (3) both parameters are halved, increasing the timescale by a factor of 2, keeping the deformation radius the Saine. The output of these three simulations after 100 days is shown in Figures 13a,. 13c. Wavelengths around 1000 km have begun to appear in Figure -13a within the region 4000 km from the western boundary, but the corresponding region in Figure 10 ,602 500 K,-~~. . ~".,-:,"-""":"":'
: ~:: ~-..:' " ..:
... Figure 12a except that the wind patch size has been reduced below the Rossby deformation radius to 280 kIn. Although the waves are weaker than in Figure 12a , the wavelength selection has not been affected except that more of the short waves are visible near the forcing region. (Contours are in meters).
13b shows wavelengths at least twice as long as this. In Figure 13c the wavelengths are even longer again, but because the timescale is longer, we show the results of the simulation also after 200 days in Figure 13d , which is almost identical to Figure 13a . We conclude that the preferred period selection of 25 days is influenced by the Rossby deformation radius, but the value of L alone is not sufficient to det~rmine the preferred wavelength, if any, in a given time period because of the dependency on the timescale.
EXPERIMENT 4: Dependence of solution on coastline geometry. In our first experiment with the Indian Ocean model domain we noticed a distortion of the initial long waves propagating away from the coastal forcing region, but in time, the (v field) wave packet in the interior ocean became more symmetric about the equator. As a further illustration of this distortion due to the coastline geometry, we present two solutions for the v field ~r 50 days; the first is on a rectangular domain and the second haa a eloping western boundary at 300 (Figure 14) . In both cases the wind stress is parallel to the western boundary with a patch size of 1000 km. The longer wavelengths in the irregular domain are distorted, and there is no such distortion in the rectangular domain. In time, this distortion disappears just as with the Indian Ocean case (experiment 1).
Next we investigate whether the angle of the western boundary has any effect on the wavelengths selected, apart from the distortion. To do this we compare the antisymmetric component of the height field of the standard test experiment (sloping western boundary at 45°, wind patch size of 1000 km and time period of 100 days) to the same simulation with the boundary sloping at 60° (Figure 15 ) and the boundary sloping at 30° (Figure 16) . The only essential difference between the three cases is the length of the leading wave group because of the change in zonal extent between the wind forcing region and the sponge layer. For example, the 30° case has the smallest zonal extent, and consequently, more of the longest wave group has been absorbed by the sponge layer.
As a final experiment to examine the western boundary influence apart from its orientation, we present the result of what happens when the forcing region is in the interior of the domain with no forcing at all near the boundaries. We select a rectangular domain with a meridional forcing of patch size 1000 km, exactly as be- Figure 14a , except that the western boundary is sloping at 30. to the eastern direction. The wind str~ is everywhere parallel to the coast. Note the distortion of the long waves in this case cauaed by the boundary slope.
fore except that the whole wind patch has been shifted 4000 kIn eastward into the interior. The model is run for 100 days. This is compared with the cue where the wind patch is adjacent to the w~tern boundary ( Figure 17 ). The leading wave group with the interior forcing simulation has already been almost completely abeorbed by the sponge layer by day 100, but nevertheleu, the remaining wavelengths in the wave packet are similar to the boundary-forced case. There is considerably more distortion in the latter cue, but the wave amplitud~ do not seem to have been altered much despite the fact that some of the energy from the forcing goes into generating antisymmetric Roeeby waves which propagate westward from the eastern edge of the wind patch. This is an interesting result in view of the observations reported by Pengaud [1990] for the Pacific Ocean and which we discussed in section 2. According to this study, 3o..day inatability wave pac" both in the w~tern and central Pacific were detected. In other words, the waves were observed farther to the w~t than the region of strong latitudinal shear, and it . feasible that they could have been generated by a Cr<8-equatorial wind strees in the interior ocean rather than a shear in the mean flow. As we shall see more clearly later on, the Yanai wave packets in our model do, in time, settle down to a period band centered on 25 days, once the long waves with the high group speeds, which are a result of the impulsive turn-on of the wind, have disappeared out of the basin through the sponge layer. This may also be an explanation of why PerigGud [1990] discovered a very low correlation between the m..~mum wave amplitude and the m~~mum meridional gradient absolute value.
Fourier Analy8is
We have described rather qualitatively the genera.-tion ofYanai wave packets by cross equatorial wind forcinga in various configurations. In all of the experiments described a similaz selection of wavelengths appeared and we indicated that, in time, a narrow band at wavelengths will dominate the interior region of the domain. The particular value of the center of this narrow band Figure 15a , except that the slope of the western boundary has been increased to 6(1. The wavelengths excited are virtually identical i~ both cases. The longest wave group has been absorbed by the spo~ge layer more in Figure  15a because of the shorter distance between the forcing region and the eastern boundary (due to the shallower slope of the western boundary).
depends on the choice of model parameters (effectively, th~ parameters which deter~e the phase speed c) because it can be altered for different stratifications. We now present a more quantitative description of the dynamics described using Fourier analysis (this section) and wavelet analysis (the next section).
We consider the height field anomaly of two of the experiments described in the previous section; the solution on the ~ectan~ar domain of Figure 9b and on the domain with sloping western boundary at 450 of Figure lOb (our standard test experiment) . In both cases the model was boundary forced and the wind patch size was 1000 kIn. Figure 18& shows the (demeaned) tims eries for the first case at & position 5201 kIn from the weste~ boundary and 288 kIn north of the equator. initially there are high-frequency Y~ai waves which are as a result of the impulsive turn-on of the wind, and we note a steady goWth in amplitude of these waves to a maximum value of about 17 m. This is in accordance with the decrease in power with increase in frequeney as we discussed previously. In time, the waves separ&~.
out more and the amplitude decays 88 the ocean tendstoward a balance between the height field and the wind stress. The very low frequency waves have ~uc~ small oup velocity that they never reach the interior ocean before they are damped out completely. The very high frequency waves, on the other hand,. disappear rapidly out of the domain through the sponge l~yer owing to the high group velocities. The relatio~hip between ~oup velocity ~d period is not a linear one and, in fact, in the narrow period band between 30 and 20 days the group velocity doubles in size, 88 we pointed out before, from 25 to 50 cm s-1 (Figure 2b ). This large change in group velocity over such a narrow period range caUses a preferential period selection in the interior of th~ domain, after a time period. To see this more clearly, we pre$ent the energy spectrum of this time series between days 150 and 300 (Figure 18b ). The dominant p~ak is centered on 25 days. (The secondary peaks are due to inertia..~avity waves).
In the second case we examine the simulation with a sloping w~tern boundary at 450 88 in Fi~e lOb. The Figure 16a , except that the slope of the western boundary has been decreased to 3(1. Again, the wavelengths selected are the same, apart from the increased distortion and the greater absorption of the leading wave group by the sponge layer.
wind stress, being parallel to the western boundary, has both a r. and a ry component, and therefore th~re are Kelvin waves as well as the Yanaiwaves in the solution.
We take the time series of the height field anomaly for 300 days at a point located the same distance from the western boundary as in the previous case and subtract out the mean value (F~e 19a). The initial large peak is due to the Kelvin waves, and thereafter, the Yanai waves are apparent. The energy spectrum for this series for days 150 to 300 again shows a dominant peak centered on 25 days (Fi~e 19b) . This result verifies our previous findings that the slope of the boundary does not int~rfere with the preferential period selection.
Wavelet Analysis
Fourier analysis of a time series yields an average amplitude for each wave component over the entire series. This means that all local information is lost. Wavelet analysis can provide this local information, and we now demonstrate how this can be used to illustrate further the particular frequency (or wavelength) selection in the dispersive Yanai wave packets we have discuBSed.
(24) ( z -b\ -' 4 I Meyers et al. [1993] illustrated how wavelet analysis can be used to measure group velocities over a finite range of wavenumbers in a Y~ai wave packet. Here we use the same wavelet tr~orm as discussed in their study. For a given function f( z) we define the wavelet transform as follows: 1
The function g(z) is known as the "mother wavelet" and must satisfy specific properties (as detailed by Meyers et al. [1993] ), b is a translation parameter in the z dimension, and a is a length scale. 'rhe tranSform is essentially a convolution of f(z) with the8et of functions obtained from the translations and dilations of the wavelet g(z). It map8 the one-dimensional function f( z) into a twodimensional function T, (b, a) which is a measure of the relative "energy" at scale a and position b. We use the Figure 17a , except that the wind has been shifted eastward to a distance 4000 km from the western boundary. The leading wave group has been almost completely damped by the sponge layer, but nevertheless, the remaining wavelengths are similar to Figure 17a . T~ere is an antisymmetric Rossby wave packet emanating from the eastern side of the forcing region prop~ating westward..t er a as being a measure of the wavelength of the waves in the function f(z) and, in fact, for this particular mother wavelet, Meyers et al. [1993] derived a relationship between a and the wavelength), of a Fourier ~ode (26) (1=
We select the antisymmetric component of the height field anomaly from the standard test experiment (Figure lOb) for our analysis. The function f(z) is chosen to be the discrete function consisting of an array of 1065 data points Qn a zonal "slice" stretching from the western to the eastern boundary at a position 177 km north of the equator. The data, together with the corresponding wavelet transform from the model simulation after 20, 60, 100, 140, 160, and 200 days, are shown in Figures 20-22 . The contour values can be considered to be a measure of the relative "energy" in a particular wave (characterized br its wavelength which decreases in the vertical direction of the contour box) at a particular location (characterized by distance from the western boundary which increaaes in the horizontal direction of the contour box). (The contQur values themselves are not shown because they do not correspond to a known quantitative measure of the energy field.) Note the appearance of a "tongue" at the top left corner after 20 days. This is a region of relatively high energy, and as the simulation continues, it begins to reach toward the bottom left corner of the contour box. Then after about 140 days this tongue begins to rise and narrow, bending into a shape more centered on the wavelength at 945 km (which corresponds to a period of 25 days). After 200 days the selection of this particular wavelength by the tongue has become quite clear.
The rather lengthy time period of 200 days for the waves to adjust to a central period of 25 days is dependent upon the east-west extent of the domain. We chose to use' a rather long ocean basin of 15,000 km in order to obtain a clear xepresentation of all the waves gener- KiAdle GAd Thomp8oA [1~89] the generation and subsequent propagation of the Yaqai wave packet is seen a.round day 230 (~d-August; see Figure 7 ) which is approximately 100 days after the onset of'the SW monsoon. Over the next 76 days the wave packet is confin~d to the region between SOOE and 9OoE, which is approximately 4000 km. On examining the wavelet anal~is 4. Summary and Conclusions In this study we h&ve U8ed a spectral Chebyshevcollocation, ~ear, reduced-gravity ocean model to investigate certain dynamical properties of Yanai waves. In observations these dispersive "instability" waves ap-. Figure 19a taken from days 150 to 300 showing a high peak centerd on 25 days. pear 88 antisymmetric oscillations about the equator in the temperature (or pressure) field and are believed to play an important role in the local momentum and heat balance. Although Yanai waves can theoretically have any frequency, both the observations and the modeling results of previous works indicate that a preferential period of around 25 days is selected. This value may vary slightly between the oceans because of the different stratifications. To date, scientists have believed that the waves are caused by a latitudinal shear in the equa.-torial zonal mean currents (barotropic instability) for the Pacific and Atlantic Oceans and an instability of the western boundary flow for the Indian Ocean. We performed a series of experiments using simple crossequatorial wind stress forcings in various configurations to show that the waves may also be generated without any shear in the mean flow or instability associated with the movement of a southern gyre. They may be generated either in interior regions or at the western boundary. If they originate from the western bound-25 days occupies the interior of the domain owing to the nonlinear relationship between the group velocity and the period of the waves. This time period is, naturally, dependent upon the east-west length of the ocean basin which we took to be 15, 000 km in order to provide for the long waves generated.
Although we do not refute the theory that equatorial instability waves are caused by a latitudinal shear in the mean zonal flow, we have presented a plausible explanation for the existence of these waves in regions where this shear is small (e.g., in the western Pa.-cific) or where the shear is virtually nonexistent at the generation times (e.g., in the western Indian Ocean). Kindle and Thompson [1989] presented a description of the generation and propagation of Yanai wave packets on the western Indian Ocean using a l.S-layer reducedgravity model and monthly climatological winds. They attributed the generation of the waves to a barotropic instability associated with the circulation of the southern gyre, suggesting that there may be some relationship between this generation and the northward motion of the southern gyre. However, they also noted that in some years of their simulation the waves were present, although with less energy, when there was no appreciable northward migration of the gyre. It is pos- ary, then the geometry of this boundary may distort the initial packet of waves breaking the antisymmetry in the height field, but it does not interfere with the wavelengths selected nor with the value of the preferential wavelength of 945 km which becomes apparent in time. Nor is this particular wavelength dependent upon the length scale of the forcing region. Altering the stratification, the timescales, or length scales does affect the wave packet seen within a specific time period. However, the value of the deformation radius alone is not sufficient to determine the preferred wavelength (if any) in this time period. In all of the experiments we performed a packet of Yanai waves was generated with wavelengths ranging from about 15 to 5000 km. The longest waves have the greatest group velocity, and 80 they disappeared through the sponge layer on the eastern boundary most rapidly. The shortest waves have the smallest group velocity, and they were damped in and near the forcing region. After a time period of about 150 days a narrow band of waves with central period of 
. KH
sible that the waves were generated prior to the movement of the gyre by the cr~ equatorial winds and that the migration observed only to supply more energy to the waves. However, this mechanism alone is probably not sufficient to account for the difference in wave energy between their simulations and ours. In our model simulations we generated Yanai waves with amplitudes similar to those observed by using a crossequatorial wind stress at the western boundary whose amplitude was significantly larger than the real winds. This would seem to indicate that cross-equatorial winds are a viable mechanism for the generation of the Yanai waves in the western Indian Ocean, and there are other phenomena involved due to the more complicated wind forcings and/or nonlinear processes which serve to enhance the energy of the waves. Our prop~d mechanism could also explain why the waves are seen with less energy during the NE monsoon as reported by Kindle and Thompson [1989] ; that is, there is no movement of a southern gyre to enhance the wave energy. Further observational and numerical investigations are necessary to elucidate this and to understand the process( es) which would signicantly increase the amplitude of' the waves. 
