Introduction
Let I = ([0; 1]; _;^; 0; 1), where _ and^are max and min, respectively. This algebra is the basic building block of fuzzy set theory and logic. Likewise, the algebra I [2] , is the relevant algebra for interval-valued fuzzy set theory and logic. A good share of the theory of fuzzy sets is concerned with endowing I with additional structure such as t-norms, t-conorms, and negations other than the usual max and min operations.
In addressing the situation for I [2] , a basic problem was deciding on the appropriate de…nitions [1] . For example, what should a t-norm on I [2] be? In this regard, knowing the automorphisms of I [2] was fundamental for representation theorems for norms, conorms, and negations. The basic theorem is that any automorphism of I [2] is of the form (a; b) ! ('(a); '(b)) where ' is an automorphism of I [1] .
Our initial motivation was to extend this theorem from I [2] to I [n] for any positive integer n. But more generally, we will replace [0; 1] by a bounded linearly ordered set S, and consider the automorphisms of both S
[n] and S n . The result for S [n] is the same as for I [2] except for an anomaly for certain combinations of …nite S and integers n (Theorem 7).
Irreducible Elements
Let (S; ) be a bounded linearly ordered set, and S
[n] = f(a; b) : a; b 2 S,a bg. The set S
[n] with coordinate-wise ordering is a bounded distributive lattice whose operations of max and min we will denote by _ and^, respectively. Unless stated explicitly otherwise, S
[n] will denote this algebra. The bounds of S will be denoted 0 and 1.
First we consider the automorphisms of the lattice S [n] , and for this purpose we need information about its irreducible elements.
De…nition 1 An element a in a lattice L is meet irreducible if a = b^c with b; c 2 L implies a = b or a = c, join irreducible if a = b _ c with b; c 2 L implies a = b or a = c, and irreducible if it is both meet and join irreducible.
It is clear that automorphisms of lattices take join irreducible elements to join irreducible elements, meet irreducible elements to meet irreducible elements, and irreducible elements to irreducible elements. So knowing irreducibles gives information about automorphisms.
De…nition 2 An element in S
[n] of the form (0; 0; : : : ; 0; 1; 1; : : : ; 1) will be called a (0; 1)-element and an element of the form (x; x; : : : ; x) will be called a diagonal element.
Theorem 3 If n = 1, then every element of S
[n] is irreducible. If n 2, then the elements of S
[n] that are both join and meet irreducible are the (0; 1)-elements and the diagonal elements.
Proof. For n = 1 the result is clear since S is a chain. Suppose that n 2. Let (a 1 ; a 2 ; : : : ; a k ; a k+1 ; : : : ; a n ) 2 S
[n] with a k < a k+1 . If a k 6 = 0, then (a 1 ; a 2 ; : : : ; a k ; a k+1 ; : : : ; a n ) = (0; 0; : : : ; 0; a k+1 ; : : : ; a n ) _ (a 1 ; a 2 ; : : : ; a k ; a k ; : : : ; a k )
Thus (a 1 ; a 2 ; : : : ; a k ; a k+1 ; : : : ; a n ) is not join irreducible. If a k+1 6 = 1, then (a 1 ; a 2 ; : : : ; a k ; a k+1 ; : : : ; a n ) = (a k+1 ; a k+1 ; : : : ; a k+1 ; a k+2 ; : : : ; a n 1 ; a n )^(a 1 ; a 2 ; : : : ; a k ; 1; : : : ; 1) Thus (a 1 ; a 2 ; : : : ; a k ; a k+1 ; : : : ; a n ) is not meet irreducible. Therefore, to be both join and meet irreducible, it must be a diagonal element or have coordinates a k < a k+1 with a k = 0 and a k+1 = 1. That is, it must be a diagonal element or a (0; 1)-element.
Suppose that (a 1 ; : : : ; a n ) = (0; : : : ; 0; 1; : : : ; 1) with a k = 0 and a k+1 = 1. If (a 1 ; : : : ; a n ) = (x 1 ; : : : ; x n )^(y 1 ; : : : ; y n )
. Also x k+1 = = x n = 1, and we have (a 1 ; : : : ; a n ) = (x 1 ; : : : ; x n ). Otherwise, (a 1 ; : : : ; a n ) = (y 1 ; : : : ; y n ). If (a 1 ; : : : ; a n ) = (x 1 ; : : : ; x n ) _ (y 1 ; : : : ; y n )
, and we have (a 1 ; : : : ; a n ) = (x 1 ; : : : ; x n ). Otherwise,(a 1 ; : : : ; a n ) = (y 1 ; : : : ; y n ). Thus (0; 1)-elements are both meet and join irreducible.
To see that diagonal elements are meet irreducible, suppose that (c; c; : : : ; c) = (x 1 ; : : : ; x n )^(y 1 ; : : : ; y n )
Then c = x 1^y1 = x n^yn , so either c = x n or c = y n . If c = x n , then c = x n x 1 c. Similarly for c = y n . That is, either (x 1 ; : : : ; x n ) = (c; c; : : : ; c) or (y 1 ; : : : ; y n ) = (c; c; : : : ; c).
To see that diagonal elements are join irreducible, suppose that (c; c; : : : ; c) = (x 1 ; : : : ; x n ) _ (y 1 ; : : : ; y n )
That is, either (x 1 ; : : : ; x n ) = (c; c; : : : ; c) or (y 1 ; : : : ; y n ) = (c; c; : : : ; c).
Theorem 4 If n 2, then elements in S
[n] maximal with respect to having downset a chain are (0; 0; : : : ; 0; 1) and (a; a; : : : ; a) with a an atom.
Proof. Let (a 1 ; : : : ; a n ) 2 S
[n] and suppose 0 < a k < a k+1 . Then (0; 0; : : : ; 0; a k+1 ; : : : ; a n ) and (0; 0; : : : ; a k ; a k ; a k+2 ; : : : ; a n ) are incomparable and less than (a 1 ; : : : ; a n ). So if an element has a linear downset, it can only have a jump from 0 to something bigger. So elements with linear downsets are of the form (a 1 ; a 2 ; : : : ; a n ) = (0; 0; : : : ; 0; x; x; : : : ; x)
If there exists y such that 0 < y < x, then if a n 1 6 = 0, (0; 0; : : : ; 0; y; y) and (0; 0; : : : ; 0; x) are incomparable and less than (0; 0; : : : ; 0; x; x; : : : ; x). Therefore either a n 1 = 0, in which case clearly by maximality, (0; 0; : : : ; 0; x; x; : : : ; x) = (0; 0; : : : ; 0; 1) or x is an atom a. If x is an atom a, then again by maximality, (0; 0; : : : ; 0; x; x; : : : ; x) = (a; a; : : : ; a)
As a result of this theorem, if n 2, an automorphism must …x (0; 0; : : : ; 0; 1) or take it to (a; a; : : : ; a) where a is an atom. The element (a; a; : : : ; a) has n+1 elements in its downset. The element (0; 0; : : : ; 0; 1) has in…nitely many if S is in…nite, and jSj if S is …nite. So an automorphism must take (0; 0; 0; : : : ; 0; 1) to itself unless n + 1 = jSj.
Lemma 5 If n + 1 6 = jSj, then the (0; 1)-elements are …xed elementwise by any automorphism.
Proof. Let ' be an automorphism of S [n] . It takes (0; 0; : : : ; 0; 1) to itself since it is the maximum element whose downset is a chain. Now for a nonzero (0; 1)-element, '(0; 0; : : : 0; 1; 1; : : : ; 1) = ' ((0; 0; : : : 0; 1; 1; : : : ; 1) _ (0; 0; : : : ; 0; 0; 1)) = '(0; 0; : : : 0; 1; 1; : : : ; 1) _ (0; 0; : : : ; 0; 1) = (a 1 ; a 2 ; : : : ; a n 1 ; 1)
But (a 1 ; a 2 ; : : : ; a n 1 ; 1) is join and meet irreducible since (0; 0; : : : 0; 1; 1; : : : ; 1) is, so is a (0; 1)-element or a diagonal element. But the only diagonal element that has last coordinate 1 is (1; 1; : : : ; 1), which is …xed by ', being the maximum element in the lattice. Thus (0; 1)-elements go to (0; 1)-elements. These elements form a …nite chain: (0; 0; : : : ; 0; 1) < (0; 0; : : : ; 0; 1; 1) < < (0; 1; 1; : : : ; 1) < (1; 1; : : : ; 1). Therefore they are …xed elementwise by '.
Corollary 6 If n + 1 6 = jSj, every automorphism of S [n] induces an automorphism of the subalgebra of diagonal elements of the form for some automorphism ' of S.
Proof. An automorphism of S [n] induces an automorphism of the subalgebra of diagonal elements since it …xes elementwise the (0; 1)-elements and therefore maps the diagonal elements onto themselves. The subalgebra of diagonal elements is isomorphic to S, so an automorphism of it gives an automorphism ' of S. Therefore is of the form asserted.
Theorem 7 If n + 1 6 = jSj, the automorphisms of S
[n] are of the form (a 1 ; a 2 ; : : : ; a n ) = ('(a 1 ); '(a 2 ); : : : ; '(a n ))
where ' is an automorphism of S.
Proof. Let (a 1 ; a 2 ; : : : ; a n ) 2 S [n] and let be any automorphism of S [n] . Then (a 1 ; a 2 ; : : : ; a n ) = (a 1 ; a 1 ; : : : ; a 1 ) _ ((a 2 ; a 2 ; : : : ; a 2 )^(0; 1; 1; : : : ; 1)) _ ((a 3 ; a 3 ; : : : ; a 3 )^(0; 0; 1; : : : ; 1)) _ : : : _ ((a n 1 ; a n 1 ; : : : ; a n 1 )^(0; 0; : : : ; 0; 1; 1)) _ (a n ; a n ; : : : ; a n )^(0; 0; : : : ; 0; 1) = ('(a 1 ); '(a 1 ); : : : ; '(a 1 )) _ ('(a 2 ); '(a 2 ); : : : ; '(a 2 )^(0; 1; 1; : : : ; 1)) . . .
_ ('(a n 1 ); '(a n 1 ); : : : ; '(a n 1 ))^(0; 0; : : : 1; 1) _ '(a n ); '(a n ); : : : ; '(a n )^(0; 0; : : : ; 0; 1) = ('(a 1 ); '(a 1 ); : : : ; '(a 1 )) _ (0; '(a 2 ); : : : ; '(a 2 )) . . .
_ (0; 0; : : : ; '(a n 1 ); '(a n 1 )) _ (0; 0; : : : ; 0; '(a n )) = ('(a 1 ); '(a 2 ); : : : ; '(a n )) as claimed.
Corollary 8 If n + 1 6 = jSj, then the automorphism group of S
[n] is isomorphic to the automorphism group of S.
Note that if S is …nite, it has only one automorphism, and thus if n + 1 6 = jSj, then S
[n] has only one automorphism.
Conjecture 9
If n + 1 = jSj, then S [n] has exactly two automorphisms.
If n + 1 = jSj and n = 2, here is the picture, with S = f0; a; 1g.
[n] has exactly two automorphisms in this case. We conjecture that this is the case whenever n + 1 = jSj. Although tedious, it can be checked that this holds for n = 3 and jSj = 4. In that case, S
[n] has 20 elements.
Remark 10
The lexicographic order on S [n] extends the coordinate-wise partial ordering to a linear ordering. Automorphisms of the form (a 1 ; a 2 ; : : : ; a n ) 7 ! (' (a 1 ) ; ' (a 2 ) ; : : : ; ' (a n )) clearly preserve lexicographic ordering. Thus if n + 1 6 = jSj, then the automorphism group of S
[n] with coordinate-wise ordering is the same as with lexicographic ordering.
Remark 11
The join irreducibles of S [n] are the elements of the form (x; x; : : : ; x); (0; x; : : : ; x); (0; 0; : : : ; 0; x); (0; 0; : : : ; 0). They are clearly join irreducible, and (a 1 ; a 2 ; : : : ; a n ) = (a 1 ; a 1 ; : : : ; a 1 )_(0; a 2 ; : : : ; a 2 )_: : :_(0; : : : ; 0; a n 1 ; a n 1 )_(0; : : : ; 0; a n ) Thus every element is the join of these join irreducibles, so there are no other join irreducibles than those listed.
Remark 12
The meet irreducible elements are the elements of the form (x; x; : : : ; x); (x; x; : : : ; x; 1); (x; x; : : : ; x; 1; 1); : : : ; (x; 1; 1; : : : ; 1); (1; 1; : : : ; 1). Similar remarks apply.
Automorphisms of S n
Here we will determine the automorphisms of S n with its coordinate-wise order. Again this is a bounded distributive lattice. S
[n] is a sublattice, but that will be of little import.
There are two basic kinds of automorphisms of S n . Let Aut(S n ) denote the automorphism group of S n . Let C be the subgroup of automorphisms of the form '(a 1 ; a 2 ; : : : ; a n ) = (' 1 (a 1 ) ; ' 2 (a 2 ) ; : : : ; ' n (a n )) where each ' i is an automorphism of S. Call C the group of coordinate-wise automorphisms. Let P be the subgroup of Aut(S n ) of the form (a 1 ; a 2 ; : : : ; a n ) = (a (1) ; a (2) ; : : : ; a (n) ) where is a permutation of f1; 2; : : : ; ng. It is easy to check that the elements of C and of P are automorphisms of S n . We will show that Aut(S n ) = P C = f ' : 2 P; ' 2 Cg; and such a representation is unique. Further, C is a normal subgroup of Aut(S n ), so that Aut(S n ) is a semi-direct product of P and C. First we need the join irreducibles of S n .
Theorem 13 The join irreducibles of S n are those n-tuples with at most one nonzero entry.
Proof. Suppose (a 1 ; a 2 ; : : : ; a n ) is join irreducible. For any 1 i < j n, (a 1 ; a 2 ; : : : ; a i ; : : : ; a j ; : : : ; a n ) = (a 1 ; a 2 ; : : : ; a i 1 ; 0; a i+1 ; : : : ; a j ; : : : ; a n ) _ (a 1 ; a 2 ; : : : ; a i ; : : : ; a j 1 ; 0; a j+1 ; : : : ; a n ) so not both a i and a j can be non-zero else (a 1 ; a 2 ; : : : ; a i ; : : : ; a j ; : : : ; a n ) is join reducible. An element (0; 0; : : : ; 0; x; 0; : : : ; 0) is clearly join irreducible.
Because every element can be written in the following form, (a 1 ; a 2 ; : : : ; a n ) = (a 1 ; 0; : : : ; 0) _ (0; a 2 ; 0; : : : ; 0) _ (0; 0; a 3 ; 0; : : : ; 0) _ (0; 0; : : : ; 0; a n ) in order to determine an automorphism of S n , it su¢ ces to determine its image on these join irreducibles. Let x; y 2 S n , with 0 6 = x and 0 6 = y both join irreducible, and let ' 2 Aut(S n ). Then '(x) and ' (y) each have exactly one non-zero entry, being join irreducible. If x and y have non-zero entries in di¤erent coordinates, then so do '(x) and '(y) else '(x _ y) is join reducible while '(x _ y) = '(x) _ '(y) is not. Likewise, if x and y have non-zero entries in the same coordinate, then so do '(x) and '(y). Thus ' induces a permutation ' of f1; 2; : : : ; ng, and thus an automorphism ' given by ' (a 1 ; a 2 ; : : : ; a n ) = a '(1) ; a '(2) ; : : : ; a '(n) . If the non-zero entry of x is the i-th coordinate x i , and the non-zero entry of '(x) is its j-th coordinate '(x) j , then the map x i ! '(x) j is an automorphism of S n , which we denote by ' i . Thus ' induces a map c ' given by c ' (a 1 ; a 2 ; : : : ; a n ) = (' 1 (a 1 ) ; ' 2 (a 2 ) ; : : : ; ' n (a n )). Now it should be clear that ' = ' c ' .
Theorem 14
The group C is a normal subgroup of Aut(S n ), and Aut(S n ) = P C, the semi-direct product of P and C.
Proof. We have already shown that Aut(S n ) = P C. Note that P \ C contains only the identity automorphism. Thus, elements of Aut(S n ) have a unique representation in the form pc, because if pc = qd, then p 1 q = cd 1 , which is in P \ C. To show that C is normal in Aut(S n ), it su¢ ces to show that for 2 P and c 2 C, 1 c is in C. Now 1 c (a 1 ; a 2 ; : : : ; a n ) = 1 c a (1) ; a (2) ; : : : ; a (n)
; ' 1 (2) (a 2 ) ; : : : ; ' 1 (n) (a n )
Thus every automorphism of S n is of the form (a 1 ; : : : ; a i ; : : : ; a n ) 7 ! ' (' 1 (a 1 ); : : : ; ' i (a i ); : : : ; ' n (a n )
Linear Orders on S n
The product S n is endowed with the coordinate-wise order, and lexicographic ordering extends this order to a linear one. There are many ways to extend the coordinate-wise ordering to a linear one. Lexicographically is just one way [2] . Any automorphism ' of S n with its coordinate-wise ordering gives such an extension. Just de…ne x y if '(x) L '(y), where L is the lexicographic order on S n . Let C be the group of coordinate-wise automorphisms of S n . That is, for ' 2 C, '(a 1 ; a 2 ; : : : ; a n ) = (' 1 (a 1 ); ' 2 (a 2 ); : : : ; ' n (a n )). Then two elements of C give the same extension of the coordinate-wise ordering to a linear one. That is because elements of C also are automorphisms of S n with lexicographic ordering. Moreover, elements of C are the only ones of Aut(S n ) that preserve lexicographic order. If pc preserves lexicographic order, then so does pcc 1 = p, and the following proposition then implies that p is the identity automorphism.
Proposition 15 Distinct elements of P give distinct linear orderings of S n .
Proof. It su¢ ces to show that if is not the identity permutation, then gives an ordering distinct from the lexicographic one. So let i be the smallest index not …xed by and let (k) = i. Now consider the elements A and B where A is the n-tuple with a in each coordinate except b in the i-th coordinate, and B is the n-tuple with a in each coordinate except b in the k-th coordinate, with a > b. Since i < k, A > L B. Now (A) has every coordinate a except for b in the (i)-th coordinate, and (B) has a in every coordinate except for b in the i-th coordinate. Since (i) > i, we have (A) < L (B). Thus gives a di¤erent linear order from the lexicographic one.
Following is a small illustrative example with n = 2 and k = 3. Let S = f0; a; 1g: Here is the picture with the coordinate-wise ordering..
Here are three linear orderings, the lexicographic one, the one induced by the permutation switching indices, and a linear order extending the coordinate ordering not coming from a permutation of the indices.
(1; 1) (1; a) (1; 0) (a; 1) (a; a) (a; 0) (0; 1) (0; a) (0; 0) (1; 1) (a; 1) (0; 1) (1; a) (a; a) (0; a) (1; 0) (a; 0) (0; 0) (1; 1) (a; 1) (0; 1) (1; a) (a; a) (1; 0) (0; a) (a; 0) (0; 0)
Thus not every linear ordering of S n extending the coordinate-wise ordering comes from a permutation of the indices.
Remark 16
What is so special about the linear orderings on S n given by automorphisms? They are essentially lexicographic orderings, except that the coordinates have been permuted. They are in one-to-one correspondence with the permutations of f1; 2; : : : ; ng, and so have a group structure. Is this some piece of a general phenomenon?
For example, let (L; ) be a partially ordered set, and let be a linear order on L extending . The group Aut(L; ) has the subgroup G that also preserves this linear order. Were this subgroup normal, then Aut(L )=G would be in one-to-one correspondence with the linear orderings extending that are induced by Aut(L; ). It is the case for our particular ordered set S n . But in general, the left cosets of G in Aut(L ) are in one-to-one correspondence with the linear orderings extending that are induced by Aut(L; ). Of what signi…cance is the normalizer of G?
