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Abstract
Feedback ERN (fERN) and frontal midline theta have both been proposed to index a dopamine-like reinforcement
learning signal in anterior cingulate cortex (ACC). We investigated these proposals by comparing fERN amplitude and
theta power with respect to their sensitivities to outcome valence and probability in a previously collected EEG dataset.
Bayesian model comparison revealed a dissociation between the two measures, with fERN amplitude mainly sensitive
to valence and theta power mainly sensitive to probability. Further, fERN amplitude was highly correlated with the
portion of theta power that is consistent in phase across trials (i.e., evoked theta power). These results suggest that
although both measures provide valuable information about cognitive function of frontal midline cortex, fERN amplitude
is specifically sensitive to dopamine reinforcement learning signals whereas theta power reflects the ACC response to
unexpected events.
Descriptors: Fontal midline theta, Reward prediction error, Feedback ERN
Broadly speaking, electroencephalographic techniques come in
two categories: time-frequency techniques extract the power of
multiple frequency bands in the ongoing electroencephalogram
(EEG) as a function of time, and event-related brain potential
(ERP) techniques average epochs of EEG data associated with
repeated events to reveal neural activity elicited by the event (the
“signal”) from unrelated neural activity (the “noise”). An ongoing
debate has concerned the relative merits of the two techniques (e.g.,
Cohen, Wilmes, & van de Vijver, 2011; Makeig et al., 2002; Yeung,
Bogacz, Holroyd, & Cohen, 2004). In particular, researchers have
debated whether the time-frequency or the ERP approach is the
right way for analyzing reward- and error-related EEG data (Cohen
et al., 2011; Holroyd, HajiHosseini, & Baker, 2012). This debate
has centered around a frequency band with a frontally distributed
scalp signature called frontal midline theta (Bernat, Nelson,
Holroyd, Gehring, & Patrick, 2008; Cavanagh, Frank, Klein, &
Allen, 2010; Cohen, 2011; Cohen et al., 2011; Luu & Tucker, 2001;
Luu, Tucker, & Makeig, 2004; Trujillo & Allen, 2007) and an ERP
component called the feedback error-related negativity (fERN;
Holroyd & Coles, 2002; Walsh & Anderson, 2012), which are both
said to be sensitive to the valence of feedback, that is, to whether an
outcome is rewarding (or correct) as opposed to nonrewarding (or
incorrect).
In particular, both frontal midline theta and the fERN have been
argued to index a reinforcement learning signal: a signal that is
differentially sensitive to reward versus error information for the
purpose of adaptively modifying behavior (Sutton & Barto, 1998).
These signals index the reinforcing term in reinforcement learning
algorithms (Sutton & Barto, 1998). Their specific properties
depend on the algorithm in question, but the sine qua non of all
reinforcement learning signals is that, other things being equal,
they must be consistently larger (or smaller) for rewards relative to
errors. Thus, for example, a signal that is larger for incorrect com-
pared to correct outcomes but that is also larger for improbable
compared to probable outcomes would confuse information related
to errors with information related to probability, potentially biasing
the system to avoid improbable events even when these events were
unexpectedly good. Whether or not frontal midline theta and the
fERN index reinforcement learning signals depends on whether
they satisfy this fundamental property of reinforcement learning.
Frontal midline theta power has been said to reflect specifically
an error-driven learning mechanism consistent with principles
of reinforcement learning (Cavanagh et al., 2010; Cavanagh,
Bismark, Frank, & Allen, 2011; Cavanagh, Frank, & Allen, 2011;
Cohen et al., 2011; van de Vijver, Ridderinkhof, & Cohen, 2011),
but several studies have suggested that this measure may not in fact
be restricted to outcome processing. In addition to error processing,
frontal midline theta is associated with cognitive processes under-
lying working memory (Jensen & Tesche, 2002) and conflict moni-
toring (Cohen & Cavanagh, 2011; Cohen, Ridderinkhof, Haupt,
Elger, & Fell, 2008; Cavanagh, Bismark et al., 2011; Cavanagh,
Wiecki et al., 2011). Further, in reinforcement learning tasks
frontal midline theta is seen to reflect the unexpectedness
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(Cavanagh, Figueroa, Cohen, & Frank, 2011; Cavanagh,
Zambrano-Vazquez, & Allen, 2012; Tzur & Berger, 2009) and
risk-relatedness (Christie & Tata, 2009) of outcomes as well as
feedback-related error information. Of still greater concern, more
theta power is sometimes observed following positive feedback
compared to negative feedback (Kamarajan et al., 2008). These
observations have motivated the proposal that frontal midline theta
reflects sensitivity to important cognitive events in general rather
than to errors in particular (Cavanagh et al., 2012; Tzur & Berger,
2009). The ubiquity of frontal midline theta calls into question
whether it can in fact serve as an error-driven reinforcement learn-
ing signal as previously proposed (Cavanagh et al., 2010; Cohen
et al., 2011; van de Vijver et al., 2011).
Likewise, similar questions have been raised about the sensitiv-
ity of the fERN to reinforcement. This negative deflection on error
trials is in fact an instance of the N200 ERP component, which is
generally larger to improbable relative to probable task-relevant
events, for example, as it occurs to improbable target stimuli
in oddball tasks (Holroyd, 2004; Holroyd, Pakzad-Vaezi, &
Krigolson, 2008). As a consequence, several groups of investiga-
tors have argued that the fERN is sensitive to the probability of the
outcome irrespective of its valence (Donkers, Nieuwenhuis, & van
Boxtel, 2005; Ferdinand, Mecklinger, Kray, & Gehring, 2012;
Oliveira, McDonald, & Goodman, 2007). They found that the
fERN was elicited by unexpected outcomes even when the out-
comes were successful, which is inconsistent with the putative role
of the fERN as a reinforcement learning signal. We have argued
that these results were obtained because the reinforcement proper-
ties of the fERN (i.e., its specific sensitivity to valence) were not
isolated using a difference-wave approach (Holroyd & Krigolson,
2007). In the general discussion below, we provide the motivation
for this argument, but note that when the results of Donkers and van
Boxtel (2005) were analyzed using the difference-wave approach,
then the fERN was seen to be consistent with a reinforcement
learning signal.
These controversies invite a systematic comparison of frontal
midline theta and the fERN in the same dataset. In the present
study, we asked whether both phenomena index reinforcement
learning signals (are sensitive to feedback valence), and, if so,
which of them is more sensitive to these signals. To do so, we
measured fERN amplitude “base-to-peak”—that is, we measured
N200 amplitude—and frontal midline theta power in an EEG
dataset associated with a time-estimation task (with reinforcement)
and an oddball task that were previously conducted in our labora-
tory (Holroyd et al., 2008).1 We predicted that N200 amplitude
would be relatively more sensitive to outcome valence in these
tasks, whereas frontal midline theta would be relatively more sen-
sitive to outcome probability, indicating that the fERN provides
greater sensitivity than frontal midline theta to reinforcement learn-
ing signals.
Finally, it bears emphasizing that the time-frequency and ERP
approaches constitute different methods for analyzing the same
scalp-recorded electrophysiological activity. Thus, it seems likely
that frontal midline theta and N200 amplitude index the same
underlying neurocognitive process, at least to some degree. There-
fore, we looked for the causal factor underlying any dissociation
identified between frontal midline theta and N200 amplitude. Note
that oscillatory activity that is consistent in phase to an event across
trials contributes to the generation of an ERP to that event (Luck,
2005; Yeung et al., 2004). Conversely, EEG oscillations that are
inconsistent in phase across trials do not contribute to the ERP
because they average out; by definition, the ERP technique assumes
such information to be noise rather than signal. The total power
within a given frequency band thus consists of the phase-consistent
part of the EEG that gives rise to the ERP, called the “evoked”
power, and the phase-inconsistent part of the EEG that is invisible
in the ERP, called the “induced” power (Tallon-Baudry & Bertrand,
1999). We expected that if a dissociation were found between the
sensitivities of frontal midline theta and the N200 to reinforcement
learning signals, then this dissociation would be paralleled by dif-
ferential sensitivity of the evoked versus induced portions of total
EEG power. We predicted that whereas the evoked portion of
frontal midline theta would, like N200 amplitude, be relatively
more sensitive to outcome valence, the induced portion of frontal
midline theta would be relatively more sensitive to outcome
probability.
Materials and Method
Data were reanalyzed from a previous study by Holroyd et al.
(2008). In brief, twelve participants (6 men, 26.7  10.5 years old)
performed a modified time-estimation task and a visual oddball
task (Holroyd & Krigolson, 2007; Holroyd et al., 2008). In the
oddball task, participants completed two blocks of 200 trials
wherein they were required to count the number of times a target
fruit appeared on a computer monitor (500 ms) and to ignore the
occurrence of nontarget fruit (500 ms); targets and nontargets were
unpredictable with the oddball target appearing on 12.5% of the
trials. In the time-estimation task, participants were required on
each trial to press a mouse button when they believed that 1 s had
elapsed following an auditory cue, and then were presented with a
feedback image indicating whether or not their response was on
time (one fruit for correct responses and a different fruit for
incorrect responses). Feedback accuracy depended on whether
the response was produced within a performance window
centered around 1,000 ms following stimulus onset, initialized as
1,000 ms  100 ms. The size of the window was adjusted from
trial to trial to manipulate task difficulty according to block, where
the task consisted of five blocks of 100 trials each: one block in a
control condition, two blocks in a hard condition, and two blocks in
an easy condition. To be specific, following each trial the size of the
performance window was decreased if the response occurred inside
the window, and it was increased otherwise. In the control condi-
tion, the size of the window was decreased by 10 ms after each
correct response and increased by 10 ms after each error response,
yielding control error and control correct conditions. In the easy
condition, the window size was increased by 12 ms on error trials
and decreased by 3 ms on correct trials, yielding frequent correct
and infrequent error conditions. In the hard condition, the window
size was increased by 3 ms on error trials and decreased by 12 ms
on correct trials, yielding infrequent correct and frequent error
conditions. Participants were informed at the start of the task that
they would receive 3 cents for each correct response, that they
would receive nothing for incorrect responses, and that the total
bonus would be paid to them at the end of the experiment. The
EEG was recorded from 63 electrode locations using Brain
Vision Recorder software (Version 1.3, BrainProducts, Munich,
1. Measuring fERN amplitude base-to-peak instead of using the
difference-wave approach allowed for a systematic comparison of N200
amplitude with frontal midline theta power across individual conditions.
Because the difference-wave approach contrasts two conditions against
each other, the individual conditions could not be evaluated that way.
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Germany). Please see the original report (Holroyd et al., 2008) for
complete details.
Data Analysis
In order to preserve the frequency characteristics of EEG data to
conduct time-frequency analysis, the data were filtered with a rela-
tively wide band-pass from 0.1–40 Hz. Ocular artifacts were
removed using the Gratton, Coles, and Donchin (1983) algorithm,
and trials with voltages exceeding 35 mV in any channel were
discarded. In total, 23% of data were discarded.2 For each partici-
pant, the average number of analyzed trials per condition in the
oddball task was 332.58 23.8 trials for the frequent oddball and
47.75  2.9 trials for the infrequent oddball conditions. The
average number of trials for the time-estimation task was
47.17  5.0 trials for the infrequent error, 47.0  4.1 trials for the
infrequent correct, 147.92 19.6 trials for the frequent error, and
147.0  9.0 trials for the frequent correct conditions.
For the ERP analysis, data were preprocessed according to
Holroyd et al. (2008), except as discussed above, and rereferenced
to linked mastoids. ERPs were time-locked to feedback onset in the
time-estimation task and to oddball stimulus onset in the oddball
task. Consistent with the previous study, N200 amplitude was
determined base-to-peak according to the algorithm described in
Holroyd, Nieuwenhuis, Yeung, & Cohen (2003), as follows. First,
the sample with the most positive voltage within a 160 to 260 ms
window following stimulus presentation (feedback stimuli in the
time-estimation task and the target and nontarget stimuli in the
oddball task) was taken as the base of the N200. Then, the sample
with the most negative value within a time window starting from
the base of N200 to 360 ms after stimulus presentation was taken as
the peak. N200 amplitude was calculated as the difference between
these base and peak amplitudes. The algorithm assigned 0 mV
where no N200 was detected. For the statistics, N200 amplitude
was calculated for all conditions at channel FCz where, consistent
with the previous study, this ERP component reached maximum
amplitude.
To extract time-frequency information from EEG data associ-
ated with feedback and oddball stimulus presentation, 2-s epochs
extending from 1 s before to 1 s after stimulus onset (feedback in
the time-estimation task and oddball stimulus in the oddball task)
were extracted from the single-trial data and convolved with a
complex Morlet wavelet using the MATLAB 7.1, wavelet toolbox
V4.6:
w t f t if tt t, exp exp0 2 1 2 2 2 02 2 2( ) = ( ) −( ) ( )−πσ σ π
The wavelet family ratio (f0/sf), where sf = 1/2pst, was set to
6.7 (Marco-Pallares et al., 2008). Changes in power over time
(squared amplitude of the convolution between the signal and the
wavelet) in the 1 to 40 Hz frequency range were computed for each
single trial and averaged for each subject and condition before
creating grand averages across subjects. The relative change in the
power for each condition was determined by averaging the baseline
activity (100 ms prestimulus) across time for each frequency and
then subtracting the average from each data point following stimu-
lus presentation for the corresponding frequency. This value was
then divided by the baseline activity to normalize the change of
power to the baseline activity. Mean change (increase or decrease)
in power was calculated for each condition separately (infrequent
correct, infrequent error, frequent correct, and frequent error con-
ditions for the time-estimation task, and infrequent stimulus and
frequent stimulus conditions for the oddball task).
We determined evoked, induced, and total theta power accord-
ing to the following definitions: Evoked theta power corresponds to
neural activity that is phase consistent across trials with the elicit-
ing event, induced theta power corresponds to neural activity that is
phase inconsistent across trials with the eliciting event, and total
theta power corresponds to the sum of the evoked and induced
theta powers (Tallon-Baudry & Bertrand, 1999). Time-frequency
analysis on the single trial EEG data thus yielded total theta power,
including theta power that was both phase consistent (evoked) and
phase inconsistent (induced) across trials with respect to the elic-
iting event. Evoked theta power was determined directly from the
averaged ERPs, and induced theta power was then identified by
subtracting the evoked theta power from the total theta power. To
be specific, individual ERPs were created by averaging the single
trial ERP data for each condition and subject. Then, the power
throughout a -100 ms to 800 ms time window, where 0 ms corre-
sponded to stimulus onset, and 1–40 Hz frequency range was cal-
culated by applying a wavelet transform to each of the ERPs. To
obtain the induced power, these power values were subtracted from
the total power calculated for each subject and condition for each
single trial and then normalized by correcting to a 100-ms baseline
as described above. The resulting values contained the change in
theta power that is phase inconsistent with the eliciting stimulus,
that is, induced theta power. Because normalizing the evoked signal
to baseline is not meaningful,3 normalized evoked theta power was
determined by subtracting the (normalized) induced theta power
from the (normalized) total theta power. The mean power of theta
oscillations was measured in a time/frequency window corres-
ponding to 5–9 Hz and 200–360 ms, comparable with windows
used in previous studies (HajiHosseini, Rodriguez-Fornells, &
Marco-Pallares, 2012; Marco-Pallares et al., 2008) and comparable
with the ERP analysis window for N200 amplitude.
Statistical Analysis
ERP and time-frequency data recorded at channel FCz (where the
N200 was maximal, consistent with the previous study; Holroyd
et al., 2008) were evaluated in three stages. In the first stage, we
applied a Bayesian model comparison approach to ask whether
both N200 amplitude and theta power are more sensitive to
outcome valence or to outcome probability. Bayesian analysis pro-
vides an alternative to the null hypothesis significance testing
(NHST) approach. Despite widespread use in psychology and other
sciences, NHST suffers from a number of shortcomings that have
been recognized for several decades (Wagenmakers, 2007). In par-
ticular, whereas NHST identifies the probability p of observed data
D given that a null hypothesis H0 is true, P(D|H0), most researchers
are interested in the probability that the hypothesis in question is
2. This rejection rate is higher than in the original study because of the
wider band-pass and epoch lengths needed for time-frequency analysis.
Nevertheless, the N200 results are consistent with the original findings.
3. Note that it is not possible to calculate the evoked activity relative to
its baseline. The baseline power for the ERPs is very small, especially for
higher frequencies, due to signal averaging. So, division by these small
values yields meaningless results. For the purpose of comparison, we cal-
culated the relative change in the evoked theta by subtracting the induced
power from the total power, considering that the baseline would be identical
for total theta and induced theta.
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true given the data, P(H1|D). This discrepancy is highlighted in
cases where P(D|H0) is low, leading to a rejection of the null
hypothesis in favor of H1 according to NHST but P(H0|D)—the
probability that the null hypothesis is true given the data—is very
high, indicating that P(H1|D) is very low and thus H1 should
not in fact be accepted (Cohen, 1994). Further, because p values
are obtained from the sampling distribution of the test statistic,
for example, t values, the statistical inferences based on p
values depend on hypothetical data (as opposed to actual data)
(Wagenmakers, 2007) as well as on critical values that differ
according to the intentions of the experimenter (Kruschke, 2010;
Wagenmakers, 2007). They also fail to quantify the degree of
evidence against the null hypothesis, as identical p values across
tests do not necessarily provide identical evidence against the null
hypothesis (Wagenmakers, 2007).
By contrast, Bayesian analysis has been suggested as an alter-
native to NHST that does not suffer from the same shortcomings
(Masson, 2011; Wagenmakers, 2007). Bayesian analysis yields the
probability that a hypothesis is true given the data, which is in fact
the question of interest to most researchers. The Bayesian approach
relies on revising the “prior” probabilities of certain hypotheses of
interest to “posterior” probabilities that the same hypotheses are
true given the representative sample data. This approach requires
that the priors be specified in advance rather than the critical p
value (for more details, refer to Wagenmakers, 2007).
In our study, we sought to evaluate the sensitivity of N200
amplitude and frontal midline theta power to outcome valence
and probability and, if either measure proved sensitive to both
variables, to determine the degree to which it might be more sen-
sitive to outcome valence or outcome probability. The latter ques-
tion can only be addressed with Bayesian hypothesis testing
because it allows for comparing the strength of evidence for two
competing hypotheses directly against each other, as opposed to
comparing the strength of evidence for a given hypothesis relative
to the null hypothesis as assessed by NHST measures of effect
size. For example, we determined the probability that N200
amplitude is sensitive to outcome valence given the N200 data
observed across conditions, P(Valence|D), where Valence signifies
the hypothesis that N200 amplitude is sensitive to valence and D
signifies the N200 amplitude data. We then asked whether N200
amplitude is more sensitive to outcome valence (Valence) or
probability (Probability) by comparing P(Valence|D) against
P(Probability|D).
Given that Bayesian analysis has been recognized as a valid
alternative to NHST for several decades (Wagenmakers, 2007),
why is it not used more often in the psychological sciences?
Researchers appear to have neglected the method for lack of a
simple means for calculating the Bayes factor (Masson, 2011). This
need has recently been addressed with a novel approach that relies
on the Bayes information criterion (BIC) to approximate the Bayes
factor (Wagenmakers, 2007). Although BIC is often used to quan-
tify the relative goodness of fit of alternative models of a data set
(Burnham & Anderson, 1998), here the difference between the BIC
values for two models is used to approximate the Bayes factor
(Appendix B in Wagenmakers, 2007). Note that BIC values are
easy to compute using the sums of squared error terms from a
standard analysis of variance (ANOVA) source table (Glover &
Dixon, 2004). We have followed a tutorial by Masson (2011) to
calculate the Bayesian posterior probabilities from ANOVA tables
(see the same paper for a few examples). This approach assumes
that data are explained by two hypotheses of interest and thus
provides only the relative ability of the two models under compari-
son to explain the data, even though other possible models might
provide equally plausible explanations.
In a second stage of data analysis, we asked if frontal midline
theta power is in fact sensitive to outcome valence or probability
(as determined in the first stage), whether this sensitivity is driven
by the evoked portion of theta power (that is, reflected in the ERPs)
or by the induced portion (that is, not reflected in the ERPs because
of phase inconsistency across trials). We expected the former, but
not necessarily the latter, to be highly correlated with N200 ampli-
tude. Therefore, in the second stage we calculated the correlation
between N200 amplitude and total, evoked, and induced theta
power.
Lastly, in the third stage of analysis, we asked whether N200
amplitude or theta power better predicted outcome valence
(correct, error) and probability (infrequent, frequent) in the time-
estimation task. Logistic regression cannot be used for this purpose
because the predictors—N200 amplitude and theta power—are not
independent measures. Hence, to address this question we (a)
regressed N200 amplitude on total theta power and total theta
power on N200 amplitude, and (b) compared the hypotheses of
interest by submitting the residuals of each of these regression
analyses as the dependent variables in a Bayesian model compari-
son. To be specific, we asked to what extent each of two dependent
variables X and Y (here, N200 and theta power) predicted each of
a set of independent variables (here, probability and valence) when
the effect of the other dependent variable was statistically control-
led. For each dependent variable, we calculated an estimate of Y,
called Y′, by performing a bivariate regression of the Y values on
the X values so that Y′ = b0 + b1X. The residuals of these regres-
sions are then YPR-X = Y - Y′, which constitute the values of Y
when the effect of X is statistically controlled. Bayesian analyses
conducted on the YPR-X values then revealed the degree to which Y
predicts valence and probability when the effect of X is statistically
controlled (see Appendix for comparable NHST results).
Results
Behavioral Analysis
As described in Holroyd et al. (2008), all participants correctly
reported which stimulus was the target in the oddball task and
which stimulus indicated correct feedback in the time-estimation
task. In the oddball task, participants reported on average
24.8  0.5 targets per block (out of 25 targets/block). In the time-
estimation task, participants responded correctly on 48.3% of the
trials in the control condition, and the mean size of the performance
window was 300 ms. Participants made incorrect responses on
75.4% of the trials in the hard condition and on 24.5% of the trials
in the easy condition, t(11) = -35.4, p < .001, which is consistent
with the mean size of performance window: 128 ms (hard condi-
tion) versus 334 ms (easy condition), t(11) = 8.5, p < .001.
ERP Analysis
Figure 1A shows the ERP data recorded at channel FCz for the
oddball and time-estimation tasks. Inspection of Figure 1A (top)
suggests that N200 amplitude was greater for the infrequent
oddball condition compared to the frequent oddball condition.
Further, inspection of Figure 1A (middle and bottom) suggests that
N200 amplitude was greater for error conditions (middle) com-
pared to correct conditions (bottom) whereas the sensitivity of
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N200 amplitude to stimulus probability is less obvious. These
impressions were confirmed in the previous study (Holroyd et al.,
2008) with NHST, which revealed that N200 amplitude was greater
to infrequent oddballs compared to frequent oddballs. Further
analysis of N200 amplitude in the time-estimation task revealed a
main effect of valence and a marginal effect of probability (see also
Holroyd & Krigolson, 2007). Paired comparisons revealed that
N200 amplitude was greater for the infrequent oddball and infre-
quent error conditions compared to the infrequent correct condition
whereas there was no significant difference between the infrequent
oddball and infrequent error conditions (see Appendix for a repli-
cation of previous analyses).
These results motivated the conclusion in Holroyd et al. (2008)
that the negative deflection in the ERP elicited by error feedback
(fERN) and by oddball stimuli (N200) are in fact the same phe-
nomenon and, further, that the difference in the ERPs to error
versus correct feedback is driven by a positive-going deflection
in the ERP (called the “reward positivity”; see the General Discus-
sion below) that reduces or cancels out the N200 following
unexpected correct feedback. Figure 1D illustrates the scalp distri-
butions of the difference in N200 amplitude between the infrequent
oddball and frequent oddball conditions, infrequent correct and
infrequent error conditions, and frequent correct and frequent error
conditions. All differences were maximal over the frontocentral
areas of the scalp.
Here, we applied Bayesian analysis to these data for two objec-
tives. First, for the purpose of completeness, we sought to confirm
the results of the previous study. Second, and more importantly,
Bayesian model comparison allowed us to compare the sensitivities
of N200 amplitude and theta power to outcome probability and
valence, as indicated below. To test the effect of probability on
oddball N200 amplitude, we compared the posterior probability of
two hypotheses, H0 (Null): There is no effect of probability, and H1
(Probability): There is an effect of probability. Results of Bayesian
analysis on the oddball task data revealed that evidence for N200
amplitude under Probability relative to Null was positive (Table 1),
pBIC ª .92, confirming that oddball N200 amplitude is highly sen-
sitive to stimulus probability (Table 2). Then, we applied Bayesian
model comparison on the time-estimation task data to determine
whether N200 amplitude in the time-estimation task is sensitive to
valence, to probability, or to both, and if so, which factor domi-
nates. To do so, we compared the following hypotheses:
H0 (Null): There is no main effect of valence and no main effect of
probability.
H1 (Valence): There is a main effect of valence and no main effect of
probability.
H2 (Probability): There is a main effect of probability and no main effect of
valence.
Results are summarized in Table 3. First, a comparison of N200
amplitude under Valence versus Null indicated very strong sensi-
tivity to outcome valence (correct, error), pBIC ª .99. Second, a
comparison of N200 amplitude sensitivity under Probability versus
Null revealed weak evidence for Null, pBIC ª .60, indicating insuf-
ficient evidence to conclude that N200 amplitude is sensitive to
outcome probability. Note that this last finding contrasts with the
previous observation of “positive” evidence in the oddball task for
N200 amplitude sensitivity to outcome probability (Table 2). Evi-
dently, inclusion of outcome valence in the time estimation task
reduces the effect of probability on N200 amplitude, specifically by
reducing N200 amplitude in the infrequent correct condition
(Figure 1A, bottom). Third, a comparison of N200 amplitude sen-
sitivity under Valence versus Probability revealed very strong evi-
dence in favor of Valence, pBIC ª 1, indicating that variance in N200
amplitude in the time-estimation task is more strongly determined
by outcome valence than by outcome probability (Table 3; see also
Table A2 for ANOVA results).
Time-Frequency Analysis
Total theta power. Figure 1B illustrates time-frequency plots for
total theta power following stimulus presentation. Inspection of
Figure 1B (top) suggests that total theta power was greater for the
infrequent oddball condition compared to the frequent oddball
condition, an impression that was confirmed by Bayesian analysis
(Table 2): evidence for total theta power sensitivity under Probabil-
ity versus Null was strongly in favor of Probability, pBIC ª .95,
indicating strong evidence that total theta power is sensitive to
stimulus probability in the oddball task. Further inspection of
Figure 1B (middle and bottom) suggests that total theta power in
the time-estimation task was greater in the infrequent conditions
than in the frequent conditions and greater in the error conditions
than in the correct conditions. Bayesian analysis of total theta
power under Valence versus Null revealed very strong sensitivity to
outcome valence (correct, error), pBIC ª .99 (Table 3). Likewise, a
comparison of total theta power sensitivity under Probability
versus Null revealed that total theta power was very strongly
Table 1. Descriptive Terms for the Degree of Evidence According
to Different Ranges of pBICa
pBIC(H|D) Evidence
.50–.75 Weak
.75–.95 Positive
.95–.99 Strong
> .99 Very strong
aSuggested by Raftery (1995).
Table 2. Summary of Bayesian Model Comparison Results on N200 Amplitude and Theta Power in the Oddball Task
Hypotheses Preferred hypothesis pBIC Evidence
N200 Probability vs. Null Probability .92 Positive
Theta-total Probability vs. Null Probability .95 Strong
Theta-evoked Probability vs. Null Probability .84 Positive
Theta-induced Probability vs. Null Probability .98 Strong
Note. Probability = hypothesis with probability effect; Null = null hypothesis; both in the oddball task.
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sensitive to outcome probability (frequent, infrequent), pBIC ª .99.
Lastly, a direct comparison of total theta power sensitivity under
Valence versus Probability revealed weak evidence in favor of
Probability, pBIC ª .69, indicating that total theta power shows com-
parable sensitivity to both outcome valence and probability
(Table 3; see also Table A2 for ANOVA results).
Evoked theta power.4 We asked whether the sensitivity of total
theta power to outcome valence and probability is driven by the
phase-consistent (evoked) part of theta, which is obtained from the
ERPs, or by the phase-inconsistent (induced) part of theta that is
not reflected in the ERPs. Therefore, we examined the evoked and
induced theta powers separately for their respective sensitivities to
outcome valence and outcome probability. Figure 1C illustrates
time-frequency plots for evoked theta power following stimulus
presentation. Inspection of Figure 1C (top) suggests that evoked
theta power was greater for the infrequent oddball condition com-
pared to the frequent oddball condition, an impression that was
confirmed with Bayesian analysis (Table 2): Evidence for sensitiv-
ity of evoked theta power under Probability versus Null was posi-
tive, pBIC ª .84, providing support for the impression that stimulus
probability in the oddball task modulates evoked theta power.
Further inspection of Figure 1C (middle and bottom) suggests that
evoked theta power in the time estimation task was greater follow-
ing error feedback than following correct feedback. Bayesian
analysis confirmed that the evoked theta power data very strongly
support Valence over Null, pBIC ª .99, indicating that the evoked
theta power is strongly determined by outcome valence (correct,
error), weakly support Probability over Null, pBIC ª .50, indicating
insufficient evidence for sensitivity to outcome probability
(frequent, infrequent), and very strongly support Valence over
Probability, pBIC ª .99. These results reveal that evoked theta
power—which is the phase-consistent part of total theta power—is
more strongly determined by outcome valence (correct, incorrect)
than by outcome probability (frequent, infrequent) (Table 3; see
also Table A2 for ANOVA results).
Induced theta power.5 In the oddball task, induced theta power
was greater for the infrequent oddball condition compared to the
frequent oddball condition. Bayesian analysis (Table 2) revealed
that evidence for sensitivity of induced theta power under Prob-
ability versus Null was strong, pBIC ª .98, indicating that induced
theta power is strongly determined by the stimulus probability in
the oddball task. For the time-estimation task, Bayesian analysis
revealed that the induced theta power data strongly support Valence
over Null, pBIC ª .96, indicating that the induced theta power is
strongly determined by outcome valence (correct, error), very
strongly support Probability over Null, pBIC ª .99, indicating that
induced theta power is also very strongly determined by outcome
probability (frequent, infrequent), and very strongly support Prob-
ability over Valence, pBIC ª .99. These results indicate that although
induced theta power—which is the phase-inconsistent part of total
theta power—is strongly determined by both outcome probability
and outcome valence, the effect of outcome probability dominates
(Table 3; see also Table A2 for ANOVA results).
Evoked versus induced theta power. Following the results from
the previous two sections, we examined the degree of contribution
of the two constituents of total theta power, evoked and induced
theta power, to the total. Inspection of Figures 1B and 1C indicates
greater theta power for total theta power compared to evoked theta
4. Measures of theta phase consistency such as intertrial phase coher-
ence yield results similar to evoked theta power. We have adopted the
induced/evoked theta power approach here because it better reflects our
central concern, namely, the relationship between the N200 and ongoing
theta oscillations.
5. Time-frequency plots of the induced theta power are not provided
because they are very similar to the plots of total theta power (Figure 1A).
For a comparison of the power values, see Figure 2.
Table 3. Summary of Bayesian Model Comparison Results on N200 Amplitude, Theta Power, and Outcomes of Partial Regression in the
Time-Estimation Task
Hypotheses Preferred hypothesis pBIC Evidence
N200 Valence vs. Null Valence .99 Very strong
Probability vs. Null Null .60 Weak
Valence vs. Probability Valence ~1 Very strong
Theta-total Valence vs. Null Valence .99 Very strong
Probability vs. Null Probability .99 Very strong
Valence vs. Probability Probability .69 Weak
Theta-evoked Valence vs. Null Valence .99 Very strong
Probability vs. Null Probability .50 Weak
Valence vs. Probability Valence .99 Very strong
Theta-induced Valence vs. Null Valence .96 Strong
Probability vs. Null Probability .99 Very strong
Valence vs. Probability Probability .99 Very strong
N200PR-tot Valence vs. Null Valence .99 Very strong
Probability vs. Null Null .85 Positive
Valence vs. Probability Valence .99 Very strong
Theta-totalPR-N200 Valence vs. Null Valence .98 Strong
Probability vs. Null Probability .99 Very strong
Valence vs. Probability Probability .96 Strong
Note. The subscripts show the other measure that was statistically controlled: N200PR-tot is when the effect of total theta on N200 is statistically controlled,
and Theta-totalPR-N200 is when the effect of N200 on total theta is statistically controlled. Valence = hypothesis with valence effect; Probability = hypothesis
with probability effect; Null = null hypothesis; all for the time-estimation task.
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power. To highlight this difference, we plotted the grand average
evoked, induced, and total theta power as functions of time for the
infrequent error and infrequent correct conditions (Figure 2). As
can be inferred from the figure, evoked theta captures only a small
fraction of the total theta power. This difference was consistent
across all of the conditions. Further, the above Bayesian analyses
revealed clear dissociations between these three quantities:
Whereas total theta power is equally sensitive to outcome valence
and outcome probability, evoked theta power is mainly sensitive to
outcome valence and induced theta power is mainly sensitive to
outcome probability (Table 3). Taken together, these results
suggest that total theta power is comprised of components that are
alternatively driven by outcome probability (induced theta) and
outcome valence (evoked theta) and that the effect of induced theta
is the stronger of the two.
Theta Power versus N200 Amplitude
Correlation analysis. To investigate the relationship of N200
amplitude with theta power, we correlated N200 amplitude sepa-
rately with evoked, induced, and total theta power across all six
conditions comprising the time-estimation and oddball tasks (infre-
quent correct, infrequent error, frequent correct, frequent error,
infrequent oddball, and frequent oddball). First, grand average
N200 amplitude was positively correlated with grand average total
theta power across conditions, r =.87, p = .024 (Figure 3A). Com-
parable r values for the individual participants were averaged
following Fisher transformation, and the inverse Fisher transfor-
mation on this average yielded an r value of .69. Second, grand
average N200 amplitude was positively correlated with grand
average evoked theta power across conditions, r = .92, p = .008
(Figure 3B). For individual participants, the average r value after
applying Fisher transformation as described above was .81. Third,
the grand average induced theta power was also positively corre-
lated with grand average N200 amplitude across all conditions,
r = .81, p = .052, and the average r value for individual partici-
pants, applying Fisher transformation as previously, was .62.
These results indicate that N200 amplitude and theta power are
highly correlated both within and across participants. In particular,
N200 amplitude correlated most strongly with evoked theta power,
r = .92, which is not surprising given that the evoked theta power
was determined directly from the averaged ERPs: Theta activity
that is phase consistent with the eliciting stimulus (i.e., evoked
theta) contributes to the ERP components that are elicited by the
same stimulus, including the N200. By contrast, induced theta
power, which is by definition obtained from the EEG oscillations
that are inconsistent in phase across trials, reflects activity that does
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Figure 2. Mean theta power. A: Infrequent error condition. B: Infrequent
correct condition. Solid lines: total theta power; dashed lines: induced theta
power; dotted lines: evoked theta power. Zero ms indicates the time of
feedback stimulus onset. Theta power is unitless because it is calculated as
a proportional increase/decrease relative to baseline.
14 r = .87, p = .024
Y = 4.19X + 2.55
r = .92, p = .008
Y = 10.78X + 2.29
A
12
10
8
6 6
N
20
0 
A
m
pl
itu
de
 (
μV
)
4
4
2
2
3
0 0.5 1
1
5
1.5 2 2.5
Total Theta Power
14
B
12
10
8
6 6
N
20
0 
A
m
pl
itu
de
 (
μV
)
4
4
2
2
3
0.2 0.4 0.6 0.8 1
1
5
Evoked Theta Power
Figure 3. Scatter plots showing the correlation between N200 amplitude
and theta power averaged across participants separately for each of the six
task conditions: (1) infrequent error, (2) infrequent correct, (3) frequent
error, (4) frequent correct, (5) infrequent oddball, and (6) frequent oddball.
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not contribute to the ERP component; hence, the induced power
was less correlated with the ERP, r = .81. Lastly, total theta
power—which is the sum of evoked and induced theta powers—
was intermediately correlated with N200 amplitude (r = .87).
Further, grand average N200 amplitude and total theta power
were correlated across all channels over the scalp for all six con-
ditions. As described above, Fisher transformation and its inverse
were applied to r values for each condition, resulting in an r value
of .75 averaged across conditions. Figure 1E plots the scalp distri-
butions of the difference in total theta power between the infre-
quent oddball and frequent oddball conditions, infrequent error
and infrequent correct conditions, and the frequent error and fre-
quent correct conditions. As was the case with N200 amplitude
(Figure 1D), all differences in theta band power were maximal over
frontocentral areas of the scalp, which further indicates the simi-
larity between these two measures.
Partial regression. The correlation analyses above indicated that
total theta power was strongly correlated with N200 amplitude
across conditions, suggesting that these two measures are different
manifestations of the same underlying phenomenon. By contrast,
the Bayesian analyses revealed that total theta power is sensitive to
both outcome probability and valence whereas N200 amplitude is
more sensitive to outcome valence than to outcome probability.
Here, we asked whether N200 amplitude or total theta power is a
better predictor of outcome valence and outcome probability. To
address this question, we used a partial regression method (see
Materials and Method) in which we alternatively regressed N200
amplitude and total theta power on the other measure and then used
the residuals of these regressions as new measures for N200 ampli-
tude and total theta power that statistically controlled for the effect
of the other measure.
Table 3 summarizes the results of Bayesian analysis on
N200PR-tot (N200 amplitude with the effect of total theta power
controlled) and Theta-totalPR-N200 (total theta power with the effect
of N200 amplitude controlled; see also Table A2 for ANOVA
results). Bayesian analysis on N200PR-tot revealed very strong
support for Valence over Null, pBIC ª .99, indicating that the
N200PR-tot is strongly determined by outcome valence (correct,
error), positive support for Null over Probability, pBIC ª .85, indi-
cating insufficient evidence of N200PR-tot sensitivity to outcome
probability, and very strong support for Valence over Probability,
pBIC ª .99, confirming that the measure is mainly sensitive to
outcome valence rather than outcome probability. Comparison of
these Bayesian analysis results with those of “raw” N200 ampli-
tude (Table 3) indicates that statistically controlling for theta power
provides less evidence for sensitivity of N200 amplitude to prob-
ability (because evidence for Null increases from weak to positive),
yet the evidence for sensitivity of N200 amplitude to outcome
valence remains very strong. These results suggest that the sensi-
tivity of N200 amplitude to outcome probability is mostly driven
by its correlation with ongoing theta power, as statistically control-
ling for this correlation reduced the effect of probability. By con-
trast, statistically controlling for theta power had little effect on the
sensitivity of N200 amplitude to outcome valence, suggesting that
the valence effect is mainly due to modulation of N200 amplitude.
Further, Bayesian analysis on Theta-totalPR-N200 strongly sup-
ported Valence over Null, pBIC ª .98, indicating that the Theta-
totalPR-N200 is strongly determined by outcome valence (correct,
error), very strongly supported Probability over Null, pBIC ª .99,
indicating that Theta-totalPR-N200 was very strongly sensitive to
probability (infrequent, frequent), and strongly supported Probabil-
ity over Valence, pBIC ª .96, showing that the measure is more
sensitive to outcome probability than to outcome valence. Com-
parison of these Bayesian analysis results with those of raw total
theta power (Table 3) indicates that when the effect of N200 ampli-
tude is statistically controlled, the evidence for sensitivity of total
theta power to outcome probability compared to outcome valence
increases from “weak” to “strong.” These results suggest that total
theta power is mainly sensitive to outcome probability, as statisti-
cally controlling for N200 amplitude increased the evidence for its
sensitivity to probability versus valence.
Discussion
Our results reveal that N200 amplitude and frontal midline theta
power are dissociable with respect to their sensitivities to outcome
valence and outcome probability. These findings elucidate earlier
proposals that these measures index a reinforcement learning signal
for the purpose of adaptive decision making. In particular, both
the fERN (Holroyd & Coles, 2002) and frontal midline theta
(Cavanagh et al., 2010; Cohen et al., 2011) have been argued to
reflect a reinforcement learning signal that—all other things being
equal—is differentially sensitive to outcome valence. Yet both
frontal midline theta (Cavanagh, Figueroa et al., 2011; Cavanagh
et al., 2012; Tzur & Berger, 2009) and the fERN (Donkers et al.,
2005; Ferdinand et al., 2012; Oliveira et al., 2007) have been
observed in some studies to exhibit equal or greater sensitivity to
outcome probability than to outcome valence, a property that is
inconsistent with their putative role in reinforcement learning.
Further, the fERN and frontal midline theta are fundamentally
related to each other in that the portion of theta that is consistent in
phase across trials (i.e., evoked theta) contributes to the generation
of the fERN, whereas the portion that is inconsistent in phase
across trials (i.e., induced theta) does not. These issues raise the
question of whether either portion of frontal midline theta is sen-
sitive to reinforcement learning signals and why this property
might be evident in one measure but not the other.
To examine these issues, we investigated fERN amplitude and
frontal midline theta power elicited by feedback stimuli in a time-
estimation task and stimulus events in an oddball task (for the
purpose of comparison) for a dataset collected in a previous study
(Holroyd et al., 2008). In that study, we found that the negative
deflection on error trials (i.e., the fERN) was nearly identical in
timing and morphology to the negative deflection to oddball stimuli
(i.e., the N200), indicating that the fERN is a special instance of the
N200 that occurs on error trials (Holroyd et al., 2008; see also
Holroyd, 2004). Here, we found that N200 amplitude and total
theta power were strongly correlated across participants and con-
ditions, which is not surprising given that the N200 is produced in
part by theta oscillations that are consistent in phase across trials.
Further analyses confirmed that N200 amplitude was more corre-
lated with evoked theta power (the phase-consistent portion of
frontal midline theta power) than with induced theta power (the
phase-inconsistent portion of frontal midline theta power), indicat-
ing that the correlation between total theta power and N200 ampli-
tude was driven by the evoked portion.
Note that despite their correlation, N200 amplitude and total
theta power were differentially sensitive to outcome valence versus
probability. To be specific, we found that although both N200
amplitude and total theta power were sensitive to stimulus prob-
ability in the oddball task, with respect to the time-estimation task
total theta power was sensitive to both outcome probability and
valence whereas N200 amplitude was mainly sensitive to valence
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and only weakly sensitive to probability. Furthermore, statistically
controlling for the effect of total theta power on N200 amplitude
reduced N200 amplitude sensitivity to outcome probability while
sparing N200 amplitude sensitivity to outcome valence. Con-
versely, statistically controlling for the effect of N200 amplitude on
total theta power reduced total theta power sensitivity to outcome
valence while increasing total theta power sensitivity to outcome
probability. These results suggest that N200 amplitude is strongly
modulated by outcome valence, that total theta power is strongly
modulated by outcome probability, and that the effect of probabil-
ity on N200 amplitude can be predicted by total theta power
whereas the effect of valence on total theta power can be predicted
by N200 amplitude. Together, these results indicate that N200
amplitude relative to total theta power provides a more sensitive
index of a reinforcement learning signal.
This conclusion was further corroborated by a Bayesian analy-
sis of theta power: Whereas total theta power was equally sensitive
to outcome valence and outcome probability, the phase-consistent
portion of theta (evoked theta power) was mainly sensitive to
outcome valence and the phase-inconsistent portion of theta
power (induced theta power) was mainly sensitive to outcome
probability. These results suggest that total theta power is com-
posed of components that are alternatively driven by outcome
probability (induced theta) and outcome valence (evoked theta) and
that the effect of probability is the stronger of the two. Further,
because evoked theta is directly determined from the average
ERPs, this result suggests that the ERP—and, in particular, the
N200—highlights the observed effect of valence on total theta
power.
We interpret these findings in the context of our previous model
of fERN generation, which we summarize below. We then con-
clude by developing the model further to account for the present
results.
FERN, Anterior Cingulate Cortex (ACC), and Dopamine
Our theory of the fERN, which appears to be produced in the ACC
(Miltner, Braun, & Coles, 1997), is based on a seminal observation
of the midbrain dopamine system: that midbrain dopamine neurons
encode a specific kind of reinforcement learning signal called a
reward prediction error (RPE). RPEs are sensitive to the interaction
of valence with expectancy in that the differential response to
positive and negative events increases as the events become less
probable (Caplin & Dean, 2008; Sutton & Barto, 1998). Thus,
unpredicted rewards transiently increase midbrain dopamine
neuron firing rates (called “positive RPEs”), unpredicted errors
transiently suppress midbrain dopamine neuron firing rates (called
“negative RPEs”), and predicted rewards and errors cause little or
no change in midbrain dopamine neuron firing rates (Schultz,
Dayan, & Montague, 1997); these positive and negative RPEs are
said to indicate when ongoing events are better or worse than
expected, respectively. Holroyd & Coles (2002) proposed that these
positive and negative RPEs are relayed from the midbrain
dopamine system to the ACC, where they produce the fERN by
respectively inhibiting and disinhibiting the apical dendrites of
ACC motor neurons.
Recent studies have developed this idea to account for N200
amplitude as follows (Holroyd, 2004; Holroyd et al., 2008): The
N200 reflects an intrinsic function of the ACC that is elicited by
unexpected, task-relevant events. Although the specific nature of
this function is highly debated (Holroyd & Yeung, 2012), it might,
for example, relate to the nonoccurrence of predicted outcomes
(Alexander & Brown, 2011). Irrespective of the function, unpre-
dicted or improbable outcomes tend to produce large N200s, as is
often observed (Donkers et al., 2005; Ferdinand et al., 2012;
Holroyd, 2004; Holroyd et al., 2008; Oliveira et al., 2007).
However, unexpected positive events such as unexpected rewards
produce phasic increases in dopamine activity that inhibit the ACC
and reduce or suppress N200 production (Holroyd et al., 2008).
Furthermore, unexpected negative events such as unexpected errors
cause phasic decreases in dopamine activity that disinhibit ACC
activity and increase N200 amplitude (Warren & Holroyd, 2012).
We call the reduced N200 to unexpected rewards the “reward
positivity” (Holroyd, Krigolson, & Lee, 2011), which has been
dissociated from the N200 on the basis of its relative timing (Baker
& Holroyd, 2011) and scalp distribution (Warren & Holroyd,
2012). Note that the reward positivity has been observed across
several laboratories and hence appears to be a real phenomenon
(e.g., Eppinger, Kray, Mock, & Mecklinger, 2008; Foti, Weinberg,
Dien, & Hajcak, 2011; Hewig et al., 2010; Potts, Martin, Burton, &
Montague, 2006; San Martin, Manes, Hurtado, Isla, & Ibanez,
2010).
Critically, the RPE theory of the fERN allows for a large N200
to unexpected correct events as observed previously (Donkers
et al., 2005; Ferdinand et al., 2012; Oliveira et al., 2007), but pre-
dicts a difference between the ERPs to correct and incorrect feed-
back for outcomes of equal probability. This property can be
extracted using a difference-wave approach that isolates the inter-
action of valence and probability in the ERP so that the difference
to unexpected rewards and errors is larger than the difference to
expected rewards and errors (Holroyd & Krigolson, 2007). When
measured as a difference wave, the terms fERN and reward posi-
tivity are interchangeable as both events with positive valence and
negative valence contribute to the difference. Notably, a replication
of the study by Donkers and van Boxtel (2005) using the difference
wave approach yielded results consistent with the RPE theory.
Numerous studies have confirmed that the fERN reflects a RPE
(Walsh & Anderson, 2012), and a magnetoencephalography
experiment has demonstrated that the neural process that gives rise
to the fERN conforms to an axiomatic definition of a RPE (Talmi,
Fuentemilla, Litvak, Duzel, & Dolan, 2012). Further, the fERN
complies with basic assumptions of associative learning theory
(Luque, Lopez, Marco-Pallares, Camara, & Rodriguez-Fornells,
2012). This body of research indicates that the fERN is sensitive to
a reinforcement learning signal as proposed.
Conclusion: ACC, Theta, and the N200
The RPE theory of the fERN naturally accounts for the present
findings. Consistent with recent research indicating that frontal
midline theta is produced in the ACC (Cohen et al., 2008, 2011),
our results suggest that unexpected, task-relevant events produce a
burst of frontal midline theta there (cf. Alexander & Brown, 2011;
Cavanagh et al., 2012). When averaged across trials, the portion of
theta that is consistent in phase with the eliciting events—that is,
evoked theta—contributes to the development of the ERP, includ-
ing the N200. This ACC response to improbable events is modu-
lated by phasic dopamine activity, especially by phasic increases in
dopamine that indicate that events are better than expected. Exami-
nation of midbrain dopamine neuron firing in humans indicates that
the maximum dopamine effect occurs between 200–400 ms fol-
lowing monetary feedback, during the time range of the N200
(Zaghloul et al., 2009). We propose that the impact of this brief
increase in dopamine on ACC following unexpected positive feed-
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back suppresses N200 amplitude while concomitantly reducing
evoked theta power (together with total theta power, to which
it contributes), but less so for induced theta power, with which
the dopamine signal is relatively inconsistent in phase across
trials.
Our results demonstrate that frontal midline theta power and
N200 amplitude, although highly correlated, are not interchange-
able phenomena as is sometimes assumed (Cavanagh, Figueroa
et al., 2011). Rather, they indicate that N200 amplitude is (under
typical conditions) maximally sensitive to dopamine reinforcement
learning signals (giving rise to the fERN), whereas frontal midline
theta appears to reflect the ACC response to unexpected events as
opposed to a reinforcement learning signal per se. Of course, this is
not to suggest that frontal midline theta is entirely unrelated to
reinforcement learning. We have proposed that the ACC plays a
prominent role in high-level aspects of reinforcement learning
(Holroyd & Coles, 2002; Holroyd & Yeung, 2012), and reinforce-
ment learning algorithms are characterized by numerous variables
and concepts that might be reflected in ACC activity and/or frontal
midline theta power (e.g., Khamassi, Lallée, Enel, Procyk, &
Dominey, 2011). Rather, our findings indicate that frontal midline
theta power specifically does not index the reinforcing term in such
algorithms (Sutton & Barto, 1998). These results highlight the fact
that both ERP and time-frequency approaches for analyzing EEG
data provide valuable and complementary information about neu-
rocognitive function (Holroyd et al., 2012).
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Appendix
Results of t Test and ANOVA Comparable with Bayesian Model Comparison Results
Table A1. Summary of Paired t Test Results on N200 Amplitudea and Theta Power in the Oddball Task and the Time-Estimation Task
Conditions t value p value
N200 Infrequent oddball–frequent oddball 3.1** .01
Infrequent error–infrequent correct 4.1** .002
Infrequent oddball–infrequent correct 3.8** .003
Infrequent oddball–infrequent error 1.7 .117
Theta-total Infrequent oddball–frequent oddball 3.35** .006
Infrequent error–infrequent correct 3.30** .007
Infrequent oddball–infrequent correct 2 .07
Infrequent oddball–infrequent error 1.2 .25
Theta-evoked Infrequent oddball– frequent oddball 2.63* .023
Infrequent error–infrequent correct 3.2** .009
Infrequent oddball–infrequent correct 2.1 .06
Infrequent oddball–infrequent error 1.5 .172
Theta-induced Infrequent oddball– frequent oddball 4.0** .002
Infrequent error–infrequent correct 2.2* .05
Infrequent oddball–infrequent correct 1.8 .099
Infrequent oddball–infrequent error 0.86 .408
Note. For all tests, df = 11.
aFollowing Holroyd et al. (2008).
*p < .05.**p < .01.
Table A2. Summary of Two-Way ANOVAs with Valence (Correct, Error) and Probability (Frequent, Infrequent) as Factors on N200
Amplitude and Theta Power in the Time-Estimation Task
Valence Probability Valence ¥ Probability
F value p value Eta2 F value p value Eta2 F value p value Eta2
N200 18.1** .001 0.6 4.7 .053 0.3 3.9 .074 0.3
Theta-total 23.6** .001 0.7 27.8** .001 0.7 1.2 .3 0.1
Theta-evoked 17.9** .001 0.6 2.5 .1 0.2 1.4 .3 0.1
Theta-induced 12.0** .005 0.5 37.0*** <.001 0.8 < 1 .56 0.0
N200PR-tot 8.5* .014 0.4 0.28 .6 0.0 3.5 .09 0.2
Theta-totalPR-N200 15.2** .002 0.6 29.0*** <.001 0.7 < 1 .4 0.1
Note. ANOVA results for original and after partial regression data are presented in consecutive rows. N200PR-tot is when the effect of total theta on N200 is
statistically controlled, and Theta-totalPR-N200 is when the effect of N200 on total theta is statistically controlled.
*p < .05. **p < .01. ***p < .001.
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