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In this paper, we determine the structure of negacyclic codes of even length over the
ring Z2a and their dual codes. Furthermore we study self-dual negacyclic codes of even
length over Z2a . A necessary and sufficient condition for the existence of nontrivial self-
dual negacyclic codes is given, and the number of the self-dual negacyclic codes for a given
even length is determined.
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1. Introduction
A great deal of attention has been paid to codes over finite rings from the 1990s since a landmark paper [9], which
showed that certain nonlinear binary codes can be constructed from Z4-linear codes via the Gray map. In particular, the
study of negacyclic codes defined over finite rings, more concretely, over the ring Zpa (p a prime) has been a topic of study
(see, for example, [5–7,21,22]). Negacyclic codes over finite fields were initiated by Berlekamp in the early 1960s [2,3]. In
1999,Wolfmann [22] studied negacyclic codes of odd length overZ4 and gave some important results about such negacyclic
codes. More generally, the structure of negacyclic codes of length n over a finite chain ring R such that the length n is not
divisible by the characteristic p of the residue field Rwas obtained by Dinh and López-Permouth [7]. The situation when the
code length n is divisible by the characteristic p of the residue field R yields the so-called repeated-root codes. Repeated-root
cyclic codes over finite rings have been studied extensively in recent years [1,4,8,19]. The structure of cyclic codes over a
finite ring for arbitrary lengths was derived in [14] using Gröbner basis techniques. Meanwhile, attention has also been paid
to repeated-root negacyclic codes over finite rings. Blackford [5] used a transform approach to classify negacyclic codes of
even length over Z4. The structure of negacyclic codes of length 2s over the Galois ring GR (2a,m), as well as that of their
duals was determined by Dinh in [6], where he obtained that the only self-dual negacyclic code of length 2s over GR(2a,m)
is a trivial self-dual code. Recently, Sălăgean [17] showed that negacyclic codes of even length over the Galois ring GR(2a,m)
are principally generated. However, not much work has been done for dual and self-dual repeated-root negacyclic codes
over finite rings.
The purpose of this paper is to investigate dual and self-dual negacyclic codes of even length over Z2a . We first extend
the structure theorems given in [5] to negacyclic codes of even length over Z2a . Then the structure theorems for negacyclic
codes of even length over Z2a are used to explore dual and self-dual negacyclic codes of even length over Z2a . The paper is
organized as follows. We start by recalling backgrounds and notations about negacyclic codes and the Galois ring GR(2a,m)
in Section 2. Section 3 shows that negacyclic codes over Z2a of length N = 2kn (n odd) correspond to u-constacyclic codes
of length n over the ring Z2a [u]/〈u2k + 1〉. Using the Discrete Fourier Transform, we prove that the ideal corresponding to
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a negacyclic code can be described as the direct sum of ideals of the ring GR(2a,m)[u]/〈u2k + 1〉 in Section 4. In Section 5,
we characterize negacyclic codes over Z2a of length N = 2kn (n odd) in terms of their generator polynomials. Section 6
first gives the structure of the duals of negacyclic codes of even length over Z2a , then self-dual negacyclic codes over Z2a of
length N = 2kn (n odd) are discussed. We give a necessary and sufficient condition for the existence of nontrivial self-dual
negacyclic codes, and determine the number of the self-dual negacyclic codes for a given even length.
2. Preliminaries
A code of lengthN over a commutative ring R is a nonempty subset of RN , and a code is linear over R if it is an R-submodule
of RN . For some fixed unit λ of R, the λ-constacyclic shift τλ on RN is the shift τλ(c0, c1, . . . , cN−1) = (λcN−1, c0, . . . , cN−2),
and a linear code C of length N over R is λ-constacyclic if for some unit λ ∈ R, the code is invariant under the λ-constacyclic
shift τλ. By this definition, when λ = 1 (or−1) then the λ-constacyclic code is a cyclic (or negacyclic) code. λ-constacyclic
codes of length N over R can be identified as ideals in the quotient ring R[x]/〈xN − λ〉 under the group isomorphism
RN → R[x]/〈xN − λ〉
(c0, c1, . . . , cN−1) 7→ c0 + c1x+ · · · + cN−1xN−1.
Henceforth, we identify a vector c ∈ RN with a polynomial c(x) over R of degree less than N .
Given N-tuples u = (u0, u1, . . . , uN−1), v = (v0, v1, . . . , vN−1) ∈ RN , their Euclidean inner product or dot product is
defined as usual u · v = u0v0+ u1v1+ · · · + uN−1vN−1 (evaluated in R). Two N-tuples u, v are called orthogonal if u · v = 0.
For a linear code C of length N over R, its dual code C⊥ is the set of N-tuples over R that are orthogonal to all codewords
of C , i.e.,
C⊥ = {u|u · v = 0 for all v ∈ C}.
A code C of length N over R is called self-orthogonal if C ⊆ C⊥, and it is called self-dual if C = C⊥. If R is a finite chain
ring with maximal ideal 〈M〉 and the nilpotency t ofM is even, the code 〈M t2 〉 is a self-dual code, which is called the trivial
self-dual code. The following is a well-known fact about negacyclic codes over finite commutative rings.
Theorem 2.1 ([7, Lemma 6.13]). Let R be a finite commutative ring and C a negacyclic code of length N over R. Then the dual
code C⊥ is also a negacyclic code.
This paper will focus on dual and self-dual negacyclic codes over Z2a of length N = 2kn, where n is odd and k ≥ 1 is a
positive integer. Negacyclic codes overZ2a of lengthN = 2kn (n odd) are precisely ideals of the quotient ringZ2a [x]/〈xN+1〉.
Throughout this paper, in order to simplify the notation, we denote RN = Z2a [x]/〈xN + 1〉.
Recall that a polynomial in Z2a [x] is called a basic irreducible polynomial if its reduction modulo 〈2〉, denoted by f˜ (x), is
irreducible in F2[x]. We define the Galois ring
GR(2a,m) = Z2a [x]/〈hm(x)〉,
where hm(x) is a monic basic irreducible polynomial in Z2a [x] of degree m. Note that if a = 1, then GR(2a,m) = GF(2m),
and ifm = 1, then GR(2a,m) = Z2a . The Galois ring GR(2a,m) is local with maximal ideal 〈2〉 and residue field GF(2m). The
polynomial hm(x) has a root ξ in GR(2a,m), which is also a primitive (2m − 1)th root of unity. The set
Fm = {0, 1, ξ , ξ 2, . . . , ξ 2m−2}
is a complete set of coset representatives modulo 〈2〉 and is called the Teichmüller set. Each element r ∈ GR(2a,m) can be
written uniquely as
r = ξ0 + 2ξ1 + 22ξ2 + · · · + 2a−1ξa−1,
where ξi ∈ Fm, 0 ≤ i ≤ a− 1. Under this representation, the Frobenius automorphism on GR(2a,m) acts as follows
r f = ξ 20 + 2ξ 21 + 22ξ 22 + · · · + 2a−1ξ 2a−1.
The map f is an automorphism of GR(2a,m), fixes only elements of Z2a , and generates the group of automorphisms of
GR(2a,m), which is cyclic of orderm. The trace map Tm from GR(2a,m) to Z2a is defined by Tm(r) = r + r f + · · · + r fm−1 . It
is easy to check that this is a linear transformation over Z2a .
Hensel’s lemma [13, TheoremXIII.4] guarantees that factorizations into product of pairwise coprime polynomials inF2[x]
lift to such factorizations overZ2a . Sowhen n is odd the polynomial xn−1 factors uniquely into basic irreducible polynomials
inZ2a [x] as f1(x) · · · fr(x). Ifβ is an nth root of unity in some extension ring ofZ2a , then fi(β) = 0 for someunique i, 1 ≤ i ≤ r ,
and fi(x) is called the minimal polynomial of β over Z2a . If f˜ (x) is an irreducible divisor of xn − 1 in F2[x], then by Hensel’s
lemma there is a unique irreducible factor of xn − 1 in Z2a [x] such that f˜ (x) ≡ f (x) (mod 2), and f (x) is called the Hensel
lift of f˜ (x). For details of Galois rings, we refer the reader to McDonald [13] and Zhe-xian Wan [20].
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3. Rings
LetR = Z2a [u]/〈u2k + 1〉. There exists a natural Z2a-module isomorphism ϕ : Rn → ZN2a defined by
ϕ
(
a0,0 + a0,1u+ · · · + a0,2k−1u2k−1, . . . , an−1,0 + an−1,1u+ · · · + an−1,2k−1u2k−1
)
= (a0,0, a1,0, . . . , an−1,0, a0,1, a1,1, . . . , an−1,1, . . . , a0,2k−1, a1,2k−1, . . . , an−1,2k−1) .
We have that
ϕ
u
2k−1∑
j=0
an−1,juj
 , 2k−1∑
j=0
a0,juj, . . . ,
2k−1∑
j=0
an−2,juj
 = (−an−1,2k−1, a0,0, a1,0, . . . , an−2,2k−1).
This gives that constacyclic shift by u inRn corresponds to a negacyclic shift in ZN2a . Thus we get the following theorem.
Theorem 3.1. Negacyclic codes over Z2a of length N = 2kn (n odd) correspond to u-constacyclic codes over R of length n via
the map ϕ.
Next, we introduce the quotient ringRa(u,m) = GR(2a,m)[u]/〈u2k +1〉. From the results presented in [6] the structure
of the ideals ofRa(u,m) can be given as follows.
Lemma 3.2. For any positive integer l, there exists a polynomial αl(u) ∈ Z[u] such that (u− 1)2l = u2l + 1+ 2αl(u), and αl(u)
is a unit inRa(u,m). In particular, (u− 1)2k = 2αk(u), where αk(u) is a unit inRa(u,m).
Lemma 3.3. The ring Ra(u,m) is a chain ring with maximal ideal 〈u− 1〉 and residue field GF(2m). The ideals of Ra(u,m) are
〈(u− 1)i〉, 0 ≤ i ≤ 2ka.
InRa(u,m), Lemma 3.2 implies 〈(u − 1)2k〉 = 〈2〉. Thus, the ideals ofRa(u,m) can be written as 〈2j(u − 1)l〉, 0 ≤ j ≤
a− 1, 0 ≤ l ≤ 2k − 1.
Theorem 3.4. Let C be an ideal of Ra(u,m), then we have the following.
(i) C = 〈(u− 1)i〉 for some i ∈ {0, 1, . . . , 2ka}, and the number of codewords in C is |C | = 2m(2ka−i).
(ii) The dual code of C is C⊥ = 〈(u− 1)2ka−i〉, and the number of codewords in C⊥ is |C⊥| = 2mi.
4. Discrete Fourier Transform
Let m be the order of 2 modulo n, and I be a complete set of 2-cyclotomic coset representatives modulo n (cf. [12]). Let
mi be the size of the 2-cyclotomic coset modulo n containing i, and let ξ be a primitive nth root of unity in GR (2a,m).
Definition 4.1. Let c = (c0,0, c1,0, . . . , cn−1,0, c0,1, c1,1, . . . , cn−1,1, . . . , c0,2k−1, c1,2k−1, . . . , cn−1,2k−1) ∈ ZN2a , with c(x) =∑n−1
i=0
∑2k−1
j=0 ci,jxi+jn ∈ Z2a [x] the corresponding polynomial. The Discrete Fourier Transform of c(x) is the vector
(cˆ0, cˆ1, . . . , cˆn−1) ∈ Ra(u,m)n
with cˆh = c(un′ξ h) =∑n−1i=0 ∑2k−1j=0 ci,jun′ i+jξ hi, for 0 ≤ h ≤ n− 1, where nn′ ≡ 1(mod 2k+1).
Define the Mattson–Solomon polynomial of c to be cˆ(z) = ∑n−1h=0 cˆn−hzh (here cˆn = cˆ0). Recall that ϕ is a map fromRn
to ZN2a defined as
ϕ
2k−1∑
j=0
a0,juj,
2k−1∑
j=0
a1,juj, . . . ,
2k−1∑
j=0
an−1,juj

= (a0,0, a1,0, . . . , an−1,0, a0,1, a1,1, . . . , an−1,1, . . . , a0,2k−1, a1,2k−1, . . . , an−1,2k−1) .
The following lemma shows that a vector of ZN2a can be recovered from its Discrete Fourier Transform.
Lemma 4.2 (Inversion Formula). Let c ∈ ZN2a with cˆ(z) its Mattson–Solomon polynomial as defined above. Then
c = ϕ
[(
1, u−n
′
, u−2n
′
, . . . , u−(n−1)n
′) ∗ 1
n
(
cˆ(1), cˆ(ξ), · · · cˆ(ξ n−1))]
where ∗ denotes componentwise multiplication.
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Proof. Let 0 ≤ t ≤ n− 1. Then
cˆ(ξ t) =
n−1∑
h=0
cˆhξ−ht =
n−1∑
h=0
n−1∑
i=0
2k−1∑
j=0
ci,jun
′i+jξ hi
 ξ−ht
=
n−1∑
i=0
2k−1∑
j=0
ci,jun
′i+j
n−1∑
h=0
ξ h(i−t)
= (nun′t)
2k−1∑
j=0
ct,juj.
Hence, u−n′t(1/n)cˆ(ξ t) =∑2k−1j=0 ct,juj. Noting that u−i = u2k+1−i inRa(u,m), we get the result. 
The following theorem is a generalization of Theorem 1 in [5], and its proof is similar and is omitted. Recall that
RN = Z2a [x]/〈xN + 1〉.
Theorem 4.3. Let N = 2kn, where n is odd. Then
γ : RN →⊕i∈I Ra(u,mi)
defined by γ (c) = (cˆi)i∈I is a ring isomorphism. In particular, if C is a negacyclic code of length N over Z2a , then C is isomorphic
to⊕i∈I Ci, where Ci is the ideal {c(un′ξ i) : c(x) ∈ C} ⊆ Ra(u,mi) and I is a complete set of 2-cyclotomic coset representatives
modulo n.
Combining Theorem 4.3 and Lemma 3.3, we immediately get the following enumeration result.
Corollary 4.4. The number of distinct negacyclic codes over Z2a of length N = 2kn (n odd) is (2ka + 1)|I|, where I is the set of
Theorem 4.3 and |I| denotes its cardinality.
5. Polynomial representation
Now we describe a negacyclic code over Z2a of length N = 2kn (n odd) in terms of its generator polynomials. First we
give the following lemma.
Lemma 5.1. Let fs(x) be the minimal polynomial of ξ s in Z2a [x], and let n′ be a positive integer such that nn′ ≡ 1 (mod 2k+1).
Then
(i) fs(un
′
ξ s) 6≡ 0 (mod 2);
(ii) fs(un
′
ξ s) ∈ 〈u− 1〉 but fs(un′ξ s) 6∈ 〈(u− 1)2〉.
Proof. (i) Let v = 2k+1, then fs(x) can be expressed as fs(x) = ∑v−1j=0 xjfs,j(xv), where fs,j(xv) ∈ Z2a [x] (some of the
polynomials fs,j(xv) may be zero). Since fs(x) is not a constant polynomial, we cannot have fs(x) = fs,0(xv) + x2k fs,2k(xv),
for otherwise, the polynomial becomes reducible modulo 2. Similarly, we cannot have that fs,0(xv)+ x2k fs,2k(xv) = 0. Then
fs(un
′
ξ s) = [fs,0(ξ sv)− ξ 2ksfs,2k(ξ sv)] +
∑
1≤j≤v−1
j6=2k
un
′jξ jsfs,j(ξ sv).
If fs(un
′
ξ s) ≡ 0 (mod 2), it follows that fs,0(xv)+ x2k fs,2k(xv) is a polynomial with ξ s as a solution by comparing the terms
without u. Reducing modulo 2, we obtain
fs,0(xv)+ x2k fs,2k(xv) ≡ (g(x))2k (mod 2),
for some g(x) whose degree is strictly less than deg(fs(x)). It follows that g(x) has ξ s as a root, which is a contradiction.
Therefore, fs(un
′
ξ s) 6≡ 0 (mod 2).
(ii) Since fs(ξ s) = fs,0(ξ sv)+∑v−1j=1 ξ jsfs,j(ξ sv) = 0, we have that
fs(un
′
ξ s) =
v−1∑
j=1
(un
′j − 1)ξ jsfs,j(ξ sv).
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Obviously, u − 1 | un′j − 1 for any integer j ≥ 1, so fs(un′ξ s) ∈ 〈u − 1〉. Suppose that fs(un′ξ s) ∈ 〈(u − 1)2〉. Note that
(u− 1)2 = (u2 − 1)− 2(u− 1). Reducing modulo 2, we see that
0 ≡ fs(un′ξ s)
≡
 ∑
0≤j≤v−1
j is even
ξ jsfs,j(ξ sv)+ u
∑
0≤j≤v−1
j is odd
ξ jsfs,j(ξ sv)
 (mod 〈2, u2 − 1〉).
In particular,
∑
0≤j≤v−1
j is even
ξ jsfs,j(ξ sv) ≡ 0 (mod 2). Observe that all the exponents of x are even in ∑ 0≤j≤v−1
j is even
xjfs,j(xv) ≡
0 (mod 2), so it follows that
∑
0≤j≤v−1
j is even
xjfs,j(xv) ≡ h(x)2 (mod 2), for some polynomial h(x), and deg(h(x)) < deg(fs(x)).
Therefore, we get that h(ξ s) ≡ 0 (mod 2), which contradicts the minimality of fs(x). Hence, fs(un′ξ s) 6∈ 〈(u− 1)2〉. 
Theorem 5.2. Let C be a negacyclic code over Z2a of length N = 2kn (n odd), then C = 〈g(x)〉, where g(x) =∏2kaj=0[gj(x)]j, and
gj(x)’s are monic coprime divisors of xn − 1 in Z2a [x].
Proof. By Theorem 4.3, C is isomorphic to a direct sum⊕i∈I Ci, where Ci is the ideal {c(un′ξ i) : c(x) ∈ C} inRa(u,mi). For
each j, we define gj(x) to be the product of all minimal polynomials of ξ i such that Ci = 〈(u − 1)j〉. If a(x) = r(x)[gj(x)]l,
where r(x) is relatively prime to gj(x) and 0 ≤ l < 2ka, then by Lemma 5.1, a(un′ξ i) = r(un′ξ i)[gj(un′ξ i)]l ∈ 〈(u− 1)l〉, but
6∈ 〈(u− 1)l+1〉. Hence, if c(x) = g(x)h(x) ∈ C for some polynomial h(x) ∈ RN , then c(un′ξ i) = g(un′ξ i)h(un′ξ i) ∈ 〈(u− 1)j〉,
but 6∈ 〈(u− 1)j−1〉. Thus, we can take g(x) =∏2kaj=0[gj(x)]j as the generator polynomial of C . 
Corollary 5.3. If C is a negacyclic code over Z2a of length N = 2kn (n odd), and C = 〈∏2kaj=0[gj(x)]j〉, where gj(x)’s are monic
coprime divisors of xn − 1 in Z2a [x], then |C | = 2q, where q =∑2ka−1j=0 (2ka− j) deg(gj(x)).
Proof. By Theorem 4.3, the size of C is
∏
i∈I |Ci|, where Ci is the ideal ofRa(u,mi) generated by the set {c(un′ξ i) : c(x) ∈ C}.
Note that if Ci = 〈(u− 1)j〉, then gj(ξ i) = 0 and |Ci| = 2mi(2ka−j). Calculating the product, we obtain the result. 
6. Dual and self-dual
Let-: R → R denote the ‘‘conjugation’’ map defined by∑2k−1i=0 aiui = ∑2k−1i=0 aiu−i, where u−i = u2k+1−i in R. This
map is also extended to Ra(u,m) in the obvious way. We define the Hermitian inner product as follows (cf. [11]): for
c ′ = (c0, c1, . . . , cn−1) ∈ Rn and d′ = (d0, d1, . . . , dn−1) ∈ Rn, 〈c ′, d′〉 = ∑n−1j=0 cjdj. Again recall that ϕ is a map from
Rn to ZN2a defined as
ϕ
2k−1∑
j=0
a0,juj,
2k−1∑
j=0
a1,juj, . . . ,
2k−1∑
j=0
an−1,juj

= (a0,0, a1,0, . . . , an−1,0, a0,1, a1,1, . . . , an−1,1, . . . , a0,2k−1, a1,2k−1, . . . , an−1,2k−1) .
Suppose that for 0 ≤ t ≤ n− 1, ct =∑2k−1j=0 ct,juj and dt =∑2k−1j=0 dt,juj, then ϕ(c ′) = c, ϕ(d′) = d,where
c = (c0,0, c1,0, . . . , cn−1,0, c0,1, c1,1, . . . , cn−1,1, . . . , c0,2k−1, c1,2k−1, . . . , cn−1,2k−1) ∈ ZN2a
and
d = (d0,0, d1,0, . . . , dn−1,0, d0,1, d1,1, . . . , dn−1,1, . . . , d0,2k−1, d1,2k−1, . . . , dn−1,2k−1) ∈ ZN2a .
Lemma 6.1. Let the notation be as above. Let σ denote the negacyclic shift in ZN2a and let · denote the Euclidean inner product in
ZN2a . Then 〈c ′, d′〉 = 0 if and only if σ nj(ϕ(c ′)) · ϕ(d′) = 0 for all 0 ≤ j ≤ 2k − 1.
Proof. The condition 〈c ′, d′〉 = 0 is equivalent to
n−1∑
i=0
2k−1∑
j=0
ci,juj
2k−1∑
l=0
di,lu−l
 = 0. (1)
S. Zhu, X. Kai / Discrete Mathematics 309 (2009) 2382–2391 2387
Comparing the coefficients of uh on the both sides, (1) is equivalent to
n−1∑
i=0
2k−1−h∑
j=0
ci,j+hdi,j −
2k−1∑
j=2k−h
ci,j+hdi,j
 = 0 (2)
i.e.
n−1∑
i=0
2k−1−h∑
j=0
(−ci,j+h)di,j +
2k−1∑
j=2k−h
ci,j+hdi,j
 = 0, (3)
for all 0 ≤ h ≤ 2k−1, where the subscripts j+h are calculatedmodulo 2k. Eq. (3)means precisely that σ nh(ϕ(c ′))·ϕ(d′) = 0.
Hence, 〈c ′, d′〉 = 0 if and only if σ nj(ϕ(c ′)) · ϕ(d′) = 0 for all 0 ≤ j ≤ 2k − 1. 
Let φ denote the inverse map of ϕ. Then applying Lemma 6.1, we obtain the following
Theorem 6.2. Let C be a negacyclic code over Z2a of length 2kn (n odd), and let φ(C) be its image in Rn under φ. Then
φ(C)⊥ = φ(C⊥), where the dual in ZN2a is taken with respect to the Euclidean inner product, while the dual in Rn is taken
with respect to the Hermitian inner product.
According to Theorem 6.2, if C and D are u-constacyclic codes over R of length n, then C and D are dual (under the
Hermitian inner product) if and only if ϕ(C) and ϕ(D) are dual in ZN2a (under the Euclidean product).
To obtain the dual of a negacyclic code over Z2a of length N = 2kn (n odd), we now consider the relation between the
Hermitian inner product inRn and the coefficients of the Discrete Fourier Transform.
Let cˆ(z) = ∑n−1h=0 cˆn−hzh and dˆ(z) = ∑n−1h=0 dˆn−hzh be the Mattson–Solomon polynomials of c and d, respectively. From
the Inversion Formula, we have that ct = u−n′t 1n cˆ(ξ t) and dt = u−n
′t 1
n dˆ(ξ
t) for 0 ≤ t ≤ n− 1. Thus,
n−1∑
t=0
ct d¯t = 1n2
n−1∑
t=0
cˆ
(
ξ t
)
dˆ (ξ t)
= 1
n2
n−1∑
t=0
(
n−1∑
j=0
cˆjξ−jt
)n−1∑
i=0
dˆiξ−it

= 1
n2
n−1∑
j=0
cˆj
n−1∑
i=0
dˆi
n−1∑
t=0
ξ−(i+j)t
= 1
n
n−1∑
i=0
cˆidˆn−i.
Lemma 6.3. Let C = 〈2j(u− 1)l〉 be an ideal of Ra(u,m), for some integers 0 ≤ j ≤ a− 1, 0 ≤ l ≤ 2k − 1. Then C = C.
Proof. Let a(u) ∈ C , then a(u) = 2j(u − 1)lg(u), for some polynomial g(u) ∈ Ra(u,m). Noting that 2j(u− 1)l =
(−u)−l2j(u− 1)l, we have that
a(u) = (−u)−lg(u)2j(u− 1)l.
Hence, C ⊆ C . Since the conjugation map is a bijection, then C = C . 
In the following, let i′ be the representative of the cyclotomic coset containing n− i for each i ∈ I , where I is a complete
set of 2-cyclotomic coset representatives modulo n.
Theorem 6.4. Let C be a negacyclic code over Z2a of length 2kn (n odd) such that C = ⊕i∈I Ci and Di′ = C⊥i . Then C⊥ = ⊕i∈I Di.
Proof. Let D = ⊕i∈I Di, and let c ∈ C , d ∈ D. Since CiC⊥i = 0 for all i ∈ I , it follows from Lemma 6.3 that CiDi′ = 0 for
all i. Let cˆ(z) = ∑n−1h=0 cˆn−hzh and dˆ(z) = ∑n−1h=0 dˆn−hzh be the Mattson–Solomon polynomials of c and d respectively, then
cˆidˆn−i = 0. Thus, from the previous relation and Lemma 6.1 we get D ⊆ C⊥. Also, |Ci||Di′ | = 22kami for all i ∈ I , so that
|C ||D| = 22kan. Hence, D = C⊥. 
Recall that if f (x) is a polynomial of degreem, the reciprocal polynomial of f (x) is f ∗(x) = xmf (x−1), so that the roots of
f ∗(x) are the reciprocals of the roots of f (x). We now give the dual of a negacyclic code in terms of its polynomial generators.
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Theorem 6.5. If C is a negacyclic code over Z2a of length N = 2kn (n odd), and C = 〈∏2kaj=0[gj(x)]j〉, where gj(x)’s are monic
coprime divisors of xn − 1 in Z2a [x], then C⊥ = 〈∏2kaj=0[g∗j (x)]2ka−j〉 and |C⊥| = 2t , where t =∑2kaj=1 j deg(gj(x)).
Proof. Define gj(x) as in the proof of Theorem 5.2. Let aj denote the constants of gj(x), 0 ≤ j ≤ 2ka. Since
g0(x)g1(x) · · · g2ka(x) = xn − 1, a0a1 · · · a2ka = −1. Therefore, aj’s are invertible elements of Z2a and aj’s are leading
coefficients of g∗j (x)’s. Denote hj(x) = ujg∗j (x), where uj’s are suitable invertible elements in Z2a such that hj(x)’s are monic
polynomials. Note that uj = a−1j and u0u1 · · · u2ka = a−10 a−11 · · · a−12ka = −1. So
h0(x)h1(x) · · · h2ka(x) = (u0u1 · · · u2ka)g∗0 (x)g∗1 (x) · · · g∗2ka(x)
= −x
2ka∑
j=1
deg(gj(x))
g0(x−1)g1(x−1) · · · g2ka(x−1)
= −xn(x−n − 1)
= xn − 1.
Therefore, hj(x)’s are monic coprime divisors of xn − 1 in Z2a [x].
LetC = ⊕i∈I Ci, whereCi is an ideal ofRa(u,mi), thenby Theorem6.4,C⊥ = ⊕i∈I Di, whereDi′ = C⊥i . SinceCi = 〈(u−1)j〉,
we have gj(ξ i) = 0, which implies g∗j (ξ−i) = 0. It follows that hj(ξ−i) = 0. Therefore, hj(x) is the product of all minimal
polynomials of ξ i
′
such that Ci = 〈(u−1)j〉, whichmeans that hj(x) is the product of all minimal polynomials of ξ i′ such that
Di′ = 〈(u− 1)2ka−j〉. According to the proof of Theorem 5.2, we can get that C⊥ = 〈∏2kaj=0[hj(x)]2ka−j〉 = 〈∏2kaj=0[g∗j (x)]2ka−j〉.
The second result follows from Corollary 5.3 and the fact that |C ||C⊥| = 22kan(cf. [15, Theorem3.10(iii)]). 
We now determine self-dual negacyclic codes over Z2a of length N = 2kn (n odd). The following lemma is clear.
Lemma 6.6. If C is a negacyclic code over Z2a of length N = 2kn (n odd), and C = ⊕i∈I Ci, then C is a self-dual negacyclic code
if and only if Ci′ = C⊥i , where i′ is the representative of the cyclotomic coset containing n− i for each i ∈ I .
Theorem 6.7. If C is a negacyclic code over Z2a of length N = 2kn (n odd) with C = 〈∏2kaj=0[gj(x)]j〉, where gj(x)’s are monic
coprime divisors of xn − 1 in Z2a [x], then C is self-dual if and only if g∗j (x) is an associate of g2ka−j(x).
Proof. Let C = ⊕i∈I Ci, where Ci is an ideal of Ra(u,mi). By Lemma 6.6, if C is self-dual, then Ci′ = C⊥i for each i ∈ I . Let
Ci = 〈(u − 1)j〉, 0 ≤ j ≤ 2ka, then Ci′ = 〈(u − 1)2ka−j〉. Define hj(x) as in Theorem 6.5. Since gj(x) = 0, which implies that
g∗j (ξ−i) = 0, we have hj(x) = ujg∗j (x) = g2ka−j(x). Hence, g∗j (x) is an associate of g2ka−j(x).
On the other hand, by Theorem 6.5, C⊥ = 〈∏2kaj=0[g∗j (x)]2ka−j〉, hence, if g∗j (x) is an associate of g2ka−j(x), then
C⊥ =
〈
2ka∏
j=0
[g∗j (x)]2
ka−j
〉
=
〈
2ka∏
j=0
[g2ka−j(x)]2ka−j
〉
= C,
i.e., C is self-dual. 
Corollary 6.8. If C is a self-dual negacyclic code over Z2a of length N = 2kn (n odd), and C = 〈g(x)〉, then (x− 1)2k−1a divides
g(x).
Proof. Observing that 〈(u− 1)2k−1a〉 is the unique ideal ofRa(u,m) such that C0 = C⊥0 , we have the result. 
Corollary 6.9. If there exists b such that 2b ≡ −1 (mod n), then the only self-dual negacyclic code over Z2a of length N =
2kn (n odd) is 〈(xn − 1)2k−1a〉.
Proof. Let C = ⊕i∈I Ci, where Ci is an ideal ofRa(u,mi) and I is a complete set of 2-cyclotomic coset representativesmodulo
n. Since there exists b such that 2b ≡ −1 (mod n), i and n− i are contained in the same cyclotomic coset for all i ∈ I . Hence,
Ci′ = Ci. If C is self-dual, then Ci′ = C⊥i by Lemma 6.6. It follows that Ci = C⊥i . Therefore, Ci = 〈(u − 1)2k−1a〉 for all i. Note
that the product of all minimal polynomials of ξ i is equal to xn − 1. Thus, C = 〈(xn − 1)2k−1a〉. 
Lemma 6.10. If a is even, then 〈(xn − 1)2k−1a〉 = 〈2 a2 〉 in RN .
Proof. Similarly to the result in Lemma 3.2, it follows easily that (xn − 1)2k = x2kn + 1 + 2αk(xn) in RN , where αk(xn)
is an invertible element in RN . Therefore, computing in RN , (xn − 1)2k = 2αk(xn). It follows that if a is even, then
〈(xn − 1)2k−1a〉 = 〈2 a2 〉. 
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Theorem 6.11. Assume that a is an even integer, then nontrivial self-dual negacyclic codes over Z2a of length N = 2kn (n odd)
exist if and only if there exists a basic irreducible factor f (x) ∈ Z2a [x] of xn − 1 such that f (x) and f ∗(x) are not associate.
Proof. Assume there exists a basic irreducible factor f (x) ∈ Z2a [x] of xn− 1 such that f (x) and f ∗(x) are not associate. Then
the constant of f (x) is nonzero, it follows that deg(f (x)) = deg(f ∗(x)), and f ∗(x) is a factor of xn − 1. Therefore, f (x)f ∗(x) is
also a factor of xn − 1. Write xn − 1 = f (x)f ∗(x)g(x). Since
1− xn = (xn − 1)∗ = (f (x)f ∗(x)g(x))∗ = f ∗(x)f (x)g∗(x),
we have f ∗(x)f (x)g∗(x) = −f (x)f ∗(x)g(x). Since g∗(x) and f (x)f ∗(x) are coprime, it follows that g∗(x) | g(x). Similarly,
g(x) | g∗(x). Therefore, g(x) = −g∗(x). Let I be a complete set of 2-cyclotomic coset representatives modulo n, and ξ a
primitive nth root of unity in GR(2a,m). As f (x) is a basic irreducible polynomial in Z2a [x], there exists some i0 ∈ I such
that f (x) is a minimal polynomial of ξ i0 , which implies that f ∗(x) is a minimal polynomial of ξ i′0 , it follows that g(x) is the
product of all minimal polynomials of ξ l for all l ∈ I \ {i0, i′0}. Let C be an ideal of RN , then by Theorem 4.3 C = ⊕i∈I Ci,
where Ci is the ideal of Ra(u,mi). Set Ci0 = 〈(u − 1)h〉 and Ci′0 = 〈(u − 1)2
ka−h〉, for some 0 ≤ h ≤ 2ka and h 6= 2k−1a,
and set Cl = 〈(u− 1)2k−1a〉 for all l ∈ I \ {i0, i′0}, then according to the proof of Theorem 5.2, C = 〈f (x)hf ∗(x)2ka−hg(x)2k−1a〉.
Theorem 6.5 implies C⊥ = 〈f ∗(x)2ka−hf (x)hg∗(x)2k−1a〉 = 〈f (x)hf ∗(x)2ka−hg(x)2k−1a〉 = C .
Conversely, assume that there is a nontrivial self-dual negacyclic code C , then C can be written as C = 〈∏2kaj=0[gj(x)]j〉,
where gj(x)’s are monic coprime divisors of xn−1 in Z2a [x]. Suppose, to the contrary, that every basic irreducible factor f (x)
of xn− 1 in Z2a [x] is an associate of f ∗(x). Then gj(x), g∗j (x) are associate for j = 0, 1, . . . , 2ka. As C is self-dual, Theorem 6.7
implies that for all j, gj(x) is an associate of g2as−j(x). It follows that either gj(x) = g2ka−j(x) = 1 or gj(x) = g2ka−j(x), whence
gj(x) = 1 for all j ∈ {0, 1, . . . , 2ka} \ {2k−1a}, and g2k−1a(x) = xn − 1. Therefore, C = 〈(xn − 1)2k−1a〉, which is the trivial
self-dual code C = 〈2 a2 〉 by Lemma 6.10, a contradiction. 
Using Theorem 6.11, we arrive at the following result which gives a necessary and sufficient condition for the existence
of nontrivial self-dual negacyclic codes over Z2a of length N = 2kn (n odd). Its proof is similar to that of Theorem 4.5 in [10],
and we omit it.
Theorem 6.12. Assume that a is an even integer, then nontrivial self-dual negacyclic codes over Z2a of length N = 2kn (n odd)
exist if and only if 2i 6≡ −1 (mod n) for all positive integers i.
The integers n, where 2i 6≡ −1 (mod n) for any i, were completely characterized by Moree in [16, Appendix B].
Now we consider the enumeration of self-dual negacyclic codes over Z2a of length N = 2kn (n odd).
Let i be an integer such that 0 ≤ i < n, and let l be the smallest positive integer such that i · 2l ≡ i (mod n), then
C (n)i = {i, 2i, . . . , 2l−1i} is the 2-cyclotomic coset modulo n containing i. Recall that ξ is a primitive nth root of unity in
GR(2a,m), where m is the order of 2 modulo n, the minimal polynomial of ξ i over Z2a is fi(x) = ∏j∈C(n)i (x − ξ j). Now we
use the terminology introduced in [18]. A cyclotomic coset is called symmetric if n − i ∈ C (n)i and asymmetric otherwise.
The asymmetric cosets come in pairs C (n)i , C
(n)
n−i, and let δ(n) denote the number of such pairs. If C
(n)
i is symmetric, then
f ∗i (x) = ε1fi(x) for some unit ε1 ∈ Z2a , while if C (n)i , C (n)n−i are an asymmetric pair, then f ∗i (x) = ε2fn−i(x) for some unit
ε2 ∈ Z2a . Let C be a self-dual negacyclic code over Z2a of length N = 2kn (n odd), then C is isomorphic to a direct sum of
some 〈(u− 1)2k−1a〉, 〈(u− 1)j〉 and 〈(u− 1)2ka−j〉, where 0 ≤ j ≤ 2ka. According to the proof of Theorem 5.2, we know that
the generator polynomial of C has the form∏
symmetric
[fi(x)]2k−1a ·
∏
asymmetric
[fi(x)]ji [fn−i(x)]2ka−ji ,
where in the first product there is one term for each symmetric coset C (n)i , in the second product there is one term for each
asymmetric pair C (n)i , C
(n)
n−i, and ji is any number in the range 0 ≤ ji ≤ 2ka. Thus, we have the following result.
Theorem 6.13. The number of distinct self-dual negacyclic codes over Z2a of length N = 2kn (n odd) is
(
2ka+ 1)δ(n), where
δ(n) is the number of pairs of asymmetric 2-cyclotomic cosets modulo n.
Example 6.14. Consider self-dual negacyclic codes of length 28 over Z4. There are 9 self-dual codes of length 28 over Z4, all
of which have order 228. In the decomposition of each of these codes, C0 = 〈(u− 1)4〉 = 〈2〉. Note that
x7 − 1 = (x− 1)(x3 + 2x2 + x− 1)(x3 − x2 + 2x− 1)
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in Z4[x]. We list all such self-dual negacyclic codes as follows:
〈2〉,
〈(x− 1)4(x3 − x2 + 2x− 1)8〉,
〈(x− 1)4(x3 + 2x2 + x− 1)8〉,
〈(x3 + 2x2 + x− 1)(x− 1)4(x3 − x2 + 2x− 1)7〉,
〈(x3 + 2x2 + x− 1)7(x− 1)4(x3 − x2 + 2x− 1)〉,
〈(x3 + 2x2 + x− 1)2(x− 1)4(x3 − x2 + 2x− 1)6〉,
〈(x3 + 2x2 + x− 1)6(x− 1)4(x3 − x2 + 2x− 1)2〉,
〈(x3 + 2x2 + x− 1)3(x− 1)4(x3 − x2 + 2x− 1)5〉,
〈(x3 + 2x2 + x− 1)5(x− 1)4(x3 − x2 + 2x− 1)3〉.
Example 6.15. Consider self-dual negacyclic codes of length 14 over Z8. There are 7 self-dual codes of length 14 over Z8, all
of which have order 221. Note that
x7 − 1 = (x− 1)(x3 + 3x2 + 2x− 1)(x3 + 6x2 + 5x− 1)
in Z8[x]. We list all such self-dual negacyclic codes as follows:
〈(x7 − 1)3〉,
〈(x− 1)3(x3 + 3x2 + 2x− 1)6〉,
〈(x− 1)3(x3 + 6x2 + 5x− 1)6〉,
〈(x3 + 6x2 + 5x− 1)(x− 1)3(x3 + 3x2 + 2x− 1)5〉,
〈(x3 + 3x2 + 2x− 1)(x− 1)3(x3 + 6x2 + 5x− 1)5〉,
〈(x3 + 6x2 + 5x− 1)2(x− 1)3(x3 + 3x2 + 2x− 1)4〉,
〈(x3 + 3x2 + 2x− 1)2(x− 1)3(x3 + 6x2 + 5x− 1)4〉.
7. Conclusion
We have determined the structure of negacyclic codes over Z2a for arbitrary even lengths, as well as that of their duals.
A direct sum of these codes has been given, which enabled us to describe the self-dual negacyclic codes. A necessary and
sufficient condition for the existence of nontrivial self-dual negacyclic codes has been presented, and the number of the
self-dual negacyclic codes for a given even length has been determined. A natural open problem is to study the self-dual
negacyclic codes of arbitrary lengths over Zpa , where p is a prime and a ≥ 2 is a positive integer.
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