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EXISTENCE AND REGULARITY OF MONOTONE SOLUTIONS
TO A FREE BOUNDARY PROBLEM
DANIELA DE SILVA
Abstract. We investigate existence and regularity properties of one-phase
free boundary graphs, in connection with the question of whether there exists
a complete non-planar free boundary graph in high dimensions.
1. Introduction
Let Ω be an open connected subset of Rn, and consider the energy functional
J(u,Ω) =

Ω
(|∇u|2 + χ{u>0}).
In [AC], Alt and Caffarelli analyzed the question of the existence and regularity of
a minimizer u of J(·,Ω). They developed a partial regularity theory for the free
boundary of u, that is
F (u) = ∂{u > 0} ∩ Ω,
showing that its reduced part F ∗(u) is locally C1,α. Higher regularity results of
Kinderhlerer and Nirenberg [KN], then imply that F ∗(u) is locally analytic. In [AC]
the authors also proved that in two dimensions, F (u) does not have singularities.
Subsequently in [W2], Weiss showed that there exists a critical dimension k, 3 ≤
k ≤ +∞, such that energy minimizing free boundaries are smooth for n < k. These
results draw on a strong analogy with the theory of minimal surfaces, for which it
is known that the critical dimension is 8. In [CJK], Caffarelli, Jerison and Kenig
proved that there are no singular free boundary minimizers in dimension n = 3,
which yields k ≥ 4. Their proof suggests that k = 7, but the problem remains still
open. In [DJ] De Silva and Jerison showed that k ≤ 7, by providing the first example
of a singular energy minimizing free boundary in dimension n = 7. Analogously, for
the theory of minimal surfaces, the Simons cone, provides an example of a singular
set of minimal perimeter in dimension n = 8.
The purpose of this note is to pursue even further the analogy between the
theory of minimal surfaces and free boundary regularity, precisely we turn to free
boundary graphs. Our motivation lies in the question of whether there exists a
complete non-planar free boundary graph, i.e a classical solution on Rn to the
problem,
(1.1)

∆u = 0 in {u > 0},
|∇u| = 1 on ∂{u > 0},
∂{u > 0} is a non-planar graph in the xn direction.
This is the analogue of the celebrated Bernstein problem for minimal graphs. Pre-
cisely, it is known that planes are the only complete smooth minimal graphs in Rn,
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when n ≤ 8 (see for example [G]). This result is sharp since in [BDG], Bombieri, De
Giorgi and Giusti proved the existence of a non affine minimal graph in dimension
9, which turns out to be strictly related to the existence of the Simons cone, one
dimension lower. The result in [DJ], then naturally raises the analogous question
for free boundary graphs. In analogy with the minimal surfaces theory, we expect
that a global smooth solution to (1.1) exists in dimension 8 or higher.
The first step towards constructing such an example, is to develop a local theory
which is the analogue of the existence and regularity theory for the minimal surface
equation in a ball, when the boundary data is smooth. Then, a limiting argu-
ment provides a global solution. In order to prevent this global solution from being
planar, one wishes to control its behavior by trapping it between a given global
subsolution and a given global supersolution. However, since ordinary (strong)
comparison results are not available in the free boundary context (see Lemma 4.4),
that is if two solutions are one greater than the other one on the boundary then
the inequality may not be preserved in the interior, this “trapping” is not straight-
forward. Thus, we develop our local theory by constructing a solution which is
trapped in between a given subsolution and supersolution. Moreover, since we wish
to preserve the graph property in the limit, we also need to construct a local solution
which enjoys a certain regularity property (density property), which for example,
would not be guaranteed if we were to construct our solution via a standard Perron
method. For this reason, we seek a solution which is also an energy minimizer to
the energy functional J among a certain class of competitors.
Our result is the following. Let R, hR > 0, and let CR denote the cylinder
CR = BR(0) × {|xn| < hR}, and SR denotes the sides of the cylinder CR, SR =
∂BR(0)× {|xn| ≤ hR}; consider the one-phase free boundary problem,
(1.2)
{
∆u = 0 in C+R (u) := {x ∈ CR : u(x) > 0},
|∇u| = 1 on F (u) := (∂C+R (u)) ∩ CR.
Theorem 1.1. Assume that, there exist a strict smooth subsolution V1 and a strict
smooth supersolution V2 to (1.1) in R
n, such that
(i) 0 ≤ V1 ≤ V2 on Rn; 0 ∈ {V2 > 0} ∩ {V1 = 0}◦;
(ii) ∂nVi > 0 in {Vi > 0}, for i = 1, 2.
Then, for each R > 0 and hR sufficiently large, there exists uR viscosity solution
to (1.2), such that uR is minimizes J over KR := {v ∈ H1(CR) | V1 ≤ v ≤
V2 a.e on CR, v = V2 on SR}, uR is monotone increasing in C
+
R (u) in the xn
direction, and V1 ≤ uR ≤ V2. Moreover, in the interior, F (uR) is a smooth graph
in the xn direction.
For the precise definition of viscosity solution, we refer the reader to Section 2.
We remark that the proof of the result in [DJ], provides a clear indication of how
to construct functions V1 and V2 satisfying the assumptions above, when n ≥ 8.
We plan on constructing these functions in a future paper.
The main tools to achieve the existence part in our Theorem are blow-up and
domain variation techniques. Then, the fact that uR is also a viscosity solution,
allows us to use maximum principle techniques and a continuity argument, to com-
pare uR with a family of subsolutions, which are suprema of vertical translates of
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uR over balls (supconvolutions). This yields the desired Lipschitz behavior (hence
smoothness) of the free boundary of uR.
As already observed, the second step towards constructing a global solution to
(1.1) is a limiting argument as R → +∞. In the theory of minimal surfaces, the
convergence to a global solution is guaranteed by a very powerful tool, that is the
a-priori estimate of the gradient of a solution to the minimal surface equation. In
a forthcoming paper, we prove the analogue of such a tool in the free boundary
context [DJ2].
Here, in order to preserve the graph property in the limit, we prove that the
positive phase of our solution is a non-tangentially accessible (NTA) domain, that
is, it enjoys a certain scale-invariant connectivity property (see Section 2 for the
precise definition of NTA domains.) Then, a limiting argument allows us to prove
the following:
Theorem 1.2. Assume that, there exist a strict smooth subsolution V1 and a strict
smooth supersolution V2 to (1.1) in R
n, such that:
(i) 0 ≤ V1 ≤ V2 on Rn;
(ii) ∂nVi > 0 on {Vi > 0}, i = 1, 2;
(iii) limr→∞
V1(rx)
r
≥ U(x′).
Then, there exists a global energy minimizing viscosity solution u to:
∆u = 0 in {u > 0}, |∇u| = 1 on F (u),
such that u is monotone increasing in {u > 0} in the xn direction, and F (u) is
a continuous non-planar graph, with a universal modulus of continuity on each
compact subset of Rn. Moreover, F (u) is NTA.
Here U is the singular global minimizer in Rn−1 from [DJ], interpreted as a
function of n variables. Hypothesis (iii) is used only to prevent F (u) from being
planar. While we could weaken this assumption, its motivation lies in the fact that,
in analogy with the minimal surfaces theory, we expect a smooth non-affine free
boundary graph u to blow down to an energy minimizing solution.
The NTA property of F (u) is proved by the means of a monotonicity formula
[ACF] for ∇u, together with non-degeneracy properties of u. The proof follows
from arguments in [ACS]. Then, exploiting the known behavior of positive har-
monic functions in NTA domains [JK], we derive that F (u) cannot contain vertical
segments.
The paper is organized as follows. In Section 2, we introduce some notation
and definitions. In Section 3, we show the existence of a “trapped” monotone
energy minimizing viscosity solution to our one-phase free boundary problem on a
cylinder. Then, in Section 4, we show that such a solution is indeed smooth in the
interior. In Section 5, we prove that the free boundary of our solution is locally
NTA. Finally, in Section 6, we prove the existence of a global monotone viscosity
solution whose free boundary is a graph in the vertical direction, with a universal
modulus of continuity on each compact of Rn, trapped between two given graphs.
2. Notation and definitions.
In this section we collect some notation and definitions which will be used
throughout this paper.
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A point x ∈ Rn will be denoted by (x′, xn), with x′ = (x1, ..., xn−1). A ball of
radius r in Rn−1, will be denoted by Br, while a ball of radius r in Rn, will be
denoted by Br. When specifying the center x of the ball, we will use either Br(x)
or B(x, r). Also, Ω denotes an open bounded connected subset of Rn.
For any non-negative function u on Ω, set
Ω+(u) = {x ∈ Ω : u(x) > 0}, Ω− = {x ∈ Ω : u = 0}◦, F (u) = (∂Ω+(u)) ∩ Ω.
Consider the one-phase free-boundary problem:
(2.1)
{
∆u = 0 in Ω+(u),
|∇u| = 1 on F (u).
We recall the following standard definition (see for example [C1].)
Definition 2.1. Let v be a nonnegative continuous function in Ω. We say that
v is a viscosity subsolution (resp. supersolution) to (2.1) in Ω, if and only if the
following conditions are satisfied:
(i) ∆v ≥ 0 (resp. ≤ 0) in Ω+(v);
(ii) If x0 ∈ F (v) and F (v) has at x0 a tangent ball Bǫ from the positive (resp.
zero) side (i.e. Bǫ ⊂ Ω+(v) (resp. Ω−(v)), x0 ∈ ∂Bǫ), then, for some α ≥ 1
(resp. α ≤ 1) and ν the unit inner (resp. outer) radial direction of ∂Bǫ at
x0,
v(x) = α(x− x0, ν)
+ + o(|x− x0|), as x→ x0.
If the constant α in Definition 2.1 is strictly greater (resp. smaller) than 1, then
u is called a strict viscosity subsolution (resp. supersolution).
When u is simultaneously a viscosity subsolution and a viscosity supersolution,
then u is called a viscosity solution.
Our viscosity solution will satisfy certain regularity properties, which we now
define. Let u be a continuous non-negative function on Ω. Set,
d(x) = dist(x, F (u)).
Definition 2.2. We say that u is non-degenerate, if and only if, for every G ⋐ Ω,
there exists a constant K = K(G) such that
u(x) ≥ Kd(x),
for all x ∈ G+(u), with Bd(x)(x) ⊂ G.
Definition 2.3. We say that u is (I) non-degenerate, if and only if, for every
G ⋐ Ω, there exists a constant K = K(G) such that, for any ball Br ⊂ G centered
at a free boundary point,
 
Br
u ≥ Kr.
Definition 2.4. We say that F (u) satisfies the density property (D) if and only if:
(D) for any G ⋐ Ω, there exists a constant c = c(G) < 1, such that, for any
ball Br ⊂ G centered at a free boundary point,
c ≤
|Br ∩ {u > 0}|
|Br|
≤ 1− c.
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Such properties are crucial to use so-called “blow-up” techniques. Specifically,
let u be a non-negative, Lipschitz continuous function in Ω. Let x0 ∈ F (u), and
let Brk(x0) ⊂ Ω be a sequence of balls with rk → 0, as k → +∞. Consider the
blow-up sequence:
uk(x) =
1
rk
u(x0 + rkx).
Since for a given D ⋐ Rn and large k the functions uk are uniformly Lipschitz
continuous in D, there exists a function u0 : R
n −→ R, such that:
uk → u0 in C
0,α
loc (R
n), for all 0 < α < 1;
∇uk → ∇u0 weakly star in L
∞
loc(R
n).
Moreover, u0 is Lipschitz continuous in the entire space. The globally defined
function u0 is called a blow-up of u. Using the same argument as in [F], (see
Chapter 3, Lemma 3.6), one can prove the following.
Lemma 2.5. Let u be a non-negative function in Ω, harmonic in Ω+(u), Lipschitz
continuous and (I) non-degenerate. Assume that u satisfies the density property
(D). Then the following properties hold:
(a) ∂{uk > 0} → ∂{u0 > 0} in the Hausdorff distance;
(b) χ{uk>0} → χ{u0>0} in L
1
loc;
(c) ∇uk → ∇u0 a.e.
Moreover, u0 is (I) non degenerate, and it satisfies the density property (D).
We also need the following result from [W1], which characterizes blow-up limits
of certain solutions (variational solutions) to the free boundary problem (2.1).
First we recall the following definition. Let,
(2.2) J(u,Ω) =

Ω
(|∇u|2 + χ{u>0}).
Definition 2.6. We define u ∈ H1loc(Ω) to be a variational solution to (2.1), if
u ∈ C(Ω) ∩ C2(Ω+(u)) and
0 = −
d
dǫ
J(u(x+ ǫη(x)))|ǫ=0 =

Ω
(|∇u|2divη − 2∇uDη∇u+ χ{u>0}divη)
for any η ∈ C10 (Ω,R
n).
Lemma 2.7. Let u be a variational solution to (2.1) in Ω, and assume that u is
Lipschitz continuous and satisfies the density property (D). Then any blow up limit
of u is homogeneous of degree 1.
Such blow-up technique will allow us to prove that our energy minimizing solu-
tion is indeed a trapped viscosity solution, which also enjoys the desired regularity
properties . These regularity properties in Definitions (2.2)-(2.3)-(2.4), are crucial
in the proof that the free boundary of our solution is locally NTA.
We conclude this section by recalling the notion of Non-Tangentially Accessible
(NTA) domains (see [JK]). Let D be a bounded domain in Rn. AM -non-tangential
ball in D, is a ball Br ⊂ D, such that: Mr > dist(Br, ∂D) > M−1r. For x1, x2 ∈ D,
a Harnack chain from x1 to x2 in D is a sequence of M−non-tangential balls, such
that the first ball contains x1, the last contains x2, and such that consecutive balls
intersect.
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Definition 2.8. A bounded domain D in Rn is called NTA, when there exist
constants M and r0 > 0 such that:
(i) Corkscrew condition. For any x ∈ ∂D, r < r0, there exists y = yr(x) ∈ D
such that M−1r < |y − x| < r and dist(y, ∂D) > M−1r;
(ii) The Lebesgue density ofDc at any of its points is bounded below uniformly
by a positive constant C, i.e for all x ∈ ∂D, 0 < r < r0,
|B(x, r) \D|
|B(x, r)|
≥ C;
(iii) Harnack chain condition. If ǫ > 0 and x1, x2 belong to D, dist(xj , ∂D) > ǫ
and |x1−x2| < Cǫ, then there exists a Harnack chain from x1 to x2 whose
length depends on C, but not on ǫ.
3. Local existence theory.
In this section we prove the existence of an energy minimizing viscosity solution
uR as in Theorem 1.1. We also show that uR enjoys the regularity properties from
Definitions (2.2)-(2.3)-(2.4). The regularity of the free boundary F (uR) will be
investigated in the next section.
Precisely, for R, hR > 0, let
CR := BR(0)× {|xn| < hR}, SR = ∂BR(0)× {|xn| ≤ hR}.
We prove the following result.
Theorem 3.1. Assume that, there exist a strict smooth subsolution V1 and a strict
smooth supersolution V2 to (2.1) in R
n, such that
(i) V1 ≤ V2 on Rn, 0 ∈ {V2 > 0} ∩ {V1 = 0}◦;
(ii) ∂nVi > 0 in {Vi > 0}, for i = 1, 2.
Then, for each R > 0, and hR sufficiently large, there exists uR minimizer of J
over KR := {v ∈ H1(CR)|V1 ≤ v ≤ V2 a.e on CR, v = V2 on SR}, such that
(a) uR is monotone increasing in C
+
R (u) in the xn direction;
(b) uR is Lipschitz continuous, non-degenerate, (I) non-degenerate, and sat-
isfies the density property (D) in CR;
(c) uR is a viscosity solution to (2.1) in CR.
Remark 1. The height hR of the cylinder CR, must be such that the free
boundaries of V1 and V2 “exit” from the sides of the cylinder. For example, let
∂{Vi > 0} = {(x′, φi(x′)), x′ ∈ Rn−1}. Then we can choose
hR ≥ max{2dR(V1), 2dR(V2), R}, dR(Vi) = max
BR(0)
|φi(x
′)|, i = 1, 2.
Remark 2. Under the assumptions of Theorem 3.1, V1 < V2 on {V2 > 0}, and
F (V1) ∩ F (V2) = ∅.
Proof. Assume that there exists x ∈ {V2 > 0} such that, V1(x) = V2(x). Then,
since V1 is subharmonic in {V2 > 0}, the maximum principle implies V1 ≡ V2, which
contradicts the fact that V1 is a strict subsolution and V2 is a strict supersolution.
Analogously, suppose x ∈ F (V1)∩F (V2), and let B ⊂ {V1 > 0} be a ball tangent to
F (V1) at x. Then, by Hopf’s lemma, ∂ν(V1−V2) < 0, with ν inner normal derivative
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to ∂B at x. Again, this contradicts the fact that V1 is a strict subsolution, and V2
is a strict supersolution. 
Remark 3. One could prove that if u ≥ 0 is a Lipschitz continuous function on
Ω, and u is harmonic on Ω+(u), then the two notions of non-degeneracy given in
Definition 2.2 and Definition 2.3 are equivalent (see also Lemma 7 in [C3]). We
do not prove this fact here, since according to part (b) in Theorem 3.1, we can
prove directly that uR satisfies both properties. Therefore, we think of these two
definitions as two versions of the same property.
Let WR := C
+
R (V2) ∩ C
−
R (V1) be the region between the two smooth (non-
touching) graphs F (V1), F (V2). Observe that if uR minimizes J over KR, then
it minimizes J(·,WR) among all competitors which equal uR on ∂WR. Hence, uR
is Lipschitz continuous, non-degenerate and satisfies the density property (D) in
WR (see [AC]). Thus, in the proof of part (b) in Theorem 3.1, we only need to
analyze what happens when F (uR) is “close” to the fixed boundary of WR, that is
either to F (V1) or to F (V2). Whenever we are “away” from either F (V1) or F (V2)
the desired properties will follows with the same arguments as in [AC] or [ACF],
while near F (V1) or F (V2), the free boundary F (uR) will inherit the same good
properties of the smooth graphs F (V1), F (V2).
Moreover, according to Lemma 7 in [C2], uR is also a viscosity solution to (2.1)
in WR. Thus, in order to show part (c) in Theorem 3.1 it is enough to show that
in fact F (uR) ⊂WR, that is F (uR) does not touch neither F (V1) nor F (V2).
Proof of Theorem 3.1. We divide the proof in four steps.
Step 1: Existence of monotone minimizers. We recall that for any Lebesgue
measurable function u on CR one can define the monotone (non-decreasing) re-
arrangement u∗ of u, in the direction xn. The function u
∗ is monotone non-
decreasing in the xn-direction, and u and u
∗ are equimeasurable, that is, for all
k ∈ R
|{u ≥ k}| = |{u∗ ≥ k}|.
Moreover, the mapping u→ u∗ is order preserving, i.e, u ≤ v implies u∗ ≤ v∗. The
following proposition holds (for details we refer the reader to [K]).
Proposition 3.2. Let u ∈ W 1,p(CR), 1 < p < ∞. Then u∗ ∈ W 1,p(CR) and we
have
(3.1)

CR
|∇u|pdx ≥

CR
|∇u∗|pdx.
Now, consider the energy functional JR(·) = J(·, CR) defined in (2.2). Denote
by KR the following closed and convex subset of H
1(CR),
KR := {v ∈ H
1(CR)|V1 ≤ v ≤ V2 a.e on CR, v = V2 on SR}.
The following existence theorem holds.
Theorem 3.3. The minimum of JR over KR is achieved at uR, which is a mono-
tone non-decreasing function in C+R (u) in the xn-direction.
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Proof. Since JR is non-negative, there exists a minimizing sequence um, that
is
um ∈ KR, JR(um)→ α ≡ inf
v∈KR
JR(v), 0 ≤ α ≤ JR(V2) <∞.
The sequence {um} is uniformly bounded in H1(CR). Indeed,
||∇um||
2
2 ≤ J(V2), ||um||2 ≤ ||V2||2.
Therefore, we can extract a subsequence, which we will still denote by {um}, such
that um → u ∈ KR, weakly in H1(CR). It is known that JR is lower semicontinuous
(see [AC]) with respect to weak H1 convergence, that is,
lim inf
m→∞
JR(um) ≥ JR(u).
This immediately implies that u is a minimizer for JR over KR. Now, let u
∗ be
the monotone rearrangement of u. Then, using Proposition 3.2, together with the
equimeasurability of rearrangements, we get that
JR(u
∗) ≤ JR(u).
Moreover, the order preserving property implies that u∗ ∈ KR. Hence u∗ is the
desired minimizer, monotone non-decreasing in the xn direction. 
We will henceforth denote by uR, a minimizer of JR over KR, which is monotone
non-decreasing in the xn direction.
Step 2: Continuity and harmonicity of monotone minimizers. We wish
to show that uR is harmonic in its positive phase. This is achieved via standard
techniques.
Lemma 3.4. uR is continuous in C
+
R (V2), and harmonic in C
+
R (uR). In particular,
uR is monotone increasing in C
+
R (uR) in the xn direction.
Proof. Let D be a compact subset of C+R (V2), and let Bρ be a ball of radius ρ
in D. Denote by vρ the harmonic replacement of uR on Bρ, that is the harmonic
function in Bρ which equals uR on ∂Bρ. Assume that vρ is extended to be uR
outside Bρ. Since 0 ≤ uR ≤ V2 a.e., we have 0 ≤ (vρ − V2)+ ≤ (vρ − uR)+. Hence
(vρ − V2)+ ∈ H10 (Bρ) (see [AH]). Therefore, by the weak maximum principle (see
[GT]) we obtain vρ ≤ V2 a.e. on Bρ. Analogously, we get V1 ≤ vρ a.e. on Bρ. Since
uR minimizes J(·, Bρ) among all competitors v, such that V1 ≤ v ≤ V2, and v = uR
on ∂Bρ, we get that

Bρ
(|∇uR|
2 + χ{uR>0}) ≤

Bρ
(|∇vρ|
2 + χ{vρ>0}).
Therefore,

Bρ
(|∇uR|
2 − |∇vρ|
2) ≤ Kρn.
A standard iterative argument (see [ACF]) then implies the desired continuity.
Now, take x ∈ C+R (uR). By continuity, there exists r > 0 such that Br(x) ⊂
C+R (uR). Let wr , be the harmonic replacement of uR on Br(x). Since wr minimizes
the Dirichlet integral and wr > 0 on Br(x), we get that
J(wr, Br(x)) ≤ J(uR, Br(x)).
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As before, the minimality of uR implies that the reverse inequality holds as well.
Hence

Br(x)
|∇wr |
2 =

Br(x)
|∇uR|
2.
By uniqueness of the Dirichlet minimizer we obtain then uR = wr on Br(x). 
Step 3: Lipschitz continuity, non-degeneracy, and density property of
monotone minimizers. We start by proving the Lipschitz continuity of uR in
CR. Set d(x,K) = dist(x,K), for any closed set K. In particular,
d(x) = d(x, F (uR)).
Lemma 3.5. uR is Lipschitz continuous in CR, with universal constant on each
D ⋐ CR. In particular, for every D ⋐ D
′ ⋐ CR, there exists K > 0 depending on
D,n and on the C1 norm of V2 on D
′, such that,
uR(x) ≤ Kd(x), for all x ∈ D.
Proof. Let x0 ∈ D ⋐ D′ ⋐ CR, with u(x0) > 0, and let Br = Br(x0) be the
maximum ball contained in D′∩{u > 0}. If ∂Br touches ∂D
′, then r ≥ dist(D,D′),
and we can apply interior regularity together with the fact that uR ≤ V2, in order
to show |∇uR|(x0) ≤ K. Otherwise, ∂Br touches F (uR) at a point x1.
We distinguish two cases.
(a) d(x1, F (V2)) > r/2. Then Br/2(x1) ⊂ C
+
R (V2) and we can apply the argument
of Lemma 3.2 from [AC] to conclude the following,
 
Br/2(x1)
uRdx ≤ Kr.
Now, let x be on the ray from x0 to x1, at distance r/4 from x1. Then, by Harnack
inequality, and the mean value property for uR, we get (with K changing for each
inequality)
uR(x0) ≤ KuR(x) = K
 
Br/4(x)
uR ≤ K
 
Br/2(x1)
uR ≤ Kr.
(b) d(x1, F (V2)) ≤ r/2. Then,
uR(x0) ≤ V2(x0) ≤ Kd(x0, F (V2)) ≤ K|x0 − x1|+ d(x1, F (V2)) ≤ Kr,
where K depends on the Lipschitz norm of V2 on D
′.
Now, denote by v(x) = uR(rx + x0)/r. Then, ∆v = 0 and by Harnack inequality,
v(x) ≤ K on B1/2(0). By interior regularity, |∇u| ≤ K
′ on B1/4(0), with K
′
dimensional constant. Rescaling back to uR, we obtain |∇uR| ≤ K ′, on Br/4(x0),
which implies the desired Lipschitz continuity. 
Corollary 3.6. uR is a Lipschitz continuous subharmonic function in CR.
We now prove a non-degeneracy result.
Lemma 3.7. uR is non-degenerate on CR, i.e., for every D ⋐ D
′ ⋐ CR, there
exists K > 0 depending on D,n and on the C2 norm of V1 on D
′, such that
Kd(x) ≤ uR(x),
for all x ∈ D+(uR), such that Bd(x)(x) ⊂ D.
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Proof. Let x0 ∈ D+(uR), and denote by r = d(x0). Assume Br(x0) ⊂ D. We
distinguish two cases.
(a) d(x0, F (V1)) > r/2. If x0 ∈ C
−
R (V1), then Br/2(x0) ⊂ C
−
R (V1) and we can
proceed as in [ACF] Theorem 3.1, to conclude that
uR(x0) =
 
Br/2(x0)
uR ≥ Kr.
If V1(x0) > 0, then
uR(x0) ≥ V1(x0) ≥ Kd(x0, F (V1)) ≥ Kr,
with K depending on the C2 norm of V1 on D
′.
(b) d(x0, F (V1)) = |x0 − x1| ≤ r/2. Then Br/2(x1) ⊂ Br(x0), hence by Harnack
inequality,
uR(x0) ≥ K sup
Br/4(x1)
uR ≥ K sup
Br/4(x1)
V1 ≥ Kr,
again with K depending on the C2 norm of V1 on D
′. 
We wish to prove a density property for free boundary points. Towards this aim,
we will need to reformulate our non-degeneracy property in the following way:
Corollary 3.8. uR is (I) non-degenerate on CR, i.e. for any D ⋐ CR, there exist
a constant K, such that, for any ball Br ⊂ D centered at a free boundary point,
 
Br
uR ≥ Kr.
The corollary above can be deduced by the arguments in the proof of Lemma
3.7. We are now ready to derive the following density property.
Lemma 3.9. uR satisfies the density property (D) on CR, i.e. for any G ⋐ G
′ ⋐
CR, there exist a constant c < 1, depending on G,n and on the Lipschitz constant
of F (V2) on G
′, such that for any ball Br ⊂ G centered at a free boundary point,
c ≤
|Br ∩ {uR > 0}|
|Br|
≤ 1− c.
Proof. Assume Br is centered at 0. By Corollary 3.8, there exists y ∈ ∂Br/2
such that, u(y) ≥ Kr/2. By Lipschitz continuity, for any z ∈ Bkr(y) we have:
uR(z) ≥ uR(y)− C|z − y| > Kr/2− Ckr > 0
as long as k is sufficiently small. Hence Bkr(y) ⊂ Br ∩ {uR > 0}, from which the
desired lower bound follows. In order to get the upper bound, we distinguish two
cases.
(a) d(0, F (V2)) = |x0| ≤ r/2. Then Br/2(x0) ⊂ Br. Hence,
|{u = 0}◦ ∩Br| ≥ |{V2 = 0}
◦ ∩Br/2(x0)| ≥ C|Br/2(x0)| ≥ C
′|Br|.
(b) d(0, F (V2)) = |x0| > r/2. Then, Br/2(0) ⊂ {V2 > 0}. Hence we can replace uR
with its harmonic replacement on Br/2(0), and proceed as in [AC], Lemma 3.7. 
Remark. One could prove the statements of Lemma 3.5 and Lemma 3.7 with the
constants K,K independent of V2, and V1 respectively.
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Lemmas 3.5-3.7-3.9 and Corollary 3.8 prove the statement in part (b) of our
Theorem.
Step 4: Non-touching of the free boundaries. We are now ready to prove
the following statement, using blowing-up techniques.
Lemma 3.10. F (uR) does not intersect neither F (V1) nor F (V2).
We start by proving that uR is separated from V1 and V2 in its positive phase.
Lemma 3.11. uR < V2 in C
+
R (V2), and V1 < uR in C
+
R (uR).
Proof. Assume uR(x) = V2(x) at some point x ∈ C
+
R (V2), then the strong
maximum principle implies that uR ≡ V2 on C
+
R (V2), hence uR ≡ V2 on CR. We
want to show that this contradicts the fact that uR minimizes JR on KR. Let
g ∈ C∞0 (CR), g ≤ 0. For ǫ > 0, set yǫ(x) = x + ǫgen and Vǫ(x) = uR(yǫ(x)). For
ǫ sufficiently small, the monotonicity of V2 in the xn-direction and the fact that
V1 < V2 in the positive phase of V2, imply that Vǫ ∈ KR. Therefore, using that
Det(yǫ(x)) = 1 + ǫ∇ · gen + o(ǫ2), we get that
0 ≤ JR(Vǫ)− JR(uR) =
= ǫ
{

CR
−(|∇uR|
2 + χ{uR>0})∇ · gen + (2∇uRDgen∇uR)
}
+ o(ǫ2).
Therefore using Lemma 3.4, we obtain (uR ≡ V2 and V2 smooth)
0 ≥

{V2>0}
∇ · ((|∇V2|
2 + 1)gen − 2gen · ∇V2∇V2) =
= −

∂{V2>0}
((|∇V2|
2 + 1)gen − 2gen · ∇V2∇V2) · ν =
= −

∂{V2>0}
(1− |∇V2|
2)gνn
for all function g as above, and ν the inner unit normal to ∂{V2 > 0}. This
contradicts the strict supersolution property of V2.
Assuming now, uR(x) = V1(x) at some point x ∈ C
+
R (uR), then the contradiction
follows immediately by the fact that V1 < V2 on {V2 > 0}, and uR = V2 on SR. 
Proof of Lemma 3.10. We prove that F (uR) does not touch F (V2). The
proof that F (uR) does not intersect F (V1) follows by similar arguments.
Assume by contradiction that there exists x0 ∈ F (uR) ∩ F (V2). Then, F (uR) has
a tangent ball from the zero side at x0, and according to Lemma A1 in [C2],
uR(x) = a(x−x0, ν)++o(|x−x0|), near x0, from the positive side of uR, with ν the
inner normal to F (V2) at x0. Furthermore, by non-degeneracy (Lemma 3.7), a > 0.
Let Bρk(x0) be a sequence of balls with ρk → 0 such that uk(x) :=
1
ρk
uR(x0+ ρkx)
blows up to U(x), and Vk(x) :=
1
ρk
V2(x0 + ρkx) blows up to V2. Thus, on the unit
ball B, U(x) = a(x, ν)+ and V2(x) = b(x, ν)
+ , and
(3.2) 0 < a ≤ b < 1.
Let Bδ(x0) be a ball centered at x0, with δ small enough so that Bδ(x0) ⊂
C−R (V1). Let g ∈ C
∞
0 (Bδ(x0)), g ≤ 0. For ǫ > 0, set yǫ(x) = x + ǫgen and uǫ(x) =
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uR(yǫ(x)). For ǫ sufficiently small, the monotonicity of uR in the xn-direction and
the fact that Bδ(x0) ⊂ C
−
R (V1), imply that V1 ≤ uǫ ≤ V2 on Bδ(x0), and hence
0 ≤ J(uǫ, Bδ(x0))− J(uR, Bδ(x0)).
After rescaling appropriately and passing to the blow-up limit (using Lemma 2.5),
the inequality above implies that
0 ≤ J(Uǫ, B)− J(U,B),
where Uǫ(x) = U(x+ ǫg˜en), for any g˜ compactly supported in the unit ball B and
g˜ ≤ 0. The same computations as in Lemma 3.11 give
(3.3) 0 ≤ lim
ǫ→0
1
ǫ
(J(Uǫ, B)− J(U,B)) =

∂{U>0}
(1− a2)g˜νn
for all function g˜ as above. Thus, we contradict (3.2).

Combining the two Lemmas above, we obtain the following Corollary.
Corollary 3.12. uR is a variational solution to (2.1) in CR.
4. Local regularity theory
Throughout this section we will denote by uR a viscosity solution to the problem
(4.1)
{
∆u = 0 in Ω+(u),
|∇u| = 1 on F (u),
in the cylinder CR = BR(0) × {|xn| < hR}. Moreover, uR is monotone increasing
in C+R (uR) in the xn direction, V1 ≤ uR ≤ V2 in CR, and uR = V2 on the sides
SR = ∂BR(0)× {|xn| ≤ hR}. Recall that V1 is a strict smooth subsolution and V2
is a strict smooth supersolution to (4.1) in Rn, such that
(i) V1 ≤ V2 on Rn, 0 ∈ {V2 > 0} ∩ {V1 = 0}◦;
(ii) ∂nVi > 0 in {Vi > 0}, for i = 1, 2.
The existence of uR on a sufficiently tall cylinder is guaranteed by Theorem 3.1.
Let uR be extended to zero on {(x′, xn) : |x′| ≤ R, xn ≤ −hR}.
In this section we wish to prove the following regularity property for the free
boundary of uR.
Theorem 4.1. For hR sufficiently large, F (uR) is a Lipschitz graph in the xn
direction.
Remark 1. The results in [C1] and [KN], imply that F (uR) is smooth in the
interior.
Remark 2. The Lipschitz constant of F (uR) on CR depends on the C
2-norm of
V2 on CR, hence the result of Theorem 4.1 does not provide a “local” bound. Thus,
we cannot control the Lipschitz constant on F (uR) in the limit as R → ∞, using
this bound. However, the Lipschitz constant is the same for all viscosity solutions
uR as in the beginning of this section.
We start by introducing a particular family of viscosity subsolutions (see [C1])
to the free boundary problem (4.1).
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Lemma 4.2. Let u be a viscosity solution to (4.1) in Ω. Let vt(x) = supBt(x) u(y), t >
0. Then vt is a subsolution to (4.1) in its domain of definition. Furthermore, any
point of F (vt) is regular from the positive side.
We will also need the following results from [C1].
Lemma 4.3. Let v ≤ u be two continuous functions in Ω, v < u in Ω+(v), v a
subsolution and u a solution. Let x0 ∈ F (v) ∩ F (u). Then x0 cannot be a regular
point for F (v) from the positive side.
Lemma 4.4. (Comparison lemma) Let vt be a family of subsolutions to (4.1),
continuous in Ω× [0, T ]. Let u be a supersolution to (4.1) continuous in Ω. Assume
that
(i) v0 ≤ u in Ω,
(ii) vt ≤ u on ∂Ω and vt < u in Ω+(vt) ∩ ∂Ω, for 0 ≤ t ≤ T,
(iii) every point x0 ∈ F (vt) is regular from the positive side,
(iv) the family Ω+(vt) is continuous.
Then, vt ≤ u in Ω for every t ∈ [0, T ].
We now proceed to prove the following technical lemma. Here and henceforth
the constant C will depend on the C2-norm of V2 on CR.
Lemma 4.5. (Existence of a barrier) There exists δ positive and small, such that
for every x0 ∈ SR ∩ {V2 > 0} ∩ {|xn| ≤ h′R}, h
′
R < hR, there exists a function Vx0
with the following properties
(a) Vx0(x0) = uR(x0),
(b) uR ≥ Vx0
(c) for all x ∈ SR∩{V2 > 0}∩{|xn| ≤ h′R}, in a δ-neighborhood of x, the level
set Vx = uR(x) is a Lipschitz graph in the vertical direction, with Lipschitz
constant bounded by a uniform constant C independent of x.
Proof. Let x0 ∈ SR ∩{V2 > 0}∩ {|xn| ≤ h′R}. Let H be the vertical half-space
tangent to SR at x0 and containing CR. Without loss of generality we can assume
H = {x1 > 0}. We wish to construct a functionWx0 such thatW
+
x0 is a subsolution
and V2 ≥W+x0 on H , and also V2(x0) = Wx0(x0). We have
(4.2) V2(x) ≥ V2(x0) + l · (x− x0)−K|x− x0|
2,
for some positive constant K, and vector l. Set
Wx0(x) = (V2(x0) + (l − ae1) · (x− x0)−K|x− x0|
2)e−x1 .
By choosing a sufficiently large, we can guarantee that W+x0 is a strict subsolution
in H , that is Wx0 is subharmonic in its positive phase and |∇Wx0 | > 1 on F (Wx0).
Indeed,
(4.3) ∆Wx0 = −2e
−x1[l1 − a− 2Kx1 + nK] +Wx0 ,
hence on H ∩ {Wx0 > 0}, if a > l1 + nK then ∆Wx0 > 0. Also,
(4.4) ∂1Wx0 = (l1 − a− 2Kx1)e
−x1 −Wx0 ,
hence on F (Wx0), if a > l1 + 1 then ∂1Wx0 < −1.
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Let B be the (closed) ball on which Wx0 is non-negative, and let D be the n− 1
dimensional ball D := B∩∂H . Let 0 be the center of D, and let us consider rescale
of Wx0 around 0, that is:
Wt(x) = tWx0
(x
t
)
.
One can easily verify that the family W+t is non-increasing in t, in particular
W+t ≤W
+
1 = W
+
x0 , for all 0 ≤ t ≤ 1.
This follows from the fact that the function Wx0 is decreasing along each ray origi-
nating from x0 into the half-space H. Hence, V2 ≥W
+
t in H for all t ∈ [0, 1]. Now,
since u = V2 on SR ⊂ H , we can apply lemma 4.4 to u and the family W
+
t , to
conclude that u ≥W+x0 in CR, which gives the desired claim with Vx0 =W
+
x0 . 
Theorem 4.1 is an immediate corollary to the following Theorem.
Theorem 4.6. For hR sufficiently tall, there exists a small constant 0 < c < 1,
such that, for small s > 0,
(4.5) sup
Bcs(x)
uR(y − sen) ≤ uR(x),
for all x ∈ CR−cs.
Proof. We divide the proof in 4 different steps.
Step 1. In this step we show that by taking hR sufficiently tall, then (4.5) holds
away from the free boundary. Indeed, let hR be sufficiently large, so that a strip
T = {|x′| ≤ R, r1 ≤ xn ≤ r2} ⋐ C
+
R (V1), and F (V2) exits from the sides of CR.
Then,
uR ≥ min
T
V1 = C on T.
Now, let (0, r) ∈ T and let (0, yn) belong to the level set {uR = C/2}. Then,
(4.6) C/2 ≤ uR(0, r)− uR(0, yn) =
 r
yn
∂xnuR(0, t)dt.
Hence ∂xnuR(0, t) ≥ C/r, for some t ∈ (yn, r). Moreover, uR grows linearly away
from the free boundary, hence a ball centered at (0, yn) and of radius comparable
to C is contained in the positive phase of uR. Since uR is monotone increasing
in the vertical direction, we can cover the segment joining yn and r with a finite
(depending on R,F (V1), F (V2)) number of balls with radii comparable to C. Thus,
since ∂nuR is a positive harmonic function in C
+
R (uR), Harnack’s inequality implies
that ∂nuR ≥ c at (0, r) for some constant c. Now Harnack’s inequality up to the
boundary implies that
(4.7) ∂nuR ≥M on T,
for some constant M . In particular, for r fixed between r1 and r2, there exists a
small c, such that
(4.8) sup
Bcs(x)
uR(y − sen) < uR(x),
for all x ∈ {xn = r} ∩ {|x′| ≤ R− cs}, and s small.
Step 2. In this step we construct a family of subsolutions which we wish to compare
to the solution uR via a continuity argument, in the spirit of Lemma 4.4. To
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guarantee that we can start the argument, we need to introduce the following
quantity, which represents the length of the longest vertical segment contained in
the free boundary of uR:
s = sup{λ > 0| ∃ x, s.t. (x+ νen) ∈ F (uR), ∀ |ν| ≤ λ}.
Since V1 ≤ uR ≤ V2, 0 ≤ s < +∞. Let s be a small positive number, and define
us(x) = uR(x − (s+ s)en). Now, consider the family of subsolutions
vst (x) = sup
Bt(x)
us(y), t ≥ 0 and small.
Since uR ≤ V2 in CR, by Lemma 4.5, we obtain that all the level sets of uR in a
small neighborhood of the boundary S+R = SR ∩ {V2 > 0}∩ {xn ≤ r2}, are trapped
between two Lipschitz graphs, with Lip constants uniformly bounded. Hence, there
exists a small constant c, such that if dist(x, SR) = cs, then
(4.9) sup
B c
10
s(x)
uR(y − (s+ s)en) ≤ uR(x).
Call s′ = cs/10. Denote by
Ω = {−hR < xn < r} ∩ {x ∈ CR : dist(x, SR) > cs}.
Then, according to (4.8)-(4.9),
(4.10) vst (x) ≤ uR(x) for x ∈ ∂Ω, for all t ∈ [0, s
′].
Moreover,
(4.11) vst (x) < uR(x) for x ∈ Ω
+(vst ) ∩ ∂Ω.
Indeed (4.9) is strict on Ω+(vs′)∩∂Ω, since whenever uR(x) is zero, Bs′(x−(s+s)en)
is contained in the zero phase of V2, hence it cannot be tangent to F (uR). Also,
the monotonicity of uR in the xn direction, guarantees that
(4.12) vs0 ≤ uR on Ω.
Step 3. In this step, we compare uR with the family v
s
t , using a standard continuity
argument. Define A = {t ∈ [0, s′]|vst ≤ uR, in Ω}. By (4.12) A 6= ∅, and by the
continuity in t of the family vst , A is closed. We want to prove that A is open,
hence A = [0, s′].
Let t0 ∈ A, then vst0 ≤ uR in Ω, and by (4.11) and the strong maximum principle
we get vst0 < uR in Ω
+(vst0 ). If t0 > 0, then by Lemma 4.2, every point of F (v
s
t0)
is regular from the positive side, and Lemma 4.3 implies that F (vst0) ∩ F (uR) = ∅.
Hence,
Ω+(vst0 ) ⊂ {x ∈ Ω | uR(x) > 0}.
The inclusion above, for the case t0 = 0 follows from the definition of s. By the
continuity in t, for t close to t0,
Ω+(vst ) ⊂ {x ∈ Ω | uR(x) > 0}.
Thus, vst < uR on ∂Ω
+(vst ). Since v
s
t − uR achieves its maximum on the boundary,
we then get vst < uR on Ω
+(vst ), from which we conclude that t ∈ A.
Step 4. In this step we prove the desired statement (4.5). From Step 3 we have:
(4.13) sup
Bc s
10
(x)
uR(y − (s+ s)en) ≤ uR(x), in Ω.
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Introduce the family of subsolutions
wt(x) = sup
Bc s
10
(x)
uR(y − sen + (t− 1)sen).
Similar arguments as in Step 2, guarantee that hypothesis (ii) in Lemma 4.4 is
satisfied. Moreover, according to (4.13), wt ≤ uR for t = 0, hence we can apply
Lemma 4.4 to conclude that this inequality is true for t = 1 as well, which is the
desired claim. 
5. Local NTA property.
Let uR be as in Theorem 3.1. In this section we prove the following property.
Theorem 5.1. F (uR) is locally NTA.
The proof of this result follows the line of [ACS], where NTA regularity for the
free boundary of an optimization problem in heat conduction is proved.
We need the following monotonicity formula from [ACF].
Theorem 5.2. Let v be a continuous function defined on B = BR(x0). Suppose
that v is harmonic in the open set {x ∈ B|v(x) 6= 0}. Let A1 and A2 be two different
components in B of the set {x ∈ B|v(x) 6= 0}. Assume that for some constant c > 0,
and any r, 0 < r < R,
|Br(x0) \ (A1 ∪A2)| ≥ c|Br(x0)|.
Define, for 0 < r < R,
φ(r) =
(
1
r2

Br(x0)∩A1
|∇v|2ρ2−ndx
)(
1
r2

Br(x0)∩A2
|∇v|2ρ2−ndx
)
where ρ = ρ(x) = |x−x0|. Then, for some positive β depending only on the dimen-
sion and the constant c, r−βφ(r) is a non-decreasing function of r.
We also need the following result for harmonic functions, which can be obtained
with an iterative argument in the spirit of Lemma 7 in [C3]. First we introduce
a notation. For any real-valued function u defined on a domain Ω ⊂ Rn, and any
d ∈ R, we denote by
Ωd(u) = {x ∈ Ω|u(x) > d}, F d(u) = {x ∈ Ω|u(x) ≤ d}.
Lemma 5.3. Let u be a non-negative function in Ω, u harmonic in Ω+(u), Lipschitz
continuous and non-degenerate. Then, for any compact D ⊂ Ω, there exist con-
stants β, γ > 0 such that, whenever x ∈ F (u)∩D◦, B2R(x) ⊂ D, x ∈ BR/2(x)∩{u >
0} and A is a connected component of Ω
u(x)
2 (u) ∩ BR(x) containing x, then there
exists B = B(y, γR) ⊂ A, such that
 
B
|∇u|2 ≥ β.
With the same notation as in Lemma 5.3, we have
Corollary 5.4. There exists a constant τ , such that

A
|∇u|2ρ2−ndy > τR2
where ρ = ρ(y) = |y − x|.
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Proof of Lemma 5.3. Let x = x1 and denote by d1 = |x1−x0| the distance of
x1 from F
u(x1)
2 (u). By the Lipschitz continuity and non-degeneracy of u, we have
that the quantities,
d1, u(x1), d(x1, F (u))
are comparable, with constants depending only on the Lipschitz and non-degeneracy
constants of u on D. We wish to prove that there exists a positive constant δ and
a point x2 ∈ B(x1, d1) such that
(5.1) u(x2) ≥ (1 + δ)u(x1).
Indeed, by the Lipschitz continuity of u, there exists a constant c such that
u(y) ≤
3u(x1)
4
on B(x0, cd1).
Hence, the function
v := u−
u(x1)
2
is a non-negative harmonic function in B(x1, d1), such that v(x1) = u(x1)/2 and
v ≤ u(x1)/4 in B(x0, cd1). Since,
v(x1) =
 
Br(x1)
v, r = d1(1− c/2),
we conclude that there exists x2 ∈ Br(x1) such that v(x2) ≥ (1 + 2δ)v(x1) for a
fixed positive constant δ. This, according to the definition of v, implies the desired
claim (5.1). Moreover, from (5.1) we deduce that there exists y1 on the line joining
x1 and x2, such that |∇u|2(y1) > β for some small constant β = β(δ). Thus, since
|∇u|2 is subharmonic in B(x1, d1), we get that
(5.2)
 
Bδ1 (y1)
|∇u|2 ≥ β,
for δ1 = cd1/2 comparable to d1, and B(y1, δ1) ⊂ B(x1, d1.)
Now, we iterate this argument n- times, to find points xj such that the following
quantities are comparable,
(5.3) dj , u(xj), d(xj , F (u)),
and
(5.4) u(xj+1) ≥ (1 + δ)u(xj), for all j = 1, ..., n.
Also,
(5.5)
 
Bδj (yj)
|∇u|2 ≥ c, Bδj (yj) ⊂ B(xj , dj), j = 1, ..., n+ 1
with δj comparable to dj . The number n is determined so that B(xn+1, dn+1) is
the first ball to exit B(x0, R), but it is still included in B(x0, 2R). Thus, our lemma
is proved with y = yn+1, if we show that dn+1 is comparable to R. From (5.4) and
the fact that the quantities in (5.3) are comparable, we get that
cR ≤ c|xn+1 − x1| ≤ c
n∑
i=1
di ≤
n∑
i=1
u(xi) ≤ Cu(xn+1) ≤ C˜dn+1.
This concludes our proof.

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Finally, the proof of Theorem 5.1, is obtained combining the non-degeneracy and
density property of uR, together with the Harnack chain property from the next
Lemma.
Lemma 5.5. Let u be a viscosity solution to (2.1) in B1, such that u is Lipschitz
continuous and nondegenerate, and u satisfies the density property (D). Then, there
exists constants M, δ such that, for any ǫ > 0, and for any x1, x2 ∈ B1/2, such that
B(x, ǫ) ⊂ B+3/4(u) and |x1 − x2| ≤ Cǫ ≤ δ, there exist y1 = x1, ...yl = x2, such that
(a) Bi = B(yi, ǫ/M) ⊂ B
+
3/4(u), i = 1, ..., l
(b) Bi ∩Bi+1 6= ∅, i = 1, ...l− 1
(c) l independent of ǫ, x1, x2.
Proof. Assume that, without loss of generality,
δ˜ = max{d(x1, ∂B
+
1/2(u)), d(x2, ∂B
+
1/2(u))} = d(x2, ∂B
+
1/2(u)).
If δ˜ ≥ 2Cǫ, then, x1 ∈ B(x2, Cǫ) ⊂ B
+
1/2(u), and we can easily find the required
chain.
Assume then, δ˜ < 2Cǫ and let x0 ∈ ∂B
+
1/2(u) be such that δ˜ = |x2 − x0|. Set
r0 = 6Cǫ, then x1, x2 ∈ B(x0, r0/2). Let d =
1
2 min{u(x1), u(x2)}. We will show
that, there exists c ≥ 1, such that if δ ≤ 1/(48c), and R = cr0 ≤ 1/8, then
the connected components Ai of B(x0, R) ∩ B
d
1 (u) which contain xi, i = 1, 2, are
the same. Indeed, let us suppose that A1 6= A2 and let us use Lemmas 5.2, and
Corollary 5.4 with v = (u − d)+. The density property of u guarantees that the
hypotheses of Lemma 5.2 are satisfied, hence, for some exponent β > 0, the function
r−βφ(r) is non-decreasing. By Corollary 5.4 we obtain
φ(r0) > τ
2.
Moreover, since u in Lipschitz on B3/4 we also have the bound
φ(R) ≤ c′,
with c′ absolute constant independent of R. Hence,
τ2r−β0 < r
−β
0 φ(r0) ≤ R
−βφ(R) ≤ c′R−β
or R < c′r0, which is a contradiction if we choose c = c
′.
We therefore conclude that A1 = A2. Since A1 is open and connected we may find a
curve Γ inside A1 having x1 and x2 as end point. Denote by m the non-degeneracy
constant of u on B3/4. Then, for each y ∈ Γ we know that
u(y) > d =
1
2
min{md(x1, F (u)),md(x2, F (u))} ≥
1
2
mǫ.
Therefore, if K is the Lipschitz constant of u on B3/4, for any y ∈ Γ, we have
d(y, F (u)) > 12
mǫ
K . Set ρ =
1
2
mǫ
K , so that if y ∈ Γ and |x − y| < ρ then u(x) > 0.
Since
Γ ⊂
⋃
y∈Γ
B(y, ρ)
we may find a sequence y1, ..., yl of points in Γ such that Γ ⊂
⋃l
i=1B(yi, ρ), and we
may further ask that no y in Γ belong to more than c(n) of the balls B(yi, ρ).
Furthermore, since ρ = 12
mǫ
K , r0 = 6Cǫ and yi ∈ B(x0, cr0), l must be bounded by a
constant depending only on dimension on c, C, but independent of x1, x2 or ǫ. 
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Remark 1. Notice that Lemma 5.5 shows that the free boundary of any viscosity
solution to (2.1), which is Lipschitz continuous, non-degenerate, and satisfies the
density property (D), is locally NTA.
Remark 2. It follows from the proof of Lemma 5.5 that M and δ depend on the
Lipschitz and non-degeneracy constants of u on B3/4.
Finally, we recall a fundamental result about NTA domain (see [JK]).
Theorem 5.6. (Dalbherg Boundary Harnack principle) Let Ω be an NTA domain,
and let V be an open set. For any compact set G ⊂ V , there exists a constant C
such that for all positive harmonic functions u and v in Ω that vanish continuously
on ∂Ω ∩ V , u(x0) = v(x0) for some x0 ∈ Ω ∩ G implies C−1u(x) < v(x) < Cu(x)
for all x ∈ G ∩Ω.
6. Global monotone solutions.
In this section we prove our global result, that is Theorem 1.2. We start by
deriving the following existence result, with a straightforward limit argument.
Theorem 6.1. Assume that, there exist a strict smooth subsolution V1 and a strict
smooth supersolution V2 to (2.1) in R
n, such that
(i) V1 ≤ V2 on Rn, 0 ∈ {V2 > 0} ∩ {V1 = 0}◦;
(ii) ∂nVi > 0 in {Vi > 0}, for i = 1, 2.
Then, there exists a global function u, viscosity solution to (2.1) in Rn, such that u
is monotone increasing in {u > 0} in the xn direction. Moreover V1 ≤ u ≤ V2, u is
Lipschitz continuous, (I) non-degenerate, and it satisfies the density property (D).
Proof. Let {Rk} be a sequence of radii, Rk → +∞. Set uk := uRk , where uRk
is the viscosity solution on CRk from Theorem 3.1. Then, by Lemma 3.5, for any
compact subset D ⊂ Rn, and sufficiently large k, the functions {uk} are uniformly
Lipschitz continuous on D. Hence, there exists a function u : Rn −→ R+, such that
(up to a subsequence), uk → u uniformly on compacts of Rn, hence V1 ≤ u ≤ V2.
Moreover, u is locally Lipschitz continuous, and monotone increasing in its positive
phase in the xn direction. Also, since the uk’s are Lipschitz continuous, (I) non-
degenerate, and satisfy the density property (D), with universal local constants,
arguing as in Lemma 2.5, we obtain:
(a) ∂{uk > 0} → ∂{u > 0} in the Hausdorff distance;
(b) χ{uk>0} → χ{u>0} in L
1
loc;
(c) ∇uk → ∇u a.e.
In particular, u is non-degenerate, (I) non-degenerate, and satisfies the density
property (D). Furthermore, u is a variational solution to (2.1), on any compact,
and it is harmonic in its positive phase. A blow-up argument as in Lemma 3.10
allows us to conclude that F (u) cannot touch neither F (V1) nor F (V2). Hence, u
is a viscosity solution to (2.1) in Rn. 
In particular, we can also conclude the following:
Corollary 6.2. u minimizes J(·, B) among all competitors v ∈ H1(B), such that
V1 ≤ v ≤ V2, and v = u on ∂B, for all balls B ⊂ R
n.
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To conclude the proof of Theorem 1.2, we need to prove the following:
Theorem 6.3. F (u) is a continuous graph, with a universal modulus of continuity
on every compact K ⊂ Rn.
Proof. We start by proving that F (u) is a graph. Assume, by contradiction,
that F (u) contains a vertical segment.
Let v(x) = u(x− ten), for some small t. Since u is monotone in the xn direction, we
have v ≤ u, and v < u in {u > 0}. Moreover, by the assumption that F (u) contains
vertical segments, we have that F (u) ∩ F (v) is non-empty, for t sufficiently small.
Assume, without loss of generality, that 0 ∈ F (u) ∩ F (v). From Lemma 2.7, we
obtain that u and v blow up around 0 to functions U and V which are homogeneous
of degree 1. Also, U and V are viscosity solutions in Rn, locally Lipschitz continu-
ous, non-degenerate, and satisfying the density property (D). Hence, according to
Remark 2 following Lemma 5.5, their free boundaries are NTA. Moreover, U ≥ V .
We wish to prove that,
(6.1) U = λV, on {V > 0},
for some number λ ≥ 1. Then, since U and V have the same asymptotic development
near regular points, we get
(6.2) U = V on {V > 0}.
Towards proving (6.1), let us set
λ = sup{t > 0|U ≥ tV in {V > 0}}.
Clearly, since U ≥ V, then 1 ≤ λ < +∞. Define W to be the harmonic function in
B1 ∩ {V > 0} with boundary data
W =
{
U on ∂B1 ∩ {V > 0},
0 on F (V ).
By the maximum principle,
λV ≤W ≤ U on B1 ∩ {V > 0}.
If at some point x0 ∈ B1/2 ∩ {V > 0}, we have (W − λV )(x0) = 0, then W ≡ λV
on B1 ∩ {V > 0}. Thus, since W = U on ∂B1 ∩ {V > 0}, we have that U = λV at
some point x ∈ ∂B1 ∩ {V > 0}. Therefore, since U ≥ λV in {V > 0}, we conclude
that U ≡ λV on {V > 0}.
If at some point x0 ∈ B1/2 ∩ {V > 0}, we have W (x0)/(λV (x0)) = δ > 1, then
the boundary Harnack inequality (Theorem 5.6) implies that W − λV ≥ cδλV on
B1/2 ∩ {V > 0}. Therefore, since U and λV are homogeneous of degree 1, we
conclude that U ≥ (1 + cδ)λV on {V > 0}, which contradicts the definition of λ.
Since u > v in {v > 0}, a similar comparison argument for u and v allows us to
conclude that
(6.3) u ≥ (1 + ǫ)v on {v > 0} ∩B1/2,
with ǫ depending on the ratio of u and v at a fixed scale. Passing to the blow-up
limit, (6.3) produces a contradiction to (6.2).
Now, let us prove that F (u) has a universal modulus of continuity on each
compact cylinder K (box). We will denote by
vK({xn = φ1(x
′)}, {xn = φ2(x
′)}) := max
K′
|φ1(x
′)− φ2(x
′)|,
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the vertical distance between two graphs in the xn direction, with K
′ being the
projection of the box K on the hyperplane {xn = 0}.
We want to show that for every K ⊂ Rn, and any ǫ > 0, there exists a δ > 0 such
that, if |η| < δ, then any u monotone global minimizer for J among competitors
v, V1 ≤ v ≤ V2, satisfies,
vK({u = η}, F (u)) < ǫ.
This, together with the non-degeneracy of u, gives the desired modulus of continuity
estimate.
By contradiction, assume that for some K ⊂ Rn, there exist a positive number ǫ, a
sequence {ηj}, ηj → 0, as j → +∞, and a sequence of energy minimizing solutions
{uj}, such that
(6.4) uj(xj + ǫen) < ηj ,
for some xj ∈ F (uj) ∩K.
The uniform Lipschitz continuity of the uj’s, for j large, implies that (up to a
subsequence):
uj → u˜, uniformly on compacts,
and
xj → x ∈ K,
with u˜ a Lipschitz continuous minimizing solution, monotone increasing in the xn
direction, and satisfying the (I) non-degeneracy, and the density property (D).
Moreover u˜(x) = u˜(x + ǫen) = 0. We aim to prove that x ∈ F (u˜); then by (6.4),
we obtain that F (u˜) contains the vertical segment from x to x + ǫen, which is a
contradiction to what we showed above. Indeed, assume, that x does not belong to
F (u˜). Then, there exists r > 0 such that,
(6.5) Br(x) ⊂ {u˜ = 0}
◦.
If j is large enough, then xj ∈ Br/4(x) ∩ F (uj), and by non-degeneracy
 
Br/2(x)
uj ≥ Kr.
Hence we get a contradiction to (6.5), as we pass to the limit for j →∞. 
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