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Abstract
We develop a baseline-adjusted C-index to evaluate fitted Cox proportional hazard models.
This metric is particularly useful in evaluating stratified Cox models, as well as model selection
using cross validation. Our metric is able to compare all pairs of comparable individuals in
strata or cross validation folds, as opposed to only pairs within the same stratum/folds. We
demonstrate through simulations and real data applications that the baseline adjusted C-index
is more stable and that it selects better model in high-dimensional L1 penalized Cox regression.
1 Introduction
Survival analysis (Cox & Oakes 1996) often involves predicting time-to-event based on a set of
covariates and making inference on them. Cox model (Cox 1972) has been widely used in survival
analysis mainly for the following two reasons:
• It is very flexible since it allows arbitrary time-varying baseline hazard.
• Although it is a semi-parametric model (the baseline function is non-parametric), inference on
the covariates parameters can be made without estimating the baseline function (Cox 1975).
Therefore it is very easy to fit. This can be achieved by choosing the parameters to maximize
the partial likelihood function, which does not depend on the baseline hazard (See section 1.2
for more details).
A Cox model fitted using partial likelihood cannot be used to predict survival times since the base-
line function is not estimated in that process. In particular we are not able to evaluate the fitted
model using metrics such as prediction mean-squared error. In this case, the partial likelihood itself
(on the test set) could be a measure of goodness of fit, but it is not very interpretable. Concordance
index, or C-index, which can be viewed as a generalization of area under the curve for continuous
response variables, evaluates a model using the proportion of pairs of observations where the pre-
dicted survival time and the true survival time have the same ordering (concordant). Notably the
ordering of survival time could be obtained without the baseline hazard (see section 1.2), so we could
compute the C-index for a Cox model fitted with partial likelihood.
In a stratified Cox model, where the baseline hazard functions are only same for observations be-
longing to the same stratum, the ordering of survival time of pairs of individuals from different
strata can no longer be reasonably inferred without the baseline functions. To evaluate the C-index
for stratified Cox model, one simple option is to only compare pairs from the same stratum, and
average over all strata. Similarly, when we use cross validation to fit a Cox model, C-index can be
computed by only comparing observations in the same CV fold and average all CV folds. In this
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paper we show that the C-index obtained this way could be improved by incorporating a baseline
hazard estimate from the estimated parameters. With such baseline function estimate we could
compute the expected survival time of each individual and compare all pairs in the test set (in the
stratified case) or in the training set (in the cross validation case). We call this metric the baseline
adjusted C-index.
1.1 C-Index
Let f : X 7→ R (or f(·, U) for randomized procedures) be a predictive model, and (Xi, Ti), (Xj , Tj)
be a pair of independent realizations of predictor-response tuples coming from the same joint distri-
bution. We define the concordance index, or the C-index of f to be
Cf = P [f(Xi) < f(Xj)|Ti < Tj ] + 1
2
P (Xi = Xj) (1)
Given data {(Xi, Ti)}ni=1, one can estimate Cf through the following consistent estimator:
Cˆf =
∑n
i,j=1 1[f(Xi) < f(Xj)]1(Ti < Tj)∑n
i,j=1 1(Ti < Tj)
+
[∑n
i,j=1 1(Xi = Xj)
]
− n
2(n2 − n) . (2)
To simplify the notation, in the following we focus on the situation where X has a continuous
distribution. In particular P (Xi = Xj) = 0, and Cf , Cˆf can be written as:
Cf = P [f(Xi) < f(Xj)|Ti < Tj ] (3)
Cˆf =
∑n
i,j=1 1[f(Xi) < f(Xj)]1(Ti < Tj)∑n
i,j=1 1(Ti < Tj)
(4)
In this paper we focus on applications to survival analysis. It is often the case that the survival time
is right-censored, so we augment the predictor with a variable O ∈ {0, 1}. If O = 0, then we only
know that the survival time is greater than T , otherwise the survival time is exactly T . In addition,
when censoring happens it is possible for a pair of observations (Ti, Tj) to be incomparable. This
happens when:
• Both i and j are censored. That is Oi = Oj = 0.
• i is censored, j is uncensored, but Tj > Ti. Or vice versa.
In both cases above we do not count that pair in our comparison, and we abuse the notation to set
1(Ti < Tj) = 1(Tj < Ti) = 0.
1.2 Cox Proportional Hazard Model
Given a numerical predictor X ∈ Rd, Cox model assumes there exists β ∈ Rd and a baseline function
h0 : R+ 7→ R+ such that the corresponding hazard function for survival time is:
h(t|X) = h0(t) exp(βTX) (5)
In other words, the cumulative distribution function of the survival time T given X is:
P (T ≤ t|X) = 1− exp
(
−eβTX
∫ t
0
h0(s)ds
)
(6)
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One advantage of Cox model is that, while having the flexibility to have any baseline function, we
don’t need to perform non-parametric estimation on it to make inference on β. This can be achieved
by maximizing the partial likelihood function with respect to β:
βˆ = arg max
β
∑
i:Oi=1
βTXi − log
 ∑
j:Tj≥Ti
exp(βTXj)
 (7)
Since the baseline function h0 is not estimated in this procedure, we can’t make predictions on the
survival time. However it is till possible to evaluate the model h(t|X) = h0(t) exp(βˆTX) through
C-index with the following observation: if βTxi > β
Txj , then
P (Ti > t|Xi = xi) < P (Tj > t|Xj = xj) for all t > 0 (8)
That is, if βTxi > β
Txj then Yj is stochastically greater than Yi. In particular, the mean, median,
and all quantiles of Yj are greater that that of Yi. Therefore it is reasonable to define the C-index
in this case by replacing f(X) in (4) with −βˆTX:
Cˆ(βˆ) =
∑n
i,j=1 1[βˆ
TXi > βˆ
TXj ]1(Ti < Tj)∑n
i,j=1 1(Ti < Tj)
(9)
In a stratified Cox model, we assumes data comes from K different populations with heterogeneous
baseline hazard but the same β. In particular, the hazard function for the k-th stratum is given by:
hk(t|X) = h0,k(t) exp(βTX), k = 1, 2, · · · ,K (10)
We further augment the predictor Xi with a stratum index Si ∈ {1, · · · ,K} indicating which stratum
the ith individual comes from. In this case, inference on β could still be performed using the partial
likelihood function, which in the stratified model becomes:
βˆ = arg max
β
K∑
k=1
∑
i:Oi=1,Si=k
βTXi − log
 ∑
j:Tj≥Ti,Sj=k
exp(βTXj)
 (11)
Again the baseline functions h0,k are not estimated in this procedure. To evaluate βˆ, we would like
to use the C-index estimation similar to (9). However, in this case the observation (8) only holds
true if Si = Sj . As a result we are only justified to compare pairs from the same stratum, which
leads to the C-index estimate:
Cˆ(βˆ) =
1
K
K∑
k=1
∑n
i,j=1 1[βˆ
TXi > βˆ
TXj ]1(Ti < Tj)1(Si = Sj = k)∑n
i,j=1 1(Ti < Tj)1(Si = Sj = k)
(12)
Individuals from different strata are not compared in this C-index estimate.
2 Method
2.1 Stratified Cox Model
In this section we define the baseline adjusted C-index for stratified Cox proportional hazard model,
denoted as Cˆba(βˆ). Later we will demonstrate the usage of Cˆba in cross-validation.
One drawback of the C-index estimate (12) is that pairs across different strata are not compared. To
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remedy this problem, given a parameter estimate βˆ, we first produce a non-parametric cumulative
baseline function estimate using βˆ:
Hˆ0,k(t) =
∑
i:Ti≤t,Si=k
Oi∑
j:Sj=k,Tj≥Ti exp(βˆ
TXj)
(13)
where the true cumulative hazard function is defined to be
H0,k(t) =
∫ t
0
h0,k(s)ds (14)
One can show that Hˆ0,k(t) is a consistent estimator for H0,k(t) for all k ∈ [K], t ≥ 0, provided that
βˆ is consistent. With the baseline estimate (13), we could obtain a survival time prediction using
the expected survival time:
E(T |X = x, S = k) =
∫ ∞
t=0
exp
(
−
∫ t
0
h0,k(s)dse
βT x
)
dt
=
∫ ∞
t=0
exp
(
−H0,k(t)eβT x
)
dt
(15)
Since the cumulative baseline estimate (13) is a step function that only changes at event time,
we could approximate the above integral numerically using trapezoidal rule to obtain a predicted
survival time Tˆ given X = x, S = k. To do this we first sort the events time in the kth stratum
0 = T k(0) ≤ T k(1) ≤ · · · ≤ T k(nk), where to simplify notation we add a pseudo-observation T k(0) and nk
is the number of individuals in stratum k. The predicted survival time given X = x, S = k can be
written as
Tˆ =
nk∑
i=1
T ki − T ki−1
2
{
exp
[
−eβˆT xHˆ0,k(T ki )
]
+ exp
[
−eβˆT xHˆ0,k(T ki−1)
]}
(16)
where Hˆ0,k(0) = 0. Let Dtest = {(Xtesti , Otesti , Stesti , T testi )}mi=1 be the test set where we would like
to evaluate the C-index of βˆ. We define the baseline adjusted C-index on the test set to be
Cˆba(βˆ) =
∑m
i,j=1 1[Tˆ
test
i < Tˆ
test
j ]1(T
test
i < T
test
j )∑n
i,j=1 1(T
test
i < T
test
j )
(17)
where Tˆ testi is computed using (16). A pseudo-code to compute Cˆba is given in the next page.
Algorithm 1: Baseline adjusted C-index for Stratified Cox model
Input: Dtrain = {(Xi, Oi, Si, Ti)}ni=1
Dtest = {(Xtesti , Otesti , Stesti , T testi )}mi=1
Result: Baseline adjusted C-index
Estimate βˆ on Dtrain using partial likelihood function as in (11);
Estimate the baseline functions Hˆ0,1, · · · , Hˆ0,K on Dtrain as in (13);
Predict survival time of individuals in test set {Tˆ testi }mi=1 using (16);
Computer Cˆba(βˆ) using (17) ;
return Cˆba(βˆ)
2.2 Cross Validation in Cox Model
Similar ideas from the last section can be applied for model selection. Here we will focus on L1-
regularized Tibshirani (1994) Cox regression . The described procedure can be generalized to other
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families of Cox models directly.
L1-regularized Cox regression selects a model and estimate model parameters simultaneously by
maximizing the weighted sum of the Cox partial likelihood and the L1 norm of the parameters:
βˆ(λ) = arg max
β
−λ‖β‖1 +
∑
i:Oi=1
βTXi − log
 ∑
j:Tj≥Ti
exp(βTXj)
 (18)
In practice, the hyper-parameter λ is often selecting through cross validation, where the training set
is split randomly into K-folds (common choices of K are K = 2, 5, 10). After the splitting, we train
the model on the training set consisting of K − 1 of the K folds. One option to evaluate a certain λ
is to compute the regular C-index on the validation set using the model trained on the training set,
and then average over all validation sets. Here we propose the baseline adjusted C-index for cross
validation where for each training set we first estimate βˆ and use it to obtain a baseline function
estimate defined in (13) (here K = 1). With βˆ and Hˆ0 we could predict the survival time Tˆi as (16)
for each observations in the validation set. Repeat this step for each training-validation split and
then we define the baseline adjusted C-index for λ to be the proportion of concordant pairs among
all observations, using the predicted survival time. A pseudo code for this procedure is provided
here.
Algorithm 2: Baseline adjusted C-index in cross validated L1 regularized Cox regression model
Input: Dtrain = {(Xi, Oi, Si, Ti)}ni=1;
number of cross validation folds = K;
a sequence of candidate regularization parameter lambda seq
Result: Best regularization parameter in lambda seq in terms of baseline adjusted C-index
Randomly split Dtrain into K disjoint subsets of equal number of observations
Dtrain = (D1, · · · ,DK);
Initialize a vector Cˆba to store the baseline adjusted C-index for each regularization
parameter;
for λ in lambda seq do
for k in 1 : K do
Set D−k = {Di : i 6= k};
Estimate βˆ on D−k using penalized partial likelihood with parameter λ as in (18);
Estimate the baseline functions Hˆ0,1, · · · , Hˆ0,K on Dtrain as in (13);
Predict survival time of individuals in the validation set Dk using (16);
Set Tˆi to be the predicted survival time for all individuals i in Dk ;
end
Use computed {Tˆi}ni=1 to obtain a C-index using formula (4) with f(Xi) = Tˆi. Store the
result to Cˆba(λ)
end
return arg max Cˆba
3 Simulation
3.1 Stratified Cox Model
To demonstrate the stability (low variance) of the baseline adjusted C-index. We first simulated
stratified survival data where the predictors X1, · · · , Xn are i.i.d multivariate normal random vari-
ables, Si ∈ {1, 2, · · · , 10} (10 strata). Conditional on Xi, Si, the survival time Ti follows the stratified
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Figure 1: Comparison between two metrics in stratified Cox model. Left plot: we fit Cox models
using partial likelihood on the training set and evaluate both the baseline adjusted C-index and the
default C-index that only compares individuals in the same strata. The box plots are based on 200
simulations. The right plot: we lower the predictive power of the covariates (low signal) by setting
β to be very sparse and repeat the experiment for the left plot.
Cox model exactly with constant baseline functions. In this example, the survival time is not cen-
sored. We split the data into training and test set. On the training set, we estimate βˆ using partial
likelihood. On the test set, we compute both the C-index that only compares pairs in the same
strata (12), the C-index that compares all pairs based on βˆTX, and the baseline adjusted C-index
(17). We simulate this process 200 times. 1 is a box plot of the computed C-indices: One could see
that the baseline adjusted C-index is indeed more stable and has less outliers, and the advantage of
baseline adjusted C-index is even higher when the signal from the covariates is low.
3.2 Cross Validation
In this section we empirically analyze the model selection performance of baseline adjusted C-index
in the context of L1 regularized Cox model. Again we assume a constant baseline function, and we
use cross validation to find the λ in (18) that maximizes a validation metrics. The metrics we use
include baseline adjusted C-index, within fold C-index, and partial likelihood. The data is simulated
under the following settings:
• Xi have independent coordinates, model correctly specified.
• The coordinates of Xi follows a first order autoregressive process, or an AR(1) process, model
correctly specified.
• Xi have independent coordinates, the linear part of (5) contains an interaction term that is
not fitted in our model (mis-specified model).
• The coordinates of Xi follows an AR(1) process, he linear part of (5) contains an interaction
term that is not fitted in our model (mis-specified model).
Here are the comparison of the metrics in terms of the mean squared error (MSE) of the estimated
βˆ using λ that is selected by that metric. From this plot we see that the baseline adjusted C-index
outperforms partial likelihood in all four scenarios, while having similar performance as the within
fold C-index in three of the cases. When the predictors follows AR(1) process, the baseline adjusted
C-index achieves lower MSE than both partial likelihood and within fold C-index.
6
0.00
0.25
0.50
0.75
1.00
Partial.Likelihood Within.Fold Baseline.Adjusted
Method
M
SE
(a) Regular Case
0.00
0.25
0.50
0.75
1.00
Partial.Likelihood Within.Fold Baseline.Adjusted
Method
M
SE
(b) AR(1) Predictors
0.00
0.25
0.50
0.75
1.00
Partial.Likelihood Within.Fold Baseline.Adjusted
Method
M
SE
(c) Mis-specified Model
0.00
0.25
0.50
0.75
1.00
Partial.Likelihood Within.Fold Baseline.Adjusted
Method
M
SE
(d) AR(1) Predictors, Mis-specified Model
Figure 2: Comparison between three metrics in cross validated Cox model. Each plot describes the
mean square error of the fitted parameters using cross validation based on partial likelihood, within
fold C-index, and baseline adjusted C-index. Plot(a): Uncorrelated predictors, correctly specified
model. Plot(b): AR(1) predictors, correctly specified model. Plot(c): Uncorrelated predictors, mis-
specified model. Plot(d): AR(1) predictors, mis-specified model.
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4 Real Data Applications
We apply our method to the publicly available data set Freije et al. (2004), where we use the survival
time of the brain cancer patients in the study as the response and their transcriptional profiling as
the predictors . Specifically, we first divide the data into training and test subsets. On the training
set we do cross-validation where the metric used are partial-likelihood, within-fold C-index, and the
baseline adjusted C-index. We then report the C-index of the selected models on the test set. Here
is the result:
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Figure 3: In this experiment we run cross-validation on the brain cancer data. The evaluation
metric for CV are deviance, within folds C-index, and the baseline adjusted C-index. For each
randomization of train-test-validation split we compute the test C-index using the models selected by
these three methods. The box plot is based on 100 such randomizations.
The above figure shows that on average the baseline adjusted C-index is able to select models
that have slightly better test-set C-index than both deviance and the C-index averaged over folds.
5 Conclusion
We develop the baseline adjusted C-index to evaluate stratified and cross-validated Cox model.
This method makes use of a simple non-parametric estimate of the baseline function according to
the parameter estimates and obtains a predicted survival time. Such predicted survival time in turn
allows us to compare observations from different strata or cross-validation folds. We demonstrate
that the baseline adjusted C-index is a more stable metric of model fit under the stratified Cox
model. Under the cross-validation setting, baseline adjusted C-index achieves lower mean-squared
error in our simulation, and higher test C-index in the brain cancer dataset.
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