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Abstract
This paper formulates an optimization problem that maximizes an aggregate utility that captures
the “in-context” suitability of available radio access technologies (RATs) to support adaptive video
streaming subject to a single-homing constraint. To efficiently solve the considered problem, a novel
network-assisted quality-of-experience (QoE)-driven methodology is devised, and its impact on the end-
user devices is evaluated. The proposed approach is evaluated and benchmarked against its distributed
and centralized counterparts from a cost-benefit perspective. The results reveal that the proposed strategy
significantly outperforms its distributed counterpart, and performs differently with respect to its cen-
tralized counterpart depending on the number of video clients. At low loads, it performs similarly with
much less control overhead. At high loads, the proposed strategy scales up well, while the centralized
approach gets overwhelmed by an increasing uplink signaling. A practicality analysis of the proposed
strategy for battery-powered devices reveals that its gain in terms of uplink signaling outweighs its cost
in terms of processing load, which results in a drastic reduction of the consumed energy. Therefore, the
proposed solution provides a win-win situation, where the video clients can sustain good QoE levels at
reduced energy consumption, while the network can accommodate more users with existing capacity.
I. CONTEXT/MOTIVATION
The traditional quality-of-service (QoS) metrics fall short in meeting the stringent requirements
associated with many emerging applications (e.g., two-way gaming). As a result, the quality-
of-experience (QoE) level perceived by the end-user is expected to become one of the most
relevant metrics in the fifth-generation (5G) of wireless networks. In this respect, there has
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been an increasing trend towards incorporating QoE-driven mechanisms in the decision-making
process to assist e.g., network management [1], scheduling [2] and content caching [3].
A. Related work
Most of the recent QoE-driven contributions have been developed to support the emerging
dynamic adaptive streaming over HTTP (DASH) standard developed by the moving picture
experts group (MPEG) [4]. DASH has become the preferred choice of most video providers (e.g.,
YouTube and Netflix), and has been recently adopted by the 3rd generation partnership project
(3GPP) [5]. The key concept behind DASH is that video sequences are split into segments that are
encoded with different qualities (e.g., resolutions and bit-rates) and delivered from conventional
web-servers over a transmission control protocol (TCP) transport. During a streaming session,
a DASH client requests, for each of these segments, the most appropriate quality depending on
its local conditions (e.g., available bandwidth and buffer level). Given that the implementation
details of such quality adaptation were left unspecified by the standard [4], lots of effort has
been made to come up with the most efficient adaptation logic. Some proposals have focused on
minimizing the likelihood of stalling [6, 7], while others have given more priority to maximize
video quality [8, 9]. More interestingly, other mixed strategies have been devised to strike a
balance between the conflicting objectives of each of these approaches [10, 11].
A common shortcoming of all these proposals is that they all have been designed to exploit a
single radio access technology (RAT) i.e., the video quality is down-graded when the bandwidth
of the in-use RAT is overloaded. However, high-quality segments could still have been delivered
if all RATs, typically available for current devices (e.g., cellular and Wi-fi), were exploited. To
overcome this limitation, various multi-homing schemes have been developed to stream the video
content to a given client over multiple links. For instance, a low-delay scheduler is designed
in [12] to deliver high definition (HD) video over heterogenous wireless access networks. In [13],
an extension of multipath TCP (MPTCP) is proposed to support video streaming over multiple
paths. In [14], the multi-homing video streaming problem is formulated as a Markov decision
process (MDP) and a best-action search algorithm is designed to approximate its optimum
solution. For all these schemes, the aggregation of the capacities offered by various links helped
to overcome the fluctuating radio conditions of a single link, which significantly improved the
achieved QoE levels. However, this may not be efficient from an energy consumption standpoint,
particularly for mobile devices which are usually battery-powered with a limited energy budget.
IEEE TRANSACTIONS ON GREEN COMMUNICATIONS AND NETWORKING, VOL. XXX, NO. XXX, XXX YYY
As a matter of fact, video streaming is generally an energy-hungry application [15] and the
concurrent usage of multiple radio interfaces may quickly drain the battery [16].
The above discussion calls for a novel video adaptation strategy that exploits the diversity
offered by all available RATs without compromising the energy efficiency of the end-user devices.
B. Contributions
In this direction, we have proposed in [17] a novel network-assisted QoE-driven strategy that
dynamically selects the best RAT and video quality subject to a single-homing constraint. The
proposed strategy has been shown to significantly improve the individual QoE levels achieved by
the various DASH clients. However, it has been put forward as a heuristic without a rigourous
benchmark against other possible approaches.
Motivated by the proven usefulness of the proposed methodology, this paper extends and
assesses it from a cost-benefit perspective. To this end, the following contributions are made:
• The first key contribution is the formulation of an optimization problem that maximizes
an aggregate utility function that captures the “in-context” suitability of available RATs
to support adaptive video streaming subject to a single-homing constraint. To the best of
the authors’ knowledge, adapting video streaming across various RATs subject to a single-
homing constraint has not been considered previously.
• To tackle the considered problem in a practical way, the second contribution is the devel-
opment of a novel network-assisted QoE-driven methodology that approximates its optimal
solution based on an interaction between the various video clients and network cells.
• The third contribution is the assessment and benchmarking of the proposed approach against
its fully centralized and distributed counterparts from both the performance and practicality
perspectives. The performance gain is quantified based on the achieved QoE levels, while
the practicality is assessed in terms of the processing load and energy consumption of
battery-powered devices. For a realistic assessment, one of the latest processor architectures
used by current smartphones is particularly considered.
The remainder of this paper is organized as follows. The system model is described in
Section II, including a novel metric that captures the “in-context” suitability of available RATs
to support video streaming. An optimization problem is formulated in Section III to maximize an
aggregate utility that combines the performance achieved by all video clients. A novel energy-
efficient QoE-driven methodology is developed in Section IV to solve the considered problem.
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Fig. 1. Architecture for DASH video streaming
The performance and practicality of the proposed solution are evaluated and benchmarked against
other approaches in Section V. The conclusions and future directions are provided in Section VI.
II. SYSTEM MODEL
A set of K available RATs ({RATk}1≤k≤K) are exploited by a set of N video clients to
establish DASH-like streaming sessions with a remote server. The various RATs are assumed
to be loosely integrated (i.e., at the core network level) in cases where a tight integration
would be too costly (e.g., user-deployed access points (APs) and femto-cells). To capture the
constraints associated with various licensing regimes, K=2 RATs are considered, namely long-
term evolution (LTE) and wireless local area network (WLAN) operating on licensed and
unlicensed bands, respectively.
A. DASH model
During streaming sessions, DASH clients download over a TCP transport video sequences that
are split into multiple segments, each of duration TS . Each of the video segments is encoded
into Q different qualities defined in bit-rates for the sake of simplicity. As illustrated in Fig. 1,
the downloaded segments are buffered during video playback to absorb the delay that may be
introduced by TCP retransmissions. Based on the experimental study conducted in [18], each
segment is encoded into Q=4 qualities, namely {5,10,15,20 Mbps}, where only 20 Mbps can
meet the requirements associated with 4K resolution.
In conventional DASH adaptation [6–11], each n-th video client selects, for the j-th segment
to be requested at time t, the best quality Qn(j(t)) based on a sub-set of the following metrics:
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• Qn(j−1): The quality of the previous segment,
• Bn(t): The current level of the play-out buffer expressed in seconds of playback duration,
• Rn,k(t): The long-term achievable bit-rate on RATk expressed in Mbps. This assumes that
the short-term variability (e.g., in terms of radio conditions and power levels) has been
averaged out.
In contrast, it is proposed to jointly select the best RAT and quality of each video segment
based on the context at hand (e.g., QoE level, remaining credit and velocity). Note that the video
content is assumed to be cached in the neighborhood of the DASH client, and could thus be
delivered by any RAT without the need to establish a new socket with the remote server.
B. QoE metric
This section designs a novel metric to assess the QoE perceived during adaptive video stream-
ing. To this end, the following components are particularly considered:
• Stalling: also referred to as re-buffering. It occurs whenever the offered bandwidth cannot
sustain the selected video quality and the play-out buffer runs out of data.
• Video quality: the quality in Mbps of the delivered video segments.
In this respect, the following utility is considered as a building block to assess a generic
performance indicator PI evaluated at a given time t [19]:
U (PI (t))=
(
PI (t)
Min
)ξ
1 +
(
PI (t)
Min
)ξ (1)
where Min denotes the minimum performance requirement and ξ is a controllable shaping
parameter that captures the degree of elasticity of PI(t) with regards to the requirement Min.
To better analyze the behavior of the considered utility, Fig. 2 plots it as a function of the ratio
PI (t)/Min for different values of ξ. It can be seen that it is a monotonic increasing function
that equals 0.5 at PI (t)=Min, and tends asymptotically to 1. Its marginal increase for large
performances PI(t) well above Min becomes progressively smaller especially when intermediate
values of ξ are used (e.g., ξ=5). Therefore, U(.) provides a measure of the suitability to support
the requirement Min, with values ranging from 0 (low suitability) to 1 (high suitability).
Based on the above utility, the following metric is proposed to assess the QoE level provided
by a given RATk at time t:
QoEn,k(t)=U
B
n (t)·URn,k(t) (2)
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Fig. 2. Behavior of the considered utility function.
where the two multiplicative terms are defined as
U Bn (t)=U (Bn(t))
∣∣∣∣
Min=5 s,ξ=5
(3)
U Rn,k(t)=U (Rn,k(t))
∣∣∣∣
Min=5 Mbps,ξ=5
(4)
Note that the first term in (2) is penalized when the stalling likelihood is high (i.e., Bn(t)<5 s),
while the second significantly decreases when the offered bit-rate does not sustain the minimum
quality (i.e., 5 Mbps). Therefore, QoEn,k(t) maximizes video quality while minimizing stalling.
Note that the proposed metric could be extended to consider other relevant factors (e.g., start-up
delay and quality switches), which is left for future consideration.
C. “In-context” suitability
In this section, the QoE levels are combined with the context at hand to derive the so-
named “in-context” suitability levels. To particularly cope with the heterogeneity of the various
components of the context, a methodology is developed based on multiple attribute decision
making (MADM) [20].
In this respect, from the perspective of the n-th DASH client, the achievable performance on
each available RATk is characterized in terms of the following L=4 attributes:
• QoEn,k(t): the achievable QoE level given by (2).
• Cn,k(t): the consumable credit in the next time period ∆T :
Cn,k(t)=Rn,k(t)·∆T (5)
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• Dn,k(t): the dwell likelihood that the DASH client will remain in the coverage area of
RATk. It depends on the position of the client, its velocity vn(t) and range of RATk.
• En,k(t): the consumable energy in the next ∆T :
En,k(t)=Eoff−on+Pn,k(t)·∆T (6)
where Eoff−on is a state-dependent variable that models the energy overhead needed to turn
on the RAT radio i.e., it is set to zero when the RAT radio is already turned on at time t.
The above expression is composed of two terms. The first evaluates the energy loss to turn
on the RAT radio. The second assesses the consumable energy on RATk, where Pn,k(t)
denotes the associated power (W) estimated as a linear fit of the achievable bit-rate [21]:
Pn,k(t)=λk·Rn,k(t) + µk (7)
where λk and µk are the linear fit coefficients associated with RATk.
It is worth pointing out that only the communication component is considered in (6). The
other components (e.g., screen) are assumed to be independent from the in-use RAT.
Therefore, the RATs can be fully characterized in terms of a K×L decision matrix Mn(t)
whose element mnk,l(t) denotes the performance of RATk in terms of the l-th attribute:
Mn(t) =

QoEn,1(t) Cn,1(t) Dn,1(t) En,1(t)
...
...
...
...
QoEn,k(t) Cn,k(t) Dn,k(t) En,k(t)
...
...
...
...
QoEn,K(t) Cn,K(t) Dn,K(t) En,K(t)

(8)
To reflect the relative importance of each attribute, a vector wn(t) of L weights ({wn,l(t)}1≤l≤L)
is introduced for each n-th DASH client:
wn(t)=

wn,Q(t)
wn,C(t)
wn,D(t)
wn,E(t)
 (9)
where wn,Q(t), wn,C(t), wn,D(t) and wn,E(t) denote the weights associated with the QoE, credit,
dwell and energy attributes, respectively.
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Finally, the vector sicn (t) of “in-context” suitability levels is obtained as follows:
sicn (t) =

sicn,1(t)
...
sicn,k(t)
...
sicn,K(t)

= Mn(t) ·wn(t) (10)
where Mn(t) is the matrix of normalized attributes calculated as mnk,l(t)=m
n
k,l(t)/max
k
(mnk,l(t))
for benefit attributes (i.e., QoE level and dwell likelihood) and mnk,l(t)= min
k
(mnk,l(t))/m
n
k,l(t)
for cost attributes (i.e., credit and energy).
III. OPTIMIZATION PROBLEM
A. Problem formulation
To reflect the RAT assignments that may be performed at a given time t, xn,k(t) is introduced
as a binary indicator that takes the value 1 if RATk is assigned to the n-th video client, and 0
otherwise. Let x(t)={xn,k(t)} denote the vector of assignment indicators of all clients.
Based on the above considerations, the optimum RAT assignment at a given time t can be
achieved by solving the following problem:
maximize
x(t)
f (x(t))
subject to
N∑
n=1
(
xn,k(t)·Rn,k(t)
)≤Ctotk , ∀k.
K∑
k=1
xn,k(t)≤1, ∀n∈{1,· · ·,N}.
K∑
k=1
(
xn,k(t)·Cn,k(t)
)≤Cavn (t), ∀n∈{1,· · ·,N}.
K∑
k=1
(
xn,k(t)·En,k(t)
)≤Eavn (t), ∀n∈{1,· · ·,N}.
xn,k(t)∈{0,1},∀n, ∀k.
(11)
where Ctotk is the total capacity of RATk, while C
av
n (t) and E
av
n (t) denote the available credit
and energy of the n-th video client at time t, respectively.
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The first constraint in (11) ensures that the aggregated bit-rates of all video clients do not
exceed the total RAT capacity (i.e, Ctotk ). The second constraint reflects a single-homing con-
figuration (i.e., each client can use only one RAT at any time). This is particularly relevant
to reduce energy consumption of battery-powered devices. Note that, in other scenarios where
energy consumption is not a limiting factor, multi-homing (i.e., using multiple RAT interfaces)
would be useful to boost the performance (e.g., finish the video transmission/reception faster).
A more detailed study of such trade-offs is left for future consideration. The third and forth
constraints ensure that the data volume to be downloaded and energy to be consumed do not
exceed the available client credit and energy levels, respectively.
To maximize proportional fairness (i.e., product of contributions of all clients), the objective
function f(·) is formulated as the weighted geometric mean of “in-context” suitability levels:
f (x(t)) =
(
N∏
n=1
K∏
k=1
(
sicn,k(t)
)δn·xn,k(t)) 1∑Nn=1 δn (12)
The above formulation ensures a non-zero “in-context” suitability for all video clients, and
thus inherently gives priority to the more demanding ones. Furthermore, the controlling weights
{δn} could be tuned differently to prioritize specific clients. In turn, when the various weights
are equal, the objective function f(·) reduces to the geometric mean:
f (x(t)) =
(
N∏
n=1
K∏
k=1
(
sicn,k(t)
)xn,k(t)) 1N (13)
Note that the considered problem assumes that the scheduling policies of the considered
RATs are independently enforced, which is particularly relevant for the considered scenario of
loosely-integrated RATs (e.g. user-deployed APs and femto-cells). This means that, for a given
assignment vector (i.e., x(t)), the achievable bit-rates on the long-term (i.e., {Rn,k(t)}) can be
fully derived and cannot be influenced.
B. Problem analysis
The formulated problem in (11) could be easily converted into an integer linear programming
(ILP) and more specifically binary integer programming (BIP) by taking the logarithm of the
objective function. Such problems are known to be NP-complete [22], but could be efficiently
solved using many advanced algorithms, such as cutting planes and branch and bound [23].
However, this would require all users to continuously measure and report the achievable bit-
rates ({Rn,k(t)}) even when RATs are not used, which would be impractical from both the user
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and network perspectives. On the user side, it would require to turn on all RAT radios, which
would significantly increase the consumed energy and may quickly drain the battery. From the
network standpoint, it would increase the uplink over-the-air signaling, which may become a
limiting factor at the highest loads. Note that a fully distributed approach to solve the formulated
problem may relieve the network from the signaling burden and reduce the power consumed by
the various users, but would lead to sub-optimal equilibrium points due to the lack of global
knowledge [24–26].
Therefore, this paper proposes a network-assisted user-driven approach to efficiently solve the
considered problem. The centralized and distributed solutions of (11) will be later considered to
benchmark the proposed solution from both the performance and practicality perspectives.
In what follows, the time argument will be dropped from the notation for the sake of simplicity
whenever no confusion is caused.
IV. ENERGY-EFFICIENT QOE-DRIVEN STRATEGIES FOR CONTEXT-AWARE RAT SELECTION
This section devises a network-assisted QoE-driven methodology to efficiently solve the
formulated problem in (11).
A. Functional architecture
To enable network-assisted user-driven operation, the functional architecture described in Fig. 3
is considered [17]. Specifically, a connection manager (CM) is introduced at the user equipment
(UE) to implement a given decision-making policy (e.g., Algorithm 1). To this end, the CM
exploits the relevant components of the context available locally (e.g., velocity and battery level)
and a short-term characterization of each available RAT obtained through one of the system
information blocks (SIBs). In particular, it is assumed that each RATk broadcasts the maximum
bit-rate Rmaxk that would be offered to a new user as indicator of its load. To help users select
the best RATs from the network-wide efficiency perspective, each RAT advertises two additional
metrics to assess the extent to which its contribution to the objective function in (12) changes
upon the departure (i.e., ∆f −(k)) and arrival (i.e., ∆f +(k)) of a new user, respectively. As the
target devices are battery-powered, it is assumed that only one RAT interface is kept active, while
all the others are kept in a power-efficient state (e.g., discontinuous reception (DRX) [27] and
power save mode (PSM) [28] for LTE and WLAN, respectively). The inactive RAT interfaces
could be activated on an event-triggered basis (e.g., upon performance degradation) in a similar
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Fig. 3. Functional architecture of the considered context-aware user-driven framework
way LTE users in RRC IDLE state are notified about SIB changes using paging messages [29].
Finally, the CM collects from the network a set of medium- and long-term RAT attributes (e.g.,
cost) stored in a policy repository together with all the policy-related data. To offer higher
flexibility, a policy designer enables to update the policy repository content based on call detail
records (CDRs) collected from the various UEs.
B. Estimated QoE levels
This section exploits the considered framework to estimate the achievable QoE levels subject
to the lack of information associated with the DASH clients. To this end, it relies on fuzzy logic
for its proven capability to cope with uncertainty [30].
In the following, a separate fuzzy logic controller (FLC) is designed to estimate the QoE level
provided by each of the considered RATs.
1) LTE: The designed FLC and corresponding membership functions are described in Fig. 4.
In particular, the following input parameters are considered:
• RSRQ: the reference symbol received quality (RSRQ) that captures the radio and interference
conditions [29].
• RmaxL : the maximum bit-rate that would be offered to a new user advertised through one of
the cell SIBs as explained in Section IV-A. Assuming a proportional fairness (PF) scheduler,
it is calculated as:
RmaxL =
CtotL
NL+1
(14)
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Fig. 4. FLC for estimating QoEn,LTE .
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Fig. 5. FLC for estimating QoEn,WLAN .
where C totL and NL denote the total capacity and number of video clients served by the
LTE cell, respectively.
• Bn(t): the buffer level in seconds of playback duration at time t.
2) WLAN: The proposed FLC and associated membership functions are described in Fig. 5.
Specifically, the set of input parameters is designed as follows:
• SINR: the signal-to-interference-and-noise-ratio (SINR) of the AP beacon.
• RmaxW : the maximum bit-rate that would be offered to a new user. It is estimated based on
the maximum capacity (C totW ), number of active clients (NW ), fraction of busy channel, slot
duration and minimum contention window [31] and broadcasted on the AP beacon.
• Bn(t): the buffer level in seconds of playback duration at time t.
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Fig. 6. Analysis of the behavior of QoEn,LTE for (a) RmaxL =30Mbps and (b) Bn(t)=20 s.
For both FLCs, the inferences rules have been designed based on a sensitivity analysis to
the various combinations of the input parameters, which is omitted here for the sake of brevity.
Finally, the defuzzification process is based on the commonly used centroid method for its
accuracy [30].
To get an insight into the behavior achieved by the proposed FLCs, Figs. 6(a) and 6(b)
arbitrarily plot the output of the LTE FLC (i.e.,QoEn,LTE ) as a function of its input parameters
at RmaxL =30 Mbps and Bn(t)=20 s, respectively. A similar analysis of the WLAN FLC has been
conducted showing a similar behavior, which is omitted here for the sake of brevity.
It can be seen in Fig. 6(a) that, when the achievable bit-rate is HIGH (i.e., RmaxL =30 Mbps), a
HIGH buffer level (e.g., Bn(t)=50 s) helps to achieve good QoE levels even at the least favorable
radio conditions (i.e., RSRQ=-50). In this case, the buffered video segments can feed the video
player for longer periods, which helps to overcome any temporary degradation of the radio
conditions. In turn, it can be observed in Fig. 6(b) that, when the buffer level is MEDIUM (i.e.,
Bn(t)=20 s), good QoE levels could be achieved only when both the load (i.e., RmaxL ) and radio
conditions (i.e., RSRQ) are favorable.
C. Estimated “in-context” suitability
In this section, the previous QoE estimates are combined with the various components of the
context to estimate the associated “in-context” suitability levels.
As most of the attributes in (8) (e.g., credit, energy and dwell likelihood) and their corre-
sponding weights in (9) are difficult to quantify, it is proposed to express them in terms of
linguistic terms (e.g., LOW, MEDIUM and HIGH). This results in fuzzy decision matrix and
weight vector, denoted as M˜n and w˜n, respectively.
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The problem of determining the various “in-context” suitability levels becomes fuzzy, and thus
classical MADM methods cannot be directly applied to solve it. To deal with the increased level
of uncertainty, over a dozen of fuzzy MADM methods have been developed in the literature [32–
34]. These approaches, albeit useful, do require cumbersome computations particularly when the
number of alternatives (i.e., RATs) is high, which would be of prohibitive complexity for battery-
powered terminals (e.g., smartphones). Therefore, it is proposed to apply the simplified approach
developed in [35]. It consists of two steps, namely first converting the fuzzy data to crisp (i.e.,
real) numbers, and second applying classical MADM methods. The reader is referred to [35]
for more details about these steps.
In our case, this corresponds to converting M˜n and w˜n to M̂n and ŵn, respectively. The
resulting vector of estimated “in-context” suitability levels can be finally derived as:
ŝicn=

ŝicn,1
...
ŝicn,k
...
ŝicn,K

=M̂n · ŵn (15)
where M̂n denotes the normalized matrix of estimated attributes determined similarly to Mn
in (10).
D. Network-assisted QoE-driven strategy
Based on the estimates of the previous section, this section develops a methodology to solve
the formulated problem in (11) based on an interaction between (1) The various clients to reflect
their best choices and (2) The network cells to select the most efficient assignment from the
network perspective.
To assess the individual contributions to the objective function in (12), the utility of each n-th
video client is defined as the logarithm of its “in-context” suitability:
Un(k)=log(ŝ
ic
n,k) (16)
Next, the broadcasted metrics ∆f−(k) and ∆f+(k) are defined as the weighted sums of the
utility variations of the active clients of RATk upon the departure and arrival of a new user,
respectively:
∆f−(k)=
∑
n∈A(k)
δn·∆U−n (k) , ∆f+(k)=
∑
n∈A(k)
δn·∆U+n (k) (17)
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where A(k) is the set of indices of the active video clients of RATk, while ∆U−n (k) and ∆U
+
n (k)
denote the utility variation of the n-th client upon the departure and arrival of a new user to
RATk, respectively.
Note that the network is not supposed to know the utility functions of the various clients. As
such, each RATk interacts with its active users to update the metrics ∆f−(k) and ∆f+(k).
Based on the above considerations, the strategies applied by the various video clients and
network cells are described by Algorithms 1 and 2, respectively. The client strategy is run by
the CM of Fig. 3 upon local (e.g., performance degradation) or network events (e.g., change of
broadcasted indicators), while the network strategy is executed at discrete time instants. For the
sake of simplicity, it is assumed that only one user may join or exit a given RAT between two
consecutive time instants.
On the client side, the broadcasted load indicators of all RATs are first decoded from pilot
channels (line 2), and the “in-context” suitability levels are estimated based on the methodology
of Section IV-C (line 3). Then, the set of available RATs is explored to determine if there is
any better RAT than the serving one (i.e., k∗(n)). To this end, the potential switch to each
RATk is assessed from both the individual and global perspectives. From the client viewpoint,
the evaluation is conducted in terms of the individual utility variation (i.e., ∆Un (k ∗(n)→k)).
From the global standpoint, the overall impact (i.e., ∆fn (k∗(n)→k)) is assessed by combining
∆Un (k
∗(n)→k) with the expected impact on the active clients of the serving (i.e., ∆f− (k∗(n)))
and target (i.e., ∆f+ (k)) RATs. Note that this assumes that the other RATs are not affected
by the considered switch (i.e., no interference is experienced between the various RATs). Then,
a reconfiguration towards the RAT that maximizes ∆fn(·) is requested if it is beneficial to do
so from the global perspective (i.e., ∆fn(·)>0). Once access is granted by the network, the
RAT exploration stops with a video quality adaptation within the selected RAT. Specifically, the
quality of the next segment is determined based on the quality of the previous segment, buffer
level, and achievable bit-rate (line 18). Note that the generic function f (.,.,.) could implement the
adaptation logic of any state-of-the-art DASH algorithm, such as the one selected in Section V-B.
On the network side, the reconfiguration requests generated by the various clients are received
by the associated cells. To achieve network-wide efficiency, each of these cells accepts the request
associated with the maximum ∆fn(·), updates its load indicators and triggers Algorithm 1 for
each of its active clients. Note that, during a given iteration, the load metrics decoded on line 2
of Algorithm 1 would capture the update performed on line 4 of Algorithm 2.
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Algorithm 1 Client algorithm
1: Accept=false;
2: Decode and Update the short-term RAT attributes (i.e., {Rmaxk ,∆f −(k),∆f +(k)}1≤k≤K );
3: Estimate the “in-context” suitability levels (i.e., {ŝicn,k}1≤k≤K);
4: while Accept == false do
5: for k = 1→ K do
6: Assess the impact of the potential switch RATk∗(n)→RATk for the n-th client:
∆Un(k
∗(n)→k)=Un(k)−Un(k∗(n)); (18)
7: Assess the overall impact of the potential switch RATk∗(n)→RATk :
∆fn(k
∗(n)→k)=δn·∆Un(k∗(n)→k)+∆f−(k∗(n))+∆f+(k); (19)
8: end for
9: Most beneficial RAT from the network perspective:
k∗new (n) = arg max
k∈{1 ,···,K}
(∆fn(k
∗(n)→k)); (20)
10: if ∆fn(k∗(n)→k∗new (n))>0 then
11: Send Request(∆fn(k∗(n)→k∗new (n)));
12: end if
13: if Access to RATk∗new(n) granted then
14: Accept=true;
15: k∗(n)=k∗new(n);
16: end if
17: end while
18: Select the video quality for the j-th segment:
Qn(j (t))=f
(
Qn(j−1 ),Bn(t),Rn,k∗(n)(t)
)
; (21)
Algorithm 2 Cell algorithm (RATk)
1: while (true) do
2: Most beneficial request from the network perspective: n∗= arg max
n
(∆fn(·));
3: Accept Request(∆fn∗(·));
4: Update the short-term RAT attributes (i.e., Rmaxk , ∆f
−(k) and ∆f+(k));
5: Trigger Algorithm 1 for all active clients;
6: end while
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TABLE I
NUMBER OF OPERATIONS IN FLC [37]
Method Operations
Fuzzification Triangular (59+31NIF )NI
Inference Lookup table (23NID+36)NI+(2NI+12)2NI+6
Defuzzification Center of Gravity (39NOD+5)NR+15
E. Complexity and energy consumption analysis
This section conducts an analysis of the implications of the proposed methodology on the
processing load and consumed energy by the video clients. The evaluation is performed on one
of the latest processor architectures of current smartphones based on the methodology developed
in [36].
In this respect, the energy drained by each run of Algorithm 1 (i.e., Eproc) is estimated as:
Eproc=NFLOP ·EFLOP (22)
where NFLOP and EFLOP denote the processing load expressed in terms of the number of
floating point operations (FLOPs) and required energy to execute one FLOP, respectively.
First, the number of required FLOPs is calculated as:
NFLOP=
(∑
k
Nn,k+NMADM
)
+4K (23)
where Nn,k and NMADM denote the number of required FLOPs to estimate the QoE and “in-
context” suitability levels in Sections IV-B and IV-C, respectively.
Note that the two additive terms in (23) evaluate the costs associated with the calculation of
{ŝicn,k}1≤k≤K and {∆fn (k ∗(n)→k)}1≤k≤K on lines 3 and 5-8 of Algorithm 1, respectively.
On the one hand, to evaluate the processing load generated by each FLC (Nn,k), the low-
complexity implementation of fuzzy logic developed in [37] is considered. The number of FLOPs
associated with each of the FLC operations (i.e., fuzzification, inference and defuzzification) is
given by Table I based on the nomenclature of Table II.
On the other hand, the number of required FLOPs to estimate the “in-context” suitability
levels (i.e., NMADM ) is determined assuming that the fuzzy-to-real conversion in Section IV-C
has been performed based on look-up tables:
NMADM=K·(3L−1) (24)
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TABLE II
FLC NOMENCLATURE [37]
Symbol Description
NI The number of inputs
NIF The number of input fuzzy sets
NR The number of rules
NID The number of discretization levels of the input universe of discourse
NOD The number of discretization levels of the output universe of discourse
which breaks down into K·L and K·(2L−1) operations required to determine the matrix M̂n
and vector ŝicn in (15), respectively.
Next, the consumed energy per FLOP for a given processor architecture is determined as:
EFLOP=Ncyc/FLOP ·Ecyc (25)
where Ncyc/FLOP and Ecyc denote the number of clock cycles needed to execute one FLOP and
average energy cycle, respectively.
Without loss of generality, one of the latest processor generations used by current smartphones
(i.e., ARM-Cortex A15) is selected. Based on the measurements conducted in [38] on Samsung
Nexus 10, the number of required cycles per FLOP is set to Ncyc/FLOP=1/0.7=1.42. Finally,
the consumed energy per cycle is set to the average of minimum and maximum values obtained
in [39] for ARM-Cortex A15 running at 1500 MHz i.e., Ecyc=(384+1140)/2=762 pJ, which
results in EFLOP=1082.04 pJ.
By combining (22)-(25), the consumed energy by each run of Algorithm 1 can be evaluated
in a given scenario. An example of such evaluation will be conducted in Section V-C.
V. SIMULATION RESULTS
To obtain an insight into the effectiveness of the proposed approach, a set of extensive system-
level simulations have been carried out using the NS-3 simulator [40].
A. Considered environment
• An hexagonal deployment of LTE macro-cells (MCs) overlaid by a set of buildings is
considered. Each building is structured according to the dual-stripe layout [41], i.e., as two
stripes of rooms with a corridor in-between, which may correspond in practice to the set of
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Fig. 7. Illustrative example of SINR map, licensed band
stores inside a shopping mall. The various propagation losses (i.e., indoor-indoor, outdoor-
outdoor, indoor-to-outdoor and vice versa) have been modeled using the hybrid building
model [42].
• Two LTE and WLAN small-cells (SCs) are dropped randomly inside each room. The LTE
cells (i.e., MCs and SCs) operate in licensed bands according to a co-channel configuration,
while the WLAN APs operate in unlicensed bands. As an illustrative example, Fig. 7
describes the SINR map of the licensed band, where a building of two 20-room stripes
is dropped on top of a layout of 27 LTE MCs.
• The capacity of both LTE and WLAN is assumed to be well-provisioned. In this respect,
five component carriers (CCs), each of 20 MHz, are aggregated for LTE, while 802.11ac is
assumed for WLAN with a maximum bandwidth of 160 MHz.
• To model the load on unlicensed bands, a set of background data transfers are established
inside each room between N backW pairs of nodes in an ad-hoc mode on the same channel
used by the AP. The associated traffic flows are transported over TCP and maintained for
a duration of tbackW .
B. Benchmarking
To benchmark the proposed strategy, the traditional DASH adaptation (i.e., adapting video
quality inside a given RAT) will be first used as baseline:
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• DASH(RATk): This is the state-of-the-art DASH approach applied on a single RAT (i.e.,
RATk). Without loss of generality, one of the most cited algorithms in the literature [11]
is selected.
Additionally, the following approaches to extend DASH with a multi-RAT capability (i.e.,
jointly select the best RAT and video quality) will be assessed and compared:
• Centralized: This scheme solves the problem in (11) each ∆T , and performs the required
reconfigurations to enforce the best RAT assignment. The computation of the optimum
solution is based on an exhaustive search, which is computationally feasible in the considered
scenario. Recall that this requires to turn on all RAT radios to continuously measure and
report the achievable performances even when RATs are not used. In this respect, a periodic
reporting is assumed each Trep. Note that a continuous reporting is assumed to minimize
the time needed to access the network when the user establishes a session. If the reporting
was event-triggered, some time would be needed to collect and average the measurements
made by the various users, which would lengthen the access time.
• Proposed: This is the network-assisted QoE-driven strategy developed in Section IV-D,
where the adaptation logic function f (.,.,.) of Algorithm 1 is set to that of DASH(RATk) [11].
• Distributed: A scheme that combines exploitation and exploration without any assistance
from the network. When the serving RAT is suitable (i.e., ŝicn,k∗(n)≥Thr), it exploits (i.e.,
keeps using) it. In turn, when the serving RAT becomes unsuitable (i.e., ŝicn,k∗(n)<Thr), it
performs a trial-and-error exploration of all RATs with equal probabilities.
C. Key performance indicators
The efficiency of the considered schemes will be analyzed based on the following metrics:
• f (·): The average objective function achieved by all active DASH clients. It is computed
by averaging over time the values of the objective function f(·) in (12).
• s icn,k∗: The time average of the individual “in-context” suitability levels achieved by the
various users evaluated in (10).
• Fairness: The average Jain’s fairness index [43] defined at a given time t as
Fairness(t)=
(∑N
n=1 s
ic
n,k∗(t)
)2
N ·∑Nn=1 (sicn,k∗(t))2 (26)
Note that Fairness(t) assesses whether the various clients are achieving comparable per-
formance in terms of “in-context” suitability. It ranges from 1/N (unfair) to 1 (fair).
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• QoE (t): The average QoE level achieved by all video clients. The instantaneous QoE is
obtained by evaluating (2) at Rn,k(t)=Qn(j (t)), where Qn(j(t)) denotes the quality of the
j-th segment at time t.
Next, the generated control overhead will be evaluated based on the following indicators:
• Overhead: The total signaling overhead generated on the radio interface given by
Overhead=
(
Nestab·estab
)
+
(
Naccept·accept
)
+ (Nrep·rep) +
(
Nswitch·switch
)
(27)
where Nestab, Naccept, Nrep and Nswitch denote the number of establishment requests, ac-
cepted requests, measurement reports and RAT switches, respectively. The corresponding
costs are set to estab=266, accept=64, rep=43, and switch=167 Bytes, respectively [44].
• Reporting: The amount of measurement reports sent over-the-air evaluated in terms of
the number of reported bits per active session. Recall that, for the centralized scheme
(i.e., Centralized), all achievable performances are measured and reported together with
the current level of play-out buffer (i.e., Bn(t)). In turn, it is assumed that the proposed
network-assisted QoE-driven approach (i.e., Proposed) requires only one report (i.e., CDR)
to guide future adjustments on the network side as previously explained in Section IV-A.
• Nswitch/s: The number of RAT switches performed per second.
Finally, the consumed energy will be assessed based on the following metrics:
• Ecom: The energy level (J) consumed for communication purposes (i.e., by the RAT radios).
For each of the considered RATs, it is calculated based on the state of the physical (PHY)
layer (e.g., Idle, Tx and Rx) and its associated current draw in Ampere [45, 46]. Additionally,
based on the study conducted in [47], the energy consumption of power-efficient states is
set to 10.01 mW, while the energy and time needed to switch between power-efficient and
active states are set to Eoff−on=4.4µJ and Toff−on=20µs.
• Eproc: The energy (J) level consumed for processing purposes (i.e., by Algorithm 1). It is
obtained by applying the model of Section IV-E. First, NMADM is set to 2·(3·4−1)=22.
Second, Nn,k is determined based on Table I for NI=3, NIF=3, NR=27 and NID=NOD=32.
This results in Nn,k=36768, NFLOP=(2·36768+22)+4·2=73566 and Eproc=79.6µJ.
• Etot: The total energy level (J) combining the previous two components as
Etot=Ecom+Eproc (28)
For all users, the used energy source is a Lithium-Ion battery whose initial energy is set to
37 800 J (2100 mAh at a voltage of 5 V - A typical smartphone battery capacity).
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D. Assumptions
To provide a proof-of-concept of the proposed approach, the following assumptions are initially
considered:
• During Tsim=300 s, DASH clients continuously request segments, each of duration TS=2 s.
• All DASH clients are assumed to have a limited credit of Cavn (t)=4 Gbits and move with
a velocity of vn=0.3 km/h within the same room.
• Access to licensed bands (i.e., LTE) is assumed to be paid (i.e., consumes some units of
the remaining credit), while access to unlicensed bands (i.e., WLAN) is free of charge.
• The load on WLAN is modeled as a set of N backW =10 unlicensed background sessions
maintained during tbackW =3 min (i.e., from t=60 s to t=240 s).
• The fuzzy attributes and weights used in Section IV-C have been properly adjusted for the
considered scenario [17].
• The problem in (11) is solved by Centralized each ∆T=250 ms with Trep=120 ms, while
the satisfaction threshold of Distributed is set to Thr=0.9.
• For faster post-processing, the obtained results in a single room of the layout of Fig. 7 have
been particularly analyzed as representative samples.
Table III summarizes the key simulation parameters used by the various schemes.
E. Cost-benefit analysis
This section conducts an analysis of the considered schemes from both the performance and
cost perspectives.
1) Performance evaluation: This section evaluates the performance of each of the considered
schemes in Section V-B based on the metrics defined in Section V-C. A set of N∈{3,· · ·,15}
active video clients are initially considered together with Nidle idle (i.e., attached) users such
that N+Nidle=15.
Fig. 8(a) plots the average objective function (i.e., f (·)) for an increasing number of active
video clients. To assess the individual performances achieved by the various clients, the associated
“in-context” suitability (i.e., s icn,k∗) and fairness index (i.e., Fairness) are separately shown in
Figs. 8(b) and 8(c), respectively. For a better analysis of the temporal behavior, Fig. 9 shows
the instantaneous QoE level perceived by an arbitrary (i.e., 6th) video client for N=9.
The results show that both the proposed network-assisted QoE-driven methodology (i.e.,
Proposed) and its centralized counterpart (i.e., Centralized) significantly outperform all other
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TABLE III
SIMULATION PARAMETERS
Domain Parameter Description Value
∆T Period for solving (11) 250 ms
Centralized Trep Reporting period 120 ms
rep Size of measurement reports 43 Bytes
NI The number of FLC inputs 3
NIF The number of input fuzzy sets 3
Proposed NR The number of fuzzy rules 27
NID The number of input discretization levels 32
NOD The number of output discretization levels 32
Distributed Thr Exploration threshold 0.9
K Number of RATs 2 (i.e., LTE and WLAN)
N Number of active video clients ∈{3,· · ·,15}
Nidle Number of idle users ∈{0,· · ·,240}
NbackW Number of unlicensed background sessions {0,10}
tbackW Duration of unlicensed background sessions 3 min
General parameters δn Weights of clients in (12) 1
Cavn (t) Available credit of the n-th video client 4 Gbits
Eavn (t) Available battery capacity of the n-th video client 37 800 J
vn Velocity of the n-th video client 0.3 Km/h
Tsim Simulation time 300 s
TS Duration of video segments 2 s
Qn(j(t)) Video quality of the j-th segment at time t ∈{5,10,15,20 Mbps}
schemes. On the one hand, adapting video quality within one single RAT cannot sustain a
good performance as the best RAT does change over time. When only LTE is exploited (i.e.,
DASH(LTE)), the well-regulated licensed band helps to achieve the best QoE levels, but is too
costly for the limited credit of video clients. As a result, the credit units are shortly exhausted
as can be observed in Fig. 9 at about t=205 s, which drops the session. It can be seen from
Fig. 8(b) and 8(c) that, in this case, all clients are experiencing comparable degradation at all
loads. In turn, when only WLAN is used (i.e., DASH(WLAN)), the contention level created
by the background sessions significantly reduces the capacity offered to video clients, which
degrades the performance particularly when a high number of video sessions is established.
On the other hand, when both RATs are exploited without any assistance from the network
(i.e., Distributed), the continuous exploration of better RATs whenever the performance is not
acceptable (i.e., from t=60 s to t=240 s) results in an instable behavior as reflected by the frequent
oscillations observed in Fig. 9. When comparing the best performing schemes (i.e., Proposed and
Centralized), it can be seen that, at low loads, both perform equally in terms of overall efficiency
IEEE TRANSACTIONS ON GREEN COMMUNICATIONS AND NETWORKING, VOL. XXX, NO. XXX, XXX YYY
4 6 8 10 12 14
The number of active DASH clients (i.e., N)
0
0.2
0.4
0.6
0.8
DASH(LTE)
DASH(WLAN)
Centralized
Proposed
Distributed
multi-RAT
solutions
single-RAT
solutions
(a)
4 6 8 10 12 14
The number of active DASH clients (i.e., N)
0
0.2
0.4
0.6
0.8
1
DASH(LTE)
DASH(WLAN)
Centralized
Proposed
Distributed
multi-RAT
solutions
single-RAT
solutions
(b)
4 6 8 10 12 14
The number of active DASH clients (i.e., N)
0.5
0.6
0.7
0.8
0.9
1
DASH(LTE)
DASH(WLAN)
Centralized
Proposed
Distributed
single-RAT
solutions
multi-RAT
solutions
(c)
Fig. 8. Performance analysis in terms of (a) Objective function, (b) “In-context” suitability and (c) Fairness index.
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Fig. 9. Evolution of the instantaneous QoE(t), N=9, 6th client.
(Fig. 8(a)), individual performances (Fig. 8(b)) and fairness levels (Fig. 8(c)). However, when
the number of video sessions becomes high (i.e., N≥12), Centralized is slightly degraded. This
is because Centralized relies on an uplink signaling that consumes a non-negligible fraction of
the offered capacity and becomes a limiting factor at the highest loads.
2) Cost analysis: This section assesses the control overhead generated by the various schemes
and its various components previously defined in Section V-C.
Fig. 10(a) plots the signaling overhead generated on the radio interface as a function of the
number of active video clients. Fig. 10(b) shows the corresponding amount of measurement
reports (i.e., Reporting) generated by Proposed and Centralized. The other schemes do not
generate any reporting, and are thus not shown. Fig. 10(c) presents the associated number of
RAT switches (i.e., Nswitch/s) performed by multi-RAT schemes (i.e., Proposed and Centralized).
Single-RAT schemes (i.e., DASH(LTE) and DASH(WLAN)) are not shown as they do not perform
any RAT switch. Note that the first two metrics are plot with a vertical axis in logarithmic scale
for improved visualization.
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Fig. 10. Analysis of the control overhead in terms of (a) Overhead, (b) Reporting and (c) Nswitch/s.
The results show that the control overhead introduced by Proposed is much smaller compared
to its centralized and distributed counterparts (Fig. 10(a)). On the one hand, the observed
improvement with respect to Centralized is mainly due to the reporting component as can be
seen in Fig. 10(b). This is because Centralized requires to continuously report all performances
even when RATs are not used, which increases the amount of report signaling per active session
particularly when the number of active clients is low. On the other hand, the overhead reduction
in reference to Distributed is mainly due to the RAT switch component as illustrated in Fig. 10(c).
The frequent reconfigurations experienced by Distributed are due to its trial-and-error exploration
of new RATs to cope with the lack of global knowledge. Note that the single-RAT schemes (i.e.,
DASH(LTE) and DASH(WLAN)) generate the least total overhead (Fig. 10(a)), but this comes at
a much worse performance as observed perviously in Fig. 8(a).
F. Practicality analysis
This section assesses the practicality of the considered approaches from the scalability and
energy consumption perspectives. The number of active clients is kept in all simulation rounds
at N=9.
1) Scalability analysis: This section makes an analysis of the scalability of the best performing
schemes (i.e., Proposed and Centralized). The evaluation is performed for the typical scenario
of few active video sessions and high number of idle (i.e., attached) users. The impact of the
unlicensed background sessions is isolated by setting N backW = 0.
Fig. 11 plots the average objective function and QoE level perceived during video sessions
for an increasing number of idle users (i.e., Nidle).
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Fig. 12. Analysis of the consumed energy (Etot) in terms of (a) Average breakdown and (b) Instantaneous evolution.
The results show that the performance of the proposed methodology (i.e., Proposed) does
not depend on the number of idle users and the highest QoE level can be maintained even for
the highest number of idle users (i.e., 240). In this case, the idle users do not have to report
any performance, and thus do not interfere with the active video sessions. In turn, Centralized
does not scale up well when more idle users are considered. Recall that Centralized relies on
a continuous reporting from all users to solve (11). The generated uplink signaling increases
the contention level and time-to-schedule for WLAN and LTE, respectively, and becomes a
bottleneck when a high number of users is attached. Note that these attached users are potential
active users in the future.
From a practical viewpoint, this means that, with a given capacity, Proposed can accommodate
more clients compared to Centralized, or equivalently, when Centralized is used, the capacity
should be expanded to serve the same number of clients. This makes Proposed particularly ap-
pealing for network operators to cut the expenses associated with unneeded capacity expansions.
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2) Energy consumption analysis: This section conducts an analysis of the consumed energy
by video clients and its various components defined in (28).
Fig. 12(a) plots the average energy consumed by each of the considered schemes (Etot) and
its breakdown into communication (Ecom) and processing (Eproc) components. Note that the
processing component includes only the extra energy required by each scheme, and is therefore
only shown for Proposed. For a better analysis of the observed behavior, Fig. 12(b) shows the
time evolution of the total energy consumption for an arbitrary (i.e., 6th) DASH client.
Looking first at single-RAT options (i.e., DASH(LTE) and DASH(WLAN)), it can be seen
that WLAN is more energy-efficient than LTE due to its leaner signaling. When more RAT are
exploited, the consumed energy increases to different levels depending on the scheme at hand. In
comparison to Centralized, Proposed significantly reduces the energy needed for communication
purposes at only a marginal energy cost incurred by processing (Fig. 12(a)). As a result, it
significantly reduces the total energy consumed with gains up to 45%. From the time evolution
shown in Fig. 12(b), it can be seen that the contribution of Algorithm 1 to the overall energy
consumption is negligible as the slope of Proposed is almost equal to that of DASH(WLAN) and
DASH(LTE) when the unlicensed background sessions are inactive (i.e., t∈[0,60 s]∪ [240,300 s])
and active (i.e., t∈[60,240 s]), respectively. Note that, when the clients act without any assistance
from the network (i.e., Distributed), the consumed energy is less in comparison to the other
multi-RAT schemes (Fig. 12(a)). This is because the energy needed to switch between power-
efficient and active states is rather small (i.e., Eoff−on=4.4µJ), which marginalises the impact
of the frequent RAT switches previously observed in Fig. 10(c). However, this lower energy
consumption is irrelevant as it comes at the cost of a much worse performance in Fig. 8(a).
In summary, the proposed network-assisted QoE-driven strategy performs similarly to its
centralized counterpart with much less requirements in terms of control overhead. From the scal-
ability viewpoint, it scales up much better than its centralized counterpart that gets overwhelmed
by an increasing uplink overhead. From the energy consumption perspective, it significantly
reduces the energy needed for communication purposes at only a marginal cost in terms of
processing, which drastically reduces the energy consumed on battery-powered devices.
VI. CONCLUSIONS AND FUTURE DIRECTIONS
This paper formulates an optimization problem to maximize an aggregate utility that captures
the “in-context” suitability of available radio access technologies (RATs) to support adaptive
IEEE TRANSACTIONS ON GREEN COMMUNICATIONS AND NETWORKING, VOL. XXX, NO. XXX, XXX YYY
video streaming subject to a single-homing constraint. Motivated by the practical limitations
of solving the considered problem on the network side, an alternative network-assisted quality-
of-experience (QoE)-driven methodology is devised to approximate its optimal solution based
on an interaction between the various video clients and network cells. The implications of the
proposed approach on the end-user devices are analyzed in terms of processing load and energy
consumption evaluated on one of the latest processor architectures used by current smartphones.
A cost-benefit analysis is conducted to benchmark the proposed methodology versus its fully
distributed and centralized counterparts. The results reveal that the proposed strategy significantly
outperforms its distributed counterpart in terms of aggregated utility, individual performances and
fairness levels, and performs differently with respect to its centralized counterpart depending on
the number of video clients. At low loads, it performs equally with much less requirements
in terms of control overhead. At high loads, the proposed strategy scales up well, while the
centralized approach gets overwhelmed by an increasing uplink signaling that reduces its capacity.
A practicality analysis of the proposed strategy for battery-powered devices shows that its gain
in terms of uplink signaling outweighs its cost in terms of processing load, which results in a
drastic reduction of the consumed energy. Therefore, the proposed solution provides a win-win
situation, where the video clients can sustain good QoE levels at reduced energy consumption,
while the network can accommodate more users with existing capacity.
As part of future work, it is intended to extend the proposed single-homing methodology
to support other applications, benchmark it against multi-homing approaches depending on the
performance-energy consumption tradeoffs and showcase its benefits in a real-word environment
(e.g., test-bed).
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