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Abstract
We study the four–dimensional superconformal N = 2 gauge theories engineered
by the Type IIB superstring on Arnold’s 14 exceptional unimodal singularities (a.k.a.
Arnold’s strange duality list), thus extending the methods of arXiv:1006.3435 to
singularities which are not the direct sum of minimal ones. In particular, we compute
their BPS spectra in several ‘strongly coupled’ chambers.
From the TBA side, we construct ten new periodic Y –systems, providing ad-
ditional evidence for the existence of a periodic Y –system for each isolated quasi–
homogeneous singularity with cˆ < 2 (more generally, for each N = 2 superconformal
theory with a finite BPS chamber whose chiral primaries have dimensions of the form
N/ℓ).
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1 Introduction
Supersymmetric N = 2 theories in four dimensions are an interesting laboratory to
understand Quantum Field Theory at strong coupling [1–5]. In these theories many
interesting physical quantities are protected by supersymmetry, and hence exactly
calculable. In particular, the precise spectrum of BPS states may be determined (in
principle) by a variety of methods [1–4,6–11]. An especially simple and elegant tech-
nique was introduced in ref. [12], based on the analysis of the quantum monodromy
M(q) — the basic wall–crossing invariant [3, 4, 13–16] — in combination with the
quantum cluster algebra formalism [17–25].
In ref. [12] a large class of 4d N = 2 theories were discussed in detail. Those
theories are labelled by a pair (G,G′) of simply–laced Lie algebras, and are UV
superconformal. They belong to the more general class of 4d models which may be
geometrically engineered by considering the Type IIB superstring on the geometry
R3,1×H [26], where H ⊂ C4 is a local 3–CY hypersurface specified by a polynomial
equation
H : f(x1, x2, x3, x4) = 0.
The resulting four–dimensional theory is N = 2 superconformal iff the defining poly-
nomial of H , f(xi), is quasi–homogeneous, which implies that H is singular at the
origin. The four–dimensional theory engineered on a smooth hypersurface f(xi) = 0
is then physically interpreted as the superconformal N = 2 theory associated to the
the leading quasi–homogeneous part f0(xi) of the polynomial f(xi), deformed by a
set of relevant operators corresponding to the lower degree part of the polynomial,
i.e. to ∆f ≡ f(xi)− f0(xi).
In refs. [26,27] it was shown that the singularity f0(xi) is at finite distance in the
complex moduli if it satisfies the condition
4∑
i=1
qi > 1, (1.1)
where the weights qi of the quasi–homogeneous polynomial f0(xi) are defined trough
the identity λ f0(xi) = f0(λ
qi xi), λ ∈ C∗. In the 2d language [28–31], the condition
(1.1) is equivalent to the statement that the Landau–Ginzburg model with superpo-
tential W ≡ f0(xi) has central charge cˆ < 2. As a consequence, if the homogeneous
3
part of the defining polynomial, f0(xi), satisfies eqn.(1.1), the geometry R
3,1×H is
a valid Type IIB background, and the geometrical engineering produces a consistent
4d N = 2 quantum field theory which, typically, has no weakly coupled Lagrangian
description.
The (G,G′) models studied in ref. [12] correspond to the special case in which
f0(xi) is the direct sum of two quasi–homogeneous polynomials
f0(xi) = WG(x1, x2) +WG′(x3, x4), (1.2)
whereWG(x, y) stands for the quasi–homogeneous polynomial describing the minimal
singularity associated to the ADE algebra G [28, 29, 32]. Of course, the general
polynomial f0(xi) satisfying eqn.(1.1) has not the ‘decoupled’ form of eqn.(1.2). Thus
one is lead to ask for the extension of the methods and results of [12] to singular
hypersurfaces of more general form.
Such an extension is the main purpose of the present paper. There is a partic-
ularly important class of non–minimal singularities, namely Arnold’s 14 exceptional
unimodal singularities [32, 33]. They have cˆ < 2, and hence define superconformal
N = 2 theories in four dimensions. These 14 models are, in a sense, the simplest
N = 2 superconformal gauge theories which are not complete in the sense of ref. [34].
The associated 14 singularities naturally appear in many different areas of mathe-
matics, and in particular in the representation theory of path algebras of quivers
with relations [35, 36] (for a review [37]), which is a natural mathematical arena for
understanding the BPS spectra of N = 2 theories [6, 7, 11, 34]. Hence this class of
N = 2 models appears to be ‘exceptional’ from the mathematical side as well as
from the physical one.
These 14 ‘exceptional’ gauge theories are the subject of our study. Actually, four
of them are of the (G,G′) form, and were already analyzed in [12]. The other 10 are
novel. In the process we introduce some combinatorial technique which may be of
use in computing the BPS spectrum of many other interesting N = 2 theories, as
we illustrate in some examples.
When the hypersuface H has the special form
0 = f(xi) ≡ g(x1, x2) + x3x4,
the four dimensionalN = 2 theory may also be engineered by considering the Abelian
4
(2, 0) six dimensional theory on the curve {g(x1, x2) = 0} ⊂ C
2 [12, 26]. From the
point of view of singularity and algebra representation theory, the equivalence of the
two constructions from 10d and 6d is just the Kno¨rrer–Solberg periodicity [38] which
directly implies the equality of BPS spectra.
The results of [12] and [26,27] have a peculiar implication from the point of view
of the Thermodynamical Bethe Ansatz [40]: They suggest the conjecture1 that to
each isolated quasi–homogeneous hypersurface singularity, having cˆ < 2, there is
associated a TBA Y –system which is periodic (the two–Dynkin diagrams Y –systems
[39] corresponding to direct sums of minimal singularities as in eqn.(1.2), [12]). Here
we check this prediction for the 14 Arnold exceptional singularities, including the
precise value ℓ of the minimal period. It will be highly desirable to have a direct
proof of this correspondence, making explicit the underlying connection between
singularity theory and cluster categories, in the spirit of ref. [39].
More in general, one expects a Y –system of period ℓ to be associated to any
N = 2 superconformal model having a BPS chamber with a finite spectrum and
whose chiral primary fields have dimensions of the form N/ℓ.
The paper is organized as follows. In section 2 we introduce Arnold’s exceptional
singularities and their properties. In section 3 we discuss the elementary properties
of the corresponding N = 2 theories, and in particular identify the quivers and
superpotentials of the corresponding SQM. In section 4 we review the part of the
results of [12] we need. In section 5 we introduce the combinatorial techniques we use
to implement the strategy of [12]. Section 6 contains a side example, SU(2) SQCD
with Nf = 4, which illustrates the power of the method in a gauge model not of
the Arnold class. In section 7 we present the BPS spectra of the Arnold exceptional
N = 2 theories in diverse chambers. In section 8 we discuss the periodicity of the
related Y –systems and check their consistence with the physical expectations. The
three appendices contain some more technical detail for the benefit of the interested
reader.
1 From a physical viewpoint (i.e. arguing trough string theory), this statement is equivalent to
the conjecture that all 4d N = 2 models engineered on such a singular hypersurface have at least
one chamber with a finite BPS spectrum.
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2 Arnold’s 14 exceptional unimodal singularities
The 14 Arnold exceptional unimodal singularities (at the quasi–homogeneous value
of the modulus) are written in table 1 as polynomialsW (x, y, z) in the three complex
variables x, y, z. The local CY 3–fold H , on which we engineer the corresponding
N = 2 model, is then given by the hypersurface in C4
W (x, y, z) + u2 + lower terms = 0. (2.1)
From the explicit expressions for W (x, y, z), we have the identifications
E12 ≡ A2A6 E14 ≡ A2A7 (2.2)
W12 ≡ A3A4 U12 ≡ D4A3 (2.3)
of four Arnold’s models with theories of the form GG′, G,G′ = ADE, already
studied in [12]. In the present paper we focus on the remaining 10 Arnold exceptional
N = 2 theories.
2.1 Coxeter–Dynkin graphs, Coxeter transformations
The last column of table 1 shows the Coxeter–Dynkin diagram of the singularity [33].
We recall its definition: The compact homology of the complex surface
{W (x, y, z) + · · · = 0} ⊂ C3
is generated by µ 2–spheres [41], where µ is the Milnor number of the singularity
(equal to the subfix in the singularity’s name). Fixing a strongly distinguished basis
of (vanishing) 2–cycles δj [32, 33], the negative of their intersection form, −δj · δk,
is an integral symmetric µ × µ matrix, with 2’s along the main diagonal, that is
naturally interpreted as a ‘Cartan matrix’. In fact, for a minimal ADE singularity2,
−δj · δk is the Cartan matrix of the associated simply–laced Lie algebra. However,
for a non–minimal singularity, it is not true that −δj · δk ≤ 0 for j 6= k, and hence
−δj · δk is not a standard Cartan matrix in the Kac sense [42].
Correspondingly, the Coxeter–Dynkin graph becomes a bi–graph, i.e. a graph
2 And a suitable choice of the basis δj .
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Table 1: Arnold’s 14 exceptional singularities
name polynomial W (x, y, z) weights qi Coxeter–Dynkin diagram
E12 x
3 + y7 + z2 1/3, 1/7, 1/2
• • • • • •
• • • • • •
E13 x
3 + xy5 + z2 1/3, 2/15, 1/2
• • • • • •
• • • • • • •
E14 x
3 + y8 + z2 1/3, 1/8, 1/2
• • • • • • •
• • • • • • •
Z11 x
3y + y5 + z2 4/15, 1/5, 1/2
• • •
• • • •
• • • •
Z12 x
3y + xy4 + z2 3/11, 2/11, 1/2
• • •
• • • •
• • • • •
Z13 x
3y + y6 + z2 5/18, 1/6, 1/2
• • •
• • • • •
• • • • •
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name polynomial W (x, y, z) weights qi Coxeter–Dynkin diagram
W12 x
4 + y5 + z2 1/4, 1/5, 1/2
• • • •
• • • •
• • • •
W13 x
4 + xy4 + z2 1/4, 3/16, 1/2
• • • •
• • • •
• • • • •
Q10 x
2z + y3 + z4 3/8, 1/3, 1/4
• •
• •
• • •
• • •
Q11 x
2z + y3 + yz3 7/18, 1/3, 2/9
• •
• •
• • •
• • • •
Q12 x
2z + y3 + z5 2/5, 1/3, 1/5
• •
• •
• • • •
• • • •
8
name polynomial W (x, y, z) weights qi Coxeter–Dynkin diagram
S11 x
2z + yz2 + y4 5/16, 1/4, 3/8
• •
• • •
• • •
• • •
S12 xy
3 + x2z + yz2 4/13, 3/13, 5/13
• •
• • •
• • •
• • • •
U12 x
3 + y3 + z4 1/3, 1/3, 1/4
• • •
• • •
• • •
• • •
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with two kinds of edges, solid and dashed. Nodes j, k are connected by |δj ·δk| edges;
the edges are solid if δj · δk > 0, and dashed if δj · δk < 0.
It should be stressed that the Coxeter–Dynkin diagram is not unique, since it
depends on the particular choice of a (strongly distinguished) homology basis. Two
such bases differ by the action of the braid group acting by Picard–Lefshetz transfor-
mations [32, 33]. The physical interpretation of this non–uniqueness is well known:
In the 2d language the Picard–Lefshetz transformations correspond to BPS wall–
crossings [31], while from the 4d perspective they are understood as SQM Seiberg
dualities [43].
One important invariant of the singularities is (the conjugacy class of) its Coxeter
transformation, also known as the strong monodromy H . With respect to a strongly
distinguished basis one has
H = −(S−1)tS, (2.4)
where
Sjk = δjk −
{
δj · δk k > j
0 otherwise,
(2.5)
and S encodes the 2d BPS spectrum of the Landau–Ginzburg (LG) model with
superpotential W [31].
3 Arnold’s N = 2 superconformal theories
3.1 Quivers and superpotentials
3.1.1 Set up
Being quantized, the conserved (electric, magnetic, and flavor) charges of a four
dimensional N = 2 theory take value in a lattice Γ. On general grounds such a
lattice is endowed with a skew–symmetric integral form
〈γ, γ′〉Dirac = −〈γ
′, γ〉Dirac ∈ Z, γ, γ
′ ∈ Γ, (3.1)
given by the Dirac electric–magnetic pairing.
If the four dimensional N = 2 theory is a quiver theory in the sense of ref. [34],
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we may choose (non–uniquely, in general) a distinguished set {αi} of generators of
the charge lattice, Γ ≃ ⊕i Zαi, having the physical properties specified in ref. [34],
and, in particular, such that (in the given chamber) all stable BPS particles have
charge vectors of the form ±
∑
iNi αi ∈ Γ with Ni non–negative integers.
Given such a preferred basis {αi}, we define the exchange matrix Bij to be
Bij = 〈αi, αj〉Dirac, i, j = 1, 2, . . . , rankΓ. (3.2)
To the skew–symmetric matrix Bij we associate a 2–acyclic quiver Q trough the
following rule: Q has one node (labelled i) for each generator αi, whereas between
nodes i and j we draw Bij arrows, a negative number standing for arrows in the
opposite direction i← j.
The quiver Q so obtained has a direct physical meaning (see [34] and references
therein): A BPS state of the 4d N = 2 theory having charge vector
∑
iNiαi ∈ Γ is
identified with a supersymmetric state of the quiver SQM with quiver Q, gauge group
at the i–th node U(Ni), and a suitable
∏
i U(Ni) gauge–invariant superpotential
W. The SQM superpotentials W which may appear are severely restricted by the
structure of the quiver Q, and are often uniquely determined by it.
3.1.2 2d/4d correspondence revisited
The 2d/4d correspondence of ref. [12] states that the quiver Q of the 4d theory
engineered on a CY hypersurface W + u2 = 0 is equal to BPS quiver of the 2d LG
model having superpotential W + u2. Basically, the nodes of the 4d quiver Q are
in one–to–one correspondence with the susy vacua of the 2d model, and two nodes
of Q, j and k, are connected by a number of arrows equal to the signed number of
BPS states interpolating the corresponding 2d vacua, |j〉 and |k〉. To implement this
rule, it is convenient to integrate away the decoupled free 2d superfield u, remaining
with the LG 2d superpotential W . Then, as shown in [31, 44], the 2d susy vacua
|j〉 are in one–to–one correspondence with the elements of a strongly distinguished
basis {δj} of the vanishing homology of the hypersurface H : {W = const.}, and
the signed number of BPS particles interpolating between |j〉 and |k〉 is given by the
corresponding intersection number δj · δk. Hence the 2d/4d correspondence predicts
a quiver with δj · δk arrows between nodes j and k, a negative number again meaning
arrows in the opposite direction. In other words, the exchange matrix Bjk of Q is
11
given by
B = St − S, (3.3)
where S is as in eqn.(2.5)3. Equivalently, the 2d quantum monodromy in the sense
of ref. [31] is minus the Coxeter transformation H of the singular hypersurface (and
thus S is identified with the half–plane Stokes matrix of [31]).
The 2d/4d correspondence is rather subtle, since it depends on the correct iden-
tification of a strongly distinguished basis, and it should be implemented with the
necessary care. For this reason, here we present a more intrinsic derivation of the
N = 2 Dirac quiver from the Coxeter–Dynkin diagram of the singularity; this method
has the additional merit of predicting also the superpotential W of the quiver (su-
per)quantum mechanics whose susy vacua give the 4d BPS states. One check that
the proposed procedure is equivalent to the proper 2d/4d correspondence, is that it
reproduces the correct 2d quantum monodromy −H , which is the mutation–invariant
content of the 2d BPS quiver.
There is a standard dictionary [45] between Dynkin bi–graphs and (classes of) al-
gebras which generalizes Gabriel’s relation between representation–finite hereditary
algebras and ordinary (simply–laced) Dynkin graphs [46–48]. One picks an orienta-
tion of the solid arrows to get a quiver Q; then the dashed arrows are interpreted
as a minimal set of relations generating an ideal J in the path algebra CQ of that
quiver. Finally, one considers the basic algebra CQ/J . Of course, the orientation of
Q has to be chosen in such a way that the dashed lines make sense as relations in
CQ.
Let us illustrate this procedure in the example of the E12 Coxeter–Dynkin bi–
3 Notice that the notions of a strongly distinguished homology basis {δj} in the sense of [32,33],
and that of a distinguished basis of the charge lattice {αj} in the sense of [34] agree under the 2d/4d
correspondence.
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graph
• • • • • •
• • • • • •
orientation
−−−−−−−→
orientation
−−−−−−−→
•
a1 //
b1

•
a2 //
b2

•
a3 //
b3

•
a4 //
b4

•
a5 //
b5

•
b6

• c1
// • c2
// • c3
// • c4
// • c5
// •
(3.4)
where the quiver in the rhs is supplemented with the relations generating the ideal
J determined by the dashed edges in the lhs, namely
bj+1 aj = cj bj , j = 1, 2, . . . , 5. (3.5)
These relations just state that the squares in (3.4) are commutative, and hence imply
that the resulting algebra AE12 ≡ CQ/J is isomorphic to the product C ~A6 ⊗ C ~A2,
where C ~An stands for the path algebra of the linear An Dynkin quiver
~An :
n nodes︷ ︸︸ ︷
• // • // • // · · · // • // • .
The models having this tensor product form were solved in ref. [12] by exploiting
the isomorphism AE12 ≃ C ~A6 ⊗ C ~A2 and its generalizations to CG ⊗ CG
′ (G,G′
being arbitrary ADE Dynkin quivers).
Let4 Cji ≡ dimHom(Pi, Pj) be the matrix counting the number of paths between
the i–th and j–th node in the quiver Q (identifying paths which differ by an element
of J). The Euler form of AE12 is the non–symmetric bilinear form on the dimension
lattice ΓE12 defined by the matrix C
−1, that is
〈X, Y 〉E ≡
2∑
k=0
(−1)k Extk(X, Y ) = (dimX)tC−1(dimY ). (3.6)
4 Here Pi denotes the projective cover of the simple representation Si (Si is the representation
with the one–dimensional space C at the i–th node, and zero elsewhere). Since all our algebras are
basic, A ≃ ⊕iPi as (right) A –modules. We also stress that our algebras satisfy gl.dim.A ≤ 2.
This property is absolutely crucial for the consistency of our manipulations.
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The Cartan matrix, Dirac pairing, and Coxeter element of the algebra AE12 are,
respectively,
(C−1)t + C−1 (Cartan matrix)
(C−1)t − C−1 (Dirac pairing)
− CtC−1 (Coxeter element)
(3.7)
which agree with the predictions of the 2d/4d correspondence since C−1 = S, as it
easy to check going trough the definitions.
However AE12 ≃ C ~A6 ⊗C ~A2 is not the final story. From the point of view of the
quiver supersymmetric quantum mechanics, the relations of J may arise only from
the F–term flatness equations ∂W = 0. Hence we have to introduce a SQM super-
potentialW and additional Lagrange–multiplier superfields λj, one per fundamental
relation of J , that is, one λj per dashed edge in the bi–graph. This is equivalent to
replacing the dashed edges of the Coxeter–Dynkin diagram with arrows going in the
opposite direction. Then, for the E12 example, the superpotential is
W =
5∑
j=1
Tr
(
λj(bj+1aj − cjbj)
)
. (3.8)
In this way we get a completed quiver Q˜, and the algebra AE12 gets completed to
the Jacobian algebra CQ˜/∂W which is known as the 3–Calabi–Yau completion of
AE12 , written Π3(AE12) [49]. This completed algebra is the one relevant for the SQM
theory describing the 4d BPS states.
3.1.3 The square and the Coxeter–Dynkin forms of the quiver
By repeated mutations (Seiberg dualities) we eliminate all diagonal arrows from the
completed quiver Q˜, and we end up with the square form of the quiver
• // •

• //oo •

• //oo •

•
OO
• //oo •
OO
• //oo •
OO
•oo
(3.9)
14
•a1 // a2 // · · · // ap−1 // •

OO
bq−1oo · · ·oo b1oo
•
aaBBBBBBBBB
>>||||||||
// cr−1 //
``BBBBBBBBB
cr−2 // · · · // c2 // c1
values of p, q, r
E12 2, 3, 7 Z11 2, 4, 5 Q10 3, 3, 4 W12 2, 5, 5 S11 3, 4, 5
E13 2, 3, 8 Z12 2, 4, 6 Q11 3, 3, 5 W13 2, 5, 6 S12 3, 4, 5
E14 2, 3, 9 Z13 2, 4, 7 Q12 3, 3, 6 U12 4, 4, 4
Figure 1: The quiver corresponding to the 3–Calabi–Yau completion of the Coxeter–
Dynkin algebra of extended canonical type D̂(p, q, r); the table gives the correspon-
dence (singularity type) ←→ (p, q, r).
where all squares are cyclically oriented5. Then the superpotentialW is simply given
by the sum of the traces of the products of Higgs fields along each oriented square.
This procedure may be repeated word–for–word for all the Coxeter–Dynkin dia-
grams of the 14 exceptional singularities. Then
(The square form of the quiver with superpotential) The quiver of the
corresponding N = 2 theory is obtained from the Coxeter–Dynkin diagram in the
form of table 1 by eliminating the dashed arrows and orienting all the squares. The
superpotential W is the sum of the traces of the cycles corresponding to the oriented
squares.
Of course, the quiver is not unique, and indeed each mutation class contains in-
finitely many different cluster–equivalent quivers. The one described above is partic-
ularly convenient for ‘strong coupling’ calculations. There is also a ‘Coxeter–Dynkin’
form of the quiver whose Jacobian algebra corresponds to the 3–CY completion of
a Coxeter–Dynkin algebra of extended canonical type6 D̂(p, q, r) which is a tilting
5 The claim is easily checked with the help of Keller’s quiver mutation applet [50].
6 The the Coxeter–Dynkin algebra of extended canonical type, D̂(p, q, r) is identified with the
15
of (and hence derived equivalent to) the one–point extension of the canonical alge-
bra C(p, q, r) at a projective indecomposable. The quiver of Π3(D̂(p, q, r)) is pre-
sented in figure 1. For a discussion of the relevant extended canonical algebras and
Coxeter–Dynkin algebras, and their relations to Arnold’s exceptional singularities,
see refs. [35, 36].
The bi–graph obtained by replacing in figure 1 the double arrows by dashed lines
and all other arrows by solid edges was show by Ebeling [51] to correspond to the
Coxeter–Dynkin diagram of the singularity with respect to a strongly distinguished
homology basis (related to the previous one by a braid transformation). This is
another check of the 2d/4d correspondence in the stronger version used here.
3.2 Minimal non–complete models
The models discussed in the present paper are not complete theories in the sense
of [34]. To contrast them, we start by recalling the definition of complete N = 2
theories. Let D be the domain in parameter space which corresponds to consistent
quantum field theories. The central charge function Z
(∑
iNiαi
)
=
∑
i ZiNi defines
a holomorphic map ̟
D
̟
−−→ Cr, λa 7→ Zi ∈ C
r. (3.10)
An N = 2 model is called complete [34] if the image of ̟ has dimension r, that is,
codimension zero.
For a non–complete theory, the computation of the BPS spectrum by any method
related to the KS wall–crossing formula — such as cluster–combinatorics [12], or the
stability conditions on quiver representations [34] — is questionable on the grounds
that the particular mathematically–defined BPS chamber CBPS ⊂ Cr in which we are
path algebra of the quiver in figure 1 with the Kronecher subquiver replaced by two dashed lines (i.e.
by two relations) bounded by the ideal J generated by the two relations. Calling αi, βi, i = 1, 2, 3,
the single arrows forming the oriented triangles in figure 1, the two relations are
α2β2 + α3β3 = 0 and α1β1 = α3β3,
from which we deduce the superpotential of the 3–CY completed canonical quiver SQM
W = λ1(α2β2 + α3β3) + λ2(α1β1 − α3β3).
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computing — typically picked up for its technical simplicity — may have no overlap
with the image ̟(D), and hence be outside the physical region of the parameters.
In this case, the spectrum we compute does not correspond to any physically real-
izable regime. Of course, the computation is still mathematically correct, and all
the chamber independent quantities, like the conjugacy class of the quantum mon-
odromy and the related UV invariants Tr[M(q)k] [12], have their physically correct
values, and we can always recover the physical spectrum (in principle) by applying
the KS wall–crossing formula. However, as physicists, we are interested in knowing
whether the spectrum we compute has a direct physical meaning, or if some further
mathematical work is required to extract the physically relevant informations.
The purpose of the present subsection is to present some general remark on the
question of the physical realizability of the special symmetric BPS chambers we use in
our computations. The reader may prefer to skip the following qualitative discussion,
and jump ahead to the more formal arguments.
The present theories, although non–complete, are minimally so, in the sense that
the codimension of the image ̟(D) ⊂ Cr is just 1. In other words, there is only
one quantum–obstructed variation (δZi)obs of the central charge function, normal
to the physical submanifold ̟(D) ⊂ Cr. In general, modifications Zi → Zi + δZi
correspond to infinitesimal deformations of the periods of the holomorphic 3–form
Ω associated to deformations δtj of the complex structure of the hypersurface H of
the form
W (x, y, z) + u2 +
∑
j
δtj φj = 0, (3.11)
where {φj} is a basis of chiral primaries for the 2d LG model with superpotential
W (x, y, z). The offending deformation (δZi)obs is the one associated to the unique
chiral primary of dimension > 1, namely the Hessian H = det ∂α∂βW . The problem-
atic deformation is precisely the one defining the 1–parameter family of inequivalent
singularities7, which is the only primary perturbation which changes the behavior at
infinity in field–space (and hence may spoil the quantum consistency).
To address the physical realizability question, we have to make sure that, in the
chamber we compute, the Hessian deformation is not switched on. There are two
arguments: a mathematical one which is only partly conclusive, and a more stringent
7 By definition, a unimodal singularity has a 1–parameter family of inequivalent singular defor-
mations.
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E13 A7A2 : x
3 + y8 + z2
(
13
12
)
xy5
(
23
24
)
1
11
Z11 A4A3 : x
4 + y5 + z2
(
11
10
)
x3y
(
19
20
)
1
9
Z13 A5A3 : x
4 + y6 + z2
(
7
6
)
x3y
(
11
12
)
1
5
W13 A5A3 : x
4 + y6 + z2
(
7
6
)
xy4
(
11
12
)
1
5
Q10 A3D4 : x
3 + y3 + z4
(
7
6
)
x2z
(
11
12
)
1
5
Q12 A4D4 : x
3 + y3 + z5
(
19
15
)
x2z
(
13
15
)
4
11
S11 A3D4 : x
2z + z3 + y4
(
7
6
)
yz2
(
11
12
)
1
5
Table 2: Arnold’s superconformal gauge theories as IR fixed points of superconformal
square tensor models [12] perturbed by the less relevant operator.
physical one.
Mathematically, if we can show that our spectral computation holds true in (an
open neighborhood of) a complex submanifold S ⊂ Cr of dimension ≥ 1, we would
expect that generically the intersection S ∩̟(D) 6= ∅, and hence the computed spec-
trum is actually realized in some physical regime. Our computations are typically
valid in submanifolds S of large dimension, and so, as long as their position is not
too special, the physical subset S ∩̟(D) also has positive dimension. However, our
S ’s will correspond to particularly simple situations (otherwise the computations
would not be that easy), and hence are typically non–generic.
Looking to the Coxeter–Dynkin diagrams in table 1, we see that they are all sub-
graphs of two kinds of (bi)graphs associated to direct sums of minimal singularities
of the two forms
An ⊠ Am x
n+1 + ym+1 + z2
An ⊠D4 x
3 + y3 + zn+1
(3.12)
to which the arguments of [12] directly apply. Physically, the 10 Arnold supercon-
formal models which are not already of the form GG′ may be obtained as follows:
one starts with a suitable ‘big’ GG′ theory, and perturbs it by a certain relevant
operator (that is, relevant at the UV fixed point described by the GG′ theory), in
such a way that the corresponding N = 2 theory will flow in the IR to the Arnold
superconformal theory we are interested in.
In table 2 we list some convenient choices of UV GG′ theories and relevant
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perturbations φ⋆ for seven of the 10 non–product Arnold theories. The first number
in parenthesis is the central charge cˆ of the 2d UV Landau–Ginzburg; one has cˆ < 2,
and hence the corresponding 4d N = 2 quantum theories exist by the criterion of
refs. [12, 26, 27]. The second number in parenthesis is the UV dimension (in the 2d
sense !) of the perturbing chiral primary φ⋆; notice that it is always 2d relevant
(at the UV fixed point). The last column of table 2 is the mass dimension of the
4d coupling t⋆ corresponding to the deformation φ⋆ (at the UV fixed point) given
by [26]
[t⋆] =
2(1− q(φ⋆))
(2− cˆ)
. (3.13)
The two theories Z12 and Q11 are better described as the final IR fixed points of RG
‘cascades’
A5A3
x3y (11/12)
−−−−−−−−→ Z13
xy4 (17/18)
−−−−−−−−→ Z12 (3.14)
A4D4
x2z (13/15)
−−−−−−−−→ Q12
yz3 (14/15)
−−−−−−−−→ Q11 (3.15)
where the perturbing monomials φ⋆ and their dimensions are written over the corre-
sponding arrow. S12 is more tricky; however we may still consider it as the IR fixed
point of the model defined by the hypersurface (y2z+ z3+x5)+xz2+x3y whose UV
limit is A4D4.
The above RG discussion applies directly to the Arnold N = 2 theories at their
superconformal point, that is with all relevant deformations switched off. We are, of
course, interested in the massive deformations of the theory which produce interesting
chamber–dependent BPS spectra. For the massive case, we may argue as follows:
we start with the AnG deformed hypersurface
λ yn+1 +WG(x, z) + φ⋆ +
∑∗
i
tiφi + v
2 = 0, (3.16)
where the sum
∑∗ is over chiral primaries of dimension q less than q(φ⋆). By the
criterion of [26, 27] , the hypersurface (3.16) corresponds to a physical regime of the
(non–complete) AnG theory for all λ, ti provided λ 6= 0. As λ → 0, some states
become infinitely massive and decouple. The decoupling limit produces a physically
realizable regime of the mass–deformed N = 2 Arnold theory we are interested in.
The physical idea is then to control the realizability of a given BPS chamber
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for an Arnold theory by starting from the AnG theory (3.16), at large λ, in a
BPS chamber which is known to be physical, and then continuously deform λ to
zero, while ensuring that no wall of marginal stability is crossed in the process. By
construction, we end up into a physical chamber of the (massive) Arnold theory,
whose BPS spectrum differs from the one of the original AnG theory only because
some particle got an infinite mass in the λ→ 0 limit and decoupled.
As an initial reference chamber of the AnG theory we take one of those consid-
ered in [12]. In general, for a G′G model there is a chamber with a finite spectrum
consisting of hypermultiplets with charge vectors
α⊗ βa ∈ Γ ≃ ΓG ⊗ ΓG′ , α positive root of G, βa simple roots of G
′. (3.17)
There is an obvious duality G ↔ G′ which produces a second finite chamber with
the role of G and G′ interchanged. It is believed [12] that these two BPS chambers
do correspond to physical situations, and hence they may be used as the starting
points at large λ for the family of theories (3.16).
Let us sketch the argument of [12] for N = 2 models of the form AnG, where
G is any ADE Dynkin diagram. Such models are engineered by Type IIB on a
hypersurface H : WG(x, y, z) + Pn+1(v) = 0, where WG(x, y, z) stands for the usual
G minimal singularity and Pn+1(v) is a degree n + 1 polynomial that we take of
the Chebyshev form. We can see this geometry as a compactification of IIB down
to 6 dimensions on a deformed G–singularity whose deforming parameters depend
(adiabatically) on the complex coordinate v. As in ref. [26], the compact 3–cycles on
the hypersurface H are seen as vanishing 2–cycles of the G–type singularity fibered
over a curve in the v–plane connecting two zeros of Pn+1(v). The G–singularity
produces tensionless strings in one–to–one correspondence with the positive roots of
G. Let δα(v) be the vanishing cycle over v associated to the positive root α. We
define and effective SW differential
λα(v) =
∫
δα(v)
Ω ∼
(
Pn+1(v)
)∆α
dv, (3.18)
vanishing at the zeros of Pn+1(v). Then for each α ∈ ∆+(G) we may repeat the anal-
ysis of [26], showing that the spectrum (3.17) corresponds to a physically realizable
chamber.
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In practice, it may be difficult to check the existence, in the complex λ–plane, of a
path from zero to infinity which avoids all wall–crossings while keeping control of the
possible mixing between the conserved quantum currents. Therefore, we shall mostly
use the above idea in a weak sense, namely, we shall consider a mathematically correct
BPS spectrum which is naturally interpreted as the result of the decoupling of some
heavy states from the known physical spectrum of the appropriate AnG model, as
a physically sound BPS spectrum which, having a simple physical interpretation, also
provides circumstantial evidence for the physical realizability of the corresponding
chamber.
3.3 Flavor symmetries
The number nf of flavor charges, or more precisely the dimension of the Cartan
subalgebra of the flavor symmetry group Gf , is an important invariant of the theory,
which is independent of the parameters (however, at particular points in the phys-
ical domain D we may have a non–Abelian enhancement of the flavor symmetry,
U(1)nf → Gnf , which preserves its rank).
A general consequence of 2d/4d correspondence [12, 34] is that nf , which is (by
definition) the number of zero eigenvalues of the Dirac pairing matrix Bij , is equal to
the number of 2d chiral primary operators whose UV dimension qi is equal to cˆ/2. In
particular, nf = rankΓ mod 2. The eigenvalues ofH are equal to− exp[2πi(qi−cˆ/2)]
[31], and so nf is equal to the multiplicity of −1 as an eigenvalue of H . Then nf may
be directly read from the factorization of the characteristic polynomial of H into
cyclotomic polynomials, see table 2 of ref. [35]: nf is just the number of Φ2 factors
in the product. Thus
nf =

2 Z12, U12
1 odd rank
0 otherwise.
(3.19)
3.4 Order of the quantum monodromy
In ref. [12] it was shown that the quantum monodromy M(q) of a N = 2 model
engineered by Type IIB on a non–compact CY hypersurface H ⊂ C4, given by the
zero locus of a (relevant deformation of a) quasi–homogeneous polynomial f0(xi),
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E13 7 Z11 7 Z12 5 Z13 8 W13 7
Q10 11 Q11 8 Q12 13 S11 7 S12 11
Table 3: (Reduced) orders of the quantum monodromy for the 10 Arnold’s excep-
tional theories which are not of the tensor from GG′.
has a finite order ℓ, that is,
M(q)ℓ = 1, (identically in q ∈ C∗) (3.20)
in the sense of equality of adjoint actions on the quantum torus algebra TΓ (see §. 4.1
for precise definitions).
The minimal value of the integer ℓ is easy to predict. Let d, w1, w2, w3, w4 be
integers such that
λd f0(xi) = f0(λ
wixi) ∀λ ∈ C, (3.21)
normalized so that gcd{d, w1, w2, w3, w4} = 1. The redefinition xi → λwi xi trans-
forms the CY holomorphic 3–form Ω into λ
∑
i wi−dΩ. Hence the monodromy corre-
sponds to replacing λ with exp[2πit/(
∑
i wi − d)] and continuously taking t from 0
to 1. In terms of the original variables, this is
xi → exp
(
2πi
wi∑
i wi − d
)
xi (3.22)
and the monodromy order ℓ is
ℓ =
∑
iwi − d
gcd{
∑
i wi − d, w1, w2, w3, w4}
. (3.23)
In the case of a singularity of the form f0(x, y) + z
2 + v2 it is more convenient to
consider the reduced order, corresponding to the engineering of the model from the
6d (2, 0) theory. It corresponds to setting w3 = d, w4 = 0 in the above formula.
3.5 Arnold’s exceptional N = 2 models as gauge theories
In the title we referred to the Arnold’s exceptional models as gauge theories. Up to
now, the gauge aspect of these models has not manifested itself. Although in the
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present paper we are mainly interested in ‘strong coupled’ regimes in which the BPS
spectrum contains just finitely many hypermultiplets, these theories do have ‘weakly
coupled’ phases where BPS vector–multiplets are present. At least in the simplest
situations, the couplings of these vector–multiplets may be physically interpreted
as a super–Yang–Mills sector weakly gauging a subgroup G of the global symmetry
group of some ‘matter’ system (which is non–Lagrangian, in general). Hence the
Arnold exceptional N = 2 theories behave as gauge theories in some corner of their
parameter space, although a full understanding of the phases with stable BPS vector–
multiplets requires a more in–depth study which we leave for future work.
Counting dimensions, we see that a minimal non–complete N = 2 model which
has, in some limit, the structure of a G SYM weakly coupled to some other sector,
the gauge group G must have one of the following forms
SU(2)k, SU(2)k × SU(3), SU(2)k × SO(5), SU(2)k ×G2, (3.24)
for some k ∈ N. For the exceptional Arnold models, it is easy to prove the existence
of physical limits with G = SU(2), while larger gauge groups are not at all excluded.
To produce a physical regime with a weakly coupled SU(2) SYM sector, it is
enough to deform the Arnold singularity with suitable lower–order monomials (cor-
responding to a particular choice of the central charge function Zi inside the physical
region ̟(D)) which causes the flow, in the IR, to one of the elliptic–E complete su-
perconformal gauge theories [34], and specifically
to the E
(1,1)
8 ≡ A2A5 model for E12, E13, E14,
to the E
(1,1)
7 ≡ A3A3 model for Z11, Z12, Z13,W12,W13,
to the E
(1,1)
6 ≡ A2D4 model for Q10, Q11, Q12, S11, S12, U12.
The IR effective theory is known to have physical chambers with a stable SU(2)
gauge vector coupled to three D–type Argyres–Douglas systems [34]. Since the IR
theory is complete, we can tune the coefficients of the defining polynomial of H to
get an arbitrarily weak gauge coupling.
One way to prove the existence of a mathematically–defined8 BPS chamber with
8 By mathematically–defined we mean a chamber defined by some choice of the complex numbers
Zi which may or may not be in the image ̟(D) of the physical domain in parameter space, D.
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a stable BPS vector–multiplet is to look for a (non–necessarily full) subquiver S of Q
which is mutation equivalent to an acyclic affine quiver. This generalizes the strategy
of looking for Kronecker, i.e. Â(1, 1), subquivers used in [34].
If S is a full subquiver of Q, the existence of a mathematical BPS chamber with a
stable BPS vector–multiplet is guaranteed: Indeed, the quantization of the P1 family
of brick representations9 of S with dimension vector
∑
iNiαi equal to the minimal
imaginary root δ, extended by zero to a representation of the total quiver Q, produces
— for suitable choices of the complex numbers Zi — a stable BPS vector–multiplet.
If S is not a full subquiver, the statement remains true, provided the above
P1 family of representations of S, when seen as representations of the total quiver
Q, has the following two properties: 1) it satisfies the relations ∂W = 0 induced
from the arrows in Q \ S, and 2) it does not admit further continuous deformations
corresponding to switching on non–trivial maps along the arrows of the full subquiver
over the nodes S0 which are not in S. Indeed, if this no–extra–deformation condition
is not verified, we have to quantize a moduli space of dimension larger than one,
possibly producing higher spin representations of N = 2 supersymmetry, instead
than just vector–multiplets.
The quivers of the exceptional Arnold models always have affine subquivers (as
it is already evident from the Coxeter–Dynkin form of the quiver, see figure 1) and
we may even find pairs of non–overlapping such affine subquivers, leading to the
possibilities of chambers with more than one BPS vector–multiplet.
As an (intriguing) example, take the model E13 and consider the following pair
9 The existence of this family of brick representations follows directly from Kac’s theorem [52].
For details see e.g. [45, 53–55].
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of P1 families of representations with mutually disjoint support
0 // 0

0oo // 0

Coo
0 // C
[1,0]

0
OO
0oo // 0
OO
Coo
i
//
C2
[0,1]t
OO
C21
oo
[1,1]t
// C
(3.25)
C
i //
C2
[0,1]t

C2
1oo
[1,1]t
// C

0oo // 0

0
OO
Coo 0
// C
[1,0]
OO
0oo // 0
OO
0oo // 0
(3.26)
where the map C
i
−→ C2 defines a line in C2 and hence a point in P1. Both repre-
sentations are pulled back from a representation of a D̂5 non–full subquiver having
dimension vector the minimal imaginary root. Note that the representations satisfy
the constraints from the F–term flatness conditions ∂W = 0, with W as in §. 3.1.
It remains to check that there are no continuous deformations of these P1 families
obtained by giving non–zero values to the omitted arrow (the arrow with an explicit
0 in eqns.(3.25)(3.26)). Indeed, these arrows are constrained to remain zero by the
F–term relations ∂W = 0. Hence, the P1 family is not further enlarged, and the cor-
responding BPS vector–multiplet is stable for a suitable choice of the Zi’s. We write
δ1, δ2 for the charge vectors of the resulting vector–multiplets. Counting arrows, we
see that
〈δ1, δ2〉Dirac = 1 (3.27)
Hence the two vector–multiplets are not mutually local. If the mathematical chamber
in which both vectors are stable is physically realizable — which is certainly not
guaranteed, and perhaps unlikely — the physics will not be that of a conventional
gauge theory.
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4 The cluster strategy of CNV
4.1 Quantum cluster mutations
Let Q,W be the SQM quiver and superpotential10 of a 4d N = 2 theory and Γ =
⊕iZαi its charge lattice. We write Yi ≡ Yαi for the generators of the associated
quantum torus algebra TQ defined by the relations
Yi Yj = q
〈αi,αj〉 Yj Yi ≡ q
Bij Yj Yi. (4.1)
4.1.1 Quantum mutations
By a quantum mutation of the quantum torus algebra TQ we mean the composition of
an (ordered) sequence of elementary mutations at various nodes ofQ. The elementary
quantum mutation, Qk, at the k–th node of the 2–acyclic quiver Q is the composition
of two transformations [12, 23–25, 59]:
(1) a basic mutation of the quiver at the k–th node, Q→ µk(Q). The incidence
matrix µk(Bij) of the mutated quiver µk(Q) is
Bij → µk(Bij) =
{
−Bij if i = k or j = k;
Bij + sign(Bik) max{BikBkj , 0} otherwise
(4.2)
together with a suitable mutation of the superpotential, W → µk(W) [56–58], whose
explicit form we do not need. To compare elements of TQ and Tµk(Q), the mutation
of the quiver Q→ µk(Q) should be supplemented by a change of basis in the charge
lattice Γ, which corresponds to choosing a different set of generators of the algebra
TQ according to the rule
11
Yi → Y
′
i = q
−〈αi,αk〉 [〈αi,αk〉]+/2 Yi Y
[〈αi,αk〉]+
k i 6= k (4.3)
Yk → Y
′
k = Y
−1
k where [a]+ ≡ max{a, 0}, (4.4)
10 Technically, (Q,W) should be a non degenerate quiver with superpotential in the sense of
refs. [56–58]. This is automatically true for ourW ’s produced by the strong 2d/4d correspondence.
11 This is the right mutation. There is also a left mutation differing by a twist [59].
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or, equivalently,
Y ′i =

Y −1k if i = k
Yi if there are no arrows i→ k in Q
q−m
2/2 YiY
m
k if there are m ≥ 1 arrows i→ k in Q.
(4.5)
Notice that
q−m
2/2 YiY
m
k = N [YiY
m
k ] ≡ Yαi+mαj , (4.6)
where N [· · · ] is the usual normal order [12]. More generally,
µk(Yα) = Yσk(α) (4.7)
where σk is the matrix
(σk)ij = δij − 2 δi,k δk,j − δi,k max
{
0,−Bk,j
}
. (4.8)
We stress that µ2k is the identity at the quiver level, µ
2
k(Q) ≡ Q, but a non–trivial
transformation on the set of generators of TQ
µ2k : Yi 7→ q
−〈αi,αk〉
2/2 Yi Y
〈αi,αk〉
k ≡ Yαi+〈αi,αk〉αk . (4.9)
µ2k is called the Seidel–Thomas twists tk [59].
µk is not in general an automorphism of the algebra TQ; a composition of mk’s
is an algebra automorphism iff it is the identity on the underlying quiver Q since
only in this case it leaves invariant the commutation relations. The following special
cases hold:
1. the node k is a source in Q ⇒ µk(Yj) =
{
Yj j 6= k
Y −1j j = k;
(4.10)
2. the node k is a sink in Q ⇒ µk(Yj) ≡ µk(Yαj) = Ysk(αj) (4.11)
where
sk(αj) = αj − (αj, αk)αk, (4.12)
is the elementary reflection in Weyl(Q) associated to the simple root αk.
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(2) the adjoint action on TQ of the quantum dilogarithm of Yk ≡ Yαk
Yγ 7→ Ψ(Yk; q)
−1 Yγ Ψ(Yk; q). (4.13)
Thus, explicitly, the elementary quantum cluster mutation at the k–th node is
Qk = Ad(Ψ(Yk)
−1) ◦ µk. (4.14)
The elementary quantum mutations are involutions of TQ, i.e. one has the identity
[12, 23–25, 59]
Q2k = identity on TQ. (4.15)
4.1.2 Sink (sources) sequences [53, 54, 60]
A sequence of nodes Λ = {i1, i2, · · · , ik} of a quiver Q is called a sink sequence (resp.
a source sequence) it the is node is a sink (resp. a source) in the mutated quiver
µis−1µis−2 · · ·µi1(Q) for all 1 ≤ s ≤ k. Let mΛ = µikµik−1 · · ·µi1 be the mutation
defined by the sequence Λ. From eqns.(4.11)(4.10) one has
mΛ(Yα) = YtΛ(α), (4.16)
where, for a sink sequence, tΛ is the element of Weyl(Q)
tΛ = siksik−1 · · · si1 . (4.17)
For a source sequence one has
tΛ = diag
(
(−1)ms
)
, ms ≡ #of times is is repeated in Λ. (4.18)
A sink (resp. source) sequence Λ is called full if contains each node of Q exactly
once. If Λ is a full sink sequence, Λ−1 is a full source sequence. If Λ is a full sink
sequence tΛ = c, the Coxeter element, while for a full source sequence tΛ = I (the
inversion).
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4.2 Quantum monodromy and the CNV strategy
We summarize the method of ref. [12]. Assume that our quiver (endowed with a non–
degenerate superpotential W) Q admits a sequence of elementary quiver mutations
µk(i) (i = 1, . . . , s) such that
µk(s)µk(s−1) · · ·µk(1)(Q,W) = (Q,W), (4.19)
that is, the mutation m ≡
y∏
µk(i) is the identity at the quiver level. In particular,
m preserves the commutation relations in TQ, and hence is an automorphism of the
quantum torus algebra of the form
m : Yγ = Ym(γ) (4.20)
We write
m(Yγ) = Ym(γ) = V Yγ V
−1, ∀ γ ∈ Γ. (4.21)
for some V .
The corresponding cluster quantum mutation is
Qk(s) ◦ Qk(s−1) ◦ · · · ◦ Qk(1) = Ad(Y(q)
−1) (4.22)
where
Y(q) = V −1 ·Ψ(µk(s)µk(s−1) · · ·µk(2)Yk(1)) ·Ψ(µk(s)µk(s−1) · · ·µk(3)Yk(2))×
× · · · ·Ψ(µk(s)Yk(s−1)) ·Ψ(Yk(s)).
(4.23)
Assume that V m = 1 for some (finite) integer. Then Y(q) has precisely the
general form of the 1/m–fractional monodromy defined in ref. [12]. Then the full
quantum monodromy is
M(q) = Y(q)m, (4.24)
and since the monodromy is already written as an order product of quantum dilog-
arithms
y∏
a=1,...2ℓ
Ψ(Yγa),
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by comparing with the Kontsevich–Soibelman WCF [13], we deduce that, in this
particular chamber, the BPS spectrum consists of hypermultiplets of charge γa ∈ Γ
(counting both the states and their PCT conjugates). If the identification is correct,
this corresponds to a Zm–symmetric BPS chamber [12]. We have many ways to check
the identification:
• check that the original N = 2 does have a Zm symmetry acting in the correct
way on the central charge in the regime in which that finite BPS spectrum is
expected;
• check that the predicted spectrum satisfies the PCT constraint: that is, if α is
a charge vector associated to the BPS angle θ, −α is also a charge vector with
phase θ + π;
• check that the simple roots are among the charge vectors (they are always
stable BPS states);
• check that the phase order is consistent with one of the orders induced from
a linear central charge Z(·) (this gives a set of triangle–like inequalities which
should be satisfied; it is quite a strong constraint; if true, it gives a very com-
pelling evidence).
Moreover, when, as in the models of interest here, we know from physical grounds
that M has a given finite order ℓ, we have an equation
M(q)ℓ = Y(q)mℓ = 1 (in the sense of adjoint action). (4.25)
If our putative fractional monodromy Y(q) also satisfies Y(q)mℓ = 1, it should be the
correct solution since this is already an overdetermined infinite set of equations.
In fact, one can show directly from the first principles that the results of the
above CNV strategy should agree with the direct computation of the BPS spectrum
(see e.g. [59]).
Then, in order to find solutions to the spectral problem, we are lead to the
following
CNV method. To get the BPS spectrum (in a particular finite chamber), look
to the quiver mutations m which are the identity at the quiver level and are of finite
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order m on TΓ. Then the BPS spectrum consists of half–hypermultiplets having
charge vectors α
{Yα}α∈A = {m
tµk(s) · · ·µk(j+1)Yαk(j) | j = 1, . . . , s, t = 0, . . .m− 1} (4.26)
(where m = µk(s) · · ·µk(1)).
The method may be generalized to infinite chambers as well, but we shall not
need the more sophisticated version.
5 Complete families of Dynkin subquivers
The main technical tool used in ref. [12] to construct the quantum monodromy of
the (G,G′) models was the combinatorics of mutations for square tensor products
of alternating quivers, GG′, [39]. We start by generalizing that structure; we
introduce the class of quivers admitting sink–factorized sequences with respect to a
complete family of subquivers and, in particular, Weyl–factorized sequences. The
quivers of the 14 exceptional Arnold models are (mutation equivalent to) quivers
admitting several such special sequences. To illustrate the power and versatilily of
the technique, in the next section we shall use it to determine the spectrum in the
finite chamber of SU(2) SQCD with four fundamental flavors.
5.1 Sink–factorized sequences of mutations
We adopt the following notation: if S ⊂ Q0 is a subset of the node set Q0 of the
quiver Q, by Q|S we mean the full subquiver of Q over the nodes in S.
We assume that the node set Q0 of our quiver Q is the disjoint union of a family
of sets {qa}a∈A of nodes
Q0 =
∐
a∈A
qa. (5.1)
We shall refer to {Q|qa}a∈A as a complete family of subquivers. We write qa(i) for the
unique node subset in the complete family {qa}a∈A containing the i–th node.
Let Yα,a, α = 1, 2, . . . , na denote the generators of the quantum torus algebra TQ
associated with the nodes in qa. We write Ta ⊂ TQ for the quantum torus subalgebra
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generated by the Yi,a with fixed subquiver label a.
We consider finite sequences of nodes, Λ = {i1, i2, · · · , im}, iℓ ∈ Q0, which satisfy
the following conditions:
1. we allow repetitions in the node list, {i1, i2, · · · , im}, but each node should be
present at least once;
2. iℓ 6= iℓ+1;
3. at the quiver level µim · · ·µi1(Q) = Q, while the corresponding map TQ →
µim · · ·µi1(TQ) has a finite order s.
We write Λa for the subsequence of Λ obtained from Λ by omitting all nodes
iℓ 6∈ qa. As a matter of notation, given an (ordered) sequence of nodes Λ, we write
mΛ for the composite mutation corresponding to the sequence, i.e. mΛ ≡ µim · · ·µi1 .
We use the same symbol mΛ both for the quiver mutation and the corresponding
(right) mutation in TQ.
Definition. We say that such a sequence Λ is factorized with respect to the
family {qa}a∈A of subquivers iff, for all ℓ = 1, 2, . . . , m, the ℓ–th node in the sequence,
iℓ is a source in the full subquiver
µiℓ−1µiℓ−2 · · ·µi1(Q)
∣∣∣
(Q0\qa(iℓ))∪{iℓ}
. (5.2)
We say that the sequence is sink–factorized with respect to the family if it is factorized
and moreover the node iℓ is a sink in the full subquiver
µiℓ−1µiℓ−2 · · ·µi1(Q)
∣∣∣
qa(iℓ)
. (5.3)
Example. Let G,G′ be alternating Dynkin quivers. We have
GG′ =
r(G′)∐
i=1
G(i),
(
GG′
)op
=
r(G)∐
i=1
G′(i), (5.4)
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where
G(i) =
{
G i odd
Gop i even,
(5.5)
and the usual sequence in which the nodes (i, a) with i+a even are before those with
i+ a odd is sink–factorized.
The main properties of the factorized sequences are
Lemma. Let Λ = {i1, i2, . . . , im} be a factorized sequence, and let
mΛ ≡ µim · · ·µi2µi1 , (5.6)
be the corresponding quiver mutation. Then
mΛ(Yα,a) ∈ Ta. (5.7)
Moreover, if Λ is sink–factorized
mΛ(Yα,a) = mΛa(Yα,a) ≡ Yta(α),a, (5.8)
where ta is the element of the Kac’s Weyl group of the subquiver Q|qa
ta =
y∏
(α,a)∈Λa
sα (5.9)
where sα is the simple reflection associated to the α–th simple root and the product
is taken in the order dictated by the sub–sequence Λa.
Proof. The first part is clear from the definitions: The mutation µiℓ acts on the
quiver Q(ℓ−1) ≡ µiℓ−1 · · ·µi1(Q); let Y
(ℓ−1)
α,a be the elements of TQ associated to the
nodes of the mutated quiver Q(ℓ−1). One has
Y (ℓ)α,a ≡ µiℓ(Y
(ℓ−1)
α,a ) =

(
Y
(ℓ−1)
iℓ
)−1
(α, a) = iℓ
Y
(ℓ−1)
α,a(iℓ)
(
Y
(ℓ−1)
iℓ
)〈iℓ,(α,a)〉 iℓ ∈ qa, iℓ 6= (α, a)
Yα,a otherwise.
(5.10)
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Hence, by induction on ℓ,
Y (m)α,a ∈ Ta, (5.11)
which shows the first claim. Moreover,
µiℓ
∣∣∣
Tb
= Id, for b 6= a(iℓ). (5.12)
Next, we show that, if Λ is a sink–factorized sequence,
Q(ℓ)
∣∣
qa
= mΛa(ℓ)
(
Q
∣∣
qa
)
, (5.13)
where Λa(ℓ) = Λa ∩ {i1, i2, . . . , iℓ}, (5.14)
that is, the qa subquiver of the mutated subquiver Q
(ℓ) is the same as the quiver
obtained starting with the subquiver Q|qa and mutating it with the sub–sequence
of mutations Λa(ℓ), completely ignoring the rest of the quiver Q. This follows from
the fact that, acting on Q(ℓ−1), the mutation µiℓ may introduce new arrows from a
node in qa(iℓ) to a node in qb with b 6= a(iℓ), but not new arrows connecting two
nodes in the same subset qb. The only effect of µiℓ on the arrows in the subquivers
is to invert those ending at iℓ. In particular, µiℓ does not mutate the arrows of the
full subquivers Q(ℓ−1)|qb with b 6= a(iℓ). Therefore, the mutated subquiver Q
(ℓ)|qa is
obtained from the subquiver Q|qa by acting with the mutations in Λ associated to
nodes in qa, i.e. by acting with mΛa(ℓ). In view of eqn.(5.12), this shows the first
equality in eqn.(5.8). The second one follows from §. 4.1.2. 
5.2 Weyl–factorized sequences
A special case is when all the subquivers in the complete family are ADE Dynkin
quivers {Ga}a∈A. In this case, we have an isomorphism
Γ ≃
⊕
a∈A
ΓGa , (5.15)
where ΓG stands for the root lattice of the Lie algebra G.
Let Λ be a sink–factorized sequence. Then the elements ta =
∏
Λa
sα ∈Weyl(Ga).
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In this case we say that Λ is a sink–factorized sequence of type
(G1, t1;G2, t2; · · ·Gk, tk), (k = #A). (5.16)
Example. The square tensor product quiver GG′ with the usual sequence of
mutation is a Weyl–factorized sequence of type
( r(G′) terms︷ ︸︸ ︷
G, c;G, c; · · · ;G, c
)
, (5.17)
where c ∈Weyl(G) is the Coxeter transformation.
If Λ is a sink–factorized sequence of type (G1, t1; · · · , Gk, tk), we have
mΛ(Yα,a) = Yta(α),a. (5.18)
Let s = lcm
{
order ta in Weyl(Ga)
}
. We have msΛ =identity on TQ. In view of the
CNV strategy, one is lead to identify
YΛ(q) ≡
y∏
iℓ∈Λ
Qiℓ , (5.19)
with the 1/s–fractional monodromy. In order this identification to be consistent,
YΛ(q)
s must have a structure compatible with PCT and with the BPS phase ordering.
The first condition require that charge vectors α and −α should appear with the
same multiplicities while the second puts a series of conditions. These conditions
are automatically satisfied if ta is of the form c
ra
a , where ca is the Coxeter element
ca ∈ Weyl(G) and the exponent ra is such that sra = ha, ha being the Coxeter
element of Ga. In this case, under the isomorphism (5.15), the spectrum consists of
one hypermultiplet per charge vector of the direct–sum form
0⊕ 0⊕ · · · ⊕ α(a) ⊕ 0⊕ · · · ⊕ 0, α(a) ∈ ∆+(Ga), (5.20)
having only one non–zero component (equal to a positive root of the corresponding
Lie algebra Ga). In this case, the consistency of the mass spectrum follows from
comparison with the (obviously consistent) mass spectrum of the Ga–type Argyres–
Douglas model in the maximal chamber. In fact, the spectrum coincides with the
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disjoint union of the maximal spectra of the Ga Argyres–Douglas theories.
For a more general Weyl–factorized sequence, the BPS charge vectors are
β
(a)
k,ℓ ≡ t
k
a sjna ,a · · · sjℓ+1,a αjℓ,a, ℓ = 1, 2, . . . , na, k = 0, 1, . . . , s− 1, (5.21)
where Λa = {j1, j2, · · · , jna}.
The spectra we compute in this paper happen all to be of the especially nice
direct–sum form in eqn.(5.20).
We may extend the method of the present subsection to more general situations by
allowing in the complete family of full subquivers {qa}a∈A affine Dynkin subquivers,
besides the ADE ones.
5.3 A baby example (E7 AD in diverse chambers)
We illustrate the method and its physical meaning in a very baby model: we consider
the rank 7 quiver
1, 1 a // 1, 2
b

1, 3eoo
2, 1
d
OO
2, 2c
oo
f
// 2, 3
g
OO
0oo
(5.22)
with superpotential
W = Tr(dcba) + Tr(fgeb). (5.23)
5.3.1 Decoupling limits and all that
Physically, we may realize theN = 2 superconformal theory described by (5.22)(5.23)
as the IR fixed point of the theory associated to the A4A2 quiver (the first quiver
in figure 2) perturbed by a suitable relevant operator which corresponds to giving
a large central charge |Z•| ≫ Λ to the black node in figure 2, with the effect of
decoupling (in the IR) all the degrees of freedom carrying a non–zero • charge. In
the same way, the A3A2 theory (second quiver in figure 2) may be seen as a suitable
IR limit of the theory (5.22) where we take |Z0| → ∞. Since A4A2 and A3A2
are, respectively, the type–E8 and type–E6 Argyres–Douglas models [12], the theory
(5.22) should be a rank 7 Argyres–Douglas theory, and hence the type–E7 one.
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◦ // ◦

◦oo // •

◦
OO
◦oo // ◦
OO
◦oo
◦ // ◦

◦oo
◦
OO
◦oo // ◦
OO
Figure 2: The A4A2 and the A3A2 quivers.
Of course, there is an elementary direct proof of this last identification: mutating
(5.22) one gets the E7 quiver in its standard Dynkin form. However, here we are
interested in the Dynkin subquiver viewpoint which will turn useful for the more
complicated Arnold models. The present baby example is conceptually simpler,
since the theory is actually complete [34], and all formal manipulations at the quiver
level do have a direct physical meaning, and we are allowed to be naive.
From the previous discussion, we see than the theory (5.22) is a decoupling limit
of the 4dN = 2 theory geometrically engineered by the E8–singular local Calabi–Yau
hypersurface
x5 + y3 + uv = 0, (5.24)
deformed by the relevant perturbation
x5 + y3 + ǫ x3y + uv = 0 (5.25)
equal to the Hessian h of the lhs of (5.24) (i.e. the less relevant relevant deformation,
from both the 2d and 4d viewpoints). In the IR the theory flows to the fixed point
corresponding to the singular hypersurface y3 + yx3 + uv = 0 (after a rescaling of
the x coordinate).
The quiver (5.22) has an obvious decomposition into the complete family of
Dynkin subquivers
A2
∐
A2
∐
A2
∐
A1, (5.26)
where the three copies ofA2 correspond to the subquivers over the nodes {(1, a), (2, a)},
a = 1, 2, 3. Dually, we have the complete family
A4
∐
A3 (5.27)
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◦◦ ◦
◦
◦◦
◦ //
oo oo

oo
//
OO ◦
◦
◦◦
◦ ◦
◦ //
//
oo
OO
oo

//
Figure 3: Other quivers in the E7 class with a complete family of Dynkin subquivers
By mutating at 0 we get a quiver which admits the complete families
A3
∐
A3
∐
A1 and A3
∐
A2
∐
A2. (5.28)
Other quivers in the E7 mutation class may admit a complete family of Dynkin
subquivers, see e.g. the two quivers in figure 3 (as well as, of course, the E7 Dynkin
quiver itself, and the seven A1’s: these two cases being already covered in [12]).
All these decompositions into Dynkin subquivers correspond to BPS chambers of
the E7 AD theory whose BPS spectrum may be easily derived using the combinatorial
methods of the present section. Of course, this is not so interesting for Argyres–
Douglas theories, but it becomes relevant when applied to more general theories, see
the next two sections.
Suppose we start with the E8 Argyres–Douglas in a BPS chamber where the
spectrum is given by a set of hypermultiplets with charge vectors in12 Γ ≃ ΓA2⊗ΓA4
of the form
α⊗ βa,
α ∈ ∆+(A2), (all positive roots of A2)
βa, a = 1, 2, 3, 4, (simple roots of A4)
(5.29)
Such a chamber of the E8 AD theory is physically realizable since the model is
complete. Now switch on the perturbation corresponding to the Hessian h; by what
we saw above, the deformation is expected to give a large mass to the states having
a charge vector
∑
i,a di,a αi ⊗ βa with d1,4 6= 0. Tuning the phase of the parameter
ǫ in such a way13 that the deformation does not trigger spurious wall–crossings, the
12 ΓG denotes the root lattice of the simple simply–laced Lie group G.
13 This is possible since the model is complete and has a finite spectrum in all chambers, the
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net effect is just that in the IR two of the states (5.29) decouple, namely those of
charge α1 ⊗ β4 and (α1 + α2)⊗ β4, the others remaining unaffected.
5.3.2 Stability of quiver representations
Of course, the same spectrum could be obtained directly from the analysis of the
stable representations of the quiver (5.22): if argZ0 < argZi,a, it is easy to see
14
that the stable representations are the ones with charge vector α0 plus the stable
representations of the subquiver A3A2, which (in the corresponding BPS chamber)
have charge vectors α ⊗ βa, a = 1, 2, 3. In this case the theory is complete [34] and
the two methods give equivalent information. However, in general, the decoupling
analysis is more powerful: computing the BPS spectrum mathematically, we get
a spectrum which is wall–crossing equivalent to the physical one, but we do not
know whether the particular chamber in which we computed it may or may not be
physically realized (see discussion in [34]). The decoupling analysis, instead, gives us
a physical definition of the BPS chamber we are computing in, and we are guaranteed
that our finding have a direct physical meaning as actual particle spectra. Of course,
it is also more delicate, since as we move in parameter space we have to control both
the wall–crossings and the potential mixing of conserved charges.
5.3.3 Cluster combinatorics
Let us compare the results of the decoupling (or quiver representation theoretical)
analysis with those of the cluster–combinatorial CNV method. We consider only
the decomposition (5.26) which corresponds to the decoupling limit of the chamber
(5.29), leaving the other cases as an amusement for the reader.
chamber themselves being finite in number.
14 Let X be a stable representation of the (bound) quiver (5.22) with (dimX)0 = n 6= 0. Then
there is an exact sequence of the form
0→ Y → X → S(0)⊕n → 0,
where S(0) is the simple representation with vector space C at the 0–th node, and zero elsewhere. If
Y 6= 0, one has argZ(Y ) = arg(Z(X)−nZ0) > argZ(X). Since X is stable, we get a contradiction.
Hence Y = 0.
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Let Λ be the node sequence
Λ = {(1, 1), (1, 3), (2, 2), 0, (1, 2), (2, 1), (2, 3), (1, 1), (1, 3), (2, 2),
(2, 1), (2, 3), (1, 2), 0, (2, 2), (1, 1), (1, 3), (2, 1), (2, 3), (1, 2)}. (5.30)
It is easy to check (using, say, Keller’s applet [50]) that this is a sink–factorized
sequence with respect to the complete family of Dynkin subquivers (5.26). mΛ acts
as the identity on TQ, and hence the above sequence corresponds to the full quantum
monodromy M(q). The general spectral formula (5.21) gives the charge vectors
γ0, −γ0, and
{
(s2s1)
k−1α2 ⊗ βa
(s2s1)
k−1s2α1 ⊗ βa k = 1, 2, 3, a = 1, 2, 3
(5.31)
where αi (resp. si) are the simple roots (resp. simple reflections) of A2. Note that
s2s1 is a Coxeter element of A2. Then, for a fixed a, we get the spectrum of A2 AD
in the maximal chamber (which, in particular, shows that both the PCT and phase–
ordering requirements are automatically satisfied). Hence the spectrum consists of a
set of hypermultiplets with charge γ0 and α⊗ βa, a = 1, 2, 3 (α any positive root of
A2) which is precisely the spectrum predicted by the other two methods.
This illustrates as the cluster combinatoric captures the BPS spectrum without
going trough a detailed analysis.
6 Example: the finite chamber of SU(2) Nf = 4
In order not to give the false impression that the present methods are limited to the
models which may be geometrical enginereed by a quasi–homogeneous singularity,
in this section we discuss quite a different model, namely SU(2) SQCD with four
fundamental flavors.
According to ref. [4] SU(2) SQCD with Nf = 4 has a BPS chamber with a finite
spectrum consisting of 12 hypermultiplets. Let us see how this result follows from
the existence of a complete family of Dynkin subquivers.
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We write the quiver of SU(2) SQCD with four flavors in the form
1
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(6.1)
which admits the complete family of Dynkin subquivers
A3
∐
A3, (6.2)
where the two A3 are the full subquivers over the nodes {1, 2, 3} and, respectively,
{4, 5, 6}; the sink–factorized sequence of nodes is
Λ = {2, 3, 4, 5, 6, 1} (6.3)
having type
(A3, c ;A3, c) (6.4)
(c is Coxeter element of A3) as it is easy to check using Keller’s applet [50]. Under
the identification Γ = ΓA3 ⊕ ΓA3 we have
mΛ(Yα⊕β) = Yc(α)⊕c(β). (6.5)
Since h(A3) = 4, one has m
4
Λ = 1 and
∏
ΛQk is the 1/4–monodromy. The corre-
sponding monodromy M(q) satisfies all the physical constraints by comparison with
the A3 AD model.
In conclusion, SU(2) SQCD with Nf = 4 has a Z4–symmetric finite BPS chamber
with 12 hypermultiplets whose charge vectors, under the isomorphism Γ = ΓA3⊕ΓA3 ,
are
{α⊕ 0 and 0⊕ α | α ∈ ∆+(A3)}. (6.6)
It seems likely that all finite chambers of any N = 2 model may be interpreted
in terms of complete families of Dynkin subquivers.
SU(2) SQCD with Nf = 4 is a superconformal theory (setting the mass param-
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eters to zero) whose chiral primary operators have integer dimension. Hence the
quantum monodromy should have period 1, that is should be the identity on TQ,
Ad(M(q)) = 1. (6.7)
Using the known spectrum (6.6), we shall check this statement in section 8.
7 BPS spectra
Now we determine the BPS spectra of the Arnold’s exceptional theories in some
‘strongly coupled’ finite chamber using the CNV strategy.
7.1 E13 spectrum from the CNV method
We start with the E13 model. Its quiver
QE13 :
1, 1 1, 2 1, 3 1, 4 1, 5 1, 6 0
2, 1 2, 2 2, 3 2, 4 2, 5 2, 6
//

oo
OO
//

oo
OO
//

oo
OO
oo // oo // oo
(7.1)
admits two obvious complete families of Dynkin quivers of type
I : (A7, A6), II : (A2, A2, A2, A2, A2, A2, A1).
Mutating at 0 we get a quiver with a complete family of type (A6, A6, A1). We call
the corresponding three chambers, I, II, and III, respectively.
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With respect to these decompositions, the following sequences are sink–factorized
ΛI =
{
(1, 2), (1, 4), (1, 6), (2, 1), (2, 3), (2, 5), (1, 1), (1, 3), (1, 5), 0,
(2, 2), (2, 4), (2, 6), (1, 2), (1, 4), (1, 6), (2, 1), (2, 3), (2, 5), (1, 1),
(1, 3), (1, 5), 0, (2, 2), (2, 4), (2, 6), (1, 2), (1, 4), (1, 6), (2, 1),
(2, 3), (2, 5), (1, 1), (1, 3), (1, 5), 0, (2, 2), (2, 4), (2, 6), (1, 2),
(1, 4), (1, 6), (2, 1), (2, 3), (2, 5), (1, 1), (1, 3), (1, 5), 0
}
ΛII =
{
(1, 1), (2, 2), (1, 3), (2, 4), (1, 5), (2, 6), 0, (2, 1), (1, 2), (2, 3),
(1, 4), (2, 5), (1, 6), (1, 1), (2, 2), (1, 3), (2, 4), (1, 5), (2, 6)
}
ΛIII =
{
(2, 1), (2, 3), (2, 5), (1, 2), (1, 4), (1, 6), (2, 2), (2, 4), (2, 6), (1, 1),
(1, 3), (1, 5), (2, 1), (2, 3), (2, 5), (1, 2), (1, 4), (1, 6), (2, 2), (2, 4),
(2, 6), (1, 1), (1, 3), (1, 5), (2, 1), (2, 3), (2, 5), (1, 2), (1, 4), (1, 6),
(2, 2), (2, 4), (2, 6), (1, 1), (1, 3), (1, 5), (2, 1), (2, 3), (2, 5), (1, 2),
(1, 4), (1, 6), 0
}
.
Their effect on the quiver QE13 is to give back the same quiver up to an involutive
permutation of the nodes
PI =< (γ1,1, γ0), (γ1,2, γ1,6), (γ1,3, γ1,5), (γ2,1, γ2,6), (γ2,2, γ2,5), (γ2,3, γ2,4) >
PII =< (γ1,a, γ2,a) > a = 1, ..., 6
PIII =< (γa,1, γa,6), (γa,3, γa,4), (γa,2, γa,5), a = 1, 2 >
For instance, µΛI (QE13) is the quiver
µΛI (QE13) :
1, 1 1, 2 1, 3 1, 4 1, 5 1, 6 0
2, 1 2, 2 2, 3 2, 4 2, 5 2, 6
// oo
OO
//

oo
OO
//

oo
OO

// oo // oo //
(7.2)
Then the two–fold reiteration of the above sequences give full Weyl–factorized se-
43
quences of types
I : (A7, c
−8;A6, c
−7) (7.3)
II : (A2, c
−3;A2, c
−3;A2, c
−3;A2, c
−3;A2, c
−3;A2, c
−3;A1, c
−2) (7.4)
III : (A6, c
−7;A6, c
−7;A1, c
−2). (7.5)
Note that each Coxeter element c is raised to a power equal to minus the Coxeter
number of the corresponding Lie algebra. Hence the type of the sequence is always of
the form (G1, 1;G2, 1, · · · ;Gr, 1) which corresponds to the full quantum monodromy
M(q) (cfr. §. 5.2). Then, under the isomorphism Γ = ⊕aΓGa, the spectrum in all
three chambers is given by one hypermultiplet per each charge vector of the form in
eqn. (5.20), that is, the spectrum has the direct sum form.
7.2 Three independent checks of the E13 spectrum
We wish to show that the above results are consistent with what we know — both
from a physical and a mathematical point of view — about the spectrum of the E13
model.
Mathematically, the stable BPS particles correspond to the stable representations
of the quiver [34]. The quiver (7.1) is a one–point extension [45] of the A6A2 quiver.
Let15 Γ = ⊕i∈IZαi be the charge lattice, identified with the dimension lattice of the
representations X of the quiver QE13 . Assume that the central charge function
Z(·) : Γ→ C, X 7→
∑
i∈I
Zi (dimX)i, (7.6)
satisfies the conditions
ImZi > 0, and argZ0 < argZj, j 6= 0. (7.7)
Consider a representation X with (dimX)0 = k 6= 0. Clearly, we have16
0→ M → X → S(0)⊕k → 0, (7.8)
15 I stands for the set of nodes of the quiver.
16 S(0) denotes the simple representation with S(0)0 = C and S(0)j = 0 for j 6= 0.
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for a certain sub–representation M having (dimM)0 = 0. From eqn.(7.7), we see
that, if M 6= 0,
argM > argX, (7.9)
and X is not stable and hence does not correspond to a BPS particle in a chamber
of the form (7.7). Therefore, the only stable representation X with (dimX)0 6= 0 is
S(0) with charge vector α0. In a BPS chambers satisfying eqn.(7.7), all other stable
representations have support in the A6A2 subquiver, and hence may be identified
with BPS states of the corresponding theory, already studied in [12]. In particular,
there are two chambers whose spectrum consists of a single hypermultiplet of charge
vector α0 plus the hypermultiplets of one of the two canonical chambers of A6A2
computed in [12]. This reproduces the spectra of chambers II and III above.
Physically, we may understand the E13 model as a decoupling limit of the A7A2
model in which we give infinite mass to the node α7 ⊗ β2. Although this is a bit
heuristic, we expect that of all the BPS states in the two canonical A7A2 chambers
of [12], consisting of hypermultiplets with charge vectors
α⊗ βi, resp. αj ⊗ β,
∣∣∣∣∣α ∈ ∆+(A7), β ∈ ∆+(A2),αj, βi simple,
the only states which decouple are precisely those with charge vector
∑
i,j Ni,j αi⊗βj
with N7,2 6= 0. The remaining states precisely form the spectra in our chambers I
and II, respectively, while III is easily understood as a natural subset of I. In view
of the discussion in section 3.2, we see the fact that the BPS spectra have a simple
physical interpretation as circumstantial evidence for the physical realizability of the
corresponding BPS chambers.
Mathematically, the strongest indication of the correctness of the above BPS
spectra is that the resulting quantum monodromy, M(q), does have order 7, as pre-
dicted by the Type IIB construction (see next section). This, however, says nothing
about the physical reality of the corresponding chambers.
7.3 The other nine models
The other nine models follow the same pattern as E13. Again we have several decom-
positions into complete families of Dynkin quivers which admit full Weyl–factorized
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E13 (A7, A6) Q10 (D4, D4, A2)
(A6, A6, A1) (A3, A3, A2, A2)
(A2, A2, A2, A2, A2, A2, A1) ⋆ (D4, D4, A1, A1)
Z11 (A4, A4, A3) ⋆ (A2, A2, A2, A2, A1, A1)
(A3, A3, A3, A2) Q11 (D4, D4, A2, A1)
Z12 (A4, A4, A3, A1) (A3, A3, A2, A2, A1)
(A3, A3, A3, A2, A1) (A4, A3, A2, A2)
(A5, A4, A3) Q12 (D4, D4, A2, A2)
Z13 (A5, A5, A3) (A4, A4, A2, A2)
(A3, A3, A3, A2, A2) S11 (D4, D4, A3)
W13 (A3, A3, A3, A3, A1) (A3, A3, A3, A2)
(A4, A4, A4, A1) S12 (D4, D4, A3, A1)
(A5, A4, A4) (A3, A3, A3, A2, A1)
(A4, A3, A3, A2)
Table 4: Types of some Weyl–factorized sequences for the Arnold exceptional N = 2
theories. (The ones denoted with a ⋆ correspond to the quiver (7.11)). Each of
them correspond to a BPS chamber of the corresponding N = 2 theory with a finite
spectrum having the direct–sum form (5.20).
sequences of the standard type, namely,
(G1, c
−h1;G2, c
−h2;G3, c
−h3; · · · ;Gs, c
−hs), (7.10)
where ha is the Coxeter number of Ga. Hence the spectrum is always given by equa-
tion (5.20), and in particular is consistent with both PCT and the phase–ordering
inequalities. Again, this result is confirmed by the stability analysis of the quiver
representations, as well as by the physical idea of decoupling states from a parent
AmG theory. The fact that the corresponding monodromies do have the right
order ℓ (cfr. table 3) guarantees the correctness of the result.
A list of Weyl–factorized sequence types is presented in table 4. For the details
of these Weyl–factorized sequences, see appendix C.
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Table 4 presents a list of chambers with finite BPS spectra, which have natural
physical interpretations, and hence are expected to be physically realized. Of course,
as for the E7 AD model in §.5.3, there exist other chambers in which the spectrum
has the ‘Weyl–factorized’ form (5.20). Indeed, the (infinite) mutation classes of the
exceptional Arnold quivers contain many quivers which admit complete families of
Dynkin subquivers: Our combinatoric methods apply to all these chambers in a
straightforward way.
However, in general it is difficult to establish whether a given chamber is physical
or not, even at the heuristic level. This is one reason why here we have not attempted
a full classification of all ‘Weyl–factorized’ chambers, but limited ourselves to the set
of those chambers simply related to the analysis of ref. [12]. As an example of a
mutated quiver with an obvious Weyl–factorized structure, consider the following
quiver in the mutation class of Q10:
4, 1 4, 2
1, 1 1, 2
2, 1 2, 2
3, 1 3, 2
2, 3 1, 3
oo

OO
oo
==||||
 

}}|||
|
@@
//


@@    
oo
(7.11)
which, in algebraic terms, corresponds to a one–point co–extension of a one–point
extension of the algebra C ~D4 ⊗ C ~A2 (at an injective and projective indecompos-
able, respectively). On the nose, this quiver has two complete families of Dynkin
subquivers of types
(A2, A2, A2, A2, A1, A1) and (D4, D4, A1, A1)
with respect to which we have Weyl–factorized sequences of the standard type (7.10),
leading, in both cases, to direct–sum BPS spectra of the form (5.20) (see appendix
C for the details).
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8 The Y –systems and their periodicity
A general consequence of ref. [12] is that the quantum (fractional) monodromy M(q)
(resp. Y(q)) of a 4dN = 2 model geometrically engineered by Type IIB on an isolated
quasi–homogeneous singularity with cˆ < 2 has finite order. Moreover, in each BPS
chamber of such a theory with a finite BPS spectrum the (fractional) monodromy is
written as a finite product of elementary quantum cluster mutations.
In the classical limit q → 1, the action ofM(q) (resp. Y(q)) on the quantum torus
algebra TQ reduces to the corresponding KS rational symplecto–morphism of the
complex torus T ∼ (C∗)rankΓ [3, 13], which is directly related to to the hyperKa¨hler
geometry of the 3d dimensional version of the theory [3]. As explained in [3,12], the
resulting symplectic rational maps form a Y –system in the sense of the Thermody-
namical Bethe Ansatz [40].
The usual TBA periodic Y –systems [39,40,61,62] correspond to ‘decoupled’ sin-
gularities of the form WG+WG′. Ref. [12] predicts the existence of many others such
periodic Y –systems associated to non–decoupled singularities. Here we explain how
we have checked this prediction for the Arnold’s exceptional singularities.
We start by reviewing the construction of the Y –system from the quantum mon-
odromy. Recall from section 4.2 that the (fractional) quantum monodromy, as com-
puted from the BPS data in a finite chamber, may be seen as the result of a sequence
of quantum mutations of the torus algebra TQ which happens to have the particular
form of eqn.(4.22). The action of M(q) on the quantum torus algebra is specified by
the action on the set of generators {Yi}i∈Q0 where, as usual, we write Q0 for the set
of nodes of Q,
Yi → Y
′
i ≡ Ad(M
−1)Yi ≡ N [Ri(Yj)], (8.1)
here N [Ri(Yj)] stands for the normal–order version of the rational function Ri(Yj)
of the operators Yj [12]. Ri has the log–symplectic property
〈αi, αj〉Dirac d log Yi ∧ d log Yj = 〈αi, αj〉Dirac d logRi ∧ d logRj . (8.2)
The rational map Yi → Ri is simply the classical limit of the monodromy action,
from which we may recover the full quantum action by taking the normal–order
prescription for the operators (this is true [12] for all simply–laced, i.e. |Bij | ≤ 1,
quivers). This shows that the quantum monodromy, acting on TQ in the adjoint
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fashion, has finite order ℓ if and only if the rational map Cr → Cr
R : Yi 7→ Ri(Yj) (8.3)
has order ℓ.
On the other hand, Ad(M−1) is an ordered product of basic quantum mutations
of the form
y∏
Qk. The rational map Yj → Rj coincides with the composition of
the rational functions R
(k)
j giving the classical limit of each basic mutation Qk in the
product. The map Yj → R
(k)
j is just the elementary mutation at the k–th node of the
Y –seed in the sense of Fomin–Zelevinsky17 [19,22] but for Q replaced by the opposite
quiver Qop (see e.g. [59]). The Keller applet [50] automatically generates the Y –seed
mutations for any quiver Q, and hence, although the actual form of the rational map
(8.3) is typically quite cumbersome, it is easily generated by a computer procedure.
By definition, the Y –system associated to a finite chamber of a N = 2 model is
simply the recursion relation generated by the iteration of the rational map (8.3),
namely
Yj(s+ 1) = Rj
(
Yk(s)
)
, s ∈ Z. (8.4)
Specializing to the N = 2 (G,G′) theories studied in [12], eqn.(8.4) reproduces the
well–known TBA Y –systems for the integrable 2d (G,G′) models [39, 40, 61, 62].
Although we have generated at the computer the Y –systems for all the exceptional
Arnold models, to avoid useless vaste of paper, here we limit ourselves to present the
explicit form of just a couple of examples: see the appendices. All the others may
be straightforwardly generated, using the explicit Weyl–factorized sequences listed
in appendix C, by the same computer procedure.
We stress that, although the explicit form of the Y –system depends on the partic-
ular finite BPS chamber we use to write the map (8.3), two Y –systems corresponding
to different chambers of the same N = 2 theory are equivalent, in the sense that they
are related by a rational change of variables Yj → Y ′j (Yk). Indeed, the monodromy
M(q) is independent of the chamber up to conjugacy, and so is its classical limit map
Yj → Rj . Hence the rational maps Rj obtained in different chambers are conjugate
in the Cremona group.
In conclusion, the (adjoint action of the) quantum monodromy M(q) has a finite
17 For Y variables in the universal semi–field.
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order ℓ if and only if the corresponding Y –system is periodic with (minimal) period
ℓ, that is
Ad
[
M(q)ℓ
]
= Id ⇐⇒ Yj(s+ ℓ) = Yj(s), ∀ j ∈ Q0, s ∈ Z. (8.5)
For the Arnold exceptional models, we know from string theory that M(q) has
the finite orders ℓ listed in table 3. This proves that the corresponding Y –systems
are periodic of period ℓ. It should be possible to give an interpretation of these
new periodic Y –systems in terms of exactly solvable 2d theories in analogy with the
(G,G′) ones [40, 61, 62].
At the mathematical level, we get an unexpected relation between singularity
theory and cyclic subgroups of the Cremona groups Cr(n) of birational automor-
phisms Pn → Pn, both interesting subjects in Algebraic Geometry (the second one
being notoriously hard for n ≥ 3 [63]).
8.1 Checking the periodicity
Type IIB engineering of the model together with our computation of the BPS spec-
trum proves that the corresponding Y –systems are periodic with the periods listed in
table 3. However, as a check, we wish to give an independent proof of the periodicity.
In principle, to prove periodicity, one has just to iterate ℓ times the rational map R
of eqn.(8.3), and check that the resulting rational map is the identity. Unfortunately,
at the intermediate stages of the recursion, one typically gets rational functions so
cumbersome that no computer can handle them analytically [64]. Luckily, there is
an alternative strategy advocated by Fomin in [64]. The ℓ–fold interation of R, Rℓ,
is a rational map whose fixed–point subvariety F has some codimension n in Cr.
Periodicity is just the statement that n = 0.
If we specialize the Yi’s to randomly chosen numbers uniformely distributed in
some disk of radius ρ, compute numerically the transformation Rℓ(Yi), and get back
the original point Yi, we conclude that our randomly chosen point Yi lays on the fixed–
point subvariety F within the computational numerical accuracy ǫ. The probability
that a randomly chosen point appears to be on the fixed locus F is then of order
(ǫ/ρ)2n.
Therefore, the probability that applying Rℓ to a sequence of k random points we
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get back the same sequence of points, is of order (ǫ/ρ)2nk. Since ǫ/ρ ∼ 10−11, for
n 6= 0 the probability goes quite rapidly to zero as we increase k. If we do get back
the original sequence of points for, say, k = 5, we may conclude that n = 0 with a
confidence level which differs from 100% by a mere 10−108%.
Using this strategy, we have checked all the periodicities listed in table 3. The
interested reader, may find the details of the check for the Q12 model in appendix B.
We have also checked the order of the 1/4–fractional monodromy for SU(2) SQCD
with four flavors, getting 4, namely order 1 for the full monodromy M(q), in agree-
ment with the physical prediction based on the fact that all chiral primaries have
integral dimension.
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A The E7 Y –system from the chamber (5.31)
We illustrate the kind of Y –system one gets from Weyl–factorized sequence using
the baby example of §. 5.3. There we presented a Weyl–factorized sequence of nodes
for the family of subquivers (5.26). Written in terms of the BPS data in the corre-
sponding chamber, the classical monodromy is equal to the Y –seed mutation (for the
opposite quiver) associated to this Weyl–factorized sequence. This Y –seed mutation,
as generated by the Keller mutation applet [50] is (we set Yi,a,s ≡ Yi,a(s))
Y1,1,s+1 =
1 + Y2,3,s
Y2,3,sY0,s
Y2,1,s+1 =
Y1,2,sY1,3,s(1 + Y2,3,s + Y2,3,sY0,s)
1 + Y1,2,s
Y1,2,s+1 =
Y2,1,s(1 + Y1,2,s)Y2,2,sY2,3,sY0,s
(1 + Y2,3,s + Y2,1,s(1 + (1 + Y2,2,s(1 + Y1,2,s))Y2,3,s)(1 + Y2,3,s(1 + Y0,s)))
Y2,2,s+1 =
1 + Y2,3,s + Y2,2,sY2,3,s + Y1,2,sY2,2,sY2,3,s
Y1,2,s + Y1,2,sY2,3,s
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Y1,3,s+1 =
1 + Y2,3,s
Y2,1,s + Y2,1,s(1 + Y2,2,s + Y1,2,sY2,2,s)Y2,3,s
Y2,3,s+1 =
Y1,1,sY1,2,s(1 + Y2,1,s + Y2,3,s + Y2,1,s(1 + Y2,2,s + Y1,2,sY2,2,s)Y2,3,s)
1 + Y1,2,s + (1 + Y1,2,s)(1 + (1 + Y1,2,s + Y1,1,sY1,2,s)Y2,2,s)Y2,3,s
Y0,s+1 =
1 + Y2,3,s + Y2,2,sY2,3,s + Y1,2,sY2,2,sY2,3,s
Y1,1,sY1,2,sY2,2,sY2,3,s
.
This Y –system should be equivalent to the usual E7 Y –system, differing only by
a change of variables Yi → Y˜i. In particular, it must have the same minimal period
ℓ as the usual one, namely 5. We have checked this using the strategy of §. 8.1.
B Periodicity of the Y –systems: the Q12 example
In this appendix we illustrate in one example, Q12, the details of our check of the
periodicity of the Y –systems which we have performed for all the models discussed
in this paper getting full agreement with table 3.
The main tool we have used is the Keller java applet [50]. For a sufficiently
simple quiver, the test of the periodicity of the monodromy can be done algebraically
via the Keller applet. However, quite typically, the rational functions appearing at
intermediate stages in the iteration of the Y –system (even for Dynkin quivers !) are so
cumbersome that no computer can handle them. Therefore we adopt the numerical
strategy explained in §. 8.1 using Mathematica.
Here is our Mathematica program to test the periodicity for Q12. The numbering
of the nodes QQ12 for the numerical iteration is the following one
1 2
3 4
5 6
7 8
9
10 11
12
oo^^^^^^^

11
11
1 VV----
//_______
		



OO   
JJ




oo
oo
oo //
OO      
//_______
oo

  
  
  
(B.1)
We start by defining the variables we will need. Y will be the variable we will
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use to reproduce the Y –system, while A is just a dummy variable we use to store the
initial set of values for our iteration. In the array Y only the second index matters: it
is the number of nodes of the quiver + 1 (notice that we are starting from 0), while
the first index is there just to help us generating the interation.
Clear[i, j,k,l, A, Y]
Array[Y, {4, 13}, 0];
Array[A, 12];
After that, we proceed by generating the random intitial set of conditions uni-
formly distributed over a disk of radius rho centered at the origin and we are saving
it in the dummy variable A. Notice that we are using the random number generator
of Mathematica, so if you want to run our program remember that you should put
in a separate cell at the beginning of your sheet the command that seeds the random
number generator, say RandomSeed[5].
rho = 10.0;
For[j = 1, j < 2,
For[k = 1, k < 13, k++, Y[0, k] = rho(2Random[] - 1);]
If[Sum[Y[0, l]^2, {l, 1, 12}] <= rho^2, j = 3]
]
For[k = 1, k < 13, k++, A[k] = Y[0, k];]
r is our prediction for the order of the monodromy, see table 3
r = 13;
Then there is the iteration corresponding to the shortest sink–sequence we have
found for Q12: we are chopping it into the maximal pieces we are able to generate
with the Keller applet. Since the sink–sequence we have found has order 2, we repeat
it 2r times. In general, if a sink–sequence have order s one will have to repeat the
iteration sr times. After the For instruction, there are the mutations of the Y –
variables. Here you can see how we have used the first index of the array Y: we
have splitted the sink–sequence into three parts. The variables Y[1,k] contains the
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mutations corresponding to the first part: 7 10 12 4 5 1 9 3 8; the variables Y[2,k]
corresponds to the second one: 11 12 10 4 9 6 2 7 8; while the variables Y[3,k] to
the third one: 3 11 7 4 10 12 1 5.
For[i = 1, i < 2r + 1, i++,
Y[1,1]=(1 + (1 + (1 + Y[0,1])*Y[0,3])*Y[0,4] + (((1 + Y[0,1])*Y[0,3])
*Y[0,4])*Y[0,5] + (((1 + Y[0,1])*Y[0,3])*Y[0,4] + (((1 + Y[0,1])
*Y[0,3])*Y[0,4])*Y[0,5])*Y[0,7])/(Y[0,1] + Y[0,1]*Y[0,4]);
Y[1,2]=(Y[0,1]*Y[0,2] + Y[0,1]*Y[0,2]*Y[0,4] + (Y[0,1]*Y[0,2] +
Y[0,1]*Y[0,2]*Y[0,4] + Y[0,1]*Y[0,2]*Y[0,4]*Y[0,9] + Y[0,1]*Y[0,2]
*Y[0,4]*Y[0,9]*Y[0,10])*Y[0,12])/(1 + Y[0,1] + (1 + Y[0,1])*
Y[0,12]);
Y[1,3]=(1 + Y[0,4])/(((1 + Y[0,1])*Y[0,3])*Y[0,4] + (((1 + Y[0,1])*
Y[0,3])*Y[0,4])*Y[0,5] + (((1 + Y[0,1])*Y[0,3])*Y[0,4] + (((1 +
Y[0,1])*Y[0,3])*Y[0,4])*Y[0,5])*Y[0,7]);
Y[1,4]=(((((1 + Y[0,1])*Y[0,3])*Y[0,4] + (((1 + Y[0,1])*Y[0,3])*
Y[0,4])*Y[0,5] + (((1 + Y[0,1])*Y[0,3])*Y[0,4] + (((1 + Y[0,1])*
Y[0,3])*Y[0,4])*Y[0,5])*Y[0,7])*Y[0,9] + ((((1 + Y[0,1])*Y[0,3])*
Y[0,4] + (((1 + Y[0,1])*Y[0,3])*Y[0,4])*Y[0,5] + (((1 + Y[0,1])*
Y[0,3])*Y[0,4] + (((1 + Y[0,1])*Y[0,3])*Y[0,4])*Y[0,5])*Y[0,7] + ((((1
+ Y[0,1])*Y[0,3])*Y[0,4] + ((1 + Y[0,1])*Y[0,3])*Y[0,4]^2 + (((1 +
Y[0,1])*Y[0,3])*Y[0,4] + ((1 + Y[0,1])*Y[0,3])*Y[0,4]^2)*Y[0,5])*
Y[0,7])*Y[0,8])*Y[0,9])*Y[0,10])*Y[0,12])/(1 + (2 + (1 + Y[0,1])*
Y[0,3])*Y[0,4] + (1 + (1 + Y[0,1])*Y[0,3])*Y[0,4]^2 + (((1 + Y[0,1])
*Y[0,3])*Y[0,4] + ((1 + Y[0,1])*Y[0,3])*Y[0,4]^2)*Y[0,5] + (((1 +
Y[0,1])*Y[0,3])*Y[0,4] + ((1 + Y[0,1])*Y[0,3])*Y[0,4]^2 + (((1 +
Y[0,1])*Y[0,3])*Y[0,4] + ((1 + Y[0,1])*Y[0,3])*Y[0,4]^2)*Y[0,5])*
Y[0,7] + (1 + (2 + (1 + Y[0,1])*Y[0,3])*Y[0,4] + (1 + (1 + Y[0,1])*
Y[0,3])*Y[0,4]^2 + (((1 + Y[0,1])*Y[0,3])*Y[0,4] + ((1 + Y[0,1])*
Y[0,3])*Y[0,4]^2)*Y[0,5] + (((1 + Y[0,1])*Y[0,3])*Y[0,4] + ((1 +
Y[0,1])*Y[0,3])*Y[0,4]^2 + (((1 + Y[0,1])*Y[0,3])*Y[0,4] + ((1 + Y
[0,1])*Y[0,3])*Y[0,4]^2)*Y[0,5])*Y[0,7] + (Y[0,4] + (1 + (1 + Y[0,1])
*Y[0,3])*Y[0,4]^2 + (((1 + Y[0,1])*Y[0,3])*Y[0,4]^2)*Y[0,5] + (((1 +
Y[0,1])*Y[0,3])*Y[0,4]^2 + (((1 + Y[0,1])*Y[0,3])*Y[0,4]^2)*Y[0,5])
*Y[0,7])*Y[0,9] + ((Y[0,4] + (1 + (1 + Y[0,1])*Y[0,3])*Y[0,4]^2 +
(((1 + Y[0,1])*Y[0,3])*Y[0,4]^2)*Y[0,5] + (((1 + Y[0,1])*Y[0,3])*
Y[0,4]^2 + (((1 + Y[0,1])*Y[0,3])*Y[0,4]^2)*Y[0,5])*Y[0,7])*Y[0,9])
*Y[0,10])*Y[0,12]);
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Y[1,5]=(1 + (1 + (1 + Y[0,1])*Y[0,3])*Y[0,4] + (((1 + Y[0,1])*Y[0,3])
*Y[0,4])*Y[0,5] + (((1 + Y[0,1])*Y[0,3])*Y[0,4] + (((1 + Y[0,1])*
Y[0,3])*Y[0,4])*Y[0,5])*Y[0,7])/((1 + Y[0,4])*Y[0,5]);
Y[1,6]=(((1 + Y[0,4])*Y[0,5])*Y[0,6] + (((1 + Y[0,4])*Y[0,5])*Y[0,6]
+ Y[0,4]*Y[0,5]*Y[0,6]*Y[0,9] + Y[0,4]*Y[0,5]*Y[0,6]*Y[0,9]*
Y[0,10])*Y[0,12])/(1 + Y[0,5] + (1 + Y[0,5])*Y[0,12]);
Y[1,7]=(((1 + (1 + (1 + Y[0,1])*Y[0,3])*Y[0,4] + (((1 + Y[0,1])*
Y[0,3])*Y[0,4])*Y[0,5] + (((1 + Y[0,1])*Y[0,3])*Y[0,4] + (((1 +
Y[0,1])*Y[0,3])*Y[0,4])*Y[0,5])*Y[0,7])*Y[0,8])*Y[0,10])/(1 + Y[0,7]
+ (1 + Y[0,7] + ((1 + Y[0,4])*Y[0,7])*Y[0,8])*Y[0,10]);
Y[1,8]=(1 + Y[0,7] + (1 + Y[0,7])*Y[0,10])/((((1 + Y[0,4])*Y[0,7])*
Y[0,8])*Y[0,10]);
Y[1,9]=(1 + Y[0,4] + (1 + Y[0,4])*Y[0,12])/((Y[0,4]*Y[0,9] + Y[0,4]
*Y[0,9]*Y[0,10])*Y[0,12]);
Y[1,10]=(((1 + Y[0,4])*Y[0,7])*Y[0,8] + (((1 + Y[0,4])*Y[0,7])*
Y[0,8] + Y[0,4]*Y[0,7]*Y[0,8]*Y[0,9] + Y[0,4]*Y[0,7]*Y[0,8]*Y[0,9]
*Y[0,10])*Y[0,12])/(1 + Y[0,7] + (1 + Y[0,7] + ((1 + Y[0,4])*Y[0,7])
*Y[0,8])*Y[0,10] + (1 + Y[0,7] + (1 + Y[0,7] + ((1 + Y[0,4])*Y[0,7])
*Y[0,8])*Y[0,10])*Y[0,12]);
Y[1,11]=(Y[0,10]*Y[0,11] + Y[0,10]*Y[0,11]*Y[0,12])/(1 + Y[0,10]);
Y[1,12]=(Y[0,4]*Y[0,9] + Y[0,4]*Y[0,9]*Y[0,10])/(1 + Y[0,4] + (1 +
Y[0,4] + Y[0,4]*Y[0,9] + Y[0,4]*Y[0,9]*Y[0,10])*Y[0,12]);
Y[2,1]=(Y[1,1]*Y[1,2] + Y[1,1]*Y[1,2]*Y[1,4] + (Y[1,1]*Y[1,2] + Y
[1,1]*Y[1,2]*Y[1,4] + Y[1,1]*Y[1,2]*Y[1,4]*Y[1,9] + (Y[1,1]*Y[1,2] +
Y[1,1]*Y[1,2]*Y[1,4] + Y[1,1]*Y[1,2]*Y[1,4]*Y[1,9] + Y[1,1]*Y[1,2]
*Y[1,4]*Y[1,9]*Y[1,10])*Y[1,11])*Y[1,12])/(1 + Y[1,2] + (Y[1,2] + Y
[1,2]*Y[1,11])*Y[1,12]);
Y[2,2]=1/(Y[1,2] + (Y[1,2] + Y[1,2]*Y[1,11])*Y[1,12]);
Y[2,3]=(Y[1,3]*Y[1,4] + Y[1,3]*Y[1,4]*Y[1,7])/(1 + Y[1,4]);
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Y[2,4]=(((1 + Y[1,7])*Y[1,9] + ((1 + Y[1,7])*Y[1,9] + ((1 + Y[1,7] +
((1 + Y[1,4])*Y[1,7])*Y[1,8])*Y[1,9])*Y[1,10])*Y[1,11])*Y[1,12])/(1
+ Y[1,4] + (1 + Y[1,4])*Y[1,7] + (1 + Y[1,4] + (1 + Y[1,4])*Y[1,7] +
(Y[1,4] + Y[1,4]*Y[1,7])*Y[1,9] + (1 + Y[1,4] + (1 + Y[1,4])*Y[1,7]
+ (Y[1,4] + Y[1,4]*Y[1,7])*Y[1,9] + ((Y[1,4] + Y[1,4]*Y[1,7])*
Y[1,9])*Y[1,10])*Y[1,11])*Y[1,12]);
Y[2,5]=(((1 + Y[1,4])*Y[1,5])*Y[1,6] + (((1 + Y[1,4])*Y[1,5])*Y[1,6]
+ Y[1,4]*Y[1,5]*Y[1,6]*Y[1,9] + (((1 + Y[1,4])*Y[1,5])*Y[1,6] +
Y[1,4]*Y[1,5]*Y[1,6]*Y[1,9] + Y[1,4]*Y[1,5]*Y[1,6]*Y[1,9]*Y[1,10])
*Y[1,11])*Y[1,12])/(1 + Y[1,6] + (Y[1,6] + Y[1,6]*Y[1,11])*Y
[1,12]);
Y[2,6]=1/(Y[1,6] + (Y[1,6] + Y[1,6]*Y[1,11])*Y[1,12]);
Y[2,7]=((((1 + Y[1,4])*Y[1,8])*Y[1,10])*Y[1,11])/(1 + Y[1,7] + (1 +
Y[1,7] + (1 + Y[1,7] + ((1 + Y[1,4])*Y[1,7])*Y[1,8])*Y[1,10])*
Y[1,11]);
Y[2,8]=(1 + Y[1,7] + (1 + Y[1,7] + (1 + Y[1,7])*Y[1,10])*Y[1,11])/
(((((1 + Y[1,4])*Y[1,7])*Y[1,8])*Y[1,10])*Y[1,11]);
Y[2,9]=(1 + Y[1,4] + (1 + Y[1,4] + (1 + Y[1,4])*Y[1,11])*Y[1,12])/
((Y[1,4]*Y[1,9] + (Y[1,4]*Y[1,9] + Y[1,4]*Y[1,9]*Y[1,10])*Y[1,11])
*Y[1,12]);
Y[2,10]=(((1 + Y[1,4])*Y[1,7])*Y[1,8] + (((1 + Y[1,4])*Y[1,7])*Y
[1,8])*Y[1,11] + (((1 + Y[1,4])*Y[1,7])*Y[1,8] + Y[1,4]*Y[1,7]*Y[1,8]
*Y[1,9] + (((2 + 2*Y[1,4])*Y[1,7])*Y[1,8] + 2*Y[1,4]*Y[1,7]*Y[1,8]
*Y[1,9] + Y[1,4]*Y[1,7]*Y[1,8]*Y[1,9]*Y[1,10])*Y[1,11] + (((1 + Y
[1,4])*Y[1,7])*Y[1,8] + Y[1,4]*Y[1,7]*Y[1,8]*Y[1,9] + Y[1,4]*Y[1,7]
*Y[1,8]*Y[1,9]*Y[1,10])*Y[1,11]^2)*Y[1,12])/(1 + Y[1,7] + (1 + Y
[1,7] + (1 + Y[1,7] + ((1 + Y[1,4])*Y[1,7])*Y[1,8])*Y[1,10])*Y[1,11]
+ (1 + Y[1,7] + (2 + 2*Y[1,7] + (1 + Y[1,7] + ((1 + Y[1,4])*Y[1,7])*Y
[1,8])*Y[1,10])*Y[1,11] + (1 + Y[1,7] + (1 + Y[1,7] + ((1 + Y[1,4])*Y
[1,7])*Y[1,8])*Y[1,10])*Y[1,11]^2)*Y[1,12]);
Y[2,11]=(Y[1,10] + (Y[1,10] + Y[1,10]*Y[1,11])*Y[1,12])/(1 + (1 +
Y[1,10])*Y[1,11]);
Y[2,12]=(((1 + Y[1,2])*Y[1,4] + ((1 + Y[1,2])*Y[1,4])*Y[1,6])*Y[1,9]
+ (((1 + Y[1,2])*Y[1,4] + ((1 + Y[1,2])*Y[1,4])*Y[1,6])*Y[1,9] + (((1
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+ Y[1,2])*Y[1,4] + ((1 + Y[1,2])*Y[1,4])*Y[1,6])*Y[1,9])*Y[1,10])*Y
[1,11] + ((Y[1,2]*Y[1,4] + ((1 + 2*Y[1,2])*Y[1,4])*Y[1,6])*Y[1,9] +
((2*Y[1,2]*Y[1,4] + ((2 + 4*Y[1,2])*Y[1,4])*Y[1,6])*Y[1,9] + ((Y[1,2]
*Y[1,4] + ((1 + 2*Y[1,2])*Y[1,4])*Y[1,6])*Y[1,9])*Y[1,10])*Y[1,11]
+ ((Y[1,2]*Y[1,4] + ((1 + 2*Y[1,2])*Y[1,4])*Y[1,6])*Y[1,9] + ((Y[1,2]
*Y[1,4] + ((1 + 2*Y[1,2])*Y[1,4])*Y[1,6])*Y[1,9])*Y[1,10])*Y[1,11]
^2)*Y[1,12] + (Y[1,2]*Y[1,4]*Y[1,6]*Y[1,9] + (3*Y[1,2]*Y[1,4]*Y
[1,6]*Y[1,9] + Y[1,2]*Y[1,4]*Y[1,6]*Y[1,9]*Y[1,10])*Y[1,11] + (3*Y
[1,2]*Y[1,4]*Y[1,6]*Y[1,9] + 2*Y[1,2]*Y[1,4]*Y[1,6]*Y[1,9]*Y[1,10])
*Y[1,11]^2 + (Y[1,2]*Y[1,4]*Y[1,6]*Y[1,9] + Y[1,2]*Y[1,4]*Y[1,6]*Y
[1,9]*Y[1,10])*Y[1,11]^3)*Y[1,12]^2)/(1 + Y[1,4] + (1 + Y[1,4])*Y
[1,11] + (1 + Y[1,4] + Y[1,4]*Y[1,9] + (2 + 2*Y[1,4] + 2*Y[1,4]*Y
[1,9] + Y[1,4]*Y[1,9]*Y[1,10])*Y[1,11] + (1 + Y[1,4] + Y[1,4]*Y[1,9]
+ Y[1,4]*Y[1,9]*Y[1,10])*Y[1,11]^2)*Y[1,12]);
Y[3,1]=1/Y[2,1];
Y[3,2]=(Y[2,1]*Y[2,2] + (Y[2,1]*Y[2,2] + Y[2,1]*Y[2,2]*Y[2,11])*Y
[2,12])/(1 + Y[2,1]);
Y[3,3]=(Y[2,4] + ((1 + Y[2,3])*Y[2,4])*Y[2,7])/(1 + Y[2,3] + Y[2,3]
*Y[2,4]);
Y[3,4]=(1 + Y[2,3])/(Y[2,3]*Y[2,4]);
Y[3,5]=1/Y[2,5];
Y[3,6]=(Y[2,5]*Y[2,6] + (Y[2,5]*Y[2,6] + Y[2,5]*Y[2,6]*Y[2,11])*Y
[2,12])/(1 + Y[2,5]);
Y[3,7]=1/((1 + Y[2,3])*Y[2,7]);
Y[3,8]=(((((1 + Y[2,3] + Y[2,3]*Y[2,4])*Y[2,7])*Y[2,8])*Y[2,10])*Y
[2,11])/(1 + (1 + Y[2,3])*Y[2,7] + (1 + (1 + Y[2,3])*Y[2,7] + (1 + (1
+ Y[2,3])*Y[2,7])*Y[2,10])*Y[2,11]);
Y[3,9]=(((((1 + Y[2,1])*Y[2,3])*Y[2,4] + (((1 + Y[2,1])*Y[2,3])*Y
[2,4])*Y[2,5])*Y[2,9] + ((((1 + Y[2,1])*Y[2,3])*Y[2,4] + (((1 + Y[2,1])
*Y[2,3])*Y[2,4])*Y[2,5])*Y[2,9] + ((((1 + Y[2,1])*Y[2,3])*Y[2,4] +
(((1 + Y[2,1])*Y[2,3])*Y[2,4])*Y[2,5])*Y[2,9])*Y[2,10])*Y[2,11])*Y
[2,12])/(1 + Y[2,3] + Y[2,3]*Y[2,4] + (1 + Y[2,3] + Y[2,3]*Y[2,4] +
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(1 + Y[2,3] + Y[2,3]*Y[2,4])*Y[2,11])*Y[2,12]);
Y[3,10]=(1 + Y[2,11])/(Y[2,10]*Y[2,11]);
Y[3,11]=(Y[2,10] + (Y[2,10] + Y[2,10]*Y[2,11])*Y[2,12])/(1 + (1 +
Y[2,10])*Y[2,11]);
Y[3,12]=1/((1 + Y[2,11])*Y[2,12]);
After one has implemented all the sink–sequence, one has to change the basis of
the charge lattice according to the expression of PΛ:
Y[0, 1] = Y[3, 2];
Y[0, 2] = Y[3, 1];
Y[0, 3] = Y[3, 12];
Y[0, 4] = Y[3, 9];
Y[0, 5] = Y[3, 6];
Y[0, 6] = Y[3, 5];
Y[0, 7] = Y[3, 11];
Y[0, 8] = Y[3, 10];
Y[0, 9] = Y[3, 4];
Y[0, 10] = Y[3, 8];
Y[0, 11] = Y[3, 7];
Y[0, 12] = Y[3, 3];
]
Having changed the basis of the charge lattice, the iteration goes back to the
beginning. When the iteration finishes we check our results with the following line:
For[k = 1, k < 14, k++, Print[{k, Chop[A[k] - Y[0, k]]}]]
Notice that we are using the Chop command in order to avoid problems with the
machine precision. And that’s it. With this very very simple program one is able,
with the help of the Keller applet for generating the corresponding mutations of the
Y –variables, to check all the monodromy orders of table 3.
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C Details on the Weyl–factorized sequences
In this appendix we present the details of the computations summarized in table
4. For each model we specify the quiver used and the associated Weyl–factorized
sequences, with their types and involutive permutations. For the quivers arising
from one–point extensions of known algebras — Z12, Q11, S12, W13 — we report only
the sequences associated with the quivers in figures 4, 5, 7: obtaining the sequences
corresponding to these quivers mutated at 0 is straightforward.
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QZ11 :
3, 1 // 3, 2

3, 3oo
2, 1
OO

2, 2oo // 2, 3
OO

2, 4oo
1, 1 // 1, 2
OO
1, 3oo // 1, 4
OO
QZ12 :
3, 1 // 3, 2

3, 3oo
2, 1
OO

2, 2oo // 2, 3
OO

2, 4oo
1, 1 // 1, 2
OO
1, 3oo // 1, 4
OO
0oo
QZ13 :
3, 1
2, 1
1, 1
3, 2
2, 2
1, 2
3, 3
2, 3
1, 3
2, 4
1, 4
2, 5
1, 5
OO
//

oo
//

oo
OO
//
oo
OO

oo
//
OO
//
oo

Figure 4: Quivers for the Z familiy.
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Z11 (3,2),(2,1),(2,3),(1,2),(1,4),(3,1),(2,2),(2,4),(1,1),(1,3),(3,3),(2,1),(2,3),
(1,2),(1,4),(3,2),(2,2),(2,4),(1,1),(1,3),(3,1),(3,3),(2,1),(2,3),(1,2),(1,4)
Type: (A4, s4s2(cA4)
2 : A4, s3s1(cA4)
2 : A3, (cA3)
2)
PΛ < (γ3,1, γ3,3), (γa,4, γa,1), (γa,2, γa,3), a = 1, 2 >
(3,1),(3,3),(1,1),(1,3),(2,2),(2,4),(3,2),(1,2),(1,4),(2,1),(2,3),(3,1),(3,3),
(1,1),(1,3),(2,2),(2,4),(3,2),(1,2),(2,1),(2,3)
Type: (A3, (cA3)
2 : A3, (cA3)
2 : A3, (cA3)
2 : A2, u)
PΛ < (γ1,4, γ2,4), (γ1,a, γ3,a), a = 1, 2, 3 >
Z12 (3,2),(2,1),(2,3),(1,2),(1,4),(3,1),(2,2),(1,1),(1,3),0,(2,1),
(1,2),(1,4),(1,1),(1,3),(1,2),(2,4),(2,3),(2,2),(3,3),(3,2),0,
(1,4),(2,4),(3,1),(3,3),(2,1),(2,3),(1,1),(1,3),0
Type: (A5, (cA5)
3 : A4, s3s1(cA4)
2 : A3, (cA3)
2)
PΛ < (γ1,1, γ0), (γ1,2, γ1,4), (γ2,1, γ2,4), (γ2,2, γ2,3), (γ3,1, γ3,3) >
(3,1),(1,1),(2,2),(3,3),(1,3),(2,4),0,(2,1),(3,2),(1,2),(2,3),
(1,4),(3,1),(1,1),(2,2),(3,3),(1,3),(2,4),(2,1),(3,2),(1,2),(2,3)
Type: (A3, (cA3)
2 : A3, (cA3)
2 : A3, (cA3)
2 : A1, s)
PΛ < γ1,a, γ3,a > a = 1, 2, 3, (γ2,4, γ1,4)
Z13 (3,2),(2,1),(2,3),(2,5),(1,2),(1,4),(2,2),(2,4),(1,1),(1,3),(1,5),(3,1),
(2,1),(2,3),(2,5),(1,2),(1,4),(3,3),(2,2),(2,4),(1,1),(1,3),(1,5),
(3,2),(2,1),(2,3),(2,5),(1,2),(1,4),(1,1),(3,3),(2,2),(2,4),(1,1),(1,3),(1,5)
Type: (A5, (cA5)
3 : A5, (cA5)
3 : A3, (cA3)
2)
PΛ < (γ3,1, γ3,3), (γa,5, γa,1), (γa,4, γa,2), a = 1, 2 >
(3,1),(3,3),(1,1),(1,3),(2,2),(1,5),(2,4),(3,2),(1,2),(2,1),(2,3),(2,5),(1,4),
(3,1),(3,3),(1,1),(1,3),(2,2),(3,2),(1,2),(2,1),(2,3),(2,4),(1,5)
Type: (A3, (cA3)
2 : A3, (cA3)
2 : A3, (cA3)
2 : A2, u : A2, v)
PΛ < (γ1,b, γ2,b), b = 4, 5, (γ1,a, γ3,a), a = 1, 2, 3 >
Table 5: Weyl–factorized sequences for the quivers of figure 4.
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QQ10 :
3, 1 3, 2
2, 1 2, 2
4, 1 4, 2
1, 1 1, 2
2, 3
1, 3
oo
		




KK
//
""E
EE
EE
E
OO
ZZ55555
 

 

oo
oo
oo //
OO
QQ11 :
3, 1 3, 2
2, 1 2, 2
4, 1 4, 2
1, 1 1, 2
2, 3
1, 3 0
oo







JJ
//
!!B
BB
BB
BB
B
PP        
WW//////

  
  
  
  
oo
oo
oo //
PP        
oo
QQ12 :
3, 1 3, 2
2, 1 2, 2
4, 1 4, 2
1, 1 1, 2
2, 3
1, 3
2, 4
1, 4
oo
		




 JJ
//
""F
FF
FF
F
OO        
[[77777

  
  
  
  
oo
oo
oo //
OO
//
oo

  
  
  
  
Figure 5: Quivers for the Q familiy.
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Q10 (4,1),(3,1),(2,2),(1,1),(2,3),(2,1),(1,3),(1,2),(4,2),(3,2),(2,2),(1,1),
(2,3),(4,1),(3,1),(2,1),(1,3),(1,2)
Type: (A3, (cA3)
2 : A3, (cA3)
2 : A2, v : A2, v)
PΛ < (γb,1, γb,2), b = 3, 4, (γa,1, γa,3), a = 1, 2 >
(2,1),(3,2),(4,2),(1,2),(1,3),(4,1),(3,1),(1,1),(2,2),(2,3),(2,1),(4,2),
(3,2),(1,2),(4,1),(3,1),(1,1),(2,2),(2,1),(4,2),(3,2),(1,2),(4,1),(3,1),
(1,1),(2,2),(1,3)
Type: (D4, (cD4)
3 : D4, (cD4)
3 : A2, v)
PΛ < (γ1,3, γ2,3) >
Q11 (1,1),(1,3),(2,2),(3,1),(4,1),(1,2),0,(2,1),(2,3),(1,3),(2,2),(3,2),(4,2),0,
(1,1),(1,2),(2,1),(1,3),(2,3),(3,1),(4,1),(1,1)
Type: (A4, s3s1(cA4)
2 : A3, (cA3)
2 : A2, u : A2, v)
PΛ < γa,1, γa,2 > a = 3, 4, (γ2,1, γ2,3), (γ0, γ1,1), (γ1,2, γ1,3)
0,(2,3),(3,2),(1,2),(4,2),(2,1),(1,3),(2,2),(4,1),
(1,1),(3,1),(3,2),(4,2),(1,2),(2,1),(2,2),(3,1),(4,1),
(1,1),(3,2),(1,2),(4,2),(2,1),(2,2),(3,1),(4,1), (1,1),(2,3)
Type: (D4, (cD4)
3 : D4, (cD4)
3 : A2, u : A1, s)
PΛ < (γ1,3, γ2,3) >
Q12 (1,1),(1,3),(2,4),(2,2),(3,1),(4,1),(2,3),(2,1),(1,2),(1,4),(2,4),(1,3),
(2,2),(2,3),(3,2),(4,2),(1,1),(1,2),(2,1),(1,4),(1,1),(2,2),(1,3),(2,4),
(4,1),(3,1)
Type: (A4, s3s1(cA4)
2 : A4, s4s2(cA3)
2 : A2, v : A2, v)
PΛ < (γb,1, γb,2), b = 3, 4, (γa,1, γa,4), (γa,2, γa,3), a = 1, 2 >
(2,1),(4,2),(3,2),(1,2),(2,3),(1,4),(4,1),(3,1),(1,1),(2,2),(1,3),(2,4),
(2,1),(4,2),(3,2),(1,2),(4,1),(3,1),(1,1),(2,2),(2,1),(4,2),(3,2),(1,2),
(2,3),(1,4),(4,1),(3,1),(1,1),(2,2)
Type: (D4, (cD4)
3 : D4, (cD4)
3 : A2, u : A2, v)
PΛ < (γ1,a, γ2,a), a = 3, 4 >
Table 6: Weyl–factorized sequences for the quivers of figure 5.
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µ(QQ10) :
4, 1 4, 2
1, 1 1, 2
2, 1 2, 2
3, 1 3, 2
2, 3 1, 3
oo

OO
oo
==||||
 

}}|||
|
@@
//


@@    
oo
Figure 6: The quiver in the mutation class of Q10 of example (7.11).
Table 7: Weyl–factorized sequences associated with the quiver of figure 6. Both of
them corresponds to mutations that are the identity on the quiver. The first one,
being of order 1 corresponds to the full quantum monodromy, the second to the
half–monodromy.
Q10 (4,1),(3,1),(1,1),(2,2),(4,2),(3,2),(1,3),(1,2),(2,1),
(4,1),(3,1),(1,1),(2,2),(4,2),(3,2),(2,3),(1,2),(2,1),
(4,1),(3,1),(1,3),(1,1),(2,2),(4,2),(3,2),(1,2),(2,1),(2,3)
Type: (A2, c
3 : A2, c
3 : A2, c
3 : A2, c
3 : A1, c
2 : A1, c
2)
(2,1),(4,2),(3,2),(1,3),(1,2),(4,1),(3,1),(1,1),(2,2),(2,1),
(4,2),(3,2),(1,2),(4,1),(3,1),(1,1),(2,2),(2,1),(4,2),(3,2),
(1,2),(4,1),(3,1),(1,1),(2,2),(2,3)
Type: (D4, (cD4)
3 : D4, (cD4)
3 : A1, s : A1, s)
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QS11 :
1, 1 1, 2
2, 1 2, 2
4, 1 4, 2
3, 1 3, 2
2, 3
3, 3
1, 3oo




 LL
//
//
!!D
DD
DD
D
OO
\\99999

  
  
  
oo
oo
oo //
OO      





QS12 :
3, 1 3, 2
2, 1 2, 2
4, 1 4, 2
1, 1 1, 2
2, 3
1, 3
3, 3
0
oo






 JJ
//
//
!!B
BB
BB
B
PP       
WW/////

  
  
  
 
oo
oo
oo //
PP       
		




oo
QW13 :
3, 1 // 3, 2

3, 3 //oo 3, 4

2, 1
OO

2, 2oo // 2, 3
OO

2, 4oo
1, 1, // 1, 2
OO
1, 3oo // 1, 4
OO
0oo
Figure 7: Quivers for the S familiy and for the W13 theory.
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W13 (3,2),(3,4),(2,1),(2,3),(1,2),(1,4),(3,1),(3,3),(2,2),(1,1),(1,3),0,
(3,2),(2,1),(2,4),(1,2),(1,4),(3,1),(3,4),(2,3),(1,1),(1,3),0,
(3,3),(2,2),(2,4),(1,2),(1,4),(3,2),(3,4),(2,1),(2,3),(1,1),(1,3),0
Type: (A5, (cA5)
3 : A4, s3s1(cA4)
3 : A4, s4s2(cA4)
3)
PΛ < (γ0, γ1,1), (γ1,2, γ1,4), (γa,1, γa,4), (γa,2, γa,3), a = 2, 3 >
(3,1),(1,1),(2,2),(3,3),(1,3),(2,4),0,(2,1),(3,2),(1,2),(2,3),(3,4),(1,4),
(3,1),(1,1),(2,2),(3,3),(1,3),(2,4),(2,1),(3,2),(1,2),(2,3),(3,4),(1,4)
Type: (A3, (cA3)
2 : A3, (cA3)
2 : A3, (cA3)
2 : A3, (cA3)
2 : A1 : s)
PΛ < (γ1,a, γ3,a), a = 1, 3 >
S11 (1,1),(1,3),(3,1),(3,3),(2,2),(4,1),(1,2),(3,2),(2,1),(2,3),(4,2),
(1,1),(1,3),(3,1),(3,3),(2,2),(1,2),(3,2),(2,1),(2,3),(4,1)
Type: (A3, (cA3)
2 : A3, (cA3)
2 : A3, (cA3)
2 : A2, v)
PΛ < (γa,1, γa,3), a = 1, 2, 3, (γ4,1, γ4,2) >
(2,1),(4,2),(1,2),(3,2),(2,3),(4,1),(1,1),(3,1),(2,2),(1,3),(3,3),
(2,1),(4,2),(1,2),(3,2),(2,3),(4,1),(1,1),(3,1),(2,2),(2,1),(4,2),
(1,2),(3,2),(4,1),(1,1),(3,1),(2,2),(3,3),(1,3)
Type: (D4, (cD4)
3 : D4, (cD4)
3 : A3, (cA3)
2)
PΛ < (γ1,3, γ3,3) >
S12 (3,1),(3,3),(1,1),(1,3),(2,2),(4,1),(3,2),(1,2),0,(2,3),(2,1),(4,2),
(1,3),(1,1),(2,2),(3,1),(3,3),0,(1,2),(1,1),(1,3),(2,3),(2,1),(3,2),(4,1)
Type: (A4, s3s1(cA4)
2 : A3, (cA3)
2 : A3, (cA3)
2 : A2, v)
PΛ < (γ1,1, γ0), (γ1,2, γ1,3), (γa,1, γa,3), a = 2, 3, (γ4,1, γ4,2) >
(2,1),(4,2),(3,2),(1,2),(2,3),0,(4,1),(3,1),(1,1),(2,2),(3,3),(1,3),(2,1),
(4,2),(3,2),(1,2),(2,3),(4,1),(3,1),(1,1),(2,2),(2,1),(4,2),(3,2),(1,2),
(4,1),(3,1),(1,1),(2,2),(1,3),(3,3)
Type: (D4, (cD4)
3 : D4, (cD4)
3 : A3, (cA3)
2 : A1, s)
PΛ < γ1,3, γ3,3 >
Table 8: Weyl–factorized sequences for the quivers of figure 7.
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