[1] Based on a comprehensive synthesis of data available within the literature, a new process-based model of microbial pollution is presented, which is applicable for surface and coastal waters. The model is based on a generic set of parameterisations that describe the dynamics of most protozoan, bacterial and viral organisms of interest, including pathogens and microbial indicator organisms. The parameterisations dynamically account for the effects of temperature, salinity, pH, dissolved oxygen, sunlight, nutrients and turbidity on the growth and mortality of enteric organisms. Parameters for a range of organisms are also presented which are based on collation of literature data. The model has been implemented within an aquatic ecology model, Computational Aquatic Ecosystem Dynamics Model (CAEDYM), which can couple to multidimensional hydrodynamic models. Without adjustment of the literature derived parameter values, a 3-D implementation is validated against observed data from three freshwater systems that differ in their climatic zone, trophic status and operation. The simulations highlight the spatial and temporal variability that may be encountered by operators. Additionally, large differences in the fate and distribution of different species originate from variable rates of growth, mortality and sedimentation and it is emphasized that the use of surrogates for quantifying risk is problematic. The model can be used to help design targeted monitoring programs, explore differences between species, and to support real-time decision-making. Areas where insufficient understanding and data exist are discussed. 
Introduction
[2] Understanding and managing microbial pollution of surface waters is one of the foremost challenges presently facing the water industry. Generally, water management authorities routinely monitor concentrations of bacterial and viral organisms as indicators for actual pathogenic contamination. Certain bacterial and viral indicators may also be used as surrogates or models of pathogen behavior, for example in treatment processes or in natural environments. The indicator organisms themselves are mostly harmless, but due to the relative ease and cost of their measurement, they are monitored rather than direct measurement of the pathogen(s) of concern.
[3] Pathogens of concern vary between systems depending on the nature of the catchment and the intended use of the water. Because of their longetivity and resistance to chemical disinfectants, the (oo)cysts of the protozoan organisms Cryptosporidium spp. and Giardia spp. are a typical concern in water bodies used for drinking water. In poorly treated and recreational waters, other problem organisms include bacteria such as Salmonella spp., Shigella spp., Vibrio spp. Clostridium spp. and Staphylococcus aureus and numerous human enteric viruses such as those from the genera Enterovirus, Hepatovirus, Rotavirus and Norovirus [Fong and Lipp, 2006] .
[4] The most widely used indicator organisms are the enteric coliform bacteria, which are gram-negative bacilli that belong to the family Enterobacteriaceae (e.g., Klebsiella spp., Enterobacter spp. Citrobacter spp., Escherichia coli). Specific coliform measurements include total coliforms, faecal coliforms, and in particular E. coli. The latter two are the most common since they are abundant in the faeces of humans and other warm blooded animals, and are hence thought to be a reliable indicator of faecal pollution. Total coliforms are used less frequently since they include organisms from soil and cold-blooded animals. Except for certain strains of pathogenic E. coli (e.g., O157), coliform bacteria are not a threat to human health, but their high abundance means that they are easy to detect, thereby alerting water authorities to pollution events that may contain other problem organisms. Other routinely used indicator bacteria include the gram-positive cocci, Enterococci and faecal streptococci, and spores of the gram-positive bacilli Clostridium perfringens. Viral indicators most commonly measured include the F-specific RNA (F + RNA) bacteriophages (e.g., strains MS2 and F2) and somatic coliphages (e.g., strains T 2 ,T 7 and fX174).
[5] Although there are several decades of literature on the dynamics of enteric organisms in surface and coastal waters (for a review see Brookes et al. [2004] , and Sinton [2005] , respectively), most investigations that have aimed to quantify the kinetics of these organisms under different environmental conditions have focused on coliforms and E. coli in particular. Nonetheless, sufficient evidence exists to conclude that the various organism classes can exhibit markedly different behavior from one another once exposed to a range of environmental pressures, and consequently much debate exists on the reliability of ''bioindicators'' of pathogen exposure risk.
[6] The use of numerical models to augment existing monitoring and risk-management activities is becoming increasingly widespread since they are able to highlight dominant processes controlling organism dynamics, and can be used to fill knowledge gaps and test management scenarios. Such models have also been used to support real-time decision making by forecasting pathogen concentrations [e.g., Romero et al., 2006] . There have been several models used to simulate different components of microbial pollution reported in the literature that range in sophistication and that are relevant for different surface water environments, including freshwater lakes and reservoirs [Auer and Niehaus, 1993; Walker and Stedinger, 1999; Jin et al., 2003; Hipsey et al., 2004 Hipsey et al., , 2005 , streams and rivers [Wilkinson et al., 1995; Medema and Schijven, 2001] , and estuaries and coastal lagoons [Salomon and Pommepuy, 1990; Steets and Holden, 2003; McCorquodale et al., 2004] . However, it remains difficult for practitioners within the water industry to confidently implement these models, since they tend to be system or organism specific.
[7] From a modeling perspective, the dominant processes affecting organism fate and distribution are similar for most species; that is, all are subject to advection and mixing, mortality, sedimentation, etc., and so it is appealing to build a generic model for microbial pollutants. This requires that the parameterizations are based upon actual process descriptions with different responses of simulated species or groups achieved through appropriate modification of the kinetic coefficients that account for their sensitivity to environmental parameters (e.g., temperature, salinity, light). The development of a common architecture for models of microbial pollution is attractive as it has the potential to encourage a nonsite specific standard parameter set for each species of interest, thereby allowing more confident model implementation and use by industry practitioners for a range of environments.
[8] In light of the above, the aims of this analysis are threefold. First, based on review of the available literature, a new model structure is presented that advances existing models and is generic for protozoan, bacterial and viral organisms. Second, collation of numerous literature data sources is presented to provide the current best estimates of parameter values and to highlight the key areas where data and knowledge gaps exist. Third, the model is applied to three different surface water systems without calibration and the performance evaluated against measured data sets.
Literature Review and Model Development
[9] Enteric organisms are susceptible to numerous stresses once they enter the aquatic environment and leave the warm, nutritious habitat within their mammalian hosts. These include biotic stresses from the autochthonous biota that may graze and compete for resources, and they may also be exposed to potentially harmful microbial exudates or infection. Abiotic pressures include inactivation by sunlight, and exposure to undesirable temperatures, salinities and pH. Numerous reviews on these factors are available, specific to fresh waters , and seawater [Sinton, 2005; Fayer and Trout, 2005; Gerba, 2005] . Should conditions be suitable, growth and multiplication may also occur (although this is less relevant to organisms such as the cyst forming protozoa, or the enteric viruses) and factors such as the scarcity of assimilable nutrients may become important.
[10] As the basis for the model presented herein, a general conceptual picture of the dynamics of pathogens and indicator organisms is presented (Figure 1 ). The model has been implemented as an optional module within the larger Computational Aquatic Ecosystem Dynamics Model (CAEDYM), a freeware code that includes comprehensive descriptions of the light climate, phytoplankton and zooplankton dynamics, nutrient cycles (C, N, P, Si), dissolved oxygen (DO), pH and suspended sediment (SS) dynamics [Hipsey et al., 2006b] . CAEDYM is a generic water quality model capable of dynamic coupling to range of hydrodynamic drivers, including 1, 2 and 3-D models of lakes and reservoirs [Romero et al., 2004; Bruce et al., 2006] , rivers and estuaries [Chan et al., 2002; Robson and Hamilton, 2004] , and the coastal ocean [Spillman et al., 2007; Hillmer and Imberger, 2007] .
Growth
[11] The question of enteric organism population growth within natural aquatic systems has received little attention within the literature. Generally it is thought that in most coastal or surface water environments there are insufficient nutrients for enteric organisms to multiply, in addition to the numerous other environmental pressures. However, in wastewater treatment systems where nutrients are abundant, regrowth is frequently observed [Parhad and Rao, 1974; Liu, 2002] , and it is therefore not surprising that nutrient pollution of natural waters has been seen to motivate growth of enteric organisms. Chamberlin and Mitchell [1978] observed a temperature dependent relationship between the percentage of a nutrient rich synthetic sewage medium mixed with seawater and the observed decay rate of coliform bacteria. Similarly, while experimenting on the influence of increased sewage nutrient concentrations on the die-off of a range of enteric organisms, Evison [1988] found that growth could be stimulated for certain organisms with as little as 2.5 -25% sewage in both fresh and saline waters.
In their study, the growth response was only seen in the pathogenic bacteria, and not in E. coli. In a tropical coastal environment, Lopez-Torres et al. [1988] observed the coliforms E. coli and Klebsiella pneumoniae surviving and actively respiring in waters impacted by nutrient rich effluent. Aquatic sediments have also been identified as a region that can support growth of enteric bacteria due to heightened nutrient levels [Gerba and McLeod, 1976; Hood and Ness, 1982; LaLiberte and Grimes, 1982; Marino and Gannon, 1991; Davies et al., 1995] .
[12] Furthermore, there is mounting evidence to support the concept of growth of enteric bacteria within oligotrophic systems, both fresh and saline. As early as four decades ago, Hendricks and Morrison [1967] found a range of indicator and pathogenic enteric bacteria could grow and multiply in a low-nutrient, low-temperature environment characteristic of a cold mountain stream, and like Gerba and McLeod [1976] and Davies et al. [1995] , they found that other processes such as competition and predation suppressed the biomass. More recently, Korhonen and Martikainen [1991] , Camper et al. [1991] , Ashbolt et al. [1995] , Fujioka et al. [1999] , Solo-Gabriele et al. [2000] , Desmarais et al. [2002] , and Byappanahalli et al. [2003] have demonstrated the ability of faecal indicator bacteria to grow in lownutrient environmental waters, often in the absence of any recent faecal contamination.
[13] It is likely that growth is a complicating factor in many of the survival experiments reported within the literature and is responsible for some of the variability seen in laboratory and field determinations of decay rates. Under certain circumstances growth should therefore be resolved dynamically within a model, however, a model accounting Camper et al. [1991] and the present model (equation (2)) using parameters from Ross et al.
[2003] and optimum parameters (Table 1) for growth in natural systems remains elusive, even for the well-studied coliform bacteria. A simple model for growth in a drinking water distribution system by Dukan et al. [1996] makes use of a maximum growth rate that is mediated by temperature and nutrient limitation functions, similar to those that may be used for simulating autochthonous organisms:
where k g is the growth rate (day À1 ), m MAX is the maximum growth rate at 20°C under no nutrient limitation, f T (T) is a function that mediates growth response to temperature, T, and f LIM (N) is the nutrient limitation function with N defined as the limiting substrate required for growth. The temperature function has not been well characterized, but it is known that temperature plays an important role and it has been noted that temperatures must exceed 15-18°C before growth effects are noticeable [Chamberlin and Mitchell, 1978; Ashbolt et al., 1995; Dukan et al., 1996; LeChevalier et al., 1996] . Dukan et al. [1996] used a simple exponential function of temperature dependence in their model of coliform growth in a drinking water system, although the function included no limitation at high temperatures. Within the food microbiology literature, Salter et al. [2000] and Ross et al. [2003] presented a more general expression for the temperature dependence of bacterial growth, which takes the form:
where c T , T min and T max are species specific constants controlling the exact shape of the function. The function is specified to be 0 below T min and above T max and defined to be 1 at 20°C. A similar shaped function was presented by Zanoni et al. [1993] for enterococci. However, these functions were found to perform poorly against observations by Camper et al. [1991] and Byappanahalli et al.
[2003] who measured growth rates of environmental strains of coliforms (Figure 2 ). On the basis of the Camper et al.
[1991] observations, alternate parameter values for equation (2) were estimated using numerical techniques (Table 1) . The optimal function however indicates no growth at a maximum temperature of 35°C which seems unreasonable given their affinity for warm-blooded animals and suggests an environmentally adapted strain (discussed below); more experimental data on growth response to temperature is required to extend this formulation above 30°C [14] In the simplest approximation, the nutrient limitation function assumes the common Michaelis-Menten form:
where K N is the half-saturation constant controlling the sensitivity to the substrate concentration. Although nitrogen and phosphorus and other macronutrients may become limiting, carbon has been identified as the predominant nutrient in oligotrophic systems that is required to stimulate growth [Camper et al., 1991; LeChevalier et al., 1996; LeChevalier, 2003; van der Kooij, 2003; Bouteleux et al., 2005] , or at least as a proxy for the availability of sufficient organic substrate including all the necessary elements for growth. Of particular importance is the assimilable organic carbon fraction, which can be measured using the Assimilable Organic Carbon (AOC) or Biodegradable Dissolved Organic Carbon (BDOC) methods [van der Kooij, 2003] . In freshwaters, the assimilable fraction of a typical DOC measurement is 0.1 -0.2 mg C L À1 using the BDOC method, and 0.005 -0.05 mg C L À1 using the AOC method, although the fractions will vary depending on the predominant carbon sources for the site of interest (for example, autochthonous DOC generation through primary production generally has a higher labile component than allochthonous sources). Recently, Bouteleux et al. [2005] highlighted that the carbon source is significant in determining the growth rate of E. coli. Estimates of the maximum growth rate and half-saturation constant for E. coli and faecal coliforms (Table 1 ) are based on experiments by Camper et al. [1991] , where growth was measured over a range of assimilable carbon concentrations at constant temperature. Depending on the species, maximum growth rates were 0.1-0.4 h À1 and half-saturation constants were 0.05 -0.24 mg C L
À1
, and Camper et al. [1991] also highlight that strains within species show considerable differences. Qualitatively, the values reported here compare favorably with observations from Dukan et al. [1996] , LeChevalier et al. [1996] and Bouteleux et al. [2005] who report that 0.1 -0.3 mg L À1 of assimilable organic carbon is required before coliform growth occurs.
[15] Combining equations (1) - (3), the growth equation is:
where the assimilable carbon concentration is denoted DOC L to distinguish from AOC.
[16] More advanced forms of the nutrient limitation function may be required for more specific applications. It is well established that organisms coming directly from enriched sources (e.g., wastewater discharges) tend to exhibit a shoulder in their decay curve; that is, a lag is often seen between their introduction and the log linear section of the die-off curve, the so-called maintenance and decay phases respectively [Orlob, 1956; Mancini, 1978; Crane and Moore, 1986; Darakas, 2002] . It has been shown experimentally by various authors that previous growth history can influence future performance in a nutrient depleted environment since bacteria are capable of accumulating a luxury store of nutrients [Ghoul et al., 1990; Gauthier et al., 1991] . This is an important dynamic to consider in risk assessments since the origin of the microbial pollution will influence its persistence once it has entered an aquatic system. For example, organisms from a raw sewage ocean outfall may enter the coastal environment enriched with nutrients and display the associated broad shoulder (and even growth) before first order decay is observed, whereas organisms washed in from a surrounding agricultural catchment may have been existing on minimal nutrients for some time before entering the water column and unable to maintain a significant level of growth. If a model is to capture this dynamic it must account for variability in internal nutrient stores and the nutrient limi- Calculated from data in Figure 5 of Sinton et al. [2002] Salinity enhancement of UV-A radiation Table 4 of Sinton et al. [2002] Half-saturation constant for the oxygen dependence of UV-A radiation [1992a, 1992b] Table 4 of Sinton et al. [2002] Half-saturation constant for the oxygen dependence of VIS radiation tation on growth should depend on the internal rather than the external (water column) nutrient concentration. Such a model must define uptake and excretion/mortality functions that are not in tandem with the growth and decline of the actual number of organisms, however a model of this nature is beyond the scope of the present study and is left for a separate analysis.
Natural Mortality
[17] Natural mortality, or the ''dark-death rate'', k d , is an important process influencing protozoan, bacterial and viral dynamics in surface and coastal waters. Across the literature there is a large amount of variation in the values assigned to the mortality rate, even for identical organisms [Chamberlin and Mitchell, 1978; Kapuscinski and Mitchell, 1980; Bitton et al., 1983; Crane and Moore, 1986; Auer and Niehaus, 1993; Mayo, 1995] , which is not surprising considering the large range of environmental conditions that are covered by these studies. The predominant factors known to influence mortality include temperature, salinity, and pH, each discussed in more detail below. Other factors that have been studied include previous growth history [Munro et al., 1987; Gauthier et al., 1992] , the nutritional status of the medium [Carlucci and Pramer, 1960b; Chamberlin and Mitchell, 1978; Lessard and Sieburth, 1983; Evison, 1988] , the competitiveness of the autochthonous bacterial population [McCambridge and McMeekin, 1981; Flint, 1987; Medema et al., 1997; Gordon and Toze, 2003; Ottosson and Stenstrom, 2003 ], hydrostatic pressure and dissolved oxygen. With the exception of the last two, most of these factors are less relevant to mortality and relate to growth, as addressed previously. Dissolved oxygen concentrations can vary significantly within surface water and coastal water environments, although there has been little direct examination of the effect of oxygen on the mortality response from enteric organisms. The available studies indicate that oxygen sensitivity is weak [Pearson et al., 1987; Mayo, 1995; Curtis et al., 1992b] , and it is thought to be more significant mediating the effect of sunlight-induced inactivation (addressed below).
[18] Various authors have attempted to develop models that disaggregate k d to dynamically account for variability in temperature, salinity and pH [Klock, 1971; Chamberlin and Mitchell, 1978; Mancini, 1978; Mayo, 1995; McCorquodale et al., 2004] , although they are mostly empirical or statistical and difficult to apply outside of the system for which they were developed. Such models have also only been applied to prediction of coliform dynamics and there is little available for other organisms. Here we attempt to develop a process-based description of these influences by taking a staged approach in developing the necessary parameterizations; this involves negating competing effects and estimating the individual components of
[19] Metabolic processes increase as temperatures rise and the relationship between population decay and temperature in natural waters has been intensively studied for enteric protozoa [Naik et al., 1982; deRegnier et al., 1989; Robertson et al., 1992; Medema et al., 1997; Fayer et al., 1998; Walker and Stedinger, 1999; King et al., 2005] , bacteria [Carlucci and Pramer, 1960a; Klock, 1971; Vasconcelos and Swartz, 1976; Mancini, 1978; Gould and Munro, 1981; Lantrip, 1983; Flint, 1987; Evison, 1988 Mills et al., 1992; Solic and Krstulovic, 1992; Mezrioui et al., 1995; Sarikaya and Saatchi, 1995; Howell et al., 1996; Nasser and Oman, 1999; Craig et al., 2004] and viruses and phages [Niemi, 1976; O'Brien and Newman, 1977; McDaniels et al., 1983; Evison, 1988; Nasser and Oman, 1999; Rossi and Aragno, 1999] . As with many biological processes, the most convenient form for the loss rate, when salinity and pH are held constant, is the Arrhenius expression:
where T is temperature (°C),
is the observed dark death rate at 20°C in fresh water and # M controls the sensitivity of k d to temperature change.
[20] Collation of available data from the fresh water literature for the most commonly used microbial indicator organisms, (total coliforms, faecal coliforms, E. coli, enterococci/faecal streptococci, F + RNA phages and somatic coliphages), are shown in Figure 3 . Data included in this plot were measured at salinities below 3% and pH values between 6 and 8 to negate any variability caused by salinity toxicity and either excessive acidity or alkalinity (each discussed separately below). Data points that were sourced from a nutrient enriched medium are separated to highlight that they tend to exhibit lower mortality (45 of 66 gray points fall below the average line). Enrichment status was a qualitative indicator based on the medium the researchers used to measure the die-off, with wastewater effluent being considered enriched and others considered not to be Figure 3 . Variation of published natural mortality (''dark death'') rates as a function of temperature for 6 different organism groups. Only investigations from waters with salinity <3% and pH values between 6-8 were included. Data points collected from studies in a relatively nutrient rich medium are shown in gray and points collected from studies conducted within a nutrient poor medium are colored black. The solid line indicates the optimum fit to the data for equation (5) enriched. It is theorized that this trend is seen because the results of these studies are more indicative of net die-off rather than actual mortality and the measurements are complicated by a significant growth component.
[21] For each organism group shown in Figure 3 , the parameters that produced the optimum least squares fit for equation (5) are summarized in Table 1 . The data suggests similarity between coliforms, with temperature multipliers, # M , of 1.06 -1.11. Enterococci show a lower sensitivity to temperature than the coliform bacteria (# M = 1.04), which has been documented previously by Noble et al. [2004] and Sinton et al. [1994 Sinton et al. [ , 1999 . F + RNA phages show similar mortality rates and temperature sensitivity as the coliform bacteria (# M = 1.10), but the somatic coliphages exhibited lower mortality rates that vary little as a function of temperature (# M = 1.01).
[22] A similar analysis was performed for seawater samples by selecting only studies where salinity was recorded to have been between 30 -35 % and pH was between 6 and 8 ( Figure 4 ; best fit parameters in Table 1 ). The comparison indicates that values of # M are comparable for both fresh and seawater, but the magnitude of the mortality rate is higher for all but enterococci, which show a notable decrease in mortality in seawater.
Salinity
[23] Where salinity within the simulation domain varies significantly, such as an estuarine setting or a large ocean outfall, the effect of salinity must be parameterized since it is known to have a considerable effect mediating the mortality rate for many organisms [Carlucci and Pramer, 1960b; Hanes and Fragala, 1967; Mancini, 1978; Anderson et al., 1979; Evison, 1988 ; Solic and Krstulovic, 1992; Figure 4 . Variation of published natural mortality (''dark death'') rates as a function of temperature for 6 different organism groups. Only investigations from waters with salinity >30% and pH values between 6 -8 were included. Data points collected from studies in a relatively nutrient rich medium are shown in gray and points collected from studies conducted within a nutrient poor medium are colored black. The solid line indicates the optimum fit to the data for equation (5) based on a least squares regression with all data and model parameters k d 20 and # M are shown. Kaspar and Tamplin, 1993; Johnson et al., 1997; Sinton et al., 2002] . Although here only bacteria and phages are examined due to insufficient data for other organisms classes, Johnson et al. [1997] observed salinity effects on Giardia spp. cysts suggesting the above function may still apply but further experimentation is needed.
[24] To extract a suitable salinity function, a subset of available data that had a constant temperature (20°C) and was within a neutral pH range (6 -8) was collated. To increase the number of samples included in the analysis, measurements made between 15 and 25°C were included but the measured mortality values were scaled to their 20°C value using the value of # M listed in Table 1 . The 20°C mortality rate, k d20 , was plotted against salinity ( Figure 5) , and a simple power law dependence was estimated based on least squares regression analysis:
where S is salinity (%), c s is a constant controlling the effect of salinity on the mortality rate (d À1 %
À1
), k d20 is the fresh water mortality rate at 20°C (d
) and k is a parameter controlling the sensitivity of k d to salinity.
[25] Generally the variability in the data is large, but the analysis suggests that the effect of salinity is most notable in the coliforms. Enterococci and the F + RNA phages showed Figure 5 . Variation of published natural mortality (''dark death'') rates as a function of salinity for 6 different organism groups. Only investigations from waters with a temperature of 20°C and pH values between 6 -8 were included; to increase the number of samples included in the analysis, measurements made between 15 and 25°C were included but the measured mortality values were scaled to their 20°C value using the value of # M listed in Table 1 . Data points collected from studies in a relatively nutrient rich medium are shown in gray and points collected from studies conducted within a nutrient poor medium are colored black. The solid line indicates the optimum fit to the data for equation (6) based on a least squares regression with all data and the model parameters c s M and is k as shown (Note regression line for d an e indicate no trend was identified).
no discernable sensitivity across the range 0 -35 %, although only limited data were available within the salinity range. However, this pattern is supported by Matsumoto and Omura [1980] and Evison [1988] .
[26] It is known from laboratory studies that bacterial cells can protect themselves from high salinities by synthesizing osmoregulators. The effect of this has been seen in the field during the investigation of Pommepuy et al. [1992] where it was observed that the sensitivity to salinity for coliforms was dependent on the external DOM concentration. Molecular analyses outlined by Rozen and Belkin [2005] suggest that this sensitivity varies depending on the internal nutrient status of the cells, such that those with a luxury store can afford to spend more resources osmoregulating. By exploiting the nutrient limitation function defined previously (equation (3)), the following parameterization is proposed:
where b is an empirically determined constant that controls the sensitivity of salinity to nutrient limitation. Currently insufficient data exists to test this parameterization in detail, however, based on a qualitative analysis of the data presented by Pommepuy et al. [1992] , it is estimated that a b value of between 0.05 and 0.3 would be relevant depending on the limitation status.
pH
[27] The effect of pH on survival of coliforms has been documented both within the wastewater literature [Klock, 1971; Parhad and Rao, 1974; Mayo, 1995] , and also in fresh [McFeters and Stuart, 1972] and saline [Carlucci and Pramer, 1960b; Ayres, 1977; Solic and Krstulovic, 1992] surface water environments. Little to no data exists for other organisms of interest. From the range of coliform studies, there is some doubt as to the optimum pH for organisms (i.e., the pH at which the decay rate is least); Carlucci and Pramer found it to be 5, McFeters and Stuart found it to be 5.5, Solic and Krstulovic found it to be 2, and Ayres found it to be above 7. Nonetheless, most authors found mortality rates significantly increase outside of the ''neutral'' range. On the alkaline side, which is of most interest to practitioners in coastal and eutrophic freshwaters, the end of this range is around 9 -10.
[28] Insufficient data exists within the literature to develop plots for pH as done for temperature and salinity. (Figure 6 ). The collated data set clearly indicates a gradual increase in mortality beyond a range of 6 -8, and then a substantial increase outside the range 4 -10. The data were fit to a sigmoidal ''dose-response'' toxicity function of the form (Figure 6 ):
where c PH M is the maximum effect pH toxicity can have on the mortality rate, K PH M and d M mediate the sensitivity of mortality to change in pH, and pH* = jpH À 7j is the magnitude of the pH departure from neutrality (assumed to be (8)). Model parameters are listed in Table 1. 7.0). The optimum values for this function for the coliform dataset (Table 1) were determined using a nonlinear fitting procedure.
Combined
[29] Combining equations (5) - (8), gives a complete expression for natural mortality as a function of temperature, salinity and pH:
[30] For the majority of applications, much of the complexity in equation (9) can be simplified depending on the dominant processes controlling the microbial response.
Sunlight Inactivation
[31] Sunlight exposure is an important inactivation mechanism for all forms of pathogens and microbial indicators in both fresh and saline waters [Gameson and Saxon, 1967; Mancini, 1978; Fujioka et al., 1981; Gould and Munro, 1981; McCambridge and McMeekin, 1981; Kapuscinski and Mitchell, 1980; Evison, 1988; Rhodes and Kator, 1990; Curtis et al., 1992a; Solic and Krstulovic, 1992; Auer and Niehaus, 1993; Davies-Colley et al., 1994; Sinton et al., 1994 Sinton et al., , 1999 Sinton et al., , 2002 Sarikaya and Saatchi, 1995; Johnson et al., 1997; Burkhardt et al., 2000; Noble et al., 2004; King et al., 2008] . In waters of high clarity, it has long been regarded as the most dominant inactivation mechanism. The dynamics of solar inactivation varies significantly between species, so it is necessary to account for the different processes contributing to the solar inactivation response if a generic model framework is to be developed. Despite a sophisticated understanding of these processes, to date no model has been presented in the literature that resolves these dynamics.
[32] The majority of the energy in the solar radiation incident at the Earth's surface is from 300 -1000 nm, encompassing the UV-B, UV-A and visible bandwidths. Organisms are susceptible to different wavelengths as described by an organism-specific ''action spectrum''. The most potent bactericidal region within the action spectra is the UV bandwidths, and in particular from 250-280 nm (UV-C) as this wavelength coincides with the characteristic length scale of the DNA molecule and directly causes damage that hinders DNA replication. Ozone in the atmosphere prevents UV-C reaching the Earth's surface, and so only UV-B, UV-A and visible regions are active within aquatic systems. Although UV-B (280-320 nm) is not as potent as UV-C wavelengths, it has significant potential to inactivate organisms by directly damaging DNA [Harm, 1980] , and has been reported to inactivate all forms of enteric organisms, including Cryptosporidium oocysts [King et al., 2008] , coliforms [Sinton et al., 1999] , and viruses and phages [Murray and Jackson, 1993; DaviesColley et al., 1999] .
[33] As wavelengths increase into the UV-A region (320 -400 nm), the direct inactivation effect weakens, although for some organisms it weakens less than would be predicted by the organism's action spectrum. This is because of indirect inactivation effects caused by photooxidation, whereby sunlight excites sensitizer compounds that ultimately react with oxygen and oxidize organic molecules [Webb and Brown, 1979] . Sensitizers originate either within the cell and cause oxidative damage to DNA, or they can originate from outside the cell and damage the cell membrane. The latter are known to adsorb a wide range of wavelengths and their effects can be seen within the visible spectrum [Arana et al., 1992; Davies-Colley et al., 1999] .
[34] At least for bacteria, most sunlight-induced inactivation is caused by photo-oxidative effects [Curtis et al., 1992b; Sinton, 2005] , primarily because of the high attenuation of the short UV wavelengths. This method of inactivation is dependent on sufficient dissolved oxygen within the system [Webb and Lorenz, 1970; Webb and Brown, 1979; Curtis et al., 1992a Curtis et al., , 1992b Davies-Colley et al., 1999; Khaengraeng and Reed, 2005] . It is also well documented that the lethal effect of sunlight is enhanced at higher salinities for a range of organisms [Dutka, 1984; Evison, 1988; Davies and Evison, 1991; Solic and Krstulovic, 1992; Sinton et al., 2002] . It has been suggested that the increased sensitivity to osmotic stress in sunlight is due to photooxidative effects exciting exogenous sensitizers that cause membrane damage [Moss and Smith, 1981] . For similar reasons, pH sensitivity increases when bacteria are also exposed to sunlight [Curtis et al., 1992a [Curtis et al., , 1992b DaviesColley et al., 1999] .
[35] In developing a model for inactivation due to exposure to sunlight, there are several factors that must be included. First, inactivation efficiencies vary with wavelength, and this pattern varies between organisms, so it is necessary to partition the incoming solar spectrum into discrete regions. Second, each of the discrete bandwidth regions is attenuated differently within the water column, and the attenuation varies with the presence of dissolved organic matter and suspended material. Third, the model must consider the effect of variable oxygen and pH values on the efficiency of light inactivation, in particular for the UV-A and visible bandwidths. Finally, it is necessary to include the effect of salinity on the inactivation efficiency of solar radiation.
[36] Here, a new generic model for inactivation due to sunlight exposure, k l , is developed. It takes the form:
where N B is the number of discrete solar bandwidths to be modeled, b is the bandwidth class {1, 2, . [37] Equation (10) assumes population decay through light exposure is purely exponential, and does not account for the sometimes observed ''shoulder'' and ''recovery'' phases of the decay curve [Harm, 1980; Sinton et al., 1994] . Parameterizing these effects in a multidimensional model is difficult since mixing of computational cells that have experienced different light histories would require each cell to be treated as a unique cohort and this would become unmanageable for simulations with large computational domains.
[38] Light in each bandwidth region, b, is characterized by a unique extinction coefficient, h b , which governs how incident light is attenuated within the water column according to the Beer-Lambert Law:
where f b is the fraction of incident light intensity in bandwidth b (À), I 0 is the incident shortwave light intensity at the water's surface (Wm À2 ), z is the depth below the surface (m). In a numerical simulation, equation (11) must be integrated over the depth of the computational cell, Dz, to provide the depth-averaged irradiance, denoted I. For bandwidth b, this is defined as [Morowitz, 1950] :
[39] The attenuation coefficients are known to be dependent on dissolved organic matter (DOM) and suspended particulate matter, and are therefore site specific. In CAE-DYM, they are calculated dynamically using constants that linearly relate the effect of DOM and particulate matter to the extinction value. The incoming bandwidth fractions, f b , are dependent on atmospheric conditions that can vary during the day, but for the purposes of this investigation they are assumed to be constants.
[40] If oxygen levels within the simulated environment are not likely to be depleted, then the function f b (DO) can safely be disregarded, but for applications where large variations or depletion of oxygen are seen (e.g., stratified reservoirs), it is necessary to parameterise the function f b (DO) for simulation of the photo-oxidative component. Here, Monod kinetics are assumed, as this was able to capture much of the variability seen in the Curtis et al.
[1992b] and Davies-Colley et al. [1999] data:
where K DO b controls the sensitivity of the bandwidth b to DO. For pH, a function of the following form is used:
where d b is a coefficient that describes the effect of a large pH excursion on the light inactivation constant, and K PH b is a constant that mediates the sensitivity of light inactivation to pH change. Estimates for the value of K DO are presented in Table 1 , although there is insufficient data to be able to resolve this for each bandwidth. For bandwidths that act purely in a direct manner (i.e., no photo-oxidative component), then the sensitivity to DO and pH can be removed in the model by setting K DO b , K PH b and c PH b to zero.
[41] By combining equations (10) - (14), the complete expression for inactivation due to exposure to solar radiation becomes:
which is applicable over any number of bandwidths. For most applications, and based on the available data, it is suggested the discrete bandwidths be limited to visible, UV-A and UV-B. Parameter value estimates for these bandwidths are based upon data presented by Curtis et al.
[1992b], Davies-Colley et al. [1999] , and Sinton et al.
[2002] for a range of microbial indicator organisms and from King et al. [2008] for Cryptosporidium spp. oocysts (Table 1) . Although there are numerous other authors who have examined the response of organisms to sunlight, only these studies measured the effect of the discrete bandwidths by filtering the incident shortwave, in addition to controlling the DO and pH levels; insufficient data of this detail is available for other organisms. Note that equation (15) could be applied using a single bandwidth, but care should be taken since the optimum parameters will then become highly site dependent according to differences in water clarity and light attenuation between systems.
[42] The parameter values highlight the findings of these studies; the most potent wavelengths for coliforms are within the UV-B spectrum (70% inactivation due to UV-B, 13% for UV-A and 17% for visible), Enterococci are most sensitive to UV-A (9% inactivation due to UV-B, 51% due to UV-A and 40% due to visible light), the F + RNA phages are susceptible across the entire spectrum (44% inactivation due to UV-B, 9% due to UV-A and 47% due to visible light) and the somatic coliphages are most susceptible to the short UV wavelengths (51% inactivation due to UV-B, 38% due to UV-A and 11% due to visible light). For Cryptosporidium oocysts, the most potent wavelength is UV-B, with minor sensitivity to UV-A and negligible sensitivity to visible light. These results therefore highlight that models that employ a single bandwidth parameterisation are potentially losing a dynamic that will be important in differentiating the behavior of different organisms.
Predation and Grazing
[43] The consumption and/or inactivation of enteric organisms by autochthonous microbiota holds important implications for their fate and transport. There are numerous reports on the significance of predation (by bacteria), grazing (by larger eukaryotic organisms such as protozoa) or infection (by phages). Enzinger and Cooper [1976] , Roper and Marshall [1978] , McCambridge and McMeekin [1980a , 1980b , Anderson et al. [1983] , Rhodes and Kator [1988] , Barcina et al. [1991] , Iriberri et al. [1994a Iriberri et al. [ , 1994b , Hartke et al. [2002] , and Menon et al. [1996 Menon et al. [ , 2003 all report high levels of loss of faecal bacteria in the presence of natural microbiota relative to filtered or sterilized controls. Yates et al. [1990] reported a similar trend for viruses.
[44] Barcina et al. [1997] summarized many of these studies and concluded that grazing by protozoa (particularly flagellates) was significantly more important than predation or infection, and suggested that grazing pressures in natural waters may in fact be the most important control on survival of allochthonous bacterial populations. For protozoan pathogens, Stott et al. [2001] investigated Cryptosporidium oocyst grazing by ciliated protozoa and documented significant consumption rates, however they were exposed to high prey densities that would be unlikely in surface waters. Fayer et al. [2000] examined the ingestion of oocysts by zooplankton and noted oocyst accumulation within the digestive tracts of rotifer species. Oocysts were also found to be aggregated together when excreted, however it was uncertain whether they were rendered inactive. Little is reported for phages and viruses.
[45] Numerical prediction of grazing rates in environmental waters is complicated, particularly since the grazing pressure is a result of numerous (and often unidentified) species of bacteriovores [Hartke et al., 2002] . The autochthonous grazers vary significantly between different aquatic environments and predation rates also vary depending on the prey organism [Gonzalez et al., 1990] . Further, their population dynamics also vary depending on the trophic status and temperature of the system. Grazing is therefore a very site-specific process and difficult to simply parameterise. It is beyond the scope of this model to explicitly simulate the higher biology, and for the purposes of this study a simple loss expression that relates the predation pressure to the temperature of the water is adopted, which is modified to include an optional nonlinear term:
where k p 20 is the minimum rate due to predation at 20°C (d À1 ), # P accounts for the sensitivity of predation to temperature and C is the organism concentration. The second term on the RHS enhances the base predation rate, k p20 , when above the threshold C minp , according to the rate e, and accounts for potentially higher densities of grazers as prey concentrations increase. Such dynamics have been observed in numerous of the above studies.
Sedimentation and Association With Particles
[46] Enteric organisms may exist in isolation or be associated with either organic or inorganic suspended particles. Depending on the surface properties of the organism and the nature of the suspended material within the system, the attached fraction can vary considerably. The protozoa Cryptosporidium spp. are generally thought to exist in isolation as free-floating oocysts within environmental systems as indicated by laboratory and field experiments [Drozd and Schwartzbrod, 1996; Considine et al., 2001; Dai and Boll, 2003; Hipsey et al., 2004] although significant sedimentation rates have been observed [Medema et al., 1998 ] under some circumstances. On the other hand it is well established that bacteria can associate with particulates; Weiss [1951] and Pommepuy et al. [1992] found considerable attachment of faecal bacteria in a turbid estuarine environment, Auer and Niehaus [1993] found with sediment traps that bacteria within a freshwater lake were all attached to particles, and Hipsey et al. [2006a] reported high association rates (80 -100%) of total coliforms and E. coli based on measurements within a drinking water reservoir. Similar high association rates have been reported for bacteria in seawater [Sinton, 2005] . Viruses and phages are also known to strongly associate with particulate matter [see Bitton, 1975; Murray and Laband, 1979; Gerba, 2005] and this is known to be sensitive to electrical conductivity, pH and other factors such as the amount of humic acids [Rossi and Aragno, 1999] .
[47] Attachment to particles is important since attached organisms undergo a concomitant increase in sedimentation, which is particularly important if clays and silts dominate the composition of the suspended material. Brookes et al. [2005] observed that association with particles, and therefore differential sedimentation rates, was the primary factor responsible for creating significantly different attenuation signatures between microbial indicator organisms and pathogens during an inflow event in a cool drinking water reservoir. Although the model need not simulate aggregation dynamically, provision should be made to adjust the fraction of organisms that are associated with particles. Generally it is also appropriate to simulate several discrete classes of particles corresponding to those seen in the field. A sedimentation function can therefore be written as:
where f a is the attached fraction, versus is the settling velocity of each particle size group, V c is the settling velocity of the unattached organisms, Dz is the vertical dimension of the computational cell (m), and the surface area available for attachment is defined for each group, A s , by assuming spherical particles:
whereÃ s is the surface area of an individual particle (m 2 m À3 ) within size class s, n is the number of particles, SS s is concentration of group s (g m À3 ), d s is the particle diameter (m) and r s is the particle density (g m À3 ). Here it is assumed bacteria are attached on a surface area basis, and the model does not account for preferred attachment surfaces, although this is likely in reality. Adding a preference factor for certain particle classes could facilitate this but currently there is insufficient data to justify such increased complexity. For coliforms, it has been observed that the attached fraction can increase in proportion to the concentration of suspended material [Pommepuy et al., 1992] , presumably due to the increased area available for attachment. In such a case, the attached fraction could be parameterised accordingly, for example, f a = a( P NS s A s ) b where a and b are empirically determined, or by using a dynamic aggregation model . Here a constant value is assumed for simplicity and since it has been observed that the attached fraction varies little where the variation in SS concentration is small [Hipsey et al., 2006a] .
[48] The settling velocity of each particle group is calculated from the particle size and density according to Stoke's Law:
where g is acceleration due to gravity (m s À2 ), m is the dynamic viscosity of water (g m À1 s
À1
) which varies as a function of temperature, and r w is the density of water (g m À3 ) calculated as a function of temperature and salinity.
Sediment Survival and Resuspension
[49] The role of sediment in accumulating enteric organisms is well documented and it is not uncommon for concentrations of bacteria and phages to be 1 -3 orders of magnitude higher than the overlying water [Van Donsel and Geldreich, 1971; Goyal et al., 1978; Hood and Ness, 1982; Shirais et al., 1987; Struck, 1998 ]. High concentrations are seen in sediments since they act as sink for deposited organisms, the absence of sunlight, and also because of prolonged survival times (and potentially growth), due to the relatively high nutrient availability [Gerba and Mcleod, 1976; Craig et al., 2004; Davies et al., 1995; Howell et al., 1996; Gerba and Schaiberger, 1975] . Resuspension through shear induced by tidal currents, internal waves and wind-wave action may potentially contribute high concentrations of viable organisms back into the water column.
[50] It is therefore necessary to separately model the store of sediment microorganisms in systems where their resuspension would significantly increase risk, which has been reported in lakes , rivers, estuaries [Pommepuy et al., 1992] and coastal areas [Palmer, 1988] . The organisms within this store operate similarly to those in the water column in terms of growth and mortality, although it may be necessary to use sediment specific parameters for these processes.
[51] Resuspension of sediment particles into the overlying water column is parameterised within CAEDYM based on the shear stress experienced at the sediment-water interface, such that no resuspension occurs below a critical shear stress value, and above this a linear response is assumed:
where t is the shear stress (N m À2 ), t c is the critical shear stress (N m À2 ) and a s is the resuspension rate constant for sediment group s (g m À2 s
À1
). The shear stress at the sediment surface is estimated by adding stresses due to steady currents (as predicted by the hydrodynamic model) and wave-induced oscillatory currents [Beach and Sternberg, 1992] . The critical shear stress can be estimated from particle grain size and density as related by the Sheild's curve.
[52] Resuspension of organisms is calculated from the particulate resuspension rates and the concentration of organisms in the sediment, C SED (orgs m À3 ), weighted equally among particles of different sizes on a surface area basis:
where C r is the resuspension loss (orgs m À3 s
), a c is the resuspension rate constant for nonattached organisms (orgs m À2 s
), SS SED is the concentration of sediment in the ''active'' sediment layer, i.e., the top few centimeters associated with sedimentation and resuspension (g m À3 ).
Model Synthesis and Implementation
[53] Synthesis of the above expressions for growth, mortality, predation, sedimentation and resuspension with expressions for advection and mixing result in an overall conservation expression for each organism type, C (orgs m
À3
). In the water column:
where t is time, x j is the distance in the j-th dimension (m), U j is the velocity in the j-th dimension (m s
À1
), k j is the eddy-diffusivity and C in and C out are the inflow and outflow fluxes respectively (orgs m À3 s
). Organism concentrations in the sediment are calculated similarly but ignore the effects of advection and mixing leaving: 
[54] For this analysis, the above expressions are numerically solved as part of a coupled three-dimensional (3-D) model of hydrodynamics and water quality; the Estuary, Lake and Coastal Ocean Model (ELCOM) is used as the hydrodynamic driver and simulates the advection, mixing and inflow and outflow terms listed above, in addition to simulating the waterbody temperature, salinity and velocity dynamics [Hodges et al., 2000; Laval et al., 2003] . The growth, mortality, predation, sedimentation and resuspension functions for the water column and sediment were implemented separately within CAEDYM, similar to Hipsey et al. [2004] . In addition to simulating the microbial dynamics, CAEDYM provides the necessary information for the above functions, including light (UV-B, UV-A and visible bandwidths), pH, and DO, DOC and SS concentrations. These variables are calculated dynamically and are important in shaping the microbial responses, however, discussion on how they are modeled is beyond the scope of this paper and readers are referred to the CAEDYM documentation for a detailed account [Hipsey et al., 2006b ].
[55] When validating model against observed data, care must be taken to ensure the comparison is appropriate. Most assays for the enumeration of enteric organism concentrations generally count culturable cells. However, most routine assays for the protozoan pathogens, Cryptosporidium spp. and Giardia spp., count both infective and inactivated organisms, and so must include both of these classes in the numerical model if the results are to be compared to field data. Note also for bacteria that there is much discussion in the literature about cells existing in a viable but not culturable (VBNC) state, which is an important consideration when developing risk management strategies as data obtained using traditional methodologies may under predict organism persistence [Karunasagar and Karunasagar, 2005] .
[56] A further consideration that is rarely accounted for is the role of different strains of a particular organism type that may make interpretation of results difficult. For example, Power et al. [2005] have shown that certain E. coli strains are able to bloom in oligotrophic waters when temperatures exceed 18°C. The identified strains were encapsulated and unique from those of faecal origins. Similarly, Camper et al. [1991] found that environmental isolates of coliforms had a greater growth rate in surface waters than clinical isolates. This is a further complication from a modeling perspective since for each organism group, as measured in the field, there are potentially multiple strains of the same organism with different environmental sensitivities and, as a result, growing and decaying at different rates. Barnes and Gordon [2004] examined the significance of this by implementing a simple multistrain model of E. coli growth, decay and dilution for a lake that included two hypothetical strains. The study highlighted that different growth and death rates between strains can significantly impact the dynamics of the overall organism group. Such a multistrain model can be implemented with the framework presented here by defining any organism group as the sum of any number of strains, C = P i C i and solving equations (22) - (23) for each strain.
Model Validation
[57] To demonstrate use of the model across a range of environments, various configurations are compared against data sets from three different inland waters (Figure 7 ) that vary in their size, operation, trophic status, and exposure to enteric organisms (Table 2) .
Myponga Reservoir: Riverine Pulse
[58] Myponga Reservoir is a small storage located south of Adelaide, South Australia, with a maximum depth of 40 m. It is fed by a 124 km 2 catchment that is predominantly cleared for pasture that is used to support dairy and beef cattle. It experiences a relatively dry and strongly seasonal climate, and inflows to the reservoir are largely event based. These events seed the reservoir with considerable loads of pathogenic and indicator organisms and can travel from the inflow to the dam wall within 2 d . In 2003, a comprehensive field experiment was conducted to examine the attenuation of the enteric organisms through the reservoir. Details of the experiment and results have been described previously Brookes et al., 2005] ; here data from this experiment is used to validate the model for E. coli, enterococci and somatic bacteriophages.
[59] The model was configured to account for the effects of growth, sunlight inactivation, natural mortality and sedimentation. Inactivation dependencies on salinity and pH were not included since neither varied considerably. Although not reported in the earlier studies, comprehensive measurements of total DOC were also made during the experimental period [L. Linden, unpublished data], with samples taken coincident with the microbiological constituents. On the basis of local evidence from Withers and Drikas [1998] , 1% of the total DOC was assumed to be sufficiently labile for uptake by the simulated bacteria (i.e., DOC L ). The simulations also included two size classes of suspended inorganic particles for organisms to attach to, the results of which were previously validated against data from an in situ particle profiler during the same event . Kinetic parameters used were taken directly from Table 1 , without adjustment. The predation rate for all groups was estimated to be 0.2 d
À1
, and the growth of phages and the resuspension of all organisms was disabled.
[60] The flood event (9.8 m 3 s À1 peak relative to <1.0 m 3 s À1 background flow rate) created a distinct intrusion of riverine water that was significantly more dense and turbid than the ambient reservoir water. The pulse traveled along the reservoir thalweg toward the dam wall, and was progressively attenuated due to entrainment of reservoir water and sedimentation of the large particles. The model accurately captured the attenuation of the three simulated microbiological constituents within the riverine pulse as it progressed through the reservoir (Figure 8 ). The inflow peak of 22,700 colony forming units (cfu)/100 mL was reduced to approximately 5000 cfu/100 mL by Met2, and ultimately to 1100 cfu/100 mL by the dam wall; 5% of the inflow value. The enterococci data showed a similar attenuation rate, although the model and observed concentrations at the dam wall are approximately 10% of the inflow peak. This is in agreement with the frequently reported observation that enterococci are more persistent than coliform bacteria. Although, the standard deviation between the measured samples is relatively small, the low temporal resolution of concentrations measured during the steep increase in the inflow hydrograph is reflected in the forcing boundary conditions of the simulation, and is thought to be responsible for much of the discrepancy.
Sugarloaf Reservoir: Pumped Inflow
[61] Sugarloaf Reservoir is a moderately sized storage supplying Melbourne, Australia. It has a maximum depth of approximately 75 m and only a minor natural catchment. Most water enters the reservoir through a large pumped inflow that is operated for considerable periods and sources water from a nearby aqueduct that drains agricultural land. Although the residence time of the reservoir is of the order of months, it has been observed that inflowing water can reach the off-take within several days. The inflow tends to create a ''steady state'' intrusion characterized by distinct gradients in temperature, turbidity and coliform concentrations, as measured during a 5-d intensive experimental campaign [Hipsey et al., 2006a] . Forcing meteorological and inflow data, and application and discussion of the model ELCOM during the experimental period is presented by Hipsey et al. [2005] .
[62] During the experiment, total coliform and E. coli concentrations were measured at three depths (surface, mid, and bottom) at various locations between the inflow and dam wall each day over the experimental period, in addition to other physico-chemical parameters required by the model. The microbial model was configured identical to the Myponga Reservoir simulation except total coliforms and E. coli were simulated, and particle sizes were based directly on the Hipsey et al. [2006a] LISST measurements.
[63] During the simulated period, the inflowing water was generally cooler than the ambient water temperature, although during days 236 -237 the inflow water was warm and briefly formed an interflow. The inflowing water pulse is seen clearly in the concentrations of total coliforms. The initial concentration peak of 13,000 cfu/100 mL is seen at concentrations of 3000 cfu/100 mL at the middle of the reservoir, approximately 1.5 km from the inflow. The inflow water was only faintly observed at the dam wall (not presented here) due to high outflow rates entraining large volumes of water. The model predictions successfully capture the observed variability in the bottom and middepth total coliform and E. coli concentrations (Figure 9 ). The surface concentrations were consistently underestimated, suggesting that the predicted rates of light inactivation may have been too high. However, similar concentrations were seen in the mid and surface regions of the most distant sampling location, which was far from the influence of the inflowing coliforms. This suggests a ''native'' coliform population creating a low background concentration, as has been reported by Power et al. [2005] and Camper et al. [1991] .
Billings Reservoir: Tropical, Eutrophic System
[64] Billings Reservoir is a large drinking water storage located near Sao Paulo, Brazil, with a maximum depth of 23 m. In addition to numerous point and diffuse inflows along its perimeter, it periodically receives large flows that are pumped from the Pinherios River, and are heavily contaminated with organic matter and faecal organisms. Because of limited data availability, the aim of simulating Billings Reservoir was not to reproduce the dynamics of a specific event as done in the previous two examples, but to simulate the broad seasonal trends in coliform concentrations and to investigate the dominant processes that create these trends. Faecal coliform concentrations were measured within the reservoir at the offtake site (BL105) at a weekly fortnightly sampling interval. High variability in the 2002 data was observed, showing concentrations between 0 and 5000 cfu/100 mL.
[65] A detailed 3D hydrodynamic-biogeochemical model of the reservoir has been setup previously using ELCOM-CAE-DYM , and the phytoplankton, nutrient cycles (C, N, and P) and oxygen dynamics were validated against available monitoring data collected during 2002 at 2-3 locations within the reservoir. The simulations were forced by [66] During this analysis, simulations conducted with a traditional coliform model (accounting for sedimentation, natural mortality and sunlight inactivation) highlighted that it was not possible to predict concentrations of the magnitude of those observed at BL105. This was despite the high inflow loads, and use of tempered mortality rates (e.g., reduced by 50%), since the inflow coliform load was able to be entirely attenuated over 12 km of reservoir. Furthermore, application of the present model using a similar configuration as the previous examples, except using faecal coliform specific parameter values and a higher predation rate of 0.4 d
À1
, was unable to predict any nonzero concentrations at BL105 even with the maximum growth rate set to 2.4 d À1 . A second, ''environmental'', E. coli isolate was therefore included within the simulation, and it was configured to have a higher maximum growth rate of 3.0 d À1 . Although higher, this is still within the range measured by Camper et al. [1991] ; other parameters were set to those in Table 1 , except for the nonlinear predation term, which was adjusted to maintain observed coliform levels.
[67] Surface and bottom data and simulation results from the location BL105 (Figure 10) show the model is able to reproduce the observed trends to a reasonable degree, particularly when the high variability in the field data and uncertainty in the growth and predation rates are considered. The magnitude and seasonality are comparable with the observed data and the model captures the period where no coliforms were measured in either the surface or bottom locations during February to April.
Discussion
[68] This study aimed to bring together a large body of literature on enteric organism biology and numerical prediction into a complete description and model of microbial behavior. The model is intended for use by scientists and engineers interested in quantifying risk caused by microbial pollutants, to help in the design and implementation of monitoring programs, and also for testing the effects of proposed engineering interventions and catchment management remediation scenarios. Although numerous modeling studies have been presented within the literature, the present analysis significantly advances previous studies in several areas. First, inclusion of the growth term allows for simulation of organisms in warm, nutrient rich environments, where typical die-off models tend to over-predict loss rates. The growth term allows for simulation of potential regrowth effects as has been reported in environmental waters by Korhonen and Martikainen [1991] , Camper et al. [1991] , Ashbolt et al. [1995] , Fujioka et al. [1999] , Solo-Gabriele et al. [2000] , Desmarais et al. [2002] and Byappanahalli et al. [2003] and includes nutrient and temperature limitation functions. Second, the natural mortality term has been extended to independently account for the effects of salinity and pH, in addition to temperature. The salinity-mediated mortality has also been adapted to account for the nutrient status of the medium to simulate the importance of nutrient starvation on the ability of an organism to survive under osmotic stress. Third, a new model for sunlight-mediated mortality is presented that dynamically accounts for mortality induced by visible, UV-A and UV-B bandwidths. This additionally has capacity to simulate the photo-oxidative and photo-biological mechanisms of inactivation through included sensitivities to dissolved oxygen and pH. Fourth, the model allows for organisms to be split between free and attached pools, and sediment organisms may become resuspended in response to high shear stress events at the watersediment interface caused by high velocities or wind-wave action. Fifth, the enteric organism module has been implemented within the bio-geochemical model CAEDYM, which gives it dynamic access to concentrations of dis- solved oxygen, organic carbon, and suspended solids, in addition to pH, shear stress and light climate information.
[69] Although the model introduces numerous parameters, some of which remain poorly characterized, the advantage of the present approach is that the parameterisations are sufficiently process-oriented such that the parameters and model can be more easily ported between systems. For many applications, a critical evaluation of the dominant processes controlling variability will generally highlight that the model described here in its entirety is unnecessarily complex. For example, application of the model in a cool, oligotrophic freshwater system could safely justify negating the effects of oxygen, salinity and pH since these are unlikely to play a dynamic role.
[70] A multifaceted approach to set parameter values for such complex models should include identification of universal values across systems from the literature (as we have attempted to do for the core parameters that govern growth, mortality and sunlight inactivation, Table 1 ); determination of site-specific parameter values from field and/or laboratory measurements (for example, predation rates or size of suspended particles); and cross-system validation of the parameter set, since increased confidence in model parameters results if they can be ''fixed'' over a range of water bodies [Romero et al., 2004] . Use of this combined approach avoids reliance on calibration to achieve accurate predictions, as has been exemplified by application of the model to the three systems presented here to a high level of success, without relying on parameter estimation.
[71] Looking specifically at E. coli, which was studied in each of the three locations, interrogation of each of the kinetic terms in equation (22) highlights the large variability seen between process values (Figure 11 ). Importantly, it is clear that in different systems, different processes ultimately control the observed microorganism concentrations, and this is reflected in the sensitivity of the simulations to the different terms (Table 3 ). The dominant processes controlling organism fate also vary depending on the spatial and temporal scale of interest, as is highlighted by the choice of validation data sets presented here. In Myponga Reservoir, the major pathogen risk is from large flood events that enter and dissipate quickly, and the dominant mechanisms controlling concentrations were mixing, sedimentation and natural mortality. Sedimentation was important as most of the attached organisms quickly settle with the large particles once they enter the reservoir. Sunlight inactivation was mostly negligible due to the high color and light absorption rates. In Sugarloaf Reservoir, the long-term, relatively constant seeding of organisms from the pumped inflow are gradually attenuated by sunlight inactivation, natural mortality and predation. Growth is less than in Myponga Reservoir due to the lower available organic carbon concentrations, and sedimentation is also much lower. In Billing's Reservoir, event-based inflow loading from the Pinherios River is also important, but due to the warm temperatures and high concentrations of assimilable nutrients, growth is an order of magnitude higher than in the previous examples. Near the off-take site (BL105) it is in fact the balance between growth and the combined effect of mortality, predation and solar inactivation that controls the coliform concentrations. Interestingly, Billings Reservoir is the most shallow of the three examples and has the largest absolute magnitude solar inactivation, yet relative to the other sites, losses due to solar inactivation are of secondary importance. This simulation also exemplifies the seasonal variability in growth, mortality and predation, mainly due to the lower temperatures experienced during the middle of the year.
[72] Despite the large body of literature on enteric organism fate and transport and the relative accuracy of the predictions presented here, the study has additionally served to highlight the numerous areas where insufficient information still exists. Analysis of Table 1 indicates that all the processes covered by the model have some or all of their parameters that are poorly defined, even for the most commonly used organism groups. In general, the natural mortality rate is the best quantified process, particularly for the coliforms, however, more information is required for oocyst and phage response to salinity and pH. Sunlight inactivation parameters for the organisms presented in Table 1 are fairly well established from the Sinton et al.
[2002], Davies-Colley et al. [1999] and King et al. [2008] studies, however further investigation is required to quantify the oxygen and pH sensitivity of each discrete bandwidth class for most organisms.
[73] The areas that are in the most urgent need of attention are the parameters (and parameterizations) of both growth and predation. Evidence of growth of coliforms and enterococci in environmental waters is substantial, however, only the Camper et al. [1991] study is sufficiently quantitative for estimation of the growth rate and nutrient and temperature sensitivities as required by the model. Similarly for predation, substantial evidence of grazing and/or predation of enteric organisms exists, but it is difficult to convert the results of these studies into a form relevant to a model of this nature. Furthermore, little is known on the spatial and temporal variability in predation pressures in different aquatic environments.
[74] The uncertainty in the growth and predation predictions will vary in importance depending on the nature of the aquatic system being simulated. Growth is maximal between 20 and 30°C, and nutrients also tend to be more abundant in more productive systems, and predation is enhanced as the productivity of the system is increased. Therefore in temperate and cool waters, these terms will be of secondary importance relative to natural mortality and sedimentation (e.g., Figures 11a and 11b ), but for simulation of enteric organisms in tropical and subtropical waters, and particularly those with a high trophic status, growth and predation are of primary importance (e.g., Figure 11c) , and there is a need for further research into these areas. For these reasons, this study has been unable to suitably validate every algorithm across different types of aquatic systems, but instead has aimed to lay a foundation and provide a context for future experimental work.
[75] Ultimately, it is envisaged that the database of parameters (Table 1) be extended beyond the organisms selected for this study to include the numerous others of interest to the water industry. In particular, the majority of studies to date have focused on the indicator organisms (coliforms, enterococci and phages), with less quantification of actual pathogens. Notable exceptions include Giardia lamblia cysts, Salmonella spp., Clostridium perfringens, Vibrio spp., and the numerous enteric viruses of concern (e.g., Enterovirus, Hepatovirus, Rotavirus and Norovirus). Currently limited data exists for these organisms, but there is little information on mortality and sunlight inactivation, and less for growth and predation. It is hoped that this investigation will encourage further experimentation for these organisms with the aim of improving estimates of parameter values and process sensitivities. The advantage of a common nomenclature and approach being adopted by the research community (encompassing microbiologists, engineers, modelers and public health professionals) and the water industry is increased penetration and application of results, and heightened transferability of results and data.
[76] There is much discussion within the literature about the most suitable indicators of faecal pollution. Enterococci and faecal streptococci are generally recommended as being more suitable than the widely used coliform indicators due to their lower mortality rates [e.g., Hanes and Fragala, 1967; Mitchell and Starzyk, 1975; Noble et al., 2004, Figure 3] and predation losses [Gonzalez et al., 1990; Iriberri et al., 1994a Iriberri et al., , 1994b . Clostridium perfringens has also been recommended [Payment and Franco, 1993; Medema et al., 1997; Brookes et al., 2005] , particularly as a surrogate for the protozoan pathogens since it is also spore forming and persists for longer than the traditional bacterial indicators. Phages are typically used as model organisms for the enteric viruses, but there are several reports where they have performed poorly [Stetler, 1984; Havelaar et al., 1993] . The model presented herein has the potential to Figure 11 . Simulated rates affecting E. coli dynamics in each of the three validation reservoirs, highlighting the large variability in dynamical behavior seen between systems for the same organism. Rates were calculated in each wet cell within the computational domain and then integrated across the entire domain to give the basin average value. Note the different scales on both x and y axes.
improve our understanding of the differences between the routinely sampled microbial indicator organisms and the pathogens that ultimately present a public health risk. Analysis of Figure 11 highlights that even the same species can behave quite differently across a range of systems and over different timescales, making it difficult to specify a single ''best'' indicator. A different approach however would be to simulate both the indicator and pathogen organisms, and use the model to ''correct'' the risk implied by observed indicator organism concentrations.
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