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Abstract—A new maximum likelihood estimation approach
for blind channel equalization, using variational autoencoders
(VAEs), is introduced. Significant and consistent improvements
in the error rate of the reconstructed symbols, compared to
constant modulus equalizers, are demonstrated. In fact, for the
channels that were examined, the performance of the new VAE
blind channel equalizer was close to the performance of a non-
blind adaptive linear minimum mean square error equalizer. The
new equalization method enables a significantly lower latency
channel acquisition compared to the constant modulus algorithm
(CMA). The VAE uses a convolutional neural network with two
layers and a very small number of free parameters. Although
the computational complexity of the new equalizer is higher
compared to CMA, it is still reasonable, and the number of
free parameters to estimate is small.
Index Terms—Variational autoencoders, blind channel equal-
ization, deep learning, convolutional neural networks, constant
modulus algorithm, maximum likelihood.
I. INTRODUCTION
Following the amazing success of deep learning methods in
various tasks, these techniques have recently been considered
in some communication problems. For example, in [1]–[4]
deep learning methods were considered to the problem of
channel decoding, in [5] the authors proposed an autoencoder
as a communication system for short block codes, and in [6]
deep learning-based detection algorithms were used when the
channel model is unknown.
Our work considers transmission over a noisy intersymbol
interference (ISI) channel with an unknown impulse response.
Equalization methods for ISI channels using neural networks
have been dealt with extensively in the literature [7]. In
this paper we consider the case where the input sequence
is also unknown, and blind channel equalization is required.
Following the blind equalization step, one can apply decision
directed equalization, using the blind equalization estimation
as an initial value. Blind channel equalization is a special type
of blind deconvolution where the input is constrained to lie
in some known discrete constellation with known statistics.
The standard approach to tackle this problem is the constant
modulus algorithm (CMA) [8], [9], [10]. Blind neural network-
based algorithms using the constant modulus (CM) criterion
have also been proposed in the literature [11].
In this work we propose a new approach to blind channel
equalization using the maximum likelihood (ML) criterion.
The ML criterion has already been used for blind channel
equalization [12]–[14] (and references therein). However, the
proposed solutions use the expectation maximization (EM)
algorithm or an approximated EM, that require an iterative
application of the forward-backward or Viterbi algorithms. The
complexities of these algorithms are exponential in the channel
memory size, which may be prohibitive. As an alternative, in
this paper we propose an approximated ML estimate using the
variational autoencoder (VAE) method [15], [16]. VAEs are
widely used in the literature of deep learning for unsupervised
and semi-supervised learning, and as a generative model to
a given observations data. We demonstrate significant and
consistent improvements in the quality of the detected symbols
compared to the baseline blind equalization algorithms. In fact,
for the channels that were examined, the performance of the
new VAE blind channel equalizer (VAEBCE) was close to the
performance of a non-blind adaptive linear minimum mean
square error (MMSE) equalizer [17]. The new equalization
method enables lower latency acquisition of an unknown
channel response. Although the computational complexity of
the new VAEBCE is higher compared to CMA, it is still
reasonable, and the number of free parameters to estimate is
small.
II. PROBLEM SETUP
The communication channel is modeled as a convolution
of the input, {xk}, with some causal, finite impulse response
(FIR), time invariant filter, h = (h0, h1, . . . , hM−1), of size
M , followed by the addition of white Gaussian noise
yn =
∑
k
xkhn−k + wn (1)
This is the equivalent model of {yk} in the end to end
communication system shown in Fig. 1, where the sampling
is performed at the symbol rate.
+
w(t)
h(t)
{xk} y(t) {yk} {xk}^Sampling Equalizer
Fig. 1: End to end communication system model
The equalizer in Fig. 1 reconstructs an estimate of the trans-
mitted symbol sequence, {xˆk}. Now, suppose that we observe
a finite window of measurements data y ∆=(y0, y1, . . . , yN−1).
For clarity of presentation we assume that the input signal is
causal (xk = 0 for k < 0). We refer to this assumption later.
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Equation (1) can be written compactly for the measurements
collected in y as
y = x ∗ h + w (2)
where x = (x0, x1, . . . , xN−1) is the transmitted message,
and w = (w0, w1, . . . , wN−1) is an i.i.d. sequence of additive
white Gaussian noise. Throughout the paper we assume QPSK
modulation, although the derivation can be extended to other
constellations. Hence, xk = ±1 ± j, and the above vectors
can be written as combinations of real (I) and imaginary (Q)
components, so that, x = xI+j ·xQ, h = hI+j ·hQ and y =
yI + j · yQ. Each element of the noise sequence, w, is com-
plex Gaussian with statistically independent real and complex
components, and with variance σ2w. Given x, y
I and yQ are
statistically independent, normally distributed. The conditional
density function of yI is N (< (x ∗ h) , (σ2w/2)IN ). The con-
ditional density function of yQ is N (= (x ∗ h) , (σ2w/2)IN ).
Thus, for θ ∆=
{
h, σ2w
}
, the conditional density of y given x
can be expressed as
pθ(y | x) = pθ(yI | xI)pθ(yQ | xQ)
=
1
(piσ2w)
N
· e−‖y−x∗h‖2/σ2w (3)
III. PROPOSED MODEL
We propose using ML estimation of the channel impulse
response, h. That is, we search for the vector h and chan-
nel noise variance, σ2w, that maximize log pθ(y)
1. The ML
estimate has strong asymptotic optimality properties, and in
particular asymptotic efficiency [13]. For the CMA criterion,
on the other hand, one can only claim asymptotic consistency
[18]. However, applying the accurate ML criterion to our
problem is very difficult since pθ(y) should first be expressed
as a multi-dimensional integral
pθ(y) =
∫
x
p(x)pθ(y | x)dx
where we integrate over all possible input sequences x and
where
p(x) = p(xI)p(xQ) = 2−2N (4)
since we assume a uniformly distributed transmitted sequence.
However, for this kind of problem, it has been shown in
various applications that it is possible to dramatically simplify
the estimation problem by using the variational approach for
ML estimation [15], [16]. By the VAE approach, instead of
directly maximizing pθ(y) over θ, one maximizes a lower
bound as follows. It can be shown [15] that
log pθ(y) ≥ EqΦ(x | y) [− log qΦ(x | y) + log pθ(x,y)]
= −DKL [qΦ(x | y)||p(x)]︸ ︷︷ ︸
A
+EqΦ(x | y) [log pθ(y | x)]︸ ︷︷ ︸
B
∆
= − L (θ,Φ,y)
where DKL[·||·] denotes the Kullback Leibler distance be-
tween two density functions, and qΦ(x | y) is an arbitrary
1The default base of the logarithms in this paper is e.
parametrized (by Φ) conditional density function. Now, in-
stead of directly maximizing pθ(y), one maximizes the lower
bound−L (θ,Φ,y) over θ and Φ. In fact, it can be shown [15]
that by searching over θ and all possible conditional densities
q(x | y), one obtains the ML estimate of θ. Typically, both
pθ(y | x) and qΦ(x | y) are implemented by neural networks.
In our problem, p(x) is given in (4), and the encoder, pθ(y|x),
is given in (3). We use the following model for the decoder,
qΦ(x | y).
qΦ(x | y) =
N−1∏
j=0
qΦ(xj |y) =
N−1∏
j=0
qΦ(x
I
j | y)qΦ(xQj | y)
Recalling that xIj ∈ {−1, 1} and xQj ∈ {−1, 1}, this is a mul-
tivariate Bernoulli distribution with statistical independence
between components.
In our implementation of the decoder, which acts as the
equalizer, we used a fully convolutional network (FCN) archi-
tecture with two convolutional layers, each with two output
channels, corresponding to the real and imaginary parts of
the convolution as in [19]. The input and output layers are
also separated to two channels corresponding to the real and
imaginary components of the input, y, and the output proba-
bilities, q. The convolutional layers are both one dimensional
(1D) as in [19], and with a residual connection as in [20]. The
non-linear activation function of the first layer is a SoftSign
function defined by f (x) = x|x|+1 , which, in our experi-
ments, proved to converge faster than other functions such
as LeakyReLU and tanh. The non-linear activation function
of the second layer is a sigmoid function, that ensures that the
outputs are in [0, 1], and so they represent valid probability
values. Our decoder neural network is depicted in Fig. 2.
SoftSign
+
Sigmoid
 Conv1D Layer
NX2
Input
NX2
Output
NX2
 Conv1D Layer
NX2
Fig. 2: Our equalizer’s architecture using simple fully con-
volutional ResNet block. Each convolution output is listed as
Width×#Channels
.
We now derive an explicit expression for the loss
L (θ,Φ,y) = −A − B that needs to be minimized with
respect to both θ and Φ (alternatively, −L (θ,Φ,y) needs
to be maximized).
Denote
qIj
∆
= qΦ(x
I
j = 1|y)
qQj
∆
= qΦ(x
Q
j = 1|y)
For the term A we have
A =
∑
x
qΦ(x|y) · (log p(x)− log qΦ(x|y))
=
∑
x
qΦ(x|y) · (−2N log 2− log qΦ(x|y))
= −2N log 2 +H [qΦ(x|y)] (5)
where H [qΦ(x|y)], the entropy of qΦ(x|y), is given by
H [qΦ(x|y)] = H
N−1∏
j=0
qΦ(xj |y)
 = N−1∑
j=0
H [qΦ(xj |y)]
N−1∑
j=0
{−qIj log qIj − (1− qIj ) log (1− qIj )
−qQj log qQj −
(
1− qQj
)
log
(
1− qQj
)}
(6)
For the term B we have
B = EqΦ(x|y)
[
−N log (piσ2w)− 1σ2w ‖y − x ∗ h‖2
]
= −N log (pi)−N log (σ2w)
− 1
σ2w
· EqΦ(x|y)
[
‖y − x ∗ h‖2
]
︸ ︷︷ ︸
C
(7)
We now compute the term C analytically. This is possible
due to the special structure of the problem, since the gen-
erator model is linear. This analytic computation cannot be
implemented for VAEs in general. Instead, when the random
variable X in the model is continuous (e.g., a Gaussian random
variable), the reparameterization trick is used [15]. For discrete
X (as in our problem), the reparametrization trick cannot be
applied. Recently, approximations for discrete X have been
proposed in [21]. First, by the definition of C we have,
C =
N−1∑
n=0
[
|yn|2 − 2<
(
yn
N−1∑
k=0
EqΦ(x|y) {xk}hn−k
)
+
N−1∑
k,l=0
EqΦ(x|y) {xkxl}hn−khn−l
 (8)
where (·) denotes the complex conjugate. Now,
EqΦ(x|y) {xk} =
(
2qIk − 1
)
+ j ·
(
2qQk − 1
)
(9)
Hence, for the case where k 6= l we have
EqΦ(x|y) {xkxl} = EqΦ(x|y) {xk} · EqΦ(x|y) {xl} (10)
=
[(
2qIk − 1
) (
2qIl − 1
)
+
(
2qQk − 1
)(
2qQl − 1
)]
+
j ·
[(
2qQk − 1
) (
2qIl − 1
)− (2qIk − 1) (2qQl − 1)](11)
We also have
EqΦ(x|y) {xkxk} = 2 (12)
Using (9), (11) and (12) in (8), it is straight-forward to obtain
an explicit expression for C. However, in order to compute
the third term in the summation over n efficiently, we use the
fact that
N−1∑
k,l=0
EqΦ(x|y) {xkxl}hn−khn−l =∣∣∣∣∣
N−1∑
k=0
EqΦ(x|y) {xk}hn−k
∣∣∣∣∣
2
+
N−1∑
k=0
|hn−k|2
[
2− ∣∣EqΦ(x|y) {xk}∣∣2] (13)
which follows from (10) and (12). It is now straightforward
to use (9), (11), (12) and (13) in (8), and obtain
C =
N−1∑
n=0
[
|yn|2 − 2αn + βn
]
(14)
where −2αn and βn, the second and third terms in the
summation over n in (8), are given by
αn =
N−1∑
k=0
{
yIn ·
[
hIn−k
(
2qIk − 1
)− hQn−k (2qQk − 1)]+
yQn ·
[
hQn−k
(
2qIk − 1
)
+ hIn−k
(
2qQk − 1
)]}
(15)
and
βn =
[
N−1∑
k=0
hIn−k
(
2qIk − 1
)− hQn−k (2qQk − 1)
]2
+
[
N−1∑
k=0
hQn−k
(
2qIk − 1
)
+ hIn−k
(
2qQk − 1
)]2
+
N−1∑
k=0
[(
hIn−k
)2
+
(
hQn−k
)2]
·[
4qQk + 4q
I
k − 4
(
qIk
)2 − 4(2qQk )2] (16)
Now, we need to minimize −A − B with respect to θ =
{h, σ2w} and Φ. We start with the minimization with respect
to σ2w. Now, A is independent of σ
2
w, and B depends on σ
2
w as
described in (7). It is easy to see (by setting the derivative of
−B with respect to σ2w to zero), that the optimal value of σ2w is
given by σ2w = C/N . Hence, up to an additive constant (which
does not influence the gradients of the learned parameters
θ,Φ), the loss function L(h,Φ,y) (using the optimal σ2w)
is given by
L(h,Φ,y) = N logC −A (17)
where A is given in (5)-(6), and C is given in (14), (15) and
(16).
We assumed that the input signal {xk} is causal. In reality,
we are considering a block y of N measurements of the
signal at some arbitrary time. Therefore the above causality
assumption does not hold. However, the edge effect decays
as N increases. The causality assumption is equivalent to
M − 1 zero-padding of x on the left, such that the con-
volution with h according to (2) results in y of size N .
Alternatively (supposing odd M for simplicity), we assume
that h = (h−(M−1)/2, . . . , h0, . . . , h(M−1)/2). Accordingly,
we apply zero-padding of x by (M − 1)/2 both on the left
and on the right. After the convolution in (2), y is once again
of size N . We used this second approach in our experiments,
although the performance was similar to the performance of
the first approach.
In all our experiments we used a mini-batch operation mode,
where for each gradient descent parameters update step, we
considered the gradient of the loss (17), using only a sub-
sequence of the training data, y (each update with a different
sub-sequence).
Note that our loss function, L(h,Φ,y), consists of a data
entropy term, which we wish to maximize due to the i.i.d
assumption of the symbols, and an autoencoder distortion
term. Also note that our method also provides an estimated
channel response, as part of the learning process.
SIMULATION RESULTS
We implemented our blind equalizer using the Tensorflow
framework [22] which provides automatic differentiation of the
loss function. Our algorithm was compared with the adaptive
CMA [23], and with the neural network CMA (NNCMA) [11]
blind equalization algorithms. We also compared to the linear
neural network in [24], but for clarity we did not include these
results in the graphs since the blind NNCMA outperformed
the linear neural network. In addition, we compared the
performance to the adaptive MMSE [17] non-blind equalizer
that observes the actual transmitted sequence. The baseline
algorithms use a single pass over the data for training. In
order to improve performance, they were modified to have suf-
ficiently many passes over the data. In all our experiments, we
used the Adam algorithm [25] to minimize our loss function.
The complexity of Adam is similar to that of plain gradient
descent. Note, for all experiments and all blind equalization
methods, that one can recover the transmitted bits only up
to some unknown delay and rotation of the constellation,
which for QPSK means that we need to examine four different
possible rotations (0°, 90°, 180°, 270°). The results presented
in the following experiments were obtained by averaging over
20 independent training data. For each training data, we used
10,000 test data symbols to calculate the symbol error rate
(SER) defined by
SER ∆=
1
M
∑
s
1 (sˆ 6= s)
where M = 10,000, s is a single transmitted QPSK test
symbol, sˆ is the corresponding estimated symbol, and 1 (·)
is the indicator function.
In all our experiments, we used the same FCN decoder ar-
chitecture in Fig. 2, with a filter with five complex coefficients
Fig. 3: SER vs. SNR for the equalization algorithms. The
channel is h1.
in the first layer, and a filter with two complex coefficients in
the second layer. Hence, the total number of free parameters
in the model was the size of the estimated channel impulse
response in the encoder in addition to only 14 (2 × (5 + 2))
real parameters in the FCN decoder.
In our first set of experiments, we compared our model
to the baseline algorithms at various noise levels, using the
following non-minimum phase channels taken from [11], [24],
[26],
h1 =[0.0545 + 0.05j, 0.2832− 0.11971j,−0.7676 + 0.2788j,
− 0.0641− 0.0576j, 0.0466− 0.02275j]
h2 =[0.0554 + 0.0165j,−1.3449− 0.4523j,
1.0067 + 1.1524j, 0.3476 + 0.3153j]
h3 =[0.0410 + 0.0109j, 0.0495 + 0.0123j, 0.0672 + 0.017j,
0.0919 + 0.0235j, 0.7920 + 0.1281j, 0.396 + 0.0871j,
0.2715 + 0.048j, 0.2291 + 0.0415j, 0.1287 + 0.0154j,
0.1032 + 0.0119j]
We generated 2000 QPSK random symbols as the training
set. Then we applied convolution with the channel impulse
response, and added white Gaussian noise at a signal to noise
ratio (SNR) in the range 0dB – 10dB. The SNR is defined by
SNR ∆= 20 log10 (‖x ∗ h‖/‖w‖). To train the model, for each
update step, we sampled from the training set a mini-batch of
a single sub-sequence of length N = 128. Figs. 3, 4 and 5
present SER results for h1, h2 and h3, respectively. As can be
seen, the new VAEBCE significantly outperforms the baseline
blind equalizers, and is quite close to the performance of the
non-blind adaptive MMSE.
In our following experiment, we compared the SER of the
equalization algorithms as the number of training symbols
varied from L = 50 to L = 500,000. For each update step we
sampled from the training set a mini-batch of a single sub-
sequence of length N = min (128, L). We used the channel
Fig. 4: SER vs. SNR for the equalization algorithms. The
channel is h2.
Fig. 5: SER vs. SNR for the equalization algorithms. The
channel is h3.
impulse response h1 above. Fig. 6 presents the results for
SNR=10dB. Again, the new VAEBCE algorithm significantly
outperforms the baseline blind equalization algorithms.
Recall that, in accordance with our loss function, as part of
the model training we also learn an estimated channel impulse
response. We now assess the robustness to the length of the
estimated channel impulse response. Denote by h and hˆ, the
actual and estimated channel impulse responses, respectively.
First suppose that the length of hˆ is set equal to the length of
h. In general (up to delay and rotation, as was noted above),
when the SER after equalization was small, we observed a
small L2 distance, ||h− hˆ||. This distance was monotonically
decreasing with the SNR. When the length of hˆ was smaller
than the length of h, the model appeared to learn hˆ such that it
was nearly equal to the central part of h. When the length of hˆ
was larger than the length of h, the model appeared to learn an
Fig. 6: SER vs. number of training symbols for the equaliza-
tion algorithms. SNR = 10dB. The channel used is h1.
Fig. 7: SER vs. SNR for different lengths of hˆ for the
VAEBCE. The channel used is h1.
approximately zero-padded (both on the left and on the right)
version of h. In Fig. 7 we reevaluated the SER results when
the length of hˆ was twice the length of h, and did not observe
a significant degradation.
Finally, we report on the number of parameter updates
required for convergence of our VAEBCE algorithm. We
generated the data as described in the first experiment. To
train the model, we sampled a mini-batch of a single sub-
sequence of length N ∈ {10, 128} out of the given training
symbols. Then we let the algorithm train until convergence
was achieved. The number of iterations for the channel h1
is reported in Fig. 8. As either N or the SNR increase, the
number of required iterations decreases. For the channel h3,
the number of iterations was similar. Note that using the ML
equalization algorithms in [12]–[14], the Viterbi or forward-
backward algorithms would require a trellis diagram with
Fig. 8: Number of parameter updates vs. SNR for different N .
The channel used is h1.
218 states, each time step. Hence, our method provides an
attractive alternative.
CONCLUSION
We introduced a novel algorithm for blind channel equaliza-
tion using VAE (VAEBCE). We showed significantly improved
SER performance compared to the baseline CMA-based blind
channel equalization algorithms. In particular, VAEBCE re-
quired significantly less training symbols for the same SER
measure. In fact, the performance of the new VAEBCE equal-
izer was close to the performance of the supervised linear
adaptive MMSE equalizer. Our equalizer is a simple FCN. This
should be contrasted with alternative ML blind equalization
methods, that require a trellis-based equalizer which may be
much more costly to implement. Future research should extend
our method to generalized setups such as higher constellations
(by replacing the output sigmoid in our FCN with a softmax).
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