Abstract-We consider the problem of spatially and temporally registering multiple video sequences of dynamical scenes which contain, but are not limited to, nonrigid objects such as fireworks, flags fluttering in the wind, etc., taken from different vantage points. This problem is extremely challenging due to the presence of complex variations in the appearance of such dynamic scenes. In this paper, we propose a simple algorithm for matching such complex scenes. Our algorithm does not require the cameras to be synchronized, and is not based on frame-by-frame or volume-by-volume registration. Instead, we model each video as the output of a linear dynamical system and transform the task of registering the video sequences to that of registering the parameters of the corresponding dynamical models. As these parameters are not uniquely defined, one cannot directly compare them to perform registration. We resolve these ambiguities by jointly identifying the parameters from multiple video sequences, and converting the identified parameters to a canonical form. This reduces the video registration problem to a multiple image registration problem, which can be efficiently solved using existing image matching techniques. We test our algorithm on a wide variety of challenging video sequences and show that it matches the performance of significantly more computationally expensive existing methods.
INTRODUCTION
A classical problem in computer vision is that of aligning images of the same scene taken at different instances. These instances can either be different view points or different time instances. This problem is known as image registration and the objective is to recover the correspondences between the images. Once such correspondences have been found, all of the images can be transformed into the same frame of reference. This enables one to either compare the images or augment the information in one image with the information from the others. Image registration finds a wide variety of applications in computer vision, such as image stitching, image-based modeling and rendering, structure-from-motion, object recognition, etc. Image registration is also important in medical imaging, where multimodal data can be used to augment the information in one image or images taken at different times can be compared to assess the evolution of a disease.
Image registration methods can be broadly divided into two categories-feature-based methods and direct methods. In feature-based methods, feature points such as Harris corners [16] , scale invariant feature transform (SIFT) features [19] , multiscale-oriented patches (MOPSs) [6] , etc., are first extracted from the images. These features are then matched using methods such as normalized cross correlation. Once a rough (possibly incorrect) set of matches is obtained, one can use methods such as random sample consensus (RANSAC) [14] to refine the matches and calculate the transformation between the images. Direct methods, on the other hand, first define a metric, such as the sum of square differences, mutual information [34] , etc. The registration problem is then solved by the minimization/ maximization of a cost function built from this metric. We refer the reader to [29] and the references therein for a more detailed review of image registration methods.
Prior Work on Video Registration
The last few years have seen an increasing interest in the problem of video registration. The term video registration in the existing literature has been interchangeably used for two different problems. The first refers to registering frames of a single video sequences to a chosen frame of the video, while the other refers to registering two different video sequences of the same scene.
The task of registering adjacent frames of a video sequence reduces to a standard image registration problem. However, when the scene is nonrigid, this process becomes more complicated. This is because classical constraints such as the brightness constancy constraint are no longer valid. One of the first methods for registering nonrigid dynamical scenes was proposed by Fitzgibbon [15] . This method combines linear dynamical systems (LDSs) with stochastic rigidity to align frames in a video taken by a single moving camera. The work of Vidal and Ravichandran [33] used time varying LDSs and proposed a method to calculate the optical flow of nonrigid scenes viewed by a single moving camera. Doretto and Soatto [13] extended the linear model to jointly learn the appearance, shape, and the motion for such scenes. Rav-Acha et al. [23] proposed a method based on video interpolation. The difference between the predicted image and the incoming image was used to drive the registration process. Agarwala et al. [4] extended the concept of video textures [27] to the panoramic video texture case. Starting from a panning video sequence, a video sequence containing the dynamics of the entire spatial panorama is generated. Similarly, Rav-Acha et al. [22] proposed the concept of dynamosaicing, in which the registration parameters are found as the minimum cut in a 4D graph.
The task of registering multiple video sequences to each other involves recovering not only the spatial alignment, as in the case of image registration, but also the temporal alignment. This poses additional challenges compared to image registration. If the two sequences were temporally aligned, one could argue that the video registration problem could be reduced to an image registration problem. However, the main challenge is to decide which pair of frames should be registered. To deal with this issue, one could do a frame-by-frame registration and then choose the transformation that gives the least error. Alternatively, one could find the transformation that minimizes the sum of the errors over all the frames. However, these methods are naive and computationally expensive. They also ignore the dynamics of the scene, which could provide us with more information than just using frame-by-frame comparison. When the two sequences are not temporally aligned, we cannot resort to any of the approaches outlined earlier. Instead, the video sequence can be considered as a space-time volume and volume-to-volume registration techniques can be applied using either the entire volume or a collection of subvolumes, or point trajectories. Caspi et al. have a series of papers [7] , [8] that address the problem of spatial-temporal alignment. In [7] , two algorithms were proposed-a feature-based and a gradient-based. In the feature-based approach, the features are extracted using either a KLT tracker [28] or using centroids of blobs. The alignment problem is posed as an optimization problem, which is solved using the GaussNewton method. The gradient-based method, on the other hand, works directly on the intensities rather than tracked features. However, the algorithm relies on similar appearances between the two video sequences. To overcome this in [8] , a feature-based approach is proposed. The features used in this paper are the point trajectories, which make the algorithm invariant to appearance changes. In [31] , a unified framework is presented combining the work of the two aforementioned papers. The paper also extends the spatialtemporal alignment problem so that the alignment can be performed even if the two sequences are captured at different instances. A similarity measure is proposed for each spacetime subvolume. The registration is then obtained by maximizing a similarity measure across all the subvolumes. However, such methods are computationally intensive as they involve an optimal search for both the spatial and temporal registration parameters over the entire video.
Paper Contributions
In this paper, we propose a unified video registration algorithm for both rigid and nonrigid sequences. We assume that the two video sequences are related by a rigid transformation in space and an offset in time. We reduce the problem of registering two video sequences to that of registering multiple images. A homography is the common choice of spatial transformation when registering images in order to generate panoramas. Hence, we assume that the spatial transformation between these two video sequences is a homography. We wish to point out that we are not restricted to using only the homography as the model of choice, but can use any rigid transformation between two images such as the fundamental matrix. We also assume that there is an overlap between the two video sequences of the phenomenon they are observing, i.e., if one video sequence is observing a moving object (rigid or nonrigid), the other video sequence also contains portions (spatially and temporally) of this moving object. We model the video sequences as the output of an LDS. Over the past few years, several methods for modeling nonrigid dynamical scenes have been proposed [30] , [27] , [35] , [5] , [11] , [18] . All of these models are generative, i.e., given a finite number of frames of a video sequence or a finite-sized image, these methods can extend the textures to the desired temporal/spatial size using techniques such as graphcuts, dynamic programming, etc. Among these methods, the dynamic texture framework [11] is particularly attractive because the parameters of the model can be clearly exploited for solving computer vision problems. The dynamic texture framework has been used in prior work for the purpose of segmentation [12] , recognition [26] , [9] , [32] , and calculating optical flow of nonrigid scenes [33] . Although the dynamic texture model is not an appropriate model for the synthesis of rigid scenes, such a model can be used to register rigid sequences. This is primarily because the quality of the model identified from the two video sequences will be the same. Hence, in order to establish correspondences between the two scenes, the information captured in the dynamic texture model is useful. In addition, for rigid scenes, the mean image of the video sequence contains the background and this is also exploited in our framework.
The contributions of the paper are the following:
1. We propose a feature-based method for registering multiple video sequences using the dynamic texture model. Our approach does not use space-time volumes or feature trajectories. Neither does it rely on ad hoc heuristics such as the appearance images. Instead, we extract traditional image-based features from the model parameters for the registration. 2. Our framework does not require the video sequences to be synchronized. We can recover the spatial transformation independent of the temporal alignment between the two video sequences. In addition, when there is no temporal transformation between the two video sequences, we are able to perform the registration more efficiently. This is because we perform feature matching on the model parameters of the video sequence as opposed to every pair of frames. As we show later, our algorithm reduces to extracting feature matches from ðn þ 1Þ images pairs as opposed to F (number of frames) images pairs as in the case of traditional algorithms. 3. Since the identification of the parameters of the LDS is not unique, we propose a scheme for the joint identification of the parameters of the LDSs that model the video sequences. The proposed method retains the suboptimality of the original identification algorithm of Doretto et al. [11] . However, our algorithm helps resolve the ambiguities in the parameter estimation and also enforces the same dynamics for multiple video sequences. Our algorithm is very simple and relies on using a canonical form. 4. We outline several choices for the canonical form of the parameters of the LDSs and show that the canonical form based on the real Jordan form overcomes some of the issues with other canonical forms.
We outline a method to solve for the transformation that converts the parameters to the canonical form. By using a canonical form, we convert all the parameters into the same basis and this makes comparing the parameters more straightforward. This method is independent of a reference sequence and scales well for an arbitrary number of sequences.
PROBLEM FORMULATION
In this section, we outline our approach for registering multiple video sequences using the dynamic texture framework. In Section 2.1, we briefly review the dynamic texture model. We refer the readers to [11] for more details on this model. Later in Section 2.2, we show that by modifying the parameters of this model, we can describe sequences that are spatially and temporally transformed versions of the original video sequence. This will serve as the basis of our registration algorithm.
Dynamic Textures Framework
Given a video sequence fIðtÞg 
The parameters of this model can be classified into three types, namely, the appearance, dynamics, and noise parameters. The vector zðtÞ 2 IR n represents the hidden state of the system at time t. Its evolution is controlled by the dynamics matrix A 2 IR nÂn and the input-to-state matrix B 2 IR nÂq . These parameters are termed the dynamics parameters of the dynamic texture model. The parameter C 2 IR pÂn maps the hidden state to the image and the vector C 0 2 IR p is the temporal mean of the video sequence. These parameters are called the appearance parameters of the dynamic texture model. The noise parameters are given by the zero-mean Gaussian processes vðtÞ $ N ð0; QÞ and wðtÞ $ N ð0; RÞ, which model the process noise and the measurement noise, respectively. The order of the system is given by n and p is the number of pixels in the image. The advantage of using this model is that it enables us to decouple the appearance parameters of the video sequence from the dynamics parameters. Thus, if one is interested in recovering appearance-based information from the video sequence, such as optical flow or, in our case, the spatial registration, then one only needs to deal with the appearance parameters. This allows us to recover the spatial registration independent of the temporal alignment of the sequence, as will be seen in the next section.
Recovering the Spatial-Temporal
Transformation from the Parameters of Dynamic Textures
As motivated in the previous section, spatial registration can be recovered using a subset of the parameters of the LDS. In this section, we explore the relationship between the parameters of two video sequences that are spatially and temporally transformed versions of each other.
Let x ¼ ðx; yÞ be the coordinates of a pixel in the image. We define C i ðxÞ to be the ith column of the C matrix reshaped as an image. Likewise, we define C 0 ðxÞ to be the mean of the video sequence reshaped as an image. With this notation, the dynamic texture model can be rewritten as
where z 0 ðtÞ ¼ 1. Therefore, under the dynamic texture model, a video sequence is interpreted as an affine combination of n basis images and the mean image. We call these n þ 1 images fC i ðxÞg n i¼0 the dynamic appearance images. In the following analysis, we consider a video sequence and its corresponding LDS. We show that a spatial and temporal transformation on the video sequences induces a spatial and temporal transformation in the parameters of the LDS. We first consider the simple case of the two video sequences being just spatially transformed version of each other. Such video sequences are termed as synchronized video sequences. We then consider the more general case of two video sequences being both spatially and temporally transformed versions of each other. Such video sequences are also known as unsynchronized video sequences.
Synchronized Video Sequences
Let T : IR 2 ! IR 2 be any spatial transformation relating the frames from each video, such as a 2D affine transformation or a homography. The relationship between two synchronized video sequence is then given byĨðx; tÞ ¼ IðT ðxÞ; tÞ. Consider now the following LDSs, with the evolution of the hidden state as zðt þ 1Þ ¼ AzðtÞ þ BvðtÞ; ð4Þ and the outputs defined as
Iðx; tÞ
We can see thatĨðx; tÞ ¼ IðT ðxÞ; tÞ. This shows that when a constant spatial transformation is applied to all the frames in a video sequence, the transformed video can be represented by an LDS that has the same A and B matrices as the original video. The main difference is that the dynamic appearance images fC i ðxÞg n i¼0 are transformed by the same spatial transformation applied to the frames of the sequences, i.e., fC i ðxÞ ¼ C i ðT ðxÞÞg n i¼0 .
Unsynchronized Video Sequences
In this case, in addition to the spatial transformation, we now introduce a temporal lag between the two video sequences denoted by . The relationship between two unsynchronized video sequence can be represented as Iðx; tÞ ¼ IðT ðxÞ; t þ Þ. Now let us consider the following two systems, with the evolution of the hidden states given by (4) , and the outputs defined as
We now see that the above equations model two unsynchronized sequences. Thus, a video sequence that is a spatially and temporally transformed version of the original video sequence can be represented with an LDS with the same A and the same B as the original video sequences. However, in addition to the C matrix being modified by the spatial transformation, as in the synchronized case, we also have a different initial state. Instead of the video sequence starting at zð0Þ, the initial state now is zðÞ. Nevertheless, if one wants to only recover the spatial transformation, the C matrices of the two LDSs are the only parameters that need to be compared. Thus, given two video sequences, either synchronized or the unsynchronized, in order to recover the spatial registration, we only need to compare the C matrices. But this is under the assumption that both the A matrix and the state of the system zðtÞ, modulo a temporal shift i 2 Z Z, for the two systems remain the same. The rationale behind this assumption is that since the video sequences are of the same scene, the evolution of the hidden states remains the same. More specifically, the objects in the scene undergo the same deformation; hence, they possess the same dynamics. However, if one learns the parameters of the LDSs from the data using existing methods, one encounters two problems. The first problem is that the A matrix is not the same for the different LDSs. Second, the C matrices that are recovered are only unique up to an invertible transformation. Hence, in order to perform the registration, we address these issues in the next section.
RECOVERING TRANSFORMATION PARAMETERS FROM THE DYNAMIC TEXTURE MODEL
In the previous section, we have introduced the dynamic texture model and shown how the model parameters vary for video sequences taken at different viewpoints and time instances. In this section, we will show how the spatial transformation can be recovered using the parameters of the LDSs. In Section 3.1, we review the classical system identification algorithm for learning the parameters of an LDS and show that the recovered parameters are not unique.
Since we would like to compare the parameters of different LDSs, our first task is to remove such ambiguities. This issue is addressed in Section 3.2. We then, in Section 3.3, show how we can enforce the dynamics of multiple video sequences to be the same. Finally, in Section 3.4, we propose an algorithm to recover the spatial and temporal transformation from the dynamic appearance images of two video sequences.
Parameter Identification
Given a video sequence fIðtÞg F t¼1 , the first step is to identify the parameters of the LDS. There are several choices for the identification of such systems from the classical system identification literature, e.g., subspace identification methods such as N4SID [21] . The problem with such methods is that as the size of the output increases, these methods become computationally very expensive. Hence, traditionally, the method of identification for dynamic textures has been a suboptimal solution proposed in [11] . This method is essentially a Principal Component Analysis (PCA) decomposition of the video sequence. Given the video sequence fIðtÞg
IðtÞ is first calculated. The parameters of the system are then identified from the compact (rank-n) SVD of the mean subtracted data matrix as
where Z ¼ ½zð1Þ . . . zðF Þ. Given Z, the parameter A is obtained as the least-square solution to the system of linear equation A½zð1Þ . . . zðF À 1Þ ¼ ½zð2Þ . . . zðF Þ.
It is well known that the factorization obtained from the SVD is unique up to an invertible transformation, i.e., the factors that are recovered are ðCP À1 ,P ZÞ, where P 2 IR nÂn is an arbitrary invertible matrix. Hence, the LDSs with parameters ðA; B; CÞ and ðP AP À1 ; P B; CP À1 Þ both generate the same output process. This fact does not pose a problem when dealing with a single video sequence. However, when one wants to compare the parameters identified from multiple sequences, each set of identified parameters could potentially be computed with respect to a different basis. Since our goal is to compare the C matrices, to perform the registration we need to ensure that different C matrices are in the same basis. In order to address this issue, in the next section, we outline a method to account for the basis change. We propose to do this by using a canonical form and converting the parameters into the canonical form.
Canonical Forms for Parameter Comparison
Given the parameters of an LDS ðA; B; CÞ, the family of parameters that generate the same output process is given by ðP AP À1 ; P B; CP À1 Þ. There are several approaches to removing the ambiguities from the system parameters. For instance, one can restrict the columns of the C matrix to be orthogonal. Exploiting this fact, one option to overcome the basis ambiguities is to project all the C matrices into the subspace spanned by one of the C matrices. In [10] , Chan and Vasconcelos used such an approach where one sequence was chosen as the reference and the parameters of the other sequence were converted into the basis of the reference sequence. One drawback of such a method is that it requires a reference sequence. Choosing such a reference sequence might not always be feasible. An alternate approach from linear systems theory, to address the basis issue, is to use a canonical form. The advantage of such canonical forms is that the model parameters in the canonical forms have a specific structure. As a consequence, if the model parameters identified using the suboptimal approach are converted to the canonical form, the parameters are in the same basis. This removes the basis ambiguity induced in the suboptimal identification algorithm due to the SVD factorization. Also, using the canonical form does not require a reference sequence.
If one refers to the literature from linear systems theory, several canonical forms have been proposed for the model parameters of an LDS in the particular case of a single output system, i.e., p ¼ 1. Although, in principle, any canonical form can be used to overcome the ambiguities, the fact that these LDSs model the temporal evolution of the intensities of pixels of a video sequence poses some constraints in the choice of the canonical form. For example, we do not want such forms to be complex. This would make it difficult to perform comparison between parameters of different systems. Also, even though, theoretically, all of the canonical forms are equivalent, in practice they differ in their numerical stability. Vidal and Ravichandran in [33] used a diagonal form for the A matrix. Since the equivalence class of parameters for A is P AP À1 , i.e., a similarity transformation, the diagonal form reduces to the diagonal matrix of eigenvalues of A. Thus, the resulting parameters in canonical form can be complex, since the eigenvalues of A can be complex. To overcome this, the Reachability Canonical Form (RCF) was used in [24] . The RCF is given by where A n þ a nÀ1 A nÀ1 þ Á Á Á þ a 0 I ¼ 0 is the characteristic polynomial of A and I nÀ1 is the identity matrix of size n À 1. The problem with the RCF is that it uses the pair ðA; BÞ to convert the system into canonical form. For most common applications of dynamic textures, such as registration and recognition, it is preferable to have a canonical form based on the parameters ðA; CÞ because they model the appearance and the dynamics of the system. The matrix B, on the other hand, models the input noise and is not that critical to describe the appearance of the scene. Thus, a suitable candidate for the canonical form is the Observability Canonical Form (OCF) [25] given by However, the estimation of the transformation that converts a set of parameters to this canonical form is numerically unstable [25] . As a result, in the presence of noise, two dynamical systems that are similar can be mapped to dynamical systems in the canonical form that are fairly different.
In order to address this drawback, we propose to use a canonical form based on the Jordan real form. When A has 2q complex eigenvalues and n À 2q real eigenvalues, the Jordan Canonical Form is given by 
Vectorizing this equation, we can solve for P as
where represents the Kronecker product. Similarly, if we consider the equation between the C matrices, C c P ¼ > C, and vectorize it, we can solve for P by concatenating the two sets of equations as follows:
Once we have solved this equation, we can convert the parameters into the canonical form using P . It should be noted that the JCF is unique only up to a permutation of the eigenvalues. However, if we select a predefined order to sort the eigenvalues, we obtain a unique JCF.
Joint Identification of Dynamic Textures
In the prior section, we have shown how to convert the identified parameters into the same basis so that we can compare the C matrices to recover the registration. However, comparing the C matrices to recover the spatial transformation is based on using the assumption that the A matrices for the two systems were the same. This assumption is valid as we observe the same scene, and since the hidden states zðtÞ captures the scene dynamics, they must evolve in the same way, irrespective of the viewpoint. However, if we identify the LDS from each video sequence separately due to the presence of noise, viewpoint changes, and the suboptimal identification, there is no guarantee that the A matrix for the video sequences will be the same. This can be seen in Fig. 1a . We see that the eigenvalues of the A matrices identified separately are not the same. However, they are close to each other.
In this section, we propose a simple method to explicitly enforce the dynamics of multiple LDSs to be the same. 
Although this seems to be the intuitively obvious thing to do, we will now show that this is indeed the correct thing to do. If, for the sake of analysis, we ignore the noise terms, we obtain the state evolution as zðtÞ ¼ A t z 0 , where z 0 is the initial state of the system. Now if we consider the temporal lag i 2 Z Z for the ith video sequences, then the evolution of the hidden state of the ith sequence is given by z i ðtÞ ¼ A i zðtÞ. Therefore, we can now decompose W using the SVD as follows: 
From the above equation, we can estimate a single common state for all the sequences. Moreover, given Z, we estimate a common dynamics matrix for all the sequences. Now we can also recover C i from C up to the matrix A i . The problem is that i is unknown, so we cannot directly compute C i from C. Now if we consider the equation for the ith video sequence, we can see that
Thus, we see that the parameters we estimate are the original parameters of the system, but in a different basis. Therefore, by converting the parameters to the canonical form, we can remove the trailing A i and recover the original parameters in their canonical form. The joint identification algorithm is outlined in Algorithm 1. Now, by construction, the A matrices of the multiple video sequences are the same. Hence, their eigenvalues are also the same. This can be seen in Fig. 1b . Having identified a dynamic texture model for all video sequences with a common A and all C matrices with respect to the same basis, in the next section we describe a method to register multiple video sequences using the appearance parameters of the LDSs. Other applications of using the joint identification include recognition of dynamic textures, joint synthesis of videos, etc.
Registering Using the Dynamic Texture model
In this section, we propose an algorithm to recover the spatial transformation from the appearance parameters of the LDSs identified from the two video sequences. As elaborated in Section 2.2, the C matrix of the LDS captures the appearance. Hence, we need to compare this parameter between two LDSs, to recover the relative spatial alignment. In addition, the mean of the video sequence also contains information that can be exploited to recover the spatial alignment. In our paper, we term the mean image (C 0 ) and the n columns of the C matrix as the dynamic appearance images. Let us consider two video sequences, I 1 ðx; tÞ and I 2 ðx; tÞ, where x denotes the pixel coordinates and t ¼ 1; . . . ; F . We assume that the video sequences are related by a Homography H and a temporal lag , i.e., I 1 ðx; tÞ ¼ I 2 ðHðxÞ; t þ Þ. Once we recover the spatial alignment independent of the temporal lag between the video sequences, we temporally align the two sequences using a simple line search in the temporal direction, i.e., ¼ argmin P t kI 1 ðx; tÞ À I 2 ðHðxÞ; t þ Þk 2 ; 2 Z Z. Our algorithm to spatially register the two video sequences I 1 ðtÞ and I 2 ðtÞ proceeds as follows: We calculate the mean images C 0 1 and C 0 2 , identify the system parameters ðA; C 1 Þ and ðA; C 2 Þ in the JCF, and convert every column of C i into its image form. We use the notation C i j to denote the ith column of the jth sequence represented as an image. We use a feature-based approach to spatially register the two . . . ; ng, i.e., the reverse direction. We retain only the matches that are consistent both in the forward direction and the reverse direction. We then concatenate the correspondences into the matrices X 1 2 IR 3ÂM and X 2 2 IR 3ÂM . The corresponding columns of X 1 and X 2 are the location of the matched features in homogenous coordinates and M is the total number of matches from the n þ 1 image pairs. We then need to recover a homography H such that X 2 $ HX 1 . In order to recover the homography, we first run RANSAC and obtain the inliers from the matches. We then fit a homography using the nonlinear method outlined in [17] . Our registration algorithm is summarized in Algorithm 2. Retain the matches that are consistent across both directions and concatenate the feature point location from C i 1 into X 1 and its corresponding match into X 2 4 Recover the homography H using RANSAC such that X 2 $ HX 1 . 5 Calculate temporal alignment as ¼ arg min P t kI 1 ðx; tÞ À I 2 ðHðxÞ; t þ Þk 2 .
Remark. For rigid sequences, one could potentially argue that the mean image would be sufficient to register the video sequences. This motivates the fact that for such sequences, we could use only the matches from the mean images rather than the matches from C matrix when estimating the registration parameters. The scenario for nonrigid scenes is the exact opposite. We would like to use the matches from C matrix rather than the matches from the mean image. Note that in our algorithm, the best matches given by RANSAC could arise from the mean image or the dynamic appearance images or both. Hence, we do not explicitly restrict the algorithm to use only the mean image or only the dynamic appearance images, as done in [24] . This choice now becomes automatic and makes our method applicable to both rigid and nonrigid sequences.
EXPERIMENTAL RESULTS
In this section, we present an experimental evaluation of the various aspects of our algorithm. We first evaluate the effects of the choice of the canonical forms on the quality of the registration. Since we have two choices, both for our canonical form and for the method of identifying the parameters of the LDSs, we obtain four variations of our algorithm. We can thus obtain the system parameters of the two video sequences using the joint identification (JID) using the JCF, or JID using the RCF, or separate identification (SID) using the JCF, or SID using the RCF. We analyze the performance of these variations of the algorithm with respect to different criteria. We finally present results on real sequences and compare them to existing video registration methods. In order to evaluate our algorithm, we compiled a database from video sequences used in existing work [7] , [8] , [31] . The video sequences are available at [1], [2], [3]. This gave us a total set of eight sets of sequences, each set containing two video sequences. Among these, three sets of the sequences were of rigid bodies, namely, the parking sequence, the palm sequences, and the light sequence. Three other sets of sequences were of nonrigid objects, namely, the flag, the fountain, and the fireworks sequences. We also had one pair of sequences with a relatively large zoom factor difference, which we call the wide sequence, and the last set of sequences was from two nonstationary cameras capturing different modalities, which we call the library sequence. Fig. 2 shows sample frames from all the sequences.
Evaluation of Canonical Forms
To evaluate the effects of the canonical forms on the registration performance, we first take a video sequence and identify the parameters of the system using the suboptimal approach. We then apply different transformations to the system parameters ðC; AÞ to obtain new parameters ðC;ÃÞ ¼ ðCP À1 ; P AP À1 Þ. This simulates the ambiguities we encounter when identifying an LDS for each video sequence separately. We then convert ðC; AÞ and ðC;ÃÞ to their canonical form ðC c ; A c Þ and ðC c ;Ã c Þ, respectively. Errors between the parameters before and after converting it to the canonical form were calculated using the Frobenius norm k Á k F . We define the errors as E A ¼ kA ÀÃk F and E C ¼ kC ÀCk F . We perform the experiments for 200 random choices of the transformation P and calculate the mean error. The transformations are randomly generated from three different classes of transformations: a sign flip, an orthogonal matrix, or an invertible matrix. By a sign flip transformation, we refer to a diagonal matrix with entries in fÀ1; 1g. The results of this experiment are summarized in Table 1 . We see that for the simple transformation such as the sign flip, both the canonical forms perform very well: The errors after converting the LDS into the canonical forms are zero. However, when the transformations get more involved, we see that the errors from the RCF are higher than the initial errors, while the JCF is still able to perform well. In order to qualitatively show the difference between the canonical forms, we compare sample columns from the C matrix of two video sequences from the parking set, which we will later use to show registration results. Fig. 3 shows a few frames from the two video sequences of this set. In Fig. 4a , we present these columns of C matrix identified using SID and the RCF. In Fig. 4b , we show the same result, but by using SID and the JCF. In Fig. 4c , the results are shown using JID and the RCF. Finally, Fig. 4d shows the results using the algorithm proposed in this paper, namely, JID using the JCF. One can see that the corresponding column images for the proposed methods are spatially transformed versions of each other. We, however, note no such spatial correspondence between the C matrices of the two sequences when using SID and the RCF. Note that when using the SID and the JCF, the spatial correspondence can be seen for some basis images, but for others, we notice either little or no correspondences. Although using JID and the RCF exhibits stronger spatial correspondences than SID with the JCF, the quality of the feature matches is better using the JID and the JCF.
Quantitative Evaluation on Synthetic Sequences
In this section, we perform a comprehensive evaluation of the four variations of the proposed registration algorithm.
We performed the analysis on one sequence from four different data sets, namely, the flag, fountain, fireworks, and parking data sets. These video sequences are sorted in increasing order of the rigidity of the sequence. The flag sequence is the most nonrigid, while the parking sequences is the most rigid.
For the synthetic transformation, we first rotate the sequence Iðx; tÞ counterclockwise and clockwise by an angle of to obtain I 1 ðx; tÞ andĨ 2 ðx; tÞ, respectively. This gives us a transformation of 2 between these two video sequences. In this way, both of the video sequences have identical interpolation artifacts. We then temporally shift I 2 ðx; tÞ by ¼ 25 frames to obtain I 2 ðx; tÞ. Thus, the relation between I 1 ðx; tÞ and I 2 ðx; tÞ is given by I 2 ðx; tÞ ¼ I 1 ðRð2; xÞ; t þ Þ. The angle of rotation was chosen such that 2 f2; 4; 6; 8; 10; 12; 14; 16; 18g. We used 100 frames of both sequences. The video sequences are then registered using the four different variations of the algorithm. Since the mean images are common to all the four variations, we analyze the registration only using the features from the n dynamic appearance images. This enables us to judge the performance of different dynamic appearance images better.
The choice of the canonical form and the identification method both influence the dynamic appearance images. Hence, for the different variations of our algorithm, the dynamic appearance images will be different. Consequently, the number of feature extracted and the quality of the matches are dependent on the dynamic appearance images. The quality of the feature matches, in turn, will affect the registration accuracy and the number of inliers. To understand the influence of the various dynamic appearance images, we analyze the performance of the different methods. We define four metrics: the number of feature matches, the number of inliers, the quality of the extracted features, and finally, the registration error. 5 shows the number of feature matches extracted from different sequences for varying amounts of synthetic transformation. From this figure, we see that for the flag and the fountain sequences, the greatest number of features is extracted on the dynamic appearance images obtained using JID and the JCF, while for the firework sequence, SID using the JCF results in an equal number of features. For the parking sequence, except for two cases, the greatest number of features is extracted for dynamic appearance images obtained using JID and the RCF. We thus conclude that, except for a few cases, using JID increases the number of feature matches compared to using SID. Also, the JCF consistently gives more matches than the RCF, both while using SID and while useing JID.
We next compare the number of inliers. Fig. 6 shows the number of inliers from different sequences for varying amount of synthetic transformation. For the nonrigid sequences, we observe that using the JCF gives the largest amount of inliers, while for the rigid sequence, JID using the RCF seems to extract more inliers. This trend is anticipated, since, for rigid sequences, the LDS, which is meant to describe the nonrigidity, plays a less significant role in describing the video sequence.
We next consider the quality of the features. The metric we define for the quality of the features is the symmetric homographic transfer error. Given a point correspondence x 1 $ x 2 2 IP 2 in homogenous coordinates and the recovered homography H 2 IR 3Â3 , the symmetric homographic transfer error is given by
Fig . 7 shows the combined plot for all the video sequences and transformations. Here, the plot of logðEÞ is shown versus the cumulative percentage of features. From this figure, we see that using JID with JCF gives us the most reliable features. Given any error, we see that JID using the JCF has the highest percentage of features less than this error, while SID using the JCF follows next.
Our final metric of comparison is the error between the recovered rotation and the ground truth. Although the transformation we recover is a homography ðH ¼ R þ T N > Þ, we first decompose the homography into the rotation matrix ðRÞ, the normal vector ðNÞ, and the scaled translation ðT Þ. This gives us two solutions. By using the chirality constraint, we reduce it to one solution. We refer the readers to [20] for details on this decomposition. Note that in this case, we have assumed that the camera is calibrated. We are able to make this assumption here as we apply the rotation to the image and not on the camera. Hence, the intrinsic calibration parameters remain the same for both of the views and can be assumed to be the identity matrix. The error between the true rotation R t and the recovered rotation R r is calculated using the distance Table 2 . We see that the best errors are obtained using JID and the JCF.
For the metrics we have used in our analysis, we can now rank the different methods based on them either maximizing/minimizing the metric. For example, if we consider the number of matches extracted, we would like the proposed variation of our algorithm to extract as many features as possible. Hence, we assign a rank of one to that variation of the algorithm that extracts the highest matches for a particular transformation of a sequence. The rest are arranged in decreasing order of the number of matches and assigned the ranks of two through four. The same can be done with the number of inliers. But, for the registration error, the ordering needs to be reversed. We then calculate the mean rank of a metric for a sequence and also the overall mean rank across sequences. This result can be seen in Table 3 . From this table, we see that for every metric, using JID and the JCF has the best overall mean rank across sequences and transformations, although, for a given sequence, there is no guarantee that using the JID and the JCF is the best with respect to all the metrics. Nevertheless, using JID with the JCF offers us a method that performs consistently across a large variety of sequences.
Qualitative Evaluation on Real Sequences
For our experiments on real sequences, we tested our algorithm on all of the sequences available in [1]. We also tested our algorithm on one sequence each from [2] and [3] in order to exhibit the variability of the video sequences our registration algorithm can handle. We used an order of n ¼ 30 for all of the video sequences shown in this section. In order to qualitatively assess the performance of the registration, we form a new image in which the red and the blue channels come from the first image. The green color channel comes from the green channel of the second image. We show this image both before and after the registration to see the initial alignment and the final result.
We first compare the common sequences from [24] and [7] with our method. We see in Fig. 8 that for all three sequences, the alignment we obtain is as good, if not better, when compared to the other method. We now show additional results in Fig. 9 . The sequences here exhibit different kinds of variations such as variation in intensity, shape (nonrigid objects), and modality. We see that in all of the cases, we perform as well as the existing results. We are able to register images with a large baseline transformation, as shown in Fig. 9d . Although we have not taken any explicit measure to account for multimodality, we found that, using SIFT features, we are able to register multimodal video sequences, as shown in Fig. 9e . Here, one sequence is captured using a normal camera and the other is captured using an infrared camera. For this case, one can note that our result and the result from the original algorithm do not look the same. This is because we do not perform any kind of fusion. In order to further analyze our algorithm, we obtained the inliers from RANSAC and then calculated the percentage of inliers from the mean features and the rest of the dynamic appearance images. This result can be seen in Table 4 . The interesting fact about these numbers is that we see that the algorithm adapts itself based on the sequences. We see that the percentage of inliers from the dynamic appearance images is 100 percent for the flag sequence. This is in agreement with the fact that this is our most nonrigid sequence. Thus, we see that the algorithm performs very well on a large variety of sequences and the results we obtained are comparable to existing methods. The videos of these results can be found at http://vision.jhu.edu/papers/ DTReg/.
DISCUSSION AND CONCLUSION
We have proposed a method for registering video sequences based on the dynamic texture model. As compared to [7] , we are able to recover the spatial transformation independent of the temporal transformation. Our results show that our method performs equivalently to theirs. However, our method reduces the number of frames we need to process. In the case of [7] , one needs to perform feature extraction, tracking, and trajectory matching for two sets of F frames. In our case, we only need feature extraction over two sets of n þ 1 ( F images. In addition, we have the computations for calculating the system parameters. Typically, F =n for the sequences we have presented is in the range of 8-10; hence, using our method gives an advantage with respect to the number of frames we need to process. We do not need to make the choice of whether to register using only the mean image or only the C matrix of the LDS or by using both. Given the information extracted from the video sequences, the algorithm automatically makes this choice. This gives us a generic algorithm that can be applied to both rigid and nonrigid sequences. In short, we have presented a method that works equally well compared to the state of the art but is more efficient. The other two important contributions of this paper are the use of a joint system identification framework together with a canonical form representation. The joint identification and the Jordan canonical form are not only applicable to the case of registering video sequences, but also to the entire genre of algorithms based on the dynamic texture model. In this paper, we have also shown that out of all the possible choices for the method of identification and canonical form, the JID using JCF performs the best. 
