ABSTRACT During development, interactions between transcription factors control the specification of different cell fates. The regulatory networks of genetic interactions often exhibit multiple stable steady states; such multistability provides a common dynamical basis for differentiation. During early murine embryogenesis, cells from the inner cell mass (ICM) can be specified in epiblast (Epi) or primitive endoderm (PrE). Besides the intracellular gene regulatory network, specification is also controlled by intercellular interactions involving Erk signaling through extracellular Fgf4. We previously proposed a model that describes the gene regulatory network and its interaction with Erk signaling in ICM cells. The model displays tristability in a range of Fgf4 concentrations and accounts for the self-organized specification process observed in vivo. Here, we further investigate the origin of tristability in the model and analyze in more detail the specification process by resorting to a simplified two-cell model. We also carry out simulations of a population of 25 cells under various experimental conditions to compare their outcome with that of mutant embryos or of embryos submitted to exogenous treatments that interfere with Fgf signaling. The results are analyzed by means of bifurcation diagrams. Finally, the model predicts that heterogeneities in extracellular Fgf4 concentration play a primary role in the spatial arrangement of the Epi/PrE cells in a salt-and-pepper pattern. If, instead of heterogeneities in extracellular Fgf4 concentration, internal fluctuations in the levels of expression of the transcription factors are considered as a source of randomness, simulations predict the occurrence of unrealistic switches between the Epi and the PrE cell fates, as well as the evolution of some cells toward one of these states without passing through the previous ICM state, in contrast to what is observed in vivo.
INTRODUCTION
During early murine embryogenesis, two differentiation processes take place before the implantation of the egg in the uterus. The first one gives rise to the inner cell mass (ICM) and the trophectoderm (TE), which express Oct4 and Cdx2, respectively. The second differentiation process corresponds to the specification of ICM cells into primitive endoderm (PrE) and epiblast (Epi) cells. Whereas PrE and TE cells contribute to the formation of extraembryonic tissues, such as the placenta, Epi cells mainly give rise to the embryo itself. The epiblast is also the cellular compartment from which embryonic stem (ES) cells can be derived. ES cells are invaluable tools in a wide range of medical applications. For these reasons, understanding the molecular mechanisms leading to the formation of Epi cells constitutes an important goal in developmental biology.
The differentiation of ICM cells into Epi and PrE is controlled by two antagonistic transcription factors, Nanog and Gata6. Nanog is necessary to produce Epi cells (1) (2) (3) (4) , whereas Gata6 is required for the specification of PrE cells both in vitro and in vivo (5, 6) . These genes start to be zygotically expressed around the two/four-cell stage (corresponding to embryonic day E1.5-E2), and both proteins can be detected in most ICM cells by the eight-cell stage (E2.5). Between the 8-and 32-cell stages, Nanog and Gata6 proteins are coexpressed at increasing levels in almost all ICM cells (7) (8) (9) (10) . Then, from E3.0-E3. 25 , their expression patterns start to become mutually exclusive. As a consequence, at E3.75, two distinct cell types-distributed in a salt-and-pepper pattern-constitute the ICM: Gata6-expressing PrE progenitors and Nanog-expressing Epi progenitors (8, 9, (11) (12) (13) . Later on, these two populations are sorted out so that PrE cells form an epithelium that separates the Epi cells from the blastocoel (8, (14) (15) (16) .
The Fgf/Erk signaling pathway has been shown to bias the Epi/PrE fate choice during embryonic development. Indeed, the proper specification of PrE requires the expression of the Fgf receptor Fgfr2, the Fgf ligand Fgf4, and the Erk adaptor Grb2 (12, (17) (18) (19) (20) (21) (22) . Moreover, between E3.0-E3. 25 and E4.0, ICM cells can be forced to differentiate into a specific fate (Epi or PrE) in response to exogenously induced, nonphysiological variations in Fgf/Erk signaling. Indeed, culturing wild-type (WT) embryos with inhibitors of the Fgf/Erk signaling pathway leads to the absence of PrE cells, whereas culturing them with recombinant Fgf4 induces a severe reduction in the number of Epi cells (23, 24) .
To back up the experimental investigation of the intricate roles of Nanog, Gata6, and Fgf signaling in determining the Epi or PrE cell fates, we previously built a computational model describing the gene regulatory network (GRN) controlling ICM specification (6) . We found that in appropriate conditions, this model exhibits three stable steady states (tristability), which correspond to ICM, Epi, and PrE cells, respectively. Computational simulations replicated or predicted a variety of cell behaviors observed in different experimental conditions, namely, 1) the self-organized evolution of a population of 25 cells toward the ICM-like state first, followed by a specification into Epi or PrE cells (reaching similar amounts and displaying a salt-and-pepper pattern); 2) forced differentiation into a specific fate (Epi or PrE) in response to the exogenously induced variations in Fgf/Erk signaling described in the previous paragraph; 3) specification into the Epi phenotype for all cells in the Gata6 À/À mutant, as well as a partial deficit in the specification of PrE cells in Gata6 þ/À embryos; and 4) faster specification into Epi cells in Gata6 mutants and heterozygotes compared to wild-type embryos.
In this work, we further develop our analysis of the transition between ICM and PrE or Epi cells corresponding to switches between the three possible steady states of the Fgf-modulated GRN. We first address the origin of tristability, in particular as compared to the conceptual mechanism initially proposed by Huang et al. (25) . Second, we elaborate on the specification mechanism based on self-organized transitions between the three steady states; to this end, we consider a simplified model describing the interplay between two ICM cells through Fgf/Erk signaling. Going back to the full model for a population of cells, we then demonstrate that it also accounts for the developmental behavior of Nanog À/À mutant embryos previously described (4) . Finally, we compare the potential roles of molecular fluctuations in gene expression and of inhomogeneity in extracellular Fgf4 concentration in the process of cell-fate specification and in the establishment of the salt-and-pepper pattern.
MATERIALS AND METHODS

Model
The model and the default values of the parameters are the same as in our previous work (6) . Evolution equations describe the GRN and its interactions with Fgf4/Erk signaling. To model the GRN in a single cell, we used four evolution equations that govern the evolution of the key factors, G (Gata6 concentration), N (Nanog concentration), FR (Fgf receptor 2 (FGFR2) concentration), and ERK (normalized level of Fgf/Erk activity):
Fp is a parameter that represents the extracellular concentration of Fgf4. The explanation of the terms and the definitions of the parameters are given in the Supporting Material and in our previous work (6) .
RESULTS
Tristability in the GRN controlling Epi versus PrE specification
We first analyzed the system describing the interactions between the transcription factors Nanog and Gata6, as well as the interplay of these factors with the Fgf/Erk signaling pathway within one cell ( Fig. 1 and Eqs. 1-4). In this FIGURE 1 Intracellular GRN controlling the differentiation of the ICM into Epi and PrE. Gata6 and Nanog inhibit each other and self-activate. Fgf/Erk signaling, which is activated through the binding of Fgf4 to the receptor FGFR2, activates Gata6 and inhibits Nanog. The synthesis of the receptor FGFR2 is activated by Gata6 and inhibited by Nanog. The extracellular concentration of Fgf4 perceived by the cell (Fp) is considered as a control parameter (redrawn from our previous work (6) Table S1 ), the system presents more than one stable steady state. In particular, for 0.057 < Fp < 0.066, the EPI-like, PrE-like, and ICM-like states are stable and the system thus exhibits tristability (Fig. 2, A and B, gray area). The basin of attraction of the ICM-like state surrounds the bisectrix in the (Gata6, Nanog) plane, which means that the ICM state is reached from G and N values that are initially close. If initially N >> G, the system will evolve toward the Epi state. Conversely, it will evolve toward the PrE state if initially G >> N (Fig. 2 C) .
To assess the robustness of the situation depicted in the bifurcation diagrams shown in Fig. 2 , A and B, we performed a sensitivity analysis (Fig. 2 D) . Because we are only interested in the coexistence of three stable steady states corresponding to physiologically relevant states, we only focused on the coexistence between the states where G >> N, N >> G, and N~G s 0. For each parameter shown in Fig. 2 D, we determined the extent of the tristability domain by constructing bifurcation diagrams. For example, the default value of vsg1 is 1.202 (Table S1 ). Bifurcation analysis with vsg1 as a bifurcation parameter indicates that tristability occurs for vsg1˛(1.006, 1.501). In other words, tristability still occurs if vsg1 is reduced by a maximum of 16.3% or increased by a maximum of 41.2%, with respect to the default value listed in Table S1 . Overall, Fig. 2 D indicates that the coexistence between the ICM, Epi, and PrE states is a rather robust phenomenon.
The GRN modeled by Eqs. 1-4 can exhibit tristability for other sets of parameter values than those presented in Table  S1 and used for Fig. 2 . As an example, another parameter set exhibiting tristability is given in Table S2 . That tristability represents a relatively robust mode of behavior in the model is also shown in Fig. S4 (see Supporting Material), where the domain of tristability is determined, along with the domains of monostability and bistability, in a two-parameter space.
How is tristability related to the precise structure of the regulatory network considered in Fig. 1 ? A simple network of two cross-inhibiting compounds is well known to allow for bistability in an appropriate range of parameter values; such a regulatory system is referred to as a toggle switch (26) . Later studies demonstrated that a system of two cross-inhibiting proteins can also generate tristability if these proteins activate their own expression (25, 27) ; such a network of interactions is also known as a self-activating toggle switch (28) . From a mathematical point of view, Huang et al. (25) Table S1 . (D) Sensitivity analysis of tristability. For each parameter listed, the bar indicates the range of relative variation-expressed as a change in percentage in the parameter value with respect to its default value-in which tristability is maintained. Default parameter values are listed in Table S1 . Bifurcation diagrams were generated with AUTO (45) . Fig. S4 ). The precise arrangement of terms for autoactivation, cross-inhibition, and Erk signaling not only determines the possible existence of tristability but also governs the dynamical behavior of the model. To select the most appropriate mathematical description, we compared each possible arrangement of the regulatory terms with key experimental observations about Epi and PrE cell specification. The results of this investigation are summarized in Table 1 , where successive rows depict possible logical architectures and their adequacy with experimental observations. A detailed description of the results shown in Table 1 is provided in the Supporting Material. The results of this comparative study indicate that Eqs. 1 and 2 represent the only combination of terms representing autoactivation, cross-inhibition, and regulation by Fgf/Erk signaling that accounts for both the existence of tristability and key experimental observations on the mechanism of specification of ICM cells into either Epi or PrE cells.
Mechanism of specification arising from the cross talk between two cells through Fgf signaling
Experimental data have shown that during the early stages of murine embryogenesis, the synthesis of Fgf4 by ICM cells varies with time. In particular, Nanog promotes the transcription of Fgf4, which is thus produced at a higher rate by Epi progenitors than by PrE cells (4, 9) . Since this Fgf ligand plays an essential role in the Epi/PrE specification process, we analyzed a model in which the extracellular concentration of Fgf4 is no longer a control parameter (Fp in Eq. 4), but instead becomes a variable (Fs i ) whose value depends on the rate of Fgf4 synthesis by the cell:
This equation describes the Nanog-stimulated Fgf4 secretion and the degradation of this compound in the extracellular medium. The last term, vex, represents the possible addition of external Fgf4, which allows us to simulate the administration of drugs interfering with the Fgf/Erk signaling pathway (see below).
As the simplest possible situation accounting for cell coupling through Fgf4, we analyzed a two-cell model. Each cell possesses the same GRN, described by Eqs. 1-4, and the same evolution for secreted Fgf4 (Eq. 5). The two cells are coupled through the extracellular Fgf4 concentration, which is computed at each time step as the average (F) between the amounts of Fgf4 secreted by the two cells. However, the Fgf4 concentration perceived by these cells slightly differs, because the high level of cellular compaction in the developing embryo hinders perfect homogenization of Fgf4. Thus, the concentrations of Fgf4 perceived by each cell differ from the average concentration, F, by a small percentage, g:
This source of external noise, introduced in the model as the local variability in Fgf4 concentration or availability, is required for the emergence of both epiblastic and PrE progenitors within the ICM (21, 22) . The two-cell system provides a useful framework to understand how tristability between the ICM, Epi, and PrE states can account for the specification process observed experimentally (Fig. 3) . Before Nanog and Gata6 levels start to increase in ICM cells, the level of extracellular Fgf4 is relatively high (9) . We incorporate this condition into the model by considering an initial value for the concentration of extracellular Fgf4 (Fs) such that Fp 1 and Fp 2 both belong to a region of tristability. Thus, starting from N ¼ G ¼ 0 (as time 0 arbitrarily corresponds to the time at which Nanog and Gata6 start to be expressed), the levels of both proteins will first increase together toward the ICM state (Fig. 3 , A-C). At the same time, the concentration of extracellular Fgf4 decreases (Fig. 3 D) due to its degradation-according to observations at the level of Fgf4 mRNAs (9)-and because the level of Nanog is not yet high enough to promote Fgf4 expression. As a result, the cell that perceives the smallest amount of Fgf4 (cell 1 in Fig. 3 ) will evolve toward the Epi state (Fig. 3, A and C Fgf4, which is <0.057. This evolution corresponds to an increase in Nanog concentration, accompanied by an increased rate of Fgf4 secretion (Fig. 3 D) . Due to this increase, Gata6 synthesis is amplified in the other cell (cell 2 in Fig. 3 ), which still expresses a sufficient amount of Fgf receptors, as it is in the ICM state. Cell 2 then finally reaches the PrE state. As the Epi state is stable over an extended range of Fgf4 concentrations (Fig. 2, A and B) , cell 1 remains in the Epi state.
The proposed scenario for specification requires the domain of tristability to be smaller than that of bistability, so that the ICM state reached initially will lose its stability for the Epi and PrE states upon slight changes in extracellular Fgf4. This is why the cross-inhibition factor must be multiplied by both the autoactivation and the ERK terms in Eqs. 1 and 2 (see the comparison in Table 1 In the specification mechanism just described, parameter g, which allows both cells to perceive slightly different concentrations of Fgf4, plays a predominant role. If g is too small, both cells remain on the ICM-like state. In contrast, if g is too large, both cells will directly evolve toward the differentiated states without passing through the ICM-like state, as suggested by the phase portrait shown in Fig. 2 C.
In conclusion, a simplified two-cell model that takes into account the intercellular cross talk via Fgf4 signaling can reproduce the self-organized transition from two ICM cells into one Epi and one PrE cell if slight inhomogeneities in the concentration of extracellular Fgf4 are considered. The twocell model thus shows how tristability allows for the specification mechanism into the Epi or PrE cell types. However, it does not allow investigation into the mechanism of emergence of the salt-and-pepper pattern of Epi and PrE cells observed in the embryo, for which we must consider the dynamics of cell-fate specification in a cell population.
ICM differentiation in wild-type embryos
In a multicellular system, cells perceive the local concentration of extracellular Fgf4. In the model for 25 cells (see Supporting Material for the complete description of the population model), this concentration corresponds to the average level of Fgf4 produced by the cell itself and by its four closest neighbors. For each cell, this average value is perceived with some noise (g i ), different for each cell (see Eq. S9). As shown in Fig. 4 A, in such conditions, a typical salt-and-pepper distribution of PrE and Epi cells spontaneously arises in the simulations. As is clearly visible in Fig. 4 B, different cells in the populations follow different trajectories. This is initially due to the differences in the individual values of g i , which determine the amount of Fgf4 perceived by the cells and, thereby, the rate of change in Erk activity that in turn determines the levels of Nanog and Gata6. Differences in Fgf4 concentrations, and subsequently in the levels of expression of the transcription factors, are then amplified through the Nanog-dependent secretion of Fgf4. This behavior of the model compares well with the highly heterogeneous levels of Nanog (6) and Fgf4 (29) expression observed in early blastocysts. In the simulations, heterogeneity in extracellular Fgf4 concentration represents a very robust mechanism to induce the salt-and-pepper pattern. Indeed, if one considers that only one cell in the population has a g i different from 0, a mosaic pattern of Epi and PrE cells will arise. In the example shown in Fig. S3 , g i ¼ À0.1 for the central cell and 0 for all the other cells of the population. Because it perceives less Fgf4, the central cell evolves toward an Epi fate. Thus, it will secrete more Fgf4, inducing its neighbors to evolve toward the PrE fate. Because these cells secrete less Fgf4, their neighbors will in turn tend toward the Epi fate, etc.
In Fig. 4 A, at steady state, 12 cells (48%) are in an Epi state, 11 cells (44%) are in a PrE state, and two cells (8%) are still in an ICM state. On average, Epi cells specify earlier than PrE cells, as shown in our previous study (6) . Undecided cells could correspond to those that will disappear by apoptosis during the sorting process that occurs after E3.75 (4, 8, 15, 30) . The proportions of PrE and Epi cells obtained with the model agree with some experimental observations (31) . The difference between these results and those shown in our previous work (6), where we got 42%, 46%, and 12% of Epi-, PreE-, and ICM-state cells, respectively, is due to the different value taken for the rate of degradation of extracellular Fgf4, kdf. The model predicts that this parameter has a key influence on the respective proportions of the two cell types (Fig. 4 C) . Higher degradation rates tend to favor the appearance of Epi cells. This is in agreement with the experimentally observed differences in Epi/PrE ratios obtained between mouse strains, which probably reflect variabilities in Fgf signaling (31) . In the model, if the degradation rate of Fgf4 (kdf) is too small, cells either stay undifferentiated or evolve toward the PrE state. If degradation is too fast, all cells reach the Epi state; indeed, in these conditions, the secretion of Fgf4 by the Epi cells can never be high enough to compensate its degradation, and this prevents the possible specification of other cells into the PrE state. Table S1 . Initial conditions are:
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The primary role played by the Fgf/Erk signaling pathway in the differentiation mechanism of ICM cells into epiblast and primitive endoderm was uncovered by several experiments in which compounds altering this pathway were introduced (4, 23, 24) . In the model, to simulate the administration of FGFR and Fgf/Erk inhibitors, we attribute a null value to the rate of Erk activation (va (Eq. 4)). A treatment by exogenous Fgf4 is reproduced by setting the rate of Nanog-independent Fgf4 synthesis (vex, Eq. 5) to a nonzero value. The different experimental protocols and their outcomes are summarized in Fig. 5 .
When development occurs in the absence of Fgf4 signaling or in the presence of a constant high level of exogenous Fgf4 (23, 24) , all cells evolve toward the Epi or PrE state, respectively (see Fig. 5 , rows A and B). In both cases, indeed, the system directly evolves toward the unique steady state that corresponds to either low or high Fgf4 concentration. The bifurcation diagrams shown in Fig. 2, A and B, indicate that, once specified, the fate of the cells can be changed from Epi to PrE and vice versa by manipulating the Fgf/Erk signaling pathway. This suggests that in vivo, cells remain plastic after specification as long as the maturation processes, which likely involve other transcription factors not taken into account in the model, have not been switched on. Plasticity corresponds to rows C-F in Fig. 5 . Indeed, whatever the state of the cells at E3.25 or E3.75, the final treatment by Fgf/Erk inhibitors or by exogenous Fgf4 determines the fate of the whole population.
Yamanaka et al. (24) investigated whether ICM cells submitted to an early treatment with Fgf/Erk inhibitors (from E2.5 to E3.75) could be induced to change fate upon sole removal of the inhibitors. Thus, they administered Fgf/Erk inhibitors from E2.5 to E3.75 and then transferred the embryos into a control culture medium (Fig. 5, row G) . Upon removal of the inhibitors, the embryos re-established a normal ICM, with Epi and PrE progenitors in normal proportions. The outcome of the simulations of this experimental protocol is more difficult to predict intuitively, as the final situation corresponds to the region of multistability that arises at intermediate Fgf4 concentrations. In silico, as in the experiments, Epi and PrE progenitors are arranged in a salt-and-pepper pattern at the end of the process. Thus, Table S1 . All g i values are randomly chosen in the (À10%,þ10%) interval. Initial conditions are identical for each cell and, as in Fig. 3 even if Fgf/Erk signaling starts to be activated when most cells are already specified into an Epi state, the slightly different timings due to the variations in the local Fgf4 concentrations allow for dynamical intercellular cross-talk leading to the establishment of the salt-and-pepper pattern. In a symmetrical manner, the model predicts that ICM cells submitted to an early treatment with exogenous Fgf4 (from E2.5 to E3.75) can be induced to change fate upon sole removal of Fgf4 (Fig. 5, row H) , thus allowing the establishment of the salt-and-pepper pattern.
Nanog mutants
In Nanog À/À embryos, all cells within the ICM express Gata6 (4). In the model, the mutation of Nanog is implemented by attributing a null value to the rate of Nanog synthesis (vsn1 ¼ vsn2 ¼ 0 in Eq. 2). In these conditions, Gata6 is high and Nanog is absent in all cells. Nanog À/À embryos are obviously not affected by the administration of exogenous Fgf4 (4), which is reproduced by the model, too. In contrast, the administration of Fgf/Erk inhibitors can impact the expression of Gata6 in Nanog À/À embryos. When these inhibitors are administered as early as E2.5, Gata6 (protein) is not accumulating. Conversely, if they are administered at E3.25, the majority of cells (67%) maintain Gata6 expression (4). In the model, once Gata6 is high enough, it remains high despite the administration of the inhibitors due to both the self-amplification loop and the indirect positive feedback of Gata6 on itself (Gata6 / FGFR2 / Erk / Gata6 (Fig. 6 A) ). In the simulations, the proportion of inhibitor-insensitive cells increases with the time of administration ( Fig. 6 B) ; the experimentally observed proportions correspond to the case where the addition of the inhibitor is assumed to occur at 1.3 simulated time. Again, one can understand this behavior by resorting to bifurcation diagrams. In the absence of Nanog, there are only two possible steady states, as shown in Fig. 6 D, one corresponding to the PrE and one for which G~N~0. In the absence of inhibitor (Fig. 6, C and D, curve 1) , the system evolves toward the PrE state as the initially high level of Fgf4 triggers the self-amplification loop. Upon administration of Fgf/Erk inhibitors, the trajectory of the curve is deviated to the left. If this occurs after the system has passed the separatrix defined by the unstable branch, the PrE state will be reached (Fig. 6,  C and D, curve 2) . In contrast, if inhibitors are added earlier, the system will end up in the (0,0) state (Fig. 6, C and D,  curve 3) . These results agree with the experimental data: in Nanog À/À embryos treated with Fgf/Erk inhibitors at E2.75, only 27% of the cells continue to express Gata6 (4). Thus, in vivo and in the model, Fgf signaling becomes dispensable for the synthesis of Gata6 in Nanog À/À embryos only when a sufficient amount of Gata6 is already expressed in the cell.
Internal versus external noise in cell-fate specification
The emergence of a random salt-and-pepper pattern during early blastocyst development suggests a primary role for stochasticity in the dynamical processes underlying the specification of Epi and PrE progenitors. In the model, the source of randomness was so far introduced through the variability in the concentration of extracellular Fgf4 perceived by each cell. This variability, which we refer to as external noise, is measured by parameter g i , which is fixed randomly in a well-defined range for each cell at the beginning of the simulation. It allows the various cells of the population to follow different trajectories, ending up in different states, which leads to the emergence of the salt-and-pepper pattern. This hypothesis about the heterogeneity in the level of Fgf4 perceived by each cell in the blastocyst agrees with the observation that Fgf ligands are heterogeneously expressed within the ICM at the 32-cell stage (9), but it remains to be demonstrated for earlier stages of development.
Several studies performed on ES cells have reported random fluctuations in Nanog levels (32) (33) (34) . Given the close similarities between Epi and ES cells, these observations led us to investigate whether randomness in Epi versus PrE specification could instead rely on fluctuations in the concentrations of all the variables of the model, i.e., Nanog, Gata6, FGFR, Erk signaling, and secreted Fgf4; because it arises from stochastic fluctuations inside the cell, we call this noise internal. To test the effect of internal noise, we developed a stochastic version of the model using Gillespie's algorithm (35) . This method associates a probability with each kinetic transition considered in the GRN. At each time step of the simulation, the algorithm stochastically determines the reaction that takes place according to its relative propensity, which depends on the number of molecules involved in the reaction, on the rate constants, and on FIGURE 5 Effect of exogenous compounds interfering with the Fgf/Erk signaling pathway on cell-fate specification. White arrows indicate the times during which Fgf/Erk inhibitors are administered (the rate of Erk activation, va, is set equal to zero), whereas black arrows indicate the times during which exogenous Fgf4 has been added (the rate of addition of exogenous Fgf4, vex, is set equal to 0.12). Gray corresponds to the control medium. Column 3 indicates the outcomes of the simulations, performed as in Fig. 4 A. The last column indicates the corresponding experiment in the literature. The last protocol is a theoretical prediction.
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We used this algorithm to investigate whether the model still exhibits a behavior that matches experimental observations when external noise is replaced by internal noise. For large values of U, stochastic simulations of a population of cells for all of which g i ¼ 0 reproduce a specification pattern very similar to the deterministic case (Fig. 7) , with smallamplitude fluctuations in the amounts of Nanog and Gata6 due to molecular noise. However, two atypical behaviors were observed in the stochastic simulations. First, one observes two cells switching from the Epi to the PrE state (see patterns labeled Switch in Fig. 7 ). In the bifurcation diagram (Fig. 2 A) , this corresponds to a cell on the Epi branch, in the bistability domain, which undergoes a fluctuation that is large enough to drive it above the unstable branch, so that this cell is finally attracted by the PrE state. Another intriguing behavior is that of the cell that goes directly toward the Epi state, without passing first through the ICM state characterized by the coexpression of Nanog and Gata6 (see Fig. 7 , upper left pattern). This evolution is readily understood in the phase plane ( Fig. 2 C) ; it corresponds to an early fluctuation that drives the cell from a state close to (0,0) to a state outside the basin of attraction of the ICM state.
These atypical behaviors were quantified for different values of U. Fig. 8 A shows the statistics of the number of cells ending in the Epi, PrE, or ICM states, as well as the number of cells displaying switches between the PrE and the Epi states in the time window of the simulation (100 arbitrary time units). As expected intuitively, the number of switching cells markedly increases with the extent of noise (decreasing U values). In contrast, when the source of noise is external (Fig. 8 C) , the number of cells displaying such switches is very low and practically insensitive to the level of noise. The average time spent in the ICM state rapidly decreases when the molecular noise increases (Fig. 8 B) , although this diminution is slower with the external noise (Fig. 8 D) . Another physiologically relevant outcome of the simulations is the variability in the time spent on the ICM. This variability reflects the level of synchrony in the cell population. For example, if the variance is of the order of the time needed to reach the ICM, some cells of the embryo would start expressing Nanog and Gata6, whereas others are already specified. As can be seen in Fig. 8, B and D, the variability in the time spent on the ICM is smaller in the case of the external noise, at least for sufficiently large times spent on the ICM.
In conclusion, the model suggests that external noise in the form of Fgf4 heterogeneity could in principle be replaced by internal fluctuations in the levels of expression of the transcription factors, as it also leads to the salt-andpepper pattern and to asynchronous fate specification throughout the population of cells. However, internal noise greatly increases the number of unrealistic switching between states, reduces the time spent by the cells in the ICM state before specification into Epi or PrE, and increases the developmental asynchrony between the different ICM cells of the embryo. The results obtained in silico in the case of internal noise do not fit well with in vivo observations (see Discussion); therefore, the model tends to favor a scenario in which noise affecting the cell specification mechanism primarily originates from fluctuations in extracellular Fgf4.
DISCUSSION
Theoretical models are widely used to gain a deeper understanding of the molecular mechanisms underlying cell-fate choice during development (see, for example, Rouault and Hakim (36)). Here, we analyzed in further detail a model that we previously proposed to account for the specification of ICM cells into Epi or PrE cells in the early mouse blastocyst. Upon increase in Nanog and Gata6, simulated cells first evolve toward the ICMlike state; cell-autonomous changes in Erk signaling then spontaneously drive the cells toward the Epi or PrE fates, depending on the status of the surrounding cells. This scenario holds qualitatively with experimental observations. The mechanism for cell-fate specification analyzed in this study bears similarities to the mechanisms proposed by Huang et al. (25) for the choice between erythroid and myelomonocytic fates governed by the transcription factors GATA1 and PU.1, and by Lu et al. (28) for the micro-RNA-regulated epithelial-hybrid-mesenchymal fate determination. The latter scenarios are also based on tristability relying on autoactivation and cross-inhibition between two transcription factors. A main difference, however, is that in our model, interplay with Fgf/Erk signaling is required for the occurrence of tristability. This is due to the fact that we used multiplicative terms, instead of additive terms, for autoactivation and cross-inhibition. From a physiological point of view, this means we assumed that cross-inhibition between Nanog and Gata6 causes them to hinder, or even suppress-and not simply decrease-each other's expression. How the underlying mechanistic details affect the existence and range of multistability in models for autoregulatory networks has been investigated in detail in previous studies (27, (37) (38) (39) .
The effect of noise was analyzed in a minimal model for the distinct GRN controlling pluripotency, which involves interactions between Nanog and the heterodimer Oct4/ Sox2 (33) . The authors characterized the dynamics of noise-induced transitions between a stable, high-Nanog state, which is excitable, and an unstable, low-Nanog state in which the cells are more prone to differentiate. This model accounts for the bimodal distribution of Nanog expression observed in ES cell populations. Glauche et al. (40) showed that this bimodal distribution could also be obtained, in a similar model, through oscillatory behavior or noise-driven transitions between two coexisting stable steady states. On the other hand, Chickarmane et al. (41, 42) developed bistable models for the specification of Fig. 4 , except that internal fluctuations in the number of molecules are taken into account and external noise is absent. Reactions are listed in Table S3 and parameter values are given in Table 1 . U ¼ 500 and g i ¼ 0 for all cells. The color code is the same as in Fig. 4 . Stochastic simulations are performed by means of the algorithm of Gillespie (35) . As discussed in the text, two cells of the simulated population switch from the Epi to the PrE state and one cell does not pass through an ICM-like state before becoming an Epi cell. To see this figure in color, go online.
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ES cells into PrE progenitors in vitro. However, these models cannot be used to describe the emergence of PrE progenitors in vivo. First, Oct4, which plays a key role in these models, is not involved in the core regulatory network, as at E3.75, Oct4 À/À embryos contain both Epi and PrE progenitors arranged in a salt-and-pepper distribution (43, 44) . Moreover, the model of Chickarmane et al. (41, 42) assumes that Nanog cannot be upregulated in the absence of Oct4, which also contradicts the experimental data in vivo (43, 44) . Second, these models do not focus on the emergence of common ICM progenitors coexpressing Nanog and Gata6 and thus do not account for the self-organized specification of these progenitors into a mixed population of Epi and PrE cells.
We have shown that the model based on the regulatory scheme of Fig. 1 can simulate experiments where embryos were manipulated with treatments affecting the Fgf/Erk signaling pathway. The outcome of most of the treatments by Fgf4 or Fgf/Erk is readily accounted for by the structure of the bifurcation diagram of the model as a function of extracellular Fgf4 (Fig. 2) . The model also shows, in agreement with the observations of Yamanaka et al. (24) , that the salt-and-pepper pattern emerges even if Fgf signaling starts to be activated when most of the cells are already specified into the Epi state, due to the presence of Fgf/ Erk inhibitors up to E3.75. Similarly, the final state of the population is not altered if the cells are treated with external Fgf4 until E3.75 and are thus specified into the PrE state. This prediction of the model remains to be verified experimentally.
The model can be extended in several ways. So far, we have considered only the levels of proteins and not the levels of their corresponding mRNAs. The absolute protein levels cannot be directly related to experimental measurements, which so far mainly pertain only to mRNAs. Also, time units are arbitrary and not realistically related to embryonic days. Finally, at this stage, the model only describes a population made of a fixed number of cells, whereas the developmental process we are looking at ranges from two to four cells to~25 cells. Future work will take cell division into account to study how it affects the dynamics of specification of ICM cells into Epi or PrE cells.
We previously showed that the model reproduces the behavior of Gata6 À/À mutants and correctly predicts that the epiblastic specification is faster in Gata6 þ/À than in wild-type embryos (6) . Here, we focused on Nanog À/À mutants. In this case, there are only two possible steady states (G high, N ¼ 0 or G~N ¼ 0) (Fig. 6) . The G~N ¼ 0 state is reached from states characterized by low levels of Gata6 and Erk activity. In contrast, if Erk is elevated, the only possible steady state corresponds to PrE. Due to hysteresis, cells will remain on this state even if the activity of the Erk pathway later diminishes. This is in agreement with the observation that the proportion of Gata6-expressing cells increases with the time at which Fgf/Erk inhibitors are administered in Nanog À/À embryos (4). Finally, we addressed the question of the nature of the source of randomness that is responsible for the asynchronous switching from the ICM to the Epi or PrE state and establishment of the salt-and-pepper pattern. To this end, Table S1 and initial conditions are as in Fig. 4 .
we compared the behavior of models described by the same regulatory network but differing in their sources of randomness. In the initial version of the model (6), noise is external, as we considered some stochastic deviations (g i values) in the levels of Fgf4 perceived by each cell around the average of the amounts secreted by its neighbors. Here, we also considered another version of the model in which such deviations do not occur (g i ¼ 0 for all cells) but random fluctuations arising from molecular noise are taken into account.
We found that such internal noise is also able to lead to the asynchronous switching of the cells and to the salt-and-pepper pattern.
With internal noise, some characteristics of the specification scenario do not fit well with experimental observations. First, simulations predict a high probability of fate reversal, with most such switches occurring from the Epi to the PrE cell fate. Experimentally, only rare reversals from PrE to Epi in the mouse blastocyst have been reported; no Epi-toPrE transitions have been observed. However, the PrE identity was not fully established in these experiments (30) . The asymmetry in the probability of stochastic fate switching observed in the model is due to the asymmetry in the bifurcation diagram (Fig. 2) . We thus conclude that the specification mechanism proposed in this study and schematized in Fig. 1 is not compatible with the high level of internal noise that would be necessary to allow for specification into a saltand-pepper pattern in the absence of external noise. However, in the presence of an external source of randomness (g i s0), the model is robust against the moderate level of internal noise that is inherent to all biological systems.
From an experimental point of view, the fact that only PrE-to-Epi transitions have been observed (30) contrasts with the situation in ES cells where fluctuations between high and low Nanog states are observed (34) . The difference between the two situations can be ascribed to the much longer observation times in ES cells and tends to favor the mechanism based on external noise, because in this case, there is a very low, but not zero, probability of fate reversal, in contrast to the prediction of the model where stochasticity originates from internal noise due to intracellular fluctuations.
Additionally, the time spent in the ICM-like state is shorter if the source of noise is internal. As it is delicate to draw conclusions about durations in this qualitative model, we defined this duration as the time during which Nanog and Gata6 have approximately the same value. Thus, if this time is very short, it means that the cell goes directly to the Epi or the PrE state, without passing through the ICM state. As this situation has not been encountered in experiments, we associated short times spent in the ICM state with physiologically unrealistic situations. In this context, it also appears that a mechanism based on external noise is more plausible, to avoid both a direct specification into Epi or PrE states and an improbable dispersion of the timing of cell-fate specification.
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The regulations affecting the synthesis of Gata6, Nanog and FGFR2 are described by Hill functions. In eq. (S1), the first term corresponds to the synthesis of Gata6 activated by the FGFR2--Erk pathway, the second one to the self--activation loop. The inhibitory influence of Nanog is assumed to affect both rates and thus appears as a multiplicative term. Synthesis of Nanog (eq. S2) is built in a similar way, taking into account that the ERK pathway has an inhibitory effect on Nanog synthesis. In eq. (S3), the first and second terms represent the synthesis of Fgf4 receptor that is inhibited by Nanog and activated by Gata6, respectively. The importance of the arrangement of terms -i.e. the logical architecture of the regulatory network- is discussed in a specific section of this Supporting information. The degradations of Gata6, Nanog and FGFR2 are described by the last terms of equations 1, 2 and 3, respectively. For simplicity, we assume that these reactions follow first order kinetics. In eq. (S4), the activation and inactivation of ERK Table   S1 . Parameter values were selected in order for the model to account for the available experimental data, in particular those presented in (7, 8, 16) .
As illustrated in Fig. S4 , depending on parameter values the model described by eqs (S1)--(S4) admits a single stable steady state (monostability), two stable steady states (bistability), or a coexistence between three stable steady states (tristability).
Two--cell system
To gain insight into the mechanism driving differentiation through Fgf4--modulation of the tristable system defined by eqs (S1--S4), we studied a model describing the intracellular GRN's of two neighboring cells and their interactions through the extracellular concentration of Fgf4, which now becomes a variable (F). The value of F is given by the average level of Fgf4 produced by both cells.
Experimental data obtained through the analysis of Nanog --/--embryos demonstrated a non--cell--autonomous role for Fgf4 in the maturation of the PrE (7, 17) .
Indeed, Fgf4 -whose synthesis is stimulated by Nanog -is produced by Epi progenitors and reinforces PrE identity (7) . The model includes this mechanism and assumes that Fgf4 synthesis is immediately followed by its secretion. In the model, every cell secretes Fgf4 at a rate that depends on its intracellular level of Nanog. Thus, the amount of Fgf4 synthetized by cells 1 and 2 are given by:
The Hill functions in eqs (S5) and (S6) describe the activation of Fgf4 synthesis by Nanog. The degradation of Fgf4 is assumed to follow first order kinetics. Parameter vex allows to simulate the addition of exogenous Fgf4, which occurs in some experimental protocols: in untreated embryos, vex=0. Parameter definitions and values are listed in Table S1 . The extracellular concentration of Fgf4 (F) is defined as the average of Fs1 and
Fs2.
Experimental data suggest that local variability in Fgf4 concentration or availability is required for the emergence of both Epi and PrE progenitors within the ICM (12, 13 ). In the model, this variability is introduced at the level of Fp, in the form of a deviation (γ)
around the average extracellular concentration (F). In other words, the concentration of Fgf4 perceived by cell 1 (Fp1) is slightly smaller than the average extracellular concentration (F), whereas cell 2 senses a concentration of FGF4 that is slightly higher than F:
with γ, a positive parameter that is always small (γ<<1). In the simulations of the 2--cell model, the value attributed to γ is 3%. 
Logical architecture of the regulatory network
In this section, we focus on the system describing the interactions between the transcription factors Nanog and Gata6 and their interplay with the Fgf/Erk signaling pathway within one cell (eqs(S1)--(S2)). We analyze the consequences of the precise arrangement of terms in these equations. How auto--activation, cross--inhibition and Erk signaling combine does not only determine the possible existence of tristability but also governs the dynamical behavior or the model. We thus reasoned about the adequacy between this arrangement and key experimental observations about Epi and PrE cell specification. We considered the eight logical structures possible for this network. The results of this investigation are summarized in When two terms in the equations are multiplied, and are therefore closely linked because the presence of each term is required to produce an effect, they correspond to the logical command "AND", while they correspond to the command "OR" when they are added, given that each term can produce a partial effect on its own. The combination retained in eqs (S1)--(S2) is thus: CI.AND.[AA.OR.ERK]. As explained in the main text, this logical architecture yields good agreement with experimental observations. We now describe why this is not the case for the alternative logical architectures.
• 
The model then predicts that when N~0 (Nanog --/--mutant), Gata6 cannot remain high when ERK=0 (i.e., in presence of Fgf/Erk inhibitors), which is in contrast with the experimental observations that show that Gata6 can remain high if Fgf/Erk inhibitors are added after Gata6 has reached a sufficient level (phase II).
•
AA.AND.[CI.OR.ERK]
This logical structure corresponds to the following equations for N and G: established using AUTO, for the full system defined by eqs (S11), (S12), (S3) and (S4).
The steady state N=G=0 is always stable and will not allow any initial increase of Nanog and Gata6, given that the basin of attraction of the trivial steady state is rather large, as shown in (B) . Parameter values are given in Table S1 . Nanog levels (red curve). Thus, it will secrete more Fgf4, which will be perceived by its neighbors that will thus evolve towards the PrE fate, characterized by high Gata6 levels (blue curve). Because these cells secrete less Fgf4, their own neighbors will in turn tend towards the Epi fate, etc. Such a network of interactions through extracellular Fgf4 will induce a mosaic pattern in the simulated 5x5 configuration of cells. Except for the γi's, parameter values and initial conditions are the same as in Fig. 4 . Table S1 . 
Symbol Definition Value
Kag2
Threshold constant for Gata6 auto--activation 1
Kan
Threshold constant for Nanog auto--activation 1
Kig
Threshold constant for the inhibition of Gata6 synthesis by Nanog 1
Kin2
Threshold constant for the inhibition of Nanog synthesis by Gata6 1 r Hill coefficient for the activation of Gata6 synthesis by ERK 1 u Hill coefficient for the inhibition of Nanog synthesis by ERK 1 Table S1 .
