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Abstract 
Siihol, R., Normal forms for period matrices of real curves of genus 2 and 3, Journal of Pure 
and Applied Algebra 87 (1993) 79-92. 
In general there is no normalized form for the period matrix of an algebraic curve. For real 
curves of genus 2 and 3, however, such a form does exist (up to a finite, but explicit, ambiguity 
for genus 3). We describe this form and give an algorithm for computing it. This algorithm is in 
fact an algorithm for computing the Minkowski reduced form of a quadratic form of dimension 
2 or 3. The ideas underlying the algorithm are based on the geometry of the moduli space of 
such curves. 
Introduction 
Period matrices of complex curves are by no means unique. In fact, if Z is a 
period matrix of a curve C, then for any (y z ) E Sp,,(Z) where a, 6, c and d are 
g x g-integral matrices, 2’ = (a2 + b)(c.Z + d)-’ is also a period matrix for C. On 
the other hand, by Torelli’s theorem, two period matrices Z and Z’ represent the 
same curve (or isomorphic curves, which is the same) if and only if Z’ is of the 
above form for some matrix (F 5; ) E Sp,,(Z) (see for example [2]). 
If C is a real curve then one can find a period matrix Z for C such that 2Re(Z) 
has integral coefficients. If this matrix is obtained by the method indicated in 
Section 1 we will say that it is a realperiod matrix for the real curve C. Again, just 
as in the complex case, such a matrix is not unique. Matrices of the form 
‘aZa + U, where a E Gl,(Z) and u is symmetric with integral coefficients are also 
real period matrices of the same real curve and we have a real version of the 
Correspondence CO: R. Silhol, Departement de Mathematiques, Universite de Montpellier II, Place 
E. Bataillon, 34095 Montpellier cedex 5, France. Email: rsilhol@frmopll.bitnet. 
* Supported in part by EC Science Plan No. SCI*-CT91-0716 (TSTS). 
0022-4049/93/$06.00 0 1993 - Elsevier Science Publishers B.V. All rights reserved 
80 R. Silhol 
Torelli theorem making this a necessary and sufficient condition for 2’ to be also 
a real period matrix of the real curve C (see [3] for more details). 
On the other hand, for many reasons, it would be important to have a unique, 
or canonical form. In this paper we are going to show that it is possible to obtain 
such a form for real algebraic curves of genus 2 or 3 and probably more important 
how to explicitly compute it. 
1. Real algebraic curves and their period matrices 
We recall here some facts from [3] and [6]. Let (X, a) be a complex curve with 
an antiholomorphic involution (T. We will say that (X, a) is a real curve (this is 
one of the possible definitions of a real algebraic curve). For such a curve we can 
choose a basis (cy, , . . , aR, p,, . , p,) of H,(X, z), standard for the intersection 
form, such that the matrix for V, on H,(X, Z) is of the form 
(1) 
Now let (w,,..., QJ~) be a basis of H”(X, of), the space of holomorphic 
differential l-forms. such that 
I w, = a,, (the Kronecker symbol) 
(this is always possible). With such a choice the w,‘s are real, in the sense that for 
any cycle y on X, we have 
j m,=I-,- (2) 
(r*(Y) Y 
This means that the matrix 
that we will call a real period matrix of (X, a), satisfies, in addition to the classical 
Riemann conditions 
z=‘z, (3) 
Im(Z) is positive definite , (4) 
the following: 
2Re(Z) = A E M,(Z) (matrices with integral coefficients) . (5) 
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This last condition (which is an easy consequence of (1) and (2)) is in fact a part 
of the results of Comessatti (see [3] or [5]). 
In the same way that the period matrix of a complex curve represents the curve, 
a real period matrix obtained in the above way represents the real curve (X, c). 
Of course just as in the complex case such a period matrix is not unique, it 
depends on the choice of the basis ((Y,,. . . ,ag, p,,. . . , /3,). If (a’,, . . . , cxk,, 
p I, _ . . , /3 L) is another choice, then the base-change matrix must be in Sp,,(Z) 
(since (a:, p,‘) must also be standard for the intersection form) and it must also 
have the same property with respect to the action of u,. This implies, that if 
N = (z 2) E Sp2,(Z) is the base-change matrix, then we must have c = 0 (see [3] 
or [6] for details) and this in turn implies, d = ‘a-’ (and hence LY E GL,(Z)) and 
6 ‘a symmetric. 
For the new matrix Z’, corresponding to the choice ((.ul, PI) we will have 
Z’ = (aZ + b)(cZ + d)-’ = aZ’a + b’a 
or in other words, 
(i) Im(Z’) = aIm(Z)‘n , 
(ii) Re(Z’) = aRe(Z)‘a + 6’~. (6) 
Point (ii) is useful for proving that the moduli space of real curves of a given 
topological type (that is of fixed genus, fixed number of real components and of 
fixed type separating or non-separating) is connected. But it will not be our point 
of interest here. Our point of interest will be (i). Since Im Z = Y is positive 
definite, (i) tells us (forgetting about (ii) for a moment, we will see later how to 
deal with it-see Section 5) that the problem of finding a normal form for period 
matrices of real curves is just a problem in the classical reduction theory of 
positive quadratic forms. The answer to this problem is known, at least theoreti- 
cally, it is due to Minkowski (see for example [4]). 
2. Minkowski reduced matrices 
In this part we will follow Siegel [4] quite closely. Let A be an II x n-symmetric, 
positive-definite matrix. Let q be the associated quadratic form, q(x) = xA’x. 
A = (ai,)i,, is said to be Minkowski reduced if 
(i) for all integer vectors (x,, . . . ,x,) such that 
(Xk,. . . ,x,) = 1 (i.e., xk,. . , x, are relatively prime), 
q(x1 > . . . , x,,> z u&k I 
(ii) for all k, alk 20. (7) 
Call 9 the set of Minkowski reduced matrices. ?A! is a fundamental set for the 
action of GL,(Z) on the space of positive-definite matrices. We can formalize this 
by noting the following properties: 
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2.1. For any positive-definite matrix A, there exists an unimodular matrix U E 
GL,(Z) such that UA’U is Minkowski reduced. 
2.2. There exists only a finite number of matrices U E GL,(L) such that 
US.tUn%!#z. 
Moreover, if A E CJ.9 ‘U f’ 2, then A belongs to the boundary of 2. 
2.3. % is a convex pyramid limited by a finite number of planes and with 
non-empty interior in the space of all symmetric matrices. 
2.3 is quite essential for the methods we plan to use; unfortunately, an explicit 
set of inequalities defining 68. is only known for n = 2 and 3. This explains why our 
methods only work for genus 2 and 3. 
The general method of Minkowski for finding a representative in %, equivalent 
to a given positive-definite matrix, is first to find an integral vector x1 that realizes 
the minimum of 9 on Z”\(O). Then to find x2 that realizes the minimum of 4 on 
the set of all integral vectors that together with X, can be completed into a basis of 
Z”. And so on. As one can see, formulated this way, the method does not lend 
itself very well to a computational approach. 
The easy but essential result that makes the method work is the following: 
2.4. For any constant c the number of elements in Z” such that q(n) < c is finite. 
This point will also be essential for our method. 
3. The genus-2 case 
We first identify the space of symmetric, positive-definite matrices with the 
open cone in R’ defined by y,, > 0 and y,,yzz - yt, > 0. 
In this context the space of Minkowski-reduced matrices can be identified with 
the set defined by the relations (see [4]) 
O<y,, syz2 and 052y,,5y,, (8) 
In a section of the cone this set can be represented by the shaded triangle in 
Fig. 1, where the horizontal corresponds to y,* = 0, the vertical line to y,, = y,, 
and the last side of the triangle to 2y,, = y,, . The other triangles are transforms 
of %! under the action of GL,(Z). 
To reduce Y = (‘,:i $ ) the first step is to find a representative in the upper- 
right quarter of the cone or better, to speed things up, in the region defined by 
Y,, 5Y72 7 Y,zZO and ZY,, 5 Y,, (9) 
(see Fig. 2). 
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Fig. 1 
The first two conditions are easy to obtain. It is enough to replace Y by 
( -‘;:, J,::’ ) if y,, < 0 (image under ( i !1 )) and Y by (::i ::: ) if y, , > y,, (image 
under ( 7 A )). We do this first. 
If the last condition is not satisfied we replace Y by 
Yll - 2Y,* + Yzz Y22 - Yl2 
Y22 - Yl, Y22 
Note that the conditions Y positive definite, y,, 9 yz2 and y,, 2 0 imply that 
y,, 5yz2. Since by hypothesis 2y,, 2 y,, the transported matrix will be in the 
desired region. We have taken the image under ( 0’ : ). 
Now we note the following. If Y is not Minkowski reduced then there exists an 
nER4, n>O, such that 
n n+l 
z Yll IY,, 5 7j- Yll 
If n is even, we transform Y by 
1 0 
i i 
-_ ; 1 . (10) 
Fig. 2. 
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If n is odd, we transform Y by 
1 0 
( ! 
n+l (II) -___ 
2 1 
(see Fig. 3 for the geometric description of these transformations). 
If the resulting matrix is not Minkowski reduced we start over again (that is, we 
apply again the transformations described at the beginning to find a Y in the 
region defined by (9), find II and apply if necessary (10) or (11)). This procedure 
will converge to a Minkowski reduced matrix, equivalent to Y, in a finite number 
of repetitions. 
To see why this is so we note that the image of Y under (10) or (11) is 
where p = n/2 or (n + 1)/2. 
We then note the following two facts: 
P Yll - 2PYil + YE =(-p, l)Y(1pj (12) 
In particular, it is the image of an integral vector under the associated quadratic 
form. 
The procedure will stop (eventually after replacing y,? - 
PYII bY PY,, -y,2)exactlywhenp’y,,-2py,,+y,zry,, 
Hence the convergence by 2.4. 
(13) 
Actually the convergence will be quite fast. To see this let A = (:’ ‘;;) E GL,(Z). 
A transforms (II y) E 2 (the closure of % in the space of symmetric matrices) into 
the matrix ( “’ ““). hd c/z 
To indicate the speed of convergence of the algorithm it is enough to indicate 
how fast the algorithm transforms this last matrix into (II ‘,‘). 
The first step of the reduction consists in bringing the matrix into the form 
(,!$ :i) with b>O, d>U, bsd and 2bdsd’or 2bsd. 
I- :, 3 
Fig. 3 
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Then the transformations (10) or (11) will replace bd by bd - [2bdlb2](b2/2) 
(where [ ] denotes the integral part). Hence we have replaced bd by {2dlb}(b2/2) 
(where { } denotes the fractional part). 
Since b i d/2 and (2dlb) < 1, we have in fact replaced bd by a number <bdi4. 
Hence the number of repetitions needed will be slog(bd). 
4. The genus-3 case 
The set of 3 x 3-Minkowski reduced matrices can be defined by the following 
inequalities (see [4]): 
(i) O<Y,, ~Y,,~Y~,~ 
(ii> 052y,,5~,, , 
(iii) 052y,,Iy,, , (14) 
(iv) -y22 5 2~~~ 5 Y,, y 
(4 -2Y235 Yl, + Y22 -2(y,2 + Y,,) . 
Note that the last inequality is automatically satisfied if y,, 2 0. 
For the reduction we first reduce, using essentially the same methods as in the 
genus-2 case, to a matrix satisfying inequalities (i)-(iv). Then by a simple 
procedure we will reduce to one satisfying (v). 
First reduction step (a). Let Y be a 3 X 3-symmetric positive-definite matrix. 
Transforming Y, if needed, by one of the following matrices: 
We can transform Y in such a way that it satisfies 
y,,rO, Yi3’0, y,,~y22~Y33. 2Y,25Y22, 21Y2315Y33. 
Now let n and m be the integers such that 
n+l 
; Y,,5Yl257 
m m+l 
Yll 3 y Yl,sY1357- Yll 
and transform Y by the matrix 
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where p = n/2 or (n + 1) 12 and 4 = ml2 or (m + 1) 12 depending on whether n 
(resp. m) is even or odd. 
Note that this replaces~?~ byp2y,, -SPY,, +yz2 andy,, by&,, -2qYr3 +yj3, 
which are again values at integral vectors of the associated quadratic form. 
We repeat this procedure until 0 5 2y,, 5 y,, and 05 2y,, 5 y,, (using the 
matrices of (15) to bring at each step the matrix into the region defined by (16)). 
For the same reason as in the genus-2 case this will converge in a finite number of 
steps. 
First reduction step (b). Let r be the integer such that 
r+l 
; Y225224(235- 2 Y22 (17) 
(note that r may not be positive) and transform Y by 
where as usual s = r/2 or (r + 1)/2. 
Using the matrices (15) we normalize the result in such a way that it satisfies 
the inequalities (16) and repeat the procedure until -yZZ I 2yl, 5 y,, (for the 
same reasons as before this will converge). 
The resulting matrix may not satisfy anymore the inequalities y,, L 2y,, and 
y, , 2 2y,, . So we repeat the whole procedure (steps (a) and (b)). 
To see that this will lead, in a finite number of repetitions, to a matrix satisfying 
inequalities (i)-(iv) of (14), we note the following: 
- The matrix 
i -p 1 -q 0 1 0 1  
of step (4 replacesy,, byp2yy,, -~PY,~ +yz2 andy,, byq”y,, -QJY,, +ys3 and 
the matrix 
of step (b) replaces Y,, by s2y,, - ~sY,, + Y,,. 
All three of these are values at integral points of the associated quadratic 
form. 
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- By definition of p, q and s we have p2y,, -SPY,, + y33<~22, q2yll - 2qY13 + 
Y33 < Y33 and S2y22 - 2sy23 + y33 < ~33 unless respectively p = 0, q = 0 or s = 0. _ 
Again by 2.4, this means that we must at some point have p = q = s = 0 and 
hence a matrix satisfying conditions (i)-(iv) of (14). 
Final reduction, We are now left to reduce the matrix to one that satisfies 
condition (v) of (14). For this we have the following lemma: 
Lemma 4.1. If the symmetric, positive-definite matrix Y satisfies inequalities 
(i)-(iv) of (14) but not (v) of (14), then either 
Y$ 9 JY(; 8 ‘; 
or the transform of Y’ by 
(9 8 $ or [: Jl bj 
will be in 2. 
Proof. Case 1: 
, I 
y22 = y22 5 y,, + y,, + y,, - 2y,2 - 2y13 + 2y23 = y23 
We first note that since -2y,, sy,, but -2~23 2 Y,, + y22 - Z(Y,, + ~‘13)~ we 
must have y , , - 2( y,2 + y13) IS 0. This together with the fact that y,, + y,, 2 y,, 
implies that Osy,, -y,,-y,,= i3< ’ 
So we only have to prove thatY - “‘r = “‘,” 
(a) -2~‘,3 5 YL,, that is, 2y2, + 2y2, - 2~ 12 5 y22, 
(b) Y;I + Y;, - Z(Y’,, + ~13) 2 -2~;3. 
1 Note that since y,, 5 4 Y,~ 5 3y22 and -y23 5 $ y,, we have yL3 = y12 - ~‘2~ -
Y23 5 O- 
NOW by hypothesis we have -2y,, 2 y,, + y,, - 2y,, - 2Y13 and Y,, - 2Y,3 20. 
Hence -2y,, 2 y,, - 2y,, and (a). 
To prove (b) we note that y,, + y,, - 2y,, - 2y,, 5 -y23 and hence ~22 - YII + 
Y13 2 2Y22 - 2~ 12 + 2~~3 or 
y,, + y,, - 2Y,, - 2(Y,, - Yl, -Y,,) ‘2CY22 - Y12 + Y23) 
and finally y’,, + y;, - 2y’,, - 2y’,, 2 2~;~. 
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Case 2: 
YIISY,, +Y,,+Y,,-2Y,,-2Y,,+2Y2,~Y,,’ 
In this case it is again enough to check that 
(a) -2~;~ 5 YL 
(b) Y’,, + Y& - 2~‘,2 - 2r’,3 2 -2y;,. 
For (a) we note that y&=y,, +Y,~+Y,,-~Y,~-~Y,,+~Y,,, Y,,~Y~~ and 
y,, -2y,,?O imply that 
Y; 2 2Y2* - 2Y I? + 2Y,, = -2y;, 
For (b) we note that smce y,, 2 y12 
Y;, + Yi3 - 2Y’,, - 2YA 
zz Y,, +y,, +Y,,+Y,,-2Y,2-2Y,3 
+2Y,,-2Y,2-2Y,,+2Y,2+2Y,3 
= Y22 + Y,, - 2Y,z + 2YX 
r2 Y,, - 2Y,, + 2Y2.i = 2YI,,. 
Case 3: 
y;3=y,, +Y??+Y33-2Y,2-2Y,3+2Y23~Yl,’ 
After transforming by 
i 0 1 0 0 1 -1 i 
the final matrix will be 
Y33 Yl3 r ’ -Y2, : Yl, Y;, -Y,2 . -YL -Y 12 Y?? 1 
Hence we much check that 
(a) 2~‘,, 5 YL 
(b) -2y;, 5 y;, (recall that yi3 is negative) 
(c) 2y’,, 5 y’,, (this is in fact automatic), 
(d) Y’,, + Y;? - 2~‘,, + 2~;, 2 2~‘,,. 
(b) and (d) have been shown in Case 2, so we are in fact left with (a). 
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We have ~,~+2y,,>O and yX3?y,,. From this it is easy to deduce that 
2Y,, -2Y,, -2Y,,5Y,, +Yzz+Y33-2Y12-2Y13+2Yz 
and hence (a). 0 
The speed of the algorithm is essentially dependent of the number of repeti- 
tions of the first reduction. To evaluate this number we can, as in the genus-2 
case, evaluate the number of repetitions needed to transform 
‘A, AEGL,(Z) 
into 
This is again of order log(entries of A). 
Contrary to what happens in the genus-2 case the Minkowski reduced matrix 
equivalent to a given positive-definite matrix may not be unique. This can only 
happen if the reduced matrix belongs to the boundary of 9. For example, 
Yll 0 
0 Y22 
Yl, Y23 
and if one is in 9. so 
A more interesting 
i 
YII 
Y= iYll 
YlS 
Yl, 
Y23 
i 
is equivalent to 0 Y2? 
Y33 i 
Yll 0 Yl3 
-Y23 
Yl3 -Y23 Y33 
is the other. 
example is the following. If 
IYII Yl3 
Y22 Y23 
Y23 Y33 i 
is in 9, and satisfies - 1 y,, 5 y,3 - y23 5 4 yz2 and 4y,, - 2y,, 5 y,,, then 
I 
2Yll Yl3 
Y22 Y13 - Y23 
i 
(18) 
Yl3 Yl3 - Y23 Y33 
is equivalent to Y and is also in % 
Giving the complete list of matrices such that AS? ‘A fI 9.4 # 0 and such that 
there exists Y in the intersection with AY’A # Y, is a rather boring job (we have 
found 34 such matrices) especially since, up to permutations of y12, y,, and y,, 
and change of sign of y,,, the only interesting phenomenon is the one described in 
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(18). One can write a computer program for dealing with this but in practice this 
is more easily checked by hand (and by hand one does not have the problem of 
computer roundoff). 
Note that this problem accounts for a slight instability of the algorithm near the 
boundaries defined byy,, = $y,,, y,, = $y,,, y,, = $y12 andy,, = -iy,,. But as 
said above this is in fact easily checked by hand. 
Remark. Both in the genus-2 and genus-3 case the elements of GL,(Z) we have 
used to reduce our matrices, form a set of generators of GL,(Z) (see [l]). In fact, 
the program we have developed could also be used to give a decomposition of an 
element of GL,,(Z), n = 2 or 3, in terms of a standard set of generators (we have 
used a slightly larger set, but such a decomposition can easily be deduced). 
5. Normalizing the real part of the period matrix 
A period matrix, i.e. a complex symmetric II x n-matrix, with positive-definite 
imaginary part, is not always (and in fact is not in general if n > 4) a period matrix 
of a curve. This if course also true in the real case, but for commodity we will call 
real period matrix a period matrix as above such that 2Re(Z) has integer 
coefficients (these correspond to real abelian varieties). We will say that two real 
period matrices are real equivalent (or simply equivalent) if there exists a E 
GL,,(iZ) and u E M,,(z), u symmetric, such that 
Z’=aZ’a+u (19) 
We have the following lemma: 
Lemma 5.1. Let Z be a real period matrix. There exists a matrix Z’, real equivalent 
to Z, such that 
(i) Im(Z’) E % (the set of Minkowski reduced matrices), 
(ii) the coefj’icients of 2Re(Z) are O’s or 1’s. 
Moreover, if Im(Z’) is in the interior of 3 then such a Z’ is unique. 
Proof. The existence of Z” satisfying (i) is a consequence of 2.1. Now since Z” is 
symmetric and has half integer coefficients we can find u E M,,(Z), symmetric 
such that 2’ = 2” + u satisfies (ii). The unicity is a consequence of 2.2 0 
Remark 5.2. If Im(Z’) belongs to the boundary of 6%. then the representative may 
not be unique even if n = 2, as one can see by considering the matrices 
L + iy,, 2 iy,2 iY,, iYlz 
iYlz iY,, iY,, f + iy,, 
Period matrices of real curves 91 
or 
( 
i +iY,, ;Y,, 
1 ( 
and 
i +iY,, t + iY,, 
SY,, iY** ; + lY,, ) 1 + iy,, ’ 
On the other hand, the matrix will be unique in the genus-2 case if Re(2’) = 0 
or (y A) and will be at most 2 or exceptionally 3, and this only if, Im(2) is of the 
form 
Y 4Y ( 1. SY Y 
In the genus-3 case the situation is more complex and we encounter the same 
type of problem as at the end of Section 4. At first sight the situation may seem 
even worse but one should recall the following lemma: 
Lemma 5.3. If two real period matrices Z and Z’ are real equivalent then 
rank,,,(2Re(Z)) = rank,,,(2Re(Z’)) 
and 2Re(Z) and 2Re(Z’), considered as matrices of integral bilinear forms should 
be of the same type odd or even (or if one prefers, type I or II). 0 
For a proof see [3]. These invariants correspond to invariants of the real curve 
C, number of connected components for the rank, separating or non-separating 
for the type. 
From Lemma 5.3 it is easy to deduce that if rank,,,(2Re(Z)) = 3 and 2Re(Z) is 
of type I, then 2Re(Z) (mod 2) can have at most 28 different forms. This is in fact 
the worst case. There are 7 if the rank is 1 or 2 and the type II, 21 if the rank is 2 
and the type 1, and of course only one if the rank is 0. This may still seem pretty 
bad but one should note that the problem encountered at the end of Section 4 
which is relatively easy to solve by hand can in fact help to solve this one. For 
example, consider the two matrices 
0.5 + i 0.887021 i 0.168318 i 0.443511 
z= i i 0.168318 0.5 + i 1.071632 i 0.252009 , 
i 0.44351 i 0.252009 0.5 + i 1.395509 
0.5 + i 0.887021 i 0.168318 0.5 + i 0.443511 
Z’ = i i 0.168318 0.5 + i 1.071632 -i 0.083691 . 
0.5 + i 0.44351 -i 0.083691 i 1.395509 
It is easy to see that y,, is (almost, the difference comes from computer 
roundoff and did not appear when we used S-digit precision) equal to 1 y,, . From 
there one checks that y& = Y,~ - y,, and that Z’ is the transform of Z by (g t ), 
where 
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1 0 0’ 
a=01 0 l i 1 0 -1 
and b is used to reduce 2Re(Z’) mod 2. 
6. Final remarks 
The algorithm was implemented and used in conjunction with two other 
programs, one developed by M. Seppala, the other by the author, for computing 
period matrices of real algebraic curves. In fact this was the starting point for this 
work, because we needed a way to compare the precision of different methods. It 
takes in general a few hundredths of a second to run. 
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