Position effects (PE) cause decreasing probabilities of correct item responses towards the end of a test. We analysed PEs in science, mathematics and reading tests administered in the German extension to the PISA 2006 study with respect to their variability at the student-and school-level. PEs were strongest in reading and weakest in mathematics. Variability in PEs was found at both levels of analysis. PEs were stronger for male students, for students with a migration background (science and mathematics), and for students with a less favourable socio-economic background (reading). At the school level, PEs were stronger in lower school tracks and in schools with a high proportion of students with a migration background. The relationships of the test scores with the covariates partly reflected the covariates' relationships with PEs. Our findings suggest that PEs should be taken seriously in large-scale assessments as they have an undesirable impact on the results.
Position effects and test-taking behaviour
In large-scale assessments, PEs can be uncovered by means of assessment designs in which item clusters are located in different positions of the test. Results showing that all item clusters change similarly across positions indicate the presence of PEs (Nagy et al., 2016) . As, in practice, item clusters presented in the same position are surrounded by different test characteristics (e.g. domains, and difficulties of foregoing items), it appears unlikely that test contexts other than the position lead to similar patterns of effects. Findings gathered on the basis of the PISA data suggest that PEs are the most prevalent types of TCEs (Debeer et al., 2014; Debeer & Janssen, 2013; Hartig & Buchholz, 2012; Nagy et al., 2016) .
Research has consistently shown that the size of PEs varies across individuals (Bulut, Lei, & Guo, 2016; Debeer et al., 2014; Debeer & Janssen, 2013; Hartig & Buchholz, 2012; Robitzsch, 2009; Weirich, Hecht, & Böhme, 2014; Weirich, Hecht, Penk, Roppelt, & Böhme, 2017) . Therefore, some authors have discussed PEs as indicators of individuals' test-taking persistence (Debeer et al., 2014; Hartig & Buchholz, 2012) . According to this view, PEs can be expected to be related to cognitive and motivational resources that are relevant for maintaining a constantly high level of effort and precision when working on cognitive tasks. The findings gathered so far are in line with this assertion. PEs in abstract aptitude tests were found to be related to basic cognitive capacities, such as general intelligence (Schweizer, Troche, & Rammsayer, 2011) and attention (Ren, Goldhammer, Moosbrugger, & Schweizer, 2012) . Lindner, Nagy, Ramos Arhuis, and Retelsdorf (2017) showed that experimentally depleting students' self-control resources resulted in stronger PEs in a mathematics test. PEs in a science test were found to be correlated with decreases in self-reported test-taking effort (Weirich et al., 2017) . Similarly, Qian (2014) found motivation to be an important predictor of PEs in the writing task of the 2007 National Assessment of Educational Progress.
Some studies have shown that other variables also impact on PEs. Qian (2014) found school type to be related to PEs. Profound school-type differences in the size of PEs were found in the German PISA 2012 assessment (Nagy et al., 2016; and for the tests of the German educational standards (Nagy, Haag, Lüdtke, & Köller, 2017) . Here, PEs were stronger in school types with a lower average achievement that encompass students with less favourable family backgrounds. In addition, the size of PEs in reading was found to vary between schools in PISA 2009 (Debeer et al., 2014) , but variability in PEs between learner groups appeared to be small in a science test (Weirich et al., 2017) .
School differences in PEs might occur for several reasons. They could be due to school differences in the student composition, defined with respect to student-level variables that are related to the size of PEs. For example, students' motivation might differ between schools, leading to school differences in PEs. In addition, the composition of students within a school could give rise to contextual effects (Raudenbush & Willms, 1995) , which means that the student characteristics aggregated on the school level predict PEs over and above the individual characteristics. Specific constellations of student characteristics might constitute a climate that makes students more reluctant to maintain their effort when working on a test.
Consequences of position effects for inferences about proficiencies
When PEs are reflections of students' test-taking persistence, the relationships of PEs with the covariates are a threat to the validity of the inferences drawn about the covariates' relationships with proficiencies. This issue is relevant in large-scale assessments, where the relationships of test scores are often generalised beyond the test. Large-scale assessments aim to provide information about the capability of members of different subpopulations (e.g. gender groups) to successfully perform tasks characteristic of real-life situations (Watermann & Klieme, 2002) . However, in situations where the size of PEs differs between groups, differences in test scores might lead to biased conclusions because the extent to which PEs can be generalised to real-life settings is unclear. In most real-life settings, students are not required to draw on their proficiencies for such a long time as that required in large-scale assessments (e.g. 2 h in PISA), which means that many real-life problems are less affected by the individuals' persistence in focusing on the relevant tasks. Furthermore, many reallife problems have a high-stakes character, making it more likely that individuals invest full effort over longer periods of time, whereas this seems less likely in the low-stakes situations of large-scale assessments (Demars, 2007) .
The impact that PEs can have on the conclusions drawn was exemplified in the longitudinal extension to the German PISA 2012 study. Nagy et al. (2016) found that ignoring PEs and changes therein resulted in negative estimates of proficiency gains in nonacademic tracks for reading and science, and that this effect vanished once PEs were accounted for. Similarly, ignoring PEs resulted in differences in reading gains in favour of girls, and these differences disappeared once PEs were controlled for .
The present study
In the present study, we focused on PEs in the German extension to the PISA 2006 study. This study provides a large sample in which the PISA tests were administered in a single language, thereby avoiding artefacts caused by the linguistic peculiarities of countries (Kreiner & Christensen, 2014) . The German school system is a tracked system, made up of different school types, with large differences in students' achievement and background characteristics (Baumert, Stanat, & Watermann, 2006; Maaz, Trautwein, Ldtke, & Baumert, 2008) . Drawing on this large database, consisting of more than 33,000 students, which is in many respects prototypical of most large-scale assessments, we investigated research questions that are of theoretical and practical concern.
First, we examined whether the domains assessed in PISA, namely, science, mathematics and reading, are prone to PEs, and whether PEs differ between domains. Here, we analysed two aspects of PEs: their size (i.e. the average decline from the first to the last position), and their pattern (i.e. the pattern of declines across positions). Nagy et al. (2016) found the size and the pattern of PEs to differ between the domains assessed in the German PISA 2012 study. Reading was most strongly impacted by PEs; the average PEs for reading were strongest and the declines corresponded to a linear function. Mathematics was most robust to PEs (see also Hohensinn et al., 2011) , as the average size of the PEs was smallest, and only the second half of the test was impacted by PEs. Based on these findings, we expected to find a similar pattern in the German extension to the PISA 2006 study. Second, we examined the variability in PEs on the student and school level. Whereas individual differences in PEs seem to be the rule, less is known about school differences in PEs. Based on the findings of Debeer et al. (2014) , who documented between-school variability in PEs for the PISA 2009 reading test, we expected to find similar results for reading in our study. However, the question of whether between-school variability in PEs exists in science and mathematics remains open. For example, Weirich et al. (2017) found that PEs in science had a negligible variability on the class level.
Third, we investigated whether PEs were related to student-and school-level characteristics commonly examined in large-scale assessments. Here, we concentrated on variables that receive a large amount of public attention, namely, students' migration background, their SES, their gender and the school type they attend. It seemed plausible that these variables could be connected to PEs because they are related to individual motivational and cognitive resources that, in turn, are related to students' test-taking persistence. In PISA 2006, students with a migration background often had problems with the German language (Prenzel et al., 2008) . Working on tests presented in German was thus likely to be more difficult for them, so that we expected them to be more prone to PEs. Students' SES is known to be related to their valuation of education (Sirin, 2005) and might therefore also affect how they approach standardised testing situations, including their persistence. In terms of gender differences, girls have been reported to have higher levels of grit and self-control, making them more likely to have higher levels of persistence (Duckworth & Seligman, 2006) . The school type that students attend was found to be related to PEs in the German PISA 2012 assessment. Students in the academic track (Gymnasium) were least affected by PEs (Nagy et al., 2016) , and we expected to find the same pattern of results in the PISA 2006 data. Furthermore, we expected that PEs would be strongest in the lowest track (Hauptschule) because, in this track, several risk factors are concentrated (i.e. low achievement standards, less favourable family backgrounds, lower school motivation, higher rates of problem behaviour; e.g. Baumert et al., 2006) . In addition, we also investigated the role of students' migration background and SES, aggregated on the school level. When considered as contextual characteristics, these variables might exert effects over and above the student-level variables on PEs, because shared attitudes that hinder the assessment of learning outcomes could become concentrated in such schools (Baumert et al., 2006; Perry & McConney, 2010) .
Our last question targeted the robustness of inferences drawn about the relationships of students' proficiencies with the covariates. Based on the findings obtained from the German PISA 2012 study (Nagy et al., 2016; Nagy, Retelsdorf et al., 2017) , we expected that the stronger the relationships of the PEs with the covariates under investigation were, the more strongly the relationships of the test scores would be affected.
Method

Sample
In this study, we combined the German PISA 2006 sample that was used for the international comparison with a national assessment conducted at the same time and in which the same instruments were applied. The target population was 15 year olds as well as ninthgrade students that were combined to maximise the sample size. We focused on the sample assessed in the western parts of Germany in order to facilitate comparisons between school types. The school structures in the western and eastern parts of Germany are very different, and the national extension to PISA 2006 offers a much larger sample for the western parts of Germany. In addition, we excluded the federal state Saarland because it does not include the intermediate track (Realschule), and we also excluded students with special educational needs.
Traditionally, in Western Germany, students are tracked in the different schools of the three-tiered secondary school system from Grade 5. The three main secondary school types (Hauptschule with 9 years of schooling, Realschule with 10 years of schooling, and Gymnasium with 12-13 years of schooling) differ in the intensity of the curriculum. The school-leaving certificates issued by the low (Hauptschule) and the intermediate track (Realschule) qualify students to enter vocational education and training, but intermediate track students generally get access to more prestigious vocations. Students who graduate from the academic track (Gymnasium) are awarded the Abitur, which qualifies them for university entry. Comprehensive schools (Integrierte Gemeinschaftsschule) and combined track schools are further school types that are found in almost all federal states and offer all school-leaving certificates.
In assessing the covariates' relationships with PEs, we faced two challenges. First, typically, some students do not reach the end-of-test items in the allotted time. When these items are coded as wrong, reductions in the probabilities of correct responses become cofounded with PEs. Therefore, we used only cases for which testing time was not a plausible explanation for missing responses: We retained only students who provided an answer to the test evaluation question positioned directly after the last cognitive item. For students who responded to this question, missing responses for the end-of-test items were unlikely to be caused by the students running out of time. However, for students who did not provide an answer to the evaluation question and, in addition, did not answer all of the cognitive items, time problems appeared plausible (3.3%). Second, for some students, values for the covariates were missing, thereby complicating the estimation of proficiency scores (see below). Therefore, we retained only cases with complete information on the covariates. Based on these criteria, the sample size was reduced by 16%, leading to a total sample of N = 33,480 students nested in J = 1030 schools, with an average size of N = 32.50 students per school. Analyses revealed that the exclusion of students with missing answers for the test evaluation question was warranted in order to avoid confounding PEs with test speededness, and that the exclusion of cases with missing values for the covariates did not affect the distribution of PEs.
1
Covariates
School type
We distinguished between four school types (lower track, N = 6559; intermediate track, N = 10,094; academic track, N = 10,493; and combined track N = 6334). The combined track included comprehensive schools, as well as combined track schools.
Migration background
Students' migration background was taken from the official school records. Students with at least one parent born in a country other than Germany were considered as having a migration background (24.3%).
Socio-economic status
SES was assessed by the Socio-Economic Index of Occupational Status (ISEI; Ganzeboom & Treiman, 2003) . The ISEI was derived from parents' reports about their occupations or from students' reports if parent data were missing. In order to facilitate the analyses, the ISEI was z-standardised (M = 0, SD = 1) in the complete sample.
Gender
Students' gender was taken from the school records. Female students were used as the reference category and were coded as 0, male students received a code of 1 (50.2%). Table 1 presents the matrix design employed in PISA 2006 to assess students' proficiencies. Science was the major domain and was measured by seven item clusters (S1-S7 in Table 1 ). Mathematics and reading were minor domains, measured by four clusters in the first case (M1-M4), and by only two clusters in the second case (R1 and R2). The matrix design is a so-called Youden square design (Frey, Hartig, & Rupp, 2009) , which balances item clusters across positions in such a way that each item cluster is presented in each position exactly once. Students were randomly assigned to test booklets, and random assignment took place within schools. Random assignment implies that the distributions of students' (true) proficiencies are equivalent across booklets.
Scoring of proficiency tests
We employed two scoring procedures to assess proficiencies. The first procedure corresponds to the standard item response theory (IRT) approach used in large-scale assessments. In PISA 2006, proficiency scores were assessed by plausible values (PV; Mislevy, Beaton, Kaplan, & Sheehan, 1992) , based on a Rasch model with one latent proficiency variable per domain. PVs were estimated on the basis of item parameters that were calibrated while disregarding their positions in the test. In the present article, we derived 'conventional' PVs on the basis of a three-dimensional IRT model by utilising the item parameters provided in the PISA 2006 Technical Report (OECD, 2009) , and conditioning on those student-and school-level covariates that were used in the analyses (Wu, 2005) . Five sets of PVs were generated by the ConQuest programme (Wu, Adams, Wilson, & Haldane, 2007) .
The item parameters provided in PISA 2006 (OECD, 2009) are average difficulties across booklets and, hence, positions. In the presence of TCEs, the probability of correct responses depends on the test context. Therefore, when the items are split up into homogenous groups that are used to estimate the proficiencies, TCEs manifest themselves in differences between test scores. Based on this line of reasoning, the second scoring procedure was based on item cluster scores, in which each item cluster (R1, R2, M1-M4 and S1-S7 in Table 1 ) was treated as a different test. For each examinee, four scores were derived by applying a four-dimensional Rasch model separately to each booklet to generate PVs (i.e. 13 separate models). For example, students working on booklet B01 received item cluster scores for S1, S2, S4 and S7 (Table 1) . PVs were generated on the basis of the item parameters reported in PISA 2006 (OECD, 2009) , which means that all item cluster scores were put onto the PISA 2006 logit metric. We generated five sets of PVs while employing the same covariates as those used in the conventional procedure. The variances and covariate relationships of item cluster scores were allowed to vary between booklets, acknowledging that the item clusters could be impacted differently by TCEs that have a different relationship with the covariates. The marginal PV reliabilities (Adams, 2005) are given in Table 1 .
A multilevel model for student-and school-level differences in position effects
The basic idea of our model is that the item clusters presented in the first position (p = 1) provide the most pure measures of students' proficiencies because test scores are not affected by foregoing parts of the test or by students' test-taking persistence. Because of the random assignment of students to booklets, differences in the distributions of the item cluster scores relative to their distributions in p = 1 indicate that the item clusters assessed in later positions are affected by TCEs. We assumed that the size of the TCEs could vary across students and schools and that this variability can be summarised by means of one latent variable. This perspective fits to our assertion that PEs are the main type of TCEs. Figure 1 provides a graphical representation of the model for the case of science. We assumed that the student-level scores in p = 1 reflect one underlying proficiency variable W 1 ith loadings for cluster c (c = S1, …, S7 in science), labelled as c1 . In addition, the model includes residual terms ɛ c which capture the variance that is unique to the cluster c. The filled circles stand for random intercepts that are allowed to vary between schools. In p = 1 they appear at the school level as pure indicators of the latent variable can be interpreted as the school-and student-level variability of the same proficiency η 1 (Mehta & Neale, 2005) .
Item clusters assessed in later positions (p > 1) are assumed to be additionally impacted by a latent variable that is labelled 
B
Δ has a mean (or intercept) Δ , which, together with its loadings, describes differences in the item clusters' means relative to p = 1. Δ is allowed to vary on both levels (variances B ΔΔ and W ΔΔ ). Therefore, Δ captures a certain type of TCEs that affect the distributions of item cluster scores (means and variances) on both levels of analysis. The interpretation of Δ as a summary of PEs reflecting test taking persistence requires the mean Δ to be negative ( Δ < 0), and each cluster c to have loadings cp that show a (nearly) monotone increase across positions.
The model can be extended by the inclusion of student-level and school-level covariates (x and w in Figure 1 ). Reliable effects of x or w on Δ indicate that the covariates' relationships with the test scores in p > 1 differ from their relationships in p = 1 (e.g. the relationship of x with cluster c in position p is c1
. When x is not group-mean centred, and w represents the student-level predictor x aggregated on the school level, B 1 and B Δ can be interpreted as contextual effects affecting the proficiency and the PE ( Δ ) over and above the effects of x (Enders & Tofighi, 2007) .
Parameter estimation
Our model can be estimated by software for multilevel structural equation modelling that makes it possible to handle missing data. In our case, missing data arose because each student provided answers to a maximum of four combinations of item clusters and positions, whereas the model was applied to all combinations of item clusters and positions implemented in the assessment design (Table 1) . We employed the Mplus 7.4 programme , using a maximum likelihood estimator with standard errors approximated by first-order derivatives (MLF). We chose the MLF estimator because it is a robust method for estimating the asymptotic variance-covariance matrix of parameter estimates in the presence of a substantial amount of missing data and of highly correlated school-level variables (Asparouhov & Muthén, 2012) . The analyses were repeated for each of the five PVs, and the results were integrated according to Rubin's (1987) formulas.
In order to keep the model identified, two sets of identification restrictions were imposed. First, the mean of η 1 as fixed to zero to identify the measurement intercepts τ-parameters ) predicted by a student-level (x) and a schoollevel covariate (w). ɛ S1 to ɛ S7 = residual variables, ω S1 to ω S7 = residual variances, τ S1 to τ S7 = measurement intercepts, S1,1 to S7,1 = loadings on proficiency variable, S1,2 to S7,4 = loadings on position effect variable, (in Figure 1) . Second, in order to define the scale of η 1 and of Δ , we selected a reference cluster c = h, for which we fixed two loadings ( h1 = h4 = 1). In order to facilitate the interpretation of results, we transformed the structural parameters and their standard errors (derived by the Delta method) to be defined with respect to the average clusters.
The matrix design of PISA 2006 did not allow us to reliably identify the student-level covariance between the latent variables for reading. Item clusters assessed in the first position were not paired with reading clusters in a later position in any booklet (Table 1) . Therefore, we fixed the corresponding covariance to zero. This restriction could affect the estimate of W ΔΔ , but has no consequences for the remaining parameter estimates.
Results
In the next sections, we first provide descriptive results. We then proceed to the multilevel decomposition of PEs. In the next step, we provide results pertaining to the predictors of the PEs. In the last section, we investigate the consequences of ignoring PEs when examining the covariates' relationships with the test scores.
Descriptive results
Figure 2 presents the means and standard deviations (SD) of the item cluster scores by position. Scores were standardised according to their means and variances when assessed in the first item cluster position (M = 0, SD = 1 for each item cluster score in p = 1). Therefore, mean trajectories across positions can be interpreted similarly to standardised effects (d).
The results provide evidence for PEs in all domains, as all item clusters showed gradual declines in their means across positions. PEs were stronger in reading, with an average change from the first to the last position of d = −0.50 SDs. Here, decreases were already observed in the second cluster position. Mathematics was least affected by PEs. The average change from the first to the last position was d = −0.26, and the means in the second position were almost identical to those in the first position. Science occupied an intermediate position. The mean change was d = −0.35, and the means assessed in the second position were only weakly impacted by PEs (d = −.07). The SDs of item cluster scores showed a gradual increase across positions. Changes were strongest in reading (average SD of 1.30 in the last position), and weakest in mathematics (average SD of 1.11). The results suggest that the item clusters belonging to one domain were differently impacted by PEs, because the trajectories of the means and SDs differed between item clusters (Figure 2 ). However, we found a close correspondence between the item clusters' means and SDs, such that larger changes in means were accompanied by larger changes in SDs (science: r = −.78, mathematics: r = −.84, reading r = −.97). This observation supports our assumption that the means and dispersions reflect a common process that underlies all item clusters.
Variability of position effects
The first models provided estimates of the variances of proficiencies, defined with respect to the first position and the PEs on the logit metric (Table 2) . PEs were found to vary on the student level, as well as on the school level. In all domains, the variability of proficiencies was found to be almost equal on both levels of analysis, so that the intraclass correlations (ICC) were close to .50 (50% of the variance was due to differences between schools). Betweenschool variability in PEs was smaller than student-level variance. In mathematics, only 4% of the variability was due to school differences in PEs, whereas for science and reading, a larger proportion of variability was located on the school level (12% and 18%, respectively). Note that, in the case of reading, the PEs' variance estimates at the student level, as well as the corresponding ICC, should be interpreted with caution.
Predictors of position effects
In the first set of models, each covariate was considered separately but, when appropriate, covariates were included in both levels of the analysis. School track was effect-coded in such a way that the effects summed to zero. The results are reported in Table 3 . On the student level, all covariates were found to be related to the proficiencies in each domain. Male students had higher scores in science and mathematics, but lower scores in reading. Students with a migration background had lower scores, and SES was positively related to test scores. In addition, the covariates were found to be related to PEs located on the student level, although the patterns of relationships differed somewhat between domains. In all domains, PEs were stronger in male students (negative coefficients). Migration background was related to PEs in science and mathematics (with stronger declines in students with a migration background), but not in reading. SES was related only to PEs in reading, with students with a more favourable background being less affected by PEs (positive coefficients). The covariates' school-level relationships with the initial proficiency were similar across domains. This variable was negatively related to the proportion of students with a migration background and positively related to the school-average SES. In addition, we found large differences between school tracks in the expected order. On the school level, the pattern of relationships with PEs was found to be remarkably similar across domains, although relationships appeared to be stronger for reading. PEs were stronger in schools in which a larger proportion of students had a migration background, and were weaker in schools with a higher average SES. Finally, school type was clearly related to PEs: PEs were strongest in the lowest track and weakest in the academic track in all domains. In order to provide a more detailed picture of the relationships between PEs and the covariates, Figure 3 illustrates the item cluster scores for male and female students by positions. Male students had steeper declines, meaning that gender differences in science and mathematics that were in favour of male students (Table 3 ) decreased across positions because male students were more prone to PEs, whereas for the same reasons, in reading, gender differences in favour of female students increased across positions. Therefore, gender differences that were averaged across positions were smaller (in science and mathematics) or larger (in reading) than the gender differences in the initial levels. This issue will be covered in the next section, where we consider the impact of PEs on the relationships of test scores.
We now turn to the covariates' unique contribution to the prediction of PEs. To this end, we included all covariates simultaneously in the models (Table 4) . On the student level, the relationships with proficiency and PEs were close to the results in which each covariate was (Table 3 ). The regression weights of the school-level covariates that predicted proficiency decreased once all covariates were used simultaneously, although the pattern of effects was similar to the previous results. Similarly, the relationships with PEs on the school level changed once all covariates were considered simultaneously. Only the effects of school types on PEs were close to the previous results (Table 3 ). The effect of the average SES on PEs was no longer reliable in any domain, and the effect of the proportion of students with a migration background was reduced in the case of science and reading but remained rather unchanged in mathematics. These findings suggest that the relationships of the average SES with PEs were largely due to school-track differences, and that the proportion of students with a migration background was a contextual characteristic that had a unique impact on PEs.
Sensitivity of relationships of test scores to position effects
We examined the sensitivity of the relationships of test scores with covariates to PEs by comparing the covariates' effects on the proficiency variable defined with respect to the first position in the test with their effects on the scores derived from the conventional IRT-scoring procedure in which PEs were ignored. Scores defined with respect to the first position can be regarded as not being impacted by PEs, which means that their relationships with the covariates are not affected by PEs. In contrast, the relationships of conventionally constructed proficiency scores with covariates are likely to be affected by PEs if the covariates are correlated with PEs. Therefore, the stronger the relationship of a covariate with the PE, the more the two effect sizes differ from each other. We considered PEs to have a potentially consequential impact on the conclusions drawn if the effect sizes adjusted for PEs differed by more than 10% from the effect sizes determined on the basis of conventional proficiency scores. Table 5 provides the effects determined for conventionally scored PVs, and the differences between adjusted and unadjusted effects (adjusted effect -conventional effect; percentage in parentheses). The effect sizes refer to (1) differences in scores between the levels of categorical variables (gender and migration background), (2) differences between the 80th and 20th percentiles of the distribution of continuous covariates and (3) differences between the average scores of school types and the overall mean.
In science and mathematics, only the student-level relationships of gender and migration background were sensitive to PEs. The effect sizes for gender increased once PEs were accounted for, by 24% in science and 13% in mathematics, whereas the effect sizes for migration background were reduced by 11% and 14%, respectively.
The relationships of reading scores with the covariates were most sensitive to PEs. Only the relationship of students' migration background was not affected by PEs, because this variable was not related to the PEs. The relationship with SES at the student level was most sensitive to PEs: the effect size was reduced by 32% once PEs were accounted for. The relationships with the school-level covariates were also affected by PEs. For example, the proficiency gap between schools at the 20th and 80th percentile on the migration background variable decreased by 18% when PEs were accounted for. Similarly, differences between school types were clearly reduced when PEs were controlled for.
Summary and discussion
In the present article, we investigated PEs in the German extension to the PISA 2006 study. We found evidence that all proficiency domains were impacted by PEs, although to different degrees (Nagy et al., 2016) . Mathematics was least affected by PEs as the average declines in the test scores from the first to the last position in the test were smallest, and only the second half of the test was affected by PEs (Hohensinn et al., 2011) . Reading was most susceptible to PEs, as the declines in scores were strongest and PEs already impacted the second item cluster position. Furthermore, we found PEs to vary on the level of students and schools. The between-school variability in PEs was small in mathematics and largest in reading. In addition, we found PEs to be related to the student-level and the school-level covariates. Finally, we found that the possibility that PEs threaten the validity of inferences drawn about the predictors of students' proficiencies cannot be ruled out: The stronger the covariates' relationships with the PEs were, the more the inferences were affected.
On the one hand, our study indicates that PEs are a general phenomenon that affects proficiency tests in all of the domains tested in PISA. Accordingly, we found that the PEs in all domains had quite similar patterns of relationships with the covariates considered. For example, male students showed stronger PEs, and PEs were weakest in schools with more favourable background characteristics (i.e. academic schools, schools with a low proportion of students with a migration background). However, on the other hand, we also found an indication that PEs function in a domain-specific way because PEs in reading were stronger, more variable, and more closely related to school-level variables.
Compared to science and mathematics, the reading test is much easier, at least in the first item cluster position. Hence, it appears that most students who invest full effort have Table 5 . effect sizes for student-and school-level covariates based on conventionally scored tests (effect size). discrepancy between effect sizes based on proficiency scores in the first item cluster position and effect sizes based on conventionally scored tests (difference). Positive differences indicate higher effect sizes based on proficiency scores in the first item cluster position. results printed in bold indicate differences larger than 10%. a high chance of solving the reading items correctly. The cognitive demands imposed by the test appear to consist mainly of repeatedly engaging in the process of text reconstruction (Kintsch, 1998) , so that items positioned later in the test become highly sensitive to students' persistence in investing effort and retaining attention. Therefore, PEs in reading are likely to be most susceptible to the characteristics of learner groups that are related to shared negative attitudes towards testing. Of course, our explanation is speculative. More research is called for, in which these issues are investigated more thoroughly.
Consequences of position effects for inferences
In the present study, we expected PEs to reflect students' test-taking persistence, resulting in performance declines (e.g. Debeer et al., 2014 ) -a situation that is typical for the tests used in PISA. In this scenario, PEs might be seen as a threat to the validity of the inferences that are drawn about the predictors of students' proficiencies because the extent to which they can be generalised beyond the test is unclear. We found some evidence that the relationships of test scores typically obtained in PISA are, to a certain degree, affected by PEs (see also Nagy et al., 2016; Nagy, Retelsdorf, et al., 2017) . For example, gender differences in favour of male students in science and mathematics were smaller when conventional test scores were used, because PEs were stronger in male students. For the same reason, gender differences favouring female students were larger in reading. Similarly, we found that adjusting for PEs reduced the relationships of test scores with students' migration background (in science and mathematics) and SES (in reading). In contrast, we found the relationships of school-level characteristics with test scores in science and mathematics to be relatively robust to PEs, but we found that these relationships depended on PEs in the case of reading. The relevance of PEs for the conclusions drawn depends on the research question. In the present case, most of the differences between the adjusted and unadjusted results were below 20%, and the conclusions about the existence and the directions of relationships were not sensitive to PEs. Therefore, PEs appear to play a more important role in research contexts where exact effect sizes matter. For example, in PISA, certain relationships, such as SES effects, are routinely compared between countries (e.g. Willms, 2006) . Here, reductions in SES effects of 32% (in reading) can have profound consequences for the ranking of countries. In the case of reading, the reduction in effect sizes roughly corresponds to the difference in the SES gradients of countries separated by 18 (out of 64) ranks from each other in PISA 2012 (OECD, 2013) . Therefore, it can be expected that even modest differences in the relationships between SES and the PEs across countries could impact on the country ranks of the SES gradient.
Of course, PEs are only then a threat to the validity of inferences when they are considered to be a source of construct irrelevant variance (Messick, 1995) . More specifically, practitioners and researchers need to decide whether students' test-taking persistence, as reflected in PEs, should or should not be regarded as part of the proficiency construct. Regarding test-taking persistence as part of the construct being measured is legitimate (e.g. Weinert, 2001) . However, such a construct would be relatively unhandy since it would include average effects (e.g. lack of motivation at the end of the test) that occur over a period of two hours (the testing time of PISA). Therefore, given the impact that PEs can have on results, researchers should clearly define the proficiency constructs.
In some situations, PEs could reflect processes other than test-taking persistence, for example, students' habituation to the test (Hohensinn et al., 2011) . In these situations, the question of how proficiencies should be adjusted for PEs emerges. Here, it could prove useful to define proficiencies with respect to the position where most students achieve their maximum performance, possibly in the middle of the test. Therefore, the reference position chosen to adjust proficiency scores should depend on the psychological processes reflected by PEs.
Further research
PEs play a role in virtually all cognitive tests assessed in low-stakes conditions (Leary & Dorans, 1985) . Therefore, PEs should be taken seriously in large-scale assessments such as PISA. Given their potential impact on the results, more research that focuses on the proximal determinants of PEs is needed (Weirich et al., 2017) , as well as on the related indicators of students' test-taking behaviour, such as students' propensity for not reaching the end of the test (List, Köller, & Nagy, 2017) and for providing rapid responses (Wise & Kong, 2005) . Such research would help to provide a better understanding of the limitations but also of the potential of large-scale assessments. Clearly, a thorough investigation of such issues requires innovative measurement designs that make it possible to fit complex statistical models that provide a fine-grained picture of the underlying mechanisms.
Of course, large-scale assessments are limited in their possibilities for employing more complex designs using a larger number of booklets. However, assessment designs suitable for large-scale assessments that have a rather limited number of test booklets could be optimised in order to better account for PEs (Weirich, Hecht, & Böhme, 2014) . Although balanced with respect to the positions of item clusters, the matrix designs used in PISA were not developed with respect to the assessment of PEs. As such, the designs impose limitations on the identification of certain parameters and might provide less accurate results for domains assessed with fewer item clusters. Therefore, we applaud the recent developments undertaken in PISA, which have resulted in minor domains being assessed by a larger number of item clusters, but we also stress the need to evaluate design options that help to better account for the often unwarranted impact of PEs (Weirich et al., 2014) . Note 1. To study the sample selectivity with respect to PEs, we applied the statistical model presented below to the proficiency scores derived solely on the basis of item responses (weighted likelihood estimates; Warm, 1989) . In these models, we regressed the latent PE variable on two student variables, indicating whether (1) they provided answers to the test evaluation question and whether (2) they were excluded from the sample. Missing values for the test evaluation question were strongly related to PEs (y-standardised effects of −0.83, −0.85 and −0.79 for science, mathematics and reading, respectively). However, the second indicator had only negligible incremental effects on PEs (y-standardised effects of −0.11, −0.06 and −0.04 for science, mathematics and reading, respectively).
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