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Abstract
We introduce a bracket on 1-forms defined on J∞(S1,Rn), the infinite jet
extension of the space of loops and prove that it satisfies the standard properties
of a Poisson bracket. Using this bracket, we show that certain hierarchies
appearing in the framework of F -manifolds with compatible flat connection
(M,∇, ◦) are Hamiltonian in a generalized sense. Moreover, we show that if
a metric g compatible with ∇ is also invariant with respect to ◦, then this
generalized Hamiltonian set-up reduces to the standard one.
1 Introduction
In the study of integrable evolutionary PDEs, many geometric structures have been
introduced, starting from the celebrated Dubrovin-Novikov framework relating the
existence of a local Poisson tensor of hydrodynamic type to the presence of a flat non-
degenerate metric g. More precisely, in the Dubrovin-Novikov set-up given two local
functionals F [u] =
∫
S1
f(u, ux, . . . ) dx and G[u] =
∫
S1
g(u, ux, . . . ) dx, their Poisson
bracket is defined as
{F,G} =
∫
S1
δF
δui
(
gij∂x − g
ilΓjlku
k
x
) δG
δuj
dx (1.1)
where Γjlk are the Christoffel symbols of the Levi-Civita connection associated to the
metric g.
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Many important examples of evolutionary PDEs are Hamiltonian with respect to
a local Poisson bracket of hydrodynamic type. This means that they can be written
as
uit =
(
gij∂x − g
ilΓjlku
k
x
) δH
δuj
, i = 1, . . . , n (1.2)
for a suitable choice of the Hamiltonian H [u] =
∫
S1
h(u, ux, . . . ) dx (in the case of
quasilinear equations the density h depends only on u). In equation (1.2), δH
δuj
denotes
variational derivative of the functional H , see formula (2.10). In this lucky case there
is no need to extend the bracket to 1-forms.
However, the equations admitting this Hamiltonian formulation are exceptions,
even in the integrable case. For this reason, immediately after the seminal paper of
Dudrovin and Novikov, many authors devoted lots of work to extend their formalism.
These efforts led to the definition of non local Poisson bracket of hydrodynamic type
[8, 7]. Besides the local part (1.1) they contain an additional term of the form
∑
β
ǫβ (wβ)
i
k
ukx
(
d
dx
)−1
(wβ)
j
h
uhx (1.3)
which is due to the non-vanishing of the curvature of g:
Rijkh =
∑
α
εα
{
(wα)
i
k (wα)
j
h − (wα)
j
k (wα)
i
h
}
. (1.4)
The affinors wij appearing in the formula are related to symmetries and can be inter-
preted as Weingarten operators. In practice, the presence of such term might have
some drawbacks due to the ambiguity of the action of the operator ∂−1x on the differen-
tial of local functionals and to the difficulties in finding the quadratic expansion (1.4).
Recently it was observed that a special class of non-local Poisson structures of hydro-
dynamic type related to local Poisson structures by a reciprocal transformation can
be interpreted as local Jacobi structure, see [12].
This discovery enabled the authors of [12] to avoid the disadvantages created by
the presence of the non-local term and it allowed them to compute the Lichnerowicz-
Jacobi cohomology groups extending the results obtained by Getzler [9] in the case
of local Poisson structures.
The results we present here go in the same direction but, instead of dropping the
requirement of locality we drop the requirement of exactness of the 1-form ω defining
the equation (or the hierarchy in the integrable case):
uit = P
ijωj =
(
gij∂x − g
ilΓjlku
k
x
)
ωj, i = 1, . . . , n. (1.5)
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The motivation for this work comes from the study of integrable hierarchies related
to F -manifold with compatible flat and bi-flat structure [13, 14, 1, 2]. Both these
classes of manifolds are equipped with a flat torsionless connection ∇ that selects a
class of local Poisson tensors P of hydrodynamic type.
We show that the equations of these hierarchies can always be put in the form
(1.5) where the Poisson tensor P belongs to the class defined by the connection ∇, 1
and ω is a suitable 1-form. In the case of Frobenius manifolds, it turns out that the
1-form ω is indeed exact, namely it can be written as ω = δH , where the functional
H is interpreted as the Hamiltonian of the PDEs (1.5). In general however, these
hierarchies do not admit any usual local Hamiltonian structure, namely the 1-forms
ω are not exact.
The aim of this work is indeed to explore these issues and it is twofold.
First of all it is natural to ask what is the relevance of these local Poisson tensors
for the corresponding integrable hierarchies, when it is well-known that for most of
them there is no corresponding Hamiltonian functional, so they can not be written in
standard Hamiltonian form. We provide an answer introducing a Poisson bracket on
1-forms, that are not necessarily closed (the case in which a Hamiltonian functional
does exist correspond to exact 1-forms).
To do so we build on the work of [10, 16]. Indeed, let us recall that on any
Poisson manifold (M,P ) there is a R-bilinear, skew symmetric operation {·, ·} :
Λ1M × Λ1M → Λ1M , where Λ1M denotes the vector space of 1-forms on M , ex-
tending the usual Poisson bracket between smooth functions. It is defined by
{α, β} := LiePβα− LiePαβ + d〈β, Pα〉. (1.6)
and satisfies
{df, dg} = d{f, g}
{α, fβ} = f{α, β}+ [(Pα)(f)]β.
Here we consider an infinite-dimensional analogue of such a bracket. Our Poisson
manifold will be the space L(M) = {S1 → Rn} of C∞ maps from the circle to Rn
endowed with a local Poisson bivector P of hydrodynamic type.
The Poisson bracket we are going to introduce on 1-forms has the following ex-
pression. Let α =
∫
dx ∧ αiδu
i and β =
∫
dx ∧ βjδu
j be two 1-forms. Then {α, β} is
a 1-form {α, β} =
∫
dx ∧ {α, β}iδu
i, where
{α, β}i = ∂
s
x
(
gkl∂xβl + Γ
kl
mu
m
x βl
) ∂αi
∂uk(s)
− ∂sx
(
gkl∂xαl + Γ
kl
mu
m
x αl
) ∂βi
∂uk(s)
+ (αk∂xβl − βk∂xαl) Γ
lk
i − αkβl
[
ΓkisΓ
sl
m − Γ
l
isΓ
sk
m
]
umx ,
(1.7)
1By this we mean that P is a Poisson structure of Dubrovin-Novikov type associated to a metric
g compatible with ∇.
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where gkl is the flat (contravariant)-metric in the chosen coordinates and Γlkm are the
corresponding Christoffel symbols.
Although it is not unexpected, one result about this bracket is that it satisfies
Jacobi identity. Moreover, this bracket equips the vector space of 1-forms with a Lie
algebra structure and the Poisson tensor P gives rise to an anti-homomorphism of
Lie algebras from the Lie algebra of 1-forms equipped with this bracket and the Lie
algebra of evolutionary vector fields equipped with the Lie bracket.
Given an F -manifold with compatible flat connection (M,∇, ◦), the second issue
we are addressing is the role played by the existence of a metric g invariant with
respect to the product ◦ (namely g(X ◦ Y, Z) = g(X, Y ◦Z)) and compatible with ∇
(∇g = 0) with respect to the nature of the 1-forms we are considering.
We prove that the invariance of the metric with respect to ◦ is responsible for the
exactness of the 1-forms, namely for the existence of a true Hamiltonian functional.
However, in the general case of an F -manifold with compatible flat connection
(M,∇, ◦) where such a metric does not exist, (see for instance [2] where we provided
plenty of examples in which any metric compatible with the connection ∇ is not
invariant with respect to the product ◦), it turns out that the 1-forms on which the
Poisson tensor acts are not exact.
In this context we provide also an alternative proof of the commutativity of the
flows in the principal hierarchy. Indeed, in this set-up the commutativity of the flows
is equivalent to the Poisson-involutivity of the corresponding 1-forms with respect to
the Poisson bracket introduced above.
The paper is organized as follows. In Section 2 we introduce 1-forms, evolution-
ary vector fields and operations on them, essentially following [6], to fix notation and
for the sake of being self-contained. In Section 3 we introduce the Poisson bracket on
1-forms and we derive its expression in flat and general coordinates. In Section 4 we
prove the main properties of this bracket.
In Section 5 we recall the concept of F -manifold with compatible flat connec-
tion and we show how the Poisson bracket just introduced fits in the description of
the Hamiltonian structure of the corresponding principal hierarchy. In Section 6 we
continue the exploration of the Hamiltonian structure of the principal hierarchy, in
particular focusing on the role played by the invariance of the metric g with respect
to product ◦.
In Section 7 we work out an example in dimension 3.
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2 Differential forms on the formal loop space
In this section, we are going to recall the construction of differential forms on the
formal loop space L(Rn) := C∞(S1,Rn), together with some important operations,
following essentially [6]. From now on, every time two indices are repeated in a
formula, they are summed over a suitable range, which is usually clear from the
context. This applies also to the indices that denote derivatives; for instance in
α
(t)
i δu
i
(t) sum over i = 1, . . . , n and sum over t = 0, 1, . . . is intended.
Let U ⊂ Rn be an open subset of Rn with coordinates u1, . . . , un. Denote A =
A(U) the space of polynomials in the independent variables ui(s), i = 1, . . . , n, s =
1, 2, . . . , where ui(s) has to be thought as the s-th derivative of u
i with respect to the
angular coordinate x. In the sequel where ui(0) will appear, it will be identified with
ui. An element f ∈ A can be described as
f(x; u; ux, uxx, . . . ) :=
∑
m≥0
fi1s1;...;imsm(x; u)u
i1
(s1)
. . . uim(sm) (2.1)
where the coefficients fi1s1;...;imsm(x; u) are smooth functions on S
1 ×M . These ele-
ments are usually called differential polynomials; observe that they are not required
to be polynomial with respect to (u1, . . . , un) in general. In our case, the coefficients
fi1s1;...;imsm will not depend explicitly on the x-coordinate. We recall the definition of
the total derivative with respect to x acting on f ∈ A:
∂xf =
∂f
∂x
+
∂f
∂ui
uix + · · ·+
∂f
∂ui(s)
ui(s+1) + . . . , (2.2)
and analogously we denote with f(s) the expression ∂
s
xf , s = 1, 2, . . . .
We start defining the 0-forms on L(Rn), namely functions, that will be represented
in terms of functionals.
Consider the space A0,0 := A/R, obtained by identifying two differential polyno-
mials that differ by a constants, and define A0,1 := A0,0 dx. The differential operator
d : A0,0 → A0,1, f 7→ df := (∂xf) dx allows us to consider the quotient vector space
Λ0 := A0,1/Im(d), (2.3)
whose elements can be written as integrals over the circle S1
I¯f [u] :=
∫
S1
f(x; u; ux, uxx, . . . )dx, (2.4)
since if f(x; u; ux, uxx, . . . )dx = (∂xg) dx for some g ∈ A, then the corresponding If is
the zero functional. Also let us remark that due to the definition of A0,0, functionals
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If whose density f is a constant are identified with the zero functional. Since we have
mod out constants in the definition of A0,0 we obtain a short exact sequence
0→ A0,0
d
→ A0,1
pi
→ Λ0 → 0,
where π is the projection map.
In order to define differential forms, we proceed as follows. First we introduce
the Grassmann algebra A•,• over R generated by δu
i
(s), where i = 1, . . . , n, s =
0, 1, . . . , (δui(0) is identified with δu
i) and by dx. This turns out to be bi-graded
A•,• =
⊕
k≥0, l=0,1Ak,l, where a monomial element ak,0 ∈ Ak,0 is of the form aδu
i1
(s1)
∧
· · · ∧ δuik(sk), a ∈ R, while a monomial element ak,1 ∈ Ak,1 is written as aδu
i1
(s1)
∧ · · · ∧
δuik(sk) ∧ dx, a ∈ R. An arbitrary element ak,0 ∈ Ak,0 will be a finite sum of the form
ai1,s1,...,ik,skδu
i1
(s1)
∧ · · ·∧ δuik(sk), where sum over repeated indices is assumed and where
the coefficients ai1,s1,...,ik,sk are constants that are skew-symmetric for all exchanges of
the pairs (ip, sp) with (iq, sq).
For k ≥ 1, l = 0, 1 we define Ak,l := A⊗RAk,l, while A0,l have been defined above.
Notice that in the definition of Ak,l, for k ≥ 1, the ring A appears directly, without
having to take quotient with respect to constants.
Therefore also A•,• is bi-graded, A•,• =
⊕
k≥0, l=0,1Ak,l. Concretely, a homoge-
neous element ω of degree k ≥ 1, ω ∈ Ak,0 can be written as a finite sum
ω =
1
k!
ωi1s1;...;ikskδu
i1
(s1)
∧ · · · ∧ δuik(sk), (2.5)
where sum over all repeated indices is intended and where the coefficients ωi1s1;...;iksk
in A are skew-symmetric for all exchanges of pairs (ip, sp) with (iq, sq). Analogously,
a homogeneous element ω of bi-degree (k, 1) in Ak,1 can be written as a finite sum
ω =
1
k!
ωi1s1;...;ikskδu
i1
(s1)
∧ · · · ∧ δuik(sk) ∧ dx, (2.6)
with the same conventions over repeated indices and skew-symmetry. So far we have
not introduced the exterior differential D for the Grassmann algebra A•,•. We are
going to construct it as a sum of two differentials. First we extend the differential
d : A0,0 → A0,1 to a differential d : Ak,0 → Ak,1 defined as d(ω) := dx ∧ (∂xω), where
the derivation ∂x satisfies the Leibniz rule
∂x(ω1 ∧ ω2) = ∂xω1 ∧ ω2 + ω1 ∧ ∂xω2
and the action of ∂x is given by (2.2) on the coefficients of the differential form and
by ∂xδu
i
(s) = δu
i
(s+1) on the δ-differentials. It is clear that d
2 = 0 since dx ∧ dx = 0.
Similar to what happens forA0,0 andA0,1, for any k ≥ 1 we have short exact sequences
0→ Ak,0
d
→ Ak,1
pi
→ Λk → 0,
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where π is the projection onto the quotient Λk := Ak,1/Im(d). We call the elements
of Λk (local) k-forms on the loop space L(R
n). We represent k-forms as integrals∫
dx ∧ ω, ω ∈ Ak,0,
and if dx ∧ ω = d(α), for some α ∈ Ak,0, then the corresponding k-form in Λk is
identically zero. As an example, notice that since any one-form can be written as∫
dx ∧ ωi,s δu
i
(s) =
∫
dx ∧ ωi,s ∂
s
x(δu
i),
using integration by parts we get∫
dx ∧ (−1)s∂sx(ωi,s)δu
i =
∫
dx ∧ αi δu
i,
where αi := (−1)
s∂sx(ωi,s).
We define now another differential δ : Ak,0 → Ak+1,0. This will be extended to a
differential δ : Λk → Λk+1 that will act as the exterior differential on forms on the loop
space, so it will increase the degree of a form. This is the operator δ : Ak,0 → Ak+1,0
which is defined on monomials and then extended by linearity as follows
δ
(
fδui1(s1) ∧ · · · ∧ δu
ik
(sk)
)
=
∂f
∂uj(t)
δuj(t) ∧ δu
i1
(s1)
∧ · · · ∧ δuik(sk), (2.7)
where again sum over repeated indices is intended. Notice that, as in the usual case,
δ2 = 0 identically, as it can be checked immediately on monomials. The map δ on
Ak,1 is defined by the same formula with the requirement that δdx = 0.
Lemma 2.1 The operators d and δ satisfies δ ◦ d = −d ◦ δ.
Proof: It is easy to check that
∂
∂ui(s)
◦ ∂x = ∂x ◦
∂
∂ui(s)
+
∂
∂ui(s−1)
, s ≥ 1;
∂
∂ui
◦ ∂x = ∂x ◦
∂
∂ui
. (2.8)
If we consider a monomial
ω := fδui1(s1) ∧ · · · ∧ δu
ik
(sk)
∈ Ak,0,
then
dω = (∂xf) dx ∧ δu
i1
(s1)
∧ · · · ∧ δuik(sk) + f dx ∧ δu
i1
(s1+1)
∧ · · · ∧ δuik(sk)
+ · · ·+ f dx ∧ δui1(s1) ∧ · · · ∧ δu
ik
(sk+1)
,
so that
δdω =
∂
∂uj(t)
(∂xf)δu
j
(t) ∧ dx ∧ δu
i1
(s1)
∧ · · · ∧ δuik(sk)
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+
∂f
∂uj(t)
δuj(t) ∧ dx ∧ δu
i1
(s1+1)
∧ · · · ∧ δuik(sk) + . . .
+
∂f
∂uj(t)
δuj(t) ∧ dx ∧ δu
i1
(s1)
∧ · · · ∧ δuik(sk+1).
On the other hand
dδω = ∂x
(
∂f
∂uj(t)
)
dx ∧ δuj(t) ∧ δu
i1
(s1)
∧ · · · ∧ δuik(sk)
+
∂f
∂uj(t)
dx ∧ δuj(t+1) ∧ δu
i1
(s1)
∧ · · · ∧ δuik(sk) +
∂f
∂uj(t)
dx ∧ δuj(t) ∧ δu
i1
(s1+1)
∧ · · · ∧ δuik(sk)
+ · · ·+
∂f
∂uj(t)
dx ∧ δuj(t) ∧ δu
i1
(s1)
∧ · · · ∧ δuik(sk+1).
Using relations (2.8) and dx ∧ δuj(t) = −δu
j
(t) ∧ dx we get the result.
Lemma 2.1 allows to define δ : Λk → Λk+1. Indeed, let α ∈ Λk and let α˜ and α
′
two of its representatives in Ak,1. Since α˜ − α
′ = dβ, for some β ∈ Ak,0, we have
δ(α˜)− δ(α′) = δ ◦ d(β) = −d ◦ δ(β), which shows that δ(α˜), δ(α′) in Ak+1,1 define the
same form in Λk+1, call it δ(α).
The operator δ satisfies δ◦δ = 0 as it is immediate to see. The exterior differential
of the differential Grassmann algebraA•,• is the differential operator D := δ+d, which
indeed satisfies D ◦ D = 0. Moreover, each of the short exact sequences
0→ Ak,0
d
→ Ak,1
pi
→ Λk → 0
is included as a row in a bicomplex, called variational bicomplex, in which both
arrows and columns are exact. The rows are related via the differential δ. For more
information see [3] and [6].
On Λ0 the differential δ acts as follows
δ
∫
f dx =
∫
dx ∧
∂f
∂uj(t)
δuj(t),
(sum over t and j) and due to the fact that δuj(t) = ∂
t
xδu
j, integrating by parts one
obtains
δ
∫
f dx =
∫
dx ∧
(
(−1)t∂tx
∂f
∂uj(t)
)
δuj, (2.9)
(sum over t and j). We will use the notation
δf¯
δui(x)
:= (−1)t∂tx
∂f
∂ui(t)
(2.10)
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(sum over t) for the components of the 1-form, δf¯ = δ
∫
f dx. This is the expression of
variational derivative that appears in formula (1.2) in the Introduction. Sometimes,
with abuse of notation we will denote with δf
δui(x)
the expression (−1)t∂tx
∂f
∂ui
(t)
for a
density f .
Let us also recall the following well-known result: a necessary and sufficient con-
dition for
δf¯
δui(x)
= 0, i = 1, . . . , n.
is the existence of a differential polynomial g = g(x; u; ux; . . . ) such that f = ∂xg.
2.1 The space Λ1 of vector fields on the formal loop space
We denote with Λ1 the space of vector fields on the formal loop space. A vector field
ξ on L(Rn) is a formal infinite sum of the form
ξ = ξ0
∂
∂x
+ ξi,k
∂
∂ui(k)
, ξ0, ξi,k ∈ A, (2.11)
(sum over i = 1, . . . , n, k ≥ 0) where ∂
∂ui
(0)
is ∂
∂ui
. The derivative of a functional
f¯ =
∫
f(x; u; ux, . . . )dx ∈ Λ0 along ξ is given by
ξ f¯ :=
∫ (
ξ0
∂f
∂x
+ ξi,k
∂f
∂ui(k)
)
dx, (2.12)
(sum over i and k), which is again an element in Λ0. The Lie bracket of two vector
fields ξ and η with components as given in (2.11) is a vector field defined by
[ξ, η] = (ξ0η0x − η
0ξ0x + ξ
j,t ∂η
0
∂uj(t)
− ηj,t
∂ξ0
∂uj(t)
)
∂
∂x
+
(
ξ0
∂ηi,s
∂x
− η0
∂ξi,s
∂x
+ ξj,t
∂ηi,s
∂uj(t)
− ηj,t
∂ξi,s
∂uj(t)
)
∂
∂ui(s)
, (2.13)
sum over (i, j = 1, . . . , n) and s, t ≥ 0.
In the sequel we are going to deal with restricted classes of vector fields. First we
have the following
Definition 2.2 ([17], page 291) A vector field
ξ = ξ0
∂
∂x
+ ξi,k
∂
∂ui(k)
is called evolutionary if ξ0 = 0, ξi,k = ∂kx(ξ
i) for ξi ∈ A and the differential functions
ξi do not depend explicitly on x.
9
An evolutionary vector field ξ is parametrized by n functions ξ1, . . . , ξn and can
therefore be written as:
ξ = ∂kx(ξ
i)
∂
∂ui(k)
.
In the case of an evolutionary vector field, the corresponding system of evolutionary
PDEs is described via the system:
uit = ξ
i(u, ux, uxx, . . . ), i = 1, . . . , n, ξ
i ∈ A. (2.14)
2.2 Operations on forms and vector fields
Let ξ be an evolutionary vector field and ω ∈ Ak,0 as in (2.5), k ≥ 1.
Definition 2.3 The contraction of ω ∈ Ak,0 with ξ evolutionary vector field is given
by the natural extension of the usual formula. Assuming the coefficients of the k-form
ω =
1
k!
ωi1s1;...;ikskδu
i1
(s1)
∧ · · · ∧ δuik(sk),
antisymmetric w.r.t permutations of pairs ip, sp ↔ iq, sq, one obtains the following
expression:
iξω =
1
(k − 1)!
∂kx(ξ
j)ωjk;i1s1;...;ik−1sk−1δu
i1
(s1)
∧ · · · ∧ δu
ik−1
(sk−1)
,
An analogous formula holds for ω ∈ Ak,1.
It turns out that for ξ evolutionary iξ ◦ d+ d ◦ iξ = 0 identically, so that contraction
with respect to ξ is a well-defined operation iξ : Λk → Λk−1, see [6].
Consider the functional f¯ [u] :=
∫
S1
f dx ∈ Λ0. Then the 1 form ω := δf¯ is given
by
ω =
∫
dx ∧
∂f
∂ui(t)
δui(t) =
∫
dx ∧ (−1)t∂tx
(
∂f
∂ui(t)
)
δui =
∫
dx ∧
δf
δui(x)
δui ∈ Λ1.
If ξ is an evolutionary vector field, with components ξ1, . . . , ξn, then
iξω =
∫
dx ∂tx(ξ
i)
∂f
∂ui(t)
=
∫
dx ξi(−1)t∂tx
(
∂f
∂ui(t)
)
=
∫
dx ξi
δf
δui(x)
∈ Λ0.
Notice that iξω coincides (as it should be) with the Lie derivative of the functional f¯
with respect to the vector field ξ as given in the general formula (2.12) (use the fact
that ξ is evolutionary and integrate by parts).
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Let us introduce also the Poisson structure as a Poisson bracket on functionals.
Following [6] we represent a Poisson structure in the form
{ui(x), uj(y)} =
∑
s
Aijs (u(x); ux(x), uxx(x), . . . )δ
(s)(x− y), (2.15)
where Aijs satisfies suitable conditions. In particular, in this paper we will focus
on Poisson structures of the form Aij1 = g
ij(u1, . . . , un) and Aij0 = Γ
ij
k u
k
x, A
ij
s = 0
s ≥ 2 and these define a Poisson structure iff gij is a non-degenerate contravariant
flat metric (not necessarily positive definite) and Γijk = −g
ilΓjlk, where Γ
j
lk are the
Christoffel symbols of the Levi-Civita connection associated to the inverse metric gij
(see [4]). From now on this will be assumed.
In the case we are dealing with, the Poisson bracket of two local functionals
f¯ =
∫
f(x; u; ux, . . . )dx and h¯ =
∫
h(x; u; ux, . . . )dx is then given by
{f¯ , h¯} =
∫∫
dxdy
δf¯
δui(x)
{ui(x), uj(y)}
δh¯
δuj(y)
=
∫
dx
δf¯
δui(x)
(
gij(u1, . . . , un)∂x + Γ
ij
k u
k
x
)( δh¯
δuj(x)
)
∈ Λ0. (2.16)
and thus it is again a local functional. From the dynamical point of view, the impor-
tant property of the local Poisson brackets is that the Hamiltonian systems
uit = {u
i(x), H¯} =
(
gij(u1, . . . , un)∂x + Γ
ij
k u
k
x
) δH¯
δuj(x)
(2.17)
with Hamiltonians like
H¯ =
∫
H(u; ux, . . . )dx
are evolutionary PDEs (2.14).
It will be important for the next section to interpret (2.16) in a slightly different
way. Indeed we can view (2.16) as the pairing between the 1-form δf¯ and the vector
field P (δg¯) obtained via the action of the Poisson structure P on the 1-form δh¯. So
we set ∫
dx
δf¯
δui(x)
(
gij(u1, . . . , un)∂x + Γ
ij
k u
k
x
)( δh¯
δuj(x)
)
=< δf¯, P δh¯ >, (2.18)
so that the evolutionary vector field Pδg¯ is given by
Pδh¯ = ∂sx
[(
gij∂x + Γ
ij
k u
k
x
)
(−1)l∂lx
(
∂h
∂uj(l)
)]
∂
∂ui(s)
. (2.19)
When Pδh¯ is paired with δf¯ =
∫
dx ∧ δf¯
δuj(x)
δuj one obtains exactly formula (2.18).
The goal of the next section is to extend the formalism to include a Poisson
brackets on 1-form and to show that certain evolutionary equation can be still written
in the form (2.17), although there is no Hamiltonian functional available.
11
3 Poisson brackets on 1-forms
First we extend formula (2.18) and (2.19) to deal with 1-forms that are not closed.
Consider a 1-forms α given by
α =
∫
S1
dx ∧ α
(t)
i δu
i
(t).
Using integration by parts, we can always reduce it to standard form or reduced form,
in the sense that only the differential δui are involved. Indeed, one gets
α =
∫
S1
dx ∧ αiδu
i,
where
αi = (−1)
t∂tx
∂
∂ui(t)
α
(t)
i .
We will often write a 1-form α also skipping the integral sign, directly as α = αiδu
i,
but thinking that operations like integration by parts do not change α. Moreover,
when performing computation with the bracket we are going to define, we will always
consider 1-forms in standard form; this requirement is motivated especially by the
way in which the Poisson structure acts on exact 1-forms, namely on differentials of
functionals.
The evolutionary vector field Pβ is given by
Pβ = ∂sx
[(
gij∂x + Γ
ij
k u
k
x
)
βj
] ∂
∂ui(s)
, (3.1)
and it is parametrized by the n functions
(Pβ)i :=
(
gij∂x + Γ
ij
k u
k
x
)
βj , (3.2)
which can be viewed as its components. Then the extension of (2.18) to general
1-forms is given by
< α, Pβ >= iPβα =
∫
αi
(
gij∂x + Γ
ij
k u
k
x
)
βj dx ∈ Λ0. (3.3)
Before defining the Poisson bracket, we need to introduce the Lie derivative of a 1-
form α along a vector field X . Suppose α = α
(t)
i δu
i
(t) and X = X
k,s ∂
∂uk
(s)
. Any element
of the loop space u ∈ C∞(S1,M), can be seen as a section σu : S
1 → S1 ×M of the
trivial bundle π : S1 ×M → S1. We can think of ui(t), for i = 1, . . . , n, t = 0, 1, . . .
as coordinates on the infinite jet, describing the infinite prolongation of the section
σu. In this framework, we can thus define the Lie derivative via the usual formula in
coordinates as
LieXα = (LieXα)
(t)
i δu
i
(t) =
(
Xk,s
∂
∂uk(s)
α
(t)
i + α
(s)
k
∂
∂ui(t)
Xk,s
)
δui(t). (3.4)
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In formula (3.4) we should have written the expression for the Lie derivative more
correctly as
LieXα =
∫
dx ∧ (LieXα)
(t)
i δu
i
(t).
In the sequel, whenever the integral sign is omitted, it is intended the the components
of a form, including δui(t), are defined up to a total derivative.
We specialize formula (3.4) to the case in which X = Pβ, assuming that 1-form
β is written in standard form, P is written in flat coordinates and considering also α
in standard form. In this case we have the following expression:
Definition 3.1 The Lie derivative of α with respect to Pβ written in flat coordinates,
where α and β are in standard form, is given by
LiePβα = ∂
s
x
(
ηkl∂xβl
) ∂
∂uk(s)
αiδu
i + αk
∂
∂ui(s)
(
ηkl∂xβl
)
δui(s)
=
{
∂sx
(
ηkl∂xβl
) ∂
∂uk(s)
αi + (−1)
t∂sx
[
αk
∂
∂ui(s)
(
ηkl∂xβl
)]}
δui.
(3.5)
The Lie derivative thus defined satisfies Cartan’s formula:
Proposition 3.2 If the Lie derivative is defined as in (3.5), then
LiePβα = iPβδα+ δiPβα = iPβδα + δ < α, Pβ >, (3.6)
where < α, Pβ > denotes the pairing of the 1-form α with the vector field Pβ.
Proof: The last equality in (3.6) is obvious because by definition iPβα =<
α, Pβ >. We prove (3.6) in flat coordinates and assuming α and β are in standard
form. We have
δiPβα = δ
∫
dx (αkη
kl∂xβl) =
∫
dx ∧
∂
∂ui(s)
(
αkη
kl∂xβl
)
δui(s)
=
∫
dx ∧ (−1)s∂sx
{
∂
∂ui(s)
(
αkη
kl∂xβl
)}
δui
=
∫
dx ∧ (−1)s∂sx
{(
ηkl∂xβl
) ∂αk
∂ui(s)
}
δui+
∫
dx ∧ (−1)s∂sx
{
αk
∂
∂ui(s)
(ηkl∂xβl)
}
δui.
(3.7)
On the other hand, using δα =
∫
dx ∧ ∂αi
∂um
(t)
δum(t) ∧ δu
i, we have
iPβδα =
∫
dx ∧ ∂sx
(
ηkl∂xβl
) ∂αi
∂um(t)
δuiδmk δ
s
t −
∫
dx ∧ ∂sx
(
ηkl∂xβl
) ∂αi
∂um(t)
δum(t)δ
i
kδ
s
0,
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where δmk and so on are Kronecker’s delta. In the last expression, considering the
second term on the right hand side, setting s = 0 and i = k, renaming t to s and m
to i and integrating by parts we obtain
iPβδα =
∫
dx∧∂sx
(
ηkl∂xβl
) ∂αi
∂uk(s)
δui−
∫
dx∧ (−1)s∂sx
{(
ηkl∂xβl
) ∂αk
∂ui(s)
}
δui. (3.8)
Summing the expression of δiPβα given in (3.7) with the expression of iPβδα in (3.8)
we obtain immediately the second line of (3.5). The claim is proved.
Following [16] and [10], we introduce the following bracket between two 1-forms
α and β.
Definition 3.3 The Poisson bracket between two 1-forms α and β is defined as
{α, β} := LiePβα− LiePαβ + δ < β, Pα > . (3.9)
In the next Section we will prove the following properties of (3.9):
1. If α and β are exact 1-forms, α = δf¯ , β = δg¯, where f¯ , g¯ are local functionals,
then {α, β} = {δf¯ , δg¯} = δ{f¯ , g¯}, where {f¯ , g¯} is the usual Poisson bracket
among local functionals;
2. {·, ·} equips the space of 1-forms Λ1 with a Lie algebra structure;
3. the Poisson structure induces an (anti)-homomorphism of Lie algebras between
(Λ1, {·, ·}) and the space of evolutionary vector fields equipped with the Lie
bracket given by the Lie commutator.
Let us remark that the bracket defined in (3.9) does not in general fulfill Leibniz
rule, as it is typical of Poisson structures on evolutionary PDEs. Despite this fact,
we keep calling it Poisson bracket on 1-forms, as it is customary to do in the infinite
dimensional set-up.
First we derive a coordinate expression for the bracket {α, β} both in flat coordi-
nates and in general coordinates.
Proposition 3.4 Let α =
∫
dx∧αiδu
i and β =
∫
dx∧βjδu
j be two reduced 1-forms.
Then in flat coordinates {α, β} is a reduced 1-form {α, β} =
∫
dx∧{α, β}jδu
j, where
{α, β}j = η
kl
[(
∂s+1x βl
) ∂αj
∂uk(s)
−
(
∂s+1x αl
) ∂βj
∂uk(s)
]
. (3.10)
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Proof: In the proof we remove the integral sign, just to simplify notation, with
the understanding that total derivatives with respect to x can be safely eliminated.
Using formula (3.9) and the expressions for the Lie derivatives one gets
{α, β} = ∂sx
(
ηkl∂xβl
) ∂αi
∂uk(s)
δui + αk
∂
∂ui(s)
(
ηkl∂xβl
)
δui(s)
−∂sx
(
ηkl∂xαl
) ∂βi
∂uk(s)
δui − βk
∂
∂ui(s)
(
ηkl∂xαl
)
δui(s)
+
∂βl
∂ui(s)
ηlm∂xαmδu
i
(s) + βlη
lm ∂
∂ui(s)
∂xαmδu
i
(s).
Therefore we have
{α, β} = ηkl
[(
∂s+1x βl
) ∂αi
∂uk(s)
−
(
∂s+1x αl
) ∂βi
∂uk(s)
]
δui + residual terms.
We show that the residual terms constitutes a total derivative with respect to x and
this proves (3.10). Indeed the non-trivial residual terms are given by
αk
∂
∂ui(s)
(
ηkl∂xβl
)
δui(s) +
∂βl
∂ui(s)
ηlm∂xαmδu
i
(s),
since the other two cancel out after relabeling indices. Using ∂
∂ui
(s)
◦ ∂x = ∂x ◦
∂
∂ui
(s)
+
∂
∂ui
(s−1)
and renaming indices these can be rewritten as
αkη
kl∂x
(
∂βl
∂ui(s)
)
δui(s)+αkη
kl ∂βl
∂ui(s)
δui(s+1)+(∂xαl)η
kl ∂βl
∂ui(s)
δui(s) = ∂x
{
αkη
kl ∂βl
∂ui(s)
δui(s)
}
.
The expression of the bracket in general coordinates is given in the following:
Proposition 3.5 Let α =
∫
dx∧αiδu
i and β =
∫
dx∧βjδu
j be two reduced 1-forms.
Then in arbitrary coordinates {α, β} is a reduced 1-form {α, β} =
∫
dx ∧ {α, β}iδu
i,
where
{α, β}i = ∂
s
x
(
gkl∂xβl + Γ
kl
mu
m
x βl
) ∂αi
∂uk(s)
− ∂sx
(
gkl∂xαl + Γ
kl
mu
m
x αl
) ∂βi
∂uk(s)
+ (αk∂xβl − βk∂xαl) Γ
lk
i − αkβl
[
ΓkisΓ
sl
m − Γ
l
isΓ
sk
m
]
umx ,
(3.11)
where gkl is the flat (contravariant)-metric in the chosen coordinates and Γlkm are the
corresponding Christoffel symbols. Moreover, if αi and βi are functions depending
only on the coordinates u1, . . . , un, but not on their derivatives, then
{α, β}i =
(
∇mβlg
kl∇kαi −∇mαlg
kl∇kβi
)
umx , (3.12)
where ∇m indicates covariant derivative with respect to the vector field
∂
∂um
.
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Proof: To derive the general formula (3.11) we use again (3.9), where P is ex-
pressed this time in general coordinates. Expanding all the terms in (3.9), and skip-
ping the integral sign to simplify notation we find
{α, β} = ∂sx
(
gkl∂xβl + Γ
kl
mu
m
x βl
) ∂αi
∂uk(s)
δui + αk
∂
∂ui(t)
(
gkl∂xβl + Γ
kl
n u
n
xβl
)
δui(t)
−∂sx
(
gkl∂xαl + Γ
kl
mu
m
x αl
) ∂βi
∂uk(s)
δui − βk
∂
∂ui(t)
(
gkl∂xαl + Γ
kl
n u
n
xαl
)
δui(t)
+
∂βl
∂ui(t)
(
glm∂xαm + Γ
lm
n u
n
xαm
)
δui(t) + βl
∂
∂ui(t)
(
glm∂xαm + Γ
lm
n u
n
xαm
)
δui(t).
From this expression we obtain immediately
{α, β} =
{
∂sx
(
gkl∂xβl + Γ
kl
mu
m
x βl
) ∂αi
∂uk(s)
− ∂sx
(
gkl∂xαl + Γ
kl
mu
m
x αl
) ∂βi
∂uk(s)
}
δui
+αk
∂
∂ui(t)
(
gkl∂xβl + Γ
kl
n u
n
xβl
)
δui(t) +
∂βl
∂ui(t)
(
glm∂xαm + Γ
lm
n u
n
xαm
)
δui(t)
+βl
∂
∂ui(t)
(
glm∂xαm + Γ
lm
n u
n
xαm
)
δui(t) − βk
∂
∂ui(t)
(
gkl∂xαl + Γ
kl
n u
n
xαl
)
δui(t),
from which we recognize that the first two terms in (3.11) in the first line, while the
third line vanishses, relabeling indices. It remains to prove that the two terms in the
second line in the previous expression are equal (up to total derivatives with respect
to x) to the last line in (3.11). In the expression
αk
∂
∂ui(t)
(
gkl∂xβl + Γ
kl
n u
n
xβl
)
δui(t),
we split the sum over t into three terms corresponding to t = 0, t = 1 and t ≥ 2 and
then we use the identity ∂
∂ui
(t)
◦∂x = ∂x◦
∂
∂ui
(t)
+ ∂
∂ui
(t−1)
for t ≥ 1 and ∂
∂ui
(0)
◦∂x = ∂x◦
∂
∂ui
(0)
.
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In this way we obtain
αk
∂
∂ui(t)
(
gkl∂xβl + Γ
kl
n u
n
xβl
)
δui(t) +
∂βl
∂ui(t)
(
glm∂xαm + Γ
lm
n u
n
xαm
)
δui(t) =
αk
(
∂gkl
∂ui
∂xβl
)
δui + αk
(
gkl∂x
∂βl
∂ui
)
δui︸ ︷︷ ︸
(1)
+αk
(
∂Γkln
∂ui
unxβl
)
δui + αk
(
Γkln u
n
x
∂βl
∂ui
)
δui︸ ︷︷ ︸
(5)
+αk
(
gkl
(
∂x
∂βl
∂ui(1)
+
∂βl
∂ui
))
δui(1)︸ ︷︷ ︸
(2)
+αkΓ
kl
i βlδu
i
(1) + αk
(
Γkln u
n
x
∂βl
∂ui(1)
)
δui(1)︸ ︷︷ ︸
(6)
+αk
(
gkl
(
∂x
∂βl
∂ui(t)
+
∂βl
∂ui(t−1)
))
δui(t)︸ ︷︷ ︸
(3) for t≥2
+αk
(
Γkln u
n
x
∂βl
∂ui(t)
)
δui(t)︸ ︷︷ ︸
(7) for t≥2
+
∂βl
∂ui(t)
(
glm∂xαm
)
δui(t)︸ ︷︷ ︸
(4) for t≥0
+
∂βl
∂ui(t)
(
Γlmn u
n
xαm
)
δui(t)︸ ︷︷ ︸
(8) for t≥0
.
(3.13)
Summing the terms labeled (1), (2), (3), (4) in (3.13) we get immediately, after suitable
relabeling of some indices,
(1) + (2) + (3) + (4) = gkl∂x
(
∂βl
∂ui(t)
αkδu
i
(t)
)
sum over t ≥ 0.
On the other hand, summing all the terms labeled (5), (6), (7), (8) in (3.13) and rela-
beling m to k in term (8) we obtain
(5) + (6) + (7) + (8) = αk
∂βl
∂ui(t)
(
Γkln + Γ
lk
n
)
unxδu
i
(t) sum over t ≥ 0.
Now it is well-known that (Γkln +Γ
lk
n ) =
∂
∂un
gkl, so that
(
Γkln + Γ
lk
n
)
unx = ∂xg
kl. There-
fore, the sum of all labeled terms in (3.13) is equal to
∂x
(
gkl
∂βl
∂ui(t)
αkδu
i
(t)
)
,
and therefore it can be safely discarded.
Now it remains to deal with
αk
(
∂gkl
∂ui
∂xβl
)
δui + αk
(
∂Γkln
∂ui
unxβl
)
δui + αkΓ
kl
i βlδu
i
(1). (3.14)
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First we express ∂Γ
kl
n
∂ui
unx as a total derivative with respect to x, exchanging the indices i
and n in ∂Γ
kl
n
∂ui
, using the zero curvature condition. Indeed, the zero curvature condition
reads:
gis
(
∂sΓ
jk
l − ∂lΓ
jk
s
)
− Γijs Γ
sk
l + Γ
ik
s Γ
sj
l = 0, (3.15)
where ∂s :=
∂
∂us
. From (3.15), lowering and renaming indices and multiplying by unx
we obtain the identity
∂iΓ
kl
n u
n
x = ∂nΓ
kl
i u
n
x + gmiΓ
mk
s Γ
sl
nu
n
x − gmiΓ
ml
s Γ
sk
n u
n
x. (3.16)
Substituting (3.16) in (3.14) and using ∂nΓ
kl
i u
n
x = ∂xΓ
kl
i , we obtain
αk
(
∂gkl
∂ui
∂xβl
)
δui+αkβl(∂xΓ
kl
i )δu
i+gmiαkβl
[
Γmks Γ
sl
n − Γ
ml
s Γ
sk
n
]
unxδu
i+αkβlΓ
kl
i δu
i
(1).
(3.17)
Recalling that gmiΓ
mk
s = −Γ
k
is we see that
gmiαkβl
[
Γmks Γ
sl
n − Γ
ml
s Γ
sk
n
]
unxδu
i = −αkβl
[
ΓkisΓ
sl
m − Γ
l
isΓ
sk
m
]
umx δu
i,
which appears as the last term in (3.11). Integrating by parts αkβlΓ
kl
i δu
i
(1) and using
∂ig
kl = Γkli + Γ
lk
i , the remaining terms in (3.17) become (up to total derivatives)[
αkΓ
kl
i ∂xβl + αkΓ
lk
i ∂xβl − ∂x(αkβl)Γ
kl
i
]
δui,
which after renaming indices is equal to
(αk∂xβl − βk∂xαl)Γ
lk
i δu
i.
This is the third term in (3.11). This concludes the proof of (3.11).
Finally to prove (3.12) we use (3.11) specializing it to the case in which αi and βi
depend only on the coordinates u1, . . . , un. In this case then (3.11) gives
{α, β}i =
(
gkl∂mβl + Γ
kl
mβl
)
umx
∂αi
∂uk
−
(
gkl∂mαl + Γ
kl
mαl
)
umx
∂βi
∂uk
+Γlki (αk∂mβl − βk∂mαl) u
m
x − αnβk
[
gslΓ
lk
i Γ
sn
m
]
umx + αkβn
[
gslΓ
lk
i Γ
sn
m
]
umx
= gkl (∇mβl) u
m
x
∂αi
∂uk
− gkl (∇mαl)u
m
x
∂βi
∂uk
+Γlki αku
m
x
[
∂βl
∂um
− Γnlmβn
]
− Γlki βku
m
x
[
∂αl
∂um
− Γnlmαn
]
= (∇mβl)u
m
x
[
gkl
∂αi
∂uk
+ Γlki αk
]
− (∇mαl)u
m
x
[
gkl
∂βi
∂uk
+ Γlki βk
]
=
{
(∇mβl)g
kl(∇kαi)− (∇mαl)g
kl(∇kβi)
}
umx .
Formula (3.12) is proved.
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4 Properties of the bracket
In this Section we show that the bracket previously defined enjoys the same properties
of the Poisson bracket on functionals. Let α := αiδu
i and β := βjδu
j be two 1-forms
written in standard form. Then the Poisson bracket between α and β is again a
1-form which is written in flat coordinates and in standard form as follows
{α, β} :=
(
ηkl(∂s+1x βl)
∂αi
∂uk(s)
− ηkl(∂s+1x αl)
∂βi
∂uk(s)
)
δui, (4.1)
First we show that when the bracket on forms is evaluated on exact 1-forms, then it
is equal to the differential of the standard Poisson bracket between the corresponding
functionals. Indeed we have the following:
Proposition 4.1 If α and β are exact 1-forms, α = δf¯ , β = δg¯, where f¯ , g¯ are
local functionals, then {α, β} = {δf¯ , δg¯} = δ{f¯ , g¯}, where {f¯ , g¯} is the usual Poisson
bracket among local functionals, while {α, β} is the bracket on 1-forms defined in the
previous Section.
Proof: By (3.9), using the fact that Lie derivative satisfies Cartan’s identity (3.6),
we obtain
{α, β} = iPβδα+ δiPβα− iPαδβ − δiPαβ + δiPαβ.
Therefore, since δ ◦ δ = 0, if α and β are exact we have
{α, β} = δiPβα = δ < α, Pβ > .
In particular, if α = δf¯ , β = δg¯, we obtain
{δf¯ , δg¯} = δ < δf¯ , P δg¯ > .
It is immediate to check that < δf¯, P δg¯ >= {f¯ , g¯}, thus the Proposition is proved.
Proposition 4.2 The bracket defined in (4.1) satisfies Jacobi identity.
Proof: We compute the i-th component of J(α, β, γ) := {α, {β, γ}}+{β, {γ, α}}+
{γ, {α, β}}. We have
J(α, β, γ)i = η
kl
(
∂s+1x {β, γ}l
) ∂αi
∂uk(s)
− ηkl
(
∂s+1x αl
) ∂{β, γ}i
∂uk(s)
+ηkl
(
∂s+1x {γ, α}l
) ∂βi
∂uk(s)
− ηkl
(
∂s+1x βl
) ∂{γ, α}i
∂uk(s)
+ηkl
(
∂s+1x {α, β}l
) ∂γi
∂uk(s)
− ηkl
(
∂s+1x γl
) ∂{α, β}i
∂uk(s)
.
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Substituting the Poisson brackets appearing in the previous expression with their
formulas in flat coordinates and further expanding J(α, β, γ)i we obtain
J(α, β, γ)i = η
klηpq
{
∂s+1x
[(
∂t+1x γq
) ∂βl
∂up(t)
−
(
∂t+1x βq
) ∂γl
∂up(t)
]
∂αi
∂uk(s)
−
(
∂s+1x αl
) ∂
∂uk(s)
(
∂t+1x γq
) ∂βi
∂up(t)
−
(
∂s+1x αl
) (
∂t+1x γq
) ∂2βi
∂uk(s)∂u
p
(t)
+(∂s+1x αl)
∂
∂uk(s)
(
∂t+1x βq
) ∂γi
∂up(t)
+
(
∂s+1x αl
) (
∂t+1x βq
) ∂2γi
∂up(t)∂u
k
(s)
+∂s+1x
[(
∂t+1x αq
) ∂γl
∂up(t)
−
(
∂t+1x γq
) ∂αl
∂up(t)
]
∂βi
∂uk(s)
−
(
∂s+1x βl
) ∂
∂uk(s)
(
∂t+1x αq
) ∂γi
∂up(t)
−
(
∂s+1x βl
) (
∂t+1x αq
) ∂2γi
∂uk(s)∂u
p
(t)
+(∂s+1x βl)
∂
∂uk(s)
(
∂t+1x γq
) ∂αi
∂up(t)
+
(
∂s+1x βl
) (
∂t+1x γq
) ∂2αi
∂up(t)∂u
k
(s)
+∂s+1x
[(
∂t+1x βq
) ∂αl
∂up(t)
−
(
∂t+1x αq
) ∂βl
∂up(t)
]
∂γi
∂uk(s)
−
(
∂s+1x γl
) ∂
∂uk(s)
(
∂t+1x βq
) ∂αi
∂up(t)
−
(
∂s+1x γl
) (
∂t+1x βq
) ∂2αi
∂uk(s)∂u
p
(t)
+(∂s+1x γl)
∂
∂uk(s)
(
∂t+1x αq
) ∂βi
∂up(t)
+
(
∂s+1x γl
) (
∂t+1x αq
) ∂2βi
∂up(t)∂u
k
(s)
}
.
Let us focus our attention on the terms involving second derivatives of αi. We have
ηklηpq
{(
∂s+1x βl
) (
∂t+1x γq
)
−
(
∂s+1x γl
) (
∂t+1x βq
)} ∂2αi
∂uk(s)∂u
p
(t)
, (4.2)
which can be written as ηklηpqTikplq, where
Tikplq :=
{(
∂s+1x βl
) (
∂t+1x γq
)
−
(
∂s+1x γl
) (
∂t+1x βq
)} ∂2αi
∂uk(s)∂u
p
(t)
.
Now observe that Tipklq = Tikplq = −Tipkql, so T is symmetric under exchange of p
and k and anti-symmetric under exchange of q and l. Therefore
ηklηpqTipklq = −η
klηpqTipkql = −η
klηpqTikpql = −η
pqηklTipklq,
where in the last equality we have renamed the summed indices. Therefore, the
expression (4.2) is zero. Analogously for the terms one obtains collecting the second
derivatives in βi and γi.
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It remains to deal with term containing the first derivatives in αi (a completely
analogous computation will show that also the term containing first derivatives of βi
and γi will indeed vanish and it will be skipped). The term we are interested in is
given by:
ηklηpq
{
∂s+1x
[(
∂t+1x γq
) ∂βl
∂up(t)
−
(
∂t+1x βq
) ∂γl
∂up(t)
]
∂αi
∂uk(s)
+(∂s+1x βl)
∂
∂uk(s)
(
∂t+1x γq
) ∂αi
∂up(t)
−
(
∂s+1x γl
) ∂
∂uk(s)
(
∂t+1x βq
) ∂αi
∂up(t)
}
.
(4.3)
In the last two terms, we rename summed indices in order to get
ηklηpq
∂αi
∂uk(s)
{
∂s+1x
[(
∂t+1x γq
) ∂βl
∂up(t)
−
(
∂t+1x βq
) ∂γl
∂up(t)
]
+(∂t+1x βq)
∂
∂up(t)
(
∂s+1x γl
)
−
(
∂t+1x γq
) ∂
∂up(t)
(
∂s+1x βl
)}
.
(4.4)
It is immediate to see that (4.4) vanishes identically if
∂s+1x
[(
∂t+1x γq
) ∂βl
∂up(t)
]
=
(
∂t+1x γq
) ∂
∂up(t)
(
∂s+1x βl
)
,
∂s+1x
[(
∂t+1x βq
) ∂γl
∂up(t)
]
=
(
∂t+1x βq
) ∂
∂up(t)
(
∂s+1x γl
)
.
(4.5)
Obviously, it is sufficient to prove the first of (4.5). We expand the left hand side of
the first of (4.5) using the binomial formula as
∑
s≥0, t≥0
s+1∑
l=0
(
s+ 1
l
)(
∂t+1+lx γq
)
∂s+1−lx
(
∂βl
∂up(t)
)
=
∑
s≥0
s+1∑
l=0
(
s+ 1
l
)∑
t≥0
(
∂t+1+lx γq
)
∂s+1−lx
(
∂βl
∂up(t)
)
.
(4.6)
To facilitate the comparison with other terms, we split the second line in (4.6) as
follows:
∑
s≥0
s∑
l=0
(
s+ 1
l
)∑
t≥0
(
∂t+1+lx γq
)
∂s+1−lx
(
∂βl
∂up(t)
)
+
∑
s≥0
∑
t≥0
(
∂t+1+s+1x γq
)( ∂βl
∂up(t)
)
.
(4.7)
21
Now we rewrite (4.7) splitting its first term, separating the sum in t, in the following
way:
∑
s≥0
s∑
l=0
(
s+ 1
l
) ∑
t≥s+1−l
(
∂t+1+lx γq
)
∂s+1−lx
(
∂βl
∂up(t)
)
+
∑
s≥0
s∑
l=0
(
s+ 1
l
) ∑
0≤t<s+1−l
(
∂t+1+lx γq
)
∂s+1−lx
(
∂βl
∂up(t)
)
+
∑
s≥0
∑
t≥0
(
∂t+1+s+1x γq
)( ∂βl
∂up(t)
)
.
(4.8)
Putting together the first and the last line in (4.8) and rewriting the second line we
get that the left hand side of the first of (4.5) is given by:
∑
s≥0
s+1∑
l=0
(
s+ 1
l
) ∑
t≥s+1−l
(
∂t+1+lx γq
)
∂s+1−lx
(
∂βl
∂up(t)
)
+
∑
s≥0
s∑
l=0
(
s+ 1
l
) ∑
0≤t<s+1−l
(
∂t+1+lx γq
)
∂s+1−lx
(
∂βl
∂up(t)
)
.
(4.9)
We recall the following identity which can be easily proved by induction
∂
∂up(t)
◦ ∂nx =
n∑
l=max{0,n−t}
(
n
l
)
∂lx ◦
∂
∂up(t−n+l)
. (4.10)
To expand the right hand side of the first of (4.5) we use (4.10) and get
(
∂t+1x γq
) ∂
∂up(t)
(
∂s+1x βl
)
=
∑
s≥0, t≥0
s+1∑
l=max{0,s+1−t}
(
s+ 1
l
)(
∂t+1x γq
)
∂lx
(
∂βl
∂up(t−s−1+l)
)
.
(4.11)
We split (4.11) into two pieces, according if t ≥ s+ 1 or t ≤ s. We obtain
(
∂t+1x γq
) ∂
∂up(t)
(
∂s+1x βl
)
=
∑
s≥0
∑
t≥s+1
s+1∑
l=0
(
s+ 1
l
)(
∂t+1x γq
)
∂lx
(
∂βl
∂up(t−s−1+l)
)
+
∑
s≥0
s∑
t=0
s+1∑
l=s+1−t
(
s+ 1
l
)(
∂t+1x γq
)
∂lx
(
∂βl
∂up(t−s−1+l)
)
.
(4.12)
Defining the new index l′ := s+ 1− l we obtain
(
∂t+1x γq
) ∂
∂up(t)
(
∂s+1x βl
)
=
∑
s≥0
∑
t≥s+1
s+1∑
l′=0
(
s+ 1
l′
)(
∂t+1x γq
)
∂s+1−l
′
x
(
∂βl
∂up(t−l′)
)
+
∑
s≥0
s∑
t=0
t∑
l′=0
(
s+ 1
l′
)(
∂t+1x γq
)
∂s+1−l
′
x
(
∂βl
∂up(t−l′)
)
.
(4.13)
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We can rewrite the first term of the right hand side of (4.13) as
∑
s≥0
∑
t≥s+1
s+1∑
l′=0
(
s+ 1
l′
)(
∂t+1x γq
)
∂s+1−l
′
x
(
∂βl
∂up(t−l′)
)
=
=
∑
s≥0
s+1∑
l′=0
(
s + 1
l′
) ∑
t≥s+1
(
∂t+1x γq
)
∂s+1−l
′
x
(
∂βl
∂up(t−l′)
)
,
and defining t′ = t− l′ we obtain
∑
s≥0
s+1∑
l′=0
(
s+ 1
l′
) ∑
t≥s+1
(
∂t+1x γq
)
∂s+1−l
′
x
(
∂βl
∂up(t−l′)
)
=
=
∑
s≥0
s+1∑
l′=0
(
s+ 1
l′
) ∑
t′≥s+1−l′
(
∂t
′+1+l′
x γq
)
∂s+1−l
′
x
(
∂βl
∂up(t′)
)
,
which we recognize as the first of the terms in (4.9).
Now we rewrite the second term of the right hand side of (4.13) as follows:
∑
s≥0
s∑
t=0
t∑
l′=0
(
s+ 1
l′
)(
∂t+1x γq
)
∂s+1−l
′
x
(
∂βl
∂up(t−l′)
)
=
∑
s≥0
s∑
l′=0
s∑
t≥l′
(
s+ 1
l′
)(
∂t+1x γq
)
∂s+1−l
′
x
(
∂βl
∂up(t−l′)
)
.
Again defining t′ = t− l′ we can rewrite the previous expression as
∑
s≥0
s∑
l′=0
∑
0≤t′<s+1−l′
(
s+ 1
l′
)(
∂t
′+1+l′
x γq
)
∂s+1−l
′
x
(
∂βl
∂up(t′)
)
,
which we recognize as the second of the terms in (4.9). This proves that the first of
(4.5) is indeed an identity.
Therefore the term containing the first derivatives of αi vanishes and similarly for
the terms containing the first derivatives of βi and γi. The Jacobi identity is therefore
proved.
Corollary 4.3 The bracket (4.1) equips the vector space of 1-forms Λ1 with a Lie
algebra structure.
Proof: Clearly {α, β} = −{β, α} and {·, ·} is R-bilinear. By Proposition 4.2 it
also fulfills Jacobi identity.
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Let us recall that the vector space of evolutionary vector fields Λ1ev is naturally
equipped with the Lie product given by the commutator:
[ξ, η]p = ξi(s)
∂
∂ui(s)
ηp − ηi(s)
∂
∂ui(s)
ξp, (4.14)
where ξi(s) := ∂
s
x(ξ
i) and ξi is the i-th component of the evolutionary vector field ξ. It
is known that (Λ1ev, [·, ·]) is a Lie algebra.
Proposition 4.4 The Poisson structure P sending 1-forms to evolutionary vector
fields satisfies the identity
P{α, β} = −[Pα, Pβ]. (4.15)
Therefore P is an (anti)-homomorphism of Lie algebras, P : (Λ1, {·, ·})→ (Λ
1
ev, [·, ·]).
Proof: We prove the claim in flat coordinates. We have:
(P{α, β})i = ηik∂x{α, β}k = η
ikηpl∂x
(
(∂s+1x βl)
∂αk
∂up(s)
− (∂s+1x αl)
∂βk
∂up(s)
)
,
and further expanding
ηikηpl
∑
s≥0
(
(∂s+2x βl)
∂αk
∂up(s)
− (∂s+2x αl)
∂βk
∂up(s)
)
+ηikηpl
∑
s≥0
(
(∂s+1x βl)∂x
∂αk
∂up(s)
− (∂s+1x αl)∂x
∂βk
∂up(s)
)
,
(4.16)
where we have explicitly inserted the summation symbol to make comparison with
the next expression easier. On the other hand
−[Pα, Pβ]i = −
(
(Pα)p(s)
∂
∂up(s)
(Pβ)i − (Pβ)p(s)
∂
∂up(s)
(Pα)i
)
= −
(
∂sx
(
ηpl∂xαl
) ∂
∂up(s)
(
ηik∂xβk
)
− ∂sx
(
ηpl∂xβl
) ∂
∂up(s)
(
ηik∂xαk
))
.
Using (4.10), this last expression is equal to
−ηikηpl
∑
s≥1
(
(∂s+1x αl)
(
∂x
∂βk
∂up(s)
+
∂βk
∂up(s−1)
)
− (∂s+1x βl)
(
∂x
∂αk
∂up(s)
+
∂αk
∂up(s−1)
))
−ηikηpl
(
(∂xαl)∂x
∂βk
∂up(0)
− (∂xβl)∂x
∂αk
∂up(0)
)
,
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which we can rearrange as
−ηikηpl
∑
s≥0
(
(∂s+1x αl)
(
∂x
∂βk
∂up(s)
)
− (∂s+1x βl)
(
∂x
∂αk
∂up(s)
))
−ηikηpl
∑
s≥0
(
(∂s+2x αl)
(
∂βk
∂up(s)
)
− (∂s+2x βl)
(
∂αk
∂up(s)
))
.
(4.17)
Comparing (4.16) and (4.17) we obtain P{α, β} = −[Pα, Pβ].
The following Proposition singles out the vector fields in Λ1ev that are in the image
of P .
Proposition 4.5 Let P : (Λ1, {·, ·})→ (Λ
1
ev, [·, ·]) be the Lie algebra (anti)-homomorphism
given by the Poisson structure. Then the image of P in (Λ1ev, [·, ·]) is a Lie subalgebra
given by the evolutionary vector fields that are tangent to the symplectic leaves of P .
Proof: The fact that the image of P in (Λ1ev, [·, ·]) is a Lie subalgebra is clear.
Moreover, if α ∈ Λ1, α =
∫
dx ∧ αiδu
i, then Pα = ∂sx
(
ηkl∂xαl
)
∂
∂uk
(s)
(in flat coor-
dinates) which is an evolutionary vector field tangent to the symplectic leaves of P .
To see this, it is sufficient to show that (Pα)(fi) = 0, where fi are the Casimirs of
P , since the symplectic leaves are described by {f1 = c1, . . . , fn = cn}, c1, . . . , cn
constants. It is well-known that the Casimirs of P are given by the local functionals
fi =
∫
ui dx (here u1, . . . un are flat coordinates). Now the vector field Pα applied
to the functional fi is computed taking the pairing of Pα with the exact 1-form δfi,
< Pα, δfi >=
∫
dx 1 ηkl∂xαl which is clearly zero being a total derivative. Viceversa,
we have to show that every evolutionary vector field ξ tangent to the symplectic leaves
of P is of the form Pα for some α. Since ξ is evolutionary, ξ = ∂sxξ
j ∂
∂u
j
(s)
, for some
functions ξ1, . . . , ξn. Imposing that ξ is tangent to the symplectic leaves of P , namely
< ξ, δfi >= 0 for i = 1, . . . , n we obtain
∫
dx ξj = 0 for all j = 1, . . . n. Therefore,
each ξj is a total derivative ξj = ∂xζ
j. Since ηkl is invertible, we can write ζj = ηjiαi
for some αi. Therefore we obtain ξ
j = ∂x(η
jiαi) = η
ji∂xαi which proves the claim.
5 F -manifolds and Poisson brackets on 1-forms
Definition 5.1 An F -manifold M with compatible flat connection is a manifold en-
dowed with a commutative associative product ◦ on vector fields and a symmetric flat
connection ∇ satisfying condition
∇lc
i
jk = ∇jc
i
lk,
where cijk is the (1, 2) tensor field representing the product ◦.
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Using commutativity of the algebra, it is easy to check that in flat coordinates we
have
cijk = ∂j∂kC
i.
In the Frobenius case, due to the existence of an invariant metric, one can make an
additional step and obtain C i = ηij∂jF for a suitable function F (the Frobenius po-
tential).
Given an F -manifold with compatible connection one can define the associated princi-
pal hierarchy in the following way. First, using a frame of flat vector fields (X(1,0), . . . , X(n,0)),
one defines the so called primary flows by means of
uit(p,0) = c
i
jkX
k
(p,0)u
j
x, p = 1, . . . , n (5.1)
then, using the recursive relations
∇jX
i
(p,α) = c
i
jkX
k
(p,α−1). (5.2)
one defines the higher flows :
uit(p,α) = c
i
jkX
k
(p,α)u
j
x, p = 1, . . . , n. (5.3)
The principal hierarchy associated to an F -manifold (M, ◦) with compatible flat con-
nection ∇ is the collection of all the flows in (5.1), (5.3).
Notice that the recursive relations (5.2) can be written as
[X(q,0), X(p,α)] = X(p,α−1) ◦X(q,0). (5.4)
The commutativity of the flows of the principal hierarchy can be proved using the
following lemma [13]
Lemma 5.2 The flows
uit = c
i
jkX
k
(1)u
j
x i = 1, . . . , n.
and
uit = c
i
jkX
k
(2)u
j
x i = 1, . . . , n.
associated with different solutions of
cijm∇kX
m = cikm∇jX
m. (5.5)
commute.
Indeed, the vector fields of the principal hierarchy satisfy (5.5). For α = 0, it is
trivial. For α > 0, it follows from the following chain of identities:
cijm∇kX
m
(p,α) = c
i
jmc
m
klX
l
(p,α−1) = c
i
kmc
m
jlX
l
(p,α−1) = c
i
km∇jX
m
(p,α),
where the one in the middle is due to the associativity of ◦.
26
6 Hamiltonian formalism for the principal hierar-
chy
Using (5.2), it is immediate to see that all the flows of the principal hierarchy can be
written as
uit(p,α) = ∇jX
i
(p,α+1)u
j
x.
Let g be any metric compatible with ∇ (∇g = 0), g not necessarily positive definite.
Given the vector fields X(p,α+1) define corresponding forms
(ω(p,α+1))l = gilX
i
(p,α+1).
In this way we can write
uit(p,α) = ∇jX
i
(p,α+1)u
j
x = ∇j
(
gil(ω(p,α+1))l
)
ujx
= gil∂j(ω(p,α+1))lu
j
x − g
imΓljmu
j
x(ω(p,α+1))l =
(
gil∂x + Γ
il
j u
j
x
)
(ω(p,α+1))l.
Notice that the operator in the bracket is the differential operator associated with a
Poisson bracket of hydrodynamic type.
Now two cases are possible:
• The metric g is invariant with respect to the product, namely g(X ◦ Y, Z) =
g(X, Y ◦ Z), or equivalently cijkg
kl = cljkg
ki.
• The metric g is not invariant with respect to the product.
The first case is less interesting since it is well known and well studied. Indeed in this
case the 1-forms ω(p,α+1) are exact and we end up with the usual local Hamiltonian
formalism introduced by Dubrovin and Novikov. To prove this fact we need the
following lemma
Lemma 6.1 If g is invariant then the 1-forms ω(p,α) defining the principal hierarchy
satisfy the following recursive relations
∇j(ω(p,α))i = c
l
ji(ω(p,α−1))l. (6.1)
Proof: The proof follows from the recursive relations for the vector fields. Indeed
we can write
∇jX
i
(p,α) = c
i
jkX
k
(p,α−1)
as
gil∇j(ω(p,α))l = c
i
jkg
kl(ω(p,α−1))l. (6.2)
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Using the invariance of g with respect to ◦ we obtain
gil∇j(ω(p,α))l = c
l
jkg
ki(ω(p,α−1))l.
Multiplying both sides by ghi and taking the sum over the index i we obtain the
result.
Corollary 6.2 If g is invariant with respect to ◦, then ω(p,α) are exact.
Proof: Now using the above lemma, we obtain
(dω(p,α))ij = ∇j(ω(p,α))i −∇i(ω(p,α))j = 0,
due to the commutativity of the product ◦.
On the other hand, if g is not invariant with respect to the product ◦, in general the
1-forms ω are not exact since
(dω(p,α))ij = ∇j(ω(p,α))i −∇i(ω(p,α))j = [gkic
k
jl − gkjc
k
il]g
lm(ω(p,α−1)))m (6.3)
and the quantity in square brackets do not vanishes. Although the 1-forms defining
the principal hierarchy starting from an F -manifold with compatible flat structure
are not in general close, we can use the Poisson bracket on 1-forms introduced in
the previous Sections to reinterpret the commutativity of the flows of the principal
hierarchy as the fact that the corresponding 1-forms are in involution. This is the
meaning of the following:
Theorem 6.3 The 1-forms ω(p,α) defining the principal hierarchy are in involution
with respect to the Poisson bracket (4.1), and the involutivity is a consequence of the
associativity of the product ◦.
Proof. In flat coordinates t1, . . . , tn the bracket (4.1) reads
{α, β} =
∫
S1
ηil
(
∂βl
∂tk
∂αj
∂ti
−
∂αl
∂tk
∂βj
∂ti
)
tkx dx, (6.4)
for 1-forms whose coefficients depend only on the flat coordinates, not on their deriva-
tives. Using the recursive relations (6.2) written in flat coordinates
ηil∂j(ω(p,α))l = c
i
jkη
kl(ω(p,α−1))l. (6.5)
we obtain
{ω(p,α), ω(q,β)}j = ∫
S1
ηil
(
∂(ω(q,β))l
∂tk
∂(ω(p,α))j
∂ti
−
∂(ω(p,α))l
∂tk
∂(ω(q,β))j
∂ti
)
tkx dx =∫
S1
ηjm(ω(q,β−1))l(ω(p,α−1))s
(
ciknη
nlcmihη
hs − ciknη
nscmihη
hl
)
tkx dx =∫
S1
ηjmη
nlηhs(ω(q,β−1))l(ω(p,α−1))s
(
ciknc
m
ih − c
i
khc
m
in
)
tkx dx = 0,
due to the associativity of the product ◦.
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Due to Proposition 4.4, the above theorem provides an alternative proof of the
commutativity of the flows of the principal hierarchy.
Remark 6.4 Notice that if α and β are the differentials of two local functionals
H [u] =
∫
S1
h(u) dx and K[u] =
∫
S1
k(u) dx respectively, then as was proved in Propo-
sition 4.1 one has {δH, δK} = δ{H,K} where {H,K} is the usual Poisson brackets
of hydrodynamic type:
{H,K} =
∫
S1
∂h
∂tl
ηlm∂x
(
∂k
∂um
)
dx.
Therefore if g is invariant the fact the 1-forms defining the principal hierarchy are in
involution follows immediately from the involutivity of the corresponding Hamiltoni-
ans.
7 An example
The triple (Rn,∇, ◦) with ∇ defined by
Γijk = 0 for i 6= j 6= k 6= i
Γijj = −Γ
i
ji for i 6= j
Γiji =
ǫ
ui − uj
for i 6= j
Γiii = −
∑
k 6=i
Γiik = −
∑
k 6=i
ǫ
ui − uk
.
(7.1)
and ◦ defined by cijk = δ
i
jδ
i
k in coordinates (u
1, . . . , un) (canonical coordinates) is an
F -manifold with compatible flat structure [14]. It is strictly related to a dispersionless
integrable hierarchy called the ǫ-system. In the case ǫ = 1 and for n = 3 the flat
coordinates (t1, t2, t3) are given in terms of canonical coordinates (u1, u2, u3) by the
formulas:
t1 = u1 + u2 + u3,
t2 =
1
2(u1 − u2)(u3 − u1)
,
t3 =
1
2(u1 − u2)(u2 − u3)
.
In flat coordinates any constant non degenerate symmetric matrix define a metric
compatible with ∇. For instance we can take the antidiagonal metric
g =

0 0 10 1 0
1 0 0


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(this might not be the most convenient choice). At this point we have to decide if to
work in canonical coordinates or in flat coordinates. In the first case the components of
the metric become much more involved. However the 1-forms definining the hierarchy
can be easily obtained using the results of [14]. This becomes non trivial if we work in
flat coordinates since the 1-forms defining the hierarchy satisfy the system of PDEs
gkmcijk∇lαm = g
kmcilk∇jαm (7.2)
involving the structure constants cijk.
7.1 Working in canonical coordinates
The metric g in canonical coordinates reads:
g11 =
1
4 (u3 − u2) (u1 − u2)
4 (−u3 + u1)
4
{
4u1
2u3
4 − 16u1
3u3
3 + 24u1
4u3
2 − 16u1
5u3+
4u1
6 − 8u1u3
4u2 + 32u1
2u3
3u2 − 48u2u
2
3u1
3 + 32u2u1
4u3 − 8u2u1
5 + 4u2
2u3
4+
−16u1u2
2u3
3 + 24u1
2u3
2u2
2 − 16u2
2u3u1
3 + 4u2
2u1
4 + u3
2u2 + u3
3 − 4u3
2u1
−u3u2
2 − 4u1
2u2 + 4u3u1
2 + 4u1u2
2 − u2
3
}
,
g12 = g21 =
1
4 (u3 − u2)
2 (u1 − u2)
4 (−u3 + u1)
3
{
2u1u
2
2 + u3u2
2 − 4u3u1u2 + 6u1
4u3
2+
−6u1
5u3 − 2u
3
1u
3
3 + u
2
3u2 + 6u
2
1u
3
2u3 − 6u1u
3
2u
2
3 + 18u
2
1u
2
3u
2
2 + 6u
2
1u
3
3u2+
−6u1u
2
2u
3
3 + 2u
3
3u
3
2 + 2u
2
3u1 − 18u
2
2u3u
3
1 + 18u2u
4
1u3 − 18u2u
2
3u
3
1 + 6u
2
2u
4
1+
−6u2u
5
1 − u
3
3 − u
3
2 − 2u
3
1u
3
2 + 2u
6
1
}
,
g13 = g31 =
1
4(u3 − u2)2(u1 − u2)3(−u3 + u1)4
{
−2u1u
2
2 − u3u
2
2 + 2u1u
4
3u2 + 4u3u1u2+
+4u41u
2
3 − 6u
5
1u3 + 4u
3
1u
3
3 − u
2
3u2 + 24u
2
1u
2
3u
2
2 + 12u
2
1u
3
3u2 − 16u1u
2
2u
3
3+
−2u23u1 − 16u
2
2u3u
3
1 + 22u2u
4
1u3 − 28u2u
2
3u
3
1 − 2u
5
3u2 + 4u
2
2u
4
1 − 6u2u
5
1+
u33 + u
3
2 − 6u
2
1u
4
3 + 2u1u
5
3 + 2u
6
1 + 4u
2
2u
4
3
}
,
g22 = −
1
4(u1 − u2)4(u2 − u3)2(−u3 + u1)2
{
−4u23u
3
1 − 4u
4
1u3 + 4u
5
1 + 24u3u
3
1u2 − 16u
4
1u2+
+12u1u
2
2u
2
3 − 36u
2
1u3u
2
2 + 20u
2
2u
3
1 − 8u
3
2u
2
3 + 16u1u
3
2u3 − 8u
2
1u
3
2 + 4u
2
1u
3
3 − 8u1u
3
3u2+
+4u22u
3
3 − u
2
2 + 2u2u3 − u
2
3
}
,
g23 = g32 =
1
4(u3 − u1)3(u1 − u2)3(u2 − u3)
{
2u33u2 + u2 − 6u
2
3u1u2 + 6u
2
1u2u3 − 2u
3
1u2+
−u3 − 6u3u
3
1 − 2u
3
3u1 + 2u
4
1 + 6u
2
3u
2
1
}
,
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g33 =
1
4(u2 − u3)2(u1 − u2)2(−u3 + u1)4
{
4u1u
4
3 − 16u
2
1u
3
3 + 24u
2
3u
3
1 − 16u
4
1u3 + 4u
5
1+
−4u2u
4
3 + 16u1u
3
3u2 − 24u
2
1u
2
3u2 + 16u3u
3
1u2 − 4u
4
1u2 + u
2
2 − 2u2u3 + u
2
3
}
.
The Poisson operator in canonical coordinates is given by the formula
gij∂x + Γ
ij
k u
k
x
where gij are the contravariant components of the euclidean metric in canonical co-
ordinates
g11 =
4
9
u61 −
4
3
u51u3 −
4
3
u2u1
5 +
14
3
u2u
4
1u3 + u
4
1u
2
3 + u2
2u1
4 +
4
9
u31u3
3 − 4u2
2u3u1
3 +
−
16
3
u2u3
2u1
3 + 6u1
2u23u2
2 −
2
3
u21u
4
3 +
4
3
u21u
3
3u2 − 4u1u
2
2u
3
3 +
4
3
u1u
4
3u2 +
1
9
u63 +
−
2
3
u53u2 +
2
9
u33 + u
2
2u
4
3 −
2
9
u2
3 −
2
3
u3
2u2 +
2
3
u3u
2
2,
g12 = g21 = −
2
9
u61 +
1
3
u2u
5
1 + u
5
1u3 −
5
3
u1
4u3
2 −
5
3
u2u
4
1u3 +
10
9
u1
3u3
3 +
10
3
u2u3
2u1
3 +
−
10
3
u1
2u33u2 +
5
3
u1u3
4u2 −
1
3
u1u
2
2 +
2
3
u3u1u2 −
1
3
u3
2u1 −
1
3
u1u
5
3 +
2
9
u3
3 +
−
1
3
u53u2 −
1
3
u3
2u2 +
1
9
u2
3 +
1
9
u3
6,
g13 = g31 = −
2
9
u1
6 + u2u1
5 +
1
3
u51u3 +
2
3
u1
4u3
2 − 3u2u
4
1u3 − u2
2u1
4 + 4u2
2u3u1
3 +
+2u2u3
2u1
3 −
14
9
u1
3u3
3 − 6u1
2u23u2
2 +
2
3
u21u3
4 + 2u1
2u3
3u2 + 4u1 u2
2u3
3 +
−
2
3
u3u1u2 +
1
3
u1u3
5 +
1
3
u23u1 − 3u1u3
4u2 +
1
3
u1u2
2 − u2
2u3
4 −
1
9
u3
3 −
2
9
u3
6 +
u3
5u2 −
2
9
u2
3 +
1
3
u3u2
2,
g22 =
1
9
u1
6 −
2
3
u51u3 +
5
3
u1
4u3
2 −
20
9
u31u3
3 +
5
3
u1
2u3
4 −
2
3
u1u3
5 −
2
3
u3
2u1 −
2
3
u1u2
2 +
+
4
3
u3u1u2 +
2
9
u3
3 +
4
9
u2
3 +
1
9
u3
6 −
2
3
u3u2
2,
g23 = g32 =
1
9
u61 −
1
3
u1
5u3 −
1
3
u2u1
5 +
5
3
u2u1
4u3 −
10
3
u2u3
2u1
3 +
10
9
u1
3u3
3 +
10
3
u1
2u3
3u2 +
−
5
3
u1
2u3
4 + u1u3
5 −
5
3
u1u3
4u2 −
1
9
u3
3 +
1
3
u3
2u2 −
1
3
u3u2
2 −
2
9
u3
6 +
1
9
u2
3 +
1
3
u3
5u2,
31
g33 =
1
9
u1
6 −
2
3
u2u
5
1 + u2
2u1
4 +
4
3
u2u1
4u3 −
2
3
u1
4u3
2 − 4u2
2u3u
3
1 +
4
9
u1
3u3
3 +
4
3
u2u
2
3u1
3 +
+u1
2u3
4 + 6u1
2u23u2
2 −
16
3
u1
2u3
3u2 −
4
3
u1u3
5 +
2
3
u3
2u1 − 4u1u2
2u3
3 +
2
3
u1u2
2 +
4
3
u1u3
4u2 −
4
3
u3u1u2 +
4
9
u3
6 −
4
3
u3
5u2 −
4
9
u3
3 +
2
3
u3
2u2 −
2
9
u2
3 + u2
2u3
4,
and Γijk are the Christoffel symbols (7.1) with ǫ = 1. The 1-forms ω
(p,α) definining the
principal hierarchy can be obtained starting from the the differentials of the Casimirs
of
P ij = gijδ′(x− y)− gilΓjlku
k
xδ(x− y)
and solving the recursive relations
∇kω
(p,α+1)
h = gihc
i
klg
lmω(p,α)m . (7.3)
For instance if we take the counity ω(1,0) = 3dt3:
ω
(1,0)
1 = −
3
2
1
(u1 − u2)2(u2 − u3)
ω
(1,0)
2 = −
3
2
u1 − 2u2 + u3
(u1 − u2)2(u2 − u3)2
ω
(1,0)
3 =
3
2
1
(u1 − u2)(u2 − u3)2
,
it is easy to check that the 1-form ω(1,1) has components:
ω
(1,1)
1 = −
1
4(u1 − u3)3(u1 − u2)3(u2 − u3)
{
4u2u
4
1 + 2u3u
4
1 − 14u2u3u
3
1 − 4u
2
2u
3
1+
−6u23u
3
1 + 12u
2
2u3u
2
1 + 18u2u
2
3u
2
1 + 6u
3
3u
2
1 + 2u1u2 − 12u
2
2u
2
3u1 − 2u3u1+
−2u1u
4
3 − 10u2u
3
3u1 − u
2
2 + u
2
3 + 4u
2
2u
3
3 + 2u2u
4
3
}
,
ω
(1,1)
2 = −
1
4(u1 − u3)2(u1 − u2)3(u2 − u3)2
{
2u51 − 6u2u
4
1 + 2u3u
4
1 + 2u2u3u
3
1 + 2u
2
2u
3
1+
−8u23u
3
1 + 12u2u
2
3u
2
1 + 2u
3
3u
2
1 + 2u
3
2u
2
1 − 6u2u
3
3u1 − 6u
2
2u
2
3u1 − 4u
3
2u3u1+
2u1u
4
3 + 4u
2
2u
3
3 − u
2
2 + 2u2u3 − u
2
3 − 2u2u
4
3 + 2u
3
2u
2
3
}
,
ω
(1,1)
3 =
1
4(u1 − u3)3(u1 − u2)2(u2 − u3)2
{
2u51 − 6u3u
4
1 + 2u2u
4
1 − 4u
2
2u1
3 + 6u23u
3
1+
−6u2u3u
3
1 − 2u
3
3u
2
1 + 12u
2
2u3u
2
1 + 6u2u
2
3u1
2 − 12u22u3
2u1 − 2u2u
3
3u1 − 2u2u3+
u3
2 + u2
2 + 4u22u3
3
}
.
The associated flow is the first primary flow:
∂ui
∂t
=
∂ui
∂x
, i = 1, . . . , 3.
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In the same way we obtain the components of the 1-form ω(1,2):
ω
(1,2)
1 =
1
4(u1 − u3)3(u1 − u2)3(u2 − u3)
{
2u61 − 6u2u
5
1 − 6u3u
5
1 + 14u2u
4
1u3 + 4u
2
2u
4
1+
6u23u
4
1 − 6u2u
3
1u
2
3 − 8u
2
2u3u
3
1 − 2u
3
3u
3
1 − 6u2u
2
1u
3
3 − 2u1u
2
2 + 2u
2
3u1 + 8u
2
2u
3
3u1+
4u2u1u
4
3 − u3
3 + u32 − 4u
2
2u
4
3 − u2u
2
3 + u3u
2
2
}
,
ω
(1,2)
2 = −
1
4(u1 − u3)2(u1 − u2)3(u2 − u3)2
{
4u3u
5
1 − 8u2u
4
1u3 − 4u
2
3u
4
1 − 2u
2
2u
4
1 + 2u
3
2u
3
1+
6u22u3u1
3 + 12u2u
3
1u
2
3 − 4u
3
3u
3
1 + 4u
4
3u
2
1 − 6u
2
2u
2
3u
2
1 − 2u
3
2u3u
2
1 − 4u2u1u
4
3 + 2u
2
2u
3
3u1+
−2u32u
2
3u1 − u
3
2 + u2u
2
3 − u
3
3 + 2u
3
2u
3
3 + u3u
2
2
}
,
ω
(1,2)
3 =
1
2(u1 − u3)3(u1 − u2)2(u2 − u3)2
{
2u51 − 6u3u
4
1 + 2u2u
4
1 − 4u
2
2u
3
1 + 6u
2
3u
3
1 − 6u2u3u
3
1+
−2u33u
2
1 + 12u
2
2u3u
2
1 + 6u2u
2
3u
2
1 − 12u
2
2u
2
3u1 − 2u2u
3
3u1 − 2u2u3 + u
2
3 + u
2
2 + 4u
2
2u
3
3
}
.
and the associated flow
∂u1
∂t
= (u2 + u3)
∂u1
∂x
,
∂u2
∂t
= (u1 + u3)
∂u2
∂x
,
∂u3
∂t
= (u1 + u2)
∂u3
∂x
.
Higher flows can be obtained analogously.
Remark 7.1 As it can be observed from the example above, even if the starting points
of the hierarchy are the differentials of the Casimirs of P , hence exact 1-forms, the
iterative procedure leads immediately to consider non exact 1-forms. Indeed, in the
example ω(1,1) is exact and ω(1,2) is not exact. The reason is that in the first case
(p = 1, α = 1) the r.h.s. of (6.3) vanishes while for different values of p and α,
including p = 1, α = 2 it does not vanish.
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