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Introduction
Due to the increase in available macroeconomic data, dimension reduction methods have become an indispensable tool for accurate forecasting. Following Stock and Watson (2002) , principal component analysis is widely used to construct a small number of factors from a high-dimensional set of * Erasmus University Rotterdam, Tinbergen Institute, boot@ese.eur.nl † Erasmus University Rotterdam, Tinbergen Institute, nibbering@ese.eur.nl We would like to thank Andreas Pick and Richard Paap for helpful discussions. We thank SURFsara for access to the Lisa Compute Cluster.
predictors. For a recent overview of theoretical results and empirical applications, see Stock and Watson (2006) . Instead of combining predictors based on principal component loadings, different combination strategies can be followed. If the underlying factor model is relatively weak, estimation of the factors by principal component analysis is inconsistent as shown by Kapetanios and Marcellino (2010) and one can consider partial least squares as argued by Groen and Kapetanios (2016) .
Both principal component regression and partial least squares construct factors by combining the original predictors using data-dependent weights. An intriguing alternative is offered by fully randomized combination strategies. Here, the projection matrix to the low-dimensional subspace is independent of the data and sampled at random from a prespecified probability distribution. In this paper, we establish theoretical properties of two randomized methods and study their behavior in Monte Carlo simulations and in an extensive application to forecasting monthly macroeconomic data.
The first method we consider is random subset regression, which uses an arbitrary subset of predictors to estimate the model and construct a forecast. The forecasts from many such low-dimensional submodels are then combined in order to lower the mean squared forecast error (MSFE). Previous research by Elliott et al. (2013) focused on the setting where one estimates all possible submodels of fixed dimension. However, when the number of predictors increases, estimating all possible subsets rapidly becomes infeasible. As a practical solution, Elliott et al. (2013) and Elliott et al. (2015) propose to draw subsets at random and average over the obtained forecasts. We show that there are in fact strong theoretical arguments for this approach, and establish tight bounds on the resulting MSFE. Using a concentration inequality by Ahlswede and Winter (2002) , we also show that it is possible to get arbitrarily close to this bound using a finite and relatively small number of random subsets, explaining why Elliott et al. (2013) find a similar performance when not all subsets are used.
Instead of selecting a subset of available predictors, random projection regression forms a low-dimensional subspace by averaging over predictors using random weights drawn from a normal distribution. Interest in this method sparked by the lemma by Johnson and Lindenstrauss (1984) , which states that the geometry of the predictor space is largely preserved under a range of random weighting schemes. This lemma has very recently inspired several applications in the econometric literature on discrete choice models by Chiong and Shum (2016) , forecasting product sales by Schneider and Gupta (2016) , and forecasting using large vector autoregressive models by Koop et al. (2016) based on the framework of Guhaniyogi and Dunson (2015) . Despite the strong relation to the Johnson-Lindenstrauss lemma, Kabán (2014) shows that in a linear regression model, the underlying assumptions of the lemma are overly restrictive to derive bounds on the insample MSFE and that improved bounds can be obtained which eliminate a factor logarithmic in the number of predictors from earlier work by Maillard and Munos (2009) . We show that such improved bounds apply to the out-of-sample MSFE as well.
The derived bounds for the two randomized methods can be used to determine in which settings the methods are expected to work well. For random subset regression, the leading bias term depends on the complete eigenvalue structure of the covariance matrix of the data in relation to the non-zero coefficients, while for random projection it depends only on the average of the eigenvalues multiplied by the average coefficient size. This is shown to imply that in settings where the eigenvalues of the population covariance matrix are roughly equal, the difference between both methods will be small. On the other hand, when the model exhibits a factor structure, the methods deviate. If the regression coefficients associated with the most important factors are non-zero, a typical setting for principal component regression, random projection is preferred as the average of the eigenvalues will be small, driving down the MSFE. If on the other hand the relation between the factor structure and the non-zero coefficients is reversed, random subset regression yields more accurate forecasts.
Of practical importance is our finding, both in theory and practice, that the dimension of the subspace should be chosen relatively large. This in stark contrast to what is common for principal component regression, where one often uses a small number of factors, see for example Stock and Watson (2012) . Instead, in an illustrative example, we find the optimal subspace dimension k * to be of order O( √ ps) with p the number of predictors and s the number of non-zero coefficients. In our empirical setting where p = 130, even if s = 10, the optimal subspace dimension equals k * = 36. The theoretical findings are confirmed in a Monte Carlo simulation, which also compares the performance of the randomized methods to several well-known alternatives: principal component regression, based on Pearson (1901) , partial least squares by Wold (1982) , ridge regression by Hoerl and Kennard (1970) and the lasso by Tibshirani (1996) . We consider a setup where the non-zero coefficients are not related to the eigenvalues of the covariance matrix to study the effect of sparsity and signal strength. In addition, we consider two settings where a small number of non-zero coefficients is either associated with the principal components corresponding to large eigenvalues, or to moderately sized eigenvalues.
Both randomized methods offer superior forecast accuracy over principal component regression, even in some cases when the data generating process is specifically tailored to suit this method. The random subspace methods outperform the lasso unless there is a small number of very large non-zero coefficients. Ridge regression is outperformed for a majority of the settings where the coefficients are not very weak. When the data exhibits a factor structure, but factors associated with intermediate eigenvalues drive the dependent variable, random subset regression is the only method that outperforms the historical mean of the data.
The theoretical and Monte Carlo findings are empirically tested using the FRED-MD dataset introduced by McCracken and Ng (2015) . As the derived theoretical bounds suggest, random subset regression and random projection regression provide similarly accurate forecasts with a clear benefit for random subset regression. This accuracy is shown to be substantially less dependent on the dimension of the reduced subspace than it is in case of principal component regression. In a one-by-one comparison, random subset regression outperforms principal component regression in 88% of the series, partial least squares in 70%, Lasso in 82% and Ridge in 67%. Random projection regression likewise outperforms the benchmarks for a majority of the series and is more accurate than principal component regression in 85% of the series, partial least squares in 56%, Lasso in 82% and Ridge in 57%. Random subset regression is more accurate than random projection regression in 65% of the series, indicating that the factor scenario in the Monte Carlo study where non-zero coefficients are associated with intermediate eigenvalues, is empirically more relevant.
The article is structured as follows. Using results from random matrix theory, Section 2 provides tight bounds on the MSFE under random subset regression and random projection regression. A Monte Carlo study is carried out in Section 3, which highlights the performance of the techniques under different model specifications. Section 4 considers an extensive empirical application using monthly macroeconomic data obtained from the FRED-MD database. Section 5 concludes.
Theoretical results
In this section, we start by setting up a general dimension reduction framework, that naturally fits both deterministic and random methods. We subsequently introduce two different randomized reduction methods: random subset regression and random projection regression. We derive bounds on the MSFE under general projection matrices, after which we specialize to the case where these matrices are random. The resulting bounds turn out to be highly informative on scenarios where the methods can be expected to work well.
Consider the data generating process (DGP)
for t = 1, . . . , T , and where x t is a vector of predictors in R p . We assume that the errors satisfy ε t ∼ i.i.d.(0, σ 2 ). We regard the predictors x t as weakly exogenous, which is not overly restrictive as one typically does not average over lagged terms of the dependent variable. The DGP in (1) can be straightforwardly adjusted to the situation where some predictors always need to be included. Since the variance of ordinary least squares (OLS) estimates increases with the number of estimated coefficients, forecasts can get inaccurate when large numbers of predictors are available. As a solution, we project the p-dimensional vector of predictors x t on a k-dimensional subspace using a matrix
A frequently used choice for R i in order to reduce the number of predictors, is to take the matrix of principal component loadings corresponding to the k largest eigenvalues from the sample covariance matrix
Instead of using a single deterministic matrix, randomized methods sample a large number of different realizations of R i from a prespecified probability distribution. As mentioned above, we consider two different methods to generate R i : random subset regression and random projection regression.
Random subset regression In random subset regression, the matrix R i is a random permutation matrix that selects a random set of k predictors out of the original p available predictors. For example, if p = 5 and k = 3, a possible realization of R i is
For a single realization of R i , the probability that a diagonal element is nonzero equals k/p = 3/5. The scaling factor thus ensures that E[R i R i ] = I, which is required in the following sections. More formally, define an index l = 1, . . . k with k the dimension of the subspace, and a scalar c(l) such that 1 ≤ c(l) ≤ p. Denote by e c(l) the p-dimensional unit vector with the c(l)-th entry equal to one, then random subset regression is based on random projection matrices of the form
Random projection regression Instead of selecting a subset of predictors, we can also take weighted averages to construct a new set of predictors. Random projection regression chooses the weights at random from a normal distribution. In this case, each entry of R i is independent and identically distributed as
where the scaling is again introduced to ensure E[R i R i ] = I p . In fact, a broader class of sampling distributions is allowed. For the results below, it is only required that the entries have zero mean and finite fourth moment.
Mean squared forecast error bound
We now derive a bound on the mean squared forecast error for general projection matrices R i , which can be deterministic or random. Following the ideas set out by Kabán (2014) , we rewrite the data generating process (1) as
Instead of (6) we estimate the low-dimensional model
where γ i ∈ R k denotes the optimal parameter vector in the k-dimensional subproblem, that is
The least squares estimator of γ i is denoted byγ i and given bŷ
Using this estimate, we construct a forecast aŝ y i be established on the mean squared forecast error Theorem 1 Let x t a vector of predictors for which
A proof is presented in Appendix A. The first term of (12) represents the variance of the estimates. This can be compared to the variance that is achieved by forecasting using OLS estimates for β, which is σ 2 p T . The second term reflects the bias that arises by estimating β in a lowdimensional subspace. Loosely speaking, if in (12) the product R i R i concentrates tightly around I under a particular choice of sampling distribution, then the bias term will be small. It is exactly this concentration that underlies the power of randomized methods.
The effect of the choice of k on the bias, can be anticipated from (12). The elements of the matrix R i R i are averages of k products of random entries. Intuitively, as k increases, the concentration of R i R i around its expected value I will tighten. Indeed, we show below that the bias is a decreasing function of k, emphasizing the bias-variance trade-off governed by the choice of the subspace dimension k.
We now specialize to the two different randomized methods, in which case analytic expression are available for the expectation in the bias term.
MSFE bound for random subset regression
For random subset regression, the dimension of the original data space is reduced using a random permutation matrix R i defined in (4). For this type of matrices we have the following result by Tucci and Wang (2011) Theorem 2: Let R i ∈ R p×k be a random permutation matrix, scaled such that
where
Substituting this expression into (12), we obtain that for random subset
We observe that as k → p, the bias decreases and we obtain the variance formula for the OLS estimates of β when k = p. In many high-dimensional settings, we expect p k and p, k 1, such that the leading bias term is p k β D Σ X β. We will discuss this term in more depth in an illustrating example below.
MSFE bound for random projection regression
For random projection defined in (5), the following theorem is derived by Kabán (2014) Theorem 3 For R i ∈ R p×k and [
This result holds when the assumption on the entries of the random matrix is weakened, requiring only that they are drawn from a symmetric distribution with zero mean and finite fourth moments. Substituting (15) into (12), the mean squared forecast error that follows from random projection regression satisfies the following bound
A notable difference with random subset regression is that the bias term remains non-zero even when p = k. The reason is that the columns of the projections matrix are not exactly orthogonal, and therefore might span a smaller space than the original predictor matrix. Indeed, when the columns are orthogonalized, the following theorem by Marzetta et al. (2011) guarantees that the bias is identically zero when k = p.
Theorem 4 Let R i a random matrix with i.i.d. normal entries such that
Hence, the MSFE after orthogonalization is bounded by
where the second term equals zero when p = k. Orthogonalization leads to an improved bound compared to (16), since the difference in MSFE between random projection and its orthogonalized form satisfies
which is derived in Appendix B. However, orthogonalization is computationally costly and in many examples the dimensions of the problem are such that the gain in predictive accuracy will be negligible. A second important difference with the results for random subset regression, is that when p k and p, k 1, the leading bias term equals
For random subset regression the leading term was found to be p k β D Σ X β. This points out a conceptual difference between the two methods that is further analyzed in the next section.
Comparison between the MSFE of OLS, RS, and RP
To gain intuition for the performance of the randomized methods compared with unrestricted estimation by ordinary least squares (OLS), and to show when one of the randomized methods is preferred over the other, we consider a simplified setting. This setting nevertheless brings out the main features we observe in the more sophisticated set-up studied in the Monte Carlo simulations described in Section 3.
Suppose p k and p, k 1, then from (14) we have that the leading bias term for random subset regression is p k β D Σ X β. For random projection, we have from (16) that the leading bias term equals
Suppose that the population covariance matrix is given by
For notational convenience, assume that σ 2 T = 1. In this setting, the MSFE for random subset regression is given by
This expression depends explicitly on the size of the coefficient β 1 . This in contrast with random projection regression, for which the MSFE is given by
RS and RP versus OLS The simplest scenario is when α = 0 in (20), and β i = c for i = 1, . . . , s, with s ≤ p, and zero otherwise. We refer to s as the sparsity of the coefficient vector β. Both for RS and RP the bound on the MSFE reduces to
When using the optimal value of k derived in Appendix C, k * = c √ ps, this
Note that the optimal size is of order O( √ ps), which can be much larger than what one might expect based on findings when forecasting using factor models where typically around 5 factors are selected, as for example in Stock and Watson (2012) . In the empirical setting of Section 4, we have p = 130 such that even at a sparsity level of 10%, the optimal model size is k * = 36. Under the optimal value of k, the relative performance compared to OLS is given by 2c s p . As one might expect, the increase in accuracy of the randomized methods compared to OLS is larger when the coefficient size and the number of non-zero coefficients are small.
RS versus RP
To examine the relative performance of RS and RP, we analyze the difference in MSFE obtained from (21) and (22) 
If all coefficients are of the same size, then β 2 1 ≈ β β p and the methods are expected to perform equally well. The same happens if the covariance matrix is well-conditioned, i.e. α → 0 and all eigenvalues of the covariance matrix are of the same size.
For non-zero α, two things can happen. First, consider a typical principal component regression setting where β 1 is large while all other coefficients are close or equal to zero. Here, the MSFE for random projection is only affected by the large coefficient β 1 through the inner product β β p . Random subset regression on the other hand suffers, as the MSFE depends explicitly on the product αβ 2 1 . This setting therefore favors random projection. The difference between the two methods increases as β 1 and/or α grow larger.
In contrast with the previous setting, it is also possible that the factor associated with the largest eigenvalue of Σ X is not associated with the dependent variable. This is the case when α is large, while β 1 = 0. If any signal is present in the remaining factors, random subset regression will outperform random projection.
In addition to the contrast in MSFE, there is also a difference in the optimal subspace dimension. We have
In the factor setting where both α and β 1 are large, the optimal dimension for random subset regression can be much larger. If on the other hand β 1 is close to or equal to zero, random projection chooses a larger subspace dimension when α > 0.
Feasibility of the MSFE bounds
The bounds from the previous section are calculated using expectations over the random matrix R i . In reality we have to settle for a finite number of draws. We therefore need the average over these draws to concentrate around the expectation, i.e. with high probability it should hold that
where || · || denotes the Euclidean norm and e is some small, positive number. Such a concentration can be proven both for random projections and for random subset regression using the following theorem by Ahlswede and Winter (2002) Theorem 5 Let X i , i = 1, . . . , N be a p × p independent random positive semi-definite matrix with
Since this holds for all ∈ (0, 1), we can make Ω arbitrarily small, which we use to show that (27) holds with high probability for small e. Using the same approach, it is then straightforward to show that
for some finite number N .
Random subset regression Consider random permutation matrices R i ∈ R p×k suitably scaled by a factor
using that for any draw of R i , the Euclidean norm of the outer product satisfies
where we use that
is independent of i which can be observed from (13). We can simply plug this expression into (28) to obtain
Now, to satisfy (27) with high probability, we need the right hand side to be close to zero. If we require for some δ ∈ (0, 1) that
then we should choose the number of samples
For the term in the denominator we know by Theorem 2 that
Hence, we need
draws of the random matrix to obtain results that are close to the bounds of the previous paragraph. This result shows the feasibility of random subset regression in practice. It also provides a theoretical justification of the results obtained in Elliott et al. (2013) and Elliott et al. (2015) , where it was found that little prediction accuracy is lost by using a finite number of random draws of the subsets.
Random projection regression For random projection regression, similar bounds to the ones we found for random subset regression have been established when R i is a random projection matrix. The proof in this case is somewhat more involved as one needs additional concentration inequalities to bound the Euclidean norm ||R i R i || with high probability. A complete proof of the following theorem can be found in Kabán et al. (2015) Theorem 6: Let Σ X be a positive semi-definite matrix of size p × p and rank r. Furthermore, let R i , i = 1, . . . N be independent random projections with (27), then for all ∈ (0, 1)
If we neglect the last term of (37), then by the same arguments as above it can be shown that the required order of draws is the same as for random subset regression, i.e. N = O(p log p). The additional term on the righthand side of (37) implies that we need a slightly larger number of draws for random projection regression. In practice however, we found no difference in the behavior for a finite number of draws between the two methods.
Monte Carlo experiments
We examine the practical implications of the theoretical results in a Monte Carlo experiment. In a first set of experiments we show the effect of sparsity and signal strength on the mean squared forecast error, and a second set of experiments shows in which settings one of the random subspace methods is preferred over the other. The prediction accuracy of the random subspace methods is evaluated relative to several widely used alternative regularization techniques.
Monte Carlo set-up
The set-up we employ is similar to the one by Elliott et al. (2015) . The data generating process takes the form
where x t is a p × 1 vector with predictors, β a p × 1 coefficient vector, and ε t+1 an error term with ε t+1 ∼ N (0, σ 2 ε ). In each replication of the Monte Carlo simulations, predictors are generated by drawing x t ∼ N (0, Σ X ), after which we standardize the predictor matrix. The covariance matrix of the predictors equals Σ X = 1 p P P , where P is a p × p matrix whose elements are independently and randomly drawn from a standard normal distribution. As argued by Elliott et al. (2015) , this ensures that the eigenvalues of the covariance matrix are reasonably spaced.
The strength of the individual predictors is considered local-to-zero by setting β = σ 2 ε /T · bι s for a fixed constant b The vector ι s contains s nonzero elements that are equal to one. We refer to s as the sparsity of the coefficient vector. We vary the signal strength b and the sparsity s across different Monte Carlo experiments. In all experiments, the error term of the forecast period ε T +1 is set to zero, as this only yields an additional noise term σ 2 which is incurred by all forecasting methods.
We employ two sets of experimental designs, which mimick the highdimensional setting in the empirical application by choosing the number of predictors p = 100 and the sample size T = 200. Results are based on M = 10, 000 replications of the data generating process (39).
In the first set of experiments, we vary the signal to noise ratio b and the sparsity s over the grids b ∈ {0.5, 1.0, 2.0} and s ∈ {10, 50, 100}. This allows us to study the effect of sparsity and signal strength on the MSFE and the optimal subspace dimension.
The second set of experiments reflects scenarios where random subset and random projection regression are expected to differ based on the discussion in Section 2.1.3. In this case we replace x t in the DGP (39) by a subset of the factors extracted from the sample covariance matrix 1 T T t=1 x t x t using principal component analysis. Denote by f i for i = 1, . . . , p the extracted factors sorted by the explained variation in the predictors. In the first three experiments, we associate nonzero coefficients with the 10 factors that explain most of the variation in the predictors. We refer to this setting as the top factor setting. This setting is expected to suit random projection over random subset regression. In the remaining experiments, we associate the nonzero coefficients with factors {f 46 , . . . , f 55 }, which are associated with intermediately sized eigenvalues. This setting is referred to as the intermediate factor setting and expected to suit random subset regression particularly well. In both the top and intermediate factor setting, the coefficient strength b is again varied as b ∈ {0.5, 1.0, 2.0}.
We generate one-step-ahead forecasts by means of random projection and random subset regression using equation (7) in which we vary the subspace dimension over k = {1, . . . , p}. The subspace methods, as well as the benchmark models discussed below, estimate (39) with the inclusion of an intercept that is not subject to the dimension reduction or shrinkage procedure. We average over N = 1, 000 predictions of the random subspace meth-ods to arrive at a one-step-ahead forecast. This is in line with the findings in Section 2.2 which suggest to use O(p log p) = O(100 · log 100) = O(460) draws.
Benchmark models We compare the performance of the random methods with principal component regression, and partial least squares regression introduced by Wold (1982) . Both methods approximate the data generating process (39) as
where k ∈ {1, . . . , p}. The methods differ in their construction of the factors f ti . Principal component regression is implemented by extracting the factors from the standardized predictors x t with t = 1, . . . , T using principal component analysis. We then estimate (40) and generate a forecast
Note that for the top factor setting in the second set of experiments, the principal component regression model is thus correctly specified.
Partial least squares uses a two-step procedure to construct the factors, as described by Groen and Kapetanios (2016) . We orthogonalize both the standardized predictors x t and the dependent variable y t+1 with respect to z t for t = 1, . . . , T −1. We then calculate the covariance of each predictor x it with y t+1 which yields weights w = {w 1 , . . . , w p }. The first factor is readily constructed as f t1 = x t w. We then orthogonalize x it and y t+1 with respect to this factor and repeat the procedure with the corresponding residuals until the required number of factors f t1 , . . . , f tk is obtained. To construct a forecast we require f T for which the above procedure is repeated now taking t = 1, . . . , T . Calculating the covariance with y T +1 naturally is infeasible, such that the same weights w i are used as obtained before.
In addition to comparing the random subspace methods to principal component regression and partial least squares, we include two widely used alternatives: ridge regression (Hoerl and Kennard, 1970) and the lasso (Tibshirani, 1996) . We generate one-step-ahead forecasts using these methods byŷ T +1 = z tδk + x Tβ k , with
where z t includes an intercept. The penalty term P (β) = p j=1 1 2 β 2 j in case of ridge regression and P (β) = p j=1 |β j | for the lasso. The penalty parameter k controls the amount of shrinkage. In contrast to the previous subspace methods, the values of k are not bounded to integers nor is there a natural grid. We consider forecasts based on equally spaced grids for ln k of 100 values; ln k ∈ {−30, . . . , 0} for lasso and ln k ∈ {−15, . . . , 15} for ridge regression. In general, we expect lasso to do well when the model contains a small number of large coefficients. Ridge regression on the other hand is expected to do well when we have many weak predictors.
Evaluation criterion We evaluate forecasts by reporting their mean squared forecast error relative to that of the prevailing mean model that takes
t=1 y t+1 . The mean squared forecast error is computed as
where y
T +1 is the realized value andŷ
T +1 the predicted value in the jth replication of the Monte Carlo simulation. The number of replications M is set equal to M = 10, 000. Table 1 shows the Monte Carlo simulation results for the first set of experiments for the value of k that yields the lowest MSFE. Results for different values of k are provided in Table 5 in the appendix. The predictive performance of each forecasting method is reported relative to the prevailing mean. Values below one indicate that the benchmark model is outperformed.
Simulation results

Sparsity and signal strength
We find that in general, a lower degree of sparsity results in a lower relative MSFE. Since the predictability increases in s, it is not surprising that a less sparse setting results in better forecast performance relative to the prevailing mean, which ignores all information in the predictors. Similarly, the prediction accuracy also clearly increases with increasing signal strength. The results for different values of k reported in Table 5 in the appendix, show that in case of a weak signal, increasing the subspace dimension worsens the performance, due to the increasing effect of the parameter estimation error when the predictive signal is small. This dependency on k tends to decreases for large values of s and b, where we observe smaller differences between the predictive performance over the different values of k.
Comparing the random subspace methods, we find that in these experiments, as expected, the predictive performance of random projections and random subsets is almost the same. Table 1 shows that when choosing the optimal subspace dimension, these methods outperform both the prevailing mean as principal component regression and partial least squares for each setting. Lasso is not found to perform well. Only in the extremely sparse settings where s = 10 and b increases, its performance tends towards the random subspace methods. Ridge regression yields similar prediction accuracy as the random subspace methods. For strong signals, when b = 2 the Note: this table reports the MSFE relative to the benchmark of the prevailing mean, for the optimal value of k corresponding to the minimum MSFE which is given in brackets. For additional information, see the note following Figure 5 random subspace methods perform better, whereas for very weak signals with b = 0.5 ridge regression appears to have a slight edge. Table 1 shows that the optimal subspace dimension increases with both the sparsity s and the signal strength governed by b. Interestingly, random subset regression and random projection regression select exactly the same subspace dimension. Principal components is observed to select less factors for almost all settings. The results for partial least squares reflect that in settings with a small number of weak predictors, the factors cannot be constructed with sufficient accuracy. In these settings, more accurate forecasts are therefore obtained by ignoring the factors all together. Note that where the parameter k has a intuitive appeal in the dimension reduction methods, the values in the grid of k for lasso and ridge regression methods lack interpretation.
Experiments using a factor design
The small differences between random subset and random projection regression in the previous experiments stand in stark contrast with the findings on the factor structured experiments. The relative MSFE for the choice of k that yields the lowest MSFE compared to the prevailing mean is reported in Table 2 . Table 6 in the appendix shows results for different values of k. We observe precisely what was anticipated based on the discussion in Section 2.1.3. In the top factor setting, where the nonzero coefficients are associated Note: this table shows the out-of-sample performance of random projection (RP), random subset (RS), principal component (PC), partial least squares (PL), ridge (RI), and lasso (LA) in the Monte Carlo simulations using a factor design and selecting the value of k that yields the minimum MSFE compared to forecasting using the prevalent mean. For additional information, see the note following Table  6 .
with the factors corresponding to the largest 10 eigenvalues, random projection regression outperforms random subset regression by a wide margin. For a weak signal, when b = 0.5, it even outperforms principal component regression, which is correctly specified in this set-up. When b = 2, we are in a setting where we have a small number of large coefficients. As expected, this favors lasso, although not to the extend that it outperforms principal component regression. The findings are almost completely reversed in the intermediate factor setting, when the nonzero coefficients are associated with factors f 46 , . . . , f 55 . Here we observe that random subset regression outperforms random projection. In fact, random subset regression is the only method that is able to extract an informative signal from the predictors and outperform the prevailing mean benchmark. The difference in predictive performance is reflected in the optimal subspace dimension reported in brackets in Table 2 . For the top factor setting, when b = {1, 2}, we observe that the MSFE for random subset regression is minimized at substantially larger values than for random projection regression. This evidently increases the forecast error variance, and the added predictive content is apparently too small to outweigh this. Principal component regression in turn selects the correct number of factors when b = {1, 2}. In the intermediate factor setting, the dimension of random subset is again larger than for random projection, with an impressive difference when b = 2. Here, random projection is apparently not capable to pick up any signal and selects k = 1, while random subset regression uses a subspace dimension of k = 16. Lasso and ridge both choose such a strong penalization that they reduce to the prevailing mean benchmark for all choices of b.
Relation between theoretical bounds and Monte Carlo experiments
The qualitative correspondence between the results from the Monte Carlo experiments and the theoretical results show that the bounds are useful to determine settings where the random subspace methods are expected to do well. In this section, we investigate how close the bounds are to the exact MSFE obtained in the Monte Carlo experiments. Figure 1 shows the MSFE over different subspace dimensions of random projection and random subset regression, along with the theoretical upper bounds on the MSFE derived in Section 2.1, for the first set of experiments described above. As we found in Table 5 , the values of the MSFE of the random subspace methods are almost identical to each other over the whole range of k. The bounds are closest to the exact MSFE from the Monte Carlo experiments when the signal is not too strong and for large values of k. The bound for random subset regression is tighter than the bound for random projection regression due to the lack of exact orthogonality of the projection matrix. From the Monte Carlo results, it appears that this lack of orthogonality is not a driving force behind the difference between both methods.
In Figure 2 we show the bounds for the factor settings. Here we see that the bounds correctly indicate which method is expected to yield better results in the settings under consideration. The upper panel, corresponding to the top factor structure, shows the bound for random projection to be lower. In line with our theoretical results, the optimal subspace dimension for random projection regression is found to be lower. In the lower panel displays the MSFE in the intermediate factor setting. We observe that both the bounds and the exact Monte Carlo results indicate that random subset regression is best suited in this case.
Empirical application
This section evaluates the predictive performance of the discussed methods in a macroeconomic application.
Data
We use the FRED-MD database consisting of 130 monthly macroeconomic and financial series running from January 1960 through December 2014. The data can be grouped in eight different categories: output and income (1), labor market (2), consumption and orders (3), orders and inventories (4), money and credit (5), interest rate and exchange rates (6), prices (7), Note: this figure shows the MSFE for different values of the subspace dimension k, along with the theoretical upper bounds on the MSFE derived in Section 2.1 after a small sample size correction. The different lines correspond to the upper bound for random projections (bound RP, diamond marker), upper bound for random subsets (bound RS, asterisk marker), and the evaluation criteria for the dimension reduction methods random projections (MC RP, solid) and random subsets (MC RS, dashed). The four panels correspond to settings in which the sparsity s alternates between 10 and 100, and the signal to noise ratio parameter b between 0.5 and 1.
and stock market (8). The data is available from the website of the Federal Reserve Bank of St. Louis, together with code for transforming the series to render them stationary and to remove severe outliers. The data and transformations are described in detail by McCracken and Ng (2015) . After transformation, we find a small number of missing values, which are recursively replaced by the value in the previous time period of that variable.
Forecasting framework
We generate forecasts for each of the 130 macroeconomic time series using the following equation
where z t is a q × 1 vector with predictors which are always included in the model and not subject to the dimension reduction methods, x t a p×1 vector with possible predictors, and R i a p×k projection matrix. In this application y t+1 is one of the macroeconomic time series, z t includes an intercept along with twelve lags of the dependent variable y t+1 , and x t consists of all 129 remaining variables in the database. The predictors in x t are projected on a low-dimensional subspace using four different projection methods whose projection matrices are discussed in Section 2: random projection regression (RP), random subset regression (RS), principal component regression (PC) and partial least squares (PL). In addition, we again compare the performance to lasso (LA) and ridge regression (RI) as described in Section 3.1, as well as to the baseline AR (12) 
model (AR). Predictive accuracy is measured by the MSFE defined in (42).
We use an expanding window to produce 348 forecasts, from January 1985 to December 2014. The initial estimation sample contains 312 observations and runs from January 1960 to December 1984. We standardize the predictors in each estimation window. In case of RP and RS we average over N = 1.000 forecasts to obtain one prediction. In some cases, random subset regression encounters substantial multicollinearity between the original predictors. Insofar this leads to estimation issues due to imprecise matrix inversion, these are discarded from the average. The models generate forecasts with subspace dimension k running from 0 to 100, and we recursively select the optimal k based on past predictive performance, using a burn-in period of 60 observations. Note that when k = 0, no additional predictors are included and we estimate an AR(12) model. We report aggregate statistics over all 130 series, as well as detailed results for 4 major macroeconomic indicators out of the 130 series; industrial production index (INDP), unemployment rate (UNR), inflation (CPI), and the three-month Treasury Bill rate (3mTB). These series correspond to the FRED mnemonics INDPRO, UNRATE, CPIAUCSL, and TB3MS, respectively.
Empirical results
Aggregate statistics
We obtain series of forecasts for 130 macroeconomic variables generated by six different methods. Table 3 shows the percentage wins of a method in terms of lowest MSFE compared to each of the other methods. The last column reports the percentage of the series for which a method outperforms all other methods. We find that random subset regression is more accurate than the other methods for 42% of the series. This is a substantial difference with lasso and the AR(12) model that win in approximately 20% of the cases. Random projection, principal component regression, ridge regression Note: this figure shows the MSFE of the forecasts for all series in the FRED-MD dataset produced by random projection regression (upper panel) and random subset regression (lower panel), scaled by the MSFE of principal component regression. Series are grouped in different macroeconomic indicators as described in McCracken and Ng (2015) . Values below one prefer the method over principal components. Colors of the bars different from white indicate that the difference from one is significant at the 10% level (grey), 5% level (dark-grey), or 1% level (black), based on a two-sided Diebold-Mariano test.
and partial least squares score approximately equally well at 5%. If a model is the second most accurate on all series, this cannot be observed in the overall comparison. For this reason, we analyze the relative performance of the methods in a bivariate comparison. Table 3 shows again that random subset regression achieves the best results, outperforming the alternatives for at least 65% of the series. Interestingly, its closest competitor is random projection, which itself is also more accurate than all five benchmarks for a majority of the series. Out of the benchmark models, ridge regression appears closest to random subset regression, which is nevertheless outperformed for more than 66% of the series.
In addition to the ranking of the methods, we are also interested in the relative MSFE of the methods. To get an overview of the predictive performance of the random methods sorted by category, Figure 3 shows relative predictive performance compared with principal component regression, for all series available in the FRED-MD dataset over the period from January 1985 through December 2014. The MSFE is calculated for the subspace dimension as determined by past predictive performance. The upper panel shows the relative MSFE of random subset regression to principal component regression and the lower panel compares random projection to principal component regression. Values below one, indicate that the random method is preferred over the benchmark. As found in Table 3 , the random methods outperform the deterministic principal components in most of the cases. For random subset regression this happens in 88% of the cases, which is slightly lower for random projections with 85%. Figure 3 also shows the significance of the differences between the methods. The color of the bar indicates significance as determined by a Diebold and Mariano (1995) test. We see that for series where principal component regression is more accurate, the difference with the random methods is almost never significant, even at a 10% level. The random methods show the largest improvements in forecast performance in category 6, which contains the interest rate and exchange rate series.
A case study of four key macroeconomic indicators
We look more closely into the predictive performance of the different methods on four key macroeconomic indicators: industrial production index (INDP), unemployment rate (UNR), inflation (CPI), and the three-month Treasury Bill rate (3mTB). In Table 4 we show the MSFE relative to the AR(12) model for different values of the subset dimension or penalty parameter k. The first row of each panel shows the relative MSFE corresponding to the recursively selected optimal value of k, denoted by k R . The last column of each panel shows the average relative MSFE over all series.
Consistent with our previous findings, random subset regression performs best over all series when the optimal subspace dimension is selected. However, some differences are observed when analyzing the four individual series. For predicting inflation and the treasury bill rate, random projection yields a lower MSFE compared to random subset regression. Principal component regression is worse than the random methods in predicting all four series and substantially worse on average over all series. The same holds for partial least squares, with the exception of the three month Treasury bill rate, where it outperforms random subset, but not random projection regression.
With regard to the lasso and ridge regression benchmarks, the results show that on average, these methods are outperformed by both random subset and random projection regression. For the individual series reported here, the evidence is mixed. Random subset regression outperforms both lasso and ridge on industrial production and the unemployment rate series, Note: this table shows the out-of-sample performance of random projections, random subsets, principal components, lasso, and Ridge regression relative to the benchmark of an autoregressive model of order twelve, for different values of subspace dimension k and the recursively selected optimal value of k denoted by kR. For lasso and ridge regression, the penalty parameter runs over a grid of values k. The predictive accuracy is reported for the dependent variables industrial production (INDP), unemployment rate (UNR), inflation (CPI), three month treasury bill rate (3TB), and the average over the mean squared forecast errors for all series. The predictive accuracy is measured by relative MSFE, which equals values below one when the particular method outperforms the benchmark model.
while the situation is reversed on the inflation and treasury bill rate. Random projection has a slight edge when predicting the treasury bill rate, but is close to ridge regression, which is in line with our findings in Section 3, Note: this figure shows the MSFE for different values of the subspace dimension k. The different lines correspond to the evaluation criterium for the dimension reduction methods random projection (RP, solid), random subset (RS, dashed), and principal component regression (PC, dotted) . The models at k = 0 correspond to the benchmark of an autoregressive model of order twelve. The four panels correspond to four dependent variables, industrial production (INDP), unemployment rate (UNR), inflation (CPI), and three month treasury bill rate (3mTB).
and lasso on all four series. Table 4 also shows the dependence of the MSFE on the value of k if we were to pick the same k throughout the forecasting period. Apart from the treasury bill rate, the random subspace methods outperform the AR(12) benchmark model for almost all subspace dimensions, even for very large values of k. Compared to PC and PL, we again see that the random methods select much larger values of k.
To visualize the dependence on k for the different projection methods, Figure 4 shows the results for all subspace dimensions ranging from 0 to 100. The first thing to notice is the distinct development of the MSFE of forecasts generated by principal components compared to the random subspace methods. The MSFE evolves smoothly over subspace dimensions for random projections and random subsets, where the MSFE of the principal components changes rather erratically. Figure 4 confirms that the random methods reach their minimum for relatively large values of k as discussed in Section 2. The selected value is substantially larger than the selected dimension when using principal component regression. The difference is especially clear for industrial production in the upper left panel, where principal components suggests to use a single factor, while the random methods reach their minimum when using a subspace of dimension 30. Apparently, the information in the additional random factors outweigh the increase in parameter uncertainty and contain more predictive content than higher order principal components. In general, the MSFE of the random methods seems to be lower for most values of k, except for inflation where a large principal component model yields more accurate results.
In practice, we do not know the optimal subspace dimension. Therefore, real-time forecasts are based on recursively selected values for k based on past performance. We found in Figure 4 that the minimum MSFE is lower for random subset than for random projection regression for all four series but inflation. However, the MSFE of the treasury bill rate corresponding to the recursively selected optimal value of k is lower for random projections while for all fixed k random subsets perform better. This shows that the selection of k plays an important role in the practical predictive performance of the methods. Figure 5 shows the selection of the subspace dimension over time. In line with the ex-post optimal subspace dimension, the selected value of k based on past predictive performance is smallest for principal component regression. The selected subspace dimension for random subset regression and random projection regression is very similar, but we do find quite some variation over time. The left upper panel shows that for industrial production, the subspace dimension has been gradually decreasing over time. While starting at a very large dimension around 70 in 1985, this has since dropped to values around 40. A minor effect of the global financial crisis is observed on random subset regression. For the unemployment rate in the right upper panel, we observe that more factors seem to be selected since 2008 for both randomized methods, although this has not risen above historically observed values. This is in contrast with the inflation series in the lower left panel. Since the early 2000s both random methods choose gradually large subspaces, while principal components shows a single sharp increase in 2009. The right lower panel shows that for the treasury bill rate, as one might expect, the subspace dimension decreases over time, reaching its minimum after the onset of the global financial crisis. The historical low can be explained by the lack of predictive content in the data since the zero lower bound of the interest rate impedes most variation in the dependent variable.
The dimension reduction methods are expected to trade of bias and variance when the subspace dimension k varies. One would typically expect the forecast variance to be decreasing with k, while the bias is increasing with k. Figure 6 plots the bias-variance trade-off of the dimension reduction Note: this figure shows the selection of subset dimension k. The different lines correspond to the dimension reduction methods random projection (RP, solid), random subset (RS, dashed), and principal component regression (PC, dotted). At each point in time the subset dimension is selected based on its past predictive performance up to that point in time. The four panels correspond to four dependent variables, industrial production (INDP), unemployment rate (UNR), inflation (CPI), and the three month treasury bill rate (3mTB).
methods. It is immediately clear that for PC, the behavior is very erratic. Although in general a large number of factors translates into a larger forecast variance, this increase is by no means uniform. For random subset regression and random projection regression, we find values for k where both the variance and the bias are smaller relative to principal components, explaining the better performance of the random method. The relationship between forecast error variance and squared bias follows a much smoother pattern over k for the random methods. Nevertheless, it is striking that also for both random methods the forecast error variance does not monotonically increase in k, and the bias not automatically declines with increasing subspace dimension. This observation is explained by the fact that the forecasts are constructed as averages over draws of projection matrices. The reported forecast error variance only includes the 'explained' part of the variance, the variance over the averaged predictions. However, there is also an unexplained part, due to the variance over the predictions within the averages. Note: this figure plots the forecast error variance against the squared bias for different values of the subspace dimension k. The different lines correspond to the dimension reduction methods random projection (RP, solid), random subset (RS, dashed), and principal component (PC, dotted) regression. The four panels correspond to four dependent variables, industrial production (INDP), unemployment rate (UNR), inflation (CPI), and the three month treasury bill rate (3mTB).
Appendix D shows that the sum of the explained and unexplained part, the total forecast error variance, increases in the subspace dimension, but due to the variance from the draws of the projection matrix, the observed forecast error variance can be decreasing in k.
Conclusion
In this paper we study two random subspace methods that offer a promising way of dimension reduction to construct accurate forecasts. The first method randomly selects many different subsets of the original variables to construct a forecast. The second method constructs predictors by randomly weighting the original predictors. Although counterintuitive at first, we provide a theoretical justification for these strategies by deriving tight bounds on their mean squared forecast error. These bounds are highly informative on the scenarios where one can expect the two methods to work well and where one is to be preferred over the other.
The theoretical findings are confirmed in a Monte Carlo simulation, where in addition we compare the predictive accuracy to several widely used benchmarks: principal component regression, partial least squares, lasso regularization and ridge regression. The performance increases for nearly all settings under consideration compared to principal component regression and lasso regularization. Compared to ridge regression, we find large differences when we impose a factor structure on the model. When nonzero coefficients are associated with factors that explain most of the variance, random projection regression gives results very similar to ridge regression, but random subset regression is clearly outperformed. On the other hand, when the nonzero coefficients are associated with intermediate factors, random subset regression is the only method that is capable of beating the historical mean.
In the application, it seems this last scenario is prevalent, with random subset regression providing more accurate forecasts in 45% of the series. In method-by-method comparison, it outperforms the benchmarks in no less than 67% of the series. It also outperforms random projection regression in 65% of the cases. Random projection regression itself is more accurate than the benchmarks in at least 56% of the series.
This implies the following inequality
In the third line we use the fact that Σ X = U ΛU with U an orthogonal matrix and Λ a diagonal matrix consisting of the non-negative eigenvalues of Σ X . Then
where the last inequality holds since each term on the diagonal satisfies Note: this figure plots the forecast error variance against the squared bias for different values of the subspace dimension k. The three panels show the total forecasts error variance, the unexplained and the explained part. The forecasts are generated by random projections in a simulation design as discussed in Section 3.1, where we us M = 1000 replications with b = 1 and s = 50.
The first term equals the squared bias of the forecasts and the second term the forecast error variance. However, since we average over realizations of R i , the second term only includes the explained component of the forecast error variance. This can be illustrated by applying the law of total variance on the forecast error of all generated predictions:
where the left term equals the unexplained and the right term the explained component of the forecasts error variance.
Because of computational constraints, we do not store predictions for all different projection matrices in the empirical application. Hence, we setup a Monte Carlo experiment to investigate the behaviour of the unexplained and explained components of the forecast error variance. The simulation design is a small scale version of the experiments explained in Section 3.1, where we use M = 1000 replications with b = 1 and s = 50 to generate forecasts with random projection regressions. Figure 7 shows the bias-variance trade-off for the total variance and the unexplained and explained variance components. The total variance behaves as expected; the forecast error variance increase with the subspace dimension k. The unexplained component shows unpredictable behaviour, which causes that the explained variance is not always increasing in k. The third panel of Figure 7 shows similar patterns as we find in Figure 6 , which shows the bias-variance trade-off in the empirical example. The empirical findings can be explained by the fact that the reported forecast error variance leaves out the unexplained part, leading to a forecast error variance that can decrease for larger subspace dimensions. Note: this table shows the MSFE divided by that of the prevailing mean forecast, for random projection regression, random subset regression, principal component regression, partial least squares, lasso, and ridge regression under the data generating process (39) based on 10,000 replications, for increasing values of the subspace dimension k. The coefficient size varies over b = {0.5, 1.0, 2.0}, and s = {10, 50, 100} out of p = 100 coefficients are non-zero. Note: this table shows the out-of-sample performance of random projection regression (RP), random subset regression (RS), principal component regression (PC), partial least squares (PL), ridge regression (RI), and lasso (LA) in the Monte Carlo simulations when the underlying model has a factor structure. In the experiments referred to with 'High', we associate nonzero coefficients with the 10 factors that explain most of the variation in the predictors. In the remaining experiments referred to with 'Int.' we associate the nonzero coefficients with intermediate factors {f46, . . . , f55}. For additional information, see the note following Table 5 .
