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1 Introduction
Calogero-Sutherland model [1] describes a system of non-relativistic particles on a circle
under the inverse square potential. Its Hamiltonian and momentum are
HCS =
N0∑
j=1
1
2
(
1
i
∂
∂qj
)2
+
(π
L
)2 N0∑
i,j=1
i<j
β(β − 1)
sin2 π
L
(qi − qj) , PCS =
N0∑
j=1
1
i
∂
∂qj
, (1)
where β is a coupling constant. This model was introduced by Sutherland several years
ago and has been known to describe a system with the generalized exclusion principle in
1 + 1 dimension [2][13]. Recently, this model and its various cousins (Haldane-Shastry
models [3] and similar models with internal degree of freedom [4]) have been intensively
studied. Among many beautiful results, we may mention Yangian symmetry [5][6], W1+∞
symmetry [7], and their relations with 2D Yang-Mills theory [8][9] and the matrix models
[10][11].
Among others, the development which is particularly relevant to our study may be
the evaluation of the dynamical correlation functions [11]–[15]. In these calculations, they
essentially used the mathematical properties of the Jack symmetric polynomial, namely
the eigenstates of the Calogero-Sutherland model, developed by Stanley and Macdonald
[16]. To go further to get higher correlation functions, it is desirable to obtain the ex-
plicit expression of the Jack polynomial. In this paper, we derive such formula as the
multiple-integrals which typically appeared in the conformal field theory in the Coulomb-
gas representation.
The Jack symmetric polynomial is a deformation of the Schur symmetric polynomial
(β = 1 case) which can be expressed in terms of a free fermion [17]. Natural questions
arise ; does the Calogero-Sutherland system have some field theoretical reformulation
in terms of free bosons? In [18], we studied this problem and obtained the collective
field description [19] of the Calogero-Sutherland system. In particular, the Hamiltonian
becomes cubic in free bosons and takes the following form,
Hˆβ =
√
2β
∑
n>0
a−nLn +
∑
n>0
a−nan(N0β + β − 1−
√
2βa0). (2)
Here Ln is the Coulomb-gas representation of the Virasoro generator whose central charge
is given by 1 − 6(1−β)2
β
. By using this Hamiltonian, we derived the explicit form of some
of the Jack symmetric polynomials. We observed that the eigenstates for a single pseudo-
particle (hole) excitation have an interpretation as the screening charges of the Virasoro
algebra. We obtained also the integral representation of the Jack symmetric polynomial
with the rectangular Young diagram. These observations shows that there are some rela-
tions between Calogero-Sutherland model and the representation theory of the Virasoro
algebra.
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In fact, Mimachi and Yamada showed that the Virasoro singular vectors are expressed
in terms of the Jack symmetric polynomial with the rectangular Young diagram [20]. Their
derivation is based on the direct computation. However, we may give more instructive
proof by our bosonized Hamiltonian (2). Indeed, when the Hamiltonian is acted on the
singular vectors, the cubic term vanishes because of the highest weight condition and the
action of the bilinear term is trivially diagonal. By this observation, the Virasoro singular
vector naturally becomes the eigenstate of the Hamiltonian.
In this paper we generalize this result. When the Young diagram consists of N − 1
rectangles, the Jack symmetric polynomials with such Young diagram are related to the
singular vectors of the WN algebra.
After projecting out some of the redundant degrees of freedoms, we obtain the integral
representations of the Jack polynomials with arbitrary Young diagram [25].
The nature of this formula is revealed by decomposing the integral into several alter-
nating actions of two types of operators, (a) Gs: the Galilean boost which amounts to
adding (r, s) rectangle to the original Young diagram from the left. Here r is the number
of pseudo-particles. (b) Nn,m which increases the number of pseudo-particle from m to
n without changing the Young diagram associated with the state. This operator can be
realized as the integral transformation for the wave function. By those operators, the Jack
polynomial for the Young diagram λ′ = ((r1)s
1
, (r2)s
2
, · · · , (rN−1)sN−1) with N0 variables
is written as
Jλ ∝ NN0,r1Gs1Nr1,r2Gs2 · · ·NrN−2,rN−1GsN−1 |φ〉rN−1. (3)
Here |φ〉rN−1 is the vacuum for rN−1 pseudo-particles. The following figure illustrates our
construction for β = 3 and rN−1 = 3 case in the momentum space of the pseudo-particles.
Here 1 indicates the momentum occupied by the pseudo-particles.
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Figure 1: Construction of Jack Polynomials
This paper is organized as follows. In section 2 we give a short summary of the
Calogero-Sutherland model and the Jack polynomial. In section 3 we apply the collective
field method to the Calogero-Sutherland model. The Hamiltonian and momentum oper-
ators are realized by the bosonic operators. In section 4 we show the relation between
the singular vectors of the Virasoro algebra and the Jack symmetric polynomials with
the rectangular Young diagram. This result is generalized in section 5. The singular
vectors of the WN algebra are related to the Jack symmetric polynomials with the Young
diagrams which consist of N − 1 rectangles. Using this relations, we obtain the integral
representations of the Jack polynomial with arbitrary Young diagram. In section 6, we
define integral transformations which directly give the Jack polynomials as we explain the
formula (3). In section 7 we give the integral representations of the skew-Jack polynomi-
als. Section 8 is devoted to discussions on many relevant topics. In appendix A we discuss
how the Jack symmetric polynomials are realized on the boson Fock space. In appendix
B we discuss the analytic continuations of some integrals. We give explicit examples in
appendix C.
2 Short summary of the Calogero-Sutherland model
and Jack polynomials
The ground state of HCS is given by [1]
∆βCS =
(
L
π
N0∏
i,j=1
i<j
sin
π
L
(qi − qj)
)β
(4)
with the ground state energy E0 =
1
6
( π
L
)2β2(N30 −N0). For β = 1, this is nothing but the
free fermion vacuum (Vandermonde determinant).
Let us make the coordinate transformation, xj = e
2πiqj/L. We are interested in the
excited states of the form Jλ(x)∆
β
CS , where Jλ(x) is the symmetric polynomial of the
coordinates xi. Hamiltonian and momentum acted on Jλ(x) are given by
∆−βCSHCS∆
β
CS =
1
2
(2π
L
)2
Hβ + E0, ∆
−β
CSPCS∆
β
CS =
2π
L
P,
Hβ =
N0∑
i=1
D2i + β
N0∑
i,j=1
i<j
xi + xj
xi − xj (Di −Dj), P =
N0∑
i=1
Di, (5)
where Di = xi
∂
∂xi
.
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Eigenfunctions of Hβ and P are called in mathematical literature as the Jack sym-
metric polynomials [16], Jλ(x). They are indexed by the Young diagram λ, which may be
physically interpreted as the distribution of the momentum of pseudo-particles (holes) of
the system.
The Young diagram is parametrized by the numbers of boxes in each row, λ =
(λ1, · · · , λN0), λ1 ≥ · · · ≥ λN0 ≥ 0. The length ℓ(λ) of λ is the number of the non-
zero λi’s. Then λ = (λ1, · · · , λN0) and (λ1, · · · , λℓ(λ)) stand for the same Young diagram.
The conjugate Young diagram is defined by interchanging rows with columns, denoted by
λ′ = (λ′1, λ
′
2, · · ·) or (λ′1, · · · , λ′λ1). The total number of boxes is denoted by |λ| =
∑
i λi.
The energy eigenvalue was obtained as [1],
ǫβ,λ =
N0∑
i=1
(
λ2i + β(N0 + 1− 2i)λi
)
=
∞∑
i=1
(
−βλ′ 2i + (βN0 + 2i− 1)λ′i
)
. (6)
The eigenvalue of the momentum P is |λ|. Corresponding eigenvalues of HCS and PCS
are
∑N0
i=1
1
2
k2i and
∑N0
i=1 ki, respectively, where
ki =
2π
L
(
λi +
β
2
(N0 + 1− 2i)
)
. (7)
This formula gives the relation between the Young diagram and the momentum distri-
bution of pseudo-particles. Since λi is a decreasing set of positive numbers, there is a
constraint for the neighboring occupied momentum, ki−ki+1 ≥ β 2πL . This is a realization
of the generalized exclusion principle in the momentum space.
On the other hand, the second formula in (6) shows that the total energy is alterna-
tively expressed as
constant− β
2
∑
i≥1
k˜2i
where
k˜i =
2π
L
(
λ′i −
1
2β
(βN0 − 1 + 2i)
)
. (8)
One may recognize that k˜i’s are regarded as the momenta of pseudo-holes. They are con-
strained by k˜i−k˜i+1 ≥ 2πβL . By these observations, a Young diagram with n rows (columns)
is regarded as describing a state with a excitation of n pseudo-particles (pseudo-holes).
Conjugating a Young diagram is physically interpreted as interchanging the pseudo-
particles with parameter β and pseudo-holes with 1/β.
In order to construct explicit form of the Jack polynomial, it is important to under-
stand the mathematical structure of the Hilbert space. It is identified with the ring of
symmetric functions, which has several basis, e.g., the power-sum symmetric functions,
the monomial symmetric functions and so on. The power-sum symmetric function pλ(x)
is defined by pλ(x) = pλ1(x) · · ·pλM (x), where pn(x) =
∑N0
i=1 x
n
i . The monomial symmetric
5
function mλ(x) is defined by mλ(x) =
∑
σ x
λσ(1)
1 · · ·xλσ(N0)N0 , where the summation is over
all distinct permutations of (λ1, · · · , λN0).
The Jack symmetric polynomial Jλ(x) = Jλ(x; β) = Jλ(x1, · · · , xN0 ; β) is uniquely
specified by the following two properties and normalization,
(i) Jλ(x; β) =
∑
µ≤λ
vλ,µ(β)mµ(x), vλ,λ(β) = 1, (9)
(ii) HβJλ(x; β) = ǫβ,λJλ(x; β). (10)
In (i), we used the dominance partial ordering on the Young diagrams defined as λ ≥
µ⇔ |λ| = |µ| and λ1 + · · ·+ λi ≥ µ1 + · · ·+ µi for all i.
We introduce an inner-product on the Hilbert space in the following manner [16],
〈pk11 · · ·pknn , pℓ11 · · ·pℓmm 〉β = δ~k,~ℓ β−
∑n
i=1
ki
n∏
i=1
ikiki!, (11)
for all n,m ≥ 1. This definition of inner-product is compatible with the bosonization
in the next section. With this inner-product, the condition (ii) can be replaced by the
orthogonality condition,
(ii)′ 〈Jλ(x; β), Jµ(x; β)〉β ∝ δλ,µ. (12)
In section 6, we discuss another type of inner-product.
3 Collective field method in the Calogero-Sutherland
Model
We will study Hβ by a collective field approach (bosonization). Since Jλ(x) is a symmetric
function in xi, it can be written out using the power-sum polynomials pn. Therefore Hβ
can be expressed in terms of creation and annihilation of power-sums. In conventional
collective filed method, power-sum appears as pn =
∫
dx xnρ(x), where ρ(x) is a density
operator, ρ(x) =
∑N0
i=1 δ(x− xi).
To realize creation and annihilation of power-sums, we introduce a free boson field,
φ(z) = qˆ + a0 log z −
∑
n 6=0
1
n
anz
−n, φ−(z) =
∑
n>0
1
n
a−nzn,
[an, am] = nδn+m,0, [a0, qˆ] = 1. (13)
Its operator product expansion is φ(z)φ(w) ∼ log(z − w). The normal ordering : anam :
is defined by anam for n ≤ m, aman for n > m and : qˆa0 : = : a0qˆ := qˆa0. The boson Fock
space Fα is generated over oscillators of negative mode by the state |α〉 such that
an|0〉 = 0 (n ≥ 0), |α〉 = eα qˆ|0〉. (14)
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〈α| is similarly defined, with the normalization 〈α|α′〉 = δα,α′ .
We consider the following map from a state |f〉 into Fα to a symmetric function f(x),
|f〉 7→ f(x) = 〈α|Cβ′|f〉,
Cβ′ = exp
(
β ′
∑
n>0
1
n
anpn
)
, pn =
∑
i
xni , (15)
where β ′ is a parameter. Under this correspondence, a−n and an are interpreted as the
creation and annihilation operator of power-sum, β ′pn and nβ′
∂
∂pn
, respectively, because
〈α|Cβ′a−n = β ′pn〈α|Cβ′ and 〈α|Cβ′an = nβ′ ∂∂pn 〈α|Cβ′. We remark that after rescaling
an →
√
βan the inner-product on the boson Fock space agrees with that on the ring of
symmetric functions (11).
Hamiltonian and momentum can be expressed in terms of boson oscillators as follows:
Hβ〈α|Cβ′ = 〈α|Cβ′Hˆβ, P 〈α|Cβ′ = 〈α|Cβ′Pˆ , (16)
where
Hˆβ =
∑
n,m>0
(
β ′a−n−manam +
β
β ′
a−na−man+m
)
+
∑
n>0
a−nan
(
(1− β)n+N0β
)
, (17)
and Pˆ =
∑
n>0 a−nan. We remark that Hˆβ and Pˆ are independent of α. Now the problem
of finding the Jack polynomials is translated to that of finding the eigenstates of Hˆβ and
Pˆ in Fα. In the rest of this section, the next section and appendix A, we set β ′ as
√
2β ′ =
√
β, (18)
and define α± as
α+√
2
=
√
β,
α−√
2
=
−1√
β
. (19)
The eigenstates for a single pseudo-particle (-hole) excitation, or the Jack polynomials
of the Young diagram with single row (-column), are expressed by a single vertex operator
[16] in a boson language. Its generating function is
eα±φ−(z) =
∞∑
n=0
Jˆ±n z
n, (20)
namely Jˆ±n |α〉 is the eigenstate of Hˆβ which corresponds to a Young diagram with single
row(+) or single column(−) with n boxes, respectively. By (15), we have
〈α|Cβ′eα±φ−(z)|α〉 =
∞∑
n=0
J±n (x)z
n =
∏
i
(1− xiz)−β′α± . (21)
In the appendix A, we discuss diagonalization of the Hamiltonian by the operators Jˆ±n .
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4 Virasoro singular vectors and Jack polynomials
The Virasoro singular vector is represented by the Jack polynomial with the rectangular
Young diagram [20](see also [18]). In this section we give another proof, which will be
generalized in the next section.
Using a free boson (13), the Virasoro algebra with the central charge c is realized as
follows:
T (z) =
∑
n
Lnz
−n−2 = 1
2
: ∂φ(z)∂φ(z) : +α0∂
2φ(z),
c = 1− 12α20, 2α0 = α+ + α−. (22)
The vertex operator : eαφ(z) : is a primary field of the Virasoro algebra, and it creates the
highest weight state of the Virasoro algebra from the vacuum, |α〉 = : eαφ(0) : |0〉, whose
conformal weight is
h(α) =
1
2
(
(α− α0)2 − α20
)
. (23)
We define αr,s as
αr,s =
1
2
(1 + r)α+ +
1
2
(1 + s)α− (24)
and remark that
h(α∓r,±s) = h(αr,s) + rs. (25)
In the Virasoro representation space with the highest weight state |αr,s〉, we have a
singular vector |χ+r,s〉 at level rs. By using a screening current : eα+φ(z) :, |χ+r,s〉 is given as
follows [21][22]:
|χ+r,s〉 =
∮ r∏
j=1
dzj
2πi
·
r∏
i=1
: eα+φ(zi) : |α−r,s〉
=
∮ r∏
j=1
dzj
2πizj
·
r∏
i,j=1
i<j
(zi − zj)2β ·
r∏
i=1
z
(1−r)β−s
i ·
r∏
j=1
eα+φ−(zj)|αr,s〉, (26)
where the integration contour is shown in Figure 2(b), which reduces to the contour in
Figure 2(a) for a positive integer β. We note that this is just the form in (98). In [20],
they acted with Hβ on the polynomial 〈αr,s|Cβ′|χ+r,s〉 directly and showed that it is an
eigenfunction. Here we will use Hˆβ.
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Figure 2: Integration contour
Under the choice of β ′ (18), the cubic term in Hβ can be expressed by using the
Virasoro generators. This is the key point of our argument. We have
Hˆβ =
√
2β
∑
n>0
a−nLn +
∑
n>0
a−nan(N0β + β − 1−
√
2βa0). (27)
Since a singular vector |χ+r,s〉 is annihilated by Ln (n > 0), we have
Hˆβ|χ+r,s〉 =
∑
n>0
a−nan(N0β + β − 1−
√
2βαr,s)|χ+r,s〉
= rs
(
(N0 − r)β + s
)
|χ+r,s〉. (28)
This eigenvalue is just ǫβ,λ with the rectangular Young diagram λ = (s, s, · · · , s) = (sr).
Therefore we obtain an integral representation of the Jack polynomial with the Young
diagram λ = (sr),
N+r,sN+(sr)J(sr)(x) = 〈αr,s|Cβ′|χ+r,s〉
=
∮ r∏
j=1
dzj
2πizj
·
r∏
i,j=1
i<j
(zi − zj)2β ·
r∏
i=1
z
(1−r)β−s
i ·
∏
i
r∏
j=1
(1− xizj)−β,(29)
where the normalization constants N+λ [16] and N+r,s (see appendix B) are given by
N+λ =
∏
s∈λ
(ℓλ(s) + 1)β + aλ(s)
ℓλ(s)β + aλ(s) + 1
, N+r,s =
1
r!
r∏
j=1
sin πjβ
sin πβ
· Γ(rβ + 1)
Γ(β + 1)r
. (30)
Here for each box s = (i, j) (i-th row and j-th column) in the Young diagram λ, the
arm-length aλ(s) and leg-length ℓλ(s) are defined by λi − j and λ′j − i, respectively. For
a positive integer β, this N+r,s becomes (−1)
1
2
r(r−1)β(rβ)!/(β!)r.
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There exists another screening current : eα−φ(z) :. Using this, the singular vector is
expressed in another form,
|χ−r,s〉 =
∮ s∏
j=1
dzj
2πi
·
s∏
i=1
: eα−φ(zi) : |αr,−s〉, (31)
which differs from |χ+r,s〉 only normalization factor. Similarly we can show that |χ−r,s〉 is
the eigenstate of Hˆβ and obtain another integral representation of the Jack polynomial
with the Young diagram (sr),
N−r,sN−(rs)J(rs)(x) = 〈αr,s|Cβ′|χ−r,s〉
=
∮ s∏
j=1
dzj
2πizj
·
s∏
i,j=1
i<j
(zi − zj)2/β ·
s∏
i=1
z
(1−s)/β−r
i ·
∏
i
s∏
j=1
(1− xizj),(32)
N−λ = (−1)|λ|, N−r,s =
1
s!
s∏
j=1
sin πjβ−1
sin πβ−1
· Γ(sβ
−1 + 1)
Γ(β−1 + 1)s
. (33)
To illustlate the results obtained in this section, we give explicit examples in appendix
C.
5 WN singular vectors and Jack polynomials
5.1 Review of WN algebra
To discuss theWN algebra, we start fixing our notation for AN−1. Let ~ei (i = 1, · · · , N) to
be an orthonormal basis (~ei·~ej = δij), and the weight space of AN−1 to be the hyper-surface
perpendicular to
∑N
i=1 ~ei. The weights of the vector representation
~hi (i = 1, · · · , N), the
simple roots ~αa (a = 1, · · · , N − 1), and the fundamental weights ~Λa (a = 1, · · · , N − 1),
are given by
~hi = ~ei − 1N
N∑
j=1
~ej, ~α
a = ~ha −~ha+1, ~Λa =
a∑
i=1
~hi, (34)
and their inner-products are
~αa · ~αb = Aab = 2δa,b − δa,b+1 − δa,b−1,
~αa · ~Λb = Aab = δa,b,
~Λa · ~Λb = A−1ab = 1N min(a, b)
(
N −max(a, b)
)
. (35)
Components of a vector ~X in the weight space are defined by
~X =
N−1∑
a=1
Xa~Λa =
N−1∑
a=1
Xa~α
a. (36)
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They are related each other, Xa =
∑
bA
−1
ab X
b, Xa =
∑
bA
abXb and we use the conven-
tion X0 = XN = X
0 = XN = 0. From an orthonormal boson ~ϕ(z) =
∑N
i=1 ϕi(z)~ei
(ϕi(z)ϕj(w) ∼ δij log(z − w)), we define ~φ(z) = ~ϕ(z) − (~ϕ(z) · ∑Nj=1 ~ej) 1N ∑Ni=1 ~ei =∑N−1
a=1 φ
a(z)~Λa =
∑N−1
a=1 φa(z)~α
a, namely,
~φ(z) = ~ˆq + ~a0 log z −
∑
n 6=0
1
n
~anz
−n, ~φ−(z) =
∑
n>0
1
n
~a−nzn,
[aan, a
b
m] = A
abnδn+m,0, [a
a
0, qˆ
b] = Aab, (37)
with operator product expansion φa(z)φb(w) ∼ Aab log(z −w). The boson Fock space F~λ
is generated by oscillators of negative mode on the state |~λ〉, which is characterized by
~an|~0〉 = 0 (n ≥ 0), |~λ〉 = e~λ·~ˆq|~0〉. (38)
〈~λ| is similarly defined, with the normalization 〈~λ|~λ′〉 = δ~λ,~λ′.
Generators of the WN algebra, W
k(z) (k = 2, · · · , N), are obtained by the Miura
transformation [23],
:
N∏
i=1
(
α0∂ + ~hi · ∂~φ(z)
)
: =
N∑
k=0
W k(z)(α0∂)
N−k,
α0 = α+ + α−, α+ =
√
β, α− =
−1√
β
. (39)
From this, the Virasoro generator with the central charge c is given by
T (z) = −W 2(z) = 1
2
: ∂~φ(z) · ∂~φ(z) : +α0~ρ · ∂2~φ(z),
c = N − 1− 12α20~ρ 2, (40)
where ~ρ is the half-sum of positive roots, ~ρ =
∑N−1
a=1
~Λa, and ~ρ
2 = 1
12
N(N2 − 1). The W 3
generator W (z) is given by
W (z) = W 3(z) =
∑
n
Wnz
−n−3
=
N−1∑
a=1
: ∂φa(z)∂φa(z)
(
∂φa+1(z)− ∂φa−1(z)
)
:
+α0
N−1∑
a,b=1
(1− a)Aab : ∂φa(z)∂2φb(z) : +α20
N−1∑
a=1
(1− a)∂3φa(z). (41)
The vertex operator : e
~λ·~φ(z) : is a primary field of the WN algebra and creates the highest
weight state of the WN algebra from the vacuum, |~λ〉 = : e~λ·~φ(0) : |~0〉. Its conformal weight
h(~λ) and W0-eigenvalue w(~λ) are
h(~λ) = 1
2
(
(~λ− α0~ρ)2 − α20~ρ 2
)
,
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w(~λ) =
N−1∑
a=1
(
λaλa(λa+1 − λa−1)
+α0
(
2(a− 1)λaλa + (1− 2a)λaλa+1
)
+ α202(1− a)λa
)
. (42)
We define ~λ±~r,~s as follows
1
~λ+~r,~s =
N−1∑
a=1
(
(1 + ra − ra−1)α+ + (1 + sa)α−
)
~Λa, (43)
~λ−~r,~s =
N−1∑
a=1
(
(1 + ra)α+ + (1 + s
a − sa−1)α−
)
~Λa. (44)
We remark that
h
(
~λ±~r,~s − α±
N−1∑
a=1
ra±~α
a
)
= h(~λ±~r,~s) +
N−1∑
a=1
rasa, (45)
where ra+ = r
a and ra− = s
a.
A singular vector |χ+~r,~s〉 at level
∑N−1
a=1 r
asa in the WN representation space with the
highest weight state |~λ+~r,~s〉 is expressed by using screening currents : eα+φa(z) :,
|χ+~r,~s〉 =
∮ N−1∏
a=1
ra∏
j=1
dzaj
2πi
·
N−1∏
a=1
ra∏
j=1
: eα+φ
a(za
j
) : |~λ+~r,~s − α+
N−1∑
a=1
ra~αa〉
=
∮ N−1∏
a=1
ra∏
j=1
dzaj
2πizaj
·
N−1∏
a=1
ra∏
i,j=1
i<j
(zai − zaj )2β ·
N−2∏
a=1
ra∏
i=1
ra+1∏
j=1
(zai − za+1j )−β
×
N−1∏
a=1
ra∏
j=1
(zaj )
(1−ra+ra+1)β−sa ·
N−1∏
a=1
ra∏
j=1
eα+φ
a
−(z
a
j
)|~λ+~r,~s〉, (46)
where we use a similar integration contour in Figure 2(b). In the following we assume
r1 > · · · > rN−1.
Similarly, using another screening currents : eα−φ
a(z) :, we have a singular vector,
|χ−~r,~s〉 =
∮ N−1∏
a=1
sa∏
j=1
dzaj
2πi
·
N−1∏
a=1
sa∏
j=1
: eα−φ
a(za
j
) : |~λ−~r,~s − α−
N−1∑
a=1
sa~αa〉, (47)
with s1 > · · · > sN−1.
5.2 WN Singular Vectors and Jack polynomials
Like as (15), we consider the map from a state |f〉 in F~λ into a symmetric function f(x).
Since the Hilbert space of the Calogero-Sutherland model is equivalent to a single boson
1 Usual parametrization of the weight vector is ~λ~r,~s =
∑N−1
a=1 ((1 + r
a)α+ + (1 + s
a)α−)~Λa = α+~r +
α−~s+ α0~ρ.
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Fock space, we have to reduce the degree of freedoms of the N − 1 boson Fock space of
WN algebra. To this end, we use a kind of projection to give the correspondence between
the Hilbert spaces,
f(x) = 〈~λ|Cβ′|f〉,
Cβ′ = exp
(
~β ′ ·∑
n>0
1
n
~anpn
)
, ~β ′ = β ′~Λ1, pn =
∑
i
xni , (48)
where β ′ is a parameter. In this definition, only a1−n is a creation operator of pn and other
aa−n (a > 1, n > 1) do not contribute this map because 〈~λ|Cβ′aa−n = 〈~λ|Cβ′δa1β ′pn. The
Hamiltonian and momentum can be expressed in terms of boson oscillators as follows:
Hβ〈~λ|Cβ′ = 〈~λ|Cβ′Hˆβ, P 〈~λ|Cβ′ = 〈~λ|Cβ′Pˆ , (49)
where
Hˆβ =
∑
n,m>0
(
β ′a1−n−ma1,na1,m +
β
β ′
a1−na
1
−ma1,n+m
)
+
∑
n>0
a1−na1,n
(
(1− β)n+N0β
)
, (50)
and Pˆ =
∑
n>0 a
1
−na1,n. Since the above map is not one to one, Hˆβ and Pˆ are determined
up to the term
∑
n>0
∑
a>1 a
a
−n × (· · ·). In the following we set β ′ as
β ′ =
√
β. (51)
Like as the Virasoro case, a straightforward calculation shows that under the choice of
β ′ (51), cubic term in Hˆβ can be expressed by the Virasoro and W generators. We have
Hˆβ =
2
N
√
β
∑
n>0
a1−nLn +
∑
n>0
~a−n · ~an(N0β + β − 1− 2
√
βa1,0)
+
√
β(W0 −W0,zero) +
∑
n>0
∑
a>1
aa−n × (· · ·). (52)
Here W0,zero is the zero mode part of W0,
W0,zero =
N−1∑
a=1
(
aa,0aa,0(aa+1,0 − aa−1,0)
+α0
(
2(a− 1)aa,0aa,0 + (1− 2a)aa,0aa+1,0
)
+ α202(1− a)aa,0
)
. (53)
Using these, we have
Hˆβ|χ+~r,~s〉 =
(N−1∑
a=1
rasa ×
(
N0β + β − 1− 2
√
β(α+r1 + α−s1 + α0ρ1)
)
+
√
β
(
w(~λ+~r,~s − α+
N−1∑
a=1
ra~αa)− w(~λ+~r,~s)
))
|χ+~r,~s〉
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+
∑
n>0
∑
a>1
aa−n × (· · ·)|χ+~r,~s〉
=
(N−1∑
a=1
rasasa + 2
N−1∑
a,b=1
a>b
rasasb + β
N−1∑
a=1
rasa(N0 − ra)
)
|χ+~r,~s〉
+
∑
n>0
∑
a>1
aa−n × (· · ·)|χ+~r,~s〉. (54)
Therefore |χ+~r,~s〉 is the eigenstate of Hˆβ up to the last term, which will vanish after mul-
tiplying by 〈~λ+~r,~s|Cβ′. This eigenvalue is just ǫβ,λ with λ′ = ((r1)s1, (r2)s2, · · · , (rN−1)sN−1),
namely, λ = ((s1 + · · ·+ sN−1)rN−1 , (s1 + · · ·+ sN−2)rN−2−rN−1 , · · · , (s1)r1−r2),
s1 s2 sN−2 sN−1
λ = r1 r2
· · · · · · rN−2 rN−1
.
Using the state–function correspondence (48), we obtain an integral representation of the
Jack polynomial with the Young diagram λ,
Jλ(x) = (N+~r,~sN+λ )−1〈~λ+~r,~s|Cβ′|χ+~r,~s〉
= (N+~r,~sN+λ )−1
∮ N−1∏
a=1
ra∏
j=1
dzaj
2πizaj
·
N−1∏
a=1
ra∏
i,j=1
i<j
(zai − zaj )2β ·
N−2∏
a=1
ra∏
i=1
ra+1∏
j=1
(zai − za+1j )−β
×
N−1∏
a=1
ra∏
j=1
(zaj )
(1−ra+ra+1)β−sa ·∏
i
r1∏
j=1
(1− xiz1j )−β, (55)
where normalization constants N+λ and N+~r,~s are in (30) and appendix B, respectively.
Similarly, using another screening currents : eα−φ
a(z) :, we obtain another integral rep-
resentation of the Jack polynomial with the Young diagram λ = ((s1)r
1
, (s2)r
2
, · · · , (sN−1)rN−1),
Jλ′(x) = (N−~r,~sN−λ )−1〈~λ−~r,~s|Cβ′|χ−~r,~s〉
= (N−~r,~sN−λ )−1
∮ N−1∏
a=1
sa∏
j=1
dzaj
2πizaj
·
N−1∏
a=1
sa∏
i,j=1
i<j
(zai − zaj )2/β ·
N−2∏
a=1
sa∏
i=1
sa+1∏
j=1
(zai − za+1j )−1/β
×
N−1∏
a=1
sa∏
j=1
(zaj )
(1−sa+sa+1)/β−ra ·∏
i
s1∏
j=1
(1− xiz1j ). (56)
6 Direct derivation of the integral formulas
6.1 Integral transformations
In this section, we describe a direct method to give the integral representation of the Jack
polynomial. We hope that it may give some insight on the symmetry structure of the
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Calogero-Sutherland model.
Our method is based on two types of transformations which map any eigenstates of
the Hamiltonian into another. The first transformation may be physically interpreted
as a global Galilean transformation which describes a uniform shift of momentum of
the pseudo-particles. The second one is defined as the integral transformation which
changes the number of particles without touching the Young diagram of the original Jack
polynomial.
The first one, the Galilean transformation Gs, is defined by,
(Gsψ)(x1, · · · , xr) =
r∏
i=1
(xi)
s · ψ(x1, · · · , xr), (57)
for any symmetric function ψ. Recalling the definition of xj = e
i 2pi
L
qj , it produces a
uniform shift of the momentum of the pseudo-particles,
ki → ki + 2π
L
s. (58)
Therefore, when it operates on the Jack polynomial, Gs adds a rectangle Young diagram
(sr) to the original one from the left,
GsJλ(x; β) = Jλ+(sr)(x; β), (59)
Gs : λ 7−→
r
s λ
.
By the definition of the Jack polynomial, the normalization factor is one.
To define the second (integral) transformation, we prepare some notations. Let xa ≡
(xa1, · · · , xara), a ∈ Z≥0 be finite or infinite sequences of independent variables and denote
∆(x) ≡
r∏
i,j=1
i6=j
(
1− xi/xj
)
∝ ∆CS(x)2,
Γ(xa, xb) ≡
ra∏
i=1
rb∏
j=1
(
1− xai /xbj
)
. (60)
There are two types of the inner-products between the symmetric polynomial with which
the Jack polynomial becomes mutually orthogonal. The first one, 〈 , 〉β, is defined in
(11). The second one 〈 , 〉′β;r as [29] is defined for a positive integer β by
〈f(x), g(x)〉′β;r =
1
r!
∮ r∏
j=1
dxj
2πixj
· f(1/x) g(x)∆(x)β. (61)
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Here the integral
∮ ∏r
j=1
dxj
2πixj
f(x) stands for a constant part of f(x). The second one
appears in the computation of dynamical correlation functions [11]–[15]. These two def-
initions are equivalent only when β = 1. The norm of the Jack polynomial is related by
[29], for a positive integer β,
〈Jλ, Jλ〉′β;r =
∏
1≤i<j≤r
β−1∏
k=1
λi − λj + k + β(j − i)
λi − λj − k + β(j − i) ,
=
r∏
i=2
(
iβ − 1
β − 1
)
· ∏
(i,j)∈λ
j − 1 + β(r − i+ 1)
j + β(r − i) · 〈Jλ, Jλ〉β, (62)
where r is a number of variables, λ = (λ1 ≥ · · · ≥ λr ≥ 0) and (i, j) ∈ λ is a square in the
Young diagram such that 1 ≤ i ≤ λ′1 and 1 ≤ j ≤ λi. Note that 〈1, 1〉′β;r =
∏r
i=2
(
iβ−1
β−1
)
=
(rβ)!/r!(β!)r.
After this preparation, we introduce the second integral transformation as
(N
(β)
ra,rbψ)(x
a
1, · · · , xara) =
∮ rb∏
j=1
dxbj
2πixbj
· Γ(xa, xb)−β∆(xb)βψ(xb1, · · · , xbrb). (63)
It transforms any eigenstate into another by the orthogonality relations of the Jack poly-
nomials
Γ(xa, xb)
−β
=
∑
λ
Jλ(x
a; β) Jλ
(
1/xb; β
)
〈Jλ, Jλ〉−1β ,
1
r!
∮ r∏
j=1
dxj
2πixj
· Jλ(x; β)Jµ (1/x; β)∆(x)β = δλ,µ〈Jλ, Jλ〉′β;r. (64)
With the normalization factor, we get,
Jλ(x
a; β) =
〈Jλ, Jλ〉β
rb!〈Jλ, Jλ〉′β;rb
N
(β)
ra,rbJλ(x
b; β). (65)
As we discussed, it changes the number of pseudo-particles without touching the Young
diagram.
These two transformations are enough to give the Jack polynomials with arbitrary
Young diagrams [25]. Namely, by the Galilean transformation, we can add a rectangle
to the arbitrary Young diagram. The difficulty was that the number of rows of such
rectangle is constrained by the number of pseudo-particle. However, we may change it
by the second transformation. Any Jack polynomial can be constructed from the trivial
state, the vacuum, by the iterative use of them. We arrive at the integral representation
of the Jack polynomials,
Jλ(x
0; β) = N
(β)
r0,r1Gs1N
(β)
r1,r2 · · · · · ·GsN−2N (β)rN−2,rN−1GsN−1 · 1
= C+λ
∮ N−1∏
a=1
ra∏
j=1
dxaj
2πixaj
·
N−1∏
a=1
Γ(xa−1, xa)
−β
∆(xa)β
ra∏
j=1
(
xaj
)sa
, (66)
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C+λ =
N−1∏
a=1
〈Jλ(a), Jλ(a)〉β
ra!〈Jλ(a), Jλ(a)〉′β;ra
, (67)
with λ(a)
′ ≡ ((ra)sa , (ra+1)sa+1, · · · , (rN−1)sN−1) and λ ≡ λ(1). If we replace respectively x0i
and xai (a 6= 0) with xi and 1/zai , this formula (66) reduces to the integral formula (55).
The relation between the normalization constant C+λ and that of the previous sections is
(−1)
∑
a
(ra+ 1
2
ra(ra−1)β)C+λ = (N+λ N+~r,~s)−1.
6.2 Dual transformations
We next consider the dual orthogonal relation. It is defined by the automorphism ωβ [16],
ωβ pn ≡ (−1)n−1β−1pn, . (68)
for n 6= 0. It satisfies
ω
(a)
β Γ(x
a, xb)
−β
= Γ˜(xa, xb) ≡∏
i,j
(
1 + xai /x
b
j
)
,
ωβ Jλ(x; β)〈Jλ, Jλ〉−1β = Jλ′(x; 1/β), (69)
where ω
(a)
β is acted on the variables x
a
i ’s. The second relation shows that it interchanges
rows and columns of the Young diagram. Physically, it amounts to interchange pseudo-
particles and pseudo-holes with the change of the parameter β ↔ 1/β. Some aspects of
this transformation was discussed in [16] and [15].
Using this automorphism ω
(a)
β , we get the following dual orthogonality relation,
Γ˜(xa, xb) =
∑
λ
Jλ′ (x
a; 1/β)Jλ(1/x
b; β). (70)
We can introduce an integral transformation which realizes the duality,
(N˜
(β)
ra,rbψ)(x
a) ≡
∮ rb∏
j=1
dxbj
2πixbj
· Γ˜(xa, xb)∆(xb)βψ(xb). (71)
It maps into
Jλ′(x
a; 1/β) =
1
rb!〈Jλ, Jλ〉′β;rb
N˜
(β)
ra,rbJλ(x
b; β). (72)
Applying the automorphism ω
(0)
β to the eq. (66) and replacing β with 1/β, we obtain the
dual form of the Jack polynomials:
Jλ′(x
0; β) = C−λ N˜
(1/β)
r0,r1 Gs1N
(1/β)
r1,r2 · · ·GsN−2N (1/β)rN−2,rN−1GsN−1 · 1
= C−λ
∮ N−1∏
a=1
ra∏
j=1
dxaj
2πixaj
· Γ˜(x0, x1)
N−1∏
a=2
Γ(xa−1, xa)
−1/β ·
N−1∏
a=1
∆(xa)1/β
ra∏
j=1
(
xaj
)sa
, (73)
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C−λ =
∏N−1
a=2 〈Jλ(a), Jλ(a)〉1/β∏N−1
a=1 r
a!〈Jλ(a), Jλ(a)〉′1/β;ra
. (74)
If we replace respectively x0i and x
a
i (a 6= 0) with xi and −1/zai , then this formula also
reduces to the our integral formula (56).
It is obvious that we may get various types of decomposition of the Young diagram
into the rectangles. For example, we may obtain the (generalized) hook decomposition if
we use only N˜
(1/β)
r0,r1 .
7 Skew-Jack polynomials
To calculate higher point dynamical correlation functions, we will need the inner product
〈Jλ, JµJν〉′ or equivalently the branching rule
Jµ(x; β)Jν(x; β) =
∑
λ
′
Cλµν(β)Jλ(x; β), (75)
where
∑
λ
′ =
∑
λ〈Jλ, Jλ〉−1. This information is encoded in the skew-Jack polynomial
Jλ/µ(x; β) characterized by the following three equivalent definitions
(i) Jλ/µ(x; β) =
∑
ν
′Cλµν(β)Jν(x; β),
(ii) 〈Jλ, JµJν〉β = 〈Jλ/µ, Jν〉β = Cλµν(β) (∀ν),
(iii)
∑
λ
′Jλ/µ(x)Jλ(y) =
∑
ν
′Jν(x)Jν(y)Jµ(y).
In order to match the inner products on the boson Fock space and the ring of symmetric
functions, we rescale oscillators an =
√
2βa′n and a−n =
√
β/2a′−n, namely
[a′n, a
′
m] =
n
β
δn+m,0, (76)
and define † operation by a′†n = a′−n. We set φ′−(z) =
∑
n>0
1
n
a′−nz
n and φ′†−(z) =∑
n>0
1
n
a′nz
n. The correspondence between a state |f〉 = fˆ |0〉 ∈ F0 (or 〈f | = 〈0|fˆ †)
and a symmetric function f(x) is
|f〉 7→ f(x) = 〈0|C ′β(x)|f〉, C ′β(x) = eβ
∑
n>0
1
n
a′npn(= Cβ′)
= 〈f |C ′†β (x)|0〉, C ′†β (x) = eβ
∑
n>0
1
n
a′−npn. (77)
In these notations, the two inner products agrees,
〈f, g〉β = 〈f |g〉. (78)
We remark that
|fg〉 = fˆ gˆ|0〉 7→ f(x)g(x) = 〈0|C ′β(x)|fg〉. (79)
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For the Young diagram λ′ = ((r1)s
1
, (r2)s
2
, · · · , (rN−1)sN−1), we define
|Jλ〉 =
∮ r1∏
j=1
dz1j
2πiz1j
· f±λ (z1)
r1∏
j=1
eγ±φ
′
−(z
1
j )|0〉, (80)
f±λ
(
1
z1
)
= C±λ
∮ N−1∏
a=2
ra∏
j
dzaj
2πizaj
Γ(za−1, za)−β
±1 ·
N−1∏
a=1
∆(za)β
±1
ra∏
i=1
(zai )
sa , (81)
with γ+ = β and γ− = −1.
Then Jack and skew-Jack polynomials are given by
Jλ(x; β) = 〈0|C ′β(x)|Jλ〉 = 〈Jλ|C ′†β (x)|0〉, (82)
Jλ/µ(x; β) = 〈Jµ|C ′β(x)|Jλ〉 = 〈Jλ|C ′†β (x)|Jµ〉. (83)
The former is proved in sections 5 and 6. The latter is done as follows;
〈Jλ, JµJν〉β = 〈Jλ|JµJν〉 = 〈Jλ|Jˆµ|Jν〉
= 〈 〈Jλ|JˆµC ′†β (x)|0〉, 〈0|C ′β(x)|Jν〉 〉β
= 〈 〈Jλ|C ′†β (x)|Jµ〉, 〈0|C ′β(x)|Jν〉 〉β
= 〈Jλ/µ, Jν〉β. (84)
Here we have used (79) and [Jˆµ, C
′†
β (x)] = 0. 2
We can give another proof;∑
λ
′
Jλ/µ(x)Jλ(y) =
∑
λ
′〈0|C ′β(y)|Jλ〉〈Jλ|C ′†β (x)|Jµ〉 = 〈0|C ′β(y)C ′†β (x)|Jµ〉
= 〈0|C ′β(y)|Jµ〉
∏
i
∏
j
(1− xiyj)−β
=
∑
ν
′
Jν(x)Jν(y)Jµ(y). (85)
Here we have used (64) and completeness of {|Jλ〉} in F0. 2
Now we can write down integral representations of skew-Jack polynomials. By using
(80), we have
Jλ/µ(x; β) =
∮ ℓ(µ)∏
j=1
dw1j
2πiw1j
ℓ(λ)∏
j=1
dz1j
2πiz1j
· faµ(w1)f bλ(z1)Γ(w1, z1)
−γaγb
β Γ(x, z1)−γb . (86)
More generally, the skew-Jack polynomial can be written in the integral transformation
N
(β)
N,M in (63) or in the power-sum as follows:
Jλ/µ(x1, · · · , xN) = 〈Jλ, Jλ〉β
M !〈Jλ, Jλ〉′β;M
N
(β)
N,MJλ(t1, · · · , tM)Jµ
(
1
t1
, · · · , 1
tM
)
Jλ/µ(p) = Jµ(p)Jλ(p) · 1, (87)
for all M ≥ ℓ(λ). Here pn = nβ ∂∂pn . When M = ℓ(λ), this reduces to (86).
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8 Discussion
There are some points which may be interesting if it is clarified in the future study.
1. The methods in section 6 and 7 are applicable to the q–analogue of the Jack poly-
nomial, that is the Macdonald polynomial. Integral representation of the (skew-
)Macdonald polynomial can be obtained from that of the Jack polynomial by re-
placing ∆, Γ and Γ˜ with q–deformed ones [30].
2. It is challenging to calculate dynamical n–point correlation functions for n greater
than two. For this purpose, we will have to use the inner-product 〈Jλ, JµJν〉′, whose
integral representation has been obtained in section 7.
3. In our construction, the choice of the W algebra depends on the form of the Young
diagram. It will be natural to conjecture that there is a underlying symmetry which
explains the appearance of various symmetries.
4. This is also related with Kac-Moody algebras. In fact, the operator Cβ′ in (48)
corresponds to the product of N–vertex operators of ̂sl(N) with fundamental rep-
resentations. The level is k+N = 1/β. Hence if we decompose the Young diagram
as ra = N − a and allow sa’s vanish, then the integrand of (55) is just the φ–boson
part of that of a zero-weight N–point function.
5. The large distance behavior of correlation functions is described by c = 1 CFT [31].
To give the eigenfunction, as we observed, c < 1 CFT plays the essential role. It is
interesting to understand the relation between them.
6. The situation that the only relevant states are given by the null states reminds us
of the situation in the quantum gravity [26]. This fact comes from the similarity
between our Hamiltonian (2) and the BRST currents when we replaced the a−n by
the ghost field.
7. Another analogy with the gravity is that our Hamiltonian is a deformation of that
of quantum gravity considered by Ishibashi and Kawai [27]. It may be interesting to
understand what quantum gravity system our Hamiltonian (or its continuum limit)
describes. It is well known that the matrix model can be described by free fermions.
Our construction shows that we may define similar model even if we replace these
fermions with anyons.
8. One can generalize our state–function correspondence (48) to a invertible map. In
fact, if we introduce N − 1 kinds of power-sums p(a)n (a = 1, · · · , N − 1), then the
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operator Cβ′ ≡ exp
{
β ′
∑
n>0
1
n
∑N−1
b=1
~Λb · ~an p(b)n
}
gives such a map. When sa =
β(1 − ra + ra−1) − 1 with r0 = 0, the function Z(p) ≡ 〈~λ+~r,~s|Cβ′|χ+~r,~s〉 is regarded
as a generalized partition function of the conformal matrix model in [32] of β = 1.
However, it is still unknown what system this map describes in general.
9. The two–point function derived by Ha [13] has following form,
〈0|ρ(x, t)ρ(0, 0)|0〉 = C
q∏
i=1
∫ ∞
0
dxi
p∏
j=1
∫ 1
0
dyiQ
2F (q, p, β|{xi, yj}) cos(Qx)e−iEt,
(88)
where Q = 2πρ0(
∑q
i=1 xi +
∑p
j=1 yj), E = (2πρ0)
2(
∑q
i=1 ǫP (xi) +
∑p
j=1 ǫH(yj)). ǫP
and ǫH are the energy for pseudo-particle and hole. The form factor is given by,
F (q, p, β|{xi, yj}) =
q∏
i=1
p∏
j=1
(xi + βyj)
−2
∏
i<j(xi − xj)2β
∏
i<j(yi − yj)2/β∏q
i=1 ǫP (xi)
1−β ∏p
j=1 ǫH(yj)
1−1/β
∝ 〈
∏q
i=1 : e
α+φ(xi/α+) :
∏p
j=1 : e
α−φ(yj/α−) :〉∏q
i=1 ǫP (xi)
1−β ∏p
j=1 ǫH(yj)
1−1/β . (89)
The Vertex operators in the final expression are nothing but the screening charges we
used in section 4 and 5 [33]. Although there is a definite gap between our approach
and theirs, this fact may indicate that some structure we obtained in this paper
survives in the thermo-dynamical limit.
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Appendix A : Construction of states with a excitation
of M pseudo-particle (pseudo-hole)
A.1
Action with Hˆβ on
∏M
i=1 e
α±φ−(zi)|α〉 (|z1| > · · · > |zM |) is given by [18]
Hˆβ
M∏
i=1
eα±φ−(zi)|α〉 = H ′β,M
M∏
i=1
eα±φ−(zi)|α〉, (90)
21
where
H ′β,M =
M∑
i=1
( √
β
α±/
√
2
D2i +
(
N0β −
√
β α±√
2
)
Di
)
+ 2
√
β α±√
2
M∑
i,j=1
i<j
1
1− zj
zi
(
zj
zi
Di −Dj
)
=
√
β
α±/
√
2
H 1
2
α2±
+
(
N0β −M
√
β α±√
2
)
P. (91)
Here Di = zi
∂
∂zi
, and H and P are the Hamiltonian and momentum with variable zi
(i = 1, · · · ,M). Expanding this, we obtain
HˆβJˆ
±
n1 · · · Jˆ±nM |α〉
=
M∑
i=1
( √
β
α±/
√
2
n2i +
(
N0β −
√
β α±√
2
(2i− 1)
)
ni
)
Jˆ±n1 · · · Jˆ±nM |α〉
+2
√
β α±√
2
M∑
i,j=1
i<j
nj∑
ℓ=1
(ni − nj + 2ℓ)Jˆ±n1 · · · Jˆ±ni+ℓ · · · Jˆ±nj−ℓ · · · Jˆ±nM |α〉. (92)
The subspace with Pˆ = |λ| has basis Jˆ±n1 · · · Jˆ±n|λ||α〉 (n1 ≥ · · · ≥ n|λ| ≥ 0,
∑
i ni = |λ|),
on which Hˆβ is represented as a triangular matrix. The energy eigenvalue ǫβ,λ (6) can be
read from the diagonal elements. By diagonalizing this triangular matrix, the eigenstates
are determined as
|J±λ 〉 =
(M∏
i=1
Jˆ±λi + · · ·
)
|α〉, (λ = (λ1, · · · , λM)),
Hˆβ|J±λ 〉 = ǫβ,λ±|J±λ 〉, (λ+ = λ, λ− = λ′). (93)
For example, M = 2 case was explicitly solved,
|J±(λ1,λ2)〉 =
λ2∑
ℓ=0
c±(λ1 − λ2, ℓ)Jˆ±λ1+ℓJˆ±λ2−ℓ|α〉,
c±(λ, ℓ) =
λ+ 2ℓ
λ+ ℓ
ℓ∏
j=1
λ+ j
j
·
ℓ∏
i=1
−√β α±√
2
+
√
β
α±/
√
2
(i− 1)
√
β α±√
2
+
√
β
α±/
√
2
(λ+ i)
. (94)
The Jack polynomial is obtained by the state–function correspondence (15), J±λ (x) =
〈α|Cβ′|J±λ 〉. The normalization between J±λ (x) and Jλ(x) are given by [16]
J+λ (x; β) = N+λ Jλ(x; β), N+λ =
∏
s∈λ
(ℓλ(s) + 1)β + aλ(s)
ℓλ(s)β + aλ(s) + 1
, (95)
J−λ (x; β) = N−λ Jλ′(x; β), N−λ = (−1)|λ|. (96)
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A.2
Instead of using mode expansion, next we will consider the eigenstates in the following
form,
|J±λ 〉 =
∮ M∏
j=1
dzj
2πizj
·
M∏
i=1
z−λii · f±λ (z1, · · · , zM)
M∏
i=1
eα±φ−(zi)|α〉. (97)
Here the integration contour is shown in Figure 2(a). From the argument of mode ex-
pansion, f±λ (z1, · · · , zM) is a finite sum of terms
∏
i<j(
zj
zi
)nij (nij ≥ 0) and has a constant
term 1. In the case of β = 1 when the Jack polynomial reduces to the Schur polynomial,
f±λ is independent of λ and given by f
±
λ (z1, · · · , zM) =
∏
i<j(1− zjzi ), which can be written
in a determinant form, Jˆ±λ = det(Jˆ
±
λi−i+j)1≤i,j≤M .
Although f±λ has only finite number of terms, we can add to f
±
λ the terms that do
not contribute to the integral. This freedom may give us the possibility to write down
solutions for general M . In fact integral representations of such solutions are given in
section 5,6. In the following, we allow that f±λ may have infinitely many terms. We will
give a sufficient condition for such f±λ . By setting f
±
λ
∏
i z
−λi
i = F
±
λ
∏
i<j(zi − zj)α2±, |J±λ 〉
is rewritten as
|J±λ 〉 =
∮ M∏
j=1
dzj
2πizj
·
M∏
i,j=1
i<j
(zi − zj)α2± · F±λ (z1, · · · , zM)
M∏
i=1
eα±φ−(zi)|α〉
=
∮ M∏
j=1
dzj
2πizj
· F±λ (z1, · · · , zM)
M∏
i=1
z
−α±(α−Mα±)
i
M∏
i=1
: eα±φ(zi) : |α−Mα±〉, (98)
where we may have to choose appropriate integration contour. By using (90) and inte-
gration by parts,
Hˆβ|J±λ 〉 = ǫβ,λ±|J±λ 〉
=
∮ M∏
j=1
dzj
2πizj
·
M∏
i,j=1
i<j
(zi − zj)α2± · F±λ (z1, · · · , zM)H ′β,M
M∏
i=1
eα±φ−(zi)|α〉
=
∮ M∏
j=1
dzj
2πizj
· (H ′β,M)†
( M∏
i,j=1
i<j
(zi − zj)α2± · F±λ (z1, · · · , zM)
)
·
M∏
i=1
eα±φ−(zi)|α〉,
we obtain the sufficient condition for F±λ ; this F
±
λ (z1, · · · , zM) is homogeneous and the
eigenfunction of H with variable zi,
H 1
2
α2±
F±λ = ǫ 1
2
α2±,λ˜
F±λ , λ˜i = −λi − (M − i)α2±. (99)
Note a symmetry ǫβ,λ = ǫβ,λ with λi = −λi + β(2i− 1). Also note that F±λ may not be a
polynomial.
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We remark that the following property of Hβ. Let ψλ(x1, · · · , xN0), which is symmetric
and homogeneous, be the eigenfunction of Hβ, Hβψλ = ǫβ,λψλ. Since the original Hamil-
tonian HCS is symmetric with respect to the transformation β ↔ 1 − β, the function
ψ˜λ˜ = ψλ
∏
i<j(xi − xj)2β−1 is also the eigenfunction of H ,
Hβ˜ψ˜λ˜ = ǫβ˜,λ˜ψ˜λ˜, β˜ = 1− β, λ˜i = λi + (2β − 1)(N0 − i). (100)
Setting F˜±λ = F
±
λ
∏
i<j(zi − zj)α2±−1, then |J±λ 〉 is rewritten as
|J±λ 〉 =
∮ M∏
j=1
dzj
2πizj
·
M∏
i,j=1
i<j
(zi − zj) · F˜±λ (z1, · · · , zM)
M∏
i=1
eα±φ−(zi)|α〉. (101)
Due to above property, the sufficient condition is reexpressed as follows; F˜±λ (z1, · · · , zM)
is homogeneous and the eigenfunction of H with variable zi,
H1− 1
2
α2±
F˜±λ = ǫ1− 1
2
α2±,λ˜
F˜±λ , λ˜i = −λi − (M − i). (102)
ForM = 2, we can easily find a solution of this equation. Let us set F˜±λ = f˜
±
λ
∏
i z
−λi−(M−i)
i .
Substituting the form f˜±(λ1,λ2)(z1, z2) =
∑∞
n=0 c
±
n (
z2
z1
)n (c±0 = 1) in (102), we obtain the re-
sult that f˜±(λ1,λ2) is given by the hypergeometric function,
f˜±(λ1,λ2)(z1, z2) = 2F 1
[
λ1 − λ2 + 1, −12α2± + 1
λ1 − λ2 + 12α2± + 1
;
z2
z1
]
. (103)
f±(λ1,λ2)(z1, z2) = (1− z2z1 )f˜±(λ1,λ2)(z1, z2) agrees with the generating function for c±(λ, ℓ) of
(94),
∞∑
l=0
c±(λ1 − λ2, ℓ)
(z2
z1
)ℓ
= f±(λ1,λ2)(z1, z2). (104)
For M = 3, we can derive the recurrence formula for the coefficients of the Taylor
series of F˜±λ , which has a property of the root system of sl3. However it is hard to obtain
a general solution for F˜±λ .
Appendix B
We consider the analytic continuation of the following integral [28, 22],
I =
∫ r∏
j=1
dzj ·
r∏
i,j=1
i<j
(zi − zj)2α ·
r∏
i=1
zα
′
i · g(z1, · · · , zr). (105)
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Let I1 to be I with the integration region 0 < zr < · · · < z1 < 1, and I2 to be I with the
integration contour shown in Figure 2(b). We assume that g(z1, · · · , zr) has no poles at
zi = zj . Then I1 and I2 are related as follows:
I2 = (−1)r
r∏
j=1
(1− a′aj−1) ·
r∏
j=1
(1 + a+ · · ·+ aj−1) · I1, (106)
where a and a′ are
a = e2πiα, a′ = e2πiα
′
. (107)
Therefore we have
1
(2πi)r
I2 = e
πir((r−1)α+α′)
r∏
j=1
sin πjα
sin πα
sin π((j − 1)α+ α′)
π
· I1. (108)
When g(z1, · · · , zr) = ∏ri=1(1−zi)α′′ , this integral is known as the Selberg integral [24],
I1 =
r∏
j=1
Γ(jα)
Γ(α)
Γ((j − 1)α+ α′ + 1)Γ((j − 1)α+ α′′ + 1)
Γ((r − 2 + j)α + α′ + α′′ + 2) . (109)
The normalization constantN+r,s in (29) is given by the coefficient of (J+s )r in 〈αr,s|Cβ′|χ+r,s〉,
N+r,s =
∮ r∏
j=1
dzj
2πizj
·
r∏
i,j=1
i<j
(zi − zj)2β ·
r∏
i=1
z
(1−r)β
i , (110)
where the integration contour is shown in Figure 2(b). Using (108) and (109), setting
α = β, α′′ = 0 and tending to a limit α′ → (1− r)β − 1, we obtain
N+r,s =
1
r!
r∏
j=1
sin πjβ
sin πβ
· Γ(rβ + 1)
Γ(β + 1)r
. (111)
Here we have used Γ(z)Γ(1 − z) = π
sinπz
. The other one N−r,s is obtained from N+r,s by
replacing β, r, s with 1
β
, s, r.
The normalization constant N+~r,~s in (55) is given by the coefficient of (J+s1+···+sN−1)r
N−1
(J+s1+···+sN−2)
rN−2−rN−1 · · · (J+s1)r
1−r2 in 〈~λ+~r,~s|Cβ′|χ+~r,~s〉,
N+~r,~s =
∮ N−1∏
a=1
ra∏
j=1
dzaj
2πizaj
·
N−1∏
a=1
ra∏
i,j=1
i<j
(zai − zaj )2β ·
N−2∏
a=1
ra∏
i=1
ra+1∏
j=1
(zai − za+1j )−β
×
N−1∏
a=1
ra∏
j=1
(zaj )
(1−ra+ra+1)β−sa ·
N−1∏
a=1
1
(ra − ra+1)! ·
∑
σ
r1∏
j=1
(z1j )
λσ(j) , (112)
where
∑
σ stands for the summation over all permutations of r
1 objects and λi is (λ1, · · · , λr1) =
((s1 + · · · + sN−1)rN−1 , (s1 + · · · + sN−2)rN−2−rN−1 , · · · , (s1)r1−r2). The other one N−~r,~s is
obtained from N+~r,~s by replacing β, ~r and ~s with 1β , ~s and ~r, respectively. At present we
have not obtained the explicit form of N±~r,~s. For a positive integer β, the normalization
constants are explicitly given in section 6, (67) and (62).
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Appendix C : Explicit examples
The null state at level n is defined as,
Ln|χ〉 = 0 (n > 0), L0|χ〉 = (h+ n)|χ〉 (113)
By a standard argument, it has null norm with any states in the Verma module,
〈∗|χ〉 = 0. (114)
The existence of such states depend crucially on the choice of parameter c and h. Cere-
brated Kac formula shows that if they are explicitly parametrized as,
c = 1− 6(β − 1)
2
β
hrs =
(βr − s)2 − (β − 1)2
4β
, (115)
for an arbitrary parameter β, there exists null state at level rs. Some of the lower lying
states can be explicitly obtained by solving the conditions (113). Let us introduce the
notation |χrs〉 as the null state that occurs in the highest module over the vacuum |hrs〉
at level rs. We obtain,
|χ11〉 = L−1|h11〉
|χ21〉 = (L−2 − 1
β
L2−1)|h21〉
|χ12〉 = (L−2 − βL2−1)|h12〉
|χ31〉 =
(
(1− 2β)L−3 + 2L−2L−1 − 1
2β
L3−1
)
|h31〉
|χ13〉 =
(
(1− 2/β)L−3 + 2L−2L−1 − β
2
L3−1
)
|h13〉
|χ41〉 =
(
(1− 4β + 6β2)L−4 + 5− 12β
3
L−3L−1
−3β
2
L2−2 +
5
3
L−2L2−1 −
1
6β
L4−1
)
|h41〉
|χ14〉 = |χ41〉|β→1/β, h41→h14
|χ22〉 =
(
L−4 +
2(β2 − 3β + 1)
3(β − 1)2 L−3L−1 −
(β + 1)2
3β
L2−2
+
2(β2 + 1)
3(β − 1)2L−2L
2
−1 −
β
3(β − 1)2L
4
−1
)
|h22〉. (116)
The duality β ↔ 1/β is realized as a symmetry r ↔ s.
These null states can be regarded as the Jack polynomial once we use the bosonic
representation. In mode expansion, Virasoro charges are replaced as,
Ln =
1
2
∑
m∈Z
: an+ma−m : −α0(n+ 1)an. (117)
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The central charge (115) is obtained by choosing α0 =
1√
2
(
√
β −
√
1/β). The highest
weight state |hrs〉 can be replaced by the Fock space vacuum |αrs〉, with
αrs =
1√
2
(
(1 + r)
√
β − (1 + s)
√
1/β
)
.
In terms of free boson oscillators, the null states (116) are written as (up to overall
normalization),
|χ11〉 ∼ a−1|α11〉
|χ21〉 ∼
(
a−2 −
√
2/βa2−1
)
|α21〉
|χ12〉 ∼
(
a−2 +
√
2βa2−1
)
|α12〉
|χ31〉 ∼
(
a−3 − 3√
2β
a−2a−1 +
1
β
a3−1
)
|α31〉
|χ13〉 ∼
a−3 + 3
√
β
2
a−2a−1 + βa3−1
 |α13〉
|χ41〉 ∼
(
a−4 − 8
3
√
2β
a−3a−1 − 1√
2β
a2−2 +
2
β
a−2a
2
−1 −
√
2
3β
√
β
a4−1
)
|α41〉
|χ22〉 ∼
(
a−4 +
4
√
2β
1− β a−3a−1 − 2
1 + β + β2√
2β(1− β)a
2
−2 − 4a−2a2−1 −
2
√
2β
1− β a
4
−1
)
|α22〉.(118)
The state |χs,r〉 is obtained from |χr,s〉 by β ↔ 1/β and an ↔ −an.
To translate these expressions into symmetric functions, one can apply the rule,
a−n →
√
β
2
pn(x), |αrs〉 → 1, pn =
∑
i
(xi)
n, (119)
which gives the Jack polynomials for the rectangular Young diagram λ = {rs}.
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