Introduction
The sharp fall in computer memory and storage costs and the increase in their speed and connectivity are dramatically changing the way information is stored. In the past, medium-size, mainly textual, centralized archives were the only resource for knowledge management. Nowadays companies handle multimedia information in distributed archives in an order of magnitude that was unimaginable even a few years ago. Large organizations' intranets are now the size of mini Webs, connecting thousands of computers and embracing tens of millions of documents. This trend will continue: it is expected that intranets will soon include hundreds of millions of documents -a size comparable to the Internet at the end of the 1990s. Moreover the increased use of the WWW as a source of information has made the boundary between intranet (i.e. the internal knowledge) and Internet (the publicly available material) very thin. This dramatically increases the whole concept of 'information space'.
As an example consider a jet engine: every flight produces about 1 gigabyte of vibration data: 1 if irregularities are found, part of the data is stored; when the engine is serviced and problems are found, pictures are taken and reports are written; financial information is also produced (e.g. recording of service costs on spreadsheets); information on jet engines can be found on intra-and Internets (e.g. engine description and design, service manual). Each individual engine has a potential 'folder' of information describing its whole lifecycle, containing highly interrelated information stored in different media and easily running to several gigabytes, potentially terabytes. 2 It is thus obvious that, if an organization is to keep its competitive edge and minimize its costs, it is of fundamental importance to collect, aggregate, share and reuse multimedia knowledge. There are several studies showing how ineffective sharing of information impacts on business: IDC 3 has found that Fortune 500 companies lose at least $31.5 billion a year by failing to share knowledge (Babcock, 2004) due to difficulties in accessing content which is scattered in multiple repositories and databases (Feldman, 2004) , often in personal file systems or email. Unstructured information is particularly critical as it is estimated to make up an average 80-85 per cent of a company's knowledge base expressed in some form of natural language, raw data, images or a mix of these (Raghavan, 2004) . In practice, no one knows precisely what is available and where it is (Feldman, 2004) .
Unstructured resources cannot be queried in simple ways, and therefore the information they contain cannot be used by automatic systems, or easily retrieved by humans.
To deal with unstructured knowledge the tendency is to search documents by using keywords (as is the case with search engines) or to provide a structure via a taxonomy (as in the case of many knowledge-management platforms) for the limited purpose of document retrieval. This paper describes some methodologies for acquiring and sharing knowledge that provide a comprehensive support to knowledge management, beyond keyword matching. This technology has the potential to impact on the indexing community as it offers possibilities for the facilitation and enrichment of the work of indexers.
Levels of annotation
In traditional information systems, documents are described using metadata. For example, in a library information system (i.e. a catalogue) a book is identified by its title, author, publisher and ISBN number. The publisher also provides a set of keywords and the library will classify the book according to a specific classification system such as the Dewey Decimal Classification System.
Metadata contain information about the document, but not about the content of the document: this is the job of the index. The index can be used to retrieve content, not only by humans but also by automatic systems. Unfortunately while it is possible to employ a professional indexer for books, it is at present impossible to do the same for every document produced in a large organization: every report, every email, every image and so on. It is therefore necessary to devise methodologies that can capture the knowledge contained in the unstructured sources in the absence of a professional indexer. Traditionally this is done by automatically extracting keywords or by explicitly associating keywords at the time of editing. When keywords are extracted automatically from documents and made available for searching (as in WWW search engines), the accuracy of the process cannot be guaranteed as the terms selected are not necessarily representative. This can be critical with medium and small archives, because this particular methodology for identifying key words automatically tends to work better with large databases. The result is likely to be better if the author of the document identifies a few associated keywords. However such keywords can be:
• Non-standardized:. the same content is described by different keywords, which makes automatic retrieval difficult.
• Unrepresentative: too generic or too specific. This is quite common when a standard classification, such as the ACM taxonomy, is used.
• Not objective: selected keywords represent the author's view of the document, not the reader's. For example a report about faults on a car may be indexed using the fault as seen by the customer (e.g. a wet carpet) as keyword. Service engineers, however, will focus their search on the causes of the fault (e.g. an ill-positioned gasket).
In all three cases there is a mismatch between the keywords used by the author and those assumed by the person seeking to retrieve information. The result is a difficult or unsuccessful search. To solve this problem, the Semantic Web Community 4 has devised strategies for the indexing of document content that go beyond the simple use of keywords. The methodology is called semantic (or ontology-driven) annotation (Uren et al, 2006 ). An ontology is an explicit formal specification of the terms in the domain and relationships between them (Gruber, 1993) . 'For example, the ontology of cooking and cookbooks includes ingredients, how to stir and combine the ingredients, the difference between simmering and deep-frying, the expectation that the products will be eaten or drunk, that oil is for cooking or consuming and not for lubrication, and so forth.' (Hendler, 2001 ).
Ontology can be as different as domains are: an ontology describing faults on jet engines will include the possible faults, their causes, the parts of the engine involved, the situations in which faults can occur (e.g. plane take-off) and so on. The goal of ontology-driven annotation is to associate portions of a document (a word or a group of words) to concepts and interrelationships in the ontology. Annotating a document about faults on a jet engine means finding all the references to faults, parts and the like, and their interrelationship (which fault occurred on what part, etc.) in the document and to make them available for retrieval in the form of indexes to the document. Similarly, an image can be annotated by associating portions of the image with concepts in the ontology. For example an image showing a broken engine part could be annotated by identifying the area of the picture where the damaged part is located and its damaged subparts.
Ontology-based annotation enables better retrieval and reasoning because of:
• The ability to access unstructured material by content, rather than superficial features such as metadata or keywords.
• The use of a standard vocabulary specifically defined for the task in hand. Terms in the ontology are defined a priori and shared by the community.
• The possibility of retrieving concepts that are more generic as well as more specific than the one used. For example, the search 'faults on a blade' will retrieve images of blades that are broken, worn, rubbed and so on.
Content, however, is not the only important part of the document. A further way to enrich documents is to incorporate free text annotations in the form of comments (Kahan et al, 2001 ). This has become quite a standard feature, especially in the knowledge-management community. 5 Comments are used to integrate the text, adding information and knowledge not explicitly mentioned within the document. For example, a lawyer could add explanations about why he decided to refer to a specific regulation in a document (e.g. an EU directive), rather than to other regulations that might seem, in principle, more relevant. Such knowledge about the document and the decision-making process that generated it can be as valuable as the content of the document itself. Ontology-based annotation can be applied also to textual annotations, providing access not only to the document content but also to the additional information in the comments. A further level of annotation can be used to connect a single document to the rest of the information or document collection, in much the same way as hyperlinks connect pages on the Web. Hyperlinks identify a specific string (the anchor text) and associate it with a document where, for example, more information can be found. The hyperlink concept can be extended beyond being simply a means of navigating among documents. One possibility proposed by Dzbor (2003) is to add 'services' to concepts in an ontology. When an ontological annotation is inserted in a document, the services are associated with the annotation. Figure 1 (from Dzbor, 2003) shows an example: an online Open University module displays the course material annotated using a simple ontology and services are associated to each annotation. By right-clicking on the annotation associated to 'precipitation', the students can access a Web service providing the definition of the term, other parts of the course where the term is mentioned, etc. This kind of annotation enables the connection between the document and the rest of the available information. In the OU example, it simplifies the job of the student and makes learning an easier and more enjoyable experience. From the knowledgemanagement point of view, it shortens the time (and hence the cost) required for accessing information. It becomes much easier to share and reuse knowledge.
Strategies for annotations
If this methodology is to work, the user must be given the means to annotate documents easily at the three levels (ontology-based, comments and connection with the rest of the knowledge). The simplest and most direct way to do this is to provide an easy-to-use interface for accessing the electronic version of a document and for annotating it without the need to learn special languages (e.g. XML or RDF). Different authors have proposed graphical interfaces based on the concept of text decoration by using the mouse and a tablet of colours (Uren et. al, 2006) . In Melita (Ciravegna et al, 2002) , each concept in the ontology has a colour; the user selects the appropriate colour and highlights the snippet of text, thus making explicit the text-concept relation ( Figure   Ciravegna 2). This association is translated automatically into XML code by the system. In AktiveMedia, 6 images are annotated using the same concept/colour schema, but this time portions of the image are identified by drawing rectangles within the image (Figure 3 ). As the annotation is done by a human, its quality is in generally very high. However, manual annotation can be a long and expensive process, and becomes error prone if tiredness or hurrying intervenes. For this reason, methodologies have been devised either to help the user identify potential annotation (semi-automatic techniques) or to replace the human annotator altogether (fully automatic or unsupervised techniques). In Melita, a Machine Learning module monitors the annotations introduced by users into a set of documents. After a while, the system itself starts suggesting potential annotations for each new document and the role of the user changes from annotator to corrector of annotations, removing wrong annotations and adding missing ones. (Petrelli et al, 2005) . Every time there is a correction, the system learns to avoid repeating the mistake. The continuous annotate/learn/ correct/retrain process ensures that after a while the system achieves a high level of accuracy. Experiments carried out at the University of Karlsruhe have shown that the use of such a paradigm can reduce annotation time by 80 per cent and double the quality of annotation compared with manual methods.
In cases where there is a large quantity of un-annotated material and it is not possible to have a human in the annotation loop (e.g. large legacy document collections or the WWW), methodologies for unsupervised ontologybased annotation have been devised (Dill et al, 2003; Ciravegna et al, 2004) . Such systems are based on a set of modules dedicated to the recognition of ontological concepts and relationships in documents. Unsupervised annotation is a novelty and has been studied mainly for the WWW using some very shallow ontologies. The quality of the generated annotation is generally lower than the annotation obtained with manual or semi-automatic methodologies, as the systems tend to be imprecise. Such limited precision is acceptable in case of vast archives (e.g. the WWW) as that material would be otherwise inaccessible beyond simple keyword matching. However automatic techniques raise the issue of how trustworthy the extracted information/knowledge is, and are therefore applied as an advanced method for retrieving documents rather than a way of extracting knowledge from them.
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