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Abstract
We prove that the Tutte embeddings (a.k.a. harmonic/barycentric embeddings) of certain
random planar maps converge to γ-Liouville quantum gravity (γ-LQG). Specifically, we treat
mated-CRT maps, which are discretized matings of correlated continuum random trees, and γ
ranges from 0 to 2 as one varies the correlation parameter. We also show that the associated
space-filling path on the embedded map converges to space-filling SLEκ for κ = 16/γ
2 (in the
annealed sense) and that simple random walk on the embedded map converges to Brownian
motion (in the quenched sense). Our arguments also yield analogous statements for the Smith
(square tiling) embedding of the mated-CRT map.
This work constitutes the first proof that a discrete conformal embedding of a random planar
map converges to LQG. Many more such statements have been conjectured. Since the mated-CRT
map can be viewed as a coarse-grained approximation to other random planar maps (the UIPT,
tree-weighted maps, bipolar-oriented maps, etc.), our results indicate a potential approach for
proving that embeddings of these maps converge to LQG as well.
To prove the main result, we establish several (independently interesting) theorems about
LQG surfaces decorated by space-filling SLE. There is a natural way to use the SLE curve to
divide the plane into “cells” corresponding to vertices of the mated-CRT map. We study the
law of the shape of the origin-containing cell, in particular proving moments for the ratio of its
squared diameter to its area. We also give bounds on the degree of the origin-containing cell and
establish a form of ergodicity for the entire configuration. Ultimately, we use these properties
to show (with the help of a general theorem proved in a separate paper) that random walk on
these cells converges to a time change of Brownian motion, which in turn leads to the Tutte
embedding result.
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1 Introduction
1.1 Overview and main results
Since at least the 1980’s, physicists have interpreted random planar maps as approximations of
continuum random surfaces. We will not survey the (vast) physics literature on this topic here; see
the reference overview in [DS11] or [Nak04]. The continuum random surfaces we have in mind are
known as Liouville quantum gravity (LQG) surfaces, and their local behavior is characterized
by a real parameter γ ∈ (0, 2] that in some sense determines the “roughness” of the surface. Several
precise scaling limit conjectures involving random planar maps and LQG surfaces were formulated
in [DS11,She16a,DMS14,HRV15,Cur15].
Moreover, there are now several senses in which random planar maps have been proved to
converge to LQG surfaces: as metric spaces [Le 13,Mie13,MS15a,MS16b,MS16c], as path-decorated
metric spaces [GM16,GM17b], as mated pairs of trees [She16b,KMSW15,GKMW18,BHS18,LSW17],
as collections of loops [GM18,BHS18], etc. However, conspicuously absent from the results obtained
thus far is a proof of any of the scaling limit conjectures involving discrete conformal embeddings.
One way to formulate such a conjecture is as follows. Imagine that one samples a random planar
map with n vertices (or n faces) and applies a “discrete conformal embedding” that sends each
vertex to a point in C. The embedding induces a measure on C in which each embedded vertex is
assigned mass 1/n. The conjecture is that as n → ∞, the measure should converge in law to an
LQG measure on the disk as constructed in [DS11]. Furthermore, the simple random walk on the
embedded map should converge in law to a two dimensional Brownian motion independent from the
measure, modulo time parameterization.
Attempts to formulate such a conjecture in a canonical way are complicated by the fact that
there are actually several “discrete conformal embeddings” that can be claimed to be canonical in
some sense.
1. Circle packings (see the overview in [Ste03]).
2. Square tilings via the Smith diagram [BSS+40] or Cannon’s combinatorial Riemann
mapping theorem [Can94] or Schramm’s combinatorial square tiling [Sch93].
3. Riemann uniformizations of the continuum surface obtained by viewing faces as unit-side-
length polygons, glued together along edges.
4. Tutte embeddings (a.k.a. harmonic embeddings or barycentric embeddings).
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There are also several kinds of random planar maps that are known (in at least some sense) to
scale to γ-LQG for γ ∈ (0, 2).
1. Uniformly random triangulations (or quadrangulations, or planar maps with other face
sizes).
2. Randomly decorated planar maps of various types, where the decoration may consist
of a spanning tree, an Ising or Potts model instance, a self-avoiding walk, an FK-cluster
decomposition, a bipolar orientation, a Schynder wood, a Gaussian free field, or an instance of
some other statistical physics model.
3. Mated-CRT maps, which are discretized matings of continuum random trees [Ald91a,
Ald91b,Ald93] and which we will define precisely below.
Given M distinct embedding procedures and N distinct random planar map models, one can
formulate MN conjectures, each stating that the discrete conformal embedding of the map converges
in law to some form of LQG. The aim of this paper is to completely solve two of these conjectures.
Specifically, we treat the Tutte embedding and the (closely related) Smith embedding of the mated-
CRT map. Mated-CRT maps are defined just below and illustrated in Figure 1. These maps are a
natural place to start when proving embedding convergence results, for the following reasons.
1. They are among the easiest random planar map models to define and simulate.
2. They come with a parameter (the correlation of the trees) which one can vary to make the
limiting surface γ-LQG for any γ ∈ (0, 2).
3. They each come a priori with an embedding into C arising from the theory developed
in [DMS14,MS15b] which allows us to reduce the convergence of the Tutte embedding to a
quenched invariance principle for random walk in a certain highly inohomogeneous random
environment (see Section 1.2 just below for further discussion of this).
4. They can be understood as coarse-grained approximations of any one of the other models
listed above.1 As we discuss in Section 5, it is possible that the results of this paper will lead
to scaling limit theorems for the Tutte embeddings of these other planar map models as well.
1.1.1 Mated-CRT maps
We now explain the construction of the mated-CRT map. Fix γ ∈ (0, 2) and consider a two
dimensional Brownian motion (L,R) with covariance matrix chosen so that
Var(Lt) = Var(Rt) = |t| and Cov(Lt, Rt) = − cos
(
piγ2
4
)
|t|, (1.1)
1Rougly speaking, this is because a sample from one of these models can be represented as a planar map obtained
by “gluing together” two discrete random trees. The contour functions of the trees together form a two dimensional
random walk — the scaling limit of which is a two dimensional Brownian motion with some diffusion matrix,
which in turn encodes a mated pair of continuum random trees. (This is what the authors have called peanosphere
convergence) [Mul67,She16b,KMSW15,GKMW18,LSW17].) On both the discrete and continuum sides, the “interface”
between the two trees is a sort of “space-filling path” and one can define a “cell” to be a region traversed by this path
during a fixed interval of time. If one couples the discrete two dimensional walk with the continuum two dimensional
Brownian motion, so that they are close with high probability, then one can show that discrete cells closely approximate
their continuum analogs (in the sense that the adjacency relation on the set of discrete cells agrees with the continuum
analog with high probability), which in turn correspond to a mated-CRT map. Such coarse-graining ideas are used
in [GHS17,GM17c,GH18,DG18] to transfer estimates for graph distances and random walk on mated-CRT maps to
some of these other random planar map models.
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or some minor variant thereof (this correlation ranges from −1 to 1 as γ ranges from 0 to 2). For
concreteness, we consider the setting shown in Figure 1, which is a Brownian motion as in (1.1)
started from (0, 0), run for one unit of time, and conditioned to stay in the positive quadrant
and end up at (1, 0). Such a conditioned Brownian motion is defined via a limiting procedure
in [MS15b], building on results of [Shi85]. This Brownian excursion corresponds to a disk version of
the mated-CRT map (mated-CRT maps with other topologies are defined in Section 2.4).
For n ∈ N, the mated-CRT map G1/n (with the disk topology) with n vertices is the graph with
vertex set ( 1nZ) ∩ (0, 1], with two vertices x1, x2 ∈ ( 1nZ) ∩ (0, 1] connected by an edge if and only if
either (
inf
t∈[x1−1/n,x1]
Lt
)
∨
(
inf
t∈[x2−1/n,x2]
Lt
)
≤ inf
t∈[x1,x2−1/n]
Lt
or
(
inf
t∈[x1−1/n,x1]
Rt
)
∨
(
inf
t∈[x2−1/n,x2]
Rt
)
≤ inf
t∈[x1,x2−1/n]
Rt. (1.2)
The vertices are connected by two edges if |x1 − x2| 6= 1/n and (1.2) holds for both L and R. The
condition for L in (1.2) is equivalent to the existence of a horizontal line segment below the graph of
L whose endpoints are of the form (t1, Lt1) and (t2, Rt2) for t1 ∈ [x1−1/n, x1] and t2 ∈ [x2−1/n, x2],
and similarly for R. This allows us to give an equivalent, more geometric, version of the definition
of G1/n, as illustrated in the top-right panel of Figure 1.
The boundary of G1/n is defined by
∂G1/n :=
{
y ∈ ( 1
n
Z) ∩ (0, 1] : inf
t∈[y−1/n,y]
Lt ≤ inf
t∈[y,1]
Lt
}
. (1.3)
In the setting of Figure 1, these vertices correspond to the vertical strips connected by a horizontal
green line segment to a point on the right boundary of the figure.
The above defines the mated-CRT map as a graph, but it is easy to see that this graph also
comes with a natural planar map structure, under which it is a triangulation; see Figure 2.
1.1.2 Tutte embedding
To construct the Tutte embedding of the mated-CRT map G1/n, we fix an interior vertex xn and we
enumerate the boundary vertices (in numerical order) as {y1, . . . , yk}. For j = 1, . . . , k we let p(yj)
be the conditional probability given G1/n that a simple random walk started from xn first hits the
boundary at a vertex in the boundary arc {y1, . . . , yj}. The boundary vertices y1, y2, . . . , yk are then
mapped in counterclockwise order around the complex unit circle via yj 7→ e2piip(yj). This makes
it so that the hitting probability of the random walk started from xn approximates the uniform
measure on the unit circle. One then maps the interior vertices of G1/n into the unit disk via the
discrete harmonic extension of the boundary values. This is what we call the Tutte embedding
of the mated-CRT map centered at xn. Note that xn is approximately mapped to the center of the
disk in this embedding.2
Theorem 1.1. Fix γ ∈ (0, 2) and define the correlated Brownian excursion (L,R) and the associated
mated-CRT maps G1/n for n ∈ N as above. Also let t be sampled uniformly at random from [0, 1]
2 One may compute p by first finding the function ψ that is zero on {y1, y2, . . . , yk} and 1 at xn and discrete
harmonic elsewhere, and then observing that the probability that a random walk from xn first reaches {y1, y2, . . . , yk}
via a given edge is proportional to the gradient of ψ along that edge. One can find ψ using a sparse matrix solver,
or using more ad hoc harmonic relaxation techniques (which may involve first getting an approximation to ψ by
considering a mated-CRT map with fewer vertices built from the same Brownian motion). The same is true for the
next step: finding the harmonic extension of the map from {y1, y2, . . . , yk} to the circle.
4
RL
C −R
L
Figure 1: Top left: A unit length Brownian excursion (L,R) in R2+ from (0, 0) to (1, 0). The
correlation between L and R is given by − cos(γ2pi/4); in this simulation we have taken γ = √2
(hence κ = 8) so that L,R are independent. Top right: To define the mated-CRT map, we first
choose a large constant C > 0 so that the graphs of L and C −R do not intersect. Then, we divide
the space between these two graphs into n = 20,000 vertical strips (red). Each strip corresponds
to a vertex of the mated-CRT map (which is identified with the horizontal coordinate of its right
boundary), and two strips are connected by an edge if they share a boundary line or they are
connected by a horizontal green chord below the graph of L or above the graph of C−R, or a double
edge if both of these conditions are satisfied; several such chords are shown in green. Bottom
left: The Tutte embedding of the mated-CRT map into the unit disk D. Vertices (resp. edges)
are represented by the small disks (resp. straight lines). Bottom right: The space-filling path
which corresponds to following the red chords from left to right. Theorem 1.1 says that the measure
which assigns mass 1/n to each of the embedded vertices converges to the area measure associated
with a γ-LQG surface, this space-filling path converges to a space-filling SLEκ curve for κ = 16/γ
2,
and the simple random walk on the embedded map converges to Brownian motion (modulo time
parameterization).
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Figure 2: Left: A sketch of the construction of the mated-CRT map with n = 8 vertices as
described in Figure 1, with one representative green horizontal segment shown for each edge between
non-consecutive vertices and one orange segment for each boundary edge (here time is scaled by 8 to
avoid writing fractions). Right: One can define a planar map structure on the mated-CRT map by
identifying each vertex to the point of ( 1nZ)∩ (0, 1] equal to the right coordinate of the corresponding
stripe, then connecting any two nearest-neighbor points of ( 1nZ) ∩ (0, 1] by a line segment (red);
and connecting any two non-nearest-neighbor points of ( 1nZ) ∩ (0, 1] whose corresponding stripes
are joined by a horizontal line lying above (resp. below) the graph of L (resp. C − R) by an arc
lying above (resp. below) the real line, shown in green. We note that the mated-CRT map is a
triangulation with boundary with no self-loops (but double edges arising from pairs of vertices
joined both above and below the real line) when equipped with this planar map structure.
(independently from (L,R)) and for n ∈ N, let xn ∈ ( 1nZ) ∩ (0, 1] be the vertex of G1/n with
t ∈ [xn − 1/n,xn]. For n ∈ N, let µn be the random measure on D which assigns mass 1/n to each
of the n points in the Tutte embedding of the mated-CRT map centered at xn. We have the following
convergence in probability as n→∞.
1. The measures µn converge weakly to a limiting γ-LQG measure µ that is a.s. determined by
(L,R).3
2. The space-filling path on the embedded mated-CRT map which comes from the left-right ordering
of the vertices converges uniformly to space-filling SLEκ with κ = 16/γ
2, parameterized by
γ-LQG mass (see Section 2.2 for a review of the definition of this curve).
3. The conditional law given G1/n of the simple random walk on the embedded map started from
xn and stopped upon hitting ∂G1/n converges to the law of Brownian motion started from 0
and stopped upon hitting ∂D, modulo time parameterization.
Remark 1.2. There are only a few ways to draw random paths in a Euclidean domain that provably
converge to SLE in the Euclidean sense (as parameterized or unparameterized paths). Aside from
direct Loewner evolution discretizations or loop soup discretizations [Lup15], previous examples
have applied to special values of κ, namely the κ for which {κ, 16/κ} ∩ {2, 3, 4, 6} 6= ∅. By contrast,
Theorem 1.1 spans the full range of κ > 4 (with boundaries corresponding to all κ < 4).
The construction is also computationally efficient: sampling a mated-CRT map with n vertices
requires O(n) steps, and the embedding requires solving two sparse systems of linear equations
3 The measure µ and an associated space-filling SLE16/γ2 -type curve can be constructed by mating the continuuum
random trees determined by L and R via the procedure of [DMS14, MS15b] (see Remark 2.3). In fact, there is a
second equivalent way to construct the same objects, but the proof of the equivalence has only been written down for
γ ∈ [√2, 2) [MS15b, Theorem 2.1]. We note, however, that the equivalence of the two analogous constructions has been
written for all γ ∈ (0, 2) in the whole-plane and sphere cases; see [DMS14, Theorem 1.9] and [MS15b, Theorem 1.1].
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(each with n vertices; recall Footnote 2) which can be implemented for millions of vertices with a
sparse matrix package.
Time −→
Figure 3: Another instance of the mated-CRT map as in Figure 1, this time with n = 100,000;
edges are drawn in white. Faces are colored according to the order in which they are hit by
the associated space-filling path. Time is parameterized by the fraction of vertices visited so far.
Theorem 1.1 implies that this path converges to an SLEκ loop as n → ∞. In this case, κ = 8
since the coordinates of the Brownian excursion were taken to be independent. Color changes
are abrupt because most of the vertices of the embedded map are clustered together in small
regions (which appear white in the figure due to the presence of many edges). The boundary of
the region corresponding to a range of colors is a form of SLEκ, with κ = 16/κ, which is 2 in
this case. Additional simulations, including ones for other values of γ and κ, can be found at
http://statslab.cam.ac.uk/~jpm205/tutte-embeddings.html.
1.1.3 Smith embedding
Our techniques also allow us to prove an analog of Theorem 1.1 for the so-called Smith embedding
of the mated-CRT map.
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Figure 4: Left: The mated-CRT map G1/n (red) and its dual Ĝ1/n (blue). Middle: The boundary
arcs A0, A1, Â0, Â1 used in the definition of the Smith embedding. Right: The Smith embedding of
G1/n. Each edge corresponds to a rectangle with horizontal (resp. vertical) coordinates determined
by the hitting probabilities for simple random walk on G1/n (resp. Ĝ1/n) started from its endpoints.
(This does not correspond to the actual Smith embedding of the map on the left).
Let G1/n be the mated-CRT map with the disk topology as above, and let Ĝ1/n be its planar
dual. We do not include a vertex corresponding to the unbounded face, so that Ĝ1/n is a planar
map with boundary ∂Ĝ1/n consisting of the vertices of Ĝ1/n whose corresponding faces have a vertex
of ∂G1/n on their boundaries.
The Smith embedding of G1/n associates a rectangle with each edge of G1/n. See Figure 4 for
an illustration. To define this embedding, choose points y1,y2,y3,y4 ∈ V(∂G1/n), enumerated in
counterclockwise order. Let A0 (resp. A1) be the counterclockwise boundary arc of ∂G1/n from y1
to y2 (resp. y3 to y4). Also let Â0 (resp. Â1) be the largest arc of ∂Ĝ1/n with the property that
none of its vertices correspond to faces of G1/n which share an edge with the counterclockwise arc of
∂Ĝ1/n from y4 to y1 (resp. y2 to y3).
For an edge e = {x1, x2} ∈ EG1/n, let ê = {x̂1, x̂2} ∈ Ĝ1/n be the dual edge which crosses it.
For i ∈ {1, 2}, let p̂xi (resp. p̂x̂i) be the probability that simple random walk on G1/n (resp. Ĝ1/n)
started from xi (resp. x̂i) hits A1 before A0 (resp. Â1 before Â0). The rectangle associated with e is
given by
[px1 ∧ px2 , px1 ∧ px2 ]× [p̂x̂1 ∧ p̂x̂2 , p̂x̂1 ∧ p̂x̂2 ].
One can check that under this embedding, two rectangles intersect along their horizontal (resp.
vertical) boundaries if and only if the corresponding primal (resp. dual) edges share an endpoint.
Theorem 1.3. Let γ ∈ (0, 2). For n ∈ N let sn1 , . . . , sn4 be sampled uniformly and independently
from [0, 1] then enumerated in increasing order and let yni be the first (in chronological order) vertex
of ∂G1/n such that infs∈[yni ,1] Ls ≥ sni . Define the Smith embedding of G1/n as above with this choice
of y1, . . . ,y4. For n ∈ N, let µn be the random measure on [0, 1]× [0, 1] which assigns 1/n units of
mass uniformly distributed over each square in the Smith embedding of G1/n. We have the following
convergence in probability as n→∞.
1. The measures µn converge weakly to a limiting γ-LQG measure µ that is a.s. determined
by (L,R) (this measure µ is the image of the γ-LQG measure as in Theorem 1.1 under the
composition of a conformal map to a rectangle and an affine transformation).
2. The space-filling path on the Smith embedded mated-CRT map which comes from the left-right
ordering of the vertices (viewed as a path in the square which spends 1/n units of time in each
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rectangle) converges uniformly to space-filling SLEκ with κ = 16/γ
2, parameterized by γ-LQG
mass.
3. The conditional law given G1/n of the simple random walk on the embedded map started from
xn and stopped upon hitting ∂G1/n converges to the law of Brownian motion started from 0
and stopped upon hitting ∂D, modulo time parameterization.
For most of our arguments we will focus on the Tutte embedding rather than the Smith
embedding. We describe the adaptations needed to treat the Smith embedding in Section 3.5.
1.2 From mated-CRT maps to random walk in random environment
The main feature that makes the mated-CRT map special is that, thanks to the results in [DMS14,
MS15b], this map comes a priori with a certain kind of embedding into C described by SLE-
decorated LQG. To explain this, we note that the mated-CRT map construction as described in
Figure 1 has a continuous time (“n =∞”) variant: the disk version of the so-called peanosphere.
This is a topological measure space decorated by a space-filling curve obtained as the quotient of
[0, 1] × [0, C] when we identify each red line between the graphs of L and C − R and each green
line under the graph of L or above the graph of C −R to a point. The measure is the pushforward
of Lebesgue measure on a horizontal line segment between the two graphs and the space-filling
curve is the one obtained by tracing such a segment from left to right at unit speed. It is easy
to see using Moore’s theorem [Moo28] that this space has the topology of the disk (see, e.g., the
argument in [DMS14, Section 1.3] for the case of the sphere — the disk case is similar). We use the
term peanosphere informally to describe the space-filling-path-decorated metric measure space
obtained this way.
The peanosphere does not a priori come with a conformal structure. However, it is shown
in [DMS14, MS15b] that an instance of the disk version of the peanosphere a.s. has a canonical
(albeit non-explicit) conformal structure, and hence a canonical embedding into D. We will discuss
this embedding and its relationship to the mated-CRT map in more detail in Section 2.5, but for
now let us give a brief overview.
Under its canonical embedding into D, the measure on the peanosphere maps to a variant of the
γ-LQG measure and the curve η maps to a space-filling form of SLEκ with κ = 16/γ
2, parameterized
so that it covers t units of γ-LQG mass in t units of time.
Each vertex x ∈ ( 1nZ)∩ (0, 1] of the mated-CRT map G1/n associated with (L,R) corresponds to
the cell η([x− 1/n, x]). Two vertices of G1/n are connected by an edge if and only if the intersection
of the corresponding cells contains a non-trivial connected set (so that, e.g., intersections along
a cantor-like set do not count). This graph of cells is called the 1/n-structure graph of η (as
in [GHS16a]) because it encodes the topological structure of the cells; see Figure 5 for an illustration.
Remark 1.4. The proof in [DMS14,MS15b] shows only that the above embedding of the peanosphere
into C is a.s. equal to a deterministic functional of the correlated Brownian excursion (L,R). It
does not give an explicit description of this functional. However, once Theorem 1.1 is established
we can make this functional explicit: it is simply the n → ∞ limit of Tutte embeddings of the
associated mated-CRT maps described in Figure 1.4
4To put this a different way, the reader may recall that the construction of SLE4 as a “level line” of the GFF as
in [SS13] is discretely approximated. Precisely, a GFF level line is the limit of its discrete counterparts, which are
level sets of projections of the GFF onto spaces of piecewise linear functions [SS09]. By contrast, the construction
of a general imaginary geometry flow line from the GFF in [MS16d,MS16e,MS16a,MS17] is (conjectured but) not
known to be discretely approximated in any similar way. Currently, the only way to construct the path from the
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One can define an a priori embedding of the mated-CRT map by sending each vertex x to the
corresponding cell η([x− 1/n, x]). Since η is parameterized by γ-LQG mass, it is clear that under
the a priori embedding, the counting measure on vertices, scaled by 1/n, converges to the γ-LQG
measure and the discrete space-filling path obtained by following the vertices in left-right order
converges to η. Hence to prove Theorem 1.1 (modulo the random walk convergence statement),
we only need to show that the a priori embedding is close to the Tutte embedding. Since the
Tutte embedding is defined in terms of hitting probabilities for simple random walk on the map,
Theorem 1.1 will be a straightforward consequence of the following theorem.
Theorem 1.5. As n→∞, the image of simple random walk on the mated-CRT map under the a
priori embedding x 7→ η(x) (i.e., the simple random walk on the graph of cells η([x−1/n, x])) stopped
when it hits ∂G1/n converges in probability to Brownian motion modulo time parameterization in the
quenched sense, uniformly in the choice of starting point.
See Theorem 3.4 for a more precise version of Theorem 1.5, which also treats the whole-plane
and sphere cases. Similarly, Theorem 1.3 will follow from Theorem 1.5 and its analog for the dual
of the mated-CRT map (see Theorem 3.8).
Figure 5: Left: A segment of a space-filling curve η : [0, 1]→ D, divided into cells η([x− 1/n, x])
for x ∈ ( 1nZ) ∩ (0, 1]. The order in which the cells are hit is shown by the orange path. This figure
looks like what we would expect to see for κ ≥ 8 (γ ≤ √2), since the cells are simply connected (see
Figure 6, left for an illustration of the case κ ∈ (4, 8)). Middle: We draw a red point in each cell
and connect the points whose cells share a corresponding boundary arc. The red graph is then an a
priori embedding of the mated-CRT map into C. Note that this graph is a triangulation, with faces
corresponding to the points where three of the black lines meet. Right: Same as the middle picture
but without the original cells, so that only the a priori embedding of the mated-CRT map is visible.
We will prove that the simple random walk on the graph of cells converges to Brownian motion
modulo time parameterization, and hence the a priori embedding is close to the Tutte embedding
when the number of vertices is large.
At first glance, Theorem 1.5 would appear something like a conventional random walk in random
environment (RWRE) problem: one has a random walk (jumping from cell to cell) and wants
to show it approximates Brownian motion. There is a vast literature on the topic of RWRE;
see [BAF16, Bis11] for recent surveys. However, our situation does not fit into the conventional
RWRE framework. Indeed, due to the fractal nature of the γ-LQG measure the cell sizes vary
field is indirect: one first produces a coupling of the GFF and the path, then shows that in this coupling the field
a.s. determines the path. Theorem 1.1 can be interpreted as saying that construction of SLE-decorated LQG from a
correlated CRT pair is discretely approximated in a certain sense.
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Figure 6: Four typical space-filling SLEκ cells for κ ∈ (4, 8). The picture is slightly misleading
since the set of “pinch points” where the left and right boundaries of each cell meet is actually
uncountable, with no isolated points, but has Hausdorff dimension less than 2. The points where η
starts and finishes filling in each cell are shown with black dots. Note that the grey and green cells
intersect at several points, but do not share a connected boundary arc so are not considered to be
adjacent. This is natural since one can think of the blue cell as lying in between the grey and green
cells. In fact, two cells which intersect, but do not share a connected boundary arc, will always be
separated by another cell in this manner. The case when κ ≥ 8 is much simpler: in this setting, the
interiors of the cells are simply connected and two cells are connected by an edge if and only if they
intersect.
dramatically from one location to another, so the environment is highly spatially inhomogeneous.
As a consequence of this, we do not expect the random walk on the adjacency graph of cell to
converge uniformly to standard Brownian motion—instead, it should expect the walk to converge
to a Brownian motion with a random time parameterization (the so-called Liouville Brownian
motion; see Section 5). Moreover, spatially translating the environment of cells corresponding to
the whole-plane mated-CRT map changes the normalization of the field associated with the LQG
surface, so the environment is not stationary with respect to spatial translations.
Nevertheless, it follows from basic properties of the LQG measure that our environment is in
some sense approximately translation invariant modulo scaling, i.e., the collections of cells which
intersect small neighborhoods of two different points z, w ∈ D agree in law (approximately) if
we re-scale them both in the same way, e.g., so that the cells containing z and w each have unit
Lebesgue measure. In fact, as we will explain below, it is possible to define an infinite-volume graph
of cells which locally looks like the disk version considered above and which satisfies a certain exact
notion of translation invariance modulo scaling.
In order to prove Theorem 1.5, we will employ a general quenched invariance principle for random
walk in two-dimensional random environments which are only required to be “translation invariant
modulo scaling” in the above sense (Theorem 1.7 just below), which was proven in [GMS18a].
In order to show that the hypotheses of the theorem are satisfied in our setting, we will (among
other things) need to establish certain moment estimates for space-filling SLE cells which are of
independent interest (for example, these moment bounds are also used in [GMS18b,GM17c]).
1.3 Scaling limit for random walk in random environment
In this subsection we state a version of the main result of [GMS18a] which gives conditions under
which random walk on the adjacency graph of a random collection of cells (such as the one discussed
in the preceding subsection) converges to Brownian motion. As in [GMS18a], we will work in the
whole-plane rather than the disk. Let us first describe what we mean by an “adjacency graph of
cells”.
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Definition 1.6. A cell configuration on C consists of the following objects.
1. A locally finite collection H of compact connected subsets of C (“cells”) with non-empty
interiors whose union is all of C and such that the intersection of any two elements of H has
zero Lebesgue measure.
2. A symmetric relation ∼ on H×H (“adjacency”) such that if H ∼ H ′, then H ∩H ′ 6= ∅ and
H 6= H ′.
3. A function c = cH (“conductance”) from the set of pairs (H,H ′) with H ∼ H ′ to (0,∞) such
that c(H,H ′) = c(H ′, H).
We will typically slightly abuse notation by making the relation ∼ and the function c implicit,
so we write H instead of (H,∼, c). We view H as a weighted graph whose vertices are the cells of H
and whose edge set is
EH := {{H,H ′} ∈ H ×H : H ∼ H ′}, (1.4)
and such that any edge {H,H ′} is assigned the weight c(H,H ′). Note that any two cells which are
joined by an edge intersect but two intersecting cells need not be joined by an edge. We emphasize
that the cells of H are not required to be simply connected. In particular, space-filling SLEκ type
cells for κ ∈ (4, 8), as illustrated in Figure 6, are allowed.
For a cell configuration H and z ∈ C, we write Hz for one of the cells in H containing z, chosen
in some arbitrary manner if there is more than one such cell (the cell is unique for Lebesgue-a.e. z).
Following [GMS18a], we define
H(A) := {H ∈ FM : H ∩A 6= ∅}, ∀A ⊂ C (1.5)
and view H(A) as an edge-weighted graph with edge set consisting of all of the edges in EH joining
elements of H(A) and conductances given by the restriction of c. We also define a metric on the
space of cell configurations by
dCC(H,H′) :=
∫ ∞
0
e−r ∧ inf
fr
{
sup
z∈C
|z − fr(z)|
+ max
{H1,H2}∈EH(Br(0))
|c(H1, H2)− c′(fr(H1), fr(H2))|
}
dr (1.6)
where each of the infima is over all homeomorphisms fr : C → C such that fr takes each cell in
H(Br(0)) to a cell in H′(Br(0)) and preserves the adjacency relation, and f−1r does the same with
H and H′ reversed. We also define the primal and dual stationary measures on H by
pi(H) :=
∑
H′∈H:H′∼H
c(H,H ′) and pi∗(H) :=
∑
H′∈H:H′∼H
1
c(H,H ′)
. (1.7)
In [GMS18a], we proved that the simple random walk on a random cell configuration H which
satisfies the following hypotheses converges to Brownian motion. Here, for C > 0 and z ∈ C we
write C(H− z) for the cell configuration obtained by translating all of the cells by −z then scaling
all of the cells by C.
1. Translation invariance modulo scaling. There is a (possibly random and H-dependent)
increasing sequence of open sets Uj ⊂ C, each of which is either a square or a disk, whose
union is all of C such that the following is true. Conditional on H and Uj , let zj for j ∈ N
be sampled uniformly from Lebesgue measure on Uj . Then the shifted cell configurations
H− zj converge in law to H modulo scaling as j →∞, i.e., there are random numbers Cj > 0
(possibly depending on H and zj) such that Cj(H − zj) → H in law with respect to the
metric (1.6).
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2. Ergodicity modulo scaling. Every real-valued measurable functions F = F (H) which is
invariant under translation and scaling, i.e., F (C(H− z)) = F (H) for each z ∈ C and C > 0,
is a.s. equal to a deterministic constant.
3. Finite expectation. With H0 the cell containing 0 and pi and pi
∗ as in (1.7),
E
[
diam(H0)
2
Area(H0)
pi(H)
]
<∞ and E
[
diam(H0)
2
Area(H0)
pi∗(H)
]
<∞ (1.8)
where diam and Area denote Euclidean diameter and Lebesgue measure, respectively.
4. Connectedness along lines. Almost surely, for each horizontal or vertical line segment
L ⊂ C, the subgraph of H induced by the set of cells which intersect L is connected.
We note that the combination of hypotheses 1 and 2 is referred to as ergodicity modulo scaling
in [GMS18a]. Several equivalent formulations of hypothesis 1 are given in [GMS18a, Definition
1.2], but we state only the formulation which we will use in the present paper. The following
is [GMS18a, Theorem 3.10].
Theorem 1.7 ( [GMS18a]). Let H be a random cell configuration satisfying the above four hypotheses.
For z ∈ C, let Y z denote the simple random walk on H started from Hz (with conductances c). For
j ∈ N0, let Ŷ zj be an arbitrarily chosen point of the cell Y zj and extend Ŷ z from N0 to [0,∞) by
piecewise linear interpolation. There is a deterministic covariance matrix Σ with det Σ 6= 0 such
that the following is true. For each fixed compact set A ⊂ C, it is a.s. the case that as → 0, the
maximum over all z ∈ A of the Prokhorov distance between the conditional law of Ŷ z/ given H and
the law of Brownian motion started from z with covariance matrix Σ, with respect to the topology on
curves modulo time parameterization (as defined in Section 2.1.2), tends to 0.
We emphasize that the random walk in Theorem 1.7 converges to Brownian motion uniformly
on compact subsets of C. This will be important for us since it implies the convergence of certain
discrete harmonic functions (e.g., the coordinates of the Smith or Tutte embedding functions) to
their continuum counterparts.
Theorem 1.7:
CLT for random
walk on a general
cell configuration.
Proposition 3.1:
CLT for random
walk on SLE cells
on a 0-quantum
cone.
Theorem 3.4: CLT
for random walk on
SLE cells on other
LQG surfaces.
Theorem 1.1: Tutte
embedding of mated-
CRT map converges to
LQG.
Theorem 4.1:
Moment bound for
diameter2/area
times degree.
[DMS14]: A pri-
ori embedding of
mated-CRT map.
[GMS18]: Quan-
titative bounds for
harmonic functions
on the mated-CRT
map.
Figure 7: Schematic outline of the proof of Theorem 1.1.
Figure 7 illustrates how the various statements in this paper fit together to yield Theorem 1.1.
In order to extract Theorem 1.5, and thereby Theorem 1.1, from Theorem 1.7, we will first consider
a variant of the adjacency graph of cells discussed in Section 1.2 which satisfies the hypotheses of
Theorem 1.7. In particular, we will look at the adjacency graph of cells associated with a whole-plane
space-filling SLEκ curve parameterized by γ-LQG length with respect to an independent 0-quantum
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cone. The 0-quantum cone is a γ-LQG surface with the topology of the whole plane which describes
the local behavior of a general γ-LQG surface near a Lebesgue typical point. See Section 2.3 for
more on the 0-quantum cone.
We will use Theorem 1.7 to show that random walk on the above adjacency graph of cells
converges to Brownian motion modulo time parameterization. To do this, we need to check the four
hypotheses of the theorem (Proposition 3.1). We note that the limiting covariance matrix Σ will be
the identity matrix in our setting due to the rotational invariance of the law of the 0-quantum cone.
As we will see, hypotheses 1, 2 and 4 follow easily from the definitions of the 0-quantum cone and
the associated graph of cells. The fact that the origin is “Lebesgue typical” is what allows us to
check hypothesis 1.
The verification of the finite expectation condition given in hypothesis 3 will require more work.
We first note that the hypothesis is equivalent to E[deg(H0) diam(H0)
2/Area(H0)] < ∞, where
deg denotes the degree, since the conductances on our cell configuration will take values in {1, 2}
(conductance 2 correponds to double edges). The proof of this estimate is based on estimates for
SLE and LQG and is given in Section 4. We will in fact prove a slightly stronger statement (giving
moments up to order 4/γ2) which also has other applications. For example, our moment bound is
used in [GMS18b] to prove several quantitative estimates for harmonic functions on the mated-CRT
map, which are then transferred to other random planar maps — like spanning-tree weighted maps
and the UIPT — in [GM17c].
Once we have checked the hypotheses of Theorem 1.7 in the case of space-filling SLEκ cells on a
0-quantum cone, the theorem will tell us that random walk on the adjacency graph of such cells
converges to Brownian motion. Using local absolute continuity, we will then argue that the same is
true with any other γ-LQG surface in place of a 0-quantum cone (see Theorem 3.4). This will in
particular imply Theorem 1.5.
1.4 Related works
Several celebrated papers have recently established qualitative results about random walk and discrete
conformal embeddings that apply to general classes of infinite random planar maps, sometimes
including the infinite volume version of the mated-CRT map. See, for example, [BS01, BC13,
GGN13,Lee17,Lee18,GR13,ABGGN16,Geo16,AHNR16b,AHNR16a,CHN17]. These papers have
explored recurrence versus transience, parabolicity versus hyperbolicity, Tutte embeddings, Martin
boundaries, heat kernel bounds, circle packings, discrete harmonic functions and other related
topics. Some of these works have specific consequences in our setting; for example, the main result
of [GGN13] directly implies recurrence for infinite volume mated-CRT maps (see [GMS18b, Section
2.2]). However these papers do not treat fine mesh scaling limits as we do here.
The papers [GHS16a, GHS17, GMS18b, GM17c, GH18, DG18] also study mated-CRT maps
( [GHS16a] uses the term “structure graph” instead of “mated-CRT map”). The papers [GHS16a,
GHS17,DG18] prove estimates for graph distances in mated-CRT maps, which are then transferred
to other random planar maps (e.g., uniform maps and spanning tree-decorated maps) using a strong
coupling of random walk and Brownian motion [Zai98]. The work [GMS18b] proves quantitative
bounds for the Dirichlet energy and modulus of continuity of harmonic functions on the mated-CRT
map, using the moment bound of Theorem 4.1 in the present paper as a starting point. The results
of [GMS18b] are used in [GM17c] to prove a lower bound for the return probability of the random
walk on the mated-CRT map to its starting point and an upper bound for the graph distance
displacement of the walk after n steps. These results are then transferred to other random planar
maps (such as the UIPT) using strong coupling. The paper [GH18] proves an upper bound for the
graph distance displacement of the random walk on the mated-CRT map and on other random
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planar maps.
Biskup, Ding, and Goswami [BDG16] study random walk in a different environment which is
also a natural discretization of LQG, obtained by weighting the edges of Z2 by the exponential of γ
times a discrete GFF, and prove various estimates for this walk.
The article [GMS18c] considers simple random walk on the Voronoi tessellation associated
with a Poisson point process on a Brownian surface and shows that it converges (modulo time
parameterization) to Brownian motion.
Finally, we mention that there is an extensive ongoing project involving papers by the present
authors as well as Holden, Sun, and others which aims to prove that uniformly random triangulations
under the so-called Cardy embedding converge in the scaling limit to
√
8/3-LQG. The Cardy
embedding (named for Cardy’s formula for percolation [Smi01]) is a form of discrete conformal
embedding that is defined using crossing probabilities for percolation interfaces (rather than hitting
probabilities for random walk like in the Tutte embedding). Papers used in the proof of the Cardy
embedding convergence include [GM17a,GM17b,BHS18,GHSS18,HLLS18,HLS18,BHS18] as well
as several works in preparation.
Unlike the present paper, the convergence proof for the Cardy embedding makes heavy use of
results about the metric space structure of uniform random planar maps and
√
8/3-LQG so only
works for γ =
√
8/3.
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2 Preliminaries
2.1 Basic definitions
2.1.1 Basic notation
We write N for the set of positive integers and N0 = N ∪ {0}.
For a, b ∈ R with a < b, we define the discrete interval [a, b]Z := [a, b] ∩ Z.
If a and b are two “quantities” (i.e., functions from any sort of “configuration space” to the real
numbers) we write a  b (resp. a  b) if there is a constant C > 0 (independent of the values of
a or b and certain other parameters of interest) such that a ≤ Cb (resp. a ≥ Cb). We write a  b
if a  b and a  b. We typically describe dependence of implicit constants in lemma/proposition
statements and require constants in the proof to satisfy the same dependencies.
If a and b are two quantities depending on a variable x, we write a = Ox(b) (resp. a = ox(b)) if a/b
remains bounded (resp. tends to 0) as x→ 0 or as x→∞ (the regime we are considering will be
clear from the context).
For a graph G, we write V(G) and E(G), respectively, for the set of vertices and edges of G,
respectively. We sometimes omit the parentheses and write VG = V(G) and EG = E(G). For
v ∈ V(G), we write deg(v) for the degree of v (i.e., the number of edges with v as an endpoint).
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2.1.2 Metric on curves modulo time parameterization
If β1 : [0, Tβ1 ]→ C and β2 : [0, Tβ2 ]→ C are continuous curves defined on possibly different time
intervals, we set
dCMP(β1, β2) := inf
φ
sup
t∈[0,Tβ1 ]
|β1(t)− β2(φ(t))| (2.1)
where the infimum is over all increasing homeomorphisms φ : [0, Tβ1 ]→ [0, Tβ2 ] (the CMP stands
for “curves modulo parameterization”). It is shown in [AB99, Lemma 2.1] that dCMP induces a
complete metric on the set of curves viewed modulo time parameterization.
In the case of curves defined for infinite time, it is convenient to have a local variant of the
metric dCMP. Suppose β1 : [0,∞)→ C and β2 : [0,∞)→ C are two such curves. For r > 0, let T1,r
(resp. T2,r) be the first exit time of β1 (resp. β2) from the ball Br(0) (or 0 if the curve starts outside
Br(0)). We define
dCMPloc (β1, β2) :=
∫ ∞
1
e−r
(
1 ∧ dCMP(β1|[0,T1,r], β2|[0,T2,r])) dr, (2.2)
so that dCMPloc (β
n, β)→ 0 if and only if for Lebesgue a.e. r > 0, βn stopped at its first exit time from
Br(0) converges to β stopped at its first exit time from Br(0) with respect to the metric (2.1). We
note that the definition (2.1) of dCMP
(
β1|[0,T1,r], β2|[0,T2,r]
)
makes sense even if one or both of T1,r
or T2,r is infinite, provided we allow d
CMP
(
β1|[0,T1,r], β2|[0,T2,r]
)
=∞ (this doesn’t pose a problem
due to the 1∧ in (2.2)).
2.2 Space-filling SLE
Space-filling SLEκ for κ > 4 is a variant of SLEκ [Sch00] which was introduced in [MS17, Section 1.2.3]
(see also [DMS14, Section 1.4.1] for the whole-plane case). Space-filling SLEκ for κ ≥ 8 is the same
as ordinary SLEκ (which is already space-filling [RS05]), whereas space-filling SLEκ for κ ∈ (4, 8)
can be obtained from ordinary SLEκ be iteratively filling in the “bubbles” which it disconnects
from its target point by space-filling SLEκ type curves to obtain a space-filling curve (which is not a
Loewner evolution).
We will now review the construction of whole-plane space-filling SLEκ from ∞ to ∞, which is
the version we will use most frequently. The basic idea of the construction is to first construct the
outer boundary of the curve stopped when it hits each fixed point z ∈ Q2 using a pair of flow lines
of a Gaussian free field, then use these outer boundary curves to define a partial order on Q2 which
can be extended to a continuous curve.
Let κ = 16/κ ∈ (0, 4) and let χIG := 2/√κ − √κ/2. Let hIG be a whole-plane GFF viewed
modulo a global additive multiple of 2piχIG, as in [MS17] (here IG stands for “Imaginary Geometry”
and is used to distinguish the field hIG from the field h corresponding to an LQG surface).
For z ∈ C and θ ∈ (0, 2pi), we can define the flow line of hIG started from z with angle θ as
in [MS17, Theorem 1.1]. This flow line is a whole-plane SLEκ(2− κ) curve from z to ∞ which is
a.s. determined by hIG (whole-plane SLEκ(2− κ) is a variant of SLEκ which is defined rigorously
in [MS17, Section 2.1]). For z ∈ Q2, let ηLz and ηRz be the flow lines started from z with angles
pi/2 and −pi/2, respectively. These curves will be the left and right boundaries of η stopped upon
hitting z.
For distinct z, w ∈ Q2, the flow lines ηLz and ηLw a.s. merge upon intersecting, and similarly with
R in place of L. The two flow lines ηLz and η
R
z started at the same point a.s. do not cross, but these
flow lines bounce off each other without crossing if and only if κ ∈ (4, 8) [MS17, Theorem 1.7].
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We define a total order on Q2 by declaring that z comes before w if and only if w is in a
connected component of C \ (ηLz ∪ ηRz ) which lies to the right of ηLz (equivalently, to the left of ηRz ).
The whole-plane analog of [MS17, Theorem 4.12] (which can be deduced from the chordal case;
see [DMS14, Footnote 4]) shows that there is a well-defined continuous curve η : R → C which
traces the points of Q2 in the above order, is such that η−1(Q2) is a dense set of times, and is
continuous when parameterized by Lebesgue measure, i.e., in such a way that Area(η([a, b])) = b− a
whenever a < b. The curve η is defined to be the whole-plane space-filling SLEκ from ∞ to ∞
associated with hIG.
The topology of η is rather simple when κ ≥ 8. In this case, the left/right boundary curves
ηLz and η
R
z do not bounce off each other, so for a < b the set η([a, b]) has the topology of a closed
disk. In the case κ ∈ (4, 8), matters are more complicated. The curves ηLz and ηRz intersect in
an uncountable fractal set and for a < b the interior of the set η([a, b]) a.s. has countably many
connected components, each of which has the topology of a disk. See Figure 6.
A similar construction, which is explained in [MS17, Section 1.2.3], shows that if hIG is a GFF
on a simply connected domain D ⊂ C, D 6= C, with appropriate Dirichlet boundary data and
x, y ∈ ∂D then one can also define a chordal space-filling SLEκ from x to y in D. Taking a limit
as y → x from the clockwise (resp. counterclockwise) direction gives a counterclockwise (resp.
clockwise) space-filling SLEκ loop in D based at x. In the case when κ ∈ (4, 8), this latter curve can
also be defined as the restriction of a whole-plane or chordal space-filling SLEκ to one of the time
intervals during which it is filling in a “bubble” which it disconnects from its target point [MS17].
2.3 Liouville quantum gravity
For γ ∈ (0, 2) and k ∈ N0, a γ-Liouville quantum gravity surface with k marked points is an
equivalence class of k+2-tuples (D,h, z1, . . . , zk) where D ⊂ C is an open domain, h is a distribution
on D (which we will always take to be a realization of some variant of the Gaussian free field on D),
and z1, . . . , zk ∈ D ∪ ∂D. Two such k+ 2-tuples (D,h, z1, . . . , zk) and (D˜, h˜, z˜1, . . . , z˜k) are declared
to be equivalent if there is a conformal map f : D˜ → D such that
h˜ = h ◦ f +Q log |f ′| and f(z˜j) = zj , ∀j ∈ [1, k]Z where Q = 2
γ
+
γ
2
. (2.3)
We call different choices of the distribution h corresponding to the same LQG surface different
embeddings of the surface. The above definition first appeared in [DS11], and also plays an important
role, e.g., in [She16a,DMS14].
If the field h above is locally absolutely continuous in law with respect to the Gaussian free field
on D (see [She07] and the introductory sections of [SS13,She16a,MS16d,MS17] for more on the
GFF), then we can define the γ-LQG area measure µh on D, which is the a.s. limit of regularized
versions of eγh(z) dz [DS11] as well as the γ-LQG boundary length measure νh, which is a measure on
certain curves in D, including ∂D [DS11] and SLEκ type curves for κ = γ
2 which are independent
from h [She16a]. If h and h˜ are related by a conformal map as in (2.3), then f∗µh˜ = µh and
f∗νh = νh˜, so µh and νh can be viewed as measures on the LQG surface. We note that there is an
alternative, more general approach for defining regularized measures of the above form building on
the work of Kahane [Kah85]; see [RV14] for an overview of this theory.
In this paper, we will be interested in several different types of γ-LQG surfaces which are
introduced in [DMS14].
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2.3.1 Quantum cones
The most important LQG surface for our purposes is the α-quantum cone for α ∈ (−∞, Q), which
was first defined in [DMS14, Definition 4.10]. The α-quantum cone is a doubly marked surface
(C, h, 0,∞) whose γ-LQG measure µh has infinite total mass, but assigns finite mass to every bounded
subset of C. Roughly speaking, this quantum surface is obtained by starting with a whole-plane GFF
plus α log(1/| · |) then “zooming in” near the origin and re-scaling (i.e., adding a constant to the field)
so that the quantum mass of the unit disk remains of constant order [DMS14, Proposition 4.13(i)].
We will primarily be interested in quantum cones with α ∈ {0, γ}. The case α = γ is special
since a GFF a.s. has a −γ-log singularity at a point sampled from its γ-LQG measure [DS11, Section
3.3], so this surface can be thought of as describing the behavior of a general γ-LQG surface near a
quantum typical point. Moreover, the γ-quantum cone arises in the mating-of-trees construction of
SLE-decorated LQG [DMS14, Theorems 1.9 and 1.1], and hence is involved in the a priori embedding
of the γ-mated-CRT map. The 0-quantum cone describes the local behavior of a γ-LQG surface
near a Lebesgue typical point. This type of quantum cone will be important for us since it can be
used to construct cell configurations which satisfy the hypotheses of Theorem 1.7 (Section 3.1).
We will need some properties of quantum cones which follow from the definition in [DMS14,
Definition 4.10], so we now recall this definition. Let α < Q and let A : R → R be the process
such that At = Bt + αt for t ≥ 0, where B is a standard linear Brownian motion; and for t < 0, let
At = B̂−t+αt, where B̂ is a standard linear Brownian motion conditioned so that B̂t+ (Q−α)t > 0
for all t > 0, taken to be independent from B. We define h to be the random distribution such that
if hr(0) denotes the circle average of h on ∂Br(0) (see [DS11, Section 3.1] for the definition and basic
properties of the circle average), then t 7→ he−t(0) has the same law as the process A; and h− h|·(0)
is independent from h|·|(0) and has the same law as the analogous process for a whole-plane GFF.
By the definition of an LQG surface, the distribution h is only defined up to re-scaling (as we
have fixed only two marked points), but we will almost always consider the particular choice of
distribution h defined just above. This choice of h is called the circle average embedding, and is
characterized by the fact that 1 = sup{r > 0 : hr(0) +Q log r = 0}. The circle average embedding is
particularly convenient since it has the property that h|D agrees in law with the restriction to D of
a whole-plane GFF plus −α log | · |, normalized so that its circle average over ∂D is 0.
We will also use a certain special scale invariance property of the α-quantum cone which we now
describe. Let h be the circle-average embedding of an α-quantum cone, α < Q, and for r > 0 and
z ∈ C, let hr(z) be the circle average of h over ∂Br(z). For b > 0, let
Rb := sup
{
r > 0 : hr(0) +Q log r =
1
γ
log b
}
(2.4)
where here Q is as in (2.3). That is, Rb gives the largest radius r > 0 so that if we scale spatially by
the factor r and apply the change of coordinates formula (2.3), then the average of the resulting
field on ∂D is equal to γ−1 log b. Note that R0 = 0. It is easy to see from the above definition of h
(and is shown in [DMS14, Proposition 4.13(i)]) that for each fixed b > 0,
h
d
= h(Rb·) +Q logRb − 1
γ
log b. (2.5)
By (2.3), if we let hb be the field on the left side of (2.5), then a.s. µhb(A) = bµh(R
−1
b A) for each
Borel set A ⊂ C. In particular, typically µh(BRb)  b.
We now record a basic estimate for the radii Rb in (2.4).
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Lemma 2.1. There is a constant a = a(α, γ) > 0 such that for each b2 > b1 > 0 and each C > 1,
P
[
C−1(b2/b1)
1
γ(Q−α) ≤ Rb2/Rb1 ≤ C(b2/b1)
1
γ(Q−α)
]
≥ 1− 3 exp
(
− a(logC)
2
log(b2/b1) + logC
)
. (2.6)
Proof. By the definition of an α-quantum cone given just above and the strong Markov property
of Brownian motion, log(Rb2/Rb1) has the same law as the first time a standard linear Brownian
motion with negative linear drift −(Q− α)t hits − 1γ log(b2/b1). Applying the Gaussian tail bound
in the final inequality below, if we write B(·) for a standard Brownian motion then
P
[
log(Rb2/Rb1) >
log(b2/b1)
γ(Q− α) + logC
]
≤P
[
B
(
log(b2/b1)
γ(Q− α) + logC
)
− 1
γ
log(b2/b1)− (Q− α) logC > −1
γ
log(b2/b1)
]
≤ exp
(
− (Q− α)
2(logC)2
2((γ(Q− α))−1 log(b2/b1) + logC)
)
.
This gives the upper bound for Rb2/Rb1 in (2.6) for a suitable choice of a. For the lower bound,
we use a similar argument as above together with the reflection principle to get that if (γ(Q −
α))−1 log(b2/b1)− logC > 0, then
P
[
log(Rb2/Rb1) <
log(b2/b1)
γ(Q− α) − logC
]
≤ 2 exp
(
− (Q− α)
2(logC)2
2((γ(Q− α))−1 log(b2/b1)− logC)
)
.
On the other hand, the left side equals 0 if (γ(Q− α))−1 log(b2/b1)− logC ≤ 0.
2.3.2 Quantum disks, spheres, and wedges.
A quantum disk is a finite-mass quantum surface (D, h) defined in [DMS14, Definition 4.21]. One
can consider quantum disks with specified boundary length νh(D) or with specified boundary length
and area µh(D). It is natural to consider quantum disks with any number of marked boundary
points and interior points sampled uniformly from νh and µh, respectively, but we will typically
work with quantum disks with a single marked boundary point.
A (doubly marked) quantum sphere is a quantum surface (C, h, 0,∞) introduced in [DMS14,
Definition 4.21] with µh(C) <∞. The marked points 0 and ∞ correspond to ±∞ in the infinite
cylinder in the parameterization considered in [DMS14, Definition 4.21]. Typically one considers a
unit-area quantum sphere, which means we fix µh(C) = 1. Quantum spheres with other areas are
obtained by re-scaling (equivalently, adding a constant to h). A singly marked quantum sphere is
obtained by forgetting one of the marked points.
For α ≤ Q, an α-quantum wedge is a quantum surface (H, h, 0,∞) defined in [DMS14, Defini-
tion 4.5] which has finite mass in every neighborhood of 0 but infinite total mass. It is the half-plane
analog of the α-quantum cone considered above.
One can extend the definition of the α-quantum wedge to the case when α ∈ (Q,Q+γ/2) [DMS14,
Definition 4.15]. In this case, an α-quantum cone does not have the topology of the upper half-plane
but instead is a Poissonian string of beads, each of which is itself a finite-mass quantum surface
homeomorphic to the disk with two marked boundary points. One can consider a single bead of an
α-quantum wedge with specified area a and left/right boundary lengths lL and lR, which means we
sample from the regular conditional law of the intensity measure on beads conditioned so that the
total quantum mass is a and the arcs between the two marked points have quantum lengths lL and
lR, respectively.
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2.4 Mated-CRT maps with the plane and sphere topology
The special case of a mated-CRT map with the disk topology is defined in Section 1.1 and illustrated
in Figure 1. For n ∈ N, the mated-CRT map with the sphere topology with n total vertices is
defined in exactly the same way, except we replace (L,R) with a pair of Brownian motions with
variances and covariances as in (1.1) conditioned to stay in the first quadrant for one unit of time
and end up at (0, 0) (instead of at (0, 1)), so that the boundary is empty.
To define the mated-CRT map with the plane topology, we let (Lt, Rt)t∈R be a correlated
two-sided two-dimensional Brownian motion with variances and covariances as in (1.1) (and no
conditioning). For n ∈ N, we then let G1/n be the map with vertex set 1nZ, with two such vertices
joined by an edge if and only if (1.2) holds. This is the variant of the mated-CRT map considered
in [GHS16a,GHS17,GM17c,GH18]. Note that, by Brownian scaling, the law of G1/n (as a graph)
does not depend on n, but it is convenient to view the maps {G1/n}n∈N as all being coupled together
with the same Brownian motion.
2.5 Structure graph and a priori embedding
The results of [DMS14,MS15b] imply that mated-CRT maps can be realized as cell configurations
called structure graphs constructed from space-filling SLEκ curves parameterized by quantum mass
with respect to a certain independent LQG surface. In this subsection, we define these structure
graphs and explain their relationship to mated-CRT maps.
Suppose we are in one of the following three cases, which correspond to the mated-CRT maps
with the topology of the plane, sphere, and disk.
1. Plane: D = C; (C, h, 0,∞) is a γ-quantum cone, and η : R → C is an independent whole-
plane space-filling SLEκ from ∞ to ∞ parameterized by γ-quantum mass with respect to h in
such a way that η(0) = 0.
2. Sphere: D = C; (C, h,∞) is a unit area quantum sphere, and η : [0, 1]→ C is an independent
whole-plane space-filling SLEκ from ∞ to ∞ parameterized by γ-quantum mass with respect
to h.
3. Disk: D = D; (D, h, 1) is a singly marked quantum disk with unit area and unit boundary
length and η : [0, 1]→ D is an independent chordal space-filling SLEκ loop in D based at 1
parameterized by γ-quantum mass with respect to h.
For n ∈ N, we define the 1/n-structure graph G1/n associated with h as follows. The vertex set
of G1/n is
VG1/n :=
{
x ∈ ( 1
n
Z) ∩ I
}
, (2.7)
where I = R in case 1 and I = (0, 1] in cases 2 and 3. Two vertices x1, x2 ∈ 1nZ are connected by an
edge if and only if the corresponding cells η([x1 − 1/n, x1]) and η([x2 − 1/n, x2]) intersect along a
connected boundary arc. They are connected by two edges if these cells share both a left boundary
arc and a right boundary arc. The following is proven in [DMS14,MS15b].
Proposition 2.2. In case 1, 2, and 3 (for γ ∈ [√2, 2)), respectively, the family of structure graphs
{G1/n}n∈N agrees in law with the family of 1/n-mated-CRT maps with the plane, sphere, or disk
topology, as defined in Section 2.4. In case 3, the boundary ∂G1/n as defined in (1.3) is precisely the
set of y ∈ ( 1nZ) ∩ (0, 1] for which η([y − 1/n, y]) ∩ ∂D 6= ∅.
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Proof. Let us first consider the whole-plane case 1. For t ∈ R, let Lt (resp. Rt) be the net change
in the γ-quantum length of the left (resp. right) outer boundary of η between times 0 and t, so that,
e.g., for t ≥ 0,
Lt = νh(left boundary of η([0, t]) ∩ η([t,∞)))− νh(left boundary of η([0, t]) ∩ η((−∞, 0]))
and similar formulas hold for t ≤ 0 and/or with R in place of L. It is shown in [DMS14, Theorem 1.9]
(and [GHMS17, Theorem 1.1] in the case γ <
√
2) that (Lt, Rt)t∈R has the law of a two-sided
correlated two-dimensional Brownian motion with Corr(Lt, Rt) = − cos(piγ2/4) for each t ∈ R \ {0},
i.e., (L,R) is exactly the Brownian motion used to define the whole-plane mated-CRT map.
It is easily checked using the above definition of (L,R) that two cells η([x1 − 1/n, x1]) and
η([x2 − 1/n, x2]) for x1, x2 ∈ 1nZ intersect along a non-trivial connected boundary arc if and only if
the mated-CRT map adjacency condition (1.2) holds (the condition in terms of L and R correspond
to intersections along left or right boundary arcs). Thus the proposition statement holds in the
whole-plane case.
The sphere case follows similarly using [MS15b, Theorem 1.1]. The disk case, at least for
γ ∈ [√2, 2), follows from [MS15b, Theorem 2.1].
Proposition 2.2 gives us an a priori embedding of the mated-CRT map into D by sending each
x ∈ VG1/n to the point η(x) ∈ C. To prove Theorem 1.1, we will show that in the disk case this a
priori embedding is close to the Tutte embedding of the mated-CRT map when n is large.
Remark 2.3. It is shown in [DMS14, Theorem 1.11] that the Brownian motion (L,R) a.s. determines
the pair (h, η) modulo rotation and scaling. In fact, the Brownian motion (L,R) determines
(h, η) locally in the sense that for [a, b] ⊂ R, the quantum surface obtained by restricting h to
η([a, b]) and the curve η|[a,b], viewed as a curve on this quantum surface, are a.s. determined by
((L,R)− (La, Ra))|[a,b] (however, η([a, b]) itself is not a.s. determined by ((L,R)− (La, Ra))|[a,b]).
This is implicit in the proof of [DMS14, Theorem 1.11] and is proven explicitly in, e.g., [GHS16b,
Lemma 3.13]. This implies that if (L˜, R˜) : [a0, b0]→ R is a process such that the law of ((L˜, R˜)−
(L˜a, R˜a))|[a,b] is absolutely continuous with respect to the law of ((L,R) − (La, Ra))|[a,b] for each
interval [a, b] ⊂ (a0, b0), then one can construct from (L˜, R˜) a random measure space with a conformal
structure decorated by a space-filling curve parameterized by the mass of the region it fills in which
locally looks like a γ-LQG surface decorated by an independent space-filling SLEκ curve. Moreover,
the 1/n-structure graphs associated with this curve will be the same as the 1/n-mated-CRT maps
defined as in (1.2) with (L˜, R˜) in place of (L,R). For example, this is how the limiting object in
Theorem 1.1 is constructed for γ ∈ (0,√2) (c.f. Footnote 3).
3 Proofs of main results
In this section we will prove the main results stated in Section 1, modulo an SLE/LQG estimate
which is proven in Section 4. We start in Section 3.1 by showing that random walk on the structure
graph associated with space-filling SLEκ on a 0-quantum cone converges to Brownian motion.
This is done by checking the hypotheses of Theorem 1.7. We then want to transfer this from the
0-quantum cone to other γ-LQG surfaces—in particular, the ones involved in the a priori embeddings
of mated-CRT maps discussed in Section 2.5—using local absolute continuity. To this end, we
need a technical lemma to the effect that locally absolutely continuous GFF-type distributions give
rise to locally absolutely continuous structure graphs, which we prove in Section 3.2. Section 3.3
contains the proof of Theorem 3.4, which states that random walk on the a priori embedding of the
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mated-CRT map with the plane, sphere, or disk topology converges to γ-LQG. We then use this to
prove Theorems 1.1 and 1.3, respectively, in Sections 3.4 and 3.5.
3.1 Cell configuration arising from a 0-quantum cone
The purpose of this subsection is to transfer from the general setting of Theorem 1.7 to the particular
setting of SLE-decorated Liouville quantum gravity. For this, we need to work with an LQG surface
wherein the origin is a Lebesgue typical point (due to hypothesis 1 of Theorem 1.7) instead of
working directly with the LQG surfaces described in Section 2.5.
Let (C, h, 0,∞) be a 0-quantum cone (as discussed in Section 2.3). For concreteness we assume
that h is given the circle average embedding, as in [DMS14, Definition 4.10]. Let η be a whole-plane
space-filling SLEκ sampled independently from h and then parameterized by γ-LQG mass with
respect to h in such a way that η(0) = 0. Let θ be sampled uniformly from [0, 1], independently
from everything else, and let
H = {η([x− 1, x]) : x ∈ Z+ θ}. (3.1)
For H,H ′ ∈ H with H 6= H ′, we declare that H ∼ H ′ if and only if H and H ′ intersect along
a non-trivial boundary arc. We set c(H,H ′) = 2 if H and H ′ intersect along both their left and
right boundaries (this corresponds to a double edge of the mated-CRT map) and otherwise we set
c(H,H ′) = 1. Then H is a cell configuration (Definition 1.6). (The reason for including the index
shift θ in (3.1) is to avoid making 0 = η(0) a special point; this is necessary in order to check that
hypothesis 1 is satisfied).
Proposition 3.1. The conclusion of Theorem 1.7 holds for the cell configuration H above. Moreover,
the covariance matrix Σ of the limiting Brownian motion is a positive scalar multiple of the identity
matrix.
Proof. We will check that the hypotheses of Theorem 1.7 are satisfied.
Translation invariance modulo scaling. For j ∈ N, let Rj be the largest r > 0 for which
hr(0) +Q log r = γ
−1 log j, where hr(0) denotes the circle average, as in (2.4). We will check the
needed resampling property for Uj = BRj (0). By (2.5), the field h
j := h(Rj ·) +Q logRj − γ−1 log j
agrees in law with h. In particular, by the discussion just after [DMS14, Definition 4.10], hj |D
agrees in law with the corresponding restriction of a whole-plane GFF, normalized so that its
circle average over ∂D is 0. Consequently, if we sample zj uniformly from Lebesgue measure
on BRj (0), then [DMS14, Proposition 4.13(ii)] along with the translation invariance of the law
of the whole-plane GFF, modulo additive constant, shows that µh(· − zj) converges in law to
µh modulo scaling as j → ∞, i.e., there is a sequence of random constants Cj → ∞ such that
µh(Cj(· − zj)) = µh(Cj(·−zj))+Q logCj converges in law to µh. Since the law of η, viewed modulo time
parameterization, is invariant under translation and scaling, we find that also Cj(H− zj) converges
in law to H as j → ∞ (here we also use that if τz is the first time that η hits z ∈ C, then the
fractional part of θ − τz is uniform on [0, 1]).
Ergodicity modulo scaling. We first claim that the intersection over all R > 0 of the σ-algebras
generated by the cells of H which do not intersect BR(0) is trivial. To see this, let hIG be the
whole-plane GFF viewed modulo a global additive multiple of 2piχ used to generate the space-filling
SLEκ curve η, as in Section 2.2. It is easily checked that
⋂
R>0 σ
(
h|C\BR(0), hIG|C\BR(0)
)
is the
trivial σ-algebra (see, e.g., [HS16, Lemma 2.2] for the case of hIG; the case of h can be treated in an
identical manner due to [DMS14, Definition 4.10]). It follows from the results of [MS16d,MS17]
that hIG a.s. determines η in a local manner (see, e.g., [GMS18b, Lemma 2.1]), so the claim follows.
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To deduce condition 2 from this claim, consider a real-valued function F = F (H) satisfying
F (C(H− z)) = F (H) for each C > 0 and z ∈ C. If F is determined by H(BR(0)) for any R > 0,
then F is equal to a deterministic constant a.s. since F = F (BR(0) − z) for every z ∈ C so F
is measurable with respect to the σ-algebra in the above claim. In general, the conditional law
of F given H(BR(0)) must be deterministic by the preceding sentence, so F is independent from
H(BR(0)), whence the above claim implies that F is equal to a deterministic constant a.s.
Finite expectation. Since our conductances are all equal to 1 or 2, (1.8) is equivalent to
E
[
deg(H0) diam(H0)
2/Area(H0)
]
<∞, where deg denotes the degree (number of incident edges).
The proof of this estimate is given in Section 4 (in fact, we get finite moments up to order 4/γ2).
Connectivity along lines. Obviously, any two points on a line in C can be joined by a path of
cells which intersect at at least one point (not necessarily along a non-trivial boundary arc). If H
and H ′ are cells which intersect at a point z, but do not share a non-trivial boundary arc, then we
can find a finite number of cells H = H0, H1, . . . ,HN = H
′ such that each Hj contains z and Hj
and Hj−1 share a non-trivial boundary arc for each j = 1, . . . , N (see Figure 6). Indeed, this follows
from the fact that space-filling SLE can hit a fixed point at most a deterministic constant number
of times [DMS14, Section 8.2]. Combining these facts gives the desired connectivity property.
The covariance matrix Σ is a scalar multiple of the identity since the law of (h, η) is invariant under
rotations about the origin.
3.2 Local absolute continuity for space-filling SLE cells
The purpose of this brief subsection is to address the following technical difficulty. The cells of the
structure graphs G1/n constructed from a GFF-type distribution h and an independent space-filling
SLEκ curve η parameterized by γ-LQG mass as in Section 2.5 are not locally determined by h and
η. Indeed, if z ∈ C and U ⊂ C is an open set containing z, then the cell of G1/n containing z is
only determined by h|U and η (viewed modulo time parameterization) by an index shift: it could be
any of the sets η([t− 1/n, t]) for x in some 1/n-length interval of time. The index shifts could be
different for different points z, w in U if η exits U between hitting z and w.
Nevertheless, we will have occasion to compare the local structure graphs associated with two
different GFF’s whose laws are locally mutually absolutely continuous. In this subsection we will
prove a lemma which allows us to do so.
Let D ⊂ C be a simply connected open set (possibly all of C) and let U ⊂ U ′ ⊂ D be open sets
with U ⊂ U ′. Let µ1, µ2 be random non-atomic locally finite Borel measures on D which assign
positive mass to every open subset of D. Assume that the laws of the restrictions µ1|U ′ and µ2|U ′
are each mutually absolutely continuous with respect to the law of the corresponding restriction of
the γ-LQG measure induced by a (free or zero boundary) GFF on D.
Let η be a whole-plane space-filling SLEκ in D whose starting and target points are in D \ U ′
(if D 6= C) or are each equal to ∞ (if D = C), sampled independently of µ1, µ2 and parameterized
by Lebesgue measure. Let η1 : [0, T1] → D (resp. η2 : [0, T2] → D) be the curve obtained by
parameterizing η by µ1- (resp. µ2-mass).
For i ∈ {1, 2}, let θi ∈ [0, 1] be a random variable determined by µi|D\U ′ and for i ∈ {1, 2},
1/n ∈ (0, 1], and z ∈ D, let H1/nz,i be the cell η([x− 1/n, x]) where x = x1/nz,i ∈ 1nZ+ 1nθi is chosen so
that z ∈ η([x− 1/n, x] ∩ [0, Ti]) (we make an arbitrary choice if there is more than one such x).
Definition 3.2 (Uniform absolute continuity in the limit). Let {Pn1 }n∈N and {Pn2 }n∈N be two
sequences of probability measures such that for each n ∈ N, Pn1 and Pn2 are defined on a common
measure space (Ωn,Mn). We say that {Pn1 }n∈N is uniformly absolutely continuous as n→∞ with
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respect to {Pn2 }n∈N if for each p ∈ (0, 1), there exists q = q(p) ∈ (0, 1) and n∗ = n∗(p) > 0 such
that for each n ≥ n∗ and each measurable event E ⊂ Ωn with Pn2 [E] ≤ p, we have Pn1 [E] ≤ q. We
say that {Pn1 }n∈N and {Pn2 }n∈N are uniformly mutually absolutely continuous as n→∞ if each of
{Pn1 }n∈N and {Pn2 }n∈N is uniformly absolutely continuous with respect to each other as n→∞.
Lemma 3.3. The laws of the cell configurations{
H
1/n
z,1
}
z∈U
and
{
H
1/n
z,2
}
z∈U
(3.2)
are uniformly mutually absolutely continuous as n→∞.
Proof. Let σ0 be the first time η enters U
′
. Inductively, if k ∈ N and σk−1 has been defined, let τk
be the first time after σk−1 at which η enters U (or τk =∞ if no such time exists) and let σk be the
first time after τk at which η exists U
′ (or σk =∞ if no such time exists). Since η is continuous, the
integer K + 1 := min{k ∈ N : τk =∞} is a.s. finite.
For k ∈ [1,K]Z, let Ak := η([σk−1, τk]) ⊂ U ′ \ U and let A :=
⋃K
k=1Ak. For n ∈ N, i ∈ {1, 2},
and k ∈ [1,K]Z let snk,i ∈ [0, 1/n) be chosen so that µi(Ak) − s1/nk,i ∈ 1nZ + 1nθi. Then the cell
configuration
{
H
1/n
z,1
}
z∈U
is a.s. determined by η, µi|U ′\A, and {snk,i}k∈[1,K]Z , in a deterministic
manner which is the same for each i ∈ {1, 2}. By assumption, the conditional laws of µ1|U ′\A and
µ2|U ′\A given η are mutually absolutely continuous, so we just need to check that the conditional
laws of {snk,i}k∈[1,K]Z given η and µi|U ′\A are mutually absolutely continuous as n→∞.
We will show that each of these conditional laws is mutually absolutely continuous with respect
to Lebesgue measure on [0, 1/n]K . Indeed, since the law of the restriction of µi to U
′ is mutually
absolutely continuous with respect to a γ-LQG measure, one can check using the spatial Markov
property of the GFF that for each i ∈ {1, 2}, under the conditional law given η and µi|D\A, the
law of the K-tuple (µ(A1), . . . , µ(AK)) is mutually absolutely continuous with respect to Lebesgue
measure on some open subset of (0,∞)K (possibly depending on η and µi|D\A). From this and the
fact that θi is determined by µi|D\U ′ , it follows that the conditional law of {snk,i}k∈[1,K]Z is mutually
absolutely continuous with respect to Lebesgue measure on [0, 1/n]K as n→∞.
3.3 Random walk on the embedded mated-CRT map converges to Brownian
motion
In this subsection we use Proposition 3.1 and absolute continuity arguments to show that the
random walk on the a priori embedding of the mated-CRT map with the plane, sphere, or disk
topology, as described in Section 2.5, converges to Brownian motion modulo time parameterization
in the quenched sense. Recall that η′ is a space-filling SLEκ′ curve on an appropriate type of γ-LQG
surface, parameterized by γ-LQG mass. Also recall that G1/n is the corresponding mated-CRT map,
or equivalently the adjacency graph of cells η([x − 1/n, x]), with two cells considered adjacent if
they intersect along a non-trivial connected boundary arc.
Theorem 3.4. Suppose we are in one of the three settings listed at the beginning of Section 2.5.
For z ∈ C and n ∈ N, write xnz for the smallest x ∈ 1nZ for which z ∈ η([x− 1/n, x]). For z ∈ D
and n ∈ N, let Y z,n be a random walk on G1/n started from Y z,n0 = xnz , and stopped when it hits
∂G1/n in the disk case and run for all time in the sphere and plane cases. Let Ŷ z,n := η(Y z,n) and
extend Ŷ z,n to a function from [0,∞) to D by piecewise linear interpolation at constant speed.
For each deterministic compact set K ⊂ D, the supremum over all z ∈ K of the Prokhorov
distance between the conditional law of Ŷ z,n given (h, η) and the law of a standard two-dimensional
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Brownian motion started from z (and stopped when it hits ∂D in the disk case), with respect to the
metric on curves viewed modulo time parameterization (i.e., the metric (2.1) in the disk case or the
metric (2.2) in plane or sphere cases) converges to 0 in probability as n→∞.
We note that, as discussed just after the statement of Theorem 1.5, one can easily transfer
Theorem 3.4 to other γ-LQG surfaces decorated by SLEκ-type curves using local absolute continuity.
We now commence with the proof of Theorem 3.4. We first consider the case when h is replaced
by a 0-quantum cone, which follows almost immediately from Proposition 3.1. Note that this is
the point in the proof where we move from a.s. convergence to convergence in probability since we
switch from spatial scaling to scaling the lengths of the time intervals corresponding to the cells.
Lemma 3.5. Theorem 3.4 is true in case 1 with a 0-quantum cone in place of the γ-quantum
cone and with the 1nZ replaced by
1
nZ+
1
nθ in (2.7), where θ ∈ [0, 1] is a uniform random variable
independent from everything else.
Proof. By Brownian scaling the statement of the lemma is invariant under the operation of changing
the embedding h (i.e., replacing h by h(r·) +Q log r for some possibly random r > 0), so we can
assume without loss of generality that h has the circle-average embedding, as described in Section 2.3
and [DMS14, Definition 4.10] (we could also, e.g., embed so that µh(D) = 1).
Let H be the cell configuration as in (3.1). Proposition 3.1 together with Theorem 1.7 tells
us that a.s. the conditional law given H of the random walk on H converges in law as  → 0 to
standard two-dimensional Brownian motion modulo time parameterization, and the convergence is
uniform over all starting points in any fixed compact subset of C.
The graph of cells H is isomorphic to the graph G1 via the map x 7→ η([x − 1, x]). However,
G1/n is typically not isometric to H for any  > 0. Nevertheless, we can use scale invariance in law
to compare G1/n with H for a certain random choice of , as we now explain.
For b > 0, let Rb > 0 be as in (2.4) and let h
b := h(Rb·) +Q logRb − γ−1 log b, so that by (2.5),
hb
d
= h. If we set ηb := R−1b η(b·), then the γ-LQG coordinate change formula [DS11, Proposition
2.1] implies that ηb is parameterized by γ-LQG mass with respect to hb. Therefore, (hb, ηb)
d
= (h, η).
If we define Hb as above with (hb, ηb) in place of (h, η), then Hb d= H and Gb is isometric to RbHb
via x 7→ Rbηb([x− b, x]). It is easily seen from the definition of the 0-quantum cone in Section 2.3
that a.s. Rb → 0 as b→ 0. Setting b = 1/n, we now get the desired convergence in probability from
Proposition 3.1 and Theorem 1.7.
We next transfer from the 0-quantum cone to the γ-quantum cone using local absolute continuity.
Proof of Theorem 3.4 in case 1. As in the proof of Lemma 3.5, we work with the circle-average
embedding of the γ-quantum cone, which has the property that h|D agrees in law with the
corresponding restriction of a whole-plane GFF plus −γ log | · |, normalized so that its circle average
over ∂D is 0. We also let ĥ be the circle-average embedding of a 0-quantum cone in (C, 0,∞), so
that ĥ|D d= (h+ γ log | · |)|D.
The statement of the lemma is essentially a consequence of Lemma 3.5 and local absolute
continuity (in the form of [MS16d, Proposition 3.4]), but a little care is needed since we only have
local absolute continuity between the laws of a h and ĥ on domains at positive distance from 0 (due
to the γ-log singularity of h) and from ∂D (due to our choice of embedding). Throughout the proof,
the Prokhorov distance is always taken with respect to the metric on curves viewed modulo time
parameterization.
For ρ > 0 and z ∈ Bρ(0), let Jz,nρ for n ∈ N be the exit time of the embedded walk Ŷ z,n from
Bρ(0). Also let Bz be a standard two-dimensional Brownian motion started from z and let τ zρ be its
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exit time from Bρ(0). We need to show that for each ρ > 0, the supremum over all z ∈ Bρ(0) of the
Prokhorov distance between the conditional laws of Ŷ z,n|[0,Jz,nρ ] and Bz|[0,τzρ ] given (h, η) converges
to 0 in probability as n→∞.
We first consider a radius ρ ∈ (0, 1) and deal with the log singularity at 0. For δ ∈ (0, ρ), choose
α = α(δ) ∈ (0, δ) such that the probability that a Brownian motion started from any point of
D \Bδ(0) hits Bα(0) before leaving D is at most δ. By Lemma 3.5 and local absolute continuity
(using Lemma 3.3) it holds with probability tending to 1 as n→∞ that for each z ∈ Bρ(0) \Bδ(0),
the Prokhorov distance between the conditional laws of Ŷ z,n|[0,Jz,nρ ] and Bz|[0,τzρ ] given (h, η) is at
most δ. Since the law of Bz|[0,τzρ ] depends continuously on z, the Prokhorov-distance diameter of
the set of laws of the curves Bz|[0,τzρ ] for z ∈ Bδ(0) tends to 0 as δ → 0.
By the last two sentences of the preceding paragraph and the strong Markov property of
Y z,n and of Bz, it holds with probability tending to 1 as n → ∞ that for each z ∈ Bδ(0), the
Prokhorov distance between the conditional laws of Y z,n|[Jz,nδ ,Jz,nρ ] and B
z|[0,τzρ ] given (h, η) is oδ(1),
at a deterministic rate depending only on ρ. The distance between the curves Y z,n|[Jz,nδ ,Jz,nρ ] and
Y z,n|[0,Jz,nρ ], viewed modulo time parameterization, is at most 2δ. Sending δ → 0 now gives the
theorem statement in the case ρ < 1.
The case when ρ ≥ 1 follows from the case when ρ ∈ (0, 1) and the scale invariance property of
the γ-quantum cone [DMS14, Proposition 4.13(i)], applied similarly as in Lemma 3.5.
We next transfer from the case of a γ-quantum cone to the case of a special type of quantum
wedge which can be naturally found inside of a γ-quantum cone. This is what allows us to extend
our result from surfaces without boundary to surfaces with boundary.
Lemma 3.6. Theorem 3.4 is true with (D, h) replaced by a 3γ2 -quantum wedge (H, h, 0,∞) (if
γ ≤ √2) or a single bead (H, h, 0,∞) of such a quantum wedge with random area a and left/right
boundary lengths (lL, lR) sampled from some probability measure which is absolutely continuous with
respect to Lebesgue measure on (0,∞)3 (if γ ∈ (√2, 2)); and η replaced by an independent chordal
space-filling SLEκ from 0 to ∞ in H, parameterized by γ-quantum mass with respect to h (here we
stop at the exit time from H and use the metric (2.1), as in case 3).
Proof. Let (C, ĥ, 0,∞) be a γ-quantum cone and let η̂ be an independent space-filling SLEκ from
∞ to ∞, parameterized by γ-quantum mass, as in case 1 of Theorem 3.4. Let Ĝ1/n for n ∈ N be its
associated 1/n-structure graph.
By [DMS14, Theorem 1.9], the law of the quantum surface Ŝ := (η̂([0,∞)), h|η̂([0,∞)), 0,∞)
is that of a 3γ2 -quantum wedge. Furthermore, the curve η|[0,∞) is a chordal space-filling SLEκ
going between the two marked points of Ŝ (if γ ≤ √2) or a concatenation of independent chordal
space-filling SLEκ’s in the beads of Ŝ (if γ ∈ (
√
2, 2)).
By the γ-quantum cone case, the conditional law given (ĥ, η̂) of the linearly interpolated image
under η̂ of the simple random walk on Ĝ1/n stopped upon exiting η̂([0,∞)) converges in probability
to Brownian motion modulo time parameterization as n→∞, uniformly over all choices of starting
points in any fixed compact subset of η̂([0,∞)). Combining this with the conformal invariance of
Brownian motion yields the statement of the lemma in the case γ ≤ √2.
In the case when γ ∈ (√2, 2), we sample U uniformly from the uniform measure on [0, 1]
and let B̂ be the first bead of Ŝ with quantum mass at least U (so that B̂ is a quantum surface
with the topology of the disk). The conditional law of B̂ given U is that of a sample from the
intensity measure on beads of a 3γ2 -quantum wedge conditioned to have area at least U . Using the
peanosphere construction [DMS14, Theorem 1.9], it is easy to see that the conditional law of the
area and left/right boundary lengths of B̂ given U is mutually absolutely continuous with respect to
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Lebesgue measure on (U,∞) × (0,∞)2, so the marginal law of the area and left/right boundary
lengths of B̂ is mutually absolutely continuous with respect to Lebesgue measure on (0,∞)3. We
then conclude exactly as in the case γ ≤ √2 except with U used in place of η̂([0,∞)).
Proof of Theorem 3.4. The case 1 of a γ-quantum cone was treated above. The case 2 of a unit-area
quantum sphere decorated by a whole-plane space-filling SLEκ from ∞ to ∞ is an immediate
consequence of the γ-quantum cone case and the local absolute continuity between the laws of the
γ-quantum cone and the single marked quantum sphere near their respective marked points.
Case 3, when ((D, h, 1), η) is a quantum disk decorated by an independent space-filling SLEκ
loop, follows from Lemma 3.6 and the local absolute continuity of (a) a quantum disk with respect to
a quantum wedge (or a bead of such a wedge if γ ∈ (√2, 2)) away from the marked points and (b) a
space-filling SLEκ loop with respect to a chordal space-filling SLEκ curve with nearby start and end
points. The former absolute continuity statement is immediate from the definitions in [DMS14] and
the latter absolute continuity statement can be obtained by using standard local absolute continuity
results for the GFF (e.g., [MS16d, Proposition 3.4]) applied to the imaginary geometry field hIG
used to construct η as in Section 2.2.
3.4 Convergence of the Tutte embedding
Proof of Theorem 1.1. For n ∈ N, let G1/n be the mated-CRT map with the disk topology and let
φ1/n : VG1/n → D be its Tutte embedding, as defined in Section 1.1. Also let η : [0, 1] → D be
the associated space-filling SLEκ curve parameterized by γ-LQG mass, so that x 7→ η(x) is the a
priori embedding of G1/n. Theorem 3.4 (or Theorem 3.4 plus local absolute continuity in the case
γ ∈ (0,√2); see Footnote 3 and Remark 2.3) implies that the maximum over all vertices x ∈ VG1/n
of the Prokhorov distance between the G1/n-harmonic measure on η(∂G1/n) as viewed from x and
the Euclidean harmonic measure on ∂D as viewed from η(x) tends to 0 in probability as n→∞.
By this and the definition of φ1/n,
max
x∈VG1/n
|φ1/n(x)− η(x)| → 0 in probability. (3.3)
The uniform convergence statement for curves is an immediate consequence of (3.3), the claimed
measure convergence statement follows from (3.3) and the fact that η is parameterized by µh-mass,
and the random walk convergence follows from (3.3) and Theorem 3.4.
Remark 3.7 (Tutte embeddings in the whole-plane and sphere cases). One can also define Tutte
embeddings of the mated-CRT map with the topology of the plane or sphere for which an analog of
Theorem 1.1 holds, but the definition is more complicated since these maps do not have a boundary.
We explain this in the plane case (the sphere case is similar). Let {G1/n}n∈N be the mated-CRT
maps with the whole-plane topology, as in Section 2.4, and let η be the corresponding whole-plane
space-filling SLEκ parameterized by γ-LQG mass, as in Section 2.5. Assume that we have chosen
the embedding of our curve-decorated quantum surface (i.e., rotated and scaled) in such a way that
η(1) = 1.
For T > 1, let G1/nT be the sub-graph of G1/n induced by [−T, T ] ∩ ( 1nZ). Then G
1/n
T is a planar
map with boundary (the boundary corresponds to vertices which are joined by edges to vertices
not in [−T, T ] ∩ ( 1nZ)), so we can define its Tutte embedding into D exactly as in the disk case
(Section 1.1). Let φnT be obtained from this Tutte embedding by multiplying by a complex number so
that 1 ∈ VG1/n is mapped to 1 ∈ C, and define φ1/nT arbitrarily outside of [−T, T ] ∩ ( 1nZ). One can
check using Theorem 3.4 that if {Tn}n∈T is a deterministic sequence which tends to 0 sufficiently
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slowly, then the uniform distance between φnTn and η on any fixed interval of the form [a, b] ∩ ( 1nZ)
tends to 0 in probability as n→∞, and hence the conclusions of Theorem 1.1 hold for the image of
G1/n under φ1/nTn .5
We also note that Proposition 3.1 together with [GMS18a, Theorem 1.16] shows that a variant of
Theorem 1.1 holds for the adjacency graph of cells arising from space-filling SLEκ on a 0-quantum
cone, but the discrete harmonic function φ∞ of [GMS18a, Theorem 1.16] is not an explicit functional
of the graph structure.
Similar remarks apply in the case of the Smith embedding (Section 3.5 just below).
3.5 Convergence of the Smith embedding
Here we will prove Theorem 1.3. Since the Smith embedding is defined using the dual of the
mated-CRT map, we will need an analog of Theorem 3.8 for this map. Let {G1/n}n∈N be the
mated-CRT map with the plane, sphere, or disk topology. Let Ĝ1/n be the planar dual of G1/n. As
above, in the disk case, we do not include a vertex corresponding to the unbounded face. The a
priori (SLE/LQG) embedding of G1/n, as defined in Section 2.5, induces an a priori embedding of
the vertex set of Ĝ1/n into the domain D: indeed, each vertex of Ĝ1/n is naturally identified with
the set of points in C where three of the cells η([x − 1/n, x]) for x ∈ 1nZ meet and the edges of
Ĝ1/n can be identified with the boundary segments of the cells which connect these vertices (see
Figure 5). In the disk case, ∂Ĝ1/n corresponds to the set of vertices of G1/n which are endpoints of
edges of Ĝ1/n that intersect ∂D. We will prove the following analog of Theorem 3.4 for Ĝ1/n.
Theorem 3.8. Let Ĝ1/n be the dual of the mated-CRT map with the plane, sphere, or disk topology,
embedded into D under the a priori embedding as above. For z ∈ D and n ∈ N, let Ŷ z,n be a random
walk on Ĝ1/n started from Ŷ z,n0 = xnz , and stopped when it hits ∂Ĝ1/n in the disk case and run for
all time in the sphere and plane cases. Extend Ŷ z,n to a function from [0,∞) to D by piecewise
linear interpolation at constant speed.
For each deterministic compact set K ⊂ D, the supremum over all z ∈ K of the Prokhorov
distance between the conditional law of Ŷ z,n given (h, η) and the law of a standard two-dimensional
Brownian motion started from z (and stopped when it hits ∂D in the disk case), with respect to the
metric on curves viewed modulo time parameterization (i.e., the metric (2.1) in the disk case or the
metric (2.2) in plane or sphere cases) converges to 0 in probability as n→∞.
To prove Theorem 3.8, we need a variant of Theorem 1.7 which applies to random walk on the
vertices of a planar map embedded into C, rather than its faces. To this end, we now state a result
from [GMS18a] which applies in this setting. Note that we specialize to the case when all of the
conductances are 1.
Definition 3.9. An embedded lattice M is a graph embedded into C in such a way that each edge
is a simple curve with zero Lebesgue measure, the edges intersect only at their endpoints, and each
compact subset of C intersects at most finitely many edges of M.
One can define a metric on the space of embedded lattices in a manner which is exactly analogous
to (1.6); see [GMS18a, Section 1.1] for details. For an embedded lattice M and x ∈ VM, define the
5To check this, let ψ˜T be the conformal map from the connected component of the interior of η([−T, T ]) containing
0 to D which sends 0 to 0 and let ψT be obtained by multiplying ψ˜T by a complex number chosen so that ψT (η(1)) = 1.
Theorem 3.4 shows that for each fixed T > 1, the uniform distance between φnT and x 7→ (ψT ◦ η)(x) tends to 0 in
probability as n→∞. If T >> T ′, then ψT is nearly constant on η([−T ′, T ′]), so the desired statement is indeed true
if we make Tn tend to ∞ sufficiently slowly.
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outradius of x by
Outrad(x) := diam
( ⋃
H∈FM:x∈∂H
H
)
, (3.4)
i.e., the diameter of the union of the faces with x on their boundaries. In [GMS18a], the following
is scaling limit result for random walk on the vertices of an embedded lattice is deduced from
Theorem 1.7 by constructing a cell configuration whose cells correspond to the vertices.
Theorem 3.10 ( [GMS18a]). Suppose M is a random embedded lattice which satisfies the obvious
analogs of hypotheses 2 and 1 of Theorem 1.7 with M in place of H plus the following stronger
version of hypothesis 3:
3′. With H0 the face of M containing 0,
E
 ∑
x∈VM∩∂H0
Outrad(x)2 deg(x)
Area(H0)
 <∞.
For x ∈ VM, let Y x denote the simple random walk on M started from x and extend Y x from
N0 to [0,∞) by piecewise linear interpolation. There is a deterministic covariance matrix Σ with
det Σ 6= 0 such that the following is true. For each fixed compact set A ⊂ C, it is a.s. the case that
as → 0, the maximum over all x ∈ VM∩A of the Prokhorov distance between the conditional law
of Y x/ given H and the law of Brownian motion started from x with covariance matrix Σ, with
respect to the topology on curves modulo time parameterization tends to 0.
Theorem 3.10 follows from the proof of [GMS18a, Theorem 1.11] (which gives the same statement
but without the uniform rate of convergence on compact sets) by using [GMS18a, Theorem 3.10] in
place of [GMS18a, Theorem 1.16].
Proof of Theorem 3.8. Define the cell configuration H associated with a space-filling SLEκ on a
0-quantum cone as in Section 3.1 and let M be the graph whose vertices are the points in C where
three cells in H meet, and whose edges are the boundary segments of the cells which connect these
vertices. Then M is an embedded planar map in the sense of Definition 3.9 except that embedded
edges are allowed to intersect, but not cross, in the case when γ ∈ (√2, 2) (c.f. Figure 6). To deal
with this case, we can very slightly perturb the edges so that they do not intersect except at their
endpoints.
We will check the hypotheses of Theorem 3.10 for M. The tail triviality hypothesis 2 and the
approximate translation invariance hypothesis 1 follow from the corresponding properties for H, as
checked in Proposition 3.1. To check the finite expectation hypothesis of Theorem 3.10, we observe
that the cell H0 is the face of M containing 0. We may therefore compute∑
x∈VM∩∂H0
Outrad(x)2
Area(H0)
≤ 4
∑
x∈VM∩∂H0
∑
H∈H:x∈∂H
diam(H)2
≤ 16
∑
H∈H:H∼H0
diam(H)2
Area(H0)
+ 4
diam(H0)
2
Area(H0)
deg(H0), (3.5)
where in the first line we use that each vertex ofM degree at most 3 and the inequality (a+b+c)2 ≤
4(a2 + b2 + c2); and in the second line we use that each cell H ∈ H with H ∼ H0 intersects H0
along at most two disjoint connected boundary arcs (one on its left boundary and one on its right
boundary), so there are at most 4 vertices of M on the boundary of H ∩H0.
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Let F = F (H) be the sum in the last line of (3.5). We will show that E[F ] < ∞ using an
ergodic theory result from [GMS18a, Section 2.2] (the second term in the last line of (3.5) has finite
expectation by Theorem 4.1). Let {Sk}k∈Z be the bi-infinite sequence of origin-containing squares
of a uniform dyadic system independent from H, as defined in [GMS18a, Section 2.1].
We will not need the precise definitions of these squares here, only that Sk−1 ⊂ Sk for each
k ∈ Z and ⋃∞k=1 Sk = C. In light of Proposition 3.1, we can apply [GMS18a, Lemma 2.6] to H to
find that the following is true. If we let Fz for z ∈ C be defined in the same manner as F but with
the translated cell configuration H− z in place of H, then a.s.
E[F ] = lim
k→∞
1
Area(Sk)
∫
Sk
Fz dz. (3.6)
To bound the right side of (3.6), we compute
lim
k→∞
1
Area(Sk)
∫
Sk
Fz dz = lim
k→∞
1
Area(Sk)
∫
Sk
∑
H∈H:H∼Hz
(diam(H) + diam(Hz))
2
Area(Hz)
dz
≤ 2 lim sup
k→∞
1
Area(Sk)
∑
H∈H(Sk)
∑
H′∈H:H′∼H
(
diam(H ′)2 + diam(H)2
)
. (3.7)
Since the maximal size of the cells in H(Sk) is a.s. of strictly smaller order than the side length of Sk
as k →∞ (this follows from basic SLE/LQG estimates or alternatively from [GMS18a, Lemma 2.8]),
we find that a.s. for large enough k ∈ N, each H ′ ∈ H with H ′ ∼ H for some H ∈ H(Sk) is contained
in H(Sk(1)), where Sk(1) is the square with the same center as Sk and three times the side length
of Sk. Therefore, the last line in (3.7) is a.s. bounded above by
4 lim sup
k→∞
1
Area(Sk)
∑
H∈H(Sk(1))
diam(H)2 deg(H), (3.8)
which is finite by [GMS18a, Lemmas 2.7 and 2.9]. Obviously, the matrix Σ in Theorem 3.10 has to
be a scalar multiple of the identity by rotation invariance.
Theorem 3.10 now shows that the analog of Proposition 3.1 holds for the dual mated-CRT map
Ĝ1/n. We then conclude the proof exactly as in Section 3.3.
Proof of Theorem 1.3. Since the Smith embedding is defined in terms of a harmonic functions on
each of G1/n and Ĝ1/n, this follows from the disk case of Theorem 3.8 via exactly the same argument
used to prove Theorem 1.1.
4 Moment bound for diameter2/area and degree of cells
Throughout this subsection we assume we are in the setting of Section 3.1, so that (C, h, 0,∞) is
a 0-quantum cone with the circle average embedding and η is a whole-plane space-filling SLEκ
sampled independently from h and then parameterized by γ-LQG mass with respect to h in such
a way that η(0) = 0. We define the cell configuration H as in (3.1). The goal of this section is to
check hypothesis 3 of Theorem 1.7 for the cell configuration H (which is needed in the proof of
Proposition 3.1). In fact, we will prove the following stronger statement.
Theorem 4.1. Let H be as above and let H0 be the cell of H containing the origin. Then
E
[(
diam(H0)
2
Area(H0)
)p]
<∞, ∀p ≥ 1 and (4.1)
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E[deg(H0)
p] <∞, ∀p ∈ [1, 4/γ2). (4.2)
Remark 4.2. It is easily seen from Brownian motion estimates that the degree of the root vertex
in the whole-plane mated-CRT map has an exponential tail [GMS18b, Lemma 2.2]. However, this
does not help us prove (4.2) since we are working with a 0-quantum cone so the origin is a Lebesgue
typical point, not a quantum typical point.
The proof of Theorem 4.1 builds on estimates for SLE and LQG from [DS11,RV14,GHM15].
Roughly speaking, (4.1) comes from that fact that η is exponentially unlikely to travel Euclidean
distance r without first swallowing a Euclidean ball of radius a little bit less than r [GHM15, Lemma
3.6]; and the fact that such a ball is very unlikely to have smaller quantum mass than we would
expect [DS11, Lemma 4.5].
Our estimate for deg(H0) is split into two parts: we will separately bound the “inner degree”,
defined as the maximal number of disjoint -length segments of η which intersect η([−1, 1]) ⊃ H0
and which are contained in the ball B0 of radius 4 diam η([−1, 1]) centered at 0; and the “outer
degree”, defined as the number of times that η crosses between η([−1, 1]) and ∂B0. The inner degree
is bounded by µh(B0), which we will show has finite moments up to order 4/γ
2 using moment
bounds for the γ-LQG measure [RV14, Theorem 2.11]. The outer degree can be bounded using the
fact that with high probability, each crossing of η of an annulus has to contain a Euclidean ball
with radius slightly smaller than the distance across the annulus [GHM15, Proposition 3.4].
The aforementioned bounds for space-filling SLE and the LQG measure require us to work in a
Euclidean ball of a fixed size, but the diameter of η([−1, 1]), hence the radius of B0, is random. In
order to get around this difficulty, we will use the radii Rb defined as in (2.4) and bound from above
the probability that η([−1, 1]) is contained in BR1/C (0) and the probability that it is not contained
BRC (0) when C is large (Lemma 4.3). We will then re-scale by R
−1
b for a certain value of b > 0 and
work with a re-scaled version of (h, η) which has the same law as (h, η) due to (2.5).
Our proof in fact yields a stronger version of Theorem 4.1 which gives analogous moment
bounds for quantities which are deterministically larger than diam(H0)
2/Area(H0) and deg(H0),
respectively, but are locally determined by h and η (we recall from Section 3.2 that cells of H are not
locally determined by h and η). We define these quantities at the beginning of Sections 4.2 and 4.3.
The moment bound for quantities which are locally determined by h and η will be important
in [GMS18b].
4.1 Estimating the diameter of η([−1, 1]) via circle averages
Throughout the rest of this section, we will use the following notation. Let h the circle-average
embedding of a 0-quantum cone, as above, and let {hr(z)}r>0, z∈C be its circle-average process. For
b > 0, let Rb be as in (2.4) and let
hb := h(Rb·) +Q logRb and ηb(t) := R−1b η(t), ∀t ∈ R. (4.3)
By (2.5), hb
d
= h+ 1γ log b, so in particular h
b|C agrees in law with the corresponding restriction of a
whole-plane GFF normalized so that its circle average over ∂D is 1γ log b. By the γ-LQG coordinate
change formula (2.3), µh(X) = µhb(R
−1
b X) each Borel set X ⊂ C, hence ηb is parameterized by
γ-quantum mass with respect to hb. We will also make frequent use of the times
τ(r) := inf{t > 0 : |η(t)| ≥ r} and τ−(r) := sup{t < 0 : |η(t)| ≥ r}, ∀r > 0. (4.4)
The following lemma allows us to estimate the size of η([−1, 1]) in terms of the radii Rb.
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Lemma 4.3. For C > 1,
P
[
η([0, 1]) 6⊂ BR1/C (0)
]
≥ 1− C−
4
γ2
+oC(1) (4.5)
and
P
[
η([−1, 1]) ⊂ BRC/8(0)
]
= 1− o∞C (C) (4.6)
as C →∞, at a rate which depends only on γ.
Proof. Let hb and ηb for b > 0 be as in (4.3). We first prove (4.5). Since η1/C is parameterized by
h1/C-quantum mass, for each C > 1,
P
[
η([0, 1]) ⊂ BR1/C (0)
]
= P
[
η1/C([0, 1]) ⊂ D
]
≤ P[µh1/C (D) > 1]. (4.7)
Since h1/C
d
= h+ 1γ log(1/C), we can apply a standard moment bound from Gaussian multiplicative
chaos theory [RV14, Theorem 2.11] to get that Cµh1/C (D) has finite C-independent moments of all
orders β ∈ (0, 4/γ2). By the Chebyshev inequality, we obtain that for any such β, P[µh1/C (D) > 1] 
C−β. Combining this with (4.7) and sending β → 4/γ2 yields (4.5).
To prove (4.6), let ζ ∈ (0, 1/100) be a small parameter which we will eventually send to 0 and
fix C > 1. We define the time τ(RC/8) as in (4.4), so that τ(RC/8) is the exit time of η
C from
B1/8(0). Since η
C is parameterized by µhC -mass, τ(RC/8) = µhC (η
C([0, τ(RC/8)])). We will prove
a lower bound for this quantum mass.
To this end, let M be the radius of the largest Euclidean ball contained in ηC([0, τ(RC/8)]). Let
w be the center of such a ball with maximal radius, chosen in a manner which depends only on
ηC([0, τ(RC/8)]). By [GHM15, Lemma 3.6],
P[M ≥ C−ζ ] = 1− o∞C (C) (4.8)
as C →∞, at a rate depending only on γ. Since BM (w) depends only on the curve ηC , viewed modulo
monotone re-parameterization, this ball is independent from the field hC . Since hC
d
= h+ 1γ logC,
we can apply a standard estimate for the γ-LQG measure (see, e.g., [GHM15, Lemma 3.9]) to get
P
[
µhC (BM (w)) ≥ C−ζM2+
γ2
2 eγh
C
M (w) |BM (w)
]
= 1− o∞C (C) (4.9)
at a deterministic rate depending only on γ (here hCM (w) is the circle average of h
C over ∂BM (w)).
Since hC |D agrees in law with the corresponding restriction of a whole-plane GFF normalized so
that its circle average over ∂D is 1γ logC, the conditional law of the circle average h
C
M (w) given
BM (w) is Gaussian with mean
1
γ log(C) and variance at most logM
−1 +O(1), where O(1) denotes
a quantity bounded above in absolute value by a universal constant. By the Gaussian tail bound,
P
[
hCM (w) ≥
1
γ
log(C100ζ) |BM (w)
]
1(M≥C−ζ) ≥
(
1− C−
(1−100ζ)2
2γ2ζ
)
1(M≥C−ζ) (4.10)
at a rate depending only on γ. By using (4.8) and (4.10) to bound the quantity C−ζM2+
γ2
2 eγh
C
M (w)
appearing in (4.9) from below and then sending ζ → 0, we get
P[µhC (BM (w)) ≥ 1] = 1− o∞C (C). (4.11)
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Therefore,
P[τ(RC/8) ≥ 1] = P
[
µhC (η
C([0, τ(RC/8)])) ≥ 1
]
≥ P[µhC (BM (w)) ≥ 1] (since BM (w) ⊂ ηC([0, τ(RC/8)]))
= 1− o∞C (C) (by (4.11)).
By the definition (4.4) of τ(RC/8), if τ(RC/8) ≥ 1 then η([0, 1]) ⊂ BRC/8(0). By the forward/reverse
symmetry of η, this implies (4.6).
4.2 Moment bound for diameter2/area
We will now prove (4.1) of Theorem 4.1. In fact, we will prove a moment bound for the larger
quantity
DA(H0) := sup
{
diam(η([s− 1, s]))2
Area(η([s− 1, s])) : s ∈ [0, 1]
}
. (4.12)
In words, DA(H0) is equal to the maximum ratio of the squared diameter to the area over all of the
segments of η with unit quantum mass which contain 0. By definition, the cell H0 is one of these
segments of η (namely, the one with s = θ), so
diam(H0)
2
Area(H0)
≤ DA(H0). (4.13)
Proposition 4.4. Define DA(H0) as in (4.12). Then
E[DA(H0)
p] <∞, ∀p ≥ 1. (4.14)
Proof. Let ζ ∈ (0, 1) be a small parameter which we will eventually send to 0. We will apply [GHM15,
Lemma 3.6] (which says that η is unlikely to cross an annulus without absorbing a Euclidean ball of
radius comparable to the distance across the annulus) at several scales and use Lemma 4.3 to argue
that with high probability, if s ∈ [0, 1], then η([s− 1, s]) has to cross one of these scales. We will
then integrate to convert a probability estimate to a moment estimate.
The random variables RCζ and R1/C1/ζ for C > 1 depend only on h, so are independent from
the curve η, viewed modulo monotone re-parameterization. By [GHM15, Lemma 3.6] and a union
bound over k, we have (in the notation (4.4))
P
[
Area
(
η([0, τ(ek)])
)
≥ C−1e2k, ∀k ∈
[
logR1/C1/ζ − 1, logRCζ + 1
]
Z
|h
]
≥ 1−
(
log
(
RCζ/R1/C1/ζ
)
+ 2
)
e−c0C
1/2
.
for c0 > 0 a constant depending only on γ. By combining this with Lemma 2.1 (applied with α = 0
and, e.g., eC
1/4
in place of C), we get that except on an event of probability o∞C (C) (at a rate
depending only on ζ and γ),
Area
(
η([0, τ(ek)])
)
≥ C−1e2k, ∀k ∈
[
logR1/C1/ζ − 1, logRCζ + 1
]
Z
. (4.15)
By the invariance of the law of η under time reversal, it also holds except on an event of probability
o∞C (C) that
Area
(
η([τ−(ek), 0])
)
≥ C−1e2k, ∀k ∈
[
logR1/C1/ζ − 1, logRCζ + 1
]
Z
(4.16)
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where here τ−(·) is as in (4.4). By Lemma 4.3 and the invariance of the law of η under time reversal,
it holds with probability 1− C−
4
γ2ζ
+oC(1) (at a rate depending only on ζ and γ) that
η([0, 1/2]), η([−1/2, 0]) 6⊂ BR
1/C1/ζ
(0) and η([−1, 1]) ⊂ BR
Cζ
(0). (4.17)
Suppose now that (4.15), (4.16), and (4.17) all hold (which happens with probability at least
1 − C−
4
γ2ζ
+oC(1)). We seek to bound the quantity DA(H0) from (4.12). To this end, suppose
s ∈ [0, 1]. Then
η([s− 1, s]) ⊂ η([−1, 1]) and η([s− 1, s]) 6⊂ η([−1/2, 1/2]).
By (4.17), if we let k be the smallest integer for which η([s− 1, s]) ⊂ Bek+1(0), then
k ∈
[
logR1/C1/ζ − 1, logRCζ + 1
]
Z
.
Furthermore, by the definition of k either η([0, τ(ek)]) or η([τ−(ek), 0]) is contained in η([s− 1, s]).
By (4.15) and (4.16),
Area(η([s− 1, s])) ≥ e−2C−1 diam(η([s− 1, s]))2. (4.18)
Therefore, for C > 1,
P
[
DA(H0) > e
2C
] ≤ C− 4γ2ζ+oC(1).
Sending ζ → 0, then multiplying this estimate by pCp−1 for p ≥ 1 and integrating from 1 to ∞ with
respect to C shows that E[DA(H0)
p] <∞.
4.3 Moment bound for degree
As noted just after Theorem 4.1, we will prove our moment bound for deg(H0) in two parts. Define
the closed ball
B0 := B4 diam(η([−1,1]))(0). (4.19)
We will define two quantities which count the number of unit-µh mass segments of η which intersect
η([−1, 1]) and are contained in and not contained in B0, respectively, whose sum provides an upper
bound for deg(H0).
• Inner degree. Let degin(H0) be the largest number N ∈ N with the following property: there
is a collection of N intervals {[aj , bj ]}j∈[1,N ]Z which intersect only at their endpoints, each of
which has length bj−aj = 1, satisfies η([aj , bj ]) ⊂ B0, and is such that η([aj , bj ])∩η([−1, 1]) 6= ∅.
We note that
degin(H0) ≤ µh(B0). (4.20)
• Outer degree. Let degout(H0) be the largest number N ′ ∈ N with the following property:
there is a collection of N ′ intervals {[aj , bj ]}j∈[1,N ′]Z which intersect only at their endpoints
such that for each j ∈ [1, N ′]Z, η((aj , bj)) is contained in the interior of B0, one of the
endpoints η(aj) or η(bj) is contained in ∂B0, and the other endpoint is contained in η([−1, 1]).
Since H0 ⊂ η([−1, 1]), the set of intervals [x − 1, x] for x ∈ Z + θ whose corresponding cell
η([x − 1, x]) ∈ H is adjacent to H0 and contained in B0 is a collection as in the definition of
degin(H0), so the number of such x is at most degin(H0). Similarly, the number of x ∈ Z+ θ such
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that η([x− 1, x]) is adjacent to H0 in H and η([x− 1, x]) 6⊂ B0 is at most degout(H0), since for any
such x the cell η([x− 1, x]) contains a different interval [aj , bj ] as in the definition of degout(H0).
Therefore,
deg(H0) ≤ degin(H0) + degout(H0). (4.21)
Proposition 4.5. Define degin(H0) and degout(H0) as above. Then
E[degin(H0)
p] <∞, ∀p ∈ [1, 4/γ)2 and (4.22)
E[degout(H0)
p] <∞, ∀p ≥ 1. (4.23)
Proof of (4.22) of Proposition 4.5. In light of (4.20), we need an upper bound for the µh-mass of
the ball B0 defined in (4.19). Fix ζ ∈ (0, 1) (which we will eventually send to 0) and let C > 1.
By (4.6) of Lemma 4.3 and the forward/reverse symmetry of the law of η, it holds with probability
at least 1− o∞C (C) (at a rate depending only on ζ and γ) that η([−1, 1]) ⊂ BRCζ /8(0). If this is the
case, then the ball B0 of (4.19) is contained in BR
Cζ
(0), so by (4.20) it holds with probability at
least 1− o∞C (C) that
degin(H0) ≤ µh(BRCζ (0)) = µhCζ (D). (4.24)
By [RV14, Theorem 2.11], C−ζµ
hC
ζ (D) has finite, C-independent moments of all orders β ∈ (0, 4/γ2)
so by the Chebyshev inequality, for any such β and any C > 1,
P[degin(H0) > C] ≤ P
[
µ
hC
ζ (D) > C
]
+ o∞C (C)  Cβ(1−ζ) (4.25)
with the implicit constant depending only on β and γ. Sending β → 4/γ2 and ζ → 0, then
multiplying the resulting estimate by Cp for p ∈ [1, 4/γ2) and integrating from 1 to ∞ with respect
to C shows that (4.22) holds.
Next we turn our attention to the outer localized degree degout(H0). The idea of the proof is to
apply [GHM15, Proposition 3.4]—which says that every segment of η contained in D much contain
a Euclidean ball of radius slightly smaller than the diameter of the segment—at several scales; and
use Lemma 4.3 to argue that with high probability the diameter of η([−1, 1]) is comparable to
the size of one of these scales. For the proof, we will work on the regularity event defined in the
following lemma (the parameter ζ will eventually be sent to 0).
Lemma 4.6. Let ζ ∈ (0, 1) and for C > 1, let GC = GC(ζ) be the event that the following is true.
1. ηC
ζ
([−1, 1]) ⊂ B1/8(0).
2. ηC
ζ
([−1, 1]) 6⊂ BC−1/ζ (0).
3. For each k ∈ [0, log8C1/ζ+1]Z and each a, b ∈ R with ηCζ ([a, b]) ⊂ B8−k(0) and diam(ηCζ ([a, b])) ≥
C−(1−ζ)/28−k, the set ηCζ ([a, b]) contains a Euclidean ball of radius at least C−1/28−k.
Then
P[GC ] ≥ 1− C
4
γ2
ζ−1/ζ+oC(1), (4.26)
at a rate depending only on ζ and γ.
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Proof. It follows from (4.6) of Lemma 4.3 that condition 1 in the definition of GC holds except on
an event of probability o∞C (C).
To show that condition 2 also holds with high probability, we first use that hC
ζ d
= h+ 1γ logC
ζ
and basic moment estimates for the γ-LQG measure (see, e.g., [GHM15, Lemma 5.2]) to get that
for β ∈ (0, 4/γ2) and r ∈ (0, 1),
E
[(
C−ζµ
hC
ζ (Br(0))
)β]  rf(β)/2 (4.27)
where f(β) = (2 + γ
2
2 )β− γ
2
2 β
2 and the implicit constant depends only on γ and β. Using (4.27), the
Chebyshev inequality, and the fact that µ
hC
ζ (ηC
ζ
([−1, 1])) = 2, we get that for each β ∈ (0, 4/γ2),
P
[
ηC
ζ
([−1, 1]) ⊂ BC−1/ζ (0)
]
≤ P[µ
hC
ζ (BC−1/ζ (0)) ≥ 2
]  Cβζ−f(β)/(2ζ), (4.28)
with the implicit constant depending only on ζ and γ. Sending β → 4/γ2, we see that the right side
can be bounded by C
4
γ2
ζ−1/ζ+oC(1).
By [GHM15, Proposition 3.4 and Remark 3.9], since ηC
ζ d
= η viewed as curves modulo monotone
re-parameterization, and by scale invariance, for each k ∈ [0, log8C1/ζ + 1]Z the event condition 3
in the definition of GC at scale 8
−k has probability at least 1− o∞C (C). By taking a union bound
over a logarithmic number of scales and combining the resulting estimate with our above bounds
for the probabilities of the first two conditions, we obtain (4.26).
Proof of (4.23) of Proposition 4.5. Fix ζ ∈ (0, 1) which we will eventually send to 0. Suppose C > 1
and the event GC of Lemma 4.6 occurs.
Let N ′ = degout(H0) and let {[aj , bj ]}j∈[1,N ′]Z be a collection of intervals as in the definition of
degout(H0), so that the interiors (aj , bj) are disjoint, each η([aj , bj ]) is contained in the interior of
B0, and for each j ∈ [1, N ′]Z one of η(aj) or η(bj) is contained in ∂B0 and the other is contained in
η([−1, 1]).
Let k be the largest integer for which ηC
ζ
([−1, 1]) ⊂ B8−k(0). By the definition (4.19) of B0,
this implies that R−1
Cζ
B0 ⊂ B8−k+1(0). By conditions 1 and 2 in the definition of GC , we have
k ∈ [1, log8C1/ζ + 1]Z. Hence condition 3 in the definition of GC implies that for j ∈ [1, N ′]Z the
curve segment ηC
ζ
([aj , bj ]) contains a ball of radius at least C
−1/28−k which is itself contained in
B8−k+1(0). These balls for different choices of interval [a, b] intersect only along their boundaries, so
degout(H0) ≤ 64C on GC .
Using the estimate for P[GC ] from Lemma 4.6, we obtain that for C > 1,
P[degout(H0) > 64C] ≤ C
4
γ2
ζ−1/ζ+oC(1). (4.29)
Sending ζ → 0, then multiplying this estimate pCp−1 and integrating from 1 to ∞ with respect to
C shows that (4.23) holds.
Proof of Theorem 4.1. This follows from Propositions 4.4 and 4.5 along with (4.13) and (4.21).
36
5 Possible extensions
Other discretizations of LQG. There are a variety of other natural random environments on C
arising in the theory of LQG which are similar in spirit to the a priori embedding of the mated-CRT
map but do which do not admit analogous descriptions in terms of Brownian motion. For example,
following [DS11, Section 1.4], we could consider the adjacency graph of maximal dyadic squares with
LQG mass at most 1. Alternatively, we could consider the adjacency graph of cells of space-filling
SLEκ˜′ parameterized by γ-LQG mass for κ˜
′ ∈ (4,∞) \ {16/γ2}.
Theorem 1.7 together with arguments of the sort used in this paper can be used to show that the
random walk in the above random environments converges to Brownian motion (i.e., Theorem 3.4 is
also true for such random environments). To accomplish this, we would first consider the case of a
0-quantum cone (which makes hypothesis 1 true), then transfer to other GFF-type distributions
using local absolute continuity. In each case the only work necessary beyond what is done in this
paper is to verify the moment bound of hypothesis 3, which we expect can be done using similar
arguments to the ones found in Section 4.
Other embeddings of the mated-CRT map. It may be possible to extend our techniques to
show that one still has convergence to LQG for other embeddings of the mated-CRT map—like
those arising from Riemann uniformization or circle packing. The reason for this is that these other
embeddings can be defined analogously to the Tutte embedding but using a different notion of
“discrete harmonic functions” on the mated-CRT map. Indeed, the statement that the Riemann
uniformization embedding is close to the a priori embedding at large scales is equivalent to the
statement that the Brownian motion on the mated-CRT map—defined by endowing each face with
the conformal structure of a polygon—converges to ordinary Euclidean Brownian motion in the
quenched sense. The circle packing can be seen as the Tutte embedding of a weighted version of the
map with edge weights depending on the sizes of adjacent circles (see, e.g., [Dub95]).
Other random planar map models. The results of this paper suggest a possible strategy for
showing that the Tutte (and Smith) embeddings of other random planar maps—such as uniform
triangulations, spanning tree-weighted planar maps, bipolar-orientation-decorated planar maps,
etc.—converge to Liouville quantum gravity, although we emphasize that this is more speculative
than the other potential extensions discussed here.
The above random planar maps M are special since they can be bijectively encoded by means
of a random walk on Z2 with certain i.i.d. increments [Mul67,Ber07b,She16b,Ber07a,KMSW15].
We can use the two-dimensional variant of the KMT strong coupling theorem [KMT76,Zai98] to
couple this encoding walk with the Brownian motion used to generate the mated-CRT map in such
a way that the processes differ by at most O(log n) on the time interval [−n, n]. This gives us an a
priori embedding of M into C by sending the vertex corresponding to each step of the encoding
walk to the space-filling SLE cell associated with the corresponding Brownian motion increment.
One could then attempt to apply Theorem 1.7 or some variant thereof to the above embedding
of M . One of the most significant (although not the only) difficulties with this approach is checking
the finite expectation condition of hypothesis 3. This could potentially come from a fine analysis
of the construction of the KMT coupling (to get up-to-constants, rather than O(log n), bounds at
typical vertices) as well as arguments to show that the coupling error is not too strongly correlated
with the Euclidean size of the SLE cells.
The above strong coupling approach is used in [GHS17,GM17c,GH18] to deduce estimates for
M from estimates for the mated-CRT map, but the estimates in these works are less precise than
the ones which would be needed to apply Theorem 1.7.
Time parameterization and Liouville Brownian motion Liouville Brownian motion [Ber15,
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GRV16] is the natural notion of Brownian motion on a γ-LQG surface in the continuum. It is
obtained from ordinary Brownian motion by applying a time change that depends on the LQG
surface. We conjecture that the random walk on a mated-CRT map embedded into C using either
the a priori embedding or the Tutte embedding converges uniformly in the scaling limit to Liouville
Brownian motion when viewed as a parameterized curve, not just modulo time parameterization.
Several estimates relevant to the time parameterization of the random walk on the mated-CRT map
are proven in [GMS18b,GM17c,GH18].
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