We revisit the notion of computational depth and sophistication for infinite sequences and study the density of the sets of deep and sophisticated infinite sequences. Koppel defined the sophistication of an object as the length of the shortest total program that, given some data as input, produces the object and such that the sum of the size of the program with the size of the data is as concise as the smallest description of the object. However, the notion of sophistication is not properly defined for all sequences. We propose a new definition of sophistication for infinite sequences as the limit of the ratio of the sophistication of the initial segments and its length. We prove that the set of sequences with sophistication equal to zero has Lebesgue measure one and that the set of sophisticated sequences is dense, when the sophistication is, respectively, defined either using lim inf or lim sup. Antunes, Fortnow, van Melkebeek and Vinodchandran captured the notion of useful information by computational depth, the difference between time bounded and unbounded Kolmogorov complexities. We show that the set of deep infinite sequences is dense. We also prove that sophistication and depth for infinite sequences are distinct information measures.
Introduction
Solomonoff [21] , Kolmogorov [14] and Chaitin [10] independently defined the complexity of an object, usually a string x, as the length of the shortest program that produces x. A randomly generated string has, with high probability, high Kolmogorov complexity and thus contains lots of information. However, intuitively, the fact that it is random makes it unlikely to have useful and meaningful information. So, the question is how to rigorously formalize this idea. There are two known approaches to quantify the subjective notion of meaningful information: measure the amount of planing necessary to construct the object (static resources) or measure the time or computational effort (dynamic resources) required to produce the object.
The former is usually based on the Kolmogorov structure function which divides the smallest program into two parts: one part accounting for the useful regularity and another accounting for the remaining accidental information present in the object. Kolmogorov suggested that the useful information, i.e., the first part of the description, is a representation of a finite set where the object is a typical element, so that the two-part description is as small as the shortest one-part description. Gács, Tromp and Vitányi [12] generalized this approach to computable probability mass functions. Koppel [15, 16, 7] , using monotonic Kolmogorov complexity, expressed the useful information as a recursive function and called the resulting measure sophistication. The regularity turns out to be the length of the total program p and the accidental information, i.e. information that is considered not to have structure, is expressed as the length of the data used by p to produce the string or sequence. However, as Koppel observed, not all infinite sequences are describable and thus, the notion of sophistication, based on the concept of description, is not properly defined. Later Antunes and Fortnow [1] revisited the notion of sophistication for finite strings, where they introduced a new definition and proved the existence of strings with maximum sophistication. As an interesting application of the notion of sophistication we refer to [11] where it was used as a complexity estimator in order to detect attack behaviors in the ubiquitous File Transfer Protocol (FTP).
The later approach was introduced by Bennett [8] who called logical depth to the effort required to produce the object. An object is logical deep if a lot of time is needed to recover it from any of its shortest description. As a consequence, random objects are not deep, by definition. Antunes et al. [3] introduced the notion of computational depth, for finite strings, as the difference between the time bounded and unbounded Kolmogorov complexities. There are several results related to computational depth such as a generalization of sparse and random sets [3] , a characterization of worst-case running time of problems that run quickly on average over all polynomial time samplable distributions [2] as well as efficiently finding satisfying assignments for formulas that have at least one assignment of logarithmic depth [4] .
Kolmogorov (see [26] ) raised the question if ''absolutely non-random'', or highly sophisticated, objects exist. Gács et al. [12] and Antunes and Fortnow [1] independently, proved that the answer is affirmative for the finite strings. In this work, we address Kolmogorov's question for infinite sequences. We start by redefining sophistication for infinite sequences, introducing the lower and upper sophistication as the lim inf and lim sup, respectively, of the ratio between the sophistication of the initial segments (as defined in [1] ) and the length of the segments. Notice that these two notions of sophistication are always defined, solving one of the problems of Koppel's definition. Using these new definitions, we prove that the set of sequences with lower sophistication equal to 0 has Lebesgue measure 1 and the set of sequences with upper sophistication equal to 1 is dense. So, the answer to Kolmogorov's question, regarding infinite sequences, is affirmative if we use upper sophistication and probably negative if we use the lower sophistication. We also prove that the set of deep infinite sequences is dense. The study of these measures for infinite sequences may be useful as a complexity measure to detect attack behaviors in network traffic as it is usually considered to be an infinite source of information.
Koppel claimed that sophistication and logical depth are equivalent information measures. For the finite case, Antunes and Fortnow [1] , gave an example where the equivalence is not valid. In this work, we give two examples of infinite sequences for which sophistication differs from a variant of computational depth.
The rest of this paper is organized as follows: in the next section, we give some background on basic concepts and some results necessary to the rest of the paper. In Section 3, we give formal definitions of the new sophistications, establish a relationship with constructive Hausdorff dimension and constructive packing dimension and prove that if the sophistication is defined with lim inf the set of sequences with low sophistication has Lebesgue measure 1 and if it is defined with lim sup then the set of highly sophisticated sequences is dense. In Section 4, we prove that the set of deep sequences is dense. In Section 5, we relate sophistication with dimensional depth by proving that these two information measures are of different type. In the last section, we present some conclusions and point some open questions and directions for future research.
Preliminaries
We use a binary alphabet, i.e., Σ = {0, 1}. Elements of Σ ∞ are called sequences and are denoted by Greek letters, usually α, β and ω. Any element of Σ * is called a string and are represented by x, y, z, p and d. We denote the initial segment of length n of a sequence α by α [1:n] and its ith bit by α i . The length of a binary string x is represented by |x|. The function log will always mean the base 2 logarithmic function. If x and y are strings, x ≤ y means that x is prefix of y. All resource bounds used in this paper are time constructible.
Kolmogorov complexity
We refer the reader to the book of Li and Vitányi [17] for a comprehensive study on Kolmogorov complexity. In this subsection, we present essential definitions and basic results which will be used in the rest of the paper. Definition 2.1. Let U be a prefix-free universal Turing machine. The Kolmogorov complexity of x ∈ Σ * , given y ∈ Σ * , is
If t is a constructible function, the t time bounded Kolmogorov complexity of x ∈ Σ * , given y ∈ Σ * , is
The default value for the axillary input y for the program p, is the empty string and, to simplify notation, we usually drop this argument. The choice of universal Turing machine affects the running time of a program at most by a logarithmic factor and the program length at most by a constant number of extra bits. In this sense the Kolmogorov complexity is machine independent.
A simple counting argument can show the existence of c-incompressible strings. In fact, we have: Theorem 2.3. There are at least 2 n · (1 − 2 −c ) + 1 strings of length n that are c-incompressible.
Computational depth
Kolmogorov complexity does not take into account the time necessary to produce a string from its shortest description. In order to differentiate high information from useful information, Bennett [8] defined the s-significant logical depth of an object x as the time required by the reference universal Turing machine to generate x by a program that is no more than s bits longer than the shortest descriptions of x. Formally, Definition 2.4 (Logical Depth). Let x ∈ Σ * and s be a nonnegative integer. The logical depth of x at a significance level s is
As a consequence of this definition, algorithmic random strings are shallow at any significance level. In order to simplify this notion, Antunes, Fortnow, van Melkebeek and Vinodchandran [3] to simplify this notion introduced computational depth as a measure of nonrandom information in a string. Intuitively, strings of high depth are low Kolmogorov complexity strings (and hence nonrandom), but a resource bounded machine cannot identify the regularities which allows a significant compression of the string. Indeed, Bennett's logical depth [8] can be seen as such a measure, however its definition is rather technical. So, in [3] the authors suggest that the difference between two Kolmogorov complexity measures captures the intuitive notion of nonrandom information. Based on this intuition we use the following depth measure for strings.
Definition 2.5 (Computational Depth). Let t be a constructible time bound. For any strings
x, y ∈ Σ * , depth t (x|y) = K t (x|y) − K (x|y).
Sophistication
The Kolmogorov structure function divides the smallest program for an object x in two parts: one part accounting for the useful regularity and another accounting for the remaining accidental information present in the object. The former is the structure of x, i.e, it essentially describes the set of all objects that share the same structure with x, and the later can be considered as the index of x in that set. To formalize this measure Koppel [15] used total functions to represent the useful information. He defined sophistication based on (monotonic) process complexity. Definition 2.6. A description of a string x is a pair (p, d) such that p is a self-delimiting total program, and x is an initial segment of U(p, d).
Koppel also defined the complexity of x by So, we can join the two previous definitions and obtain the following definition for c-sophistication of a string
Definition 2.11. The sophistication of a sequence α is
A sequence is describable if it has a compression program. Koppel remarked [16] that not every sequence is describable and thus soph c (α) is not properly defined. For example, if for all c, lim sup n soph c (α [1:n] ) = ∞, then α is not describable. In order to avoid this problem, Koppel defined a weaker version of sophistication based on ''weak'' compression programs for α, i.e., program for which the data considered for each n is not necessarily a prefix of the next one. Antunes and Fortnow [1] revisited the notion of sophistication and, using Kolmogorov complexity, adapted Koppel's definition for finite strings as: p is total and there is a string d such that
The definitions of sophistication for infinite sequences introduced in this paper are based on the previous definition for finite strings. The intuitive idea is to use limits as, the more bits are analyzed, the more aware we are about the structure of the sequence. In the sequel we will need the following generalization of Theorem 2 of [1] , on the existence of highly sophisticated finite strings. Theorem 2.13. Let x be a string of length log n and c > 0 be a constant. There is y ∈ Σ n−log n such that soph c (xy) ≥ n − 10 log n − c.
Proof. For all programs p such that |p| ≤ n − 10 log n − c define
Consider S = max r p . Given n and p that maximizes r p , we can compute S. Consider the following sets:
So, using the incompressible Theorem 2.3, there must exist at least one string y ∈ Σ n−log n such that xy / ∈ V and thusV = ∅.
Let z be the first string in lexicographic order inV . Since given n, x and p that maximizes r p , we can compute V , then we conclude that
Assume that soph c (z) is small, i.e., soph c (z) ≤ n − 10 log n − c. Thus, by definition ∃p * , d * : p * is total, |p * | ≤ n − 10 log n − c, |p * | + |d * | ≤ K (z) + c which implies |d * | ≤ K (z) + c − |p * | ≤ n − 4 log n − c − |p * |. Hence, U(p * , d * ) stops and, by construction of S, it stops in time ≤ S implying that z ∈ V . But, by construction of z, z / ∈ V , which is a contradiction. So soph c (z) > n − 10 log n − c.
The topological results
We consider the standard metric in the Cantor space Σ ∞ and use a known result for complete metric spaces.
Definition 2.14.
In the Cantor set Σ ∞ , given α, β ∈ Σ ∞ , the standard metric is defined by:
It is well known that (Σ ∞ , d) is a complete metric space. Notice that, the less the distance between α and β, the bigger the common initial segment of α and β. Then n∈N A n is dense.
On the existence of highly sophisticated sequences
We now propose two new and simpler definitions of sophistication for infinite sequences which are based on the limits of the sophistication of the initial segments. These definitions proposed formalize the idea that if we analyze the sequence considering larger and larger initial segments, then we can describe better the emerging structure of the sequence. To explore the properties of these new definitions, we prove the existence of highly sophisticated sequences, a connection with constructive Hausdorff dimension and constructive packing dimension.
Hausdorff [13] augmented the Lebesgue measure theory with the concept of dimension, assigning to every subset X of a given metric space a real number dim(X ), now called Hausdorff dimension of X . Lutz [18] established a gale characterization of Hausdorff dimension. This characterization gives an exact relationship between the Hausdorff dimension of a subset X consisting of infinite binary sequences, and the growth rates achievable by martingales betting on the sequences of X . This gale characterization of Hausdorff dimension was a breakthrough as it enabled the definition of effective versions of Hausdorff dimension by imposing various computational and complexity constraints on the gales. Later, Mayordomo [20] showed that constructive Hausdorff dimension can be fully characterized in terms of Kolmogorov complexity. Formally: Packing dimension was introduced independently by Tricot [24] and Sullivan [23] . Later, Athreya et al. [6] showed how to characterize packing dimension in terms of gales.
Theorem 3.2 (Constructive Packing Dimension). For all sequences α,
Based on this discussion we propose the following definitions of sophistication for infinite sequences. The proof that soph c (α) ≤ Dim(α) is similar.
We can prove a sharper result for the lower sophistication. In the next proposition, we show the existence of sequences for which the lower sophistication is strictly smaller than the constructive Hausdorff dimension. Proof. The idea of the proof is to use a sequence with high Kolmogorov complexity. Chaitin [10] and Martin-Löf [19] observed that there is α such that from some n 0 onwards K (α [1:n] ) ≥ n − log n − log log n. In fact, almost all sequences α have this property, since n∈N 2 − log n−log log n converges. Thus dim(α) = lim inf On the other hand, as proved in [27] , the following set has Lebesgue measure 1
: for infinitely many n, K (α 
From the proof of previous proposition we can conclude that:
Theorem 3.6. For all constant c > 0 sufficiently large, the set of sequences α such that soph c (α) = 0 has Lebesgue measure 1.
We now show that the set of sequences with upper sophistication equal to 1 is dense. For each natural number n 0 consider the following set:
where c is a fixed constant. V n 0 is the set of sequences such that from its n 0 th bit onward their initial segments are not highly sophisticated. Then we have:
1. For every sufficiently large n 0 , V n 0 = Σ ∞ . Considering y = in Theorem 2.13 it follows that there is x ∈ Σ n such that soph c (x) ≥ n − 10 log n − c. So, the sequence α = x000... satisfies soph c (α [1:n] ) ≥ n − 10 log n − c and thus α ∈ V n 0 . 2. All sets V n 0 are closed subsets of (Σ ∞ , d).
To prove this fact we show that Σ ∞ − V n 0 are open subsets of (Σ ∞ , d).
So if we prove that Σ ∞ − V n 0 are dense then, by Baire's Theorem, we prove that the set of all highly sophisticated sequences is dense in Σ ∞ since
Notice that if α ∈ Σ ∞ − n 0 ∈N V n 0 then α satisfies soph c (α) ≥ lim n n − 10 log n − c n = 1.
To prove that each Σ ∞ − V n 0 is dense we must show that, given ε > 0 and α ∈ V n 0 , there is a sequence β ∈ Σ ∞ − V n 0 such that d(α, β) < ε.
Intuitively, this fact is true since we can consider the first bits of α (to ensure that d(α, β) < ε) and construct a sophisticated string with that prefix of a reasonable size.
Proof. Let α be a sequence in V n 0 and ε > 0 a real number. We construct β as follows:
Consider i 0 such that 2 −i 0 ≤ ε/2. Set β i = α i for all i ≤ i 0 . With this condition we guarantee that for all ω ∈ Σ ∞ , d(α, β [1:i 0 ] ω) < ε.
Setting x = β [1:i 0 ] in Theorem 2.13 it follows that there is y ∈ Σ 2 i 0 satisfying soph c (β [1:i 0 ] y) ≥ |x| − 10 log |x| − c. Then the sequence β = β [1:i 0 ] y000... satisfies soph c (β [1:
Thus, using Theorem 2.16 and Proposition 3.7 we conclude that:
For some c > 0, the set of sequences α such that soph c (α) = 1 is dense.
Computational depth for sequences
There are several recent results about computational depth for strings, see [2, 4, 5, 22] . In this section, we investigate the density of the set of deep sequences and prove that, although it has Lebesgue measure 0, it is dense. ([17] ). Let f (n) be a recursive function such that 2 −f (n) is recursively convergent. If an infinite binary sequence ω is Martin-Löf random, then K (ω [1:n] |n) ≥ n − f (n), from some n onward.
Let t be any polynomial. As a consequence of the last theorem we can show that the set of sequences ω satisfying K t (ω [1:n] |n) ≥ n − c log n, for some n onwards, also has Lebesgue measure 1. : exists n 0 such that for all n ≥ n 0 , K t (ω [1:n] |n) ≥ n − c log n} where c ≥ 2, has Lebesgue measure 1.
Proof. Since all random sequences satisfy K t (ω [1:n] |n) ≥ n − c log n for some n 0 onwards, A contains the set of random sequences by Theorem 4.2. Thus A has Lebesgue measure 1.
What can we say about the complement of this set? We know that this set has Lebesgue measure 0, but what about its density? Adapting the proof of Theorem 3.8, we show that the set of sequences having high depth for infinitely many initial segments is dense. Theorem 4.4. Let t be any polynomial. The set of sequences ω such that for infinitely many n, K t (ω [1:n] |n) ≤ n − c log n for some c ≥ 2 is dense.
Proof. For each natural number n 0 , consider the sets:
: for all n ≥ n 0 , K t (ω [1:n] |n) > n − c log n}.
It follows from the results above that n 0 A n 0 has measure 1 since it contains the set of Martin-Löf random sequences.
1. Σ ∞ − A n 0 are open sets of (Σ ∞ , d). Let α be a sequence in Σ ∞ − A n 0 . By the definition of A n 0 there is a n ≥ n 0 such that K t (α [1:n] |n) ≤ n − c log n. Set ε = 2 −n . If d(α, β) < ε then for all i ≤ n, α i = β i . In particular, it follows that K t (β [1:n] |n) = K t (α [1:n] |n) ≤ n − c log n, which implies that β / ∈ A n 0 , i.e., β ∈ Σ ∞ − A n 0 . 2. Σ ∞ − A n 0 are dense sets of (Σ ∞ , d). We have to prove that given an α ∈ A n 0 and any 1 > ε > 0 there is β ∈ Σ ∞ − A n 0 such that d(α, β) < ε. Set n = − log ε and define β as follows: For all i ≤ n, β i = α i and for i > n, β i = 0. By definition of n, it follows that d(α, β) < ε and it is clear that there is n >>> n ≥ n 0 such that K t (β [1:n ] 
So, using Baire's Theorem we conclude that
Clearly, ω / ∈ n∈N A n implies that for all n 0 there is n ≥ n 0 such that K t (ω [1:n] |n) ≤ n − c log n, i. e., for infinitely many n,
So, the complement of the set of polynomial time Kolmogorov-random sequences has Lebesgue measure 0 and it is dense. As a corollary, we get that the complement of the set of random sequences is also dense. Since deep objects are not random, this leaves open the possibility of the existence of some deep sequences. Notice that from Theorem 4.2 the set of deep sequences has Lebesgue measure 0, but as it is proved in the next result, is dense and thus deep sequences do exist. The density of deep sequences follows from the following result: Theorem 4.5. Let t be a fixed polynomial. Given y ∈ Σ n and 0 < δ < 1, there is a string x of length 2 n + n such that depth t (x) ≥ (1 − δ)2 n − c × n for some constant c and y is a prefix of x.
Proof. Consider x of length 2 n + n of the form x = yz. We claim that there is a z such that depth t (x) ≥ (1 − ε)2 n − c · n for some constant c.
It is known (see Theorem 5 in [3] ) that, for all 0 < ε < 1, there is a string z of length 2 n such that depth t (z) ≥ (1 − ε)2 n − c · n, where c is some fixed constant. Then:
− c · n the last inequality follows from the fact that K (y) ≤ n + 3 log n. Theorem 4.6. Let t be any fixed polynomial. The set of sequences ω such that for infinitely many n, depth t (ω [1:n] 
Proof. The proof is based on Theorem 3.8, for the particular case of computational depth measure.
For any natural number n 0 consider the sets:
If α ∈ n 0 V n 0 , then for all n 0 there is n ≥ n 0 such that depth t (ω [1:n] |n) ≥ (1 − δ)n − O(log n). So, for infinitely many n,
Let α be a sequence in V n 0 . Then there is an n ≥ n 0 such that
Fix ε > 0 and α / ∈ V n 0 . We consider β satisfying β i = α i for all i ≤ n = − log ε. This implies d(α, β [1:n] ω) < ε for any ω ∈ Σ * . From Theorem 4.5 we can extend β 1 ...β n to a string x of length 2 n + n such that depth t (x) ≥ (1 − δ)2 n − O(n) = (1 − δ)|x| − O(log |x|). Then β = x000... ∈ V n 0 and d(α, β) < ε.
Using Baire's Theorem 2.16 we conclude that n 0 V n 0 is dense. Remark 4.7. The use of polynomial time bounds is not crucial for all the results of this section. In fact, Theorem 5 of [3] allows us to have a similar result considering any time bound up to t(n) = 2 n .
Sophistication vs depth of sequences
Koppel [15] claimed that, for all infinite sequences, sophistication and logical depth are equivalent. However, the proof uses a different definition of logical depth imposing totality in the functions defining it. In fact, the claimed equivalence would be an unexpected result, as sophistication measures the program length which does not exceed the length of the string and logical depth measures running times that can be arbitrarily large.
In [1] , the authors proved that computational depth and sophistication are distinct for finite strings, contradicting Koppel's intuition. In this section, we reinforce the distinctness of these two measures for infinite sequences by proving the existence of sequences that are deep but not very sophisticated. We define packing and Hausdorff dimensional depth instantiating the probability distribution of randomness deficiency to be the time bounded universal distribution m t (x) = 2 −K t (x) . Now the difference between the two measures follows from the following theorem.
Theorem 5.2 (Theorem 7.14 in [17] ). Let t be a time constructible function. There is a recursive sequence ω such that K t (ω [1:n] |n) ≥ n − log(n) infinitely often.
Observe that since ω is recursive we have K (ω [1:n] |n) ≤ log n for all n. So, for all n, soph c (ω [1:n] ) ≤ O(log n) and thus soph c (ω [1:n] ) ≤ soph(ω [1:n] 
On the other hand, for infinitely many n, depth t (ω [1:n] 
It is possible to obtain a similar result for depth defined with lim inf but the separation is not so strong, since we prove that the difference is not 1 but a constant smaller than 1 that depends on the time t. [17] ). Let t be a time constructible function and k the index of the Turing machine that computes t. There is a recursively enumerable set A such that, the characteristic sequence χ A , satisfies K t (χ A[1:n] |n) ≥ n 2 2 k +1 for all n.
Since A is recursively enumerable we know that for all n, K (χ On the other hand, from last theorem we know that for all n, K t (χ A[1:n] ) ≥ .
Conclusions
We extended some recent work on the sophistication of finite strings for infinite sequences. We proposed new definitions based on sophistication of the initial segments. Using these definitions, we showed that the set of sequences with sophistication equal to zero has Lebesgue measure 1 and that the set of sophisticated sequences is dense, when the sophistication is respectively defined with lim inf and lim sup. We studied the relationship between sophistication and constructive Hausdorff dimension, constructive packing dimension and computational depth. In particular, we showed that there are sequences for which sophistication is 0 but the Hausdorff dimension is 1 and there are recursive sequences with sophistication equal to 0 but their computational depth is not 0. We defined Hausdorff and packing dimensional depth of sequences by considering the lim inf and lim sup respectively of the ratio of computational depth of its initial segment and its length. We prove that the set of high depth sequences we is dense.
There are some open problems suggested by our results as possible lines of research. It would be interesting to know if a stronger result concerning the difference between dimensional depth and lower sophistication holds. One candidate for a sharper relation is the characteristic sequence of the diagonal of Halting problem. These results may be applicable not only in Computer Science but also in Dynamical Systems. Some work has been done in this direction using Kolmogorov complexity, see for example [9, 25, 28] . It might be interesting to study if the measures presented in this paper can be used to characterize some of the properties of the dynamics.
