and Ztj=z (jdx, iΔy) , the mn equations are of the form i=l, , m, j=l, ,n .
A solution of this set of equations is given by Hyman [1] . In the case where the boundary values are zero, the solution takes the form Z=CωD [1, p. 340] where C and D are matrices which depend on n and m and may be written down without any calculations, and ω is a matrix depending on m, n, p and the values of f (x, y) at the lattice points. The matrix ω requires somewhat elaborate calculations. To obtain the solution with given boundary values, he adds to the matrix CωD the value of u as a matrix obtained from the solution of the equation Δ ι u\Δx ι -\-Δ 2 u\Δy 2 = § with the given boundary values. He obtains for u the matrix value U=Cφ [1, p. 329] , where C is the matrix mentioned above and φ is a matrix depending on n, m, p and the boundary values and requires to be recalculated for every set of boundary values.
In this paper the solutions of equations (1) where the M Jik are matrices depending on m, n, and p and which require somewhat elaborate calculations, and the B k are vectors depending on m, n, p, the values of f(x, y) at the lattice points and the boundary values and can be written down without calculation. We may regard this solution as giving an explicit formula for the values of z at the lattice points.
The principal work in the calculation of Z j is the calculation of the matrices M j]k . It will be shown that it is sufficient to calculate a 1000 P. STEIN AND J. E. L. PECK selection of columns of Z, as the method lends itself to a stepping off process also that all the matrices used can be written down easily from a knowledge of their top rows. The calculation is simplest when p=l. Further, the case when p=l or is nearly 1 is the most accurate [1, p. 332] . It will be shown that when \p z -1|<C1, Z may be obtained by successive approximations with the help of the matrices calculated for p=l. It appears to the authors that if a not very elaborate set of tables were to be prepared for selected values of j, m and n with p=l, the calculation of Z would be much simplified. Further, if such a set of tables were available, it might be of assistance in the iterative method of the solution of these simultaneous equations when the boundary is not a rectangle.
In § 1 we develop the method of solution. In § §2 and 3 we give methods by which the required matrices may be evaluated. Section 4 deals with the iterative process when p is nearly 1, and this is amplified in § § 5 and 6. 1* We write the mn equations (1) in n sets each consisting of m equations. A typical set is
We 
,
These equations can be solved by iteration. See for example Todd [3] . The class of all ordered sets of m real numbers is a vector space over the ring of polynomials in the matrix M m (2 + 2p*) . Interpreting equations (4) in this way, we may obtain their solution from Cramer's rule in the form (5) where is the determinant of the matrix of matrix coefficients on the left of (4) and the ^f Jik are cofactors of r /j. One may readily prove that _^3^=^^ and that when j<k
where D n is the polynomial defined by the rath order determinant
and
One may regard (5) as expressing z in terms of the given values for f (x,y) and the boundary values. In particular whenj=l, we have from (5) and (6) As was pointed out by Hyman [1, p. 331] it is unnecessary to calculate the remaining values of z by the use of (5) . It is sufficient to use (7). Knowing Z o and Z 1 we may "step off " using (4) to determine Z 2 and then use it again to get Z ti from Z 2 and Z { .
2 In this section we obtain some properties of the polynomial D n and of the matrices D n (βM m (a)). THEOREM 1. (8) [/] /ryf
Formulae (8), (13) and (14) are known ( [2] and [4] ). Formula (8) follows immediately from the definition and (9) may be proved by induction using (8). Formula (10) also follows from (8) by induction. Formula (11) comes from (10) on writing a=x + y, b=x-y. The equation :£=2coshφ means that a=2e φ , b-=2e~φ whence (10) gives (12). Formula (13) is proved similarly. By (13) the roots of the equation
, n) giving (14).
COROLLARY. // M is a square matrix and I is the corresponding identity matrix
: - (15) (16) J_ I (17) (18) D n (M)= Π THEOREM 2. // P
is any polynomial, then P{M m (a)) is an mxm matrix which is symmetric about both diagonals.
If two matrices which commute are symmetric about both diagonals, then so is their sum, product and any scalar multiple. This theorem therefore proves that the matrices D n (βM m (a)) are symmetric about both diagonals.
THEOREM 3. Let P be any polynomial and let a^ be the elements of P(M m (a)). Then if we interpret a Lj =0 whenever i or j is <[1 or
>m, we have, for l<ΐ<w, l<i<m and i+j < m-4-2. Theorems 2 and 3 enable us to write down all the elements of P (M m (a) ) from a knowledge of the elements in the first row.
Proof of Theorem 3. We observe that (19) is invariant under addition and scalar multiplication. We observe also that in the case ΐ=l, (19) reduces to a triviality. If j=l it becomes a iΛ =a uι which is true by symmetry about the main diagonal, and if i+j=m + 2, it becomes α ί ,j=α ΐ _ u _ 1 , which is true because of symmetry about the other diagonal (Theorem 2). Formula (19) will therefore be established if we can show that it is true for Mζ n (a), where r is a nonnegative integer, and when 2<ί<ra, 2<^'<m and ί+j <m + l.
By inspection it is true when r=0, 1. 
However the theorem is true for n=l and n=2. Formula (21) shows that the top row of the matrix D a (βM m (cc)) is essentially the same for all useful values of n, while (22) gives a recursive method of computing this top row. Theorem 3 and the remark after Theorem 2 show how the remainder of the matrix can be filled in from the top row. Thus the computation of the matrices D n (βM m (a)) for n<,m is simplified, and the matrices lend themselves to easy tabulation.
In this section we give some results which are useful in the calculation of D^M m (a)) = [D^M m (a))y\
Since the inverse of any matrix is a polynomial in that matrix, we have Dή\βM m {a)) a polynomial in D n (βM m (a)) and therefore a polynomial in M m (a).
Theorems 2 and 3 therefore apply. It is thus sufficient to compute only its first row. From the first row we may obtain its elements a ltj for l<i<j<Lrn and i-hi<m-f 1 by (19) 
The result then follows from (12).
From (18) The result follows immediately. A result which may be easier from the computational point of view is to express D~ι(βM m (a)) as a sum of matrices. This is done in the following theorem. From (26) [1, p. 322 ] that the case p== 1 is the one which gives the most accurate results. Hence it is suggested that in arranging the lattice points of a rectangle, one should attempt to have p approximately one. We now give a method of finding a correction, when p is approximately one, to the solution obtained by assuming p=l. It is found that in this way we can make use of tables prepared for the case p=l.
We write p*=l-{-d. The equations (1) then become
Then (30) may be written
We suppress the first term on the right of (31) and find u$ so that (32) and uγ]=z u on the boundaries. Let Z denote the values of z. iιό at the lattice points, with similar notation for U Cr) and F Cr) with r^>l. Let Z=ϊ7 cυ 4-F α) , then U O} is an approximation to the values of Z with error V CΌ for which an equation is obtained by subtracting (32) from (31). Thus and F (1) is zero on the boundary. We now find ί/ (2) such that and £/°° is zero on the boundary. Writing F α) =£/ (2) 4-F (2) we obtain, by subtraction, Proceeding in this manner we obtain for r > 1 (30) is thus
We observe that equations (32) and (33) to determine U Cr) are the equations (1) where ^=1 and where different sets of values are successively used in place of the a ίtj .
The formal solution (35) will be the solution provided F 0) tends to 0 as r tends to co. This will certainly be the case if, given any arbitrary X ω we can show that the iteration leads to the result X (r) ->0 as r-*oo. In the next two sections we obtain the condition on d that this should be the case, and we obtain an estimate of the error if we take
We proceed to the solution of (33) (and (34)) when r^2. The equation may be written and so
In the case r--l, we must take into account some boundary values. Thus let Z'=(Z ι ', Z./,' , Z m ') where Z/ (ΐ=l,.. , m) is the vector (z M , 0, , 0, z ίiJ1+ i). Then the solution of (33) for r=\ is (38) Returning to (37) we have Hence U (r) and V (r) tend to zero as r tends to oo provided that a circle of radius l^l" 1 and center the origin contains the spectrum of 
