condition for quasi-convexity is proved and the necessary condition of §4 is seen to be sufficient when / is either a quadratic form in the p ι a or is the integrand of a parametric problem with N = v Λ-l The view of Terpstra's negative result [5] that even the strong Legendre-Hadamard condition (> 0) does not necessarily imply the existence of an alternating form C?. p^ p' (Cr. a =and so on) such that
is positive definite when v > 2, it would seem that there is still a wide gap in the general case between the necessary and sufficient conditions for quasiconvexity which the writer has obtained. In fact, after a great deal of experimentation, the writer is inclined to think that there is no condition of the type discussed, which involves /and only a finite number of its derivatives, and which is both necessary and sufficient for quasi-con vexity in the general case.
In (1.2) , we have used the usual tensor summation convention, and will continue to use it throughout the paper; unless otherwise specified, the Greek letters will run from 1 to v and the Latin letters from 1 to N.
We shall denote the sum and difference of vectors of the various sorts (x, z, p, and so on) in the usual way. We shall define X =
1/2
If ζ(x) is a vector function with derivatives, π(x) will denote the vector function π ι {x) = ζ ι a (#); similar notations involving other letters will be introduced as the occasion demands.
All integrals are Lebesgue integrals, frequently of vector functions. It is sometimes desirable to consider the behavior of a function z (x) with respect to a particular variable x a or to the v -1 variables (Λ; 1 , * , x a~ι , x a * ι , • , x v \ In such a case, we write x' for (x 1 , , x a~ 1 , x a + ί , , x v \ (#', # α )for x and so on. It is also convenient to write the boundary integrals
where each A a (x) may be a vector A ι a (*) and the boundary D* of the domain is sufficiently regular; such an integral is to be regarded as a Lebesgue-Stieltjes integral with respect to the set function x£ (e) on D* chosen so that Green's theorem
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holds. The closure of a set E will be denoted by E.
Ordinary functions of class ty s , 5(5/^ ^/', and so on, s >_ 1, have been discussed at length in the papers [l] and [2] ; the extension to vector functions is trivial. We define the integrals ϋ s (z,G) and D s (z,G) by Each function z of class ^? s is equivalent to a function z defined uniquely almost everywhere as that number such that the Lebesgue derivative of the set function jf \z(x)-Έ(x o )\ s dx is zero at x o ; z is supposed to be defined at every point x 0 where such a number exists; ~z is of class ?β/ (see [1] and [2] ) and is also of class §β/ in any coordinate system related to the original by a regular Lipschitzian transformation (cf. [2] , Theorem 6.3; the z there used has a slightly different definition from the present one but the present theorem has been proved for vectors z with values in a Riemannian manifold in [4], Lemma 2.3 and Theorem 2.5). A function z is said to satisfy a (uniform) Lipschitz condition with coefficient M on a set S if and only if
A function is Lipschitzian if it satisfies a Lipschitz condition.
K &(y)> 7 ~ (y l > * > y Λ )> ί s summable on a domain D, we define the Aaverage function g, by g A (y)= (2λ)-n ^Λ g{η) dη, h>Q;
if g is summable then g^ is continuous where defined; if g is continuous on D then gfr is of class C" and g^ tends uniformly to g on each bounded closed set interior to D; if g is of class 5β s on D then g^ tends strongly in 5β s to g on each domain G with G C D (see [1] , 
the fractions on the right denoting Jacobians.
2.
A necessary and sufficient condition for lower-semicontinuity. We begin with some definitions. DEFINITION 2.1. For the purposes of this section, we say that the vector functions z n tend to the vector function z on the domain D if and only if the z n and z all satisfy a uniform Lipschitz condition on D, independent of n, and the z n tend uniformly to z on D. We shall write z n -> z to denote this type of convergence. We shall show in this section that the integral l{z,D) is lower semicontinuous with respect to the type of convergence specified in Definition 2.1 on each bounded domain D if and only if f(x 9 z,p) is quasi-convex in p for each fixed THEOREM 2.1. Suppose I(z, D) is lower semi continuous with respect to the type of convergence indicated on every region D. Then f is quasi-convex in p for each fixed (x, z) .
Proof. Let x 0 be any point, R be the cell x 0 j< x ι <^ x\ + h, Q be the cell 0 <_ x ι _< 1, and ζ be any function of class C x and periodic in each x ι with period 1. Let z 0 be any function of class Con R.
For each n, define ζ n (x) on R by As n-->°°, we see, since /is uniformly continuous on any bounded part of space, ζ (x) tends uniformly to zero, and the π ι are bounded, that
FVom the lower semicontinuity of /, we must have 
Define ζ χ = 0 on R x and equal to ζ* on /?*. Then Proof. For all sufficiently large n, we have k n < h, and A^-> 0, k n being the maximum of | ζ n (x)\ for x C R* For each n for which k n < h, let η n be the
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function of the preceding lemma which coincides on /?* with ζ , and let ωn -ζ -η , Then if each ζ n satisfies a uniform Lipschitz condition with coefficient M _> 1 on R, then each η and ω n satisfies one with coefficient M and 2Λf, respectively. Moreover, each derivative η ι nχ0L is uniformly bounded and η ι nχa ->0 almost everywhere. Since / is uniformly continuous on any bounded portion of p-space, we see that But the result then follows, since, for each n 9 we have because of the quasi-convexity of the function /. (x,z,p) for all (x,z 9 p) and is quasi-convex in p for each (x, z) . Suppose also that z n -» z 0 on the bounded domain D. Then
Proof. Let e be any positive number. For each positive integer k, let Dĉ onsist of all the hypercubes of edge 2" whose faces lie along hyperplanes x a = 2 i a (each i α an integer) which lie in D. Since all the points [x,z Q 
and [ x, z n (x), p n (x) ] for %£D lie in a bounded portion of {x, z, p) space, we may choose k x so large that Let the hypercubes of Dj € ι be Rγ 9 9 /?#. For each k >_ k ί9 let Rfci, i = 1, , N 2 v(<k ~kι\ be all the hypercubes of side 2~k described above which lie in Djfcj. For each such k, define x^{x) 9 z£ (x) 9 pζ (x) on D^^ by
Now, all the arguments of / occurring in (2.3) for xζ^D^^ lie in a bounded closed cell in (x,z 9 p)-space over which /is uniformly continuous. Let
for all (*', 2', pθ and (x", 2", p") in this cell with then 6 (p) is continuous for p >_ 0 with e (0) = 0. Then, for each rc and each k >_ A: t , we have
Now, the Γ^. (%) are uniformly bounded on D^ and tend to zero almost everywhere on Dj tι Hence we may choose a k >_ k γ so large that
for all n. Since z n converges uniformly to z 0 , there is an n χ such that
Finally, since Xi(x) 9 and so on, are constant on each Rki* a nd / is quasi-convex, we conclude from the previous lemma that
Using (2.3)-(2.5) and the above inequality, we see that
n -» oo
Since e is any positive number, the result follows.
3. Lower semicontinuity and weak convergence in P s (s : > 1). In this section, we discuss additional conditions which with the quasi-convexity of /in p are sufficient to guarantee the lower semicontinuity of l(z,D) with respect to weak convergence in $β on D. 
then ζ is strongly of class ty s on /?*. Adding these results for all the Π , we obtain the result for each n; and also D s (ζ n , R) is uniformly bounded. Thus, we may extract a subsequence which tends weakly in 5β 5 to some function ζ of class ^> s on R. Since each ζ n -ζ* on R*, ζ* tends strongly in L s to ζ* on /?*, we see from [2] , Theorem 8.5, that ζ -ζ* on /?*. From the lower semicontinuity of D s (see [2] , Theorem 8.2), the result follows. Using the Holder inequality, and so on, and the strong convergence in $β s , we see that lim X flPo + ιrπ(*)l ^ = / /[p 0 + 77(%)] ώ.
Since / is quasi-convex, the result follows. Then, since y Λ = 0 on /?*, we have
As in (3.2), we see that, for each n, and almost all x on D,
Using the Holder inequality, and so on, we see that l im X l/tPo + ^n(*)3 ~ /tPo + ω n (x)]\ dx = 0, from which the result follows.
THEOREM 3.1. Suppose f is of class C in (x,z,p) and quasi-convex in p.
Suppose also that there are numbers k and K, K > 0, such that
(i) f(x,z,p)lk, (in) f χ<χ f %a < K 2 (\ P \ S + I) 2
(") f i fi < K 2 (\p\ s ι + I) 2 , (iv) f z . f z . < K 2 (\p\ s + I) 2 .
OL OL
for all (x,z,p) . Proof. We note first that hypothesis (ii) implies the method of proof is similar to that of (3.3). If we let C n = z n ~ 2 o» ">, = Pn ~ Po » we see similarly that
QUASI-CONVEXΓΓY AND THE LOWER SEMICONTINUITY OF MULTIPLE INTEGRALS 41
\f [x,z o (x) , The result follows in this case.
We now consider the alternative (b). For each natural number q, we define
Remembering (3.3)"(3.5)> we see that each fq satisfies hypotheses (i)-(iv) with the same k and some K^. Moreover f q is independent of (x, z) for R >_ q + 1, and also
Thus it is sufficient to prove the lower semi continuity for each q.
For a fixed qr, we note that we may replace | z o (x) -z^(x)\ by Proof. Let z n be a minimizing sequence. It follows from (i') that D s (z n ,D)
is uniformly bounded. From [2] , Theorem 9.4, it follows that D s (z n ,D) is uniformly bounded. But then a subsequence, still called 1-2^ I, converges weakly in $ s to some function z 0 of class 5p s which coincides with z* on D* by [2] , Theorem 9.2. But, from [3], Chapter II, Theorem 2.1, it follows that the equivalent functions ~z n and F o are equicontinuous on closed sets interior to D. Hence z n converges uniformly to F o on each closed set interior to D. Hence, from the preceding theorem, z 0 is a desired solution.
More general theorems involving variable boundary values, similar to those in [3], Chapter III, §5, with s > v, can be proved.
4 Necessary conditions for quasi-convexity. In the two preceding sections, we have established the connection between quasi-convexity and lower semicontinuity. In this section, we shall establish some necessary conditions for quasi-convexity. In the next section, we establish some sufficient conditions which are also necessary when /has certain interesting special forms. Unfortunately, the writer is unable to establish conditions which are both necessary and sufficient in the general case. We shall see that if / is weakly quasi-convex and continuous, then / satisfies a uniform Lipschitz condition on any bounded set in p-space and satisfies a generalized Weierstrass condition (see Theorem 4.3) which reduces to the ordinary Weierstrass condition if / is of class C (see (4.7)) and is equivalent to the Legendre-Hadamard condition (see (4.8)) if / is of class C". LEMMA 4.2. Suppose φ is continuous, and suppose corresponding to any point X in E v there is a 8 > 0 such that for any unit vector μ we have
Then φ is convex in λ.
Proof. Let λ 0 be any point, and μ any point with | μ| = 1. We shall show that
is convex in t. From the hypothesis, it follows that for each ^, there is a
Then χ(t) satisfies (4.2) and χ(t\) = χ(h) -0. Suppose M = max χ(t) (t 1 <C t <^ t 2 ), and suppose M > 0. Let ί 0 be the smallest value of t such that χ(t) -M, and let the number δ(t 0 ) be chosen as above. Clearly t γ < t 0 < ί 2 .
Choose £ 3 and £ 4 with Then ^ (ί 3 ) < M, y (ί 4 ) <_ Af, so that which contradicts the hypothesis. Thus x (t) <^ 0, so that
Since t x and t 2 were arbitrary with t x < t 2 , the function ψ is convex in t. Thus 0 is convex in λ.
THEOREM 4.2 // / is weakly quasi-convex, then f(p ι + λ α ζ ι ) is convex in X for each fixed p and ξ.
Proof. Let p ι a , ξ ι and λ Qα be fixed and let μ ι be any unit vector, and suppose h > 0, h > 0. Choose δ(p^, ζ ι 9 λ Qα ) > 0 but so small that, for any bounded domain G, Proof. Suppose, first, that / is of class C". Let p and ξ be fixed. Then (4.7) follows from the convexity in λ. Moreover, since each unit vector e£ in the p-space is of the form λ ξ ι , we see from the convexity in λ that Finally, if / is continuous and has this stated convexity property, it is clear that the A-average function also does, and f^ is of class C. By letting h-»0, we see that / satisfies a uniform Lipschitz condition on any bounded closed set. Now, choose h n = n ι and choose p fixed. From (4.9) and the uniform convergence of /^ to f on any bounded part of space, we conclude that the derivatives /Λ n pί (p) are uniformly bounded. We may therefore choose a subsequence, still called h n , such that Since (4.7) holds for all λ and ξ for each n, (4.6) holds in the limit.
Sufficient conditions for quasi-convexity.
In this section we prove one general sufficient condition and then give conditions which are necessary and sufficient when /has certain interesting special forms. We shall show that there is a scalar K such that y4 = KB. We may assume that Ba =1 (ί = 1, . . . , r); B/y = 0 otherwise, r < n, unless B = 0 in which case /4 = 0 also and the theorem holds. By taking η s = 1, ηl = 0 (/ ^ s, s = 1, , Λ) in turn we see that Ai s = 0 (t = 1,.... , rc, 5 > r); 4; s = 0 (i £ s, s = 1, , r, i = 1, ... , n).
Then, by choosing 1 < s < t < r and setting η s = 7/ = 1, 7/ = 0, / 7^ 5, / ^ t, we have (-4» s + 4 t ί) ^'" = 0 for all f with ξ s + ξ ι = 0.
Thus tliere exists a constant K (s,t) such that 4 SS + A st = X (s,ί), '4 ίs + >4tί = X (s,ί). 
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Then f is quasi-convex in p if and only if F is convex in the X(.
Proof. If F is convex in the Xi, it follows from Theorem 5.1 that / is quasiconvex in p.
Hence suppose / is given by (5. 3) and is quasi-convex in p. If then (5.4) Also, since P k β X k = 0 (/3-1,..., v),
we have (C r\ k v . __ s>α y
Now, choose a set of X i not all zero and choose any p such that Since / is quasi-convex and hence weakly so, there are constants A 1 such that
Since /depends only on the X. f we must have (5.6) Af λ a ξ i <0 for all λ, ξ with X kp^ λ α ξ l = 0 (k = 1, ... , v + 1).
Obviously, then, the equality must hold in (5.6) . Using (5.4 ) and (5.5) , we see that (5.7)
Hence, From the preceding lemma, it follows that there is a constant K such that (5.12) A^.X k -AlX iĤ ence (5.13) Af = KDf + L a X. , L a = X" 1 (4* -AD*) .
From (5.7) and ( Finally, if we are given any values of the ΔZ/ , the quantities h = P* Δ h <*' -!' » ") and A v+i = ^ ΔZ t are determined and the ΔA^. are also uniquely determined by the h^. Using (5.7), we may determine the λ α in terms of the hj (i -1, , v), and substitute them into *v+l -*****-*?*.£'. and we merely have to choose the ζ ι to satisfy the equation Hence F(X) -C X^ Then by setting X = hX Q , X Q £ 0, choosing the C for this X Q , and then letting A-> 0, we see that (5.15) holds for some C even if X = 0.
