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Resumen
En los materiales ferromagne´ticos se suelen observar, en el rango de pequen˜os cam-
pos magne´ticos, la coexistencia de dominios cuyas magnetizaciones apuntan en sentidos
diferentes. En particular, en las pel´ıculas delgadas con anisotrop´ıa magne´tica perpen-
dicular, la direccio´n de la magnetizacio´n de los dominios apunta siempre perpendicular
al plano de la muestra, prefiriendo dos posibles direcciones. La regio´n donde ocurre la
transicio´n de un dominio a otro se denomina pared de dominio magne´tico. La energ´ıa
ela´stica en la pared, la temperatura, los campos magne´ticos externos y el desorden pro-
pio de la muestra compiten entre s´ı causando que las paredes de dominio sean rugosas.
Esta rugosidad, una propiedad geome´trica de la pared de dominio, codifica informacio´n
sobre las interacciones presentes en el material. Utilizando microscop´ıa magneto-o´ptica
por efecto Kerr polar y ana´lisis de ima´genes, desarrollamos un me´todo para cuantificar
la rugosidad de paredes de dominio magne´ticas como una medida de las fluctuaciones
en la posicio´n de la pared de dominio. De este ana´lisis se obtienen dos para´metros
relevantes: el exponente de rugosidad, que caracteriza el crecimiento de la rugosidad
como una ley de potencia con respecto a la longitud de escala, y la amplitud, que es
una medida directa de la magnitud de estas fluctuaciones. En esta tesis, utilizando el
me´todo desarrollado, presentamos un estudio estad´ıstico del exponente de rugosidad
y la amplitud en pel´ıculas delgadas ferrimagne´ticas de GdFeCo. En particular discu-
timos co´mo cambian estos para´metros cuando se aplica un campo magne´tico en el
plano de la muestra. Presentamos tambie´n una herramienta computacional disen˜ada
espec´ıficamente para este trabajo.
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It is commonly observed in ferromagnetic materials, in the range low magnetic
fields, the coexistence of domains whose magnetizations point in different directions. In
particular, in thin magnetic films with perpendicular magnetic anisotropy, the direction
of the domain magnetization always points perpendicular to the plane of the sample,
prefering two possible directions. The region where the transition occurs from one
domain to the other is called the magnetic domain wall. The elastic energy of the
wall, the temperature, the external magnetic fields, and the sample’s intrinsic disorder
compete amongst them causing the wall to be rough. This roughness, a geometrical
property of the domain wall, codifies information about the interactions present in
the material. Using polar magneto-optic Kerr effect microscopy and image analysis,
we developed a method to quantify the roughness of the magnetic domain wall, as a
measure of the fluctuations in the position of the wall. From this analysis two relevant
parameters are obtained: the roughness exponent, which describes the growth of the
roughness as a power law with respect to the scale length, and the amplitude, which is a
direct measure of the magnitude of these fluctuations. In this thesis, using the method
we developed, we present a statistical study of the roughness exponent and amplitude
in ferrimagnetic GdFeCo thin films. Particularly, we discuss how these parameters
change when an in-plane magnetic field is applied. We also present a computational
tool designed specifically for this work.






El estudio del magnetismo y de materiales magne´ticos ha sido y seguira´ siendo fuen-
te de grandes avances tecnolo´gicos y cient´ıficos, y en las u´ltimas de´cadas ha sido parte
importante de la vida diaria. Todos los d´ıas utilizamos computadoras personales o dis-
positivos que, de una u otra manera, acceden a servidores que a su vez utilizan discos
duros para almacenar informacio´n. Estos discos no tendr´ıan las capacidades que tienen
ahora si no fuera por la investigacio´n ba´sica en magnetismo que permitio´ descubrir la
magnetorresistencia gigante. Sin embargo, el aumento en la demanda por dispositivos
con mayor capacidad de almacenamiento, mayor velocidad de procesamiento y ma-
yor eficiencia requieren de una nueva generacio´n de dispositivos basados en novedosas
maneras de aprovechar las caracter´ısticas de materiales magne´ticos antes no utilizadas.
En este cap´ıtulo definiremos una de estas caracter´ısticas, las paredes de dominios
magne´ticas (PDMs), las cuales son el sujeto de estudio de esta tesis. Detallaremos
co´mo se originan las PDMs en los materiales magne´ticos, sus propiedades y los me´todos
matema´ticos utilizados para estudiarlas.
1.1. Dominios magne´ticos
Antes de definir los dominios magne´ticos y las paredes de dominios magne´ticos re-
pasaremos las interacciones magne´ticas presentes en un material que les dan origen.
Los materiales magne´ticos consisten de a´tomos con un momento magne´tico neto. Es-
tos momentos magne´ticos interactu´an entre s´ı mismos y con su entorno. La Fig. 1.1
representa un segmento de un material con estas caracter´ısticas, donde cada a´tomo
(c´ırculo gris) tiene un momento magne´tico neto (flecha negra). Si la temperatura es
muy alta, las fluctuaciones te´rmicas sera´n suficientemente fuertes como para prevenir
cualquier ordenamiento de los momentos magne´ticos debido a interacciones entre ellos.
Por debajo de cierta temperatura las fluctuaciones te´rmicas sera´n ma´s de´biles que las
interacciones magne´ticas entre los a´tomos y un orden esponta´neo aparecera´. A esta
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Figura 1.1: Segmento de material magne´tico por encima de la temperatura de orden donde
cada a´tomo (c´ırculo gris) posee un momento magne´tico neto (flecha negra) apuntando en una
direccio´n aleatoria.
temperatura se le llama temperatura de Curie (Tc) o temperatura de orden. El tipo de
orden que se observe dependera´ de las interacciones presentes, las cuales describiremos
a continuacio´n.
La energ´ıa total de un sistema magne´tico se puede expresar de la siguiente manera:
ETot = Eex + Ems + Eanis + Estr + Eme + EZ , (1.1)
la cual, en el orden presentado, incluye la energ´ıa de intercambio (o exchange), la
energ´ıa magnetosta´tica, la energ´ıa de anisotrop´ıa magne´tica, la energ´ıa de tensio´n (o
stress) asociada la deformacio´n de la muestra, la energ´ıa magnetoela´stica o de mag-
netostriccio´n asociada a las tensiones generadas por la magnetizacio´n de diferentes
regiones de la muestra, y la energ´ıa Zeeman debido a un campo magne´tico externo [1].
El primer te´rmino, la energ´ıa de intercambio, se debe a que los electrones son
indistinguibles entre s´ı y por lo tanto es un efecto de naturaleza cua´ntica. Cuando dos
electrones esta´n cerca e´stos se repelen por repulsio´n coulombiana pero por el principio
de Pauli, el cual nos dice que dos electrones no pueden ocupar el mismo estado cua´ntico,
estos electrones pueden acercarse ma´s y estar en el mismo lugar si tienen espines
opuestos. Esto se puede generalizar a a´tomos con muchos electrones de manera que
se consideran los espines entre a´tomos vecinos [1], Si y Sj, y la energ´ıa entre ellos esta´
dada por
Ei,jex = −2JSi · Sj, (1.2)
donde J es una medida de la intensidad de la interaccio´n. Notemos que para J > 0
la energ´ıa se minimiza cuando los espines son paralelos, lo que se denomina una inter-
accio´n ferromagne´tica, mientras que J < 0 dar´ıa una interaccio´n antiferromagne´tica.
Estos espines ato´micos son los momentos magne´ticos microsco´picos de los a´tomos y, si
solamente estuviera presente la interaccio´n de intercambio los momentos magne´ticos
se alinear´ıan como en la Fig. 1.2, la cual muestra tambie´n un segmento de un material
magne´tico con los momentos magne´ticos de cada a´tomo apuntando en la misma direc-
cio´n, es decir, por debajo de la temperatura de orden. Si solo existe la interaccio´n de
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intercambio estos momentos podr´ıan apuntar en cualquier direccio´n.
Figura 1.2: Segmento de material magne´tico por debajo de la temperatura de orden donde
cada a´tomo (c´ırculo gris) posee un momento magne´tico neto (flecha negra) apuntando en una
misma direccio´n.
La siguiente interaccio´n es la magnetosta´tica. Esta es la interaccio´n entre los mo-
mentos magne´ticos del material y el campo magne´tico que ellos mismos generan. En
la Fig. 1.3 se tiene un diagrama de un objeto magne´tico donde todos los momentos
magne´ticos presentes apuntan en una misma direccio´n, generando un polo norte a un
lado y uno sur al lado opuesto. Esto tambie´n se puede interpretar como una acumula-
cio´n de cargas magne´ticas a cada lado y esta distribucio´n genera a su vez generan un
campo disperso, el cual dentro de la muestra se le conoce como el campo desmagneti-
zante, Hd, ya que se opone a la magnetizacio´n y la reduce. El campo disperso aumenta






M · Nd ·MdV. (1.3)
En esta integral, Nd es generalmente un tensor que relaciona el campo desmagneti-
zante y la magnetizacio´n, Hd = −Nd ·M. Las componentes de este tensor dependen de
la forma de la muestra y en general, en un material de forma irregular, la magnetiza-
cio´n y el campo desmagnetizante sera´n no uniformes y complicados de calcular [1–3].
Sin embargo, esta dependencia en la forma de la muestra genera lo que se llama la
anisotrop´ıa de forma, donde aparecen direcciones preferenciales de alineamiento de los
momentos magne´ticos. Esto resulta en un eje fa´cil o en un eje dif´ıcil. El u´ltimo resulta
en un plano fa´cil perpendicular a e´sta. Por ejemplo, en el ca´lculo del anisotrop´ıa de
forma para muestras que son del tipo pel´ıculas delgadas, si la magnetizacio´n apunta
perpendicular a la superficie de la pel´ıcula las cargas magne´ticas acumuladas en cada
superficie esta´n cercas entre s´ı y generan un campo desmagnetizante fuerte. Por otro
lado, si la magnetizacio´n se encuentra paralela a la superficie de la muestra, las cargas
se acumulan en los extremos de la muestra, resultando en un campo desmagnetizante
menor y una menor energ´ıa en el sistema. Por lo tanto, en una pel´ıcula delgada, la
anisotrop´ıa de forma genera un eje dif´ıcil perpendicular a la superficie de la pel´ıcula.
La siguiente contribucio´n energe´tica la llamamos la energ´ıa de anisotrop´ıa magne´ti-



























Figura 1.3: Ilustracio´n del origen del campo desmagnetizante en un material magne´tico. A la
izquierda se tienen todos los momentos magne´ticos apuntando en la misma direccio´n debido a
la interaccio´n de intercambio. Esto genera un polo norte y un polo sur en el material, lo cuales
generan un campo desmagnetizante en direccio´n opuesta, como se muestra a la derecha.
magne´tica inducida. Cada anisotrop´ıa especifica un eje fa´cil o dif´ıcil. La primera apare-
ce debido a la estructura cristalina del material, las interacciones del campo cristalina y
el acoplamiento esp´ın-o´rbita. La anisotrop´ıa inducida indica la formacio´n de direcciones
preferenciales debido al proceso de fabricacio´n, a la eleccio´n de materiales espec´ıficos
para diferentes capas y el espesor de cada una, o por un tratamiento te´rmico, por
ejemplo. En efecto, los ejes o planos fa´ciles efectivos que aparezcan en la muestra
sera´n el resultado de todas las interacciones anisotro´picas presentes, las de forma y
las magne´ticas. En esta tesis trabajaremos con una pel´ıcula delgada que presenta una
fuerte anisotrop´ıa magne´tica perpendicular (perpendicular magnetic anisotropy, PMA)
que domina sobre la anisotrop´ıa de forma, de manera que los momentos magne´ticos
apuntan perpendiculares al plano de la muestra. En el caso de un material con fuerte
PMA e´ste puede tratarse como si tuviera una simetr´ıa tipo Ising, donde los momentos
magne´ticos prefieren orientarse en dos direcciones, hacia arriba o hacia abajo.
Las siguiente dos contribuciones energe´ticas de la Ec. 1.1, la energ´ıa de tensio´n y la
magnetoela´stica, son por lo general de´biles y despreciables en comparacio´n con las otras
energ´ıas [1], pero pueden resultar tambie´n en nuevos ejes de anisotrop´ıa que entran a
competir, por ejemplo si se deforma la muestra. Finalmente tenemos a la energ´ıa de





Esta energ´ıa se minimiza alineando la magnetizacio´n de la muestra con el campo
magne´tico externo.
Si nuestra muestra es ferromagne´tica y se encuentra por debajo de Tc, de mane-
ra que existe un orden de largo alcance entre los momentos magne´ticos, y todos los
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momentos apuntan en una misma direccio´n, hemos discutido que la energ´ıa total del
sistema no es necesariamente la mı´nima posible. En la Fig. 1.4a se presenta una mues-
tra rectangular con todos los momentos magne´ticos ato´micos presentes apuntando en
la misma direccio´n, representado por la flecha grande en el centro. A este estado de
magnetizacio´n uniforme se le llama un monodominio y solamente es estable a taman˜os
pequen˜os, ya que la interaccio´n de intercambio que mantienen los momentos paralelos
ser´ıa ma´s fuerte que la magnetosta´tica que intenta reorientar una porcio´n de ellos para
disminuir el campo disperso.
(a) (b) (c)
Figura 1.4: Esquema de la divisio´n de un material magne´tico en dominios. (a) Estado de
monodominio donde todos los momentos magne´ticos esta´n alineados. La divisio´n del material en
(b) dos dominios o (c) ma´s dominios reduce la magnetosta´tica del sistema.
Por otro lado, si hay momentos que son capaces de orientarse en otra direccio´n y/o
sentido, una posibilidad es el ordenamiento mostrado en la Fig. 1.4b. Notemos que la
magnetizacio´n de cada regio´n es menor y por lo tanto el campo desmagnetizante de
cada regio´n tambie´n es menor. Existe un aumento de energ´ıa asociado al te´rmino de
intercambio, Eex, en las regiones donde los momentos no esta´n paralelos, pero depen-
diendo del taman˜o de la muestra y de las regiones uniformemente magnetizadas, se
pueden estabilizar configuraciones como la que se muestra en la Fig. 1.4b. Sin embar-
go, la energ´ıa total del sistema se puede reducir au´n ma´s creando dos regiones ma´s,
como se muestra en la Fig. 1.4c. Notemos tambie´n que la magnetizacio´n de todas las
regiones forman un circuito cerrado. La formacio´n de estas regiones, llamadas dominios
magne´ticos, es un proceso esponta´neo, y los momentos magne´ticos microsco´picos en ca-
da regio´n apuntan en una misma direccio´n. Las regiones de transicio´n entre dominios
se denominan paredes de dominio magne´ticas.
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1.2. Paredes de dominios magne´ticos
Al tener dominios magne´ticos en la muestra, la orientacio´n de los momentos magne´ti-
cos tiene que girar al pasar de un dominio a otro. La regio´n donde los momentos giran
es la pared de dominio magne´tico. Esta PDM sera´ una regio´n de ancho δ, el cual de-
pende del material y del campo magne´tico externo. El momento magne´tico no gira
abruptamente, sino de manera gradual. La manera en que este cambio se da puede
afectar tambie´n la energ´ıa del sistema. Por ejemplo, en la Fig. 1.5a mostramos el tipo
de rotacio´n que realizan los momentos magne´ticos en una pared tipo Bloch. Notemos
que al inicio y al final de la cadena, es decir, en el primer y en el segundo dominio,
los momentos se encuentran en un mismo plano pero la rotacio´n se da con el momento
saliendo de ese plano. Por otro lado, en la Fig. 1.5b, se muestra una pared de Ne´el
donde una cadena de momentos magne´ticos ato´micos que comienzan en un dominio
magne´tico terminan en otro. En este caso, la rotacio´n del momento se realiza dentro de
un mismo plano. Existen tambie´n otros tipos de paredes que son estados intermedios
entre las paredes de Bloch y de Ne´el, o paredes con estructuras de vo´rtices. Cada tipo
de pared tiene diferente costo energe´tico. Las paredes de Ne´el, con la magnetizacio´n
en el plano, son estables en pel´ıculas delgadas de menor espesor que cierta longitud,
usualmente alrededor del ancho de la pared [1], mientras que las de Bloch son favorables
para pel´ıculas de mayor espesor.
1.2.1. Propiedades geome´tricas de las PDMs
En la Fig. 1.6 observamos una imagen de una muestra ferrimagne´tica de GdFeCo
obtenida en un microscopio de efecto magneto-o´ptico Kerr polar, el cual describiremos
ma´s adelante en el Cap´ıtulo 2. En este tipo de ima´genes se pueden distinguir diferentes
dominios por su diferencia en escala de grises (el color negro en los bordes no es parte de
la muestra sino el diafragma que limita la regio´n iluminada de la muestra). Este material
tiene anisotrop´ıa magne´tica perpendicular y la regio´n gris oscuro de la imagen indica
un dominio con la magnetizacio´n saliendo de la imagen, mientras que en el dominio
gris claro la magnetizacio´n entra. Notemos que la PDM, la interfase que separa los
dos dominios es geome´tricamente una l´ınea. Cualquier espesor que pueda tener es
demasiado pequen˜o como para poder verlo en la imagen.
Asimismo, de la imagen podemos hacer otra simple observacio´n: la PDM no es una
l´ınea recta. La posicio´n de la pared presenta fluctuaciones, lo que llamaremos rugo-
sidad. Esta rugosidad esta´ presente debido a una serie de interacciones que compiten
entre s´ı en el sistema. Se tienen al desorden intr´ınseco de la muestra, las interacciones
magne´ticas, Eex y Eanis que dan lugar a la energ´ıa ela´stica de la PDM, el efecto del
campo magne´tico externo (Hz en la Fig. 1.6) y las fluctuaciones te´rmicas. As´ı como





Figura 1.5: Esquema de dos tipos de paredes de dominios magne´ticos donde la magnetizacio´n
gira 180◦. Se ilustran dos cadenas de momentos magne´ticos que comienzan en un dominio y
terminan en otro. (a) Cuando la rotacio´n de los momentos sucede en un plano perpendicular
al plano que contiene los momentos magne´ticos inicial y final, se tiene una pared de Bloch.
(b) Cuando la rotacio´n de los momentos sucede en el mismo plano que contiene los momentos
magne´ticos inicial y final, se tiene una pared de Ne´el.
estas interacciones se manifiestan haciendo rugosa la PDM, cuantificar esta rugosidad
nos proporciona informacio´n sobre co´mo compiten estas interacciones en el material
[4, 5].
Para lograr esta cuantificacio´n de la rugosidad, trataremos a la PDM como un
Sistema Ela´stico Desordenado (Disordered Elastic System, DES), donde la pared es
una interfase ela´stica unidimensional en un medio bidimensional con desorden, como el
descrito anteriormente. Este desorden genera un paisaje energe´tico de colinas y valles en
los que la interfase se acomodara´. Siendo la interfase ela´stica, su energ´ıa es proporcional
a su longitud. Esta energ´ıa se minimizara´ cuando la interfase minimice su longitud de
acuerdo al desorden que le rodea. A temperatura mayor a cero, la interfase tambie´n
tiene acceso a diferentes posiciones por medio de fluctuaciones te´rmicas para vencer las
barreras energe´ticas y as´ı buscar nuevas posiciones en las que se acerque a un mı´nimo
de energ´ıa. Sin embargo, a temperatura nula estas fluctuaciones cesar´ıan y se tendr´ıa
una interfase anclada, en el mı´nimo del paisaje energe´tico desordenado. El tratamiento
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Figura 1.6: Dominios magne´ticos en una pel´ıcula delgada de GdFeCo obtenida en el micros-
copio magneto-o´ptico de efecto Kerr polar. Esta imagen se obtuvo saturando la muestra con un
campo ~Hz(⊗), nucleando un dominio y propagando la PDM con un campo ~Hz() hasta que
se encuentre en el campo visual del microscopio. La imagen fue tomada mientras la PDM se
desplazaba con un campo ~Hz(). El tiempo de obturacio´n de la ca´mara es del orden de ms, de
manera que la PDM no se ve borrosa y la resolucio´n espacial de la imagen es de 0.117 µm/px.
de la PDM como un DES, tambie´n es u´til al estudiar el efecto de una fuerza f 6= 0
sobre la interfase (lo que vendr´ıa a ser el campo magne´tico Hz de la Fig. 1.6). Esto
ser´ıa estudiar la dina´mica de la interfase y lo veremos en la siguiente seccio´n.
Primero, para poder cuantificar la rugosidad de la interfase necesitamos estudiar
las fluctuaciones en su posicio´n. Definiremos la posicio´n de la pared como se ve en la
Fig. 1.7. En esta imagen tenemos dos dominios separados por una interfase de color
rojo. Se utilizan los ejes perpendiculares entre s´ı, u y z, y se define la posicio´n de
la PDM como una funcio´n u(z), univaluada, de modo que no estamos considerando
deformaciones fuertes donde la pared se sobresale por encima s´ı misma hacie´ndola una
funcio´n multivaluada. A partir de esta funcio´n para la posicio´n de la PDM definiremos
una serie de funciones de correlacio´n para estudiarla. La primera es llamada la rugosidad
global y es definida como el valor medio del cuadrado de las fluctuaciones de la posicio´n
respecto del valor medio de la pared, dado por
W (L) = 〈[u(z)− 〈u〉L]2〉L1/2, (1.5)
donde L es el taman˜o de la pared en el eje z. El promedio espacial es denotado por
〈· · · 〉L, es decir, 〈f(z)〉L = L−1
∫ L
0
f(z)dz. El promedio en desorden se denota por · · ·
y se obtiene al promediar varias interfases.
Por ahora desconocemos en detalle la forma de esta funcio´n pero podemos estudiar
su comportamiento notando que las interfases y superficies rugosas tienen propiedades
que se aproximan a las de fractales auto-afines. Los objetos que usualmente pensamos




Figura 1.7: Definicio´n de la posicio´n de la PDM como una funcio´n univaluada, u(z), dibujada
de color rojo, que divide los dos dominios presentes en la imagen. La posicio´n de cada punto se
mide con respecto a una l´ınea recta, sobre la cual se define el eje z.
como fractales, son los auto-similares y son aquellos que son exactamente equivalentes
bajo transformaciones de escala isotro´picas [6]. Por otro lado, los fractales auto-afines,
y las funciones que los describen, son aquellos donde una parte y el todo tienen propie-
dades estad´ısticamente equivalentes bajo transformaciones de escala anisotro´picas de
la forma u(z) ∼ b−ζu(bz), donde b es un factor de escala arbitrario y ζ es el exponente
de rugosidad que nos da una medida cuantitativa de la rugosidad de la funcio´n u(z)
[7]. Esta transformacio´n anisotro´pica se muestra en la Fig. 1.8, donde se considera una
caminata aleatoria de 10,000 pasos (Fig. 1.8a). El eje temporal t corresponde al eje z
de las PDMs. Se selecciono´ una seccio´n de la caminata, de color claro, para reproducir
despue´s de un estiramiento desigual en cada direccio´n (Fig. 1.8b) y notamos la simili-
tud, en sentido estad´ıstico, de ambas curvas. Luego, la funcio´n de rugosidad global para
los fractales auto-afines presenta en general la relacio´n de transformacio´n de escala de
Family-Vicsek [6, 7], en la cual la rugosidad global presenta un comportamiento como
ley de potencia con respecto al taman˜o de la interfase dado por:
W (L) ∼ Lζ . (1.6)
Esta relacio´n sera´ cierta para casos donde exista la longitud de correlacio´n longitudinal
(en la direccio´n a lo largo del sistema), representada por ξ, entre puntos de la interfase
y sea mayor que el taman˜o del sistema, ξ  L [7, 8].
La rugosidad global es u´til cuando se tiene control del taman˜o de la interfase, lo
cual no siempre es pra´ctico o posible en los experimentos. No obstante, la medicio´n de
rugosidad se puede realizar a escalas menores a L, en ventanas de taman˜o r contenidas
en la interfase. A esta medicio´n le llamamos la rugosidad local, y se define por
w(r) = 〈[u(z)− 〈ur(z)〉]2〉r
1/2
, (1.7)

























Figura 1.8: (a) Caminata aleatoria de 10,000 pasos. La seccio´n resaltada de color claro sera´ la
que transformaremos anisotro´picamente. (b) Notemos que ante este cambio de escala anisotro´pico
la curva resultante es similar a la original, en un sentido estad´ıstico.
es un intervalo de longitud r contenido en el conjunto Dr de todos los intervalos en la
interfase. Estos intervalos, o ventanas, se puede elegir de manera que se superpongan
o no, pero en este trabajo consideraremos ventanas que no se superponen. Similar a
la rugosidad global, se cumple una relacio´n de transformacio´n de escala tipo ley de
potencia como en la Ec. 1.5, solo que con respecto al taman˜o de la ventana,
w(r) ∼ rζ . (1.8)
Esto se cumple para ventanas de menor taman˜o que alguna longitud caracter´ıstica,
ξ  r. Dicho de otro modo, si existe esta longitud ξ, encontraremos un rango de
ventanas donde se cumple la ley de potencia Ec. 1.8, y este rango estara´ por debajo
del taman˜o de la interfase [7, 8].
Una tercera me´trica que se puede usar para cuantificar la rugosidad de las interfases
es la funcio´n de correlacio´n de desplazamientos, o B(r). Esta funcio´n esta´ definida por
B(r) = 〈[u(z + r)− u(z)]2〉, (1.9)
y aqu´ı el cuadrado de la diferencia en alturas, o desplazamientos, [u(z + r)− u(z)]2, es
integrado en todo el largo de la interfase, desde z = 0 hasta z = L− r y dividido por
la longitud de la interfase. Esta funcio´n tambie´n tiene un comportamiento tipo ley de
potencia por debajo de cierta escala caracter´ıstica ξ [8], de modo que en cierto rango
de intere´s la funcio´n B(r) presenta la relacio´n de transformacio´n de escala
B(r) ∼ r2ζ . (1.10)
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En este rango de intere´s, el ajuste que uno realiza da una expresio´n del tipo
B(r) = Ar2ζ , (1.11)
de modo que esta funcio´n nos da un para´metro adicional que caracteriza la rugosidad,
el pre-factor A, del cual se tienen algunos resultados teo´ricos que muestran dependencia
con la temperatura y el desorden[9–11], pero que en general ha sido poco estudiado.
Este ana´lisis del pre-factor tambie´n se puede realizar para W (L) y w(r).
Por completitud, una funcio´n ma´s que se puede utilizar es el factor de estructura,
S(q), en la cual se trabaja en el espacio rec´ıproco. Realizamos la transformada de






y definimos esta funcio´n de correlacio´n por
S(q) = u˜(q)u˜(−q). (1.13)
Esta funcio´n presenta una relacio´n ante transformaciones de escala como ley de
potencia para q  ξ−1 de la forma
S(q) ∼ q−(1+2ζ), (1.14)
y es una herramienta ma´s u´til para casos de interfases su´per-rugosas (ζ > 1) [8]. Sin
embargo, la ley de potencia del factor de estructura se observa mejor en simulaciones
y en el tratamiento teo´rico donde se puede trabajar con sistemas perio´dicos, algo que
en el caso experimental rara vez es posible.
1.2.2. Propiedades dina´micas de las PDMs
Pudiendo ya cuantificar la rugosidad de las interfases, estudiaremos las caracter´ısti-
cas de estas interfases en estado dina´mico. En la muestra, al aplicar un campo magne´ti-
co Hz en una direccio´n, el dominio con magnetizacio´n en la misma direccio´n que el cam-
po es favorecido (ver Fig. 1.6) y la energ´ıa del sistema magne´tico se minimiza cuando
una mayor proporcio´n de los momentos magne´ticos tienen esa misma direccio´n. Esto
implica que el dominio favorecido aumenta en a´rea y, en efecto, se observa a la PDM
desplazarse. A este desplazamiento de la pared se le puede asignar una velocidad media
y ver su dependencia con el campo magne´tico aplicado. Esta relacio´n se muestra en
la Fig. 1.9 para PDMs en pel´ıculas delgadas Pt/Co/Pt, donde se puede observar un
crecimiento exponencial a bajos campos magne´ticos y una aproximacio´n a una relacio´n
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lineal para campos altos [12].
Figura 1.9: Velocidad experimental de PDMs en pel´ıcula delgada de Pt/Co/Pt en funcio´n de
un campo aplicado perpendicular al plano de la muestra. Las l´ıneas so´lidas representan ajustes,
uno exponencial a bajos campos y el otro lineal [12]
Este comportamiento lo podemos describir y estudiar tambie´n bajo el marco de los
DES. El hamiltoniano asociado a un DES considera la elasticidad y el desorden
H = Hel +Hdes. (1.15)
El te´rmino de elasticidad, como ya se hab´ıa mencionado antes, busca reducir la longitud
de la interfase mientras que el te´rmino del desorden genera fluctuaciones en la posicio´n,
en efecto, haciendo la interfase ma´s larga. Esta es la competencia principal en los DES.
En la Fig. 1.10 se muestra el resultado teo´rico de la curva de velocidad en funcio´n de
la fuerza aplicada para una interfase ela´stica en un medio desordenado. Para estudiar
el DES nos referiremos a la fuerza, la cual cumple f ∝ Hz.
Para T = 0 notamos que la velocidad es nula para valores de fuerza por debajo
de un valor cr´ıtico, f < fc. Cuando f = 0 se dice que la interfase esta´ en estado
de equilibrio, y cuando f = fc, el sistema se encuentra en el estado de depinning, o
desanclaje. Por debajo de esta fuerza la velocidad es nula y por encima deja de serlo.
Cerca de fc y acerca´ndose por f > fc, la velocidad se comporta como v ∼ (f − fc)β,
donde β es el exponente de depinning. Finalmente, para campos magne´ticos altos la
velocidad es proporcional a la fuerza aplicada, v ∼ f , en el estado denominado fast
flow o flujo ra´pido.
Luego, para T > 0, la velocidad deja de ser nula para 0 < f < fc. Este es el
re´gimen de creep o reptacio´n, donde la variacio´n de velocidad con respecto a la fuerza







Figura 1.10: Esquema del comportamiento velocidad fuerza para un DES obtenido teo´rica-
mente. Se muestran los estados de equilibrio, depinning a T = 0. Para T > 0, se muestran el
re´gimen de creep para bajas fuerzas y el de redondeo te´rmico para f ∼ fc. El re´gimen de flow se
da para fuerzas altas y cualquier temperatura [13].
aplicada es exponencial. La expresio´n exacta de la velocidad se mostrara´ ma´s adelante.
Notamos que, estando a temperatura no nula y para f ≈ fc, el valor espec´ıfico de
una fuerza cr´ıtica no esta´ claramente definido [4]. E´ste es el re´gimen de depinning y el
comportamiento de la velocidad es como v(fc, T ) ∼ Tψ para distintas temperaturas,
donde ψ es el exponente de redondeo te´rmico, lo cual es un tema actual de investigacio´n
[14–16]. Por u´ltimo, para fuerzas altas, f  fc, y a cualquier temperatura, las paredes
se desplazan con una velocidad promedio proporcional a la fuerza aplicada, lo que se
denomina el re´gimen de fast flow y es el mismo que para T = 0.
Vemos que acabamos de describir varias propiedades del sistema mediante expo-
nentes que caracterizan el comportamiento. El conjunto del exponente de rugosidad,
el β de depinning, el µ de creep y el ψ de redondeo te´rmico, traen a la mente un com-
portamiento de feno´meno cr´ıtico, en particular el feno´meno de magnetizacio´n. En un
material ferromagne´tico, la magnetizacio´n tiene un comportamiento parecido (aunque
al reve´s) entre su para´metro de orden, M , y la velocidad en un DES, v, sobretodo cerca
al depinning :
para´metro de orden: M ∼ (Tc − T )β ⇔ v ∼ (f − fc)β,
redondeo del para´metro: M ∼ h1/δ ⇔ v ∼ Tψ,
lo que hace pensar que este conjunto de para´metros representan una clase de universali-
dad, la cual es capaz de describir diversos sistemas. Esto tambie´n nos dice que sistemas
con mismos exponentes caracter´ısticos, al pertenecer a la misma clase de universalidad,
pueden ser descritos por la misma ecuacio´n de crecimiento o evolucio´n [7, 17].
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La idea de universalidad es muy adecuada para los DES, ya que son sistemas que
se pueden describir como un objeto geome´trico de dimensio´n d que se desplaza dentro
de un medio de dimensio´n D con desorden. Para las PDMs, la dimensio´n del objeto
geome´trico, la cuerda, es d = 1 y el medio, la muestra, es D = 2. Otros sistemas que
se pueden describir de la misma manera son, por ejemplo, las paredes de dominios en
materiales ferroele´ctricos, el proceso de mojado de un papel (la cuerda es la interfase
seco-mojado) o el avance de una colonia de bacterias en un platillo Petri [7]. Adema´s, si
se aumenta la dimensio´n del medio a D = 3 podr´ıamos tener el caso de una l´ınea de flujo
en un superconductor, y aumentamos la dimensio´n del objeto para tener d = 3 enD = 3
tenemos el caso de la deposicio´n de part´ıculas sobre una superficie [7]. Se tienen varios
sistemas que se pueden describir de la misma manera debido a sus dimensiones y, a pesar
que los detalles f´ısicos sean distintos en cada caso, puede darse que el comportamiento
de estos sistemas dispares sean ana´logos entre s´ı. La pregunta ser´ıa que´ tan similar
o diferente es el resultado entre distintos sistemas con mismas dimensiones. Es decir,
¿habra´ relacio´n entre el desplazamiento de una PDM y el desplazamiento del agua de
mar en la orilla? (Fig. 1.11)
(a) (b)
Figura 1.11: Una (a) pared de dominio magne´tico y (b) el agua de mar avanzando en la orilla
no parecen tener mucho en comu´n pero se les comparar respecto a sus dimensiones. La pared y
el frente de agua que avanza en la arena son objetos unidimensionales en un medio bidimensional
con desorden.
En esta tesis queremos explorar la universalidad de un re´gimen en particular, el de
creep, donde 0 < f < fc y T > 0. Es decir, queremos darle valores a los exponentes que
definen el re´gimen. Ya sabemos co´mo podemos medir el exponente de rugosidad por lo
que vimos en la seccio´n anterior y ahora vamos a estudiar la dina´mica y ver que´ podemos
aprender sobre el exponente de creep. Entonces, de la curva v(f) se observa que bajo
estas condiciones dina´micas, la velocidad crece exponencialmente en este re´gimen. Son
las fluctuaciones te´rmicas lo que permite que la pared se desplace, escapa´ndose de
estados metaestables generados por el desorden. El tiempo caracter´ıstico de escape
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donde ∆E es la barrera energe´tica t´ıpica en el paisaje del desorden, kB es la constante
de Boltzmann y τ0 es una escala temporal t´ıpica. Si la interfase avanza una distancia





donde v0 = u0/τ0. Vemos entonces que la cantidad crucial para caracterizar esta veloci-
dad es la barrera energe´tica t´ıpica, ∆E. Si queremos encontrar una expresio´n para esta
energ´ıa podemos suponer que un salto t´ıpico de un estado metaestable al siguiente sera´
suficiente y que la interfase pasa bastante tiempo en cada estado metaestable. Esto
implica una dina´mica cuasi-esta´tica, por lo que podemos aproximar que la interfase
esta´ en equilibrio [18].











siendo c la densidad lineal de energ´ıa ela´stica. Para el caso de pequen˜as fluctuaciones,
cuando la derivada dentro de la ra´ız cuadrada es muy pequen˜a, podemos aproximar√










conocida como el l´ımite armo´nico.
Recordemos ahora las relaciones de transformacio´n de escala vistas en la seccio´n
anterior. Debido a que la funcio´n u(z) es una funcio´n auto-af´ın y que el estado de
la interfase se aproxima al equilibrio, la rugosidad global de la interfase se comporta
como W (L) ∼ Lζeq , donde ζeq cuantifica la rugosidad en este estado. En la siguiente
seccio´n discutiremos el valor que e´ste y otros exponentes pueden tomar. Luego, de
igual manera tenemos que u(L) ∼ Lζeq [4, 19]. Esto nos permite establecer una relacio´n
de transformacio´n de escala para la energ´ıa ela´stica que, por ser expresada con el
exponente de rugosidad que cuantifica la rugosidad de u(z), contiene en s´ı al desorden













L ∼ L2ζeq−1. (1.20)
Tambie´n, al moverse la interfase de un estado metaestable al siguiente lo hace porque
hay una fuerza f 6= 0, y entonces la interfase cubre un a´rea S ∼ ∆uL, resultado de
varios eventos menores de avance [19, 20]. Nuevamente, siendo u(z) una funcio´n auto-
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af´ın podemos decir que u ∼ Lζ y por lo tanto S ∼ Lζeq+1. El cambio de energ´ıa que
aporta este movimiento se expresa mediante la fuerza aplicada, E ∼ −fLζeq+1, y es
negativa porque la fuerza, as´ı como el campo magne´tico Hz que alinea los momentos
magne´ticos, disminuye la energ´ıa del sistema.
Resumiendo los ca´lculos recie´n hechos, hemos supuesto que la ∆E que queremos
hallar sera´ igual al cambio de energ´ıa debido al avance de la interfase y al cambio de
la energ´ıa ela´stica. Esto nos da la siguiente relacio´n para la barrera energe´tica t´ıpica:
∆E ∼ aL2ζeq−1 − bfLζeq+1, (1.21)
donde a y b son constantes de proporcionalidad. Hallando el valor cr´ıtico de esta ecua-
cio´n nos da una longitud, Lopt, que es la longitud o´ptima que la interfase debe avanzar
para encontrar el siguiente estado metaestable de menor energ´ıa [13]. Este valor de Lopt







con Uc siendo una escala de energ´ıa asociada al desorden y µ, el exponente cr´ıtico de
creep, el que indica co´mo var´ıa la barrera de energ´ıa con la fuerza externa. Esto nos
da el mayor tiempo τ (Ec. 1.16) que el sistema te´rmicamente activado pasa en un valle
del paisaje energe´tico desordenado [18]. De aqu´ı obtenemos la velocidad de creep dada
por









El exponente de creep, µ, queda definido por
µ =
2ζeq − 1
2− ζeq . (1.24)
Esta expresio´n para µ es notable porque relaciona las propiedades esta´ticas de equilibrio
del sistema y su geometr´ıa con una cantidad dina´mica.
1.2.3. Relacio´n entre propiedades dina´micas y geome´tricas y
clases de universalidad
El ana´lisis geome´trico de las interfases, mostrado en la seccio´n 1.2.1, es u´til para
entender la f´ısica presente en el feno´meno. Por ejemplo, en el re´gimen de fast flow donde
la velocidad promedio de la pared es directamente proporcional a la fuerza aplicada
sobre la interfase y el desorden de la muestra se comporta como un ruido te´rmico
efectivo. Este comportamiento se puede asociar a la ecuacio´n Edwards-Wilkinson,






+ η(z, t), (1.25)
donde η(z, t) es el ruido te´rmico, descorrelacionado en tiempo y espacio. A esta ecua-
cio´n se le pueden aplicar las relaciones de transformacio´n de escala y concluir que el
exponente de rugosidad que describe este re´gimen es ζff = 1/2 [7]. De esta manera se
puede asociar el exponente de rugosidad a una ecuacio´n que describa el movimiento
de la interfase y, de igual manera, los estados de equilibrio y depinning esta´n carac-
terizados por exponentes de rugosidad ζeq y ζdep, respectivamente. Los valores de los
exponentes de rugosidad para interfases 1D en medios desordenados 2D obtenidos por
me´todos nume´ricos [13, 21] son:
Equilibrio: ζeq = 2/3;
Depinning, te´rminos armo´nicos: ζdep,arm = 1.25;
Fast Flow : ζff = 1/2.
Cada estado dina´mico parece estar relacionado con un para´metro geome´trico. Como
se desarrollo´ anteriormente, hemos visto que el re´gimen de creep esta´ definido por
µ y el exponente de rugosidad de equilibrio, ζeq (Ec. 1.24). Con el valor de ζeq =
2/3 se tiene que µ = 1/4, lo cual ha sido ampliamente comprobado en experimentos
y simulaciones nume´ricas [4, 21]. Entonces, esto sugiere que si se puede cuantificar
la rugosidad de un sistema, de esa manera podr´ıamos inferir sobre la dina´mica de
e´ste. Pero, como se menciono´ anteriormente, en la seccio´n 1.2.1, el comportamiento
de las funciones de correlacio´n muestran una relacio´n de transformacio´n de escala
como ley de potencia para un cierto rango de longitudes. Esto es, considerando que
cierta longitud caracter´ıstica, denominada ξ, existe y sea mayor que la longitud de
la ventana bajo estudio. Entonces si tenemos una interfase de un cierto taman˜o, un
taman˜o suficientemente grande como para tener todas las longitudes caracter´ısticas
posibles ah´ı contenidas, se podr´ıan observar diversas relaciones de transformacio´n de
escala, con distintos exponentes de rugosidad para cada uno de los reg´ımenes.
Esto se propone en la Fig. 1.12 (extra´ıdo de [22]), la cual presenta las diferentes
longitudes caracter´ısticas que se pueden presentar en un DES como las PDMs para
bajas temperaturas, T → 0. El diagrama nos dice que por debajo de la fuerza cr´ıtica la
longitud Lopt define las propiedades geome´tricas de la interfase. Si se tiene una interfase
sometida a una fuerza f < fc y suficientemente larga tal que L > Lopt, se espera ver
una geometr´ıa descrita por el exponente de depinning. Si L < Lopt se espera ver una
geometr´ıa descrita por el exponente de equilibrio.
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Figura 1.12: Diagrama de fases dina´micas extra´ıdo de [22], donde se muestran las distancias
caracter´ısticas (cuando T → 0) que separan escalas de longitudes descritas por distintos valores
del exponente de rugosidad. Para el re´gimen de creep que estudiamos en esta tesis, con f < fc,
la longitud Lopt indica un taman˜o de interfase caracter´ıstico por debajo del cual solamente
observar´ıamos el exponente de rugosidad, ζeq, y por encima del cual el sistema estar´ıa descrito
geome´tricamente por ζdep.
1.3. Motivacio´n y objetivos de la tesis
Desde un punto de vista tecnolo´gico las PDMs son de gran intere´s, sobre todo en el
desarrollo de nuevas tecnolog´ıas como memorias magnetoresistivas de acceso aleatorio
(MRAM, magnetoresistive random access memory), memorias tipo pistas magne´ticas
(racetrack memory), y sensores magne´ticos [23–25]. Incluso se pueden fabricar com-
puertas lo´gicas magne´ticas donde, en lugar de haber electrones, son PDMs quienes se
propagan a trave´s del circuito hecho de material magne´tico [26]. Estas son tecnolog´ıas
que podr´ıan, en un futuro, resultar en dispositivos de menor taman˜o, menor latencia en
la transmisio´n de datos, y menor consumo energe´tico. Desde el punto de vista cient´ıfico
tambie´n son interesantes ya que representan sistemas que pueden ser estudiados en el
contexto de materia condensada, ciencia de materiales y f´ısica estad´ıstica.
Esta tesis tiene como objetivo principal el estudio de las propiedades geome´tricas
de las PDM en una pel´ıcula delgada de Gd32Fe61.2Co6.8. Para cuantificar y estudiar
estas propiedades desarrollaremos una herramienta computacional para el procesado
y estudio de paredes de dominios magne´ticos. As´ı, trabajaremos en configuraciones
experimentales con diferentes intensidades de campo magne´tico, tanto perpendicular
y paralelo a la superficie de la muestra, para estudiar la influencia que cada uno tiene
sobre la rugosidad y la dina´mica de la PDM.
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La herramienta computacional sera´ un co´digo que debera´ ser capaz de definir y
cuantificar, partiendo de ima´genes, la posicio´n de la PDM como se discutio´ anterior-
mente. Tambie´n se empleara´n las definiciones de las funciones de correlacio´n para desa-
rrollar me´todos nume´ricos capaces de cuantificar la rugosidad, calcular los exponentes
de rugosidad y pre-factores para cada me´todo. Aparte de los resultados espec´ıficos a la
muestra de GdFeCo, se espera que el co´digo desarrollado pueda ser utilizado tambie´n




Procedimiento experimental para la
captura de ima´genes
El primer paso antes de la digitalizacio´n de las PDMs es la captura de ima´ge-
nes. Nuestro objetivo es obtener las mejores ima´genes posibles de los dominios para
luego procesarlas. Esto implica tener muestras con buen contraste para diferenciar
los dominios, iluminar apropiadamente las muestras y tener control de la velocidad
de desplazamiento de las PDMs para estudiar distintas velocidades. En este cap´ıtu-
lo detallaremos las caracter´ısticas de las muestras, el equipo utilizado para visualizar
los dominios magne´ticos, as´ı como los protocolos seguidos para generar los dominios
magne´ticos y medir las propiedades dina´micas de las PDMs.
2.1. Muestras
Las muestras estudiadas en esta tesis fueron pel´ıculas delgadas de Gd32Fe61.2Co6.8
con un espesor de 10 nm, crecidas en un sustrato silicio con una capa de o´xido de
silicio de 100 nm de espesor, una capa buffer de Ta de 5 nm y una tapa de Pt de 5
nm, fabricadas en el Lawrence Berkeley National Laboratory por el equipo de trabajo
formado por J. Gorchon, C.-H. Lambert, S. Salahuddin y J. Bokor. El GdFeCo, y
materiales de composicio´n similar, son aleaciones ferrimagne´ticas compuestas de dos
subredes, una de la tierra rara y otra de los metales de transicio´n, con acoplamiento
antiferromagne´tico entre e´stas. Este tipo de materiales son actualmente de gran intere´s
debido a su posible aplicacio´n en dispositivos espintro´nicos y memorias magne´ticas
[27–29].
Al tener este acople antiferromagne´tico entre las subredes y debido a que cada una
tiene una magnetizacio´n distinta se obtiene un momento magne´tico neto. El material
muestra anisotrop´ıa perpendicular al plano de su superficie por lo que los momentos
magne´ticos en cada dominio prefieren apuntar hacia arriba o hacia abajo, rotando fuera
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Figura 2.1: Medicio´n de la magnetizacio´n de la muestra realizada en un magneto´metro tipo
SQUID por J. Curiale y L. Albornoz. El valor temperatura para el cual la magnetizacio´n se anula
es la temperatura de compensacio´n magne´tica, la cual para esta muestra es TM ≈ 180 K.
de estas orientaciones solamente en las PDMs. Este orden magne´tico del ferrimagneto
desaparece por encima de cierta temperatura cr´ıtica, TC , pero ya que la magnetizacio´n
de cada subred tambie´n depende de la temperatura, por debajo de esta TC existe otra
temperatura en la cual la magnetizacio´n de las subredes se compensan entre s´ı. E´sta es
llamada la temperatura de compensacio´n magne´tica, TM [1], y sera´ importante tenerla
en cuenta al querer estudiar los dominios magne´ticos ya que el orden magne´tico de las
subredes, es decir, cua´l de ellas muestra mayor magnetizacio´n, cambia al cruzar esta
temperatura. Como puede verse en la Fig. 2.1, donde se muestra una medicio´n de la
magnetizacio´n en un SQUID, la anulacio´n se produce cerca de TM ≈ 180 K, lo que
ser´ıa entonces nuestra temperatura de compensacio´n magne´tica.
2.2. Configuracio´n del microscopio PMOKE
La observacio´n de los dominios magne´ticos en las muestras es posible gracias a la
utilizacio´n de un microscopio magneto-o´ptico de efecto Kerr polar (PMOKE, por sus
siglas en ingle´s). Como su nombre lo declara, este tipo de microscopio se basa en el
efecto Kerr, en el cual var´ıan la polarizacio´n y la intensidad de luz que se refleja segu´n
las propiedades magne´ticas del material. Este efecto se debe a la interaccio´n entre la
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luz y la magnetizacio´n de un medio so´lido, la cual puede estar orientada en el plano de
la muestra o perpendicular a ella. La denominacio´n polar en nuestro caso indica que la
iluminacio´n es normal al plano de la muestra, lo cual optimiza la calidad de la imagen
y maximiza el efecto Kerr detectado, ya que la magnetizacio´n se encuentra tambie´n
perpendicular al plano de la superficie [1].
El microscopio utilizado se puede ver en la Fig. 2.2a, esta´ montado sobre una mesa
o´ptica, y se encuentra en el Laboratorio de Resonancias Magne´ticas del CAB. Tambie´n,
en la Fig. 2.2b se presenta un diagrama del microscopio, sus partes, y mediante la l´ınea
roja se muestra el recorrido del haz. Este microscopio consiste de un LED rojo de alto
brillo cuya luz pasa por un lente y un diafragma para regular la direccio´n del haz y la
regio´n de la muestra que se ilumina. Este haz luego pasa por un polarizador lineal para
establecer una polarizacio´n inicial y por un beam splitter, o divisor de haz, que dirige
una parte de la luz hacia la muestra, pasando primero por un objetivo para enfocar
la imagen. La posicio´n del objetivo es controlada por un actuador piezoele´ctrico que
permite moverlo pequen˜as distancias con precisio´n al buscar el enfoque adecuado. A
continuacio´n, el haz que incide sobre la muestra es reflejado y pasa por un segundo
polarizador, llamado el analizador, el cual es configurado de manera que se puede
observar la diferencia en polarizacio´n entre la luz incidente y la reflejada. Este haz
reflejado se dirige a la ca´mara digital, marca QImaging, modelo EXi Blue.
La muestra se coloca cerca del centro de una bobina cil´ındrica que genera el campo
magne´tico perpendicular al campo de la muestra, Hz, y se denomina Bobina Grande 1
(BG1). A los lados de la muestra se encuentran los bornes de una herradura circular
enrollada con alambre, siendo este el electroima´n que genera el campo magne´tico en el
plano de la muestra, Hx, al que se ha denominado simplemente Electroima´n 1 (EM1).
La corriente de la BG1, Iz, se controlo´ con la fuente GW Instek 4303S y la del EM1,
Ix, con el Agilent E3631A.
La alineacio´n de la superficie de la muestra con los electroimanes y con el haz de luz
incidente es crucial para poder obtener una imagen clara. Primero, la muestra tiene que
estar suficientemente cerca como para que el objetivo pueda enfocar la imagen. Luego,
se puede recorrer el a´rea de su superficie para ubicar una regio´n con una mı´nima canti-
dad de defectos o centros de nucleacio´n. Una vez elegida esta regio´n, el portamuestras
permite girar la muestra respecto al eje x, la misma direccio´n del campo Hx, y respecto
al eje y, perpendicular a la mesa o´ptica. Girar respecto a ambos ejes ayuda a mejorar la
iluminacio´n de la muestra pero para asegurar que el plano de la muestra este´ paralelo
al eje x se coloca un campo magne´tico Hx 6= 0 relativamente alto. Si esta´ desalineado
habra´ una proyeccio´n de Hx sobre el eje z, lo que causara´ crecimiento de los domi-
nios presentes, pero si esta´ alineado no habra´ movimiento alguno. De esta manera se
optimiza la alineacio´n.
Como parte del microscopio PMOKE tambie´n se utilizo´ un regulador de tempe-
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ratura Lakeshore 330. El portamuestras esta´ en contacto te´rmico con un dedo fr´ıo
sumergido en nitro´geno l´ıquido para enfriar el portamuestra, el cual a su vez tiene bo-
binado un calefactor y puesto un termo´metro (Pt100) conectados ambos al controlador
de temperatura. de esta manera se puede controlar la temperatura de la muestra. El
control de temperatura es importante para mantener a la muestra a la misma tempe-
























Figura 2.2: (a) Microscopio PMOKE utilizado para obtener las ima´genes de los dominios
magne´ticos, ubicado en el Laboratorio de Resonancias Magne´ticas del CAB. (b) Diagrama del
camino o´ptico y componentes del microscopio PMOKE.
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2.3. Nucleacio´n, desplazamiento y fotografiado de
las PDMs
Teniendo la muestra colocada y alineada, la temperatura constante a 294 K y la
imagen enfocada, se procede a nuclear dominios magne´ticos. El protocolo seguido se
presenta en la Fig. 2.3, donde mostramos, en funcio´n del tiempo, la intensidad y sentido
del campo magne´tico Hz que aplicamos, as´ı como los tiempos en los que se capturan las
ima´genes. Primero se satura la muestra aplicando un campoHz alto. El control del valor
de este campo magne´tico se realiza con una fuente de corriente, por lo que se tiene que
tener presente el valor de calibracio´n, el cual fue ∆Hz/∆Iz ≈ 11 Oe/A. Teniendo este
valor, podemos verificar que para saturar la muestra aplicamos un campo magne´tico
negativo Hz ≈ −60 Oe. Esto significa que la muestra esta´ totalmente magnetizada en
una misma direccio´n. Luego, con polaridad opuesta, se aplica un campo magne´tico de
menor magnitud, Hz ≈ 40 Oe. Esto nuclea dominios en algunos sitio de la muestra,
usualmente en los puntos de la muestra donde es menor la energ´ıa de nucleacio´n.
Finalmente se aplica un campo magne´tico de au´n menor magnitud de manera que la
PDM se desplace y sea capturada por la ca´mara. Este u´ltimo valor de campo magne´tico
se mantiene mientras la pared se desplaza y se realizan varias capturas de imagen.
Utilizamos dos valores de campo magne´tico para desplazar las PDMs, Hz = 37.4 Oe y
Hz = 41.8 Oe.
La ca´mara digital captura una imagen de la PDM en desplazamiento cada cierto
intervalo de tiempo, ∆t. Este se puede modificar en el programa de captura utilizado,
Micro-Manager, el cual es de fuente abierta (open source) y gratis. El intervalo lo
elegimos de acuerdo a la velocidad de la pared: 5 s para una pared lenta (∼ 5 × 10−8
m/s) y 1 s para las ma´s veloces (∼ 8×10−6 m/s). La captura de ima´genes es automa´tica
y se elige de antemano la cantidad de capturas. Adema´s, regulamos la exposicio´n de
la ca´mara, medida en milisegundos, la cual indica el tiempo que dura cada captura.
Como es deseable tener el mayor detalle y definicio´n posible en las ima´genes optamos
por usar exposiciones bajas, de 15 o´ 20 ms, para paredes de alta o baja velocidad,
respectivamente. Una exposicio´n corta como esta reduce la cantidad de luz total que
entra a la ca´mara pero ayuda a mantener una imagen con buen contraste y detalle, de
modo que el contorno de la pared no se ve borroso.
2.4. Medicio´n de velocidad de las PDMs
Cuando las PDMs se desplazan no lo hacen de manera uniforme. El desorden de la
muestra y las imperfecciones, es decir, puntos de anclaje, la retienen. Esto se observa
en la Fig. 2.4, donde se han superpuesto tres instancias del avance de una misma pared,
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Figura 2.3: Esquema del protocolo de captura de ima´genes. La saturacio´n se realiza con un
campo magne´tico alto, la nucleacio´n con uno ma´s bajo y en polarizacio´n opuesta al de nucleacio´n.
La saturacio´n no tiene tiempo determinado ya que el proceso es pra´cticamente instanta´neo a
campos altos. La nucleacio´n es usualmente un pulso corto, alrededor de 200 ms. Luego se desplaza
la pared con un campo magne´tico de menor intensidad. El tiempo de captura y la cantidad de
ima´genes que se graban depende de cua´nto le tome a la pared recorrer el a´rea que observa la
ca´mara. Despue´s se invierte la polarizacio´n y se repite el desplazamiento, ahora en direccio´n
opuesta, para poder capturar ma´s ima´genes y tener ma´s estad´ıstica.
cada una separada temporalmente por un ∆t. Notemos el interior de la circunferencia
roja. Al moverse la pared de la primera a la segunda posicio´n, e´sta se anclo´, sin embargo,
al llegar a la tercera posicio´n la pared se desanclo´. Este comportamiento hay que tener
en cuenta al medir la velocidad promedio de la pared ya que su desplazamiento es
afectado por los centros de anclaje fuerte, que la deforman. Entonces para trabajar con
estas paredes, se miden del orden de diez desplazamientos representativos del avance







donde N es el nu´mero de desplazamientos medidos. El proceso se repite para otros
intervalos mu´ltiplos de ∆t. De esta manera podemos establecer en que´ regio´n dina´mica
(creep, depinning o flow) nos encontramos. Es posible tambie´n utilizar desplazamientos
mayores para intervalos de tiempo mayores, por ejemplo 2∆t, que en la Fig. 2.4 ser´ıa
un desplazamiento desde la primera configuracio´n de pared hasta la tercera.
La curva de velocidad para esta muestra de GdFeCo fue inicialmente medida por L.
Albornoz. El resultado de esta medicio´n se presenta en la Fig. 2.5a, donde se observa
un crecimiento exponencial de la velocidad para campos magne´ticos bajos. Este com-
portamiento se observa con mayor claridad al cambiar la escala de los ejes, v → log(v)
y Hz → H−1/4z . El re´gimen de creep es ahora claro por la coincidencia de la l´ınea roja,
representando la ley de creep, y los datos. Es importante mencionar que la medicio´n de
la velocidad es necesaria para conocer la magnitud del campo magne´tico perpendicular
al plano aplicado. La medicio´n de la velocidad, Fig. 2.5, se realizo´ primero estudiando
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Figura 2.4: La velocidad promedio de la PDM se calcula promediando varios desplazamientos
∆xi divididos por el intervalo de tiempo que le corresponde a ese desplazamiento, ∆t. Esto se
realiza para un mismo valor de campo magne´tico aplicado. Notemos que la pared no se desplaza
uniformemente. Hay segmentos que avanzan ma´s que otros y algunos que incluso se anclan, como
en el punto de anclaje dentro de la circunferencia roja.
la relacio´n entre Iz y Hz con una sonda Hall. Luego se retiro´ la sonda Hall y en el mismo
lugar se coloco´ la muestra para medir las velocidades de las PDMs. Luego, al agregar
el electroima´n y mover la muestra para observar PDMs en otra regio´n la proporcio´n
∆Hz/∆Iz cambio´ porque el campo magne´tico entre los bornes del electroima´n no es
uniforme [30]. Sin embargo, al ser la misma muestra, el perfil de v(Hz) es el mismo, y
usando los valores de velocidad hallamos el campo Hz aplicado.
(a) (b)
Figura 2.5: Curva t´ıpica de velocidad promedio en funcio´n del campo magne´tico aplicado
perpendicular al plano en (a) escala lineal y (b) escala modificada: la abscisa se transforma de
Hz a H
−1/4
z y la ordenada se encuentra en escala logar´ıtmica. Datos extra´ıdos de [30].

Cap´ıtulo 3
Digitalizacio´n y ana´lisis de las
Paredes de Dominios Magne´ticos
Antes de poder analizar la geometr´ıa de las PDMs e´stas deben ser digitalizadas.
El microscopio PMOKE permite diferenciar entre los dominios, como se observo´ en
el cap´ıtulo anterior, pero determinar las coordenadas de la transicio´n entre un regio´n
y otra no es un proceso directo. La regio´n en la que ocurre esta transicio´n, el ancho
aparente de la pared entre los dominios, es finito y no siempre uniforme en toda la
imagen. Es decir, la transicio´n no es abrupta y diversos factores como variaciones en
iluminacio´n o defectos en la imagen deben considerarse al establecer un protocolo para
elegir el centro de la pared. En este cap´ıtulo se detallara´ el protocolo utilizado y detalles
sobre el programa desarrollado para llevarlo a cabo. Esto incluye la programacio´n, pro-
cesamientos y transformaciones aplicadas a las ima´genes para obtener las coordenadas
de la pared, as´ı como las pruebas realizadas para demostrar la robusteza del proceso.
Por u´ltimo se brindara´n detalles del ana´lisis de rugosidad de las PDMs.
3.1. Requerimientos de la deteccio´n
Las ima´genes obtenidas de la ca´mara del microscopio PMOKE son archivos TIFF
de 14-bit de profundidad de color y 1.4 megap´ıxeles de taman˜o. Parte del trabajo de
esta tesis involucra el ana´lisis de un nu´mero muy grande de ima´genes como e´stas, por
lo que se requiere un me´todo eficiente para analizarlas. Todo el co´digo para el procesa-
miento y manipulacio´n de ima´genes se hizo en el lenguaje Python, el cual es compatible
con diversos sistemas operativos y, pensando en un futuro usuario, es suficientemente
fa´cil de aprender. Estas son caracter´ısticas u´tiles ya que el co´digo sera´ utilizado en
el laboratorio y en computadoras donde analicen PDMs reales y simuladas, y cada
usuario puede agregar ra´pidamente cualquier funcionalidad que necesite.
Por otra parte, fue necesario disen˜ar un co´digo propio para la digitalizacio´n de las
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PDMs ya que los algoritmos usuales para la deteccio´n de bordes fallaban debido a
las condiciones de iluminacio´n irregular, la presencia de defectos en la muestra y en
la o´ptica del microscopio (por ejemplo, part´ıculas en el objetivo, dif´ıciles de sacar sin
desarmar o mover el portamuestra). Para encontrar una zona de trabajo adecuada en
la muestra es necesario moverla hasta encontrar una regio´n libre de estos defectos. Pero
al mover la muestra el perfil de iluminacio´n sobre la muestra cambia, de manera que
un lado resulta ligeramente mas brillante que otro. Nos resulto´ ma´s fa´cil realizar la
correccio´n en nuestro co´digo que realizar la alineacio´n nuevamente ya que son despla-
zamientos muy pequen˜os. La ventana de visualizacio´n de la muestra que la ca´mara
captura nos permite ver so´lo una fraccio´n de la muestra, un a´rea aproximadamente
de 150µm× 100µm con el objetivo de 20X. Adicionalmente, disen˜ar un co´digo propio
ayuda en hacer eficiente el proceso de calcular los para´metros de rugosidad definidos en
la seccio´n 1.2.1, ya que podemos combinar el algoritmo de deteccio´n con los algoritmos
de ca´lculo en una misma herramienta.
3.2. Procesamiento de ima´genes y vectorizacio´n de
la PDM
Las ima´genes se pueden importar a una matriz con valores de escala de grises
como elementos. La importacio´n de la imagen se realizo´ con la librer´ıa imageio1 sin
modificacio´n en la profundidad de bits o en las dimensiones. Luego se prepara la imagen
para ser procesada por el algoritmo de deteccio´n. Este proceso se ilustra en la Fig. 3.1.
Una vez importada la imagen original (Fig. 3.1a) notamos que, en este caso, la tenemos
que rotar ya que la direccio´n de crecimiento de los dominios no es un factor que se pueda
controlar por conveniencia. La imagen se rota 90◦ de manera que la PDM este´ vertical
(Fig. 3.1b). Finalmente se recorta para que no incluya los bordes del diafragma y solo
se vea la seccio´n que se desea estudiar, lo que resulta en la Fig. 3.1c.
A simple vista las regiones de distinta magnetizacio´n son fa´ciles de diferenciar en las
ima´genes, siendo una ma´s clara que la otra. Sin embargo, determinar las coordenadas
para la pared es ma´s complicado ya que al examinar los p´ıxeles de cerca esta diferencia
en intensidad entre dominios es menos notoria. A modo de ejemplo, en la Fig. 3.2
se puede ver el perfil de intensidad de la fila #300 de la imagen. La variacio´n en los
valores de intensidad originales de los p´ıxeles (“Data Original”) y la diferencia en la
transicio´n de alta intensidad a baja son de orden similar. Para poder asegurarnos que
estas variaciones no se confundan con la transicio´n entre dominios se puede aplicar
el filtro Gaussian Blur, o desenfoque gaussiano, a la imagen, el cual promedia los
valores de intensidad alrededor de cada p´ıxel pesa´ndolos con una campana gaussiana
1imageio.github.io




Figura 3.1: Importacio´n de la imagen. (a) Imagen original, de 1040×1392 px2 de taman˜o, lo
que equivale a un a´rea aproximada de 120×160 µm2. (b) La imagen original se roto´ por 90◦ y
sin perder contraste o definicio´n de la imagen. (c) La imagen rotada se recorto´ a un taman˜o de
745×466 px2, lo que equivale a un a´rea aproximada de 87×55 µm2.
de desviacio´n esta´ndar σ y centrada en e´l. La curva “Data + Blur” muestra que el
resultado del desenfoque hace la transicio´n ma´s notoria.
Para ubicar la transicio´n se crea una funcio´n llamada derivada trozada. Esta funcio´n
toma como entrada una fila de la imagen como un vector y devuelve un vector de igual
dimensio´n. Al i-e´simo elemento del vector de salida se le asigna la pendiente calculada
por mı´nimos cuadrados de un subconjunto de p´ıxeles que consiste del i-e´simo p´ıxel
ma´s una cantidad n de p´ıxeles a la izquierda y derecha de e´ste. Este para´metro n es
modificable y proponemos que su valor debe ser uno tal que 2n p´ıxeles sea del orden o
menos del ancho de la transicio´n observada. En la Fig. 3.3 mostramos el mismo perfil
de la pared vista en la Fig. 3.2 junto con el resultado de la funcio´n derivada trozada.
Notamos que el valor extremo (en este caso un mı´nimo) de la derivada trozada ocurre
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Figura 3.2: Perfil de la imagen a la izquierda. Los valores de los p´ıxeles son graficados a la
derecha, siendo los valores originales en la curva roja y los valores procesados por el Gaussian
Blur en la curva negra.
cerca al centro de la transicio´n.
Figura 3.3: Efecto de la funcio´n derivada trozada. Esta funcio´n calcula la pendiente de un
intervalo en la fila por ajuste lineal de mı´nimos cuadrados y le asigna ese valor al p´ıxel del centro
del intervalo. Esto permite una curva ma´s suave que no es tan afectada por los saltos abruptos
que quedan despue´s del Gaussian Blur.
Debido a que no se puede garantizar que la forma de la derivada trozada sea sime´tri-
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ca, el valor mı´nimo de e´sta no necesariamente representa el centro de la pared. Por eso
decidimos establecer un valor umbral que separe los puntos alrededor del mı´nimo y el
resto de puntos de la curva. Esto se muestra en la Fig. 3.4, junto con el resultado de la
funcio´n derivada trozada aplicada a los valores de la Fila #300 con y sin el Gaussian
Blur. El valor umbral coincide con la curva en dos puntos, dos posiciones en la fila, y
as´ı el centro de la pared es definido por la semisuma de estas dos posiciones.
Figura 3.4: Perfil de la funcio´n derivada trozada para la fila 300, tanto para la fila con los
p´ıxeles originales como para los p´ıxeles despue´s del Gaussian Blur. Se ha agregado el umbral al
10 %, tal que el centro de la pared se define como la semisuma de los puntos donde el umbral
intercepta a la derivada trozada.
Algo que se tiene que considerar al extraer la pared son los defectos en la imagen, ya
sean defectos de la muestra o del lente, porque son inevitables. Estos defectos pueden
tener valores de intensidad que son extremos a comparacio´n del resto de la muestra:
o son muy oscuros o son muy brillantes. Como ejemplo se muestra el resultado de
detectar la PDM mostrada en la Fig. 3.1c. Notamos que a ambos lados de la pared
hay puntos oscuros, estos defectos causan una pared como la que se muestra en la Fig.
3.5a, con saltos abruptos que no forman parte de la pared original. Sin embargo, se
pueden cubrir con p´ıxeles de un valor que sea el promedio de los p´ıxeles alrededor del
defecto, de esta manera no influye en el algoritmo de deteccio´n, como se muestra en la
Fig. 3.5b, donde la pared si se aproxima a la original. Este es el resultado del algoritmo
de deteccio´n.
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(a) (b)
Figura 3.5: (a) Esta imagen ha llegado hasta el paso de la Fig. 3.1c, se le aplico´ el filtro
Gaussiano y el algoritmo de deteccio´n de paredes. Notemos que los saltos abruptos se acercan
a los puntos oscuros. (b) Esta vez la imagen de la Fig. 3.1c se paso´ por el filtro Gaussiano y se
eliminaron los defectos. Esta vez no hay saltos artificiales en la pared. Las ima´genes tienen un
taman˜o de 745×466 px2, lo que equivale a un a´rea aproximada de 87×55 µm2.
3.3. Robusteza de la deteccio´n
Parte del procesamiento de ima´genes antes visto requiere la rotacio´n, recorte y
desenfoque de la imagen. Al hacer esto tenemos que asegurarnos de no perder la in-
formacio´n que la imagen contiene respecto a la pared de dominio. Es decir, al realizar
estas transformaciones a una imagen, ¿cua´l es el efecto en los observables mencionados
en la seccio´n 1.2.1? Para esto realizamos las siguientes pruebas, donde estudiamos el
efecto de la eleccio´n de diversos valores umbrales, el efecto de la rotacio´n, y el efecto
del desenfoque.
3.3.1. Efecto del valor umbral
Al valor umbral antes mencionado en la seccio´n 3.2, ahora le daremos unas defi-
niciones ma´s cuantitativas. Primero, al realizar la derivada trozada en una fila de la
imagen, el rango sera´ la diferencia entre el ma´ximo y el mı´nimo valor obtenido de es-
ta derivada. Si la derivada presenta un mı´nimo, el valor en escala de gris del umbral
se determina como el valor mı´nimo de la derivada ma´s un porcentaje del rango. Al
referirnos al valor umbral estaremos haciendo referencia a este porcentaje. En la Fig.
3.6a se muestran diferentes umbrales con su respectivo valor en escala de gris para una
fila particular. Notamos que e´ste valor en escala de gris puede cambiar para cada fila
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de la imagen mientras que el umbral, como porcentaje, se mantiene constante. Luego,
habiendo calculado diferentes umbrales, 1 %, 10 % y 20 % en este caso, en la Fig. 3.6b
mostramos las paredes resultantes. Notemos que la pared que resulta de un umbral
de 1 % fluctu´a ma´s de lo esperado, mientras que las de 10 % y 20 % son parecidas. La
de 20 %, si bien fluctu´a menos, no siempre es recomendable porque si el mı´nimo de la
derivada trozada no es suficientemente apreciable puede dar resultados incorrectos.
Lo siguiente fue explorar el efecto de diversos umbrales en las funciones de correla-
cio´n de intere´s, en este caso w2(r) y B(r). Ma´s adelante se discutira´ los valores de ζ
que se obtienen y su significado, por ahora queremos ver si el valor de umbral afecta
las curvas de cada funcio´n. En los gra´ficos de la Fig. 3.7 notamos que las diferencias
entre las curvas es mı´nima y los valores de los exponentes de rugosidad son similares,
aunque esto u´ltimo no siempre se cumple. A menor umbral hay mayores fluctuaciones
en la pared, y eso puede dar mayor variacio´n en los exponentes. Sin embargo, como se
vio en la Fig. 3.6, estas fluctuaciones para bajos umbrales son artificiales y provienen
de la asimetr´ıa de la derivada trozada. En todo caso, el trabajar con distintos umbrales
puede ser necesario dependiendo de las condiciones de iluminacio´n o la cantidad de
defectos en la muestra, y para este trabajo un umbral de 10 % resulto´ ser adecuado.
3.3.2. Efecto de la rotacio´n
Rotar la imagen implica un reordenamiento de los p´ıxeles, transformando de una
malla cuadriculada a una malla rotada y finalmente regresando a una malla cuadricu-
lada. Al rotar por un a´ngulo arbitrario el algoritmo tendra´ que hacer aproximaciones
para colocar los valores correspondientes en la malla final. El co´digo desarrollado utiliza
la funcio´n ndimage.rotate() de la librer´ıa SciPy2 para Python. Esta funcio´n realiza la
rotacio´n mediante una interpolacio´n spline de los valores en escala de gris de los p´ıxe-
les. Esta interpolacio´n necesariamente realiza ciertas aproximaciones y es de nuestro
intere´s ver que estas aproximaciones no afecten los observables calculados.
En particular, nos interesa que el proceso de hacer una rotacio´n no modifique ni
agregue informacio´n a nuestra imagen. Para esto hicimos una prueba donde tomamos
una pared vertical y la rotamos 45◦ sucesivamente, guardando la matriz despue´s de
cada rotacio´n, hasta completar 180◦ y 360◦. Los resultados se muestran en las gra´ficas
de la Fig. 3.8.
Lo que nos interesa saber es si la rotacio´n de una imagen resulta en algu´n efecto
acumulado en la matriz resultante. Vemos que en la regio´n de intere´s, donde se realiza
el ajuste lineal para hallar el exponente de rugosidad, no hay efecto alguno que sea
visible. Solamente en el caso de θ = 180◦ en la rugosidad local, Fig.3.8b, se observan
fluctuaciones espurias para r > 10 µm. Esto no lo podemos explicar pero esta´ fuera
2docs.scipy.org/doc/scipy-0.16.1/reference/ndimage.html
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(a)
(b)
Figura 3.6: (a) Se muestran varios umbrales y notamos que el centro de la pared no es constante
para distintos valores de umbral. Esto se refleja en (b), donde vemos que valores pequen˜os de
umbral generan mayores fluctuaciones en la posicio´n de la pared.
del rango en el que se calcula el exponente de rugosidad (r < 5 µm). As´ı con esto
mostramos que el rotar no agrega informacio´n indeseada en la regio´n de intere´s y
tambie´n que no importa si uno mide una pared o su rotacio´n por 180◦, se obtiene el
mismo valor para el exponente de rugosidad.
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(a) (b)
Figura 3.7: Efecto de umbrales (Th) sobre las funciones de correlacio´n, (a) B(r) y (b) w2(r).
Las curvas han sido desplazadas verticalmente para poder diferenciarlas.
(a) (b)
Figura 3.8: Efecto de rotar la pared en incrementos de 45◦, grabando la imagen a cada paso,
hasta llegar a 180◦ y 360◦, sobre las funciones de correlacio´n, (a) B(r) y (b) w2(r). Las curvas
han sido desplazadas verticalmente para poder diferenciarlas.
3.3.3. Efecto del desenfoque gaussiano
El desenfoque gaussiano es una herramienta crucial para la deteccio´n de las PDMs.
De lo contrario, la variacio´n en los valores de intensidad de los p´ıxeles resulta demasiado
intensa como para encontrar el patro´n que necesitamos. Como se menciono´ antes, el
desenfoque gaussiano consiste en realizar una convolucio´n de la imagen con un nu´cleo
en forma de campana gaussiana con una desviacio´n esta´ndar σ, lo que da una idea del
ancho de la campana. En principio este σ puede ser un vector multidimensional con
elementos para cada direccio´n. En nuestro caso, e´ste es un escalar lo que significa una
campana sime´trica. Este valor podr´ıa ser distinto si se utilizan ima´genes de distinta
resolucio´n o capturadas con o´ptica distinta.
Mientras mayor sea el valor de la desviacio´n esta´ndar ma´s borrosa se vera´ la imagen.
El resultado de esta transformacio´n, para nuestros propo´sitos, es que sea suficientemen-
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(a) (b) (c)
Figura 3.9: Paredes calculadas con distintos valores de σ para el desenfoque gaussiano, (a)
σ = 0, (b) σ = 2, (c) σ = 4. La desviacio´n esta´ndar nula es lo mismo que no aplicar el filtro. El
ruido de la imagen hace suficientemente dif´ıcil la deteccio´n de paredes. El valor de σ = 4 no se
utilizo´ porque suaviza demasiado la interfase y se pierden los detalles finos. Las ima´genes tienen
un taman˜o de 745×466 px2, lo que equivale a un a´rea aproximada de 87×55 µm2.
te clara como para ubicar la transicio´n de un dominio a otro pero no tan borrosa como
para que se pierda esa distincio´n y sea confundida por cambios en la iluminacio´n. En la
Fig. 3.9 se muestran tres paredes calculadas a diferentes valores de σ, 0, 1 y 2. El valor
de σ = 0 es lo mismo que no aplicar el filtro, por eso las fluctuaciones en los valores
de los p´ıxeles se confunden con la transicio´n de un dominio a otro y la pared presenta
fluctuaciones en su posicio´n bastante grandes. Por otro lado, para σ = 1 la pared se
aproxima ma´s a la que se observa pero tambie´n presenta fluctuaciones pequen˜as aun-
que artificiales. El valor de σ = 2 es ma´s balanceado, en el sentido que se disminuyen
las fluctuaciones artificiales pero se mantienen los detalles ma´s finos de la pared. En el
resto de este trabajo se utiliza σ = 2.
3.4. Ca´lculo de las funciones de correlacio´n
3.4.1. Funciones de correlacio´n discretizadas
Las definiciones mencionadas anteriormente en la seccio´n 1.2.1 son generales y se
definieron de forma continua. Como en esta tesis trabajamos con paredes 1D en un
entorno 2D, las redefiniremos para tomar en cuenta la discretizacio´n de la imagen
en p´ıxeles y la conversio´n a micro´metros, la cual es λ = 0.117 µ m/ px en nuestros
experimentos, utilizando el objetivo de 20X. Tambie´n, como mencionamos anterior-
mente, el factor de estructura S(q) no es adecuado para las paredes obtenidas en estos
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experimentos as´ı que no la tomaremos en cuenta aca´.
La interfase tiene una longitud L = λN , compuesta de N p´ıxeles. Ya que partimos
de la definicio´n continua, al discretizar las integrales tendremos que el valor promedio
se transformar´ıa en 〈f(z)〉L ≈ (λN)−1
∑zi=N−1
zi=0
f(zi)∆zi. Es importante tener esta for-
mulacio´n en cuenta en caso que la discretizacio´n no es de una l´ınea recta, por ejemplo,
si estamos discretizando una interfase que tiene como referencia un arco de circunferen-
cia. En este caso ∆zi no sera´ necesariamente igual para cada punto zi de la interfase.
Pero para las PDMs que estudiamos, la referencia de las interfases es una l´ınea recta
vertical y la discretizacio´n se hace p´ıxel a p´ıxel, de manera que ∆zi = λ. El valor
promedio ahora es 〈f(z)〉L ≈ (N)−1
∑zi=N−1
zi=0








y se puede ver representado gra´ficamente en la Fig. 3.10a. Recordemos que W debe
tener dimensio´n de longitud.
La rugosidad local se define de manera similar solamente que sobre un conjunto de











En este caso hemos mantenido el taman˜o r en micro´metros como el argumento, siendo
de este modo r/λ la cantidad de p´ıxeles en la ventana. En el co´digo se trabaja en
p´ıxeles. Usualmente usaremos w2(r) para graficar. Notemos tambie´n que para ciertos
taman˜os de ventana no se cubrira´ toda la interfase y para taman˜os de ventana grande
uno tendra´ cada vez un menor nu´mero de ellas. Esto es esperado y no es problema ya
que el rango de longitudes que nos interesa es menor al taman˜o de la interfase.







[u(zi + r)− u(zi)]2 (3.3)
donde N − 1 es la cantidad de intervalos en la interfase (uno menos que la cantidad de
puntos). Nuevamente, mantenemos como argumento el taman˜o r de la ventana pero en
el co´digo se trabaja con p´ıxeles. El ca´lculo realizado se puede representar gra´ficamente
por la Fig. 3.10c.





(c) Funcio´n de correlacio´n de desplazamientos.
Figura 3.10: Diagrama ilustrativo de co´mo realizar cada uno de los ca´lculos de las funciones
de correlacio´n. (a) Mostramos aca´ el valor medio de u(z) y a la izquierda de la interfase se ha
dibujado el ancho que muestra el ca´lculo de la rugosidad global. Para (b) y (c) el valor que se
obtenga depende del taman˜o de ventana, r.
3.4.2. Ca´lculo de exponentes y amplitudes
Los exponentes solamente los calculamos utilizando la rugosidad local y la funcio´n
de correlacio´n de desplazamientos. Una vez calculadas estas funciones para una inter-
fase, se realiza un gra´fico en escala log-log, como se muestran en la Fig. 3.11. En ambos
casos, los primeros cinco puntos de cada gra´fica son descartados pues estos representan
fluctuaciones artificiales en la PDM debido al algoritmo de deteccio´n de pared y al
procesamiento con el gaussian blur. Luego se procede a buscar el rango de longitudes
donde se cumple la ley de potencia. Para esto se coloca una regla o algu´n borde recto
sobre la gra´fica, buscando que la l´ınea recta y los puntos coincidan. Una vez hallada
esta regio´n donde coinciden se anota el punto inicial y el punto final de la regio´n. Es
en este intervalo que se realiza el ajuste lineal para hallar los para´metros de rugosidad.
Se puede verificar que el punto final del intervalo se encuentra cerca o por debajo de
los 10 µm. El co´digo tambie´n permite elegir el intervalo y automatizar el proceso para
varias interfases.
Una vez se ha obtenido el intervalo, el ajuste lineal de mı´nimos cuadrados se realiza
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a las ecuaciones
ln(w2(r)) = ln(Alw) + (2ζw) ln(r), (3.4)
ln(B(r)) = ln(ABr) + (2ζBr) ln(r), (3.5)
para cada funcio´n de correlacio´n. As´ı, con el protocolo de medicio´n explicado en la
seccio´n 2.3 y el co´digo desarrollado que explicamos en este cap´ıtulo, podemos estudiar
de manera sistema´tica el desplazamiento de las PDMs en GdFeCo.
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(a)
(b)
Figura 3.11: (a) Rugosidad local y (b) funcio´n B(r) para la interfase mostrada en la Fig.
3.10. Vemos que los valores de los exponentes son cercanos, lo cual nos asegura que el valor es
confiable.
Cap´ıtulo 4
Medicio´n de la rugosidad en
GdFeCo
Uno de los objetivos principales de esta tesis es estudiar las propiedades geome´tricas
de las PDMs en GdFeCo. Adicionalmente, experimentos previos hechos en el Laborato-
rio de Resonancias Magne´ticas del CAB mostraron que las paredes, al ser desplazadas
por un campo magne´tico fuera del plano en conjunto con uno en el plano, se aprecia-
ban a priori ma´s rugosas que aquellas paredes que so´lo eran desplazadas por campos
magne´ticos fuera del plano. Esto nos llevo´ a preguntar co´mo se reflejan estos cambios
visibles sobre las propiedades geome´tricas que podemos medir. Esta pregunta sirve de
complemento a otros estudios del efecto que tiene el campo magne´tico en el plano so-
bre la dina´mica de las PDMs [31–33], el cual es un tema no so´lo de intere´s cient´ıfico
sino tambie´n tecnolo´gico, pues es posible utilizar los campos magne´ticos en el plano
para estabilizar la estructura de esp´ın de las PDMs y conseguir velocidades ma´s altas.
Esto es u´til, por ejemplo, en dispositivos que se basan en el movimiento de paredes de
dominio, como memorias magne´ticas o circuitos lo´gicos magne´ticos [24, 34].
En este cap´ıtulo detallaremos el trabajo realizado para estudiar las propiedades
geome´tricas en el re´gimen de creep, explorando el efecto que tengan sobre la rugosidad
distintos campos magne´ticos fuera del plano y distintos campos magne´ticos en el plano.
Comenzaremos describiendo el efecto que un campo magne´tico en el plano tiene sobre
una PDM. Luego, describiremos los experimentos realizados para obtener ima´genes
de PDMs con y sin campo en el plano. Analizaremos la rugosidad de las PDMs a
distintas velocidades para as´ı estudiar el comportamiento del exponente de rugosidad
y del pre-factor. Este no es un estudio exhaustivo pero ma´s bien es un primer paso para
entender los cambios en una PDM debido a campos en el plano, a que´ nos referimos
cuando hablamos de la rugosidad de una interfase y que´ informacio´n contienen los
pre-factores. Como se menciono´ anteriormente, utilizaremos por me´tricas la rugosidad
local y la correlacio´n de desplazamientos.
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4.1. Efecto de un campo magne´tico en el plano so-
bre la dina´mica de PDMs
Antes de describir los experimentos de los que surgen los resultados principales del
cap´ıtulo describiremos el efecto de un campo magne´tico en el plano sobre la velocidad de
la PDM. Previamente hemos discutido que un campo magne´tico fuera del plano genera
un aumento en el a´rea de los dominios y, en efecto, un desplazamiento de las PDMs. Al
aplicar un valor de Hz 6= 0 la pared tendra´ una velocidad promedio v descrita por la
ley de creep (Ec. 1.23), y el primer efecto que se puede observar experimentalmente al
aplicar un campo en el plano, Hx 6= 0, es que las paredes se mueven a mayor velocidad,
v′ > v. Esta nueva velocidad parece seguir siendo descrita por ley de creep, con el
mismo exponente de creep, µ = 0.25. La Fig. 4.1 muestra en la ventana principal un
acercamiento de la curva de calibracio´n (Fig. 2.5b, mostrada en la ventana secundaria),
la gra´fica de creep, correspondiente a Hx = 0 (c´ırculos abiertos). En la misma figura
se muestran resultados obtenidos con valores de campo en el plano Hx = ±850 Oe y
valores de Hz = 32 Oe y 33.8 Oe. La l´ınea a trozos corresponde a una ley de creep con
igual pendiente y distinta ordenada al origen.
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Creep con Hx 0
Hx = 0 G; Hz = 32 Oe
Hx = ± 850 G; Hz = 32 Oe
Hx = 0 G; Hz = 33.8 Oe
Hx = ± 850 G; Hz = 33.8 Oe
Figura 4.1: Efecto del campo en el plano sobre la velocidad promedio de la PDM. De la imagen
en la esquina superior derecha, confirmamos que estamos trabajando au´n en el re´gimen de creep,
en una zona que se le puede llamar creep profundo.
Una primera explicacio´n del aumento en velocidad es decir que Hx altera la dis-
tribucio´n espacial de la orientacio´n de los momentos magne´ticos. Como se menciono´
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anteriormente, en materiales con anisotrop´ıa perpendicular al plano de la muestra las
paredes de Bloch son favorecidas por ser de menor energ´ıa, pero el campo magne´tico
en el plano gira los espines de manera que se tiene una estructura entre Bloch y Ne´el.
Estos cambios en la PDM resultan en un desplazamiento a mayor velocidad [32], co-
mo se ha observado. Pero los cambios a la PDM tambie´n pueden significar cambios
en la energ´ıa ela´stica, σ, y en el ancho de la pared ∆. En una aproximacio´n lineal,
la variacio´n de esta´s cantidades son proporcionales al campo magne´tico en el plano,
δσ ∝ Hx y δ∆ ∝ Hx [35], por lo tanto otras cantidades que dependan de ellas tambie´n
podr´ıan cambiar. Por ejemplo, el cambio en la ordenada, ln(v0), es consistente con esto
ya que v0 ∝ m ∝ ∆, donde m es la movilidad de la PDM. Sin embargo, la pendiente
de la ley de creep, que se puede expresar utilizando la temperatura de depinning, Td,
y el campo de depinning, Hd, es en s´ı una funcio´n no trivial de la energ´ıa ela´stica y el




d = f(∆, σ) y es constante. Un ana´lisis de los para´metros
involucrados sugiere que la pendiente deber´ıa cambiar [36]. Puede ser que entre ellas
se este´n compensando o que deba considerarse alguna otra interaccio´n.
Una posible interaccio´n a considerar es la de intercambio asime´trico de Dzyaloshinskii-
Moriya (DMI, de Dzyaloshinskii-Moriya interaction). Esta interaccio´n esta´ presente en
materiales cuya celda unitaria no presenta simetr´ıa de inversio´n o que presentan dife-
rentes fases [37]. Esta u´ltima se puede referir a la interaccio´n entre los espines de dos
capas distintas en un sistema multicapas. La DMI an˜ade un campo magne´tico en el
plano que atraviesa las PDMs de manera que Hx → Hx±HDMI . Ahora σ y ∆ tambie´n
depender´ıan de esta interaccio´n, pero una consecuencia de la DMI es que se observa
una asimetr´ıa en el perfil de velocidades de las PDM, es decir, la pared se mueve ma´s
ra´pido o ma´s lento dependiendo si se aplica un campo magne´tico +Hx o −Hx que se
suma, o se resta, al HDMI [31–33]. Nosotros no vemos esta asimetr´ıa, lo que implica
que la DMI es despreciable en el rango de para´metros estudiados. De todas maneras,
este es un tema que requiere de mayor estudio y mayor experimentacio´n.
4.2. Descripcio´n del experimento
Como ya se menciono´ antes en la seccio´n 2.2, una manera de asegurarse que el plano
de la muestra este´ bien alineado a la direccio´n xˆ del campo Hx es girarlo respecto al
eje apropiado, en este caso el eje y, y observar los dominios presentes en el microscopio
PMOKE. Si los dominios crecen es porque hay un a´ngulo entre xˆ y el plano de la
muestra, lo que resulta en una componente del campo magne´tico en la direccio´n zˆ.
Entonces, la muestra se puede girar hasta observar que no haya crecimiento alguno de
los dominios. Luego se aumenta la magnitud de Hx y repite el procedimiento cuanto
sea necesario. Eventualmente, como este campo magne´tico en el plano esta´ girando los
momentos magne´ticos para que este´n paralelos al plano, la componente perpendicular
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de los momentos magne´ticos se va reduciendo y el contraste de los dominios se va
perdiendo. Esto nos da una idea del valor ma´ximo de campo magne´tico en el plano que
podemos aplicar sin perder el contraste de los dominios, Hx,Max ≈ 1100 Oe.
Recordando lo mencionado en la seccio´n 2.4, para la medicio´n de la velocidad es
importante tener suficientes ima´genes de la pared en movimiento ya que varias no van
a ser utilizables, por ejemplo, las que no muestran paredes univaluadas o las que avan-
zan girando hacia algu´n lado. Por eso, para asegurarnos de tener suficientes paredes
para calcular las velocidades de los cuatro puntos con campo en el plano de la Fig.
4.1 se obtuvieron 750 ima´genes y se calcularon aproximadamente 40 valores de veloci-
dad. En general, promediando cinco velocidades obtenidas con tres a cinco vectores de
desplazamiento cada una da un valor de velocidad promedio aceptable y reproducible.
Para estudiar la rugosidad a diferentes velocidades y el efecto del campo magne´tico
en el plano decidimos estudiar los casos que se observan en la Fig. 4.2. Compararemos
dos casos a mismo campo fuera del plano pero distinto campo magne´tico en el plano y
dos casos a misma velocidad pero a distintos campos magne´ticos fuera y en el plano.
En el primer caso, se utilizo´ una exposicio´n de 20 ms en la ca´mara y un tiempo entre
ima´genes ∆t = 5 s, ya que la pared no avanza tan ra´pido. En total se obtuvieron
500 ima´genes para este caso, de las cuales se utilizaron 57 paredes para calcular la
rugosidad. En el segundo y tercer caso se trabajo´ con una exposicio´n de 15 ms y un
∆t = 1 s ya que la velocidad es un orden de magnitud mayor. En el segundo caso se
obtuvieron 480 ima´genes y se utilizaron 52 paredes. En el tercer caso, 540 ima´genes y 51
paredes. La razo´n por la cual se requieren de muchas paredes es que cuando una PDM
se desplaza no toda su extensio´n se desprende y avanza. La PDM se va anclando en
algu´n punto, lo que significa que dos paredes sucesivas compartira´n algunas posiciones.
Esta superposicio´n de las interfases no nos dara´ valores independientes de la rugosidad,
sino que estara´n correlacionadas de alguna manera y los exponentes obtenidos no sera´n
representativos de su distribucio´n.
El campo magne´tico, Hz, se regula con la fuente de corriente conectada a la BG1,
Iz, y el campo Hx con una fuente de corriente conectada al EM1, Ix. La magnitud de
este u´ltimo campo se mide mediante el voltaje, Vx, en una sonda Hall colocada en uno
de los bornes del electroima´n, cuya calibracio´n es:
Hx[Oe] = 5.0 + 48.6× VHall
1.15 mA
. (4.1)
Lo siguiente es establecer las condiciones para el Caso 1, aplicando una corriente Iz 6= 0
y Hx = 0 Oe (lo que equivale a VHall ≈ −0.12 mV), y luego capturar las ima´genes
correspondientes. Para el Caso 2 se aplica una corriente Ix a modo de tener un Hx 6= 0,
y se capturan las ima´genes correspondientes. Finalmente, despue´s de haber medido la
velocidad de las paredes en el Caso 2 se busca otro campo y corriente, Hz e Iz, que
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Figura 4.2: Casos dina´micos por estudiar. El diamante azul (Caso 1) y el c´ırculo azul (Caso
2) representan casos con mismo campo magne´tico Hz pero diferente Hx. El c´ırculo azul (Caso
2) y el c´ırculo pu´rpura (Caso 3) representan casos que tienen misma velocidad pero diferentes
campos magne´ticos Hz y Hx. Tambie´n se puede comparar el Caso 1 con el Caso 3, siendo ellos
sin campo en el plano y velocidades au´n el re´gimen de creep.
presente esta misma velocidad con Hx = 0. Luego de esto se calcularon los exponentes
de rugosidad y el pre-factor. Los para´metros experimentales para cada caso se presentan
en la Tabla 4.1.
Tabla 4.1: Para´metros experimentales utilizados en los experimentos y los resultados de ellos.
Caso 1 Caso 2 Caso 3
Hz (Oe) 37.4 37.4 41.8
Hx (Oe) 0 850 0
vDW (m/s) 4.98× 10−07 3.35× 10−06 3.25× 10−06
Exposicio´n (ms) 20 15 15
∆t (s) 5 1 1
Iz (A) 3.4 3.4 3.8
VHall (mV) −0.12 19.99 −0.12
ζ¯lw 0.78 0.75 0.78
¯ζBr 0.76 0.73 0.75
A¯Br (µm
2) 0.47 0.62 0.42




Figura 4.3: Se presentan en esta imagen tres diferentes paredes, provenientes de una misma
corrida. Las tres paredes fueron desplazadas por un mismo campo magne´tico (solo Hz = 37.4
Oe).
4.3. Resultados
Los exponente de rugosidad de cada funcio´n de correlacio´n, ζlw y ζBr, y el pre-factor
ABr se calcularon para cada caso. Para saber co´mo poder analizarlos y compararlos
comenzaremos observando unas paredes t´ıpicas del primer caso. En la Fig 4.3 vemos
tres distintas paredes en una misma corrida del experimento. Cada una vino despue´s
de la otra y podemos observar que ninguna esta´ superpuesta a otra, es decir, son
independientes. En la Fig. 4.4 se ha extra´ıdo la pared #11 de la muestra y se presenta
junto con su gra´fica de B(r). De la misma manera, en la Fig. 4.5 se muestra la pared
#9 y su gra´fico de B(r). Notemos que ambas ima´genes tienen exponentes de rugosidad
bastante cercanos, pero el pre-factor es muy diferente. Para ver si es que se forma
algu´n patro´n, analicemos la pared #4 tambie´n, mostrada en la Fig. 4.6 y notamos que
esta pared tiene un exponente de rugosidad ma´s alto pero un valor de pre-factor bajo.
Este es el comportamiento esperado al tener varias realizaciones de una interfase en
un medio desordenado [17]. Por ejemplo, para una misma clase de universalidad con
valor ζ = 2/3 se puede tener paredes con ζ = 0.5 o ζ = 0.75 [17]. Es por esta razo´n
que es importante calcular el exponente de rugosidad para varias paredes y construir
su distribucio´n.
A continuacio´n se presentara´n los histogramas para cada para´metro de rugosidad.
Estos histogramas muestran el valor promedio de los datos obtenidos y la desviacio´n









Figura 4.5: (a) Pared #9 y (b) su respectivo gra´fico de B(r). Notemos el alto valor de ABr y
valor de ζBr similar al de la pared #11.




Figura 4.6: (a) Pared #4 y (b) su respectivo gra´fico de B(r). Notemos valor bajo de ABr.
exponente de rugosidad local. Notamos que en los casos 1 y 3 la curva gaussiana se
ajusta bien a los datos, mientras que el histograma de caso 2 no pasa esto. Los tres
valores promedio esta´n cerca.
Similar que en el caso de la rugosidad local, las distribuciones de ζBr, mostradas en
la Fig. 4.8, se intentan ajustar a curvas gaussianas. Notemos que en el Caso 1 y Caso 3,
aquellas distribuciones son ma´s anchas que la del Caso 2. Los valores promedio siguen
estando cerca entre s´ı y son tambie´n cercanos a los valores promedios obtenidos para
la rugosidad local. Comparando este histograma con el anterior parece que el valor
promedio disminuye ligeramente al tener el campo en el plano (Caso 2).
En la Fig. 4.9 mostramos los histogramas del pre-factor de la funcio´n B(r). Pare-
cen aproximarse a distribuciones log-normal. Notamos que las distribuciones favorecen
valores bajos, que estas distribuciones son asime´tricas y bastante anchas. Los valores
promedio en este caso son el promedio simple y la desviacio´n esta´ndar usual, pero
se ve que esta´n ma´s separados entre s´ı, aunque dentro de la desviacio´n esta´ndar. Es-
ta es la primera vez que se presentan histogramas de este para´metro y no esta´n au´n
suficientemente estudiados en la literatura.
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Figura 4.7: Histogramas del exponente de rugosidad obtenido mediante la rugosidad local,
ζlw, para los Casos 1, 2 y 3. La l´ınea negra punteada denota el valor medio de cada histograma.
La curva roja punteada es una funcio´n gaussiana para representar el ancho de cada histograma.
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Figura 4.8: Histogramas del exponente de rugosidad obtenido mediante la funcio´n de correla-
cio´n de desplazamientos, ζBr, para los Casos 1, 2 y 3. La l´ınea negra punteada denota el valor
medio de cada histograma. La curva roja punteada es una funcio´n gaussiana para representar el
ancho de cada histograma.
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Figura 4.9: Histogramas del pre-factor de la funcio´n de correlacio´n de desplazamientos, ABr,
para los Casos 1, 2 y 3. La l´ınea negra punteada denota el valor medio de cada histograma.
La curva roja punteada es una funcio´n log-normal como primera aproximacio´n a la asimetr´ıa
observada en cada histograma.
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4.4. Discusio´n
Hemos visto que el campo magne´tico en el plano aumenta la velocidad de las pare-
des, sin importar la direccio´n de desplazamiento de e´stas. Este aumento en velocidad
se puede asociar a la disminucio´n de la energ´ıa ela´stica de la PDM, sin embargo el me-
canismo exacto que esta´ afectando la velocidad requiere de mayor estudio. Si bien una
posibilidad es la DMI debido a la ruptura de simetr´ıa al tener un sistema de multicapas,
las referencias muestran que la DMI es ma´s notoria en pel´ıculas ultra delgadas, con
un espesor cercano o menor a 1 nm, mientras que la capa de GdFeCo tiene 10 nm de
espesor. Puede suceder que, al tratarse de una capa gruesa, el HDMI no sea tan grande
a lo largo de la pared como para afectar y causar una asimetr´ıa en las velocidades pero
s´ı para promover la disminucio´n de la energ´ıa ela´stica.
Por otro lado, notamos que las distribuciones en los histogramas de ζ son anchas. El
valor de cada ζ obtenido se encuentra entre 0 y 1, pero estas distribuciones muestran un
rango cerca a 0.5. Una dispersio´n en los exponentes calculados es de esperarse aunque
el ancho mostrado debe ser estudiado con mayor detalle. Estudios nume´ricos sugieren
que el ancho de la distribucio´n depende del taman˜o de las interfases estudiadas [17],
siendo menor el ancho al estudiar interfases de mayor taman˜o. Nosotros trabajamos
con paredes de diferentes taman˜os, aunque no tan grandes como los que se pueden
obtener en estos estudios nume´ricos. Adicionalmente, la forma de la distribucio´n de
ABr es interesante ya que muestra una asimetr´ıa con el ma´ximo desplazado hacia
valores bajos.
Una interpretacio´n que se le puede dar a este pre-factor es el de ser una medida de
la intensidad o amplitud de las fluctuaciones. Esto se puede observar en la Fig. 4.10,
en la cual mostramos otros ejemplos t´ıpicos de las paredes medidas. Las tres paredes
tienen una forma general similar, sin embargo vemos que en el Caso 2, con campo en el
plano, Fig. 4.10b, se observan una mayor cantidad de puntas y saltos abruptos. Esta es
una caracter´ıstica t´ıpica de paredes con un valor alto de ABr. Esta tendencia tambie´n
se observa en la Fig. 4.11. Las paredes con campo en el plano, las del Caso 2, muestran
un valor mayor de ABr en promedio.
Estas mediciones tambie´n resaltan la importancia del muestreo estad´ıstico para los
exponentes y el pre-factor. Para un mismo experimento, desplazando la PDM bajo las
misma condiciones de campo magne´tico, se pueden obtener valores de exponente y pre-
factor muy distintos. Esto se mostro´ en las paredes provenientes de la Fig. 4.3. Estas
paredes se obtuvieron en la misma serie de ima´genes, todas con campos magne´ticos
Hz = 37.4 Oe y Hx = 0.0 Oe. Notemos que la pared con el pico ma´s fuerte, Fig.
4.5, es la pared con mayor valor de ABr, a pesar de tener un mismo exponente de
rugosidad que la pared en Fig. 4.4. Estas fluctuaciones en los valores son esperadas y
para obtener un valor representativo de la geometr´ıa bajo cierta condicio´n dina´mica es
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necesario analizar suficientes paredes.
(a) (b) (c)
Figura 4.10: Tres PDMs t´ıpicas para cada caso. (a) Caso 1: ζBr = 0.65, ABr = 0.27 µm2. (b)
Caso 2: ζBr = 0.68, ABr = 1.30 µm
2. (c) Caso 3: ζBr = 0.82, ABr = 0.42 µm
2.




Las paredes de dominios magne´ticos son objetos de gran intere´s tecnolo´gico y
cient´ıfico en la actualidad. Son parte crucial de nuevos dispositivos, sensores y memo-
rias magne´ticas. Sirven tambie´n como ejemplo para estudiar otros sistemas ela´sticos
desordenados. Para poder aprovecharlas y controlarlas es necesario entender y cuanti-
ficar su comportamiento bajo diferentes condiciones. Esto trae la necesidad de realizar
diversos experimentos y desarrollar protocolos, te´cnicas y herramientas para investigar
las propiedades de las PDMs.
En esta tesis estudiamos la rugosidad de las PDMs en una pel´ıcula delgada ferri-
magne´tica de Gd32Fe61.2Co6.8, de 10 nm de espesor y con anisotrop´ıa magne´tica perpen-
dicular. Estas muestras se estudiaron empleando un microscopio PMOKE y capturando
ima´genes de las paredes en movimiento a diferentes velocidades. Las ima´genes de las
PDMs fueron procesadas por un algoritmo disen˜ado por nosotros y escrito en co´digo
Python para extraer la posicio´n de la pared y poder calcular las funciones de correla-
cio´n. El co´digo tambie´n permite eliminar imperfecciones, rotar y seleccionar regiones
de intere´s de la imagen. Con e´ste pudimos calcular el exponente de rugosidad para las
funciones de rugosidad local y la de correlacio´n de desplazamientos, ζlw y ζBr, respecti-
vamente. En el caso de la correlacio´n de desplazamientos se calculo´ y se estudio´ tambie´n
el comportamiento del pre-factor del ajuste, ABr. La obtencio´n de los para´metros de
rugosidad se logro´ mediante el ajuste de una ley de potencia a las curvas obtenidas de
cada funcio´n. Este co´digo ya esta´ siendo utilizado por otros investigadores en el CAB,
en la Divisio´n de Resonancias Magne´ticas con ima´genes de PDMs en pel´ıculas delgadas
de Pt/Co/Pt, y en el Grupo de Teor´ıa de la Materia Condensada con paredes generadas
por simulaciones micromagne´ticas. Se espera que esta herramienta computacional sea
utilizada en otros problemas en el futuro, por lo que se implementara´n mejoras en su
funcionalidad y en su interfaz de usuario.
En cuanto a las propiedades de las PDMs, en el rango de velocidades medidas al
aplicar el campo magne´tico en el plano notamos que las nuevas velocidades segu´ıan
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siendo descritas por una ley de creep, con el mismo exponente universal de creep,
µ. Tambie´n, en los resultados de los exponentes de rugosidad se observa muy poca
variacio´n en sus valores. Esto sugiere, segu´n los experimentos realizados y los datos
obtenidos, que las PDMs se encuentran au´n en el re´gimen de creep y siguen siendo
descritas por la misma clase de universalidad, con o sin el campo magne´tico aplicado
en el plano. Sin embargo, encontramos que el valor del pre-factor s´ı es afectado por el
campo magne´tico en el plano, aumentando su valor medio cuando e´ste esta´ presente.
Esto puede servir de gu´ıa para estudiar el comportamiento de la energ´ıa ela´stica de las
PDMs con campos magne´ticos en el plano, as´ı como para estudiar la posible interaccio´n
de Dzyaloshinskii-Moriya en pel´ıculas delgadas.
Adicionalmente, al realizar los ca´lculos de exponentes de rugosidad y sus pre-
factores, es importante considerar el muestreo estad´ıstico de las paredes que se este´
realizando. Es necesario trabajar con paredes que no este´n correlacionadas entre s´ı,
para poder explorar detalladamente la distribucio´n del para´metro en estudio. Adema´s,
se ha sugerido que las distribuciones de los exponentes de rugosidad se ajustan a dis-
tribuciones gaussianas al trabajar con un mı´nimo de 30 paredes[17], sin embargo esto
proviene de simulaciones nume´ricas donde es posible controlar el taman˜o de las interfa-
ses. Nuestras distribuciones resultaron tener un ancho considerable y ser no sime´tricas,
lo cual debe estudiarse sistema´ticamente. Una posibilidad es que en nuestro caso se
requiera de una mayor cantidad de paredes. Por otro lado, como mencionamos antes,
paredes ma´s largas reducen el ancho de la distribucio´n y se deber´ıa trabajar de esa
manera. En nuestros experimentos obten´ıamos paredes de diversos taman˜os y puede
ser que estemos viendo una mezcla de distribuciones para las diferentes longitudes de
pared.
De todos modos, algo que queda claro de este trabajo es que la definicio´n y el
uso del te´rmino “rugosidad” tiene que ser apropiadamente definido. Al estudiar los
valores del exponente y el pre-factor en diversas paredes, lo que uno intuitivamente
considera “rugoso” se refleja en el comportamiento del pre-factor. Al declarar que una
interfase es ma´s rugosa que otra es importante especificar si uno se esta´ refiriendo a
un cambio en el exponente o en el pre-factor. Visualmente, uno dice que las paredes
con campo magne´tico en el plano son ma´s rugosas, pero reportarlo sin ma´s contexto
dar´ıa a entender que estamos hablando de diferente valor del exponente de rugosidad
y posiblemente una clase de universalidad distinta, y por esto consideramos que es
importante reportar ambos para´metros.
A futuro se espera poder estudiar con mayor detalle la geometr´ıa de las PDMs, ya
sea en GdFeCo, en otros materiales y en simulaciones micromagne´ticas. Las te´cnicas
y herramientas desarrolladas en este trabajo sera´n u´tiles en estos otros trabajos y se
espera refinar el co´digo de manera que sea fa´cil de utilizar y modificar, de acuerdo a las
necesidades de cada usuario. Tambie´n esperamos que el poder cuantificar el comporta-
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miento del exponente de rugosidad y del pre-factor ayuden a decidir los experimentos
y mediciones que siguen. Por ejemplo, estudiar la dina´mica de la pared a diferentes
valores de campos Hx, estudiar los l´ımites del comportamiento de creep bajo el efecto
del campo magne´tico en el plano, y caracterizar el comportamiento del pre-factor ABr.
Una meta de mayor complejidad ser´ıa poder utilizar lo aprendido aqu´ı, avanza´ndolo
y desarrolla´ndolo ma´s, para poder trabajar con paredes no univaluadas. E´stas siempre
estara´n presente debido al desorden de la muestra y resulta ser muchas veces uno de los
factores que limita la cantidad de interfases u´tiles en el experimento. Esto permitir´ıa
estudiar paredes de geometr´ıas ma´s variadas y que se encuentren en ambientes con
centros de anclaje fuertes. Tambie´n, lo desarrollado aqu´ı se podr´ıa ampliar para ser
aplicado en PDMs desplazadas por corriente, las cuales presentan distintas geometr´ıas
y clases de universalidad. El uso de campos magne´ticos en el plano y corrientes para
modificar la dina´mica de PDMs presenta aplicaciones interesantes actualmente y ser´ıa
u´til entender las caracter´ısticas de estos comportamientos.
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