The increasing demand of goods, the high competitiveness in the global marketplace as well as the need to minimize the ecological footprint lead multipurpose batch process industries to seek ways to maximize their productivity with a simultaneous reduction of raw materials and utility consumption and efficient use of processing units. Optimal scheduling of their processes can lead facilities towards this direction. Although a great number of mathematical models have been developed for such scheduling, they may still lead to large model sizes and computational time. In this work, we develop two novel mathematical models using the unit-specific eventbased modelling approach in which consumption and production tasks related to the same states are allowed to take place at the same event points. The computational results demonstrate that both proposed mathematical models reduce the number of event points required. The proposed unit-specific event-based model is the most efficient since it both requires a smaller number of event points and significantly less computational time in most cases especially for those examples which are computationally expensive from existing models.
Introduction
Nowadays, it is more important than ever for multipurpose batch process industry to maximize their productivity by simultaneously minimize their costs, fuel and raw material consumption and ecological footprint to be able to survive in a highly competitive market. Developing optimal schedules is one of the main tools that multipurpose batch process industry can utilize to optimize their processes. Although heuristics-based and spreadsheetbased methods are often used to generate schedules, they are restricted to simple batch processes and often produce suboptimal schedules. Mathematical programming especially mixed-integer programming approaches have been received much attention in the past three decades because they can be used for more complicated batch processes and often provide optimal schedules. Before developing mathematical models, it is crucial to well represent the multipurpose batch process. Two representations have been proposed including state-task network and resourcetask network representations. The state-task network representation (STN) is proposed by Kondili et al. [1] in which all materials in the process are represented by states and processing operations in units are treated as tasks. While states are represented with circles (state nodes), tasks are depicted with rectangles (task nodes). The connections between states and task nodes are depicted with arrows. No resources such as processing units, storage tanks, utilities and manpower are demonstrated in the STN representation. Therefore, the resource-task network representation (RTN) is proposed by Pantelides [2] in which resources used by tasks are explicitly included. Based on the STN and RTN representations, several modelling approaches have been proposed for optimal scheduling of multipurpose batch processes resulting in a great number of mathematical models in the last three decades [3] [4] [5] [6] [7] . These modelling approaches include discrete-time [1, 8, 9] , and continuous-time modelling approaches. The continuous-time modelling approaches include slot-based [10] [11] [12] , global event-based [13] [14] [15] , unit-specific event-based [16] [17] [18] [19] and sequence-based modelling approaches [20] [21] [22] . The slot-based modelling approaches can be further classified into process-slot [11, 12] and unit-slot [12, 23] modelling approaches.
In the discrete-time modelling approach, the scheduling horizon is divided into time intervals of uniform or nonuniform lengths, where the start and end times of each interval are known and batches, tasks, or activities are assigned to intervals. Mathematical models developed using this modelling approach are often simple and they usually lead to tight mixed-integer linear programming (MILP) relaxation. A batch, task or activity should start or end exactly at the time interval points. The model sizes largely depend on the number of time intervals required. A great number of time intervals are often required to generate exact solutions, leading to computationally intractable model sizes even for small-scale problems since the length of each time interval is equal to the greatest common factor of the processing times of all units. To avoid an intractable number of time intervals required, continuous-time modelling approaches have been proposed in which the scheduling horizon is divided into ordered slots or event points with non-uniform unknown lengths. Batches, tasks, or activities are assigned to slots or event points. A batch, task or activity should start or end exactly at the slot points or event points. The model sizes also largely depend on the number of slots or event points required. The continuous-time modelling approaches require a significantly smaller number of time slots or event points. However, they often lead to worse MILP relaxation than the discrete-time modelling approach mainly due to the fact that they have to introduce a number of big-M terms in sequencing constraints. In the process slot-based and global event-based continuous-time modelling approaches, time slots or event points are common or shared for all processing units in the process. In other words, batches, tasks or activities in all processing units must start or end at the same slots or event points. In the unit-specific event-based and unit-slot modelling approaches, each unit has independent or separate time slots or event points. The same time slots or event points for different units can start or end at different times. Therefore, the unit-specific event-based or unit-slot modelling approaches often require a smaller number of slots or event points compared to the process slot-based and global event-based modelling approaches, leading to smaller model size and less computational time in general. While the unit-specific event-based modelling approach divides the scheduling horizon using event points where the next event point is not necessarily immediately start after its previous event point end, the unit-slot modelling approach divides the scheduling horizon based on slots where the next slot must immediately start after its previous slots end. In general, the unit-slot modelling approach is very similar to the unit-specific event-based modelling approach. Finally, the sequence-based modelling approach employs direct (immediate) or indirect (general) sequencing (precedence) of task-pairs on units to define a schedule. Time is not explicitly modelled in terms of slots or event points. Although it is not necessary for the sequence-based modelling approach to postulate the numbers of slots or event points a priori, they must postulate the number of batches, tasks or activities a priori.
In addition, they do suffer from the difficulty in monitoring resource levels.
The capabilities of the unit-specific event-based modelling approach have been well established in the literature [17, 24, 25] with fewer number of event points and smaller model size, which often lead to smaller computational expenses. In most mathematical models developed using the unit-specific event-based modelling approach, the timing variables are defined based on tasks, not on units. In other words, the independent or separate event points are used for tasks, not for units. Therefore, we call them as task-specific event-based models in this work. Most of these task-specific event-based models still require a high number of event points to generate optimal schedules, leading to large model sizes and computational time. This is because most of these models do not allow consumption and production tasks related to the same states to take place at the same event points, unnecessarily increasing the number of event points required. Recently, Shaik and Vooradi [26] proposed a task-specific event-based model for scheduling of multipurpose batch processes, allowing production and consumption tasks related to the same states to take place at the same event points. However, their model is only applicable to the batch process without any recycling loop.
In this work, we develop two novel mathematical models using the unit-specific event-based modelling approach in which related consumption and production tasks are allowed to take place at the same event points. While we define timing variables based on units in one model (called unit-specific event-based model), the timing variables are defined based on tasks in the other model, (called task-specific event-based model). Both formulations are developed based on the STN representation. To make our models applicable for any batch processes, we introduce a definition of recycling tasks slightly different than the definition of recycling tasks of Li et al. [5] . We only allow non-recycling production and consumption tasks to take place at the same event points to avoid suboptimality. The computational results demonstrate that both proposed mathematical models are very general and can be applied for all batch processes even those with recycling loop and reduce the number of event points required. The proposed unit-specific event-based model is the most efficient since it both requires a smaller number of event points and significantly less computational time in most cases especially for those examples which are computationally expensive from existing models.
These units are used to produce P (p = 1, 2,…, P) final products using F (f = 1, 2,…, F) feeds. I (i = 1, 2,…, I ) tasks will be processed in the processing units. Each processing unit can process I j tasks. At each time, at most one task can be processed in a processing unit. Besides final products, intermediate states are also produced. There are total S (s = 1, 2,…, S) states including feeds, intermediate states, and final products. The feeds are denoted as S R , the intermediate states are denoted as S IN , and the final products are included in the set of S FP . The proportion of each state s produced or consumed by a task i in a unit j is denoted by i,j,s . While positive values of i,j,s denote production of state s during the processing of task i in unit j, negative values of i,j,s denote consumption of state s during the processing of task i in unit j. After production, each batch is allowed to be mixed with other batches or split into several batches for further processing. After production in a processing unit, an intermediate state may or may not be allowed to remain in this processing unit. If an intermediate state has to be transferred immediately to storage or other processing units after production, it is called zero wait (ZW) policy. If an intermediate state is allowed to remain in a processing unit with unlimited time, then it is called unlimited wait (UW) policy. If an intermediate state is allowed to be held in a processing unit with a certain time, then it is called limited wait (LW) policy. In this paper, we also assume UW policy for all intermediate states. By introducing this, the scheduling problem can be stated as follows, Given: (1) STN representation of a multipurpose batch facility; (2) J units, unit capacities, suitable tasks and their processing times; (3) S states, the portion of states produced or consumed from a task in a processing unit; (4) Product prices; (5) Scheduling horizon. Determine: (1) Optimal production schedule involving task allocations, start and end timings, sequences and batch sizes; (2) Inventory profiles. Operating rules: (1) At most one task can be processed in a processing unit at any time; (2) Batch mixing and splitting is allowed. Assumptions: (1) All parameters are deterministic; (2) The processing time of a task in a processing unit depends on a fixed processing time (denoted as α ij plus a variable process time based on the batch sizes, which is denoted as (β ij ⋅b ij ); (3) Unlimited feed materials are available; (4) Unlimited storage policy for all states; (5) Unlimited resources where required are available; (6) Unlimited wait policy for intermediate states.
The objective is to maximize productivity or minimize makespan. The makespan is defined as the time required to produce a specified demand.
Motivating example
Let consider an example whose STN representation is depicted in Fig. 2 . In this example, a raw material S1 is converted into a final product S3 through two tasks (i.e., I1 and I2) in two processing units (J1 and J2). The scheduling horizon is 9 h. The objective is to maximize the productivity of product S3. All relevant data for this example are given in Table 1 . We use the mathematical model of Shaik and Floudas [25] to solve this example. We obtain the optimal solution of 500.00 cu using 2 events. The optimal schedule is illustrated in Fig. 3 . As seen from Fig. 3 , the task I1, processed in unit J1, produces 100.00 cu of S2 at event point N1, which is further processed at task I2 in unit J2 to produce final product S3 with 100.00 cu at event point N2. This is because the task I2 in unit J2 is a consuming task of S2 and the task I1 in unit J1 is a production task for S2. Therefore, the task I2 must always start at event point N2 since the production task I1 take place at event point N1 based on the model of Shaik and Floudas [25] . However, we can use one event point for the optimal schedule through analysis. Figure 4 illustrates the optimal schedule with only one event point. From Fig. 4 , it can be observed that the consuming task I2 takes place at the same event point as the production task I1, but not in real time. In real time, task I2 still takes place after I1 is completed. By doing this, we can reduce one event point required for generating the optimal solution. As discussed previously, the model size and computational performance largely depend on the number of event points required. This motivates us to develop new mathematical formulations for scheduling of multipurpose batch facilities by allowing consuming and production tasks related to the same states take place at the same event points to reduce the number of event points required.
Definition of recycling tasks
Despite the fact that allowing all related production and consumption tasks take place at the same event points can potentially reduce the number of event points and increase computational efficiency, we could obtain suboptimal solutions in some cases by allowing all production and consumption tasks related to the same states to take place at the same event points. Consider the following example which is depicted in Fig. 5 and Table 2 . If production and consumption tasks related to the same states are not allowed to take place at the same event points, the optimal productivity of 1656 cu is generated with four event points from the model of Shaik and Floudas [25] . However, if all production and consumption tasks related to the same states are allowed to take place at the same event points, then the suboptimum productivity of 1511 cu is generated. This occurs from tasks I3, I4 and I5. Note that tasks I4 and I5 produce two states S2 and S4 and task I3 consumes state S2 and produces state S3. If these tasks (i.e., tasks I3, I4, and I5) are allowed to take place at the same event points, it is not possible for these tasks to take place at the same time in real time, which leads to suboptimum solutions.
To avoid suboptimality in such cases, a new definition slightly different from that of recycling tasks of Li et al. [5] is introduced. We define a recycling task in a processing unit if it produces a state that can be consumed either by a task in its upstream processing units or by other tasks in the same processing unit. The recycling tasks are included in the set I R . In Fig. 6 , there are four tasks (I1-I4), two processing units (J1-J2) and three states (S1-S3). While tasks I1 and I3 can be processed in unit J1, tasks I2 and I4 can be processed in unit J2. Tasks I1 and I2 consume S1 and produce S2, whilst tasks I3 and I4 consume S2 and produce S1 and S3. Based on this new definition, task I1 is considered as a recycling task because it produces S2 that can be used by task I3 as a raw material in the same unit (i.e., J1). Similarly, tasks I2-I4 are also recycling tasks. Consequently, all tasks in the example depicted in Fig. 6 are considered as recycling tasks. As discussed before, the advantages of the unit-specific event-based modelling approach have been well established in the literature. This modelling approach is used to develop our new models, which are presented below.
Model M1
In this model, the timing variables are defined based on units. Therefore, this proposed model is called the unitspecific event-based model.
Allocation constraints
To assign tasks to units, we define binary variables w i,j,n,n# to denote if a task i is processed in a unit j from event point n to event point n′. We allow a task in a unit to span over Dn event points to make the model general where Dn is a parameter that could be used to control the number of event points that a task can span across. At most one task is allowed to take place in a unit during a time as specified by Constraint (1) . If tasks are allowed to span over more than one events (Dn > 0), Constraint (1) allows at most one task to be active from event point n to event point n′. X [25] ; T-S: the revised model of Shaik and Floudas [25] allowing all production and consumption tasks related to the same states take place at the same event points; CPU: Central processing unit; RMILP: relaxed mixed-integer linear program. 
Capacity constraints
We define variables b i,j,n,n# to denote the amount of materials (i.e., batch size) processed by a task i in a unit j from event point n to event point n′. If a unit j processes a task i from event point n to event point n′, then the material processed in this unit should be constrained by the minimum (B min i,j ) and maximum (B max i,j ) capacity limits.
Material balance
We define ST s,n to denote the amount of material s at event point n, which is used to monitor inventory of the materials in storage and ensure no storage capacity violation. Since we allow non-recycling tasks to take place at the same event points as the related consumption tasks, these nonrecycling tasks produce materials at event point n.
However, recycling tasks have to produce materials at event point (n-1). With this, the amount of material in a storage at an event point n should be equal to the amount of materials at the previous event point (n-1) plus the material produced from non-recycling tasks at event point n and recycling tasks at event point (n-1) minus the material consumed by consumption tasks at event point n, as indicated in Constraints (3) and (4).
Processing duration constraints
Once a batch is processed on a unit, then it must be processed for some duration. A unit is also allowed to be idle after processing. We define T s j,n and T f j,n to denote the start and end times of a processing unit j at event point n.
The end time of a unit j at event n must be greater than the total processing time, consisting of a fixed term and a variable term depending on the batch size, as indicated in the Constraint (5) .
Note that we do not force the finish time to be equal to the start time plus the total processing time to allow materials produced temporally stored in unit or a unit to be idle after processing, which may lead to a smaller number of event points that is required to generate the optimum solution as claimed by Li and Floudas [17] .
Sequencing constraints
Same or different tasks in the same unit: An event point n on a processing unit j must always start after its previous event point on the same unit finishes.
Different tasks in different units: We need to sequence consuming and production tasks related to the same states where the consuming and production tasks are different tasks in different units. Although a consuming task is allowed to take place at the same event points with its related production tasks which are non-recycling tasks, this consuming task must always start after its related production tasks finish in real time. We introduce a new continuous variable T s,n , which denotes the time that state s is available to be consumed at event point n. Then we have:
T s,n £T s,nþ1 8s 2 S IN ,n:
The finish time of unit j, which is related with the production of state s should be before the time that state s is available.
The start time of unit j at event point n, which is related with the consumption of state s should be after the time that the state is available if it was produced by a non-recycling task i′.
If state s is produced by a recycling task i′, the end time of unit j at event point n + 1, which is related with the consumption of state s should be after the time that the state is available instead.
Objectives
We consider two different objectives. In the first objective, the productivity of a given facility is maximized for a specified scheduling horizon. The other objective is to minimize makespan (denoted as MS), which is considered as following, MS³T f j,n 8j, n ¼ N :
In the minimization of makespan problem, it should be also ensured that the total demand is satisfied.
We complete our model M1 which comprises of Eqs. (1-11) if maximization of productivity is considered as objective and Eqs. (1-10), (12) , (13) if minimization of makespan is considered.
Model M2
In this model, the timing variables are defined based on tasks. The same tasks that can be processed in different units have to be divided into two different tasks. We call this model task-specific event-based model. Production and consumption tasks related to the same states are also allowed to take place at the same event points in this model.
Allocation constraints
Similar to the model M1, at most one task is allowed to take place at each event point. X
Capacity constraints
The batch size of task i from event point n to event point n′ should be constrained by the maximum and minimum capacities if the task is active. Otherwise, it should be equal to zero. This Constraint (15) is the same as that of Shaik and Floudas [25] .
B min i w i,n,n# £b i,n,n# £B max i w i,n,n# 8j,i 2 I j ,n£n 0 £n þ Δn:
Material balance constraints
Similar to the model M1, we allow materials that are produced by non-recycling tasks to be consumed by their related consumption tasks at the same event point. However, if the materials are produced by recycling tasks, then they have to be consumed by their related consumption tasks at the next event point.
Processing duration constraints
The finish time of a task i should always be greater than the start time of the same task. It should be also greater than the start time of the task plus the total processing time if the task is active.
Sequencing constraints
Same tasks in the same units: A task i taking place at event point n + 1 should always start after it finishes at event point n. This Constraint (19) is the same as those of Shaik and Floudas [25] .
Different tasks in the same units: A task i taking place at event point n + 1 should always start after all other tasks that can be processed in the same unit finish at event point n.
Different tasks in different units: Similar to the model M1, two different sets of constraints are introduced based on whether the production task is a recycling or a nonrecycling task.
Tightening constraint
The duration of all tasks performed in a unit j must not exceed the scheduling horizon. X i 2 I j X n X n£n#£nþΔn ðα i ⋅w i,n,n# þ β i ⋅b i,n,n# Þ£H 8j: (23)
Objectives
Similar to the model M1, two objectives were also considered in this model M2. In the first objective, the productivity of a given facility is maximized for a specified scheduling horizon.
The second objective is to minimize makespan.
MS³T f i,n 8i, n ¼ N :
Finally, in the case of minimization of makespan, the total demand should be satisfied.
We complete our model M2 which comprises Eqs. (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) if the maximization of productivity is considered as objective and Eqs. (14-23), (25) , (26) if the minimization of makespan is considered as objective. Tables 15-20. While Tables 15-19 present the results from M1 and M2 with maximization of productivity as the objective, Table 20 presents the results from both models with minimization of makespan as the objective. From Tables 15-20, it can be observed that both M1 and M2 models are able to generate optimum solutions using less number of event points, which leads to smaller model sizes and less computational time. For instance, both M1 and M2 models require two event points less than the model of Shaik and Floudas [25] to generate the optimal solutions in all instances in Example 1 (see Table 15 ). More Fig. 17 .
Computational studies
From Fig. 17 , it can be observed that the related production and consumption tasks take place at the same event points because all production tasks in this example are treated as non-recycling tasks. For instance, task I1 processed in unit J1 is a non-recycling task, which takes place at event point N1. Its related consumption task is task I3 processed in unit J3 since this task I3 consumes state S2 produced from task I1, which also takes place at the same event point N1. Similarly, from Table 18 , both mathematical models require 7 event points to generate the optimal solution for Example 4, while the model of Shaik and Floudas [25] requires 10 event points. This leads to 30% reduction in the number of binary variables (60 vs. 42) using the proposed mathematical models. From the optimal schedule for Example 4 using the model M1, which is depicted in Fig. 18 , it can be again confirmed that the reduction in the total event points required is due to the fact that all related production and consumption tasks are allowed to take place at the same event points. More specifically, from Fig.  18 , it seems that task I4 processed in unit J4, which is a non-recycling, task takes place at event point N3, while its related consumption task is task I6 processed in unit J6 which also takes place at the same event point N3. Briefly, it can be concluded that the proposed models M1 and M2 can be applied to any batch processes even those with recycling loops such as the batch processes in Fig. 1 and Fig. 8 .
From Tables 16-17 , we can observe that the proposed formulations M1 and M2 require the same number of event points with the model of Shaik and Floudas [25] for Examples 2-3. For these examples, M1 and M2 do not reduce the computational time too much because of the same number of event points required. It should be noted though that when tasks have to span over multiple event points, then model M1 can significantly reduce the computational time. This main reason may come from the Constraint (5) which is tighter than those in Shaik and However, even though the proposed models, especially model M1, are more efficient for most of the examples, it seems that in some special cases they require a bit larger CPU time. For instance, in Example 4 depicted in Table 18 the model of Shaik and Floudas [25] is able to generate the optimum solution in 24.18 s, while models M1 and M2 require 35.88 s and 27.63 s respectively. Nevertheless, the difference is not large, which is in the same magnitude. The main possible reason is that the proposed models M1 and M2 require more CPU time to prove optimality for this example due to different nodes investigated using the branch and bound algorithm. It should also be noted that in Tables 15-20 only the computational time required to generate the optimal solution using the optimum number of event points and Dn is reported. In practice, an iterative procedure is often used to find the optimal number of event points, Dn and the optimal solution. In this iterative procedure, the problem is solved starting from the minimum number of event points. The number of event points is increased by one until there is no change in the obtained solution. In the iterative procedure, it should be also examined whether allowing one a task to span for more than one event point can lead to the optimal solution. We use the iterative procedure to solve Example 4 with the model of Shaik and Floudas [25] and the proposed model M1. The computational results are given in Table 21 . From Table 21 it seems that the model M1 requires less total computational time to locate the optimal solution using the iterative procedure. More specifically for model M1 1281 s are required to prove that the optimal solution is generated by using 7 event points while for Shaik and Floudas [25] significantly more time (2771 s) is required to prove that the optimal solution is generated by using 10 event points.
Conclusions
In this paper, we proposed two novel mathematical formulations M1 and M2 using the unit-specific eventbased modelling approach. While timing variables in M1 were defined based on units, they were defined based on tasks in M2. In both models, production and consuming tasks related to the same states were allowed to take place at the same event points. To avoid suboptimality in some cases, we proposed a new definition of recycling and nonrecycling tasks. Only the non-recycling production tasks and related consuming tasks are allowed to take place at the same event points. The computational results demonstrate that the proposed models M1 and M2 generated optimal solutions for all examples and reduced the number of event points required, leading to smaller model sizes. Both models are applicable to any batch processes even those with recycling loops. Furthermore, the proposed model M1 is the most efficient since it requires the least possible computational time which can reach up to one magnitude in most cases. In the future, we will extend the proposed models M1 and M2 to solve other more complex intermediate storage policies such as FIS and NIS.
T s i,j,n : start time of task i in unit j at time event point n T f i,j,n : end time of task i in unit j at time event point n
