Let G be a digraph and r(G) be its rank. Many interesting results on the rank of an undirected graph appear in the literature, but not much information about the rank of a digraph is available. In this article, we study the rank of a digraph using the ranks of its blocks. In particular, we define classes of digraphs, namely r2-digraph, and r0-digraph, for which the rank can be exactly determined in terms of the ranks of subdigraphs of the blocks. Furthermore, the rank of directed trees, simple biblock graphs, and some simple block graphs are studied.
Notations and Preliminaries
A digraph G = (V (G), E(G)) consists of a vertex set V (G) and an arc set E(G) ⊆ V (G) × V (G). An arc (u, u) is called a loop at the vertex u. A weighted digraph is a digraph equipped with a weight function f : E(G) → C. If V (G) = ∅ then, the digraph G is called a null graph. A subdigraph of G is a digraph H such that V (H) ⊆ V (G) and E(H) ⊆ E(G). A subdigraph H is an induced subdigraph of G if u, v ∈ V (H) and (u, v) ∈ E(G) implies (u, v) ∈ E(H).
A simple graph G = (V (G), E(G)), consists of a vertex set V (G), and edge set E(G), where each edge is an unordered pair (u, v) of vertices, u = v. With each directed graph G we associate an underlying simple graph, with the same vertex set, and an edge (undirected) between two distinct vertices u and v if only if (u, v) or (v, u) is an arc of G. A cut-vertex in a simple graph is a vertex whose removal increases the number of connected components. A block in a simple graph is a maximal connected induced subgraph with no cut-vertex. A vertex in a digraph is a cut-vertex if it is a cut-vertex of its underlying simple graph. Similarly a subdigraph is a block of the digraph if it corresponds to a block in the underlying simple graph. A graph or digraph with no cut-vertex is called nonseparable. A block of a digraph G is pendant block if it contains at most one cut-vertex of G. In Figure 1a a digraph with seven blocks is presented. These blocks are the induced subdigraphs on the vertex-sets {v 1 , v 2 , v 3 }, {v 1 , v 4 , v 5 }, {v 1 , v 6 , v 7 , v 8 }, {v 6 , v 11 , v 12 }, {v 8 , v 9 , v 10 }, {v 2 , v 14 }, {v 4 , v 13 }, respectively.
For every weighted digraph G there corresponds a matrix A(G) with a uv = f (u, v) for every (u, v) ∈ E(G) (in particular, a uu is the weight of the loop at u, if it exists), and a uv = 0 otherwise.
Let cs(M ) denote the column space of a matrix M , that is, the space of all linear combinations of the columns of M . Similarly, rs(M ) denotes the row space of M .
Appending a row (column) to a matrix M keeps its rank unchanged if the row (column) is in the row space (column space) of M , otherwise, the rank is increased by 1. Thus, increasing the size of a square matrix by one increases its rank by at most 2. It leads to the following observation. Observation 1. Let G be a digraph with a cut-vertex v. Let H be a nonempty induced subdigraph which includes v such that there is no arc (p, q) or (q, p), where p ∈ V (H \ v) and q ∈ V (G \ H). Then one of the following three cases can occur.
Some typical examples of simple graphs and weighted digraphs for the above three cases are the following: Example 1. CASE I:
1. Simpe graph: Consider a nonsingular simple bipartite graph H of order n. For example, a simple bipartite graph with a unique perfect matching is nonsingular. Note that n has to be even as the eigenvalues of a bipartite graph are symmetric with respect to 0, thus if n is odd then the bipartite graph is singular. By Cauchy's interlacing eiegnvalues property, if we remove any vertex v from H then the resulting bipartite graph will be singular having exactly one zero eigenvalue. Hence, r(H \ v) = n − 2. That is, r(H) = r(H \ v) + 2.
2. Digraph: Consider a digraph H on two vertices u, v without loops. Let the arcs (u, v), (v, u) have nonzero weights α 1 , α 2 , respectively. Then r(H) = r(H \ v) + 2.. CASE II:
1. Simple graph: Consider a simple complete bipartite graph
If we remove a vertex v from H, the rank will still be 2. That is, r(H) = r(H \ v) + 0 = 2.
2. Digraph: Consider a digraph H on two vertices u, v, with loop on u but not on v. Let H has only one arc (u, v). Then r(H) = r(H \ v) = 1.
CASE III:
1. Simple graph: A simple complete graph K n , n ≥ 2 is nonsingular. Thus if H = K n , n ≥ 3, then removal of any vertex v results in a decrease of the rank by 1. That is, r(H) = r(H \ v) + 1.
2. Digraph: Consider a digraph H on two vertices u, v, without loops, and exactly one arc (u, v). Then r(H) = r(H \ v) + 1.
In Section 2 we discuss CASE I and we define a new family of digraphs, r 2 -digraphs, to obtain results on ranks of r 2 -digraphs. In Section 3 we discuss CASE II, we define a new family of digraphs, r 0 -digraphs, to obtain results on their ranks. In Section 4 we discuss CASE III, and give some partial results, which includes results on ranks of block graphs discussed in [18] . (b) x T / ∈ rs(B) and y ∈ cs(B).
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CASE I
Theorem 2.1. Let G be a digraph with a cut-vertex v. Let H be a nonempty induced subdigraph which includes v such that there is no arc (p, q) or (q, p), where
Proof. With suitable reordering of the vertices in G, we can write,
where the first row and the first column correspond to the cut-vertex v, α is the weight of the loop at v, and O denotes the zero matrix of suitable order. Clearly the rank of the matrix
The rank of M can be at most r(H \ v) + r(G \ H) + 1. By the hypothesis and using Theorem 1.1(1),
Thus the first row of M is not in the row space of the rest of the matrix. Hence the rank of M is r(H \ v) + r(G \ H) + 1. Now, consider A(G). Its rank can be at most r(M ) + 1. Again using Theorem 1.1(1) and by the hypothesis, the column vector y / ∈ cs(A(H \ v)), which implies that the first column of A(G) is not in the column space of M . Hence
Which proves the result.
Tree digraph
A directed edge or arc from a vertex v 1 to a vertex v 2 of weight α is denoted by − −− → v 1 αv 2 . A simple weighted edge of weight α between v 1 and v 2 is an edge, where −−− → v 1 αv 2 , −−−→ v 2 αv 1 , and no loops on v 1 and v 2 . In general an edge between the vertices v 1 , v 2 in a weighted directed graph G is a set of two arcs,
We now define a few more types of edges for the purpose of our study. Let v be a cut-vertex and u be a noncut-vertex of the digraph G. Anñc-edge between v and u is an edge, where − −− → vα 1 u, − −− → uα 2 v (α 1 , α 2 are nonzero), and there is no loop on the noncut-vertex u. Similarly, anñc-arc between v and u is an arc either from v to u or u to v and no loop on u. Analogously, an nc-edge between v and u is an edge, where − −− → vα 1 u, − −− → uα 2 v, (α 1 , α 2 are nonzero), and there is a loop on u. Finally, an nc-arc between v and u is an arc either from v to u or u to v and a loop on u. Matching in a digraph is a set of vertex disjoint pairs of arcs on the same vertices.
For an undirected tree having maximum matching of size q, the rank is equal to 2q [5] . We show that this result is also true for some categories of tree digraphs. Let T denote a tree digraph obtained from an undirected tree by replacing its each simple edge (u, v) by arcs − −− → uα 1 v, − −− → vα 2 u of arbitrary nonzero weights α 1 , α 2 . We will call such a tree digraph T a loopless bi-arc tree. If loops are allowed only at cut-vertices then we call T as a cut-loop bi-arc tree. That is, in a cut-loop bi-arc tree, any noncut vertex does not have a loop while any cut-vertex may or may not have a loop. We consider a class of tree digraphs having loops and single arcs on the vertices in the next subsection.
Theorem 2.2. Let T be a loopless bi-arc tree having the maximum matching of size q. Then r(T ) = 2q.
Proof. We denote by T n any bi-arc tree with n vertices. We will prove the result by using induction on n. For n = 1, clearly the result is true. Assume that the result is true for every T n , n ≥ 1. Consider a tree T n+1 . Let e uv = (u, v) be a pendant edge of T n+1 , v the cut-vertex. Let C 1 , . . . , C k be the components (bi-arc trees of order less than n) of T n+1 \ (u, v) having maximum matching of size m 1 , . . . , m k , respectively. Adding to the maximal matchings of C 1 , . . . , C k , the edge (u, v) yields a matching in T n+1 of size
This is a maximal matching in T n+1 , since any matching in T n+1 consists of at most one edge incident with v and matchings in C 1 , . . . , C k , and thus has size of at most 
Definition 1.
A block induced pendant subdigraph of G q is a maximal subdigraph of any block of G such that it has exactly one cut vertex of G. Notice that any digraph can be extended to an r 2 -digraph by adding r 2 -blocks at all the cut-vertices. Moreover, an r 2 -digraph can be extended to a higher order r 2 -digraph by coalescing r 2 -blocks at arbitrary vertices. Thus a nonseparable digraph can also be converted to an r 2 -digraph. The smallest r 2 -block in a digraph could be anñc-edge. A digraph in Figure 1a is extended to an r 2 -digraph in Figure 1b by attaching nc-edges at the cut-vertices.
Theorem 2.5. Let G be an r 2 -digraph having k blocks, B 1 , B 2 , . . . , B k , and m cut-vertices. Then
Proof. The proof follows by using Theorem 2.1 for each r 2 -block of G. Corollary 2.6. Adding loops or weights on the loops at the cut-vertices does not change the rank of an r 2 -digraph.
Proof. By Remark 1.2, the weights of the loops at the cut-vertices did not play any role in Theorem 2.1 and Theorem 2.5, and hence the result follows. Theorem 2.7. Let G be an r 2 -digraph with m cut-vertices. Consider s digraphs W 1 , W 2 , . . . , W s . Let añ nc-edge be added between one arbitrary vertex of W i and one arbitrary cut-vertex of G for i = 1, . . . s. Let G ′ be the resulting digraph. Then
Proof. The proof follows by Theorem 2.1 for each r 2 -block of G.
Corollary 2.8. Let G be an r 2 -digraph. On adding edges or arcs to its cut-vertices, the rank increases by the number of nc-edges or nc-arcs. Thus the rank is unchanged by the addition of simple edges at its cut-vertices.
Proof. The proof directly follows by Theorem 2.7.
We will now see some more categories of tree digraphs.
Definition 4. r 2 -Tree Digraph: Let T be a cutloop bi-arc tree. If at each cut-vertex of T there exists añ nc-edge then it is called an r 2 -tree digraph.
Corollary 2.9. Let T denote an r 2 -tree digraph with s nc-edges or nc-arcs. If q is the maximum matching in T , then r(T ) = 2q + s.
Proof. It follows by Theorem 2.2 and Corollary 2.8.
A simple graph is called a block graph if each of its blocks is a simple complete graph. When each block of a simple graph is simple complete bipartite graph then it is called a biblock graph. A block graph is called an r 2 -block graph if there exists a simple pendant edge at each of its cut-vertices. An example of an r 2 -block graph is given in Figure 2a . Similarly, A biblock graph is called an r 2 -biblock graph if there exists a simple pendant edge at each of its cut-vertices. An example of an r 2 -biblock graph is given in Figure 2b .
Corollary 2.10.
[18](Theorem 3.5) Let G be an r 2 -block graph with m cut-vertices and k blocks. Choose m pendant edges, one at each cut-vertex. If each of the remaining n − k blocks has at least two noncut-vertices, then G is nonsingular.
Corollary 2.11. Let G be an r 2 -biblock graph with m cut-vertices and k blocks. Choose m pendant edges, one at each cut-vertex. If each of the remaining n − k blocks has at least two noncut-vertices in different partition, then r(G) = 2k.
Proof. Let B 1 , B 2 , . . . , B m be the blocks which are m pendant edges selected one from each cut-vertex of G. Let B m+1 , B m+2 , . . . , B k be the rest of the blocks in G. Using Theorem 2.5
Note that anyB i is complete bipartite graph having at least 2 vertices, thus it has rank 2. Hence,
This completes the proof.
CASE II
Let G 1 be any subdigraph of a digraph G. Let v be a cut-vertex of G with a loop of weight α. By v[G 1 ] in , we denote the column vector consisting of the weights of all the incoming edges from G 1 to v. Similarly, by v[G 1 ] out , we denote the row vector consisting of weights of all the outgoing edges from v to G 1 . Theorem 3.1. Let G be a digraph with a cut-vertex v. Let H be a nonempty induced subdigraph which includes v such that there is no arc (p, q) or (q, p), where p ∈ V (H \ v) and q ∈ V (G \ H). If r(H) = r(H \ v), and any of the following happens,
Proof. With suitable relabelling of the vertices, we can write
Notice that by the hypothesis the row vector [y
. Similarly, the column vector
Using elementary operations, A(G) can be transformed to the matrix
Clearly the result follows for α = 0. When w T / ∈ rs(A(G \ H)) or z / ∈ cs(A(G \ H)), then for any value of α, r α w
Hence the result follows. v) ).
Since, G \ (B 1 \ v) has k blocks, all of them, except for at most one, r 0 -blocks, by the induction hypothesis
r(B i ).
Hence r(G) = k+1 i=1 r(B i ), which proves the result. Corollary 3.3. Let G be a biblock graph having k blocks. If each block has at least two noncut-vertices in different partition sets, then r(G) = 2k.
Proof. Note that such a biblock graph G is an r 0 -digraph. Hence the result follows from the Theorem 3.2.
CASE III
Let H be any subdigraph of a digraph G having a cut-vertex v with a loop of weight α. By v[α H] in we denote the column vector consisting of the weight of the loop at v and weights of all the incoming edges from H to v. Similarly, by v[α H] out we denote the column vector consisting of the weight of the loop at v and the weights of all the outgoing edges from v to H. Theorem 4.1. Let G be a digraph with a cut-vertex v. Let H be a nonempty induced subdigraph which includes v such that there is no arc (p, q) or (q, p), where p ∈ V (H \v) and q ∈ V (G\H). If r(H) = r(H \v)+1, then 
