ABSTRACT Distributed denial of service (DDoS) attack is an attempt to make an online service unavailable by overwhelming it with traffic from multiple sources. Therefore, it is necessary to propose an effective method to detect DDoS attack from massive data traffics. However, the existing schemes have some limitations, including that supervised learning methods, need large numbers of labeled data and unsupervised learning algorithms have relatively low detection rate and high false positive rate. In order to tackle these issues, this paper presents a semi-supervised weighted k-means detection method. Specifically, we firstly present a Hadoop-based hybrid feature selection algorithm to find the most effective feature sets and propose an improved density-based initial cluster centers selection algorithm to solve the problem of outliers and local optimal. Then, we provide the Semi-supervised K-means algorithm using hybrid feature selection (SKM-HFS) to detect attacks. Finally, we exploit DARPA DDoS dataset, CAIDA ''DDoS attack 2007'' dataset, CICIDS ''DDoS attack 2017'' dataset and real-world dataset to carry out the verification experiment. The experiment results have demonstrated that the proposed method outperforms the benchmark in the respect of detection performance and technique for order preference by similarity to an ideal solution (TOPSIS) evaluation factor.
I. INTRODUCTION
In computing, a denial-of-service attack (DoS attack) is a cyber-attack in which the perpetrator seeks to make a machine or network resource unavailable to its intended users by temporarily or indefinitely disrupting services of a host connected to Internet. DoS is typically accomplished by flooding the targeted machine or resource with superfluous requests in an attempt to overload systems and prevent some or all legitimate requests from being fulfilled. In a distributed denial-ofservice attack (DDoS attack), incoming traffic flooding the victim originates from many different sources. This effectively makes it impossible to stop attack simply by blocking a single source. A DDoS attack is analogous to a group of people crowding the entry door of a shop, making it hard
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for ordinary customers to enter, disrupting trade. Nowadays DDoS attacks are rising significantly and high-volume attack events have occurred quite frequently, which have a lot to do with the prevalence of Internet of Things (IoT) botnets, such as Mirai botnet.
A. MOTIVATION
To prevent against DDoS attacks, researchers have proposed and implemented various countermeasures, including detection, defense and traceback. Among all these countermeasures, DDoS detection is the first and most important step in fighting against DDoS attacks. There are two classes of DDoS detection techniques: misuse detection and anomaly detection. Misuse detection techniques try to detect attack by comparing the current activity of destination network to a database of known attack signatures. But, these techniques are difficult to detect new attacks. So, anomaly detection techniques are introduced to detect unknown attacks by comparing the current activity of destination network to an established normal activity represented as a profile. The basic detection approach is to use machine learning to create a model of trustworthy activity, and then compare new behavior against this model. Machine learning methods mainly include supervised learning and unsupervised learning. Machine learning-based detection methods have the following limitations. Insufficient labeled data of supervised learning methods lead to low detection rate, and unreasonable initialization of unsupervised learning parameters leads to local optimal or poor detection effect. In addition, too many features in learning process cause ''the curse of dimensionality'', and unreasonable feature sets lead to poor detection performance.
In order to overcome the above limitations, this paper proposes a semi-supervised clustering detection method using hybrid feature selection algorithm, and the provided method uses only small amount of labeled data and relatively large amount of unlabeled data to detect DDoS attack behavior.
B. CONTRIBUTIONS
The main contributions of this paper can be summarized as follows:
1) It presents a hadoop-based hybrid feature selection method combined with subsequent learning process to find the most effective feature set. (Section III) 2) It proposes a semi-supervised weighted k-means method using hybrid feature selection algorithm (SKM-HFS) to achieve better detection performance, and this method requires fewer labeled data sets for training. (Section IV) 3) It provides an improved density-based initial cluster centers selection method to solve the problem of outliers and local optimal of k-means clustering.
(Section IV) 4) It exploits DARPA DDoS dataset, CAIDA ''DDoS attack 2007'' dataset, CICIDS ''DDoS attack 2017'' dataset and real-world dataset to verify that the proposed method outperforms the benchmark in the respect of detection performance and TOPSIS evaluation factor. (Section V) The remainder of this paper is organized as follows. In Section II, we review the related works about DDoS detection methods and feature selection methods in DDoS detection. Section III provides the hybrid feature selection method and Section IV proposes the semi-supervised k-means DDoS detection algorithm using hybrid feature selection method, and Section V shows the experiment details and gives the experiment results and analyses. Finally, conclusions and future work are provided in Section VI.
II. RELATED WORKS A. DETECTION METHODS
There are many DDoS attack detection methods, while this paper mainly focuses on machine learning based detection methods. Machine learning methods mainly include unsupervised learning and supervised learning.
Unsupervised learning techniques deal with learning tasks with unlabeled or untagged data, and clustering is the most popular unsupervised learning technique. K-means algorithm, as a clustering method, has been successfully used to detect anomalies [1] and DDoS [2] , and some modified k-means methods [3] , [4] are provided to improve detection efficiency. Besides, there are some other unsupervised learning methods to detect DDoS attacks [5] .
Meanwhile, many supervised learning algorithms are used for DDoS detection [6] . Nguyen et al. [7] uses k-NN classifier method and cosine formula based algorithm to detect DDoS attacks. Xiaoet al. [8] presents a CKNN (KNN with Correlation analysis) detection method, which exploits correlation information of training data to improve classification accuracy. Vijayasarathy et al. [9] uses multiple Bayesian classifiers to detect DDoS attacks. However, naive Bayes is based on a very strong independence assumption, which is not always satisfied. Bouzida et al. [10] proposes a decision tree-based detection method and exploits KDD99 dataset for model training and testing to obtain 93% detection rate. But, this model requires a large number of labeled data for effective training. Li et al. [11] demonstrates a DDoS detection system based on LVQ neural network to improve accuracy. Cheng et al. [12] proposes a flow correlation degree feature and applies a random forest detection model, which has a 98.57% detection rate and a 2.72% false positive rate. With increase of labeled samples, detect accuracy is improved. Khundrakpam et al. [13] detects DDoS attack using a multilayer perceptron (MLP) classification method with genetic algorithm.
In summary, supervised learning method has better accuracy. But, one limitation of it is the need of large-scale labeled data to train the classifier, which is not easy to get. Unsupervised learning has the advantage of detecting new samples better than supervised learning. However, the manually assignment of cluster numbers and other parameters could result in relatively low accuracy.
In addition to the above machine learning methods, chaos theory is used in DDoS detection in recent years [14] - [16] and has a nice detection performance. This paper mainly deals with the limitations of supervised learning and unsupervised learning detection methods, and also compares the detection performance between the proposed method and the chaos theory based method.
B. FEATURE SELECTION METHODS
The research on machine learning based DDoS detection method not only focuses on detection models, but also includes the feature selection methods. Related papers of feature selection methods in DDoS detection are shown as follows.
Yusof et al. [17] combines the consistency subset evaluation (CSE) and DDoS characteristic features (DCF) for feature selection, which is superior to traditional features 64352 VOLUME 7, 2019 selection method such as Information Gain, Gain Ratio, Correlated features selection(CFS), but this paper does not tackle feature redundancy. Balkanli et al. [18] employs the Chi-Square and Symmetrical Uncertainty with Decision Tree classifier to detect backscatter DDoS behaviors, which needs large number of labeled features. Zi et al. [19] provides the linear correlation coefficient for feature ranking and Modified Global K-means algorithm(MGKM) to detect attacks. As the number of top-ranked features decreases, a point where the cluster function value drops heavily will be chosen and the final selected features will be identified. However, this method could not capture correlations between features that are not liner in nature. Jiang et al. [20] proposes the filter algorithm GAIG for feature selection by combing genetic algorithm as the search strategy and information gain as the evaluation function, which could reduce the noisy features. However, the provided genetic search strategy has a high time complexity. Osanaiye et al. [21] presents an Ensemble-based Multi-Filter Feature Selection (EMFFS) method combining Information Gain, Gain Ratio, Chi-square and ReliefF, which has a high computational complexity.
From the above analysis, it is necessary to provide a reasonable feature selection algorithm before model training to achieve effective attack detection.
III. HYBRID FEATURE SELECTION METHOD
As we know, there are many features used for DDoS detection. While, too many features in the learning process cause ''the curse of dimensionality'', and unreasonable feature sets lead to poor detection performance. This paper proposes a hybrid feature selection method for DDoS detection. The method includes three steps, namely data normalization, feature ranking and feature subset searching. The input of this method is the candidate feature set and the output is the selected feature set for detection model.
A. CANDIDATE FEATURE SET
Through investigation of related works, we find that detection features mainly include: entropy [24] - [27] , conditional entropy [28] , Renyi entropy [29] , ϕ-entropy of source ip (destination ip, protocol) [30] , occurrence rate of TCP packet (UDP packet, ICMP packet) [25] , percent of packets with the port number 80, variance of the numbers of packets to each destination ip, average of payloads, probability of occurrence of IP [31] , mean time intervals (MTI), TTL, time stamp, ACK value, SYN value [32] , variation index of source IPs [33] , answer resource record, authority resource record, average packet size [34] and etc. Among the above 38 features, the most widely used features are the following 13 ones: entropy of source ip (H (Sip)), entropy of destination ip (H (Dip)), entropy of source port (H (Sport)), entropy of destination port (H (Dport)), conditional entropy of source ip given destination ip (H (Sip | Dip)), conditional entropy of source ip given destination port (H (Sip | Dport)), conditional entropy of destination port given destination ip (H (Dport | Dip)), One-Way Connection Density (OWCD), entropy of packet type (H (PacType)), occurrence rate of TCP packet (TCPRate), occurrence rate of UDP packet (UDPRate) and occurrence rate of ICMP packet (ICMPRate), time interval of packets (PckTimeInt). Many other features are variants of the above 13 features, or derived from them. Therefore, it is practical to compare the detection effects between these 13 features as candidate features and select the final feature sets from them.
In order to verify the performance of each feature while reducing the number of candidate features, we compare the changes of each feature value before and under DDoS attacks. The DARPA DDoS dataset [35] is used in comparison experiments. The variation of each feature is shown in the following figures ( Fig. 1 and Fig. 2 ). The first half (left of the dotted line) of each figure shows the feature value fluctuation without attack, and the second half (right of the dotted line) shows the feature value fluctuation under attack.
As we can see from these figures, the larger the relative difference of feature values between left part and right part is, the more obvious the distinction between normal traffic and attack traffic is, the more effective the feature is. Fig. 1 shows the values of 9 features with better performance, and Fig. 2 shows the other 4 feature values with relatively poor performance.
In addition, this paper focuses on feature selection method rather than extracted features. If other good features are found, they can be added to the corresponding candidate feature set to participate in the proposed feature selection process. Therefore, this paper chooses these 9 features in Tab. 1 as the candidate feature set. Why use entropy of traffic packets field as detection feature in many papers? Lakhina et al. [36] found that each kind of anomalies affects the distribution of certain traffic features. In one case, some feature distributions become more dispersed (e.g. source IP address in DDoS), while other feature distributions become concentrated (e.g. destination IP address in DDoS) on a small set of values. We need to find some statistic metrics to quantify the distribution of traffic features. Generally, entropy refers to disorder or uncertainty, and the definition of entropy used in information theory is directly analogous to the definition used in statistical thermodynamics. Entropy could be used as such a metric to detect DDoS attacks effectively, which represents the random feature of network traffic. It describes the degree of concentration and dispersal characteristic of traffic. Entropy is the measure of information and uncertainty of a random variable. The entropy of variable X can be defined as: X means the variable of one network traffic feature, which has n values x i (i = 1, . . . , n), and P(x i ) represents the probability of each value, satisfying
If we use entropy as a detection feature, we can distinguish between normal and abnormal behavior by getting all entropy values of the traffic feature during a period of time. The calculation method of OWCD can be seen in our previous work [22] .
B. DATA NORMALIZATION
Before making feature selection, data normalization is an essential process, which scales the value of each feature into a well-proportioned range, so that the bias in favor of features with greater values is eliminated from the dataset. The normalization transforms each feature value linearly scaled to the one in the range of [0], [1] using the equation (2):
in which max
x mj and min
x mj respectively stands for the maximum and minimum value of the m th feature. The process of data normalization is described as follows. 1) Collect the necessary metadata from the actual dataset, including data record number, time, protocol type, source IP address, destination IP address, source port number, and destination port number, which are stored in the txt or csv file. 2) The above file is processed by sliding window principle. 3) Use the metadata of each sliding window unit in the above file to calculate the feature values in Tab. 1 and form the value set for each feature. 4) The value of each feature is normalized by equation (2).
C. FEATURE RANKING
After feature normalization, all candidate features will be ranked by filter models. Traditional filter methods analyze features independent of the classifier and use ''goodness'' metric to decide which features should be kept. They sort each feature through specific evaluation index, and ''poor'' ranking index may not have ideal accuracy in attack detection. In this paper, the filter process is combined with subsequent learning algorithm, and a novel ranking index is proposed by using the objective function SSE (Sum of Squared Errors) of k-means method. The definition of the provided ranking index is as follows:
Definition 1: Ratio of average SSE to cluster Distance (RSD)
The datasets X = {x 1 , . . . , x n } are clustered by k-means algorithm based on each feature f t (t = 1, 2, ..., l), and the center of each cluster
So the ratio of average SSE to the sum of the distances between each pair of centers is obtained, which is shorted
and SSE is computed using the following equation (4)
Why we useRSDas the feature ranking index?
The evaluation criterion of good clustering model is having both high intra-cluster similarity and low inter-cluster similarity. Intuitively, the proposed ranking index should be proportional to the intra-cluster distance and inversely proportional to the inter-cluster distance.
For the intra-cluster similarity, SSE in k-means algorithm characterizes the clustering degree of intra-cluster data. The dataset X is clustered by k-means algorithm, and the center of each cluster C i is expressed as c i . The mean intra-cluster distance of X in the k clusters is
The smaller the d intra−cluster is, the higher the intra-cluster similarity is. For the inter-cluster similarity, the distance between any two clusters C i and C j is expressed by the distance between the centers of the two clusters as
So, the inter-cluster similarity of k clusters is expressed by the sum of all the cluster-cluster distances as
The larger the d inter−cluster is, the lower the inter-cluster similarity is. Since the RSD is proportional to the intra-cluster distance and inversely proportional to the inter-cluster distance, the RSD of each feature f t is computed as
The smaller the RSD (f t ) is, the better the clustering result is by using the feature f t , which means the feature is much better for detecting attacks.
So, the candidate feature set is sorted by RSD (f t ) and features whose RSD values are above a given threshold are discarded. And finally, the initial feature subset is obtained as
The process of feature ranking is described as follows.
1) The normalized candidate feature set is clustered by k-means method. 2) According to the clustering results, k clustering centers 
D. FEATURE SUBSET SEARCHING
After getting the initial feature set F , we need a proper search strategy to find the best feature subset for detection model. In order to reduce the time complexity, we use the Sequential Forward Selection (SFS) algorithm. SFS is a search method that starts with an empty set of features and adds a single feature from F in each iteration with the fitness function f (x) monotonously increasing or decreasing. The SFS algorithm has following steps: 1) Initialize the empty feature subset F : F = {∅}; 2) Select a feature f i from F and add it to F , satisfying fitness function
in which F k stands for the current selected feature subset after the k th iteration;
, the algorithm is stopped, and
is the final selected feature subset; Else if k = l , VOLUME 7, 2019 the algorithm is stopped, and F " k is the final selected feature subset; Else return 2. Furthermore, we need to find a fitness function f (x) with monotonous decreasing. As we know, DDoS detection effect is mainly evaluated by two indexes: True Positive Rate (TPR) and False Positive Rate (FPR). TPR also called the Recall Rate (RR) in some fields, measures the proportion of actual positives (DDoS attacks) that are correctly identified as such. FPR is calculated as the ratio between the numbers of negative events (normal traffics) wrongly categorized as positives and the total number of actual negative events. The fitness function f (x) of feature selection in DDoS attacks should be related to these two evaluating indexes RR and FPR. So, we need to find a method or function to consider these two evaluation indexes simultaneously, which is a multicriteria decision-making problem. TOPSIS [37] is exactly a multi-criteria decision-making approach. This paper uses TOPSIS method, whose value is expressed by T(RR, FPR) as the evaluation factor. T(RR,FPR) is set to 1-RR+FPR to represent the fitness function of the SFS process. The smaller the T(RR,FPR) value is, the selected feature subset is much better for detecting attacks.
E. HYBRID FEATURE SELECTION ALGORITHM
This paper exploits parallelism to provide a hadoop-based feature selection method shown in Fig. 3 , and the corresponding algorithm is shown as Algorithm 1. In this algorithm, the parameter key in the step 1 and step 5.a represents the label, whose values include 0 (labeled attack data), 1 (labeled normal data), 2 (unlabeled data) and 3 (test data). The parameter value represents the feature value corresponding to each key. 
IV. SEMI-SUPERVISED K-MEANS DETECTION ALGORITHM USING HYBRID FEATURE SELECTION METHOD
By using the aforementioned hybrid feature selection method, the framework of our proposed DDoS detection prototype
Input: Threshold θ, set of data points Fig. 4 . The detection framework consists of four major phases: (1) data preparation, where labeled and unlabeled training data and test data are prepared, (2) data preprocessing, where training and test data are preprocessed and important features are selected using proposed hybrid feature selection method, (3) model training, where the model is training using proposed SKM-HFS, and (4) attack detection and evaluation, where the trained model is used to detect DDoS attacks on test data and several indexes are used to evaluate detection performance. The contributions of this paper are shown as red font in Fig. 4 . The proposed hybrid feature selection method is shown in Section III. This section will focus on the proposed detection model, which is based on the semi-supervised weighted k-means method using hybrid feature selection algorithm (SKM-HFS). 
A. SEMI-SUPERVISED K-MEANS CLUSTERING
K-means algorithm is based on iterative relocation that partition a dataset into k clusters, locally minimizing the average squared distance between the cluster data points and the cluster centers. The objective function based on this distance has been shown as equation (4). However, k-means clustering has the following disadvantages: (1) the selection of k value is very difficult to estimate; (2) the features of the clustering algorithm are equal weighting, which is inappropriate sometimes; (3) the initial cluster centers of the algorithm are randomly selected, and the selection of the center has a great influence on the clustering results.
As we know, k stands for the clustering number. This paper only needs to distinguish two traffics, normal and DDoS attacks. Besides, we use two categories of datasets to train our model, which are Inside Sniffer-Phase 5 of Lincoln Laboratory Scenarios (DDoS) 1.0 as attack dataset, and Week 1 of 1999 training data (attack free) as normal dataset. So, the clustering number k is set to two.
In order to solve the last two disadvantages of k-means algorithm, we use semi-supervised weighted k-means algorithm, which uses a small amount of labeled data to constrain the selection of the initial center points, and improve the classification accuracy of algorithm. With respect to feature weighting, this paper uses the RSD value defined by equation (3) to assign the corresponding weight to each feature. The smaller the RSD value is, the greater important the corresponding feature is. So the weights of selected feature subset F = {f 1 , f 2 , . . . , f l } are computed using equation (5) .
The object function SSE of equation (4) is changed as equation (6) .
B. PROPOSED INITIAL CLUSTER CENTERS SELECTION METHOD
As we know, the final clusters of k-means are highly dependent on the initial centers they are fed, and the random selection of the initial cluster center is easy to cause the local optimization of the algorithm. While, our previous study called MF-CKM DDoS detection method [22] uses the mean value of the labeled dataset as the initial center, which solves the local optimal problem to some extent, but it has a high sensitivity to the outlier data.
To solve the outlier problem, Wang and Liu [23] provides a point density-based method to select the initial cluster centers for intrusion detection. However, this method does not consider the situation when there is more than one point with maximum density, such as Fig. 5 . This method will randomly select one point with the maximum density as the initial cluster center, which will cause the initial center offset. To solve this problem of initial center offset, this paper provides an improved density-based method, given in Algorithm 3, in which the calculation method of the proposed algorithm parameter (Radius λ) is shown in Algorithm 2. The proposed method is based on the concept of point density as Definition 2. 
If the data point of the maximum density is not unique, the mean value of all corresponding points with the maximum density is taken as c 1 , or else the data point x i with the maximum density D (x i , λ) is c 1 return c 1 Definition 2: Given any point x i within an n-dimensional ball of radius λ, the density of point x i is the number of data points within radius λ, denoted by D (x i , λ).
C. SEMI-SUPERVISED K-MEANS ALGORITHM USING HYBRID FEATURE SELECTION METHOD
This paper provides a semi-supervised clustering detection algorithm, which is named as Semi-supervised K-Means algorithm using Hybrid Feature Selection method (SKM-HFS). This method uses the small amount of labeled data to guide the selection of initial cluster centers, and use other unlabeled data to train and form clusters.
The detection system based on SKM-HFS algorithm is divided into three parts: feature selection, model training and model testing. In the feature selection phase, feature subset is selected using the proposed hybrid method in Section III.
Algorithm 4 Semi-Supervised K-Means Algorithm Using Hybrid Feature Selection Method (SKM-HFS).
Input: Set of data points X = {x 1 , x 2 , . . . , x n }, set of labeled data L ⊂ X , number of clusters k, selected feature subset F = {f 1 , f 2 , · · · , f l } using Algorithm 1, feature weights W using equation (5).
of X such that SKM-HFS objective function is optimized Method:
1. Obtain k initial cluster centers {c i } using
(2.b) Update the center of cluster i :
In the model training phase, the SKM-HFS algorithm is provided as Algorithm 4. Using the small number of labeled data, the initial cluster centers are calculated by Algorithm 2. The equation (6) is used to calculate the similarity between other unlabeled data and the initial cluster centers until this algorithm converges (SKM-HFS objective function is optimized).
In the detection phase, by capturing new data packets and extracting features, the distances between the feature values of new data and each cluster center are calculated. Then, the new data is assigned to the closest cluster, which is based on the distance.
V. EXPERIMENTAL RESULTS AND ANALYSIS

A. DATASET AND DATA PREPROCESSING
We use three public datasets and one real-world dataset shown in the following experiments. In the proposed SKM-HFS detection method, we make use of labeled data and unlabeled data in the training process. The labeled data is used to initialize the centers for each cluster, and unlabeled data is used to form the initial clusters. The labeled data includes labeled attack data and labeled normal data. We will explain how to select training data and test data for each dataset in the following.
1) PUBLIC DATASETS
The DARPA DDoS dataset [35] is stored as binary file and we use tShark tool to convert binary file to txt file, which contains numbers of vectors formed as (data record number, time, source IP, destination IP, source port, destination port, protocol type). The CICIDS ''DDoS attack 2017'' dataset [39] is acquired by the Information Security Centre of Excellence (ISCX) of New Brunswick University in 2017 after a week of traffic capture, and DDoS attacks are part of the dataset. The CICIDS ''DDoS attack 2017'' dataset is stored as csv file and we convert it to txt file, which includes source IP, destination IP, source port, destination port, protocol ID and etc. CICIDS is fully labeled dataset, including attack data and normal data. We firstly exploit 30,000 abnormal data as labeled attack data, and 30,000 normal data as labeled normal data. Secondly, we make the mixture of 30,000 attack data and normal data removing labels as unlabeled data. Finally, we exploit another 50,000 removing labels' data, mixed as test data.
2) REAL-WORLD DATASET
In order to test our proposed method in real environment, we use a server as the victim host. Several benign users normally visit the server at first and then three attackers launch DDoS attacks to the server using Hping3 tool during several minutes shown in Fig. 6 . Meanwhile, Wireshark tool is used to capture all the traffics at the victim server including legitimate and attack packets, saved as pcap file. This captured dataset is fully labeled. We firstly exploit 30,000 records of data as labeled attack dataset and 30,000 labeled normal dataset. Secondly, we make the mixture of 100,000 attack data and normal data removing labels as unlabeled data. Finally, we exploit another 100,000 removing labels' data, mixed as test data. The experiments are carried out using Eclipse neon.2, PyCharm and Hadoop 2.7.6 cluster running on a PC with Intel(R) Core (TM) i5-3210M, 2.50GHz CPU and 4.0GB RAM.
B. RESULTS AND PERFORMANCE ANALYSIS 1) FEATURE SELECTION
The features extracted from the above datasets are normalized, and then the candidate features are sorted by RSD value using equation (3). The RSD values of all candidate features on the above four datasets are ranked shown in Fig. 7 to Fig. 10 .
How to determine the threshold θ in Algorithm 1? In the filter process of feature selection, the purpose of setting threshold θ is to filter out features that contribute little (the larger VOLUME 7, 2019 the RSD value is, the little the contribution of corresponding feature is) to attack detection and reduce the time of following feature subset searching. The setting of fixed threshold often requires expert experience and domain knowledge. However, in different scenarios or datasets (e.g., the four datasets mentioned in this paper), threshold is not always a fixed value, so it is necessary to provide some methods to assist threshold setting. In this paper, we propose to determine the threshold according to the way that the RSD value of one feature increases significantly compared with the RSD value of other features. That is to say, the RSD values of feature subset are arranged incrementally, and remove the features, whose RSD values increased sharply. That is, the slope of the RSD curve is significantly larger than that of the previous one. As shown in Fig. 7 , Fig. 8 and Fig. 10 , the slope at the dotted line increases sharply, and the RSD value corresponding to the dotted line is the threshold θ. So, we retain the feature whose RSD value is less than the threshold value. Of course, when there are few candidate features and no features contributed obviously little to attack detection, these features can be sorted without discarding, and all of them enter the feature subset searching process.
As we can see from Fig. 7 , RSD value of the features on DARPA dataset rises sharply after the feature H (Dip), so the candidate features H (Dport|Dip) and H (Sip|Dport) are discarded, and the initial feature subset is F = {OWCD, H (Sip|Dip), H (Sip), H (Sport), H (Dport), H (Dip)}. In the same way, we can get the initial feature subsets of other three datasets shown in Fig.8 to Fig. 10 .
After we get the initial feature subset F , F will be input to the feature subset searching stage. The result of this stage is always evaluated by detection rate (RR) and false positive rate (FPR) simultaneously. In our algorithm, the detection effects of different feature subsets are evaluated by the fitness function T (RR,FPR) provided in Section III. The smaller the T (RR,FPR) value is, the selected feature subset is much better for detecting attacks.
The T (RR,FPR) of different feature subsets are shown in Fig. 11 to Fig. 14. Fig. 11 shows that the minimum T (RR,FPR) value is obtained by the third feature subset, and the final selected feature subset is F = {H (Sip), OWCD, H (Dport)}. In the same way, we can get the final feature subsets of other three datasets shown in Fig. 12 to Fig. 14 Do different feature selection methods affect the detection effect? In this section, the proposed hybrid feature selection algorithm is compared with other feature selection methods [17] - [19] , [21] for DDoS detection on the above datasets. We respectively implement the five different feature The performance of different feature selection methods is shown in Tab. 3. It can be seen from Tab. 3 that the proposed hybrid feature selection algorithm has the minimum T (RR, FPR) value on these four datasets, which demonstrates that the proposed hybrid feature selection is mostly effective for DDoS detection. All in all, the performance of the feature selection method does affect the detection results, and the proposed method is superior to other existing methods.
2) INITIAL CLUSTER CENTERS SELECTION USING DIFFERENT METHODS
In this experiment, we want to verify the effect of different initial cluster center selection methods on detection performance. We compares four selection methods mentioned in section IV, namely random selection method (original k-means), average value-based selection method (MF-CKM) [22] , density-based selection method [23] and proposed improved density-based selection method. The comparison experiments use the above four datasets in the condition of having outliers or not respectively.
The results are shown in Fig. 15 to Fig. 18 , and the four numbers from 1 to 4 in the figures represent the four selection methods mentioned above. As can be seen from these figures, there is little difference of detection performance between four methods in the condition of no outliers, no matter what the datasets are. However, It can be clearly seen that TOPSIS values of the first two methods increases significantly when outliers exist, which indicates that outliers seriously affect these two algorithms and reduce their detection effects. As for the third method, outliers have little influence on it except for the fourth dataset. In contrast, our proposed selection method always performs well when outliers exist. Besides, if the condition of ''more than one point with maximum density in the cluster'' is satisfied, our proposed method performs better than the third one, shown in Fig. 15 and Fig. 18 . If the condition is not satisfied, our method is not worse than the third one, shown in Fig. 16 and Fig. 17 .
In conclusion, the proposed initial center selection method outperforms the existing methods when there are outliers, especially when there is more than one point with maximum density in the cluster.
3) PERFORMANCE COMPARISION OF DIFFERENT DETECTION METHODS ON DIFFERENT DATASETS
By using the above four datasets, this experiment compares the proposed detection method (SKM-HFS) with existing works. Because DARPA and CAIDA datasets are commonly used in DDoS detection experiments, we compare the ready-made result in each paper using the corresponding dataset with our result, including RR and FPR. For CICIDS datasets and our datasets, no papers have experimented with them and no ready-made results are available. Therefore, we implement several detection methods and compare them 
4) TIME COMPLEXITY ANALYSIS
The time of the proposed algorithm mainly includes training time and detection time. In the training phase, the time complexity of the proposed method is O(k · n 2 ), in which n represents the number of training samples and k stands for feature dimension. By using hadoop-based parallel algorithm, the training time is greatly reduced. The comparison of training time between parallel and non-parallel algorithm using real-world data is shown in Tab. 5.
In the detection phase, this paper compares the time consumed by different methods using real-world data, which is shown in Tab. 6. As can be seen from the table, the proposed method has the smallest detection delay.
VI. CONCLUSION AND FUTURE WORK
In order to tackle the issues of supervised and unsupervised based DDoS detection methods, this paper presents a VOLUME 7, 2019 semi-supervised weighted k-means detection method. Specially, we firstly provide a hadoop-based hybrid feature selection method to find the most effective feature set. Secondly, we present an improved density-based initial cluster centers selection method to solve the problem of outliers and local optimal of k-means clustering. Then, we propose a semi-supervised weighted k-means method using hybrid feature selection algorithm (SKM-HFS) to achieve better detection performance. Finally, we exploit DARPA DDoS dataset, CAIDA ''DDoS attack 2007'' dataset, CICIDS ''DDoS attack 2017'' dataset and real-world dataset to carry out the verification experiments. Three conclusions are drawn from the experiment results. Firstly, the hybrid feature selection method is much better than other feature selection methods using TOPSIS as evaluation factor. Secondly, the improved density-based initial cluster centers selection algorithm is the most effective in the presence of outliers and more than one maximum density point. Thirdly, the proposed detection method outperforms the benchmark in the respect of detection performance and TOPSIS.
In the future, more and larger datasets will be used to verify the advantages of the provided algorithm in terms of the generalization and robustness. In addition, the parallel ability of the proposed method will be further improved. 
