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ABSTRACT
Visualization is an important aspect of architectural design. This field has evolved and
influenced continuously the design medium and process. Architecture implies
experience of space and experience relies on motion. Presently, the visualization
process offers minimal experiential feed-back as it lacks immersive and proprioceptive
output.
Recent technological leaps necessitate a re-evaluation of the architectural visualization
process. Advancements in flight simulation and virtual reality applications can be
implemented in new tools for architects. This thesis defines the parameters of a 3D,
immersive design tool. The proposed tool provides feed-back beyond photo-realism,
tapping into the experiential qualities of the designed spaces.
The parameters of the proposed tool extend the boundaries of architectural visualization
into experientialization. These alternatives investigate the use in architecture of digital
3D environments and space/time continuum. Modeling, manipulation, and navigation
are analyzed and concrete original implementations are shown. A new method, similar
to a 3D parallel ruler, is demonstrated to overcome constraints in representation,
imposed by two-dimensional displays.
Immersion and engagement are necessary for the simulation of a compelling
architectural experience. An analysis of stimuli and determination of necessary levels of
input is performed. For this, it is important to understand perception and environmental
properties. In this thesis, a phenomenological approach to architectural experience
analysis is employed.
The practical application of the proposed tool is critical. Specific hardware and software
analysis is performed to assure the feasibility of implementing such a tool.
Thesis Supervisor: William J. Mitchell
Title: Dean of the School of Architecture and Planning
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1. D7 Overview
With visual information advancements in this video age, our society
depends more and more upon the enticing world of images. This
tendency is particularly insufficient in the architectural design process. A
static 2D image provides valuable information on a series of architectural
aspects, but gives little feed-back on the most important: the experience
of built space. Recent developments in such high-tech fields as virtual
reality and flight simulation are opening the doors to a better
understanding of the experiential qualities of designed environments.
One can propose an integrated use of existing technologies which would
maximize relevant information in the design process. This thesis defines
the parameters for a spatial design tool which would enable the
architect to sketch beyond form. This tool proposes a method of
understanding architecture on multiple levels by helping the designer to
tap into the experiential qualities of three dimensional space.
Existing conditions and proposal
This thesis analyzes the existing working media and methods used in the
architectural design process. A cursory assessment shows that the tools,
presently provided to architects, do not provide information as complete
as the technology of the modern age can offer. The inputs and displays
are two-dimensional and mostly static. Architecture, however, is highly
experiential, though. There is no architecture without experience. The
tools used by architects now provide little of the useful experiential
information. The proposed design system challenges the boundary of
traditional architectural feedback. This thesis proposes to enhance the
designers ability to pre-visualize architectural space through the
introduction of immersive feedback, related to the properties of elements
making up an architectural space.
Goal
The goal of this thesis is to enable a new process, experiential
storytelling. This type of simulation would keep architects more in touch
with the complexity of the environments which built form creates. There
are three main components in this process: modeling, manipulation and
navigation. A detailed look at these components will reveal the
differences from the traditional design process.
We cannot hope to equal the speed arid
flexibility with witch the human mind
follows the associative trail, but it should
be possible to beat it decisively in
regard to the permanence and clarity of
the items resurrected from storage.
Vannevar Bush
Approximately 95% of the information
we use is not in a machine-readable
form.
Hewlett-Packard
Fields of study
Understanding perception is critical for the research done in this thesis.
Architectural experience is interpreted through one's perception of the
environment. This thesis divides perception into two distinct processes:
assimilation and interpretation. Assimilation is an objective,
physiological process. Interpretation is a subjective, cognitive process.
Both processes have a certain field of scope, or bandwidth, associated
with them. Immersion occurs when the bandwidth associated with
assimilation is utilized above a definite threshold. Engagement occurs
when the bandwidth associated with the interpretative process is used
above another threshold. Motion is critical to enable and understand
both, assimilation and interpretation. Semantics are important to
understand the interpretative process. Each notion is related to
architectural experience and the relationships among them are analyzed.
Methods
This thesis offers a method to quantify architecturally important
properties of the environment, in order to enable their simulation. It is
critical to make the creation, analysis and simulation of semantic
properties possible. Those semantic properties are based on the
subjective cognitive process of interpretation. The main idea behind the
quantification method is to find very harrow criteria of analysis. The more
specific the criterion is, the easier it is to allow a quantifiable
characterization.
Approaches
This thesis deals with the simulation of architectural experiences. It
analyzes architectural properties of the built environment. Then it
assesses how these properties are perceived and interpreted. After
understanding the perception process, an effort is made to determine
necessary stimuli for compelling architectural experiences. Having
determined those stimuli and minimum thresholds, the next step is to
critically review existing technologies. This review reveals how present
devices can simulate architectural experiences by providing the defined
stimuli.
Analysis is performed both on hardware and software. Hardware is
approached as recommended intuitive input and relevant output.
Pick battles big enough to matter, small
enough to win.
Jonathan Kozol
Software is approached as interface linking and necessary data structure
to assure desired functionality. The three-dimensional manipulating
system, developed in this thesis, provides a concrete, novel example of
an alternative process for picking and manipulating objects.
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2. D Existing conditions
The power of the visible is the invisible.
Marianne Moore
An artist's medium can be very much part of the artist's message. Van
Gogh achieved a deeper impact with his images of sunflowers, painted
with thick, three-dimensional oil paints, than he could have with
watercolors. On the other hand, countless watercolorists capture the
watery, transparent serenity of harbor scenes more effectively than they
could with oils. Architects, as all artists, are influenced by and take
advantage of the medium's physical characteristics to achieve aesthetic
objectives. Not using three dimensional representations of their work,
they often rely on graphic, two dimensional models in their design
decisions.
When humans pre-visualize, within the realms of imagination, the
environment that one "sees" already has experiential character. In the
design process the experiential information fades in the translation. This
phenomenon, characteristic of present visualization techniques, pertains
to the design process carried by a single person as well to communication
between people working on the same project. Conventional media are
restrictive as to the type and amount of information they can convey.
Displays, regardless of medium, are mostly static and two dimensional. In
the process of emphasizing some aspects in design or presentation, there
are too many other facets that are sacrificed. Even the digital medium, as
used until now, carries fundamental drawbacks. The input is counter-
intuitive; mice, digitizers and even pens are restricted to a non-material
two dimensional space.
In some recent studies designers were asked to tape voice comments of
what they do while designing. Those using traditional paper medium
were talking about the semantics of their work, while their CAD
colleagues where talking mostly about the commands they were using on
the computer. The results demonstrate that the digital medium is not, for
the most part, as transparent as one would like. An architect designs
mostly 3D objects and thinks three-dimensionally. At this point, though,
there are no intuitive paradigms for having direct and intuitive access to
the third dimension. Applications, like the popular AutoCAD, high-end
modelers like Alias, optimized modelers like MultiGen, or advanced
packages like Softimage and Wavefront - do not rely on an intuitive
input of spatial coordinates. Rather, they rely on construction planes
Computers are useless. They can only
give you answers.
Pablo Picasso
The uselessness of computer drawings
in design is precisely their structured
nature.
George Stiny
The usefulness of computer drawings is
precisely their structured nature.
a
Evan Sutherland
Technical feasibility and intellectual
interest do not suffice to make computer
methods advantageous.
William J. Mitchell
Societies have been shaped more by
the nature of the media by which men
communicate than by the content of the
communication.
Q
Marshall McLuhan
and views that do not take full advantage of powerful human skills like
eye-hand coordination in a true three-dimensional space.
The same constraints apply to the output as well. The computer screen
is flat and provides limited depth perception with the use of perspective,
aerial perspective, animation, or a combination of those. As opposed to
traditional media, existing digital implementations like AutoCAD favor a
true three dimensional relationship between the elements in the database
at the expense of an awkward input process. It quickly obtains diverse
points of view of the same object enabling turn-tabling and fly-throughs.
This process, however, loses the semantic qualities, critical in the initial
phases in the design process, as they reveal a number of subjective
interpretations.
Regardless of the media used, present solutions offer hard compromises
for architects. Bottlenecks are formed in the design process and the final
product becomes involuntarily removed from the original concept. It
would seem useful to benefit from a tool that provided complex 3D form
as well as semantic, experiential input and output at all stages in the
design process.
Until now, an effort has been made to engage the viewer by saturating
the interpretative process bandwidth. This direction is useful as initially
engagement and incorporated semantics are weak in the digital medium.
Technology. however, has reached a level that it can provide more
bandwidth at the assimilation level. This direction opens the door to
immersive simulation. Immersion, when linked with engagement,
provides the ingredients for compelling experiential simulations. The
effort to understand and produce a multi-dimensional experiential sketch,
rather than a conventional, form oriented, 2D representation, brings one
closer to the real impact of built form.
The essence of architecture is experiential. In the design effort of new
and existing environments, one should strive to provide a meaningful
experience of "place". Having feed-back early in the design process on
the experiential qualities of a proposed environment can substantially
improve esthetic decisions.
We are likely to see a multiplicity of
quite different global villages -- all wired
into the new media system, but all
straining to retain or enhance their
cultural, think, national, or political
individuality.
Alvin Toffler
Providing a complex framework for choosing among design alternatives is
most important to the effect of the visualized environment in early stages
in a design process. Major conceptual decisions about siting, orientation,
massing, circulation, functionality, and organization are usually made at a
very early stage and have an enormous impact on eventual performance.
Later choices focus on refinement of detail within increasingly well-
determined frameworks, so there is a decreased potential to achieve
significant improvements.
Evolution
2D 3D Dynamic
CONTEXTUAL OVERVIEW OF EXPERIENTIAL SIMULATION
3._7 Proposal
The chart attempts a classification
of the forms of architecture
encountered in various immersive
simulations. The criteria of the
classification looks at the expression
and content of the simulated
environments.
Were it not for departures from, or
experimentation with, previous artistic
norms ... we could never recognize the
profile of a new style.
Susan Sontag
The goal of the proposed desigri environment is to enable an architect to
1) very quickly and intuitively generate a complex three dimensional
environment and 2) test the experience associated with those spaces.
This tool is based on a powerful graphics computer, the Onyx system,
manufactured by Silicon Graphics Inc. It allows for intuitive input and
relevant output. This high-tech design workstation is based on a "Reality
Engine" graphics board and various virtual reality type peripherals.
3.1. 0I Input
The input provides direct information on all six degrees of freedom by
using a field localizer tablet. It relies on intuitive spatial eye-hand
coordination. The position and motion can be associated with any
synthetic object, camera or light in the scene. A vocabulary of spatial
elements and customized interfaces assist in an intuitive and rapid
interaction. The necessary technologies are already developed. The
goal can be achieved by linking the pertinent technologies. Interfaces
- - Navigation System
- Objects in Context
INPUT DEVIQES
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These are the main peripherals for
input. They are directed to specific
human output capabilities.
Things change. But unfortunately, all
too often as one becomes more
experienced and successful, one's
rationale becomes more convincing In
explaining why new things can't work.
Primo Angeli
join those peripherals assuring effective functionality while minimizing
necessary customization. The chart above shows the various off-the-
shelf peripherals that could be used to provide the most intuitive input for
different tasks.
In addition to traditional means of input, such as typing and sketching,
voice, gesture, physical interaction or physiological processes are used
as well. These input devices are intuitive for different tasks. Wired
gloves offer positional and directional input and can be associated to
gesture recognition software. Force balls offer three translational and
three rotational inputs with variable velocity as determined by the exerted
force. Six degree of freedom devices (6DOF) offer a continuous or
virtually continuous positioning associated to any object, camera or light
source. Microphones, associated with voice recognition software, allow
for a simple understanding of voice Commands. A variety of bio-sensing
devices offer direct input that could be linked to gaze vectors, for an
"understanding" of where the subject is looking. Other sensors can be
linked to certain muscles to detect contractions. Alternative bio-sensing
devices could even detect and discern cerebral waves, for futuristic
Experiential
Simulations
DETERMINANT FACTORS OF EXPERIENTIAL SIMULATION
The critical dimensions for any
experiential simulation enable the
subject to be immersed in the
simulated environment.
Functionality is assured by allowing
interaction with the environment in
the time/space continuum. This
translates into navigation and
manipulation.
There is nothing more difficult to take in
hand, more perilous to conduct, or more
uncertain in its success, than to take the
lead in the introduction of a new order of
things.
Machiavelli
implementations that would enable the system to execute a command that
was merely thought... These devices implement available technologies
and take advantage of the various ways in which the user interacts with
the system.
3.2. 0 Output
The output of the proposed design tool provides relevant feedback on
selected aspects of the design. It is, in this sense, much more
comprehensive than existing design systems. Through immersion, it
reveals the experiential qualities of the designed environments. As
established, immersion occurs when stimuli are available for assimilation
above a certain threshold. A critical assessment of this threshold is
needed to discern among stimuli and define pertinent formal and
experiential simulations from an architectural point of view. From this
perspective, the important senses to be provided with stimuli are visual,
aural and proprioceptive.
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CONDITIONS FOR IMMERSION
Immersion relies on selective
saturation of sensorial assimilation.
Recent research has determined the
maximum bandwidth available for
input. Experiments give (subjective)
clues on minimum acceptable
stimulation.
Visualization and coordination are enhanced by providing a stereoscopic
display as one output. Important characteristics such as resolution and
perceived field of view are considered.
Directional clues are intensified with a 3D sound system and a motion
base that simulates different gravitational pulls. As it has been argued,
motion is an indispensable part of the architectural experience, therefore,
relevant proprioceptive feedback would be an integral part of the system.
This can be achieved with adequate approximation by incorporating a
motionbase into the system. These motion simulators are available and
have traditionally been developed for the flight simulation and
entertainment industries.
If you build castles in the air, your work
need not be lost; that is where they
should be. Now put the foundations
under them.
Henry David Thoreau
A motionbase, as exemplified in simulation rides,
of movement through a visually simulated space.
the union between the motion and imagery
compelling experience. This medium, applied
dramatically influence the design process and the
the studied or proposed built environments.
conveys the sensation
The impact inspired by
creates a believable
to architecture, could
experiential qualities of
Motionbases simulate movement by altering the orientation of the gravity
force or introducing new forces. The idea is to approximate the result of
the forces that act on one's body when in motion. When one walks, one
raises and lowers the center of gravity of the body and muscles contract
and then relax to do so. This type of movement is obvious, hard to
simulate and has little bearing on the architectural experience. What
seems more relevant is to be able to simulate movement at higher
speeds.
With existing flight simulation techniques, the higher the speed of motion,
the more efficient the simulation can be, regarding both visual and
proprioceptive feedback. When one moves at higher speeds, the relevant
forces are inertia and gravity. The intensity of the inertial force is
determined by the acceleration or deceleration of the moving subject.
The direction of the vector corresponds with the direction of movement.
The intensity of the gravity force is constant for all practical purposes and
the direction is pointing "down". Therefore, if a simulation rotates one's
body in the sagital plane forward (nose pointing down), and keeps the
In practice, the balance is likely to shift
gradually from storage and retrieval to
generative systems as processing
speed increases and as empirical
design knowledge gives way to more
theoretically structured knowledge
William J. Mitchell
The most incomprehensible thing about simulated visual horizon constant, the subject feels decelerated or moving
the world is that it is comprehensible backwards, depending on context. This is because the subject interprets
Albert Einstein the change of direction in the resulting forces exerted on his or her body
as an inertial force forward. This demonstrates how gravitational pulls
correlated with body position and specific visual clues can simulate
inertial forces.
It is also possible, with additional forces, to simulate the change of
direction in the gravitational pull. Introducing a force on the body in the
sagital plane from front to back and correlating with visual clues depicting
the horizon above the head would simulate a fall. The additional forces
can be provided either by rotational or centrifugal forces, or by
translations of the motionbase. The translational forces have the
flexibility to rapidly change as needed but are hard to maintain for more
than a few seconds in a specific direction within a confined space.
Special care has to be taken to best match visual and proprioceptive
clues. This is particularly important and challenging in real-time
simulations. Not only the system has to have a lag time of no more than a
few hundredths of a second but it should also adjust for the physical limits
of the motionbase itself.
3.3. || Libraries of objects
The generation of complex, three dimensional environments must be
efficient in order to be useful to a designer. The process of creating an
environment is optimized by providing a pre-defined, yet customizable
library of objects. The user is free to choose from a number of default
objects, with a number of default properties, that have default values.
The objects in the library have basic quantifiable architectural properties
(e.g. geometric, color, texture, acoustic and motion). The default value of
these properties are average or neutral to ensure rapid prototyping. For
the success and practical application of the tool it is critical to offer the
freedom and flexibility to create and experience a wide variety of
environments in various ways. Different users, architects or clients, are
interested in different forms or studies, depending on the phase of the
project and their interest. The library systems are developed to provide
the user with great freedom at many levels of operation: a) to change or
customize the default objects in the library; b) to associate different
A breach has been made with the past,
which allows us to envisage a new
aspect of architecture corresponding to
the technical civilization of the age we
live in.
Walter Gropius
Since finding out what something is
largely a matter of discovering what it is
like, the most impressive contribution to
the growth of intelligibility has been
made by the applications of suggestive
metaphors.
Jonathan Miller
projects with different object libraries; c) to add, delete, change or create
new properties, depending on the phase of the project or specific study
interests. This also allows for dynamic change of the hierarchy structure
of properties, as some depend on others. d) to change the fields (typically
consisting of quantified numerical values) associated with each property.
A graphic user interface is used to visualize and dynamically customize
the relationships between objects, between properties, and between
objects and properties. These relationships determine the behavior of
the objects. Scientific visualization applications, such as Iris Explorer,
developed by Silicon Graphics Inc., offer a similar basic data structure.
3.4. [U Experiential storytelling
In traditional film-making, two-dimensional sketches represent the way
images change over time. This process, called "storyboarding", relies on
"freeze-frame" sketches to convey a motion story. By interpolating the
images, one can pre-visualize the motion picture. Applied to architectural
design, this process enables the architect to sketch views along a motion
path, to explore the significance of the built form in an environment and as
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an environment. Current architectural computer applications consume a
large amount of design time yet offer limited information. Animations in
visualization have become popular with the use of the computer in
architectural offices, but their experiential feedback is limited. This
feedback would be significatly more successful with immersive
technologies. Immersion enhances motion as motion enhances
immersion. Experiential storytelling relies on the combination of
immersion and motion. During this process the designer or client sits on
a motion chair in front of a large field of view display.
Imagine a dim room, almost dark. On a panel in a corner, a few
colored LED signals flash, signaling buttons waiting for
commands. Somebody reaches over and pushes the big green
circle with the "engage" latel. Suddenly, light floods the room. It
is coming from a large display that covers almost half of the
room's perimeter. The psople inside reach out on a shelf and
each take a pair of thick glasses. A few seem to have their own,
as they reach in their pockets. Now, the design team is ready. In
the following hours they have to conclude the presentation. Only
a few more adjustments are needed to fine-tune the design. A
couple of keyboard strokes are heard in the background and an
image fills the display. The image looks blurry. As everybody
puts their glasses on, they are able to see high resolution, color,
stereoscopic images forming in space, in front of the circular
display. They seem to be right there, on the main downtown
artery. The room is filled with the sound of the traffic,
synchronized in time and space with the images on the screen.
Floating in space, in front of them, is a literally transparent
graphic user interface. The project leader points a pen to the
"navigate" icon on the menu. This deactivates the modeling and
manipulation modes and opens up a hierarchy of options ..He
chooses "car", "automatic pilot" and "subdue rough road feed-
back". The designers seated on the motion chairs feel a swift
acceleration as they head down the avenue...
3.4.1. I Immersion
Immersion is the most critical aspect in experiential simulations. It is
achieved by maintaining a subjective threshold of the assimilation
bandwidth. Therefore, immersion is obtained by selectively saturating
some of the senses. Total immersion is indistinguishable from reality. It
fills the full bandwidth of the human perception. Contemporary
technology is not yet developed to provide total immersion, for any cost.
and will be problematic even in the future. With this in mind, the
parameters of the proposed three-dimensional design tool reflect the
relevant aspects from an architectural point of view, to be simulated.
Which senses and how much of their bandwidth are covered? Which
technologies provide the necessary output and at what level is the tool
cost-effective for implementation? Humans have six senses that respond
to stimuli. The five basic senses are visual, aural, olfactory, tactile and
taste. The sixth sense, and probably the hardest to simulate, is
proprioceptive - that senses the status of our body, mainly its position.
In the human mind, the perceived output from a scene flows to the
cognitive processes for interpretation.
The parameters of a "ultimate motion imaging system" has been recently
determined by a series of experiments. [ShostakJ The human visual
system has a horizontal field of view of 180 degrees and a vertical field of
view of 135 degrees. This cone of vision provides stimuli to the receptors
on the retina. If these receptors were uniformly distributed over the full
retinal field, their resolution would be approximately 0.65 arcmin. The
characteristics of the human visual system, as they relate to simulation,
were presented at the 26th annual SMPTE Advanced Television and
Electronic Imaging Conference (February 1992). The particulars of this
research are the following :
field of view - 1.5 H steradians,
color - 3 channels (17 bits/channel),
stereopsis - 2 channels,
dynamic range - 105, frame rate - 60 Hz,
resolution - .5 arcmin.
based on these figures, simple mathematical calculations yield an
equivalent display of 36,000 x 28,000 pixels spread over a truncated
hemispherical screen. With the refresh rate included, the available
bandwidth is 750 Gbytes/s. This is well beyond the means of today's
technology to calculate and display in real-time. A compromise is
reached by not covering the full available bandwidth, but by reaching the
immersive threshold. The question then becomes what the minimal
values and bandwidth are which would provide an immersive environment
and sufficient information for a compelling architectural experience. Flight
simulation specifications recommend 60 degrees as minimal horizontal
field of view. A refresh rate of 60 Hz per eye can easily be obtained. The
update rate is more difficult because of the high computational demands.
Recent research [Piantanida, pg. 50] shows that update rates of and
above 12 Hz allow the perception of smooth motion as the eye movement
reveals smooth pursuit of the image. Visual resolution is a more
There is mystery enough in the wonder
of (the body's) creation and operation
without creating a mystique of ignorance
around what can be known.
Q
Kent Bloomer
The starry heaven that we know in
visual sensation is inside us. The
external starry heaven that we believe in
is inferred.Q
Bertrand Russel
subjective issue. There is no specific threshold, as the visual cues
increase proportionally with increased resolution. Through empirical
research and testing, it is concluded that typical head-mounted displays
do not offer sufficiently high resolution for immersion. The VPL EyePhone
based on LCD technology provides a resolution of 13 arcmin on the retina
for each pixel, which is roughly the equivalent to having 20/200 visual
acuity on the Snellen eye chart [Piantanida, pg. 45]. Better visual cues
are obtained in projection systems. The drawback of this system is that
head movement is not compensated, therefore, less depth information
can be conveyed due to the lack of motion parallax.
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Non-measurable
The context and the model within define
the scene. The objects have specific
properties and provide a specific output.
The perceived output from the scene
has an objective aspect - assimilation,
and a subjective aspect - interpretation.
The more subjective the properties, the
more they necessitate a quantification
process to enable their simulation. The
quantification classification is based on
"Cyberspace - the first steps".
The arts are neglected because they are
based on perception, and perception is
disdained because it is not assumed ,to
involve thought.
Rudolf Arnheim
4. _7 Experience of space
All definitions of architecture, classic or modern, poetic or pragmatic, talk
ultimately about the experience of architecture. Even when it is not
acknowledged directly as a goal, it is the experience that provides the
interface between all living creatures and their environments. The
meaning of architecture reflects an interpretation of how one experiences
the environment. The understanding of architecture from this vantage
point relies on the cognitive process of information that flows from our
senses. Cognitive associations, semantic knowledge, provides an
individual with the basis for interpretation of an inhabited space. The
process of experience relies on perception, or assimilation plus
interpretation.
4.1. I Perception
In order to understand perception, one must study not only the
characteristics of the physical world, but also those of the perceiver.
British philosopher John Locke distinguished between primary qualities
and secondary qualities. Primary qualities consist of assimilated
properties actually present in an object, for instance color, dimension, and
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This is a simplified representation
encompassing properties considered
important from an architectural point of
view. Any material object has an infinite
number of properties, as the properties
can be defined in numerous ways.
Therefore, it is important to assure
flexibility of property representation in
the respective data structure.
We have now become aware of the
possibility of arranging the entire human
environment as a work of art, as a
teaching machine designed to maximize
perception and to make everyday
learning a process of discovery.
Marshall McLuhan
surface texture. Secondary qualities, on the other hand, are interpreted
qualities present only to the individual perceiver, such as massiveness,
dominance, warmth, and beauty. The existence of secondary qualities,
Locke said, depend upon one's perception of them [Sekuler, pg. 10].
They rely on cognitive associations; the subjective interpretation of the
world around an individual. Due to their interpretive nature, secondary
properties are more difficult to quantify than the primary ones, but are
nevertheless essential in defining architectural experiences. This thesis
argues that these secondary properties are more important to the
understanding of built form than the primary properties since they can be
manipulated by the user or the designer. An understanding of how one
can simulate and manipulate these properties can be immensely
informative in the architectural design process.
4.1.1. N Phenomenal approach to perception
As previously noted, human perception relies upon assimilation and
interpretation of information. There are several psychological approaches
to the understanding of perception. These approaches differ from each
other by the behavioral reaction to stimuli they use as a method of
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evaluation. This thesis uses the phenomenal / naturalistic approach to
the study of perception, since this approach maximizes usable information
from an architect's point of view. The approach is "phenomenal"
inasmuch as the evidence used by it consists of one's conscious
experiences. It is "naturalistic" in the sense that the evidence concerns
responses to the stimuli occurring naturally within the environment and
that there is no attempt to modify these stimuli or to create artificial ones.
The phenomenal / naturalistic approach is based on the most easily
obtainable data - experiences evoked by occurring events [Sekuler,
Blake, pg. 16-23] Through perception one tries to better understand
experience, architectural experience in particular. Such experiences
might include the rhythm of edges while moving through an urban
environment, a glimpse of a crafted detail, the massiveness of a building,
or the feeling of "place".
4.1.2. M| Phenomenal approach to architecture
In his book, "Archetypes in Architecture", Thomas Thiis-Evensen studies
the environmental and architectural experience to understand the
universality of architectural expression. In an effort to quantify
architecture, he defines architectural archetypes -- "the most basic
elements of architecture" which he identifies as floor, wall and roof. He
emphasizes the importance of "a more reliable basis for the emotional
content of architecture" and argues that a phenomenological
understanding of architectural form might lead to a more thoughtful and
accurate architectural aesthetic, to replace professionals' and lay
persons' "generally subjective 'feelings' about buildings." Through an
extensive descriptive study of a variety of architectural examples,
classical and modern. Thiis-Evensen concludes that any building can be
interpreted experientially in terms of floor, wall, and roof. His main aim is
to describe the different kinds of environmental experience that variations
of each of these three elements sustain and presuppose. It is possible,
he argues, to arrive to a common language of architectural form which we
can immediately understand, regardless of individual or culture.
Floors, walls and roofs separate the architectural world into interior and
exterior in different ways. Different architectural styles and cultural
traditions may interpret this separation through different degrees of
opening and closure. These can be explored through three "existential
The design of complex, varied forms
that are adaptable over time and
nevertheless easy to control and to build
demands new methods and skills.
N
N. John Habraken
expressions of architecture" -- motion, weight and substance. Motion
refers to the sense of dynamism or inertia of the architectural element
(expansion, contraction, balance etc.). Weight expresses the sense of
heaviness or lightness of the element and how it relates to gravity.
Substance refers to the material sense of the element (soft or hard,
coarse or fine, warm or cold etc.).
The criterion that Thiis-Evensen applies in his study and classification are
to a great degree quantifiable. This opens the possibility of creating
interactive and dynamic links among classified examples. This thesis
follows Habraken's advice and approaches design by studying
"environments with a high degree of spatial complexity to find out what
their structure is and what process could make them come about." In
order to control the complexity of the forms, the proposed tool represents
the environment quantified through very narrow criteria.
4.1.3. il Form
Regarding the perception of form, there are two opposite schools of
thought. The structuralist approach to form perception states that
complex mental processes - ideas and perceptions - are created by
combining fundamental components. According to this view, simple
sensations constitute building blocks of perceived form. In many areas of
science, progress goes hand in hand with this analytical approach - one
that breaks the phenomena of that science down into appropriate
components. This approach harbors the danger of overlooking the
systemic properties which would be revealed only by looking at the whole.
The developed and refined relationships between components are
especially important in architecture. The majestic effect of an ancient
Greek temple or a Palladian villa lies in the relationships among the
components of the whole. Adding or removing any one element would
certainly ruin the perfect balance that raises the building to a masterpiece
status.
At the other extreme, Gestalt psychologists emphasize the overall
structure or pattern as the major determinant in form perception - "The
whole is greater than the sum of parts". Max Wertheimer noted that
"...when many stimulus elements are present simultaneously, they tend to
become grouped or organized perceptually into distinct patterns."
[Wertheimer, pg. 115-135] Although various organizations are possible,
people would see one particular organization or pattern. This realization
limits the possibility of simulation necessary for an implemented
experiential design process. A thorough analysis of the subjective
perception elements requires their quantification. This can be achieved
only by having criteria sufficiently narrow to allow binary characterizations
(yes or no) or specific numerical values.
The approach of this thesis balances between the structuralist and
Gestalt positions. When designing the parameters for a new architectural
design tool, one should look at perception of built form through very
narrow, elementary criteria. This permits a more thorough analysis in
search of spatial and experiential archetypes. It also makes quantification
and clear classifications possible. Systemic and behavioral properties
become more relevant by linking and grouping these criteria in
meaningful ways. Focusing one's scope on certain aspects of perception
reveals unforeseen patterns that inform design decisions. This approach
has been used until now almost exclusively for data visualization.
Sometimes it had, more or less, a geometric representation associated
with it in cyberspace solutions. In architectural design, it would be
applied in reverse - a dynamic visualization of informative data
associated with specific built elements and motion paths.
Phenomenological classifications of built form imply certain hypotheses
about design, description, representation and manipulation of
architectural knowledge. Empiricism is never pure. The question is about
the substance of the rule, about the hypotheses subtended by its choice.
[Fleischer] In "Grammatical Architecture?", Aaron Fleischer writes about
the three kinds of knowledge that require accommodation: constraints,
diagnostics and preferences. Constraints describe conditions that the
exploration must meet and keep. Diagnostics describe the semantics of
human vision: how you see, and what you infer from how you see.
Preferences are the architect's constraints. The present values of the
constraints, diagnostics and preferences describe the state of design. In
The important thing in science is not so
much to obtain new facts as to discover
new ways of thinking about them.
Sir William Bragg
these terms, this thesis studies the feedback that diagnostics have on
constraints.
In order to deal with the environment successfully one must be able to
detect and to discriminate. Detection tells one that objects are present.
Discrimination allows one to sort out important from unimportant
information. Of course, what is important depends on one's needs. It is
critical, however, that one carefully define the criteria used in
discrimination as to be able to make informed, justifiable decisions even
in subjective areas that involve semantics. Part of the task of designing
the parameters of a design tool would be to detect the properties
associated with designed environments and to critically discriminate
among them.
4.1.4. M Motion
Experience cannot exist without motion. Without constant change and
transformation, space and time are frozen, locked. Variances in time are
a basic condition for life. To enable experience, motion is necessary on
three basic levels:
1. Motion as part of the scene.
To enable perception, the environment must provide a continuous flow of
information in a form that can be processed by the perceiver. This flux of
stimuli shall be referred to as the output from the scene.
2. Motion as part of the perceiver.
To enable the sensing mechanisms to take advantage of the full
bandwidth available to them. This type of motion shall be referred as
perceived output. The perceived output is the information that is
processed during assimilation.
3. Motion as part of the cognitive interpretation of one's senses.
This type of motion relies on bio-chemical motion rather than on
mechanical movement at the macro level.
Of interest to this thesis are the first two types, motion as part of the
scene and the perceived output. These qualities generally identifiable,
mechanical, measurable variations of a location in space. The richness
of an experience depends on the amount of information provided to the
subject. This information can be at the assimilation level (primary
qualities) as existing in the scene, or at the semantic level (secondary
qualities) as interpretations, cognitive associations related with the
perceived environment. The more bandwidth associated with the overall
perception of an environment, the richer the experience is. The human
body and mind constantly strive to maximize the bandwidth available to
the senses. Psychological experiments show that if the image that forms
on the retina does not change over time, the visual perception fades to
zero. The vision of frogs is limited in the sense that they see only objects
that are in motion. Humans are constantly moving their eyes on
apparently random trajectories to maximize the information reaching the
brain. Humans are highly multi-tasking creatures. This capacity is
maintained by a dynamic balance of reorienting the processing of
information. A person may voluntarily orient his or her processing
capacity toward something interesting. In addition, the human brain
involuntarily shifts the focus to where there is an abundance of stimuli. A
sound, even if it is not continuous or subdued, becomes "background
information" after a time, as its parameters are predictable and present no
interest. The cognitive processes are starving for new information. If it is
not accessed, the attention shifts dynamically to the other senses,
extending their bandwidth. For example, studies show that subjects can
hear better with their eyes closed.
In the experience process the subjective perception of space through
motion is essential. Architectural experience is mainly determined by built
territories and motion paths through them. Motion is the single strongest
condition for understanding space. The surrounding environment is
perceived and understood through movement at various levels. Motion as
change in time is necessary to perceive stimuli that create an
architectural experience.
For simulation purposes, an analytical understanding of territories and
paths is necessary. Defining not only a vocabulary of forms, but also the
movement paths through them becomes essential in both the analysis
process and the generative design process. This vocabulary arranged in
a digital library, may be retrieved rapidly to be used as building blocks in
the architect's design process.
Imagination is more important than
knowledge.
Albert Einstein
Combining those elements from pre-defined and customizable libraries
could lead to generating easily controlled experiences of the built form.
These associations are meaningful with respect to spatial relationships,
suggestive paths through built environment, scale as it relates to time and
space, etc. All of these are important building blocks for a synthesis or
simulation of a complex experience.
4.2. [g Interpretation
The preliminary sketches of a designer are sometimes called "empathic"
sketches because they are meant to express not only the objective form
of a product, but the subjective feelings and meanings as well. Such
sketches represent the semantics which the designer wants to evoke in
the viewer. Sometimes a fat, imprecise felt-tipped pen is the only tool that
can capture the desired essence. Other times, a hard, fine pencil works
best. Yet, with pragmatic architectural issues, the medium should not be
obvious, lest it distort the architect's intention. In other words, it should be
transparent. The computer possesses the ability to mimic any set of
conditions or frame of reference necessary to express a concept. The
digital medium is the most transparent medium because of its flexible,
general attributes.
In the CAD world, multimedia has made its most obvious impact by
delivering new ways to describe complex projects and then sending them
to video for presentation. With the advancements in digital technology,
multimedia technology promises to enable interactive presentations,
similar to live walkthroughs. The visualization support is obvious. Photo-
realistic images and simulated realities are impressive. However,
perhaps the most promising area where multimedia can benefit architects,
is in helping making decisions in the design process. Otherwise there
would be a danger for those images to lose their significance -- they
become pretty and shallow, stripped of their content. Representation
limited to projected 2D clues often overlook the experience.
55
;ical scene library of objects
cts custom objects
interface 3D - manipulators
2D - widgets
erties )geometric
optical
density animis
mechanical anima
acoustic metan
ring aids interface ___ windows
database cameras
lights
=ors -,, data
timer
call object (search database)
handle event (process)
return print save database
prender to filepick
return values screen
call another action
OBJECT ORIENTED 3D TOOLKIT
Optimize
5. L-7 Software structure
Toolkit structure for an object oriented
3D database. It represents 3D physical
data and operates on it. A similar
structure is used in Iris Performer, a
programing environment developed by
Silicon Graphics Inc.
The software provides the integeation of the experiential storytelling tool.
It provides the necessary interface in linking the various peripherals. It
also assures the main functionality of the tool by providing three main
modules: modeling, manipulation and navigation.
5.1. I Modeling
There are several approaches to digital 3D modeling. A concise review is
presented in the second edition of "Computer Graphics - principles and
practice" [Foley, van Dam, Feiner, Hughes, pg. 1011-1054]. It is
important to use an application that optimizes the models for use with a
real-time image generation software and hardware. This functionality is
achieved on two levels. First, the extensive use of texture mapping that
provides photo-realistic representations without the use of elaborate
geometric databases. Therefore, advanced modelers like the ones from
Alias Research or SoftImage that are based on B-spline surfaces, would
be inadequate for the task. Polygon-based modelers like those provided
by Wavefront, Software Systems (MultiGen) and Autodesk (AutoCAD) are
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more likely to be suitable for the task. There is a close relationship
between the acceptable complexity of the scene description and the
graphic capabilities of the hardware. If features described in the model's
database cannot be represented through hardware-implemented
algorithms, they need to rely on software, which is considerably slower.
Flexibility and portability of the models is assured by providing these
features to be turned on/off depending on the graphics board available.
The second functionality level for optimizing the scene description is
assured by providing hierarchical levels of details. This allows each
object from the scene to have several geometric representations. This
data structure has to be implemented in the file format as it needs to
preserve the nesting information for the real-time image generation
software. There are several programs that are add-ons to major modeling
applications. Among the modeling packages already mentioned and
tested within this research, only4 MultiGen offers this functionality.
MultiGen is also specifically tuned to take advantage of specific graphic
hardware implementations available on Silicon Graphics workstations.
The model developed uses polygonal faces, and a library of scanned
images used for texture mapping. Most faces are single sided, with the
60
visible side towards the 'exterior'. Exceptions are the faces on 3D objects
with transparency maps. Because the backside of these faces is visible,
they are double-sided. The applied texture maps require less than 4MB of
memory (using the same texture maps in several places or tiling it counts
as one).
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5.2. @ Positioning
Usually object manipulation is done as an integral part of the modeling or
image generation modules. As mentioned previously, traditional digital
modeling is constrained by dealing with 2D inputs (mice, digitizers and
pens) as well as flat outputs (graphic representations on the two-
dimensional surface of a CRT monitor). Compromises have been made
to enable input and output at the 3D database level. As part of this
research, a positioning method was developed that allows good 3D,
spatial referencing without the awkward use of construction planes or
rigid viewports. This function was achieved using Irisinventor, a software
developer's toolkit provided by Silicon Graphics Inc. When the user
selects an object within the scene, the picked object becomes highlighted
and a 3D cross-hair is associated to it. The cross-hair is centered on the
object and has its orthogonal axis parallel with a relative coordinate
system. In the shaded scene with hidden surfaces removed, the user is
able to see the location where the cross-hair (reference lines) intersect
encountered planes. The intersection of the reference lines with the
surrounding objects gives spatial feed-back on the object's position
relative to other elements within the scene. Absolute coordinates are
known directly, visually, by the location of where the cross-hair intersects
the reference planes. At any point, during the manipulation process,
both, relative and absolute, positions of the object are visible and
obvious.
Locational determination is visual and with good enough approximation
for most compositional purposes. This enables fast and intuitive
understanding of spatial understanding of objects represented on a flat
medium like a CRT monitor display. Height above ground level and
distance between objects becomes readily available information, without
the use of awkward commands or nested hierarchical medium. This
method provides the information in a more intuitive way since it is closer
to our natural perception of space.
This image, as well as all scenes
depicted on page 79 to 95, was
generated using the IrisInventor toolkit,
developed by Silicon Graphics Inc. The
objects were defined directly by code in
the Inventor (.inv) file format or by using
basic tools available within the toolkit.
This view depicts the XZ plane in an
almost orthogonal projection. The field
of view of the synthetic camera is 1
degree, as it appears next to the zoom
slider in the lower, right corner of the
frame.

Once localized in space, the object can be translated in space using a
'parallel ruler' concept. Constraints on the axis of translation can be
implemented with keyboard commands or ,trivial using IrisInventor, with
respect to the 2D direction that the input device moves first. This
directional cue is understood in 2D by the application and compared with
the representation of the scene as it appears on the 2D display. The
motion is restricted to an axis or plane, that are intuitively controlled with
a two-dimensional input device such as the mouse. Continuous locational
feed-back is provided to the user as the cross-hairs are displayed during
the whole operation.
The visual feed-back of where the extended cross-hairs intersect the
reference planes and surrounding objects provides a better
understanding to spatial relationships than was previously possible. This
picking and manipulation system provides a faster, more intuitive way of
moving objects in 3D space. It addresses the limitations of the visual
display. Linked to an input device with six degrees of freedom, this
manipulating model provides intuitive input and relevant output.
c*
This image is similar with the view on
page 79. In this case, the camera is
pointed at the scene under a different
angle: 45 degrees. Accordingly, the
camera was dollied (translated on the
view axis), to get closer to the scene.
The camera position was modified in
order to assure a relative similar
composition. Another effect,
determined by those modifications, is
the increase in the perception of depth.
The perspective is intensified by
increasing the field of view (f o. v.) of the
camera lens. Usually 45-46 degrees
f.o.v. is used when a close
approximation to the human eye is
seeked. The exact determination
depends on the size of the viewed
image and the distance from which it is
viewed.
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This image represents a cone in the
XYZ orthogonal reference system. A
manipulator is associated with the
selected cone. This manipulator allows
translation alongside any of three
orthogonal axis and proportional or non-
proportional scaling along those axis.
The type of transformation is selected
by the user, clicking the mouse over
specific regions of the manipulator. The
direction is determined by the 2D input
device (e.g. mouse). As the user drags
the manipulator, the 2D direction of the
input is best matched with one of the
axis from the flat representation of the
camera projection (what is seen on the
screen). This way, intuitive eye-hand
coordination plays an important role
three dimensional manipulation. The
amount of translation or scale applied is
determined by the translation distance
of the input device, in the dragging
process.

Orthogonal XYZ reference planes have
a known dimensional grid. This
dimension can be determined by the
user to fit a variety of needs. The grid
concept is essential to enable a useful
referencing system. Manipulators are
associated to axis relative to the
transformation associated with them. It
is important to see the intersection of
those relative axis of manipulation with
the XYZ reference planes. This way,
there is enough visual information to
have a good understanding of the
object's position and orientation within
the scene. The complication of plans,
elevations, and other redundant
analytical data is avoided.

The same manipulator concept can be
adapted for special objects, like
cameras and light sources. In this case,
the spotlight manipulator has an added
functionality. A graphic representation
of a cone reveals the light source's field
of coverage. This cone can be adjusted
to the specific needs of the user. It is
useful to enable the proportional scaling
of the cone of light, as an intersection
with the reference planes or objects in
the scene, is most informative.

A cube is positioned in the scene with
reference to the objects and the
reference grids. The operation can be
completed without changing the view or
construction planes, and with good. If a
high degree of precision is desired,
snapping tools can be associated to the
manipulator. As in AutoCAD (developed
by Autodesk), the manipulator can have
a restricted area that centers on
adjacent geometric characteristics such
as endpoints, midpoints, intersection
points, etc.

This is an exemplification of a rotational
manipulator. Rotation can be controlled
on any of the three diameters of the
sphere that is represented and that is
centered on the object. Additional axis
or planes associated with the
manipulator and that intersect the
reference planes or scene objects,
would be very helpful. Additional useful
information could be obtained by
representing a 'shadow' outline of the
object being manipulated. This outline,
represented on the XYZ orthogonal
planes, would make the transformation
even more intuitive.

Example of spotlight placement within
the scene. The hardware plafform used
for this study (Indigo Elan R4000) offers
real-time shading with multiple light
sources. This is essential for interactive
positioning of the spotlight.
I
Chromastereoscopy was used for the
generation of enhanced depth cueing.
this phenomena is characteristic to
human perception and it is due to a
symmetrical refraction of the light as it
passes through the crystalline. The blue
end of the spectrum is refracted towards
the exterior of the eyes and the red end
towards the interior. Through the
process of convergence, the blue
objects seem further than the red ones.
This explains why, in vivid images like
on the CRT monitor, blues seem to
recede and reds seem to pop out. This
scene is rendered with a blue fog and a
red 'headlight' associated to the camera.
I
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