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Resumen: En este art´ıculo se presenta un modelo de gestio´n de diccionarios basado
en paradigmas para construir procesadores le´xicos. Para ello, primero se muestran
algunos ejemplos que permiten poner de manifiesto la potencia expresiva del modelo
presentado y el amplio abanico de lenguas al que se puede aplicar este sistema. A
continuacio´n se explica un me´todo para construir eficientemente transductores de
letras a partir de los diccionarios aprovechando el uso de paradigmas. Finalmente se
presentan los resultados que se han obtenido con el sistema implementado.
Palabras clave: procesamiento le´xico, transductores de estados finitos, diccionarios,
paradigmas
Abstract: This paper introduces a model of dictionary management to build lexical
processors based on paradigms. First, examples are given to show the expressivity of
this model and that it can be applied to a wide variety of languages. Next, a method
is explained that allows for an efficient construction of letter transducers extracted
from dictionaries by taking advantage of the use of paradigms. Finally, the result
that has been obtained with the implemented system is presented.
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1. Introduccio´n
Una de las tareas que hay que realizar
en el disen˜o y la implementacio´n de sistemas
de procesamiento le´xico es la construccio´n de
procesadores le´xicos eficientes a partir de de
los datos lingu¨´ısticos.
En particular, los procesadores le´xicos que
se describen aqu´ı han sido usados para trans-
formaciones le´xicas tales como el ana´lisis
morfolo´gico, la generacio´n morfolo´gica y la
traduccio´n palabra por palabra de formas
le´xicas. El ana´lisis morfolo´gico de una pala-
bra es la obtencio´n a partir de su forma su-
perficial de todas las formas le´xicas (consti-
tuidas por un lema y atributos morfolo´gicos)
que le correspondan dado un diccionario. La
generacio´n morfolo´gica es el proceso inverso:
dada una forma le´xica, genera su forma su-
perficial. La traduccio´n palabra por palabra
de formas le´xicas consiste en hacer correspon-
der a una forma le´xica de una palabra en una
lengua otra forma le´xica de otra palabra en
otra lengua. Esta u´ltima operacio´n es crucial
para construir traductores automa´ticos.
Las palabras pueden tener una —es el caso
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de las palabras invariantes— o ma´s formas.
Las variaciones en las palabras reciben varios
nombres atendiendo a su naturaleza. Pueden
ser derivaciones, cuando una palabra se com-
bina con otras o con morfemas que modifi-
can su significado (p.e. ameno y amenizar,
presidente y vicepresidente, etc.); flexiones,
si se trata de las modificaciones gramaticales
que ocurren en nombres, adjetivos y verbos
en lenguas como las indoeuropeas (p.e. lleva,
llevo´, etc.); aglutinaciones, si se trata de afijos
acumulados en ciertas palabras que afectan a
todo un sintagma desde el punto de vista gra-
matical, como pasa en ciertas lenguas como el
turco o el vasco (p.e. urdin, urdina, urdinare-
na, que en espan˜ol se puede corresponder con
azul, el azul, el del azul, respectivamente); o
cualquier otro tipo de variaciones ortogra´ficas
que pueden ocurrir en cualquier lengua.
Las regularidades observadas en el proce-
samiento de estas modificaciones se pueden
agrupar, por conveniencia, al construir dic-
cionarios morfolo´gicos (tanto para el ana´lisis
como para la generacio´n), para evitar tener
que escribir todas las formas de cada pala-
bra. Desde el punto de vista de la gestio´n de
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diccionarios es interesante tener almacenada
la flexio´n de las palabras en paradigmas de
flexio´n identificados por un lado y los lemas
que se flexionan por otro. Esto permite que
introducir una palabra que se flexiona se re-
duzca a indicar el lema e identificar la flexio´n
entre los paradigmas previamente definidos,
o definir una flexio´n nueva que podra´ servir
para introducir otras palabras que presenten
esa misma flexio´n. Por otra parte, si se iden-
tificase un error en uno de los paradigmas de
flexio´n definidos so´lo ser´ıa necesario corregir-
lo una vez.
De igual forma, ciertos mecanismos de de-
rivacio´n se pueden tratar de manera pareci-
da, siempre que sean sistema´ticas en ciertos
lemas: por ejemplo, la formacio´n de superla-
tivos a partir de adjetivos en lenguas como el
catala´n o el espan˜ol, la composicio´n de cier-
tos lemas con determinados prefijos (como
ex-, vice- o sufijos, etc.), y otros casos que
pueden ser tratados de la misma manera que
la flexio´n para que estos feno´menos se pue-
dan beneficiar de las mismas ventajas que en
aquel caso.
En este art´ıculo denominaremos a la agru-
pacio´n de transformaciones regulares en-
tre partes de palabras —para gestionar los
feno´menos que se han expuesto— como defi-
nicio´n de paradigmas, sin reducirnos a tratar
la exclusivamente la flexio´n.
Como formato para los diccionarios se de-
fine uno espec´ıfico que utiliza XML, adema´s
de por interoperabilidad, tanto por las ven-
tajas que presenta para explicitar relaciones
entre elementos como porque permite expre-
sar la codificacio´n de caracteres de los datos
de manera expl´ıcita, como por la abundancia
y la potencia de las herramientas que existen
para procesar y transformar datos incluidos
en documentos XML.
Por u´ltimo veremos co´mo es posible ex-
plotar la divisio´n de entradas del diccionario
en lema y paradigma para construir eficaz-
mente transductores de letras mı´nimos. Es-
tos transductores de letras mı´nimos estara´n
disen˜ados para su uso por procesadores efi-
cientes del lenguaje. En (Garrido et al., 1999)
se presento´ un compilador de estas carac-
ter´ısticas pero que no aprovechaba completa-
mente la factorizacio´n que permiten los pa-
radigmas para acelerar la construccio´n. En
(Daciuk et al., 2000; Carrasco and Forcada,
2002; Garrido-Alenda et al., 2002) se pre-
sentan me´todos de construccio´n incremental
de transductores de letras mı´nimos como al-
ternativa al modelo que se presenta en este
art´ıculo.
2. Formato XML para los
diccionarios
Se ha disen˜ado un formato basado en
XML para almacenar la informacio´n de los
diccionarios. La DTD (document type defini-
tion, una de las formas de especificar un for-
mato XML) de este formato incluye secciones
para especificar los caracteres que se conside-
ran alfabe´ticos —en el sentido de que pueden
formar parte de una palabra—, para definir
s´ımbolos que tengan sentido morfolo´gico, de-
finicio´n de paradigmas y de identificacio´n de
expresiones regulares tales como nu´meros o
direcciones de Internet. En el momento de
enviar este art´ıculo no se incluye ninguna re-
ferencia a esta DTD porque se encuentra to-
dav´ıa en desarrollo.
La figura 1 muestra un ejemplo de defini-
cio´n de un paradigma y su uso en el dicciona-
rio. Los paradigmas tienen entradas (elemen-
to <e>), y para este caso, cada entrada con-
siste en una pareja (<p>), con parte izquierda
(<l>) y parte derecha (<r>). Dentro de estos
elementos se puede incluir texto o s´ımbolos
morfolo´gicos <s>. Las entradas del dicciona-
rio se definen de la misma forma, la etiqueta
identidad <i> es una forma abreviada de es-
pecificar una pareja con la parte izquierda y
la parte derecha ide´nticas. El paradigma de la
palabra se expresa, para el caso de la figura,
al final mediante una referencia a paradigma
<par>.
Se pueden definir paradigmas c´ıclicos con
so´lo indicarlo mediante un atributo del pa-
radigma. Cabe notar que no todos los para-
digmas se pueden definir como c´ıclicos, sino
so´lo aquellos que no aceptan la cadena vac´ıa,
ya que se puede dar el caso de que la salida
sea infinita para una entrada dada (bucle sin
consumo de entrada). Detectar que un para-
digma ha sido definido como c´ıclico incorrec-
tamente es trabajo del compilador que cons-
truye el transductor de letras.
3. Obtencio´n de paradigmas
Las formas le´xicas que se corresponden
con las formas superficiales de las entradas
de estos diccionarios esta´n compuestas de le-
ma y una lista ordenada de etiquetas mor-
folo´gicas. La primera de las etiquetas que se
especifiquen se considera como la etiqueta de
S. Ortiz, M. Forcada, G. Ramírez
52















<e><i>pan</i><par n="-es n m"/></e>
Figura 1: Ejemplo de definicio´n de paradigma y entrada en el diccionario para palabras que flexionan
como pan.
categor´ıa le´xica, mientras el resto son llama-
das etiquetas de subcategor´ıa le´xica.
Los paradigmas que se usan para construir
los diccionarios que sean como los que se pre-
sentan en este art´ıculo se pueden obtener me-
diante dos procedimientos:
Manualmente. Un lingu¨ista decide co´mo
se forman los paradigmas para unifi-
car todas las formas superficiales y sus
correspondientes formas le´xicas. Esto
puede ser necesario por conveniencia del
lingu¨ista.
Automa´ticamente. Un programa de orde-
nador puede calcular paradigmas-sufijo
unificando todas las entradas que ten-
gan el mismo lema y la misma etiqueta
de categor´ıa le´xica en una sola definicio´n
de paradigma. De forma ana´loga se pue-
de realizar esto con paradigmas-prefijo o
siguiendo cualquier otro criterio.
Automa´tica y manualmente. En ocasio-
nes puede resultar necesario combinar
las dos te´cnicas anteriores para conseguir
los resultados que se busquen.
4. Construccio´n de transductores
de letras
4.1. Definiciones preliminares
En este art´ıculo, denotaremos con  la ca-
dena vac´ıa, y mediante θ el s´ımbolo vac´ıo.
Definimos dos alfabetos Σ, o alfabeto de
entrada, y Γ o alfabeto de salida.
Llamamos transduccio´n de cadenas al par
(s : t) tal que s ∈ Σ? es la cadena de en-
trada y t ∈ Γ? la cadena de salida. Por su
relacio´n con la cadena vac´ıa, podemos dis-
tinguir la transduccio´n ( : ) o transduccio´n
nula, las transducciones de la forma ( : s)
o inserciones y las transducciones de la for-
ma (s : ) o borrados. La transduccio´n nula
es un caso particular de insercio´n o de borra-
do. Las transducciones se pueden concatenar,
(s : t) · (x : y) = (sx : ty).
4.2. Paradigmas
Llamamos paradigma (y lo denotamos con
P ) a un conjunto de transducciones sin nin-
guna restriccio´n de tipo sobre su contenido.
Diremos que el paradigma es ciclable si no
incluye ninguna insercio´n.
Los paradigmas se pueden concatenar con
transducciones o entre s´ı de la siguiente for-
ma:
(s : t) · P = {(sx : ty) : (x : y) ∈ P} (1)
P · (s : t) = {(xs : yt) : (x : y) ∈ P} (2)
Pi · Pj = {(sx : ty) : (s : t) ∈ Pi ∧
(x : y) ∈ Pj} (3)
Los paradigmas considerados como trans-
ductores de letras tienen un estado inicial iP
y un conjunto de estados finales FP . Cuando
se hable del estado final de un paradigma se
referira´ a un u´nico estado fP que se puede
crear en cualquier momento tal que todos los
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q ∈ FP este´n unidos a e´l mediante transicio-
nes nulas (θ : θ).
Definimos entrada (de un paradigma)
como la concatenacio´n de paradigmas y
transducciones en cualquier proporcio´n y or-
den que define un subconjunto de transduc-
ciones de un paradigma dado.
4.3. Diccionarios
Un diccionario de transducciones se define
(por ejemplo, para incorporar conocimiento
lingu¨´ıstico) usando paradigmas que describan
la flexio´n. Un diccionario de transducciones
se presenta como un conjunto D = (E,P,P c)
en el que:
E es el conjunto de entradas del diccio-
nario de transducciones. El conjunto de
entradas de un diccionario puede ser vis-
to como un gran paradigma, con la res-
triccio´n de que no puede contener ningu-
na insercio´n. En el diccionario, los para-
digmas sirven para representar el conoci-
miento lingu¨´ıstico existente en las reali-
dades observadas por el procesador le´xi-
co.
P es un conjunto de las definiciones del
contenido del los paradigmas que se usan
en las entradas del diccionario o en otros
paradigmas.
Pc es un subconjunto de P, el de para-
digmas c´ıclicos. Se impone la restriccio´n
de que so´lo se puedan definir paradigmas
c´ıclicos a partir de paradigmas que sean
que sean ciclables.
Un diccionario D se puede representar me-
diante un transductor de letras que tiene
como alfabeto de entrada Σ ∪ {θ} y alfabeto
de salida Γ ∪ {θ}; se define L = (Σ ∪ {θ}) ×
(Γ ∪ {θ}). El conjunto de estados del trans-
ductor es Q, el estado inicial qI ∈ Q, el con-
junto de estados finales F ⊂ Q y la funcio´n
de transferencia δ : Q×L → 2Q, y por lo tan-
to es indeterminista tanto con respecto de la





A partir de una transduccio´n de cadenas
se puede construir una secuencia de trans-












Figura 2: Construccio´n del diccionario como
aceptor de prefijos y enlace con paradigmas me-





s : m θ : pl
Figura 3: Paradigma ((-es n m)) minimizado que
se usa en la figura 2.
ma´x(|s|, |t|) que se define como sigue para ca-
da elemento 1 ≤ i ≤ N :
Si(s : t) =


(si : θ) si i ≤ |s| ∧ i > |t|
(θ : ti) si i ≤ |t| ∧ i > |s|
(si : ti) en otro caso
(4)
Hay que destacar que, por construccio´n,
se asegura que no puede existir ningu´n (s : t)
que sea igual a ( : ), lo que es crucial para la
consistencia del me´todo de construccio´n que
se vera´ posteriormente.
El me´todo de construccio´n usa dos proce-
dimientos, el procedimiento de montaje que
se infiere de la ecuacio´n 4 y el de minimiza-
cio´n, que se realiza por un algoritmo conven-
cional de minimizacio´n (van de Snepscheut,
1993) de auto´matas finitos que consiste en
invertir, determinizar, volver a invertir y vol-
ver a determinizar, tomando como alfabeto
del auto´mata que hay que minimizar el pro-
ducto cartesiano L y como transicio´n vac´ıa la
(θ : θ).
En la figura 2 se observa un ejemplo sim-
plificado de este montaje. Se introduce trans-
duccio´n por transduccio´n compuesta como en
la ecuacio´n 4 en un transductor en forma de
aceptor de prefijos o trie, es decir, de mane-
ra en la que haya so´lo un nodo para cada
prefijo comu´n del conjunto de transducciones
que forman el diccionario. Con los sufijos de
las transducciones (que no se comparten) se






e : m s : pl
Figura 4: Paradigma ((z/-ces n m)) minimizado
que se usa en la figura 2.
crean estados nuevos. En el punto en el que
se haga referencia a un paradigma, se crea
una re´plica de ese paradigma y se enlaza a la
entrada del diccionario que se esta´ insertando
en el transductor mediante una transduccio´n
nula (θ : θ).
Cada uno de los paradigmas, en tanto que
pueden ser vistos como pequen˜os dicciona-
rios, se han construido por este mismo proce-
dimiento a su vez y se han minimizado para
reducir el taman˜o del problema en la cons-
truccio´n del diccionario grande. En las figuras
3 y 4 se muestra el estado de los dos paradig-
mas utilizados en la figura 2 despue´s de la
minimizacio´n.
Con los paradigmas c´ıclicos (ver figuras 5
y 6) se opera de una forma similar. En estos
ejemplos se muestra como se construye un pa-
radigma en el diccionario y con un transduc-
tor de letras. El paradigma construido puede
ser usado en entradas del diccionario con cier-
tos nombres en lengua vasca que acaban en
consonante.
4.5. Construccio´n avanzada de
transductores de letras
mediante paradigmas
Es un hecho que, en las lenguas de Euro-
pa, las modificaciones de las palabras tienen
lugar al final o al principio de las mismas.
Este hecho se puede explotar para mejorar
la velocidad de construccio´n del transductor
mı´nimo.
Como primera mejora, los paradigmas se
pueden minimizar cuando se definen lo que
permite manejar paradigmas ma´s pequen˜os
en el proceso de construccio´n. Como los para-
digmas de los diccionarios de las lenguas con
las que hemos trabajado suelen tener unos
pocos cientos de estados, la minimizacio´n de
estos paradigmas es un proceso muy ra´pido.
Si suponemos que una entrada puede pre-
sentar una referencia a un paradigma en cual-
quier punto de la misma, podr´ıamos pensar
en copiar en ese punto el transductor que se
calcula en la definicio´n del paradigma. El pro-
cedimiento que se presenta aqu´ı se basa en
que no siempre es necesario copiar, sino que
en determinadas ocasiones es posible reuti-
lizar un paradigma que ya haya sido copia-
do. En particular, dos o ma´s entradas que
comparten un paradigma como sufijo pueden
reutilizar la misma copia de ese paradigma y
lo mismo sucede cuando ocurre como prefijo.
Sin embargo, en general, no es posible reu-
tilizar paradigmas si se encuentran en posi-
ciones intermedias de entradas diferentes, ya
que se pueden introducir nuevos sufijos (pre-
fijos) a entradas existentes, lo que hace que la
informacio´n que se introduce en el transduc-
tor no es consistente con el diccionario, y el
transductor generado ser´ıa incorrecto (reali-
zar´ıa transducciones que no se encuentran en
el lenguaje que definen los diccionarios).
Definimos como P
[n]
i como la copia ene´si-
ma del paradigma i durante la construccio´n
de D. De igual forma, se definen la copia









Podemos decir que una entrada del dic-
cionario que comience por Pi puede reutilizar
P
[n]




ne una u´nica transicio´n de entrada. Adema´s,
esta transduccio´n de entrada debe enlazarlo
necesariamente a qI y debe ser nula (θ : θ).
La reutilizacio´n de esta copia de este paradig-
ma se lleva a cabo mediante el enlace de f
[n]
Pi
con el sufijo restante de la entrada mediante
una transicio´n nula.
Ana´logamente, una entrada del dicciona-
rio que termine por Pi puede reutilizar cier-
ta copia P
[n]
i como sufijo si existe una u´nica
transicio´n de salida del estado final de esta
copia del paradigma, f
[n]
Pi
, que adema´s sea nu-
la y que enlace esta copia con un estado final
del D, es decir, que q ∈ F . La reutilizacio´n
de este paradigma consistira´ mediante el en-
lace del prefijo restante de la entrada con i
[n]
Pi
mediante una transicio´n nula.
5. Resultados
Para comprobar el rendimiento del siste-
ma se han utilizado tres diccionarios dispo-
nibles en catala´n, espan˜ol y portugue´s, todos
ellos con un nu´mero similar de entradas (de
30.000 a 35.000 lemas, que se corresponden,
segu´n el caso, con entre un millon y medio

































Figura 5: Ejemplo simplificado de definicio´n de paradigma y entrada en el diccionario para la palabra
vasca mutil (chico).
y tres millones y medio de formas superficia-
les). Se realizaron pruebas para ver co´mo la
minimizacio´n previa de los paradigmas y, adi-
cionalmente a esta mejora, la reutilizacio´n de
paradigmas, afectan a la velocidad de cons-
truccio´n de los transductores de letras.
En la tabla de la figura 7 podemos ver el
nu´mero de estados que se genera en la cons-
truccio´n del transductor antes de minimizar
y su comparacio´n con el mı´nimo, y co´mo in-
fluye el aplicar las dos mejoras consecutiva-
mente para lograr un transductor no mı´nimo
del orden de so´lo unas cuatro veces ma´s gran-
de que el mı´nimo en lugar de cincuenta o cien
veces. En la pra´ctica, el rendimiento de este
me´todo de construccio´n reduce el tiempo de
construccio´n del transductor mı´nimo de va-
rias horas a unos pocos segundos. Adema´s el
taman˜o de la memoria que necesita duran-
te la construccio´n var´ıa segu´n el caso, pero
es entre 10 y 20 veces menor que el que se
necesita si no se reutilizan las copias de los
paradigmas de esta manera.
Mediante el procedimiento expuesto se
esta´n desarrollando los datos y los procesa-
dores del lenguaje del proyecto “Traduccio´n
automa´tica de co´digo abierto para las lenguas
del Estado espan˜ol” y se obtienen por el mo-
mento unas prestaciones de analizadores o ge-
neradores morfolo´gicos que funcionan en un
entorno de velocidad de 40.000 palabras por
segundo en un PC de escritorio, y el tiempo
de construccio´n de los transductores de letras
es de unos quince segundos para diccionarios
de hasta unas 35.000 entradas que con los pa-
radigmas desarrollados se corresponden con
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-aren det sg + gen
-en det pl + gen








Figura 6: Ejemplo simplificado de construccio´n de un paradigma nominal c´ıclico para el vasco. Se ha
desarrollado la representacio´n que se infiere de la figura 5 para que pueda observarse el ciclo.
Lengua Sin Paradigmas Reutilizando Mı´nimo
mejoras preminimizados pref. y suf.
Catala´n 9.035.429 1.480.977 204.504 62.819
Espan˜ol 3.641.407 1.531.536 222.481 59.815
Portugue´s 8.309.685 696.581 154.951 38.752
Figura 7: Nu´mero de estados de los auto´matas construidos antes de la minimizacio´n, para los casos sin
ninguna mejora, minimizando previamente los paradigmas, reutilizando paradigmas, y su comparacio´n
con el mı´nimo que es comu´n para los tres procedimientos. El modelo que se presenta en este art´ıculo se
destaca en negrita.
unos cuatro millones de palabras diferentes.
En cuanto al consumo de memoria, los diccio-
narios ocupan por el momento hasta cuatro
megabytes en documentos XML. Si se expan-
den las transducciones de los diccionarios —
la parte no c´ıclica—, estos ocupan hasta 400
megabytes en algu´n caso. Una vez compila-
do, el transductor resultante ocupa unos 600
kilobytes en disco, y en ejecucio´n menos de
10 megabytes.
6. Conclusiones
Hemos visto co´mo la gestio´n de diccio-
narios mediante paradigmas es una te´cnica
que constituye una forma coherente de ges-
tionar diccionarios de lenguas de naturale-
zas diferentes y que permite generar ra´pi-
damente procesadores le´xicos muy eficientes.
En desarrollos futuros se estudiara´ la forma
de mejorar todav´ıa ma´s el procedimiento de
construccio´n de los transductores de letras y
de aumentar la eficiencia de los procesadores
le´xicos que se generan.
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