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Abstract
With compressive sampling (CS), few measurements or samples will be enough
for signal reconstruction as long as the signal can be represented in a basis do-
main and the coecients are sparse. Fortunately, many signals in nature can
be expressed with sparse bases. However, there arise the CS problems of per-
turbations which can be broadly classied into additive and multiplicative. The
additive perturbation such as additive white Gaussian noise (AWGN) inevitably
incurs recovery noise in general, but can be more serious if CS is used. Signal
power should be suciently large compared to the amount of the additive per-
turbation to apply CS. Simply increasing the signal power, however, may incur
additional interference noise if there are multiple signal sources. Furthermore, an-
other serious problems may arise when there exist multiplicative perturbations.
Multiplicative perturbation may cause a mismatch between the assumed signal
basis and that in the measurements, and as a result, signal-dependent noise is
generated. Therefore, boosting of signal power will also increase the noise from
the multiplicative perturbation. To use CS, the adverse eects from additive and
multiplicative perturbations should be reduced.
In this thesis, methods to alleviate the adverse eects from these perturbations
are suggested. Firstly, diversied-CS (dCS) method is introduced as a remedy
against the additive perturbation of CS. This method will cut down the noise
of the recovered signal by extracting diversity gain from given measurements
with virtual multiple branches of recovery. Diversity technique is commonly used
in a wireless receiver to reduce noise by combining signals from multi sensors.
ix
xHowever, dCS method uses only a single sensor to extract the diversity gain
by building virtual branches. This technique is also applied to the applications
of spectrum sensing and spherical harmonics reconstruction to demonstrate the
noise reduction. Furthermore, simulation results verify dCS method is eective
in reducing the recovery noise. Secondly, an iterative basis renement method is
suggested for the reduction of the adverse eects from multiplicative perturbation.
This method determines active bases (initially blindly), estimates the mismatch in
the identied active bases, and adjusts the bases according to the perturbation. It
is applied to the application of CS wireless receiver for the sparse signal acquisition
and reconstruction, where the source of the multiplicative perturbation is the
Doppler frequency oset introduced by a wireless fading channel. Simulation
results corroborate the eectiveness of this algorithm in suppressing the adverse
eects of multiplicative perturbations on signal recovery.
Although the proposed methods in this thesis are mainly introduced to wire-
less signal applications, it has a potential to be used in other CS applications
that suer from additive and multiplicative perturbations.
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2 CHAPTER 1. INTRODUCTION
1.1 Background of Compressive Sampling
In general, to acquire a continuous signal with analog to digital converter (ADC)
the sampling rate of ADC should at least meet the Nyquist rate{twice the max-
imum signal frequency. Despite recent advances in semiconductor technology, it
is still not easy to meet the Nyquist rate when dealing with very high-frequency
signals. Fig. 1.1 shows the allowable frequency of the input signal versus the eec-
tive number of bits (ENOB) of ADC [1, 2]. It shows the highest input frequency
with 13 ENOB is about 100 MHz at the state of the art in the year of 2008.
(At the year of 2012, the speed of a commercial product of ADC is about 160
Mega Samples Per Second (MSPS) [3]. This means that the highest frequency
of the baseband signal cannot be bigger than 80 MHz with this ADC.) Then,
how can we analyze the whole RF spectrum which is shown in Fig. 1.2? Since
it is impossible to analyze the wide-band signal simultaneously with the current
ADC, techniques of dividing the wide-band spectrum into multiple bins of small
bandwidth and frequency down-conversion are widely used, even though it is
much more complex and expensive. If direct sampling is available without any
additional processes, this will be a breakthrough in signal processing.
Several techniques have been devised over the past few decades to overcome
the requirement of the high sampling rate on the ADC. The most recent one is
compressive sampling (CS) [4{10]. CS theory states that the signal can be recon-
structed with very few samples if the signal is composed with orthogonal basis
functions and the coecients are sparse. Fortunately, many signals of interest
can be represented only with few basis functions.
Since CS only requires the basis functions to satisfy the restricted isometry
property (RIP) for signal reconstruction, sub-Nyquist sampling and reconstruc-
tion is highly possible. Among other sub-Nyquist sampling techniques, there is
the theory of bandpass sampling for the band-limited signal [11]. This method
generates replicas of the original spectrum without overlapping by intentional
under-sampling. The under-sampled signal can be reconstructed by ltering out
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Figure 1.1: Eective number of bits (ENOB) of ADC versus input signal fre-
quency. [2]
unwanted replicas of spectrum. But this method may be still expensive in case
of a sparse signal which does not occupy a continuous range of frequencies in the
frequency domain. Further, random (or non-uniform) sampling [12{22] has been
introduced. If the signal is sampled randomly, it is known that the aliasing of
the signal can be avoided even at the sub-Nyquist rate. However, this method is
known to suer from high noise [14{16].
If the signal can be expressed with basis functions, the sampled measurement
will be given by y = 	x, where 	 2 RLN is the basis matrix and x 2 RN is the
coecient vector. To reconstruct the signal, we only need to nd x by solving
the system equation y = 	x. The simplest way to solve x may be the least
squares (LS) method [24{26]. If the number of equations is bigger than that of
unknowns, we can multiply the pseudo-inverse matrix of 	 to 	x = y to nd
x. But, when the system is not stable, i.e., 	 has high condition number and
4 CHAPTER 1. INTRODUCTION
Figure 1.2: United States Frequency Allocation Chart. [23]
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the measurement vector y is noisy, nding the vector x accurately is not an easy
problem. Unless the condition number of 	 is suciently small, the recovery will
be contaminated with severe noise. To make the matters worse, if the system
equation is under-determined, or the number of equations is smaller than that of
unknowns, it is very hard to estimate x.
However, under the assumption that x is K-sparse, i.e., only K entries of x
are non-zero, we may nd x with the sparse approximation technique [27]. CS
is an emerging technique of the sparse approximation method. We can recover
x even if the number of measurements is much smaller than that of bases. In
general, CS can be performed by multiplying the sensing matrix  2 RML to
	x = y to reduce the data, where M  N  L. Then, simply we have Ax = b,
where A = 	 2 RMN is the measurement matrix and b = y 2 RM is the CS
measurement vector. Since the number of measurements are reduced from L to
M , the orthogonality of each column of the basis matrix is reduced due to the lack
of the measurements. Candes and Tao [8] explained the possibility of recovery
in the under-determined condition with the concept of the restricted isometry
property (RIP). There are various algorithms to nd x such as basis pursuit
(BP) method [28], convex `1-minimization method [29], non-convex optimization
method [30{32], greedy method [33{35], re-weighted iterative `1-minimization
method [36, 37], NP-hard combinatorial method, etc.
1.2 CS Applications
For an intuitive understanding of the potentials of CS, a simple example of signal
reconstruction with CS is demonstrated.
Example 1.1. We want to reconstruct a 3D spherical signal with very few sam-
ples [38, 39]. CS enables the reconstruction to be possible with very few samples
even though the 3D signal is very complex spherical harmonics (SH) expressed
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as
f(; ') =
LfX
`=0
X`
m= `
fm` Y
m
` (; '); (1.1)
where Lf is the maximum order of SH, Y
m
` (; ') is the Laplace spherical harmonic
basis dened as
Y m` (; ') =
s
(2`+ 1)
4
(` m)!
(`+m)!
Pm` (cos )e
jm'; (1.2)
Pm` is the associated Legendre function, and f
m
` are the coecients of the bases
which are sparse. Fig. 1.3(a) shows the reconstruction example of 3D SH signal
with CS. For simple demonstration, the sparsity of the coecients is assumed as
K = 10 out of N = 1326 bases. Its reconstruction of the basis coecients is
shown in Fig. 1.3(b). Only M = 100 measurements are used in estimating 1326
coecients.
In this example, the important fact about CS can be inferred: few measure-
ments may be sucient for the signal reconstruction as long as the signal is
expressed with few basis functions, regardless of the complexity of the signal.
The sparsity is the important feature of the signal whether CS can be applied
or not in signal reconstruction. Fortunately, many signals of interest can be ex-
pressed or approximated with basis functions, and its coecients are sparse. The
potentials of CS are shown in many applications such as
 image signal processing [40{45],
 analog-to-information conversion [46{53],
 wireless communication [54{58],
 spectrum sensing [59{62],
 RADAR [63{67],
etc. In these applications, CS is applied to reconstruct the signal or to improve
the reconstruction by exploiting the sparsity of the signal.
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(a) 3D signal reconstruction via CS. Only 100 measurements are used in the
reconstruction.
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(b) Reconstructed weights of spherical harmonic bases. 1326 coecients are
estimated with 100 measurements.
Figure 1.3: Signal reconstruction example of 3D signal with CS.
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1.3 Motivation
While much literature focus on the positive potentials of CS, there are some neg-
ative perspectives in CS: perturbation eects of CS. Signal reconstruction with
CS is very sensitive to dierent types of perturbations which can be broadly clas-
sied into additive and multiplicative. The additive perturbation, which includes
measurement noise [7] and signal noise [68{70], inevitably incurs recovery noise.
Signal power should be suciently large compared to the amount of additive
perturbation [71], and noise folding eect of CS has to be well controlled [68] to
apply CS in the presence of additive perturbations (which are independent of the
signal). Simply increasing the signal power, however, may incur additional inter-
ference noise if there are multiple signal sources. Furthermore, another serious
problems may arise when there exist multiplicative perturbations in measure-
ments [72, 73]. Multiplicative perturbation may cause a mismatch between the
assumed signal basis and that in the measurements, a situation common in prac-
tice. Such multiplicative perturbation causes signal-dependent noise and should
be minimized for successful application of CS in many engineering systems of
interest.
Example 1.2. Suppose we want to recover signal spectrum with CS. The spec-
trum of the original signal is assumed to be sparse in frequency domain and to
be located in the range between 5 GHz and 6 GHz. Fig. 1.4(a) is the spectrum of
the original signal which is contaminated with additive perturbation of noise at
the level of about  60 dB from the peak. Fig. 1.4(b) is CS-recovered spectrum
under the additive perturbation with an average CS sampling rate of 4:4 MHz.
Under the additive perturbation, the CS-recovered spectrum suers from noise
amplication. Noise level of the CS-recovered spectrum is increased compared to
the original signal. Furthermore, Fig. 1.4(c) is the CS-recovered spectrum under
the additional frequency oset of 0:2 ppm (parts per million) which causes mul-
tiplicative perturbation. These show that the both additive and multiplicative
perturbations are detrimental to the CS signal reconstruction.
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(a) Spectrum of the signal which is contaminated
with additive noise.
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(b) CS-reconstructed spectrum with additive
perturbation.
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(c) CS-reconstructed spectrum with additive and
multiplicative perturbations.
Figure 1.4: Eects of additive and multiplicative perturbations in CS-
reconstructed. These perturbations are very critical to the CS signal recovery.
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This example shows the perturbation eects of CS when CS is applied to
spectrum reconstruction. To use CS more practically, it is highly advisable to
reduce the adverse eects from additive and multiplicative perturbations.
1.4 Thesis Overview and Contributions
This thesis makes key observations on the adverse eects of additive and mul-
tiplicative perturbations, and illustrates the dierent impacts of these perturba-
tions on the CS signal reconstruction. Most of the thesis is focused on the methods
for perturbation reduction. This thesis makes the following contributions:
 We explore the dierent impacts of additive and multiplicative perturba-
tions on CS signal reconstruction.
 For the reduction of the adverse eect of additive perturbation, we propose
the diversied-CS (dCS) method which extracts the diversity gain.
 (Application) We apply CS to spectrum sensing for the sampling and the
reconstruction of the wide-band signal with a low-speed ADC. Further,
the method of dCS is also applied to the spectrum sensing to reduce the
spectrum noise. It is shown that the frequency components of the signal
buried in the noise due to CS can be found with dCS method. Our technique
has a potential to be used in other CS applications where the quality of the
recovered signal is an issue.
 For the noise reduction from multiplicative perturbation, we propose an
iterative technique of basis adjustment. This technique is practical because
no a priori knowledge about which bases are active is required.
 (Application) CS is applied to a wireless receiver with a low-speed ADC,
where a Doppler frequency oset originated from wireless fading channel
behaves as multiplicative perturbation. The iterative basis adjustment
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technique is applied to reduce the adverse eect from the multiplicative
perturbation. The result shows that this technique removes the noise from
multiplicative perturbation successfully.
For clarity, these contributions are organized into three parts.
In Part I, we explore the brief theory of compressive sampling (CS). Before
jumping into CS, other fundamental techniques of signal sampling and reconstruc-
tion are reviewed in Chapter 2. The basic mathematical concept of CS and its
recovery algorithms are shown in Chapter 3. Chapter 4 presents the robust-
ness of CS when there exist some perturbations in the measurements. It shows
the reconstruction error bounds under the additive and multiplicative perturba-
tions, and also compares the error bounds with the least squares (LS) method.
Chapter 5 summarizes the noise amplication of CS due to additive and mul-
tiplicative perturbations, though CS has the possibility to reduce the recovery
noise less than LS in an unstable system compared to LS method.
In Part II, we focus on methods to reduce the noise amplication of CS.
Chapter 6 introduces a diversied-CS (dCS) method to reduce the noise from
additive perturbation. Diversity technique is widely used in a wireless receiver
to improve a signal quality with multi sensors. Diversied-CS (dCS) method,
however, which extracts the diversity gain with a single sensor is suggested. To
extract diversity gain from a single sensor of CS, we present how to build virtual
multiple branches of CS. With virtual multiple branches, multiple recoveries are
possible for diversity combining to reduce the noise. Its applications to spectrum
sensing and spherical harmonic reconstruction are presented in Chapter 7. The
simulation results verify that the signal hidden behind the noise can be found
much more reliably with dCS method compared to normal CS or LS methods.
Even though a toy signal used for simplicity, the dCS method can be applied to
other extended applications.
In Part III, remedies for multiplicative perturbation are investigated. Chap-
ter 8 emphasizes a practical iterative technique to alleviate the impact of multi-
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plicative perturbation. This technique is practical because no a priori knowledge
about which bases are active is assumed. Instead, the basic idea behind the sug-
gested technique is to 1) determine the active bases (initially blindly), 2) adjust
the identied active bases to the multiplicative perturbation accordingly, where
the adjustment process depends on the application, 3) apply CS recovery to the
basis adjusted system of equations, and 4) iterate until desired. Its successful
application to a wireless receiver is shown in Chapter 9.
Finally, conclusions and future works are discussed in Chapter 10.
Part I
Exploring CS : Literature Review
13

Chapter 2
Overview of Signal
Reconstruction
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16 CHAPTER 2. OVERVIEW OF SIGNAL RECONSTRUCTION
In this chapter, we briey review the methods of signal sampling and its re-
construction. The conventional sampling method such as interpolation method
requires Nyquist rate, twice the maximum frequency of the baseband signal. How-
ever, we can reconstruct the signal with the least squares (LS) method which does
not require sampling at Nyquist rate if the signal consists of a nite number of
bases. Furthermore, we can reduce the sampling rate more with compressive
sampling (CS) method as long as the signal is sparse in basis domain.
2.1 Methods of Signal Sampling and Its Recon-
struction
2.1.1 Interpolation Method
Let us assume that we want to sample and reconstruct a continuous-time signal
s(t). If we have no information about the signal other than it is band-limited in
the range of (0; 1=2T ) Hz, the signal can be sampled and reconstructed as
s?(t) =
X
m
s(tm)'m(t); (2.1)
where s(tm) is the m-th measured sample at an appropriately chosen sampling
time tm and 'm(t) is the interpolation function of the m-th sample [74].
Uniform Sampling
If the reconstruction is performed using uniform sampling, i.e., tm = mT , the
interpolation function is the well-known Shannon sampling expansion 'm(t) =
sinc(t=T  m) [75], where sinc(t) = sin(t)=t.
Non-Uniform Sampling
If samples are jittered or sampled at arbitrary time instants, the interpolation
function 'm(t) should be adjusted based on the sampling time tm. In general,
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the signal can be approximated by the Lagrange interpolation function [76{78]
'm(t) =
G(t)
(t  tm)G0(tm) ; (2.2)
where
G(t) = (t  t0)
1Y
m=1
(1  t
tm
)(1  t
t m
): (2.3)
For stable reconstruction, the deviation of sampling jitter should be within about
1=4 unit from its corresponding Nyquist instant [77]. It is also proven that any
linear combination of irregularly spaced samples whose average rate is above the
Nyquist rate is suitable for the reconstruction of the signal [76, 79]. There are
also other variations of the interpolation functions [22, 74, 80] to approximate the
signal.
Fig. 2.1 shows the reconstructed signal with above two methods. In case of
uniform sampling, reconstruction can be done quite easily with the interpolation
of the sinc function. More eorts, however, are required for the reconstruction of
non-uniform sampling for the calculation of all interpolation functions.
2.1.2 Bandpass Sampling Method
Let us assume that the we have a bandpass signal whose frequency range is
(fL; fH) Hz, where fL < fH . This assumption is very natural because many
signals are modulated or converted into bandpass signal for transmission. To
sample the signal with the Nyquist rate, there can be two ways in sampling the
signal. One is to sample the signal directly at the rate of 2fH . The other is
to sample the signal after frequency down-converting to reduce the maximum
frequency of the signal. After frequency down-converting, the frequency range
will be (fL  fD; fH   fD), where fD is down-converting frequency. Then, we can
sample the signal at the rate of 2(fH fD). In case of the rst choice, however, it
is not easy to meet the Nyquist rate when dealing with the high frequency signal
despite recent advances in semiconductor technology. This is the reason why the
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(a) Uniform sampling and its reconstruction
(b) Non-uniform sampling and its reconstruction
Figure 2.1: Signal reconstruction using the interpolation method.
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Figure 2.2: By bandpass sampling, frequency down-conversion and data acquisi-
tion are performed simultaneously.
second method is widely and practically used, though it is complex due to the
frequency down-conversion.
However, it is also possible to sample the signal directly by bandpass sampling
if noise folding eect is tolerable [11, 81]. It is also known as under-sampling,
harmonic sampling, intermediate frequency (IF) sampling, etc. Frequency down-
conversion and data acquisition are done simultaneously by performing bandpass
sampling as shown in Fig. 2.2.
Fig. 2.3.(a) and Fig. 2.3.(b) show the spectra of the signal which are before and
after bandpass-sampling, respectively. Since the spectrum cannot be overlapped
to avoid aliasing, the conditions of
fH  nfs   fH ;
(n  1)fs   fL  fL; (2.4)
should be satised, where fL and fH are the lowest and highest frequency of the
signal, respectively, fs is the sampling frequency, and n is an integer. Hence, the
acceptable under-sampling rate fs is given by
2fH
n
 fs  2fL
n  1 ; (2.5)
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(a) Spectrum of the signal before sampling.
(b) Spectrum of the under-sampled signal.
Figure 2.3: Direct frequency down conversion of bandpass sampling.
where
1  n  b fH
fH   fL c: (2.6)
bxc is the largest integer within x. In case that n = 1, the minimum of the
allowed rate is the Nyquist rate of the base-band signal. Fig. 2.4 shows the allowed
sampling rate of (2.5). The minimum of the allowed sampling rate should be at
least 2(fH   fL), two times of the bandwidth. As n gets increased, the allowed
frequency region is getting narrower.
However, this method is not recommended highly because its signal recon-
struction is very susceptible to perturbation. Since the range of the available
sampling frequency is getting narrower with the higher rate of under-sampling n,
the reconstruction will be very susceptible to any jitters caused by deviations of
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Figure 2.4: The allowable sampling rate for bandpass sampling. White area is
the allowed uniform sampling rate versus the band position. [11]
sampling frequency or sampling instant. Furthermore, the signal-to-noise ratio
(SNR) is degraded as
SNR =
S
Nin + (n  1)Nout ; (2.7)
where S is in-band signal power, Nin is in-band noise power, and Nout is out-of-
band noise power. This eect is known as noise folding of under-sampling.
2.1.3 Least Squares (LS) Method
This method reconstructs the signal with the assumption that the signal can be
approximated with a nite number of known basis functions as
s(t) = 	(t)x; (2.8)
where 	(t) is the basis set
	(t) =

 1(t);  2(t);    ;  N(t)

; (2.9)
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and x = [x1; x2; :::; xN ]
T is a coecient column vector. To approximate the signal,
we have to nd the coecients of bases with given samples [20, 82{84]. We can
reconstruct the original signal as
s?(t) = 	(t)x?; (2.10)
where x? is an estimated vector of the basis coecients. To nd x?, we use L
samples of y` = s(t`) for ` = 1;    ; L, where L  N . Then, we get the following
system of equations
y = 	x; (2.11)
where y 2 CL is the column vector of samples, 	 2 CLN is the matrix of bases
whose element in row ` and column n is 	`;n =  n(t`). The vector x can be
estimated using the least squares (LS) method [24{26] as
x? = argmin
~x
k	~x  yk2
= 	yy; (2.12)
where k  k2 denotes `2-norm operation and 	y is the pseudo-inverse matrix of 	
dened as
	y =
8>>><>>>:
	 1 if L = N
(	H	) 1	H if L > N
;
and 	H is the Hermitian of 	. Sampling time sequence ft`; ` = 1; :::; Lg as
shown in Fig. 2.5 should be selected such that 	H	 is invertible. In general, we
can have a stable recovery if the average sampling rate is suciently high above
Nyquist rate. However, there have been attempts to have a stable recovery at
sub-Nyquist rate [14, 16, 18] with alias-free random sampling method [12].
2.1.4 Compressive Sampling (CS) Method
Continuing from the LS method of the above section, we can reduce the number
of samples further required in signal reconstruction with compressive sampling
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Figure 2.5: Sampling for LS reconstruction
(CS) [4, 5] under the assumption that x is sparse. Let us assume that we have
a matrix  2 RML which reduces the number of samples from L to M . By
multiplying the matrix  to y = 	x of (2.11), we get CS measurements. This
process is CS observation, and  is called CS observation matrix. We obtain
measurements which are compressively sampled as
b = y = Ax; (2.13)
where b 2 RM is the CS measurements,A = 	 2 RMN is the CS measurement
matrix, and M  N . Since the number of unknown coecients, N , is bigger
than the number of equations, M , it seems to be impossible to recover the vector
x with these measurements.
However, if the vector x is K-sparse, i.e., K = jfj : xj 6= 0gj, and any 2K
columns of A are orthogonal, the vector x can be found as
x? = argmin
~x
k~xk1 s.t. b = A~x; (2.14)
where k~xk1 :=
PN
n=1 j~xnj. Since CS does not require the full orthogonality of
24 CHAPTER 2. OVERVIEW OF SIGNAL RECONSTRUCTION
the columns of A, it is possible to nd x even in under-determined condition
of (2.13). Furthermore, we can also reduce the sampling rate of the elements of
the vector y due to the relaxation of the orthogonality of the CS measurement
matrix A.
2.2 Nyquist and Compressive Sampling
For comparison of the Nyquist and compressive samplings, here is an intuitive
example of signal reconstructions with the both methods.
Example 2.1. We want to reconstruct the signal s(t) which consists of sinusoidals
as
s(t) =
NX
n=1
xn n(t); (2.15)
where  n(t) is the n-th sinusoidal basis dened as  n(t) = cos(2fnt), and xn is
the coecient of the n-th basis. For simplicity, the frequency is set to fn = n
Hz. And xn is set to one if n = 3; 30; 100; and 190, and zero otherwise. To
reconstruct the signal without aliasing, sampling rate should be over the Nyquist
rate, i.e., at least 380 Hz in this example. Fig. 2.6(a) shows the reconstruction of
the interpolation method with the data samples taken at 440 Hz. On the other
hand, Fig. 2.6(b) is the CS signal reconstruction with only 40 data samples that
are randomly acquired, about 10 % of the Nyquist rate.
In this example, 1-dimensional sinusoidal signal in time-domain is recon-
structed with CS. Furthermore, other complicated signals can be reconstructed
with CS as already shown in Example 1.1. This example presents that the result
of CS recovery is almost the same as that of Nyquist sampling recovery though
the number of CS samples is quite a lot smaller than that of the Nyquist samples.
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(a) Nyquist sampling and its reconstruction
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(b) Compressive sampling and its reconstruction
Figure 2.6: Comparison of signal reconstructions: Nyquist sampling and Com-
pressive sampling.
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2.3 Chapter Review and Next
We briey reviewed and compared the methods of signal sampling and its re-
construction. Compressive sampling (CS) is an emerging technique of signal
reconstruction which enables us to reduce the sampling rate tremendously. How-
ever, to reconstruct the signal with CS, there are some requirements to have a
successful recovery. More details of CS and its requirements will be investigated
in the next chapter.
Chapter 3
Compressive Sampling
27
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In this chapter, we briey review the theory of compressive sampling (CS)
including mathematical basics and CS-recovery algorithms.
3.1 Mathematical Preliminaries and Notations
3.1.1 Vector Spaces
3.1.1.1 Normed Vector
The `p-norm of a vector x 2 CN is dened for p 2 (0;1) as
kxkp :=
  NX
n=1
jxnjp
1=p
; (3.1)
and `1-norm of a vector x is
kxk1 := maxn=1;:::;N jxnj: (3.2)
3.1.1.2 Operator Norm of Matrix
The operator norm of a matrix A 2 CMN corresponding to the `p-norm of a
vector x is dened for p 2 (0;1) as
kAkp := maxkxkp 6=0
kAxkp
kxkp ; (3.3)
and if p = 2, it is simplied as
kAk2 := max(A); (3.4)
where max(A) is the largest singular value of A.
In case of p < 1, kAkp is a quasi-norm which satises the norm axioms, except
that the triangle inequality is replaced by
kx+ ykp < C(kxkp + kykp); (3.5)
for some C > 1.
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3.1.1.3 Singular Value and Condition Number of Matrix
A matrix A 2 CMN can be decomposed using singular value decomposition
(SVD) into
A = UVH ; (3.6)
where U 2 CMM is a unitary matrix,  2 CMN ia a diagonal matrix with
nonnegative real values on the diagonal, and VH 2 CNN is another unitary
matrix. The diagonal entries of  are called singular values denoted with i; i =
1; :::;min(M;N).
The condition number of A is dened as
(A) =
max(A)
min(A)
; (3.7)
where max(A) and min(A) are maximum and minimum of singular values of
A, respectively.
3.1.2 Sparsity
The `0-norm of a vector x is dened as
kxk0 := jsupp(x)j; (3.8)
where supp(x) is the support of x dened as supp(x) = fn : xn 6= 0g. Although
`0-norm is not a quasi-norm, it is generally called `0-norm.
A vector x is said to be K-sparse if kxk0  K, and
K := fx 2 CN : kxk0 < Kg (3.9)
denotes the set of all K-sparse vectors. If the signal can be expressed as y = 	x
where 	 is a basis matrix and x 2 K , the signal y can be called sparse in basis
domain.
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3.1.3 Spark and Coherence
The spark of the matrix A is the smallest number of columns of A which are
linearly dependent. It can be expressed as
spark(A) := minx 6=0kxk0 s.t. Ax = 0: (3.10)
And the mutual coherence of the matrix A introduced in [85] is dened as
(A) := maxi6=jjaHi ajj; (3.11)
where A is the matrix with normalized columns, kaik2 = 1, and ai is the i-th
column vector of A.
3.2 Compressive Sampling
3.2.1 `1-minimization
Since CS is already introduced briey in the Chapter 2.1.4, let us start with
measurements which are compressively sampled with the observation matrix 
from y = 	x as
b = y = Ax; (3.12)
where b 2 RM is the CS measurement, and A = 	 2 RMN is the CS mea-
surement matrix. We want to nd the vector x 2 RN with the CS measurement
vector b. If M is bigger than N , we can estimate x with the LS method of
Chapter 2. However, what happens if M is much smaller than N? This will
cause under-determined condition on the equation of (3.12), and as a result, it is
almost impossible to nd the exact x because there are innitely many solutions
to satisfy (3.12). But, if the vector x is K-sparse, we can nd x even under highly
under-determined condition.
Simply, we can nd x by searching every combination of K-sparse vector x
satisfying b = Ax. This problem can be written as
x? = argmin
~x
k~xk0 s.t. b = A~x: (3.13)
3.2. COMPRESSIVE SAMPLING 31
To have the unique solution of x? = x, there is a requirement on the sparsity of
the vector x [86] that
K <
spark(A)
2
: (3.14)
However, the problem of solving (3.13) is NP-hard and practically impossible
since we need to search every combination of K-sparse vector x. To reduce
the complexity of solving (3.13), `0-minimization can be replaced with the `1-
minimization of convex optimization [85] if the sparsity of x satises
K <
1 + 1=(A)
2
: (3.15)
Then, the problem of (3.13) can be re-expressed as
x? = argmin
~x
k~xk1 s.t. b = A~x: (3.16)
We can solve this problem easily with a linear program in case of real valued
variables and matrices or a second order cone program (SOCP) in the complex-
valued setting [29, 87, 88].
It is notable that there was already a practical usage of `1-minimization in
geological sparse signal processing [89{93]. The mathematical background of
sparse signal reconstruction, however, is enriched with the topic of CS.
3.2.2 Minimum Required Number of CS Measurements
Since the coherence of the matrix A and the allowable sparsity K of the vector
x are totally dependent on the number of CS measurements, there is a minimum
required number of CS measurements [94] as
M  c K  logN; (3.17)
where c is some positive constant. If the number of CS measurements is bigger
than this minimum number, the solution to (3.16) is exact with high probability.
This implies that we may need fewer CS measurements for exact recovery
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Figure 3.1: Correlation between the input and the reconstructed signal versus
the number of CS measurements with various sets of bases.
 if the vector x is getting more sparse (smaller K) under the xed number
of bases N ,
 if the number of bases N is getting smaller under xed sparsity K.
Fig. 3.1 shows the correlation between the original signal and the CS recon-
structed signal in the Example 2.1 with various sets of bases. Higher correlation
means more accurate recovery. This shows that we need more CS measurements
as the number of bases increases if the sparsity is xed.
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Figure 3.2: Restricted Isometry Property
3.2.3 The Restricted Isometry Property
However, the two requirements of (3.14) and (3.15) in nding the exact solution
of (3.13) through solving (3.16) are known to be too strict in the sense that
the accurate solution can be found with much weaker requirements. In the CS
literature [4{8, 95], it is shown that the stable and exact solution can be found
with high probability only if any 2K columns of A are nearly orthogonal. Candes
and Tao explained the possibility of recovery with the more general concept of
the restricted isometry property (RIP). In particular, if in
(1  2K)  kAx2Kk
2
2
kx2Kk22
 (1 + 2K); (3.18)
2K , termed as the restricted isometry constant (RIC), is quite smaller than one
for any 2K-sparse vector x2K 2 2K , then recovery is possible with high prob-
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ability even when M is much smaller than N . Fig. 3.2 shows the RIP and the
RIC with the histogram of values of
kAx2Kk22
kx2Kk22 . The implication of the RIP is that
`0-minimization problem of (3.13) has a unique K-sparse solution if 2K < 1 [96].
In addition, if 2K <
p
2  1, the solution of the `1-minimization problem (3.16)
is same as that of the `0-minimization problem (3.13).
3.3 Signal Recovery Algorithms for CS
There are various algorithms for the sparse signal recovery [27]. These can be
roughly categorized as
 Convex `1-minimization method
 Greedy method
 Nonconvex optimization method
 Combinatorial method
 Other : Re-weighting method for noise reduction
3.3.1 Convex `1-minimization Method
Since CS recovery with `1-minimization is already described in Chapter 3.2.1,
the brief history of sparse approximation with `1-minimization is explained in
this section. Tibshirani [97] introduced a shrinkage and selection method called
LASSO for linear regression. It can estimate the sparse vector x by minimizing
the sum of squared errors with the constraint of the sparsity K as
x? = argmin
~x
1
2
kA~x  bk22 s.t. k~xk1  K: (3.19)
Basis pursuit denoising (BPDN) method was also introduced [28] as
x? = argmin
~x
1
2
kA~x  bk22 + k~xk1; (3.20)
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where  is a regularization parameter which can sweep out the optimal trade-o
curve between the sum of squared errors and the sparsity. If we increase , we
will have more sparse recovery. The majority of the literature are considering
unconstrained optimization methods [98{103]. For some choices of the parameter
, the result of this optimization is known to be the same as that of the problem
given by
x? = argmin
~x
k~xk1 s.t. kA~x  bk2  "; (3.21)
where " is the error bound. The value of , however, which makes these problems
equivalent is unknown a priori. Though several approaches for choosing  are
discussed in [104{106], (3.21) seems more convenient and natural because we can
adjust the parameter " according to the amount of the perturbation. Fig. 3.3
illustrates how the solution of (3.21) is found within the error of ".
3.3.2 Greedy Method
Instead of convex `1-minimization method, greedy method [33{35, 107{123] re-
nes a sparse solution with iterations until some criteria are satised. Since it
assumes and identies the support of the signal iteratively, the error can be prop-
agated with iterations. It is natural that its accuracy may be worse than that of
convex optimization which requires more calculation power. In this section, we
briey review the greedy methods most widely used.
3.3.2.1 Matching Pursuit
Matching pursuit (MP) [33], shown in Algorithm.1, is the most basic greedy
method. Basically, it identies one of the bases which is maximally correlated
with the signal, and calculates the coecient of basis. Hard(xproxy; 1) is the
function for producing a vector which has the value of the correlation coecient
at the position of the maximum of jxproxyj. By removing the component of the
chosen basis from the signal, we can nd the next basis and its coecient. With
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Figure 3.3: Geometrical illustration of the convex `1-minimization and non-
convex `q(0 < q < 1)-minimization reconstruction with error ".
further iterations, we can nd active bases of the signal. A variant method of
MP in choosing bases is shown in [108].
3.3.2.2 Orthogonal Matching Pursuit
Orthogonal matching pursuit (OMP) [34, 115, 116] is the extension of MP. The
dierence with MP is that all correlation coecients of identied active bases are
calculated simultaneously with LS method, not separately. The details are shown
in Algorithm.2.
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Algorithm 1 MP
Input : Matrix A, measurement vector b
Output : x?
(Start)
x? = 0; r = b
repeat
xproxy = A
Hr
z = Hard(xproxy; 1)
x? = x? + z
r = b Az
until fstopping criterion trueg
Algorithm 2 OMP
Input : Matrix A, measurement vector b
Output : x?
(Start)
x? = 0; r = b
repeat
xproxy = A
Hr
z = Hard(xproxy; 1)
T = supp(z) [ supp(x?)
x?jT = AyTb; x?jT c = 0
r = b Ax?
until fstopping criterion trueg
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3.3.2.3 CoSaMp
Compressive sampling matching pursuit (CoSaMP) [35] is almost the same as
OMP except it uses the characteristics of 2K-RIP of (3.18). It nds 2K bases
which have maximum correlations with the signal and calculates the coecients
of 2K bases. Then, it chooses K bases after recalculating the coecients of the
identied bases with LS method and removes the components of the chosen K
bases from the signal. With iterations, more accurate coecients can be found as
shown in Algorithm.3. This method, however, requires a priori knowledge about
the sparsity K.
Algorithm 3 CoSaMP
Input : Matrix A, measurement vector b, sparsity level K
Output : K-sparse x?
(Start)
x? = 0; r = b
repeat
xproxy = A
Hr
z = Hard(xproxy; 2K)
T = supp(z) [ supp(x?)
vjT = AyTb; vjT c = 0
x? = Hard(v; K)
r = b Ax?
until fstopping criterion trueg
3.3.3 Non-convex `q-minimization Method
It is known that `q(0 < q < 1)-minimization can replace `1-minimization in
solving sparse signal with fewer measurements [30{32, 124]. Fig. 3.3 compares
`q(0 < q < 1)-ball and `1-ball.
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Figure 3.4: Reshaping `1-ball to avoid a wrong intersection point. [36]
3.3.4 Re-weighting `1-minimization Method
In solving the `1-minimization problem, the intersection point of the `1-ball and
the constraint is selected as the solution of the problem as shown in Fig. 3.4(a).
However, if there is noise in the signal, there is high probability to have a wrong
intersection point as a solution as shown in Fig. 3.4(b). In this case to avoid the
wrong intersection point, we can reshape the `1-ball thinly as conceptually shown
in Fig. 3.4(c). This method is introduced in [36, 37] and it can be performed by
re-weighting the coecients of bases. Algorithm.4 outlines the steps.
3.4 Chapter Review and Next
We briey reviewed compressive sampling (CS) including mathematical notations
and CS-recovery algorithms. CS can reconstruct the signal even in the under-
determined condition as long as the signal is sparse in some bases domain. In the
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Algorithm 4 Reweighted `1 minimization
Input : Matrix A, measurement vector b, some small constant 
Output : x?
(Start)
W = I
repeat
x? = argmin~x kW ~xk1 s.t. b = A~x:
Wnn = 1=(x
?(n) + ) for n = 1; ::; N
until fstopping criterion trueg
next chapter, the robustness of CS will be investigated under the perturbations
such as additive and multiplicative.
Chapter 4
Robustness of CS to
Perturbations
41
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In this chapter, CS robustness against additive and multiplicative pertur-
bations will be investigated. These perturbations have adverse eects on CS
recovery and can cause serious noise on CS-recovered signal.
4.1 CS Recovery With Perturbations
Let us assume that the original signal before CS is distorted with perturbations
is given by
yp = (	+	)(x+x) + y; (4.1)
where 	 is the mismatch between the assumed and the real basis of the signal,
x is the signal perturbation to x, and y is the additive measurement noise.
Suppose hat we want to sample the measurement compressively with CS ob-
servation matrix . It is true that there can be also perturbation on the CS
observation matrix , but we are not considering the perturbation on CS ob-
servation for fair comparison with non-CS recovery. After compressive sampling
with the CS observation matrix , we obtain CS measurements of
bp = (A+A)(x+x) + b; (4.2)
where A = 	 is CS multiplicative perturbation, and b = y is additive
perturbation added to the CS measurement. Comparing the perturbed measure-
ment (4.2) with the noise-free measurement (3.12), the perturbed measurement
can be written as
bp = b+ nb; (4.3)
where nb is the CS noise from perturbations. nb can be decomposed into three
terms as
nb = nbmul + nbsp +b; (4.4)
where nbmul = Ax is the noise from multiplicative perturbation and nbsp =
(A+A)x is the noise from signal perturbation.
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Since the measurement b is contaminated with the noise nb, x should be
searched within the noise bound "b as
x? = argmin
~x
k~xk1 s.t. kA~x  bpk2  "b; (4.5)
where "b is the upper bound on the total noise n
b. Then, the dierence between
the recovered coecient vector x? and the exact coecient vector x is the recovery
noise measured as
nx = x?   x: (4.6)
However, the impacts of the above three perturbations on the recovery noise nx
are quite dierent, and it is worth investigating how these perturbations have
eects on the recovery noise.
4.1.1 Additive Perturbation
The CS noise of (4.4) can be classied into two perturbation terms as
nb = nbmul + nbsp +b| {z }
nbadd
= nbmul + nbadd ; (4.7)
where nbmul is a multiplicative noise, and nbadd is an additive noise measured as
nbadd = nbsp + b. In this section, the eect of the additive perturbation nbadd
to CS measurement will be investigated.
4.1.1.1 Measurement Perturbation
For simplicity, we consider only an additive CS measurement noise b, i.e., A =
0 and x = 0. This model covers many situations since the additive perturbation
to the measurement is very common. The CS measurements are simply written
as
bp = Ax+b: (4.8)
44 CHAPTER 4. ROBUSTNESS OF CS TO PERTURBATIONS
The recovery noise will be dierent according to the type of the additive CS
measurement noise b. We will consider two types of the noise, bounded noise
and Gaussian noise, as below:
Bounded Noise[7, 96]
With the assumption that the additive CS measurement noise b is bounded
by kbk2, the recovery noise is known to obey, if 2K <
p
2  1,
kx?   xk2  C0 kx  xKk1p
K
+ Cadd kbk2; (4.9)
where
C0 = 2
1  (1 p2)2K
1  (1 +p2)2K
; (4.10)
and
Cadd =
4
p
1 + 2K
1  (1 +p2)2K
: (4.11)
If x is K-sparse, the recovery noise will be bounded as
kx?   xk2  Cadd kbk2: (4.12)
There is another model of bounded noise, where the maximum element of the
noise is bounded as kATbk1  . Under this noise model, we can recover the
signal with a dierent algorithm called the Dantzig selector [125]. If kATbk1 
, x can be estimated as
x? = argmin
~x
k~xk1 s.t. kAT (A~x  bp)k1  ; (4.13)
as long as 2K <
p
2  1. The recovery noise of K-sparse vector is known to obey
kx?   xk2  CDantzig
p
K; (4.14)
where
CDantzig =
4
p
2
1  (1 +p2)2K
: (4.15)
Gaussian Noise [126]
Since it is very natural to assume the noise as i.i.d Gaussian noise, we will
regard the noise before CS y as i.i.d. Gaussian noise with covariances of 20I.
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Thus, the noise after CS, b = y, will be also i.i.d. Gaussian noise whose
covariance will be 20I if we have the CS observation matrix of 
T = I. The
upper bound of kbk2 can be found using Markov inequality. The tail property
of Gaussian noise b shown in [126] presents by using standard properties of the
Gaussian distribution that there exists a constant c0 such that
P
 
(1 + )
p
M0  kbk2
  exp( c02M); (4.16)
where P (E) denotes the probability that the event E occurs and  is a constant
bigger than zero. If we set  to one, kbk2 will be bounded as
kbk2 < 20
p
M; (4.17)
with probability of 1 exp( c0M). Then, the CS recovery noise with the inuence
of the Gaussian additive noise whose covariance is 20I will be bounded as
kx?   xk2  20
p
MCadd (4.18)
with probability of 1  exp( c0M).
We can also consider the recovery noise bound of the Dantzig selector in the
context of Gaussian noise. If A is a matrix whose columns have unit norm, the
elements ofATb are also Gaussian noise with zero mean and variance 20. Using
the tail property of the Gaussian distribution, we have
P
 j[ATb]ij > t0  exp( t2=2) (4.19)
for i = 1; 2; :::; N . We obtain, by using the bound over all i,
P
 kATbk1 > 2plogN0  N exp( 2 logN) = 1
N
; (4.20)
by setting t = 2
p
logN . Thus, since we can set  as 2
p
logN0, we have another
noise bound of the Dantzig selector as
kx?   xk2  20
p
K logNCDantzig (4.21)
with probability of 1  1=N .
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Comparing the two noise bounds of (4.18) and (4.21), we can nd that there
is quite a dierence. With (4.18), even in case thatM and N are xed, we cannot
explain about the recovery noise even if K is reduced , while we can expect the
noise reduction with (4.21). However, in general, the noise bound of (4.18) is
widely used except that the sparsity K is changing.
4.1.1.2 Signal Perturbation
Signal perturbation can be dened as unwanted and unknown noise x added
to the signal x. This phenomenon is very common if there is a co-channel in-
terference or if the signal vector x is already contaminated with noise. The CS
measurements aected by the signal perturbation will be given by
bp = A(x+x)
= Ax+ nbsp ; (4.22)
where nbsp is the noise due to the signal perturbation given by nbsp = Ax. nbsp
seems to be only additive noise, but the characteristics of nbsp is quite dierent
compared to the direct additive perturbation b on the CS measurement of (4.8).
To characterize eects of noise in a statistical way, we assume that x is also
i.i.d. Gaussian noises with covariances of 2I. Then, the covariance of the signal
perturbation noise nbsp will be calculated as
P = Cov(nbsp)
= ACov(x)AT ; (4.23)
where Cov() is the covariance operation. If we assume that the columns of A
have unit norm and AAT can be approximated by (N=M)I, nbsp will be modeled
as i.i.d. Gaussian noise with covariance
P = 2AA
T
 2s I; (4.24)
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where 2s = 
2
N=M [Appendix A]. Furthermore, the approximation is accurate
even when AAT is not proportional to the identity matrix [70]. (4.24) shows
that the signal perturbation causes the noise amplication in the CS recovery
with the factor of compression ratio of N=M [68{70], which is very similar to
the noise folding eect of undersampling [11]. Since the signal perturbation noise
nbsp is i.i.d. Gaussian noise, its upper bound can be approximated in the same
way of (4.17) as
knbspk2 < 2s
p
M (4.25)
with high probability. Then, the CS recovery noise will be bounded by
kx?   xk2  2s
p
MCadd (4.26)
with high probability.
4.1.1.3 Both Measurement and Signal Perturbations
We consider both measurement and signal perturbations in CS measurements.
The CS measurements will be given by
bp = A(x+x) + b
= Ax+Ax+b| {z }
nbadd
; (4.27)
where nbadd is the total additive perturbation on CS measurements given by
nbadd = Ax+b: (4.28)
If we assume that x and b are both i.i.d. Gaussian as already described in
the previous sections, the covariance of nbadd can be approximated by
Q  2addI; (4.29)
where add =
p
20I+ 
2
N=M .
By the tail property of Gaussian variable, the total additive noise nbadd will
be bounded as
knbaddk2 < 2add
p
M = 2
q
M20 +N
2
 = "add (4.30)
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with high probability. Hence, the noise bound of CS recovery obeys
kx?   xk2  Caddknbaddk2
< Cadd  "add (4.31)
with high probability.
4.1.2 Multiplicative Perturbation
More detrimental type of perturbation is multiplicative perturbation in the mea-
surement [72, 127]. The measurement under this perturbation model will be
expressed as
bp = (A+A)x
= Ax+ nbmul ; (4.32)
where nbmul = Ax. Since A causes basis mismatch in the measurements,
signal-dependent noise nbmul is incurred due to multiplicative perturbation.
By the quantitative modeling method, multiplicative perturbation is modeled
as
kAk(K)2
kAk(K)2
 "(K)A ; (4.33)
where "
(K)
A is relative upper bound on multiplicative perturbation. k  k(K)2 denotes
the maximum spectral norm of all K-column sub-matrices of a matrix which
consist of any K columns of the matrix. It is shown in [72] that, if 2K-RIC
satises
2K <
p
2 
1 + "
(2K)
A
2   1; (4.34)
the reconstruction error of the K-sparse vector x obeys
knxk2  Cmulknbmulk2; (4.35)
where Cmul is a constant given by
Cmul =
4
p
1 + 2K(1 + "
(2K)
A )
1  (1 +p2) (1 + 2K)(1 + "(2K)A )2   1 : (4.36)
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Since the `2-norm of the multiplicative noise n
bmul is bounded as
knbmulk2  kAxk2kAxk2 kbk2
<
kAk(K)2 kxk2p
1  Kkxk2
kbk2

p
1 + Kp
1  K
"
(K)
A kbk2 = "mul; (4.37)
with the assumption that b 6= 0, the CS recovery noise under the multiplicative
perturbation will be bounded as
kx?   xk2 < Cmul  "mul: (4.38)
4.1.3 General Perturbation
A more general case which includes additive, multiplicative and signal perturba-
tions, the CS measurements is given by
bp = (A+A)(x+x) + b
= (A+A)x+ (A+A)x+b| {z }
nbadd
= Ax+ nbmul + nbadd ; (4.39)
where nbmul = Ax and nbadd = (A + A)x + b. If Ax is negligible
compared to the total amount of additive noise nbadd , nbadd can be approximated
by
nbadd  Ax+b; (4.40)
which is almost the same as (4.28). Then, the covariance of nbadd is approximated
by
Q  2addI = (20 + 2
N
M
)I: (4.41)
This is known to be also true as long as A does not break the low coherence or
the low RIP of A+A [70]. Hence, the total noise nb is bounded as
knbk2  knbmulk2 + knbaddk2
< "mul + "add = "b; (4.42)
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where
"add = 2
q
M20 +N
2
; (4.43)
and
"mul =
p
1 + Kp
1  K
"
(K)
A kbk2: (4.44)
Finally, the noise bound of CS recovery obeys
kx?   xk2  Cmulknbk2
< Cmul  "b (4.45)
with high probability.
4.2 Comparison with LS Recovery
It is worthwhile to compare the recovery errors of LS recovery and CS recovery.
Further, we will see the achievable minimum error in LS recovery if we have oracle
information about the true locations of the non-zero elements of x.
4.2.1 General Case
The perturbed measurements yp of (4.1) can be rewritten as
yp = y + ny; (4.46)
where ny is the total noise of all perturbations observed as ny = 	x+	(x+
x) + y. Then, the LS recovery of x estimated from yp is calculated as
x? = 	yyp
= 	y(y + ny): (4.47)
If x is recovered perfectly when there is no noise, x? can be decomposed into two
terms as
x? = x+ nx; (4.48)
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where nx is the recovery noise due to ny given by
nx = 	yny
= 	y
 
	x+	(x+x) + y

= x+	y	(x+x) +	yy: (4.49)
We can obtain the recovery noise bound by taking the norms of the terms in
(4.49) as
kx?   xk2  kxk2 + (	)k	k2k	(x+x) + yk2
 kxk2 + (	)k	k2
 k	k2kxk2 + k	k2kxk2 + kyk2; (4.50)
where (	) is the condition number of 	 which is calculated as (	) = k	k2 
k	yk2 and k  k2 is the spectral norm of a matrix. Here, similarly to the quanti-
tative modeling of CS multiplicative perturbation, we can dene the amount of
the basis mismatch as
k	k2
k	k2  "	; (4.51)
where "	 is relative upper bound on basis mismatch. By the tail properties of
Gaussian noises kxk2 and kyk2,
kxk2 < 2
p
N and kyk2 < 2
p
L0; (4.52)
respectively, the LS recovery noise will be bounded as
kx?   xk2  kxk2 + (	)"	
 kxk2 + kxk2+ (	)k	k2kyk2
< 2
p
N + (	)"	
 kxk2 + 2pN+ (	)k	k22pL0: (4.53)
4.2.2 Oracle Case
If we have oracle information about the true locations of the non-zero elements of
x, we can recover the signal more accurately. This recovery will have minimum
noise in the recovery which is achievable. For fair comparison with CS, the
recovery should be performed with CS measurements.
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4.2.2.1 Before Compressive Sampling
If we have oracle information about the true locations of the non-zero elements
of x before compressive sampling, we can have oracle recovery (LS oracle) with
given measurements yp as
x?j  = 	y yp
x?j c = 0; (4.54)
where   is the index vector of the non-zero elements of x , 	  is the matrix which
consists of the column vectors of 	 indexed by  , and 	y  = (	
T
 	 )
 1	T  . The
noise bound of the LS oracle recovery obeys
kx?   xk2 < 2
p
K + (	
y
 )"	y 
 kxk2 + 2pK+ (	y )k	y k22
p
L0; (4.55)
which is a modied version of (4.53).
4.2.2.2 After Compressive Sampling [69, 72]
For fair comparison with CS recovery, the LS recovery with oracle information is
performed with CS measurements as
x?j  = Ay bp
x?j c = 0; (4.56)
where A  is the matrix which consists of the column vectors of A indexed by
 , and Ay  = (A
T
 A )
 1AT  . If A is assumed to satisfy the RIP of order K,
A  2 CMK will also obey the RIP of order K as
(1  K)kwk22  wTAT A w  (1 + K)kwk22; (4.57)
where w 2 CK is any coecient vector. Since A  can be decomposed as A  =
UV T , where U 2 CMM is a unitary matrix,  2 CMK ia a diagonal matrix
whose entry in the i-th column and i-th row is i;i = i, and V
T 2 CKK is
another unitary matrix, (4.57) can be rewritten as
(1  K)kwk22  wTV T2V w  (1 + K)kwk22: (4.58)
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If w is chosen from the column vectors of V, we can nd the bounds on the
singular values of A asp
1  K  i 
p
1 + K i = 1; 2; :::; K: (4.59)
Hence, Ay  will be bounded as
kAy k2 = k((UV T )TUV T ) 1(UV T )Tk2
= k(V UTUV T ) 1(UV T )Tk2
= k(V 2V T ) 1(UV T )Tk2
= kV  2V TV UTk2
= kV  1UTk2
 1p
1  K
: (4.60)
Then, the recovery noise bound from (4.56) obeys
kx?   xk2 = kAy (nbmul + nbadd)k2
< kAy k2"b
 1p
1  K
"b (4.61)
with high probability.
However, since this bound is the worst case performance of the maximum
noise bound, it is also instructive to consider the expected performance. We can
expect the performance by considering only additive perturbation as
E
 kx?   xk2  1p
1  K
E
 k"addk2
=
add
p
Kp
1  K
 add
p
K if K is small enough. (4.62)
because it is dicult to estimate the behavior of the multiplicative perturbation.
This performance expectation shows that the recovery noise power is reduced to
E
 kx?   xk22  K2add from input noise power E knbaddk22 = M2add in the
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additive perturbation situation with oracle information. This implies that noise
reduction is achievable with oracle information. It is also known that the Dantzig
selector method [128] can be better than the CS oracle method in low SNR
conditions [129, 130]. The CS oracle method, however, is regarded as a benchmark
of CS recovery, even if it is not an optimal method in terms of minimum mean
square error. This noise bound is still dicult to be achieved practically with CS
measurements because oracle information is not available.
4.3 Chapter Review and Next
We investigated the robustness of CS under the additive and multiplicative per-
turbations. We also compared the CS-recovery noise to the LS-recovery noise
under these perturbations. In the next chapter, CS will be investigated in terms
of recovery noise.
Chapter 5
Key Observations : Double-Faced
CS
55
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In this chapter, we explore CS with the perspective of noise. From CS, it is
possible to reduce the recovery noise compared to LS if the system is unstable.
However, we cannot ignore noise amplication when CS is applied to the recovery.
5.1 Noise Reduction
Besides the CS advantage of data reduction, there is another potential in CS:
noise reduction.
5.1.1 Noise Reduction in Unstable Systems
With the assumption that there is only additive perturbation in the measurements
of (4.46) as
yp = 	(x+x) + y
= y + nyadd ; (5.1)
where nyadd = 	x+y, the LS recovery noise (4.50) can be rewritten as
kx?   xk2 = k	ynyaddk2
= k	y(	x+y)k2
 kxk2 + (	)k	k2kyk2
< 2
p
Nx +
(	)
k	k22
p
L0: (5.2)
On the other hand, if the measurements are sampled compressively as
bp = yp
= b+ nbadd ; (5.3)
where nbadd = Ax + b, the CS recovery noise of the K-sparse signal obeys
(4.26) as
kx?   xk2 < 2Cadd
q
M20 +N
2
 (5.4)
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with high probability, where
Cadd =
4
p
1 + 2K
1  (1 +p2)2K
: (5.5)
Comparing two noise bounds of (5.2) and (5.4), the CS recovery noise bound
can be much smaller than the LS recovery noise bound if the system is unsta-
ble, i.e., the condition number (	) is very high. Fig. 5.1(a) is an example of
singular values in an unstable system whose maximum value is normalized to
one. Its condition number (	), the ratio of the maximum and the minimum of
singular values, seems very high. This will cause serious noise amplication in
the recovery of the LS method if there is any small noise in the measurements.
Fig. 5.1(b) shows the signal recovery with the LS method. As expected, the signal
reconstruction with LS is suering from high recovery noise if the measurements
are contaminated with noise. However, Fig. 5.1(c) shows the signal is suciently
recovered with the CS method even with fewer CS measurement which are the
same noisy measurements as in the LS method. Since Cadd reects the near or-
thogonality of only 2K columns of A, while (	) reects the orthogonality of all
columns of 	, CS will be much better than LS in recovering the sparse signal in
an unstable system. In many engineering problems, CS can be used as a remedy
for solving the sparse signal in the unstable system.
5.1.2 Noise Reduction by Avoiding Corruptions
With some specic CS observation matrix  which can remove the corrupted
data as
ny = 0; (5.6)
the CS measurement will be given by
bp = (y + ny)
= y
= b: (5.7)
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(a) Singular values of the unstable system
0 200 400 600 800 1000
−0.5
0
0.5
1
1.5
Basis Index
Va
lu
e 
of
 c
oe
ffi
cie
nt
 
 
Actual Signal
LS recovery without noise
LS recovery with noise
(b) LS recovery
0 200 400 600 800 1000
−0.5
0
0.5
1
1.5
Basis Index
Va
lu
e 
of
 c
oe
ffi
cie
nt
 
 
Actual Signal
CS recovery
(c) CS recovery
Figure 5.1: LS and CS recovery of the unstable system
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The CS measurement seems not to contain any noise, and as a result, the recovery
noise will be reduced even when there is severe noise in the original measurements.
If we use random sampling as data acquisition method of CS, the CS observa-
tion matrix  can be built easily to avoid corrupted data by not choosing these
samples intentionally which are contaminated. It is worthwhile mentioning that
it is also possible to avoid the contaminated data with the LS method. The de-
gree of freedom with CS, however, is much bigger than that with LS because the
LS method requires 1) the orthogonality of all bases and 2) more data samples
than the CS method. Fig. 5.2 is an example of avoiding corruptions with CS.
Fig. 5.2(a) shows that there are some signal losses (or corruptions) in the gray
colored region of the measured signal. Fig. 5.2(b) compares the measurements of
the Nyquist sampling and the compressive sampling. In case of CS, measurements
are not chosen which are located in the gray colored region. Fig. 5.3 shows the
recovered spectra. It compares the recovered spectra with the Nyquist sampling
and the compressive sampling under the corruptions in the measurements. If the
spectrum is recovered with the Nyquist samples, the noise level is increased much
when there are signal losses in the signal. However, if the spectrum is recovered
with CS, it is better than that recovered with the Nyquist samples.
5.2 Problematic Noise Amplication
5.2.1 Additive Perturbation
The noise bound of the CS recovery in estimating K-sparse vector, derived in
(4.31),
kx?   xk2  Cadd "add; (5.8)
means that the recovery noise is related to some constant Cadd, which is deter-
mined by 2K , and the upper bound of total additive perturbation "add. Signif-
icant noise amplication can aect signal recovery in the presence of additive
perturbation if Cadd or "add are getting high. In general, the noise of the usual
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Figure 5.2: Example of avoiding corrupted signal with CS.
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CS recovery is bigger than the input noise due to CS noise and noise folding.
This noise amplication of CS will prevent weak signals from being observed by
burying the signal into the noise level.
5.2.1.1 CS Noise
If we increase the number of CS measurements, even though it is contradictory
to the philosophy of CS, there is high probability in improving the orthogonality
of bases because we can decrease 2K of bases with more measurements. 2K will
be getting smaller as the orthogonality of bases is improved, and as a result, the
constant Cadd will decrease. Fig. 5.4(a) shows that Cadd is getting smaller as 2K
decreases. However, it shows that Cadd is still bigger than one even in the best
situation of 2K = 0. This means that there can be noise amplication in the CS
recovery though the noise bound of CS recovery can be smaller than that of LS
recovery in unstable systems. Further, there is no guarantee of noise reduction
by simply increasing the number of CS measurements, since the `2-norm of input
noise increases with more measurements as shown in Fig. 5.4(b). To reduce the
bound on the CS recovery noise, the product of Cadd  "add should be decreased
totally.
5.2.1.2 Noise Folding
Fig. 5.4(b) shows that the additive noise bound "add of (4.43) increases due to
noise folding when there is signal perturbation x in the signal. It also presents
that the amount of noise folding is getting bigger, asM decreases and approaches
the minimum required number of measurements Mmin for satisfying 2K-RIP.
5.2.2 Multiplicative Perturbation
Comparing the two error bounds of (4.26) and (4.45), we observe that the recon-
struction error can be signicantly increased by the multiplicative perturbation.
With additive perturbation only, the reconstruction noise can be tolerable as long
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as the power of the signal is higher than that of additive noise. In case of multi-
plicative perturbation, however, since the reconstruction noise is generated from
the signal itself, simply boosting signal power cannot reduce the reconstruction
noise. Fig. 5.5 shows the ratio of error bound coecients of Cmul,
Cmul =
4
p
1 + 2K(1 + "
(2K)
A )
1  (1 +p2) (1 + 2K)(1 + "(2K)A )2   1 ; (5.9)
and Cadd,
Cadd =
4
p
1 + 2K
1  (1 +p2)2K
; (5.10)
with various 2K-RIC 2K . In this gure, we observe that the reconstruction noise
from multiplicative perturbation can be very serious compared with that from
additive perturbation. Furthermore, the reconstruction noise from multiplicative
perturbation becomes more severe when "
(2K)
A or 2K are large. Thus, dealing
with multiplicative perturbation is a very critical factor in signal recovery with
CS.
5.3 Chapter Review and Next
We explored the two aspects of CS: noise reduction and noise amplication. Even
though the CS recovery has a potential to reduce the recovery noise compared
to the LS recovery in unstable condition, CS still suers from recovery noise.
Recovery noise can be incurred by two kinds perturbations classied into additive
and multiplicative perturbations. It is highly advisable to develop methods to
reduce the CS noise under these perturbations to maximize the benet of CS. In
the next chapters, we will investigate practical methods which can alleviate the
adverse eects of these perturbations.
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Part II
Remedy For Additive
Perturbation
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Chapter 6
Diversied Compressive
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In this chapter, we consider a method to reduce the adverse eect of additive
noise in the form
yp = 	(x+x) + y; (6.1)
where x is signal perturbation and y is measurement perturbation. As a
result, the CS measurement will be
bp = yp
= Ax+ nbadd ; (6.2)
where nbadd is the total additive perturbation on CS measurements given by
nbadd = Ax+b: (6.3)
The eect of this additive perturbation is very detrimental to the recovery as
described in Chapter 4. To reduce the adverse eect of the additive perturbation,
we apply diversity technique to CS recovery.
6.1 Diversity in Wireless System
6.1.1 System Model
In wireless system, the linear combining technique is widely used to improve the
quality of the received signal as shown in Fig. 6.1, where s(t) is the transmitted
signal, hi is the channel coecient between the transmitter and the receiving
antenna of the i-th branch, and ni(t) is the noise of the i-th branch. To maintain
the independence of channels and noises between all branches, the elements of
the antenna array should be separated at a distance. This type of diversity is
referred to as spatial diversity. The output r(t) of the combiner,
r(t) =
DX
i=1
wihifs(t) + ni(t)g; (6.4)
is a weighted sum of signals coming from dierent antenna or branches. The
main purpose of the diversity receiver is to maximize signal-to-noise ratio (SNR)
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Figure 6.1: Linear combiner : combining the signals coming from multiple sensors.
of the combined signal r(t). If the noise power is N0 and the power of the signal
s(t) is S0, the SNR of the combined signal can be calculated as
 =
S0j
PD
i=1wihij2
N0
PD
i=1 jwij2
; (6.5)
where wi is the combining weight of the i-th branch.
6.1.2 Combining Method
There are several methods of linear combining depending on how to set the com-
bining weights [131{133].
6.1.2.1 Selection Combining (SC)
In selection combining (SC), the combiner outputs the signal which has the high-
est SNR among the signals of many antennas. Since only a single signal is selected
at a time, this method is equivalent to switching to the antenna which has the
best signal. In case of D-branch selection combining, the cumulative distribution
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function (cdf) of SNR is given by
P() = p( < ) =
DY
i=1
p(i < ); (6.6)
where  is the SNR of the combined signal, and p(i < ) is the probability
density function (pdf) that the SNR of the i-branch is smaller than . In the
environment of independent and identically distributes (i.i.d.) of Rayleigh fading,
the pdf of the i-branch SNR will be
p(i) =
1
i
e i=i ; (6.7)
where i is the average SNR of the i-th branch. Then, the probability that i is
smaller than 0 is
P outi (0) = p(i < 0) = 1  e 0=i : (6.8)
If the average SNRs of all the branches are the same, the probability that the
combined SNR  is smaller than 0 can be expressed as
P out(0) = p( < 0)
=
DY
i=1
p(i < 0)
= (1  e 0=)D: (6.9)
Dierentiating (6.9) relative to 0 gives the pdf of  as
p() =
D

(1  e =)M 1e =: (6.10)
Hence, the average SNR of SC is calculated as
 =
Z 1
0
p()d
= 
DX
i=1
1
i
: (6.11)
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6.1.2.2 Maximal Ratio Combining (MRC)
If we have information about the channel coecient, we can set the combining
weight wi = h

i to maximize the combined SNR as
 =
S0
N0
DX
i=1
jhij2
=
DX
i=1
i; (6.12)
where i is the SNR at the i-th branch dened as i = jhij2S0=N0.
6.1.2.3 Equal Gain Combining (EGC)
Since the MRC method requires knowledge of the time-varying channel coecient
hi on each branch, it is quite dicult to track both the amplitude and the phase
of channel coecient. A more simple method is equal gain combining which
only needs the phase response of the channel. If the channel coecient hi is
decomposed into two terms as
hi = ie
ji ; (6.13)
where i and i are the amplitude and the phase of the channel, respectively, the
weight of the equal gain combining can be set as wi = e
 ji . Then, the combined
SNR is calculated as
 =
S0j
PD
i=1wiie
jij2
N0
PD
i=1 jwij2
=
S0
D N0 j
DX
i=1
ij2: (6.14)
Fig. 6.2 compares the SNRs of the combined signal with SC, MRC, and EGC
methods when the average SNR of the received signal is about 20 dB under
the Rayleigh fading channel. It shows SNR is improved with more combining
branches and MRC performs the best.
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Figure 6.2: SNR of the combined signal in Rayleigh Fading Channel. Noise is
added to have 20 dB of the average SNR when the number of branch is one.
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Figure 6.3: Diversied-CS(dCS) using parallel branches of dierent CS projec-
tions. It combines the recoveries of all branches for the diversity gain.
6.2 Introducing Diversity to CS : Diversied-CS
Generally, CS aims to decrease the sampling rate or the number of measurements
in recovering the vector of interest. Further, we have an additional interest in
reducing the recovery noise. To deal with additive perturbation, we have to
increase the signal power. However, there are limits in controlling the quality of
the recovered signal just by increasing the signal power. Additionally, there can
be interference problems from other signal sources if we increase the signal power
to deal with the additive perturbation. The authors of [36, 37] suggested the
iterative algorithm of reshaping `1-ball to minimize the recovery noise by giving
more weights to big components of bases. In this chapter, we suggest to apply a
diversity combining technique to CS for more noise reduction.
In general, the diversity combining method is used in a wireless system to
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Figure 6.4: CS observation with dierent matrices of i; i = 1; 2; :::; D.
reduce the noise [131{133]. The signal improvement is coming from coherent sig-
nal combined from multiple sensors (or antenna) which are separated physically.
However, virtual multiple branches of CS with only a single sensor is suggested
to extract diversity gain as shown in Fig. 6.3. Parallel branches with dierent
CS projections are used to keep the noise correlation of all branches as small as
possible. The concept of multiple branches was already introduced in CS liter-
atures to acquire more measurements with a given sampling rate [52, 60] or to
sample the signals of dierent bands with a low sampling rate [51]. The suggested
method in this thesis, however, targets diversity gain to decrease the noise of the
CS recovered signal. The complexity of this method is increasing linearly with
the number of multiple recoveries. This method is useful if we are interested in
the noise reduction with given CS measurements rather than in the complexity.
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6.2.1 Diversied-CS (dCS) with Disjoint Random Sam-
pling
Let us assume that we have multiple CS sensing matrices such as i; i =
1; 2; : : : ; D shown in Fig. 6.4 for parallel branches of CS recovery. Then, we can
have multiple CS measurements as
bpi = iy
p
= i(y + n
y)
= bi + n
b
i ; (6.15)
where bi = iy and n
b
i = in
y for i = 1; 2; : : : ; D. With multiple CS measure-
ments, multiple recoveries of xi for i = 1; 2; : : : ; D can be obtained as
x?i = argmin
~x
k~xk1 s.t. kAi~x  bpi k2  "i; (6.16)
where Ai = i	 and "i is the upper bound on knbi k2.
If x represents the perfectly recovered vector when there is no noise, the noisy
recovered vector x?i will be decomposed into two terms as
x?i = x+ n
x
i ; i = 1; 2; : : : ; D; (6.17)
where nxi is the recovery noise of the i-th branch which is bounded as
knxi k2  Ci "i: (6.18)
Ci and "i are the error bound coecient and the noise bound of the additive
perturbation of the i-th branch, respectively. If the recovery noise vectors of all
branches nxi ; i = 1; 2; : : : ; D are uncorrelated, we can combine the recoveries to
exploit the diversity gain. Then, we can get the combined recovery of all branches
given by
x? =
DX
i=1
wi  x?i ; (6.19)
as shown in Fig. 6.3, where wi is the combining weight for the recovery of the
i-th projection. In case that D = 1, the above is same as the conventional CS
recovery, and it is a diversity combining method if D > 1.
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Though a low correlation between the recovery noise vectorsnxi ; i = 1; 2; : : : ; D
is highly required for diversity gain, we cannot guarantee it since `1-operation is
non-linear. For the low correlation, but we can try to have dierent CS mea-
surements set to keep input noise vectors are uncorrelated. We can minimize the
correlation of input noise by samplingM measurements disjoint randomly among
the L measurements. The disjoint random sampling can be expressed with CS
observation matrix  whose entry in the m-th row and `-th column is
m;`i =
8>>><>>>:
1 for ` = Ti(m) and m = 1; 2; :::;M
0 elsewhere
;
where Ti 2 RM is the index vector of disjoint M indices that are randomly
selected between 1 and L such that Ti \ Tj 6=i = ;. Disjoint CS measurements
are conceptually shown in Fig. 6.4.
6.2.2 Diversied-CS (dCS) with given CS measurements
In the previous, we assume that full measurement vector yp is available. However,
when the CS measurement bp is already taken and the original measurement
yp is discarded, we cannot perform the disjoint random sampling to diversify
the measurement because the number of elements in CS measurement is not
enough. In this case, it is possible to diversify the CS measurement bp into
several versions of dCS measurements by multiplying random matrix  such as
Gaussian matrix, Bernoulli matrix, etc. Fig. 6.5 shows how the dCS is performed
when the CS measurement bp is only available instead of the original measurement
yp. Fig. 6.5(a) is the schematic of dCS when CS is already performed before dCS
and Fig. 6.5(b) shows how we can get multiple dCS measurements from the CS
measurement. However, the noise correlation of the dCS recoveries with common
CS measurement will increase compared to that of the dCS recoveries with disjoint
random sampling.
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(a) Diversied-CS(dCS) using already taken CS measurement.
(b) Multi-stage CS observation with common matrix of  and dierent
matrices of divi ; i = 1; 2; :::; D.
Figure 6.5: Diversied-CS(dCS) measurement. It can extract the diversity from
the CS measurements even when the original measurement is not available.
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6.2.3 Noise Reduction of dCS
For simplicity, averaging combining method is assumed whose weights are wi =
1=D for i = 1; 2; : : : ; D. We can get the combined vector as
x? = x+ nx; (6.20)
where nx is the combined noise vector that are expressed as
nx =
1
D
DX
i=1
nxi : (6.21)
6.2.3.1 SNR Gain
The variance of the elements of nx is given by
2x ,
1
N
NX
j=1
fnx(j)g2   f 1
N
NX
j=1
nx(j)| {z }
 zero
g2; (6.22)
where nx(j) is the j-th element of the noise vector of nx. We assume the mean
of noise is zero. (Even though this is dicult to prove it analytically due to the
non-linear operation of CS recovery, it can be approximated as zero empirically.)
Then, the noise power can be approximated by
Pnoise =
NX
j=1
fnx(j)g2 ' N2x: (6.23)
Since the quality of the recovered signal can be measured by signal-to-noise ratio
(SNR), we can calculate SNR as
SNR =
Psignal
Pnoise
' kxk
2
2
N2x
: (6.24)
To calculate SNR, 2x should be estimated. Although the measurement noise
vector nbi ; i = 1; 2; : : : ; D may have independent Gaussian elements, we cannot
say that the recovery noises nxi ; i = 1; 2; : : : ; D also have independent Gaussian
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elements due to the non-linear operation of CS recovery. Thus, we assume there
are some correlation between the recovery noises nxi ; i = 1; 2; : : : ; D. Then, the
noise variance of (6.21), 2x can be calculated as
2x =
1
D2
  DX
i=1
(xi )
2 +
X
i6=j
Cov(nxi ;n
x
j )

; (6.25)
where (xi )
2 is the variance of the elements of the noise vector nxi . We can
approximate SNR as
SNR  D
2kxk22
N
 PD
i=1(
x
i )
2 +
P
i6=j Cov(n
x
i ;n
x
j )
 ; (6.26)
and SNR gain against a single branch as
Gain ' D
2 PD
i=1(
x
i )
2 +
P
i6=j Cov(n
x
i ;n
x
j )

=(xi=1)
2
: (6.27)
Hence, a gain above one is available if the variance of the noise satises
DX
i=1
(xi )
2 +
X
i6=j
Cov(nxi ;n
x
j )  D2  (xi=1)2: (6.28)
For example, if the number of projections is D = 2 and the recovery noises
are almost at the same level (xi=1 ' xi=2) without correlation, the SNR gain
is 2 (=3dB). The SNR gain follows those of diversity combining in wireless re-
ceivers [133]. The dierence, however, is that diversity technique of the wireless
receiver combines the signals observed from multiple sensors that are separated
physically, but this technique combines the multiple CS recoveries using the di-
versied CS measurements taken from a set of given measurements from a single
sensor without extra new measurements.
6.2.3.2 Noise Bound
Recovery noise of the i-th projection can be expressed as
knxi k2 ,
vuut NX
j=1
fnxi (j)g2
'
p
N  (xi )2: (6.29)
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With (6.18) and (6.29), the upper bound of the noise variance of the i-th projec-
tion can be re-written as
(xi )
2 /
 
Ci"i
2
N
: (6.30)
Using (6.25), the variance of the combined noise is upper bounded as
2x /
1
D2
  DX
i=1
 
Ci"i
2
N
+
X
i6=j
Cov(nxi ;n
x
j )

: (6.31)
Then, the noise bound of the combined vector can be expressed as
knxk2 '
p
N2x
/ 1
D
vuut DX
i=1
 
Ci"i
2
+N
X
i6=j
Cov(nxi ;n
x
j ): (6.32)
If Ci  C and "i  " for i = 1; : : : ; D, the noise bound of the combined vector is
bounded as
knxk2 /
vuut(C")2
D
+
N
D2
X
i6=j
Cov(nxi ;n
x
j ): (6.33)
Therefore, by increasing the number of branches we can expect to reduce recovery
noise.
In the worst case that the noise of all branches are fully correlated, since the
noise bound of the combined vector is calculated as
knxk2 /
r
(C")2
D
+
N
D2
(D2  D)(C")2
N
/ C"; (6.34)
it is dicult to expect any noise reduction even with dCS method. The CS
observation matrix  should be built to minimize the noise correlation of each
branch to reduce the combined noise.
6.3 Comparison with Big-CS
The diversied-CS (dCS) method requires M D measurements since there are
D branches of CS recovery fed with M measurements, while the CS method
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requires only M measurements. However, it is incorrect to infer that the quality
gain of the dCS recovered signal is simply coming from more measurements.
In fact, the diversity gain can be signicantly larger than the gain from more
measurements if M is bigger than Mmin and the recovery noises are uncorrelated
suciently. Further, the complexity of CS recovery with more measurement
can be higher than that of dCS recovery because `1-minimization is known to
have the complexity of O(M2N q), where q is some constant according to its
algorithm [134{137]. For fair comparison, we compare the dCS method to big-CS
(bCS) method which uses Mbig = M D measurements for CS recovery with a
single recovery branch.
Using the Gaussian measurement noise bound of (4.30), the recovery noise
bound of bCS from (4.31) can be written as
knxbCSk2  CbCS"bCS
/ 2CbCS
q
20(Mbig + N) with high probability; (6.35)
where CbCS is the error bound coecient of bCS which is same as Cadd in (4.11)
except that 2K is replaced with 
bCS
2K , 2K-RIC of bCS measurements, "
bCS is noise
bound of bCS measurements, and  = 2=
2
0. The dCS recovery noise bound of
(6.33) is re-expressed with slightly dierent notation for comparison purposes as
knxdCSk2 /
vuut(CdCS"dCS)2
D
+
N
D2
X
i 6=j
Cov(nxi ;n
x
j )
/
vuut(2CdCS0pM + N)2
D
+
N
D2
X
i6=j
Cov(nxi ;n
x
j ) with high probability:
(6.36)
Since bCS2K may decrease with more CS measurements, C
bCS can be smaller than
CdCS. However, "bCS is getting bigger than "dCS with more measurements.
Comparing two noise bounds of (6.35) and (6.36), we cannot certain which
one between bCS and dCS is better. Nonetheless, comparison of upper bounds
may be a good precursor for deciding which CS detection scheme is better. In this
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comparison, we assume that we can ignore the noise correlation in each branch of
dCS recovery. In this regard, we can expect that the recovery of the dCS method
may be preferred to improve the recovery of sparse signal, if the condition for
max knxbCSk2 > max knxdCSk2
(6.37)
with
CbCS
CdCS
>
s
M + N
D(MD + N)
(6.38)
is satised. As long as we have small noise correlation in each branch of dCS
recovery, the signal reconstruction can be improved as shown in later simulations
if the ratio of CbCS and CdCS is located in the diversity gain region (Region II)
of Fig. 6.6.
6.4 Chapter Review and Next
To deal with additive perturbation, we proposed a diversied-CS (dCS) method
conceptually similar to the diversity combining method of the wireless systems.
However, in contrast, dCS tries to extract diversity gain from a set of measure-
ments obtained from a single sensor, not from multiple sensors. This method
will cut down the noise of the CS-recovered signal by appropriately extracting
diversity gain from a set of given measurements. In the next chapter, we will
apply the dCS method to CS spectrum sensing to reduce spectrum noise when
the sampling rate is quite small compared to signal maximum frequency.
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Figure 6.6: The ratio of CbCS and CdCS for diversity gain. If this ratio is located in
Region II, we can expect the maximum of the recovery noise of the dCS method to
be smaller than that of the bCS method. As  increases, we need more branches
for the same noise level. The point shown by  for CbCS=CdCS is calculated based
on the application of the next Chapter.
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In this chapter, we apply diversied-CS (dCS) method to two applications of
spectrum sensing and spherical harmonics (SH) signal reconstruction to reduce
the recovery noise. Spectrum sensing is a very important technique in cognitive
radio and there are various algorithms summarized in the literature [138], and
spherical harmonics (SH) is the solution of spherical Laplace's equation which
can represent 3-D (dimensional) signal on the sphere [139{141].
7.1 CS for Spectrum Sensing
The general method of analyzing the wide-band spectrum is Fourier analysis,
which represents the signal into the frequency domain. Matching pursuit analy-
sis [33] can also be used to nd frequency-time components of the signal among the
over-complete dictionary by correlating the signal and the dictionary. However,
conventional spectrum sensing requires sampling at the Nyquist rate. Despite re-
cent advances in semiconductor technology, it is still not easy to meet the Nyquist
rate when dealing with signals of high frequency and wide bandwidth.
For spectrum sensing with a lower-than-Nyquist sampling rate, the least
squares (LS) spectral analysis [16] can be applied. This method nds the co-
ecients of the frequency bases with uniform or random sampling. However,
this method is very susceptible to the jitter of sampling time and suers from
broad-band noise. The recently developed theory of compressed sensing (CS) is
another candidate to reduce the sampling rate. It can nd the coecients of
all bases with much fewer samples than those of LS, provided that the signal is
suciently sparse in a basis domain. Fortunately, many spectra are sparse in
the frequency domain even though not all cases, and CS feasibility for spectrum
sensing is already shown in [142]. Additionally, we can expect more accurate
estimation with CS compared to LS in some cases, since CS does not require the
full orthogonality of the assumed bases.
However, if there exists any gain in signal estimation with CS, the CS per-
formance is not free from noise. The CS measurements contaminated with noise
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can aect CS seriously. Furthermore, the more serious problem of noise folding
is known to arise with CS. This means that CS spectrum sensing may not be
suitable for recovering a weak signal in the presence of large additive noise. To
deal with this problem, more robust diversied-CS (dCS) recovery shown Fig. 6.3
can be applied in this application.
7.1.1 Simulation Setup
The system model that we consider is composed of N transmitters and one re-
ceiver. This model is very common in a spectrum sensing system or in a sensor
network which uses multiple sensors and one data collector, etc. We can assume
that the received signal at the receiver consists of basis functions as
s(t) =
NX
j=1
(xj + vj) j(t) + e(t); (7.1)
where  j(t) is the j-th basis, xj and vj are the j-th basis coecients of the
signal of interest and noise, respectively, and e(t) is additive noise. We wish to
nd the coecients of all the bases x = [x1; x2; : : : ; xN ]
T using a given set of
measurements. In this application, the basis function is assumed to be sinusoidal
as  j(t) = cos(2fjt), where fj is the frequency of the j-th basis.
 
sin(2fjt) is
not considered for simplicity.

To estimate x, the signal s(t) is sampled at the rate of Fs for the time duration
of TD, and as a result, we will have L = 1+bTD Fscmeasurements. Then, we have
a measurement vector yp whose `-th entry is yp` = s(`=Fs). With the LS method,
we can recover x through x? = 	yyp, where 	 is the basis matrix whose element
in the `-th row and j-th column is 	`;j =  j(`=Fs). Since y
p is contaminated
with noise, to minimize the recovery noise, Fs should be well selected to have the
condition number of 	 as small as possible. In general, higher Fs will produce
lower condition number. If the condition number of 	 is not small suciently,
the recovery will be suering from severe noise. However, we can recover x more
reliably with the CS method than the LS method if x is sparse. Furthermore, by
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applying the dCS method, we can reduce the recovery noise further by invoking
the diversity gain.
7.1.2 Parameters
For the simple example of wide-band spectrum sensing, N = 1001 bases are
allocated from 5 GHz to 6 GHz with 1 MHz resolution as shown in Fig. 7.1. The
sparsity of the signal is assumed to be 1%, i.e., the number of active bases is
K = 10 among 1001 bases, and the amplitudes of the active bases are set to
have dierent values to model dierent pathlosses. The noise e(t) is set to have
the level of  60 dB relative to the peak of the signal. And , the ratio of signal
perturbation and additive perturbation, is set to 0 dB.
Spectrum analysis with Nyquist sampling will require the sampling rate to
be at least 2 GHz, twice the signal bandwidth. However, in this thesis, we
investigate spectrum sensing with a very low sampling rate. The sampling rate is
set to Fs = 74:33 MHz under the assumption that the sampling rate of uniform
analog-to-digital converter (ADC) is available between 70 MHz and 80 MHz with
a 0:01 MHz resolution. Fs is chosen to have the condition number of 	 as small
as possible in this range. The measurement time duration is set to TD = 25 s.
Thus, we will have L = 1859 measurements within TD. For normal CS recovery,
M = 110 measurements are selected randomly among L = 1859 measurements.
The non-convex `q-minimization (0 < q < 1) with the solver of [143] is used for
CS recovery because this algorithm performs better with fewer measurements in
our experiment. Since M = 110 measurements are exclusively selected among
1859 measurements, we can have D = 16 sets of disjoint CS measurements for
dCS recovery.
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Figure 7.1: Frequency domain representation of the received signal we use for CS
recovery. The bandwidth of the signal is 1 GHz ranging from 5 GHz to 6 GHz
and its resolution is 1 MHz. The 10 active (non-zero) bases are numbered.
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Figure 7.2: The signal whose frequency ranges between 5 GHz and 6 GHz with 1
MHz resolution is sampled at the rate of 74.33 MHz for 25 s. The very low rate
sampling causes the minimum singular value of the basis matrix to get close to
zero.
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7.1.3 Numerical Results
LS Method
The coecient vector x = [x1; x2; : : : ; xN ]
T of the bases is found using the LS
method with 1859 measurements. Since the signal is sampled at a very low rate
compared with its frequency, the minimum singular value of 	 is close to zero as
shown in Fig. 7.2 and its condition number is about 35:57. The recovery noise will
be amplied by the condition number of	 if the measurements are contaminated
with noise. The spectrum recovery snapshot of Fig. 7.3 shows that the dynamic
range, the power ratio of the signal peak and the noise peak, is decreased to
about 30 dB, which was about 50 dB in the spectrum of the received signal in
Fig. 7.1. Some weak signals (marked as 9 and 10) are buried in the noise level.
This result conrms that the LS method has diculty in recovering a noisy signal
if the condition number of 	 is high.
CS Method
Since x is sparse, we can recover it with the CS method if 2K-RIP is satised.
Furthermore, this recovery is possible with less samples than that of LS method.
Fig. 7.4 is the snapshot of the CS recovery with 110 measurements randomly
selected among 1859 measurements. The recovery noise of the CS method is sig-
nicantly reduced compared with that of the LS method in the noisy environment.
However, there still exists some spiky noises in the CS recovered spectrum.
dCS Method
To reduce the recovery noise further, we apply dCS method with D = 8 branches
each with M = 110 CS measurements. Each branch of dCS has CS measure-
ments that are selected exclusively to other CS measurements to minimize the
correlation of input noises. For a fair comparison, we also apply a single branch
bCS method whose number of measurements is the same as the total number
measurements of the dCS method, Mbig = 880. Fig. 7.5 shows the improvement
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Figure 7.3: Snapshot of the LS recovered spectrum. High condition number of
bases matrix causes serious recovery noise when the measurements are contami-
nated with noise.
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Figure 7.4: Snapshot of the CS recovered spectrum. CS method can reduce the
recovery noise compared with LS method since it requires almost orthogonality
of any 2K bases.
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Figure 7.5: cdf of 2K when K = 10. At 99th percentile, 2K decreases from
0:3296 to 0:1669 as the number of CS measurements increases from 110 in CS to
880 in bCS.
of 2K-RIC from 0:3296 to 0:1669 at the 99th percentile as the number of CS
measurements increases from M = 110 to Mbig = 880. We can expect dCS to be
much better than bCS since the ratio of CbCS and CdCS of (6.38) is in region II
as shown in Fig. 6.6.
Fig. 7.6 shows that the dCS recovery achieves a signicantly larger dynamic
range than the conventional CS recovery in Fig. 7.4. For comparison, signal re-
covery with bCS is shown in Fig. 7.7. Even though the bCS method uses the same
number of measurements as in dCS, its dynamic range is found to be inferior to
that of dCS.
Fig. 7.8 shows some statistical results. The cumulative distribution function
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Figure 7.6: Snapshot of the dCS recovered spectrum (D = 8). dCS method can
reduce the recovery noise further through diversity combining.
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Figure 7.7: Snapshot of the recovered spectrum with bCS method. Although the
number of measurement is the same as in dCS method, its recovery is worse than
dCS recovery.
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(cdf) of the recovered SNR is shown which is dened as
SNRdB = 20 log10
 kxk2
kx?   xk2

: (7.2)
For each trial of the experiment, the locations of non-zero elements of x are
randomly selected. (But magnitudes are xed for simplicity.) It shows that the
average SNR of the bCS recovered signal is almost the same as that of the CS
recovered signal. However, bCS can perform the recovery with more consistent
SNR than CS, since the recovered SNRs of the bCS method are spread by only
2 dB while those of the CS method are spread by about 10 dB. It can be also
clearly seen that dCS provides better performance than CS or bCS. The median
SNR of the dCS recovered signal was improved by about 7 dB.
Fig. 7.9 presents the cdf of the SNRs of the dCS recovered signal with various
number of branches. It shows that the median value of SNR is improved by more
than 2 dB as the number of branches is doubled up from 2 to 16. Even without
any information about the non-zero locations of the vector x, the SNR of the
dCS recovery with D = 16 branches is 2 dB better in average sense than the
CS oracle method. In this result, the oracle method is regarded as a benchmark
of dCS recovery even though the Dantzig selector method [128] is known to be
better than the oracle method in low SNR conditions [129, 130]. Furthermore, we
also tried to use CS measurements which are not mutually exclusive to have more
CS branches up to D = 32. Since the input noise of each branch is correlated,
the SNR improvement is only 0:6 dB when the number of branches is doubled to
from 16 to 32.
Simulation results verify that we can nd active bases more accurately with
the dCS method. If we choose only active bases and perform the LS recovery
with all the measurements, it is also possible to get the recovery near the LS
oracle performance.
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Figure 7.8: Cumulative distribution functions (cdf) of SNRs of the recovered
signal with CS, bCS and dCS methods using 1000 trials.
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Figure 7.9: Comparisons of cumulative distribution functions (cdf) of the re-
covered SNRs with 1000 trials and various diversity orders of the dCS method.
The diversity order (D) is doubled up from 2 to 32. In case of D = 32, the
measurements of all branches are not disjoint from each other.
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7.2 CS for 3D Signal Reconstruction
Spherical harmonics (SH) [139{141] are the solution of spherical Laplace's equa-
tion, and their linear combination can represent 3-D (dimensional) signal on the
sphere. However, we need to compute the coecients of SH to express 3-D (di-
mensional) signal with SH, and this computation requires a quite sizeable number
of measurements. The least squares (LS) method is widely used in computing
the coecients.
With help of compressed sensing (CS), when the coecients of SH are sparse,
we only need few measurements to determine the coecients. Furthermore, when
the CS measurements are contaminated with noise, we can apply diversied-CS
(dCS) method shown in Fig. 6.3 to reduce the recovery noise.
7.2.1 Simulation Setup
We want ro reconstruct the signal with CS which is a 3D spherical harmonic
function f(; ) dened as a function of co-latitude  and longitude  which is
expressed as
f(; ) =
LfX
`=0
X`
m= `
xm` Y
m
` (; ); (7.3)
where ` and m denote the degree and order, respectively, of the SH basis function
Y m` (; ) dened as
Y m` (; ) =
s
2`+ 1
4
(` m)!
(`+m)!
Pm` (cos )e
im; (7.4)
Pm` () is the associated Legendre function, and xm` is the SH coecient. To
reconstruct the signal with CS, xm` should be found with CS measurements on
the sphere without complete information about the signal f(; ). By choosingM
CS measurements on sphere fi = f(i; i) for i = 1; : : : ;M , where (i; i) is the
i-th measurement on the sphere, the sampled CS measurements can be written
b = Ax: (7.5)
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Figure 7.10: Signal on sphere consists of spherical harmonics whose coecients
are sparse.
where b 2 RM1 is the vector of sampled signal b = [f1 : : : fM ]T , A 2 RMN
is the matrix of SH, N is the total number of harmonics, and x 2 RN1 is the
coecient vector. Since the SH-signal is band-limited in degree to Lf , the total
number of harmonics will be N = (Lf + 1)
2. The matrix A is expressed as
A =
h
an=1    an=N
i
where an is a column vector of
an =
h
Y mn`n (1; 1)    Y mn`n (M ; M)
iT
;
and `n and mn are the degree and the order of SH corresponding to the n-th
column of A, respectively.
104 CHAPTER 7. APPLICATIONS TO NOISE REDUCTION
Figure 7.11: Sampling points of SH signal for CS reconstruction. Only M = 100
points which satises the RIP are randomly chosen.
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7.2.2 Parameters
The signal is assumed to be band-limited to Lf = 50, and only positive order
spherical harmonics are computed for simplicity. As a result, we will have N =
1326 harmonics for a maximum band-limit of Lf = 50. The sparsity of the
coecients is assumed as K = 10 out of N = 1326. Furthermore, Gaussian noise
whose variance is 0:0025 is intentionally added to the signal for the generation of
the additive perturbation. Fig. 7.10 is the SH signal we want to reconstruct with
CS, and Fig. 7.11 shows the intended CS sampling points on the sphere. Only
M = 100 measurements are selected on the sphere for CS reconstruction.
7.2.3 Numerical Result
Fig. 7.12(a) and Fig. 7.12(b) show the coecients of SH recovered with CS and
dCS methods. These results imply that dCS method can reduce the additive
noise further. To diversify the CS measurement into several versions of CS mea-
surements for dCS recovery, Bernoulli random matrix size of M M is used as
divi for i = 1; : : : ; 3. In this case, the total number of branches including the
original CS measurement and three dCS measurement is D = 4.
An interesting thing happens when we use `p-minimization (0 < p < 1) as a
sparse recovery method instead of `1-minimization. Fig. 7.13 shows the histogram
of the correlation coecients between the recovery noise vectors of dCS branches.
By decreasing the value of p in `p-minimization, the correlation among recovery
noise vectors can be reduced because the recovery gets more sparse as the value
of p gets smaller. Also, the recovery noise is getting more sparse as p is decreased
from 1 to 0:1 as shown in Fig. 7.14. If the signal is sparse, the noises in the
recoveries can be less correlated as p decreases, and as a result, we can expect
SNR gain with dCS method since the noise vectors are not fully correlated.
Fig. 7.15 presents the cumulative distribution function (cdf) of the SNR re-
constructed with `p-minimization of p = 1 and p = 0:1. With standard CS,
`p=0:1-minimization gives higher SNR than `p=1-minimization does as already in-
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(a) SH coecients of the pure and the CS-reconstructed.
(b) SH coecients of the pure and the dCS-reconstructed.
Figure 7.12: Comparison of SH coecient with CS and dCS.
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Figure 7.13: Histogram of correlation coecients with `p-minimization CS algo-
rithm. Correlation decreases as p decreases.
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Figure 7.14: Comparison of magnitude of noise with dierent values of p. Noise
is getting more sparse and becoming smaller when p = 0:1 compared to that of
p = 1.
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Figure 7.15: Cdf of recovered signal with dCS method. SNR is improved with
dCS method and it gets higher as the value of p gets smaller.
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Figure 7.16: SNR gain comparison between dCS and SC methods. The dCS
method provides higher SNR when p = 0:1, while SC does slightly better when
p = 1.
7.3. CHAPTER REVIEW 111
vestigated in [32]. Although the SNR of recovered signal with dCS method is
worse than that of the oracle LS method, it is improved by increasing d from 1
to 4. The 50th percentile of SNR gain is 1dB in case of p = 1 both with d = 2
and d = 4, while SNR gains are 2:7 dB with d = 2 and 3:4 dB with d = 4 in
case of p = 0:1. It should be noted that there is a limit in improving SNR with
increasing d since the input noise vectors are not fully uncorrelated.
Fig. 7.16 compares the combining performances of dCS and Selection Com-
bining (SC) methods by showing SNR gain. SC method is slightly better than
dCS method in case of p = 1, but dCS method provides more SNR gain than SC
method does in case of p = 0:1. However, SNR improvement cannot be guaran-
teed always with these combining methods since there is around 2:0% of negative
SNR gain.
7.3 Chapter Review
In this chapter, we applied the dCS method to spectrum sensing and SH signal
reconstruction.
In the rst application of spectrum sensing, we observed the critical problem of
noise amplication in CS with noisy measurements, even though CS method can
be better than LS method in certain situations. It was also shown that the noise
cannot be reduced just by simply increasing the number of CS measurements.
To reduce the CS recovery noise in the presence of additive perturbation, the
dCS method which extracts diversity gain from a set of given measurements was
applied. The eectiveness of dCS was shown when weak signals are buried in
noise.
In the second application, we have shown that the proposed dCS method re-
duces the eect of noise on the recovery of sparse SH signal. This was shown
in the simulation results that corroborate our claim by improving the SNR of
reconstructed signal from noisy measurements. Also, it has been shown that
`p-minimization with 0 < p < 1 increases the sparsity of recovery noise. Further-
112 CHAPTER 7. APPLICATIONS TO NOISE REDUCTION
more, reducing the value of p in `p-minimization minimizes the correlation among
recovery noise which along with the dCS method improves the SNR gain.
Part III
Remedy For Multiplicative
Perturbation
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In this chapter, the methods to reduce the noise of CS recovery are explored
when there is a basis mismatch in CS measurements as
bp = (A+A)x+ nbadd ; (8.1)
where A is the multiplicative perturbation on the CS basis, and nbadd is the total
additive perturbation. The adverse eect from the multiplicative perturbation is
more detrimental than that from the additive perturbation as already explained in
Chapter 4. We need techniques to reduce the multiplicative noise in CS recovery.
8.1 Genie-Aided CS Reconstruction
We are targeting for removing any mismatch between the signal basis and the
basis that is being used in CS reconstruction. If A is perfectly disclosed by a
genie at the time of reconstruction, then Genie-Aided CS Reconstruction can be
performed as
x? = argmin
~x
k~xk1; s.t. kAp~x  bpk2  "add; (8.2)
where Ap = A+A, instead of
x? = argmin
~x
k~xk1; s.t. kA~x  bpk2  "b: (8.3)
The bound on the `2-norm of the noise is reduced from the total noise bound "b to
the additive noise bound "add since the multiplicative perturbation is absorbed by
the adjustment of bases. Furthermore, the basis mismatch is removed. Finally,
the reconstruction error of the K-sparse vector x obeys
kx?   xk2  Cpadd"add; (8.4)
where Cpadd is similar to Cadd in (4.11) except that 2K is replaced with 
p
2K , the
2K-RIC of Ap. However, this does not guarantee that the error bound coecient
Cpadd is always smaller than Cadd since there can be some multiplicative pertur-
bations that adversely aect the RIP of Ap resulting in a bigger p2K . Therefore,
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we can only hope to improve the quality of the CS-reconstructed signal not when
the RIP of Ap is degraded, but only when a high level of noise is caused by the
multiplicative perturbation.
However, the basis mismatch matrix A is not available in practical situa-
tions. We have to rst estimate A to perform the reconstruction of (8.2). To
make the situation harder, full estimation of A is not possible due to the limited
number of CS measurements and the sparsity of the signal in the basis domain.
With a given CS measurement, we can only estimate the multiplicative pertur-
bation of active bases. Active bases are the actual bases which are used in rep-
resenting the sparse signal among all bases. No matter which method, however,
is used for the perturbation estimation, it is dicult to estimate the multiplica-
tive perturbation accurately without a priori information about the active bases.
Finding active bases correctly is the rst thing that should be performed. Then,
with an accurate information about the active bases, multiplicative perturbation
in the active bases can be estimated using some known reference signals.
8.2 Suggestion for Practical Method
8.2.1 Basis Addition Method
To reduce the noise from the basis mismatch, one option is to build up the bases
more nely to minimize the basis mismatch. Fig. 8.1 shows the CS recovery of
Example 2.1 when there exists a basis mismatch of 0:15 Hz to each basis which has
1 Hz resolution from 1 Hz to 200 Hz. It shows that the recovery is suering from
high level of noise due to the basis mismatch. With more nely tuned bases of 0.1
Hz resolution, we can reduce the recovery error. Fig. 8.2 shows that the recovery
noise is reduced just by adding more bases. However, with this method, more
measurements are needed as already shown in Fig. 3.1. Furthermore, the larger
number of bases will require more computation time for the recovery. Fig. 8.3
shows the time required for CS reconstruction versus the size of the bases. The
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Figure 8.1: Comparison between the original and the CS-recovered signal when
there exists basis mismatch.
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recovery time becomes 1000 times longer if the number of bases is increased from
200 to 4000. The required computation, however, may vary according to the
algorithm of sparse approximation [134{137]. In this example, the algorithm of
[29] is used.
Hence, the CS-dictionary should be made 1) to maintain a low noise level due
to basis mismatch, 2) to be compact-sized not to impose much processing time
during recovery, and 3) to be sized not to need much more measurements for
reconstruction.
8.2.2 Iterative Basis Adjustment Method
For the eciency of recovery time, iterative basis adjustment technique is sug-
gested in this section.
8.2.2.1 Basic Idea
This technique is based on the fact that multiplicative noise is predominantly com-
ing from the mismatch in strong components of the basis. Therefore, adjusting
a few dominant active bases to the multiplicative perturbation can signicantly
reduce the multiplicative noise.
First, the vector x is estimated blindly with the conventional CS reconstruc-
tion method. Then, we determine dominant bases and estimate the multiplicative
perturbations in those active bases. The n-th column vector of the perturbation
adjusted matrix Ap is approximated as
A^
p
n =
8><>:An if determined to be inactiveAn +A^n if determined to be active
where An is the n-th column vector of the matrix A and A^n is the estimation
of the n-th basis mismatch.
By adjusting the active bases to the estimated multiplicative perturbation,
we can reduce the multiplicative noise because the dominant multiplicative per-
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Figure 8.2: CS-recovered signal with more ne resolution bases
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Figure 8.3: Required time of computation. It is normalized with that of N = 200.
turbation is removed. We can discover more active bases that were previously
buried in the noise. By recursive nding of active bases and adjusting bases to the
multiplicative perturbation, the quality of reconstructed signal will be improved.
8.2.2.2 Algorithm Details
A pseudocode of the iterative CS reconstruction with bases renement (ICS-BR)
technique for reducing multiplicative noise is shown in Algorithm5.
(STEP1) Firstly, the average power Pavg of x
?, estimated via `1-minimization
with no basis adjustment, is calculated. The components of x? whose power is
above Pavg are assumed as active, and the remaining components are declared
as inactive. The process of selecting active bases with a given threshold can be
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written as
I = fi : jx?(i)j2  g;
N = f1;    ; Ng;
Ic = NnI; (8.5)
where I is the estimated index set of active bases, N is the index set of all
bases, Ic is the complement set of I, and  is the threshold value, at this initial
estimation, equivalent to Pavg.
(STEP2) Secondly, the average power of the inactive components is calculated
as the noise power Pnoise and a margin  to this noise level is added to generate
a ne-tuned threshold Pthres. Then, estimating active bases of (8.5) with the
threshold value of  = Pthres is performed again. The components above this
threshold are assumed to be active, and the ones below are declared as inactive.
With these nely-selected active components, we can perform the estimation
of the multiplicative perturbation. The technique for estimating multiplicative
perturbation can vary according to the application. At this step, let us assume
that we have a specic method, which will be described in the next section.
(STEP3) Finally, those bases that are now recognized as active through pre-
vious steps are replaced with new adjusted ones. Then, BP via `1-minimization
is performed again with new adjusted bases and the processes of (STEP2) and
(STEP3) are repeated until a termination criterion is satised. But these steps
can be modied according to application.
(Stopping Criterion) Though the stopping criterion of this algorithm can be
dierent according to the application, we can exit this algorithm if there is no
new component in I. I may contain the component which is not active by false
alarm, and this false alarm should be minimized by adjusting the parameter
 and improving the estimation technique of the multiplicative perturbation.
Our estimation technique in our application and its theoretical performance are
explained in the Appendix B.
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Algorithm 5 ICS-BR (Iterative CS reconstruction with Bases Renement)
(STEP1 : Conventional CS )
1) x? = argmin k~xk1 s.t. kA~x  bpk2  "gen
2) Pavg  kx?k22=N
3) Estimate I and Ic from (8.5) with  = Pavg.
repeat
(STEP2 : Finely Estimating Active Bases)
4) Pnoise  
P
j2Ic jx?(j)j2=jIcj.
5) Pthres  Pnoise + .
6) Update I and Ic with  = Pthres.
7) Estimate Am;n, denoted by A^m;n, for n 2 I and m =.
1;    ;M . A^m;n = 0 for n 2 Ic and m = 1;    ;M .
(STEP3 : Bases Rened CS )
8) A^
p  A+A^.
9) x? = argmin~x k~xk1 s.t. kA^p~x  bpk2  "gen
until fstopping criterion trueg
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8.2.2.3 Estimating Basis Mismatch
We assume that there is a reference signal xpilot for estimating basis mismatch
due to multiplicative perturbation. All active signal sources are synchronized
to send the given reference signal simultaneously and periodically. Then, CS
measurements corresponding to the reference signal can be expressed as
bp = (A+A)xpilot: (8.6)
The additive noise nbadd is assumed to be zero for simplicity. Since we have exact
information on CS measurements of the reference signal as
b = Axpilot; (8.7)
we obtain
Axpilot = b
p   b (8.8)
by subtracting (8.7) from (8.6). However, it is not possible to estimate A
directly since there are MN unknowns in the basis mismatch matrix A while
we have only M measurements.
Here, to estimate A, we introduce the property of the multiplicative per-
turbation before the signal is sampled. The signal under the multiplicative per-
turbation can be expressed as
r(t) =
NX
i=1
xpilothi(t) i(t); (8.9)
where hi(t) is the multiplicative perturbation function of the active i-th basis. The
multiplicative perturbation hi(t) can be approximated as an L-th order polyno-
mial within the measurement time-duration TD. Then, hi(t) will be expressed
as
hi(t)  T(t)cTi ; (8.10)
where T(t) = [1; t; t2;    ; tL] and ci = [c0i ; c1i ;    ; cLi ].
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With the assumption of the sparsity of the active signal sources, the m-th
measurement of the reference signal can be written as
bp(m) =
KX
k=1
xpilot ik(tm)T(tm)c
T
ik
; (8.11)
where the subscript ik is the basis index of the k-th active active source among
the total K active sources.
Rewriting the measurements of (8.11) in matrix form, we obtain
bp = Yc (8.12)
where Y is the channel matrices and c is the channel coecient vectors. The
channel matrix Y is of size M K(L+ 1) and given by
Y =
h
Y1;Y2;    ;YM
i
;
where Ym is a row vector consisting of L+ 1 sub-vectors as
Ym =
h
Wm;0;Wm;1;    ;Wm;L
i
:
The `-th sub-vector of Ym, Wm;`, of size 1K is expressed as
Wm;` =
h
Wm;`(1);Wm;`(2);    ;Wm;`(K)
i
;
where the k-th element Wm;`(k) is given by
Wm;`(k) = xpilot ik(tm)  (tm)`:
And the coecient vectors c is of size 1K(L+ 1) given as
c =
h
c0; c1;    ; cL
i
;
where c` is the coecient vector of the `-th order polynomial given by
c` =
h
c`i1 ; c
`
i2
;    ; c`iK
i
:
The estimation of the coecient vector can be carried out :
c^ = (Y TY ) 1Y Tbp: (8.13)
Then, we can estimateAp = A+A with the approximation of the multiplicative
perturbation.
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8.3 Chapter Review and Next
To deal with multiplicative perturbation, we proposed two methods: The rst
is the basis addition method which adds bases intentionally in the recovery side
considering the required SNR, computation time, and the required number of
measurements. The second is the iterative basis adjustment method which we
called ICS-BR algorithm. The ICS-BR algorithm estimates multiplicative pertur-
bations in the identied active bases and renes the bases iteratively to minimize
the noise from the basis mismatch.
In the next chapter, we apply the ICS-BR algorithm to a CS wireless receiver,
where frequency osets from the wireless fading channel cause multiplicative per-
turbations resulting in basis mismatch in CS reconstruction.
Chapter 9
Application to Wireless Receiver
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In this chapter, we are interested in the applications of CS in wireless com-
munications to acquire the Radio Frequency (RF) signal directly with a low-rate
ADC. However, the wireless channel, where RF signal goes through, causes ad-
ditive and multiplicative perturbations to the received signal. We assume that
the impact of additive perturbation is tolerable since the method of reducing the
additive perturbation eect is dealt with in chapter 6. Estimation of multiplica-
tive perturbation is performed with some reference signals which are designed for
the perturbation estimation at the CS receiver. Reference signals such as pilot
signals are commonly used in communication systems for channel estimation. We
focus on reducing the adverse eect from the multiplicative perturbation of the
wireless system by applying the ICS-BR algorithm described in chapter 8.
9.1 CS for Wireless Systems
9.1.1 A Model of Wireless System
Basis: The wireless system model that we consider is composed ofN transmitters
and one receiver. The i-th transmitter is allocated a carrier at the frequency fi,
and the receiver is listening to the signals from all transmitters. Then, the signal
basis can be expressed in the complex domain as
 i(t) = e
j2fit; i = 1;    ; N: (9.1)
Signal of interest: The i-th transmitter aims to send the complex data
symbol xi to the receiver. If only a small fraction of all transmitters are active
at a given time, CS can be applied at the wireless receiver. This model is appli-
cable to distributed or co-located transmitters and can be easily generalized to
include other communication scenarios. Since the transmitted signal of the i-th
transmitter is a signal in real domain, it is given by
si(t) = Refxi i(t)g; (9.2)
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where Refg is a function that returns the real part of a complex number.
Channel: The wireless channel between the i-th transmitter and the re-
ceiver, gi(t; ) is given below
gi(t; ) =
Pi(t)X
p=1
cpi (t)(    pi (t)); (9.3)
where Pi(t) is the number of resolvable multi-path components of the i-th trans-
mitter, cpi (t) and 
p
i (t) are the amplitude and path delay of the p-th path of the
i-th transmitter, respectively.
Received Signal: The received signal from the i-th transmitter is expressed
as
ri(t) =
Z
gi(t; )si(t  )d
= Refxi i(t)
Pi(t)X
p=1
cpi (t)e
 jpi (t)
| {z }
hi(t)
g
= Refxi i(t)hi(t)g; (9.4)
where pi (t) is the phase of the p-th path of the i-th transmitter approximated as
pi (t) = 2fi
p
i (t)   2fOpi t   0i [133]. The unknowns are the path delay  pi (t),
the frequency oset of each path f
Op
i , and the phase constant 
0
i . The frequency
oset of each path f
Op
i can be decomposed into f
Op
i = (f
RF
i +f
D
i +f
Dp
i ), where
fRFi is the carrier frequency oset due to imperfect RF devices, f
D
i is Doppler
frequency, and f
Dp
i is Doppler oset of each path. Under the uniform scattering
environment [144] and without frequency oset of RF devices, the Doppler power
spectrum of the received signal from the i-th transmitter will vary between fDi
from its centre frequency according to a U-shape.
Basis mismatch: According to (9.4), the new basis  i(t)hi(t) instead of
 i(t) is induced by the wireless channel. For the measurement time duration of
TD, hi(t) can be decomposed into two terms as
hi(t) = hi + i(t): (9.5)
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One is a constant term hi which maintains the signal in the original basis domain,
and the other term is i(t) causing basis mismatch. Then, the received signal can
be written as
ri(t) = Refxi i(t)
 
hi + i(t)
g
= Refxi i(t)hig| {z }
rmatchi (t)
+Refxi i(t)i(t)g| {z }
rmismatchi (t)
: (9.6)
Since rmismatchi (t) doesn't exist in CS bases domain, it will behave as noise
in CS reconstruction, and as a result, the quality of reconstructed signal will be
degraded. For a better understanding of this degradation, we can dene signal-
to-noise ratio (SNR) between the i-th signal and its multiplicative noise as
SNRi =
Efjrmatchi (t)j2g
Efjrmismatchi (t)j2g
; (9.7)
where Efg is the expectation operation during the measurement interval TD.
For example, if there is only a frequency oset fDi in the wireless channel, we
can simplify hi(t) = e
j2fDi t. Using Taylor series, ej2f
D
i t can be expanded as
ej2f
D
i t =
1X
n=0
f( 1)
n(2fDi t)
2n
(2n)!
+ j
( 1)n(2fDi t)2n+1
(2n+ 1)!
g
= 1 + High order terms of fDi : (9.8)
From (9.8), we may set hi = 1 and i(t) = e
j2fDi t   1. With this, SNR of (9.7)
can be calculated as
SNRi =
Pi
Qi
; (9.9)
where
Pi = 1 + sinc(4f
r
i );
and
Qi = 2  2fsinc(2ki(f ri   1)) + sinc(2ki(f ri + 1))g
+ fsinc(4f ri ki) + sinc(4ki)g:
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Figure 9.1: SNR in (9.9) versus wave number ki under frequency oset. The wave
number ki is the number of waves per TD, dened as ki = fi  TD. (1 ppm means
1 Hz frequency deviation for each 106 Hz original carrier frequency.)
ki is the number of waves per TD given by ki = fiTD and f
r
i is the relative
frequency oset dened as f ri = 1 + f
D
i =fi. Fig. 9.1 shows the SNR in (9.9)
versus the wave number for various frequency osets. Since the SNR in (9.9) is
an original signal quality in basis domain before compressive sampling, it is quite
dicult to expect the CS reconstructed SNR to be better than the original SNR
under basis mismatch. Nevertheless, Fig. 9.1 gives a rough guidance on how to
choose the measurement time duration TD for a given frequency oset causing
basis mismatch.
Compressive Measurement: The overall received signal from all trans-
mitters is expressed as
r(t) =
NX
i=1
 
rmatchi (t) + r
mismatch
i (t)

+ e(t) (9.10)
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where e(t) is the noise of the system. Compressively sampled signal is given by
r(tm) = Ref
NX
i=1
 
hixi i(tm) + xi i(tm)i(tm)
g
+e(tm);m = 1; 2; :::;M; (9.11)
where tm;m = 1; 2; :::;M is the sampling time to satisfy the RIP of the matrix
A. Then, we can write the measurement vector as
bp = Ref(AH+A)xg+ e
= Ref(A+AH 1)Hxg+ e; (9.12)
where H is the diagonal matrix whose i-th diagonal element is hi, A is the de-
viant matrix from A due to the multiplicative perturbation function i(t), whose
element in row m and column n is dened as Am;n = n(tm) n(tm), and e is
the noise vector whose m-th component is e(tm).
Comparing the two measurement equations of (8.1) and (9.12), we can make
two observations. First, AH 1 acts as the multiplicative perturbation. Second,
the constant gain H is included in Hx. This means that we can recover Hx
denoted by xh, instead of x. Then, using the notation xh, the measurements can
be rewritten as
bp = Ref(A+AH 1)xhg+ e: (9.13)
Having established the relationship between the mismatch model of (8.1) and
the measured wireless signal of (9.13), we will use the notation of the wireless
signal (9.13) in the CS reconstruction.
9.1.2 Basis Adjustment to Multiplicative Perturbation
9.1.2.1 Ideal Adjustment
Let us assume that we can perfectly estimate the multiplicative perturbation hi(t)
in (9.5). Using the bases set 	h(t) whose i-th element is dened as
 hi (t) = hi(t) i(t); (9.14)
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the received signal r(t) of (9.4) is written as
r(t) = Ref	h(t)xg+ e(t); (9.15)
instead of (9.6). Then, the CS measurements of (9.13) can be simply re-expressed
as
bp = RefBxg+ e; (9.16)
where B is a matrix whose elements are
Bm;n = hn(tm) n(tm): (9.17)
Since the multiplicative perturbation includes dierent pathlosses, each col-
umn vector of the matrix B, denoted by Bn for n = 1;    ; N , has a dierent
norm. Using the column normalized matrix Ap whose element is given by
Apm;n =
Bm;n
kBnk2 ; (9.18)
(9.16) can be written again as
bp = RefApxHg+ e; (9.19)
where xH = H
0x with the diagonal matrix H0 whose i-th diagonal element is
kBik2. Thus, we can recover xH without multiplicative perturbation.
9.1.2.2 Iterative Estimation
Since ideal basis adjustment of (9.14) is not possible, an iterative basis adjustment
(ICS-BR algorithm) aided by some reference signals is proposed. CS wireless
receiver needs known reference signals, such as pilot signals, for estimating the
perturbations introduced by the wireless channel, while the conventional non-CS
receiver needs it for channel estimation.
Let us assume that all active transmitters are synchronized to send the known
reference signals simultaneously and periodically before sending the trac sig-
nals. With these reference signals, the multiplicative perturbation of active i-th
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basis hi(t) can be approximated as an L-th order polynomial by linear regres-
sion method. That is, within the measurement time-duration TD, hi(t) can be
approximated as
h^i(t)  T(t)(ci + jdi)T ; (9.20)
where T(t) = [1; t; t2;    ; tL], ci = [c0i ; c1i ;    ; cLi ] and di = [d0i ; d1i ;    ; dLi ].
It is shown how to calculate ci and di in Appendix B. If we nd ci and di,
we can build the matrix A^
p
, the estimated Ap, for the reconstruction of (8.3).
With the ICS-BR algorithm, we can nd active bases iteratively and have more
accurate A^
p
. But, we cannot build A^
p
perfectly because the measurement bp
used in nding ci and di is already contaminated with additive noise e. So the
estimation of the matrix Ap, A^
p
, will contain an error matrix as
A^
p
= Ap +A"; (9.21)
where A" is the matrix of the estimation error due to the additive noise e. Then,
the measurement of (9.19) can be re-expressed as
bp = Ref(A^p  A")xHg+ e: (9.22)
Even with ICS-BR algorithm, we cannot be free from the still remaining multi-
plicative perturbation A" in the measurements. But, the error matrix A" can be
much smaller than the original multiplicative perturbation AH 1 of (9.13).
9.2 Numerical Results
9.2.1 Simulation Setup
In this application, there are 201 (= N) transmitters which use dierent frequency
bases from f1 = 5:000 GHz to f201 = 5:200 GHz with f = 1 MHz resolution.
The frequency of the i-th basis is expressed as fi = f1+(i 1)f; i = 1; :::; 201.
The signals are going through Rayleigh fading wireless channels. The wireless
channels are emulated with spatial channel model (SCM) [145]. Two cases of
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Doppler frequency are set to 50 Hz and 2.55 kHz (= fDi ) to characterize frequency
osets as 0.01 ppm and 0.5 ppm, respectively. The frequency oset from RF
device is set to 0 ppm for simplicity.
At the receiver, the signal is sampled with a random time sequence ftm;m =
1; 2; :::;Mg in every measurement interval of 10 s (= TD). Sampling time se-
quence should be chosen carefully to satisfy 2K-RIP of (3.18). If the sequence of
sampling time is pseudo-random, it is known that stable recovery is possible with
high probability. But, it is dicult to implement pseudo-random time sequence
and its reconstruction is highly sensitive to timing jitter. This is the reason why
other measurement methods are used [69]. However, if we use a uniform distance
sampler whose rate is suciently low to avoid timing jitter and makes 2K CS
bases orthogonal, its implementation can be very easy. Under the assumption
that the sampling rate of uniform ADC is available between 70 MHz to 80 MHz
by 0.01 MHz resolution, the sampling rate is set to 74.33 MHz (=Fs) which has
the smallest condition number of AA to ensure a low correlation among bases.
Then, we have 743 measurements every TD. For more measurement reduction,
the receiver randomly selects 100 (=M) measurements from 743 measurements.
The number of M = 100 is chosen considering that the sparsity is K = 10 and
2K should be smaller than
p
2 1. Fig. 9.2 (a) shows the distribution of 2K-RIP
of (3.18) and the cumulative distribution function (cdf) of 2K . In this applica-
tion, the average sampling rate (= M=TD) is 10 MHz for sampling signals that
are spreading discretely by 1 MHz resolution within the width of 200 MHz in the
5 GHz band.
For approximating the wireless channel, rst and second order (L = 1; 2)
polynomials are used. And the margin =  in the ICS-BR algorithm for deciding
threshold power is set to 10 dB, considering the uctuation of the multiplicative
noise.
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(a) Histogram of 2K-restricted isometry property (RIP).
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(RIC).
Figure 9.2: The distribution of RIP and the cdf of RIC versus the number of
measurements.
9.2. NUMERICAL RESULTS 137
0 0.1 0.2 0.3 0.4 0.5
0
0.02
0.04
0.06
0.08
0.1
0.12
Frequency Offset(ppm)
ε A 
(2K
)
 
 
instant
Average
Figure 9.3: Relative bound of the multiplicative perturbation versus frequency
oset with various patterns of random sampling. In this application, "
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A is
equal to "
(K)
A because only active K bases have multiplicative perturbation from
wireless channel.
9.2.2 Results
9.2.2.1 Reconstruction of a Single-tone Active Signal
A signal with a single active basis (single-tone) at frequency 5.1 GHz is received
through a Rayleigh fading channel. To check out the sole eect from multiplica-
tive perturbation in CS-reconstruction, it is assumed that there is no additive
noise e, but only multiplicative perturbation due to fading channel.
Fig. 9.3 shows 
(2K)
A , the relative multiplicative perturbation of (4.33), versus
the frequency oset with various patterns of random sampling. Because only
active K bases experience the wireless channel, "
(2K)
A is equal to "
(K)
A in this
application. 
(2K)
A is about 0.09 when the frequency oset is 0.5 ppm, while it is
almost zero at the frequency oset of 0.01 ppm. If 2K;K=1 is very close to 0.165,
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Figure 9.4: Reconstructed spectrum of the single-tone signal perturbed by the
wireless channel with the conventional BP method. Doppler frequencies are ap-
plied to the wireless channel to cause frequency osets of 0.01 ppm and 0.50
ppm.
as shown in Fig. 5.5, then Cgen gets 10 times bigger as 
(2K)
A is increased from 0
to 0.09. SNR degradation of CS-reconstructed signal due to frequency oset can
be roughly estimated as
SNRCS[dB]  SNRreceived[dB] Cgen[dB]; (9.23)
where SNRreceived and Cgen are dierences of SNR of the received signal and
Cgen due to frequency oset, respectively. Since the SNR degradation of the
received signal is about 35 dB in Fig. 9.1 when the frequency oset is increased
from 0.01 ppm to 0.5 ppm, SNRCS will be degraded about 50 (SNRCS   35 
20  log1010) dB.
Fig. 9.4 shows two snap-shots of the conventional CS-reconstructed spectrum
of the single-tone signal with frequency osets of 0.01 ppm to 0.5 ppm. Noise
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Figure 9.5: Noise reduction using ICS-BR method when frequency oset is 0.50
ppm.
level relative to signal level is increased about 50 dB from around  75 dB to
around  20 dB as expected. It conrms that multiplicative perturbation causes
serious reconstruction noise. Furthermore, the noise will become more serious
if there exist an additional (unavoidable) frequency oset in the transceiver RF
device.
However, when the frequency oset is 0:5 ppm, using the proposed ICS-BR
method the noise level relative to the signal level can be decreased from about 20
dB to  80 dB as shown in Fig. 9.5. The reconstruction result at the frequency
oset of 0:5 ppm is better than that of 0:01 ppm if we apply ICS-BR method. For
convenience, we can dene dynamic range (DR) of the reconstructed spectrum for
assessing the noise level. Dynamic range is dened as the ratio of the maximum
power of the active carriers to the maximum power of the inactive carriers
DR(dB) = 20log10
max(jx? j)
max(jx? c j)
; (9.24)
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Figure 9.6: Comparison of average (100 trials) dynamic range of CS reconstruc-
tion for the single-tone signal.
where x?  and x
?
 c are the estimated coecients of true active and inactive carriers,
respectively. For example, if the dynamic range is 30 dB, then the maximum noise
level is under 30 dB from the peak signal. Fig. 9.6 shows the comparison of the
dynamic ranges of CS-reconstructed signal as the frequency oset increases. With
conventional BP method, dynamic range signicantly decreases as the frequency
oset increases. But, if the bases are adjusted to the multiplicative perturbation
using ICS-BR algorithm, we can have an improved dynamic range. This gure
also shows that the dynamic range is much better using higher order polynomials
for approximating the multiplicative perturbation.
9.2.2.2 Reconstruction of Multi-tone Active Signal
It is assumed that there are 10 active transmitters using dierent frequencies.
Pathloss of each active carrier is set to increase by 4 dB intentionally as the
index of active transmitter increases, which characterizes dierent positions of the
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Figure 9.7: CS-reconstructed spectrum of the multi-tone signal perturbed by the
wireless channel whose Doppler frequency is about 0.5 ppm.
transmitters. The frequency osets of wireless channels of 10 active transmitters
are all set to 2:55 kHz (about 0:5 ppm).
Fig. 9.7 shows a snap-shot of the CS-reconstructed spectrum of the multi-tone
signal using the conventional BP method. The multiplicative noise reaches a level
which is bigger than the smallest signal level itself. Some weak signals are buried
in the noise.
However using the proposed ICS-BR algorithm, the CS-reconstruction is im-
proved with increasing iterations as shown in Fig. 9.8(a), (b) and (c). Fig. 9.8(c)
shows that the multiplicative noise is reduced signicantly after the third iter-
ation. The active signals previously buried in the noise can be recovered. To
demonstrate the performance limit of ICS-BR algorithm, its reconstruction is
also compared with the result of genie-aided renement method which uses exact
state of wireless channel shown in (9.19). The noise of the reconstructed signal
using ICS-BR algorithm after three iterations is almost reduced to the noise level
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of genie-aided construction method.
9.3 Chapter Review
In this chapter, we applied the ICS-BR algorithm, which iteratively adjusts bases,
to a CS wireless receiver where frequency osets from the wireless fading channel
cause multiplicative perturbations in CS reconstruction. The simulation results
veried that the ICS-BR algorithm can signicantly reduce the noise from the
multiplicative perturbations compared with the conventional BP algorithm.
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(a) CS-reconstructed spectrum with ICS-BR al-
gorithm after the rst iteration.
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(b) CS-reconstructed spectrum with ICS-BR al-
gorithm after the second iteration.
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(c) CS-reconstructed spectrum with ICS-BR al-
gorithm after the third iteration.
Figure 9.8: CS-reconstructed spectrum of the multi-tone signal using the ICS-
BR method. The active bases are perturbed by wireless channels whose Doppler
frequencies are about 0.5 ppm.
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Chapter 10
Conclusion and Future Work
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In this thesis, we focused on the practical issues under additive and mul-
tiplicative perturbations. We explored the dierent shortcomings of CS noise
amplications when these perturbations exist in the measurements. Further, we
provided some remedies to deal with them.
10.1 Diversied-CS for Additive Noise Reduc-
tion
The possibility of noise reduction with CS was shown when some measurements
were given for the sparse signal recovery. Additionally, the tradeo between noise
folding eect and noise bound of CS measurements was shown as a function of the
number of measurements. However, we are required to optimize the number of
CS measurements or have a good CS measurement matrix to reduce the recovery
noise. To alleviate the eorts to improve the quality of the recovered signal, the
dCS (diversied CS) method was proposed to improve the CS detection perfor-
mance in the presence of additive perturbation by introducing diversity technique
to CS recovery.
 Diversied-CS (dCS) extracts diversity gain from a set of given measure-
ments to reduce the recovery noise, regardless of the adopted CS recovery
technique.
 Diversied-CS (dCS) can be applied when weak signals can be buried in
the noise level if a normal CS recovery is used.
In this thesis, this technique was applied to the sparse spectrum sensing with
low sampling frequency and the reconstruction of spherical harmonics signal with
few samples. Numerical simulations showed that dCS method improves CS de-
tection performance with an increasing number of simple projection matrices as
long as they are designed such that the recovery noises are uncorrelated.
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10.2 Basis Renement for Multiplicative Noise
Reduction
With additive perturbation only, the reconstruction noise may be tolerable as long
as the power of the signal is suciently large. However, in case of multiplicative
perturbation, since the reconstruction noise is generated from the signal itself,
simply boosting signal power cannot reduce the reconstruction noise. The recon-
struction noise from multiplicative perturbation can be more serious than that
from additive perturbation only. Thus, to deal with multiplicative perturbation,
we proposed the iterative CS reconstruction algorithm to deal with unknown mul-
tiplicative perturbations called ICS-BR (Iterative CS reconstruction with Bases
Renement).
 ICS-BR algorithm estimates multiplicative perturbations in the identied
active bases and renes the bases iteratively to minimize the noise from the
basis mismatch.
 ICS-BR algorithm adjusts only the identied active bases since the multi-
plicative noise is predominantly coming from the mismatch in strong com-
ponents of the bases. Adjusting a few dominant active bases to the multi-
plicative perturbation can signicantly reduce the multiplicative noise.
This technique is applied to a CS wireless receiver, where frequency osets
from the wireless fading channel cause multiplicative perturbations resulting in
basis mismatch in CS reconstruction. The simulation results veried that the
ICS-BR algorithm can signicantly reduce the noise from the multiplicative per-
turbations compared with the conventional BP (Basis Pursuit) algorithm.
10.3 Future Work
In the applications of this thesis, we separated two perturbations of additive and
multiplicative natures with the assumption that these perturbations can be dealt
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with using dierent methods. However, there still remain several issues which
need to be addressed in the future research.
 More articulated design of dCS against additive perturbation will be re-
quired to improve the system performance further especially when the num-
ber of diversity branches gets larger. Even though only equal gain combin-
ing is considered in this thesis, there can be better combining schemes to
improve performance.
 It is anticipated that the estimation performance of ICS-BR algorithm will
be degraded if there are some errors in the estimation of multiplicative
perturbation due to additive perturbations in the measurements. Future
work should be directed at quantifying the compound eect of multiplicative
and additive perturbations and developing suitable algorithms to deal with
both.
Appendix A
Noise Folding of CS
A.1 Simple Additive Perturbation in Measure-
ment
Let us assume that the original noise before CS is simply
ny = y; (A.1)
where y is additive Gaussian noise with the covariance of 20I, and its CS
measurement is
nb = y: (A.2)
Since T is diagonal matrix, the noise nb is also Gaussian noise. If we
assume the variance of nb as 2m, we can get
E[knbk22] =
MX
i=1
E[nb(i)2] =M2m: (A.3)
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We can also calculate E[knyk22] directly from the noise vector ny as
E[knbk22]
= E[
MX
i=1
(
LX
j=1
i;jy(j))
2]
= E[
MX
i=1
(
LX
j=1
2i;jy(j)
2 +
LX
j 6=p
i;ji;py(i)y(p))]
=
MX
i=1
(
LX
j=1
2i;jE[y(j)
2] +
LX
j 6=p
i;ji;pE[y(j)y(p)]| {z }
almost zero
)
 kk2F20
M20 (if  is ramdom sampling matrix): (A.4)
From (A.3) and (A.4), we get
2m  20: (A.5)
Since the variances of the original measurements before CS and the measurements
after CS are almost same, there is no noise folding eect in case of simple additive
noise.
A.2 Signal Perturbation
If the noise x is multiplied by 	, which is called as signal perturbation, before
CS as
ny = 	x; (A.6)
where x is signal perturbation with the covariance of 2I, CS measurement of
signal perturbation will be
nbs = Ax: (A.7)
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Under the assumption that AAT is a diagonal matrix, with the same way of
deriving (A.4), we get
E[knbk22]
 kAk2F2
 N2 (if each column of A is normalized to one); (A.8)
Then, the variance of nbs is given by
2s  2
N
M
: (A.9)
The noise variance of CS measurements is amplied by the compression factor of
N=M .
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Appendix B
Estimating Multiplicative
Perturbation
B.1 Regression Method with Training Signal
Since we have only the estimated active basis index set I, not the true active
basis index set Itrue, the received signal corresponding to the pilot symbol xpilot
from the active transmitters can be expressed as
r(t) = Refxpilot
X
i2I
hi(t) i(t)g+ s(t) + e(t); (B.1)
where s(t) is the signal from hidden active transmitters, and e(t) is noise. If
there are any false active components in I, s(t) will also include the error terms
due to false alarm as
s(t) = Refxpilot
X
i2Ih
hi(t) i(t)g   xpilot
X
i2If
hi(t) i(t)g; (B.2)
where Ih = IC \ Itrue is the hidden active basis index set whose components are
not found thorough ICS-BR algorithm, and If = I \ICtrue is the false active basis
index whose components are included falsely in I.
Using the approximation channel of hi(t) in (9.20), the m-th measurement of
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the pilot signal can be written as
bp(m) =
X
i2I
 
i(tm)T(tm)c
T
i   i(tm)T(tm)dTi

+ h(t) + s(t) + e(tm); (B.3)
where
i(tm) = Ref i(tm)gRefxpilotg   Imf i(tm)gImfxpilotg;
and
i(tm) = Imf i(tm)gRefxpilotg+Ref i(tm)gImfxpilotg:
and h(t) is the error of channel approximation calculated as
h(tm) = Refxpilot
X
i2I
 i(tm)
 
hi(tm) T(tm)(ci + jdi)T
g: (B.4)
Rewriting the measurements of (B.3) in matrix form, we obtain
bp =
h
Y Z
i h
c d
iT
+  + e; (B.5)
where Y and Z are the channel matrices, c and d are the channel coecient
vectors to be estimated, and  is the unknown signal of hidden active transmitters.
If we assume that jIj = K^, the channel matrix Y is of size M  K^(L+ 1) and
given by
Y =
h
Y1;Y2;    ;YM
i
;
where Ym is a row vector consisting of L+ 1 sub-vectors as
Ym =
h
Wm;0;Wm;1;    ;Wm;L
i
:
The `-th sub-vector of Ym, Wm;`, of size 1 K^ is expressed as
Wm;` =
h
Wm;`(1);Wm;`(2);    ;Wm;`(K^)
i
;
where the k-th element Wm;`(k) is given by
Wm;`(k) = ik(tm)(tm)
`: (B.6)
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The channel matrix Z is almost the same as Y except that Wm;`(k) is replaced
with
Xm;`(k) =  ik(tm)(tm)`: (B.7)
And the coecient vectors c and d are of size 1  K^(L + 1). For example, c is
given as
c =
h
c0; c1;    ; cL
i
;
where c` is the real part of the `-th order polynomial and is given by
c` =
h
c`1; c
`
2;    ; c`K^
i
:
The estimation of the coecient vector can be carried out using (B.5) and the
least squares (LS) method [24]:
 ^ = ybp; (B.8)
where
 ^ =
h
c^ d^
iT
;
y = (T) 1T ;
and
 =
h
Y Z
i
:
B.2 Residual Multiplicative Perturbation
Since there is an estimation error of  + e in (B.5), the coecient estimation in
(B.8) will contain errors as
 ^ =  +  (B.9)
where   is the perfect estimation without any error,
  =
h
c d
iT
; (B.10)
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and   is the estimation error on  ,
  =
h
c d
iT
: (B.11)
Though we can reduce the multiplicative perturbation signicantly with pertur-
bation estimation, there still exists a residual multiplicative perturbation on the
measurement due to the estimation error  . With the assumption that we can
ignore the channel approximation error of (B.4) with high order approximation
of the channel, the residual multiplicative perturbation on the bases set I, A"I ,
can be expressed as
A"I = AI 
 
V(c+ jd)T

; (B.12)
where AI is the submatrix of A whose column indexes are included in I, the
operation of  is Hadamard product which produces elementary product, and V
is the Vandermonde matrix dened as
V =
26666664
1 t1 t
2
1    tL1
1 t2 t
2
2    tL2
...
...
...
. . .
...
1 tM t
2
M    tLM
37777775 : (B.13)
Since   is bounded as
k k2  ()kk2 (kk2 + kek2); (B.14)
with the perturbation theory of LS estimation [26], where () is the condition
number of  which is calculated as () = kk2  kyk2, the residual multiplica-
tive perturbation A" included in (9.22) will be also bounded as
kA"kF = kA"IkF
 kAIkFkVkFk k2
 kAIkFkVkF ()kk2 (kk2 + kek2) (B.15)
where k  kF denotes the Frobenius norm.
Appendix C
Nonlinear Optimization
We want to solve the following nonlinear optimization problem :
minimize f0(x)
subject to gi(x)  0; i = 1; ::::;m
hi(x) = 0; i = 1; ::::; p; (C.1)
with variable x [88]. To nd the minimum of f(x), Lagrangian multiplier can be
introduced as
L(x; ; ) = f0(x) +
mX
i=1
igi(x) +
pX
i=1
ihi(x); (C.2)
where i is the Lagrangian multiplier associated with the i-th inequality con-
straint gi(x)  0; similarly i is the Lagrangian multiplier associated with the
i-th equality constraint hi(x) = 0. If f0(x) is a convex function, we can nd the
minimum of f0(x) easily by solving x
? satisfying Karush-Kuhn-Tucker (KKT)
conditions
rf0(x?) +
mX
i=1
irgi(x?) +
pX
i=1
irhi(x?) = 0: (C.3)
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C.1 Equality Constrained Minimization
For simplicity, we consider only an equality constraint problem as
minimize f0(x) subject to Ax = b: (C.4)
Then, x? is optimal if there exists a  such that
Ax? = b and rf0(x?) + AT = 0: (C.5)
We can nd x? and  with Newton's method by substituting x+x for x? as
A(x+x) = b and f0(x+x)+A
T  rf0(x)+r2f0(x)x+AT = 0: (C.6)
Since Ax = b, we get24 r2f0(x) AT
A 0
3524 rx

35 =
24  rf0(x)
0
:
35 (C.7)
By calculating x and updating x = x + x, the minimum of f0(x) can be
found iteratively.
C.2 Inequality Constrained Minimization
We consider an inequality constraint problem as
minimize f0(x)
subject to gi(x)  0; i = 1; ::::;m
Ax = b: (C.8)
To make it simple as the problem of equality constrained minimization, the log
barrier method can be used by introducing logarithmic barrier as
(x) =  
mX
i=1
log( gi(x)) (C.9)
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and changing the problems as
minimize f(x) subject to Ax = b; (C.10)
where
f(x) = tf0(x) + (x) (C.11)
with some constant t > 0. If x?(t) is the solution of (C.10), the KKT optimality
condition is given by
0 = rf(x?(t)) + ATw
= trf0(x?(t)) +r(x?(t)) + ATw
= rf0(x?(t)) +
mX
i=1
1
 tgi(x?(t))rgi(x
?(t)) + AT
w
t
; (C.12)
where w is Lagrangian multiplier. Then, x?(t) minimize the following Lagrangian
L(x; ; ) = f0(x) +
mX
i=1
i(t)gi(x) + (t)
T (Ax  b); (C.13)
where
i(t) =   1
tgi(x?(t))
; (C.14)
and
(t) =  w
t
: (C.15)
Then, we can nd the minimum of f(x) with the same way of solving equality
constrained problem. Then, since
rf(x) + AT = 0; (C.16)
with Newton's method, we can get
rf(x) +r2f(x)x+ AT = 0: (C.17)
From the denition of f(x), we can calculate
rf(x) = trf0(x) +r(x)
= trf0(x) 
mX
i=1
rgi(x)
gi(x)
; (C.18)
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and
r2f(x) = tr2f0(x) +r2(x)
= tr2f0(x) +
mX
i=1
rgi(x)rgi(x)T
gi(x)2
 
mX
i=1
r2gi(x)
gi(x)
: (C.19)
Finally, since (C.17) can be re-expressed as
trf0(x) 
mX
i=1
rgi(x)
gi(x)
+
 
tr2f0(x) +
mX
i=1
rgi(x)rgi(x)T
gi(x)2
  r
2gi(x)
gi(x)

x+ AT = 0;
(C.20)
and Ax = 0, we get24 tr2f0(x) +Pmi=1 rgi(x)rgi(x)Tgi(x)2   r2gi(x)gi(x) AT
A 0
3524 x

35
=
24  trf0(x) +Pmi=1 rgi(x)gi(x)
0
:
35 (C.21)
By calculating x and updating x = x+x, the minimum of f(x) can be found
iteratively. Then, from the relation between f(x) and f0(x), we can nd the
minimum of f0(x).
C.3 `1 minimization
We solve the `1-minimization problem with inequality constraint of C.2 [29]. The
problem of
minimize kxk1 subject to kAx  bk2  " (C.22)
where x 2 RN , A 2 RMN , and b 2 RM , can be rewritten as
minimize
NX
i=1
ui subject to x  u  0
  x  u  0
kAx  bk22   "2  0 (C.23)
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where u 2 RN . Then,
f0 =
NX
i=1
ui (C.24)
and taking
g1 = x  u;
g2 =  x  u;
g3 = 0:5(Ax  b)T (Ax  b)  "2; (C.25)
KKT condition of (C.21) is expressed as24 1   g 13 ATA+ g 23 AT (Ax  b)(Ax  b)TA 2
2 1
3524 x

35
=
24 g 11   g 12 + g 13 AT (Ax  b)
t1  g 11   g 12
35 (C.26)
where
1 = G
 2
1 +G
 2
2 ;
2 =  G 21 +G 22 : (C.27)
G is the diagonal matrix with elements of g. With iterative calculating x and
updating x = x+x, we can solve `1-minimization problem.
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