A hybrid of the front tracking (FT) and the level set (LS) methods is introduced, combining advantages and removing drawbacks of both methods. The kinematics of the interface is treated in a Lagrangian (FT) manner, by tracking markers placed at the interface. The markers are not connected-instead, the interface topology is resolved in an Eulerian (LS) framework, by wrapping a signed distance function around Lagrangian markers each time the markers move. For accuracy and efficiency, we have developed a high-order "anchoring" algorithm and an implicit PDEbased redistancing. We have demonstrated that the method is 3rd-order accurate in space, near the markers, and therefore 1st-order convergent in curvature; this is in contrast to traditional PDE-based reinitialization algorithms, which tend to slightly relocate the zero level set and can be shown to be nonconvergent in curvature. The implicit pseudo-time discretization of the redistancing equation is implemented within the Jacobian-free Newton-Krylov (JFNK) framework combined with ILU(k) preconditioning. Due to the LS localization, the bandwidth of the Jacobian matrix is nearly constant, and the ILU preconditioning scales as ∼ N log( √ N ) in two dimensions, which implies efficiency and good scalability of the overall algorithm. We have demonstrated that the steady-state solutions in pseudo-time can be achieved very efficiently, with ≈ 10 iterations (CFL ≈ 10 4 ), in contrast to the explicit redistancing which requires hundreds of iterations with CFL ≤ 1.
Motivation and background.
The present study is motivated by the need for high-fidelity simulations of flows with significant interface curvature (surface tension) effects. These effects are important in multiphase flow applications, where the interfacial instabilities (of either Rayleigh-Taylor, Kelvin-Helmholtz, or Marangoni origin) are the driving mechanisms for the evolution of the interface topology, defining the physics of multifluid mixing, heat transfer, and phase change. There are also numerous curvature-effect-dominant applications in computational geometry, grid generation, image processing, computer vision, optimization, computer-aided design, etc. [36] . The applications of primary interest here are the physics of boiling multiphase flows in nuclear energy systems [21] and the atmospheric dissemination of chemical agents [22, 44] .
There are three major and distinct interface tracking methods developed in the past 30 years: front tracking (FT) [4, 11] , volume tracking (VT) [14, 33] , and level set (LS) [27, 36] . Each method has its own pros and cons. FT algorithms are apparently the most accurate, but unfortunately their implementation is nontrivial (especially 1 Well recognizing that there is no "universal" interface tracking method, several recent studies were focused on developing "hybrids." Enright et al. [8] have introduced a particle level set (PLS) method-a hybrid of the LS method with massless particle tracking. A set of Lagrangian particles seeded in the near-interfacial region is used to improve the Eulerian LS solution. A different particle-based LS method has been developed more recently by Hieber and Koumoutsakos [13] . In [13] , the LS equations are described in a Lagrangian frame and particles are used throughout the domain for their discretization. Hence, for the problem of solid-body rotations, when the method by Enright et al. [8] would naturally experience some dissipation, the Hieber and Koumoutsakos method [13] is "exact" (excluding the particle initialization at t = 0). Torres and Brackbill [45] introduced the "point-set" (PS) method-the FT algorithm without connectivity. Shin and Juric [37] have introduced the "LS flavor" to their FT algorithm. Sussman et al. have combined the VT with the LS methods in [41, 43] . Most recently, Mihalef, Metaxas, and Sussman [19] have introduced a marker level set (MLS) method, in which the LS method is hybridized with the interfacial marker tracking, somewhat similar to the work by Shin and Juric [37] . Recognizing that Lagrangian marker tracking is the most effective way to carry underresolved/subgrid interface topology, we will pursue here the strategy along the lines of [19, 37] , combining the LS algorithm with the FT algorithm.
The contribution of this paper is two-fold. First, we place the focus on accuracy/convergence of the interface curvature computation. We have developed a redistancing algorithm, requiring/demonstrating that it is at least 3rd-order accurate in space near interfacial markers (therefore, it is at least 1st-order accurate in curvature). We strongly believe that convergence in curvature is a must for predictive capability of the method in flows when the surface tension is one of the important driving physics. For example, in boiling flows, the interfacial evaporation/condensation rates are directly linked to the fidelity of the surface tension (curvature) modeling; i.e., if the curvature is nonconvergent, the interfacial speed function is nonconvergent as well. One should expect similar dramatic consequences of the nonconvergent curvature in the prediction of interfacial instabilities [22] . Second, we want our high-order redistancing to be efficient, and this is achieved by introducing implicit discretization of the pseudo-transient redistancing equation, using the Jacobian-free Newton-Krylov (JFNK) method [18] . Preconditioning is done with the ILU(k) [34] , which we found to work remarkably well for the redistancing problem. This is because the LS localization makes the bandwidth of the Jacobian matrix almost independent of the grid size, which results in a good scalability ∼ N log( √ N ) of the algorithm in two dimensions (2D). The redistancing is an important part of the LS method. First introduced by Chopp in 1993 [5] , it has evolved in two distinct branches: the PDE-based reinitialization (PDE-RI) and the fast marching reinitialization (FM-RI). The PDE-RI was introduced by Sussman, Smereka, and Osher [42] , and it is based on finding a steady-state solution to the pseudo-transient redistancing equation very similar to Chorin's method of artificial compressibility [7, 20] or the pseudotransient continuation method [17] . In (1.1), τ is the pseudo-time, ϕ is the level set, and N = ϕ x , ϕ y , ϕ z is the normal vector. In theory, when the steady-state of (1.1) is achieved, the level set is a signed distance function and satisfies the Eikonal equation |∇ϕ| = 1. Since a high-order discretization of the Hamiltonian H (x, ϕ) is utilized (typically, WENO 5 ), the solution should be convergent in interfacial curvature. However, in practice, a steady-state solution of (1.1) is never obtained, mainly because it is expensive. This expense is a result of using explicit Runge-Kutta schemes, which require small pseudo-time steps with CFL stb < 1. Moreover, as one can easily verify, the steady-state is not achievable because of the interface drifting problem [23] . There have been several variations of the PDE-RI developed in the past 15 years [29, 39, 40, 42] to improve the original formulation [42] , but none of them is able to completely remove interface drift. The consequence of the drift is that the method becomes nonconvergent in pseudo-time, as evident in the simple ellipse redistancing problem shown in section 3. On the other hand, nonconvergent solution in pseudotime does impact spatial convergence as well, since the transient term ∂ τ ϕ sets the "floor" for spatial discretization errors. In the present study, we address both the interface drift and the steady-state solution issues.
The FM method [6, 12, 36, 46] is another approach to the redistancing problem. The FM-RI algorithm is based on the observation that if the Hamiltonian is discretized in an "upwinding-along-the-normal-vector" manner, the problem contains a very specific causality property, allowing the solution to "march" efficiently from the interface outwards, with the operation count scaling ∼ N log( [36] , where D is the dimensionality of the problem (2 or 3). There are two specific comments on the FM-RI methods we would like to make in relation to the convergence in curvature.
(1) The 2nd-order FM described in section 8.8 of [36] and its recent improvements [6] are 0th-order accurate in curvature. To attain a grid-convergent curvature, one needs to have at least 3rd-order-accurate discretization of the Hamiltonian. Our attempts to extend the FM-RI to the 3rd order were unsuccessful, due to large-stencil and stability issues; and we are unaware of any studies which have addressed this problem. (2) The FM-RI requires initiation of the narrow band of trial values near the interface. If this initiation is only 2nd-order (as described in [36] ), the algorithm is also nonconvergent in curvature, even if the higher-than-2nd-order FM were successful. This is why we base our redistancing on the PDE-RI formulation of (1.1), addressing the efficiency issue by using implicit discretization and combining Newton's nonlinear iterations with a Krylov subspace iteration (GMRES) method [35] . The GMRES solver is preconditioned with a standard incomplete LU factorization, ILU(k) [34] . It turns out that in 2D, due to the narrow-band LS localization [29] , the ILU-preconditioned implicit redistancing solution scales as ∼ N log( √ N ), which is the same as the scalability of the FM-RI. Notably, the low-(1st-or 2nd-) order FM-RI could be a very viable alternative solution for ("physics-based" [18] ) preconditioning of the Krylov GMRES method (especially in 3D), and this will be explored in the future.
It is instructive to reference another very recent study by Cheng and Tsai [3] , which introduced a time-dependent Eikonal equation, presenting an alternative approach to address issues similar to those discussed here. We believe that some ideas from [3] can be implemented in conjunction with our implicit algorithm, as a physicsbased preconditioning of GMRES.
The rest of the paper is organized as follows. First, the basic ideas of our MRD/LS method are described in section 2. This includes marker tracking (section 2.1), basics of the level set (section 2.2), "redistancing" (section 2.3), "anchoring" (section 2.4), and computation of curvature at interfacial markers (section 2.5). Next, we demonstrate grid convergence in space using the "redistancing around ellipse" problem (section 3). In section 4, we describe how to implicitly discretize the "redistancing/anchoring" stage, which includes the basics of the JFNK algorithm (section 4.1), dynamic time stepping strategy (section 4.2), and our preconditioning strategy (section 4.3). Section 5 presents the results of testing the fidelity of interface kinematics (solid-body rotation/translation, section 5.1; and interface motion under severe stretching/tearing, section 5.2). Finally, the concluding remarks are presented in section 6.
Marker redistancing/level set (MRD/LS) method.
In the present section we describe the basic ideas for our hybridization of the FT and LS algorithms, starting with the treatment of the interface kinematics (section 2.1), then with the interface topology description (section 2.2), and finishing with the remapping/anchoring from Lagrangian (marker) to Eulerian (LS) fields and back (sections 2.4 and 2.5).
Interface kinematics: Marker tracking, Lagrangian (L)-field.
The interface dynamics is treated Lagrangianly, by placing markers at the interfacethe way it is done in traditional FT algorithms [4, 11, 47] . However, to avoid the complexity of the FT, we do not connect the markers, delegating the interface topology description and curvature computations to the Eulerian LS algorithm (section 2.2). This sets us apart from the PLS method [8] , in which the massless particles are seeded in the corridor around interface. These particles are introduced to improve fidelity of the LS method. Our interface markers define the (sharp) interface kinematics.
At the beginning of the simulation, the markers are uniformly distributed along the interface, with an initial concentration varying from 2 to 50 markers per h-the mesh size of the Eulerian grid; see Figure 1 . As the simulation proceeds, the interface might deform and stretch, rarefying the marker field. In the present study, we do not reseed markers, as the marking tracking is cheap compared to the LS part of the algorithm, and we can always initiate a sufficient number of particles, to ensure having at least one marker per cell even in the most extreme stretching/tearing stage of the simulation, without excessive CPU/memory cost. Notably, even with excessive marker initiations, the total numbers of markers in our algorithm are generally smaller than the number of particles in the PLS methods [8, 13] , as the marker field is of measure O (h) (in 2D), not O (δ s h) as in the PLS method (δ s is the PLS's seeding corridor).
The spatial coordinates X m of each marker are evolved in time t as 
where W m is a speed vector for each marker, coming from the coupled physics/LSbased geometry; see Figure 2 (e.g., Navier-Stokes equations and interfacial jump conditions [22] , interface curvature [29] , etc.).
For time discretization of (2. 
, k = 1, . . . , s − 1, is a by-product (free) that can be used for temporal error estimation. The Butcher tableaus for the 3rd-, 4th-, and 5th-order ESDIRKs were developed in [1] and take the following form:
where c r denotes the point in time of the rth stage, t [n] + c r Δt. Note that the first stage is explicit, and the diagonal elements for all stages r > 1 are the same, a rr = γ. The coefficients for ESDIRK 3,4,5 are given in [24] .
Interface topology: Level set, Eulerian (E)-field.
Interface topology is treated using the LS method [26, 27, 36] . The LS ϕ is defined as a signed distance function with its zero-level representing the interface, separating computational cells of the Eulerian mesh on "positive" and "negative" fluids. One of the nicest features of the LS formulation is that the important geometric properties/topology of the interface have very simple representations in terms of ϕ:
which give a simple and accurate algorithm to compute normals and curvature at markers (section 2.5), provided that the interface is well-resolved and the level set ϕ satisfies the Eikonal equation [36] 
The traditional LS methods (including PLS) [27, 26, 23, 8, 9, 13] are based on the evolution of the following Hamilton-Jacobi equation for the LS function:
where W n is a projection of the speed vector onto the direction N normal to the interface. For accuracy reasons, the solution of (2.7) must be accompanied by the "reinitialization/redistancing" procedures (PDE-RI or FM-RI) discussed in section 1.
In our algorithm, we do not use (2.7) for interface kinematics.
3 Instead, we "wrap" the level set around a given marker field using the redistancing equation (1.1), in such a way that the markers reside at the zero-level of ϕ; see Figure 1 . This is achieved by combining the PDE-RI (section 2.3) with the "anchoring" procedure (section 2.4); see step III in Figure 2 .
Redistancing (R).
I. Initiation. Redistancing is applied within a narrow band E δ n.b.
of Eulerian cells around interfacial markers ( Figure 1 ) [29] . The tube radius δ n.b. of the narrow band is typically set to 4h. The E
is dynamically initiated at the beginning of each nth time step, by first "tagging" interfacial cells (those which contain at least one marker) and then all their neighbors (narrow-band cells) in the radius of δ n.b. . Next, we add a band of ghost cells
within the layer of three cells outside of the E
, while the E
is "populated" by the 2nd-order extrapolation at the end of each redistancing/anchoring (RA) procedure and needed only for initiation of the narrow band at the next time step (n + 1).
are created/allocated, the level set in E
is initiated by copying the data from the previous time step narrow band (E
, which is well defined because the time steps for advancing markers are CFL-limited, in order to prevent markers from jumping over more than one or two Eulerian cells in one time step Δt. Therefore E
).
The cells in the narrow-band corridor E δ n.b. are stored in a single array (c = 1, . . . , N, where N is the total number of cells in the corridor), together with the pointers to the logical (i,j) coordinates in the Cartesian grid.
II. Predictor. First, we "predict" the LS solution at the [r]th stage of the implicit RK scheme ( Figure 2 ) by solving/(advancing in time t r = t n + c r Δt) the LS equation (2.7) as described in [23, 25] . The "predicted" LS solution φ,φ x ,φ y is not acceptable, since it does not satisfy the Eikonal equation (2.6), and the interfacial markers are in general slightly off the zero-level forφ. We correct this in step III.
III. Redistancing. Computational cells inside
are "tagged" into two groups: interfacial and narrow-band. Interfacial cells are updated by an "anchoring" (A) procedure (section 2.4). We will now focus on the update of the narrow-band cells, using PDE-RI with (1.1).
The Hamiltonian in (1.1) is discretized by combining WENO 5 [16, 15] with Suss-man's upwinding 4 [39] schemes:
where the speed function S i,j is computed as
The "smooth" (δ = 4h) Heaviside function is defined as
and Dϕ|
Δy ) 2 is discretized using the following upwinding approach:
and ω
at the cell centers are reconstructed using WENO 5 . Note that in the computation of undivided differences we do not use E
. Instead, if any of the neighbor cells involved in the WENO interpolation are outside of the narrow band, we create "virtual" cells and populate them using the 5th-order extrapolation along the corresponding gridline. For example, extrapolation in the i − -direction is
where φ is the extrapolated quantity. Thus, the overall (high-order) accuracy of the spatial discretization is not affected by the 2nd-order extrapolation used to "populate" E (n) δ g.c.
. Next, we define the mth iteration level residual of (1.1) at the cell (i,j) as
where Δτ is a pseudo-time step. A traditional way to discretize (1.1) in pseudo-time is to employ explicit RK-TVD schemes [38] . The 3rd-order RK-TVD can be written as a three-stage update:
14) 4 We also tried Peng et al.'s scheme [29] , which showed results comparable with Sussman's scheme. 5 For simplicity, we present discretization in 2D. Extension to 3D is trivial.
advanced with pseudo-time step Δτ = σ stb h, where the stability CFL number is set to σ stb = 1 2 . Implicit pseudo-time discretization will be introduced in section 4. The above-described redistancing can be visualized/interpreted as a descent from the "mountain," whose "peak" is at/near the interface, with iterations in pseudo-time corresponding to the "rolling down" along the slopes S (enforced by the upwinding with (2.11)), and leaving behind the level set as a signed distance function.
As a convergence criterion for the pseudo-time transient, we check the maximum ofL 1,2,∞ -norms of the transient term, defined as
, (2.15) where N is the total number of cells in E δ n.b.
. As discussed in [23] and demonstrated in section 3, the previously described redistancing algorithm fails to reach steady-state, since the zero-level tends to slightly drift in pseudo-time. The "anchoring" algorithm described next fixes this problem.
Anchoring (A):
Eulerian ← Lagrangian remapping. For simplicity, we will limit our presentation to two-dimensional formulation. The definition of interfacial cells follows. First, we tag all cells which contain at least one marker. Then, among all M markers in each of these cells c, we find the one closest to the cell center,
, and this marker, m c , will be used for "anchoring." Second, we identify the configuration conf c -the relative position of the m c inside the cell c-as
o t h e r w i s e . 
If any of these neighbor cells are narrow-band (contain no markers), we retag them as interfacial and find their closest marker m c among those sitting in the nearby cells. By doing this, we effectively "bracket" markers (interface) by cells updated with "anchoring." Linear (2nd-order) anchoring, "LA". For each interfacial cell c, the LS solution can be Taylor-expanded as
, and ∂ y ϕ c . To find the "anchoring" level set ϕ c , we use the following three constraints: 
Δxỹ mc
andx mc is a radius-vector of the marker m c in the coordinate system placed at the center of the cell c.
In the explicit pseudo-time discretization, the values of the level set in the neighbor cells (ϕ ) are taken from the previous RK level m. Modifications for implicit "anchoring" will be discussed in section 4.3.
Quadratic (3rd-order) anchoring, "QA". The Taylor expansion can be truncated to the 3rd order as
forming a problem with six unknowns,
, which requires six constraints to close: 
Note that this 3rd-order interpolation is compact, involving the mth RK level solution from only three neighbors of the "anchored" cell c. The coefficients for this "QA" anchoring are given in Appendix A. closed by requiring the polynomial of (2.25) to satisfy the datasets (level sets and normals, 10 data values in total) available at four surrounding Eulerian cells; see Figure 3 . The normals in these cells are computed with the WENO 5 /upwinding discretization equations (2.8)-(2.11). We are interested in the level set ϕ m , the normal ϕ x , ϕ y m , and the curvature κ m = ϕ xx + ϕ yy m at the marker position x m . The result of this 4th-order remapping for conf c =0 is 
Eulerian
To demonstrate that our E → L remapping is indeed high-order accurate, we show grid convergence of the L 2 -norms of errors for the "mapped-to-markers" distance func-
) 2 ), and the curvature κ m in Figure   4 . In this test, we have initiated a circle as ϕ (x, y) . As one can see from Figure 4 , the solution converges with nearly asymptotic rate, i.e., the 2nd order for κ m , the 3rd order for
) 2 ), and the 4th order for ϕ m .
3. Grid convergence: Curvature, pseudo-time. In this section, we will demonstrate the convergence of the MRD/LS method in space and pseudo-time, contrasting it with nonconverging solutions for nonanchored (traditional PDE-RI) algorithms. 
. The markers in (d) are color-mapped by curvature interpolated from the LS field (color code is also shown in the top-left corner).
Problem formulation. An ellipse with the semiminor axis R minor and eccentricity ε is placed at x c . The LS solution is initialized as
where a = sin(−α), b = cos(−α), and α is the inclination angle of the semimajor axis. The markers are uniformly distributed along the interface with the concentration 5/h. The solutions for redistancing the circle (ε = 1) and the ellipse (ε = 1.5) are shown in Figure 5 . In the case of a circle, the initial guess for the level set is the exact solution. In this case the PDE-RI performs very well, converging with nearly theoretical rate (the 4th, 3rd, and 2nd order for the distance function, normals, and curvature, respectively, corresponding to the leading order of errors for E → L remapping 6 ); see Figure 5 (a). However, when the initial guess is inexact (ε = 1), the PDE-RI is nonconvergent in both pseudo-time and space; see Figure 5 (b). This is associated with the fact that zero-level tends to shift in pseudo-time-a problem previously discussed in [23] . This can be clearly seen in Figure 6 (a), presenting the dynamics of the pseudo-time errors defined by (2.15). We show three cases without anchoring, different in the "smearing" thickness for the Heaviside function of (2.10). In all three cases, the convergence in pseudo-time has stalled after approximately 50 pseudo-time steps; see Figure 6 (a). The reason can be seen from Figure 6 (b): as τ increases, the L 2 -norm of the level set "mapped" to the marker field slowly increases, indicating a "drift" of the zero LS solution. The error in ∂ τ ϕ ("nonsteady-state") becomes detrimental under spatial grid refinement ( Figure 5(b) ), showing that the PDE-RI becomes only 1st-order convergent in distance function, when grid resolution is finer than ≈ 40h/R minor . The correspondent normals are nonconverging, and the curvatures are diverging.
7
There are no such problems for MRD/LS with "LA" or "QA"; see Figures 5 and 6. The solutions for the distance function, normals, and curvature converge with the 3rd, 2nd, and 1st order, respectively, when the "QA" is applied.
8 This is because the MRD/LS could converge in τ to any tolerance level (Figure 6(a) ), and there is no interfacial "drift" (Figure 6(b) ).
Convergence in pseudo-time becomes even more problematic when the PDE-RI/LS is applied to nonsmooth problems. An example of the redistancing around the "cruciform" [23] is shown in Figure 7 . With PDE-RI/LS, the L 1 -norm of the error in ∂ τ ϕ has stalled at the level of ≈ 10 −2 , which is associated with a drift of the interface, especially pronounced near the corners. On the other hand, our method is clearly convergent in τ , to any tolerance level; see Figure 7 (left).
As one can see from Figures 6(a) and 7, the cost of achieving steady-state is rather high, requiring hundreds of pseudo-time steps, since we have to follow explicit CFL numbers for stability reasons. On the other hand, the dynamic time of the redistancing approaches infinity, 9 upon convergence to steady-state in τ , which is illustrated in Figure 8 . The dynamic time is computed as where the Hamiltonian H (ϕ) is defined in (2.8). To improve efficiency, we would like to follow dynamic time, rather than being restricted by explicit-scheme stability limit. This can be achieved by an implicit discretization in τ , to be discussed next.
Implicit redistancing.
The implicit redistancing procedure is defined as finding the solution to the following nonlinear system:
where the residual r is defined by (2.13). To solve (4.1), we combine the Newton and Krylov subspace iteration methods.
Jacobian-free Newton-Krylov (JFNK) method.
Newton's method solves the nonlinear system of (4.1) iteratively as a sequence of linear problems defined by
where J (k) and δϕ (k) are the Jacobian matrix and the update vector at the kth Newton iteration. Each (i,j)th element of the matrix J (k) is a partial derivative of the ith equation with respect to the jth variable,
The linear system (4.2) is solved for δϕ (k) , which allows one to update the solution vector as
The nonlinear iterative procedure is terminated when the convergence criterion
is satisfied, where tol N is the nonlinear tolerance. It is instructive to note that since we are interested in the "steady-state" solution of (1.1), there is no need to solve the nonlinear problem of (4.1) very accurately during the "pseudo-transient." Thus, we use rather loose tolerance tol N = 10 −4 , which is achieved typically within ≈ 4 Newton iterations at the beginning of the "pseudo-transient" (provided that the time step Δτ is chosen to be within the "ball of convergence" for Newton's method; see section 4.2), and with one iteration upon approach to the pseudo-time steady-state. Nonlinear convergence is also rapid (one or two iterations) if a good initial guess is chosen.
As a linear solver, we will use the Arnoldi-based GMRES method [35] , which belongs to the general class of Krylov subspace iteration methods [34] . In the present study, we use a "flexible" version of GMRES with Arnoldi-modified Gram-Schmidt double orthonormalization [34] without restarts.
One of the particularly useful features of the GMRES algorithm is that it does not require individual elements of the Jacobian matrix J. Instead, only matrix-vector products Jv are needed, where v ∈ (r 0 , Jr 0 , J 2 r 0 , . . .) are Krylov vectors. This leads to the so-called Jacobian-free implementations, in which the action of the Jacobian matrix can be approximated by Fréchet derivatives
where the simplest choice for is
N is the total number of unknowns (the number of cells in E δ n.b.
), and b is a constant whose value is within a few orders of magnitude of the machine roundoff. 11 In the present study, we use quadruple precision for all arithmetic, in order to accurately measure the asymptotic convergence of high-order discretization schemes, and also to enable "eigenscopy" of the Jacobian and preconditioning matrices (section 4.3), preventing the "pollution" by spurious eigenvalues. Thus, here b = 10 −27 .
The GMRES iteration is converged to the tight tolerance:
where tol GMRES = 10 −16 . Fig. 9 . Convergence in τ for explicit, implicit, and hybrid schemes.
Dynamic time strategies.
For implicit pseudo-time discretization of (1.1), we use the 1st-order backward Euler (BE) scheme.
12 Choosing time step Δτ requires special attention. On one hand, we want to keep Newton's method within the "ball of its convergence"; on the other hand, we would like to be able to advance in τ with large time steps Δτ , for efficiency.
In the implicit discretizations of the present study, the time step is chosen as Δτ = σ dyn τ dyn , (4.9) where the dynamic time τ dyn is defined by (3.1), and σ dyn ("dynamic CFL number") is chosen in the range from 1 4 to 1. Equation (4.9) provides time steps which are dynamically changed from σ stb ≈ 1 at the beginning of the redistancing 13 to σ stb → ∞ upon approach to the steady-state. Figure 9 samples convergence histories of the L 2 -norms of errors for the Hamiltonian, comparing explicit and implicit discretizations, using the "redistancing of ellipse" problem defined in section 3. As one can see, the number of implicit BE iterations needed to reach the steady-state is approximately an order of magnitude smaller compared to the explicit RK 3 scheme, even when a nearly "optimal" CFL number for explicit RK 3 is chosen. Of course, this "optimal" CFL is not known a priori, and it is the subject of experimentation. Therefore, if each implicit time step is not more expensive than ≈ 10 explicit steps, then the implicit scheme becomes more 12 We tested CN 2 and ESDIRK schemes as well. However, the CN 2 is found to perform poorly (oscillatory) in converging to steady-state, while the ESDIRK schemes are too expensive. 13 Here, the "stability CFL number" is defined as σ stb = efficient. This is achieved by using the appropriate preconditioning of the JFNK, as described in section 4.3. Hybrid discretization. On the other hand, when σ stb ≈ σ dyn ≈ 1 (at the beginning of the pseudo-transient), explicit discretizations are stable and more cost-effective, which suggests "hybridization" of the explicit RK 3 with the implicit BE scheme as follows.
First, we run the pseudo-transient with a fixed σ stb = 1 2 , until the errors of the Hamiltonian reach the tolerance tol H = 10 −2 .
Then, we switch to implicit discretization, 14 with σ stb = 10 4 , which allows us to reach the steady-state in two or three iterations, as shown in Figure 9 .
We found that this "hybrid" discretization is the most cost-effective, and approximately 3-5 times faster than the explicit scheme, when a good preconditioner for the GMRES is chosen (section 4.3).
Preconditioning of GMRES.
Preconditioning is the key to the success of the JFNK method. Because GMRES stores all of the previous Krylov vectors, it is crucial to keep the number of iterations small, preventing the storage and CPU time from becoming prohibitive. Preconditioning is achieved by transforming the original linear system into the one with the same solution but which can be solved more easily [34] . We will be using the right-preconditioned form of the linear system, written as (4.10) where the preconditioning matrix P −1 approximates J −1 .
One of the simplest ways to precondition J is to perform its incomplete LU factorization. A general algorithm for building ILU factorizations can be derived by performing Gaussian elimination and dropping some elements in predetermined nondiagonal positions [34] . In the simplest ILU(0) ("no fill-in") factorization, the elements to drop are specified statically, by choosing zero pattern P to be precisely the zero pattern of J, which is adequate only if the matrix J is (or is close to) band-diagonal. However, this is not the case in general multidimensional configurations, e.g., on structured grids, where the bandwidth scales as ∼ N in 2D and as ∼ N 2 in 3D.
Therefore, more accurate factorizations are required, which allow some (k) levels of fill-ins, ILU(k) [34] . This is the strategy we will be using here.
To apply ILU(k) preconditioning, we need J. The nonzero elements of J can be computed numerically, by "perturbing" the level sets in the nearby cells:
where e n is the unit normal vector in the nth direction and = 10 −27 is the perturbation parameter. In the WENO5 discretization, there are six neighbor cells in each spatial direction, needed to be perturbed, corresponding to six off-diagonal nonzero elements of the Jacobian matrix.
Linear anchoring. In the case of "LA," Jacobian elements for interfacial ("anchored") cells can be computed analytically, as (2.20) in the "δ-form" can be expressed as
Quadratic anchoring. It is not possible to write a simple "δ-form" of (2.24), as the normals at the neighbor cells n 3 are computed with WENO5/upwinding. Instead, the Jacobian elements are computed using perturbation (4.11), where the residuals at the "anchored" cells c are defined as
Note that the LS solution must be perturbed not only at the cells c, n 1 , n 2 , and n 3 but also in the "WENO5" neighbors of the cell n 3 , which makes the bandwidth of "QA's" Jacobian matrix slightly wider than the Jacobian matrix of the "LA." Accordingly, "QA's" Jacobian is worse-conditioned. Samples of the matrix patterns are shown in Figure 10 . Interestingly, the bandwidth of the J does not scale as ∼ N but is nearly constant.
15 This is because of the narrow-band localization (section 2.3), which is fixed at δ n.b. = 4h. This results in a very good scaling of the ILU(k) algorithm, which seems to scale as ∼ N log( √ N ); see Figure 11 . This scalability is as good as the reported operation count (scalability) of the MinHeap-based FM-RI (see [36, p. 92 
]).
The "eigenscopy" analysis of the ILU preconditioning is shown in Figure 12 . Eigenvalues of the Jacobian J and of the preconditioned JacobianĴ ≡ JP −1 matrices are computed by first balancing matrices (reducing their Euclidean norms), then transforming them to the Hessenberg form, and, finally, using the QR algorithm to calculate generally complex 16 eigenvalues [30] . To prevent spurious eigenvalues, we used quadruple precision for all arithmetic.
A mathematically good preconditioner should efficiently cluster the eigenvalues of theĴ, so that the GMRES iteration converges in only a few Krylov iterations. This is clearly illustrated in Figure 12 and Table 1 : as the number of fill-in levels increased k ↑, the eigenvalues of the preconditioned JacobianĴ tend to cluster together. At the same time, the condition numbers (defined here as κ =
, where λ max and λ min are the maximum and minimum eigenvalues, respectively) approach one, κ → 1. The "eigenscopy" is shown for both the beginning (Figure 12(left) ) and the end ( Figure  12 (right)) of the redistancing. As the pseudo-time step defined by (4.9) is dynamically increased, the Jacobian matrices become horribly ill-conditioned (κ ≈ 10 5 ), which makes unpreconditioned GMRES impossible to converge. The ILU(k) preconditioner is found to be very effective in reducing the number of the Krylov vectors/iterations to be below 10.
Interface kinematics tests.
In the present section, we demonstrate performance of the MRD/LS method for challenging interface dynamics problems. The interface is passively advected by the imposed velocity fields. We will push the simulations to the limits of (under-) resolution on the Eulerian grid, when the performance of the LS method is known to deteriorate [8, 23, 25] , leading to significant mass conservation errors. We show that this is not an issue in our MRD/LS method. [23] . The interfacial structure is initialized as a "cruciform" (Figure 7 (right)), defined by two "shape" parameters-the radius R c and the thickness δ c . The center is initially placed at r c = (X c , Y c ), and the cruciform is "tilted" on angle α c .
The interfacial structure is advected by the following solenoidal rotating and translating velocity field:
where ω rot and u tr = (U tr , V tr ) are the angular and translational velocities, respectively. With velocity (5.1), the shape and mass of the advected interface structures must remain unaltered.
Results. Figure 13(a) shows the dynamics of the reasonably resolved (grid resolution is set to five cells per δ c ) cruciform, using the PDE-RI/LS method. For discretization of the LS equation (2.7), we used the explicit RK 3 -TVD scheme with WENO 5 -based upwinding [26] . The PDE-RI (no anchoring) redistancing is applied at the end of each time step. Since the PDE-RI could not reach steady-state in τ , the iterations are terminated after 100 explicit pseudo-time steps (with σ stb = 1 2 ), which corresponded to the error for the Hamiltonian ≈ 10 −2 ; see Figure 7 (left). As one can see from Figure 13 (a), the interface is always drifted and corners rounded, which caused the "arms" of the cruciform to disappear, as the drifting errors accumulate. By the end of the simulation (t = 12), the cruciform degenerated to a circle, and a significant portion of the mass is gone (for reference, we also show the exact solution, at t = 12). The solution by the MRD/LS method is shown in Figure 13 (b). The interface kinematics is sharp, and there is no interface drifting and no loss-of-mass problems. The shape of the cruciform remains unaltered.
To push the limits farther, we performed simulation for the underresolved cruciform (grid resolution is set to two cells per δ c ). The PDE-RI/LS method fails almost immediately, as the cruciform disappears due to severe diffusion of the level set on the Eulerian mesh. 17 There are no such problems for the MRD/LS method (see Figure  14) , as the interface structures are well-resolved on the Lagrangian (marker) field, responsible for interface kinematics, at almost no cost.
Two-dimensional tearing/stretching motion.
Formulation. Our second test is a slightly modified "single vortex" problem, originally introduced by Rider and Kothe in [32, 33] . An ellipse of the semiminor axis R minor = 0.15 and eccentricity ε = 1.5 is placed at x c = Results. Deficiencies of the PDE-RI/LS method can be clearly seen in Figure 15 . The ellipse turns into the spiral thin filament and very quickly becomes underresolved on the Eulerian mesh. This causes very rapid irreversible loss of subgrid structures and mass. By the time t = 1.45, a significant portion of the tail disappears.
On the other hand, the MRD/LS has no problem with underresolution, as we planted a sufficient (20 per cell) number of markers, which control the interface kinematics. Thus, even though the filament becomes severely underresolved on the Eulerian mesh by t = 1.45, there are still plenty of markers to accurately track subgrid-scale structures.
To make simulation even more challenging, we use a "time-reversed single vortex" problem in Figure 16 . The velocity field is modulated by setting η = 1 and T = 8, which corresponds to the maximum stretching at t = 4. By this time, almost the entire interface structure becomes subgrid (Figure 16 ). The graphic reconstruction of the zero level set is shown as a thick red isoline (it is "broken" into small islands/lines, as the filament is underresolved). By the end of the cycle (T = 8), the interfacial structure returns to its original "ellipse" shape, without any change/loss of the shape/volume. This is impossible to achieve with traditional LS algorithms, unless the interface is always well-resolved on the Eulerian grid, even at the most deformed stages of the simulation [23] . This is very costly in both memory and CPU time.
It is instructive to emphasize that the high fidelity of the MRD/LS method is due to the fact that we use a sharp interface kinematics algorithm, based on the Lagrangian field, which is easy/cheap to maintain well-resolved. However, if the simulation also does require well-resolved Eulerian fields (e.g., when coupled with fluid dynamics), the MRD/LS must be combined with some sort of Cartesian grid adaptation, for efficiency, such as, for example, SAMR described in [23] .
Concluding remarks. A new hybrid (LS) + (FT) method (MRD/LS) is
introduced. The interface kinematics is treated sharply by tracking interfacial markers (as in FT algorithms), while the interface geometry (normals and curvature) and topology are coming from the LS-based redistancing algorithm.
Two major innovative technical contributions of the paper are (a) quadratic anchoring of the PDE-RI, which ensures convergence to the steady-state in pseudo-time and 3rd-order accuracy in space, even near the interface; and (b) implicit (JFNK) discretization of the PDE-based reinitialization equation, providing efficiency for the redistancing operation. We have developed and discussed ILU preconditioning of the JFNK, showing its efficiency (convergence within ≈ 10 Krylov iterations) and scalability (∼ N log( √ N )). While all results shown here are two-dimensional, extension to 3D is trivial and will be presented elsewhere.
We found that our implicit redistancing is 3-5 times faster than the explicit redistancing. We believe that there is still some room for improvements, with a better preconditioning than the ILU(k) algorithm used here. For example, we think a FM-based preconditioning might perform significantly better, especially in 3D. As for the overall cost of the algorithm, it is more expensive than traditional explicit LS techniques, in which one applies only ≈10 pseudo-time steps to push some redistancing errors out of the near-interfacial corridor. We employ ≈5-10 implicit steps, each certainly more costly than one explicit step. However, we are able to completely remove the redistancing errors, which makes the algorithm truly high-order. It is also worth mentioning that interface tracking is usually enslaved by a much more expensive fluid dynamics solver. Thus, the overhead costs we encounter to keep interfacial geometry errors low are comparatively insignificant.
Future development will be focused on the implementation and demonstration of the full coupling of the MRD/LS method with a fluid dynamics solver, for problems involving all-speed flows with interface curvature and phase change (boiling and condensation) [21] . This will be implemented along the lines of the recovery discontinuous Galerkin-Jacobian-free Newton-Krylov (rDG-JFNK) method for all-speed Navier-Stokes equations [24, 28] , coupled with the sharp interface method (SIM) for interface boundary (jump) conditions, developed in [22] . Extension to other configurations conf c = 1, 2, and 3 is omitted.
