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DLR Locations and Employees 
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Approx. 8000 employees across  
33 institutes and facilities at 
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DLR Institute Simulation and Software Technology 
Scientific Themes and Working Groups 
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Survey 
• ESSEX motivation 
 
• The ESSEX software infrastructure 
 
• Holistic view: application, algorithm and performance 
 
• Conclusions 
 
• Future work 
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ESSEX Motivation: Requirements for Exascale 
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Hardware 
Fault tolerance 
Energy efficiency  
New levels of parallelism 
Quantum Physics Applications 
Extremely large sparse matrices: 
eigenvalues, spectral properties, 
time evolution 
Exascale  Sparse Solver Repository (ESSR) 
ghost / PHIST  
ESSEX applications: 
Graphene, 
topological insulators, 
… 
Quantum  
physics / chemistry 
Sparse eigensolvers,  
preconditioners, 
spectral methods 
FT concepts, 
programming for 
extreme parallelism 
ESSEX 
ESSEX: Physical Motivation and Sparse Eigenvalue problem  
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Solve large sparse  
eigenvalue problem 
𝑯𝑯 𝒙𝒙 =  𝝀𝝀 𝒙𝒙 
(𝝀𝝀i, xi)  
ESSEX Software Development: Basics 
• Git for distributed software developement 
 
 
• Merge-request workflow for code review; changes only in branches 
 
 
• Own MPI extension for Google Test 
 
 
• Realization of continuous-integration with Jenkins server 
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The ESSEX Software Infrastructure: Kernel Library   
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The ESSEX Software Infrastructure: MPI + X with 
> SIAM CSE17 > Achim Basermann  •  SIAM_CSE17_Basermann.pptx > 01.03.2017 DLR.de  •  Chart 10 
> SIAM CSE17 > Achim Basermann  •  SIAM_CSE17_Basermann.pptx > 01.03.2017 DLR.de  •  Chart 11 
The ESSEX Software Infrastructure: MPI + X with 
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The ESSEX Software Infrastructure: MPI + X with 
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The ESSEX Software Infrastructure: MPI + X with 
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The ESSEX Software Infrastructure: PHIST for Implementing Iterative Solvers 
The ESSEX Software Infrastructure: Test-Driven Algorithm Development 
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The ESSEX Software Infrastructure: PHIST for Implementing Iterative Solvers 
                                                                                
Interoperability of PHIST and Trilinos 
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ESSEX project 
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The ESSEX Software Infrastructure: PHIST for Implementing Iterative Solvers 
implementation issues of algorithm    
Application, Algorithm and Performance: Kernel Polynomial Method (KPM) – 
A Holistic View 
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• Compute approximation to the complete eigenvalue 
spectrum of large sparse matrix 𝐴𝐴 (with 𝑋𝑋 = 𝐼𝐼) 
 
The Kernel Polynomial Method (KPM) 
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Optimal performance exploit knowledge from all software layers! 
 
Basic algorithm – Compute Cheyshev polynomials/moments: 
 
 
Sparse matrix vector multiply 
Scaled vector addition 
Vector scale 
Scaled vector addition 
Vector norm 
Dot Product 
Application: 
Loop over random initial states 
Building blocks: 
(Sparse) linear  
algebra library 
Algorithm: 
Loop over moments 
The Kernel Polynomial Method (KPM) 
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Optimal performance exploit knowledge from all software layers! 
 
Basic algorithm – Compute Cheyshev polynomials/moments: 
 
 
Augmented Sparse 
Matrix Vector Multiply 
The Kernel Polynomial Method (KPM) 
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Optimal performance exploit knowledge from all software layers! 
 
Basic algorithm – Compute Cheyshev polynomials/moments: 
 
 
Sparse matrix vector multiply 
Scaled vector addition 
Vector scale 
Scaled vector addition 
Vector norm 
Dot Product 
Augmented Sparse Matrix 
Multiple Vector Multiply 
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• Topological Insulator Application 
  
• Double complex computations 
 
• Data parallel static workload 
distribution 
Intel  
Xeon E5-2670 (SNB) 
NVIDIDA K20X 
KPM: Heterogenous Node Performance 
Heterogeneous efficiency 
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KPM: Large Scale Heterogenous Node Performance 
Performance Engineering of the Kernel Polynomial Method on Large-Scale CPU-GPU Systems 
M. Kreutzer, A. Pieper, G. Hager, A. Alvermann, G. Wellein and H. Fehske, IEEE IPDPS 2015 
CRAY XC30 – PizDaint* 
• 5272 nodes 
• Peak:       7.8 PF/s 
• LINPACK: 6.3 PF/s 
• Largest system in 
Europe 
0.53 PF/s 
(11% of LINPACK) 
*Thanks to CSCS/T. Schulthess for granting access and compute time 
Conclusions 
• Holistic performance engineering strategie successful for developing highly scalable solutions, cf. KPM. 
 
• PHIST  with                    provides a pragmatic, flexible and hardware-aware programming model for 
heterogeneous systems. 
• Includes highly scalable sparse iterative solvers for eigenproblems and systems of linear equations 
• Well suited for iterative solver development and solver integration into applications 
 
• First convincing results with quantum physics applications 
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Future Work: Programming 
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Building Blocks, Parallelization, and Performance Engineering 
• Holistic performance and power engineering 
• Advanced building blocks engineering 
 
 
 
Fault Tolerance 
• From prototype to application software 
• Asynchronous checkpointing & I/O 
• Automatically fault-tolerant applications 
 
 
Numerical Reliability  
• Performance aspects 
• Silent data corruption / skeptical programming 
• High-precision reduction operations 
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Thanks 
Thanks to all partners from the ESSEX project 
 
and to DFG for the support through the Priority 
Programme 1648 “Software for Exascale Computing”. 
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Computer Science, Univ. Erlangen 
 
Applied Computer Science, Univ. 
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Many thanks for your attention! 
Questions? 
 
Dr.-Ing. Achim Basermann 
German Aerospace Center (DLR) 
Simulation and Software Technology 
Department High-Performance Computing 
Achim.Basermann@dlr.de 
http://www.DLR.de/sc 
 
 
