Abstract-The objective of this review paper is to illustrate the principle of analytic continuation and provide its relationship to reduced rank modeling using the total least-squares-based singular value decomposition methodology. The principles are illustrated in the different domains using the matrix pencil method and the Cauchy method for various reduced computational applications. In a companion paper, the use of a nonparametric methodology will be illustrated.
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I. INTRODUCTION

M
OST problems of the real world can be described by a mathematical equation. So, once one identifies the physical phenomenon in the real world, a mathematical model can be generated which provides an equation. Then, the bottom line is one needs to solve a mathematical equation. We then apply some numerical techniques to solve that equation as at that stage physics is not relevant but a stable numerical solution procedure is required which can reliably solve the mathematical equation with an a priori estimate for the error. In quantifying the error of the approximation, characterization of the accuracy of the solution is required, even though the exact solution is unknown.
In mathematical physics, many problems are characterized by a second-order partial differential equation for a function as A u xx + 2Bu xy + C u y y + D u x + Eu y + F = f (x, y) (1) and u(x, y) is the function to be solved for a given excitation 
When B 2 − AC < 0 and assuming u xy = u y x , then, (1) is called an elliptic partial differential equation. These classes of problems arise in the solution of boundary value problems.
In this case, the solution u(x, y) is known only over a boundary {or equivalently a contour B(x, y)} and the goal is to continue the given solution u(x, y) from the boundary to the entire region of the real plane (x, y). When B 2 − AC = 0, we obtain a parabolic partial differential equation for (1) , which arises in the solution of the diffusion equation or an acoustic propagation in the ocean. Such applications are characterized by the term initial value problems. The solution is given for the initial condition u(x, y = 0) and the goal is to find the solution u(x, y) for all values of x and y. Finally, when B 2 − AC > 0, we obtain a hyperbolic partial differential equation. This type of equation arises from the solution of the wave equation. The characteristic of the wave equation is that if a disturbance is made in the initial data, then, not every point of space feels the disturbance at once. The disturbance has a finite propagation speed. This feature makes it distinct from the elliptic and parabolic partial differential equations when a disturbance of the initial data is felt at once by all points in the domain. Even though these equations have significantly different mathematical properties, the solution methodology, just like for every numerical method in solution of an operator equation, is essentially the same, by exploiting the principle of analytic continuation.
The solution u of these equations is made in a straight forward fashion by assuming it to be of the form
where φ i (x, y) are some known basis functions; and the final solution is to be composed of these functions multiplied by some constants α i which are the unknowns to be determined using the specific given boundary conditions. The solution procedure then translates the solution of a functional equation to the solution of a matrix equation, in which the solution of these unknown constants is much easier to address. The methodology starts by substituting (3) into (1) and then solving for the unknown constant coefficients α i from the boundary conditions for the problem if the equations are in the differential form or by integrating if it is an integral equation. Then, once the unknown constant coefficients α i are determined, the general solution for the problem can be obtained using (3) . A question that is now raised is: what is the optimum way to choose the known basis functions φ i as the quality of the final solution depends on the choice of φ i ? It is well known in the numerical community that the best choices of the basis functions are the eigenfunctions of the operator that characterizes the system. Since in most examples one is dealing with a real-life system, then, the operators, in general, are linear time invariant (LTI) and have a bounded input and bounded output response resulting in a second-order differential equation, which is the case for Maxwell's equations. In the general case, the eigenfunctions of these operators are the complex exponentials, and in the transformed domain, they form a ratio of two rational polynomials. Therefore, our goal is to fit the given data for an LTI system either by a sum of complex exponentials or in the transformed domain approximate it by a ratio of polynomials. Next, it is illustrated how this approach is accomplished through a bias-variance tradeoff in reduced rank modeling [1] , [2] .
II. REDUCED-RANK MODELING: BIAS VERSUS VARIANCE TRADEOFF
An important problem in statistical processing of waveforms is that of feature selection, which refers to a transformation whereby a data space is transformed into a feature space that, in theory, has exactly the same dimensions as that of the original space [2] . However, in practical problems, it may be desirable and often necessary to design a transformation in such a way that the data vector can be represented by a reduced number of "effective" features and yet retain most of the intrinsic information content of the input data. In other words, the data vector undergoes a dimensionality reduction [1] , [2] . Here, the same principle is applied by attempting to fit an infinite-dimensional space given by (3) to a finite-dimensional space of dimension p.
As an example, consider an M-dimensional data vector u(n) representing a particular realization of a wide-sense stationary process. The goal is to transform the M-dimensional vector to a p-dimensional vector, where p < M. This transformation is carried out using the Karhunen-Loeve expansion [2] . The data vector is expanded in terms of q i , the eigenvectors of the cor-
, where ε represents the expected value in a statistical sense, and the superscript H represents the conjugate transpose of u(n). Therefore,
, where λ i are the eigenvalues of the correlation matrix, q i represent the eigenvectors of the matrix R, and c i (n) are the coefficients defined by c i (n) = q H i u(n) for i = 1, 2, . . . , M. To obtain a reduced rank approximationû(n) of u(n), we need to writê
Hence, the approximation will be good if the remaining eigenvalues λ p+1 , ..., λ M are all very small. Now, to illustrate the implications of a low-rank model [2] , consider that the data vector u(n) is corrupted by the noise v(n).
Then, the data y(n) are represented by y(n) = u(n) + v(n). Since the data and the noise are uncorrelated,
, where [0] and [I] are the null and identity matrices, respectively, and the variance of the noise at each element is σ 2 . The mean-squared error (MSE) in a noisy environment is expressed as
2 . Now to make a low-rank approximation in a noisy environment, define the approximated data vector by
In this case, the reconstruction error for the reduced-rank model is given by
This equation implies that the MSE Ξ rr in the low-rank approximation is smaller than the MSE Ξ o to the original data vector without any approximation, if the first term in the summation is small. So, low-rank modeling provides some advantages provided
2 , which illustrates the result of a bias-variance tradeoff. In particular, it illustrates that using a low-rank model for representing the data vector u(n) incurs a bias through the p terms of the basis vector. Interestingly enough, introducing this bias is done knowingly in return for a reduction in variance, namely the part of the MSE due to the additive noise vector v(n). This illustrates that the motivation for using a simpler model that may not exactly match the underlying physics responsible for generating the data vector u(n), hence the bias, but the model is less susceptible to noise, hence a reduction in variance [1] , [2] .
We now use this principle in the interpolation/extrapolation of various system responses. Since the data are from an LTI system that has a bounded input and a bounded output and they all satisfy a second-order partial differential equation, the associated time-domain eigenvectors are sums of complex exponentials and in the transformed frequency domain are ratios of two polynomials. As discussed, these eigenvectors form the optimal basis in representing the given data and hence can also be used for interpolation/extrapolation of a given dataset. Consequently, we will use either of these two models to fit the data as seems appropriate. To this effect, we present the matrix pencil method (MPM) which approximates the data by a sum of complex exponentials and in the transformed domain by the Cauchy method (CM) which fits the data by a ratio of two rational polynomials.
III. DEVELOPMENT OF THE MPM
An electromagnetic (EM) transient signal can be described by
where y(t) is the measurement data signal x(t) with the noise component n(t). The problem is how to estimate the parameters (M, R i , and s i ) to interpolate or extrapolate the measurement data. Such a model is valid because the system generating the dataset can be treated as an LTI system [3] - [7] . It is well known that for an LTI system, the eigenfunctions of the operator are of the form e s i t , where s i are the poles of the system. After sampling, the time variable t is replaced by kT s , where T s is the sampling period. The sequence can be rewritten as [3] - [7] 
where y(t) = observed time response; x(t) = waveform of interest; n(t) = noise in the system; R i = residue or complex amplitudes of the ith pole; s i = α i + jω i (ith pole of the system); α i = negative damping factor of the ith pole; ω i = angular frequency of the ith pole; N = number of data samples; M = number of poles approximating the sequence.
The transient response from a structure can be characterized by the best estimates of M, R i , and Z i using the MPM [3] - [7] , especially in the case of noisy data resulting from numerical errors and random noise. For noiseless data, we can define the 
where
Consider the following matrix pencil
is zero, and the rank of . Therefore,
where r i is the generalized eigenvector corresponding to z i . In the equivalent form,
. From (3.14), we can obtain z i from the eigenvalues of
. Hence, for the MPM, the poles are computed directly as a onestep process. For efficient noise filtering, the pencil parameter L is chosen between N/3 to N/2.
Define the singular value decomposition (SVD) [8] 
The number of modes M is chosen by observing the ratio of the various singular values to the largest one as defined by [9] 
where w is the number of accurate significant decimal digits of the system response data. Based on w, one can determine the proper values of M for the desired precision. If the smallest singular value is larger than the round-off error of the given data, then the only possible solution is to acquire more data. At this stage the tradeoff between bias and variance is made to select the system order. Using this better choice of M, one can evaluate the poles z i and the amplitudes R i using the previously detailed approach. Hence, for the MPM, the residues and poles are obtained from the contaminated data by the noise filtering using the SVD and the total least-squares (TLS) method [6] , [9] .
In summary, there are five steps to estimate the EM response using the MPM.
Step 1: Choose the number of time sample points (N).
Step 2:
selected time sampled data. Here, the pencil parameter L is chosen to be N/2 − 1 for efficient noise filtering.
Step 3: Select optimal M (number of singular values) satisfying (3.23) before applying the TLS method.
Step 
22).
Step 5: Generate the EM response using estimated poles and residues of the signal from (3.2).
As an example, approximate the waveform y(t) = e −0.02π t sin(0.2πt) + e −0.035π t sin(0.35πt), for t = 0, 0.5, 1.0, . . . ,100 s. The number of data samples is 201. In this case, α 1 = −0.02π, ω 1 = 0.2π, α 2 = −0.035π, and ω 2 = 0.35π. Now, we will show how to estimate poles and residues of the signal to interpolate or extrapolate using a small number of the data samples by carrying out the steps just outlined.
Step 1: Choose 14 samples from the 201 data samples (N = 14). Step 4: Then, we can compute z i from the nonzero eigenvalues
. Using (3.12), poles of the sequence can be obtained as
The poles are the complex conjugate pairs for s 1 , s 2 and s 3 , s 4 . From the original data sequence, the poles are seen to be α 1 = −0.0628, ω 1 = 0.6283, α 2 = −0.1099, and ω 2 = 1.0996. Therefore, the computed poles using the MPM are exactly the same as that of the original data sequence. One can calculate residues corresponding to each pole as
Now, one can check whether the estimated parameters from the poles and residues are the same as for the signal model of this example. The signal waveform can be reformulated as On extracting R i and s i from the preceding equation, the values seem to be virtually identical to the computed values. Consequently, it is proved that one can extract accurate poles and residues of the signal using the MPM. Step 5: Based on the computed poles and residues using the MPM, one can estimate the signal as shown in Fig. 2 . To evaluate the accuracy of the performance of the interpolation and extrapolation, we compute the estimated error with the mean MSE in the time domain. In this case, the estimated MSE is 1.9165 × 10 −15 .
Next, we illustrate the various applications where this methodology can be and has been applied with great success.
IV. APPLICATIONS OF THE MPM FOR SOLUTION OF VARIOUS TYPES OF PROBLEMS
As a first example, the MPM has been successfully applied to high-resolution deembedding procedures using band-limited data [10] in most microwave and antenna measurements. Second, it can be used in the characterization of the S-parameters for complex objects where there can be radiative and ohmic losses in the structure and it may be difficult to augment the structure with a terminating set of characteristic impedances in a numerical simulation of a planar structure [14] . Other applications include analyzing data taken in an anechoic chamber, for example, to separate multipath from the direct path without using additional antennas [11] - [13] , extracting parameters of materials from measured data obtained from propagation modeling [15] , and unwrapping the phase from sampled data sequence [16] .
This technique has also been used to approximate complicated Green's functions with a simpler form for efficient numerical computations [17] - [21] and to approximate nonanalytic Green's functions numerically with a simple form for analytical evaluation [22] - [26] . Similarly, application of the MPM has provided numerical data in an efficient fashion for the solution of timedomain integral equations [27] and extrapolated data related to the finite-difference time-domain methodology [28] - [31] .
From a radar perspective, this method can also be used to extract super-resolved features in inverse synthetic aperture radar data [32] and for high-resolution identification of multiple targets in the radar main beam [33] - [37] . Moreover, the MPM has successfully extracted the directions of arrival of multiple signals in the main beam which conventional beam forming methods cannot resolve [38] - [40] , resolved poles of a target from the transient response given by the singularity expansion method (SEM) [41] - [44] , and designed a computationally efficient antenna beam forming methodology [45] .
V. SUMMARY RELATED TO THE MPM
In the last two sections, the MPM is explained from the theory to its application through some examples. The basic assumption of the MPM is the approximation with poles and residues of exponential sequences generated by an LTI system. The main motivation for solving the approximation and interpolation/extrapolation problem is to estimate the poles and residues with both high accuracy and computational efficiency. The five steps associated with this technique have been introduced to solve the problem starting from selecting the number of samples to interpolate/extrapolate the data with the estimated poles and residues. The examples deal with both noiseless and noise-contaminated data. For the noiseless case, we can compute the poles and residues simultaneously to interpolate/extrapolate the data with high accuracy using as few as 14 sampling points for certain types of data. Furthermore, in the additive noise case with greater than 15-dB signal-to-noise ratio (SNR), this procedure can be implemented to interpolate and extrapolate with a small number of given data samples. As a result, the MPM is a high-resolution method to interpolate/extrapolate the data with high accuracy and efficiency. The MPM is also more robust to noise present in the sampled data.
VI. DEVELOPMENT OF THE CM
The origin of the CM starts from interpolating data using a ratio of two polynomials [46] . It is a generalization of Taylor's theorem as it is difficult to compute in a stable fashion a large number of derivatives numerically at a single point using finite arithmetic precision. Cauchy thus generalized Taylor's theorem by choosing a small number of derivatives at a few points, not necessarily equally spaced. The advantage is that when dealing with data contaminated by noise where the derivative information will be unreliable, only samples of data may be used. This concept is expanded to interpolate or extrapolate the wideband response of EM systems using the narrowband data [47] - [49] . Consequently, the CM can be used to speed up the numerical computations of parameters including the input impedance, currents, and the scattering response data of any LTI EM system. The CM starts by assuming that the parameter of interest that is to be extrapolated and/or interpolated, as a function of frequency, can be performed using a ratio of two polynomials. This procedure holds for an LTI system [7] . The transfer function H(f) for an LTI system, as a rational function of frequency, can be characterized by
where the numerator and denominator polynomials are given by A(f) and B(f), respectively. For convenience and computational simplicity, assume
where P is the order of the numerator polynomial and Q is the order of the denominator polynomial. As seen from (6.1), the unknown coefficients a k and b k can be put into the following matrix form:
and (6.7)
Here, the superscript T denotes the transpose of a matrix. The size of the matrix [C] is N × (P + Q + 2), so the solution of [a] and [b] are unique only if the total number of given frequency sample points is greater than or equal to the number of unknown coefficients P + Q + 2
(6.8)
The SVD [8] For the validation of the approximation given by (6.1), the smallest singular value should be smaller than or equal to the roundoff error in representing the data mathematically and so should be in the order of the inverse of the significant decimal digits of the data. Thus, if the data are corrupted by additive noise including numerical noise, the parameters P and Q are estimated by observing the ratios of the various singular values to the largest one as defined by [7] σ R σ max ≈ 10 −w (6.12) where w is the number of accurate significant decimal digits of the system response data. Based on w, one can choose the required parameters P and Q to interpolate or extrapolate the data. The computed number of nonzero singular values from the selected parameters P and Q is the rank of the matrix in (4.9); so, it provides an idea about the information in this system of simultaneous equations. Since the rank R is the number of nonzero singular values, the dimension of the right null space of [C] is P + Q + 2 − R, and the solution vector belongs to this null space. Therefore, to make this solution unique, one needs to make the dimension of this null space approximately 1 so that only one vector defines this space. Hence, P and Q must satisfy the relation
At this stage, the bias versus variance tradeoff is made to select the system order optimally. Also, observe that if the smallest singular value is large and not comparable to the roundoff error in the data, then, the only possible solution must be to take more data. By using (6.13), better estimates for the parameters P and Q are obtained. Letting P and Q represent these new estimates of the polynomial orders, one can regenerate [C] using (6.7) resulting in
where [C] is a rectangular matrix with more rows than columns. The above equation can be solved by using the TLS method [6, 8] . In the matrix equation of (6.14), the submatrix [A] is a function of the frequency only, and does not depend on the data being observed or measured as illustrated in (6.7). Hence, this matrix is not affected by measurement errors and noise. However, the submatrix [B] is affected by the measurement and computational errors in the evaluation of the transfer function. To take this nonuniformity of noise in the data into account, we first need to perform a QR decomposition [8] 
(6.15)
where Q is an n-by-n orthogonal matrix, R is an n-by-m upper triangular matrix, The later equality implies
Substituting an SVD for [R 22 ] in the first equality results in This solution is optimal for the coefficients of the denominator polynomial under the given conditions. Using (6.21) and (6.19) , one can compute the coefficients of the numerator polynomial and subsequently can interpolate or extrapolate the system response from the numerator and denominator polynomials.
Finally, the transfer function H(f) can be rewritten as
where R m is the residue (R * m is the complex conjugate of R m ), σ m is the damping factor, and f m is the natural frequency for the mth pole.
In summary, from a computational standpoint, there are four steps to estimate the system response using the CM.
Step 1: Choose the number of frequency sample points (N) among the total data.
Step 2: Select optimal orders of the denominator and numerator polynomials (P and Q) using the SVD so that the following conditions are satisfied simultaneously:
Step 3: Compute coefficients [a] and [b] of the numerator and denominator polynomial using the QR decomposition and the TLS method.
Step 4: Generate the system response with the numerator and denominator polynomials.
If the smallest singular value is large when compared to the roundoff error in the data, then, the only possible solution is to acquire more data.
Next, we look at an example dealing with the implementation of the CM by considering the following system function with a ratio of two polynomials H(f ) = 2f 2 + 11f + 50
where the unit of f is gigahertz. The number of given data samples is 291. Now, we will show how to estimate parameters to interpolate or extrapolate using a few of the data samples.
Step 1: Choose nine samples (N = 9) from the given data sequence at f = 0.1000, 0.2100, 0.3200, 0.4300, 0.5400, 0.6500, 0.7600,0.8700, 0.9800 Step 2: Compute the maximum orders of the denominator and numerator from the number of selected samples. From (6.23) , initial values of P and Q are 3 and 4, respectively. Now obtain [C] from (6.7) as The size of [C] is N × (P + Q + 2) = 9 × 9. The SVD of matrix [C] will give the required values of P and Q. Fig. 3 shows the normalized singular values (decibel scale) computed from the SVD of [C] . From (6.23), we can obtain optimal orders P and Q. If the number of accurate significant decimal digits (w) is 5, the number of singular values (R) is 6 as shown in Fig. 3 . From (6.23), we can select optimal orders P = 2 and Q = 3. They are the same orders of the numerator and denominator polynomials as that of the original system function.
Step 3: Now reconstitute [C] using optimal orders P and Q. Step 4: Based on the estimated coefficients of the denominator and numerator, one can estimate the transfer function as shown in Fig. 4 . To evaluate the performance of the interpolation and extrapolation, we compute the estimated error following the normalized MSE in the frequency domain as
where • 2 is the L 2 -norm of a vector andĤ are the estimated frequency domain data. In this case, the estimated MSE is 1.4438 × 10 ─13 . Also, the transfer function H(f) can be rewritten in terms of the residues (R) and the poles (P) so that
Here, Rs are 1, 2, and -2, and their corresponding Ps are -3, 4, and -0.5. From the estimated coefficients of the two polynomials, one can also obtain the residues and the poles. Using as and bs, one can evaluate (6.22) also in terms of Rs and Ps (shown in Table I ).
VII. APPLICATIONS OF THE CM
As a first example, we consider extrapolation of wideband responses from EM systems starting with narrowband data [47] - [49] . For a noise-contaminated data sample and an SNR in the data that is greater than or equal to 25 dB, it is possible to carry out a 10:1 bandwidth interpolation; it is also possible to carry out a bandwidth extrapolation of 15%-25% [50] . By using both the MPM and the CM, extrapolation can be undertaken simultaneously in the time and frequency domains of a given dataset [51] . This methodology has also been extended to multidimensional interpolation/extrapolation of the data [52] - [53] and for efficient optimization of various types of filters [54] - [58] . In addition, this procedure can lead to an optimum sampling strategy [59] and to interpolation/extrapolation of amplitude-only data where the phase term is missing [60] - [61] , which is very useful for high-frequency applications where reliable estimation measurement of the phase is very tricky and for analyzing far-field antenna pattern characterizations. Finally, it has been shown for target identification problems how the SEM poles can directly be obtained from swept-frequency data, as it is very difficult to demarcate between the early-time and late-time responses of a transient dataset. In this technique, there is no need to worry about early time and late time as the entire computations are carried out in the frequency domain [62] - [64] . Finally, some applications of the technique have been shown to be appropriate for practical radar target identification [66] , for detection of the stage of maturity of fruits without nondestructive evaluation [65] , and for rational system approximation in power system modeling [67] .
In summary, in this paper, the CM has been introduced from its basic concept to some examples of its application. Since the CM assumes a model of the ratio of two polynomials, the problem is how to estimate accurate coefficients of the two polynomials. To solve the problem, the four steps have been presented for choosing the number of samples to reconstruct the system response with computed coefficients of the two polynomials. For the noiseless case, one can calculate the coefficients of two polynomials and interpolate/extrapolate the data with high accuracy. In the presence of additive noise, the CM is a very good method for interpolating and extrapolating the data with accuracy and efficiency.
VIII. CONCLUSION
In this paper, we have illustrated how to employ the principle of analytic continuation along with reduced-rank modeling using the TLS-based SVD methodology. The principles are illustrated in the various domains using the MPM and the CM for various reduced computational applications without sacrificing accuracy. In a companion paper, the use of a nonparametric methodology is illustrated. She has developed her research in a number of areas: electromagnetic field theory; advanced computational and numerical methods for microwave and millimeter-wave passive components and antennas analysis and design; advanced network theory, in particular, passive devices, filters and multiplexers theory and design; antenna arrays and smart antennas; novel materials and metamaterials for the implementation of devices and antennas with improved performance (multiband, miniature size, and so on) for the new generation of communication systems; design, simulation, optimization, implementation, and measurement of microwave circuits both in waveguide and integrated (hybrid and monolithic) technologies; millimeter, submillimeter, and terahertz frequency band technologies; radio waves propagation theory; and history of telecommunications. She has authored or coauthored 694 publications: 7 scientific books and 30 book contributions published by international editorial companies, 14 academic books, 103 papers in scientific journals, 370 contributions for international symposia, 78 papers in national conferences, 53 project reports, 30 short courses notes, and 9 other publications. She has coauthored two European/U.S. patents and several software packages for the analysis and design of microwave and millimeter-wave passive components, antennas and antenna arrays, advanced filters and multiplexers, which are under exploitation by multinational companies. She has participated (as Principal Investigator or Researcher) in a total of 93 research projects (43) and contracts (50) He retired in 2014 after 32 years of experience in conducting and leading radar-related R&D and system analyses for existing and proposed U.S. Navy radar programs of record on spaceborne, airborne, shipboard, expeditionarybased, and ultra-wideband platforms. These efforts involved: radar waveform diversity and design; radar spectrum theory and engineering; system simulation/modeling; data analysis; information extraction; non-Gaussian detection theory; electronic-warfare and electronic-protection modeling; RF propagation aboard naval ships; tropospheric/ionospheric propagation; pulsed propagation for dispersive media; layered-media propagation; RF scattering from the sea, atmosphere, land, and human-made structures; sensing through the earth and man-made structures; and antenna theory and development. 
