A comparative study of different models and identification techniques applied to the quantification of valve stiction in industrial control loops is presented in this paper, with the objective of taking into account for the presence of external disturbances. A Hammerstein system is used to model the controlled process (linear block) and the sticky valve (nonlinear block): five different candidates for the linear block and two different candidates for the nonlinear block are evaluated and compared. Two of the five linear models include a nonstationary disturbance term that is estimated along with the input-to-output model, and these extended models are meant to cope with situations in which significant nonzero mean disturbances affect the collected data. The comparison of the different models and identification methods is carried out thoroughly in three steps: simulation, application to pilot plant data and application to industrial loops. In the first two cases (simulation and pilot plant) the specific source of fault (stiction with/without external disturbances) is known and hence a validation of each candidate can be carried out more easily. Nonetheless, each fault case considered in the previous two steps has been found in the application to a large number of datasets collected from industrial loops, and hence the merits and limitations of each candidate have been confirmed. As a result of this study, extended models are proved to be effective when large, time varying disturbances affect the system, whereas conventional (stationary) noise models are more effective elsewhere.
The remainder of this paper is organized as follows. In Sec- 
Hammerstein system: models and identification method 101
In this work, the control loop is modeled by a Hammer-102 stein system as depicted in Figure 1 . Two well-established stic-103 tion models are used to describe the nonlinear valve dynamics: 104 Kano's [7] [27] ). 
Nonlinear stiction models

112
In Kano's stiction model [7] , the relation between the con-113 troller output (the desired valve position) OP and the actual 114 valve position MV is described in three phases ( Figure 2 ): 115 I. Sticking: MV is steady (A-B) and the valve does not move, 116 due to static friction force (dead-band + stick-band, S).
117
II. Jump: MV changes abruptly (B-C) because the active 118 force unblocks the valve, which jumps of an amount J.
119
III. Motion: MV changes gradually, and only the dynamic fric-120 tion force can possibly oppose the active force; the valve 121 stops again (D-E) when the force generated by the control 122 action decreases under the stiction force.
123
In He's stiction model the relation between OP and MV is slightly different and simpler [8] . The model uses static f S and dynamic f D friction parameters and is closer to the firstprinciple-based formulation. It uses a temporary variable that represents the accumulated static force. Note that parameters of He's model have their equivalent in Kano's model and vice versa, according to the following equations (cf. also Figure 2 ):
However, due to different logics, the two stiction models can 124 generate different MV sequences for a given OP and with equiv-125 alent parameters. Note also that Kano's and He's models are 126 quite simple, since they imply uniform stiction parameters for 127 the whole valve span. Stiction could be really inhomogeneous, 128 having various amounts for different operating conditions (that tuning), and therefore assigning causes is not straightforward.
150
It is also worth saying that the value of J is critical to induce 151 limit cycles [20, 21] . In addition, while S can be often easily 152 recognized on PV(OP) diagram, since limit cycles show clear 153 horizontal paths, on the opposite, the process dynamics or the 154 presence of high level noise make PV trend deviate significantly 155 from MV trend, and make J almost hidden [2] (see Figure 3 ).
156
Finally, note that S 1% is considered enough amount of 157 stiction to cause performance problems [2] . Increasing the 158 amount of stiction (associated to the ratio S/J), the amplitude 159 and the period of oscillation of OP and PV signals increase sig-160 nificantly, thus leading to particularly poor performance. For 161 these reasons, being able to quantify and predict the evolution 162 of stiction in time is important in order to schedule maintenance 163 action on more critical valves. 
Linear process models
165
The linear part of the Hammerstein system has one of the 166 following structures, in discrete-time form.
167
• ARX:
where v k and y k are the linear process input and output (that is, MV and PV respectively); A(q) and B(q) are polynomials in time shift operator q (i.e. such that q v k = v k+1 ), and given as:
where e k is white noise, t d is the time delay of the process, 168 (n, m) are the orders on the auto-regressive and exogenous 169 terms, respectively.
170
• ARMAX:
where A(q) and B(q) are defined in (3), whereas:
in which p is the order of the moving average term.
171
• SS:
where A ∈ R n×n , B ∈ R n×1 , C ∈ R 1×n , K ∈ R n×1 , and n is 172 the model order.
173
• EARX:
where η k is a time varying bias representing the additive 174 nonstationary external disturbance, to be estimated along 175 with the polynomials A(q) and B(q) (see Figure 1 ).
176
• EARMAX: (generated) MV and (measured) PV sequences.
193
The overall model fit is quantified by F PV :
where 
199
Note that the stiction parameters grid has a triangular shape, Moreover, the way in which the stiction model is initialized 232 must be attended. This issue could seem a negligible aspect, 233 but in reality, as it has been verified by a large number of sim-234 ulations and applications, it is an important point, as discussed 235 next and in the application results. In particular, the identifica-236 tion results can be sensitive to the initialization of the Kano's 237 model. On the opposite, the He's model does not present these 238 problematics.
239
Given an OP sequence and fixed (S, J) parameters, differ-240 ent MV sequences can be produced, simply by changing the 241 initial values of the auxiliary parameters of the Kano's model: 242 u s , stp, d [7] . Figure 4 shows that, for the same triangular OP 243 wave, given a combination of stiction parameters (S = 1, J = 244 0.5), four different MV sequences can be generated using dif Firstly, the impact of stiction and external disturbance amount is investigated. The following ARMAX process, with (n, m, p) = (3, 3, 3) and subject to an external disturbance, is considered in discrete-time form:
where η k is the external (unmeasured) disturbance given by:
with a ≥ 0. Stiction parameters are varied to cover a wide range 
275
The stationary disturbance {e k } is a normally distributed white which allow stable response with acceptable performance).
281
The system is excited by introducing a random-walk signal, as controller set-point, which varies as follows:
where ∆ is a positive scalar, δ sw is the average switching prob- in the nonlinear part: Kano's model is also used to generate MV 297 sequences.
298
The first two-thirds of data are used as identification data set; 299 the last third of data is used as validation set in order to test the 300 models previously identified. As in (9), a fitting index for the 301 estimation data set, F (id) PV , and for the validation data set, F (val) PV , 302 can be defined.
303
The linear model fit is quantified by the scalar E G given as:
where G(z) and G est (z) are the true process and the identi-304 fied model discrete-time transfer functions, respectively, and 305
The nonlinear model fit is quantified by F MV :
where MV , MV m and MV est are vectors containing values of 307 the actual valve position, average actual valve position and the 308 estimated valve position.
309 Figure 5 shows a summary of the results for the case of 310 a = 0 in (11), that is, when valve stiction is the only source 311 of loop oscillation. Top panels show the various simulated stic-312 tion cases (S, J) and the corresponding estimated parameters 313 (S id , J id ). Bottom panels show the values of the fitting indices 314 E G and F (val) PV using the different proposed techniques. Figure 6 315 shows a summary of the results for the case of a = 0.25 in (11), 316 that is, when an external disturbance acts simultaneously with 317 valve stiction.
318
It can be clearly seen that, in the case of pure stiction oscil-319 lation ARX, ARMAX and SS models ensure a more accurate 320 stiction estimation and, mostly, perform a better linear model 321 identification: E G values are higher. On the other hand, in the 322 presence of external disturbance, the stiction parameters and 323 the linear model identified using EARMAX and EARX are of 324 higher accuracy as compared to the other identification tech-325 niques: E G and F Note that, both in the case of only stiction and in the case 329 of additive disturbance, a worse model identification arise be-330 cause J is not perfectly estimated, whereas S is always well es-331 timated. Higher values of F (val) PV are obtained for higher values 332 of S. When the amount of stiction increases (that is, the ratio 333 S/J), the amplitude of oscillation increases. Therefore, since 334 the stationary disturbance {e k } has the same standard deviation 335 for each simulation, the higher is stiction, the lower is the noise-336 to-signal ratio. Anyway, noise-to-signal ratio is significant for 337 all the considered simulations, by ranging in the following in-338 terval: NSR ∈ [5, 25%].
339
The effect of magnitude of the external disturbance (η) is 340 further evaluated. The same linear process of (10) is studied, 341 and valve stiction is described by Kano's model with S = 5 and 342 J = 2. The external disturbance is as in (11) way correct. Since valve input (OP) data are particularly oscil-364 lating, and therefore informative, the proposed methodologies 365 are able to choose the correct combination of stiction parame-366 ters even though linear model is not accurate. Note also that, as 367 expected, extended models prove to be more robust for different 368 levels of disturbance. 
Effect of controller tuning
370
In the case of direct identification methods, as the ones pre-371 sented in this paper, the impact of controller tuning parameters 372 on the estimation results is proved to be not particularly sig-373 nificant. In general, an aggressive controller tuning makes the 374 input signal (OP) more oscillating and then more persistently 375 exciting for the process to be identified. Whereas, a sluggish 376 tuning produces a slowly-varying input, which is less exciting 377 for the process, and possibly less informative for any identifi-378 cation procedure. The impact of controller tuning has already 379 been studied by [27] , for the identification of a pure linear dy-380 namics without considering the problem of valve stiction. In 381 addition, the same authors ([17], Chp. 12 in [2] ), in the frame-382 work of a Hammerstein system, considered the case of double 383 source of loop oscillation (aggressive tuning and valve stiction), 384 by showing that the estimates of stiction parameters are still ac-385 curate.
386
In our study, good performances are possible for reasonably 387 large ranges of controller parameters around nominal values, 388 both for nonextended and extended process models. The ef-389 fect of poor controller tuning has been analyzed, by using ex-390 tensive simulation data and then pilot plant data. Here below 391 only the same linear process of Section 3.1 is presented. A 392 case of pure valve stiction, described by Kano's model with 393 S = 9 and J = 3, is studied; no external disturbance (η) is 394 present. Firstly, the controller parameters are set to K c = 1.2 395 and K i = 1.2, which represent an aggressive tuning. Then, the 396 parameters are changed to K c = 0.2 and K i = 0.2, which com-397 pose a sluggish tuning. Note that an appropriate tuning should 398 be K c = 0.5 and K i = 0.5. For both tuning settings, one hundred 399 Monte-Carlo (MC) simulations are carried out, by using differ-400 ent realizations of white noise {e k }. Note also that in this work, for the sake of simplicity, time 423 delay of the linear process models is never estimated. In par-424 ticular, time delay is assumed known for the simulation results, 425 and then it is fixed a priori for the pilot plant data and the in-426 dustrial data (after having performed specific tests to estimate 427 it). In the cases when time delay is unknown, it could be evalu-428 ated by considering another grid of possible time delay L, where 429 L = T s t d , is taken as a multiple of the sampling time (T s ). For 430 every triple (S, J,t d ), the coefficients of the linear model could 431 be then identified. This approach is robust, but obviously heavy 432 in terms of computational load. Among other standard solu-433 tions to estimate the time delay, [22] and [27] have proposed a 434 cross correlation analysis between the input (MV) and the out-435 put (PV) sequence. Additional simulations with unknown pro-436 cess time delay have showed that t d has no significant impact 437 on the identification methods. Therefore, details are omitted in 438 the sake of space.
439
In addition, it has to be recalled that the main focus of the pa-440 per is the identification and quantification of a control loop with 441 valve stiction, possibly with the additional presence of external 442 disturbances. So the cases of loop oscillation not due to stic-443 tion, that is, only due to aggressive controller or external dis-444 turbances or due to both of these sources, are by purpose not 445 considered in the paper, neither in the simulation section nor 446 for real data sets. Note also that in the industrial practice the 447 proposed identification methods, as almost any stiction quan-448 tification method, should be applied only on data where valve 449 stiction has been reliably detected by specific diagnosis tech-450 niques. Nevertheless, cases of pure external disturbance and 451 pure aggressive tuning can be used as negative tests in order to 452 estimate close-to-zero stiction parameters; this has been veri-453 fied in additional simulation studies not reported in the paper 454 for brevity. Kano's model and He's model are used to fit the measured 508 MV signals of the three sets of data collected in closed loop. 509 The best combinations of parameters are, in the case of low 510 stiction, S = ( f s + f d ) = 12.1, J = ( f s − f d ) = 0.1 (both for 511 Kano's and He's model), with a fitting index F MV = 71.75%. In 512 the case of high stiction, actual stiction parameters are S = 22.1, 513 J = 0.2 (for Kano's), with a fitting of 76.28%, and S = 22.0, 514 J = 0.1 (for He's), with a fitting of 76.27%. Therefore, both 515 nonlinear models appear sufficiently adequate.
516
The five linear process models with the two stiction mod-517 els are then applied to detect and quantify the amount of stic-518 tion without the knowledge of the MV signal. The time de-519 lay and the orders of the linear process models are fixed a 520 priori, namely t d = 5, (n, m) = (2, 2) for ARX and EARX, 521 (n, m, p) = (2, 2, 2) for ARMAX and EARMAX, n = 2 for SS. 522 Table 3 , 4 and 5 show respectively the results of the comparison 523 for the first, the second and the third experimental set.
524
Test 1. In Table 3 , identification results obtained with all ten 525 combinations of models are reported. In all cases good esti-526 mates of the nonlinearity are established: F MV ∈ [60%, 70%], 527 and (S, J) are close to their actual values. EARMAX and EARX 528 models perform also a better PV fitting. Figure 12 shows the 529 registered time trends of SP, PV, OP, MV and the estimated val-530 ues of PV and MV (PV est , MV est ) of the first experiment when 531 Kano's model for the sticky valve and EARX model for the 532 linear dynamics are used. Both the PV fitting indices are suf-533 ficiently high (cf. order to improve the PV fitting, but this alters the stiction quan-548 tification. Figure 13 shows the corresponding registered time Test 3. The results of the third experiment are basically oppo-558 site to those of the second experiment (cf. Figure 14 shows the signals of the third experiment when 568 He's model and the EARMAX model are used. In the bot-569 tom panel the stem position of valve V3 is reported; this sig-570 nal is proportional to the disturbance entering the process. The 571 extended model gives an accurate PV fitting (cf. ARMAX and SS models. The estimated stiction values ob-575 tained with EARX and EARMAX are close to the real parame-576 ters (S 13.1; J 0.5) unlike those obtained with nonextended 577 models. Therefore, the additional presence of an external dis-578 turbance can be well managed when an extended model is used 579 for stiction estimation. 2, 1 ). Romano and Garcia tested 272 non specified samples 617 without reporting the exact model parameters. Lee et al. used a 618 second order linear model, that is, an ARX with (n, m) = (2, 1), 619 and He's stiction model on a specific data window (100 -350 620 samples).
621 Table 6 summarizes the estimates obtained using the pro-622 posed models and the results available in the literature. Figure 4) . Note that val-647 ues close-to-zero of stiction are incorrectly obtained with a spe-648 cific initialization: stp = 0; d = −1.
649
POW 4. These data are from a level control loop in a power 650 plant. Karra and Karim used an EARMAX model with unspec-651 ified parameters applied on an initial data window (1 -1000 652 samples). Jelali tested the loop using an ARMAX model of un-653 specified orders, probably on the first 700 samples. Lee et al. 654 used an ARX(2, 1) and He's stiction model applied on all avail-655 able data. The proposed identification methods are executed on 656 The results of this industrial application reproduces the out-721 come of the first experimental set in the pilot plant (cf. model (σ S ∈ [0.13, 0.14]) with a mean valueŜ ∈ [2.26, 2.30]. 745 Conversely, an excessively high variability is obtained using ex-746 tended models: EARX and EARMAX.
747
The results of this industrial application are rather similar to 748 the outcome of the second experimental set in the pilot plant (cf. 749 cases can be assessed. For example, outliers can be ascribed 792 to the presence of disturbances whether non extended models 793 are used, or, on the opposite, the absence of disturbances can 794 be inferred whether inconsistent estimates are obtained when 795 extended models are tested. Anyway, this criterion could be 796 not reasonable when only few acquisitions, or even just one, 797 are available. In such cases a conservative approach should be 798 to test all different models and then emit an average verdict. 799 Thus, a reliable detection of additional external disturbances 800 seems the definitive solution to this problem. Recent techniques 801 [35, 36] allow one to detect multiple oscillation. Therefore, they 802 could be used as a preliminary step in stiction estimation in or-803 der to assess the simultaneous presence of different sources of 804 oscillation (stiction and disturbance) and to direct the choice 805 between simpler and extended process models. 
