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Abstract
A new method for text retrieval that does not need seg-
mentation is described. Segmenting the images in histori-
cal documents into individual characters is difficult. There-
fore, the conventional OCR method, which uses segmenta-
tion, does not work well. Our method instead divides the
text image into a sequence of small slits. The image re-
gion that corresponds to the query image region is retrieved
by solving the matching problem of these sequences. Ap-
plying the eigenspace method to the slit images enables us
to solve the matching problem efficiently. Moreover, using
dynamic time warping (DTW) further improves the results.
Our method has higher accuracy than the simple template
matching method, and it has far higher efficiency in compu-
tational cost.
1. Introduction
Many libraries or regional government offices plan to
create publicly available digital archives of historical docu-
ments or cultural assets. These facilities have an enormous
amount of historical documents, including highly valuable
ones and ones that are rarely referenced. Most of them will
be stored in an image format. Therefore, efficient indexing
or retrieval techniques for historical document images are
indispensable.
One idea is to make text format transcription by using the
optical character recognition (OCR) method. However, tra-
ditional OCR techniques cannot be easily applied to histori-
cal documents for many reasons. One is that historical doc-
uments are mostly handwritten and sometimes are signifi-
cantly degraded due to the passage of time. In addition, for
cursive style writing, character segmentation becomes very
difficult because many of the characters are written contin-
uously without clear spacing. Unlike Western languages,
segmentation into words is still difficult in some Eastern
languages such as Japanese. Furthermore, Japanese histori-
cal documents are mainly written by brushes, and they make
the result of thinning process unstable. All of these limit
the application of traditional OCR to historical document
images. Of course, the dependency on language is also a
problem in particular if the usage of words or characters of
that era differs from today’s usage.
In this paper, we describe text retrieval without charac-
ter segmentation or recognition. When given one text im-
age, our method retrieves other images of similar appear-
ance from the whole document image. Despite an inabil-
ity to automatically recognize, our method will help librar-
ians make an index of documents and will help readers to
find the information they are looking for. Also, it may help
researchers to read unrecognizable words by retrieving the
same word in another context.
1.1. Related Work
The idea of text retrieval without recognition is seen in
the work of Manmatha et al. [1], which they called “word
spotting”. Rath and Manmatha proposed a set of features
suitable for word image matching [2], and they applied a dy-
namic time warping method to match the images [3]. Their
matching target was a set of segmented words because their
works were intended for English manuscripts, where word
segmentation is possible. A study of word spotting for East-
ern languages, where word segmentation is difficult, was
done by Yue Lu and Chew Lim Tan [4]. They developed a
method for searching for words in Chinese newspapers, but
it was only applied to machine printed fonts.
Our method is intended for handwritten manuscripts of
Japanese or some other Eastern languages. Our image
matching method was inspired by the eigenspace method.
The eigenspace method is famous for its application called
“eigenface” [5, 6], which is widely used in the area of face
recognition. In this method, face images are compared in
reduced dimensional space. We extended the eigenspace
method to compare the sequences of images.
Figure 1. One Japanese Historical Document
Image: “Akoku Raishiki” written in the mid-
19th century.
1.2. Outline of our method
Our method does not need to segment images into single
characters or words. Instead, it segments images into a se-
quence of small slits. A low dimensional descriptor is gen-
erated for each slit image by use of the eigenspace method.
Text retrieval is executed by matching the sequences of
these descriptors.
2. Algorithm description
2.1. Preprocessing
The materials for our study were digital images of his-
torical documents, which were obtained by scanning. One
example is presented in Fig. 1.
Some preprocessing steps needed to be performed at the
beginning. The first step was to remove background noise
from the image. For this step, we used a quite simple
thresholding method: if a pixel value was higher than a cer-
tain threshold value, it was regarded as background, and
the value was set to white(255). We did not convert it to
black(0) even if the pixel value was lower than the thresh-
old because our brush written materials sometimes show
gray level variation in their strokes. The materials may have
somewhat useful information.
The next step was to segment the document image into
text lines. The segmentation into lines was far easier than
segmentation into words or characters. We also used a quite
Figure 2. Images divided into slits with dupli-
cations
simple method for this step. A projection of stroke pixels
along the line axis was calculated, and the lower peak was
regarded as a separating border.
In the third step, we realigned the horizontal position of
the text image to remove the horizontal perturbation of text
lines, as is often the case with handwritten documents. The
amount of horizontal drift was estimated from the center of
the mass in a relatively long window that slides along the
text line.
Finally, we applied the smoothing of a Gaussian filter so
that it was robust to noise. The deviation parameter was set
to σ = 2.
2.2. Transformation into Slit Sequences
Preprocessed images were then transformed into a se-
quence of slits. “Slits” mean narrow rectangular windows
that scan images along the line axis. The width of the slits
(length of the window along the line axis) should be suffi-
ciently narrow relative to the size of single character. In this
study, since the characters were each about 60 pixels large,
we set the slit width as 9 pixels. To avoid dependency on the
origins of slit cutting, the sliding step of the slit window was
set to 5 so that the slit sequences had 4 pixels overlapping
(see Fig. 2).
2.3. Eigenspace Projection
Generating low dimensional descriptors by means of
PCA is widely used especially in face recognition (called
“eigenfaces”). The images are reshaped to n-dimensional
column vectors xi, i = 1, . . . ,m, where n is the number of
pixels in the image, and m is the number of images. A mean
image vector c = (1/m)
∑
xi is subtracted from each im-
age vector, and the following matrix
A =
(
x1−c x2−c · · · xm−c
) (1)
Figure 3. Examples of eigenslits. From top to
bottom, the first to sixth eigenslits.
is created. The covariance matrix is
C = AAT . (2)
After choosing the first d eigenvectors of C sorted
by the eigenvalue, we obtain a set of principal vec-
tors: v1,v2, · · · ,vd. These vectors formed the basis of
eigenspace.
Each one of the mean-subtracted images was then
projected to these basis vectors, and the generated m
d-dimensional vector became a good descriptor of the orig-
inal image. These low dimensional vectors allowed us to
solve matching problems more easily.
In fact, this formulation as an n × n eigenvalue prob-
lem involves high computational cost. Fortunately, we can
solve the problem with an easier m×m eigenvalue problem,
where m is far smaller than n in general. That is, if V is the
eigenvector matrix of AAT , and U is the eigenvector matrix
of AT A, they satisfy the equation AU = V D, where D is
the n × m matrix with eigenvalues on the diagonal. Based
on this, we can derive V from U .
However, in our case, the number of images, meaning the
number of slits, increased as the target document increased
in length. Fortunately, for dealing with document image, the
produced principal vectors varied only slightly based on the
number of slits. We observed that 50 to 100 is a sufficient
number of slits for computing eigenvectors to represent the
document image, and even if more slits are computed in,
the effect is limited. Fifty to 100 slits are equivalent to four
to eight characters. In the following experiment, we set the
number of slits at 200, including the safety factor.
Figure 3 is an example of the resulting eigenvectors.
2.4. Matching by Slit Feature Descriptors
After the image document was transformed into vector
sequences, the remaining problem was matching the vector
sequences.
Let the descriptors of slit sequences be {y(t)}, where t is
the slit ID. If the query image is represented as {y(t)|t0 ≤
t ≤ t0 + τ}, the matching cost between the query image
and the part of database image beginning from t′0 is defined
as
D(t0, t′0) =
∑
0≤t≤τ
|y(t0 + t)− y(t′0 + t)|. (3)
In this equation, |y(t0 + t) − y(t′0 + t)| represents the
distance between two descriptor vectors. Although several
ways can be used to define this distance, we employed the
simplest L1-norm, called the Manhattan distance, i.e.,
|y(t0+ t)−y(t′0+ t)| =
∑
i
|yi(t0+ t)−yi(t′0+ t)|, (4)
where yi represents the i-th element of vector y. This dis-
tance is so easy to compute that it involves low compu-
tational cost. We observed that the results changed only
slightly when other distance measure such as an L2-norm
or an Euclid distance were used.
The distance D(t0, t′0) was calculated with various t′0,
and the t′0 that gives the minimum D(t0, t′0) was out-
put. The retrieved image was the image represented as
{y(t)|t′0 ≤ t ≤ t′0 + τ}.
2.5. Dynamic Time Warping
To make the matching algorithm more robust, we ap-
plied dynamic time warping (DTW). DTW is a widely used
method in the area of speech recognition. If two time se-
ries are given, DTW considers every conceivable time cor-
respondence including non-linear time coordinate transfor-
mation, and it outputs the path with minimum matching
cost. For our document image retrieval, regarding a slit ID
as a time coordinate, sequences of slits can be regarded as a
time series.
The time normalized distance between two vector se-
quences A = {a(i)} and B = {b(j)} is defined as follows:
D(A,B) = min
[∑
k |a(ik)− b(jk)|
k
]
, (5)
where i1 and j1 are the first subscript of A and B, ik and
jk are the last subscript of A and B, (i1, j1), . . . , (ik, jk)
represents the matching path, k is the length of the path,
and the minimum is searched in all possible paths. In most
situations, the matching path is restricted to a certain range.
In our case, the restriction was defined as:
(1/α) · ik ≤ jk ≤ α · ik, (6)
Figure 4. Result for “Akoku Raishiki”. The
leftmost column is the query image, the fol-
lowing are retrieved images ranked first to
sixth.
where α is the stretching allowance ratio. In the following
experiment, α was set to 1.2, which shows the best perfor-
mance.
3. Experimental Results
3.1. Results for “Akoku Raishiki”
Our method was first tested on images of “Akoku
Raishiki (The diary of Matsumae Kageyu)” (Fig. 1). It is
a historiography written by a Japanese government worker
in the mid 19th century. The tested images consisted of 22
pages, 179 lines, and 2771 characters. The resolution per
single character was about 60 × 60 pixels. Our method was
tested with a keyword “Ikokusen(foreign ship)”, which ap-
pears several times in this manuscript. One of the images
corresponding to this keyword was used as query image,
and if the images of the same word were retrieved, the re-
sults seemed to be correct.
The results are shown in Fig. 4. The leftmost column
is the query image, and the following are retrieved images
sorted by the matching cost. The white-back region in the
figure is actually the retrieved regions, and the gray-back
region is displayed only to show the context. Five of the
six retrieved images were successfully retrieved. The fifth
image was not successfully retrieved; it seems to have been
caused by the fact that the final character of the word corre-
sponds to the query image.
(Manuscript A) (Manuscript B)
Figure 5. Tested images: “Ranteijo” written
by Ogishi. The same words are written in
manuscripts A and B.
3.2. Quantitative Evaluation for “Ranteijo”
We conducted another experiment to evaluate our
method quantitatively. The materials used were two
manuscripts of “Ranteijo (Lan Ting Xu)”(Fig. 5).
“Ranteijo” was written by a famous Chinese callig-
rapher, “Ogshi (Wang, Xizhi)”. There exists several
manuscripts written by the same author, and the materials
are two of them.
Manuscripts A and B contain exactly the same words,
so a quantitative evaluation was possible. That is, when a
part of manuscript A was used as a query image, if the same
part of manuscript B was retrieved, it was assumed to be a
correct retrieval.
Both manuscripts A and B consist of 28 lines and 321
characters. The resolution per single character was about
60 × 60 pixels. Note that this image contains many stamps,
which were not removed by preprocessing, therefore these
images were assumed to be quite degraded. The basis vec-
tor for projection was composed from the first 200 slits of
manuscript A, and all images including manuscript B were
projected on the same basis. The query images were arbi-
trary slit sequence of 26 length (it is equivalent to about two
characters).
For the sake of comparison, we used a simple template
matching method for the retrieval, i.e., the distance of the
query image and the target image were defined as the accu-
mulated pixel value differences.
We also tested Rath and Manmatha’s method [3] as a
benchmark. Both a with-DTW case and a without-DTW
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Figure 6. Percentage of Correct Answer Re-
trieved in the First Rank
case were tested. Let us point out that their method was
intended for English manuscripts and needs additional pre-
processing. Therefore, the results do not exactly describe
their availability. It was just used for the sake of compari-
son.
All the results are shown in Fig. 6 and 7. Figure 6 rep-
resents the percentage of correct answers retrieved in the
first rank, and Fig. 7 represents the percentage of correct an-
swers retrieved within third rank. In both figures, both the
case with DTW and the case without it are represented. The
horizontal axis represents the dimensions of the descriptors.
Our method exceeded the simple template matching
method regarding accuracy when the dimensionality was
over five. Furthermore, our method had far less computa-
tional cost than the simple template matching method. The
with-DTW method required more computational cost than
the without-DTW method, but the accuracy was improved.
4. Conclusions and Future Work
We presented a new method for text retrieval in histori-
cal document images. The method describes document im-
ages as a sequence of small slits. After this translation,
the eigenspace method is used to enable image matching
at low computational cost. By translating images into such
low dimensional representation, improvement based on dy-
namic time warping is possible. Our experimental results
show that the method achieves higher accuracy than simple
template matching, although the computational cost is far
lower.
Future work for our approach includes improving the
preprocessing for further enhanced performance. Our
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Figure 7. Percentage of Correct Answer Re-
trieved within Third Rank
method for dividing images into slits should be investigated
further. A more sophisticated design for distance definition
of sequences or single slits is also needed. Our method is
conceptually independent of languages. Therefore, we will
also apply it to other languages.
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