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ШКОЛА МОЛОДЫХ УЧЕНЫХ 
СТАТИСТИЧЕСКИЙ АНАЛИЗ ЧАСТИЧНО НАБЛЮДАЕМЫХ 
ВЫХОДНЫХ ПОСЛЕДОВАТЕЛЬНОСТЕЙ  
КРИПТОГРАФИЧЕСКИХ ГЕНЕРАТОРОВ  
С ИСПОЛЬЗОВАНИЕМ МОДЕЛИ DAR(P) 
 
О.В. ДЕРНАКОВА, И.А. БОДЯГИН 
 
Белорусский государственный университет 
 
Введение 
Неотъемлемыми элементами современных систем криптографической защиты 
информации являются случайные и псевдослучайные последовательности и их 
генераторы [1].  
Для оценки стойкости криптографических генераторов разработаны различные 
математические методы криптоанализа, использующие алгебраический аппарат. 
Однако многие современные криптографические генераторы имеют сложную 
структуру, что затрудняет применение алгебраических методов для их анализа. В таком 
случае продуктивным может оказаться моделирование криптографических генераторов 
с помощью методов теории вероятностей и математической статистики, в частности, 
методов статистического анализа дискретных временных рядов [2]. 
Одной из возможных моделей для исследования выходных последовательностей 
криптографических генераторов является модель DAR(p) [1]. Данная модель позволяет 
описывать, например, регистры сдвига с линейной обратной связью даже при наличии 
дополнительного аддитивного зашумления. 
На практике данные не всегда наблюдаются или известны полностью. Во многих 
случаях об истинном значении генератора в некоторый момент времени известно 
только, что оно принадлежит некоторому заданному множеству. В этом случае будет 
говорить, что выходная последовательность наблюдается лишь частично. 
В математической статистике искажения такого рода называются цензурированием. 
 
Математическая модель и постановка задачи 
Рассмотрим nZ  – кольцо классов вычетов по модулю n. Это кольцо задается 
множеством целых чисел { }0,1,..., 1n n= −Z и операциями сложения и умножения по 
модулю n [1]. 
Пусть временной ряд t nX ∈Z  описывается дискретной авторегрессионной 
моделью порядка 1 (DAR(1)) [1]: 
 ( )1 mod ,t t tX aX u n t−= + ∈Z , (1) 
где na ∈Z  – коэффициент дискретной авторегрессии, причем 0a ≠ ; { }tu  – 
независимые одинаково распределенные случайные величины с некоторым 
дискретным распределением вероятностей ( )t nu ∈Z . Операция modx n  означает 
нахождение остатка от деления числа x на n. 
В дальнейшем для сокращения записи "mod "n  будем опускать, все операции 
сложения и умножения будут подразумеваться по модулю n. 
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Предположим, что 
 
{ } { } [ ]10 , , 0,1 , 0, ,
1t t n
qP u q P u i q i i
n
−
= = = = ∈ ≠ ∈
−
Z  (2) 
причем 
1
.
1
qq
n
−
>
−
 (3) 
 
Условия (2), (3) гарантируют, что tu  принимает значение, равное 0, 
с вероятностью q, большей, чем любое другое значение, а все другие значения 
считаются равновероятными. 
Также предположим, что известно распределение: 
 { } ( )1 1 1 1, .nP X x x xpi= = ∈Z   
Наблюдения проводятся в моменты времени { }1, ,t T= … . Будем говорить, что 
в момент времени t наблюдение цензурировано, если истинное значение временного ряда 
не наблюдается, а известно лишь, что t nX A∈ ⊆ Z , где A – наблюдаемое множество.  
В данной работе предполагается, что несколько цензурированных наблюдений 
может идти подряд. В таком случае будем говорить, что имеет место серия 
цензурированных наблюдений. Пусть наблюдается , 0s s ≥  серий цензурированных 
значений, имеющих длины , 1j jk k ≥ . Обозначим ,j jf l  – первый и последний моменты 
времени в j-той серии цензурованных значений соответственно 
В каждый момент времени t наблюдается либо истинное значение tX , либо 
множество tA . Необходимо по таким наблюдениям оценить параметры ( ),a qθ =  
модели (1), (2). 
 
Основные результаты 
Для оценивания параметров будем использовать метод максимального 
правдоподобия. 
Построим оценки параметров ( ),a qθ =  модели (1), (2) в случае, когда все 
значения tX   известны точно. 
Введем обозначения: 
( )
1
2
,
, ,
T
t t
t
x a xa Xα α δ
−
=
= = ∑  
где ,na ∈Z  ( )1, , ,TT nX x x ′= ∈… Z  1,t tx axδ −  – δ - символ Кронекера. 
Теорема 1. Если имеет место дискретная авторегрессионная модель первого 
порядка (1) и все значения tX  известны точно, то логарифмическая функция 
правдоподобия может быть вычислена следующим образом: 
( ) ( ) ( )11; 1 ln ln .
1 1
q nql X T
n q
θ α −−= − +
− −
 
Рассмотрим случай одной серии цензурированных наблюдений. 
Теорема 2. Пусть имеет место дискретная авторегрессионная модель первого 
порядка (1), значения 1 1, , T kX X − −…  и TX  известны точно, а вместо 1, ,T k TX X− −…  
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наблюдаются случайные события { }, , 1,tX A t T k T∈ = − −  { }1, , ,lA b b l n= ≤… , где 
1 2k T≤ ≤ − . Тогда логарифмическая функция правдоподобия имеет следующий вид: 
( ) ( ) ( ) ( )
, ,1
1, , 1
1 11
; 1 ln ln ln ,
1 1 1
i ik
ki
l
i
q n q nql X T
n q q
γ
θ α
=
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−
= − + +  
− − − 
∑
…
…
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, ,
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1
11 1 111
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Следствие 1. Если имеет место дискретная авторегрессионная модель первого 
порядка (1), значения 1 2, , TX X −…  и TX  известны точно, а вместо 1TX −  наблюдается 
случайное событие { } { }1 1, , , ,T lX A A b b l n− ∈ = ≤… , то логарифмическая функция 
правдоподобия имеет следующий вид: 
( ) ( ) ( ) ( )
1
, ,21 11
; 1 ln ln ln ,
1 1 1
l
i
a x b ab xi i TTq n q nql X T
n q q
δ δ
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−
+
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где  
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2
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= = ∑  
 
Обобщим результат теоремы 2 на случай, когда имеется s серий 
цензурированных наблюдений. 
 
Теорема 3. Пусть oT  – множество моментов времени, когда значения tX  
известны точно. Пусть имеет место дискретная авторегрессионная модель первого 
порядка (1) и наблюдается s серий цензурированных значений, имеющих длины sk ,  
1s ≥ , 1sk ≥ . Тогда логарифмическая функция правдоподобия имеет следующий вид: 
( ) ( ) ( ) ( )
1
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j
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Таким образом, получена логарифмическая функция правдоподобия, 
максимизируя которую, можно найти оценки максимального правдоподобия 
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параметров модели. Получить оценки в явном виде не удалось, поскольку функция 
правдоподобия имеет сложный вид. 
Для построения приближенных оценок aˆ  и qˆ  использовали следующий 
алгоритм. 
1) Задаем начальное значение (1) 0qˆ q=  и находим ( )(1) (1)ˆ ˆarg max , ;a l a q X=  
в предположении, что (1)ˆq q= . 
2) Полагая ( )1ˆa a= , находим ( ) ( )( )2 1ˆ ˆarg max , ;q l a q X= . 
3) При (2)ˆq q=  вычисляем ( )(2) (2)ˆ ˆarg max , ;a l a q X= . 
4) Шаги 2-3 повторяем до тех пор, пока на шаге i не выполнится ( ) ( )1ˆ ˆ iia a += . 
Тогда ( )ˆ ia  и ( )ˆ iq  и есть искомые приближенные оценки. 
Чтобы найти оценки ( ) ( )( )ˆ ˆarg max , ; , 1,j ja l a q X j i= = , при фиксированном q 
вычисляем значения функции правдоподобия при 1, ,a n= …  и выбираем то a, при 
котором значение функции максимально. 
Оценки ( ) ( )( )1ˆ ˆarg max , ; , 2,jjq l a q X j i−= =  находим сеточным методом на 
интервале  с заданной точностью ε . 
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АНАЛИЗ ТЕКСТА ДЛЯ ПОСТРОЕНИЯ МОДЕЛИ ПОИСКА  
НЕЛИЦЕНЗИОННОГО КОНТЕНТА НА МЕДИАРЕСУРСАХ  
В СЕТИ ИНТЕРНЕТ 
 
М.А. ДРАГУНКИН  
 
Московский технологический университет 
 
В работе представлен анализ текста для построения чёткой структуры медиа-
данных и выявление незаконного размещения аудио и видео контента. Используя на-
звание и автора композиции можно определить конкретный контент и с использовани-
ем вычислительных средств для анализа текста выявить правомерность его размеще-
ния. В работе использовались такие дисциплины, как распознавание, обработка, рефе-
рирование, аннотирование, категоризация и т. д. Все эти методики основаны на не-
большом количестве базовых методик и алгоритмов, которые можно описать следую-
щей последовательностью действий 
Ключевые слова: анализ текста, анализ контента, нелицензионный контент. 
Po
lo
ts
kS
U
