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Abstract
This paper presents a unied method to construct decoders which are implemented by a feed-
forward neural network. By setting the parameters of the network, it can decode any given code
{(ci; Di); i=1; : : : ; M}: We focus on the case that the sets D1; : : : ; DM are weighted distance
spheres. Properties and constructions of weighted distance spheres are developed. Weighted dis-
tance perfect codes are dened and studied. Finally, the complexity of the network decoder is
discussed. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
In information theory, a basic model of information transmission system is de-
picted in Fig. 1. Let Fn2 be the n-dimensional vector space over the binary eld
F2. A general binary (n;M) code for noisy channels is dened to be a set of pairs
{(ci; Di): i=1; 2; : : : ; M} satisfying the following conditions:
(1) ci ∈Di⊂Fn2 (16 i6M);
(2) Di ∩ Dj =
 (empty set) for i = j;
(3)
⋃M
i= 1 Di =F
n
2 :
The integers i=1; 2; : : : ; M are served as messages. If one wants to send message i,
then the encoder maps i to the codeword ci which is transmitted through the channel.
If the received vector is y∈Dj; then the decoder maps y to the message j. So the sets
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Fig. 1. A Basic Model of Information Transmission System.
D1; D2; : : : ; DM dene a decoding rule for the code C = {c1; c2; : : : ; cM}: In algebraic
coding theory, most works are focused on nding good linear or cyclic codes which
have simple decoding methods. But such codes are suitable only for symmetric chan-
nels. In addition, the decoding rules are often conned to bounded distance decoding,
i.e. the sets D1; D2; : : : ; DM are t-spheres in the Hamming space Hn=(Fn2 ; dH ); where
dH is the Hamming distance, t= [12 (dmin − 1)]; dmin is the minimum distance of the
code C. This decoding rule is not a complete decoding.
In recent years, using neural networks for decoding error-correcting codes have been
studied extensively, e.g., Bruck and Blaum [4] employed a high-order Hopeld net-
work for maximum likelihood decoding of error-correcting codes, Esposito et al. [5]
and Li and Cao [7] established some learning rules of a binary feedforward neural
network for bounded distance decoding of linear codes, Tseng and Wu [11,12] showed
that Reed–Muller codes and some cyclic codes can be decoded by use of multi-layer
perceptrons.
In this paper, we present a unied method to construct neural network decoders
for arbitrary codes {(ci; Di): i=1; 2; : : : ; M}. The method is based on the implemen-
tation of Boolean functions by neural networks. This problem has been treated by
using various neural network models and learning rules [1,2,6,8–10]. We follow the
set covering learning rule for a binary neural network proposed in [8]. We focus on
developing properties and constructions of weighted distance spheres which are the
basic sets used for covering the sets D1; D2; : : : ; DM of the decoding rule. In Section 2,
the neural network decoder is described. In Section 3, properties and constructions of
weighted distance spheres are developed. In Section 4, weighted distance perfect codes
are dened and studied. In Section 5, the complexity of the neural network decoder is
discussed.
2. The neural network decoder
Consider a binary neuron (see Fig. 2) which has n inputs and a single output. The
input signals and the output signal are assumed to take values in F2. Their relationship
is given by
v=’
(
n∑
i= 1
wi(2ui − 1)− T
)
=’(); (1)
where w1; : : : ; wn are real weights which connects the neuron with the inputs and T
is the threshold of the neuron; u1; u2; : : : ; un are the input signals and v is the output
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Fig. 2. A model of binary neuron.
signal
’()=
{
1 ¿ 0;
0 ¡0
(2)
is a binary activation function. A function f(x)=f(x1; : : : ; xn) which maps Fn2 into
F2 is referred to as a Boolean function of n variables. It is easy to see that for given
w1; : : : ; wn and T , the neuron dened by (1) and (2) implements a Boolean function.
It is known that only a subset of Boolean functions (linearly separable functions or
threshold functions) can be implemented by a single neuron [1,10]. We use a concept of
weighted distance sphere to characterize this subset of Boolean functions. The concept
of weighted distance is introduced in [13]. Let g=(g1; g2; : : : ; gn) be a weight vector
in the set Nn, where N is the set of all nonnegative integers. The weighted distance
between two vectors x; y∈Fn2 for the weight vector g is dened by
dg(x; y)=
n∑
i= 1
gidH (xi; yi)=
n∑
i= 1
gi(xi ⊕ yi);
where ⊕ denotes the addition in F2: A set S ⊂Fn2 is referred to as a weighted distance
sphere if there exist g∈Nn; c∈Fn2 and d∈N such that S = {x;dg(x; c)6d}; where c
and d are the center and radius of the weighted distance sphere S.
Theorem 1. A Boolean function f(x) of n variables can be implemented by a single
neuron if and only if f−1(1)= {x;f(x)= 1} is a weighted distance sphere.
Proof (Su5ciency). If f−1(1) is a weighted distance sphere, then by the denition,
f−1(1)= {x;dg(x; c)6d} for some g=(g1; : : : ; gn)∈Nn, c∈Fn2 and d∈N . Set the
weights w1; : : : ; wn and threshold T of a neuron such that wi = gi(2ci − 1) (16 i6 n);
T =
∑n
i= 1 gi − 2d− 1. From the formulas (1) and (2), we have
v = 1⇔
n∑
i= 1
wi(2ui − 1)− T =2d+ 1− 2dg(u; c)¿ 0
⇔ u=(u1; : : : ; un)∈{x;dg(x; c)6d}=f−1(1):
Hence, the Boolean function f(x) can be implemented by a single neuron.
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Fig. 3. A two-layer feedforward neural network.
Necessity. If f(x) is implemented by a neuron with weights w1; : : : ; wn and
threshold T , without loss of generality we can assume that w1; : : : ; wn; T are inte-
gers since the rational numbers are dense in the set of real numbers. Let gi = |wi|;
ci = 12(wi=|wi|+1) (16 i6 n), d= 12(
∑n
i= 1 |wi| − T − 1): From formulas (1) and (2),
we have
f−1(1) =
{
u; u=(u1; : : : ; un)∈Fn2 ;
n∑
i= 1
wi(2ui − 1)− T¿ 0
}
= {x; dg(x; c)6d}:
Hence, f−1(1) is a weighted distance sphere for g=(g1; : : : ; gn); c=(c1; : : : ; cn)
and d.
In order to implement arbitrary Boolean function, we need a two-layer feedforward
neural network (see Fig. 3) which has n inputs, m neurons in the rst layer (hidden
layer) and one neuron in the second layer (output layer). The output of the jth neuron
in the hidden layer is
vj =’
(
n∑
i= 1
wij(2ui − 1)− Tj
)
=’(j); (3)
where wij is the weight which connects the jth neuron in the hidden layer with the
ith input ui and Tj is the threshold of that neuron. The output of the network, i.e. the
output of the neuron in the output layer is
o=’

 m∑
j= 1
tj vj − T

 (4)
where tj is the weight which connects the neuron in the output layer with the jth
neuron in the hidden layer and T is the threshold of that neuron.
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Fig. 4. A neural network decoder.
Theorem 2 (Ma et al. [8]). If the jth neuron in the hidden layer of a two-layer feed-
forward neural network can implement a Boolean function fj(x); j=1; 2; : : : ; m; then
the network can implement a Boolean function f(x) which satis9es the following
condition f−1(1)=
⋃m1
j= 1 f
−1
j (1)\
⋃m
j=m1+1 f
−1
j (1) (16m16m):
Corollary 1 (Ma et al. [8], Arai [2]). A two-layer feedforward neural network with
at most 2n−1 neurons in the hidden layer can implement any Boolean function of n
variables by adjusting its weights and thresholds suitably.
The neural network decoder is implemented by M two-layer neural networks
NN1; NN2; : : : ; NNM which have n common inputs and M outputs (see Fig. 4). If we
want to decode an (n;M) code {(ci; Di); i=1; : : : ; M}: From Corollary 1, we can set
the weights and thresholds of NNj (16 j6M) such that the network NNj implements
the Boolean function fj(x) with f−1j (1)=Dj. Then, if the input vector x∈Dj, the
output of the decoder is o=(o1; : : : ; oj−1; oj; oj+1; : : : ; oM )= (0; : : : ; 0; 1; 0; : : : ; 0) which
corresponds the message j. If the sets D1; : : : ; DM are weighted distance spheres, then
from Theorem 1, the two-layer neural networks NN1; NN2; : : : ; NNM are reduced to M
neurons and the decoder is reduced to a single-layer perceptron.
3. Properties and constructions of weighted distance sphere
Theorem 3. A weighted distance sphere (WDS) has the following properties:
(1) If S is a WDS and c∈Fn2 ; then S ⊕ c= {x ⊕ c=(x1 ⊕ c1; : : : ; xn ⊕ cn); x∈ S} is
a WDS.
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Fig. 5. The directed graph.
(2) If S is a WDS; then HS =Fn2\S is also a WDS.
(3) If S is a WDS and  : {1; 2; : : : ; n}→{1; 2; : : : ; n} is a permutation; then S is also
a WDS; where S = {x=(x(1); x(2); : : : ; x(n)); x∈ S}:
Proof. The properties (1) and (3) are evident. We prove property (2). Suppose that
S = {x; dg(x; c)6d}; then HS =Fn2\S = {x;dg(x; c)¿d+1}: Since dg(x; c)=
∑n
i= 1 gi−
dg(x; c ⊕ 1); HS = {x;dg(x; c ⊕ 1)6
∑
gi − (d + 1)}; where 1= (1; : : : ; 1): Hence, HS is
a WDS for g; c′= c ⊕ 1 and d′= ∑ni= 1 gi − (d+ 1):
Owing to property (1) of Theorem 3, we only need to consider WDSs with center
0= (0; : : : ; 0). In the rest of this section, we always assume that the center of the WDS
is 0. For the convenience of statement, we dene a directed graph Gn=(Fn2 ; En). The
vertices of Gn are the vectors of Fn2 which are arranged in n + 1 rows. The vectors
in the set Aj = {x;WH (x)= j} (06 j6 n) are arranged in the (j + 1)th row from the
bottom, where WH (x) is the Hamming weight of x. The directed arc (x; x′)∈En if and
only if for some j, x∈Aj, x′ ∈Aj+1, dH (x; x′)= 1: A directed graph G4 = (F42 ; E4) is
depicted in Fig. 5.
Lemma 1. Suppose that S is a WDS and L=(0; x1); (x1; x2); : : : ; (xj−1; xj); (xj; x) is a
path of Gn: If x∈ S; then the vertices 0; x1; : : : ; xj; x on the path L are all in S:
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Proof. The lemma is proved by the fact that if an arc (y; y′)∈En; then dg(y′; 0)¿
dg(y; 0) for any weight vector g.
A vertex x is referred to as a boundary point of a set S if the following two
conditions are satised. (1) x∈ S. (2) (x; x′)∈En implies that x′ is not in S. The set
of all boundary points of S is denoted by B(S).
Lemma 2. If S is a WDS; then
S =
⋃
x∈ B(S)
L(x); (5)
where L(x) denotes the set of points on all paths of Gn with starting-point 0 and
terminating-point x.
Proof. Lemma 2 is a straight-forward consequence of Lemma 1.
Theorem 4. A set S is a WDS if and only if the following two conditions are satis9ed.
(1) The conclusion of Lemmas 1 and 2 is valid for the set S.
(2) For any pair of sets B1, B2 satisfying B1⊂ S, B2⊂ HS and |B1|= |B2|; their char-
acteristic numbers are not equal; i.e.∑
x∈ B1
(1; x1; : : : ; xn) =
∑
y∈ B2
(1; y1; : : : ; yn)
Proof (Necessity). If S is a WDS, by Lemmas 1 and 2, condition (1) is satised. In
order to prove condition (2), we use the proof by contradiction. Suppose that there
exist a pair of sets B1; B2 satisfying B1⊂ S; B2⊂ HS, |B1|= |B2| and∑
x∈ B1
(1; x1; : : : ; xn)=
∑
y∈ B2
(1; y1; : : : ; yn): (6)
This implies that for any weight vector g=(g1; : : : ; gn)∑
x∈ B1
dg(x; 0)=
∑
y∈ B2
dg(y; 0):
Hence,
max
x∈ S
dg(x; 0)¿ max
x∈ B1
dg(x; 0)¿ min
y∈ B2
dg(y; 0)¿ min
y∈ HS
dg(y; 0):
This is in contradiction with that S is a WDS. So condition (2) is valid.
Su5ciency. If conditions (1) and (2) are valid for a set S, then S can be expressed
as (5). In order to prove that S is a WDS, we again use the proof by contradiction.
Suppose that S is not a WDS, then the set of inequalities
n∑
i= 1
gixi¡
n∑
i= 1
giyi; x∈ S; y∈ HS
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does not have a weight vector solution g=(g1; : : : ; gn): Hence, there exists a system
of nonconsistent inequalities. Each inequality has the form∑
i∈ I1
gi¡
∑
i∈ I2
gi; x∈ S; y∈ HS;
where I1 = {i; xi =1; yi =0}; I2 = {i; xi =0; yi =1} are two disjoint subsets of
{1; 2; : : : ; n}: Combining the inequalities in the nonconsistent system, we can get two
contradictory inequalities
J∑
j= 1
∑
i∈ I2j−1
gi¡
J∑
j= 1
∑
i∈ I2j
gi;
J∑
j= 1
∑
i∈ I2j
gi¡
J∑
j= 1
∑
i∈ I2j−1
gi:
Justied by examples that in many cases, J =1; The contradictory inequalities
reduce to∑
i∈ I1
gi ¡
∑
i∈ I2
gi;
∑
i∈ I2
gi ¡
∑
i∈ I1
gi:
Since each inequality in the nonconsistent system corresponds a pair of points x∈ S;
y∈ HS, we obtain a pair of sets B1; B2 such that B1⊂ S; B2⊂ HS; |B1|= |B2| and equality
(6) is true. This is in contradiction with condition (2) which is valid for the set S. So
S is a WDS.
Next, we give some constructions of WDSs which can be checked directly.
(1) Hamming spheres Snd = {x;dH (x; 0)6d} (06d6 n) are WDS for the weight
vector g=(1; 1; : : : ; 1) and radius d:
(2) S = {0; e1; e2; : : : ; ej} (16 j6 n) is a WDS for the weight vector g=(1; : : : ; 1;
2; : : : ; 2) and radius 1, where e1 = (1; 0; : : : ; 0); e2 = (0; 1; 0; : : : ; 0); en=(0; : : : ; 0; 1) are
the vectors of the set A1:
(3) A quasi-sphere with center 0 and radius r is dened to be a set S = Snr−1 ∪ B,
where B is a subset of Ar = {x;dH (x; 0)= r}: Arrange the vector of Ar in alphabetical
order with 1 precede 0, i.e.
Ar = {e12:::r ; e12:::r−1r+1; : : : ; e12:::r−1n; e12:::r−2rr+1; : : : ; e12:::r−2r+1r+2; : : : ;
e12:::r−2n−1n; : : : ; en−r+1:::n−1n} (see Fig: 5);
where ei1i2 :::ir (16 i1¡i2¡ · · ·¡ir6 n)= (x1; x2; : : : ; xn);
xi =
{
1 i= i1; i2; : : : ; ir ;
0 otherwise:
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Theorem 5. For any r; ei1i2 :::ir ; the quasi-sphere S = S
n
r−1 ∪ B; where B= {x; x∈Ar;
x precedes or equals to ei1i2 :::ir}; is a WDS.
Proof. By the construction of the quasi-sphere, it is easy to see that conditions (1),
(2) of Theorem 4 are satised. So S is a WDS.
We give an example to explain the idea of nding the weight vector g and
radius d:
Example 1. n=8; r=4; ei1i2i3i4 = e1356; B= {e1234; : : : ; e1356}: S = S83 ∪ B: Assume that
g=(g1; g2; : : : ; gn) satises g16 g26 · · · 6 gn: In order to guarantee that S is a WDS
for a weight vector g, the following conditions are suLcient: (1) dg(e1356; 0)¡
dg(e1357; 0); (2) dg(e1356; 0)¡dg(e2345; 0); (3) dg(e1356; 0)¿dg(e1348; 0); (4) dg(e1356; 0)
=dg(e678; 0): These conditions are equivalent to the conditions: (1) g6¡g7; (2) g1 +
g6¡g2+g4; 3) g5+g6¿ g4+g8; (4) g1+g3+g5 = g7+g8: Then g=(3; 5; 5; 5; 6; 6; 7; 7);
and d=20 is a solution.
(4) The Cartesian product of a j-dimensional hypercube and a (n − j)-dimensional
WDS Fj2 × Sn−j is a WDS for the weight vector g=(0; : : : ; 0; gj+1; : : : ; gn); where
(gj+1; : : : ; gn) is the weight vector of Sn−j:
(5) If Sn−j is a (n − j)-dimensional WDS for the weight vector (gj+1; : : : ; gn)
and radius d, then for any weight vector (g1; : : : ; gj); {0} × Sn−j ∪ {x; (x1; : : : ; xj) =0;
dg(x; 0)6d} is a WDS for weight vector (g1; : : : ; gj; gj+1; : : : ; gn) and radius d:
Using methods of (4) and (5), we can construct high-dimensional WDSs from the
lower-dimensional WDSs.
4. Weighted distance perfect codes
An (n;M) code {(ci; Di); i=1; 2; : : : ; M} satisfying conditions (1)–(3) given in Sec-
tion 1 is referred to as an ideal code if D1; : : : ; DM are WDSs. An ideal code is said
to be a weighted distance perfect code (WDPC) if Di⊕ ci =D (16 i6M) is a WDS
for some weight vector g: Evidently, perfect codes are a class of WDPCs. The set D
of the perfect code is a Hamming sphere. In Section 3, we have seen that WDSs is
much more than the Hamming spheres. Hence, much more WDPCs can be constructed
apart from the perfect codes. Here we give some classes of WDPCs which are the
counterpart of the classes of WDSs constructed in (1)–(4) of Section 3, i.e. the set D
of the WDPC belongs to the corresponding class of WDSs.
(1) Perfect codes.
(2) Linear codes with dmin = 2 and covering radius 1.
(3) Quasi-perfect codes.
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(4) The Cartesian product of a xed j-dimensional vector and a WDPC of length
(n− j); {aj} × Cn−j:
In general, we have the following theorem.
Theorem 6. A linear (n; k) code C is a WDPC if and only if there exists a weight
vector g such that the minimum weighted distance of the code C dgmin = 2t + 1 and
there are only 2n−k vectors with weighted weights not great than t.
The proof of Theorem 6 is straightforward. We explain it with an example.
Example 2. The dual code of Hamming (7; 4) code is a linear (7; 3) code C =
{0000000; 1101001; 1011010; 0110011; 0111100; 1010101; 1100110; 0001111}: It is easy
to compute the standard array of the code C: Then we obtain a set of coset leaders
D= {0; e1; e2; : : : ; e7; e12; e13; : : : ; e17; e23; e123}. It is easy to see that the set D is the
Cartesian product of F2 and the quasi-sphere S61 ∪ {110000}; i.e. D=F2 × {S61 ∪
{110000}}: From Theorem 5 and construction (4) of Section 3, D is a WDS. So
C is a WDPC. Furthermore, using the method of Example 1 and construction (4) of
Section 3, we nd a weight vector g=(0; 1; 1; 2; 2; 2; 2) which is guaranteed to exist
by Theorem 6. For the weight vector g, the minimum weighted distance of the code
C, dgmin = 5 and the set D= {x; dg(x; 0)6 2}: Note that the weight vector g is not
unique, g′=(1; 2; 2; 5; 5; 5; 5) is equivalent to g: For the weight vector g′, dg′ min = 13
and D= {x; dg′(x; 0)6 6}:
5. Complexity of the neural network decoder
Now, we consider the complexity of the network decoder which is measured by the
number of neurons needed in the decoder. It is evident that for decoding an ideal code
with M codewords, the network decoder needs M neurons. Compared with the decoder
proposed by Esposito et al. [5] and Li and Cao [7], for decoding an (n; k) linear code,
their decoder needs 2k − 1 neurons which is only one less than that of our decoder.
Since linear code with bounded distance decoding rule is a special case of the ideal
code, our decoder can be regarded as a generalization of their decoder. For general
(n;M) codes in applications, e.g., optimal nonlinear codes, codes used for asymmet-
ric channels and=or channels with memory and codes that provide unequal protection
to the codewords, by Theorem 2, it is reasonable to expect that each Boolean func-
tion fi(x) with f−1i (1)=Di (16 i6M) can be implemented or approximated by a
network composed of very few neurons. In this case, the complexity of the network
decoder is about rM , where r is a small integer. Compared with the decoder derived
by Bruck and Blaum [4], for decoding an (n; 2k) nonlinear code, their decoder needs
at least n2kneurons which are more than that of our decoder if r¡n. It is conjec-
tured that the problem of decoding general (n;M) codes is NP-complete [3]. For those
codes lack of an eLcient decoding algorithm, if n and Mare medium integers (e.g.,
Z. Zhang et al. / Discrete Mathematics 238 (2001) 171–181 181
n6 32; M6 1024), due to the parallel structure and integer weights and thresholds of
the network decoder which has simple implementation in VLSI technology, the network
decoder may be a good candidate.
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