Abstract. The random, heuristic search algorithm called simulated annealing is considered for the problem of finding the maximum cardinality matching in a graph. It is shown that neither a basic form of the algorithm, nor any other algorithm in a fairly large related class of algorithms, can find maximum cardinality matchings such that the average time required grows as a polynomial in the number of nodes of the graph. In contrast, it is also shown for arbitrary graphs that a degenerate form of the basic annealing algorithm (obtained by letting "temperature" be a suitably chosen constant) produces matchings with nearly maximum cardinality in polynomial average time.
1. Introduction 1.1 MOTIVATION. Simulated annealing is a Monte Carlo search heuristic that can be used to solve minimization (or maximization) problems. The simulated annealing method has received much attention from researchers since it was introduced in [2] , [9] and [ 131, but there are apparently no concrete theoretical results regarding the average time complexity of the algorithm as the size of the problem instance tends to infinity, for a nontrivial problem.
In this paper we consider simulated annealing applied to maximum matching, a fundamental problem in combinatorial optimization. An instance of the maximum matching problem is a simple graph G = (V, E), where V denotes the set of nodes of G and E denotes the set of (undirected) edges of G. A matching M in G is a subset of E such that no two edges in M share a node. The maximum matching problem for instance G is to find a matching in G with maximum cardinality.
The maximum matching problem is easy in the sense that there is a known deterministic algorithm that solves the problem in O( Jrvi ] E I) steps (see [lo] ), where ] V ] is the cardinality of V. However, we do not consider maximum matching to be trivial since the deterministic algorithm is somewhat subtle.
THE BASIC ANNEALING ALGORITHM FOR MAXIMUM MATCHING. We de-
scribe here what is perhaps the most obvious way to apply simulated annealing to search for the maximum matching of a graph G = (I', E). Let h, , Xz, . . . be a nonincreasing sequence of numbers in the interval (0, I]. (X, plays the role of exp(-l/T& where Tk is the "temperature" at time k [9] .) We say that an edge e is matchable relative to a matching A4 if e 4 M and if M + e is a matching (here M + e is our notation for M U (e}, which we use only if e 4 M). Let Q(M) denote the set of matchable edges relative to matching M.
To begin the algorithm, choose an arbitrary matching X0 in G-for example, XC, could be the empty set 0. Having selected X0, XI, . . . , Xk, choose Xk+, as follows.
Choose an edge e at random, all edges in E being equally likely.
If e is matchable relative to Xk, let Xk+, = Xk + e. If e E Xk, let
Xk -e { with probability xk, xk with probability 1 -xk.
Else, let Xk+, = Xk. The sequence of states visited by the algorithm, XO, XI, . . . , forms a Markov chain.
I .3 CONVERGENCE IN PROBABILITY. We begin by giving some standard notation [ 121. Given a matching M in G, a node v is exposed if no edge in M is incident to v. A Let M, be a matching that does not have maximum cardinality, and let [VI, U2, * *. , vk], be an augmenting path for MO. Starting from MO, it is possible for the basic annealing algorithm to reach a higher cardinality matching by passing through the sequence of matchings MI, M2, . . . , Mk-I given by The matchings in the sequence have cardinality at least as large as ] MO I -1. In the terminology of [7] the depths of the local maxima for the matching problem are at most one. The following theorem is thus an immediate consequence of [7, theorem 11 . A matching Mis said to be maximal if no edge is matchable relative to M. Let S* denote the set of matchings with maximum cardinality. k-m k=O Theorem 1 gives a large-time asymptotic result for each fixed instance G, and the conditions do not depend on the size of G. In contrast, our goal in this paper is to give asymptotic results as ] V ] tends to infinity. Interesting general work on the analysis of simulated annealing run for a finite number of iterations has appeared (see, e.g., [I] , [4] , and [ll]). However, the general theory does not determine, for example, whether or not simulated annealing exactly (or nearly) solves the maximum matching problem in an amount of time growing as a
is not yet clear whether any general theory could answer such questions. In the meantime, we hope this paper presents the kinds of results that one would like to establish more generally.
1.4 ORGANIZATION OF THE PAPER. In Section 2 we show that for a certain family of graphs the basic annealing algorithm, or any other algorithm in a fairly large related class, cannot find maximum cardinality matchings using average time upper bounded by a polynomial in ] V 1. In contrast, we show in Section 3 that a degenerate form of the basic simulated annealing algorithm (obtained by letting xk be a suitably chosen constant, independent on k) produces matchings with nearly maximum cardinality using average time upper bounded by a polynomial in ] V ] . Sections 2 and 3 can be read independently.
The Impossibility of Maximum Matching in Polynomial Average Time using
Certain Annealing-Type Algorithms
Certain local search algorithms for the maximum matching problem are considered in this section. The algorithms are not restricted much in an attempt to include several implementations of simulated annealing. Both the basic simulated annealing algorithm (given in Section 1.2) when X0 = 0 and a particular multistart descent algorithm are included. Nevertheless, it is proved that the algorithms cannot reach a maximum matching in average time bounded by a polynomial in ] V 1, for a particular family of graphs. First, we allow the "temperature" to depend on both time and the current and past states of the algorithm. Second, we assume that the type of each move can be specified from among the three possibilities whenever they exist: addition of an edge, deletion of an edge, or no change. The key restriction we do impose is that, given the type of a move, the location of the edge to be added or deleted is uniformly distributed over the possible locations.
We thus view the sequence X0, X,, . . Clearly, if we choose the controls appropriately, we can use this controlled Markov process to mimic the basic simulated annealing process of Section 1.2. We can also control the Markov process to mimic a multistart descent algorithm (although only at half speed). To do this, we assume that X0 = 0. We then let a, = I for 0 I t c S,, where S, is the first time that a maximal matching is reached. Then we let d* = 1 for S, 5 t < 2S1, which guarantees that X, = 0 for t = 2Sr. We then keep repeating this process.
The family of graphs, we focus on is (Gr , G2, G3, . Graph G, is a bipartite graph with 2(n + l)* nodes and (n + 1)3 edges. For each j, the subgraph of G, induced by Bj is complete and bipartite, and the subgraph of G, induced by Hj consists of n + 1 disjoint edges. The set of edges His a matching, and it is maximum since it leaves no nodes exposed. In addition, there are no other maximum matchings, since, by induction, any matching that has no nodes exposed must include the edges in HI, Hz, . . . , H,, , . As an example, G3 is sketched in Figure 1 . The main result of this section is the following theorem. The next set of lemmas and definitions are used to show that g(X) tends to drift away from zero (and hence X. drifts away from H) when g(X) is below a certain threshold (see eq. (3) 0  0  1  0  2  3  3  3  3  3  2  0  3  4  5  5  5  5  3  0  3  5  6  I  7  7  403518  9  9  5  0  3  5  7  9  10  11  6  0  3  5  7  9  11  12 PROOF.
It is easy to see that for e E M n Hj
Lemma 4 can be easily deduced from these equations and Lemma 3. 0
For each matching M of G,, define
A(M) = (e is matchable relative to M and g(
. Let M be a matching of G, and let 0 < 6 < 1. Then
Part (a) is a consequence of parts (b) and (c) of Lemma 4 and the fact that c> 3.
We now prove the following two facts, which imply part (b): Every edge in A-(M) has a node in common with an edge in A+(M), and for every edge in A+(M) there are at most two edges in A-(M) that have nodes in common with it. Let e E A-(M). Then e E Hj for some j by part (a), and, moreover, at least one of 5-r (M) or Uj+r (M) is strictly positive by part (a) of Lemma 4. Thus, there is at least one edge e' in Bj-1 U Bj that is matchable relative to M and has a node in common with e. Then e' is in A+(M), and hence we can conclude that every edge in A-(M) has a node in common with an edge in A+(M). On the other hand, part which proves part (c).
We now prove part (d), wh ich completes the proof of Lemma 5. Let A4 be a matching with 0 < g(M) 5 nc6. The fact that g(M) > 0 implies that A4 is not equal to the unique maximum matching I& which in turn implies that there exists at least one exposed node. Since g(M) < nc, M contains fewer than 12 edges from B1 UBZU **-U B,,. Hence M fl Bk = 0 for some k. Now, the set of nodes, Z = (Uij: 1 I i 5 n + 1, 1 5 j I k] U (Uij: 1 I i I n + 1, k + 1 rj I n + 11, contains exactly half of the nodes of the graph. Since M fl Bk = 0, each edge in A4 is incident to a node in Z and a node not in Z. Thus, Z contains half, and therefore at least one, of the exposed nodes, so at least one of the 2n numbers, VI(M), -**, 'VnW), We), * * *, Un+lW), is nonzero. By the symmetry between the Vi's and Vj's, we can restrict attention to the case that for some j with 
where u = D* exp(--)7nc6)/( 1 -p). The term P[R* = tk ] X0 = 01 is less than the left-hand side of inequality (7), because if X, is the maximum matching, then g(X,) is equal to zero. Therefore, P[R* = tk I X0 = 01 5 u. Since R* E (t, , t2, . . .) and since tk 2 k, we have . . , where Jk is the time process X makes its kth move (see [5] ).
(2) Since 2d* I 2 ] VI, we have with no restriction on d* that ER 5 6f12228 1 V 1 3+28. Also note that, if ,6 > m*, then XR is a maximum matching.
(3) We comment briefly on our choice of constant X (equivalently, on our choice of temperature). It must be large enough so that the process X "jumps sufficiently often," which is reflected in the bounds given in Lemmas 8 and 9a below. On the other hand, X must be small enough so that there is a net drift toward larger matchings, enabling us to obtain the bound of Lemma 10 below.
We have chosen hk to be independent of k, though we can see some motivation for letting it decrease as k increases. More precisely, it is clear that an improved We have chosen xk to be independent of k primarily for two reasons: (1) we want to demonstrate that Xk can be chosen independently of the algorithm state (openloop in control-theoretic terms), and (2) we do not think the complexity bounds Finally, we think it is significant that we need X to decrease as a function of problem size. It suggests that, if the sequence XI, X2, . . . is to be chosen independently of the graph, it should be decreasing. Similarly, the fact Rr = SRz and Lemma 9a imply that ERr 5 DzERz. So, also using Lemma 10, we conclude that ER I D1 D2D3. This will establish the theorem once we prove the three lemmas above. Cl 
where S denotes the stopping time S = min(j 2 1: Yj Q B).
LetBbethesetofmatchingsB=(M:
]iVI zml).NotethatBCB.We let P denote a stationary-transition Markov chain with state space B and one-step transition probabilities determined by conditioning Y to stay in B for each consecutive jump: PROOF OF CLAIM 2. We first prove part (a) under the assumption that f(M) > 5. Choose an augmenting path p for M of length f(M), and label some of its nodes and edges as indicated in Figure 2 . Since p is an augmenting path of shortest length, no neighbor of ul, except possibly node ul, can be an exposed node. Also, if u1 and uI are neighbors, then w1 and v2 are not. Thus, there are at most two choices for an edge e', namely, el and possibly either [u,, ul] or [w,, uz] , such that f(M -el + e') 2 f(M). There is also at least one choice of e', namely, 
then e' must be incident to either uI or w1 and to either u2 or ~2.
Moreover, if e' = [ul, w2] is such an edge, then u2 and wI must not be neighbors. Thus, there are at most two choices of e' such that (11) Suppose (eI , e2) E I'+. Then el and q are incident to a common node (otherwise, el is matchable relative to M -el + e2, e2 is matchable relative to M, and hence f(M -el + e2) = f(M) = 1, a contradiction) and el # e2. Since p is not an augmenting path for M -el + e2, at least one of el or e2 is incident to a node of p. This means that either el is an edge of p or e2 is incident to one of the exposed nodes on the ends of p. Thus, we have narrowed down the possibilities to one of the four cases shown in Figure 3 . We can rule out the first three of these cases since in these cases there is an augmenting path for A4 -el + e2 with length at most the length of p. We have thus shown that, if (e, , e2) E I'+, then e2 is incident to an exposed node of p, el and e2 are incident to a common node, and el is not in the path p. It follows that f(M -el + e2) = f(M) + 2 for any (el, e2) in I'+, which proves part (c).
Define W= (e2: (e,, e2) E IT+ for some el).
If e E W, there is exactly one edge, call it w(e), such that (w(e), e) E F+. Each edge in W is incident to an exposed node of p so that 1 W 1 5 2d*. Thus, The establishes inequality (lo), so the proof of Lemma 9b, and hence also the proof of Lemma 9a, is complete. 
Speculations
We believe that Theorem 2 is true for constants ul and a2 much larger than what we provided in the proof and that ER is significantly smaller than the upper bound given in Theorem 3. Moreover, we conjecture that for 0 < r < 1, the average time needed for the controlled processes described in Section 2 to reach a matching having cardinality at least the maximum possible minus ] V ] ' is not upper bounded by a polynomial in ] V 1, for some sequence of graphs. The key to proving stronger statements may be to keep track of the progress of many augmenting paths, instead of concentrating, as we have, on just one.
The upper bound on ER given in Theorem 7 is valid for all graphs. Perhaps one can find a much smaller bound on ER by restricting attention to graphs G that are "typical" in some sense, or by considering a random graph.
Our methods of analyzing simulated annealing, like the deterministic methods known for solving the maximum matching problem, do not easily carry over to "industrial strength" variations of the problem or to other problems. More work will be needed to evaluate the average time complexity of simulated annealing and other search heuristics for a wide range of problems.
