ABSTRACT In order to effectively detect wireless network intrusion behavior, a combined wireless network intrusion detection model based on deep learning was proposed. First, a feature database was generated by feature mapping, one-hot encoding, and normalization processing. Then, we built a deep belief network (DBN) with the multi-restricted Boltzmann machine (RBM) and the back propagation (BP) network. The BP network layer was connected as an auxiliary layer to the end of the RBM. The backpropagation algorithm was used to fine-tune the weight of the multi-restricted Boltzmann machine. Finally, the support vector machine (SVM) was used to train the detection method. After training, the intrusion detection model, which had the DBN-SVM detection method, was determined. The experimental results show that the detection model has good intrusion detection performance.
I. INTRODUCTION
With the development of wireless network and computer technology, wireless network intrusion tends to be frequent. In the face of Cyberattack with the features of high concealment, large scale, and easy to spread, the traditional intrusion detection methods [1] - [4] have limitations in detection accuracy rate and precision rate. Therefore, it is urgent to propose a more accurate and efficient intrusion detection method to improve the intrusion detection capability in the wireless network environment.
At present, deep learning is currently used in many areas such as medical, autonomous driving, image recognition and natural language processing [5] - [9] . Using machine learning methods to improve the effectiveness and accuracy rate of intrusion detection has become a research hotspot in the field of wireless network security. Zhang et al. [10] analyzed the wired equivalent privacy (WEP) attack datasets in the wireless network, but they did not do intrusion detection experiments. Yadav and Subramanian [11] and Li et al. [12] proposed an intrusion detection method for DDOS, which can accurately and quickly detect DDOS attacks, but it is limited
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to specific attack types. Kotpalliwar and Wajgi [13] and Cai and Wang [14] proposed an intrusion detection method that combined with principal component analysis (PCA) and other technologies, but it has a high algorithmic complexity. In order to reduce the complexity of the algorithm, Zhao et al. [15] proposed an intrusion detection method based on DBN and probabilistic neural network, but it can be only used in the wireless network that has few layers. Majjed et al. [16] proposed a learning method based on autonomous learning framework, which reduced the time on training and testing, but its classification accuracy rate was not high. Wang et al. [17] proposed a dual SVM model, although the classification accuracy rate was improved, but it was difficult to quickly select the appropriate parameters. Li et al. [18] used the deep self-coding network as the feature extractor, combined with the Softmax classifier to detect the intrusion behavior, but the human factors affected the real results. Sun et al. [19] A method of improving Bayesian network intrusion detection based on deep learning and sliding window was proposed to solve the problem of attribute redundancy in training dataset. Nevertheless, it is difficult to cope with high-dimensional network data. Gao et al. [20] proposed a multi-class support vector machine intrusion detection (DBN-MSVM) method based on the deep belief network was proposed, which can effectively solve the classification problem of massive intrusion data. However, its detection performance needs to be improved.
Due to the insufficient detection of wireless network intrusion efficiency and accuracy in the above research, a combined wireless network intrusion detection model based on deep learning was proposed. We used DBN as the feature extraction layer and SVM as the classification layer. In the DBN layer, the contrast divergence algorithm and the error back propagation algorithm were used to reduce data dimensions and extract features. It helped SVM to improve the ability to classify high-dimensional data. Compared with the previous forward propagation, this paper adjusted the weight of the multi-restricted Boltzmann machine (RBM) with the back-propagation algorithm. The detection model was trained and established with the support vector machine (SVM) to continue to improve the intrusion. 
II. DETECTION MODEL
The intrusion detection model is consisted of the data acquisition module, the data pretreatment module, the data analysis module and the detection classification module. Figure 1 shows the processing flow of the intrusion detection model.
Module One (Data Acquisition):
The appropriate data set is selected from the wireless network and saved into the source database.
Module Two (Data pretreatment): First, the data are filtered and sampled in the source database. Then, the filtered data are subjected to feature mapping, characterized feature digitization and normalization, thereby generating a feature database.
Module Three (Data Analysis): First, we use 80% of the feature database as the training data set, and the rest as the test data set.
Then, the detection model is trained by supervised or unsupervised method. Finally, the detection method and parameters that meet the indicator are determined.
Module Four (Detection Classification): Perform classification detection, handle anomalies data and store in the anomalies database.
A. DATA ACQUISITION MODULE
The data acquisition module associates the data set with the abstract theory learning method. The specific steps of the module were designed as follows:
Step 1: Data set selection. The appropriate data set was chosen.
Step 2: Data collection. The data set was gathered and read by Python's Scapy library.
Step 3: Timestamp tag. The data set was added a timestamp by Python's time module.
B. DATA PRETREATMENT MODULE
Data pretreatment module deals with the collected data and generates a feature database. The specific steps of the module were designed as follows:
Step 1: Filtering and Sampling. Missing and redundant data were filtered and sampled in the source database.
Step 2: Feature mapping. A feature set was defined according to the existing wireless network intrusion, and the data from the source database was mapped to a predefined feature set.
Step 3: Character feature digitization. The characteristic features were converted to numerical features with the One-Hot Encoding.
Step 4: Normalized. The raw data was dropped into the [0,1] interval with the minimum-maximum normalization method.
where x is a feature state value, min and max are the minimum and maximum values of the feature, and x * is the normalized feature state value.
C. DATA ANALYSIS MODULE
The data analysis module determines the intrusion detection model and its parameters by repeated training and weight adjustment. The specific steps of the module were designed as follows:
Step 1: The data set was built. The feature database was divided into a training feature set and a testing feature set.
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Step 2: The feature learning method was selected. This paper chose the combined intrusion detection method for combining deep belief network (DBN) and support vector machine (SVM).
Step 3: Feature learning. The selected feature learning method was trained by the training feature set, and the weight of the multi-restricted Boltzmann machine (RBM) was finetuned by the back-propagation algorithm.
Step 4: Performance evaluation. The intrusion detection algorithm was trained by the support vector machine (SVM), and the learning process was stopped when the detection effect was good enough. The intrusion detection algorithm and the detection model at this time was provided to the detection classification.
D. DETECTION CLASSIFICATION MODULE
The detection classification module uses the detection model, method and parameters that generated by training to carry out detection tasks. The specific steps of the module were designed as follows:
Step 1: Classification detection. The data set was classified and detected with the intrusion detection model.
Step 2: Handle anomalies data. The anomalies data was processed and stored in the anomalies database.
III. COMBINED DETECTION METHOD A. OVERALL DESIGN
The combined deep belief network structure is composed of a multi-layer RBM, a BP network layer, and a SVM classification layer. The DBN consists of a multi-layered RBM and a BP network layer. Each RBM has the characteristics of no connection within the layer and thorough connection between layers. Adjacent RBM transfer the hidden layer data of the previous layer to the next layer of the visible layer. After learning, the hidden layer variables are treated as lowdimensional features of the visible layer high-dimensional data. The BP network layer acts as an auxiliary layer to finetune the weight. Connect the adjusted RBM to improve the SVM classification capability. The specific structural design of the network is as shown in Figure 2 .
1) Multi-layer RBM structure: The feature extraction layer is constructed with a plurality of stacked unsupervised RBM shallow networks.
2) BP network layer: The BP network layer is connected to the end of the RBM structure, as an auxiliary layer to finetuning the weight of the network parameters.
3) SVM classification layer: After fine-tuning the weight, the output of the last-layer RBM is the dimensionality reduction feature, and access it to the SVM classification layer. The sequence minimum optimization algorithm is used for supervised learning and classifying.
The process of the combined detection method was mainly divided into four stages. It can be seen in Figure 3 . 1) Pretreatment stage: First, feature mapping maps the training data set to the corresponding feature field. Then, the 2) DBN training stage: First, RBM was pre-trained layer by layer through the contrastive divergence algorithm in an unsupervised way. The weight of the RBM is fine-tuned with the tag of the training data set and the back-propagation algorithm.
3) SVM training stage: First, the SVM parameters were configured. Then, SVM was trained through the sequence minimum optimization algorithm. 4) Testing stage: First, the detection method was subjected to the test data set. Then, performance evaluation indicators were calculated: accuracy rate, precision rate, recall rate, and F1. When the indicator reaches the expected level, the learning process would be ended, if it is not reached, it returns to the stage 2) to restart the training.
B. DEEP BELIEF NETWORK
DBN is a generation model with numerous hidden variable layers that composed of multi-layer unsupervised learning RBM and a supervised back propagation neural network layer.
RBM is an undirected probability graph model includes one layer of visible variables and one layer of hidden variables. H denotes the hidden layer; v denotes the visible layer. Suppose the number of visible layer variables is n v , the number of hidden layer variables is n h , and both n v and n h are natural numbers. 
where b denotes the visible layer offset; c denotes the hidden layer offset; W denotes the weight matrix with the visible layer and the hidden layer. The visible layer activation probability P(v i = 1|h, θ ) and the hidden activation probability P(h j = 1|v, θ ) can be derived with the symmetric structure of RBM and the independent characteristics of activation conditions.
The purpose of learning RBM is to find the appropriate parameter θ = [W , b, c] to minimize the energy function E(v, h|θ ). We chose the contrastive divergence (CD) algorithm proposed in paper [21] to learn RBM until the appropriate parameter θ was found.
C. SUPPORT VECTOR MACHINE
The SVM is based on the maximization of interval, and its purpose is to find a hyperplane that correctly classifies the data. Suppose there is a set of linearly separated training sample T = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x i , y i )}, where x i denotes the data, and y i takes the value −1 or 1, x i and y i denote the ith feature vector and label. A unique hyperplane and a classification decision function f(x) is obtained.
y i (w * · x + b * ) denotes the confidence of the SVM classification, and r i denotes the geometric spacing of points (x i, y i ) to the hyperplane.
The linear programming with maximum geometric interval of sample set is got through the interval transformation and lagrange dual algorithm.
Due to the presence of anomalies, not all samples can satisfy the interval linear maximization constraint. Therefore, introducing a slack variable ξ i to change the constraint.
However, the number of misclassifications also needs to be constrained, so the penalty parameter C is introduced to change the objective function.
When solving the classification problem of wireless network samples, it can not simply classify them with linear functions. This paper introduced kernel functions to put data into a high-dimensional space where data can be divided. The optimal partition can be found in this space. For the input space X of the original data and the transformed feature space Z , it is assumed that there is a mapping φ : X → Z such that for all xi, yi satisfy K (xi, yi) = φ(xi) · φ(yi), and K (xi, yi) is a kernel function. The final decision function f (x) is obtained. 
IV. EXPERIMENTS AND RESULTS

A. EXPERIMENTAL ENVIRONMENT
Hardware environment: MacBook Pro, Intel Core i5 CPU @ 2.6GHz, 8GB RAM. Software environment: macOS High Sierra, Python. Data set: Since the number of samples obtained from the real wireless network is very limited, we selected NSL-KDD as the detection data set in the experiment.
The NSL-KDD data set consists of 125,973 training data and 22,543 test data. Each data contains 41 common network features, of which 38 are continuous numerical features and 3 are discrete character features. In addition, each piece of data is well marked as normal or abnormal, involving a total of 22 types of intrusion, mainly divided into four categories: DOS, R2L, U2R, PROBE. The NSL-KDD data set has the characteristics of large data volume, rich intrusion behavior and authoritative sample source.
B. DATA PRETREATMENT
For the convenience of simulation experiment, NSL-KDD needs to be pretreated. The specific steps were designed as follows:
Step 1: Read the data set file in DataFrame format with Python's Pandas library, and correspond each item in the original data to the feature field, and separated the feature data from the tag data.
Step 2: Encoded the protocol_type , service , and flag features of the data with One-Hot Encoder class in the Scikit-learn library.
Step 3: Normalized numeric features with the MinMaxScaler class in the Scikit-learn library.
C. IMPACT OF NETWORK DEPTH
Experimental purpose: Verify and analyze the impact of network depth on DBN. The experimental steps were designed as follows:
Step 1: The NSL-KDD data set was pretreated.
Step 2: Five different numbers of DBNs were configured with uniform node spacing. The number of nodes in different levels was 122-12, 122-67-12, 122-85-48-12, 122-95-68-41-12, 122-100-78-56-34.
Step 3: First, RBM was trained unsupervised layer by layer with the contrastive divergence algorithm. Then, the network weights were fine-tuned with the Back-propagation algorithm.
Step 4: The trained model was evaluated with the NSL-KDD test set.
The RBM reconstruction error and BP network error curve of DBN with different network layers in the training process are shown in Figure 4 . Figure 4(a) shows the change of RBM reconstruction error with the number of iterations from 1-layer to 5-layer DBN. Figure 4 (b) corresponds to the BP network error of each DBN with the number of iterations. The error curve reflects that the learning algorithm has a good DBN training effect, and the training effect is better as the number of network layers increases.
The DBN detection performance of different network depths is shown in Table 1 . As the network depth increases, the classification capability generally shows an upward trend. The 4-layer DBN has the highest scores. Although the accuracy rate is lower than 5-layer DBN, but the F1 is higher than 5-layer DBN. Therefore, in this paper, the DBN was set to 4-laye.
D. IMPACT OF KERNEL FUNCTION
Experimental purpose: To verify and analyze the influence of the kernel function with the DBN-SVM combined detection method proposed in the 4-layer DBN condition. The experimental steps were designed as follows:
Step 1: The NSL-KDD data set was read and preprocessed.
Step 2: Based on the 4-layer DBN model, the output of the last-layer RBM is calculated as a dimensionality reduction representation of the feature.
Step 3: SVM was set to different kernel functions: linear kernel, polynomial kernel, Sigmoid kernel, Rbf kernel. Linear kernel function penalty parameter C and error precision Tol were taken each group of 10, a total of 100 groups for grid search. Polynomial kernel function considered the case of dimensions 2, 3, and 4, taking the coefficient γ and the constant term Coef0 for 10 groups of 100 to perform grid search; Similarly, Sigmoid kernel function with coefficient γ and constant term Coef0 were 100 groups; Rbf kernel function with penalty parameter C and coefficient γ were 100 groups.
Step 4: The configured SVM model was trained and evaluated on the test set.
The box plot for detection performance of different kernel functions is shown in Figure 5 . As the result of Figure 5 (a) and (b), the detection result obtained by using the Sigmoid kernel function and the polynomial kernel function is the most unstable, and the detection effect varies considerably with the parameter. The detection result with the linear kernel function is the most stable, but the detection effect is not much different from the case of DBN. The RBF kernel function can make the model have a good test result, and the upper limit is higher when the parameters are properly configured.
Therefore, the RBF kernel function was selected, and it was used to put the data in a high-dimensional space in which data can be divided. Then, the DBN-SVM model of multiple sets with RBF kernel function was configured and evaluated.
The distribution of accuracy rate and F1 with the relevant research parameters in each group of experiments is shown in Figure 6 . It can be seen from Figure 6 (a)-(d) that the influence of each parameter on the accuracy rate and the F1 is almost the same. With increase of the penalty parameter C and the kernel function coefficient γ , the detection effect of the combined detection method becomes better. The accuracy rate and the F1 exceed 0.98. The error precision Tol has less effect on the detection effect.
According to the analysis of network depth and kernel function, the combined detection method selected 4-layer DBN as the feature extraction layer and SVM with RBF kernel as the classification layer.
After training and determining feature mapping layer and the classification layer, the NSL-KDD data set detection experiment was performed, and the detection performance results of the combined detection method are shown in Table 2 , and the ROC curve is shown in Figure 7 .
It can be seen from Table 2 and Figure 7 . After the parameter optimization, the detection method in this paper is ideal, and its accuracy rate, recall rate, precision rate and F1 are all over 0.98. The value of ROC curve area exceeds 0.99, which indicates that the combined detection method has a good performance in detection and classification.
E. IMPACT OF TRAINING DATA VOLUME
Experimental purpose: Verify and analyze the training time, test time and detection performance of the detection method under different training data volume. The experimental steps were designed as follows:
Step 1: The DBN-SVM model was trained by sampling 20%, 40%, 60%, and 80% of the NSL-KDD training set. Their composition is shown in Table 3 .
Step 2: The detection model was evaluated with the testing set.
The relationship between training and test time varies with the amount of training data as shown in Figure 8 . The DBN spends more time during the training process, and the SVM takes more time during the testing process. The accuracy rate and F1 vary with the amount of training data as shown in Figure 9 . Compared with DBN, the detection method sacrifices part of the detection time, but it improves the detection performance. 
F. COMPARISON OF DIFFERENT DETECTION METHODS
Experimental purpose: Analyze the advantages of the detection method for WEP attack data set with different detection methods. Detection methods include SVM method, DBN method and PCA-SVM method. The WEP attack data set can extract the following features: WEP attack traffic, wireless network connection, network traffic based on events, host network traffic. The experimental steps were designed as follows:
Step 1: Two SVM models were constructed with the SVC class of the Scikit-learn library, one for independent training and the other for training PCA dimensionality reduction data. The PCA model was constructed with the PCA class of the Scikit-learn library.
Step 2: The SVC model established in step 1 was trained with the training data set and the fit method. After the training was completed, the test data set was taken and tested the obtained SVC model with the prediction method. Step 3: The PCA model was trained with the training data set and the fit method. After completing the training, the original training data after dimensionality reduction was obtained with the transformation method, and the another SVC model established in step 2 was trained with this data. Take the test data set as input, and the PCA model was reduced the dimensionality with the transformation method and tested it with the SVC prediction method. The comparison results of the four methods are given in Table 4 , and the comparison of the detection performance is shown in Figure 10 . It can be seen from Table 4 and Figure 10 that the method has good performance in terms of accuracy rate, recall rate, precision rate and F1.
It can be seen from Table 4 and Figure 10 that: (1) The classification accuracy rate of the SVM method is high, but the time and space complexity of the method increase with the increase of the training data amount. It is difficult to achieve good results when the high dimensional data sets are detected. (2) Feature mapping ability of the DBN method is good, but the accuracy rate is slightly low. (3) Although the PCA-SVM method reduces the dimensionality of the data set, the accuracy rate is not high. (4) The method of this paper is a DBN-SVM combined detection method. It uses DBN as the feature extraction layer and SVM as the classifier. On the one hand, this detection method makes up for the shortcomings that SVM is difficult to deal with high dimensional data sets, and on the other hand, it effectively improves the classification performance of DBN. Therefore, the accuracy rate, recall rate, precision rate and F1 of this method are better than the other three methods.
V. CONCLUSION
In order to compensate for the insufficiency of detecting wireless network intrusion efficiency and accuracy rate, a combined wireless network intrusion detection model based on VOLUME 7, 2019 deep learning was proposed. Through the experiments, it was determined that the 4-layer DBN was feature mapping layer, and the Rbf kernel SVM was the classification layer. The experimental results show that the detection model has better detection results.
The focus of future research is on how to improve the detection accuracy of the detection model in this paper since the sample size of the wireless network intrusion type is small.
