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ABSTRACT
Currently, industrial, automotive, and aerospace areas have a need for strucfural
materials that can withstand oxidizing and aggressive environments at temperatures above
1000 oC. Mo-Si-B system intermetallics have been attracting attention as promising
candidate materials for such applications, especially materials containing Mo5Si3 (T1) phase.
However, Mo5Si3 single crystal has significant thermal expansion anisotropy along the a and
c directions with a"lau-2.2. Calculation by C. L. Fu et al. shows that this can result in
substantially high residual thermal stresses, up to 1.8 GPa, due to thermal expansion
mismatch between different grains in the polycrystalline MosSi: materials. These large
stresses are higher than the compression and tension strength, so they can fracture weakly
bonded grain boundaries in cooling processes during fabrication, cause grain boundary
cracking. Reduction of this anisotropy of thermal expansion is necessary to produce a strain-
free and crack-free microstructure. In this research, high temperature X-ray diffraction using
synchrotron radiation in Debeye-Scherrer transmission geometry is employed to study the
thermal expansion behavior of Mo-Si-B system intermetallics. Four multi-phase materials
containing Tl phase with different compositions are explored in this study. High temperature
X-ray diffraction experiment using synchrotron radiation is done at Advanced Photon Source
(APS) of Argonne National Laboratory and Cornell High Energy Synchrotron Source
(CHESS) of Cornell University. The Rietveld refinement of diffraction pattern is performed
through using General Structure Analysis System (GSAS) program. All the Mo-Si-B
intermetallics in this research show approximate linear thermal expansion behavior from
room temperature up to around 1000"C. For the Mo rich hyperstoichiometric T1 phase, Mo
replaces Si 4a site; their thermal expansion anisotropy tends to decrease with the increasing
bonding distance of the 4b Mo-Mo atoms. For the Si rich hypostoichiometric Tl phase, the
T 1 phase is formed by Mo vacancy at 4b site, which helps to relief the anharmonicity of
thermal expansion along c-direction and tends to decrease the thermal expansion anisotropy.
Third generation synchrotron radiation coupled with an area detector has been shown to be
an efficient and accurate way determining the coefficient of thermal expansion of materials
with complex structure.
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CHAPTER 1: GENERAL INTRODUCTION
For high temperature structural applications, we need materials with high melting
point, high strength, good oxidation resistance, and excellent creep behavior at elevated
temperature. Many intermetallics and ceramics offer these desired properties, such as nickel
aluminides, titanium aluminides, and transition metal disilicides. Among these materials,
refractory metal silicides are more attractive because of their ultra-high melting points.
Among the refractory metal silicides, the silicides in the Mo-Si system has promising
potential for high temperature structural applications because of the lower density of
molybdenum compared to other refractory metals. Also, Mo doesn't embrittle with oxygen
and nitrogen contamination. There are three compounds available in this system: MoSi2,
MosSi: and Mo3Si. MoSiz has been studied extensively as some potential hightemperature
structural materials. Recently, MosSi3 &ro receiving more attention in the study of their
physical properties and mechanical behavior I l -4].
MosSis has a tetragonal crystal structure of space group l4lmcm. The MosSi: unit cell
is very large and complex with 32 atoms per unit cell, and contains four formula units.
Mo5Si3 has a very high melting point of 2180oC, which is higher than that of MoSiz
(2020'C). In addition, Mo5Si3 has a range of solubility (2-3 at%) while MoSiz is basically a
line compound.
MosSis single-phase material has poor high temperature oxidation resistant. However,
Mitchell Meyer et al. have found that addition of as little as 1 wt% (-6.5 at%) boron results
in dramatic increases in the oxidation resistance in alloys of Mo-Si-B over single phase Tl
[5]. Also, the boron-doped materials possess creep resistance comparable to that of undoped
Tl phase material.
However, Mo5Si3 single crystal has significant thermal expansion anisotropy along
the a and c directions with uJarl.2 16l.Calculation by F. Chu et al. [7] shows that this can
result in substantially high residual thermal stresses, up to 1.8 GPa, due to thermal expansion
mismatch between different grains in the polycrystalline MosSig materials. These large
stresses are higher than the compression and tension strength, so they can fracture weakly
bonded grain boundaries in cooling processes during fabrication, cause grain boundary
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cracking. Reduction of this anisotropy of thermal expansion is necessary to produce a strain-
free and crack-free microstrucfure.
Research by Williams showed that by adding some carbon, boron, nitrogen as well as
oxygen can reduce the thermal expansion anisotropy of TisSi: by as much as 34o/o [8]. It is
still unknown how the addition of boron into MosSit will affect the thermal expansion
anisotropy of MosSit. This study explores the thermal expansion behavior of several Mo-Si-
B system intermetallics and how the thermal expansion behavior of Tl phase will change
with the addition of boron as well as the change of Mo:Si ratio in the solubility region of
MosSi:.
In this research, high temperature X-ray diffraction using synchrotron radiation in
Debye-Scherrer transmission geometry is employed to study the thermal expansion behavior
of Mo-Si-B system intermetallics. Four multi-phase materials containing Tt phase with
different compositions are explored. High temperature X-ray diffraction experiment using
synchrotron radiation is done at Advanced Photon Source (APS) of Argonne National
Laboratory and Cornell High Energy Synchrotron Source (CHESS) of Cornell University.
The Rietveld refinement of diffraction pattern is performed through using General Structure
Analysis System (GSAS) program [9].
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CHAPTER 2 z LITERATURE REVIEW
2.1 Mo-Si-B system intermetallics
2.1.1Mo-Si-B ternary phase diagram
Currently, industrial, automotive, and aerospace areas have a need for strucfural
materials that can withstand oxidizing and aggressive environments at temperatures above
1000 oC. Mo-Si-B system intermetallics have been attracting attention as promising
candidate materials for such applications, especially materials containing Mo5Si3 (Tl) phase.
The Mo-Si-B ternary phase diagram was first investigated by Nowotny and his colleagues
[10].Figure I is the isothermal cut of Mo-Si-B ternary phase diagram at 1600 oC.
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Figure l. Isothermal cut of the Mo-Si-B ternary phase diagram at 1600 "C
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2.1.2 Solubility of boron in Mo5+ySirv phase (Tl phase)
Nowotny's 1600"C isothermal cut of Mo-Si-B ternary phase diagram shows a
maximum solubility of 4.5 atolo boron in Tl phase. Work by Huebsch suggests a much lower
boron solubility in Tl phase, approximately 2 ato/o [l-12], as shown in Figure 2. Also,
Huebsch studied the change of lattice parameters of Tl phase with different composition, as
shown in Figure 3. It suggests that the hypostoichiometric T1 forms by Mo vacancies, and
for hyperstoichiometric Tl, Si replaces Mo while B replaces Si.
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Figure 2 Experimentally determined Tl region at 1800oC
I
FlP
+g
a
EP
\
\
Tl + IvIoB
\
\
+Mo
T1 +TZ+MoSir
y4Allo+ aII MT orS
\
T1 + N{oSiz
\
\
5
458.9
G)
o
E
J
E
-oo
.9
457.0
457
4
4
4
56.
55.
54. o
0
1
I
o
0.5
o
t
453.1
0.0 1.0
B (at. %)
1.5 2.0
Figure 3 Change in lattice volume as a function of B concentration in Tl
along the Tl-MoSiz (O) and along the Tl-MorSi (Q boundary
2.1.3 Thermal expansion behavior of single crystal Mo5Si3 material
2.1.3.1 Crystal structure of MosSi:
The crystal structure of impurity-free Mo5Si3 is tetragonal WsSir type having the
space group l0lmcm, shown in Figure 4. The MosSil unit cell is very large and complex with
32 atoms per unit cell, and contains four formula units.
6
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Figure 4. MosSi3 crystal structure corresponding to I4lmcm space group
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2.1.3.2 Bonding mechanism of MosSig
C. L. Fu et al. studied the bonding mechanism of MosSie [6]. Figure 5 illustrates the
bonding charge density onthe (001) plane and (100) plane of MosSirfrom their study.
[010]
[001]
Si
[l00]
[100]
Mo#
Figure 5. Bonding charge density on
(a) the (001) plane, and (b) the (100) plane of MosSis
The bonding characteristic on the (001) plane is found to be mainly covalent. There is
a pronounced planar triangular bonding among Mo-Si-Mo atoms. These planar triangular
bonding units are then linked together in the <l 10> directions by the bonding of in-plane Si
atoms and out-of-plane Mo atoms. For the bonding of interlayer coupling along the c-axis,
however, there is no noticeable directional bonds between Si atoms on adjacent A-layers, and
between Si atoms on the A-layer with Mo atoms on the B-layers (or C-layer). The covalent
bonding between Mo atoms on adjacent A-layers along the c-axis exists. These Mo atoms are
coupled with Si atoms on the B-layer (and C-layer) to form a multi-centered bond.
Mo
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2.1.3.3 Thermal expansion of single crystal MosSir
F. Chu et al. at Los Alamos National Laboratory studied the thermal expansion of
MosSil single crystal [7]. In their study, MosSil alloys were made in the form of buttons and
rods by arc melting. Single crystals of Mo5Si3 wore grown by the optical floating zone
technique using arc-melted rods and by the Czochralski method using a tri-arc crystal growth
furnace and arc-melted buttons. Using the MosSir single crystal, the thermal expansion
behavior of Mo5Si3 was measured by a thermal-mechanical analyzer in the regime 298-773K.
The measured thermal expansion coefficient of MosSit single crystal is as following:
a.u:5.2x1 0-6 oC-I, cr.:1 1.5x 10-6 oc-l and uul ur:Z.2.
2,2 Thermal Expansion of Solids
2.2.1 The nature of thermal expansion
The dimensions of most solids increase when they are heated at constant pressure.
This is the phenomenon properly called thermal expansion. A popular explanation of thermal
expansion assumes central forces between pairs of interacting atoms. Because of the
asymmetry of the potential energy well, the mean distance between the atoms increase when
they vibrate along the line joining them. This model suggests that atomic vibrations give rise
to thermal expansion because of anharmonicity [14-16].
2.2.2 Thermal expansion measurement
Based on the physical principle involved in the measurements, the different methods
can be classified into two general headings: macroscopic methods and microscopic
expansion measurements.
2.2.2.1 Macroscopic methods
In this category, there are various techniques available:
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1) Comparator method
In this method the specimen should be long and its change in length is measured by
means of a comparator or a similar device. This method is not in practice for the study of
thermal expansion of crystals because long specimens are very difficult to obtain.
2) Mirror and optical lever method
In this technique the dilatation of the specimen is converted, by means of a mirror or
optical lever, into a light signal. The dilatation of the specimen causes a tilt of a mirror or
optical lever arrangement, and the incident beam of light will be reflected according to laws
of reflection.
3) Capacitance method
In the capacitance dilatometer the specimen dilates, and this alters the distance
between the plates of the condenser producing variations in capacity.
4) Optical interferometric technique
In this method, it converts the variations of the length of the specimen into variations
of the optical path difference between the monochromatic interfering light beams, in such a
way as to produce a shift in interference fringes with respect to a reference mark in the field
of view.
5) Dilatometer with grid
In this method the working principle of the apparatus is the transformation of changes
of length into changes of light intensity.
2.2.2.2 Microscopic measurement (X-ray diffraction method)
The X-ray diffraction method for the measurement of thermal expansion is to use a
high temperature furnace on a x-ray diffractometer and obtain the x-ray diffiaction pattern at
fwo different temperatures. By analyzing the diffraction pattern, we can determine the unit
cell dimensions at different temperafures. The change of the unit cell parameters with
changing temperature leads to the calculated values of the coefficient of thermal expansion.
One important advantage of this method is that it gives a measure of thermal
expansion uncomplicated by dimensional changes resulting from vacancy formation, from
the presence of impurities, or from any other cause. Also, this method allows the anisotropy
l0
in thermal expansion coefficients to be determined directly from powder or polycrystalline
ceramic materials, eliminating the need for single crystal specimens. For example, Williams
et al. studied the thermal expansion of TisSis[l7]. In their study, the thermal expansion
coefficients of TisSil from 20o to 1000"C with Ge, B, C, N or O additions were measured by
high-temperature x-ray diffraction using synchrotron sources, which is proved to be an
accurate and effective way of measuring thermal expansion coefficient.
2.3 High Temperature X-ray Diffraction
2.3 .l Synchrotron radiation
Electron-magnetic radiation emitted by charged particles when they move at a highly
relativistic velocity on a circular orbit is called synchrotron radiation. Synchrotron X-ray
powder diffraction is evolving as a powerful technique for structural studies. The use of
synchrotron radiation sources that provides extremely parallel and intense X-ray beams
makes it possible to measure diffraction data of much higher resolution within practical time.
It has been proved to be an excellent source for research in high-resolution powder
diffraction [ 8].
2.3.t.1 The advantages of synchrotron radiatron
The main advantages of a synchrotron radiation source are the small divergence of
the primary beam and its high intensity. The reflections of a sample have a small half width
and a high intensity. Thus, reflections, which overlap when a conventional x-ray tube is used,
are usually resolved by using highly resolving synchrotron diffractometers. For example,
phase transitions with small changes in the size and shape of the unit cell can be detected.
Time-resolved experiments can be performed in the range of milliseconds. Weak intensities
can be measured in relatively short times with a high peak-to-background ratio.
The small divergence of the x-ray beam enables one to build very efficient
monochromators with a very high resolution of the wavelength.
l1
The profile of the monochromatic beam is approximately Gaussian. In comparison,
the shape of the radiation profile of x-ray tube is complicated. This is one of the reasons why
it's easy to fit the peak shape with synchrotron radiation source diffraction.
2.3.1.2 The disadvantages of synchrotron radiation
The beam of a synchrotron has a very low divergence, so only a few grains of a
powder sample fuIfilI the condition of reflection. Large effors may occur if the measured
intensities are obtained by the reflection of a few crystallites. Thus, the spinning of the
sample is mandatory to alleviate this problem.
A highly resolving diffractometer using synchrotron radiation gives powder lines of
the width of a few hundredths of a degree. In order to obtain a well-resolved profile of the
powder line, the step width of a scan has to be about 0.002". This means the gain in
resolution requires a drastic increase in measuring time. However, by using the area detector,
this disadvantage can be overcome.
The synchrotron radiation has a continuous spectrum. In most applications it must be
monochromatized and the wavelength must be calibrated.
2.3.2 X-ray diffraction geometry [l9-20]
Figure 6 and Figure 7 show two different geometry employed by x-ray diffraction:
the Bragg-Brentano geometry and the Debye-Scherrer geometry. In the Bragg-Brentano
geometry, there are a number of aberrations associated with the sample surface deviating
from the focusing plane when it is used in high temperature x-ray diffraction. Thermal
expansion during heating will change the sample surface height. This needs to be corrected
during the procedure of sequential data sets, complicating subsequent analysis. So Debye-
Scherrer geometry is preferred for high temperature powder diffraction. Under conventional
x-ray sources this is often not practical because of large absorption when using Debye-
Scherrer geometry. For high-energy synchrotron sources, this is possible. Also, Debye-
Scherrer geometry allows for usage of sample rotation.
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Figure 6 Schematic drawing of the Bragg-Brentano diffractometer.
T- x-ray tube; S-sample; D-detector, circle on which the entrance slit of the detector scans
with angle 20 while the sample is turned by the angle 0; F-focal circle.
Figure 7 Schematic drawing of a Debye-Scherrer camera or diffractometer.
C-entrance collimator; S-powder sample; B-beam stop;
F-film or position sensitive detector or the circle on which a detector scans.
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2.3.3 Rietveld refinement method
The Rietveld profile-fitting method was first introduced for structural analysis of
powder diffraction data using neutrons collected by Dr. Hugo Rietveld in 1969. This method
is a technique for structure and lattice parameters directly from whole X-ray or neutron
powder diffraction patterns without separating peaks contained in them [2]-27].
2.3.3.1 The basic principle of the Rietveld method
Before the Rietveld method was introduced, structure parameters were refined from
diffraction data using integrated intensities of respective reflections obtained by the curve
fitting of overlapping peaks. This procedure is effective when dealing with those compounds
of high symmetry and simple structures, which display relatively few diffraction peaks.
However, when peaks overlap so heavily that they can't be separated by curve fitting, this
method is no longer effective.
In the Rietveld method, a set of variable parameters that represent powder diffraction
patterns are refined by fitting the calculated powder pattern to the observed one by a
nonlinear least-squares method. In other words, the sum of weighted-squares of residuals is
minimized through adjusting those variable structure parameters. Because those strucfure
parameters are refined using the whole diffraction pattern in the least-squares calculation,
maximum structural information can be directly extracted from the powder pattern.
2.3.3.2 The capability of the Rietveld method
The Rietveld method is able to perform the following data processing procedures:
(i) separation of overlapping peaks in diffraction patterns
(ii) separation of Kor and Koz peaks when using characteristic X-rays
(iii) background subtraction
(iv) refinement of lattice parameters
(u) refinement of strucfure parameters (fractional coordinates, occupation factors,
and thermal-displacement parameters)
(vi) correction of preferred orientation
(vii) determination of mixing ratios
t4
(viii) identification of impurity peaks
(ix) indexing of reflections
(x) determination of integrated intensities, full widths at half-maximum intensities
(FWHM) and peak positions.
This method is widely applicable to metals, inorganic compounds and organic
compounds of low molecular weights if they are crystalline. The combination of X-ray
powder diffraction and Rietveld refinement provide us reliable information about crystal
structures.
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CHAPTER 3: MATERIALS AND METHODS
3.L Materials
In order to study the composition effects on the thermal expansion behavior of Tl
phase, we need several samples with different compositions of the Tl phase. With the
advantage of x-ray diffraction method, single-phase material is unnecessary for the
measurement of thermal expansion coefficient of Tl phase. Four different compounds
containing Tl phase are used for this research. Their compositions are shown in Table l.
Figure 8 shows the locations of these four samples in the 1800"C isothermal section of Mo-
Si-B system. All the samples are sintered at 1800'C for 24 hours to achieve thermodynamic
equilibrium.
Table t. Samples used in this study
Sample Phases Mo (at%) Si (at%) B (at%)
Tl+T2+Mo:Si
Tl+MoSi2+MoB
T1+MoSiz
T1+MogSi
18000c
ll
9
2
Alloy 4
65 64 63 62 61 60 59 SB 57 56 SS 54 53 Sz
Mo (at %)
Alloy 1
Alloy 2
Alloy 3
Alloy 4
64.43
55.96
5 r.04
65.40
27.08
31.s7
48.96
34.60
8.49
12.47
0
0
8
dto.
oz
4r.i
+
d
e.E
Alloy 2
Tl +MoB+ MoSlz
a
\
\
Alloy 3
\
\ Tl + MoSr2
Figure 8. Sample compositions shown in 1800"C Mo-Si-B isothermal section
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3.2 Experiment
3.2.1 Introduction
All the high temperature x-ray diffraction experiments were performed through using
high-energy synchrotron radiation source from Cornell High Energy Synchrotron Source
(CHESS) of Cornell University and Advanced Photon Source (APS) of Argonne National
Laboratory.
Because of the advantages of the Debye-Scherrer geometry over the Bragg-Brentano
geometry, wo use the Debye-Scherrer geometry for our high temperature x-ray diffraction
experiment.
Analyzer crystal and NaI detector are used for step scan. Figure 9 shows the
schematic of the beamline optics. The fastest way of recording the x-ray diffraction paffern is
to use image plate. It takes less than half-minute exposure time to get the diffraction pattern
of the whole two-theta range each time. Figure 10 shows the schematic of the area detector
configuration used in this study.
Double crystal
monochromator
Analyzer crystal
Sample
NaI detector
Figure 9. Schematic of the beamline optics
t7
Image plate IIon chamber
Si foil shutter
Figure 10. A schematic of the area detector configuration used in this study
The high temperature furnace is designed to be compact and portable 128-29). Figure
11 is the schematic of the furnace used in our experiment. Also, its environment can be well
controlled in terms of the thermal gradients and the atmosphere. Figure t2 shows the thermal
gradient profile along the furnace tube axis at different temperatures. Typically, the probed
length of our sample is between lmm to 2mm, which gives us AT less than loC across the
probed sample length. Furthermore, Sample rotation is allowed during the experiment to
minimize the error.
a 1I
water
cooled
fitting
stainless
steel
outer
sleeve
motor
BeO tuhe
sample
tuhe
magnetic
coupling
Figure 1 I . Schematic of the high temperature furnace
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Figure 12. Axial thermal gradient profile at sample position
3.2,2 Calibration
Unlike conventional X-ray diffraction experiment, high temperature synchrotron X-
ray diffraction requires a lot of work on the calibration to assure accuracy of the results.
3.2.2.1 Center the sample tube
During the experiment, we need to rotate the sample tube. If the incident beam
doesn't hit the center of the sample tube, the reflected beam intensity will change because the
volume of sample being reflected will change as we rotate the sample. We can use silicon
standard as our sample material, find one peak position and fix two theta to that value, then
keep the sample tube rotating and record the reflected x-ray intensity at that two theta
position as we rotate the sample. If the incident beam hits the center of the sample tube, the
recorded intensity should be approximately unchanged as we rotate the sample tube. So we
can adjust the height of incident beam, repeat the above-described procedures until we find a
situation in which the reflected x-ray intensity is roughly unchanged.
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3.2.2.2 Calibrate on the wavelength and the zero-offset
The wavelength of monochromatized synchrotron radiation must be calibrated and
the zero-offset should also be calibrated for later refinement of the experimental data. Due to
the high angular resolution with synchrotron radiation, the step width of such step scan need
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to be very small, usually around 0.002"C. In order to save some time, we just run the step
scan around some specific peak positions instead of scanning the whole region. Then, we
combine these separate scans into one raw file and use GSAS program to refine the data with
some excluded region. This procedure has been proved to be a successful way of calculating
the wavelength and the zero-offset. Also, wo can use this instrumental profile as our start
point of refinement of experiment data.
3.2.3 Experiment procedure
Sample is placed in a quartz tube, then the tube is inserted into the furnace and the
furnace is sealed. Before heating, the furnace is purged with nitrogen for at least one hour,
and a low nitrogen flow is maintained throughout the experiment. When the shutter is
opened, the sample is kept rotating 10o backward and forward. Typically, diffraction scans
are acquired from approximately 2o to 15o two theta depending on the distance from the
sample to the image plate. At first, the sample is simply packed in the qtartz tube. However,
it is suspected that at high temperature sample may react with the residual oxygen contained
in the nitrogen gas. In order to minimize the possibility of sample reacting with oxygen, after
we load the powder into the tube, wo pump the tube into vacuum and fill it with nitrogen.
This procedure is repeated several times, then the sample tube filled with nitrogen is sealed
before it is inserted into the furnace.
When using image plate to record the diffraction pattern, the typical procedure is:
move the image plate to a new position; rotate the sample tube; open the shutter and start
exposure; close the shutter and stop exposure; stop sample rotation. The selection of
exposure time is decided by the intensity of incident beam, the absorption from the sample
and the sample tube, the sensitivity and saturation of the image film.
During the exposure procedure when using image plate to record the X-ray diffraction
pattern, we can keep the image plate static, which is called static scan, or keep it moving,
which is called sweep scan. Figure 13 to Figure 15 show some examples of the X-ray pattern
taken with static scan or sweep scan. The material used for the static scan and sweep scan is
alloy 2, which contains Tl, MoB and Mo3Si phases. Comparing these X-ray patterns, we
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Figure 13. Static scan compared with sweep scan when using image plate
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Figure 15. Static scan compared with sweep scan when using image plate
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can see that the background noise is decreased by using sweep scan. In order to have better
signal to noise ratio, sweep scan style is recommended. Also notice that by increasing the
exposure time, the absolute value of the intensity is increased, however, the signal to noise
ratio is not affected. The relationship between the intensity and the exposure time is
nonlinear. It's preferred to use longer exposure time on the condition that the maximum
intensity peak is not saturated, so it's very critical to perfonn a test scan before the formal
experiment to determine the suitable exposure style and exposure time for a specific sample.
3.2.4 Data analysis
The first step is to calculate the wavelength, the zero-offset and the instrumental peak
shape profile. We can obtain the information by fitting the step scan data of silicon standard
material with Rietveld refinement method.
Secondly, wo need to know the distance from the sample fube to the image plate, and
the position of image plate coffesponding to the incident beam. Figure 16 shows the
geometry when using image plate. Here, Do is the distance from the sample tube to the image
plate. Ho is the distance between the incident beam and the bottom of the image plate. H is
the distance between the diffracted peak center and the bottom of the image plate.
Figure 16. The geometry of using image plate
From the above figure, we have tan (20)- (H + Ho)/Do, so H- Do * tan (20)-Ho. If
we plot tan (20) vs. H and fit it with a line, the slop of the line is Do and the intercept is Ho.
H
Ho
Do
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Then, we need to transform the recorded information on image plate into some GSAS
raw data file format, so we can use GSAS program do the refinement and find the lattice
parameter for the sample at different temperature. We use IDL (Interactive Data Language)
software to process the image plate data and develop some procedures for transforming the
image plate data into a GSAS readable file format. These procedures are listed in appendix.
Then, we can use GSAS program to fit the diffraction pattern of our experiment data
with the Rietveld refinement method. Figure 17 shows an example of fitted X-ray diffraction
pattern, observed pattern and residuals. The material used in this experiment is alloyl, and
the observed pattern is recorded at 1000'C.
T1000 cyol. ltI HIrt I
X obr
r q.lE
r dttt
5 ph...l
''' ph...2
ph.rrg
2-Thrtr
Figure 17. Fitted and observed X-ray diffraction patterns of alloyl at l000oC
(Phasel -Tl, Phase2-T2, Phase3-Mo3Si)
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Once we have the laffice parameter of the materials at different temperafures, we can
calculate the thermal expansion coefficient for different phases. For material with linear
thermal expansion property, w€ plot the lattice parameter of unit cell versus temperature and
fit it with linear equation, and the thermal expansion coefficient of a phase is equal to the
slope of the line divided by the lattice parameter at room temperature.
26
CHAPTBR 4: EXPERIMENT RESULTS
4.1 Weight fraction of different phases present in sample alloys
Tables 2 through Table 5 show the weight fraction of different phases present in our
sample alloys. Alloyl is consisted of TI,TZ and Mo3Si. Alloy2 is consisted of Tl, MoB and
MoSiz. A11oy3 is consisted of Tl and MoSi2, while Alloy4 is consisted of T1 and Mo3Si. All
the major phase in each alloy is T1 phase, which may allow us to fit the Tl phase very well.
On the other hand, the weight proportion of MosSi phase in alloyl has only ten percent, so it
is wise not to use their lattice parameters to calculate the coefficient of thermal expansion of
Mo:Si. Also notice that there is only about six percent MoSiz phase existed in alloy2 and one
should not expect a good fitting for this phase in alloy2. These results also show that there is
no other phase present in these alloys and there is no obvious change in phase proportion
when the temperature is increased.
Table 2. Phases present in alloyl
T ('C) Tl (wt%) tZ (wt%) Morsi (wt%)
20
100
200
300
400
s00
600
700
800
900
1 000
59.4
60.4
61.3
60.7
60.0
61.3
62.t
62.5
59.2
63.0
58.2
31.4
29.9
29.4
29.1
30.7
30.5
27.6
30.2
29.4
27 .7
31.7
9.2
9.7
9.3
10.2
9.3
8.2
10.3
8.3
10.4
9.3
10. 1
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Table 3. Phases present in alloy2
T ('C) Tl (wt%) MoB (wt%) MoSiz (wt%)
20
100
200
300
400
s00
600
700
800
900
1 000
1 100
t200
t250
69.4
70.0
69.8
71.2
70.3
70.t
68.1
71.5
70.8
72.4
73.0
72.3
70.9
72.2
24.0
24.0
23.9
23.1,
23.3
23.2
26,2
22.4
24.0
22.3
22.0
2t.9
23.2
23.2
6.6
6.0
6.3
5.7
6.4
6.7
5.7
6.1
5.2
5.3
5.0
5.8
5.9
5.6
Table 4. Phases present in alloy3
T ('C) T1 (wt%) MoSiz (lvt%)
20
100
200
300
400
s00
600
700
800
900
1000
74.t
74.2
7 4.8
74.4
7 4.6
7 4.5
7 5.3
7 5.0
74.s
74.6
74.s
25.9
25.8
2s.2
2s.6
2s.4
25.5
24.7
25.0
25.5
2s.4
25.5
Table 5. Phases present in alloy4
T ('C) Tt fut%) Mo:Si (wt%)
20
200
400
600
800
l 000
1200
80.5
81.6
79.7
78.7
81.6
80.8
79.3
19.5
18.4
20.3
21.3
18.4
19.2
20.7
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4.2 Peak shape profile
In most Rietveld-refinement programs, the profile shape functions are the pseudo-
Voigt function and the Pearson VII function. In the GSAS program, it uses the pseudo-Voigt
function. The Gauss and Lorentz functions are the two extremes of the profile shape function
as regards the degree of decay from peak tops to tails. In X-ray powder diffraction, the Gauss
function is usually too broad near the peak and too narrow at the tails, whereas the Lorentz
function is in the opposite way, so we need to use the combination of Gauss and Lorentz
functions to describe the peak shape profile. Also, a variety of instrumental and sample
effects, such as axial divergence of the X-ray beam and sample transparency, cause
asymmetry in the observed profile shape. Table 6 through Table 9 shows the peak shape
profile for our sample alloys at room temperafure. Here, GW is related to the Gaussian
function. LX and LY are related to the Lorentzian function. ASYM is related to the
asymmetry of peak shape.
Table 6. Peak shape profile of Alloyl
Radiation Source Synchrotron Cu K-cr
X-ra
TI
T2
GW
LX
LY
ASYM
GW
LX
LY
ASYM
GW
LX
LY
ASYM
0.788
0
18. l 17
0.t26
0.789
0
14.627
0.130
1.181
0
7.018
0.136
1.233
5.306
11.338
0.1 86
3.170
3.7 s8
9.295
-0.455
0.945
5.997
5.726
-0.46t
Mo:Si
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Table 7. Peak shape profile of Alloy2
Radiation Source Synchrotron
TI
MoSiz
MoB
GW
LX
LY
ASYM
GW
LX
LY
ASYM
GW
LX
LY
ASYM
0.r43
0
16. 1 l6
-0.091
0. 101
0
21.64s
-0.1 14
0.154
0
9.063
-0.086
Cu K-o
X-ray
3.0s7
2.17 s
6.603
0.1 l6
2.050
4.t32
7.479
0.138
3.314
3.127
5.725
0.82s
Table 8. Peak shape profile of Alloy3
Radiation Source Synchrotron
T1
MoSiz
GW
LX
LY
ASYM
GW
LX
LY
ASYM
0.s96
0.492
18.s34
0.088
0.548
0.s 14
23.032
0.086
Cu K-o
X-ray
0
7.002
21.8s8
-0.690
0
7.815
21.383
-0.790
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Table 9. Peak shape profile of Alloy4
Radiation Source Synchrotron
GW
LX
LY
ASYM
GW
LX
LY
ASYM
0.347
1.327
16.7 54
0.07 4
0.289
2.3s4
18.7 52
0.098
Cu K-cr
X-ray
4.564
7.992
5.887
0.s469
8.783
4.231
10.345
0.565 r
TI
Mo:Si
For synchrotron radiation, due to the effect of size broadening, the peak is mainly the
Lorentzian peak. For Cu K-cr X-ray, the peak function is better fitted with the combination of
Lorentzian and Gassian peaks. Also notice that the synchrotron has a more symmetric peak
shape than the peak shape of the Cu K-cr X-ray. This is because the extremely parallel beam
and the use of incident-beam monochromators in synchrotron X-ray diffraction eliminate
many of the geometrical aberrations inevitable in conventional sources.
4.3 Evaluation of the coefficient of thermal expansion from X-ray data
Firstly, the X-ray diffraction pattern is fitted to obtain the lattice parameters at
different temperature. Then, the lattice parameter data are fitted by the method of least
squares as a function of temperature. The coefficient of thermal expansion can be calculated
from the following equation: a-(llaoXda/dT)
cr - the coefficient of thermal expansion
ito - the value of the cell parameter at the room temperature
a - the cell parameter
T - temperature
3t
From the above equation, wo can see that if the relationship between the cell
parameter and temperafure is linear, then we will have a constant coefficient of thermal
expansion, which is unrelated to the temperature. As you will see, for this research, all the
cell parameters show pretty well linear relationship with the temperafure, so all the calculated
coefficient of thermal expansion are constants.
4.4 Thermal expansion of Tl phase with different compositions
4.4.1Thermal expansion of Tl phase with composition: MosSiz.szBo.n
This T1 phase is deficient in silicon, and there could be different possibilities. Firstly,
it may have Si vacancies, either on 4a (0,0,0.25) site or on 8h (0.165,0.665,0) site. However,
we found that whenever we let the Si site to be fitted with vacancy, the Si site fractional
occupancy always turned out to be larger than 1, which is impossible. The other possibility is
that Mo atoms replace some Si atoms, either on 4a or 8h site. The Reitveld fits to the data
were improved slightly when the Mo replaces Si 4a site, as shown in Table 10. In this table,
WR.p, R, and 12 are the numerical criteria used to measure the agreement between the
observed and calculated intensities. Their definitions are as following:
Z*,{v,-f {*)\'
U2
WRp
Z*,v?
(4.1)
(4.2)
(4.3)
rR
Zlv, - f,@)l
Zv,p
l{I Y, -f {x) Y,-, -f ,-d*)
i _., oi oi-t
$[v, -/(r)l'#loil
t 2
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Here,./i is the observed intensity andf;(x) is the calculated intensity. Table l1 and Figure l8
show the lattice parameter's change with the change of temperature, and it's linear. Table 12
gives the atomic positions of Tl phase.
Table 10. Rietveld fits with different site occupancies
Site Occupancies WRo Rp 2x
Mo replace Si 4a site
Mo replace Si 8h site
Vacancy in Si 4a site
Vacancy in Si 8h site
0.0872
0.0872
0.0871
0.0871
0.0671
0.0673
0.0672
0.0672
0.7s738-3
0.75738-3
0.75738-3
0.7574F-3
Table 11. Lattice parameters of MosSiz.ezBo.nas a function of temperafure
Temperature ("c) a (A) c (A ) Volume(A 2)
20
100
200
300
400
s00
600
700
800
900
I 000
9.639s
9.642s
9.6467
9.6s35
9.6617
9.6668
9.67 43
9.6828
9.68s4
9.6880
9.6974
4.9058
4.9097
4.9t44
4.9208
4.927 t
4.9326
4.9394
4.94s6
4.9496
4.9sss
4.9627
455.85
456.49
457.33
458.57
459.94
460.94
462.29
463.68
464.31
46s.tt
466.69
Table 12. Refined fractional coordinates, site occupancies for MosSiz.s zBo.rz
Atom Site x v Z Occupancy
Mo (I)
Mo (II)
si (r)
si (rr)
Mo(III)
4b
l6k
4a
8h
4a
.00000
.077 t3
.00000
.16672
.000000
.s0000
.22337
.00000
.66672
.00000
.2s000
.00000
.25000
.00000
.2s000
I
I
.9829
1
.0t7 t
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4.4.2 Thermal expansion of Tl phase with composition: MosSiz.gzBo.ro
This T1 phase is deficient in silicon, and there could be different possibilities. Firstly,
it may have Si vacancies, either on 4a site or on 8h site. The other possibility is that Mo
atoms replace some Si atoms, either on 4a or 8h site. However, we found that whenever we
let the Si 4a site to be fitted with vacancy, the Si site fractional occupancy always turned out
to be larger than 1, which is impossible. Also, when we fitted with Mo replacing Si 8h site,
we found that the Si 8h site fractional occupancy turned out to be larger than I and the
fractional occupancy for Mo in 8h site were negative, which is impossible. Thus, there is
only two possibilities left. The Reiweld fits to the data were improved slightly when the Mo
replaces Si 4a site, as shown in Table 13. Table 14 and Figure 18 show the lattice
parameter's change with increasing temperature, and it's linear. Table 15 shows the lattice
parameter's change with decreasing temperature. Table 16 gives the atomic positions of Tl
phase.
Table 13. Rietveld fits with different site occupancies
Site Occupancies WR, R,
Mo replace Si 4a site
Vacancy in Si 8h site
Mo replace Si 8h site
Vacancy in Si 4a site
x'
0.0501
0.0s02
0.0502
0.0501
0.0383
0.038s
0.0382
0.0383
0.606 rE-3
0.6076E-3
0.607sE-3
0.6063E-3
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Table l(.Lattice parameters of MosSiz.qzBo.ro as a function of temperature (heating)
Temperature (oC) u (A ) c (A) Volume(A')
20
100
200
300
400
s00
600
700
800
900
I 000
I 100
1 200
r250
9.6s16
9.6s48
9.6s90
9.6645
9.67Lt
9.6772
9.6899
9.69t0
9.6949
9.7001
9.7043
9.7082
9.7 t49
9.7 t94
4.8928
4.8960
4.9007
4.9056
4.9tt6
4.9176
4.9266
4.9286
4.9344
4.9417
4.9527
4.9646
4,9728
4,97 63
455.78
456.38
457.22
458.20
459.38
460.52
462.58
462.87
463.79
464.97
466.41
467.91
469.33
470.09
Table l5.Lattice parameters of MosSiz.gtBo:aas a function of temperature (cooling)
T o a(
9.7202
9.7098
9.6981
9.6856
9.67 s3
9.6617
4.9736
4.9602
4.9403
4929s
4.9184
4.9057
469.92
467.65
464.6s
462.44
460.42
4s7.94
) c (A) Volume
1200
1 000
800
600
400
200
Table 16. Refined fractional coordinates, site occupancies for MosSiz.szBo.ro
Atom Site x v z Occupancy
Mo (I)
Mo (II)
si (r)
si (rD
Mo (III)
4b
16k
4a
8h
4a
.00000
.077 4l
.00000
.t6720
.00000
.50000
.223t2
.00000
.66720
.00000
.25000
.00000
.2s000
.00000
.25000
I
I
.9731
I
.0269
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4.4.3 Thermal expansion of Tl phase with composition: Moa.61Si3
This T I phase is deficient in Mo, it may have Mo vacancies, either on 4b site or on
16k site. The Reitveld fits to the data were improved slightly when there is Mo vacancies on
4b site, as shown in Table 17. Table 18 and Figure 20 show the lattice parameter's change
with the change of temperature, and it's linear. Table 19 gives the atomic positions of T1
phase.
Table 17. Rietveld fits with different site occupancies
Site Occupancies WR, Rp x
Vacancy in Mo 4b site
Vacancy in Mo l6k site
2
0.0644
0.0646
0.0442
0.0443
0.76328-3
0.7684E-3
Table 18. Lattice parameters of Mo+.s1Si3 as a function of temperature
Temperafure a(A) c(A) Volume(A')
30
100
200
300
400
s00
600
700
800
900
1000
9.6528
9.6569
9.6639
9.6725
9.67 63
9.6824
9.6901
9.6967
9.702s
9.7100
9.7191
4.8903
4.8941
4.8999
4.9079
4.9113
4.9166
4.9233
4.9294
4.93s3
4.9427
4.9527
45s.66
456.40
457.61
4s9.r7
459.85
460.93
462.29
463.49
464.60
466.02
467.84
Table 19. Refined fractional coordinates, site occupancies for Mo+.arSir
Atom Site x Occupancyv Z
Mo (I)
Mo (II)
si (r)
si (rr)
.00000
.07 s87
.00000
.t6487
.s0000
.22367
.00000
.66487
.25000
.00000
.2s000
.00000
I
0.90s4
1
1
4b
16k
4a
8h
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4.4.4 Thermal expansion of T1 phase with composition: MosSiz.g+
This Tl phase is deficient in silicon, and there could be different possibilities. Firstly,
it may have Si vacancies, either on 4a site or on 8h site. The other possibility is that Mo
atoms replace some Si atoms, either on 4a or 8h site. However, we found that whenever we
let the Si 4a site to be fitted with vacancy, the Si site fractional occupancy always turned out
to be larger than 1, which is impossible. Also, when we fitted with Mo replacing Si 8h site,
we found that the Si 8h site fractional occupancy turned out to be larger than I and the
fractional occupancy for Mo in 8h site were negative, which is impossible. Thus, there is
only two possibilities left. The Reitveld fits to the data were improved slightly when the Mo
replaces Si 4a site, as shown in Table 20. Table 2l and Figure 18 show the lattice
parameter's change with increasing temperafure, and it's linear. Table 22 gives the atomic
positions of the Tl phase.
Table 20. Rietveld fits with different site occupancies
Site Occupancies WRo Rp 2x
Mo replace Si 4a site
Vacancy in Si 8h site
0.0814
0.0835
0.0437
0.0449
0.08051E-3
0.08067E-3
Table 2l.Lattice parameters of MosSiz.q+ as a function of temperature
Temperafure (.C) a(A) c(A) Volume (A')
20
200
400
600
800
I 000
r200
9.6426
9.6s29
9.6638
9.6736
9.6889
9.6998
9.7146
4.904s
4.9147
4.9266
4.9415
4.9527
4.9677
4.982s
455.92
457.79
4s9.96
462.31
464.78
467.2s
470.11
)t
Table 22.Refined fractional coordinates, site occupancies for MosSiz.q+
Atom Site x v Z Occupancy
Mo (I)
Mo (II)
Si (D
si (rD
Mo (IIf
4b
16k
4a
th
4a
.00000
.07 641
.00000
.16s98
.00000
.50000
.22357
.00000
.66s98
.00000
.2s000
.00000
.25000
.00000
.25000
I
I
.96919
I
.03081
4.5 Thermal expansion behavior of MosSiB2(T2) phase
4.5.1 Results of this study
Table 23 and Figure 22 show the lattice parameter's change with increasing
temperature, and it's linear. Table 24 gives the atomic positions of T2 phase. The atomic
positions and thermal expansion of MosSiB2 phase were also studied by C. J. Rawn et al. in
Oak Ridge National Laboratory. They used high-temperature neutron powder diffraction
[29]. Their results are compared with this study's results in the next chapter.
Table Z3.Lattice parameters of MosSiBz as a function of temperature
Temperature (oC) a (A ) c (A ) Volume (A')
20
100
200
300
400
s00
600
700
800
900
I 000
6.0293
6.0309
6.0366
6.0409
6.0461
6.0508
6.0s60
6.0607
6.06s7
6.0692
6.0769
Lt.0702
I 1.0738
l 1.0833
1 r.0890
1 1.1007
tL.t097
I 1.1 149
tt.L267
11.1328
11.1387
11.1548
402.43
402.77
403.88
404.67
40s.79
406.7 5
407.64
408.71
409.61
410.30
4r1.93
38
Table 24. Refined fractional coordinates, site occupancies for MosSiBz
Atom Site x v z Occupancy
B
Mo (I)
Mo (II)
Si
B
8h
4c
r61
4a
4a
.38843
.00000
.l66s2s
.00000
.00000
.88843
.00000
.66525
.00000
.00000
.00000
.00000
.13922
.2s000
.2s000
1
1
I
0.7940
0.2060
4.6 Thermal expansion behavior of MoB phase
Table 25 and Figure 23 show the lattice parameter's change with increasing
temperature. Table 26 shows the lattice parameter's change with decreasing temperature. We
found there is some abnormal tendency around 600 "C, which is probably due to the moisture
existed in our sample and some oxidation of this sample. Table 27 gives the atomic positions
of MoB phase.
Table 25.Lattice parameters of MoB as a function of temperature (heating)
Temperature (oCl a (A) c (A) Volume(A')
20
100
200
300
400
500
600
700
800
900
I 000
I 100
1200
t250
3.1 I 85
3.1199
3.t2t6
3.1234
3.12s2
3.1269
3.1268
3.t177
3.t22t
3.1264
3. 1 304
3.133
3.1396
3.t448
16.9508
16.9584
l6.96st
t6.9732
16.9878
16.9964
t7.0249
t7.0268
t7.0423
17.05 10
17.0s79
17.06s9
17 .07 s3
r7.08r0
164.85
165.07
165.31
16s.s8
165.92
r66.18
166.45
165.50
t66.12
166.66
167.16
167.5r
168.31
168.93
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Table 26.Lattice parameters of MoB as a function of temperature (cooling)
Temperature (oC) a (A) c (A) Volume(A')
1200
1 000
800
600
400
200
3. 1450
3.t394
3.1338
3.1286
3.1236
3. I 190
17.0727
t7.0476
17 .017 s
16.9966
t6.977 5
16.9s70
168.87
168.02
167.r2
166.37
165.6s
164.96
Table 27 . Refrned fractional coordinates, site occupancies for MoB
Atom Site x Z Occupancyv
I
1
Mo
B
8e
8e
.00000
.00000
.2s000
.2s000
.07259
.20960
4.7 Thermal expansion behavior of MoSi2 phase
Table 28 and Figure 24 show the lattice parameter's change with increasing
temperafure. Table 29 shows the lattice parameter's change with decreasing temperature.
They are linear. Table 30 gives the atomic positions of MoSiz phase.
Table ZS.Lattice parameters of MoSi2 ds d function of temperature (heating)
T ture OC a( c Vol
20
100
200
300
400
500
600
700
800
900
I 000
I 100
1200
I 250
3.20s2
3.2063
3.207 s
3.2099
3.2120
3.2143
3.2t8s
3.22t6
3.2224
3.2250
3.2283
3.2299
3.2331
3.2347
7.8477
7.8st6
7.85s8
7.8622
7.8720
7.878s
7.8842
7.8890
7.8970
7 .907 4
7 .9t26
7.9291
7.9392
7.9440
80.62
80.72
80.82
81 .01
81.21
81.40
8t.67
81.88
82.00
82.24
82.46
82.72
82.99
83.t2
40
Table 29.Lattice parameters of MoSi2 as B function of temperature (cooling)
Temperature (oCl a (A ) c (A) Volume(A')
1200
r 000
800
600
400
200
3.2311
3.2266
3.2198
3.2163
3.2116
3.206s
7 .940s
7.9t99
7.9036
7.8829
7.8667
7.8583
82.90
82.4s
8r.94
81.55
81.14
80.80
Table 30. Refined fractional coordinates, site occupancies for MoSiz
Atom Site Z Occupancyx v
Mo 2a .00000
.00000
.00000
.00000
.00000
.33228
I
ISi 4e
4.8 Thermal expansion behavior of MosSi phase
Table 31 and Figure 25 show the lattice parameter's change with increasing
temperature, and it's linear.
Table 31. Lattice parameters of Mo3Si as a function of temperature
Temperature (oCl a (A ) Volume(A')
20
r00
200
300
400
s00
600
700
800
900
1000
4.88s9
4.8865
4.8907
4.8933
4.8980
4.9005
4.9044
4.9085
4.9092
4.9t26
4.9178
116.64
I 16.68
l 16.98
ll7.L7
I 17.50
117.69
tt7.97
rr8.26
1 18.31
118.s6
1 18.94
4t
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Figure 18. Lattice parameters of MosSiz.ezBo.nas a function of temperature
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Figure 19.Lattice parameters of MosSiz.qzBo.ro as a function of temperature
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Figure 20.Lattice parameters of Mo+.srSir as a function of temperature
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Figure 2l . Lattice parameters of MosS iz.g+ as a function of temperature
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Figure 23. Lattice parameters of MoB as a function of temperature
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Figure Zl.Lattice parameters of Mo:Si as a function of temperature
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4.9 List of thermal expansion properties of Mo-Si-B system intermetallics
Table 32 lists the thermal expansion properties of Mo-Si-B system intermetallics
measured by this study.
Table 32. Thermal expansion behavior of Mo-Si-B intermetallics
Composition Crystal
strucfure
CTE(c)/
CrE(a)
SourceCTE(a) CTE(c)
(10-u oc-l) (10-u oC-r)
MosSiz.szBo.n
MosSiz.qzBo.ro
Mo+.srSir
MosSiz.q+
MosSiBz
MoSiz
(Binary)
MoSiz
(Ternary)
MoB
Mo3Si (in
binary)
Mo:Si (in
Ternary)
Tetragonal
(I4lmcm)
Tetragonal
(I4lmcm)
Tetragonal
(I4lmcm)
Tetragonal
(I4lmcm)
Tetragonal
(I4lmcm)
Tetragonal
(Ialmmm)
Tetragonal
(I4lmmm)
Cubic
(Pm3n)
Cubic
(Pm3n)
8.38r0.1s
7.39t0.29
7.17+0.46
6.271033 1 1.90t0.24 1.8910.09 CHESS
5.72+0.t6 13.910.56 2.43!0,12 APS
6.8910.12 t2.64t0.34 1.8310.06 APS
6.27t0.t7 13.48+0.29 2.t5l:0.07 APS
7.72t0.29 7.20 0.41 0.93+0.06 CHESS
8. I 3r0. 1 7 10.25t0 .22 I .26+0.04 APS
7.99j]0.35 9.69+0.35 1.2tt0.07 APS
6.83+0.29 0.8110.04 APS
APS
APS
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CHAPTER 5: DISCUSSION
5.1 The goodness of fitted model
The refinement technique used by GSAS is the method of least squares. There are
several numerical criteria available to evaluate the goodness of our fitted model
coffesponding to the observed X-ray diffraction pattern, such as WR , Rp, and y2. Their
definitions are described in the equations (4.L), (4.2) and (4.3).
The residuals and goodness of fit values are reported in Table 33-Table 36. From
these tables, we can see that our fitted models fit the observed pattern very well. Our
experiment data results are reliable.
Table 33. Residuals for fitted model used for alloyl (Tl+T2+Mo3Si)
T ("C) w&(%) R, (%) r,2 (10-4)
20
r00
200
300
400
500
600
700
800
900
I 000
8.7 4
9.t6
9.44
9.72
10. 16
10.06
10.10
10.30
8.18
8.36
8.31
6.73
7.09
7 .46
7.69
8.09
7.88
8.00
8.25
6.55
6.61
6.62
7.6
8.4
9.6
10.6
12.3
1 1.5
13.6
r 6.1
1 1.9
12.6
15.7
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Table 34. Residuals for fitted model used for alloy2 (Tl+MoSi2+MoB)
T C (%) 0I
20
r00
200
300
400
500
600
700
800
900
1000
I 100
1200
12s0
5.01
5.58
s.s2
s.64
5.18
5.51
5.7 5
5.18
5.88
6.17
6,59
6.52
6.60
6.1 1
3.83
4.1,6
4.0s
4. 10
3.83
4.03
4.24
3.94
4.38
4.51
4.82
4.80
s.08
4.63
6.1
7.t
7.4
7.4
5.8
5.8
6.r
5.7
6.5
7.5
8.0
7.5
8.1
6.6
Table 35. Residuals for fitted model used for alloy3 (Tl+MoSi2)
T ('C) wRp (%) Ro (%) x,2 (10-o)
20
r00
200
300
400
500
600
700
800
900
l 000
Table 36. Residuals for fitted model used for alloy4 (Tl+Mo3Si)
T ('C) wRp(%) Ro (%) x2 (10-4)
20
200
400
600
800
l 000
1200
6.67
6.66
6.76
6.68
6.44
6.3s
6.29
6.12
6.1 1
6.22
6.66
4.61
4.73
4.63
4.45
4.52
4.51
4.s3
4.37
4.43
4.56
4.13
8.2
8.s
8.8
8.3
8.2
7.9
7.8
7.2
7.3
6.6
8.5
8.14
8.72
8.44
8.29
8.39
8.82
8.4s
4.37
4.88
4.57
4.23
4.62
4.83
4.82
8.1
8.4
8.2
8.t
8.9
8.2
7.1
52
5.2 Model selection: Linear or polynomial model
Once we have the lattice parameter versus temperature data, we need to fit those data
to calculate the thermal expansion coefficient. We may fit those data with a simple linear
equation or use a more complicated polynomial equation. If we fit those data with a simple
linear equation:
ar = ao + arT (5'l)
Then, we have
ldaa,\, I
ao dT ao
If we fit those data with a quadratic function of temperature:
ar = ao * arT + arT' (5.3)
Then, we have
dr=1*+=o'*zbr (5.4)'aodTaoao
And at T - 0, this is simplified as:
d, = L (5.5)
ao
I fitted one set of data with both of these two models and compared the result. Table 37
shows the results. It suggests that using a relatively complicated quadratic model doesn't
make much difference to our results comparing with using the linear model, so a simple
linear model is sufficient for our problem.
Table 37. Comparison between two models: linear and quadratic model
ar (s.2)
Model Linear Mode1 Quadratic model
a lattice vs. temperature a1- 9.6500535 + 0.0000558 t
c lattice vs. temperature e: 4.8861161 + 0.0000686 t
at:9.6508298 + 0.0000558 t
- 4.788 le-9 (t-647 .85T2
ct : 4.8819034 + 0.0000688 t
+ 2.5984e-8 (t-647 .85T2
5.78
14.09
2.42
CTE(a) (lo-u oc-r)
CTE(c) (10-u oc-t)
CTE (c)/CTE(a)
5.78
14.10
2.42
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5.3 Model error analysis
When we measure a physical quantity, we do not expect the value obtained to be
exactly equal to its true value. It is important to give some indication of how close the result
exactly equal to its true value, that is, to give some indication of the accuracy or reliability of
the measurements, which is done by including with the result an indication of its error. In
most experiments we do not measure the final quantity directly. Instead we measure certain
primary quantities A, B, C, etc. and then calculate Z, which must be a known function of the
primary quantities. For example, if we have
z -- A I B, (5.6)
Then,
(LZ\Z)2 - (LNA) ',+ (AB/B) 2 6.7)
Recall that our target quantity is:
Z: CTE(o) I CTE (a)
CTE(c) = "co
CTE(a) - 9L
(5.8)
(s.e)
(s. r 0)
ao
Here, we know the error of at, do, cl, c0 from the linear least square regression. We then
calculate the error of CTE (a) and the error of CTE(c). Finally, we can calculate the error of
CrE(c)/CTE (a).
5.3 A comparison with published results
C. J. Rawn et al. from Oak Ridge National Laboratory used high-temperature neutron
diffraction to determine the crystal structure and thermal expansion behavior of T2 phase
[30]. In their study, single-phase T2 was prepared by arc casting followed by annealing at
high temperature. Table 38 shows their results of the crystal structure of this T2 Phase, as
compared with this study's results (see Table 23). The fractional coordinates of the Mo 16k
site fit very well between these two studies. However, there is a little difference for the
fractional coordinates of the B 8h site. Both studies show a minor amount of B located on the
54
silicon 4a site. However, the results show that the actual amounts of B located on the silicon
site are different for these studies. Figure 27 plots the results of lattice parameters' change
with increasing temperature for these two studies. Table 39 compares the results of thermal
expansion coefficient of these two studies, and they are essentially the same considering the
variances of these results
Table 38. Refined fractional coordinates, site occupancies for MosSiBz 129)
Atom Site x v Z Occupancy
B
Mo (I)
Mo (II)
Si
B
.3784
.0000
.t64t
.0000
.0000
.8784
.0000
.6641
.0000
.0000
.0000
.0000
.1398
.2500
.2s00
I
I
I
0.89
0.r I
8h
4c
r61
4a
4a
Table 39. Thermal expansion coefficient of MosSiBz
CTE(a)
(10-u oc-r)
CTE(c)
(10-u "C-r)
CTE(c)/CTE(a) Source
7.72+O.Zg
7.9!0.1
7.20+0.41
7.5t0.2
0.93
0.95
This Study
C. J. Rawn et. al.
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Figure 2T.Lattice parameters of MosSiBz as a function of temperafure
5,5 Discussion on the thermal expansion properties of Tl phase
In order to understand the thermal expansion behavior of Tl phase, we need to look
into the crystal structure and bonding behavior of this phase.
C. L. Fu et al. has calculated the crystal structure of MosSi3 using first principle [6].
Their calculations using both full-potential linear augmented plane-wave (FLAPW) and
pseudo-potential methods show that the Tl phase is the WsSir-type D8* structure. The
stacking sequence of layers along the c-axis of this structure can be viewed as repeated
sg
8.otr
trtrO
gs
otr
otr tro
tr
tro
tr
str
s6
ABAC... stacking. The A-layer has a more open atomic environment (i.e. lower atomic
packing density), which links together with the more close-packed B- and C-layers through
the molybdenum-silicon bonds. There is a direct coupling between A-layers, since the inter-
atomic distance between atoms on adjacent A-layers is very short.
The bonding behavior on the B- or C-layers is found to be dominantly covalent.
There is a pronounced planar triangular bonding among Mo-Si-Mo atoms. For the interlayer
coupling along the c-axis, there isn't noticeable directional bonds between Si atoms on
adjacent A-layers, and between Si atoms on the A- layer with Mo atoms on the B- layer (or
C- layer). On the other hand, there is a covalent bonding between Mo atoms on adjacent A-
layers along the c-axis, and these are the Mo atoms occupying the 4b sites.
The covalent bonding between Mo 4b atoms along the c-direction has an unusual
short bond length, which equal to half of the c lattice parameters. This causes a high
anharmonicity along the c-axis. Table 40 shows the thermal expansion coefficients of Tl
phase with four different compositions and their coffesponding bonding length of 4b Mo
atoms along the c-axis. For their fractional coordinates and site occupancies, please refer to
Table lZ,Table 16, Table 19 and Table22.
Table 40. Properties of T1 phase with four different compositions
Composition CTE(a)
(10-u oC-')
CTE(c)
(10-u oc-r)
CTE(c)/
CTE(a)
Length of
4b Mo-Mo
bonding
Site
Occupancy
Feafure
MosSiz.qzBo.ro
MosSiz.g+
MosSiz.szBo.n
Mo+.arSi:
5.72t0.16
6.27t0.17
6.27x0.33
6.8910.12
13.910.56
13.48.0.29
11.90x0.24
12.64!0.34
2.43+0.12
2.15+0.07
r.89r0.09
1.83t0.06
Mo replace Si
Mo replace Si
Mo replace Si
4b Mo vacancy
2.4464
2.4522
2.4s29
2.445r
Observing the above table, we can see that the first three T1 phase feature with Si
deficient, and those Tl phases are formed with some Mo atoms replacing 4a Si atoms. For
those Tl phases, with the increasing of the bonding length of 4b Mo-Mo covalent bonding,
the thermal expansion coefficient along c direction is decreasing. For the fourth T1 phase in
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the above table, it seems doesn't fit with this tendency at the first look. This is because its
crystal structure is different from the other three Tl phases. The last Tl phase in the above
table is Mo deficient, Rietveld fits show that there are Mo vacancies in the 4b Mo site. Due to
the vacancies in the 4b Mo site, which attributed to the presence of Mo-chains along the c-
axis, it may relief the high anharmonicity along the c direction to some degree, so it has the
least thermal expansion along the c direction. Figure 28 plots the thermal expansion along the
c direction with the bonding length of 4b Mo-Mo covalent bonding. However, it seems that
the relationship between the thermal expansion coefficient along c direction and the bonding
length is not simple linear.
14 o
13.5 a
13
12.5
12 o
1 1.5
2.444
A
o
.C
o)
Co
o
C
o)'o
EcAo
o ir.)o.fia
C
(u
o-xo
o
E
o
F
2.446 2.448 2.45 2.452
Bonding length of 4b Mo-Mo bonding
2.454
Figure 28 Thermal expansion along the c direction versus the bonding length of
4b Mo-Mo covalent bonding of different T1 phases
(A- Tl phase deficient inMo, r - T1 phase deficient in Si)
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CHAPTER 6: CONCLUSIONS
In this study, high temperature X-ray diffraction using synchrotron radiation in
Debye-Scherrer transmission geometry has been employed to determine the thermal
expansion behavior of several Mo-Si-B system intermetallics: Tl, T2, Mo3Si, MoSi2 and
MoB. High temperature X-ray diffraction experiment using synchrotron radiation is done at
Advanced Photon Source (APS) of Argonne National Laboratory and Cornell High Energy
Synchrotron Source (CHESS) of Cornell University. The X-ray diffraction patterns are
recorded on the image plates. IDL (interactive data language) software is used to process the
image plate data array and transform them into GSAS (General Structure Analysis System)
readable file. The Rietveld refinement of diffraction pattern is performed to retrieve the
crystal structure of materials through using GSAS program. The coefficients of thermal
expansion of these intermetallics are calculated through the obtained lattice parameters. It is
found that all the Mo-Si-B intermetallics in this research show approximate linear thermal
expansion behavior from room temperature up to around 1000'C; For the Mo rich
hyperstoichiometric Tl phase, Mo replaces Si 4a site; The thermal expansion anisotropy
tends to decrease with the increasing bonding distance of the 4b Mo-Mo atoms; For the Si
rich hypostoichiometric T1 phase, the Tl phase is formed by Mo vacancy at 4b site, which
helps to relief the anharmonicity of thermal expansion along c-direction and tends to
decrease the thermal expansion anisotropy; Third generation synchrotron radiation coupled
with an area detector has been shown to be an efficient and accurate way to determine the
coefficient of thermal expansion of materials with complex structure.
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APPENDIX
IDL procedure:
1. ttextract.pro
; This is a function used to extract exposed stripe on image plate
; It uses an input array, threshold value and width between two scans
; MJK 614100
Function TTExtract, a, threshold, width
a_size - Size(a)
row_ a_sizef?)
column : a_size[1]
b : FlTARR(Fix(columr/width),row)
;zero area between stripes
a- a * (a GT threshold);
; zero background between scans
; average non-zero pixels in a given row, width
FOR i : 0, Fix(column/width)-1 DO BEGIN
xl - i*width
x2: (i+l)*width-l
b[i, *] - Total(a[x I :x2,*f ,1 )/width
ENDFOR
b - Rotate(b,7)
s- 10000.0
l:4.0
n-65536
b : 4000.0/s* 10.O^(l*b/n)
; H0 - distance in pixels down from beam to top of image plate
; D0 - sample to image plate
H0: 726.08
D0: 13481.48
stepsize:0.005
61
x: make_array(row, /index) + H0
Xl : atan(x,DO)*180/!PI ;initial two theta values
XZ : Round(atan(H0,D0)* 1 80/!PI* 1000)/1000.0 * make_array(row, /index)*stepsize ;
constant step size
start_2th - X2[0]
stop 2th - X2[row-l]
;print, x I [0],x 1 [row- 1 ] ,x2 [0] ,x2 [row- 1 ]
;Intensity - Rotate(b,7);flip image plate over
FOR l:0,Fix(column/width)-1 do begin ;loop over scans
Y I : b[I,*] ;Intensity[I,*]
Y2: spl_init(Xl,Y1)
Y2:Y2 * (Y2 GT 0) +.01
result-spl_interp(X 1,Y 1,Y z,X'Z)
plot, x2,result, xrange-[start_2th,stop_2th], yrange- [0, max(result)]
;plot, x2,result, xrange:[6,8], yrange:[O, max(result)/2]
wait,1
ENDFOR
;sensitivity correction for l0 bit
;s-10000.0
;1:4.0
;n- 1024.0
;a - 4000.0/s* 10.0"(1* ( aln- 0.5)
;sensitivity correction for 16 bit
;s- 10000.0
;l:4.0
;n:65536
;b : 4000.0/s* 10.0"(1*b/n)
Refurn, b
end
62
2. Platescan.pro
Description: This function processes and record one whole image plate scans into one file
Usage: a:platescan (intensity_array)
Parameters:
intensity: image plate intensity array; created from the 'extract'procedure
ip_file: the image plate file name
ion_file: the name of the file containing the ion chamber intensity information
temp_file: the temperature file name of this image plate scans
Sample_id: sample identification( less than or equal to 3 characters )
sample_info: some detail of the sample information
d0: the distance from the sample to the image plate
h0: the distance from the incident beam to the bottom of image plate
Modification: 4107100 written by Zhao
FUNCTION p latescan, intensity
;define some characteristic parameters of image plate
stepsize-0.004
slit width:lO
;define data structure
ip_file:"
ion_fi1e:"
temp_fi1e-"
sample_id:"
sample_info:"
;read in some information of this processed image plate
PRINT,FORMAT-'($,"PIease enter the image plate file name:")'
READ,ip_file
PRINT,FORMAT-'($,"P1ease enter the ion chamber intensity file name:")'
READ,ion_file
PRINT,FORMAT-'($,"P1ease enter the temperature file name:")'
READ,temp_file
PRINT,FORMAT-'($,"P1ease enter the sample indentification(less than or equal to 3
character):")'
READ,sample_id
PRINT,FORMAT-'($,"PIease enter the detail sample information:")'
READ,sample_info
PRINT,FORMAT:'($,"PIease enter the value of H0:")'
READ,hO
PRINT,FORMAT-'($,"P1ease enter the value of D0:")'
READ,dO
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;find the size of input intensity affay
raw_size:SIZE(intensity)
row-raw_sizel?)
column-raw_size[1]
;define the size of some arrays
ic2-FLTARR(l,column)
temp:FLTARR( l,column)
;read the ion chamber intensity information of all these scans
OPENR,l,ion_file
READF, 1,'('*string(column)+'I 8)',ic?
CLOSE,I
;read the temperature of all these scans
OPENR,l,temp_file
READF, 1,'('*string(column)+'I 8)',temp
CLOSE,I
;flip the image plate over
inten sity_rot-Rotate( inten s ity,7 )
;add one column(pixel position) into intensity affay
intensity_order-FlTARR(row, co lumn+ I )
order:Make_array(column,/integer,/index)+ I
pixel-Make_array(row,/integer,/index)+ I
intensity_order-[ [pixel], [Transpose(intensity_ro0] l
intens ity_order-Transp o s e (intensity_order)
;write all the information into a file
OPENW, l,sample id+'_'+'IP'+'.61s1'
PRINTF,1,FORM41-'("IP_file: ",A)',ip_file
PRINTF, l,FORMAT:'("sample_id: ",A)',sample_id
P RINTF, 1, F ORMAT-' ( " s amp I e_info : ", A)', s amp I e_info
PRINTF,l,FORMAT:'("H0:",F11.5,T17,"DQ:",Fl1.5,T33,"number_scans-",I3,T54,"pixe1_
height-",14)',h0,d0,column,row
PRINTF, I,FORMAT:'(" Order",'+string(column)+'I8)',order
PRINTF, I,FORMAT:'(" ICz ",'+string(column)+'I8)',ic2
PRINTF, l,FORMAT:'(" TEMP ",'*string(column)*'I8)',temp
PRINTF, l,FORM41-'(I8,'+string(column)+'F8.4)',intensify_order
CLOSE,I
RETURN, intens ity_order
END
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3. Scantogsas.pro
; Description: This procedure makes the gsas files by reading the data created by the
; 'platescan'procedure
Usage: scantogsas,cip_file
Parameters: cip_file: the created image plate information file by the 'platescan'procedure
ip_file: the image plate file name
sample id: sample identification( less than or equal to 3 characters )
sample_info: some detail of the sample information
d0: the distance from the sample to the image plate
h0: the distance from the incident beam to the bottom of image plate
Modification: 4ll2l00 written by Zhao
PRO scantogsas,cip_file
;define data type of several variables
ip_file:"
sample_id:"
sample_info:"
column-0
row:0
;read from the image plate information file
OPENR,l,cip_file
READF, l,FORM41-'(T 1 3,A)',ip_fi le
READF, l,FORM41-'(T I 3,A)',samplejd
READF, I ,FORMAT:'(T I 3,A)',sample_info
READF, l,FORM41-'(T4,F 1 1 . 5,T20,F 1 1 . 5,T4 6,r3,T 67,r4)"h0,d0,column,row
order-UINTARR( l,column)
io2:UINTARR( l, column)
temp-UINTARR( l,column)
intensity_orderFlTARR(column* l,row)
READF, l,FORM41:'(T9,'*string(column)+'I 8 )',order
READF, l,FoRM41-'(T9,'*string(column)+'I8)',ic2
READF, 1,FORM41-'(T9,'*string(column)+'I 8 )',temp
READF, l,FORM41-'(I8,'*string(column)+'F8.4)',intensity_order
CLOSE,l
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;determine the stepsize, actual 2thetavalue(xl) and the spline interpolated }theta value(x2)
stepsize-FlooR(atan( I .0,d0)* 1 80/!PI* 1000)/1000.0
x 1 -atan(intensity_order(0, * )+h0, d0) * I 8 0/ ! PI
x2:DBLARR(1,row)
x2:atan(intensity_order(0,0)+h0,d0)* 180/!Pl+make_array(row,/integer,/index)*stepsize
start_2th:x2[0] * 100
stop_2th:x2 [row- I ] * t OO
step_size-stepsize* 1 00
;loop for creating the gsas files of this image plate
For i-l,column do begin
filename:STRCOMPRESS('s'*string(i)+'_'+string(temp(i- I ))+'.raw',/remove_a11)
OPENW,l,filename
y 1 -intensity_order(i, *)
y2-spl_init(x1,y 1)
result-spUnterp(x l,y 1,y2,x2)
title-STRCOMPRESS(ip_frle*','*sample_info+',SCAN-'+striag(i)+',TEM-'+string(temp(i-
1 ))+',Ic2-'+string(ic2(i- 1 )),/remove_al1)
PRINTF, l,FORMAT:'(A,T8 1 )', title
PRINTF,1,FoRM41'-r(r'Instrument parameter APSPRM.XRY",TSI)'
PRINTF,l,FORMAT:'(,'BANK 1,,,(216),,, CONST
",(F6.1),(F6.3),(F7.1),T81)',row,row/l0,start_2th,step_size,stop_2th
PRINTF, I,FORMAT:' ( I 0( " ",F7. 3 ),T8 1 )', resul tl ic2(i-1 ) * I e+5
CLOSE,l
ENDFOR
END
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