We study the following initial-boundary value problem for the Korteweg-de Vries-Burgers equation on the interval (0, 1)
Introduction
We study the global existence and large time asymptotic behavior of solutions to the initialboundary value problem for the Korteweg-de Vries-Burgers equation in the interval (0, 1)        u t + uu x − u xx + u xxx = 0, t > 0, x ∈ (0, 1)
u(x, 0) = u 0 (x), x ∈ (0, 1) u(0, t) = u(1, t) = u x (1, t) = 0, t > 0.
(1.1)
The Korteweg-de Vries-Burgers equation (1.1) is a simple universal model equation which appears as the first approximation in the description of the dispersive-dissipative nonlinear waves, and has many applications in various fields of Physics, Biology and Engineering. In the case of the Cauchy problem some estimates for the time decay rates of solutions to the Korteweg-de VriesBurgers type equations were found in papers [3] , [4] , [5] and the large time asymptotics of solutions was obtained in [6] , [11] , [12] . In the case of the boundary value problem on half-line the large time asymptotics of solutions were studied in papers [2] , [7] , [8] , [9] , [10] . As far as we know large time asymptotic behavior for solutions of the initial-boundary value problem for the Korteweg-de Vries-Burgers equation (1.1) on the interval was not studied previously. In this paper we consider (1.1) in the case of the initial data belonging to L 2 . We note here that we do not assume the smallness condition on the data. In the case of large initial data it is more difficult than that of small data to obtain exact representation of large time asymptotics of solutions and there are a few results (see, e.g. [13] ). Another difficulty in the study of the boundary value problem for the Korteweg-de Vries-Burgers equation (1.1) is that the linear operator −∂ 2 x + ∂ 3 x is not self-adjoint and we can not apply the Fourier method when we take the boundary value into account. To avoid this difficulty we apply the Laplace transformation with respect to space variable to derive the Green function of the resulting equation. For obtaining L p -estimates of the Green function we use the method of papers [8] and [9] .
To state the results of the present paper precisely we give some notations. Let us denote
We introduce the function Λ(x) ∈ L ∞ (0, 1)
where
Here φ l (ξ) are the roots of the characteristic equation −p 2 + p 3 + ξ = 0, such that Re φ l (ξ) > 0, l = 1, 2, and Re φ 3 (ξ) < 0, for all
and ξ 0 ∈ C , Reξ 0 > 0 is the first root of the equation
By the same letter C we denote different positive constants if it does not make confusion.
We state the main result of this paper.
Then there exists a unique solution of (1.1)
such that the solution has the following asymptotics u(x, t) = AΛ(x)e −ξ 0 t + O e −(ξ 0 +δ)t for t → ∞ uniformly with respect to x ∈ (0, 1) , where δ > 0 is a constant satisfying the condition such that |ξ 0 | + δ < |ξ 1 | , where ξ 1 is the second root of (1.2), the constant A is defined by We organize our paper as follows. In Section 2 we solve the linear initial-boundary value problem corresponding to (1.1). In Section 3 we prove the local existence of solutions to (1.1). Section 4 is devoted to the proof of global existence of solutions to (1.1) for the case of small initial data. We prove Theorem 1.1 in Section 5 by using the time decay estimates of solutions obtained in Section 4.
Linear Problem
We consider the following linear initial-boundary value problem
We define for x ∈ (0, 1)
where φ l (ξ) are the roots of the characteristic equation −p 2 + p 3 + ξ = 0, such that Re φ l (ξ) > 0, l = 1, 2, and Re φ 3 (ξ) < 0, for all
Then a solution u of (2.1) has the following representation
Proof. To derive an integral representation for solutions of the problem (2.1) we suppose that there exists a solution u(x, t) of problem (2.1), which is continued by zero outside of x < 0, x > 1
Also we suppose that f = 0. We denote operator
We have for the Laplace transform
Since L {u} is analytic for all p ∈ C we have
Applying the Laplace transform with respect to x to problem (2.1) we obtain
We rewrite (2.4) in the form
6)
12, 1 (2010) where some function Φ(p, t) is analytic for all p ∈ C ,
and
Now we prove that under this conditions Φ(p, t) ≡ 0.To find Φ(p, t) we introduce functions
Since Φ(p, t) satisfies Holder condition the functions
and Ω
for Re p = 0.Since function Φ(p, t) is analytic for all p ∈ C from estimate (2.7) we have
Another hand by Sokhotsky-Plemeli formula we get
and therefore for Re p = 0
and therefore due to analycity Φ(p, t) ≡ 0 for all p ∈ C .
Applying the Laplace transformation to problem (2.6) with respect to time variable we write
Here functions B 1 (p, ξ), B 2 (p, ξ) are the Laplace transforms of B 1 (p, t), B 2 (p, t) with respect to time.
In order to get the integral formula for solution , we need to know the functions B 1 (p, ξ), B 2 (p, ξ) . We will find its using the analytic condition of function u for p ∈ C and Re ξ > 0
(2.10) Via (2.9) we rewrite (2.10) in the form
Let φ l (ξ) are the roots of the characteristic equation
. Note that the functions φ l (ξ) are analytic in the domain ξ ∈ C : ξ / ∈ −∞,
. We represent p 2 = ξ 1−p for |p| < 1 and
for |p| > 1, hence we get the asymptotics
14)
for all ξ ∈ C : ξ / ∈ −∞, 
So we need to put in the initial-boundary value problem one boundary data in the point x = 0 and two boundary data in the point x = 1.
Let, for example, u(0, t) = u x (1, t) = u(1, t) = 0. Thus from system (2.16) we get
Denote the determinant of this system by △(φ 1, φ 2, φ 3 ), then it has a form
in the domain ξ ∈ D 0 .
Since 3 j=1 φ j = 1 and
we can rewrite △(φ 1, φ 2, φ 3 ) as
Since V (ξ) = 0 and Re φ l (ξ) > 0, l = 1, 2, Re φ 3 (ξ) < 0 in domain ξ ∈ D 0 we easily get for
By numeric computations we can check that
. Therefore there exists a unique solution of the system
Since u(0, t) = u x (1, t) = u(1, t) = 0 by (2.9) and (2.5) we have
Taking inverse Laplace transform with respect to variable p we get
By the method of residues we see that for
. Substituting (2.20) into (2.23) and (2.24) and using (2.18) we get
Therefore taking the asymptotics (2.12)-(2.14) into account we find that
for ξ ∈ D 0 , |ξ| > 1, x > y. Also from (2.27) we get
Thus there exist the inverse Laplace transforms for the functions F 1 (x, y, ξ) and F 2 (x, y, ξ). Taking the inverse Laplace transformation of (2.23) and (2.24) we obtain
,
Since functions F l (x, y, ξ) are symmetric with respect to φ 1, φ 2, φ 3, using the relations φ 1 (ξ) = φ 2 ξ , φ 2 (ξ) = φ 1 ξ , φ 3 (ξ) = φ 3 ξ for all ξ ∈ D 0 we can change the contour of integration Γ 0 to the imaginary axis (−i∞, i∞) to get
Therefore taking inverse Laplace transform of (2.22) with respect to ξ we obtain u(x, t) = Gu 0 .
Thus by Duhamel principle Proposition is proved.
Lemma 2.2. We have the asymptotics for large time
and estimates |∂ , n = 0, 1, j = 1, 2.
Proof. We consider a curve in the complex left-half plane Re ξ < 0 such that Re φ 1 (ξ) = 0, it is defined by the equation (iy) 2 − (iy) 3 = ξ with y = Im φ 1 (ξ) . Therefore there exists a contour
We also consider a contour We now define a contour C = C 2 ∪ C 3 , where
Note that the asymptotic formulas (2.12)-(2.14) are valid on the contour C. In view of them we have (2.25)-(2.29) for ξ ∈ C. Therefore changing the contour of integration to C we obtain
Since △(x + i0, q) = △(x − i0, q) we get
Also by (2.25) we have
Taking into account (2.28) we get 
−(ξ 0 +δ)t for x, y > 0, t ≥ 1, and moreover
for all x, y ∈ (0, 1) , x = y, t > 0, where α ∈ 0, 1 2 . Thus the result of the lemma is true for the case n = 0. Consider the case n = 1. In view of the asymptotic formulas (2.12)-(2.14) we get
for |ξ| < 1, ξ ∈ C 2 and in the same argument as in the proof of the estimate (2.25) we get
Hence by the similar way to (2.33)-(2.35) we get
for all x, y ∈ (0, 1) , x = y, t > 0, where α ∈ [0, 1] .The function F 2 (x, y, t) is considered in the same way. Lemma 2.2 is proved. Now we prove the local existence for the linear problem (2.1).
Theorem 2.3. Let the initial data u 0 ∈ L 2 and f ∈ L 2 . Then for any T > 0 there exists a unique
Proof. ¿From Proposition and estimates of Lemma 2.2 we have
for n = 0, 1. So we have the estimate of the theorem. Theorem 2.3 is proved.
Local Existence for the Nonlinear Problem
In this section we prove the following result.
Theorem 3.1. Suppose that the initial data u 0 (x) ∈ L 2 . Then there exists a unique solution
Proof. We prove the local existence of solutions by the contraction mapping principle. Let u(x, t) be a solution of the following linear problem 1) where N(w) = ww x , w is taken from the closed ball
where α n ∈ n 2 , 1 and satisfies the boundary condition w(0, t) = w(1, t) = w x (1, t) = 0. The initial-value problem (3.1) defines a mapping M by u = M(w) and we will show that M is the contraction mapping from H 1 ρ into itself for a sufficiently small T > 0. Since
where β = α0+3α1 2 < 1. Via Theorem 2.3 problem (3.1) has a unique solution u(x, t) ∈ C (0, T ] ; H 1 , such that sup
Therefore we obtain the estimate
if T = (2Cρ)
Thus the mapping M transforms the closed ball H 1 ρ with a center at the origin and a radius ρ into itself. Analogously we can estimate the difference
for sufficiently small T > 0. Therefore the mapping M is a contraction mapping in H 1 ρ and there exists a unique solution u(x, t) ∈ C (0, T ] ; H 1 of the initial-value problem (1.1). Theorem 3.1 is proved.
Remark 3.1. By virtue of estimate (3.2) we see that if the initial data u 0 are small, i.e. the norm u 0 L 2 ≤ ε, where ε > 0 is sufficiently small, then there exists T ≥ 1, such that there exists a unique solution u, which is also small:
Large Time Asymptotics
In this section we give sufficient conditions for global existence of solutions to the initial-boundary value problem (1.1) with small initial data
where ε 1 > 0 is sufficiently small. Theorem 4.1. Suppose that the initial data u 0 ∈ L 2 and satisfy (4.1). Then there exists a unique solution u of (1.1) such that
Furthermore the solution has the following asymptotics
for t → ∞ uniformly with respect to x ∈ (0, 1) , where ξ 0 > 0, δ > 0, the constant A, the function Λ(x) ∈ L ∞ are defined below in the proof.
Proof. According to Theorem 3.1 and Remark 3.1 we see that after some time T ≥ 1 the solution is small in the norm H 1 . Therefore we can only consider the initial-boundary problem (1.1) for t ≥ 1 with small initial data u (x, 1) such that u (·, 1) H 1 ≤ ε 2 , where ε 2 > 0 is sufficiently small. Let us prove that
for all t ≥ 1, with some small ε > 0. By the contradiction we can find a maximal interval [1, T 1 ] such that the estimate
is true for all t ∈ [1, T 1 ] and estimate (4.3) is violated at time t = T 1 . From (4.4) and estimates (2.31) of Lemma 2.2 we obtain for n = 0, 1 
Large Initial Data
We consider the initial-boundary value problem (1.1) with any initial data u 0 L 2 ≤ C. Multiplying equation ( Integration with respect to t > 0 yields
for all t ∈ (0, ∞) . We see that the norm u (t) L 2 ≤ u 0 L 2 for all t ≥ 0. By the standard continuation process via Theorem 3.1 we obtain that there exists a unique global solution u ∈ C (0, ∞) ; H 1 since the existence time T depends only on u 0 L 2 . Moreover we see that for any ε > 0 there exists a time T > 0 such that u x (T ) 2 L 2 < ε. By the inequality u 2 (x, T ) = 2 x 0 uu y dy ≤ 2 u L 2 u x L 2 we see that the norm u (T ) L ∞ , and hence the norm u (T ) L 2 , are also small by the estimate u (T ) L 2 ≤ u (T ) L ∞ . Then we consider the initial-boundary value problem (1.1) for t ≥ T and apply Theorem 4.1 whence the result of Theorem 1.1 follows. Theorem 1.1 is proved.
