Cyber-physical systems (CPS) are becoming indispensable in our modern way of life. As an application domain CPS is not new. As an intellectual discipline, however, it is. This paper focuses on CPS modeling, which is an essential activity in CPS design, with multiple challenges. In particular, stakeholders lack a systematic framework and guidelines to help them choose among the many available modeling languages and tools. We propose such a framework in this paper. Our framework consists of three elements: viewpoints, which capture the stakeholders' interests and concerns; concrete languages and tools, among which the stakeholders must make a selection when defining their CPS design environments; and abstract, mathematical formalisms, which are the "semantic glue" linking the two worlds. As part of the framework, we survey various formalisms, languages, and tools and explain how they are related. We also provide examples of viewpoints and discuss how they are related to formalisms.
INTRODUCTION
Cyber-physical systems (CPS) are becoming an integral part of modern societies [11] . As an application domain CPS is not new. For example, early automotive embedded systems in the 1970s already combined closed-loop control of the brake and engine subsystems (physical parts) with the embedded computer systems (cyber parts). Since then, new requirements, functionalities and networking have dramatically increased the scope, capabilities and complexities of CPS. This has created needs to bridge the gaps between the separate CPS sub-disciplines (computer science, automatic control, mechanical engineering, etc.) and to estabPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. MPM '12 lish CPS as an intellectual discipline in its own right. The development of a CPS involves many stakeholders who are interested in different aspects of the system. Consider for example the development of an embedded control system such as an advanced driver assistance system (ADAS) (e.g., adaptive cruise control). Building such a system naturally involves multiple engineering disciplines, dealing with requirements, control design, software development, hardware development, etc. In an actual organization, persons can take on one or more of these roles. Each stakeholder has a number of questions and decisions that need to be resolved. Modeling plays a key role in such resolution.
Reflecting the heterogeneity of CPS, many modeling languages and tools are typically employed. This leads to multiple models (of different aspects) captured in different modeling languages and tools, and with partly unclear relations among them. For example, to support control design, a control engineer might use continuous time models of the plant and of the controllers, to later refine the control system models to discrete-time models prepared for code generation. Software engineers may use various UML diagrams to design different aspects of the software, parts of which later will have to be integrated with the code generated controllers. System engineers will use yet other models to describe the system interfaces, reliability properties, etc. It is clear that developers would benefit from more systematic ways to make choices about the languages and tools they use. Among other benefits, this should also help avoid, as far as possible, what has been called the "tyranny of tools" [5] . A number of useful surveys of modeling languages and tools exist in the literature, for instance, see [6, 11, 13, 18, 30] , or the report of the ARTIST project 1 . Some works also cover specific CPS modeling or design-space exploration challenges and how to address them, e.g. [11, 32] . While these works provide valuable insight into how to deal with specific modeling phenomena, they still leave a gap in how to select a set of modeling languages and tools that meet the needs of stakeholders in CPS design.
In this paper, we propose a framework that attempts to fill this gap. The framework consists of three elements and their relations, as illustrated in Figure 1 : viewpoints (Section 2), capturing the stakeholders' interests and concerns; concrete modeling languages and tools (Section 4), which the stakeholders must choose at different stages of the CPS design flow; and abstract, mathematical formalisms (Section 3), which are the "semantic glue" linking the two worlds. Methodologically, we envision a process where stakeholders first identify a given viewpoint or set of viewpoints, then determine one or more formalisms that are most appropriate for these viewpoints, and finally choose one or more concrete languages and tools supporting these formalisms. Our contribution lies in introducing the framework. As part of the framework, we survey various formalisms, languages, and tools and explain how they are related. We also provide examples of viewpoints and discuss how they are related to formalisms.
VIEWPOINTS
We adopt the terminology of the ISO/IEEE standard 42010 [22] and apply and adapt it to CPS. We say that each stakeholder has concerns which can be captured (or framed) into viewpoints. For the advanced driver assistance system example mentioned above, the control designers are interested in control system performance and robustness, given constraints imposed by the plant, senors and actuators. A software engineer is another stakeholder. While both control and software stakeholders may have performance as a key concern, the interpretation of performance would be different, for example in terms of 'throughput' for the software engineer vs. 'bandwidth' or 'rise time' for the control engineer. Even when different stakeholders are interested in the same system parts and have same concerns (e.g., a software design engineer and a software tester are likely to both be interested in the software performance), their different roles will determine a slightly different emphasis of their work and how they develop and use related models. We therefore say that a viewpoint is characterized by one or more concerns, parts (interests) and the role of the stakeholder.
To elicit viewpoints, we thus identify stakeholders, their concerns and the parts they are interested in. This concept is depicted in Figure 2 , illustrating three example viewpoints identified by a name, the involved concern(s) (such as e.g. robustness or performance), and the system parts/subsystems of interest (note that the parts dimension is not explicitly identified in [22] ).
As illustrated in Figure 2 , we use the term concern to refer to both functional and non-functional aspects of a system (these can be seen as a requirements dimension) whereas the parts refer to realization components/platforms (at some level of abstraction). In the example of the figure, the control performance viewpoint encompasses the control algorithm functionality and its performance (the concerns) and components corresponding to the controller, sensors, actuators and physical plant (the parts). The software viewpoint, dealing with controller realization, encompasses performance and control algorithm coding concerns as well as software and computing platform parts. The determination of appropriate viewpoints is up to each organization. For example, the control performance and control robustness viewpoints could well be merged into one viewpoint. The more stakeholders, the more complete the set of concerns and parts will be. According to [22] , establishing a viewpoint means defining guidelines and conventions such as recommended types of models, languages, design rules, modeling methods and analysis techniques. The modeling choices will thus be driven by the context of the design task at hand, including the stakeholder concerns. Our framework follows the same spirit, however, a major difference and contribution is that we identify a common ground in terms of formalisms.
FORMALISMS
In this section, we review some formalisms which are useful in modeling CPS. Our goal is by no means to be exhaustive, but merely to give examples of formalisms; in particular, those listed in Figure 3 . Notable omissions include stochastic formalisms, as well as formalisms used in scheduling and real-time scheduling theory. The links between the viewpoints and formalisms shown in this figure are 'support' relations, loosely interpreted to mean formalisms which are suitable for modeling various aspects of the corresponding viewpoint. For instance, the 'Control Robustness Design' viewpoint is supported by the 'Timed and Hybrid Automata' and 'Differential Equations' formalisms. Again, we do not necessarily mean to be exhaustive in our description of such links. We also note that the formalisms presented below are not necessarily disjoint with each other in terms of expressiveness, e.g., hybrid automata subsume finite state machines or classes of differential equations.
State Machines
State machines and automata are basic formalisms to describe discrete dynamical systems. State machines and automata come in many variants, therefore forming a class of formalisms rather than a single formalism. Finite-state machines [24] consist of finite sets of inputs, outputs, and states, an output function that describes how outputs are computed, and a transition function that describes how the system changes state. The model can be generalized so that states, inputs, or outputs are modeled by variables with infinite domains (e.g., of type integer or real). In that sense, difference equations can also be seen as describing state machines. The model can also be generalized to non-deterministic machines, where the output and transition functions become relations. Non-determinism is useful when some parts of the system's dynamics are abstracted away (e.g., specific input values). Finite-state machines are a natural model to describe hardware systems (e.g., digital circuits). State machines (possibly infinite-state) can also be used to describe embedded software systems (e.g., periodic controllers). State machines can even be used to capture systems with continuous dynamics at an abstract level. For example, the finite automaton shown in Figure 4 describes the transitions between three gears in a car. Even though this is a very simple automaton, it still provides some interesting information about the system: in particular, it states that the car cannot "jump" from gear 1 directly to gear 3, but must first pass from gear 2. Capturing large and complex systems with a single, "monolithic" state machine is not practical. Instead, such systems are typically built by combining a number of simpler components. It is natural to model each component separately, and then compose the components somehow. Two prominent composition paradigms for formalisms such as state machines are synchronous and asynchronous composition. In the synchronous composition paradigm all machines execute in "lockstep", that is, they execute simultaneously at the same rate, usually communicating via input-output variables. This is natural when modeling synchronous hardware, where components in a circuit are usually driven by a common clock. In asynchronous composition, each machine executes at its own pace. Communication is achieved via shared variables or message passing. This is natural when modeling concurrent processes or threads.
Hierarchical state machines (HSMs), such as Statecharts [17] , can be seen as another way of composing state machines. HSMs make it easier, compared to one-level FSMs, to model and organize large state machines, by composing states together in a hierarchical fashion. They are also useful in capturing fault-or exception-handling mechanisms. For instance, the top-level of a HSM could consist of two states representing a "normal" and a "faulty" mode: the former describes what the system should do when everything works as expected, using an internal machine within that mode; the faulty mode describes what the system should do when a fault occurs, using another internal machine.
Differential Equations
A differential equation is a mathematical equation containing functions and derivatives. Differential equations are in particular used for modeling the physical plant of a CPS. Differential equations can be broadly classified into ordinary differential equations (ODEs), differential-algebraic equations (DAEs), and partial differential equations (PDEs).
An ODE [15] is a differential equation with one independent variable. A first-order ODE has the general form F t, x,ẋ) = 0 or explicit formẋ = f t, x), where x ∈ R n is the unknown state vector (a.k.a. dependent variables) and t the independent variable. In a CPS context, t typically represents time, and the system of equations is often augmented with an input signal u(t). The order of a differential equation is the highest derivative of a dependent variable. For example, Newton's second law of motion F = mẍ is a second-order differential equation, whereẍ is the acceleration. A solution to a differential equation is a function x(t) that satisfies the ODE for a given interval. When simulating a physical system, it is desirable to find a unique solution by providing initial conditions. An ODE together with initial conditions is called an initial value problem:ẋ = f t, x),
Figure 5: A thermostat as a hybrid automaton.
x(t0) = x0 where x0 ∈ R n is the initial conditions. Note that the dimensions of the vectors x0 and x are equal. In a DAE [25] , all dependent variables may not appear differentiated. The general form of a DAE is F (t, x,ẋ, y) = 0, where t is the independent variable of time, x a vector of variables that appear differentiated, and y a vector of algebraic variables. A PDE is a differential equation that contains multi-variable functions and partial derivatives. PDEs are important for physical modeling, but compared to ODEs are more difficult to solve. There exist various numerical techniques for solving PDEs, such as the finite element method (FEM) and method-of-line (MOL) [7] .
Timed and Hybrid Automata
Discrete state machines can be used in capturing the cyber parts of a CPS, while ODEs and DAEs can be used for the physical parts. Timed and especially hybrid automata formalisms combine both worlds, therefore allowing to describe a CPS as a whole.
Timed automata (TA) [3] extend finite automata with special continuous variables called clocks, which measure time. The main strength of the TA formalism is that it allows to capture quantitative continuous-time properties. For example, the property "at most 5 time units elapse between events a and b" can be captured with a TA which resets a clock x to 0 when it receives event a and tests whether x ≤ 5 when it receives b.
Hybrid automata [2] can be viewed as a generalization of timed automata, where the continuous variables can have more complex dynamics thanẋ = 1. In particular, they can have dynamics described by ODEs and DAEs. The difference from the normal ODE and DAE formalisms is that in hybrid automata the dynamics can be different in different automaton states (called locations or modes, in order to be distinguished from the true state of the automaton which includes the continuous variables). The behavior of a hybrid automaton is an alternation of continuous phases and discrete steps: in a continuous phase, time elapses and the continuous variables evolve according to the dynamics of the current location; in a discrete step, the automaton takes a transition to a new location (this is assumed to be instantaneous). As an example, Figure 5 shows a simple hybrid automaton modeling a thermostat (example taken from [28] ). The automaton has two discrete states, labeled "OFF" and "ON". The dynamics of a variable x representing temperature are given as a differential equation at each state. Note that the combination of transition guards (e.g., x ≤ 19) and mode invariants (e.g., x ≥ 18) enable models with non-determinism, but with constraints on their behavior.
Dataflow Formalisms
Most CPS are concurrent systems, in the sense that they consist of multiple sub-systems operating at the same time and exchanging information in some way. Dataflow is an important paradigm in concurrency, where a number of concurrent agents (actors) operate on sequences of data (streams).
Dataflow formalisms such as static data flow (SDF) [27] 2 and its variants are natural in modeling signal-processing systems. In SDF, actors communicate by sending to each other streams of tokens. Tokens are stored conceptually in FIFO queues. When an actor has enough tokens at its input queues it can fire, thereupon producing tokens at its output queues. An important aspect of SDF models is their analyzability: many interesting properties such as absence of deadlocks (an actor "stuck" with not enough tokens to fire) or queue boundedness (can the model be executed with bounded queues?) are decidable. Moreover, timed extensions of SDF and related formalisms, where actor firings take time, can be used to model, analyze and optimize (via scheduling) properties such as throughput or latency [31] , which are critical in signal-processing applications.
Dataflow formalisms are also fundamental in modeling distributed systems. In fact, SDF and its variants can be seen as subclasses of Kahn process networks (KPN) [23] a very general and elegant formalism, where concurrent processes are modeled as sequential programs communicating via FIFO queues. The main property of a KPN is that, despite the asynchronous execution of processes (nondeterministic interleaving), the streams of data produced at each queue in the network are uniquely defined, a property called determinacy. This is in contrast to many other models of concurrency, including the prevalent paradigm of threads communicating via shared memory.
Discrete-Event Formalisms
The term "discrete-event system" is used in many domains and communities to mean different things. We use it here to group together a number of formalisms which are based on concurrent actors manipulating streams of timed events, such as DEVS [34] , real-time process networks [33] , or actor theories [14] . 3 The DE paradigm is prevalent in simulation frameworks in different application domains, from queueing systems and networks to circuits.
LANGUAGES AND TOOLS
Formalisms are mathematical objects consisting of an abstract syntax and a formal semantics. Languages are concrete implementations of formalisms. A language has a concrete syntax, may deviate slightly from the formalism in the semantics that it implements, or may implement multiple semantics (e.g., changing the type of numerical solver in a simulation tool may change the behavior of a model). Also, a language may implement more than one formalisms. Finally, a language is associated with tools to support it, for example parsers, simulators, model-checkers, and code generators. As an example of the distinction, timed automata [3] is a formalism, whereas Uppaal timed automata [26] and Kronos timed automata [9] are languages. In the rest of this section, we highlight some languages and tools (depicted in Figure 3) , which are used for modeling, simulation, and verification of cyber-physical systems. Our categorization and list of example languages are in no way exhaustive; it merely serves the purpose of demonstrating the proposed framework.
Model checkers are tools used to automatically verify whether a model fulfills a specification. For early model exploration, model-checkers typically also support simulation mechanisms, although their main strength is exhaustive verification. Spin [20] is a model-checker designed for modeling and verification of asynchronous software systems. Models are written in PROMELA (Process Meta Language). Correctness claims are specified as assertions or as Linear Temporal Logic (LTL) formulas. The latter are translated into Büchi automata for the verification task. NuSMV [8] is a model-checker primarily used for synchronous systems such as digital circuits. UPPAAL [26] is a model-checker based on timed automata extended with data variable types and other features. A user can specify and verify invariant, reachability and some liveness properties.
Block diagram languages may be used for modeling both the cyber and physical parts of a CPS. A model is defined as a directed graph, where each node, called a block, has as a set of input and output ports. A widely used block diagram environment is the commercial product Simulink R 4 . Simulink can describe both continuous-time and discrete-time systems using differential equations and discrete time difference equations, respectively. Its semantics are implicitly defined by its simulation engine. An open source alternative to Simulink is Scicos 5 , a toolbox to the Scilab environment.
Equation-based object-oriented (EOO) languages are, in contrast to block diagram languages, acausal (also called non-causal), meaning that the direction of information flow between model components is not specified a priori. The current state-of-the-art EOO language is Modelica 6 , which can be used, in particular, for modeling and simulating the physical parts of a CPS. The continuoustime semantics of the models are specified using differentialalgebraic equations (DAEs), which can be further composed and connected into hierarchical model structures. Modelica also supports hybrid models, models combining discrete and continuous-time semantics. Functional hybrid modeling (FHM) [29] , a related language category, is also based on acausal modeling, but uses a functional approach to model composition. The main strength of EOO and related languages is-compared to block diagram languages-that the topology of the real physical system and the model coincide, which simplifies model reuse.
Reactive languages are designed for implementing reactive systems, the cyber part of a CPS that continuously reacts to the physical environment. Lustre [16] and its commercial implementation SCADE, are synchronous reactive languages. These languages are equipped with a tool chain for efficient program compilation as well as for verification of program properties. Giotto [19] is a time-triggered reactive language for implementing embedded systems with hard real-time constraints.
Hardware Description Languages' (HDLs) main purpose is to model and specify digital circuits. HDL specifications are executable, either by performing discrete-event simulation or-for a subset of the languages-by automatically synthesize hardware logic. Analog and mixed signal (AMS) extensions, such as VHDL-AMS [21] and Verilog-AMS [1] , extend these HDLs with differential equations, giving modeling capabilities similar to acusal modeling in EOO languages. HDLs are primary used for implementing the cyber part of a CPS. They can, for example, by synthesizing to field-programmable gate arrays (FPGAs), improve throughput compared to a pure software implementation.
Multi-formalism languages and tools implement and combine different formalisms and models of computation. Ptolemy II [12] is an open-source and extensible modeling and simulation environment. It follows an actor-based approach and supports heterogeneity by defining an executable abstract semantics (concretely, a Java interface) which actors implement. AToM 3 [10] is a graphical tool that combines multi-formalism modeling and meta-modeling. By using a formalism transformation graph (FTG), models can be automatically converted between different formalisms. Another approach of supporting multi-formalisms is to develop and combine different domain specific languages (DSLs). For example, Modelyze [4] is a host language that is especially designed for embedding DSLs that support different equation-based formalisms. Commercial tools with extensible toolboxes and integration between products, can also be seen as having multi-formalism capabilities. For example Matlab/Simulink/Stateflow/SimEvents combine several formalisms. A standardized co-simulation interface, such as the functional mock-up interface (FMI) 7 , is another way of combining tools based on different formalisms.
DISCUSSION
There are several challenges when instantiating and applying this framework. In this section, we discuss three of these challenges and how we partially address them.
The first challenge concerns how categories of viewpoints, formalisms, languages, and tools are related to each other. We consider it essential that an analysis of stakeholders, concerns, and parts is made in order to provide a rationale for selecting formalisms, languages and tools. Such an analysis is highly context-dependent and it is therefore difficult to be exhaustive regarding viewpoints, and consequently difficult to give a general mapping between viewpoints and formalisms. The mapping between formalisms and languages/tools is, on the other hand, somewhat clearer. This mapping is, however, between formalisms and categories of languages and tools. Because languages within the same category can relate to slightly different formalisms, we introduce the notion of weak and strong relations (see Figure 3) . In this paper, we have intentionally not formalized the meaning of these relations.
The second challenge deals with formalisms and how they are combined and used together. Existing languages and tools typically combine several formalisms, enabling modeling of complex systems. Precisely formalizing the combination of formalisms is, however, very difficult. The challenges of combining, relating, and refining formalisms are core parts of CPS design and consequently for the proposed framework.
The third challenge is how the framework's categories and relations can be used as guidelines for different stakeholders when selecting languages and tools. In this regard, our current work should be seen as preliminary; we have not yet evaluated how it can be used in practice. We envision, however, that in an extended version of this framework, the stakeholders start by defining a (context-dependent) viewpoints matrix and, by doing so, elicit a number of useful viewpoints. Then, by using the framework, the stakeholders get a better understanding of the most relevant formalisms, languages, and tools. We contend that the mapping is useful as a guideline, although it does not give an easy cheat sheet for selecting tools; the area of CPS modeling is far too complex for making such oversimplifications.
CONCLUSIONS
We propose a framework for assisting CPS designers in the modeling process by relating viewpoints, formalisms, languages, and tools. As part of future work, we intend to create a comprehensive extension of our framework where viewpoints, frameworks, languages and tools, and their relations are covered considerably more, both in terms of depth and width.
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