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ABSTRACT
We propose a generalization of convolutional neural networks
(CNNs) to irregular domains, through the use of a transla-
tion operator on a graph structure. In regular settings such
as images, convolutional layers are designed by translating
a convolutional kernel over all pixels, thus enforcing trans-
lation equivariance. In the case of general graphs however,
translation is not a well-defined operation, which makes shift-
ing a convolutional kernel not straightforward. In this article,
we introduce a methodology to allow the design of convolu-
tional layers that are adapted to signals evolving on irregular
topologies, even in the absence of a natural translation. Using
the designed layers, we build a CNN that we train using the
initial set of signals. Contrary to other approaches that aim
at extending CNNs to irregular domains, we incorporate the
classical settings of CNNs for 2D signals as a particular case
of our approach. Designing convolutional layers in the vertex
domain directly implies weight sharing, which in other ap-
proaches is generally estimated a posteriori using heuristics.
Index Terms— graph signal processing, translations on
graphs, convolutional neural networks
1. INTRODUCTION
Convolutional neural networks (CNNs) have become state of
the art algorithms for numerous tasks involving classification
of signals. Their increased performance compared to dense
networks is usually explained by their ability to capture local
aspects of the signals under study, as well as by the fact that
they are not impacted by the locations of these local elements.
Convolutional layers are designed by initializing a small ker-
nel of weights to train over the domain on which signals are
defined, and translating it to every possible location. A convo-
lutional layer can be seen as bipartite graphs of 2N neurons,
with N the dimension (or number of variables) of the signal
to study (e.g., number of pixels in an image, or number of
discrete measurements of an audio). Each of these variables
is associated with two neurons, one input, one output. The
adjacency matrix of the layer can be designed as follows [1]:
For each location of the kernel, centered on a variable l, an
Fig. 1. Example of a convolutional kernel of 5 weights (repre-
sented with colors), localized on the dark blue variable. Dot-
ted edges correspond to entries of the adjacency matrix of the
layer, for which weights are given by the kernel initialization.
edge is created in the convolutional layer between the output
neuron associated with variable l and each input neuron as-
sociated with a variable located under the kernel. Edges are
then weighted according to the associated weights in the ker-
nel, which will later be trained. Fig. 1 depicts a visual repre-
sentation the connections resulting from one particular kernel
localization.
Since weights to train are set only once at kernel initial-
ization, they are duplicated for every possible localization of
the convolutional kernel. A small localized element in a sig-
nal defined over adjacent variables will therefore result in the
same linear combination of weights whatever its localization
in the signal. Reproducing this translation equivariance prop-
erty in the context of signals defined over an irregular topol-
ogy is not straightforward, as translation is not a well-defined
operator on such structures. Identifying such a translation op-
erator would therefore have a high impact, as it would allow
reproducing the methodology introduced above, thus extend-
ing CNNs analogously to the regular space settings, with ap-
plications to analysis of signals evolving in the brain, or in a
social network, among other examples.
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Due to the potential impact of extending CNNs to irregu-
lar domains, finding such solutions has recently been a very
active field of research.
A first attempt to generalize CNNs was proposed by
Bruna et al. [2], followed by Henaff et al. [3], in which
the authors propose to use the translation operator from the
graph signal processing framework in place of Euclidean
translations. This operator is defined in the spectral domain
associated with the graph, as a dot product between the signal
spectrum and the spectrum of a Dirac signal [4]. Due to the
spectral definition, translation of a convolutional kernel on
a graph using this operator does not preserve locality of the
kernel. This problem has been addressed by Defferrard et al.
[5] by considering Chebyshev polynomial filters. Such filters
have been used to design convolutional kernels with transfor-
mation equivariance properties of signals [6]. Levie et al. [7]
introduced Cayley polynomials that also localize in the fre-
quency domain. A common aspect of all these spectral-based
methods is that an initial kernel is not translated at all possible
locations, but re-generated on each possible variable. In order
to enforce translation equivariance, the initial kernel weights
are therefore re-affected to the localized kernel entries, using
arbitrary heuristics.
Another approach is to perform convolutions directly in
the vertex domain. Typically, the output of these convolutions
at each vertex is a function of its neighbors and a weight ker-
nel [8, 9, 10]. Locally, this operation can amount to a scalar
product as in [1, 11, 12], exactly like for convolutions on
images. However, there is no explicit translation on graphs:
matching vertices from these neighborhoods centered at dif-
ferent locations is again performed arbitrarily. Some strate-
gies make use of random walks [13], or perform learning of
kernels and matching jointly [14].
Due to the growing interest in graph convolutional neural
networks, many additional contributions have been proposed
in the recent months. We recommend [15] for a more com-
plete overview.
Contrary to existing approaches that aim at finding a
proper affectation of weights to kernels generated over each
variable, we introduce in this article a novel methodology to
mimic classical CNNs design, through the use of translations
in the vertex domain. We then instanciate a single convolu-
tional kernel on the graph, with associated weights to train,
and translate it to every possible vertex. This methodology
has the advantage to directly associate weights with the edges
in a convolutional layer, without the need for heuristics [1].
Also, convolutional layers on 2D signals can be seen as a par-
ticular case of our approach, in which the underlying graph is
a grid. A visual representation of the proposed methodology
is given in Fig. 2.
The remaining of this article is organized as follows: In
Sec. 2, we give details on the introduced methodology. Then,
in Sec. 3, we design a convolutional layer from a set of func-
tional magnetic resonance imaging (fMRI) signals. Finally,
Sec. 4 concludes.
2. METHODOLOGY
As introduced in Sec. 1, we are interested in identifying a
translation operator on a graph, that models the domain on
which signals evolve. In some cases, such a graph is not pro-
vided, as there is no known ground truth. Examples include
brain signals, seismic sensors, or weather stations, for which
variables are known but no connectivity is directly implied.
For such cases, graph inference methods have been developed
(e.g., [16, 17]) that allow defining a topology that is adapted
to signals. In this work, we assume the graph to be either
given or inferred using such approaches.
In [18, 19], authors have proposed a definition for trans-
lations that are analogous to Euclidean translations on the
grid graphs, while not making use of the metric space. Let
G = 〈V, E〉 be a graph. A translation as introduced in [19] is
a function ψ : V 7→ V ∪ {⊥}, where ⊥ allows the disappear-
ance of signal entries, such that:
• ψ is injective for each vertex whose image is in V , i.e.,
∀v1, v2 ∈ V : (ψ(v1) = ψ(v2) 6= ⊥)⇒ (v1 = v2);
• ψ is edge-constrained (EC), i.e., ∀v ∈ V : ((v, ψ(v)) ∈
E) ∨ (ψ(v) = ⊥);
• ψ is strongly neighborhood-preserving (SNP), i.e.,
∀v1, v2 ∈ V :
(
(v1, v2) ∈ E ⇔ (ψ(v1), ψ(v2)) ∈
E) ∨ (ψ(v1) = ⊥) ∨ (ψ(v2) = ⊥).
Such operators are very well adapted to the problem of de-
signing convolutional layers for graphs. As a matter of fact,
these functions being injective directly implies the mapping
of weights in the design of a layer. Additionally, the SNP
property enforces the convolutional kernel to remain similar
as it gets translated over the graph, which enforces the trans-
lation equivariance property we want to achieve.
The authors have however shown that identification of
these translations is an NP-complete problem. To tackle this
problem, they have proposed a notion of approximate transla-
tions, that allow controlled violations of the properties listed
previously.
In this article, we make use of these approximate transla-
tions to allow translating a single convolutional kernel to all
possible vertices of the graph. We proceed as follows:
1. We initialize a kernel {vi : wi}i, vi ∈ V — defined as
an association of weightswi to train to a selected subset
of vertices — on one of the most central vertices v1 in
the graph, considering the proximity centrality [20];
2. For each neighbor v2 of v1, we identify an approximate
translation ψv1→v2 allowing to center the kernel on v2;
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Fig. 2. Introduced methodology to create a CNN adapted to given signals. (a) We identify some translation operators on the
graph on which signals are defined; (b) We initialize a convolutional kernel on the graph, defined as a subset of close vertices
associated with weights (wi)i to train. Here, we choose to consider the most central vertex (in blue) as the kernel center, and
to include its direct neighborhood (in mauve) in the kernel vertices; (c) Using the previously found translations, we translate
the convolutional kernel so that it gets centered on every possible vertex. Once the kernel has been localized on every vertex,
we can define a corresponding convolutional layer in the manner of [1]. Mapping of the various weights, represented by the
colors in the resulting layer, is given directly by the translation of the initial kernel; (d) By considering various initializations of
kernels, we obtain different convolutional layer models. A CNN can then be constructed by assembling them to form a complex
network; (e) Finally, the CNN is trained using signals on the graph. The trained network can then be used in order to classify
new signals.
3. For every possible new location of the kernel, we start
again from 2. until we reach a fixed point of the pro-
cess. When multiple potential kernels are centered on
the same vertex v3 ∈ V , we only keep the one obtained
by an approximate translation ψv1→v3 that minimizes
the score s(ψv1→v3) defined in [19] (5), which mea-
sures the total deformation of the signal along the path
from v1 to v3.
The algorithm stops when the best kernel (according to
the score function) has been found for every possible center.
As the number of elementary paths between any pair of ver-
tices in a connected graph is limited, the algorithm terminates.
Finally, once the kernel has been localized on every possible
vertex with minimum deformation, we create the adjacency
matrix of the convolutional layer as in the classical settings of
CNNs over regular spaces.
3. EXPERIMENTS
In order to assess quality of the proposed method, we have
chosen to consider a dataset of brain signals, acquired through
functional magnetic resonance imaging (fMRI), on which
classical CNNs cannot be used.
The Haxby dataset of fMRI signals [22] consists of mea-
surements of the brain activity during a visualization task, in
which images of 8 classes are shown to 6 subjects during 12
sessions. For each subject, activity in 163, 840 voxels is mea-
sured. A parcellation is then applied to group the vertices us-
ing functional or geographical properties, in order to reduce
the number of variables to 444 [23]. As these locations are
associated with coordinates in the brain, we choose here to
consider a graph Ggeo by computing the Euclidean distances
between vertices, and keeping the 6 highest entries per row,
then symmetrizing.
In order to have a training and a test set of signals, we have
Ggeo Chebnet [5] MLP SVM LR (C = 1, l1) LR (C = 50, l1) (LR C = 1, l2) Ridge
Subject 1 56% 60% 54% 50% 51% 47% 49% 35%
Subject 2 52% 56% 44% 42% 48% 47% 47% 34%
Subject 3 47% 51% 48% 35% 44% 38% 41% 28%
Subject 4 53% 54% 42% 32% 34% 28% 34% 22%
Subject 5 42% 45% 39% 31% 42% 34% 31% 23%
Subject 6 49% 51% 49% 40% 42% 40% 38% 31%
Average 49.9% 52.8% 45.9% 38.2% 43.6% 38.9% 39.7% 28.8%
Table 1. Results of our method with the graph Ggeo on the Haxby dataset. Other results are obtained with the Chebnet CNN
using Chebyshev polynomials [5], a multilayer perceptron (MLP), and with the classifiers adapted from [21].
splitted the 12 sessions into a training set of 10 sessions and a
test set of 2 sessions. To provide a baseline to compare with,
we have adapted the classifiers in [21] in order to have them
perform classification of 8 classes at once. Additionally, we
compare with a multilayer perceptron, made of three layers
with parameters found with grid search. Finally, we also pro-
vide the results of Chebnet, a CNN with convolutional layer
designed using Chebyshev polynomials [5] of order 5.
The CNN we consider consists of three layers with ReLU
non-linearities: one convolutional layer and two dense lay-
ers, followed by some dropout, with parameters found by grid
search. This design has been chosen to be close to the MLP,
in order to evaluate a gain in performance related to the use
of convolutional layers.
Results obtained for all these classifiers are depicted in Ta-
ble 1. They demonstrate that the introduced method provides
improved results compared to a MLP or a simple classifier.
However, Chebnet offers better performance in comparison
to ours. While the number of weights to train is similar be-
tween Chebnet and our approach, we explain that difference
by the number of vertices from which signal information is
drawn. A Chebyshev polynomial of order 5 draws informa-
tion from a larger set of vertices — those that are at most 5
hops away from the kernel center — than our method does,
which appears to have more impact on classification results
than finding a proper mapping.
It is still worth noting that the gap in performance is not
significantly high, which encourages us continue developing
the method. We believe it to be able to outperform other clas-
sifiers especially on datasets for which orientation of features
within signals makes sense, like when considering an irregu-
lar sampling of a manifold.
4. CONCLUSIONS
In this article, we have introduced a methodology to extend
CNNs to signals evolving on irregular domains. Contrary to
other works in the domain, our approach aims at finding trans-
lations on the graph in order to reproduce the design method-
ology of classical CNNs over regular spaces. The translations
used are injective function that preserve the shape of the con-
volutional kernel, thus implicitely setting the mapping of the
weights and enforcing translation equivariance. It therefore
includes the design of classical convolutional layers as a par-
ticular case, in which the underlying graph is a grid. Experi-
ments have shown applicability of the proposed methodology
on signals evolving in the human brain, for which we outper-
form simple classifiers, while being comparable with Cheby-
shev polynomials-based approaches.
Recent results have been developed based on a previous
version of the present article [24], in which the authors pro-
pose a pooling algorithm to complement the introduced con-
volutional layers, as well as stride convolutions and data aug-
mentation techniques. Improved CNNs using these additional
tools have allowed to outperform the performance of Chebnet
on another dataset of fMRI signals, which encourages us to
continue developing the introduced approach. One possible
directions for doing so is to study the impact of the convolu-
tional kernel shape on performance, and design less arbitrary
shapes, for instance using dictionary learning approaches.
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