Abstract. The tree architecture has been employed to solve multi-class problems based on SVM. It is an alternative to the well known OVO/OVA strategies. Most of the tree base SVM classifiers try to split the multi-class space, mostly, by some clustering like algorithms into several binary partitions. One of the main drawbacks of this is that the natural class structure is not taken into account. Also the same SVM parameterization is used for all classifiers. Here a preliminary and promising result of a multi-class space partition method that account for data base class structure and allow node's parameter specific solutions is presented. In each node the space is split into two class problem possibilities and the best SVM solution found. Preliminary results show that accuracy is improved, lesser information is required, each node reaches specific cost values and hard separable classes can easily be identified.
Introduction
Over the last few years one of the most used techniques to solve binary classification problems (K=2) has been Support Vector Machines (SVM). It has several advantages compared to other competitors. From a data mining point of view it provides much more information about the problem at hand such as class margin, class separability (if it is a hard or soft problem) and which data from the data base was used to build the solution. Its extension to multi-class problems (K >2) relies on transforming the multi-class problem space into several binary space problems, where each of these can now be solved by a single SVM. Different algorithms have been developed for this purpose such as One-against-All (OvA), One-against-One (OvO) [1] , Direct Acyclic Graph SVM (DAGSVM) [2] and Binary Tree SVM (BTSVM) [3] . In OVA each class is faced to the rest of the classes resulting in building as much SVM classifiers as available classes. Classification of a new sample is defined according to the maximum output over all SVM classifiers. In OvO and DAGSVM all the classes are contrasted to each other requiring K(K-1)/2 SVM classifiers and a new sample is labeled according to a voting schema. Binary Trees based SVM multi-class follows a quite different approach. Instead of a contrast in a pairwise or OvA fashion, it builds K-1 SVM classifiers and for each of them recursively splits the multi-class space into two "new classes"
for each of the K-1 SVMs. A new sample is labeled according to the label of the reached leaf of the tree. Different methods were proposed to split the multi-class space. They are mainly based on some kind of clustering and re-assignment technique. One of them is named Multistage SVM (MSVM), introduced by Liu et al [4] . They proposed to split a multi-class space into a two class space through unsupervised Support Vector Clustering (SVC) [5] and then re-label the samples according to the SVC solution. However this approach requires adjusting SVC parameters to find only two clusters each time. In addition it does not guarantee that the input class structure will be preserved (samples for the same class could be re-labeled to a different class) and the resulted tree may not be balanced, requiring, in addition, a balancing step. A second one called Binary Tree SVM (BTS) [3] , randomly choses a pair of classes and then builds SVM classifiers for these two and "re-classifies" the remaining samples according to this SVM. Then, re-classified samples feed the child nodes of the previous one, repeating the process until a leaf is reached. Although this approach does not require SVC, it does not solve the drawbacks of the MSVM. The third approach is also a reassignation procedure, but instead of randomly choosing two classes from the original space to build the SVM classifier, it applies a kind of k-means algorithm with k=2, using as a starting point the "gravity centres" of the two most disjointed classes and then reassigning remaining samples to these two classes. However, In order to build "gravity centres" in a feature space it is required to know the mapping function and this is not always the case as in the Gaussian kernel SVMs and it does not take into account class structure as in previously mentioned strategies.
Here we propose a new approach to split a K>2 multi-class problem into two class problem for each node in the tree by looking for the input class combinations that produce the best SVM performance in a specific tree node. This implies to solve for node "i"
binary problems, where =1 for K odd and 0.5 for K even and r=[K/2]. Once the best solution if found for node "i" r classes are passed to the child nodes and the process repeated until reaching a leaf. Despite the training phase is time and computationally expensive, the proposed approach always produces a balanced tree and the original class structure is preserved. The last property is very important from a Data Mining point of view because the reached solution allows identifying which of the class combinations provides soft or hard margin solutions (tree nodes could have different kernel parameters) and automatically identifies what are the most difficult input classes to split. These are very important properties for data analysts who need to extract hidden knowledge from a multivariate data base.
Support Vector Machines
Here we briefly present the SVM theory. Support vector machines are learning machines with a very nice theoretical background, the Statistical Learning Theory, which provides insights through which can then be used to improve the performance in practical real applications [6] . In the classification context, SVM provides a way to find
Maximal Margin Hyperplane giving a specific configuration of the machine. In a general setting, the learning algorithm finds the optimum weight vector that solves the following problem: Given the set of samples ( ) { }
where x i ∈ R p is the input pattern for the ith example and y i ∈ {-1,1} the desired class response, the Hyperplane that separate the data should satisfy
x w (2) where the weight vector w ∈ R p and the slack variable ξ allows the incorporation of some errors in the solution. The weight vector w can be obtained by the minimization of (primal form) 
Where C , the cost parameter, is a user specified positive value. In practice if all . i < C, the data set can be linearly separated without error (all ξ i =0) and the problem is said to be a "hard-margin" problem" if not, a "soft-margin" one. The bridge between primal and dual form is given by
where SV is the set of input vectors for which . i •0 (the support vectors). The squared norm of the weight vector can be calculated as
α α w (7) and the maximum distance between the closest patterns in the hyper-geometrical space R p is given by 
[7] In the case of a "hard margin" solution the second term of Eq. 7 vanishes.
SVM Tree Structure
The proposed method uses multiple SVMs arranged in a binary tree structure [3, 7] (See Fig.1) ). Each node in the tree will constitute the solution of a binary problem which represents a particular partition of the multiclass space. In order to find the best solution of a particular binary problem the best partition of the K classes should be found. At node "i" the class space is split in SVMs trained in the root node, and from these binary problems (partitions) the one achieving the lowest error rate and the fewest amount of support vectors will represent the root node. Then a K/2=2 class problem is passed to each of its child nodes. If K=5, ten (10) SVMs are required in the root node, then 3 classes will be passed to the left child node and 2 classes to the right child (or vice-versa).
For each of the L i SVM, the best SVM cost C (eq.3) is found. In order to avoid expensive cross validation procedures, we chose the SVMpath algorithm [8] . This algorithm permits setting the best cost for Linear and Gaussian kernels without cross validation. The proposed algorithm was implemented in R (www.r-project.org) using svmpath and e1071 libraries. The last one is based on the well known LibSVM C++ library [9] . 
Training and Validation
In this work, even though all the SVM parameters could be optimized, the unique tuned SVM parameter was the cost C of eq.3. In this context the used kernel function was radial /Gaussian with /=1 in all cases. For SVM OVO, the "svm" and "tune.svm" functions were used to set the optimum C cost value (they are available in the e1071 R library). The C value was spanned into the [C min , C max ] range. If the best achieved SVM implies a cost equal to C min or C max , the process was repeated expanding the C range until the best SVM satisfied C min < C < C max .
For the SVMTree algorithm proposed here, the svmpath function from the "svmpath" R library was used. This algorithm fits the entire path of SVM solutions for every value of the cost parameter, with essentially the same computational cost as fitting one SVM model [8] .
In all cases a 5-fold cross validation over 80% of the data base was applied to evaluate the reached solution over different partitions of the data base, and the remaining 20% of the data was used to test the final model.
Data Sets
Three well known UCI repository data sets were used -Iris, Glass and Yeast, see table  1 for a description of each one.
Results
In Table 1 , performance of the best 5-fold cross validation models are shown. It is possible to observe that SVMTOCP achieves lowers or almost equal prediction errors but much less support vectors (between 6% and 15% less than in the OVO case). This means a robust solution through the SVMTOCP algorithm. In addition, it is clear that the solution for each of the binary problems does not necessarily imply the same cost. The last columns of Table 1 could range for low to high cost values. The TOCP strategy also achieves higher Hard Margin Solutions (HMS) than OVO strategy. In Fig. 2 the SVMTOCP achieved for Yeast data set is shown. The tree is balanced and no further step is required. The class structure is preserved, meaning that no sample re-allocation is necessary providing a way to identify those classes more difficult to separate from each other (a nice property from an information discovery point of view). For instance in the Yeast data set, classes NUC and CYT are, despite having several data points, very difficult to separate, remaining together until the corresponding leaf has been reached. This conclusion can be achieved since their solution requires a high C value and produces large classification errors. Fig. 2 . SVMTOCP for Yeast data set. Square box contains class decision and an amount of correct/bad classification over 20% of testing data. It is also possible to see which nodes achieve a hard margin solution.
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Conclusion and Future Work
The proposed method is computationally expensive; however it can be easily parallelized (work in progress) by speeding up the best SVM selection for each node. The proposed splitting method always produces a balanced tree and at the end of the training process K-1 SVM classifiers are obtained and at most [log 2 K] SVMs are required to consult to classify a new sample. The achieved solution requires a lesser number of support vectors favorably impacting in the margin width and in solution robustness. It has been shown that the SVM for each node does not necessarily require the same cost parameters as in the previously published SVM tree based methods as well as in OVO, OVA and DAGSVM strategies. From a Data Mining point of view, this method has several advantages. For instance, any kind of kernel could be used in each node and then, each one treated as an independent problem over the rest. By exploring nodes, it is possible to query if a particular class partition reaches a hard (0 < . i < C) or soft (0 < . i " C, i.e at least some . i = C) margin solution. In addition, the classes that remain together deep in the tree are those most difficult to classify or separate. For instance for the Yeast Data Set a higher number of hard margin solutions were achieved (i.e: linear separable cases) compared to OVO. This information is very important when analyzing large data bases in high dimensional problems, providing useful information for the problem at hand.
Further work is required to fully evaluate error performance, since a particular solution (particular C value) could also imply choosing a particular kernel parameter (the gamma parameter in case of Gaussian/Radial kernel). Also optimizing the other kernel parameters could improve the reached solution as in the other strategies such as OVO and OVA. This will also be evaluated.
