It is fast in the imaginary (conceptual) direction but, generally, slow in the real direction (new objects). Mainly I mean modern mathematics, but it may be more universal. For instance, ancient Greeks created a highly conceptual axiomatic geometry with modest "real output". I do not think that the ratio Real/Imaginary is much higher now. They failed to digest √ 2, we got stuck with analysis. Let us try to project representation theory on the real axis from Fig1. In Fig2, we focus on Lie groups, Lie algebras and Kac- Moody algebras, ignoring the arithmetic direction (adèles and automorphic forms). The theory of special functions and combinatorics ("numbers") are the classical objectives of representation theory. (1) I mean the zonal spherical functions on K\G/K for maximal compact K in a semi-simple Lie group G. The modern theory was started by Berezin, Gelfand and others in the early 50's and then developed significantly by Harish-Chandra. Lie groups greatly helped to make the classical theory multidimensional, although they did not prove to be very useful for the hypergeometric function.
(2) The characters of Kac-Moody algebras are not far from the products of classical one-dimensional θ-functions and can be introduced without representation theory (Looijenga, Kac, Saito) . See [Lo] . However it is a new and important class of special functions with various applications. Representation theory explains some of their properties but not all.
(3) This arrow gives a lot of combinatorial formulas. Decomposing tensor products of finite dimensional representations of compact Lie groups and related problems were in the focus of representation theory in the 70's and early 80's. They are still important, but representation theory moved towards infinite dimensional objects.
(4) Calculating the multiplicities of irreducible representations of Lie algebras in the Verma modules or other induced representations is somewhat artificial. The BGG-Verma modules belong to conceptual mathematics. They were designed as a technical tool for the Weyl character formula. It took time to understand that these multiplicities are "real" with strong analytic aspects.
New vintage
Fig3 updates the picture above. We add the results which were obtained in the 80's and 90's inspired mainly by a breakthrough in mathematical physics, although mathematicians had their own strong reasons to study generalized hypergeometric functions and modular representations.
(1) These functions are important applications of the theory of KZ-equations in both differential and difference cases. The interpretation and generalization of the hypergeometric functions via representation theory was a key problem of the so-called Gelfand program, which had not been solved for almost three decades. (2) Actually the conformal blocks belong to the imaginary axis (conceptual mathematics/physics) as well as their kin the τ -function. However they extend the hypergeometric functions, theta functions, and Selberg integrals. They solve the above problem and attach the hypergeometric function to representation theory, but affine Hecke algebras serve this purpose better.
(3) The Verlinde algebras are formed by integrable representations of KacMoody algebras of a given level with the "fusion" instead of tensoring. They can be also defined using quantum groups at roots of unity. However it was the conformal field theory which gave them birth.
(4) Whatever you may think about the "reality" of [M λ : L µ ], these multiplicities are connected with the modular representations over fields of finite characteristic. Nothing can be more real than finite fields!
Hecke algebras
The Hecke operators and later the Hecke algebras were introduced in the theory of modular forms, actually in the theory of GL 2 over the p-adic numbers.
In spite of their p-adic origin, they appeared to be directly connected with the K-theory of the complex flag varieties [KL1] and the Harish-Chandra theory.
It suggests that finite and p-adic fields are of greater fundamental importance for mathematics and physics than we think. Concerning the great potential of p-adics, let me mention the following three well known confirmations:
i) The Leopold-Kubota p-adic zeta function, which is a p-adic analytic continuation of the values of the classical Riemann's zeta-function at negative integers. ii) My theorem about "switching local invariants" based on the p-adic uniformization (Tate-Mumford) of the modular curves which come from the quaternion algebras.
iii) The theory of p-adic strings due to Witten, which is based on the similarity of the Frobenius automorphism in arithmetic to the Dirac operator.
Observation. The real projection of representation theory goes through Hecke-type algebras. In Fig4, the arrows are as follows. a) This arrow is the most recognized now. Quite a few aspects of the HarishChandra theory (the zonal case) were covered by representation theory of the degenerate (graded) affine Hecke algebras [Lus] . The radial parts of the invariant differential operators on symmetric spaces and their generalizations arise directly from the affine Hecke algebras [C6] . The hypergeometric functions are their eigenfunctions [HO1] , [O3] .
The difference theory appeared even more promising. It was demonstrated in [C14] that the difference Fourier transform is self-dual like the classical Fourier and Hankel transforms, not in the Harish-Chandra case. Here Macdonald polynomials replace the characters of the compact Lie groups. There are connections with the quantum groups and quantum symmetric spaces (Noumi, Olshansky and others, see[No1] ). However the double Hecke algebra technique serves the difference theory better.
(b) The double Hecke algebras lead to certain elliptic generalizations of the Macdonald polynomials [C12, C13, C18] . They are also connected with the so-called parabolic operator (see [EK1] , [C12] , and recent [FV1] ) and govern the monodromy of the KZB-equation (Kirillov Jr., Felder, Tarasov, Varchenko and others Kashiwara-Tanisaki. By (d) , I mean the modular Lusztig conjecture (partially) proved by Anderson, Jantzen, and Soergel. There is recent significant progress due to Bezrukavnikov.
The arrow from the Macdonald theory to modular representations is marked by "!". It seems the most challenging now. It is equivalent to extending the Macdonald polynomials at roots of unity from the restricted case (the alcove) to arbitrary weights (the parallelogram). If such extension exists, it would give a k-generalization of Lusztig's conjectures, some formulas for the modular characters (not only those for the multiplicities), and presumably a description of modular representations for arbitrary Weyl groups.
KZ equations and KM algebras
Let me comment on the role of the Kac-Moody algebras and their relations (real and imaginary) to the spherical functions and the double Hecke algebras and argue for and against their relation to the spherical functions. Concerning the double Hecke algebras, the relation is more solid.
Fusion procedure
I think that the penetration of double Hecke algebras into the fusion procedure and related problems of the theory of Kac-Moody algebras is a convincing demonstration of their potential. The fusion procedure appeared for the first time in [C2] . On physics side, let me also mention a contribution of Louise Dolan. Given an integrable representation of the n-th power of a Kac-Moody algebra (where central elements from all n components are "glued together") and two sets of points on a Riemann surface (n points and m points), I constructed an integrable representation of the m-th power of the same KacMoody algebra. The procedure does not change the central charge. Later it was named "fusion procedure". I missed that in the special case of this correspondence, when n = 2 and m = 1, the multiplicities of irreducibles in the resulting representation are the structural constants of a certain commutative algebra, the Verlinde algebra [Ver] . This algebra is an algebra of functions of a finite set and has a simple combinatorial description. Now we know that these multiplicities can be readily extracted from the simplest representation of the double affine Hecke algebra at roots of unity in the group case, so the Kac-Moody algebras are undoubtedly connected with the double Hecke algebras. Double Hecke algebras simplify and generalize the inner product in the Verlinde algebras, the (projective) action of P SL(2, Z) and give more. Only the integrality and positivity of the structural constants of the Verlinde algebras requires the Kac-Moody interpretation, although it can be also checked directly. Other properties readily follow from the theory of the double Hecke algebras. We will discuss it below.
I'd like to add that I actually borrowed the fusion procedure from Y. Ihara's papers "On congruence monodromy problem". A similar procedure is the foundation of his theory. I changed and added something (the central charge has no counterpart in arithmetic), but the procedure is basically the same. Can we go back and define Verlinde algebras in arithmetic?
Kac-Moody algebras and spherical functions
The classification of the Kac-Moody algebras resembles very much that of the symmetric spaces. See [Ka] , [He1] . It is not very surprising because the key technical point in both theories is the description of the involutions and automorphisms of finite order for the semisimple finite dimensional Lie algebras. The classification lists are similar but don't coincide. For instance, the BC n -symmetric spaces have no Kac-Moody counterparts. Vice-versa, the KM-algebra of type, say, D
4 is not associated (even formally) with any symmetric space. Nevertheless one could hope that this parallelism is not incidental.
Some kind of correspondence can be established using the isomorphism of the quantum many-body problem, a direct generalization of the HarishChandra theory, and the affine KZ-equation . The isomorphism was found by A. Matsuo and developed further in my papers. It holds when the root multiplicity k is an arbitrary complex number. In the Harish-Chandra theory, it equals 1/2 for SL 2 (R)/SO 2 , 1 in the so-called group case SL 2 (C)/SU 2 , and k = 2 for the Sp 2 . The k-generalized spherical functions are mainly due to Heckman and Opdam. One may expect k to be a counterpart of the central charge c (or the level) in the theory of the Kac-Moody algebras, so we need to make it an arbitrary complex number. Could we expect any c ⇔ k correspondence?
Generally speaking, the answer is negative. Indeed, the number of independent k-parameters can be from 1 (A, D, E) to 5 (C ∨ C, the so-called Koornwinder case), but we have only one c in the Kac-Moody theory. Moreover, the k-spherical functions are eigenfunctions of differential operators generalizing the radial parts of the invariant operators on symmetric spaces, and they are pairwise orthogonal for different eigenvalues. These have no counterparts for the Kac-Moody characters. On top of it, the latter are of elliptic type, the spherical functions are of hypergeometric type.
The elliptic quantum many-body gives a kind of theory of spherical functions in the Kac-Moody setting (at critical level) . However it rather supports the unification of c and k than the correspondence between them.
The elliptic QMBP in the GL N -case was introduced by Olshanetsky and Perelomov. The classical root systems were considered in the paper [OOS] . The Olshanetsky-Perelomov operators for arbitrary root systems were constructed in [C12] .
We see that an exact match cannot be expected. However a map from the Kac-Moody algebras to spherical functions exists. It is for GL N only and not exactly for the KM-characters, but it exists.
Integral formulas for KZ
The KZ-equation [KZ] is the system of differential equations for the matrix elements (correlation functions) of the representations of the Kac-Moody algebras in the n-point case. The matrix elements are simpler to deal with than the characters. They satisfy nice differential equations with respect to the positions of the points. In the most general "integrable" case, one obtains the so-called r-matrix and the corresponding rmatrix KZ equations introduced in [C4] . The points may be taken in P 1 or in elliptic curves.
There is another "integrable" elliptic case, the so-called Knizhnik-Zamolodchikov-Bernard equation usually denoted by KZB [Be, FW1] .
Generally speaking, the KZ-equations can be associated with arbitrary algebraic curves. They involve the derivatives with respect to the moduli of curves and vector bundles. In this generality, they are non-integrable in any reasonable sense.
Summarizing, we have the following major cases, when the solutions of the Knizhnik-Zamolodchikov equation have integral representations, reasonably simple monodromy representations, special symmetries, and other good properties: (a) the KZ for Yang's rational r-matrix (see [SV] ), (b) the "trigonometric" , (c) the elliptic KZ-Bernard equation (see [Be, FW1] ).
Given a Lie algebra g (simple finite dimensional or "abstract" associated with a Cartan matrix like in [Ka] ), one may define the integrand for the KZ integral formulas using the coinvariants of U( g) for the Weyl modules [C5] . The contours of integration are governed by the quantum U q (g). See [FW2] , [Va] and references therein. There are interesting matters concerning the contours of integration and the q-topology of the configuration spaces. This topic was started by Aomoto and seems an endless story. We have no complete formalization of the problem so far.
We note that there exists a close connection between the integral formulas, and the equivalence of the U( g) c and the corresponding quantum group U q (g) due to Kazhdan, Lusztig, and Finkelberg (see [KL2] ). It is for a proper relation c ↔ q. Generally, in mathematics, the countors of integration (the homology) must be dual to the differential forms (the cohomology). It is exactly the case.
Let us discuss what the integral formulas could give for the theory of spherical functions and its generalizations.
From KZ to spherical functions
First, if one starts with the standard KZ-equations in terms of the differences of the points, the relation can be expected with the spherical functions of type A only (for either choice of g). The reason is simple: the differences form a root system of type A. Second, one needs the r-matrix KZ of trigonometric type, because the Harish-Chandra theory is on the torus. Third, only g = gl N lead to scalar differential operators due to the analysis by Etingof and Kirillov Jr. We are going to apply the isomorphism of KZ with the quantum manybody problem from [Mat, C7] . We need to consider the n-point KZ (i.e., with n variables) and with the values in the 0-weight component of (C n ) ⊗n , which is isomorphic to the group algebra C[S n ]. Note that the dimension of the vector space must coincide with the number of components.
In this case, the integral formulas for KZ is likely to be directly connected with the Harish-Chandra formula. I did not check it but calculations due to Mimachi, Felder, Varchenko confirm this. For instance, the dimension of the contours of integration for such KZ is n(n − 1)/2, which coincides with that in the Harish-Chandra integral representation for spherical functions of type A n−1 . His integral is over K = SO n ⊂ SL n (R).
It is important to note that the integral formulas can be justified without Kac-Moody algebras. A straightforward analysis is complicated but possible [SV] . My justification is based on the Kac-Moody coinvariant [C5] . However I use the Kac-Moody algebras as a technical tool at critical level only.
There is another approach [FFR] to the same integral formulas based on the coinvariant for the Wakimoto modules instead of that for the Weyl modules. The calculations with the coinvariant are in fact similar to mine, but the Kac-Moody algebras are used at greater potential and the combinatorial part gets simpler.
Thus one may expect the desired relation between the conforfmal blocks and spherical functions at level of integral formulas. However I don't think that this construction can be extended to arbitrary symmetric spaces, though it certainly indicates that there must be a good self-consistent theory which combines both theories.
Double affine Hecke algebras
They were designed to clarify the classical and quantum Knizhnik-Zamolodchikov equation for the simplest fundamental representation of g = gl N and the analogous KZ-equations for arbitrary Weyl groups. Eventually, through the applications to the theory of Macdonald polynomials, they led to a unification of the Harish-Chandra transform in the zonal case and the p-adic spherical transform.
The double Hecke Fourier transform depends on a parameter k, which is a root multiplicity in the Harish-Chandra theory and becomes 1/(c + g) in the KZ-theory . It also contains a new "quantum" parameter q which comes from the Macdonald polynomials and the QKZ-equation (introduced by Smirnov and Frenkel -Reshetikhin) . See [Sm] , [FR] . The limiting cases as q → 1 and q → ∞ are respectively the Harish-Chandra and p-adic spherical transforms.
It is not just a unification. The q-transform is self-dual in contrast to its predecessors. The self-duality collapses under the limits above. However if q → 1 and we represent the torus in the form q x instead of e x , then the limiting transform remains self-dual. It is the multidimensional generalization from [O2, Du1, Je] of the Hankel transform in terms of the Bessel functions.
The new q-transform shares many properties with the generalized Hankel transform. For instance, the q-Gauss-Selberg integrals are in the focus of the new theory. The case when q is a root of unity is of obvious importance because of immediate applications to the Verlinde algebras and the Gaussian sums from arithmetic.
Missing link?
There are reasons to consider DAHA as a candidate for the "missing link" between representation theory and the theory of special functions. Let me explain why something seems missing.
Generally, representation theory serves multidimensional functions and gives only little for the one-dimensional functions (with a reservation about the arithmetic direction). The fundamental object of the modern representation theory isŝl 2 and its quantum counterpart. However it is too algebraic and there are serious difficulties with developing harmonic analysis of Kac- Moody algebras (especially when q is added). There were attempts, but still we have no consistent harmonic Kac-Moody analysis. The theory of factors is a certain substitute but it does not help too much with special functions either.
On the other hand, the Heisenberg and Weyl algebras are directly related to the theory of special functions. Unfortunately they are too simple, as well as the affine Hecke algebra of type A 1 . The double affine Hecke algebra H H ("double H") of type A 1 seems just right. It has a simple definition but its representation theory is rich enough. I think that if we combine what is already known about H H A 1 , it will be a book as big as "SL 2 " by Lang or "GL(2)" by Jacquet, Langlands. It has surprisingly many applications.
(a) There are direct relations to sl(2) and osp(2 | 1) and their quantum counterparts. The algebra of even elements of the rational degeneration of H H as q → 1 ("rational DAHA") is a quotient of U(sl(2)).
(b) The Weyl and Heisenberg algebras are its limits when t, the second parameter of H H , tends to 1. For instance, the N-dimensional representation of the Weyl algebra as q is a primitive N-th root of unity has a counterpart for H H, namely, the nonsymmetric Verlinde algebra. Its even elements form the Verlinde algebra.
(c) DAHA covers the theory of Rogers's (q ultra spherical) polynomials. Its C ∨ C 1 -modification governs all remarkable families of one-dimensional orthogonal polynomials of type (2, 1). It has immediate applications to the Bessel functions and both classical and basic hypergeometric functions.
(d) Through the , H H is directly connected with the toroidal (double q-Kac-Moody) algebras of type A. There are important applications to the representation theory of Kac-Moody algebras and in the mathematical physics (Uglov et.al.) . Also H H results from the K-theory of affine flag varieties and is connected to the q-Schur algebra.
(e) In the very first paper [C9] , the topology was used. The definition of H H was based on the fundamental group of covers of an elliptic curve with one puncture. This establishes a link to the Grothendieck-Belyi program in the elliptic case (Beilinson, Levin) and to some other problems of modern arithmetic.
(f ) The representation theory of H H is far from trivial, especially at roots of unity. For instance, the description of its center at roots of unity is an involved algebraic geometric problem with some connections to the Fourier-Mukai transform and direct connections to the cubic and del Pezzo surfaces.
(g) Last but not the least, H H unifies the Harish-Chandra spherical transform and the p-adic Macdonald -Matsumoto transforms and, moreover, improves them. The general q, t-transform is self-dual, similar to the classical one and the Hankel transform in the theory of Bessel functions.
Gauss integrals and Gaussian sums
The starting point of many mathematical and physical theories is the celebrated formula:
Let us give some examples.
(a) Its generalization with the product of two Bessel functions in the integrand or, equivalently, the Hankel-invariance of the Gaussian e −x 2 times a Bessel function, is one of the main formulas in the classical theory of Bessel functions.
(b) The following "perturbation" for the same ℜk > −1/2
is fundamental in analytic number theory. For instance, it readily gives the functional equation for ζ.
(c) The multidimensional extension due to Mehta, when we integrate over R n the integrand 1≤i<j≤n (x i − x j ) 2k instead of x 2k , gave birth to the theory of matrix models with various applications in mathematics and physics. Its generalization to arbitrary roots (Macdonald, Opdam) is the major formula in the modern theory of Hankel transform.
(d) Switching to the roots of unity we have an equally celebrated Gauss formula
It is a counterpart of (2.1) at k = 0, although there is no immediate connection.
To fully employ modern mathematics we need to go from the Bessel to the hypergeometric functions. In contrast to the former, the latter can be studied, interpreted and generalized by a variety of methods from representation theory and algebraic geometry to integrable models and string theory.
Technically, the measure x 2k dx has to be replaced by sinh(x) 2k dx and the Hankel transform by the Harish-Chandra transform, to be more exact, by its k-extension. However the latter is not self-dual anymore, the formula (2.1) has no sinh-counterpart, and the Gaussian looses its Fourier-invariance. Thus a straightforward substitution creates problems. We need a more fine-tuned approach.
Difference setup
It was demonstrated recently that the important features of the Hankel transform mentioned above are restored for the kernel
Here δ, the Macdonald truncated theta-function, is a unification of sinh(x) 2k and the measure-function serving the inverse Harish-Chandra transform (A 1 ). Therefore the self-duality of the resulting transform can be expected a priori. As to (2.1), setting q = exp(−1/a), a > 0,
Here both sides are well defined for all k except for the poles but coincide only when ℜk > 0.
One can make (2.3) entirely algebraic replacing the Gaussian
by its expansionγ
and using Const Term( c n q nx ) = c 0 instead of the imaginary integration:
Jackson integrals. A promising feature of special q-functions is the possibility of replacing the integrals by sums over Z n , the so-called Jackson integrals.
Technically, we switch from the imaginary integration to that for the path which begins at z = ǫi + ∞, moves to the left till ǫi, then down through the origin to −ǫi, and then returns down the positive real axis to −ǫi + ∞ (for small ǫ). Then we apply Cauchy's theorem (assuming that |ℑk| < 2ǫ, ℜk > 0). We obtain the following counterpart of (2.3):
convergent for all k. When q = exp(2πi/N) and k is a positive integer ≤ N/2, we come to the Gauss-Selberg-type sums:
The left-hand side resembles the so-called modular Gauss-Selberg sums. However the difference is dramatical. The modular sums are calculated in the finite fields and are embedded into roots of unity right before the final summation. Our sums are defined entirely in cyclotomic fields. Substituting k = [N/2] we arrive at (2.2).
Other directions
Of course there are other projects involving the double Hecke algebras. I will mention at least some of them. , M3] . Namely, the constant term, norm, duality, and evaluation conjectures [C10, C11, C14] . See also [BZ, Kad] and [A1, It, M5, C18] about the discrete variant of the constant term conjecture, the Aomoto conjecture. My proof of the norm-formula is based on the shift-operators and is similar to that from [O1] in the differential case (the duality and evaluation conjectures collapse as q → 1). I would add to this list the Pieri rules. As to the nonsymmetric Macdonald polynomials, the references are [O3, M4, C15] . See also [DS, Sa] , the book by Macdonald, and recent [St] about the case of C ∨ C, the general Koornwinder polynomials.
2) K-theoretic interpretation. I mean papers [KL1, KK] , then [GG, GKV] , and important recent paper [Vas] . The latter leads to the Langlands-type description of irreducible representations of double Hecke algebras. However in the most interesting cases of special parameters, the answer is much more complicated than in the affine case. The case of generic parameters is simpler and is directly connected with the affine theory [KL1] . The Fourier transform remains unclear in this approach. Let me add here the strong Macdonald conjecture (Hanlon) recently proved in [FGT] in complete generality.
3) Elementary methods. The theory of induced, semisimple, unitary, and spherical representations can be developed successfully without K-theory. The main tool is the technique of intertwiners from [C18] similar to that for the affine Hecke algebras. The nonsymmetric Macdonald polynomials generate the simplest spherical representation, with the intertwiners serving as creation operators (the case of GL is due to [KnS] ). For GL, this technique gives reasonably complete classification of irreducible representations similar to the theorem by Bernstein and Zelevinsky in the affine case. Relations to the approach from [HO2] are expected.
4) Radial parts via Dunkl operators.
The main references are [Du1, H1] and [C7] . In the latter, it was observed that the trigonometric differential Dunkl operators form the degenerate (graded) affine Hecke algebra from [Lus] ( [Dr1] for GL n ). The difference, elliptic, and difference-elliptic generalizations were introduced in [C8, C9, C12, C13] . The connections with the KZ-equation play an important role here. See [Mat, C7, C9] and also [C17] . The radial parts of the Laplace operators of the symmetric spaces and their generalizations are symmetrizations of the Dunkl operators. The symmetric Macdonald polynomials are eigenfunctions of the difference radial parts. The nonsymmetric Opdam-Macdonald polynomials appear as eigenfunctions of the Dunkl operators.
5) Harmonic analysis. The Dunkl operators in the simplest rationaldifferential setup lead to the definition of the generalized Bessel functions and the generalized Hankel transform (see [O2, Du2, Je] and also [He2] ). In contrast to the Harish-Chandra (and the p-adic) spherical transform, it is self-dual. The self-duality resumes for the difference generalization from [C20, C16] . See also [KS1, KS2] . The Mehta-Macdonald conjecture, directly related to the transform of the Gaussian, was checked in [M1, O1] in the differential case and extended in [C16] to the difference case. It was used there to introduce the q-spherical functions. Concerning applications to the Harish-Chandra theory, see [HO1, O3, C19] and book [HS] . 6) Roots of unity. The construction from [C20] generalizes and, at the same time, simplifies the Verlinde algebras, including the unitary structure and the projective action of P SL(2, Z) (cf. [Ka] , Theorem 13.8, and [Ki1] ), and a new theory of Gaussian sums. In [C15] , the nonsymmetric Verlinde algebras were considered. The simplest is the classical N-dimensional representation of the Weyl algebra at q = exp(2πi/N). The symmetric elements of such algebras form the generalized Verlinde algebras. Let me mention here recent papers [Go, C21] about the Haiman conjecture [Ha1] on the structure of the so-called diagonal coinvariants, which appeared directly connected with rational DAHA and DAHA at roots of unity. 7) Topology. Concerning P SL(2, Z), it acts projectively on the double Hecke algebra. The best explanation (and proof) is based on the interpretation of this algebra as a quotient of the group algebra of the π 1 of the elliptic configuration space from [C9] . The calculation in the GL-case is essentially due to [Bi, Sc] . For arbitrary root systems, it is similar to that from [Le] , but our configuration space is different. Such π 1 governs the monodromy of the eigenvalue problem for the elliptic radial parts, the corresponding Dunkl operators, and for the KZB-equation . Switching to the roots of unity, the monodromy representation is the nonsymmetric Verlinde algebra and applications to the Witten-Reshetikhin-Turaev invariants are expected. 8) GL-Duality. The previous discussion was about arbitrary root systems. In the case of GL, the theorem from [VV1] establishes the duality between the double Hecke algebras (actually its extension) and the q-toroidal (double Kac-Moody) algebras. It generalizes the classical Schur-Weyl duality, Jimbo's q-duality for the nonaffine Hecke algebra [Ji] , and the affine Hecke analogues from [Dr1, C3] . When the center charge is nontrivial the duality explains the results from [STU] , which were extended by Uglov to irreducible representations of the Kac- Moodyĝ l N of arbitrary positive integral levels, and clarifies the construction from [KMS] . 9) Calogero-Moser varieties. The rational degeneration of the double affine Hecke algebra with trivial center charge (q = 1) appeared directly related to the Calogero-Moser varieties. The rational degenerations of the double affine Hecke algebra [CM, EG] , in a sense, plays a role of the Lie algebra of the general DAHA. Actually the trigonometric degeneration is a sort of Lie algebra either, but the rational one has the projective action of P SL(2, Z), and other symmetries which makes it closer to the general q, t-DAHA. The theory of the rational DAHA and its connections with the general H H are quite interesting (see [BEG, GGOR, Go, C21] .
Some latest developments. There is a very interesting paper [GK] continued some earlier results by Kapranov towards using DAHA in the socalled double arithmetic, started by Parshin quite a few years ago. The problem is to associate a double p-adic Lie group with DAHA. An important recent development is establishing the connection of DAHA with the Schur algebra. I means the papers [GGOR] and [VV2] . It is proven in the latter paper, that under minor technical restrictions, DAHA of type A is Morita equivalent to the quantum affine Schur algebra at roots of unity.
The latest project so far is using DAHA to the global quantization of algebraic surfaces. Oblomkov used the rank one C ∨ C-DAHA to quantize the cubic surfaces. Then Etingof, Oblomkov, Rains extended this approach to quantize the del Pezzo surfaces via certain generalizations of DAHA.
Related directions. Let me also mention several directions which are not based on double Hecke algebras but have close relations to these algebras and to the theory of the symmetric Macdonald polynomials. Mainly they are about the GL-case and the classical root systems.
a) The spherical functions on q-symmetric spaces (Noumi and others), and the central elements in quantum groups (Etingof and others),
b) The interpolation polynomials (Macdonald, Lassalle, Knop and Sahi, Okounkov and Olshanski), which appeared to be connected to double Hecke algebras as well.
c) The interpretation of the Macdonald polynomials as traces of the vertex operators including applications to the Verlinde algebras (Etingof, Kirillov Jr.) . d) Various related results on the KZB-equation and its monodromy and on the dynamical Yang-Baxter relations (Etingof, Felder, Kirillov Jr., Varchenko) . See, e.g., [Ki2] , [FTV] , [FV1] . e) There are multiple relations of DAHA to the theory of the W -invariant differential operators, including recent developments due to Wallach, Levasseur, Stafford, and Joseph Strong connections with the affine Hecke algebra technique in the classical theory of GL N and S n must be certainly noted. I mean mainly [C3, Na1, NT, LNT, C20] and promising recent results towards Kazhdan -Lusztig polynomials. The expectations are that these polynomials and the canonical (crystal) bases in quantum groups are important for the theory of double Hecke algebras, although I don't know a good definition of the "double" Kazhdan-Lusztig polynomials. The coefficients of the symmetric Macdonald polynomials in the stable GL-case have interesting combinatorial properties (Macdonald, Stanley, Hanlon, Garsia, Haiman, others) . The most celebrated is the so-called n!-conjecture recently proved by Haiman. See [GH] and [Ha2] .
Let me mention here that the Macdonald polynomials for the classical root systems appeared for the first time in a Kadell work. He also proved the Macdonald norm conjecture for the B − C systems [Kad] . The constant term conjecture in the GL n -case was verified in [BZ] . See [C11] and [M6] for further references. The first proof of the norm-formula for the GL is due to Macdonald. Let me also mention [Ru] , where elliptic counterparts of the Macdonald operators were defined in the case of GL n .
Quite a few constructions can be extended to arbitrary finite groups generated by complex reflections. For instance, the Dunkl operators and the KZ-connection exist in this generality (Dunkl, Opdam, Malle) . One can try the affine and even the hyperbolic groups (Saito's root systems [Sai] ).
DAHA in harmonic analysis
This section is devoted to DAHA in the special case of A 1 , and to connections with the harmonic analysis and mathematical physics. There are quite a view projects where DAHA is involved (see above). However, I think, the Verlinde algebra is the most convincing demonstration of the power of new methods.
Unitary theories
Generally, the problem is that we do not have the Kac-Moody harmonic analysis. For instance, we do not have a good definition of the category of "L 2 "-representations in this case. The theory of Kac-Moody algebras is too algebraic for this and, presumably, these algebras, playing a well known role in modern theoretical physics, must be developed to more analytic objects. Actually the von-Neumann factors are such objects, but they are, in a sense, too much analytic. We need something in between. Hopefully the Verlinde algebras and DAHA can help.
Physical connection. Concerning the classical roots of the harmonic analysis on the symmetric spaces, the representation theory was greatly stimulated by (a) physics, (b) the theory of special functions, and (c) combinatorics. Historically, in the opposite order. However, I think, the demand from physics played the major role.
(a) Harish-Chandra was a Dirac's assistent for some time and always expressed unreserved admiration for Dirac according to Helgason's interesting recent note "Harish-Chandra". The Lorentz group led him to the theory of infinite dimensional representations of semisimple Lie groups. However later the mathematical goals like the Plancherel formula became preponderant in his research.
(b) I think the theory of special and spherical functions was the main motivation for Gelfand in his studies of infinite dimensional representations, although he always emphasized the role of physics (and physicists). It was reflected in his program (1950-s) aimed at "adding" the hypergeometric function to the Lie theory.
(c) Before the Lie theory, the symmetric group was the main "representation" tool in the theory of functions. It still remains of fundamental importance. However using the symmetric group only is not sufficient to introduce and understand properly the differential equations and operators needed in the theory.
As for (a), not all representation theories are of physical importance. As to my understanding, "unitary" representations are of major importance. For instance, "massive" quantum theories must have a positive inner product. Generally speaking, the unitary representations are needed to decompose some natural spaces of functions, for instance, the spaces of square integrable, L p -functions and so on and so forth. The Clifford algebra, super Lie algebras, and "free fermions" require a special discussion. The theory of automorphic forms and the corresponding representation theory including that of the p-adic groups and Hecke algebras must be mentioned too. The latter is an important part of modern mathematics attracting increasing attention in physics now.
The above unitary theories have merits and demerits. The Heisenberg/Weyl algebra is heavily used in physics ("bosonization") but it has essentially a unique irreducible representation, the Fock representation. Not too much. The factors actually have the same demerit. Only the pair "factor -subfactor" appeared good enough for combinatorially rich theory. Note that the factors/subfactors give another approach to the Verlinde algebras.
Spherical functions. The theory (A) is plain and square but only finite dimensional representations can appear in this way. The representation theory of non-compact Lie groups is infinite dimensional (which is needed in modern physics), but the Harish-Chandra transform is not self-dual and its analytic theory is far from being complete. Also (B) is not very fruitful from the viewpoint of applications in the theory of special functions. For instance, the spherical functions in the so-called group case (k = 1) "algebraically" coincide with the characters of compact Lie groups. The other two values k = 1/2, 2 in the diagram below correspond respectively to the orthogonal case (SL(n, R)/SO(n)) and the simplectic case.
The left column of the top block of the diagram "HA and DAHA" below shows the classical theory of characters and spherical functions of compact and non-compact Lie groups extended towards the orthogonal polynomials, Jack -Heckman -Opdam polynomials. The latter are generally beyond the Lie theory. We can define them as orthogonal polynomials (k must be assumed real positive or even "small" negative), or as eigenfuctions of the SutherlandHeckman-Opdam operators, generalizing the radial parts of the Laplace operators on the symmetric spaces. The latter definition works for arbitrary complex k (apart from a series of special values where the complete diagonalization is impossible).
Kac-Moody algebras
Considering the left column as a sample harmonic analysis program, not much is known in the Kac-Moody case (the right column).
At the level of "Compact Characters" in the classical HA, we have the theory of Kac-Moody characters which is reasonably complete, in spite of combinatorial difficulties with the so-called string functions. The next level is supposed to be the theory of spherical functions. There are several approaches (let me mention Dale Peterson, Lian and Zuckerman, and the book of Etingof, Frenkel, Kirillov) but we have no satisfactory general theory so far with a reservation about the group case, where the technique of vertex operators and conformal blocks can be used. Extending the theory from the group case (k = 1) to arbitrary root multiplicities is a problem.
However, I think, the key problem is that the Kac-Moody characters are not pairwise orthogonal functions in a way which one can expect taking the classical theory (the left column) as a sample. Analytically, they are given in terms of theta-functions and cannot be integrated over non-compact regions in any directions unless special algebraic tools are used. It is exactly how Verlinde algebras enter the game.
Verlinde algebras. We can identify the characters of integrable representations of the Kac-Moody algebra of a given level (= central charge) c with the corresponding classical characters treated as functions at a subset of P/NP for the weight lattice P and N = c + h ∨ , where h ∨ is the dual Coxeter number. They form a basis in the space of all functions at these points, called the Verlinde algebra. The fusion product corresponds to the pointwise multiplication under this identification, and the images of the characters become pairwise orthogonal with respect to the Verlinde inner product.
For the first time, this identification was used by Kac when calculating the action of the SL(2, Z) on the KM-characters. The automorphism τ → −1/τ transforms the images of the characters into the delta-functions. There is also a direct connection with the interpretation of the Verlinde algebras in terms of quantum groups due to Kazhdan-Lusztig-Finkelberg. The drawback of this approach is that the levels must be positive integers and the corresponding Verlinde algebras are totally disconnected for different levels, unless a special p-adic limiting procedure is used similar to the one due to Ohtshuki in the theory of invariants of knots and links. It is why a uniform theory for all (unimodular) q is needed with the Verlinde algebras appearing as the singularities. Another drawback is of technical nature. These algebras are too much combinatorial apart form the sl 2 -case.
Elliptic theory. Another approach to the Kac-Moody harmonic analysis is the construction of the "elliptic radial parts" due to Olshanetsky and Perelomov (the GL N -case), Ochiai, Oshima, Sekiguchi (the BC-type), and from [C12] for all reduced root systems. They exist only at the critical level, which does not make them too promising. We certainly need the theory for an arbitrary central charge. The degenerate ("trigonometric", to be more exact) double affine Hecke algebra presumably provides such a theory.
The most recognized applications of the trigonometric DAHA so far are in the classical harmonic analysis. Namely, this algebra is very helpful in the Harish-Chandra theory of spherical functions and, what seems the most important, adds the "nonsymmetric spherical functions", the Opdam-Macdonald polynomials, to the Lie -Harish-Chandra theory .
The "elliptic application" of (the same) DAHA leads to an elliptic nonsymmetric Harish-Chandra theory for an arbitrary cental charge. Actually, the construction of the elliptic radial parts from [C12] mentioned above is also based on the trigonometric DAHA, but these operators are pairwise commutative only at the critical value of the central charge. Their nonsymmetric counterparts, the "elliptic" Dunkl operators (infinite trigonometric, to be more exact), commute at arbitrary levels.
The analytic part of the elliptic theory is not finished yet. The monodromy corresponding to the action of the Weyl group and the periods of the elliptic curve on the eigenfunctions of the elliptic Dunkl eigenvalue problem is governed by the general q, t-DAHA. Therefore besides the "elliptic transform" shown in the diagram, the arrow to the "difference-rational theory" in the diagram below, there is another arrow from the elliptic theory to the q, t-block. Similar to the Verlinde algebras, the monodromy representation can be used to describe the projective action of the P SL(2, Z) on the eigenfunctions.
From Lie groups to DAHA
In the DAHA-theory, the "transforms" become homomorphisms of representations. For instance, the nonsymmetric Harish-Chandra transform is an analytic homomorphism from the trigonometric-differential polynomial representation of the degenerate DAHA ("Nonsym Harish-Chandra") to its rational-difference polynomial representation. There exists the third ellipticdifferential polynomial representation of DAHA ("Elliptic nonsym theory") which is analytically isomorphic to the same rational-difference representa-tion. The corresponding map can be called the nonsymmetric elliptic HarishChandra transform. See the middle block of the diagram "HA and DAHA".
The bottom block of the diagram shows the difference theory and the general Double Affine Hecke Algebra (DAHA). In contrast to the previous "Harish-Chandra level", the q-Fourier transform is self-dual as holds for the classical Fourier transform (and in the group case). This does not mean that the analytic difficulties dissapear. Conceptually, the Fourier transform coincides with its inverse, however six different analytic settings are known in the q, t-case. Namely, there are one compact and two non-compact theories, and each exists in two variants: for real q and unimodular q. It is without counting the choice of the analytic spaces which can be used for the direct and inverse transforms, which dramatically increase the number of possible "HA-DAHA-theories". The seventh setup is the theory at roots of unity. All irreducible representations are finite dimensional as q is a root of unity. The major example is the nonsymmetric Verlinde algebra. It is Fourier-inavriant and, moreover, invariant with respect to the projective action of P SL(2, Z).
LIE GROUPS | KAC-MOODY
The latter action is one of the most important parts of the DAHA-theory.
The Fourier transform corresponds to the matrix ( 0 1 −1 0 ) and appears realated to the transposition of the periods of an elliptic curve.
Towards KM harmonic analysis
A natural objective is to define the generalized Verlinde algebras for arbitrary unimodular q. Since they describe the monodromy of the elliptic nonsymmetric theory (the previous block), such an extension of the Verlinde theory is granted. However what was achieved via DAHA appeared more surprising. Deformation. Under minor technical restrictions, DAHA gives a flat deformation of the Verlinde algebra to arbitrary unimodular q. The dimension of the Verlinde algebra remains the same. All properties are preserved with a reservation about the integrality and positivity of the structural constants, which are lost for generic q.
It was done using special k, rational numbers with the Coxeter number as the denominator. It triggers the question about the classification of all representations of DAHA for such special fractional k. Indeed, if a "non-compact unitary" Kac-Moody representation theory exists it could be associated with such representations similar to the relation of the Verlinde algebras to the integrable representations of the Kac-Moody algebras. There is an important application. We establish a connection of the Verlinde algebras of type A 1 with the finite dimensional representations of sl(2).
DAHA at special fractional k seems a good candidate for an infinite dimensional theory of unitary type associated with the Kac-Moody algebras. Summarizing, the harmonic Kac-Moody analysis or, in other words, a "unitary" counterpart of the Kac-Moody representation theory, could be expected an extension of the Verlinde algebra for |q| = 1. It must contain in some sense the Verlinde algebra if we do not want to "lose" the integrable KM-representations (from [Ka] ), which presumably must somehow belong to the L 2 -KM-theory, if the latter exists. Using DAHA, its unitary representations at |q| = 1 are natural candidates, although the case of real q is very interesting too. Such representations are supposed to have additional structures, namely, a multiplication (corresponding to the fusion) and a "good" restriction to the affine Hecke subalgebra similar to the classical decomposition with respect to the maximal compact subgroup. It imposes further restrictions.
The existence of the multiplication indicates that the quotients or constituents of the polynomial representation of DAHA or its functional variants must be examined first. All of them are commutative algebras. The most interesting "AHA-restriction theory" happens at the special fractional k mentioned above. In a sense, the theory is the most reducible for such k.
General DAHA. There is a fundamental reason to expect much from the general DAHA: it is a unification of the Weyl algebra and the Hecke algebra playing a major role in mathematics.
Another reason is that the double Hecke algebra fulfills a gap between the representation theory and classical theory of the special functions. DAHA naturally incorporate the Bessel function, the hypergeometric and basic (difference) hypergeometric functions, and their multidimensional generalizations into the representation theory. It is especially true, concerning the basic hypergeometric function. The classical Bessel and the hypergeometric functions have deep relations to the Lie theory and algebraic geometry (the latter function).
DAHA is heavily involved now in the multi-dimensional theory of hypergeometric -type functions. This direction is relatively recent. For instance, Dunkl operators and rational DAHA are used in the definition of the multidimensional Bessel functions.
Let me also mention that the one-dimensional Dunkl operator is the square root of the radial part of the Laplace operator in rank one case, similar to the Dirac operator, although it is a special feature of the one-dimensional case. The one-dimensional DAHA is closely related to the super Lie algebra osp(2 | 1) and to its "even part" sl(2).
For instance, the classification of the finite dimensional representations of the DAHA of type A 1 coincides with that for osp(2 | 1) and the action of its even elements is directly connected with the classical series of finite dimentional representations of sl(2). The latter gave birth to the representation theory of Lie groups and algebras.
DAHA can be viewed as a natural successor of sl(2). What seems the most important, the general q, t-DAHA makes the HarishChandra transform self-dual and the Gaussian Fourier-invariant. So we are back to "normal" Fourier theory.
DAHA and Verlinde algebras
The Lie groups formalized the concept of symmetry in the theory of special functions, combinatorics, geometry, and, last but not the least, physics. In a similar way, abstract Verlinde algebras "describe" Fourier transforms, especially the theories where the Gaussian is Fourier invariant. Thus these algebras formalize an important portion of the classical Fourier analysis.
Abstract Verlinde algebras
In the simplest finite dimensional semisimple variant the abstract Verlinde algebra is the algebra of C-valued functions V =Funct(⊲⊳) on a finite set ⊲⊳ equipped with a linear automorphism σ, the Fourier transform. The algebra V has a unit, which is 1 considered as a constant function. Note that σ is not supposed to preserve the (pointwise) multiplication. As a matter of fact, it never does.
The space V has a natural basis of the characteristic functions χ i (j) = δ ij , where i, j ∈⊲⊳, δ ij is the Kronecker delta.
The first two assumptions are that Introducing the inner product as f, g
. Indeed, they are obviously dual to the characteristic functions with respect to the inner product.
The last assumption is that (c) σ is unitary up to proportionality with respect to , .
It readily gives the norm-formula:
In this approach, the latter formula is a result of a simple sequence of formal definitions. However it is really fruitful. It leads to the best known justification of the norm-formula for the Macdonald polynomials including the celebrated constant term conjecture, which is the formula for 1, 1 . To be more exact, it provides a deduction of the norm-formula from the so-called evaluation formula for the values of the Macdonald polynomials at the "zeropoint". In its turn, the latter formula directly results from the self-duality of the double affine Hecke algebra.
The theory of Macdonald polynomials requires an infinite dimensional variant of the chain of definitions considered above. Namely, σ −1 becomes an isomorphism from the algebra of Laurent polynomials to its dual, the space of the corresponding delta-functions. Thus now it is a map from one algebra to another algebra, which are connected with a natural "evaluation" scalar product.
It is also possible to proceed within the finite dimensional semisimple definitions above, checking the norm-formula for a proper finite set of the Macdonald polynomials when the parameter q is a root of unity. The number of the Macdonald polynomials which are well defined for such q grows together with the order of q. Since the latter order can be chosen arbitrarily, we obtain the desired formula for generic q and all Macdonald polynomials. See e.g. [C15, C18] .
The Gaussian appears in this setting as a nonzero everywhere function γ ∈ V such that σ(γ) =const·γ −1 . The constant here is the abstract GaussSelberg sum. To make it well defined it is necessary to fix the normalization of σ and γ. The normalization of σ has been already fixed by the condition σ(χ o ) = 1. The natural normalization of the Gaussian is γ(o) = 1.
Operator Verlinde algebras
The above discussion is actually about an arbitrary invertible linear operator acting in a commutative algebra. Certainly, it is too general to make the assumptions "rigid" enough. We need to go to the operator level, switching from the characteristic functions and the spherical functions to the corresponding commutative algebras X , Y of the operators which are diagonal at the corresponding sets of functions.
The operator Verlinde algebra A (the main example will be the double affine Hecke algebra) is generated by commutative algebras X and Y, and the algebra H controlling the symmetries of the X-operators and the Y -operators. In the main examples, the Weyl groups (or somewhat more general groups) are the groups of symmetries, H are the corresponding Hecke algebras.
The key and the most restrictive assumption is the PBW-theorem which states that (A) the natural map from the tensor product X ⊗ Y ⊗ H to A is an isomorphism of the linear spaces, as well as the other five maps corresponding to the other orderings of X , Y, H.
The Fourier transform and the Gaussian are formalized as follows. The projective P SL 2 (Z) must act in A by outer automorphisms, i.e. Concerning the inner product, we assume that (D) A is a quotient of the group algebra of the group B such that the antiinvolution B ∋ g → g −1 of B becomes an anti-involution of A, (E) τ ± and σ come from automorphisms of the group B and therefore commute with the anti-involution from (D).
The Verlinde algebras can be now re-defined as σ-invariant unitary irreducible representations V of A which are X-spherical, i.e. quotients of the (commutative) algebra X . The representation is called unitary if it has a hermitian inner product inducing the anti-involution of A from (D). Then (E) and the irreducibility of V ensure that σ is unitary up to proportionality.
Thanks to the irreducibility, both σ and τ + are fixed uniquely in the group Aut C (V )/C * (if they act in V ) and induce the corresponding authomorphisms of A. It seems impossible to fix the Gaussian in V uniquely unless the algebra A is involved.
Strictly speaking, the assumptions (D),(E) above can be replaced by a more general property that A has an anti-involution which commutes with the τ ± and σ. However the double Hecke algebras are natural quotients of the group algebras and do satisfy (D),(E). The group nature of the definition of DAHA is important. It automatically garantees that the Fourier transform σ is "projectively unitary" in σ-invariant unitary irreducible representations of DAHA.
One of the important advantages of the operator approach is that we can relax the constraints for the abstract Verlinde algebras defined above, by considering non-unitary and even non-semisimple σ-invariant X-spherical irreducible representations of A. They really appear in applications.
More generally, a natural problem is to calculate the Fourier images σ(V ) of arbitrary A-modules V and the corresponding maps V ∋ v → σ(v) ∈ σ(V ), which induce the σ in A.
Let us discuss the DAHA of type A 1 in detail, mainly following [CO] . The one-dimensional theory is already quite interesting. The transition to arbitrary root system is sufficiently smooth.
Double Hecke Algebra
The most natural definition goes through the elliptic braid group: B q def == T, X, Y, q 1/4 / relations:
, where E is an elliptic curve. Using the orbifold fundamental group here makes it possible to "divide" by the symmetric group S 2 without removing the ramification completely, i.e. the four points of second order. Only one ramification point is removed in above definition.
Actually, in the case of A n , the orbifold fundamental group is not needed (although its definition is very simple). It is sufficient to consider the product of n+1 copies of E and remove the "diagonal" before dividing by S n+1 instead of using the orbifold group. The corresponding braid group is isogenous to the one we use above and was calculated by Birman and Scott.
Finally, we impose the quadratic T -relation:
If t = 1, H H becomes the Weyl algebra extended by the reflection. The "abstract" Fourier transform, which plays a major role in the theory is the following outer automorphism of DAHA:
Thus the DAHA Fourier transforms finds a conceptual interpretation to the transposition of the periods of the elliptic curve. It is not surprising from the viewpoint of CFT, KZB, and the Verlinde algebras. However such connection with topology still remains challenging when we deal with the applications of DAHA in harmonic analysis. The representations where σ acts (i.e., becomes inner) are called Fourierinvariant or self-dual. The nonsymmetric Verlinde algebra and the Schwartz space are examples.
More generally, the topological interpretation above readily gives that the group P SL(2, Z) acts projectively in H H :
We will use k such that t = q k and (sometimes) set
The operator Y is called the difference Dunkl operator.
It is important to note that τ − preserves L. On the other hand, τ + does not act there because of a very simple reason. Formally, it is the multiplication by the Gaussian q x 2 , which does not belong to L.
The "radial part" appears as follows. One checks that
== symmetric (even) Laurent polynomials (the Bernstein Lemma in the theory of affine Hecke algebras). The restriction H = Y + Y −1 | sym is the q-radial part and can be readily calculated:
Nonsymmetric Verlinde algebras
Let q 1/2 = exp(πi/N), 0 < k < N/2, k ∈ Z. The nonsymmetric Verlinde algebra V is defined as the algebra of functions of the set
It has a unique structure of a H H -module which makes the map q
The above set is not s-invariant; it is spinvariant. Nevertheless the formula for T in terms of the divided differences can be used in V, because the contributions of the "forbidden" points k/2 = s(−k/2) and (N − k + 1)/2 = s(−(N − k + 1)/2) come with zero coefficients. The operators X, Y, T are unitary in V with respect to the positive hermitian form which will be not discuss here (it generalizes the inner product for conformal blocks). The positivity requires choosing the "minimal" primitive N-root of unity q above, which is similar to the Verlinde theory.
The whole P SL(2, Z) acts in V projectively as well as in the image V sym of L sym . The latter image can be of course defined without any reference to the polynomial representation. A general definition is as follows:
Here it simply means that the function f (z) must be s-invariant (even) for the points z which do not leave the above set under the action of s (recall that it is not s-invariant). Therefore:
We call V a perfect representation, where by perfect we mean that it has all the features of the irreducible representations of the Weyl algebras at roots of unity. It mainly means that it is Fourier-invariant.
The nonsymmetric characters in V and the symmetric ones in V sym are respectively the eigenfunctions of Y, and Y + Y −1 .
When k = 0, we come to the well known definitions in the theory of Weyl algebra. As k = 1, V k=1 sym is the usual Verlinde algebra [Ver] : τ + becomes the Verlinde T -operator, σ becomes the Verlinde S-operator.
Topological interpretation
In this section, we give a topological interpretation of the group
Orbifold fundamental group
Let E be an elliptic curve over C, i.e., E = C/Λ where Λ = Z + Zı. Topologically, the lattice can be arbitrary. Let 0 ∈ E be the zero point, and −1 the automorphism x → −x of E. We are going to calculate the fundamental group of the space (E \ 0)/ ± 1 = P 1 C \ 0. Since this space is contractible, its usual fundamental group is trivial. One can take the quotient after removing all (four) ramification points of −1. However it would enlarge the fundamental group dramatically.
So we need to understand this space in a more refined way. We take the base (starting) point ⋆ = −ε − εı ∈ C for small ε > 0.
The orbifold fundamental group π orb 1 ((E \ 0)/ ± 1) is defined as follows. We follow [C9] . We switch from E to its universal cover C and define the paths as curves γ ∈ C \ Λ from ⋆ to w(⋆), where w ∈ W = {±1}⋉Λ. The composition of the paths is via W : we add the image of the second path under w to the first path if the latter ends at w(⋆).
The fundamental group π orb 1 (·) of the above paths modulo homotopy is isomorphic to B 1 , when T is the half-turn, i.e ., the clockwise half-circle from ⋆ to s(⋆), X, Y are 1 and ı considered as vectors from ⋆.
Fig 5 gives that when we first use X then T and then again X (note that after T the direction of X will be opposit!), and then again T, the loop corresponding to the product T XT X will contain no punctures inside. Thus it equals id in the fundamental group. The reasoning for T Y −1 T Y −1 T is the same.
Concerning the "commutator" relation see Fig 6 .
Actually the definition we used is close to the calculation of the fundamental group of {E × E\ diagonal}, divided by the transposition of the components. See [Bi] . However there is no exact coincidence. Let me also mention the relation to the elliptic braid group due to v.d.Lek, although he removes all points of second order and his group is significantly bigger.
The action of P SL(2, Z)
The topological interpretation is the best way to understand why the group P SL 2 (Z) acts in B 1 projectively.
Its elements act in C natuarally, by the corresponding real linear transformations. On E, they commute with the reflection −1, preserve 0, and permute the other three points of second order. Given g ∈ SL 2 (Z), we set g = exp(h), g t = exp(th) for proper h ∈ sl 2 (R), 0 ≤ t ≤ 1.
The position of the base point ⋆ will become g(⋆), so we need to go back, i.e., connect the image with the base point by a path. To be more exact, the g-image of γ ∈ π orb 1 will be the union of the paths
where the path for γ goes from ⋆ to the point w(⋆). Figure 7 shows the action of the automorphism σ corresponding to the rotation of the periods and ⋆ by 90
• with the origin taken as the center. Here "black straight arrows" show the images of X, Y ("white straight arrows") with respect to this rotation. The quarter of a turn from the point ⋆ is the rotation path {g t (⋆)} of this point as 0 ≤ t ≤ 1. The other quarter of a turn is its X-image with the opposit orientation.
We can always chose the base point sufficiently close to 0 and connect it with its g-image in a small neighborhood of zero. This makes the corresponding automorphism of B 1 unique up to powers of T 2 . All such automorphisms fix T, because they preserve zero and the orientation.
Thus we constructed a homomorphism
where Aut T (B 1 ) is the group of automorphisms of B 1 fixing T. The elements from T 2Z = {T 2n } are considered here as inner automorphisms.
Let τ + , τ − be the α-images of the matrices 1 1 0 1 and 1 0 1 1 . Then
− τ + corresponds to 0 1 −1 0 , and σ 2 has to be the conjugation by T 2l−1 for some l. Similarly,
we can eliminate T 2m , and make 0 ≤ l ≤ 5.
Note, that generally, l mod 6 is the invariant of the action, due to Steinberg.
Taking the "simplest" pullbacks for τ ± , we easily check that l = 0 and calculate the images of the generators under τ ± and σ. We arrive at the desired relations.
Abstract construction
Generalizing, let E be an algebraic, or complex analytic, or symplectic, or real analytic manifold, or similar. It may be noncompact and singular. We assume that there is a continuous family of topological isomorphisms E → E t for manifolds E t as 0 ≤ t ≤ 1, and that E 1 is isomorphic to E 0 = E. The path {E t } in the moduli space M of E induces an outer automorphism ε of the fundamental group π 1 (E, ⋆) defined as above. Namely, we take the image of γ ∈ π 1 (E, ⋆) in π 1 (E 1 , ⋆ 1 ) for the image ⋆ 1 of the base point ⋆ ∈ E and conjugate it by the path from ⋆ 1 to ⋆. We obtain that the fundamental group π 1 (M) (whatever it is) acts in π 1 (E) by outer automorphisms modulo inner automorphisms.
The above considerations correspond to the case when a group G acts in E preserving a submanifold D. Then π 1 (M) acts in π
Another variant is with the Galois group taken instead of π 1 (M) assuming that E is an algebraic variety over a field which is not algebraically closed.
The action of π 1 (M) on an individual π 1 (E) generalizes, in a way, the celebrated Kodaira-Spencer map and is of obvious importance. However calculating the fundamental groups of algebraic (or similar) varieties, generally speaking, is difficult. The main examples are the products of algebraic curves and related configuration spaces. Not much can be extracted from the action above without an explicit description of the fundamental group.
Applications
The Verlinde algebras and, more generally, the finite dimensional representations of DAHA have quite a few applications. We will consider the non-cyclotomic Gaussian sums and the diagonal coinvariants. Both constructions are based on the DAHA deformation/degeneration technique. We also give the complete list of Verlinde algebras.
Flat deformation
Recall that we set H H(k) when t = q k . We will need the Little Nonsymmetric
Verlinde algebra V k which is a natural irreducible quotient of V k upon the
sym is the Verlinde algebra for radical weights (from the root lattice).
Let N = 2n + 1,
). Such a choice of q is necessary for the positivity of the corresponding inner product.
We set m = n − k : dim C V k = N − 2k = 2m + 1. The aim is to deform V , V sym , the projective action of P SL(2, Z) and all other structures to arbitrary unimodular q. The construction is as follows.
For any q,
It is unitary as
Concerning the positivity of the inner product, note that
The deformation construction makes it possible to connect the Verlinde algebras and their nonsymmetric k-generalizations with the classical representation theory. Since the parameter q is generic now, it is highly unlikely that there are no relations to the sl(2).
Indeed, the representation V is a q-deformation of an irreducible representation of osp(2 | 1). Respectively, V sym deforms the irreducible representation of sl(2) of spin=m/2. We need the rational degeneration of DAHA to clarify it.
Rational degeneration
The rational DAHA is the following quasi-classical limit:
of H H . An explicit description is simple:
[y, x] = 1 + 2ks, s 2 = 1, sxs = −x, sys = −y.
Note that the notation H H
′ is reserved for the trigonometric degeneration. The algebra H H ′′ acts in the polynomial representation which is
The square of the Dunkl operator D is the radial part of the Laplace operator:
The DAHA Fourier automorpism σ becomes the outer automorphism corresponding to the Hankel transform in the theory of Bessel functions.
We call it a perfect rational representation. The automorphism σ acts there. Its symmetric part V ′′ sym is nothing else but the irreducible representation of sl(2) of dim= m + 1. The formulas for the generators of sl(2) in terms of x, y and the action of σ are: h = (xy + yx)/2, e = x 2 , f = −y 2 , σ becomes w 0 .
Gaussian sums
The new approach to the Gaussian sums based on the deformation construction above is as follows. The τ − acts in V and V sym since it acts in the polynomial representation L. In contrast to the polynomial representation, τ + also acts in V and its symmetric part. It is the multiplication by , where ± = + for j > 0 and minus otherwise. Similarly, without going into detail, σ is the matrix char i (
) for the nonsymmetric characters char i (Y -eigenfunctions) up to a multiplication by a simple diagonal matrix. Here i belong to the same set as j.
This observation is of key importance for the calculation of the noncyclotomic Gaussian sum. This sum is defined for any q,k = −1/2 − m :
It equals
which follows from the above interpretation of the Gaussian via τ + . Generally speaking, a Gauss-Selberg sum is a summation of the Gaussian with respect to a certain "measure".
Under the reduction considered above,
and the product can be somewhat simplified:
(1 − q n−j ). Now let m=n, i.e., let it be the maximal possible. Then k = n − m = 0, k = −1/2 − n = 0 mod N, and the "measure" in the Gauss sum becomes trivial. Setting l = n 2 mod N, we arrive at the identity:
The product can be readily calculated using the Galois theory. It equals √ N for n = 2l and i √ N otherwise. It gives a new proof of the classical Gauss formulas.
Classification
We are going to describe all nonsymmetric Verlinde algebras of type A 1 , i.e., irreducible quotients of the polynomial representation L which are P GL 2 (Z)-invariant. The assumption is that q 1/2 is a primitive 2N-th root of unity,
Note that the generator of the ideal is central in H H, so V is an H H -module.
It is irreducible unless k is integral or half-integral. Let us discuss these two cases in detail. The module V becomes respectively
as k ∈ Z, k ∈ 1/2 + Z, and t
. The representations V = V 2N −4k of dimension 2N − 4k defined above for integral 0 < k < N/2 and V = V 2|k| of dimension 2|k| for half-integral −N/2 < k = −1/2 − m < 0 (the notation there wask) are respectively quotients of V −2 and V 2 . The construction of V 2N −4k holds without changes for positive half-integral k < N/2, but then V 2N −4k becomes a quotient of V 2 . The same notation will be used.
Let k ∈ Z/2, |k| < N/2. We will use that the substitution T → −T, t 1/2 → −t 1/2 identify the polynomial representations for t 1/2 and −t 1/2 . Thus it is sufficient to decompose L upon the transformation k → k + N, and we can assume that N/2 ≤ k < N/2. We will also use the outer involutions of H H :
The latter module is defined as a unique nonzero irreducible quotient of L for such k, and is also isomorphic to the ις y -image of the kernel of the map V −2 → V 2N −4|k| . It is non-semisimple. The previous two series are semisimple. The modules V ±2 are decomposed as follows.
There are exact sequences
The arrows must be reversed for k < 0 :
Otherwise V −2 and V 2N are irreducible.
Recently a non-semisimple variant of the Verlinde algebra appeared [FHST] in connection with the fusion procedure for the (1, p) Virasoro algebra, although the connection with the fusion is still not justified. Generally speaking, the fusion procedure for the Virasoro-type algebras and the so-called W -algebras can lead to non-semisimple Verlinde algebras. At least, there are no reasons to expect the existence of a positive hermitian inner product there like the Verlinde pairing for the conformal blocks, because the corresponding physics theories are expected massless. Surprisingly, the algebra from [FHST] is defined using the usual ("massive") Verlinde algebra under certain degeneration. Presumably it is connected or even coincides with V 2N +4|k| for k = −1.
The latter module and its multi-dimensional generalizations are also expected to be connected with the important problem of describing the complete tensor category of the representations of the Lusztig quantum group at roots of unity. The Verlinde algebra, the symmetric part of V 2N −4|k| for k = 1, describes the so-called reduced category, in a sense, corresponding to the Weyl chamber. The nonsemisimple modules of type V 2N +4|k| are supposed to appear in the so-called case of the parallelogram.
Weyl algebra
Before turning to the diagonal invariants, let us first discuss the specialization t = 1. One has:
H H (t=1) = W⋊S 2 , T → s ∈ S 2 , s 2 = 1.
where the Weyl algebra, denoted here by W, is a quotient of the algebra of Given N ∈ N, we set q 1/2 = exp( 2πi N ),
The algebra W • has a unique irreducible representation
which is also a unique irreducible H H • -module. Moreover, τ and σ act there. Recall that the action of σ in H H (t=1) is as follows:
The problem is that the above description of V • doesn't make the σ-invariance clear and is inconvenient to study the σ-action, playing a major role in the theory of theta-functions and automorphic forms.
There is a natural resolution. Taking This presentation makes the σ-invariance of V • obvious. However finding σ-eigenvectors in V
• with reasonably straightforward J v is not an easy problem. The simplest case is N = 3, dimV
• = 3, where we can proceed as follows.
The space {v ∈ V • | s(v) = −v} is one-dimensional for N = 3. It is nothing else but the space of odd characteristics in the classical theory of onedimensional theta-functions. It equals Cd for d = X − X −1 . Since σ(s) = s, this space must be σ-invariant. Calculating J d is simple: 
Thus, Y + Y −1 + 1, X + X −1 + 1 ∈ J o . We can continue:
However this calculation is not needed, since Y + Y −1 + 1 and X + X −1 + 1 algebraically generate J o . Use the Weyl relations (it is not true in the commutative polynomials!).
This phenomenon is directly connected with the recent results on Winvariant polynomial differential operators due to Wallach, Levasseur, Stafford, and Joseph. They prove that the invariant operators are generated by the W -invariant polynomials and the W -invariant differential operators with constant coefficients, using that the do not commute. Of course it is not true for the polynomials in terms of two sets of variables.
This readily gives the equality J d = WJ o . The next section contains a generalization of this construction to H H .
Diagonal coinvariants
The previous construction can be naturally generalized to the case of arbitrary Weyl group W acting in R n . Respectively, w −1 f (x, y)=f (wx, wy) for a function f in terms of x, y ∈ R n .
We n for the Coxeter number h. It must be isomorphic to the space Funct(Q/(h+ 1)Q) as a W -module for the root lattice Q and have a proper character with respect to the degree in terms of x and y. Note that Q/(h + 1)Q is isomorphic to P/(h + 1)P for the weight lattice P since the order [P : Q] is relatively prime with (h + 1).
He proved that V=V and dimV = (n + 2) n in the case of A n , W =S n+1 . The coincidence is a very special feature of A n .
As far as I know, no general uniqueness claims about V as a graded vector space and as a W -module were made. One needs the double Hecke algebra to make this quotient "natural".
Haiman's conjecture was recently justified by Gordon:
where V ′′ is a W -generalization of the perfect rational representation V ′′ considered above as m = 1. By gr, we mean taking the graded vector space of V ′′ with respect to the degree in terms of x and y.
Recall that h = 2 and, generally, dim C V ′′ = 2m + 1 in the case of A 1 .
Here we need to make m = 1. So the representation considered by Gordon is of dimension 3 for A 1 . Even in this case, the coincidence grV ′′ = V is a good excercise. It is not immediate because V is given in terms of double polynomials and V ′′ was defined as a quotient of the space of single polynomials.
Cf. the previous subsection. Adding q to the construction, we obtain the following theorem concerning the W -generalization of the perfect module V considered above for the simplest nontrivialk.
a) There exist Lusztig-type (exp-log) where H H sym is a subalgebra of the elements of H H commuting with T, ∆ is the discriminant. When n = 1 it equals t 1/2 X − t −1/2 X −1 , generally, it is a product of such binomials over positive roots.
The second part demonstrates how double polynomials appear (the general definition of V is given in terms of single polynomials). Using that ∆ generates the one-dimensional "sign-representation" of the nonaffine Hecke algebra T , we can natuarlly identify H H(∆) and V with quotients of the space of double Laurent polynomials.
Since t = 1 for the •-reduction, H H • =(Weyl algebra)⋊W. So V • is its unique irreducible representation imposing the relations X N =1=Y N . It is well known: V
• ≃ C[X, X −1 ]/(X N = 1). Generally, its dimension is dim=N rank (rank=the number of X-generators), exactly what Haiman conjectured. Note that given n, part b) holds only because of a very special choice of N. In Gordon's proof, the (h + 1) n -formula requires a construction of the resolution of V ′′ and more. The theorem gives an immediate explanation why the dimension is so simple. It looks like a formula from the theory of Weyl algebra, although the definition of the space of coinvariants has nothing to do with roots of unity, and it really belongs to this theory!
