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1.1. Repeated Surveys 
Like all other statistical designs, sample survey designs are constructed in order 
to elicit information about the characteristics of a population. Frequently, particularly 
in sociological and economic research, the population characteristics of interest change 
with time. Examples of such time—dependent characteristics are labor force 
characteristics, consumer income and expenditure, retail sales, crop yields, infant 
mortality, job vacancies, capital investment and stock levels in the stock market. Some 
of these characteristics have both fixed and time—dependent components. For instance, 
the frequency and length of duration of unemployment for an individual is a function of 
fixed characteristics such as age, sex and education, as well as time-dependent 
characteristics such as previous employment experience and job search activity. 
If the principal objective of a survey is the provision of accurate information 
about the rate and nature of the dynamic social and economic processes underlying 
populations with time—dependent characteristics, then the usual single-occasion 
sample surveys or censuses taken over very long time intervals may be inadequate or 
inappropriate. A more informative procedure is to carry out surveys of one kind or 
another sequentially over relatively shorter intervals of time. This procedure is referred 
to as sampling on successive occasions and it falls under the broad category of repeated 
surveys. 
The design and analysis of repeated surveys has received considerable attention 
in the recent literature. However, as Smith and Holt (1989) noted at the 1989 
International Statistical Institute Session in Paris, researchers in such areas as 
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sociology and health sciences have conducted panel surveys and cohort studies for 
sometime. They dted Lazarsfield and Fiske (1938) as an example. An example in a 
health related area is the study by Garcia, Battese and Brewer (1975). Further 
evidence of the resurgence of interest in repeated surveys is the published proceedings 
of a conference on panel surveys edited by Kasprzyk, Duncan, Kalton and Singh 
(1989), sessions at the meetings of the International statistical Institute held in 1987 
and 1989, and the Statistics Canada Symposium on the Analysis of Data in Time held 
in October, 1989. 
Duncan and Kalton (1987) list the following objectives of surveys repeated over 
time: 
1. To provide estimates of population parameters at distinct time points (current 
or longitudinal estimates). 
2. To provide estimates of population parameters summed across time (estimates 
of sum). 
3. To measure net change at the aggregate level. 
4. To measure components of change, including gross change, change for an 
individual and variability for an individual. 
5. To aggregate individual data over time. 
6. To measure the frequency, timing and duration of events. 
7. To accumulate information on rare populations. 
Several of these objectives implicitly include the estimation of the parameters of 
subject matter models. 
Duncan and Kalton (1987) also define four kinds of surveys; 
1. Periodic Surveys, in which no attempt is made to guarantee that particular 
elements appear in more than one sample (Repeated Independent Sampling). 
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2. The Pure Panel survey, in which a fixed sample is used on all sampling 
occasions. 
3. The Rotating Panel survey, in which a partial replacement of sampling units is 
made from occasion to occasion, according to a fixed pattern. 
4. The Split Panel survey, which is a combination of a pure panel survey and a 
repeated survey or a rotating panel survey. 
The relative merits of these types of repeated surveys depend on the objectives of the 
survey and the extent to which any relationship between the values of a particular 
characteristic observed on the same unit of the population on two different occasions 
can be used to improve the quality of estimation. For instance, suppose a survey is 
carried out on the same fixed population over several points in time. Let 0^ and 
be the level of some population characteristic at times t and h respectively. We 
assume without loss of generality that t > h. If 0^ and denote the estimators of 
0^ and 6^ respectively, then 
± = Var(g^) + Var(g^) + 2 Cov(g^, 0^). (1.1) 
It is reasonable to assume that in virtually all repeated surveys, there is positive 
correlation between the measurements on the same unit on two successive occasions. 
Under this assumption, it can be seen from (1.1) that if it is desired to estimate the 
change in level of the characteristic of interest between times h and t, then the 
greatest efficiency will be achieved when 0^ and are as highly correlated as 
possible. The best strategy is then to use the same sample on each occasion (that is, a 
pure panel survey), whereas the worst strategy is to use independent samples on each 
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occasion (that is, repeated independent sampling). However, if our primary objective is 
the estimation of the sum or average of the characteristic of interest over all occasions, 
then repeated independent sampling is the optimal strategy. (Cochran, 1977, p345). In 
practice however, we are usually interested in efficient estimation of current level, 
change in level, and average level over several periods. In this case, neither a panel 
survey, nor repeated independent sampling would be appropriate. Some form of 
overlap between the samples on successive occasions is usually desirable, and rotation 
sampling designs provide a method of accomplishing such an overlap. 
Despite the apparent theoretical advantages of repeated surveys over 
single—occasion or cross—sectional surveys, their design, implementation and analysis 
involve special problems in addition to the usual problems associated with surveys in 
general. These include the following: 
1. Deriving optimum benefits firom repeated surveys requires maintaining field, 
processing, data management and estimation procedures that are consistent 
over time. 
2. Resistance or lack of cooperation on the part of the sampling units may occur if 
they are "observed" indefinitely. 
3. The composition of the target population may change firom one sampling 
occasion to another, as a result of sampling units dying, being born to the target 
population, or simply moving from place to place or between different domains 
of the population over time. 
4. In addition to the usual response error present in all surveys, repeated surveys 
encounter problems of "conditioning" associated with repeated interviews. 
Respondents may be influenced by information received at earlier interviews 
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and this makes them progressively less representative of the population as time 
proceeds. 
Rotation sampling designs are constructed in order to minimize some of the 
drawbacks associated with repeated surveys. Among the advantages of rotation 
sampling designs over the other types of repeated surveys are (1) the reduction of 
rotation group bias and respondent resistance or non—cooperation relative to panel 
surveys, (2) the reduction of sampling costs relative to repeated independent sampling 
and (3) greater precision in the estimation of current level and change, relative to 
repeated independent sampling. Some examples of rotation sampling designs are the 
Current Population Survey conducted by the United States Bureau of Census for the 
United States Bureau of Labor Statistics and the Canadian Labor Force Survey, 
conducted by Statistics Canada. Other examples not pertaining to the labor force are 
the National Crime Survey and the Retail Trade Survey. The two labor force surveys 
cited above will be described in detail in Chapter 5. 
In this thesis, we address the problem of least squares estimation of selected 
parameters in repeated surveys. The theory of least squares is concerned with the 
estimation of parameters in a linear model. The parameters of interest are current 
level, change in level and average level over a ûxed number of periods. Least squares 
estimation is a fairly old statistical method, which still attracts considerable interest in 
statistics and other scientific disciplines mainly because of its simplicity and practical 
significance. An attempt is made here to exploit this simplicity in order to construct 
various estimation schemes for repeated surveys. Our strategy throughout is to 
formulate the various estimation problems associated with repeated surveys in a 
general linear model framework. We then construct our estimation procedures by 
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extending and generalizing well known techniques from the classical theory of 
multivariate linear models. 
1.2. Overview of The Thesis 
In Chapter 2, we briefly review the literature on the analysis of repeated 
surveys, focusing on those aspects that are pertinent to the present study. The main 
focus of our review is on the various approaches to the analysis of repeated surveys, 
namely, the classical approach, the time series approach and best linear recursive 
estimation. An attempt is made to present the results in chronological order. 
Chapter 3 is a chapter of preliminary results. It is a presentation of the complex 
issues associated with estimation for repeated surveys at a simplified technical level 
and serves as an introduction to the material presented in subsequent chapters. We 
start with a brief review of minimum variance estimation of current level and change 
for two—period surveys. The estimation procedures are compared via a numerical 
example. The results are then extended to the analysis of repeated surveys over more 
than two periods. 
In Chapter 4, we develop various least squares estimation procedures for 
repeated surveys. We start by presenting several results from the theory of linear 
models. These results are then used in the construction of the estimation procedures, 
which include best linear unbiased estimation based on various periods of data and the 
recursive regression estimator. The recursive regression estimator is essentially the best 
linear unbiased estimator based on an infinite number of periods. As its name implies, 
it is a recursive estimator constructed in order to circumvent the problem of 
computational complexity associated with best linear unbiased estimation, while at the 
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same time, producing minimum variance unbiased estimators. The estimator is 
expressible as a linear combination of the observations obtained at the current level 
and an appropriate set of previous estimates. Its implementation can be considered as a 
special case of the Kalman filtering technique. It is shown that the covariance matrix 
of the recursive least squares estimators converges to a positive definite matrix as the 
number of periods increases. Several other theoretical results on least squares 
estimation for repeated surveys are derived. These results are applicable to a wide 
range of estimation procedures and rotation designs. Some of these applications are 
illustrated in Chapter 5. Finally, we discuss state space models and Kalman filtering, 
focusing on the application of the Kalman filter technique to estimation for repeated 
surveys using time series methods. 
The final chapter (Chapter 5) is devoted to a discussion of a wide range of 
applications of the theoretic^ results firom the preceding chapters to the analysis of 
data from the Current Population Survey. Our discussion is based on a comparison of 
the alternative estimation procedures for the labor force characteristics based on the 
Current Population Survey. Estimators include the present composite estimator, the 
first order composite estimator, best linear unbiased estimators based on various 
periods of data and the recursive regression estimator. The comparison is done in terms 
of estimation expression and the variance of the estimators. The basic data used in the 
comparison consists of the elementary estimators of the characteristics of interest 
associated with different rotation groups. An estimated covariance structure of the 
data based on a components of variance model is used to compare alternative 
estimators and rotation designs. We also address the issue of revision of previous 
estimators when additional observations become available. We illustrate the fact that 
the revision of previous estimates provides optimal estimates of level and change which 
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are internally consistent. However, the increase in precision of estimation has to be 
tempered with the fact that the revision of previous estimates is not desirable in many-
practical situations. In recognition of the drawbacks associated with the revision of 
previous estimates, we describe a simple procedure for computing unrevised estimates 
whose variances are very close to those of the optimal estimator of change. Another 
issue addressed in Chapter 5 is that of rotation -group or time—in—sample effects. We 
examine the consequences of the time—in—sample effects on the alternative estimators 
under assumptions of constant time-in—sample effects and under time—varying 
time—in—sample effects. 
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2. LITERATURE REVIEW 
The interest in the design and analysis of repeated surveys over the past couple 
of decades has generated a great deal of literature on the subject. In this chapter, we 
shall briefly review some of the past results that are relevant to the present study. Our 
review will be divided into three parts. The first two parts correspond to the two 
methods of analysis of data firom repeated surveys, namely the classical approach and 
the time series approach. The third part is devoted to best linear recursive estimation. 
2.1. The Classical Approach 
In the classical approach to the analysis of repeated surveys, the population 
characteristics of interest are considered as fixed parameters. Therefore, for the 
estimation of the current level, data from previous periods are used only when the 
surveys are partially overlapping. 
Most of the literature on the classical approach to the analysis of repeated 
surveys makes extensive use of generalized least squares procedures. The basic 
objective in this procedure is the construction of minimum variance weights for a set of 
unbiased estimators available for each sampling occasion in the survey. 
Jessen (1942), who was influenced by the pioneering work of Cochran (1942), 
considered the special case of sampling on two occasions with unequal numbers of 
observations and studied the optimal allocation of units to overlapping and 
non—overlapping sample groups. 
What is considered by many to be the classical paper on this subject is due to 
Patterson (1950), who considered sampling on T occasions (T > 2) under several 
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schemes of partial replacement of units. The simplest such sampling plan requires the 
replacement of a proportion of sampling units on each successive sampling occasion. 
Also, Patterson (1950) assumed that if, for given i, is the value of the 
characteristic of interest on the i—th population unit at time t, and 6^ is the 
corresponding finite population mean, then the differences 0^. — 0^, t = 1, 2, ..., 
followed a first order autoregressive process. Under the resulting error model, he 
developed optimal estimators of the fixed values (current level) and of the 
differences 9^ — (one period change). The main results of this paper can be 
summarized as follows. Assume the model 
fti - "t = Xft-i,; - «t-l) + "ti (2 1) 
for all t, where and is a sequence of uncorrelated random variables such that: 
= 0 
Var{77^j} = (1 
= Efy,i -
Suppose that on each of T successive occasions which are labelled in order of 
time: 1,2,....,T, a sample of n sampling units is available. Of those included on the 
(t—1)—th occasion. An are retained for the t—th occasion and /zn are replaced 
(/z = 1 — A; 1 < t < T) . Furthermore, let 
^t—1 m mean of the values on the (t—1)—th occasion associated 
with the units observed on the (t—1)—th and t—th occasions, 
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^tm mean on the t—th occasion, of the units observed on the 
(t—1)—th and t—th occasions. 
^ be the mean on the (t—1)—th occasion of the observations on the /m 
sampling units which are not common to both occasions, and 
^tu means on the t—th occasion of the observations on the /in 
sampling units which are not common to both occasions. 
Let 0^ be a linear unbiased estimator of 0^, the population mean at time t. Thus we 
can write 9^ as: 
n T 
"t - j!i Vij 
where 
1 if j = t , 
0 otherw i se . 
Therefore, the minimum variance linear unbiased estimator of 0^ is obtained by 
minimizing the Lagrangian function 
n T T n 
Var{ S S w..y. . } - 2  S 7  . S w-. 
i=l j=l ^ ^ j=l ^ i=l •' 
where 7^j (1 < t, j < T) are the undetermined Lagrange multipliers. The minimization 
leads to the following set of equations: 
Cov{y.j, 0^} = 7^j, for all i, j. (2.2) 
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Patterson showed that the minimum variance linear unbiased estimator estimator of 
the population mean at time t under model (2.1) is of the form: 
^t = (1 - + X^t-l - yt-l,m)> + ^t ytu (2.3) 
where tp^ satisfies the recursive relation 
1 — <^t = {1 — (M-^) — •^P^(l — 'ft_i)} ^ ^ 
In particular, 
1 — = A 
and 
^2= /i(l-/iP^) 
Also, the variance of 0^ is given by 
Var(^t) = Cov(y^^, 
(2.4) 
The minimum variance linear unbiased estimator of the change 0^ — 0^_^ for the 
(t—l)-th and t—th occasions is 
^^t = + P'Pi-dh-m-ihM- h-i (2.5) 
and the variance of is 
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Var(A$^) — (/m) ^ + (/m) ^{l—(P'(p^_^{l—(p^—2p{l—ip^} (2.6) 
Patterson further considered the optimal estimation of 6^ under generalizations of the 
partial replacement plan to the cases of nonconstant sample sizes, nonconstant 
replacement proportions and nonconstant sampling error variances. For instance, if 
n^ is the sample size at time t, 
n^ (< n^) is the number of a sampling units on the t th occasion, which are 
common with the (t—1)—th occasion, 
n^' is the number of new sampling units on the t—th occasion (n^ = n^—np, 
y^. (l<i<n^) is the i—th sampled value at time t, 
^t—1 m mean of the n^ matched units on the (t—1)—th occasion, 
is the mean of the n^ matched units on the t—th occasion, 
y^_^ ^ is the mean of the n^_^ — n^ unmatched units on the (t—1)—th 
occasion, 
y^^ is the mean of the n|! new units, 
then the quantities corresponding to (2.3) — (2.4) are 
where 
^t = n)^ytm +^(^t-i -yt-i,m)> + ^t^tu 
= {n^n-' Vn"(n''_i- n(n;.'_j 
(2.7) 
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where is not equal to 0 , and 
Var(y = (2.8) 
unless n|! = 0. If n^ = 0, then, 
Var(y = {n"\l - /) + nJ,'~J (2.9) 
where n^_^ is not equal to 0. Patterson concluded with brief discussions of optimal 
sample size selection, optimal number of matching units between two successive 
occasions, and of non autoregressive errors. 
Eckler (1955) extended Patterson's methods to two and three level rotation 
sampling designs. For the two level rotation design with fixed sample size on each 
sampling occasion, he derived recursive formulas for the minimum variance linear 
unbiased estimator of 0^ as a function of the sample averages at times t and t—1 as 
well as the minimum variance linear unbiased estimator of . The estimator of 9^ 
is of the form 
h = yt-i,t - p.io) 
where 
^t-1 ~ S-l^X-2 
and, for any h, t, h > t, ^ is the sample mean for the h—th occasion based on 
the sample drawn on the t—th occasion. We assume that a sample of n observations 
— —1 9 
are drawn on each occasion and Var{y^ ^} = n a for all t and that p is the 
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correlation coefficient between the responses from the same unit on two successive 
occasions. 
The condition for 6^ to be minimum variance is 
But 
and 
^t> = Cov{yt_j (2.11) 
Cov{y^_j y = n~\/? - a^)(T^ 
Cov{yt_i \ }  = atCov{yt_i,t_i' ^t-l> 
= n ^a^(l-pa^_j)cr^ 
Hence from (2.11), 
Si^-PS-l) = P-\ 
which gives 
a^ — (2 ~ ^ a^^j^) P for t — 2,3,.,. 
= 0 for t=l 
Similarly, for the three—level rotation rotation sampling scheme, Eckler derived 
expressions for the minimum variance linear unbiased estimator estimator of 0^ as a 
function of the sample averages and the minimum variance linear unbiased estimator 
of 
Gurney and Daly (1965) generalized the theory of minimum variance unbiased 
estimation for repeated surveys by using the concept of elementary estimates. An 
elementary estimate is an estimate which does not make use of the survey data for any 
time period except that period to which the estimate refers. Elementary estimates can 
be incorporated into a linear model framework which uses the correlation structure 
between the elementary estimates in order to produce minimum variance linear 
unbiased estimators. Gurney and Daly solved the general problem of minimum 
variance linear unbiased estimation using Hilbert space theory. 
The articles reviewed so far have all assumed an infinite population model in 
which the portion of the sample introduced at a given time is independent of the 
sample introduced at any previous time. Rao and Graham (1964) deviated from this 
assumption and applied concepts of finite populations to the composite estimation of 
the current population mean 9^ and of changes in level between successive occasions 
in a general one—level rotation sampling scheme, which allows units, which 
had been eliminated on previous occasions, to re-enter the sample. 
Let N and n be the population and sample sizes respectively (both assumed to 
be the same for all sampling occasions). Also, let N and n be multiples of r. A 
group of r units remains in the sample for h occasions (n = hr), leaves the sample 
for m occasions and re-enters it for another h occasions, and so on. If a unit re—enters 
the sample after dropping out on k—1 previous occasions, it is said to be in the k — th 
cycle. Rao and Graham (1964) derived composite estimators of the current population 
mean 0^ and for change 0^ — between two successive occasions. The estimator 
of 9^ is 
\ = Q(^t-1 + ^ tm ~ yt-l,m) + (l-Q)yt 
where 0 < Q < 1, is the composite estimator at time t—1, y^ is the sample 
mean at time t, and y^^ and y^_j ^ are defined following model (2.1). The 
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estimator of 0^ — ^ is 
They then derived explicit expressions for the variances of these estimators under two 
different covariance structures: 
I. Cov{y^., when ^ = 0 
= when i >  0  
t = 1, 2, ; i = 1, 
II Cov(y^j, yt+Z,i) = when ^ = 0 
= {/?-{ 1^1-1 )d}o-^ when(|^|-l)d</?,^>0 
= 0 when (1^1 — l)d> p, ^ > 0 
where d is a small positive number. 
They then carried out an empirical investigation of the gain in efficiency of the 
composite estimators relative to the simple estimators. The optimum Q was defined 
to be the value which gives the maximum percent gain in efficiency. The percent gain 
in efficiency and the optimum Q were tabulated for selected values of (r, p, m) and 
((d, p, r),m = od). Among other thing, this investigation yielded the following results: 
1. For model (I), the value of the variance of the composite estimator of 9^ 
is virtually the same for moderate m as for m = m. 
2. The optimum value of Q is independent of m. 
3. The optimum value of r in the estimation of 0^ is 2, but this may not be the 
case if we are interested in estimating the change 0^ — simultaneously. 
4. For m = OD, the optimum value of Q for model (I) is either equal to or differs 
only by 0.1 from the optimum value of Q for model (II), for various values of d. 
The problem of estimating 0^ and 0^ — for two—level rotation schemes 
under a finite population model was also considered by Wolter (1979). He provided a 
general estimation theory for two-level rotation schemes with an arbitrary 
number(>l) of rotation panels. For instance, he considered a survey in which there are 
three monthly panels that continually rotate in a three-month cycle. That is, one 
panel reports in January, April, July and October of each year; the second in February, 
May, August and November; and the third in March, June, September and December. 
His discussion focussed on the three parameters which he considered to be of great 
practical interest, viz: monthly total, month—to—month trend and year—to—year trend. 
Note that "month" and "year" simply mean regular time periods of the survey. 
He first considered minimum variance estimation of these parameters by 
reducing the problem to a special case of the Gauss—Markov model: 
y = X /3 + e (2.14) 
where X is a 2p x (p+1) "design" matrix. 
^t-V ' ^t-p)' 
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denotes the (p+1) x 1 vector of unknown monthly totals, and the error vector satisfies 
E(c)=0 , andE(ce') = V. 
The matrix V is the covariance matrix of the vector of simple estimators. It is, in 
general, not diagonal and is assumed to be positive definite. By the Aitken 
generalization of the Gauss—Markov Theorem, the minimum variance linear unbiased 
estimator of the vector ^ of totals is given by: 
i = (X' V~^ X )~^ X V~V (2.15) 
and the covariance matrix of /3 is given by: 
Var{j9} = (X'V^X)"^. 
The minimum variance linear unbiased estimator of any linear combination X ' ^  of 
monthly totals is In particular, if 0^ and denote respectively the 
minimum variance linear unbiased estimators of 0^ and 9^ — , then we may 
write 
^t ~ ^1^ = (A^ — A2)y 
where Aj is the i—th row of the weight matrix (X' V~^ X)~^ X' V~^. The variances 
of 6^ and are A' V A and I' Y I respectively, where I = A^ — Ag. 
In many applied surveys, it is extremely difficult, if not impossible, to compute 
the minimum variance linear unbiased estimators for all all sampling occasions. The 
reasons for this are outlined by Fuller (1990). They include the following: 
1. It is not possible to incorporate all data from the surveys of preceding times 
into the framework of minimum variance linear unbiased estimation of the 
population characteristic 9^ for the current time because the number of 
variables exceeds the number of observations. 
2. Minimum variance linear unbiased estimation of change inherently involves the 
revision of previous estimates of level when more data become available. This 
gives rise to problems of data storage, emanating from the fact that the 
organizations which keep and publish the longitudinal estimates might be 
restricted in the number of times they revise previous estimates. 
To circumvent the computational complexity of the minimum variance linear 
unbiased estimators, Wolter (1979) used the procedure of composite estimation as an 
approximation, and found the resulting estimators to be computationally and 
statistically efficient. The efficiency of composite estimators was also demonstrated by 
Gurney and Daly (1965). 
Let 6^ denote the population total of the characteristic of interest for month t, 
and let y^ ^ and y^_^ ^ denote unbiased estimators of 0^ and respectively, 
obtained from the panel reporting in month t. Wolter considered two composite 
estimators: The preliminary composite estimator defined by the recursive relation: 
«t,p = + (K«i_i,p + yt,t (2.16) 
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and the final composite estimator defined by: 
Li,F = (W)yt_i,t + ^^t-i,p (2.17) 
where ip e (0, 1) and (p e (0, 1) are obtained by minimizing the variances of p 
and 9^ p respectively. The optimal value of <p in (2.16) is 
and the variance of 6^ p is then equal to (1—(P'. The composite estimators of 
the month—to—month trend and the year-to-year trend are defined respectively as 
^^t ~ ^t,P ~ ^t-l,F 
^^t ~ ^t,P ~ ^t-12,F 
He then derived expressions for the approximate variances of these estimators under 
the following assumptions; 
(i) Simple estimates derived from different panels are uncorrelated. 
(ii) Var(y^ ^) = Var(y^_^^^) = <7^, and Cov(y^ ^ , y^2i_t) = 
for t = s—p+l,....,s, where s denotes the most recent month for which data has 
been collected and p is the number of months the survey has been in operation. 
(iii) The simple estimators are covariance stationary in the sense that: 
= Cov(y,_^ , . (2.18) 
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= Cov(yj J , ,) 
= Co»(y,_j J , y,_^ ,) 
2 
where r is an integer multiple of the number of rotating panels. For the case of three 
rotating panels, we have 
Var(g^ p) = + 2{l+<p)~^{l-ip){^{(p)a'^ 
Var(0^_j p) = [\-il^)(P' + a^Var(^^_j p) + 2(p~^i}{l-i}){l-ip)i^{ip)a^ 
where î^{tp) - ip^+ cp^p^ + (p^p^ + 
Also, 
Var(A0^) = Var(g^ p) + Var(^^_j p) - 2Cov(0^ p , 
where 
Cov(g^ p , \_i -p) = il-ip){(T\p-ip)+a\l-<p)î^{tp)} + i/iCov(0^ p , p) 
and 
Cov(0j p , \_^ p) = ^~^(l-^)^f3(^) + ^Var(0^_j p). 
The expression for the variance of the estimator of the year—to—year change is even 
more complicated and is omitted. 
An empirical study was conducted to determine the optimum values of ip and (p 
for particular correlation patterns. The study showed that the optimum coefficients of 
the estimator of the current population total may not be the optimum coefficients of 
the estimators of the month—month change or the year—to—year change. This suggests 
that different coefficients should be used for each of these estimators whenever the 
survey conditions permit this. Wolter concluded with an illustration of the application 
of this theory in the planning of the Census Bureau's Retail Trade Survey. 
Note that if y^ ^ is the sample mean of the elementary estimates for month t 
and is the mean difference of the elementary estimates common to both 
months t and t—1, then, in general, the composite estimator in (2.16) can be written 
as 
\ + (yt,t - Kyt-l,t) (2.19) 
= K(^t-i + "^t.t-i) + (^-^)yt,t 
where 0 < K < 1. Gurney and Daly (1965) showed the simple composite estimator 
given by (2.19) can be improved by modifying equation (2.19) so that the linear 
combination of observations has more weight for the units entering the sample for the 
first time than those which have been in the sample on previous occasions. Assuming 
that at time t, there are £ elementary estimates and m of these are obtained from 
units entering the sample for the first time. Gurney and Daly showed that if more 
weight is assigned to the m elementary estimates obtained from first time—in—sample 
units than the remaining £ — m elementary estimates, then the variance of the 
resulting estimator becomes very close to that of the minimum variance linear 
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unbiased estimator. The general form of this estimator, known as the AK composite 
estimator, is 
^ 1 m 
^,c = «1 - K + A) S y. , 
J=1 lj ,t 
-1  ^
+ [l — K — (1—m) £ A] S y } (2.20). 
j=m+l ij,t 
where K and A are constants, 0 < K < 1, (i^, t), ..., (i^, t) denote the 
first—time—in—sample panels at time t and t), ..., (i^, t) denote the panels 
which have been in the sample prior to time t. 
Huang and Ernst (1981) studied the variance and bias aspects of the AK 
composite estimator for the special case of the current Population Survey. They 
investigated these properties using two intermittent rotation designs, namely the 
4—8—4 rotation pattern and the 3—9—3 rotation pattern, for selected labor force 
characteristics. Assuming constant variance and covariance for all observations at all 
time periods, Huang and Ernst concluded that for all characteristics studied, the 
optimum AK composite estimator was more efficient than the simple composite 
estimator for monthly level, month—to—month change and annual average for both 
rotation designs. Furthermore, under the 4—8—4 rotation design, if the rotation group 
bias (see Section 5.4) can be assumed to be constant over time and that the sum of the 
rotation group effects is zero, the bias of the AK composite estimator is smaller than 
the bias of the simple composite estimator. 
Kumar and Lee (1983) conducted a study similar to Huang and Ernst (1981) for 
the Canadian Labor Force Survey. The optimal AK composite estimator, that is, the 
an estimator having minimum variance among the class of estimators defined by 
(2.20), was found to be more efficient in terms of mean square error and had smaller 
bias than the corresponding optimal simple composite estimator. However, for the 
labor force characteristics with significant rotation group bias, both the optimal AK 
composite estimator and the optimal simple composite estimator had a relative 
efficiency (measured as ratios of mean square error) smaller than 110% with respect to 
the simple poststratified estimator. Kumar and Lee subsequently obtained better 
composite estimators by minimizing the mean square error instead of the variance. The 
resulting estimator had gains in efficiency ranging from 0 to 22% over the simple 
poststratified estimator. 
Tam (1987) also considered finite population inference for repeated surveys 
under a superpopulation model. He presented a model under which sampling errors 
may be non—trivially correlated with true finite population means. He used a 
state—space representation of this model to derive maximum likelihood estimators of 
some superpopulation parameters. He then derived predictors of the finite population 
totals from the model with estimated superpopulation parameters. In his concluding 
remarks, he noted the potential effects of model misspedfication and short runs of 
surveys on the proposed estimation and prediction procedures. 
Yansaneh (1990) considered the estimation of the parameters of a finite 
stratified population using a two—stage rotating sampling design. Assuming an 
exchangeable superpopulation model, he derived ratio and regression estimators of 
selected population characteristics of interest and showed them to be more efficient 
than their longitudinal counterparts. He also presented a computer program for the 
computation of the various estimators and their estimated variances. 
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Fuller (1990) considered the analysis of repeated surveys in which a portion of 
the units are observed at more than one time point and some units are not observed at 
some time points. He presented an extensive discussion of a broad range of topics 
relevant to the analysis of repeated surveys, including a review of least squares 
estimation for repeated surveys, a discussion of estimation procedures in which existing 
estimates are not revised when new data become available and techniques for the 
estimation of longitudinal parameters, such as gross change tables. Some of the results 
were applied to estimation for a large scale repeated survey of land use conducted by 
Iowa State University, and the United States Soil Conservation Service. Furthermore, 
he illustrated the effects of measurement error on gross change and showed that survey 
designs constructed to enable estimation of the parameters of the measurement error 
process can be very efficient. 
Cantwell (1990) derived explicit expressions for the variances of a general class 
of composite estimators of current level, change in level and average level over time for 
one—level as well as multi—level rotation designs. Let y^. be the i—th elementary 
estimator of 6^ , i=l,2, ..., m. The generalized composite estimator of current level 
defined by Breau and Ernst (1983) is given by 
where 0 < k < 1, and the a/s and b-'s may take any values, including negative 
ones, subject to; 
m m 




= 1, and S b- = I. 
i=l ^ 
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If a, b, y^_2, and aie M x 1 vectors defined by a' = (a^, ...,a^), b' = (b^, 
^t = -'ytm) yt-1 = (yt-l,r •••' yt-l,m)' (2 21) can be 
written as 
= ^'^t - ^^'yt-1 + (2.22) 
Cantwell assumed the following covariance structure for the data. 
n 
Var{y^j} = cr for all t and i, 
Cov{y^. , yj^j} = for i # j, that is, different rotation groups in the same month 
are uncorrelated, and 
2 Cov{yti , y^j} = c , if y^j, y^j refer to the same rotation group |t—h| 
months apart; or 0 otherwise. Take = 1. 
Cantwell then proved that the variance of the generalized composite estimator of the 
current level is 
Var{^^ q} = + k\'(b - 2a)+ 2(a- k^b)' Q (a- b)}. 
(2.23) 
where Q is the M x M matrix whose entries are 
Qij= k'-j ifl< j<i<M 
= 0 otherwise. 
and the variances of the generalized composite estimator of month—to—month change is 
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Var{0^ Q - q} = 2a'(I - p^L)aff^ if k=0 
= k ^[(a'a + k^b'b — 2k/7ja'Lb)c7-^ 
- (l-k^)Var{g^ q}] if 0 < k < 1. 
where I is the M x M identity matrix and L is the M x M matrix with ones on 
the subdiagonal and zeros elsewhere, that is, the elements of L are L. j = 1 if i — j = 
1, and 0 otherwise. Finally, Cantwell showed that if we denote the sum of the 
generalized composite estimators for the last p months by S. , that is, I,? 
p+1 ' 
^t,p = jf/t-j,G 
then, Sj p, p — S^_p p, and — 0^_p can be expressed as S for some 
vectors ia, i = 0,1,2, ... . He then proved that 
CD 0 ® ® M 1 • 
Var{ S i / ' . j .  J = 0- { S + 2 S v'.  E (2.24) 
i=o ^ i=o ' ^ 1=0 ^ j=i J 
Cantwell then extended his results to a special case of multi level rotation design where 
the sample consists of a fixed number, g say, of rotation groups, which are 
interviewed every g—th month and the period of reference is the previous g months. 
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2.2. The Time Series Approach 
Unlike the classical approach which treats {0^}, t = 1, 2, , as a sequence of 
fixed values, the time series approach treats as a realization of a time series. The 
objective is then to predict 6^, referred to as the "signal" in the time series literature, 
from the observations available up to and including the current time t. 
Several authors have addressed modeling and estimation problems for 
autoregressive or autoregressive moving average signals corrupted by white noise. 
Suppose that a survey has been conducted at times t = 1, 2, ...,T to estimate 6^, 
t=l,2,...,T where 0^ is the true value of the population characteristic of interest at 
time t. Then the initial sample survey estimate of 0^ satisfies 
Y ^ = 0 ^  +  ( 2 . 2 5 )  
where {u^} is a sequence of random survey errors independent of {0^} and satisfying 
E{uJ = 0, and Var{u^} = 
Walker (1960) noted that if follows a p—th order autoregressive process and 
u^ follows an independent white noise process, then follows an autoregressive 
moving average ARMA (p,p) process. He then used this result and properties of the 
sample autocovariance function to obtain method of moments estimators of the 
variances of 0^ and u^, and of the autoregressive coefficients. He then assessed the 
asymptotic properties of such estimators, paying principal attention to the special case 
when p = 1. 
Pagano (1974) considered the same problem as did Walker (1960). Under the 
assumption of normality, Pagano used a non—linear least squares procedure to obtain 
strongly consistent and asymptotically efficient estimators of the parameters of the 0^ 
and u^ processes. He sketched an extension of his results to the case in which 9^ 
follows an ARMA (p, q) process, p < q, and u^ follows an independent white noise 
process. 
Box and Jenkins (1976, Appendix A.4.4) generalized the modeling results of 
Walker (1960) and Pagano (1974) and a further generalization of these results is 
provided in Eltinge (1987, Section 5.2). 
Blight and Scott (1973) realized that in some survey sampling problems, it may 
be reasonable to consider 6^, t = 1, 2, 3, , to be a realization of a stochastic 
process. They retained the Patterson (1950) assumptions regarding sampling errors and 
rotation patterns, but replaced the assumption of fixed 6^ values with the assumption 
that 6^ follows a first order autoregressive autoregressive process independent of the 
sampling error process. Given the parameters of the resulting model, they derived the 
the minimum mean square error predictors of 9^ and 9^ — and developed a 
formula for the optimal number of units to replace on each sampling occasion. 
Scott and Smith (1974) also considered the problem of the analysis of data from 
repeated surveys using time series methods. The assumed model (2.25) and for both 
overlapping and non-overlapping surveys, they considered the problem of using the 
complete set of estimates available at time t, say = (Y^, Y^_p ...) based on the 
repetition of the survey, in order to obtain improved estimates of the current value 9^. 
They extended the results of Blight and Scott (1973) in two directions: 
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(i) For non—overlapping surveys (and hence uncorrelated u^'s), they presented a 
Kalman filter approach to the prediction of the 6^ values. 
(ii) For general covariance stationary 0^ and u^ processes, they applied the 
methods of Whittle (1963) to obtain minimum mean square error linear 
predictors of 0^ and of linear combinations of 0^_j. 
Using normal theory assumptions, Scott and Smith proved that the minimum mean 
square error estimator of 0^ is a weighted average of Y^, the usual sample survey 
estimate of 0^ and Y^, the best linear forecast of Y^ from the previous estimates 
Y^ = (Yj_2, Y^_2, ...), in other words, 
h = (2-26) 
where 
ir, = {Var{Y,|Y,_j)rlà,2 (2.27) 
is the ratio of the within survey variance of Y^ to the variance of the linear forecast of 
Y^ from previous surveys. The mean square error of 0^ is given by: 
Vt = (2.28) 
Note that the values of Y^ and Var(YJ Y^_^) can be obtained by time series 
9 9 
methods for pure prediction.For instance, suppose that = cj for all t, and 0^ 
follows a first order autoregressive process: 
' t  = + s (2-29) 
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where 0 < A < 1, {c^} are uncorrelated random variables with 
E(€^) = 0, and Var(e^) = a". 
Then, the induced model for can be written as; 
^t ~ ^^t-1 + ^t ^t " ^^t-1 
By Fuller (1976, Theorem 2.6.3), satisfies the autoregressive moving average 
[ARMA(1,1)] model 
\ ^t ~ 
n 
where Var(a^) = v . Equating moments in (2.26) and (2.27), we get 
= Xo? (2.32) 
(1+/S^)i/^ = {l+\^)u? +  ^  (2.33) 
Thus, 
r. = /r\A-/3) S^Y . (2.34) 
I j=l t J 
and the residual variance is: 
E(Yt - Y^)^ = J? (2.35) 
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Thus, 
= TT = ly =A (2.36) 
from (2.31). Thus = tt is constant, that is, ir^ is independent of t. Furthermore, 
the minimum mean square error estimator of 9^ is 
\ = (l-l) (2.37) 
= (l-ir)Yj + 
with mean square error given by 
= {1-Tr)u? (2.38) 
This shows that the best estimator of the current value 0^ is a multiple of an 
exponentially weighted moving average of the estimates Y^, Y^_^, , and is a 
standard exponentially weighted moving average in the important special case: A=l. 
Scott and Smith concluded with an application of their results to an example of an 
overlapping survey: The Medical Data Index. The analysis of three series from the 
survey showed significant gains in efficiency of the estimators obtained by time series 
methods over the simple estimators. 
Scott, Smith and Jones (1977) extended some of the results of Scott and Smith 
(1974) to multistage surveys in which units may overlap at one or more stages of 
sampling. Smith. (1978) provided a brief review of the classical and time series 
modeling of 0^ and presented theoretical and practical arguments in favor of the latter. 
Under the assumption of known process parameters, Jones (1979) compared the 
relative variances of the Patterson (1950), Blight and Scott (1973) and Scott and 
Smith (1974) estimators of the current value 0^, and the change under the 
Blight and Scott (1973) models for and u^. For the estimation of 0^, he found 
that the Blight and Scott (1973) and Scott and Smith (1974) methods were generally 
superior to those of Patterson (1950), especially if the variance of 0^ was small 
compared to the variance of e^. Furthermore, the Blight and Scott (1973) estimator 
of 0^ was found to be somewhat superior to the Scott and Smith (1974) estimator. 
However, it was observed that if the deviations 0^. — 0^ of the value of the i—th 
unit from the finite population mean 0^ were strongly autocorrelated, then the Scott 
and Smith (1974) method may be less efficient than the Patterson (1950) and Blight 
and Scott (1973) methods. Furthermore, if only a relatively short series is available, 
the time series methods of Blight and Scott (1973) and Scott and Smith (1974) may 
lose some of their theoretical efficiency through preliminary detrending,deseasonalizing, 
and estimation of the parameters of the 0^ and u^ processes. 
Jones (1980) used least squares theory to present a unified approach to the 
problem of obtaining best linear unbiased estimators of parameters in repeated sample 
surveys. Among other things, he extended the results of Blight and Scott (1973) and 
clarified the relationship between the results of Blight and Scott (1973), those of Scott 
and Smith (1974) and the classical approach of Patterson (1950), or its generalization 
by Gurney and Daly (1965). He proceeded as follows: 
Let be the i—th elementary unbiased estimate of 0^, the population 
parameter from the sample at time t (i=l,2, ,1) and let Y,p be the vector of all 
such estimates for all time periods, say t = 1, 2, T. Thus we can write: 
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where is the sampling error. In matrix notation, the model is 
+ & (2.39) 
where = (Y^^p ..., Yj^^, , Y^rp, ..., Yj_j Yj,j,)' is the IT-dimensional vector 
of elementary estimates, ftp = (0j^, j^/p)' is the T—dimensional vector of unknown 
parameters, X is a design matrix of O's and I's, which relates the elementary 
estimates in Yrp to their expected values in ftp, and c<p = (e^^, ..., , e^^ip, 
..., Sjrp)' is the IT—dimensional vector of sampling errors, such that 
where is assumed to be known and nonsingular. Under the classical approach, the 
best linear unbiased estimator of ftp, is given by 
Note that this result is more general than the results obtained by Patterson (1950) and 
Eckler (1955). Under the time series approach, we further assume that 0,p is a 
random vector with E(fl^) = n and Var(O^) = V. The generalized least squares 
formulation now gives the best linear unbiased estimator of ftp as 
E(€,p) = 0, and Var(6^) = 
\ = (X'K^^X)~^X'K^Y^ (2.40) 
with variance given by: 
Var(y = (X'K;^X)-^ (2.41) 
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Or^ = (X' + V~^)~^X' (2.42) 
with variance given by 
Var(g^) = (X' K~^X + (2.43) 
Note the following; 
1. If the elements of V are of the form: v- = (1—<r^, for some A 
and |A| < 1, i, j = 1, 2, , T, then (2.42) coincides with the estimates 
derived by Blight and Scott (1973). 
2 If I = 1, then the model (2.39) reduces to: 
and (2.42) and (2.43) reduce to: 
Y(J| — Or^  4* €rjy 
«T = (k;^ + 
Var(«j) = (K;1 + 
which are exactly the results obtained by Scott and Smith (1974). However, the Scott 
and Smith (1974) assumption that is the standard sample survey estimate of 0^ 
based on the sample at time t alone is no longer required here. In fact, Y^ can be 
any sampling or design unbiased estimate of provided that the sample errors in £,j, 
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are independent of the values of the 0^ process. Jones also sketched a general mixed 
linear model approach to the estimation of 9^ with non—stationary mean. 
The papers reviewed so far devoted primary attention to the estimation of the 
true 0^ values, assuming that the parameter of the 0^ and u^ processes are known. 
However, in practice, these are not known. The parameters of the u^ process are 
generally estimable from replicated survey data, but estimation of the parameters of 
the 6^ process requires additional work. Estimation of 6^ when parameters of the 0^ 
process are unknown was considered by Miazaki (1985). She considered estimation in 
repeated surveys as a time series problem. Assuming that 0^ in model (2.25), follows 
a stochastic model, she interpreted the problem of estimating 0^ as that of estimating 
a time series subject to measurement error. In particular, she observed that since in 
rotation sampling, the sampling units stay in the survey only for a fixed number of 
occasions, a moving average model may be an appropriate representation of . u^, the 
sampling error process. She considered a special case of model (2.25) in which 6^ 
follows a p—th order autoregressive process and u^ follows a q—th order moving 
average process independent of the 0^ process. She extended the non—linear least 
squares estimation procedure of Pagano (1974) to the estimation of the 0^ process. 
She found conditions under which the resulting final parameter estimators were 
consistent and asymptotically normal. In addition, she showed that the least squares 
prediction of 0^ with estimated process parameters contains an error term not in the 
predictor constructed with known parameters. 
Eltinge and Fuller (1989) applied a generalized least squares procedure, closely 
related to maximum likelihood, to the estimation of the parameters of the 0^ process. 
They included a component in the estimated prediction variance arising from the 
estimation of the parameters of the 0^ process. 
Bell and Hillmer (1990) also discussed the time series approach estimation for 
repeated surveys. In many ways this paper can be considered a generalization of earlier 
work done by authors such as Scott and Smith (1974) and Scott, Smith and Jones 
(1977). After presenting a brief overview of the basic results and framework for the 
time series approach, they explored the assumptions on model (2.25) on which the 
standard time series signal extraction results are based, namely, the stationarity of 
0^, or a suitable difference thereof, the stationarity of u^ and the uncorrelatedness of 
0^ and u^ at all leads and lags. They note that since 0^ and u^ depend on the same 
population units the validity of the last assumption is not obvious. Infact, Tam (1987) 
discussed how this assumption fails under an explicitly model based approach. They 
then showed that the assumption is valid under fairly general conditions, and derived 
time series estimators which are strongly consistent. Furthermore, they presented an 
excellent discussion of the issues involved in modeling the time series for the signal 
process and the survey error process {u^}. Finally, they illustrated their 
approach with an example using two time series from the Census Bureau's Retail 
Trade Survey. 
Pfeffermann (1991) considered the estimation and seasonal adjustment of 
population means based on rotating panel surveys carried out at regular time intervals. 
He used a dynamic structural model that assumes a decomposition of the mean into a 
trend—level component and a seasonal component. The parameters of the time series 
models for the components are unknown. The structural model accounts for the 
correlations between individual panel estimators and possible rotation group effects. It 
can be applied both in the case of a primary analysis, for which the individual panel 
estimates are available, and in the case of secondary analysis, in which only the 
published aggregate estimates are known. The components in the decomposition of the 
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mean are assumed to follow a stochastic process which is known up to a set of 
parameters. These parameters are estimated using the Kalman filter technique. Results 
from an empirical investigation revealed that the use of primary analysis dominates the 
use of secondary analysis in almost every aspect studied. Furthermore, the use of the 
model yields more accurate estimates of the population means than those obtained 
from the classical approach. 
2.3. Best Linear Recursive Estimation 
As mentioned earlier, estimation for repeated surveys invariably has to contend 
with computational difficulty due to the accumulation of large amounts of data as the 
number of periods increases. Attempts to circumvent this problem, without sacrificing 
the precision of estimation, have led to recursive schemes which produce minimum 
variance estimates using only previous estimates and the current data, instead of all 
the previous data. Recursive schemes are also ideal in situations where data do not all 
become available at the same time but rather accumulate in time. 
Initial interest in recursive estimation was stimulated by navigational problems 
associated with spacecraft in orbit about the earth (see, for instance, Sorenson, 1966, 
pp 276—281). Subsequently recursive estimation techniques have been found useful in a 
wide range of problems, including the monitoring of medical patients and nuclear 
reactors. 
Let Y. be the n, x 1 vector of observations at time t, and let 
^t ~ ^t^t S (2.44) 
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where is the x known matrix and 0^ is the x 1 vector of unknown 
parameters at time t. In general, the problem is to express the best linear unbiased 
estimator of 0^ as a linear combination of the best linear unbiased estimator for time 
t—1 and the observations at time t. 
The initial work on recursive estimation was carried out by Plackett (1950). 
Assuming a fixed effects model, he derived formulas for the adjustments of least 
squares estimates of the regression coefficients, their covariance matrix and the sum of 
squared residuals needed to incorporate additional observations. 
Kalman (1960) published in the engineering literature a recursive procedure, 
now known as the Kalman filter, for estimating 0^ when 0^ is a stochastic process. 
Jones (1970) discussed the problem of recursively estimating a subset of the parameter 
vector 0^ in the linear model defined in (2.44) and included a recursive formula for 
the sum of squared residuals. Odell and Lewis (1971) also developed recursive 
algorithms for the best linear unbiased estimation of fixed effects. 
Duncan and Horn (1972) recognized the inherent equivalence of least squares 
theory and Kalman filter theory. Their work showed Kalman filter theory to be 
essentially random parameter linear regression theory. 
S alias and Harville (1981) extended the recursive estimation techniques 
developed by Odell and Lewis (1971) for fixed effects and by Duncan and Horn (1972) 
for random effects, to the estimation for mixed linear models. They presented a mixed 
model extension of the state space model and then used the Kalman filter to obtain 
recursive estimators for a two—part random model where the second factor obeys a 
generalized autoregressive process. They then derived recursive algorithms for the 
mixed linear model by passing to the limit in an appropriate way. 
An expository article on state—space models and Kalman filtering is provided 
by Meinhold and Singpurwalla (1983). Using a Bayesian formulation and some 
well—known results in multivariate statistics, they continued the efforts of Duncan and 
Horn (1972) by describing the state—space model and the Kalman filter procedure in 
terms familiar to statisticians. They concluded by giving a simple example illustrating 
the use of the Kalman filter for quality control work. 
Ansley and Kohn (1983) modified the state—space model and the Kalman filter 
to obtain estimates of the state vectors and predictors and interpolators for missing 
observations. They then extended their results for a discrete time state—space model 
to continuous time models, including smoothing splines and continuous time 
autoregressive processes. 
Tiller (1989) presented a Kalman filter approach to labor force estimation using 
survey data. A "signal plus noise" model was postulated for the monthly Current 
Population Survey sample data. The signal process is the true labor force series and 
the noise process is the error generated by the sampling process. Using a model for the 
unobserved population series and the autocovariances of the sampling error, the 
Kalman filter was used to estimate the true labor force series. Tiller then presented 
the unemployment rate models as examples. 
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3. PRELIMINARY RESULTS ON 
CLASSICAL ESTIMATION FOR 
REPEATED SURVEYS ON A FIXED POPULATION 
The purpose of this chapter is two—fold. First, it is an introduction to the 
fundamental concepts of estimation for repeated surveys, presented at a simplified 
technical level. Secondly, the procedures presented are intended to illuminate the basic 
concepts underlying the more complicated procedures discussed in the next chapter. 
The presentation permits the exploration of the fundamental issues associated with 
estimation for repeated surveys without undue mathematical complexity. After some 
basic notation and definitions, we briefly review some classical estimation procedures 
for two—period surveys. We then compare the various procedures via a numerical 
example. We conclude with a discussion of extensions of the results to the case of 
repeated surveys for more than two periods. 
3.1. Notation, Definitions and Assumptions 
Suppose a survey is carried out repeatedly and the characteristic of interest is 0. 
Assume that 0 changes over time and that its value at time t is denoted by 0^. If t is 
the current period, 0^ is referred to as the current level and 0^ — is referred to as 
the change in level from the previous to the current period. Let Y be the survey 
variable and let y^. denote the value of Y on the i—th unit of the population at time t. 
Assume that the population consists of N units and N is very large. For a start, we 
adopt the Patterson (1950) assumptions, namely; 
n 
(i) the population variance is constant on all occasions and is denoted by a . 
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(ii) the correlation between the variate values of the same unit on two different 
values of the same unit on successive occasions. 
Suppose now that the survey has been in operation for t periods and that its principal 
objectives are the estimation of the current level 0^ and change in level 0^ — For 
these purposes, we consider a sequence of t simple random samples of equal size n, say, 
from the population. The sample obtained at period t can be divided into two parts: 
(i) the matched part, which consists of those units that were also observed at time 
(ii) the unmatched part, which consists of those units that were not observed on the 
previous occasion. 
If A is the proportion of overlap, that is, the proportion of the sample at time t that is 
common with time t—1, then the size of the matched and the unmatched parts of the 
sample at time t are respectively nA and n;^, where ^ = 1—A. We assume that the 
proportion of overlap and the sample size are constant on all occasions. The simple 
means based on the responses from the units in the matched and unmatched 
subsamples of the sample at time t can be defined as follows: 
(a): the mean of the responses on the nA matched units at time t—1 
occasions t and k is /> jt-k] , where p is the correlation between the variate 
t-1. 
^t—l,m 
(b): the mean of the responses on the n/i unmatched units at time t—1 
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(d): the mean of the responses on the n^ti unmatched units at time t 
nm Jtmi 1 1  
l/tui 
3.2. Estimation of Current Level and Change for Two — Period Surveys 
In this section, we discuss various estimation procedures for current level and 
change based on two periods only. For all estimation procedures, we assume the class 
of estimators linear in the observations. However, by the symmetry in the correlation 
structure of the observations, it is sufficient to restrict attention to linear combinations 
of the subsample means. 
3.2.1. Minimnm Variance of Current Level 
In this procedure, the estimate of the previous level is not revised at the current 
period. Consider a linear estimator of Og of the form; 
"2 = +''J'lm +''y2m + 
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For ^2 to be unbiased for we must have 
a + b =0 and c + d = 1 
so that 
h = + "yim + 
Now, 
Var(y = + A~^C2 + /x~\l - c)^ - A"\2acp)](r2 (3.2.1) 
Differentiating (3.2.1) with respect to a and c and setting to zero, we see that the 
values of 
a and c that minimize Var(<?2) are given by 
a = ^ Xfip and c = ^ A. 
Thus the optimal estimator of Og under this procedure is 
^2 = (l-/^V)~^[A/ip(yj^ - y^jn) + Ayg^ + //(l-/z/J^)y2 J (3.2.2) 
with variance 
Var(^2) = n-\l-A^)-\l-///)j^. (3.2.3) 
Now, the variance of the estimated change is 
Var(^?2 — 0^) = Var((?2) + Var((?^) — 2Cov(()^, <?2). 
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where 0-^ is the optimal estimator of 0-^ at time 1, defined by 
h = + fi-lu' 
but 
Cov( Û2) = [n(l-/x^p^)]~^ Xpa^. 
Hence, 
Var(02 — ^1) = ^[2(1—Ap) — (3.2.4) 
Remarks 
(i) If /i = 0 (complete overlap) or /i = 1 (no overlap), the variance of O2 is vi~^(P'. 
(ii) The optimum value of /i is found by minimizing (3.2.3) with respect to /i. This 
gives 
"opt = [1 + 1 - "opt = \pt = ll+(lV)''V'(lV)'/' 
and, substituting in (3.2.3), we get the minimum variance 
^optty = (2»)'V + (1-/)^/^]. 
3.2.2. Minimum Variance for Change 
The optimal estimation of change necessarily involves the revision of previous 
estimates. Consider the general linear estimator of change 
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60 = \  -0^ = ayiu + + dy^^. 
For 69 to be unbiased for 0^ — <?p we must have 
a + b = —1 and c + d = 1. 
Hence 
=  a - Y i u l ) y i m  +  ^ y 2 m  +  " ^ ) y 2 u  
and 
Var(5<?) — (n/iA) [Aa + /i(a+l) + isf? + A(1—c)^ — 2c(a+l)/xp]c^ 
The optimal estimator of change under this criterion is obtained by minimizing 
Var(60) with respect to a and c. The resulting estimator is 
and 
6Ô = V(y2m - Yim) + KW)(y2u " YiJ] (3 2 5) 
Var(f(?) — 2[n(l — MP)] ^(1 — (3.2.6) 
< 2n~V2 
Now the estimator of current level is given by 
Û2 = &! + 50 
and therefore, 
Var("f2) = Var(0j) + Va.i{SO) -  2Cov{\, 60) 
But 
Cov(<?p 60) = —[n(l—/zyo)] \l—/j)(7^ 
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Therefore, 
Var(^?) = [n(l-/z/?)]~^[2(l-/7) -2(1-/7) + { l- i ip)]a' 
= vT c^p-
3.2.3. Minimnm Sum nf the Variances of Current Level and Change 
We consider the following general linear estimators of current level and change: 
"2 = + "hm + ^y2u 
= «yim + + Sy2m + >'^20 
where a, b, c, d, e, f, g and h are constants. Under the restrictions that the 
estimator of current level is unbiased for O2 and the estimator of the previous level 
is not revised at the second period, we may write the estimators and A0 as 
«2 = (e+A)yj j j j  -  (e+A)yj| j  + +(l-c)y2„ (3.2.T) 
= «yim - («+')yiu + '=y2m + (l-')j'2ii (3 2 8) 
Therefore, 




Var(Atf) = (n/zA) + A(e+1)^ + /ic + A(1—c) + 2ec/)] c (3.2.10) 
If ^{O^, à.0) is the sum of Var{(?2} and Var{AO}, then we have 
L(&2, A#) = (n/iA) ^[{e^ + (e+p)^}(A+/i) + (2e+l)A 
+ 2c^/i + 2A(l—c) + 2c/z/!?(2e+A)] c7 . 
Now, differentiating LfAg, ^0) with respect to e and c and equating to 0, we get 
the solutions 
e = [2(1—/i^/j^)] ^ A(/i^/?^ — 2/i/J — 2) 
and 
c = [2(1-^2)]-^ \{^Lp + 2) 
Thus the optimal estimators of current level and change are 
M= p'^)\ ^[A(2+///)){/zp(y^^-y^^) + (y2m"^2u)^^ '^^2u 
(3.2.11) 
and 
Atf = [2(1-//^/?^)] \x{2+2ii i}- iM^p^){y^^-y^^) + A(2+fi/))(y2^-y2^)] +y2u~yiu 
(3.3.12) 
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and the variances of these estimators are obtained by substituting the optimal values 
of e and c into (3.2.9) and (3.2.10) respectively. 
3.2.4. Full Generalized Least Squares Estimation 
Let y-j^,and denote the data vectors obtained at times 1 and 2 respectively. 
If we assume equal sample sizes at each period and the common sample size is n, then 
the linear model at time 2 may be written as 
where y = (y^, y^)', P= {0^, (^g)' X = the Kronecker product of the 2 
X 2 identity matrix and the n x 1 vector of ones Assume that c is the 
vector of error terms such that E{e} = 0, and E{cc'} = V. Then the minimum 
variance linear unbiased estimator of P is 
y = X/3 + € (3.2.13) 
P= (X' V~^ X)~^X' v~V (3.2.14) 
with covariance matrix of 
S = (X' V ^ X) ^ (3.2.15). 
Note that this procedure is equivalent to the procedure discussed in Section 3.2.1. 
However, in this procedure, it is possible to obtain both revised and unrevised 
estimators of change as well as their variances from (3.2.14) and (3.2.15). 
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3.2.5. Restricted Generalized Least Squares Estimation 
In the unrestricted generalized least squares estimation discussed in Section 
3.2.4, the estimate of the parameter at time t = 1 will depend on the data at time 
t = 2. In general, this information is not available at time t = 1. We therefore modify 
the procedure by considering restricted generalized least squares estimators where the 
restriction is that the estimator for the first period must be the estimator obtained 
from the initial sample. A detailed discussion of this procedure and its consequences on 
the efficiency of estimation is provided in Chapter 4. 
We assume the linear model (3.2.13), where y^ and y^ denote the data 
vectors at times 1 and 2 respectively. Let the linear models corresponding to the 
two time periods be 
model at time t = 1: y^ = , (3.2.16) 
model at time t = 2: y^ = > (3.2.17) 
where is n % p^, Xg is n % p^, is p^ x 1, is Pg x 1 and + P2 — P-
We impose the restriction that certain parametric functions must be estimated by 
specific linear functions of the data: 
g- y 1< i < k , 
where Aj and are fixed column vectors and are specified. Note that models 
(3.2.16) and (3.2.17) constitute a partition of a generalization of the model (3.2.13) 
with X and = (/?p &re of dimensions 2n * p and p, respectively. Let the 
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resulting partition of X, V and e be as follows: 
e = ( c i ,  C 2 ) '  X = X^ 0 and 
^21 ^22 
Note that if we do full generalized least squares estimation, will depend on yg» 
the data at time t = 2, which is not available at time t = 1. We therefore impose 
the restriction 
>i = (XiViJxp (3.2.18) 
= (XiV7}Xjr'xjV7}( 1, 0)y 
The full generalized least squares estimator estimator of P is the value that minimizes 
the following quadratic form in 
Q(/?P^2) = (y-X/))' V-\y -X/3) (3.2.19) 
In general, for restricted generalized least squares estimation, we minimize the 
following Lagrangian function 
1 k Q (A tj) = (y-x/?)' V \ y -xp )  -2 s //.( x [p -g [y )  (3.2.20) 
i=l 
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where k is the number of restrictions, and fi = //g, , ij^' is the vector of 
Lagrange multipliers. Differentiating (3.2.20) with respect to /Zj, i=l,2, ,k, we get 
the system of equations: 
2X'V~^(y-x')0)+ S /i.A. =0 
i=l ^ ^ 
Ak/î-gi,y = o. 
Thus the normal equations are given in matrix form by: 
(3.2.21) 
"X'V^X A" P' X'V"^" 
A' 0 . g' . (3.2.22) 
where A = (A^, Ag, , A^) and g = (gp gg, , gj^). From (3.2.22), we have: 
r ^ i  • X' v~^x A -1 X'V"^-
.M. A' 0 . . 6' . (3.2.23) 
and the first component of the solution vector above gives the restricted least squares 
estimator of ^ as a linear function of the observation vector y. Furthermore, the 
variance of the restricted least squares estimator of P is the upper p x p submatrix of 
the matrix 
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•  X 'V~^X A -1 • X'V~^" V 
• r 
A 0 _ 
. 6' . 




Wolter (1979) presents an alternative method (via composite estimators) of 
computing the restricted generalized least squares estimator of level and change that 
leaves the previous estimator unchanged. 
In the next section, we use an example of a two—period survey, constructed by 
Fuller (1990), to compare the various estimation procedures discussed in Section 3.2. 
3.3. Numerical Example 
This example illustrates the problems associated with the estimation of selected 
parameters in a two—period survey. The characteristic of interest is the proportion of 
employed in the population. To simplify matters, we assume that: 
(1): the population is constant over time. 
(2): an equal number of elements are observed at each of the two times such that 
one half of the elements observed at the first time are also observed at the 
second time. That is, of the elements observed at the second time, one half were 
observed at the first time and one half are new to the sample. 
The hypothetical observations can be presented in a two—way classification table such 
as Table 3.1 below. 
Let be the half sample observed at time t = 1 only, Sg is the half sample observed 
at time t = 2 only, and i® the sample overlap for both time periods observed at 
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Employed Unemployed Total 
Employed 0.85 0.05 0.90 
Unemployed 0.03 0.07 0.10 
Total 0.88 0.12 1.00 
period i, i = 1, 2. Thus the complete sample observed at time t=i is S- U 
i = 1, 2. Let p^^ , p^^ , p^2^, pg^ , pg^ denote the observed proportions of 
employed in samples Sp 8^2(1), 8^^2(1) fl 8^2(2), 8^2(2) and 82 respectively. We 
assume simple random sampling at each period. Let 
P = (Piy. Pijij, Pi2m' P2m' ^2^' (^1' ^1' ^12' ^2' ^2^ ' 
where ^2 respectively the proportions of employed at time t = 1 only, 
both times t = 1 and t = 2, and time t = 2 only. Then, since the elements in p are 
sample proportions, we have 
(n/2)l/2(p-^) , N(0,S). (3.3.1) 
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where 0 is the 5x1 vector of zeros, and 
S = 
7rj(l-7r^) 0 0 0 0 
0 7rj^(l-7rj^) ^ 
0  ^ 1 2 ^ 1 2 ( ^ " ^ 1 2 )  ^ 1 2 ( ^ " ^ 2 )  ®  
0 ^12"'^1 ^ 2 ^12^ ^ ""^2^ ^2-(^'"^2) ^ 
0 0 0 0 TTgCl-TTg), 
(3.3.2) 
Thus in large samples, p is approximately distributed as N(?r, V) where V =2n~^ S. 
We can now incorporate the sample proportions in a linear model in order to 
obtain the best linear unbiased estimator or the full generalized least squares estimator 
of X The linear model may be written as (3.2.13), where the vector of observations y 
consists of the sample proportions in p. 
X = 
1 1 0  0  0  
0  0  1 0  0  
0 0 0 1 1 
P - (TTp VTg)' 
and e is a vector of random errors such that E (c) = 0 and Var (e) = V. The full 
generalized least squares estimator of /3 is 
l®GLS = 'X'V V 
where V is an estimate of V obtained by replacing the population proportions in V 
by their sample counterparts. 
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Table 3.2. Variance of alternative estimation procedures for sample of size 200 at 
each period of a two—period survey 




Simple GLS Full GLS 
0.0450 0.0450 0.0406 
^12 0.1275 0.0610 0.0584 
^2 0.0528 0.0483 0.0477 
^12/^2 0.1010 0.0317 0.0308 
^2-^1 0.0688 0.0581 0.0565 
The estimated variance of the full generalized least squares estimator is 
Var (%^g) = (X'V-^Xr' 
The variances of the estimators under the other procedures are computed in accordance 
with the formulas presented in Section 3.2. The results for this specific example are 
presented in the Table 3.2. The first column of Table 3.2 gives the variance of the 
simple estimator. We define the simple estimator of a parameter of interest at time t 
to be the simple mean of the observations obtained at time t only. The last two 
columns give the variances of the restricted and generalized least squares estimators 
respectively. This small example clearly illustrates the following points: 
1. For estimation of current level of employment , there is a modest gain in 
efficiency as a result of using the generalized least squares procedures instead of 
the simple estimator. The gain in efficiency is about 9% for the restricted 
generalized least squares procedure and about 11% for the full generalized least 
squares procedure. The low gain in precision can be attributed to the weak 
correlation of about 0.595 between unemployment at the two time periods. 
2. There is a very large improvement in the precision of the estimation of 
and using the generalized least square procedures. For instance, 
the variance of the full generalized least squares estimator of and 
are respectively 46% and 31% of the variances of the corresponding simple 
estimator. 
3. The use of the restricted generalized least squares procedure produces estimates 
of 7rj2 ) ^2 1 ^2 " ^1 ' variances are very close to those of 
the full generalized least squares estimates. The variance of the restricted 
generalized least squares estimate of Tg is 99% of the variance of the full 
generalized least squares estimates. The corresponding figures for 
and TTg ~ ""i respectively, 96%, 97%, and 97%. 
Next, we compare the procedures outlined in Sections 3.2.1, 3.2.2, and 3.2.3 in 
terms of the variances of the estimators. Recall that the variances of the estimators 
for these procedures were computed under the assumption that the population 
variances on the two time periods were the same, and that the sample sizes are 
constant over time. To satisfy this condition, we adjust the data in Table 3.1 so as to 
have the same variance at both time periods. This can be accomplished, for instance, 
by choosing the (1, 1) element of Table 3.1 to be 0.91, with equal marginal 
unemployment proportions of 0.93. The resulting variances are presented in Table 3.3. 
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Table 3.3. Variances of alternative estimators of current level and change 



















The last three columns of Table 3.3 give the variances of the estimators of current level 
and change based on the procedures outlined in Sections 3.2.1, 3.2.2 and 3.2.3, 
respectively. 
It can be seen from Table 3.3 that although the variances of the estimators 
under the "minimum sum of the variances" procedure are higher than the optimal 
estimators of current level and change, the procedure exhibits considerable advantage 
over the simple estimation procedure. The gain in precision is about 6% for current 
level and about 15% for change in level. 
3.4.1. Repeated Surveys for More Than Two Periods 
The results obtained in the previous sections can be extended to repeated 
surveys over more than two periods. For simplicity, we shall retain all the 
assumptions in Section 3.1. We start by stating the following useful characterizations 
of minimum variance linear unbiased estimators. 
3.4. Extensions and Generalizations 
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Lemma 3.4.1. Assume that Xj^, Xg, ..., are random variables with 
E{Xj} = fi for all i, 
Var{X.} = o-j for all i, 
Cov{X., XJ} = 0 for all i # j. 
Let aj^, ag, a^ denote some unknown constants . Then the minimum variance 
linear unbiased estimator of fi is given by 
where 
and the variance of T is 
Proof. This lemma is a generalization of the result in Lehmann (1983, page 57). 
and can be easily proved by minimizing Var{T} subject to E{T} = /x by the 
Lagrange multiplier method. 
Lemma 3.4.2. A necessary and sufficient condition for an estimator Tq of a 
parameter to be a minimum variance linear unbiased estimator is that Tq be 
uncorrelated with all unbiased estimators of zero, that is, 
n 
T = S a-X; , 
i=l ^ ^ 
a = ( s <^2,-1^-2 
^ i=l ^ ^ 
-2\-l Var{T} = ( S 
i=l ^ 
COV{TQ, Z} = 0, for all z, such that E{z}=0. 
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Proof. See Lehmann (1983, page 77). 
Now, suppose we are interested in estimating the current level of a certain parameter 
0. Our presentation closely follows Patterson (1950). The following statistics are 
available at time t: the minimum variance linear unbiased estimator of 6 at time t—1, 
denoted by the sample means based on the matched and unmatched subsamples 
of the sample at time t—1, denoted respectively by y^_^ ^ and y^_j^ and the 
sample means based on the matched and unmatched subsamples of the sample at time 
t, denoted respectively by y, and y. . We consider a general estimator which is a WV J 11 
linear combination of these observations 
"t = '"'t-l + 'Â-l.u + + ""ytu + Vtm 
For 0^ to be unbiased for 0^, we must have 
c — —(a + b) and e = 1—d. 
Thus 0^ may be written as 
\ = + by^_^^^ - (a+b)y^_^^^ + dy^^ + (l-d)ytm (^.4.1) 
If 0^ is the minimum variance linear unbiased estimator of 0^, then applying 
Lemma 3.4.2, we have 
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In other words, 
, yt-l,u> = Cov{0^ , J (3.4.2) 
and 
Cov{tf^ , yt_2,u} = Cov{^^ , yt_2,m} (3 4 3). 
But 
Cov{fl^, y^_^ J = aCov{0^_p y^.^ + (n/i)~^ba-^ (3.4.4) 
and 
Cov{^^, yt_i = aCov{i'j_p + (nA)~^{[(l-<i)p - (a+b)](7^} 
(3.4.5). 
Equating (3.4.4) and (3.4.5) as suggested by (3.4.2), and simplifying, we obtain 
b = //[p(l—d) — a] . (3.4.6) 
Similarly, from (3.4.3), we obtain b = 0 and hence from (3.4.6), we get 
a = p(l-d) . (3.4.7) 
Substituting for a and b in (3.4.1), we get 
"t = dy.u + + '•("t-l -
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or, in general, 
Furthermore, from Lemma 3.4.2, we have 
, ytu} = Cov{0^, Ytm) ' (3.4.9) 
In other words, 
= (l-(^^)[(nA)~V-/'^)'^^ + /'Cov{tf^_p y^^}] , (3.4.10) 
where 
Cov{^t-l ' ytm> = = ^Var{"^^_j} . 
Substituting in (3.4.10), and simplifying, we get 
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and the variance of the minimum variance linear unbiased estimator of 0^ is 
Var{tfJ = . (3.4.11) 
It is straightforward to show that when the proportion of overlap is fixed, 
lim Var{f^} = ^cP' , (3.4.12) 
where 
and that if the proportion of overlap varies with time, where denotes the 
proportion of overlap at time t, then 
1. The reader will recognize the expression ^) in (3.4.8) as 
the double sampling regression estimator based on the matched subsample of 
the sample at time t. We have thus expressed the minimum variance linear 
unbiased estimator of 0^ as a weighted average of the unmatched subsample of 
the sample at time t, and the double sampling regression estimator based on the 
matched subsample of the sample at time t. 
t-» 00 
lim = 1/2 . 
Remarks. 
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2. Expanding (3.4.8) by substituting for recursively, we may express 0^ as a 
linear combination of the subsample means from time 1 through time t as 
follows: 
\  =  V t u + +  ' ' ( i - n )  V i  
=  m u + +  " ( i - n '  
Continuing in this way, we get 
^t = ^t^tu + (i-n)ytm 
+ (^-^t-k)yt-k,m -yt-k-l,mî 
+ [/ ^ "^Im) (3.4.13) 
where y^ is the mean of the total sample on the first occasion. 
Under the more general correlation pattern 
2 Cov{yti, y^_|_jj.} = 17 for h = 0 and all t, i 
2 
= p^a if h # 0 and all t,i, and Pq=1-
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+  [  n  ^ (Wr) ] (y i -y im)  (3.4.14) 
3.4.2. More General Correlation Patterns 
We now discuss an easier procedure of obtaining the minimum variance linear unbiased 
estimators of current level. The procedure involves the construction of a linear model 
from which the minimum variance linear unbiased estimators are obtained via the 
usual least squares procedures. The procedure is equivalent to the Patterson (1950) 
procedure, but it is more amenable to extensions and generalizations and less 
computationally intensive. We shall illustrate the procedure with the case when the 
observations have a second order autoregressive error structure, that is. 
if h = 0, for all i, 
if I h I <2 for all i, 




The following statistics are available at time t; 
(1) the best estimates for the previous two occasions based on data through time 
t—1, denoted by 1) and <?^_^(t—1) respectively, 
(2) the covariance matrix of 1), 1)) , and 
(3) the observations obtained at time t . 
The units in the sample at time t can be divided into three groups, namely, the units 
entering the sample for the first time at time t, the units which are in the sample for 
the second time at time t, and the units which are in the sample for the third time at 
time t. Let the elementary estimates (that is, simple means) based on these 
observations be denoted by y^, y^g and y^g respectively. These observations can be 
transformed so that they are uncorrelated with previous observations as follows: 
^1 " ^ tl 
^3 " ^tS ~ ^l^t-1,2 ~ %-2,l' 
where and «g are functions of p.^ and , constructed so that is 
2 
uncorrelated with y^_j. for all j > 0. Let the variances of z^. be (Tj, i = 1, 2, 3 
2 2 2 
and let Vq = Diagla^^, cTg, cr^}- Assuming constant proportion of overlap, we can 
write the linear model at time t as 
Y = + e , (3.6.1) 
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where Y= z^, z^g, 2^3)', /?= (^t_2> ^t-1' ' 
and 
X = 
1 0 0 0 -ttc 
0 10 —p^ —a 
0 0 11 1 
The covariance matrix of Y is V = Blockdiag {C^, Vg}. The minimum variance 
linear unbiased estimator of is then given by 
with variance 
=  (X '  V~^  X)~^  X '  V~^  Y  
Var {/3} = (X' V~^ X). 
The minimum variance linear unbiased estimator of any linear combination in 
particular of change 0^ — , and the variance of the estimate can then be 
computed. Note that varying proportions of overlap can be incorporated in this 
framework be varying the number of observations in each of the three categories 
described above. 
Finally, we note that the simple procedure described in this section illustrates a 
very efficient method of obtaining minimum variance linear unbiased estimators. The 
procedure serves as a basis for the recursive regression estimator described in 
Chapter 4. 
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4. LEAST SQUARES ESTIMATION 
FOR REPEATED SURVEYS 
4.1. Introduction 
In this chapter, we develop some least squares estimation procedures for 
repeated surveys. We begin by presenting some results on general linear model theory. 
These results are presented in Section 4.2. and will be useful in the sequel. In 
Section 4.3, we discuss the best linear unbiased estimation procedure. Best linear 
unbiased estimation becomes progressively more complicated computationally as the 
number of periods of the survey increases. To circumvent this problem and, at the 
same time, produce minimum variance estimators, we introduce the recursive 
regression estimation procedure. This procedure is described in Section 4.4. Some 
theoretical results associated with the procedure are also presented. In Section 4.5, we 
discuss State—Space models and Kalman Altering, with particular emphasis on those 
aspects that are applicable to the problem of estimation for repeated surveys using 
time series methods. Some convergence results associated with the Kalman filter 
procedure are also presented. The theoretical results are applications of standard least 
squares theory to our particular rotating panel survey estimation problem. 
Applications of the theoretical results are presented and discussed in Chapter 5. 
4.2. Some Results in Linear Model Theory 
Lemma 4.2.1. (Partitioned Matrix Inversion). Let T be a p*p nonsingular 
matrix, U a p * q matrix, V a q * p matrix, and W a q * q matrix. Let Q = 
W — VT ^U . If Q is nonsingular, then 
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' T u • -1 • T ^ + T ^UQ ^VT ^ -T  ^UQ 
. V w - Q-VT"^ Q"^  
and 
W V -1 •Q-1 _ Q-lvT"^ 
U T -T"%Q~^ T~^ + T~%Q~^vt~^. 
Proof. As the inverse of a matrix is unique, this result can be proved directly 
by checking that the given matrix, pre— or post—multiplied by its inverse, gives the 
identity matrix. n 
Before stating our next results, we define the following special types of linear 
models: 
Definition 4.2.1. 
(1) The Gauss—Markov Model 
The n X 1 vector of observations Y is said to follow a 
Gauss—Markov model if it can be expressed as 
Y=X/?+e  (4 .2 .1 )  
where X is an n * p full rank matrix of known constants, ^isa p x l 
vector of unknown parameters, and c is an n x i vector of random 
/ 2 2 
errors such that E{e} = 0 and E{ee } = cr I (cr >0 is an unknown 
constant). 
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(2) The Aitken Model 
The n X 1 vector of observations Y is said to follow the Aitken 
model if it can be expressed as in equation (4.2.1), where X and P 
retain their definitions, but 
E{e} = 0 
and 
E{ee'} = a^V, 
where V is a positive definite matrix whose elements are known. 
Theorem 4.2.1. (Gauss—Markov). Under the Gauss—Markov model, the 
ordinary least squares estimator 
A ' ^=  A ' (X 'X)~^X 'Y  (4 .2 .2 )  
of an estimable parametric function X P is the best linear unbiased estimator in the 
sense that it has uniformly minimum variance among all linear unbiased estimators of 
X p. 
Proof. See Seber (1977, page 49). 
The following theorem is a generalization of the Gauss—Markov Theorem to the 
case when the covariance matrix of the vector of errors is an arbitrary positive definite 
matrix. 
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Theorem 4.2.2. (Aitken). Under the Aitken Model, the generalized least 
squares estimator 
A'^= A'(X'V~^X)~^X'V~^Y (4.2.3) 
of the estimable parametric function X P is the best linear unbiased estimator of 
\ p. 
Proof. See Seber (1977, page 62). 
In general, the ordinary least squares estimator of an estimable linear function 
P will not be the best linear unbiased estimator under the Aitken model. The 
following theorem specifies one of the circumstances under which the ordinary least 
squares estimator of every estimable function of the vector of parameters is the best 
linear unbiased estimator. A detailed discussion of essentially equivalent conditions is 
given in Puntanen and Styan (1989). 
Theorem 4.2.3. (Zyskind). Under the Aitken model, the ordinary least squares 
estimator of A'j3 is the best linear unbiased estimator of A'/3 for every A for which 
A'^is estimable if and only if there exists a matrix Q such that 
VX = XQ 
Proof. See Graybill (1976, page 209). 
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The following theorem is essentially a matrix theoretic result. It shows that if 
we augment a least squares problem by adding new observations which are functions of 
additional parameters, then the least squares estimators of the original parameters are 
identical to those of the original problem. Furthermore, the least squares estimators of 
the new parameters can be'expressed as a function of new observations, the least 
squares estimators of the original parameters and the deviations from the original 
model. 
Theorem 4.2.4. Assume the linear model 
= Xa + (4.2.4) 
where 
is an n * 1 vector of observations, 
X is an n X p full rank matrix of known constants (n > p), 
a is a p X 1 vector of regression parameters, and 
is an n x i vector of random variables. 
Let the augmented model be 




^2. A B 0 ^2 
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where 
Yg is a k X 1 vector of additional observations, 
A is a k X p matrix of known constants, 
B is a k X k nonsingular matrix of known constants, 
Û is a k X 1 vector of additional parameters, and 
Eg is a k X 1 vector of random variables. 




â= (x ' 2^ jx )  (4.2.6) 
and 








and all inverses exist. Then à = â. 
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Proof. Let T be a lower triangular matrix such that 
JT = T T 
and let 




where Tgg is nonsingular. Then, 
w 5r^w = 
X T i iT i iX  +  P  P  ^ '^22® 
® '^22^22® 
where P = TgiX 4- TggA. Therefore, from Lemma (4.2.1), we have 
(wVw)"' 
i ï x X i V  -(X'ZYlxr'p'KTg^B)-!] 
L-(T22B) + (T^jB) 'PQ ^P'KTg^B) 1]'J 
(4.2.10) 
Furthermore, 
w ir^Y = ^ '^l 1^11^1 ^ ^21^1 ^ ^22^2 








B '(Y; - Aâ) + (TjjBr^TjjCYj-Xà), 
(4.2.12) 
Remark 4.2.1. Note that Theorem 4.2.4 is a result of matrix algebra. The 
assumptions on Y^, a, and are superfluous, in the sense that no properties of these 
vectors are used in the proof of Theorem 4.2.4. We can show directly that if â and â 
are defined as in (4.2.6) and (4.2.7), then â = ct However, we shall show in the 
following corollary that with additional statistical assumptions on the vector of errors, 
we can obtain more general and interesting results. 













is a known positive deGnite matrix, and a is an unknown positive constant. Then 
the following results hold; 
(i) The best linear unbiased estimators of a based on models (4.2.4) and (4.2.5) 
are the same. 
(ii) The estimated variance of a based on model (4.2.4) is the same as the 
estimated variance of a based on model (4.2.5). In other words, 
where 
V{a} = V{a}, 
v{â} = 
V{â} = â^K, 
K is the pxp upper left submatrix of the (p + k)x(p + k) matrix 
(.W Ji~ W) , and cr is the residual mean square from fitting moc 
and is equal to the residual mean square from fitting model (4.2.5). 
Proof. 
(i) Under the assumptions of (4.2.13) and (4.2.14), we conclude from Theorem 4.2.2 
that at is the best linear unbiased estimator of a based on model (4.2.4) and the result 
follows from Theorem 4.2.4. 
(ii) Note that 
Q{0) = (Y-W^'JTV-W^) 
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= Y sr\Y-w^ (4.2.16) 
= (Yp Yg) 
^ll'^ll '^21*^21 '^21^22 
'''^22''^21 ^^22^22 
Y ^ - X a  
Y ^ - A a - B O  
Y1T;ITii(YI -Xâ) + Y;T2IT2I(Y^ -Xâ) 
Y2'^22^2l(Yi 
+ Y2T22T22Y2 - Y;T2iT22(Aâ + BÔ) 
~Y2T22T22(A«+ B0). (4.2.17) 
Now, from (4.2.12), we see that 
A a + B 0 = Y ^  +  T22T2i(Y^ - Xâ). 
Substituting in (4.2.17), we get 
QO) = YiTj^Tji(Yj-Xâ). 
Since a = à [from ((i)] and ~ '^ii'^ii' we have 




Now, if dfj^ and dfg denote the degrees of freedom from fitting models (4.2.4) and 
(4.2.5), respectively, then 
dfg = (n + k) - (p + k) 
= n — p 
= dfj^. 
Therefore, the residual mean square from fitting either model is 
n-p n-p (4.2.18) 
The result now follows from (4.2.10) and (4.2.18). • 
Remark 4.2.2. The results of Corollary 4.2.4 can be shown directly as follows. 
Given the vector (e^, e^)' the transformed vector 
•Til 0 • 
•^1 
•% •'^21 '^22- ^2 "^21^1 + "^22^2 
2 is distributed with mean 0 and variance a Applying the transformation T to 












T_X 0  •  a ?1 { B + •H (4.2.20) 
where P = Tg^^X + TggA. Model (4.2.19) can be written as 
Z = + T! 
where 
Z = TiiYi 
^21^1 ^^22^2 
(4.2.21) 




and P = 
Therefore, from Theorem 4.2.1, the best linear unbiased estimator of P, based on 
model (4.2.21), is 
= (M M) Z (4.2.22) 
Now, note that 
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M M = W JT^W 
M'Z  =  W'JT^Y.  




B-^Yg - Ac,) + (T22Br^T2j(Yj-Xâ), 
Thus, as before, â = â and then V(â) = V(â). 
Spedal Case 4.2.4. (Fuller's Method of Obtaining Predictions). Fuller (1980) 
discusses a method of obtaining predictions in regression models. The result can be 
obtained as a special case of Theorem 4.2.4. Given the linear model (4.2.4), consider 
the problem of predicting the unknown vector 
r=Xoa  
where Xg is k x p vector of known constants. Fuller (1980) suggests forming the 
augmented model 
Y X 0 ai  
+ 
0 
^0 -I T '0-
(4.2.23) 
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where I is the k * k identity matrix, and 
E ( 4 .  = 0-^  
rvii v,o 
^01 ^00 
Letting O ^ = T T, where 
T = T i l  0 
*^01 "^00 
and Tqq is nonsingular, he proved that the generalized least squares estimator of 
(a', r)' can be expressed as 
a 
T 
(X 'V~^X)"^X 'V~^Y1  
LXo«  -TÔJTo i (YJ  -Xâ) J  
(4.2.24) 
Thus, the generalized least squares estimator of a is the same as the estimator of the 
original problem and the best linear unbiased predictor of r is given by 
n-1 5-= V-Woi(Yl-Xâ). (4.2.25) 
where f is the estimator defined by the least squares solution to equation (4.2.24). 
This result can be obtained by letting = 0, A = Xq, B = —I, and <? = r in 
Theorem 4.2.4 • 
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Remark 4.2.3. From Theorem 4.2.4 and Corollary 4.2.4, we conclude that, given 
a least squares problem, if we add k new observations (k > 1) that are functions of k 
parameters, and perhaps of other parameters, then the least squares estimators of the 
original parameters and their estimated variances are identical to those of the original 
problem. 
Theorem 4.2.5. Let A be an m x n matrix, B, an n * m matrix, C, an n % n 
matrix and D, an m * m matrix. If C, D, and E = C~^ + BD~^A are 
nonsingular, then 
(D + ACB)"^ = - D"^AE"^BD~^ 
Proof. See Rao (1973, page 33). 
Theorem 4.2.6. Let C, D, and C + D be k * k nonsingular matrices. Then, 
(C"^ + = C(C + D)~^ 
Proof. We have 
C(C + D)"^ = [(C + D)C~^]~^ 
= (I + 
= (DD-^ + DC~^r^ 
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= [D(D-1 + 
= (C~^ + 1—1\—Ir»—1 • 
Next, we use Theorem 4.2.3 to prove that under the covariance structure of all 
rotation designs considered in this thesis, the best linear unbiased estimator of current 
level is obtained by minimizing the sum of squared deviations from the model based on 
the assumption that observations in different streams are uncorrelated. The 
assumption is the assumption that the covariance matrix of the vech of the data 
matrix is block diagonal. The efficacy of this result lies in the reduced complexity of 
the estimation problem. To obtain the best linear unbiased estimator of current level, 
we need only invert an n * n block diagonal matrix instead of an n * n matrix. 
Theorem 4.2.6. Assume the model 
Y = X0+ e, (4.2.26) 
where Y is an n*! vector of observations, 0 is a pxl vector of regression 
parameters. 
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is an nxp full rank matrix of known constants, where is the 8*1 vector of ones, 
^P*P P*P identity matrix, s is the number of streams, and p is the number 
of periods of the survey, so that n = sp. Assume e is an n*! vector of random 
variables, such that 
E{€} = 0, 
and 
E{66'} = S = V^^ + cJ„^iJ;,,J, (4.2.27) 
where 
Vyb = Blockdiag{Vp Vg, V^}, 
is the nxl vector of ones and c is an unknown positive constant. Then, 
(i) the best linear unbiased estimator of 0 can be obtained by minimizing 
Q(0) = (Y - X0) ' V-J(Y -XO). (4.2.28) 
(ii) the variance of this estimator is 
(x'v^jxrlx'v^j{v^^ + =-'„<l-'„xl)VbJx(x'v-lxrl (4.2.29) 
Proof. For part (i), it is sufficient to show that the best linear unbiased 
estimator of 0, based on model (4.2.26) — (4.2.27), is the same as that based on the 
model 
Y = XO+e, (4.2.30) 
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where Y, X, and 0 are as defined in model (4.2.26), and e is an n%l vector of 
random variables such that 
E{e} = 0, 
and 
E{ee'} = Vj^b- (4.2.31) 
Now, since is symmetric and positive definite, we may write 
VJJ = R'R (4.2.32) 
for some nonsingular matrix R. 
Applying the transformation R to the models (4.2.26) — (4.2.27), we get 
Z = WO + 77, (4.2.33) 
where 
Z = RY, W = RX, 7/ = Re, 
and 
E{T}}  = 0, 
E{t ]T] ' }  =  V =BSR = I + cRJ^^^J^^^R . (4.2.34) 
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Applying the same transformation R to the model (4.2.30) — (4.2.31), we get 
Z= WO + 6,  (4.2.35) 
where S  = Re, and 
E{5} = 0, 
E{55 } = I) (4.2.36) 
where I is the nxn identity matrix. 
By Theorem 4.2.3, the ordinary least squares estimator of 0, based on model 
(4.2.35) — (4.2.36), is the best linear unbiased estimator of 0 under models (4.2.33) — 
(4.2.34) if and only if there exists a matrix Q such that 
VW = WQ 
or 
RSR'RX= RXQ. 
Since R is nonsingular and = R R, this condition is equivalent to 






where is the l^n vector of column sums of Therefore, 
"^nxAxl^bb^ - (^nxl®^lx J(Jsxl®^pxp)' 
~ "^nxl®®lxp' (4.2.39) 
where is the Ixp row vector whose j—th component is given by 
^ ^ - j - P' 
c^. is the i-th entry of and £ = j(mod p), 1 <-^ < n. Now, 
-^nxl ® ^Ixp = (Jgxl ® Ipxp)(Jpxl ® ®lxp) 
= XD, 
where D = J i ® B. . Therefore, pxl Ixn ' 
•'n<l-'n.lVïb^ = ™, (4.2.40) 
Substituting into (4.2.38), we have 
= X + cXD 
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= XQ, (4.2.41) 
for Q = I + cD. Therefore, the ordinary least squares estimator of 0, based on 
P P 
models (4.2.35) — (4.2.36), is the best linear unbiased estimator of 0 based on models 
(4.2.33) — (4.2.34). However, the ordinary least squares estimator of 0, based on 
models (4.2.35) — (4.2.36), is the best linear unbiased estimator of 0 based on models 
(4.2.30) — (4.2.31). Also, the best linear unbiased estimator of 0, based on models 
(4.2.33) — (4.2.34), is the same as the best linear unbiased estimator of 0 based on 
models (4.2.26) — (4.2.27). Therefore, the best linear unbiased estimator of 0, based 
on models (4.2.26) — (4.2.27), is the same as that based on models (4.2.30) — (4.2.31). 
Hence, the result (i) follows. 
For part (ii), note that the best linear unbiased estimator of 0 can be written 
as 
Ô = PY (4.2.42) 
where 
P = (x'v-Jx)-^x'v-J. (4.2.43) 
Therefore, the covariance matrix of 0 is 
Var{0} = PVP' 
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= (X'V^JXRLX'VJL(V^^ + CJ„.IJ„I)V^JX(X'V^LXRL. (4.2.44) 
• 
Next, we prove a matrix result that will be useful in the proof of the next 
theorem. 
lemma 4.2.2. Let V be an n x n positive definite symmetric matrix, and X 
be an n x p non—null matrix. Then, the matrix 
V~^ - V"^X(X'V~^X)~^X'V~^ 
is positive semidefinite. 
Proof. Suppose Y is an n x i random vector such that E{Y} = 0 and 
E{YY } = Define a linear transformation of Y as Z = X Y. Then, 
E{Z} = 0, E{ZZ'} = X'V^X and E{ZY'} = X'V~K 
Therefore, the regression coefficient in the regression of Y on Z is (X V~^X)~'^X V~^ 
and the mean squared deviations from this regression is 
Q = V ^-V ^X(X'V ^X)~^X'V~^ 
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Note that Q is the residual covariance matrix of the regression of Y on Z and, 
hence, is positive semidefinite. • 
In the following theorem, we show that, given a least squares problem, if we add 
new observations which are functions of additional parameters and possibly of other 
parameters in the original model, the variances of the estimators of. the original 
parameters are less than or equal to their variances in the original problem. 
Theorem 4.2.7. Assume the following models: 
Original Model: 
^2 ~ ^^2 ^2' (4.2.45) 
= 0, and Ejcgcg} = Egg, 
where Sgg is nonsingular. 
Augmented Model: 
Y. A B A" '^1" 









where S is nonsingular. Assume the row rank of A is equal to the number of 
elements in and that is nonsingular. Let ^•nd ^ be the 
least squares estimators of of /3 = (/î^ based on models (4.2.45) and 
(4.2.46), respectively. Then 
Var{j&2} > Var{^2}' 
in the sense that Var{^2} ~ VarIjÂg} is nonnegative definite. 
Proof. First, note that Varj^g} = Let us transform the 
observations in the augmented model so that the original observations and the new 





Thus, the transformed model is given by 
where 









( =  
Then, E{$} = 0, and 








= (W'Q ^W) 1 
A'QTJA nv A'qtJ P 11 
P'QnA P'QÏ}P + 
1 
where P = B — ^22^2^2' Therefore, 
Var{^2> = [X2^2^2 + ^'^11^ " P'QnA(A'Q7}a)-^a'Q-Jp]"^ 
= {Xg^Xg + P'[Q-}-Q[jA(A'Q];jArlA'Q7}]P}-
= (x^i^^x2 + p'np) \ 
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where 
n = Qîî - Qj}A(A'Q-}ArlA'Q-J. 
Now, is the covariance matrix of Y, — ^lo^o^o and, lience, is positive definite 
and symmetric. Therefore, from Lemma 4.2.2, we conclude that fi is positive 
semidefinite. This implies that P OP is positive semidefinite, and therefore, 
Var{^2} = + p'fip)"^ < = Var%} • 
Alternative Proof. This proof does not require that the row rank of A be equal 
to the number of elements in Consider any linear function, say A of the 
parameters in the vector Under the augmented model. 
E{A'^2) = 
- A 
In other words, A is an unbiased estimator of A under the augmented model. 
Furthermore, we may write A as a linear function of (Yp Yg) as follows: 
fY, 
A = 0, A'(x'S-^Xr^X%,^ 
'22 
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That is, A belongs to the class '€ of all unbiased estimators of A which are 
linear functions of (Y^, Yg) . However, from Theorem 4.2.2, A is the best linear 
unbiased estimator of A (in the sense of minimum variance) under the augmented 
model. Therefore, necessarily, 
Ya.i{x"p^} > Var{A'^2} 
for any A. o 
In the next lemma, we consider a least squares estimation problem to which is 
added new observations which are (i) uncorrelated with the original observations, and 
(ii) functions of new parameters and possibly of the original parameters. We show that 
if the original parameters are known, then the variances of the least squares estimators 
constructed treating the original parameters as unknown are greater than or equal to 
those treating the original parameters as known. 
Lemma 4.2.3. Assume the model 
•Yi 
•^11 0 • 
+ 
^2 ^2 /2 
where Y^ and Yg are vectors of observations of dimensions n^x 1 and Ug* 1, 
respectively, Xgp and are matrices whose entries are known and whose 
dimensions are n^^ x p^, ng * Pp and n^ x p^, respectively, 0^ and Og are vectors of 
parameters of dimensions p^x l and Pg x i, respectively, and (cj, e^)' is an 
(n^ + Ug) X 1 vector of errors such that 
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where 2^^^ and Egg positive definite symmetric matrices of dimensions p^ x p^ 
and Pg X pg, respectively. Consider the following reduced form of the second equation 
in (4.2.48) in which flÇ is the known true value of 0^ : 
^2 ~ ^ 1^ ~ ^22^2 ^2" (4.2.49) 
If ^2 2.nd Ôg are the least squares estimates of O2 based on models (4.2.48) and 
(4.2.49), respectively, then 
Var{02} > Var{02}-
in the sense that Var{02} — Var{À2} is nonnegative definite. 
Proof. First, note that if 0^ is known, then in model (4.2.49), 
Var{^2} ~ (^22^2^22) • 
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Now, suppose 0-^ is unknown and has to be estimated. If we rewrite model (4.2.48) as 
Y= W0+ 6, 
where 
'^1 •Xii 0 • H 
Y = , W = , 0 = 
^2 ^21 ^22 h 




then, the covariance matrix of the least squares estimator of 0 is 
^11^1^11 + ^21^2^1 ^1%^2 
^22^2^21 ^2^2^2 
-1 
Now, the covariance matrix of is the lower right pg * pg submatrix of the 
(P^ + P2) * (Pi + P2) ™3,trix (W S~^W) Therefore, 
[Var{&2}l ^ - ^ 2^2^2 
^2^2^l(^ll^l^ll ^21^2^1) ^21^2^22 (4-2.50) 
- ^2^2^2 
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since the second term on the right hand side of (4.2.50) is nonnegative definite. 
Therefore, 
Var{y > = Var{&2}-
Hence, the result. o 
Before describing the least squares estimation procedures for repeated surveys, 
we give a general description of the class of repeated surveys under consideration in 
this thesis, and state some assumptions that will be useful in the sequel. The 
assumptions stem from the special structure of repeated survey data under 
consideration in this thesis. 
4.2.1. Basic AssnTnptinns 
Assume that in each period of the survey, a fixed number of rotation groups are 
included in the sample. The basic data consist of the elementary estimators of the 
parameters of interest associated with different rotation groups. If the number of 
rotation groups included in the sample in each period is s, where s > 1, then the data 
obtained over a time interval of p periods can be arranged in a p * s data matrix 
denoted by M. The total number of observations is n = ps, where n is the number 
of entries in M. We shall refer to the columns of M as "streams." Note that the 
number of rotation groups in the sample each period corresponds to the number of 
streams. Assume that: 
1. A given rotation group in a stream is observed over a period of total length 
m + 1 and the observation pattern is fixed. 
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2. The columns of M are independent. 
3. The covaiiance structure of the observations in a stream is constant over time, 
and it is the same for all streams. 
4. Of the s rotation groups included in the sample at each time, one group is 
being observed for the first time, one is being observed for the second time, ..., 
one is being observed for the last time, where the last time is m periods from 
the first observation. 
4.3. Best Linear Unbiased Estimation 
4.3.1. Introduction 
The best linear unbiased estimator of the current level is defined to be the best 
unbiased linear combination of all of the elementary estimators from the rotation 
groups available for estimation, where the best linear estimator is the linear estimator 
with the smallest variance. It is possible in the process of computing the best linear 
unbiased estimator for the current level, to also compute the best linear unbiased 
estimators for all periods using data available at the current time. 
Our discussion of best linear unbiased estimation will proceed according to the 
generalized least squares approach described by Wolter (1979) and Fuller (1990). A 
linear model will be constructed to define the estimator. 
Suppose that a repeated survey has been in operation for p periods. Assume 
that s streams of data collected over p periods are available for estimation. For any 
t) let yj 01' ^ 2, ..., s, be the elementary estimate of the parameter of interest, 
obtained firom the rotation group which is in stream i at time t. Let 
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~ (^1,0,1' ^1,0,2' •••' ^i.O.p-l' ^i.O.p)' 
be the vector of p observations in the i—th stream. Let be the data vector 
formed by the streams or columns of the p % s data matrix M arranged 
chronologically. In other words, let 
Yp = (y{, 72, -, yp' (4.3.2) 
be the n * 1 vector of observations where n = s * p, let 
5p = ^2» •••> ^p—1' ^p) (4.3.3) 
be the p * 1 vector of true but unknown parameters of interest. Let 
^ ~ ' ^ s x l ® ' p x p  ( 4 . 3 . 4 )  
be the n * p design matrix which relates the estimates in to their expected 
values in 0^. Thus, X is the Kronecker product » ^p*p' •'^sxl 
s * 1 vector of ones, and is the p * p identity matrix. The linear model is then 
Yp = X9p + (p (4.3.6) 
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where is the vector of error terms satisfying 
and 
E{ep} = Û 
E{ep^p} = Vp, 
where is assumed to be symmetric and positive definite. From Theorem 4.2.2, the 
best linear unbiased estimator of 0 is 
P 
«P = GYp (4.3.S) 
where 
G = (x'v-ix)-'x'\r' 
and the covariance matrix of 0^ is 
Var{»p} = Sp = (X'v-'xr'. 
(4.3.7) 
The matrix G is the weight matrix, and is composed of the coefficients that are 
applied to the elementary estimators in forming the best linear unbiased estimator of 
The best linear unbiased estimator of any linear combination A 0^ of the 
components of the parameter vector 0^ is A 0^, with variance A E^A. In particular, 
if Gj, i = 1, 2, ..., p denotes the i—th row of G, then the best linear unbiased 
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estimator of the current level based on data through time p is 
«p(p) = GpYp (4-3-8) 
The best linear unbiased estimator of change in level 0^ — ^p_q) 1 5 ^ P — is 
VP)-fp_<,(p) = V^Yp (4.3.9) 
where D„ = G„ — G . Therefore, the variance of q—period change in level is p,p-q P p-q ® 
V{Vt)-&p^(t)}= (4.3.10) 
4.3.2. The Revision of Previous Estimates 
The computation of the optimal estimators of the levels preceding p in a 
p-period survey [that is, the components 0^, in the parameter vector 0^ 
defined in (4.3.3)] uses all the data through the p—th period. This procedure yields 
updated or revised estimates of previous levels to reflect the use of more observations 
which become available in succeeding periods. 
There are some advantages associated with the revision of previous estimates 
when more data become available. First, it provides estimators for current level and 
change that are internally consistent, that is, the optimal estimator of change, say 0^ — 
^t-q 8,ny time t, is the difference between the optimal estimates of 0^ and 
at time t. A second advantage, which is demonstrated in Chapter 5, is that revision of 
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previous estimates leads to increased precision in the estimation of change. Despite 
these advantages, there are situations in which revision of previous estimates is neither 
practical, nor desirable. Repeated revision of published time series of survey estimates 
may present difficulties in terms of cost of record—keeping and bookkeeping for users of 
the entire time series. There is also the potential for a reduction in the public 
credibility of the published estimates. These drawbacks have led some survey 
organizations to not revise previous estimates. For instance, the Bureau of Labor 
Statistics of the United States does not revise unemployment statistics. Once released, 
they are official estimates. 
The unrevised estimate of change in level 0^ — l<q<t — 1, is the 
difference between the optimal estimate of 0^ based on data through time t and the 
optimal estimate of based on data through time t — q. The ideal procedure for 
constructing weights for the unrevised estimator of 0^ — is to take the difference 
between the weights for the estimate of 0^ at time t and the weights for the estimate 
of at time t — q. Note that the weights for all rotation groups introduced in the 
sample after time t — q up until time t are 0. Patterson (1950) and Gurney and 
Daly (1965) considered the use of unrevised estimators of change in level and concluded 
that their use may result in considerable loss of efficiency relative to the optimal 
estimators of change (that is, change under revision of previous estimates) if the 
inter—period correlation is high or the rotation rate (that is, the proportion of the 
sample that is replaced from one period to the next) is high. 
We now describe a simple procedure for computing estimators of change with no 
revision of the previous estimates. The procedure yields unrevised estimators of 
change whose variances are very close to those of the optimal estimator of change. 
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The idea of the computation is to express both the previous estimate and the 
current estimate as linear functions of an extended data vector. For instance, suppose 
for fixed t, an estimate of the change 6^ — ^t_q) 1 < 9 < t — 1, is required, without 
revising previous estimates. Let denote the data vector of the length st, where s 
is the number of streams and t is the number of periods, and let the t—th period be 
the current period, that is, the last period of observation. Then the best linear 
unbiased estimator of 9^ can be expressed as a linear function of as 
9^{ t )  = L^Y^. (4.3.11) 
where is a 1 * st row vector of appropriate coefficients. Now, the unrevised 
estimate of is constructed using the coefficients in L^. The estimate can be 
expressed as 
= 4-qYt, (4.3.12) 
where is the 1 x st row vector whose entries are such that the coefficients for 
the elementary estimates from the rotation group at time t — q are exactly the 
coefficients of the elementary estimates from the rotation groups at time t in L^, the 
coefficients for the elementary estimates from the rotation groups at time t — q — 1 in 
are exactly those at time t — 1 in L^, and so on. In general, the coefficients for 
the elementary estimates from the rotation groups at time t — q — j (j > 0) in 
are exactly equal to the coefficients for the elementary estimates from the rotation 
groups at time t — j in L^. The coefficients in for the elementary estimates 
from the rotation groups at time I, where t — q < Z< t, are zero. The unrevised 
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If is the covariance matrix of Y^, then the variance of the estimate (4.3.13) is 
The reader will note that the procedures described here are general and 
applicable to any rotation design. No assumptions are made regarding the functional 
form of the elementary estimators associated with the rotation groups, or their 
covariance structure. The only requirements are that the elementary estimators for 
each period be unbiased for the parameter of interest at that period and that their 
error process be stationary. To construct the best linear unbiased estimator under any 
rotation scheme, one simply forms the data vector Y of elementary estimators, 
specifies the corresponding covariance matrix V, and constructs the design matrix X . 
The best linear unbiased estimator is then constructed from the usual least squares 
formulas. 
In the following lemma, we show that under the data and covariance structures 
described in this section, the variances of the least squares estimators of the 
parameters of interest at the current level decrease as the number of periods increases. 
Lemma 4.3.1. Let Y^, ..., Yj} denote the variance of the least squares 
estimator of the parameter Û at time h based on the data from period i through 
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period j (j > i). Then, under the assumptions of Section 4.2.1, we have 
Proof. Note that by the symmetry in the rotation design described in Section 
4.2.1, the covariance structure of (Y^, ..., Y^) is exactly the same as the covariance 
structure of (Yg, ..., Furthermore, 0^ is the same linear function of 
(Y^, ..., Y^) as is of (Yg, ..., Therefore, 
V{»t|Yi Y,} = V{«,^j|Y2 Yj^j}. 
However, from Theorem 4.2.7, we know that 
V{^+i|Y2 Y,^j} > V{«,^j|Yi, .... Yj^j}. 
Therefore, 
V{<lj|Yj,...,Y,}>V{9,^j|Yi Y,^J. 0 
4.4. The Recursive Regression Estimation Procedure 
4.4.1. Introduction 
The recursive regression estimation procedure is a computationally efficient 
method of producing minimum variance estimators in repeated surveys. Instead of 
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using all the available information in a large least squares computation, the recursive 
regression estimation procedure uses a linear combination of an appropriate set of 
initial estimates and the new observations at the current level to produce the best 
linear unbiased estimators of current level and change. 
Suppose the survey has been in operation for m periods. At the current time, 
denoted by c, where c > m, a set of s elementary estimators of the parameter 0^, are 
observed. These observations can be transformed so that they are uncorrelated with 
previous observations. After transformation, the expected values of the transformed 
observations are functions of parameters in addition to 0^. Assume the best linear 
unbiased estimators of the parameters for the previous m periods, as well as the m x 
m covariance matrix of these estimators, are available. Thus, at the current time c, 
we have: 
1. m initial estimates, = (Vm' ^c-l^ ' 
2. the covariance matrix S,, \ of 0 , ll,c—l(mj c—l(mj' 
3. s independent observations, which are obtained by transforming the 
observations at the current time so that they are uncorrelated with previous 
observations. Let us denote these transformed observations by Zj^, i = 1, 2, ..., 
s, where 
m 
^ic ~ ^i,0,c ~ ^k(i,c),fi,0,c-j' 
where k(i, c) = k defines time—in—sample as a function of i and c. For k = 1, 2, ..., s, 
we have 
^Ic - ^1,0,c 
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^2c - ^2,0,0 ^21^2,0,0-1 
m 
^sc ^s,0,c jf j^s/s,0,c-j, 
where y. Q ^ denotes the elementary estimator ftom the rotation group which is in 
stream i at time t. The b-j's are constructed so that z.^ is uncorrelated with 
^i 0 c-j for all j > 0 . The expected values of the are 0^, 6^ — 
^2\^c,—V ^c ~ ^ =l^sj^c—j' '^Gspectively. Our objective is to construct the 
minimum variance estimator of 0^, the current level of the parameter of interest. The 
linear model at the current time may be written as 
where 
\ - ^^c(m+l) + 
^c == (^c-l(m)' ' 
(4.4.1) 
W = Im 0 
^21 -^sxl 
^c(m+l) = ( Vm' •••' ^c-1' y-
^c ~ (^IC ^2c' ^sc)' 
Im is the m * m identity matrix, is the 8*1 column vector of ones, and 
is an s X m matrix which is constant over time. 
The covariance matrix of is: 
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Vc = ^ll,c—l(m) ® 
Q 00 
where 
Qoo = Var{zJ = Diag{o-p a^, ffg}, 
CTj = var{z.J, i = 1, 2, s. 
2 . It is assumed that cr-, i = 1, 2, s, are positive. 
Definition 4.4.1. (The Recursive Regression Estimator). The recursive 
regression estimator of the vector ^(.(m+1) parameters at time c is the least 
squares estimator of based on model (4.4.1), that is, constructed with Z^. 




p = (w'v^^w) 
(4.4.2) 
(4.4.3) 
and W, V , and Z are defined in model (4.4.1). The covariance matrix of 0 
c(m+l) 
IS 
QR = (w'V^^W) ^ (4.4.4) 
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The matrix P is the weight matrix and is composed of the coefficients that are 
applied to the elementary estimators in forming the recursive regression estimator. The 
recursive regression estimator of any linear combination A components of 
the parameter vector is A ^(.(m+1)' variance A Qj^A. In particular, 
if p. denotes the i—th row of P, then the recursive regression estimator of the current 
level is 
^c,R - ^c^c 
and the recursive regression estimator of q—period change, l<q<c — 1, is 
where 
\(c) - i'c-qt':) = BZq 
The variances of the estimators (4.4.5) and (4.4.6) are P^V^P^ and EV^E , 
respectively. The unrevised estimate of q — period change is: 
where D = P^ — Pq and Pq is the 1 x (m+s) row vector with its (m — 1)—th 
component equal to one and all other components equal to zero. The variance of this 
estimator is DV^D . 
Ill 
We shall refer to the m initial estimates used in the recursive regression 
estimation procedure as the recursive least squares estimates. We now state and prove 
a theorem which shows that estimators of current level and change obtained from the 
recursive regression procedure are optimal in the sense of minimum variance. The 
theorem shows that at any fixed time t in a repeated survey, the recursive least 
squares estimates 
~ ^t-m+l(^ ~ •••' ^t-l(^ " 
and the new independent observations i = 1, s derived from the observations 
obtained from the s streams in the sample at time t, contain all the relevant 
information for the problem of estimating 0^ and 0^ — q > 0. This means that 
for estimating 0^ and 0^ — q > 0 , we need only use the initial estimates and 
the new independent observations instead of using all the observations available at 
time t. 
Theorem 4.4.1. (Optimality of the recursive regression estimator) Suppose at 
time t, the survey has been in operation for t periods and we have the estimators 
^l(t - 1), 0^{i - 1), ..., - 1), - 1). - 1), which are the 
least squares estimators of 0^ respectively at time t , 
and m < t . Then, the recursive regression estimator of current level 0^ is the best 
linear unbiased estimator of 0^ based on data for periods 1, 2, ..., t. 
as 
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Proof. The model at time t in all of the unknown parameters may be written 
't ~ ^"t ^ 
where 
= XO^ + c^, (4.4.8) 
Yt = [tf^(t - 1), ..., ^t-m+l^^ ~ 
- (z^t' •••> ^st)' 






is the u X 1/ identity matrix, is the s * 1 column vector of ones and Xgg is 
an s X m matrix which is constant over time, and is an (t + s) % 1 vector of 
random errors such that 











is such that is the covariance matrix of = [&^(t — 1), m—1^^ ~ 1)] , 
^22 is the covariance matrix of tfjj = — 1) •••, - 1)] , the 
cross covariance matrix between Ôj and and = Var{z^} = Qgg defined in 
model 4.4.1. We conclude from Theorem 4.2.2 that the best linear unbiased estimator 
of 0^ based on model (4.4.8) is 
\{t) = (xV^xr^x'îT^Y^ (4.4.9) 
with variance 
VsiT{\} = (x'5r^x)~l (4.4.10) 
The best linear unbiased estimator of 0^ and its variance are respectively, the 
t—th element of 0^ and the t—th diagonal element of Var{0^}. In our recursive 
regression procedure, we retain only m initial estimates. The reduced model thus 
becomes 




^3 2 ^sxl 
~ ^ \-TrS^ ~ •"' ^t-l(^ ~ ^tl' ^t2' •"' ^ts)' 
^t(m+l) ~ (^t-m' ^t-m+1'-"' 
T]^ is a (m + s + 1) X 1 vector of random errors, such that E{)y^} = 0, and 
^ll,t-l(m) 
° ^00-
where t—l(m) " ^ 22' covariance matrix of tfjj. Also, from Theorem 4.2.4, we 
conclude that the best linear unbiased estimator of = (^t—m' m+l' 
i) time t based on model (4.4.8) is the same as that based on model (4.4.11). 
Therefore, the best linear unbiased estimator of 0^ based on model (4.4.11) is the 
same as that based on model (4.4.8). But the best linear unbiased estimator of 6^, 
based on model (4.4.11), is precisely the recursive regression estimator of 0^, denoted 
= ^t = 
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by • Therefore, 
h,R 
Hence, the recursive regression estimator is the best linear unbiased estimator of 0^. 
• 
Remark 4.4.1. It follows from Theorem 4.2.2 that the best linear unbiased 
estimator of any parametric function A is A ^^(^+1)' 
= (W'V-%)-LW'V;LZ,. (4.4.12) 
In particular, the best linear unbiased estimator of q—period change 0^ — where 
1 < q < t — 1, is which is tf^(t) — Ô^_q(t) under revision of previous 
estimates. The variances of the recursive regression estimators of change over several 
periods constructed with no revision of previous estimates can be computed by the 
procedure described in the appendix. 
We now illustrate the recursive regression estimation procedure. The best 
linear unbiased estimator of 
^t(m+l) ~ (^t-m' •••' ^t-1' ^t) ' 
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on the basis of model (4.4.11) is 
Wi) = (w'v;%r'w'v-iz,, 
and the (m + 1) * (m + 1) covariance matrix of 
^t(m+l) = (WV>)-^ (4.4.13) 







^1 = Var{(lj_Jt)}, Sji = Var{(«(_^_^j(t) 
yj2 = Cov{(lj_^(t). .... «t(t))'}. 
In the recursive regression procedure, the model for time t + 1 is constructed as 
follows; We drop the initial estimate from the data vector, and drop 
from the parameter vector. The parameter is added to the parameter vector. 
This way, the dimension of the estimation problem is kept constant over time. Thus, 
the model at time t + 1 may be written as: 
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where 
^t+1 - ^^t+l(m+l) + "t+1' 
^t+1 = ^t + l)' 
(4.4.15) 
^t + l(m+l) ~ (^t-m+1' •••'^t+l)' 




From model (4.4.15), we obtain the best linear unbiased estimator of ^t+l(m+l) 
its covariance matrix from the usual least squares formulas. The least squares 
estimates of the last m elements of ^t+l(m+l) then used as the initial estimates 
in the model for the next iteration. 
We now state and prove a theorem which shows that the covariance matrix of 
the vector of recursive least squares estimators obtained in the recursive regression 
procedure converges to a positive definite matrix as the number of periods increases. 
Theorem 4.4.2. At any time t, let the vector of recursive least squares 
estimators, denoted by 
^t(m) - (^t-m4-l(^)' ^t-l(^)' ' 
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be the least squares estimator of the vector of parameters 
^t(m) ~ (^t-m+1' ^t-1' ^t) 
based on data through time t, with covariance matrix denoted by t(m)' 
the survey sampling error is such that all covariances for observations in a 
stream greater than m periods apart are zero, 
if is the covariance matrix of any n observations, then the elements of 
are bounded for all n, 






(i) The limit of exists, 
(n) It 
then ^11 is an m * m positive definite matrix. 
Proof. The proof of part (i) of this theorem will be based on the following lemmas. 
Lemma 4.4.1. Let the assumptions of Theorem 4.4.2 hold. Then the variance of the 
estimator of current level converges to a positive number as the number of periods 
increases. 
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Proof. If the means 0 -i, 0 0 were known, then the following are all 
I, i L 6 C III 
unbiased estimators of 0^ : 
Sic - ^1,0,c 
S2c ^y2,0,c~ ^2 1^^2,0,c-1 ~ 
m 
^sc ~ ^s,0,c ~ j = i^sj(^s,0,c-j " ^c-j) • 
2 2 2 Furthermore, gg^, ..., g^^ are independent with variances a^, •••, cTg , 
respectively. These variances are bounded below by assumption (b) of Theorem 4.4.2. 
Thus, we may write 
g = J„l«c+E. (4 417) 
where 
6 ~ (SiQi &2c> Bsc) ' 
is the s % 1 column vector of ones, and e is the s x i vector of errors with 
E{e} = 0 
and 
E{ce'} = V = Diag{crp a^, aj}. 
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Therefore, from Theorem 4.2.2, the best linear unbiased estimator of 0^ is 
K = (•'s.lV 'Js.l) 'g- (4'4'18) 
The variance of 0^ is 
^c ^ (^sxl^ %xl) 
—1 
(4.4.19) 
From Lemma 4.2.3, since the transforined observations are uncorrelated with previous 
observations, this variance is a positive lower bound for the variance of the estimator 
of 0^. 
Consider now the variance of the estimator of the current level as the total 
number of periods increases. Increasing the number of periods corresponds to 
increasing the total number of observations. By Theorem 4.2.7 and Lemma 4.3.1, the 
variance of the estimator of current level is nonincreasing as the number of 
observations increases. Since this variance is bounded below by (4.4.19), we conclude 
that the variance of the estimator of current level converges to a positive number as 
the number of periods increases. 
• 
Lemma 4.4.2. Let the assumptions of Theorem 4.4.2 hold. Then, the variance 
of each of the least squares estimators of •••> 1 on data from 




Proof. First, suppose at a fixed time r, at least m periods of observations are 
available both prior to r and after r. Let a transformation of the following form be 
defined for the observations in each of the s streams at time r : 
m 
where for any t, is the elementary estimate of 0^ which is based on the 
rotation group that is in stream i at time t, b,,. = ^nd u- is uncorrelated 
with all observations preceding and succeeding y. „ in the stream i. Let the 1,U,T 
9 9 9 
variances of u-^, i = 1, 2, s be Ap Ag, A^, respectively. These variances are 
bounded below by assumption (b) of Theorem 4.4.2. 
Then, assuming that ..., ..., are all known, we 
conclude from Lemma 4.2.3 that the lower bound for the variance of the estimator of 
0^ at time r is 
—1 
(4.4.20a) 
This is a lower bound for the diagonal elements of the covariance matrix of the vector 
of initial estimates & ..., 0^ , that are used in the estimation problem for T—M T—1 ^ 
estimating 0^. 
Now, for any time t, let us assume that we begin our sequence of estimators 





^t-l(m) " ^t-m+1' ' ' ^t-1^ (4.4.21) 
based on data from the preceding m periods, and the vector of transformed 
observations z^, where 
H ~ (^If ^2t' ^st^ (4.4.22) 
and 
m 
^it = yi,0,t ~ j^i^k(i,t),fi,0,t-j' ' = 1' 2' •••' 
Then, the linear model at time t may be written as 
Zt = + e,. (4.4.23) 
where 
Zt = (^t-l(m)' ^ t)' 
with fixed dimension, 
't(m+l) ~ •••' ^t-1' V' 
w = (Wi. X22), 
is the (m + 1) X (m 4- 1) identity matrix, Xgg is an (s — 1) * (m + 1) 
matrix which is constant over time, and the covariance matrix of is given by 
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Qll,t(m+1) - ^^5(^11,t(m)' *ï}' 
AQ = Diag{ff|..., (Tg}, 
aj = Var{z.J, i == 1, 2, ..., s. 
Then, by Theorem 4.4.1, the covariance matrix of the best linear unbiased estimators 
of the components of the parameter vector is 
^t+Km+l) = (WX'W)-' 




where = A^ + t(m+l)^2 Theorem 4.2.5). Since the second 
term on the right hand side of (4.4.24) is positive definite, we conclude that the first 
m diagonal elements of ^t4-l(m+l) less than or equal to the original diagonal 
entries of t(m)' means that as the number of periods (and hence, the number 
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of observations) increases, the variances of the estimators of 
decrease. Since these variances are bounded below by the positive quantity (4.4.20a), 
we conclude that for any time t, the variance of each of the estimators of 
2'"'' ^t—m (^°^^Grges to a positive number as t increases. 
• 
Lemma 4.4.3. Let the assumptions of Theorem 4.4.2 hold. For any time point 
t, the variances of each of the least squares estimators of 0^ — ..., — 
^t—m' ^t—m OR data from periods 1 through t converge to a positive number 
as the number of periods increases. 
Proof. First, we show that the variance of 0^ — (where c is the current 
period), converges as the number of periods increases. Define 
^ic ^ yi,0,c~yi.0,c-l' 1 = 1' 2' 
Next, we transform the observations i = 1, ..., s so that they are uncorrected 
with previous observations. The transformed observations are defined as 
m 
^ic ^ ^ic ~ ^^k(i,c),/i,c-j-
For k = 1, s, we have 
^Ic - '^Ic ~ yi,0,c' 
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^Ic ^2c ~ ^ 21^2,c-1 ^ ^ 2,0,0 ~ ^ 2,0,c-l ~ ^21^2,0,c-l' 
^3c ^ ^ 3c ~ ^31^^3,0-1 "" ^32^3,c-2 
^ ^ 3,0,c ~ ^ 3,0,0-1 ~ ^ 31^3,0,0-1 ~ ^ ^31 ^32^^3,0,0-2' 
^4c ~ '4c ~ ^ 41^4,c-l ~ ^ 42*^4,0-2 ~ ^43^4,c-3 
^4,0,c "^4,0,0-1 ~ ^ 41^4,0,c-l ^^4,0, c-2 ~ (^42+^43^^4,0,0-3' 
m 
%c = ^s.O.c - ^8,0,0-1 - ^sl^s.O.c-l - ^s j + ^s,j+l)\o,c-j-l-
2 2 Let the variances of "•''^sc 7^ ••., 7g, respectively. If the parameters 
^c-2' •••' ^c—m ^Gre known, then the following are all unbiased estimators of 
'c-'c-l-
^ic = yi.o.c - "c-i 
"20 = ya.O.C - Ï2,0,c-1 - 2 l('2,0,c-l - "c-l) 
^sc ~ ^s,0,c ~ ^ s,0,c—1 ~ l^^s,0,c—1 ' ^c-1^ 
m 
" J=i<''s.j + ''s,j+l'(ys,0.c-j-l - "c-j-l) • 
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Furthermore, the transformed observations Vj^, i = 1, ..., s, are independent with 
2 2 2 
variances 7^^, 7^, 7^, respectively. By assumption (b) of Theorem 4.4.2, these 
variances are bounded below. Therefore, as in the proof of Lemma 4.4.3, the variance 
of the best linear unbiased estimator o f  0  —  0  , is fS77^1~~^. Since the transformed 
c c—1 '• '1 ' 
observations are uncorrelated with previous observations, we conclude from 
Lemma 4.2.3 that this variance is a positive lower bound for the variance of the 
estimator of 0^ — Next, we note that if 
^^c(m+l) ~ (^c-m' ^c-m+1 ~ ^c-m' ^c ~ ^c-l^ ' 
and 
^c(m+l) ~ (^c—m' ^c—m+r ^c^' 
then 
^^c(m+l) ~ ^^c(m+l)' 
where 
1 0 0 0 • • 0 0" 
-1 1 0 0 • • • 0 0 
0 -1 1 0 •• • 0 0 
0 0 0 0 • -1 I. 
Thus, if we define 
^8 = (qic,q2c'"'V' ^^c=^c-^c-i' 
then the linear model, 
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A g  =  J g „ l 5 0 c  + ( 4 - 4 . 2 5 )  
is a reparameterization of the model in Lemma 4.4.1. By mimicking the procedure in 
the proof of Lemma 4.4.1, we can show that the variance of the least squares estimate 
of 9^ — converges as the number of periods increases indefinitely. Similarly, we 
can show, by mimicking the proof of Lemma 4.4.2 that for any time t, the variances of 
the least squares estimators of ..., — 9^_2 all converge as 
the number of periods increases. • 
We may now prove Theorem 4.4.2. 
Proof of Theorem 4.4.2. The matrix E.. is the covariance matrix of the ll,t(m) 
least squares estimators of ..., at time t — 1. Thus, it is enough to show 
that the covariance matrix of the least squares estimators of ..., 
1' t converges as t -» œ. From Lemma 4.4.1 and Lemma 4.4.2, the 
variance of each of the least squares estimators of m+l' ^t—1' ^t 
converges to a positive number as t -* m . In other words, the diagonal elements of 
^t(m+l) converge as t œ. From Lemma 4.4.3, the variance of each of the least 
squares estimators of ..., 9^ — 9^_-^ converges to a positive 
number as t -* m. Now, note that for each j, 1 < j < m. 
Var{g^ - = Var{^J + - 2Cov{0^, (4.4.26) 
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Since Var{è^ — Var{^^}, and V{&^_j} all converge as t-» m, we conclude that 
Cov{0^, Ô^_J} converges as t -» OD, that is, the covariance between any of the least 
squares estimators of any pair of the parameters 9^ 
converges as t -» œ. Thus, the off—diagonal elements of converge as t -* m 
and therefore, limS., , .x exists. Hence, limS,, ./^\ exists. 
t-ao nm+l) t-,m "'W 
We now prove that the limiting covariance matrix is positive definite. 
It is enough to show that the variance of any nontrivial linear combinaton of the 
recursive least squares estimators ^^_j(t—1), j = 1, 2, ..., m is bounded below by a 
positive quantity. 
Let n be the number of observations at time t — 1, where n = s*(t — 1), and 
let the vector of observations be denoted by 
Y„ = (Yj,Y2, 
so that 
= V^, 
where is an n * n positive definite symmetric matrix. Let denote the 
regression coefGcient of Yj in the population regression of Y. on Y^, Yg, ..., Y._p 
where 1 < j < i — 1. 
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Let T be the nonsingular matrix defined by 
1 0 0 0 • • • 0 0 
~^21 1 0 0 • • • 0 0 
~^31 ~^32 1 0 • • • 0 0 
~^41 ~^42 -^43 1 " • • 0 0 
-&1 Â2 As -'^n4 ••• -&,n-l 1 
TV„T'=D=Diag{du,d22, d^}. 
Therefore, 
v~^ = T'D~^T. 
By assumption (b), all elements of V~^ are bounded. In particular, the (n, n) 
element of V7^, which is d"^, is bounded. Therefore, d is bounded below. Since 
n nn' ' nn 
the ordering of the observations in the data vector is arbitrary, we conclude that 
every linear combination of the observations with one of its coefficients equal to 1 has 
variance bounded below. Note that the linear combinations, with one coefficient equal 
to 1, which yield minimum variance are precisely those whose coefficients are provided 
by the last row of the matrix T, because these coefficients are obtained from the 
population regression of one of the observations on the others. Let v^^ be the lower 
bound of every linear combination of the observations with one of the coefficients equal 
to 1. 
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Now, every estimator of a parameter j = 1, m is a linear combination 
of all observations such that the sum of the coefficients for the observations in the s 
streams at time t — j is 1 and the sum of the coefficients for the observations in the 
s streams at any other time is 0. For the sum of the coefficients of the s 
observations at time t — j to be equal to 1, at least one of the coefficients must be 
greater than or equal to s The minimum variance of any linear combination with 
1 2 
first coefficient s is s v^^. Therefore, for each j, j = 1, 2, m, 
- 1)} > 
Now, consider an arbitrary, ncntrivial linear combination of the recursive least 
square estimators ^^_j(t — 1), j = 1, ..., m, given by 
m . 
where, without loss of generality, we choose 7^ = 1- Therefore, 
m . m 
s m 
i!/. i,t—1 ^i,0,t—1 
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s t—2 




where c. i = 1, ..., s are the coefficients of y. g in ^^_^^(t — 1) and 
fi,t-l(t-j)' j = 2, ..., m are the coefficients of o,t-l ^t-2' Vm' 
respectively. Therefore, 
and 







In other words, in the linear combination (4.4.27), the sum of the coefficients for the 
observations y. g i = 1, ..., s, in the s streams at time t — 1 is 1. Therefore, at 
least one of the coefficients of the observations in the linear combination (4.4.27) is 




and we conclude that is positive definite. 
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4.5. State Space Modeling and the Kalman Filter 
In this section, we briefly review the basic structure of state—space models and 
their accompanying Kalman filter equations (Kalman, 1960), emphasizing only those 
aspects that are relevant to the analysis presented in Section 5.4.3. 
State—space models consist, in general, of two sets of linear equations which 
define how the observable and unobservable processes in the models evolve 
stochastically in time. One set of equations, called the measurement or observation 
equation, describes the functional relationship between the observations and the 
current state of the process parameters. The second set of equations, known as the 
state or transition equation, shows how the process parameters evolve over time. Our 
presentation follows Fuller (1992). 
Suppose the r—dimensional observation vector is the sum of a linear 
function of a p—dimensional vector time series and measurement error. Let 
+ u^, t = 1, 2, ... (4.5.1) 
Xj, — A^Xj, 2 4" t = 1, 2, ... (4.5.2) 
where is a sequence of known r x p matrices, is a sequence of known p x p 
matrices, and {u^, e^} is a sequence of uncorrelated random vectors with zero mean 
and known covariances matrix 
E{(u^, ep'(u^, ep} = BlockdiagfS^^^^, 
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Equations (4.5.1) and (4.5.2) are referred to, respectively, as the measurement or 
observation equation and the state or transition equation. 
Suppose XQ is a known initial vector. Then, we can write 
^0 = ^0 + ^0 
where VQ is a (0, JÎ^^QQ) random vector, and we assume that VQ is uncorrected 
with , t = 1, 2, .... We also assume that the initial estimator Xg and the 
parameters A^, H^., t = 1, 2, ... are known. Now, we can write 
\^t- l  -  ^ t^t-1 + ^t(^t-l ~ ^ t-l) 
- ^ t^t-1 + ^t^t-1 
- ~ ^t + ^tVi' 
where we have used (4.5.2) and the fact that X^ = X^ + v^. Therefore, 
^t^t-1 = ^t + 
where — e^, and so A^X^_^ is an unbiased estimator of X^ with error 
Wj. . Thus, we get the system of equations 
^t ~ ®t^t (4.5.3) 
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-4) 
If we assume that is nonsingular, the best linear unbiased estimator of is 
where 
^wwtl = E{w,wi} = S„JI + t_iA; (4.5.6) 
= PXLn, + Ctt!"" 
= Swv,U-SwwttH;B>tS„„„ (4.5.8) 
and 
"t = Vu + a&w»=r = 
The estimator (4.5.5) can also be written as 
& = A|&_1 + - H,AJX^_J) (4.5.10) 
where is the covariance matrix of and is the 
CO variance between and — H^A^X^_j^. Thus, the estimator (4.5.10) is the 
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difference between the unbiased estimator of and an unbiased estimator 
of the error incurred in estimating by Aj.X^_j. Thus, if we are given Y^, 
X^_p and Zyy then we can use the system of equations (4.5.10), (4.5.7), and 
(4.5.6) to construct X^ the best unbiased estimator of X^ as well as the error 
covariance matrix 
This system of equations is usually referred to as the system of updating 
equations. Note that the formula (4.5.9) is preferable to (4.5.8) for computing 
because in (4.5.9), only the matrix is required to be nonsingular and, hence, this 
formula would be more efficient from a computational standpoint. 
Next, we derive an alternative expression for the error covariance matrix 
Syy ^ . Rewriting (4.5.10) as 
& = 4&-1 + ^t^t' 
where K, = ..H.D,^ and Z, = Y, — H,A.X, ,, we have t ww,tt t t t t t t t—i 
^t ~ ^ t - ^ t^t-1 + ^t " 4^t-i " ^ t^t 
- - K^H^A^(X^_^ - X^_^) -
Thus, 
^t - S + (^t ~ ^ t^t'^t^^t-i ~ w (4.5.11) 
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Note that the summands in (4.5.11) are uncorrelated. Therefore, 
^w,tt = (4.5.12) 
where 
^ t  =  \ - V t \  
We now state a theorem which shows that under certain conditions, the sequence of 
error covariance matrices in the Kalman filter procedure converges as t increases. 
Theorem 4.5.1. Assume model (4.5.1) — (4.5.2), and suppose = I, A^= A , 
^uu tt = ^uu' tt ^ ^ee' '^uu' ^ ^ the roots of A are less than one 
in absolute value. Then, lim S , exists and is positive definite. 
t-4m 
Proof. The process is converging to a stationary autoregressive process 
under the assumptions that is constant and that the roots of A are less than one 
in absolute value. The covariance matrix of the X^—process is positive definite, and 
the elements of the inverse of the covariance matrix are bounded. The variance of 
is the variance of the error in a least squares estimator of X^ based on Y^, Y^_p ..., 
and XQ. The variance is nonincreasing as t increases because more observations 
are included in the estimation. The variance is bounded below because the elements of 
the inverse of the covariance matrix of (Yp ..., Y^) are uniformly bounded. Hence, 
the result. • 
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Remark. For the special case of univariate time series, the model 
(4.5.1) — (4.5.2) with = I reduces to 
+ u^, t = 1, 2, 
Xj. = + e^, t = 1, 2, ..., (4.5.12) 
where we assume that | a| <1 and that {u^, e^} is a sequence of uncorrelated 
random variables satisfying 
E{(u^, e^)} = (0, 0) 
r 1 0" 
u 
(lit, ^t) = 
0 2 cr„ 
. 
e 
The corresponding updating equations for the best linear unbiased estimator X^ of 
X^ and the variance of the error v^ are 
= "^t-1 + S(^t ~ ^ &-l) (4.5.13) 
2 2 2 2 2 2 —1 2 
where = Ug + a cr^ and c^ = (cr^ + a^) a^. Equation (4.5.14) may be 
rewritten as 
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2 2 2 /  2  , 2 2 s 
We now prove Theorem 4.5.1 for the special case of a univariate time series, and 
specify the limiting error variance explicitly. The following lemma is useful for the 
proof. 
Lemma 4.5.1. For a > 0, b > 0, c > 0, the function 
t rL 
is a nondecreasing function of x. 
Proof. The proof is immediate from the fact that g'(x) > 0 for all xelR. 
• 
2 Theorem 4.5.2. Let the conditions of model (4.5.12) hold and let ^ be as 
defined in (4.5.14). Then 
, .  2  2  
"v.' = 
where 
~ ^e + 2%(Tg(l + a^)j 
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Proof. In the light of Lemma 4.5.1, we see from equation (4.5.15) that the 
2 
sequence is monotone. It is nonincreasing or nondecreasing depending on the 
O 
start value. Furthermore, the expression (4.5.15) for ^ may be rewritten as 
Therefore, 
\,\r % t. 
2 Thus, {cr^ is a monotone sequence which is bounded. Therefore, its limit exists. 
2 2 Now, suppose lim £7 , = (7 . Then, from (4.5.15), 
t-,(D 
cr.. = 
T % + + 4,m 
2 2 Solving for and simplifying, we get the expression for given in the 
statement of the theorem. o 
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5. COMPARISON OF ALTERNATIVE ESTIMATORS AND 
ROTATION DESIGNS FOR THE CURRENT 
POPULATION SURVEY 
5.1. Introduction 
The Current Population Survey is a household survey conducted by the United 
States Census Bureau in cooperation with the Bureau of Labor Statistics. It is designed 
to generate estimates of labor force characteristics (including unemployment), 
demographic characteristics, and other characteristics of the noninstitutionalized 
civilian population. The sample design of the Current Population Survey contains a 
rotation scheme that permits the replacement of a fraction of the households in the 
sample each month. 
For any given month, the sample consists of eight time — in — sample panels or 
rotation groups, of which one is being interviewed for the first time, one is being 
interviewed for the second time, one is being interviewed for the third time, one is 
being interviewed for the fourth time, one is being interviewed for the fifth time, one is 
being interviewed for the sixth time, one is being interviewed for the seventh time, and 
one is being interviewed for the eighth time. Households in a rotation group are 
interviewed for four consecutive months, dropped for the next eight succeeding months, 
and then interviewed for another 4 consecutive months. They are then dropped trom 
the sample entirely. This system of interviewing is called the 4-8—4 rotation scheme, 
and is a special case of the scheme described by Rao and Graham (1964). 
In this chapter, we consider the estimation of the following characteristics of the 
labor force: employed, unemployed. Civilian Labor Force, and unemployment rate. 
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Estimation procedures are applied not only to the intermittent 4—8—4 rotation scheme 
used in the Current Population Survey, but also to the two continuous schemes; the 
8—in—then—out rotation scheme and the 6—in—then—out rotation scheme. The 
6—in—then—out scheme is used in Canadian Labor Force Survey. See Section 5.5. 
We introduce a procedure for the estimation of current level and change for all 
the rotation schemes under consideration. This estimation procedure is recursive in 
nature and is designed to minimize the problem of computational complexity 
associated with best linear unbiased estimation. The recursive regression estimator is 
compared to the following estimators of current level and change: 
(1) The Present Composite Estimator, 
(2) The First Order Composite Estimator (an estimator that is optimal 
under the first order autoregressive model), 
(3) The Best Linear Unbiased Estimator based on 12, 16 and 24 periods. 
Both the estimation expression and the variance of the estimators are compared. 
In the next section, we describe the correlation structure of the 4—8—4 rotation 
scheme of the Current Population Survey. In Section 5.3, we give a detailed 
description of the alternative estimators of current level and change considered in this 
chapter. For each estimation procedure, we consider the consequences of revising 
previous estimates. This is a process of updating estimates of previous levels using data 
collected up to and including the current level. In Section 5.4, we consider the effect of 
time—in—sample effects on the alternative estimators under assumptions of constant 
and time—varying time—in-sample group effects. In Section 5.5, we describe the two 
continuous rotation schemes, and discuss the previously described estimation 
procedures for these special cases. Estimation of the current level and change in 
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the unemployment rate is considered in Section 5.6. In Section 5.7, we present results 
on the comparison of the alternative estimators. Our discussion will include a 
comparison of both the optimal coefficients used in the construction of the estimators 
and the variances of the estimators. We shall also present an analysis of the relative 
precision of both revised and unrevised estimates under each estimation procedure. 
5.2. The Components Of Variance Model 
The rotation scheme in the Current Population Survey is schematically 
described in Table 5.1 for 24 periods. The survey is assumed to start from time t—23 
to t when 24 periods are studied. 
Suppose the survey has been in operation for p periods and that the sample for 
each period consists of s rotation groups. For computational convenience, the data 
can be arranged in a pxs data matrix in such a way that aU of the observations on a 
rotation group appear in a single column. We use the term "stream" to describe the 
sequence of observations created by a sequence of rotation groups, where all 
observations on a rotation group are in a single stream. For instance, the columns of 
the pxs data matrix shown in Table 5.1 correspond to streams. Because each rotation 
group is observed for a fixed number of periods at a time, the number of rotation 
groups in a stream of p periods varies. For instance, for the 4—8—4 rotation scheme, 
the first stream in Table 5.1 contains four rotation groups while the second stream 
contains five rotation groups. 
Breau and Ernst (1983) estimated the covariance structure of the Current 
Population Survey based on data for 1976—1977. Their estimates are described in 
detail in Appendix D. In this section, we estimate the variance of alternative 
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Table 5.1. Data from 24 periods of a survey collected by the 4—8—4 rotation 
sampling scheme of the current population survey ^  
Streams 
Month 
1  2  3  4  5  6  7  8  
1  A i , i  DI, 2  GI, 3  J  1 , 4  MI, 5  P i , 6  TI, 7  X h ,  
2  A % 2  G % 4  K 2 , 5  M 2 , 6  P 2 , 7  T % 8  Y 2 , 1  
3  A 3 , 3  ^ 3 , 4  0 3 , 5  K 3 , 6  M 3 , 7  P 3 , 8  USJI Y 3 , 2  
4  A 4 , 4  E 4 , 5  H 4 , 6  K 4 , 7  M 4 , 8  Q 4 , 1  U 4 , 2  Y 4 , 3  
5  BSJS E s . e  H 5 , 7  K 5 , 8  N s , !  Q 5 , 2  U s , 3  YS,4 
6  B a , 6  E 6 , 7  0 6 , 8  L e , !  N e , 2  Q 6 , 3  U 6 , 4  Z 6 , 5  
7  B 7 , 7  E 7 , 8  l 7 ,L L 7 , 2  N 7 , 3  Q 7 , 4  V 7 , 5  Z 7 , 6  
8  B 8 , 8  ^ 8 , 1  I s , 2  L 8 , 3  N 8 , 4  R 8 , 5  Z 8 , 7  
9  C g , !  F 9 , 2  1 9 , 3  L g , 4  0 9 , 5  R . 9 , 6  V 9 , 7  Z 9 , 8  
1 0  C l 0 , 2  FI0 , 3  I l O , 4  J 1 0 , 5  O i o , 6  R - 1 0 , 7  V i o , 8  r  1 0 , 1  
1 1  C u , 3  FII,4 G i l , 5  J 1 1 , 6  O n , 7  RI1 , 8  W i i , i  r  1 1 , 2  
1 2  ( 3 1 2 , 4  DI2 , 5  GI2 , 6  J 1 2 , 7  O i 2 , 8  Y l 2 , l  W i 2 , 2  r  1 2 , 3  
1 3  A I 3 , 5  DI3 , 6  GI3 , 7  J l 3 , 8  # 1 3 , 1  SI3 , 2  W i 3 , 3  r  1 3 , 4  
1 4  A I 4 , 6  1 ) 1 4 , 7  GI4 , 8  S l 4 , l  « ' 1 4 , 2  S l 4 , 3  W I 4 , 4  YI4 , 5  
1 5  A 1 5 , 7  1 ) 1 5 , 8  ^ 1 5 , 1  SI5 , 2  # 1 5 , 3  S l 5 , 4  U i 5 , 5  Y 1 5 , 6  
1 6  AI6 , 8  A  1 6 , 1  î î l 6 , 2  S l 6 , 3  # 1 6 , 4  QI6 , 5  U i 6 , 6  YI6 , 7  
1 7  H  1 7 , 1  A n , 2  f î l 7 , 3  S l 7 , 4  N I 7 , 5  QI7 , 6  U i 7 , 7  YI7 , 8  
1 8  D i s , 2  A I 8 , 3  ^ ^ 1 8 , 4  L i a , 5  NI8 , 6  QI8 , 7  U i 8 , 8  AI8 , 1  
1 9  n i 9 , 3  A i g , 4  I l 9 , 5  LI9 , 6  N I 9 , 7  QI9 , 8  BI9 , 1  A  1 9 , 2  
2 0  n 2 0 , 4  F 2 0 , 5  l 2 0 , 6  1 ^ 2 0 , 7  N 2 0 , 8  ^ 2 0 , 2  0 2 0 , 2  ^ 2 0 , 3  
2 1  C 2 1 , 5  F 2 1 , 6  l 2 1 , 7  ^ 2 1 , 8  T 2 1 , 1  ^ 2 1 , 2  0 2 1 , 3  ^ 2 1 , 4  
2 2  C 2 2 , 6  F 2 2 , 7  l 2 2 , 8  022,1 T 2 2 , 2  2  2 2 , 3  0 2 2 , 4  ^ 2 2 , 5  
2 3  C 2 3 , 7  F 2 3 , 8  ( * 2 3 , 1  023,2 T 2 3 , 3  ^ 2 3 , 4  Z 2 3 , 5  r  2 3 , 6  
2 4  C 2 4 , 8  * 2 4 , 1  # 2 4 , 2  ^ 2 4 , 3  ^ 2 4 , 4  Y 2 4 , 5  Z 2 4 , 6  ^ 2 4 , 7  
^Notation: At,j denotes a household which is in its j—th time—in—sample in month t 
of the survey. 
144 
estimators using a correlation structure based on the model postulated by Adam and 
Fuller (1991). The data analyzed by Adam and Fuller were composed of 48 replicates 
constructed from the twelve months of the Current Population Survey during 1987. 
The replicates were based upon the primary sampling units of the survey. Their model 
can be written as 
y«jk = ** + "j + "t + ''k + "fg + ^tk + 'tjk ' (5 2 1) 
Su- = Sa. = Sr, = S7 = 0 
j J t ^ k ^ g S 
S^tk = 0 for all k , 
E^tk = 0 for all t , 
where y^j^ is the elementary estimate of a characteristic such as Civilian Labor 
Force, obtained from the j—th replicate for the k—th time—in—sample at month t , n 
represents the overall mean, u- is the replicate effect, a. represents the time effect, 
J ^ 
sometimes called the month effect, is the time—in—sample effect, 7^ is the effect 
of rotation groups identified by Latin letters in Table 5.1, represents interactions 
among time-in—sample, time and group effects, and is the error arising from 
different rotation groups at different time points. Now, let 
% = "j + 'tjk ' (5 2 2) 
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where Uj and are defined in model (5.2.1). Thus, r^j^ is the original 
observation with time, time-in—sample, groups and their interactions effects removed. 
With a slight abuse of notation, let r^jj^ be the value of obtained when we use 
the rotation group index in place of the time index. Thus, r^j^ is the original 
observation for the k—th time—in—sample of the g—th rotation group in the j—th 
replicate when the effects of factors of model (5.2.1) except replicate are removed. We 
assume 
'GJK = "J + + ^GJK . (5.2.3) 
3 
where Uj is the replicate effect e^j is the permanent effect of rotation group g , and 
a^jk is a transient effect associated with rotation group g . It is assumed that the 
transient rotation group effect is a stationary third order autoregressive process. It is 
assumed that {Uj} , {e^j} , and {a^j^} are independent sequences. It is also assumed 
that 
E{Uj} = 0 for all j, 
2 E{UjUg} = for all j and s , 
Sgj ~ lnd.(0, CTg) , 
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bgjk ~ lnd.(0, (Ty) 
Assuming that the method of construction of the replicates is such that the Uj are 
nearly independent, it follows that 
7r(li) - E{rgjk^gj,k+h^ ~ 
< + + ''a 
^{:gjk} = 4 + '"e + 4 ' (5.2.6) 
where /)^(h) is the autocorrelation function of r^j^ , 7j(h) is the autocovariance 
function of r^j^ , and is the autocorrelation function of a^j^ . Thus, Pj.(h) is 
the correlation between r^j^^ and r^ j , where r^j^ is the observation on a single 
rotation group at month k . The estimated autocorrelations and autocovariances of 
the three variables for lags up to 16 for observations on a single rotation group of a 
replicate are given in Table 5.2, for employed, unemployed. Civilian Labor Force, and 
unemployment rate, respectively. These correlations and covariances are defined by 
(5.2.5) and (5.2.6). 
The estimated autocorrelations for the first stream of Table 5.1 are given in 
Tables 5.3, 5.4, 5.7, and 5.8 for employed, unemployed, Civilian Labor Force, and 
unemployment rate, respectively. The autocorrelations for the stream are 
Table 5.2. Estimated autocovariances and autocorrelations for a rotation group 
Autocovariances Autocorrelations^ Autocorrelations i 
(1987) (1987) (1976-1977) 
Lag 
Unemp. Unemp. 
Emp. Unemp. CLF Rate^ Emp. Unemp. CLP Rate Unemp. CLP 
0 0.2513 0.0561 0.2162 2.4281 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
1 0.2028 0.0279 0.1702 1.2594 0.8068 0.4979 0.7879 0.5187 0.5150 0.8160 
2 0.1843 0.0212 0.1555 0.9758 0.7332 0.3788 0.7197 0.4019 0.3950 0.7450 
3 0.1723 0.0181 0.1441 0.8459 0.6856 0.3230 0.6668 0.3484 0.3450 0.7070 
4 0.1691 0.0150 0.1373 0.7308 0.6727 0.2679 0.6355 0.3009 NA NA 
5 0.1682 0.0134 0.1331 0.6708 0.6691 0.2385 0.6157 0.2763 NA NA 
6 0.1682 0.0124 0.1305 0.6368 0.6694 0.2211 0.6035 0.2622 NA NA 
7 0.1684 0.0118 0.1288 0.6160 0.6701 0.2100 0.5958 0.2537 NA NA 
8 0.1685 0.0114 0.1277 0.6041 0.6706 0.2032 0.5910 0.2487 NA NA 
9 0.1685 0.0111 0.1271 0.5971 0.6707 0.1991 0.5881 0.2459 0.197 0.573 
10 0.1686 0.0110 0.1267 0.5930 0.6708 0.1966 0.5862 0.2442 0.192 0.567 
11 0.1686 0.0109 0.1265 0.5906 0.6708 0.1951 0.5850 0.2432 0.193 0.573 
12 0.1686 0.0109 0.1263 0.5892 0.6708 0.1951 0.5843 0.2426 0.195 0.569 
13 0.1686 0.0108 0.1262 0.5883 0.6708 0.1934 0.5838 0.2423 0.182 0.568 
14 0.1686 0.0108 0.1261 0.5879 0.6708 0.1932 0.5836 0.2421 0.191 0.548 
15 0.1686 0.0108 0.1261 0.5876 0.6708 0.1930 0.5836 0.2420 0.170 0.512 
16 0.1686 0.0108 0.1261 0.5874 0.6708 0.1930 0.5836 0.2419 
^Source: Breau and Ernst (1983) 
^Multiply entries for autocovariances by 10~® . NA: Not available. 
^Source: Adam and Fuller (1991) 
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Table 5.31. Estimates of parameters of transient processes a^j^ 
Model agjj.= ^l^gj,k-l + ^2 ^ gj,k-2 + ^3^gj,k-3 + ^gjk 
Characteristic (l ^2 ^3 
Employed 0.40481 0.04270 -0.04945 0.06841 0.08263 
Unemployed 0.33422 0.08452 0.05267 0.03831 0.04508 
Civilian labor 
force 0.43415 0.11345 0.00318 0.06756 0.08962 
Unemployment 
rate (%) 0.32855 0.07524 0.04382 0.01579 0.01934 
^Source: Adam and Fuller (1991). 
Table 5.4^. Estimates of cr^, and 
Variance component 
Characteristic Total 
Employed 0.00552 0.16319 0.08263 0.25134 
Unemployed 0.00065 0.01037 0.04508 0.05610 
Civilian labor force 0.00499 0.12159 0.08962 0.21620 
Unemployment rate (%) 0.00028 0.00466 0.01934 0.02428 
^Source: Adam and Fuller (1991). 
Table 5.5. Estimated autocorrelations for one replicate of the first stream of Table 5.2; characteristic = employed 
0.8068 0.7332 0.6856 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 
1 0.8068 0.7332 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 
1 0.8068 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0,0219 
1 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 
1 0.8068 0.7332 0.6856 0.0219 0.0219 0.0219 0.0219 






































































































































0.0219 0.0219 0.0219 0.0219 0.0219 
0.0219 0.0219 0.0219 0.0219 0.0219 
0.0219 0.0219 0.0219 0.0219 0.0219 
0.0219 0.0219 0.0219 0.0219 0.0219 
0.0219 0.0219 0.0219 0.0219 0.0219 
0.0219 0.0219 0.0219 0.0219 0.0219 
0.0219 0.0219 0.0219 0.0219 0.0219 
0.0219 0.0219 0.0219 0.0219 0.0219 
0.0219 0.6708 0.6708 0.6708 0.6708 
0.0219 0.6708 0.6708 0.6708 0.6708 
0.0219 0.6708 0.6708 0.6708 0.6708 
0.0219 0.6708 0.6708 0.6708 0.6708 
0.0219 0.0219 0.0219 0.0219 0.0219 
0.0219 0.0219 0.0219 0.0219 0.0219 
0.0219 0.0219 0.0219 0.0219 0.0219 
0.0219 0.0219 0.0219 0.0219 0.0219 
0.6856 0.0219 0.0219 0.0219 0.0219 
0.7332 0.0219 0.0219 0.0219 0.0219 
0.8068 0.0219 0.0219 0.0219 0.0219 
1 0.0219 0.0219 0.0219 0.0219 
1 0.8068 0.7332 0.6856 
1 0.8068 0.7332 
1 0.8068 
Table 5.6. Estimated autocorrelations for one replicate of the first stream of Table 5.1; characteristic = unemployed 
0.4979 0.3788 0.3230 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 
1 0.4979 0.3788 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 
1 0.4979 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 
1 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 
1 0.4979 0.3788 0.3230 0.0116 0.0116 0.0116 0.0116 



















































































































































































































































Table 5.7. Estimated autocorrelations for one replicate of the first stream of Table 5.1; characteristic = Civilian Labor 
Force 
0.7879 0.7197 0.6668 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 
1 0.7879 0.7197 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 
1 0.7879 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 
1 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 
1 0.7879 0.7197 0.6668 0.0231 0.0231 0.0231 0.0231 





































































































































0.0231 0.0231 0.0231 0.0231 0.0231 
0.0231 0.0231 0.0231 0.0231 0.0231 
0.0231 0.0231 0.0231 0.0231 0.0231 
0.0231 0.0231 0.0231 0.0231 0.0231 
0.0231 0.0231 0.0231 0.0231 0.0231 
0.0231 0.0231 0.0231 0.0231 0.0231 
0.0231 0.0231 0.0231 0.0231 0.0231 
0.0231 0.0231 0.0231 0.0231 0.0231 
0.0231 0.5843 0.5838 0.5836 0.5834 
0.0231 0.5850 0.5843 0.5838 0.5836 
0.0231 0.5862 0.5850 0.5843 0.5838 
0.0231 0.5881 0.5862 0.5850 0.5843 
0.0231 0.0231 0.0231 0.0231 0.0231 
0.0231 0.0231 0.0231 0.0231 0.0231 
0.0231 0.0231 0.0231 0.0231 0.0231 
0.0231 0.0231 0.0231 0.0231 0.0231 
0.6668 0.0231 0.0231 0.0231 0.0231 
0.7197 0.0231 0.0231 0.0231 0.0231 
0.7879 0.0231 0.0231 0.0231 0.0231 
1 0.0231 0.0231 0.0231 0.0231 





Table 5.8. Estimated autocorrelations for one replicate of the first stream of Table 5.1; characteristic = unemployment rate 
0.5187 0.4019 0.3484 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 
1 0.5187 0.4019 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 
1 0.5187 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 
1 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 
1 0.5187 0.4019 0.3484 0.0115 0.0115 0.0115 0.0115 






































































































































0.0115 0.0115 0.0115 0.0115 0.0115 
0.0115 0.0115 0.0115 0.0115 0.0115 
0.0115 0.0115 0.0115 0.0115 0.0115 
0.0115 0.0115 0.0115 0.0115 0.0115 
0.0115 0.0115 0.0115 0.0115 0.0115 
0.0115 0.0115 0.0115 0.0115 0.0115 
0.0115 0.0115 0.0115 0.0115 0.0115 
0.0115 0.0115 0.0115 0.0115 0.0115 
0.0115 0.2426 0.2423 0.2421 0.5834 
0.0115 0.2432 0.2426 0.2423 0.2421 
0.0115 0.2442 0.2432 0.2426 0.2423 
0.0115 0.5881 0.2442 0.2432 0.2426 
0.0115 0.0115 0.0115 0.0115 0.0115 
0.0115 0.0115 0.0115 0.0115 0.0115 
0.0115 0.0115 0.0115 0.0115 0.0115 
0.0115 0.0115 0.0115 0.0115 0.0115 
0.3484 0.0115 0.0115 0.0115 0.0115 
0.4019 0.0115 0.0115 0.0115 0.0115 
0.5187 0.0115 0.0115 0.0115 0.0115 
1 0.0115 0.0115 0.0115 0.0115 






"l + "e + 
2, 2 ,  2 
if observations are h distance apart and made on the same rotation group, and 
4 
if observations h distance apart in the same stream are made on different rotation 
groups. 
5.3. Alternative Estimators of Current Level and Change 
In this section, we describe various alternative estimation procedures for current 
level and change for the Current Population Survey, which uses the 4-8-4 rotation 
design. Estimators considered are the present composite estimator, the recursive 
regression estimator, and the best linear unbiased estimator for various periods of data. 
5.3.1. The Present Composite Estimator 
Composite estimators combine the estimators of previous periods with data 
from the current period to form an estimate of the current period. Up until 1985, the 
composite estimator used in the Current Population Survey was a weighted average of 
the direct estimator for the current period and a second estimator which is the sum of 
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the composite estimator for the previous period and the estimated change from the 
previous to the current period [Breau and Ernst (1983)]. With the Current Population 
Survey, six of the eight rotation groups observed at time t were observed at time 
t - 1  .  
The composite estimator used until 1985 is a special case {(p — 0.5) of the class 
of simple composite estimators which have the general form 
hz = + \i-d ' 0 < 0 < 1, 
(5.3.1) 
where 
is the elementary estimator for time t , ^ is the composite estimator for time 
t — 1 , and is an estimator of change in level from time t — 1 to t , based on 
the six rotation groups common to both periods. In other words, the composite 
estimator used up until 1985 is 
«te = O ° • (5-3 2) 
If y^. 0 k the estimate of level obtained from the rotation group which is in its k—th 
time in sample at time t , then 
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= « 
-1 4 4 
2jyt,o,k + yt,o,k+4) -^f2^yt-i,o,k-i + yt-i,o,k+3) k=2 
(5.3.3) 
In 1985, a new composite estimator, which we shall call the "Present Composite 
Estimator", was introduced. It is of the general form 
^tc ~ '^l^t,0,. ^2(^t-l,c \t-l) •*" '^3^t ' (5.3.4) 
where Q and ^ are defined following (5.3.1), is defined in (5.3.3) 
and 
t^ - 8 
-1 (yt,o,i + yt,o,5)-^ ^ Eo^^t.O.k + ^t,0,k+4) k=2 
The estimator currently uses the constants = 0.6 , 1 ~ = 0.4 , and 
^2 = 0.2 . 
This is an extension of the old composite estimator in the sense that a new term 
has been added. The first two terms which correspond to the old composite estimator 
now have weights 0.6 and 0.4 , respectively, and the new term has weight 0.2 . The 
new term is an estimator of the net difference between the incoming part (first and 
fifth times in sample) and the continuing parts of the sample for the current period. 
The effect of this modification is to make the expected value of this estimator closer to 
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the expected value of the basic estimator, which is the mean of the elementary-
estimates obtained &om the eight rotation groups at the current period. 
We shall describe the procedure for computing variances of current level and 
change for the present composite estimator. The same procedure is applicable to the 
old composite estimator. The composite estimator is a function of current and past 
observations, where the weight declines as the distance from the current period 
increases. We compute the weights to be used in the construction of the estimator, 
associated with 24 periods of observations. Our discussion will be based on the 24 * 8 
data matrix M given in Table 5.1. Notice that it is sufficient to compute weights 
only for rotation groups in the first four streams because the weights for the rotation 
groups in stream i are exactly the same as the weights for the rotation groups in 
stream i + 4, i = 1, 2, 3, 4 . 
If -^1 = 5 ) -^2 ~ ~ Ag = ^ , then the general form (5.3.4) of the present 
composite estimator may be expressed as 
^tc ^ ^l(^t,0,2 yt,0,3 ^t,0,4 + ft,0,6 + yt,0,7 + yt,0,8) 
+ (^2(3't-l,0,l + yt-1,0,2 + yt-1,0,3 
^t-1,0,5 + yt-1,0,6 + yt-1,0,7^ 
^3()^t,0,l yt,0,5^ ^2^t-l ' (5.3.5) 
wli6rc ^2^2 ' ^2 ™ ^2^2 ' Wg — ^3^ ' V^G Cciii 
see from the expression (5.3.5) that the present composite estimator assigns weight 
161 
to elementary estimates of level obtained from rotation groups which were in the 
survey in the previous period. The estimate in the previous period is then assigned 
weight Wg . The estimates from rotation groups which were not in the sample in the 
previous period are assigned weight Wg and the present composite estimator for the 
previous period is assigned weight • The weights have the properties 
GWj + 2Wg = 1 , 
6W2 + ^2 — 0 . 
Let be the component of corresponding to the i—th stream. Then, we 
may write as a linear combination of the elementary estimators from all rotation 
groups in the i—th stream, as well as previous composite estimators. For instance, for 
the first stream, we have 
^tcl ^iyt,0,8 + ^2^t-l,0,7 + '^2^-1,0,1 (5.3.6) 
^ ^l^t,0,8 + (^^2 '^2'^l)^t-l,0,7 + '^2'^2yt-2,0,6 + '^2^t-2,c,l ' 
Substituting into (5.3.6) recursively going from bottom to top in the first stream of 
Table 5.1, we get 
^tcl - %,0,8 ^l^t-1,0,7 + ^2^l)'t-2,0,6 + ^2^2)'t-3,0,5 
+ ')^2'[^l)'t^,0,4 ^l^t-5,0,3 ^2^iyt-6,0,2 + ^2^2^t-7,0,l^ 
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+ <^2{(^iyt-8,0,8 ^1^1-9,0,7"^ ^2^1^1-10,0,6 ^2^2^1-11,0,5^ 
+ ^2^{'^iyt-12,0,4 ^1^1-13,0,3 "*• ^2^1^1-14,0,2 ^2^2^1-15,0,1} 
16 2 
+ 02 (^1^1-16,0,8 ^1^1-17,0,7 + "^2^1^1-18,0,6 + ^2^2^1-19,0,5^ 
20 2 
+ <l>2 (^1^1-20,0,4 •*" ^l^l-21,b,3 ^2^1^1-22,0,2 + ^2^2^1-23,0,1^ ' 
f 
where /3j^ = > ^^2 ~ ^^2 ^2^3 since <1 implies ^«0 for 
large I, we have laken ~ 0 • {(^ = (0.4)^^ = 2.82 x 10""^®) . Similarly, 
we can find Ihe weighls for all rolalion groups in all of Ihe olher slreams. Nole thai 
the weights for the eight rotation groups for the current period are, respectively , 
^2' ^31 ^2' ^3' ^1' ' 
and, for all olher periods, the weight for y^_j Q in stream i is exactly times 
the weight of in stream i — 1 . 
Thus, we could write the pre—1985 composite estimator of current level as 
«JC = , (5.3.7) 
where is the vech of M , = (Zj^, , and /. is the row vector of 
weighls corresponding to the eight rotation groups in period i, i = 1, ..., 24 . 
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Therefore, the variance of the current composite estimator is, approximately, 
Var{0tc} = , (5.3.8) 
where V is the covariance matrix of . 
Estimators for previous levels and of period—to—period change may then be 
computed by expressing them as linear functions of in an appropriate way. The 
weights for the present composite estimators of the previous levels t — h, h = 1, 2, ... , 
t — 1, are derived from those of the present composite estimator of the current level. 
For instance, the weights for the present composite estimator of the previous level are 
obtained as follows; Each of the elementary estimators obtained from the rotation 
groups in the sample for the current period is assigned weight 0 . For all other 
rotation groups, the weight assigned to the estimate y^_j^ g ^ is exactly the weight 
assigned to the estimate y^_^_|_2 0 k' ^ ~ 1,2, ..., 8 , by the present composite 
estimator of current level. If we denote the resulting weight vector by , then the 
present composite estimator of one—period change is 
^tc ~ Vl,c " ^ c,c-l^t ' 
where D„ ^ . = w - , , and its variance is 
c,c—1 c c—1 ' 
V{«tc-Vl,c> = "0,0-1^0,0-1-
This procedure is described in detail for the best linear unbiased estimators in 
Section 4.3. 
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5.3.2. The Best Linear Unbiased Estimator of Current Level 
Under the 4—8—4 rotation design, best linear unbiased estimation can be treated 
as a special case of the general least squares estimation procedure described in 
Section 4.3. We start by assuming that there are no time—in—sample effects or 
rotation group bias in the survey. This means that all elementary estimators for a 
given period have the same expected value. The effect of time—in—sample effects 
rotation group bias on the various estimators is investigated in Section 5.4. 
A linear model will be constructed to define the estimator. Let 
^i ~ (^1,0,1' ^1,0,2' ^i,0,p)' (5.3.E 
where, for any t,y\Q^ is an estimate for month t based on a rotation group in the 
i—th stream. Eight streams of data collected over p periods are available. Let 
be the data vector formed by the streams of the data matrix arranged chronologically. 
In other words, let 
Yp = (yi, y^,y^)' (5.3.10) 
be the n x i vector of observations, (n = s * p) let 
0^ = (6^, •••> ^p-i' ^p)' (5.3.11) 
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be the p * 1 vector of true but unknown parameters of interest, let 
^1 ~ *^8x1 ® ^pxp (5.3.12) 
be the n * p design matrix which relates the estimates in to the parameters in 
Thus, Xj is the Kronecker product ® Ip^p, where is the s * 1 vector 
of ones, and is the p * p identity matrix. 
The linear model with no time—in—sample effects is 
YP = , (5.3.13) 
where 6^ is the vector of error terms and we assume that: 
E{6p} = 0 . 
Let V„ be the covariance matrix of Y . The elements of V can be computed p P P 
using the fact that Yp consists of s streams. If we assume that there are no 
replicate effects, then the columns, where columns correspond to streams, of the data 
matrix in Table 5.1 are independent, and the covariance matrix of Yp is block 
diagonal. In particular, if is the covariance matrix of stream i , i = 1, 2, ..., s, 
then the covariance matrix of Yp is 
"bb ~ Blockdiag{Qp Qg,..., Qg} (5.3.14) 
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On the basis of model (5.2.3) and under the assumption of no replicate effects, the 
autocovariances in each stream are 
if observations are h distance apart in the same rotation group, and are zero if the 
observations are in different rotation groups. The corresponding expression for the 
autocorrelation in each stream is 
4 + Pa(h)°a  
T~, 2~ • 
In the presence of replicate effects, the covariance matrix of is 
+ (5 3.15) p bb n*l nxl u 
Alternatively, in terms of correlations, we have 
^p ~ ^bb + -^nxAxl^ ' 
where and are respectively the correlation matrices of under the 
assumptions of replicate effects and no replicate effects, and 
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With the covariance matrix in (5.3.15), we conclude from Theorem 4.2.6 that the best 
linear unbiased estimator of 0^ is obtained by minimizing the sum of squared 
deviations from the model that assumes no replicate effects. In other words, 
where 
tfp = CYp , (5.3.16) 
G - (^i^^bb^l) ^^l^bb 
and the covariance matrix of 0 is 
P 
Var{èp} = Ep = (X^n^j^Xj) + '^nxl'^nxl'^u^^bk^^l^bb^l) 
(5.3.17) 
The matrix C is the weight matrix, and is composed of the coefficients that are 
applied to the elementary estimators in forming the best linear unbiased estimator of 
"p-
The best linear unbiased estimator of any linear combination A 0^ of the 
components of the parameter vector 9^ is A 6p , with variance A SpA . In 
particular, if denotes the i—th row of C , then the best linear unbiased estimator 
of the current level is 
^p(P) = CpYp , (5.3.18) 
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where ^p(p) denotes the best estimator of 9^ using data through time p . The best 
linear unbiased estimator of the period—to—period change is 
where — C , . The variances of the best linear unbiased estimators P,P-i P P-1 
(5.3.18) and (5.3.19) are 
^P^P^P ^P,P-1^P^P,P-1 ' 
respectively. 
Finally, note that 
CpVpCp = CptObb + "k. A.l)Cp 
Cp^bbCp + •''Vn.l-'n.lCp 
'^p"bb''p + "u ' 
because is the sum of the coefficients of the elementary estimates from the 
rotation groups at the current level which is equal to one. This shows that for any 
characteristic, the variance of the estimator of current level is obtained by adding cr^ 
to the variance of the estimate of current level under the assumption of no replicate 
effects. 
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5.3.3. The Recursive Recession Estimator for the 4-8—4 Rotation Scheme 
The best linear unbiased estimation procedure described in the preceding 
section may not be computationally efficient when it is necessary to repeat the 
procedure for each month over a long period of time. The computation of the 
estimators becomes progressively more difficult as the number of periods increases. 
Wolter (1979) circumvented the computational problem by considering the simpler 
composite estimators. Composite estimators are, in general, less efficient than the best 
linear unbiased estimators. 
The recursive regression procedure of estimation is an attempt to address the 
problem of computational complexity associated with best linear unbiased estimation, 
while, at the same time, producing minimum variance estimators. 
Let us assume that the 4—8—4 rotation scheme of the Current Population 
Survey has been in operation for m months. Then the best linear unbiased estimation 
procedure described in the preceding section provides us with m estimates of 9-^, h = 
p — m + 1, ..., p which are the best linear unbiased estimators at time p , as well as 
the m * m covariance matrix of these estimates. Thus, at time p + 1, we have: 
(a) p initial estimates = (^p_m+i(p). -, ^ p(p))' 
(b) the covariance matrix S,, of 0 ll,p p 
(c) the eight independent elementary estimates of ^p^j > obtained from the 
rotation group totals for time p + 1. 
To obtain the best linear unbiased estimator of ^p^j , our procedure adopts a 
linear model approach in which the vector of observations consists of the p initial 
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estimates given in (a) and the eight independent estimates of obtained from the 
rotation groups introduced at time p + 1, given in (c). 
Notation and definitions 5.3.1. 
Define the following eight independent linear combinations of observations for 
the eight time — in — sample groups observed at time p + 1: 
""I.P+L " YI,0,P+L ~ I''K(I,P+L),J YI,0,P+L-J' I = -, 8 
where k(i,p+l) = k gives time-in-sample as a function of (i,p+l) , and 
\(i p+1) ~ ^ for all i, j, k if j < i and for all k, if j > i . For any t , Zj ^ , i = 1, 2, 
8 denotes the "residual" from the regression of y. ^ , on its predecessors in the 
l,U,t 
same stream: y. ^ ^ for h < t. Thus, Zj ^ is a linear combination of Yj q h ' ^^^re, 
h = t, t-1, ,t-j + l l<k<4 
= t, t-9, t-10, t-11, t-12 k=5 
= t, t-1, t-10, t-11, t-12, t-13 k=6 
= t, t—1, t—2, t—10, t—11, t—12, t—13,t—14 k=7 
= t, t-1, t-2, t-3, t-12, t-13, t-14, t-15 k=8. 
Note that z. is that linear combination of all observations obtained from the rotation 
group which is in stream i at time p + 1 such that the z's are uncorrelated with the 
previous y's . Hence, they are uncorrelated with (^p_j^^]^(p), •••, ^p(p)) • Expressions 
for the z- p^j, k=l,2, ,8 as well as their means and variances, are given in Appendix B. 
From (i) — (viii), of Appendix B, we may write the model at time p + 1 as 
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^p+1 •^^^p+l(ni+l) ^ 'p+1 (5.3.20) 
where 
^p+1 - (^p-m+l^P)' ^p(P)' ^l,p+r ^2,p+l' •••' Gg.p+l) 
(5.3.21) 
= the (m + 8) X 1 vector consisting of m initial estimates of m 
parameters and the 8 independent observations constructed from the 
8 elementary estimators obtained at time p + 1, 
^p+l(m+l) (^p—m+1' •••' ^p' ^p+1^ 
= the (m + 1) X 1 vector of population parameters. 
(5.3.22) 







B4.7 ®4X5 ®4X3 
) 
• 0 0 0 
-*44 -*43 -*42 -*41 
0 0 
-*55 -*54 -*53 -*52 0 
0 
-*66 -*65 -*64 -*63 0 0 
-*77 -*76 -*75 -*74 0 0 0 
(5.3.23) 
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• 0 0 0 " 




-"33 -"32 -"31 
and 












-"21- "22 ' 
^3 
= 
-"31" "32- "33 ' 
^4 
= 
-"41-"42- "43- "44' 
^5 
= 
-"51-"52- "53- "54- "55 ' 
% = -"61- "62- "63" "64- "65- "66 ' 
^7 
= 
-"71-"72- "73- "74- "75- "76-
and let 
V' — (1) V'21 V'g, V'g) V'g, V'y) • (5.3.24) 
We may rewrite as 
^p+1 - (^p(m)' ^p+1^ ' 
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where 
'p(m) = ( Vm+l'"'' V')) ^P+1 = (^l,p+l ''S.p+l' 
Let Sjj p(in) the m x m covariance matrix of . We have 
(^°^{^p(m)'^p+l} = '^mxl^'4 Var{Zp_^^} = # 
where is the m * 1 vector of ones. Therefore, 
Var{Zp_j_i} - - %l,p(m) ® 
0 Qoo 
+ < u 
J , J , 




where - ^ii,p(m) Vmxl-'mxl' 
QQO <^2' "^3' ^4:' ^5' *^6' "^7' *^8^ (5.3.26) 
and (T^ = Var{zj p^^}, i = 1, 2, ..., 8 . 
The recursive regression estimator of the vector of the population 
characteristics at time p + 1 is 
where 
Vl(m+1) - PZp+1 (5.3.27) 
(5.3.28) 
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and the covariance matrix of Û p+l(m+I) 
ïp+i(m+i) = (4^+Ar' • (5.3.29) 
We now describe our recursive procedure for computing the estimate of the 
data vector, given by (5.3.21), consists of m initial estimates, all of them optimal for 
their respective periods using data collected up to and including the current period, as 
well as the eight elementary estimates obtained from the eight rotation groups 
introduced at time p + 1 . 
The linear model for the data at time p + 1 is given in (5.3.20) — (5.3.25). 
The recursive procedure is implemented as follows: From model (5.3.20) — (5.3.25), 
the best linear unbiased estimator of using data through time t+1 is 
current level, which is the last element of Û 'p+l(m+l) • that at time p + 1 , our 
given by 
^p+l(m+l) - (^p-m+l^P+l)' •••' yP+l)' ^p+i(P+l)) 
with covariance matrix ^p^i^in+1) in (5.3.29). 
At time p + 2, the linear model is 
^p+2 - ^^p+2(m+l) + ^p+2 ' (5.3.30) 
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where 
^p+2 ~ ^p(P+^)» ^p+i(P+l)' ^i,p+2' "•' ^8,p+2^ 
e_ p+2(m+l) ~ (^p-m+2' •"' "p' "p+l' ''p+2 ' ^n' ^n ' ^n^-s) 
(5.3.31) 
(5.3.32) 
^^^^p+2^ - ^p+2 -





X l'Unix 1 "^mx 1 ^  
^^mxl 1*1»' 
(5.3.33) 
%l,p+l(m) = ^ll,p+l(m) - Vrnxl^mxl Sii,p+i(„,) is the m x m 
lower right submatrix of the (m + 1) x (m + 1) matrix ^p^i^m+l) Si^en in (5.3.29). 
From this model, we obtain the best linear unbiased estimator of ^+2(m+l) 
on data through time p + 2 . Then the last m elements of ^p^2(m+l) ^sed as 
initial estimates for the next iteration. The general procedure is as follows: 
(1) the initial estimate of the earliest level is dropped from the data vector 
and the parameter corresponding to this estimate is also dropped from 
the parameter vector. The least squares estimate of the immediately 
preceding level is then added to the data vector, thus ensuring that the 
dimension of the data vector remains the same from iteration to 
iteration. The new observations obtained at this stage are functions of 
an additional parameter which corresponds to the current level and this 
parameter is added to the parameter vector. Thus, from iteration to 
iteration, the number of parameters does not change, the vector of 
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(2) 
random errors changes in accordance with changes in the data vector, 
and the model matrix remains the same. This means that the dimension 
of the estimation problem remains the same from iteration to iteration. 
The covariance matrix of the data vector at the Z—th iteration is 
obtained as follows: Let the model at the (^—1)—th iteration be 
^p+^—1 ^^^p+£—l(m+l) ^ ^p+^—1 (5.3.34) 




+ <7] U 
^m X l^mx 1 "^mx 1 ^  
^ J m x l  
(5.3.35) 
where p+.^—i(m) covariance matrix of the m recursive least 
squares estimates in Z^^^^ under the assumption of no replicate 
effects, that is, the m x m lower right submatrix of 
^p+W(m+l) - ^ (5.3.36) 






J , J , 





m X m lower right submatrixof ^p^^_i(in+l) in (5.3.36). 
From Theorem 4.4.2., stabilizes at EQ , say, as the number of 
periods increases. Let the limiting covariance matrix of be E , where 
E = '"O 
0 Q OOJ 
+ < u 
"^m X I'^mxl 
m x l  
J m x i ^  (5.3.38) 
and Qqq is defined in (5.3.26). Therefore, the recursive regression estimator of the 
vector of the parameters converges to 
where 
^m+l,R - ^^p+1 ' 
P = (X2E~1X2)'X2E"^ 
(5.3.39) 
(5.3.40) 
Xg is defined in (5.3.23), is defined in (5.3.21) and E is defined in (5.3.38). 
The covariance matrix of is 
Q = (XgE-lXg)-! (5.3.41) 
The matrix P is the weight matrix and is composed of the coefficients that are 
applied to the elementary estimators in forming the recursive regression estimator. The 
recursive regression estimator of any linear combination A of 
components of the parameter vector ^p+i^m+l) converges to A ^p^j ^ , with 
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variance A QA . In particular, if P. denotes the i—th row of P , then the recursive 
regression estimator of the current level converges to 
%4-l,R - %+l(P+^) - V+l^p+1 
and the recursive regression estimator of one—period change converges to 




» = P m + l - P n i -
The variances of the estimators (5.3.42) and (5.3.43) are RZR 
respectively. Now, let 
^m+1 ^ ('Ô' ^0 
where is the s * 1 vector of coefficients of the elementary estimates obtained from 
the s rotation groups for the current month, and TQ is the m % 1 vector of 
coefficients of the m initial estimates. Then, we know that = 1 and 
= 1 - 'TiV' or = 1. Therefore, 
^m+l^m+1 - (*"0' 






J ,J , 





(*•0' 'l) X l^mxl "^mxl^ 
m*l if/iP 
Therefore, 
+ Vm»l^ ''l + 'li*'"! 
= (Vm.l + 
= 1. 
^m+l^m+1 - ^m+1 
Eq 0 
0 Q 00 
Pxn+1 + < 
Thus, we arrive at the same conclusion as in Section 5.3.2, that the variance of the 
o 
estimate of the current level is obtained by adding to the variance of the estimator 
of current level constructed under the assumption of no replicate effects. 
The unrevised estimate of one — period change is: 
^p(P) - ®^p+l' (5.3.44) 
180 
where D = — PQ and Pg is the 1 * (m+s) row vector with its m—th 
component equal to one and all other components equal to zero. The variance of this 
estimator is DSD , where S is the covariance matrix of defined in (5.3.38). 
5.4. Time-4n—Sample Effects 
A major problem with most periodic surveys is that of time—in—sample or 
rotation group effects. This refers to the phenomenon by which estimates of current 
level for a given period obtained &om different rotation groups have different expected 
values, depending on the length of time they have been included in the sample. The 
effects of this bias on the estimates of current level and change have been studied by 
Bailar (1975 and 1978) using labor force data from the Current Population Survey, by 
Ghangurde (1982) and Tessier and Tremblay (1976) for the Canadian Labor Force 
Survey, and by Pfeffermann (1991). 
We shall now examine the effect of rotation group bias or time—in—sample 
effects on the least squares estimators of current level and change. The least squares 
procedures described in Section 5.3 can be modified to incorporate time—in—sample 
effects. Our discussion will focus on the 4—8—4 rotation scheme, but our procedure can 
be easily modified and applied to any rotation design. We assume that data for 24 
periods are available and have been arranged in the p * s data matrix M shown in 
Table 5.1, where p = 24 and s = 8 . Thus, the total number of observations is n = 
p X s . 
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5.4.1. Best Linear Unbiased Estimation 
We proceed exactly as in Section 5.3.1, where we used elementary estimators in 
a linear model to produce best linear unbiased estimators. In the presence of 
time-4n—sample effects, the components of the linear model (5.3.7) in Section 5.3.1 
that change are the design matrix and the parameter vector 0^ . The design 
matrix changes because the elementary estimator obtained &om rotation groups at 
time t are no longer unbiased estimates of the parameter of interest 6^ at time t . 
Suppose is the rotation group effect for time t associated with the 
rotation group which is in its k—th time-in—sample. Then, for each time t , we may 
write the model 
njlc = + ''tk + 'tjk • (5 41) 
where y^j^ and are defined in Section 5.2 and has the same covariance 
structure as in Section 5.2. In some cases, we assume that the time—in—sample effects 
are constant. That is, 
(i) for all t . 
We generally assume that the sum of the time—in—sample effects is zero. That is. 
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for all t . The second assumption is one condition that gives estimability of the 
current level. 
If time—in—sample effects are present, then the linear model (5.3.7) is modified 
as follows. If the time—in—sample effects are constant, the parameter vector becomes 
Pp ~ "I ^gi ^2' " '^p—I'^p) (5.4.2) 
where 6^, are the true but unknown parameters of interest and 
are the time-4n—sample effects. The design matrix is 
* 
Thus, X, is an n * (p + s) design matrix where the last p columns are identical 
to those of the design matrix ~ "^sxl * ^pxp model (5.3.7). The covariance 
matrix V of the data vector (the vech of M ) is exactly the same as that defined in 
(5.3.15). However, since the matrix (X, _V~^X, ) is now singular, the components 
^  1 , 1  i , r  
of the parameter vector ^ are nonestimable (Searle, 1971). In other words, the 
current level of a characteristic is not estimable in the model without the restriction 
(ii). However, change is estimable. Imposing a constraint such as assumption (ii) will 
* 
enable us to obtain an estimation for . With this restriction, the design matrix, 
denoted by Xj ^ may now be explicitly written as: 
X i _ , =  ( T , X i ) ,  (5.4.4) 
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T is an n * (s — 1) matrix, 
. * ' / / t t / / / f / / / / / 
(M3, Ay, ^2' ^2' ^ 5' ^2' ^ 4' ^2' ^ 3' ^2' ^ 2' ^2' ^ 1' ^2' ^ 7^ ' 
= ^ 3x1 ® K(s-l) ' ^(s-1) = (\s-l)x(s-l)' "•^(s-l)xl) ' 
















4 = 0' 0 
^3x3 
---^1x2 -•^1x4- •"•'lx3 " '"'^1x3-
I4.4 0 0 15,5 0 f 
^  ^  ^ 2 x 2  , a n d  A g  =  0' 0 1 • 
--"^1x4 -•'lx2- "-'ixS 
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Therefore, the best linear unbiased estimator of 
— (•'") ^s—1' ^1' ^p—1' ^p^ (5.4.5) 
IS 
K = (5 4 G) 
and the covariance matrix of B is 
P 
(5.4.7) 
Note that if is the least squares estimator of k = 1, ..., s — 1 obtained from 
the (p + k)—th component of , then, from the restriction (ii) , the least squares 
estimator of is 
s—1 
r = - S f, . (5.4.8) 
® k=l ^ 
The variances of the estimators of current level and change can then be computed in 
the manner described in Sections 4.3.2 and 5.7. The variances of the best linear 
unbiased estimator based on 24 periods and in the presence of rotation group bias are 
presented in Table 5.51 for employed, unemployed, and Civilian Labor Force. 
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5.4.2. The Recursive Repression Procedure 
To construct a recursive estimator in the presence of time—in—sample effects, we 
proceed as in Section 5.3.3 with appropriate modifications in the design matrix and 
parameter vector of the corresponding linear model. We assume that at time t , the 
following quantities are available: 
(a) / = m + s -1 initial estimates *^t-l(m))' 
where ..., fg_^(t-l)) and 
^t-l(m) ~ 
(b) the covariance matrix of given by 
"ll,t-l(s-l) "l2,t-l 
(5.4.9) 
where Oii t-l(s-l) = V^{^t-l(s-l)} ' "l2,t-l = 
^t-l(m)^ ' ^22,t-l ^^'^{^t-l(m)^' 
(c) s independent observations obtained by a suitable transformation of the 
elementary estimates obtained from the rotation groups at time t. Let 
these observations be denoted by = (z^^, ..., z^^)'. 
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Then, the linear model at time t is 
where 
and 
V = ^ 2%+1) +V 
^ t , r =  ( ^ t - l ( / ) ' ' ® P  
^t(^+i) ~ (?!' ^s-r ^t-m' ^t-r ^t) 
(5.4.9a) 
The design matrix Wg is given by 
W2 = 
(s-1 ) x(s-l) 
0 
W, 31 



































= 1 + Ayj, j = 1, 7 and Wgg = , which is defined following (5.3.23). 
First, we write down the covariance matrix of Z. explicitly. Note that every i,r 
initial estimate ^^^(t — 1), i = 1, ..., t — 1 can be written as a linear combination of 
all the elementary estimates that constitute the data vector at time t — 1 . That is, 
- 1) = Whjk ' i == 1' 2' •••' t 1 
(5.4.11) 
h=l % + ^hjk) 
where, for convenience, we have used the expression of y^^j^ given by (5.2.3) and Uj , 
e^j , and a^^j^ are defined following (5.2.3). We have also used the fact that in 
(5.4.11), 
t—1 s 
S  S  c , ,  =  1  .  
h=l k=l ^ 
Therefore, from (5.4.12), we see that 
Cov{0j_j(t - 1), y^j^} = , i = 1, ..., t - 1 (5.4.13) 
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Now, if we define Y^j as yJj = ..., y^jg) , then 
= AY^j , (5.4.14) 





-"32 -"31 1 
1 i 
-"43 -"42 -"41 1 
~"55 -"54 -"53 ""52 -"51 1 
"^66 -"65 -"64 -"63 -"62 -"61 1 
-"77 -"76 -"75 -"74 -"73 -"72 -"71 
Note that = ^, where is defined in (5.3.24) and is the s % 1 vector 
of ones. From (5.4.13), we see that 
Cov{9,_j(t-l),Yy} = ^2j-^^ 
Therefore, from (5.4.14), 
Cov{0^_j(t - 1), zj = (T^Jg.iA' = alii' , 
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and hence, 
Cov{è^, zj = 
where is the (t — 1) * 1 vector of ones. Next, we show that the covaxiance 
between the initial estimate of each time-in—sample effect and the new observations is 
zero. Note that each initial estimate of the time—in—sample effects can be written as a 
linear combination of the elementary estimates that constitute the data vector at time 
t — 1 , that is, 






h!i k=i ° • 
V' - 1) = s YdhAj + . 
Cov{fk(t - 1), y^jk) = 0 , k = 1, 2, ..., s 
Cov{f^, zj = 0 , 
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where 0 is the s * s matrix of zeros. Finally, we note that 
Var{zJ = Qqq + , 
where QQQ is defined in (5.3.26). From the preceding calculations, we see that the 
covariance matrix of ^ , the data vector at time t , is given by: 









In implementing the recursive procedure, the current estimates of the 
time—in—sample effects are in the data vector throughout the iteration process. It 
therefore follows that the variance of each of the time—in—sample effects will converge 
to zero as the number of periods increases. 
One may be unwilling to assume that the time—in—sample effects are constant 
over a long period. One way of permitting the time—in-sample effects to change 
slowly over time is to do a kind of "exponential smoothing" by adjusting the 
covariance matrix of the estimated effects at time t, t—1(^) (5.4.9) used to 
construct the estimator (5.4.7). One procedure is to multiply the covariance matrix of 
the initial estimates of the time-in-sample effects, , by a constant bigger 
than one, so that the diagonal elements increase slightly as the number of periods 
increases. Since, if no modification is introduced, the variance of each of the 
estimators of the time—in—sample effects decreases at the rate n~^ , the factor that is 
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used to increase t—l(s—1) ®^y T periods (including the number of periods 
on which the initial estimates for the recursive procedure are based) is 1 + . 
For the particular case under consideration, the initial estimates are based on 
15 periods. The number of iterations before adjusting l(s—1) chosen to be 
2 1 .  T h i s  g i v e s  e s t i m a t e s  b a s e d  o n  3 6  p e r i o d s  a n d  t h e  r e s u l t s  c o r r e s p o n d  t o  t h o s e  o f  t h e  
best linear unbiased estimator based on 36 periods. 
In this procedure, it is important to distinguish between the matrix used to 
define the estimator and the actual covariance matrix of the estimators. 
Suppose ^ ^ converges to ^ where 
^ll(s-l) "l2 
.^12 ^22(m) 
as the number of periods increases. Then, the recursive regression estimator of 
^t(Z+l) (:°^verges to 






^ll(s-l) "12 ® 
n 12  
0 '  
^22(m) ° 
«00 
+ < u 
ro  0  0  
0 0 -^t-i^ 
0 #t-i 
However, the limiting variance of is not equal to 
"^+1,R (5.4.17) 
Since is a function of preceding estimates, one can use the procedure 
outlined in Section 5.3.1 to calculate the coefficients of the observations that define the 
etimator. The recursive regression estimator of current level converges to the &-th 
element of Â t(^+l) with variance which converges to the last diagonal element of 
The recursive regression estimators of several period change both with and 
without revision of previous estimates are computed exactly as described in 
Section 5.3.3. The results based on an application of this procedure are presented and 
discussed in Section 5.7. 
5.4.3. Time Varying Rotation Group Effects 
We now extend model (5.4.1) to the case of time—varying time—in—sample 
effects by permitting the time—in—sample effects to vary stochastically in time. We 
assume that the time—in—sample effects follow a first order autoregressive process with 
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a nonzero mean, and that the sum of the time—in—sample effects is zero. The model 
for the time—in—sample effects is 
where = (e^p ..., e^^) is a vector of errors which satisfies E{e^} = 0 and E{e^e^} 
= Egg . If Rgg is the correlation matrix of , and Dg is the diagonal matrix whose 
diagonal entries are the square roots of the variances of e^^ , k = 1, ..., s , then we 
may write 
where Rgg = (r^) and 
We assume that a and Egg are known. Our objective is to construct an updating 
procedure for the best linear unbiased estimation of 6^ as the number of periods 
increases. To do this, we first formulate the estimation problem in state-space form 
and then apply the Kalman filter techniques described in Section 4.5 to obtain the 
updating procedure for the estimator of 6^ , as well as the variance of the estimation 
error. Models (5.4.1) and (5.4.18) can be combined to form a state—space model as 
'•ik = ''k + "(Vi,k-''k) + ®tk' (5.4.18) 
•1 if i = j, 
_-(s — 1) ^ if i ^ j . 
^tjk - *tk + ^tjk (5.4.20) 
194 
*tk - ^tk ' (5.4.21) 
^tk ^ ^'^t-l.k + ®tk ' (5.4.22) 
where , for all t and k , and {e^j^} is independent of • The 
first two equations constitute the measurement equation and the last equation is the 
state equation. We assume that and 0^ are fixed for all t and k , and that 
satisfies a first order autoregressive model with parameter p . Thus, the observations 
at time t can be transformed so as to be uncorrelated with previous observations. 
The transformed observations are , and z^j^ = y^j^ — 
'^^t-lj.k-l' k = 2, 3, 4, 6,7,8. Let = (z^^, ..., z^^)' . Then, the 
covariance matrix of is 
^uu ^ (^2' ^2' A' ' (5.4.23) 
where 
2 (T^ = Var{z^} = Var{zjg} 
and 
2^ — (^  P — Var{z^^} , k — 2,3,4,6,7,8 . 
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We may now express (5.4.20) — (5.4.22) as 
\(s) = • (5 4 24) 
^ ^ ' (5.4.25) 
where 
Ht = H = (Hjj Hj2 Hjg H^^) , 
• 1 0 0 0 0 0 0 
-p 1 0 0 0 0 0 
0 -p 1 0 0 0 0 
0 0 -p 1 0 0 0 
0 0 0 -p 1 0 0 
J 
0 0 0 0 -p 1 0 
0 0 0 0 0 -p 1 
-1 -1 -1 -1 -1 -1 -(l-p) 
• 
0 • 0 0 0 0 0 0 0 • 
-p 1 
-p 0 0 0 0 0 0 
-p 1 0 -p 0 0 0 0 0 
-p 1 
' ®13 = 
0 0 -p 0 0 0 0 
0 1 0 0 0 -p 0 0 0 
-p 1 0 0 0 0 -p 0 0 
-p 1 0 0 0 0 0 -p 0 
-p 1 0 0 0 0 0 0 -p . 
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• 1 0 0 0 0 0 0 • 
0 1 0 0 0 0 0 
0 0 1 0 0 0 0 
0 0 0 1 0 0 0 
Bl4 
= 
0 0 0 0 1 0 0 
0 0 0 0 0 1 0 
0 0 0 0 0 0 1 
-1 -1 -1 -1 -1 —1 -1 
(^1: •• •> "t-p '^t-1,1' '^t-1,7' \v •• . , A  t7) ' 
•• •> 1' h' \-2,l' \-2,7' \-l,l' •• 1 ,7) 
• 4x7 X to
 O7X 7 ^7x7 
®2«7 hx2  ®2x 7 "2 x7 
4 
5  A  =  
®7x7 ^7x2 O7X 7 I7 x7 
07,7 ^7x2 O7X 7 cd. r x 7  
and = (0, 0, 0, 0, 0, 0, e^, e^^)' , which satisfies 
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0 0 0 
o' 0 0 0 
o' o' 0 0 
o' o' o' 
^ee 
where is defined following 5.4.19 and 0 is a matrix of zeros of appropriate 
dimension. Further, note that u^. and are uncorrelated random vectors with zero 
mean and known covariance matrix given by 
E{(u{, Ct)'K' ft)} = Block diag{S^^, . 
Let be the best linear unbiased estimator of based on data through time 
t — 1 with error 
estimator of is 
covariance matrix E , . , , . Then the best linear unbiased 
vv,t—i,t—i 
-1/ 4 = + (5.4.27) 
where 
^WWtt - ^€€ + ^VV,t-l,t-l^ ' 
®t = ^UU + 
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The error covariance matrix is 
^yvtt = E{(A-W-^t) } 
= ^wwtt-^wwtt°'^t^^wwtt (5.4.26) 
The best linear unbiased estimator of 0^ is the ninth element of the vector of 
estimates in (5.4.26), and the error variance is the ninth diagonal element of 
in (5.4.27). 
To initiate the filter, we implement the best linear unbiased procedure based on 
model (5.4.1) for 24 periods. This gives us the initial estimates of and the 
time-4n—sample effects r = (r^, ..., r^)' as well as the covariance matrix of these 
estimates. Let Q be the initial estimator of with variance Vg . Since we 
don't have an initial estimator of 9^ at time t—1 , we assume that the initial estimate 
of 9^ is 0 with infinite variance. Let r = [t.^, r^)' be the initial estimate of r 
such that Var{fj} = s?, i = 1, ..., 7 and let Dr = Diag{s^, Sg, ..., s^} . Then, if 
is the initial estimator of , the initial error covariance matrix is 
•'vvOO 




0 0 %;e,0 
0 0 
199 
"hae ïee,0 = ® 







where N is an arbitrarily large number, say 10 . At the j—th step, the matrix #j is 
Vj 0-
0 N 
5.5. Other Rotation Designs 
In this section, we consider two continuous rotation schemes as alternatives to 
the intermittent 4—8—4 rotation scheme used in the Current Population Survey and 
described in Section 5.1. The continuous rotation schemes under consideration are the 
8—in—then-out rotation scheme and the 6—in—then—out rotation scheme. These 
rotation schemes are investigated on the presumption that they are easier to 
implement in the field and require less record keeping in the office. Also, the optimal 
least squares estimator is easier to construct for the continuous schemes than for an 
intermittent rotation scheme such as the 4-8—4 rotation scheme. We shall discuss 
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various estimation procedures and compare both estimation expression and the 
variances of estimators under the three rotation schemes. 
5.5.1. The 6—in—then—ont Scheme 
The 6-4n—then—out scheme is the rotation scheme used in the Canadian Labor 
Force Survey. See Kumar, S., and Lee, H. (1983). For each period of the survey, the 
sample consists of six rotation groups. A rotation group remains in the sample for six 
consecutive periods and then drops out of the sample for good. The rotation pattern is 
illustrated in Table 5.9 for 24 periods. 
The recursive regression estimation procedure for this scheme is implemented as 
follows. Suppose at time t + 1 , we have the following: 
(i) five initial estimates = (5^_^(t), ..., #^(t)) , which are the best 
estimates of the characteristic of interest at times t — 4, ..., t based on 
data through time t , 
(ii) the covariance matrix of , 
(iii) six independent observations p g which are transformations 
of the observations at t + 1. If y^. g jj denotes the elementary estimate 
based on a rotation group which is in its k—th time—in—sample at time t, 
these transformations are defined by 
^+1,1 = yt+1,0,1 
k—1 
''t+l,k = yt+l,0,k ~ j^^^k-l,ft+l-j,0,k-j ' k = 2, 3, 4, 5, 6 . 
(5.5.1) 
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Table 5.9. Data from 24 periods of a survey collected by the 6—in—then—out 
rotation scheme^ 
Streams 
Month 1 2 3 4 5 6 
1 Ai,i El,2 II,3 Ml,4 QI,5 Vi,6 
2 A%2 E2,3 I%4 M2,5 Q2,6 W2,, 
3 A3,3 £3,4 13,5 Ma,6 ^•3,1 W3,2 
4 A4,4 E4,5 14,6 N4,1 ^-4,2 W4,3 
5 As,5 ]&5,6 Js,! N5,2 B.5,3 W5,4 
6 A6,6 Fa,! J6,2 Ne,3 R.6,4 We,5 
7 B?,! F7,2 •^7,3 N7,4 R7,5 W7,6 
8 B8,2 F8,3 J8,4 N8,5 R.8,6 ^8,1 
9 69,3 F9,4 J9,5 N9,6 §9,1 X9,2 
10 BIO,4 FIO,5 Jl0,6 Oio,i SlO,2 Xl0,3 
11 1311,5 FI1,6 Ku,i Oll,2 Sll,3 XII,4 
12 BI2,6 GI2,1 KI2,2 Oi2,3 Sl2,4 XI2,5 
13 Cl3,l GI3,2 KI3,3 Oi3,4 Sl3,5 Xi3,e 
14 Cl4,2 GI4,3 KI4,4 OI4,5 Sl4,6 YI4,I 
15 Ci5,3 GI5,4 KI5,5 OI5,6 TI5,1 Yih2 
16 CI6,4 GI6,5 If 16,G Pl6,l TI6,2 Yie,3 
17 Cl7,5 G17,6 LI7,1 Pl7,2 TI7,3 Y,7,4 
18 Ci8,6 HI8,1 IJ18,2 Pl8,3 TI8,4 YI8,5 
19 1319,1 HI9,2 LI9,3 Pl9,4 TI9,5 YI9,6 
20 1)20,2 H20,3 IJ20,4 P20,5 T20,6 Z20,l 
21 1)21,3 1121,4 I'21,5 P21,6 U21,l Z21,2 
22 1)22,4 1322,5 L22,6 r22,l U22,2 Z22,3 
23 1)23,5 H23,6 223,1 r23,2 U23,3 Z23,4 
24 1)24,8 A24,1 824,2 ^24,3 U24,4 Z24,5 
^Notation: At,j denotes a household which is in its j—th time—in—sample in period t 
of the survey. 
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Then, we may write the model at time t + 1 as 
^t+1,6 = ^6^t+l(6) ^t+1,6 ' 
where 
^t+1,6 ~ ^t+1,6^ ' 
^t+l(6) ~ (^t^' •••' ^t' ^t+l) ' 
and 
X , J ' 5  ° 1  
[«21 •'6.1, 
Ig is the 5*5 identity matrix, is the 6*1 column of ones, and 
0 0 0 0 0 • 
0 0 0 0 
~hi 
0 0 0 
~^22 ~^21 
0 0 
~^33 ~^32 ~^31 
0 
~^44 ~^43 ~^42 ~^41 
~^55 ~^54 ~^53 ~^52 ~^ 51 
a 6 * 5 matrix which is constant over time. Furthermore, if 
k  —  X j  • • • }  5  }  
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and 
*6 ~ ^1,6' ^2,6' ^3,6' ^4,6' ^5,6)' 
then the covariance matrix of g is 
't+1,6 
^ll,t(5) 







where is the 5*1 vector of ones, Qqq g = Diag{a^, ..., tTg} , and 
— Var{zj.j_i , k = 1, 2, 3, 4,5,6 . 
't+l,k-' 
By Theorem 4.4.1, the best linear unbiased estimator of 0. t+l(6) IS 
^+1(6) ~ (^6^+1,6^6) ^^6^t+l,6^t+l,6 (5.5.3) 
and the covariance matrix of 0, t+l(6) 
^t+l(6) =#6^1:1,(fs) 
-1 (5.5.4) 
To keep the dimension of our estimation problem constant from time t + 1 to time 
t + 2 , we drop the best estimator of at time t + 1 from the vector of 
observations and add the best estimator of at time t + 1 . Thus, the data 
vector 0 time t + 2 consists of the five estimates ^^_g(t+l), •••, 
0t^l(t+l) , (which are the best estimates of —, based on data through 
time t + 1 ) and the six independent observations z^_^2 ^ •••> ^t+2 6 time t + 2 . 
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Thus, the model at time t + 2 is 
^t+2,6 ~ ^6^t+2(6) ^t+2,6 ' 
where 
^t+2(6) ~ (^t-3' ^t+l' ^t+2^ 
(5.5.5) 
^t+2,6 ~ ^t+2,1' •••' ^t+2,6^ 
and 
Var{Z^_j_2^6^ - g '^^ll,t+l(5) ® 
0 
«00,6j 
+ < u 
" •'5.1*6 
V5.I *6*6 
where t+l(5) 5*5 lower right submatrix of the 6*6 matrix %^^2(6) 
given in (5.5.4). From model (5.5.5), we obtain the best linear unbiased estimator of 
^t+2(6) usual least squares formulas. 
From Theorem 4.4.2, the covariance matrix of the recursive leac^ 
squares estimates in this recursive procedure converges to a positive definite matrix as 
the number of periods increases indefinitely. Suppose stabilizes at E^^^g) , 
and let 




+ < ® ^5*1*6 
V5xl *6*6 
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Then, the recursive regression estimator of converges to 
^6,R ~ (^6^)6^6^ ^^6^Î6^t+l,6 ' (5 5.6) 
and the covariance matrix of converges to 
^6,R ~ ^ • (5.5.7) 
Estimators of current level and change over several periods can be computed as 
described in Section 5.3 for the 4—8—4 rotation scheme. 
5.5.2. The 8-4n—then—out Scheme 
In this rotation scheme, there are eight rotation groups in the sample for each 
period, one rotation group in its first time in sample, ..., and one rotation group in its 
eighth time in sample. A rotation group stays in the sample for eight consecutive 
periods and then drops out of the sample for good. The rotation pattern for this 
scheme is illustrated in Table 5.10 for 24 periods. We now describe the recursive 
regression procedure for the 8—in—then—out rotation scheme. 
Suppose that at time t + 1 , we have the following: 
(i) seven initial estimates ..., Ô^(t)) which are the best 
estimates of ~ ^t^ based on data through time t , 
(ii) the covariance matrix 2^^ of , 
(iii) eight independent observations obtained from the rotation groups in the 
sample for the last eight periods. 
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Table 5.10. Data from 24 periods of a survey collected by the 8-in—then-out 
rotation scheme i 
Streams 
Month 
1 2 3 4 5 6 7 8 
1 Ai,i DI,2 HI,3 LI,4 Pl,5 Ti,6 Xl,7 ^1,8 
2 A%2 D2,3 H2,4 1-2,5 P%6 T2,7 X2,8 ^2,1 
3 A3,3 D3,4 H3,5 1-3,6 P3,7 T3,S Y3,1 A3,2 
4 A4,4 1)4,5 H4,6 1-4,7 P4,8 U4,l Y4,2 A4,3 
5 As,5 D5,6 H5,7 1-5,8 Qs,! U5,2 Y5,3 A5,4 
6 A6,6 De,? He,8 M6,1 Q6,2 U6,3 Y6,4 A6,5 
7 A?,? D7,8 l7,l M7,2 Q7,3 U7,4 Y7,5 A7,6 
8 A8,8 Esii Is,2 M8,3 Q8,4 Us,5 Y8,6 As,? 
9 69,1 E9,2 19,3 Mg,4 Q9,5 U9,6 Y9,7 A9,8 
10 BI0,2 EIO,3 II0,4 MIO,5 QI0,6 Uio,7 Yio,8 • 5-10,1 
11 Bii,3 EU,4 Ill,5 Mil,6 Qn,7 Uii,8 Zil,l 3-11,2 
12 BI2,4 EI2,5 Il2,6 MI2,7 QI2,8 Vi2,l Zi2,2 3-12,3 
13 BI3,5 EI3,6 Il3,7 MI3,8 RI3,1 VI3,2 ZI3,3 2-13,4 
14 BI4,6 EI4,7 Il4,8 NI4,1 RI4,2 Vi4,3 ZI4,4 3-14,5 
15 BI5,7 EI5,8 Jl5,l NI5,2 RI5,3 VI5,4 Zi5,5 3-15,6 
16 BI6,8 FI6,1 Jl6,2 NI6,3 RI6,4 Vie,5 Zl6,6 33I6,7 
17 Cl7,l FI7,2 Jl7,3 NIT, 4 RI7,5 Vl7,6 Zi7,7 SI7,8 
18 Cl8,2 Fis,3 Jl8,4 NI8,5 RI8,6 Vi8,7 Zl8,8 SI8,1 
19 Ci9,3 FI9,4 Jl9,5 NI9,6 RI9,7 VI9,8 r 19,1 Sig,2 
20 C20,4 F20,5 J20,6 N20,7 R20,8 W20,i 1^20,2 ^20,3 
21 C21,5 F21,6 J21,7 N21,8 821,1 W21,2 ^21,3 ^^21,4 
22 C22,6 F22,7 J22,8 022,1 §22,2 W22,3 r22,4 fi22,5 
23 C23,7 F23,8 1(23,1 023,2 §23,3 W23,4 r 23,5 ^23,6 
24 C24,8 (324,1 K24)2 024,3 §24,4 W24,5 r24,6 ^24,7 
'Notation: At,j  denotes a household which is in its j—th time-in—sample in period t 
of the survey. 
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These are defined as 
^t+1,1 - yt+1,0,1 
k—1 
^t+l,0,k j^j^^k—l,j^t+l—j,0,k—j ' 
Thus, we may write the model at time t + 1 as 
^t+1,8 ~ ^8^t+l(8) ^t+1,8 ' 
where 
^t+l(8) ^t+1,1' ^t+1,8^ ' 
^t+l(8) ~ (^t-6' •••' ^t+l) ' 
k = 2, 3, ..., 8 
(5.5.8) 
^21 *^8*1 
ly is the 7*7 identity matrix, is the 8*1 vector of ones, and 
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^21 = 
0 0 0 0 0 0 0 
0 0 0 0 0 0 
"^11 
0 0 0 0 0 
~^22 ~^21 
0 0 0 0 
~^33 ~^32 "^31 
0 0 0 
"^44 -^43 "^42 -c41 
0 0 
"^55 "^54 "^53 "^52 ~^51 
0 
"^66 ~^65 -^64 ~^63 ~^62 ~^61 
-C77 
~^76 -^75 "^74 ~^73 ~^72 ~^71 
Furthermore, if 
r = (1, V')' , 






4- a . 
u rj, 7x1 
^7x1^ 
rr' 
Qoo,8 = Diag{o-p cTg} , and (t^ = Var{z^_j_j , k = 1, 2, ..., 8 . Therefore, by 
Theorem 4.4.2, the best linear unbiased estimator of and its variance are 
given by the usual generalized least squares formulas. The recursive regression 
estimation procedure for this scheme is then implemented in a manner analogous to 
that for the scheme described in Section 5.5.1. 
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5.5.3. The First Order Composite Estimator 
The first order composite estimator is a composite estimator, of the present 
composite type, constructed to give approximately optimum estimates of current level 
under a first order autoregressive model. The variances of the estimators will be based 
on the covariances estimated from the 1987 data, not on the autoregressive model. 
We start with the 4—8—4 rotation scheme. The weights to be used in the 
construction of the first order composite estimator of current level are obtained as 
follows. Assume that at time t , we have the following: 
(i) The present composite estimator of the previous level, denoted by 
(ii) the eight independent observations y^ q y^Q g and g k ~ ^t-1 0 k-1' 
k = 2, 3, 4, 6, 7, 8 . 
Therefore, at time t , we may write the model 
St = ^t(2) + ^t ' (5 5.9) 
where 
St = (^t-1' ^^tl' ^t2' ^t3' ^t4' ^t6' ^t7' ^t8^ ' 
^tl = yt,0,l' '^t5"yt,0,5' 
and 
'^ti ^t,0,i ~ ^t-l,0,i-l' ^ = 2, 3, 4, 6, 7, 8 , 
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, fl 0 —a —a —a 0 —a —a —a 
X = 
0 1 1 1 1 1 1 1 ij 
and 
^t(2) = • 
If we assume that all entries in are independent, then the covariance matrix of 
is 
= Diag{V{g^_^}, cTp cr| o^, cr| a^, cr| cr| , 
where 
and 
(Tg = (1 - <^)<^\ = V{r^.}, i = 2, 3, 4, 6, 7, 8 . 
The variance of the optimal estimator of P^(^2) the sense of minimum variance is 
= (x'n'^x)""^ . (5.5.10) 
Starting with an appropriate initial value for , we iterate this procedure in 
exactly the same way as for the recursive regression estimation procedure. By 
Theorem 4.4.2, converges to R^ , say, as t -» œ . The coefficients for the optimal 
estimator of converge to 
w = (x'r"^x)~^x'r~^ . 00 ^ 00 ^ (D (5.5.11) 
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If we denote the weight vector for the best composite estimator of current level 0^ by 
, then is the second row of the 2*9 limiting weight matrix . Thus, in the 
notation of Section 5.3.1, we may write as 
= (^2» (^21 ^2.' ^i) ' 
where (p^ , , and Wg are, respectively, the weights assigned to the present 
composite estimator for the previous level, the elementary estimator &om the rotation 
groups which were in the sample in the previous period and the elementary estimator 
from the rotation groups which were not in the sample in the previous period. Note 
that the entries in are not absolutely the best weights since r^., i = 2, 3, 4, 6, 7, 8 
are not completely independent of • The r^. are independent of under the 
assumption of a first order autoregression with parameter a . 
The computation of the variances of the best first order composite estimator of 
current level and change over several periods can now be carried out in exactly the 
same manner as that described in Section 5.3.1 for the present composite estimator. 
We now consider the continuous rotation schemes. For the 8—in—then-out 
rotation scheme, the linear model that generates the weights for the best first order 
composite estimator is given by (5.5.9) with 
'^tl ^t,0,l 




1 0 —a —a —a —a —a ~a —a 
0  1 1 1 1 1 1 1 1  
For the 6^n—then—out rotation scheme, again the linear model is given by (5.5.9), 
where 
where 
®t " (^t^i' ^^ti' '^t2' •••' "^te^ 
"^ti - yt,o,i 
^ti ~ )^t,0,i ^t-l,0,i-l ' ^ 3, ..., 6 , 
and 
X = 
1 0 —a —a —a —a —a 
0  1 1 1 1 1 1  
In both cases, we assume that the components of the data vector are independent. 
Let the weights assigned to the elementary estimators from the rotation groups in the 
current period be denoted by 
P — (^) Pp Pg) Pp Pp Pp Pj> Pj^j Pj) 
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and 
Q — (®3» 9%) Qgi Qji Qj) 9%) 
for the 8—in—then—out and 6—in—then-out rotation schemes, respectively. Thus, the 
weights in p and q are such that ct^ correspond to , the weights Pj, 
correspond to — Qy^_j q i = 2, 3, ..., s , (where s is the number of streams; 
s is 6 for the 6^n—then-out rotation scheme and 8 for the 8-in—then-out rotation 
scheme) and pg, correspond to g i • Then, for the 8—in—then—out rotation 
scheme, the component of the best first order composite estimator corresponding to 
first stream of Table 5.10 is derived as follows. We start from the last observation in 
the first stream and work our way to the top of the stream. Recall that the weight 
assigned to an observation in the stream is determined by the time—in—sample status 
of the observation. Now, 
^tcl,8 ~ Pl^t,0,8 P2J't-l,0,7 ^^t-l,c,l,8 
^ Pl^t,0,8 (^2 °^Pl)yt-l,0,7 ^^2^2^1-2,0,6 ^^t-2,c,l 
^ Pl)^t,0,8 (^2 ^Pl)^t-1,0,7 ^2(^2 '^Pl)yt-2,0,6 
+ (^P2)^t-3,0,5 + ^^t-3,c,l 
^ Pl)'t,0,8 ^lpyt-1,0,7 "2^1pyt-2,0,6 
+ (^%-3,0,5 '^ ^T-S.c,! ' (5.5.10) 
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where Pg = —op^ and = Pg + o^p^ . Substituting into (5.5.10) recursively up 
to the observation at the top of the first stream of Table 5.10, we get 
5 . g 
^tcl,8 ~ Pl^t.O.S + ^lPj^o°^^t-}-l,0,8-j-l •*" "2^2pyt-7,0,l 
5 
+ 4Piyt-8,0,8 ^lpj^Q4^\-j-9,0,8-j-l + "2%pyt-15,0,l 
16 ^ i+16 22 
+ 0^2 Piyt-16,0,8 + yt-j-17,0,8-j-l "2 ^2pyt-23,0,l ' 
(5.5.11) 
where = pg + o^Pg • 
For the 6^n—then—out rotation scheme, the corresponding expression (that is, 
the component of the best composite estimator corresponding to the first stream of 
Table 5.9) is 
3 • ^ 
^tcl,6 ^l^t.O.e ^lqj^Q%-j-l,6-j-l "3^2qyt-5,0,l 
3 
4^iyt-6,0,6 ^Iqj^g^^^^t-j-T.O.G-j-l + 4%q^t-ll,0,l 
3 
4^Ql^t-12,0,6 + ^lqj^Q4^^\-j-13,0,6-j-l + 4^^2qyt-17,0,l 
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4^^1^1-18,0,6 ^iQjf Q°'^^^\-j-19,0,6-j-l ^F^2q^t-23,0,1 ' 
(5.5.13) 
where = qg 4- a^q^ , /^gq = I2 + ®3^3 > ^2 ~ ~"^1 ' weights 
corresponding to the rotation groups in the remaining streams are computed in a 
similar way. Once all the weights for the one—period best composite estimator of the 
current level have been obtained, the variances of the best composite estimators of 
current level and several period change under both continuous rotation schemes can be 
computed by the procedure described in Section 5.3.1. 
5.6. Estimation of Unemployment Rate 
The unemployment rate is defined to be the ratio of the total unemployed to 
the Civilian Labor Force. Let and respectively, the estimates of 
unemployed and Civilian Labor Force at time t . Under the assumption that the 
estimator of unemployed and Civilian Labor Force are independent, the variance of the 
estimator of unemployment rate is 
+ 4v{»2,}). (5-61) 
where , and 0.^^ = E{ , i = 1, 2 . 
Furthermore, if and are, respectively, the estimates of 
unemployment and Civilian Labor Force at time h , t ^ h , then the covariance 
between the unemployment rates at time t and h is 
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^It' ^h^lh^ ~ ~ ^ t^2t)' ^h^^lh ~ %^2h^^ 
~ ^Ih^ "*" ^2h^] ' 
(5.6.2) 
Therefore, the variance of the estimator of s—period change in unemployment rate may 
be written as 
-2Cov{^}«„, , 
(5.6.3) 
where is given by (5.6.1), is defined similarly, and 
Cov{^^g^^, t_g} is given by (5.6.2) with h replaced by t — s . If we 
assume that for all 0 < s < t , 
^2t = hs ^ h 
and 
Rt = Rg = R , 
then the variance of the estimator of s—period change in unemployment rate is given 
by (5.6.3), where 
Cov{^t^lt' ^,t-s^l,t-s^ ~ ^ (Cov{g^^, ^ ^°^{^2t' ^,t-s^ • 
(5.6.4) 
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The estimated variances of the estimators of current level of, and several—period 
change in unemployment rate using approximation (5.6.4) are presented in Section 5.7 
for the 4—8—4 rotation scheme. 
5.7. Results and Discussion 
In this section, we present empirical results comparing alternative estimators of 
current level, change in level and yearly average level for components of the labor force 
based on the Current Population Survey. The coefficients defining the elementary 
estimators from the rotation groups and the variances of the estimators are compared. 
The comparison is based on three rotation designs, one of which is intermittent 
and the other two are continuous. The intermittent rotation design is the 4—8—4 
scheme, which is used in the Current Population Survey. The continuous designs are 
the 8-in—then—out scheme and the 6—in—then—out scheme, which is used in the 
Canadian Labor Force Survey (Kumar and Lee, 1983). 
First, we compare alternative estimators under the 4-8-4 rotation scheme. 
Estimators include the present composite estimator, the recursive regression estimator 
and best linear unbiased estimators based on various periods of data. Characteristics 
of interest are employed, unemployed, Civilian Labor Force and unemployment rate. 
The construction of the regression estimator for all rotation schemes is based on the 
model described in Section 5.2. Both revision and nonrevision of previous estimators 
are considered. 
As previously mentioned, the present composite estimation procedure 
considered in this chapter does not involve the revision of previous estimates. In 
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general, the present composite estimator for the p—th period only uses data from 
periods 1 through p in estimation, even if h (h > p) periods of data are available. 
The weights used in the construction of the present composite estimator are exhibited 
in Table 5.11 for Civilian Labor Force in the special case of data from a 24—period 
survey under the 4 8 4 rotation design. These weights are obtained by the procedure 
described in Section 5.3.1. 
We consider the cases of constructing the regression estimator for the 4—8—4 
rotation scheme using the model described in Section 5.2. The estimators considered 
for comparison are the present composite estimator, the best linear unbiased estimators 
for p = 2, 3, 12, 16, 24, and the recursive regression estimator. For each characteristic, 
the parameters of interest are the current level and several periods change up to twelve 
periods. 
The best linear unbiased procedures correspond to special cases of model 
(5.3.13) with p = 2, 3, 12, 16, and 24. Therefore, the best linear unbiased estimator of 
% = -, Vi'V 
is given by (5.3.16) and the covariance matrix is given by (5.3.17) with p = 2, 3, 12, 
16, and 24, respectively. The variances of the estimators of current level and 
one—period change under revision of previous estimates are computed, respectively, in 
accordance with the formulas following (5.3.19). The variances of the estimators of 
change in level over an interval of several periods by the procedure described in 
Section 4.3, both for the case of revision and on revision of previous estimates. 
In the best linear unbiased procedure for estimating current level, the sum of 
























Coefficients for the present composite estimator of current level of 
Civilian Labor Force based on 24 periods 
Rotation group by time in sample 
12 3 4 
-5 X 10-11 
-6 X 10-11 
-2 X 10-10 
1.5 X 10-10 
--1.8 X 10-9 
-2.3 X 10-9 
-5.7 X 10-9 
5.7 X 10-8 
-7.2 X 10-8 
—9.0 X 10-8 
-2.2 X 10-7 
2.2 X 10-8 
-2.8 X 10-8 
-3.5 X 10-8 










-2 X 10-11 
-6 X 10-11 
6 X 10-10 
-7 X 10-10 
-9 X 10-10 
-2.3 X 10-9 
2.3 X 10-8 
-2.9 X 10-8 
-3.6 X 10-8 
-9.0 X 10-8. 
9.0 X 10-7 
-1.1 X 10-8 
-1.4 X 10-8 











-2 X 10-11 
2 X 10-10 
-3 X 10-10 
-4 X 10-10 
-9 X 10-10 
9.2 X 10-9 
-1.2 X 10-8 
-1.4 X 10-8 
-3.6 X 10-8 
3.8 X 10-7 
^.5 X 10-7 
—5.6 X 10-7 












-9 X 10-11 
-1 X 10-10 
-2 X 10-10 
-1.5 X 10-10 
3.8 X 10-9 
-4.6 X 10-9 
-5.7 X 10-9 
-1.4 X 10-8 
1.4 X 10-7 
—1.8 X 10-7 
-2.2 X 10-7 
-5.6 X 10-7 
5.6 X 10 
-7.0 X 10-8 










Table 5.11. Continued 
Period 
Rotation group by time in sample 
5 6 7 8 
1 -4 X 10-11 -2 X 10-11 -2 X 10-11 -9 X 10-11 
2 -6 X 10-11 -6 X 10-11 2 X 10-11 -1 X 10-11 
3 -2 X 10-10 6 X 10-10 3 X 10-10 -2 X 10-10 
4 1.5 X 10-9 -7 X 10-10 -4 X 10-10 -4 X 10-10 
5 -1.8 X 10-9 -9 X 10-10 -9 X 10-10 3.8 X 10-9 
6 -2.3 X 10-9 -2.3 X 10-9 9.2 X 10-9 -4.6 X 10-9 
7 -5.7 X 10-9 2.3 X 10-8 -1.2 X 10-8 -5.7 X 10-9 




 -1.4 X 10-8 
g 
-7.2 X 10-8 -3.6 X 10-8 -3.6 X 10-8 1.4 X 10-7 
10 -9.0 X 10-8 -9.0 X 10-8 3.6 X 10-7 -1.8 X 10-7 
11 -2.2 X 10-7 8.9 X 10-7 -4.5 X 10-7 -2.2 X 10-7 
12 2.2 X 10-8 -1.1 X 10-8 -5.6 X 10-7 -5.6 X 10-7 
13 -2.8 X 10-8 -1.4 X 10-8 -1.4 X 10-8 5.6 X 10-8 
14 -3.5 X 10-8 -3.5 X 10-8 0.000014 -7.0 X 10-8 
15 -«.7 X 10-8 0.000035 -0.000017 -8.7 X 10-8 
16 0.000087 -0.000044 -0.000022 -0.000022 
17 -0.000109 -0.000055 -0.000055 0.000219 
18 -0.000137 -0.000137 0.000546 -0.000273 
19 -0.000341 0.001365 -0.000683 -0.000341 
20 0.003413 -0.001707 -0.000853 -0.000853 
21 -41004267 -0.002133 -0.002133 0.008533 
22 -0.005333 -0.005333 0.021333 -0.010667 
23 -0.013333 0.053333 -0.026667 -0.013333 



























Best linear unbiased coefficients of the estimator of current level of 
Civilian Labor Force based on 24 periods 
Rotation group by time in sample 
12 3 4 
0.142843 0.081964 0.116937 0.127440 
-0.008086 0.065020 -0.044672 -0.021119 
-0.015000 0.010133 0.044221 -0.040587 
-0.023221 -0.005554 0.006797 0.030225 
0.019489 -0.015081 -0.004812 0.003638 
0.002139 0.012554 -0.010089 -0.003307 
-0.002130 0.001095 0.006995 -0.005754 
-0.001833 -0.000940 -0.000170 0.002393 
-0.000135 0.002551 -0.000651 -0.001392 
0.002315 0.001200 0.008514 0.003352 
0.005439 0.003183 0.002893 0.010886 
0.013167 0.006151 0.004716 0.005399 
-0.012612 0.013802 0.009006 0.008376 
-0.006384 -0.000972 0.009202 0.006423 
-0.008976 -0.001387 0.003976 0.005055 
-0.021773 -0.004616 0.000355 0.006256 
0.009968 -0.014248 -0.003947 0.000138 
0.002575 0.007990 -0.010341 -0.003007 
0.000183 0.001975 0.006188 -0.007187 
-0.000512 0.000356 0.001588 0.004729 
-0.001185 0.000556 0.000661 0.001416 
-0.001281 -0.002904 0.001520 0.001025 
-0.001337 -0.002177 -0.004375 0.002226 
-0.002057 -0.003075 -0.004291 -0.007407 
Table 5.12. Continued 
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Rotation group by time in sample 
Period 
5 6 7 8 
24 0.131537 0.121972 0.136262 0.141045 
23 -0.014495 0.060182 -0.024999 -0.011830 
22 -0.021459 0.007392 0.041938 -0.022638 
21 -0.034790 -0.008307 0.005506 0.029342 
20 0.019714 -0.019987 -0.006101 0.003140 
19 0.002264 0.012599 -0.012363 -0.003797 
18 -0.002013 0.001119 0.007282 -0.006594 
17 -0.001654 -0.000922 -0.000008 0.003134 
16 -0.001467 0.002560 -0.000492 -0.000972 
15 0.001560 -0.029499 0.008786 0.003773 
14 0.004678 -0.013741 -0.024974 0.011635 
13 0.011804 -0.010525 -0.010847 -0.019865 
12 0.009434 -0.015619 -0.006481 -0.005906 
11 0.006098 0.011491 -0.018065 -0.007793 
10 0.003538 0.005668 0.012229 -0.020102 
9 0.000372 0.002448 0.005029 0.011930 
8 0.005762 -0.001754 0.000733 0.003348 
7 0.000203 0.004437 -0.002062 0.000206 
6 -0.002186 -0.000016 0.002549 -0.001504 
5 -0.004700 -0.001625 -0.000434 0.000598 
4 0.003705 -0.002944 -0.001340 -0.000868 
3 0.001423 0.003459 -0.002012 -0.001231 
2 0.001331 0.002036 0.004044 -0.001748 
1 0.002641 0.003077 0.003973 0.007138 
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sum of the coeffidents of the rotation group totals for each of the previous months 
equals zero. In general, when there are h months of data available for estimation, 
then the estimate for month s (s < h) is a linear combination of all rotation group 
totals, where the sum of the coefficients of the rotation group totals for month s is 
equal to one and the sum of the coefficients of the rotation group totals for every other 
month is equal to zero. This point is illustrated in Table 8.b for the special case of 
s = h = 24 , for Civilian Labor Force. The construction of minimum variance weights 
under both revision and nonrevision of previous estimates is also illustrated for this 
special case in Tables 5.13 and 5.14. 
For the recursive regression procedure, we first implement the best linear 
unbiased procedure for 15 periods in order to obtain 15 initial estimates. Our model at 
time p + 1 is 
^p+1 = ^'^p-H(16) •*" V+1 ' 
where Xg is defined in (5.3.23) , 
^p+1 (^p-m+l(P) ^p(P)' ^p+1,1' ^p+l.g) ~ (^p(15)' Zp+l) 
= 23 X 1 vector of 15 initial estimates and the 8 elementary estimates 
obtained from the rotation groups introduced during the 16th period, 
and and , the covariance matrix of , are defined in (5.3.25), 
respectively, with m = 15 . Therefore, the recursive regression estimator of 
and its covariance matrix are given, respectively, by (5.3.27) and (5.3.29) with 























Best linear unbiased coefficients of the estimator of the previous level 
of Civilian Labor Force based on 24 periods under revision of previous 
estimates 
Rotation group by time in sample 
12 3 4 
-0.009024 0.046876 -0.032955 -0.023457 
0.135794 0.133141 0.101970 0.123270 
-0.011508 -0.009343 0.058841 -0.036704 
-0.024558 -0.014271 0.009124 0.040006 
0.026603 -0.021265 -0.004987 0.006162 
0.002762 0.017419 -0.013492 -0.004361 
-0.003321 0.001793 0.010778 -0.008662 
-0.005030 -0.001755 0.000604 0.005464 
0.002088 -0.000258 -0.000973 -0.000644 
0.000874 0.001006 0.005033 0.001326 
0.004314 0.002573 0.002081 0.009050 
0.011842 0.005409 0.003610 0.003735 
-0.014843 0.013129 0.007191 0.006070 
-0.005216 -0.010267 0.011596 0.007588 
-0.007111 -0.005667 0.000065 0.007437 
-0.018164 -0.008226 -0.000981 0.004314 
0.011320 -0.020213 -0.004274 0.000357 
0.003107 0.009350 -0.013044 -0.003670 
0.000235 0.002421 0.007463 -0.009392 
-0.001147 0.000274 0.001895 0.005801 
0.000013 -0.000160 0.000481 0.001582 
-0.001020 -0.001843 0.000837 0.000793 
-0.001336 -0.001853 -0.003728 0.001680 




























Rotation group by time in sample 
5 6 7 8 
-0.019321 0.062991 -0.014499 -0.010611 
0.129957 0.123053 0.120771 0.132045 
-0.017395 -0.015061 0.054682 -0.023511 
-0.035119 -0.020032 0.006769 0.038080 
0.027342 -0.031578 -0.007351 0.005074 
0.003178 0.017642 -0.017701 -0.005447 
-0.002913 0.001918 0.010980 -0.010573 
-0.004333 -0.001638 0.000717 0.005972 
0.001085 -0.000076 -0.000865 -0.000356 
0.000306 -0.015365 0.005207 0.001613 
0.003743 -0.006461 -0.024851 0.009551 
0.010823 -0.003500 -0.011220 -0.020698 
0.006021 -0.002595 -0.007409 -0.007564 
0.006579 0.009885 -0.014182 -0.005983 
0.004604 0.005744 0.011379 -0.016452 
0.002528 0.003216 0.005423 0.011891 
0.005989 0.000037 0.002138 0.004647 
0.000094 0.005241 -0.001703 0.000625 
-0.002778 0.000109 0.003738 -0.001796 
-0.006477 -0.002032 -0.000186 0.001871 
0.004505 -0.004237 -0.001586 -0.000598 
0.001466 0.003943 -0.002812 -0.001364 
0.001119 0.001976 0.004264 -0.002122 
0.002265 0.002795 0.003815 0.007154 
226 
Table 5.14. Best linear unbiased coefficients of the estimator of the previous level 
of Civilian Labor Force based on 24 periods under no revision of 
previous estimates 
Period 
Rotation group by time in sample 
1 2 3 4 
24 0 0 0 0 
23 0.141045 0.142843 0.081964 0.116937 
22 -0.011830 -0.008086 0.065020 -0.044672 
21 -0.026638 -0.015000 0.010133 0.044221 
2a 0.029342 -0.023221 -0.005554 0.006797 
19 0.003140 0.019489 -0.015081 -0.004812 
18 -0.003797 0.002139 0.012554 -0.010089 
17 -0.006594 -0.002130 0.001095 0.006995 
16 0.003134 -0.001833 -0.000940 -0.000170 
15 -0.000972 -0.000135 0.002551 -0.000651 
14 0.003773 0.002315 0.001200 0.008514 
13 0.011635 0.005439 0.003183 0.002893 
12 -0.019865 0.013167 0.006151 0.004716 
11 -0.005906 -0.012612 0.013802 0.009006 
10 -0.007793 -0.006384 -0.000972 0.009202 
9 -0.020102 -0.008976 -0.001387 0.003976 
8 0.011930 -0.021773 -0.004616 0.000355 
7 0.003348 0.009968 -0.014248 -0.003947 
6 0.000206 0.002575 0.007990 -0.010341 
5 -0.001504 0.000183 0.001975 0.006188 
4 0.000598 -0.000512 0.000356 0.001588 
3 -0.000868 -0.001185 0.000556 0.000661 
2 -0.001231 -0.001281 -0.002904 0.001520 
1 -0.001748 -0.001337 -0.002177 -0.004375 
Table 5.14. Continued 
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Rotation group by time in sample 
Period 
5 6 7 8 
24 0 0 0 0 
23 0.127440 0.131537 0.121972 0.136262 
22 -0.021119 -0.014495 0.060182 -0.024999 
21 -0.040587 -0.021460 0.007392 0.041938 
20 0.030225 -0.034790 -0.008307 0.005506 
19 0.003638 0.019714 -0.019987 -0.006101 
18 -0.003307 0.002264 0.012599 -0.012363 
17 -0.005754 -0.002013 0.001119 0.007282 
16 0.002393 -0.001654 -0.000922 -0.000008 
15 -0.001392 -0.001467 0.002560 -0.000492 
14 0.003352 0.001560 -0.029499 0.008786 
13 0.010886 0.004678 -0.013741 -0.024974 
12 0.005399 0.011804 -0.010525 -0.010847 
11 0.008376 0.009434 -0.015619 -0.006481 
10 0.006423 0.006098 0.011491 -0.018065 
9 0.005055 0.003538 0.005668 0.012229 
8 0.006256 0.000372 0.002448 0.005029 
7 0.000138 0.005762 -0.001754 0.000733 
6 -0.003007 0.000203 0.004437 -0.002062 
5 -0.007187 -4X002186 -0.000016 0.002549 
4 0.004729 -0.004700 -0.001625 -0.000434 
3 0.001416 0.003705 -0.002944 -0.001340 
2 0.001025 0.001423 0.003459 -0.002012 
1 0.002226 0.001331 0.002036 0.004044 
Table 5.15. Optimal coefïïdeiits of the rotation group totals for the current level used in forming the recursive 




Rotation group by month in sample 




0.081295 0.1166201 0.1272257 0.1313674 0.122211 0.1365682 0.1414242 0.1432884 
Table 5.16. Optimal coeffidents of the estimates of the preceding levels used 
estimator of the current level (see equation 5.7.5) 
















1 0.0092565 6 0.02743D8 11 4.808 X 10-18 
2 0.0149575 7 0.0289080 12 3.859 X 10-18 
3 0.0221344 8 6.229 X 10-17 13 0.0249200 
4 0.0486536 9 3.409 X 10-16 14 0.1070189 
5 0.0316992 10 3.524 X 10-16 15 0.4673483 
Table 5.17. Entries of the vector ^ defined in (5.3.26) 
h 1^2 ^3 i>i ^5 ^7 ^8 
1.0000000 0.2171110 0.1609311 0.1419749 0.2797028 0.1048410 0.0851749 0.0794024 
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for computing the limiting variances of both revised and unrevised estimates of change 
over several periods is described in detail in the appendix. 
The variances of the alternative estimation procedures under no revision of 
previous estimates, relative to the variance of the basic estimator of current level, for 
each of the characteristics of interest, are presented in Tables 5.18 — 5.20. We define 
the basic estimator of the current level as the simple mean of the elementary estimates 
obtained from the 8 rotation groups at the current period. That is, if denotes the 
basic estimator of 0^ , the parameter of interest at time t , then y^ = 
(l/8)E^_jy^ Q ^ and Var(y^) = cr^/S , where = Var{y^ g for all t and k . 
The basic estimator of change between two periods is the difference between the simple 
means of the 8 elementary estimators obtained at the two periods. The variances of 
the alternative estimators of current level and change over several periods under no 
revision of previous estimates are given in Table 5.18 for employed, Table 5.19 for 
unemployed, and Table 5.20 for Civilian Labor Force. The variances under revision of 
previous estimates are given in Table 5.27 for employed, Table 5.28 for unemployed, 
and Table 5.29 for Civilian Labor Force. Tables 5.21, 5.22, and 5.23 show, 
respectively, the variances of the alternative estimators relative to the present 
composite estimator for employed, unemployed, and Civilian Labor Force, while 
Tables 5.33, 5.34, and 5.35 show, respectively, the relative efficiencies of the 
alternative estimators under revision of previous estimates relative to that under no 
revision of previous estimates, for each of the three characteristics. In Tables 5.24, 
5.25, and 5.26, we present relative efficiencies of the alternative estimators under no 
revision of previous estimates relative to the best linear unbiased estimator for 12 
periods for the three characteristics. The corresponding values for the case of revision 
of previous estimates are presented in Tables 5.30, 5.31, and 5.32. 
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The recursive regression estimator of current level at time p + 1 may be 
written as 
Vl,R + + j^2j^k+m^p+l,k' (5.7.5) 
where s is the number of streams. The coefficients Cj, j = 1, 2, p + s, used in the 
expression (5.7.5) are given in Tables 5.15 and 5.16 for the special case of civilian labor 
force, m = 15 and s = 8. 
The estimator of current level obtained from the recursive regression procedure 
is a more complicated function of the elementary estimators from the rotation groups 
than that obtained from the best linear unbiased estimation. It is a linear function of 
the elementary estimators from the rotation groups at the current period and the 
initial estimates, which are in turn linear combinations of elementary estimates from 
rotation groups for previous periods. The sum of the coefficients of the elementary 
estimators from the rotation groups in the current period is equal to one, but unlike 
the case of best linear unbiased estimation, the sum of the coefficients of the estimates 
of the previous periods is not equal to zero. This sum is equal to 1 minus the sum of 
the products of the coefficients of the rotation group totals for the current month and 
the elements of the vector ^ defined in (5.3.24). This point is illustrated by Tables 
5.15, 5.16 and 5.17. 
The limiting variances of the recursive regression estimators of current level and 
one—period change under both revision and nonrevision of previous estimates, can be 
computed in accordance with the formulas following (5.3.43). A recursive procedure 
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Table 5.18. Variances of alternative estimators of employed relative to the 
variance of the basic estimator of current level; 1987 correlation 













level 1.000 0.862 0.893 0.836 
1—period 
change 0.677 0.511 0.570 0.520 
2—period 
change 1.083 0.813 0.873 0.776 
3—period 
change 1.413 1.065 1.117 0.969 
4—period 
change 1.701 1.279 1.329 1.137 
5—period 
change 1.701 1.363 1.487 1.269 
6—period 














change 1.560 1.255 1.311 1.188 
10—period 
change 1.419 1.154 1.213 1.114 
11—period 
change 1.278 1.061 1.115 1.048 
12-period 
change 1.137 0.992 1.030 0.985 
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level 0.704 0.672 0.661 0.650 
1—period 
change 0.457 0.437 0.432 0.432 
2-period 
change 0.646 0.613 0.603 0.604 
3-period 
change 0.763 0.724 0.709 0.711 
4—period 
change 0.830 0.800 0.782 0.784 
5-period 
change 0.880 0.847 0.827 0.829 
6—period 
change 0.913 0.873 0.853 0.855 
7—period 
change 0.930 0.884 0.863 0.865 
8-period 
change 0.932 0.884 0.857 0.860 
9-period 
change 0.912 0.854 0.828 0.832 
10-period 
change 0.895 0.824 0.799 0.806 
11-period 
change 0.883 0.795 0.772 0.782 
12—period 
change 0.883 0.767 0.747 0.761 
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Table 5.19. Variances of alternative estimators of unemployed relative to the 
variance of the basic estimator of current level; 1987 correlation 
pattern and no revision of previous estimates 
BLUE BLUE 
Basic Present 2 3 
Parameter estimator composite periods periods 
Current 
level 1.000 0.947 0.958 0.941 
1-period 
change 1.155 1.070 1.107 1.090 
2-period 
change 1.490 1.361 1.399 1.368 
3-period 
change 1.686 1.528 1.569 1.516 
4—period 
change 1.830 1.645 1.695 1.630 
5-period 
change 1.830 1.691 1.746 1.685 
6—period 
change 1.830 1.708 1.746 1.713 
7—period 
change 1.830 1.710 1.746 1.705 
8-period 
change 1.830 1.701 1.731 1.690 
9-period 
change 1.787 1.671 1.695 1.659 
10—period 
change 1.745 1.641 1.662 1.631 
11—period 
change 1.703 1.614 1.629 1.605 
12—period 
change 1.660 1.593 1.600 1.581 
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level 0.924 0.918 0.918 0.918 
1—period 
change 1.077 1.073 1.073 1.073 
2—period 
change 1.345 1.338 1.338 1.338 
3—period 
change 1.481 1.473 1.473 1.473 
4—period 
change 1.569 1.563 1.562 1.562 
5—period 
change 1.614 1.607 1.606 1.606 
6—period 
change 1.637 1.628 1.628 1.628 
7-period 
change 1.646 1.637 1.636 1.636 
8—period 
change 1.645 1.635 1.634 1.634 
9-period 
change 1.624 1.614 1.613 1.614 
10—period 
change 1.606 1.595 1.594 1.595 
11—period 
change 1.590 1.578 1.577 1.578 
12—period 
change 1.577 1.563 1.563 1.564 
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Table 5.20. Variances of alternative estimators of Civilian Labor Force relative to 
the variance of the basic estimator of current level; 1987 correlation 













level 1.000 0.868 0.899 0.845 
1—period 
change 0.697 0.538 0.597 0.548 
2—period 
change 1.086 0.828 0.889 0.794 
3—period 
change 1.410 1.076 1.129 0.986 
4—period 
change 1.688 1.283 1.337 1.150 
5—period 
change 1.688 1.364 1.487 1.278 
6—period 
change 1.688 1.392 1.487 1.377 
7—period 
change 1.688 1.391 1.487 1.334 
8—period 
change 1.688 1.362 1.421 1.283 
9—period 
change 1.565 1.277 1.335 1.217 
10—period 
change 1.445 1.191 1.250 1.153 
11—period 
change 1.324 1.111 1.166 1.096 
12—period 
change 1.203 1.052 1.093 1.042 
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level 0.739 0.717 0.709 0.704 
1—period 
change 0.492 0.478 0.474 0.474 
2—period 
change 0.682 0.658 0.651 0.652 
3-period 
change 0.811 0.782 0.773 0.774 
4—period 
change 0.890 0.870 0.858 0.859 
5—period 
change 0.946 0.925 0.912 0.914 
6—period 
change 0.983 0.957 0.945 0.946 
7—period 
change 1.004 0.972 0.960 0.962 
8—period 
change 1.009 0.976 0.960 0.963 
9—period 
change 0.994 0.953 0.938 0.942 
10—period 
change 0.981 0.931 0.917 0.921 
11—period 
change 0.971 0.910 0.896 0.903 
12—period 
change 0.968 0.891 0.878 0.887 
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Table 5.21. Relative efficiencies of alternative estimators of employed relative to 
the variance of the present composite estimator; 1987 correlation 















level 122 128 130 133 
1—period 
change 112 117 118 118 
2-period 
change 126 125 135 135 
3-period 
change 140 147 150 150 
4—period 
change 154 160 164 163 
5—period 
change 155 161 165 164 
6—period 
change 152 159 163 163 
7—period 
change 149 157 161 161 
8—period 
change 145 153 158 157 
9—period 
change 138 147 152 151 
10—period 
change 129 140 144 143 
11—period 
change 120 134 137 136 
12—period 
change 112 129 133 130 
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Table 5.22. Relative efficiencies of alternative estimators of unemployed relative 
to the variance of the present composite estimator; 1987 correlation 















level 103 103 103 103 
1—period 
change 100 101 101 101 
2—period 
change 105 105 105 105 
3—period 
change 108 109 109 109 
4—period 
change 110 110 110 110 
5—period 
change 111 111 111 111 
6—period 
change 111 111 111 111 
7-period 
change 111 111 111 111 
8—period 
change 111 111 111 111 
9—period 
change 111 111 111 111 
10—period 
change 110 111 111 111 
11—period 
change 110 111 111 111 
12—period 
change 110 110 110 111 
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Table 5.23. Relative efficiencies of alternative estimators of Civilian Labor Force 
relative to the present composite estimator; 1987 correlation pattern 





























































































Table 5.24. Relative efficiencies of alternative estimators of employed relative to 
the 12—period best linear unbiased estimator; 1987 correlation 
pattern and no revision of previous estimates 
BLUE BLUE Recursive 
16 24 regression 
Parameter periods periods estimât 
Current 
level 105 107 108 
1—period 
change 105 106 106 
2—period 
change 105 107 107 
3—period 
change 105 108 107 
4-period 
change 104 106 106 
5—period 
change 104 106 106 
6—period 
change 105 107 107 
7—period 
change 105 108 108 
8—period 
change 105 109 108 
9—period 
change 107 110 110 
10—period 
change 109 112 111 
11—period 
change 111 114 113 
12—period 
change 115 118 116 
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Table 5.25. Relative efficiencies of alternative estimators of unemployed relative 
to the 12—period best linear unbiased estimator 













































































Table 5.26. Relative efEiciencies of alternative estimators of Civilian Labor Force 
relative to the 12—period best linear unbiased estimator; 1987 
correlation pattern and no revision of previous estimates 
BLUE BLUE Recursive 
16 24 regression 
Parameter periods periods estimator 
Current 
level 103 104 105 
1—period 
change 103 104 104 
2—period 
change 104 105 105 
3—period 
change 102 104 104 
4—period 
change 102 103 104 
5—period 
change 102 104 104 
6—period 
change 103 104 104 
7—period 
change 103 105 104 
8—period 
change 103 105 105 
9—period 
change 104 106 106 
10—period 
change 105 107 107 
11—period 
change 107 108 108 
12—period 
change 109 110 109 
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Table 5.27. Variances of alternative estimators of employed relative to the 
variance of the basic estimator of current level; 1987 correlation 















level 0.704 0.672 0.661 0.650 
1—period 
change 0.402 0.398 0.397 0.397 
2—period 
change 0.567 0.555 0.553 0.553 
3—period 
change 0.679 0.658 0.653 0.652 
4—period 
change 0.765 0.737 0.723 0.722 
5—period 
change 0.821 0.790 0.767 0.766 
6—period 
change 0.854 0.824 0.793 0.790 
7—period 
change 0.866 0.842 0.803 0.799 
8—period 
change 0.861 0.833 0.797 0.792 
9—period 
change 0.829 0.793 0.764 0.758 
10—period 
change 0.805 0.753 0.732 0.726 
11—period 
change 0.802 0.717 0.702 0.696 
12—period 
change NAi 0.688 0.678 0.670 
NAk Not available 
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Table 5.28. Variances of alternative estimators of unemployed relative to the 
variance of the basic estimator of current level; 1987 correlation 




























































































NA^: Not available 
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Table 5.29. Variances of alternative estimators of Civilian Labor Force relative to 
the basic estimator of current level; 1987 correlation pattern and 















level 0.739 0.717 0.709 0.704 
1—period 
change 0.437 0.435 0.435 0.435 
2—period 
change 0.600 0.593 0.592 0.592 
3—period 
change 0.721 0.708 0.704 0.704 
4—period 
change 0.812 0.795 0.786 0.785 
5—period 
change 0.873 0.855 0.839 0.838 
6—period 
change 0.911 0.892 0.871 0.870 
7—period 
change 0.930 0.913 0.886 0.884 
8—period 
change 0.933 0.911 0.886 0.883 
9-period 
change 0.914 0.882 0.861 0.857 
10—period 
change 0.905 0.853 0.836 0.832 
11—period 
change 0.915 0.827 0.814 0.809 
12—period 
change NAi 0.826 0.795 0.788 
NAk Not available 
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Table 5.30. Relative ejBiciencies of alternative estimators of employed relative ti 
the 12—period best linear unbiased estimator; 1987 correlation 












level 105 107 108 
1—period 
change 101 101 101 
2—period 
change 102 103 " 102 
3—period 
change 103 104 104 
4—period 
change 104 106 106 
5—period 
change 104 107 107 
6—period 
change 104 108 108 
7—period 
change 103 108 108 
8—period 
change 103 108 109 
9—period 
change 105 109 109 
10—period 
change 107 110 111 
11—period 
change 112 114 115 
12—period 
change NAi NAi NAI 
NAk Not available 
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Table 5.31. Relative efficiencies of alternative estimators of unemployed relative 
to the 12—period best linear unbiased estimator; 1987 correlation 












level 101 101 101 
1—period 
change 100 100 100 
2—period 
change 100 100 100 
3—period 
change 100 101 101 
4—period 
change 101 101 101 
5—period 
change 101 101 101 
6—period 
change 100 101 101 
7—period 
change 100 101 101 
8—period 
change 100 101 101 
9—period 
change 101 101 101 
10—period 
change 101 102 102 
11—period 
change 103 104 104 
12—period 
change NAi NAi NAi 
NAi: Not available 
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Table 5.32. Relative efficiencies of alternative estimators of Civilian Labor Force 
relative to the 12—period best linear unbiased estimator; 1987 












































































NAk Not available 
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Breau and Ernst (1983) determined the number of months necessary for the 
best linear unbiased estimator to achieve a reduction in variance greater than the 
generalized composite estimator (See Section 2.1.). They discovered that no more than 
seven months (in the case of estimation of current level), and only three months (in the 
case of estimation of one—period change) are necessary for the best linear unbiased 
estimator to do better than the generalized composite estimator. In accordance with 
this result, the best linear unbiased estimation procedure for twelve, sixteen, and 
twenty—four periods produce more efficient estimators of both current level and 
one—period change than the present composite estimator, which is a special case of the 
generalized composite estimator. 
5.7.1. Estimation of Current Level 
In general, the best linear unbiased procedure becomes more statistically 
efficient as the number of periods increases. For all the characteristics of interest, the 
results reveal that more than three periods are required for the best linear unbiased 
procedure to be uniformly more efficient than the present composite estimator, in 
estimating current level. Therefore, for our comparison of the alternative estimators, 
we shall concentrate on the best linear unbiased estimators for periods twelve and 
above. 
For twelve periods or more, there is a substantial improvement in the precision 
of the estimate of current level from using the best linear unbiased procedure. The 
gain in precision is highest for Employed: 22% for the best linear unbiased estimator 
for 12 periods, 28% for the best linear unbiased estimator for 16 periods, 30% for the 
best linear unbiased estimator for 24 periods, and 33% for the recursive regression 
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estimator. The corresponding figures for Civilian Labor Force are 18%, 21%, 22%, and 
23%. The gain in precision is least for unemployed, where there is a gain in precision 
of 3% for all the estimators. See Tables 5.21, 5.22, and 5.23. These results are a 
reflection of the correlation patterns of the characteristics. The average 
time-in—sample correlations are strongest for employed, moderate for Civilian Labor 
Force, and weakest for unemployed. See Table 5.2. 
It can be seen from Tables 5.24, 5.25, and 5.26 that relative to the best linear 
unbiased.estimator for 12 periods, for employed, the gain in precision is 5% for the best 
linear unbiased estimator for 16 periods, 7% for the best linear unbiased estimator for 
24 periods, and 8% for the recursive regression estimator. For Civilian Labor Force, 
the corresponding figures are 3%, 4%, and 5%, and for unemployed, there is hardly any 
improvement in the precision of the estimates (only 1% for best linear unbiased 
estimators for 16 and 24 periods, as well as for the recursive regression estimator). 
5.7.2. Estimation of Change Under No Revision of Previous Estimates 
For all the characteristics under consideration, there is a substantial 
improvement in the efficiency of the estimation of change from using the alternative 
estimators instead of the present composite estimator. The gain in precision increases 
as the number of periods increases and the length of the interval of change increases. 
The gain is modest for one—period change, then increases substantially, reaching a 
maximum value at the five—period change for all characteristics. The gain then 
decreases slightly. In the case of the recursive regression estimator, the maximum gain 
in estimated change is 64% for employed, 11% for unemployed, and 49% for Civilian 
Labor Force. 
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Relative to the twelve—period best linear unbiased estimator, there is only a 
modest gain inefficiency of the alternative estimators for employed and Civilian Labor 
Force. There is hardly any gain in precision for unemployed. 
5.7.3. Estimation of Change Under Revision of Previous Estimates 
The relative precisions of the alternative estimators relative to the best linear 
unbiased estimator for 12 periods, under revision of previous estimates are given in 
Table 5.30 for employed. Table 5.31 for unemployed, and Table 5.32 for Civilian Labor 
Force. In general, the gains in precision of the alternative estimators are slightly less 
than those obtained relative to the present composite estimator when previous 
estimates are not revised. However, for aU the characteristics under consideration, this 
gain in precision is monotonicaliy increasing as the interval of change increases. As in 
the case of estimation of change under no revision (Section 5.7.2), the gains in precision 
of estimators of unemployed under revision of previous estimates are smaller than 
those for Civilian Labor Force and employed. 
An examination of the last colunms of Tables 5.33, 5.34, and 5.35 reveals that a 
modest gain in efficiency is possible if one is willing to revise previous estimates when 
more data become available. The maximum gain is for twelve—period change and is 
about 14% for employed, about 4% for unemployed, and about 13% for Civilian Labor 
Force. 
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Table 5.33. Relative efficiencies of alternative estimators of employed under 
revision of previous estimates relative to the variance of the 
















level 100 100 100 100 
1—period 
change 114 110 109 109 
2—period 
change 114 111 109 109 
3—period 
change 112 110 109 109 
4—period 
change 109 109 108 109 
5—period 
change 107 107 108 108 
6—period 
change 107 106 108 108 
7—period 
change 107 105 108 108 
8—period 
change 108 106 108 109 
9—period 
change 110 108 108 110 
10—period 
change 111 109 109 111 
11—period 
change 110 111 110 112 
12—period 
change NAi 112 110 114 
NA k Not available 
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Table 5.34. Relative efficiencies of alternative estimators of unemployed under 
revision of previous estimates relative to the variance of the 





























































































NAk Not available 
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Table 5.35. Relative efficiencies of alternative estimators of Civilian Labor Force 
under revision of previous estimates relative to the variance of the 





























































































NAk Not available 
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5.7.4. Estimation of Unemployment Rate 
The variances of the alternative estimators of the rate of unemployment under 
no revision of previous estimates are given in Table 5.36. The relative efficiencies of 
the alternative estimators relative to the present composite estimator and to the best 
linear unbiased estimator for 2 periods are given respectively in Table 5.37 and 
Table 5.38. The computations are based on the assumption that unemployed and 
Civilian Labor Force are independent. Since the variance of the estimator of 
unemployed is the dominant component in the formulas for the variance of 
unemployment rate [See (5.6.1) and (5.6.3)], the variances of alternative estimators of 
unemployment rate are approximately the same as those for unemployed. There are 
only modest gains in the precision of the alternative estimators relative to both the 
present composite estimator and the best linear unbiased estimator based on 2 periods. 
5.7.5. Comparison of Rotation Desipig 
The results of the comparison of alternative estimators and rotation designs are 
given in Tables 5.39 — 5.50. Alternative estimators of current level, change in level 
over an interval of several periods, and average level over time are compared. The 
performance of the estimators under the intermittent 4—8—4 rotation design and two 
continuous rotation designs are also compared. The continuous rotation designs were 
investigated on the presumption that they are easier to implement in the field and 
require less record keeping in the office. Also, the optimal least squares estimator is 
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_n 
Table 5.36. Variances of alternative estimators (*10 ) of the unemployment 
rate under no revision of previous estimates; 1987 correlation pattern 
BLUE BLUE 
Basic Present 2 3 
Parameter estimator composite periods periods 
Current 
level 1.844 1.743 1.764 1.732 
1—period 
change 2.115 1.956 2.024 1.992 
2—period 
change 2.735 2.493 2.564 2.503 
3—period 
change 3.100 2.802 2.878 2.777 
4—period 
change 3.370 3.021 3.113 2.989 
5—period 
change 3.370 3.107 3.211 3.093 
6—period 
change 3.370 3.138 3.211 3.147 
7—period 
change 3.370 3.143 3.211 3.131 
8—period 
change 3.370 3.125 3.181 3.103 
9—period 
change 3.286 3.068 3.113 3.044 
10—period 
change 3.207 3.012 3.050 2.991 
11—period 
change 3.128 2.959 2.988 2.943 
12—period 
change 3.047 2.920 2.934 2.897 
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level 1.697 1.687 1.686 1.685 
1—period 
change 1.966 1.959 1.958 1.958 
2—period 
change 2.458 2.445 2.444 2.444 
3—period 
change 2.710 2.695 2.693 2.693 
4—period 
change 2.871 2.860 2.858 2.858 
5—period 
change 2.955 2.940 2.939 2.939 
6—period 
change 2.997 2.981 2.979 2.979 
7—period 
change 3.015 2.996 2.995 2.995 
8—period 
change 3.011 2.993 2.991 2.991 
9—period 
change 2.974 2.955 2.953 2.953 
10—period 
change 2.940 2.919 2.918 2.918 
11—period 
change 2.911 2.888 2.886 2.887 
12—period 
change 2.888 2.860 2.859 2.861 
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Table 5.37. Relative efficiencies of alternative estimators of unemployment rate 
relative to the present composite estimator; 1987 correlation pattern 













































































































Table 5.38. Relative efficiencies of alternative estimators of unemployment rate 
relative to the 2—period best linear unbiased estimator; 1987 


















level 102 104 105 105 105 
1—period 
change 102 103 103 103 103 
2—period 
change 102 104 105 105 105 
3—period 
change 104 106 107 107 107 
4—period 
change 104 108 109 109 109 
5—period 
change 104 109 109 109 109 
6—period 
change 102 107 108 108 108 
7—period 
change 103 107 107 107 107 
8—period 
change 103 106 106 106 106 
9—period 
change 102 105 105 105 105 
10—period 
change 102 104 105 105 105 
11—period 
change 102 103 104 104 104 
12—period 
change 101 102 103 103 103 
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Table 5.39. Variances of alternative estimators of employed; variance of basic 

















Current level 0.862 0.653 0.761 0.759 
1—period change 0.511 0.432 0.395 0.434 
2—period change 0.813 0.604 0.559 0.619 
3—period change 1.065 0.710 0.669 0.747 
4—period change 1.279 0.783 0.731 0.829 
5—period change 1.363 0.828 0.782 0.901 
6—period change 1.390 0.854 0.828 0.970 
7—period change 1.388 0.863 0.874 1.026 
8—period change 1.353 0.858 0.960 1.071 
9—period change 1.255 0.830 0.960 1.108 
10—period change 1.154 0.803 0.993 1.139 
11-period change 1.061 0.779 1.021 1.165 
12—period change 0.992 0.758 1.046 1.186 
12—period average 0.369 0.326 0.440 0.394 
Change in 
12—period 
averages 0.248 0.162 0.365 0.403 
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Table 5.40. Variances of alternative estimators of unemployed; variance of basic 
estimator of current level equals one 
Best Best 
Present Best estimator estimator 
Quantity composite estimator 8—in— 6—in— 
estimated estimator 4-8-4 then—out then-out 
Current level 0.947 0.918 0.944 0.938 
1-period change 1.070 1.073 1.003 1.051 
2—period change 1.361 1.338 1.250 1.312 
3—period change 1.528 1.473 1.372 1.443 
4—period change 1.645 1.562 1.473 1.543 
5—period change 1.691 1.606 1.533 1.607 
6—period change 1.708 1.628 1.577 1.655 
7—period change 1.710 1.636 1.612 1.686 
8—period change 1.701 1.634 1.642 1.705 
9—period change 1.671 1.614 1.663 1.719 
10—period change 1.641 1.595 1.678 1.727 
11—period change 1.614 1.578 1.688 1.733 
12—period change 1.593 1.564 1.696 1.737 
12—period average 0.255 0.249 0.301 0.266 
Change in 
12—period averages 0.273 0.262 0.372 0.359 
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Table 5.41. Variances of alternative estimators of Civilian Labor Force; variance 
of basic estimator of current level equals one 
Best Best Best 
Present estimator estimator estimator 
Quantity composite estimator 8—in— 6—in— 
estimated estimator 4-8^ then—out then—out 
Current level 0.868 0.706 0.796 0.783 
1—period change 0.538 0.474 0.430 0.470 
2—period change 0.828 0.652 0.589 0.651 
3—period change 1.076 0.774 0.709 0.786 
4—period change 1.283 0.859 0.793 0.883 
5—period change 1.364 0.913 0.858 0.962 
6—period change 1.392 0.946 0.913 1.032 
7—period change 1.391 0.961 0.963 1.088 
8—period change 1.362 0.962 1.010 1.133 
9—period change 1.277 0.941 1.049 1.170 
10—period change 1.191 0.920 1.083 1.199 
11—period change 1.111 0.902 1.111 1.223 
12—period change 1.052 0.886 1.135 1.242 
12—period average 0.369 0.346 0.448 0.396 
Change in 
12—period averages 0.259 0.206 0.393 0.413 
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Table 5.42. Relative efficiencies of alternative estimators of employed relative to 














Current level 132 113 114 
1—period change 118 129 118 
2—period change 135 145 131 
3—period change 150 159 143 
4—period change 163 175 154 
5-period change 165 174 151 
6—period change 163 168 143 
7—period change 161 159 135 
8—period change 158 147 126 
9—period change 151 131 113 
10—period change 144 116 101 
11—period change 136 104 91 
12—period change 131 95 84 
12—period average 113 84 94 
Change in 
12—period averages 153 68 62 
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Table 5.43. Relative efGciencies of alternative estimators of unemployed relative 














Current level 103 100 101 
1—period change 100 107 102 
2-period change 102 109 104 
3—period change 104 111 106 
4—period change 105 112 107 
5-period change 105 110 105 
6—period change 105 108 103 
7-period change 105 106 101 
8-period change 104 104 100 
9—period change 104 101 97 
10—period change 103 98 95 
11—period change 102 96 93 
12—period change 102 94 92 
12—period average 102 85 96 
Change in 
12—period averages 104 73 76 
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Table 5.44. Relative efficiencies of alternative estimators of Civilian Labor Force 
relative to the present composite estimator 
Best Best 
Best estimator estimator 
Quantity estimator 8-in— 6-in— 
estimated 4 8 4 then-out then—out 
Current level 123 109 111 
1—period change 114 125 115 
2—period change 127 141 127 
3—period change 139 141 137 
4—period change 149 162 145 
5—period change 149 159 142 
6—period change 147 153 135 
7—period change 145 144 128 
8—period change 142 135 120 
9—period change 136 122 109 
10—period change 130 110 99 
11—period change 123 100 91 
12—period change 119 93 85 
12—period average 107 82 93 
Change in 
12—period averages 126 66 63 
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easier to construct for the continuous designs than for an intermittent design such as 
the 4-8—4 rotation design. 
For the rest of our discussion, we consider only the estimation of employed, 
unemployed, and Civilian Labor Force. As already mentioned, results for 
unemployment rate are virtually identical to those of unemployed and are therefore 
omitted from the comparison. Estimators include the present composite estimator, the 
first order composite estimator and the best estimator. The best estimator used in 
these comparisons is the best linear unbiased estimator of current level based on 36 
periods. The efficiency of the 36—period estimator is virtually the same as that of the 
recursive regression estimator. The variances of the various estimators relative to the 
ratio estimator of the current level are given in Table 5.39 for employed. Table 5.40 for 
unemployed, and Table 5.41 for Civilian Labor Force. None of the estimators are 
adjusted for time—in—sample effects. Furthermore, previous estimates are not revised 
when more observations are obtained. 
For all rotation schemes under consideration, there is some improvement in the 
precision of the estimators of current level from using the best estimator relative to the 
present composite estimator. As seen in Table 5.42, the gain is highest for employed 
where, under the 4—8—4 rotation scheme, the variance of the best estimator of current 
level is only 92% of that of the present composite estimator. 
The relative precision of the best estimators of change relative to the present 
composite estimator depends on the rotation design. From Table 5.42, we see that 
under the 4—8—4 rotation scheme, there is some gain in precision, which increases as 
the interval of change increases. For employed, the variance of the best estimator is 
85% of the variance of the present composite estimator in estimating one—period 
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change, 61% of the variance of the present composite estimator in estimating 
six—period change, and 96% of the variance of the present composite estimator in 
estimating twelve—period change. 
For estimating twelve-period averages, the present composite estimator is 
about 13% less efficient than the best estimator and for estimating change in 
twelve—period averages, it is about 53% less efficient, as can be seen firom the first 
column of Table 5.42. Similar results are obtained for Civilian Labor Force and these 
are shown in Tables 5.41 and 5.44. For unemployed, there are only modest gains in 
precision from using the best estimator relative to the present composite estimator, as 
shown in the first column of Tables 5.40 and 5.43. 
It can be seen from Tables 5.42 and 5.44 that for both employed and Civilian 
Labor Force, there is some gain in precision for estimation of current level from using 
the best estimator instead of the present composite estimator. Again, the highest gains 
in precision are for employed (13% and 14%, respectively under the 8—in—then—out and 
6—in—then—out scheme). There is no such gain in precision for unemployed (see first 
row of Table 5.43). The relative precision of the best estimators of change relative to 
the present composite estimator depends on the rotation scheme. For the 
8—in—then—out scheme, for employed, we see from the second columns of Tables 5.39 
and 5.42 that the gain in precision steadily increases as the interval of change 
increases, reaching a maximum value of 75% for four—period change and then declining 
to about 4% for eleven—period change. 
The results for unemployed and Civilian Labor Force are similar but with the 
magnitudes of the gains reduced for Civilian Labor Force and further reduced for 
unemployed (see second column of Tables 5.43 and 5.44). 
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For the 6^n—then-out scheme and for all characteristics, the gain in precision 
for the best estimator of change relative to the present composite estimator increases 
as the interval of change increases, reaching a maximum of 54% for employed, 7% for 
unemployed, and 45% for Civilian Labor Force, for four—period change in each case. It 
then declines steadily. The parameters for which the best estimator of change becomes 
less efficient than the present composite estimator under the 64in—then—out scheme 
are change beyond an interval of ten periods for employed and an interval of nine 
periods for unemployed and Civilian Labor Force (see the third columns of Tables 
5.42, 5.43 and 5.44). 
For estimation of twelve—period change, twelve—period average and change in 
twelve—period averages, the best estimators (where best is for current level) for both 
continuous rotation designs and for all characteristics are less efficient than the present 
composite estimator, as can be seen firom the last three rows, second and third columns 
of Tables 5.42, 5.43, and 5.44. The greatest loss in precision as a result of using the 
best estimator instead of the present composite estimator is for employed where, under 
the 6—in—then—out scheme, the best composite estimator of change in twelve—period 
averages is 38% less efficient than the present composite estimator (see the last 
column of Table 5.42). 
In Tables 5.45, 5.46, and 5.47, we compare the variances of the estimators of the 
form of the present composite estimator for employed, unemployed, and Civilian Labor 
Force, respectively. In each case, the first column contains estimated variances for the 
present composite estimator. The other columns contain estimated variances of the 
first order composite estimator under the various rotation designs. The first order 
composite estimator is constructed to give approximately optimum estimators of 
current level under the assumption of autoregressive errors. 
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The relative efficiencies of the alternative estimators relative to the present 
composite estimator are given in Table 5.42—5.44 and Tables 5.48—5.50 for all the 
characteristics and rotation designs mider consideration. 
Under the 4 8-4  rotation scheme, there are modest gains in the precision of 
estimation of current level from using the first order composite estimator instead of the 
present composite estimator. The gain is 9% for employed, 1% for unemployed, and 
8% for Civilian Labor Force (see Tables 5.48, 5.49, and 5.50). However, for employed 
and Civilian Labor Force, the first order composite estimator of change under the 
4—8—4 rotation scheme is clearly superior to the present composite estimator. For both 
characteristics, the maximum gain in precision of the first order composite estimator of 
change relative to the present composite estimator occurs in the estimation of 
four—period change (28% for employed and 23% for Civilian Labor Force). In 
estimating current level and change up to twelve periods under the 4—8—4 rotation 
scheme, the first order composite estimator has roughly the same efficiency as the 
present composite estimator (see the first column of Table 5.49). 
The results for the continuous rotation schemes are similar. For employed and 
Civilian Labor Force, there are modest gains in precision from using the first order 
composite estimator instead of the present composite estimator (see second and third 
rows of Tables 5.48 and 5.50). For estimating change, the gain in precision of the first 
order composite estimator relative to the present composite estimator increases as the 
interval of estimation increases, reaching a maximum for four—period change for aU 
characteristics and both rotation schemes. It then declines steadily. For employed, 
the maximum gain in precision of the first order composite estimator of change relative 
to the present composite estimator is 54% for the 8—in—then—out scheme and 38% for 
the 6—in—then—out scheme (see Table 5.48). For unemployed, the corresponding 
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Table 5.45. Variances of alternative composite estimators of employed; variance 




















Current level 0.862 0.790 0.826 0.800 
1—period change 0.511 0.482 0.417 0.457 
2—period change 0.813 0.706 0.605 0.666 
3—period change 1.065 0.868 0.742 0.819 
4—period change 1.279 1.003 0.832 0.929 
5—period change 1.363 1.084 0.912 1.031 
6—period change 1.390 1.127 0.989 1.133 
7—period change 1.388 1.141 1.067 1.205 
8—period change 1.353 1.128 1.147 1.254 
9—period change 1.255 1.086 1.204 1.289 
10—period change 1.154 1.042 1.246 1.313 
11—period change 1.061 0.996 1.276 1.329 
12—period change 0.992 0.951 1.298 1.341 
12—period average 0.369 0.380 0.454 0.388 
Change in 
12—period 
averages 0.248 0.263 0.473 0.450 
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Table 5.46. Variances of alternative composite estimators of unemployed; 




















Current level 0.947 0.942 0.961 0.952 
1—period change 1.070 1.090 1.011 1.060 
2—period change 1.361 1.370 1.267 1.331 
3-period change 1.528 1.526 1.399 1.474 
4—period change 1.645 1.643 1.510 1.588 
5—period change 1.691 1.687 1.581 1.666 
6—period change 1.708 1.702 1.635 1.729 
7—period change 1.710 1.703 1.679 1.755 
8—period change 1.701 1.694 1.720 1.766 
9—period change 1.671 1.662 1.738 1.770 
10—period change 1.641 1.633 1.746 1.772 
11—period change 1.614 1.606 1.749 1.773 
12—period change 1.593 1.580 1.751 1.774 
12—period average 0.255 0.250 0.301 0.261 
Change in 
12—period 
averages 0.273 0.264 0.388 0.363 
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Table 5.47. Variances of alternative composite estimators of Civilian Labor Force; 




















Current level 0.868 0.806 0.844 0.818 
1—period change 0.538 0.516 0.449 0.491 
2—period change 0.828 0.737 0.628 0.693 
period change 1.076 0.904 0.769 0.851 
4—period change 1.283 1.042 0.875 0.973 
5—period change 1.364 1.124 0.964 1.080 
6—period change 1.392 1.167 1.045 1.181 
7—period change 1.391 1.181 1.121 1.249 
8—period change 1.362 1.170 1.197 1.296 
9—period change 1.277 1.130 1.250 1.327 
10—period change 1.191 1.090 1.288 1.348 
11—period change 1.111 1.048 1.314 1.363 
12—period change 1.052 1.007 1.333 1.372 
12—period average 0.369 0.378 0.454 0.388 
Change in 
12—period averages 0.259 0.270 0.473 0.449 
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Table 5.48. Relative efficiencies of composite estimators of employed relative to 















Current level 109 104 108 
1—period change 106 123 112 
2—period change 115 134 122 
3—period change 123 144 130 
4—period change 128 154 138 
5-period change 126 150 132 
6—period change 123 141 123 
7—period change 122 130 115 
8—period change 120 118 108 
9—period change 116 104 97 
10—period change 111 93 88 
11—period change 107 83 80 
12—period change 104 76 74 
12—period average 103 81 95 
Change in 
12—period averages 94 52 55 
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Table 5.49. Relative efficiencies of alternative composite estimators of 















Current level 101 99 100 
1—period change 98 106 101 
2—period change 99 107 102 
3—period change 100 109 104 
4—period change 100 109 104 
5—period change 100 107 102 
6—period change 109 105 99 
7—period change 100 102 97 
8—period change 100 99 96 
9—period change 101 96 94 
10—period change 101 94 93 
11—period change 101 92 91 
12—period change 101 91 90 
12—period average 102 85 102 
Change in 
12—period averages 103 70 75 
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Table 5.50. Relative efficiencies of alternative composite estimators of Civilian 















Current level 108 103 106 
1—period change 104 120 110 
2—period change 112 132 120 
3—period change 119 140 126 
4—period change 123 147 132 
5—period change 121 142 126 
6—period change 119 133 118 
7—period change 118 124 111 
8—period change 116 114 105 
9-period change 113 102 96 
10—period change 109 93 88 
11—period change 106 85 82 
12—period change 105 79 77 
12—period average 98 81 95 
Change in 
12—period averages 96 55 58 
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figures are 9% and 4% (see Table 5.49), and for Civilian Labor Force, they are 47% 
and 32% (see Table 5.50). 
For estimating twelve—period averages and change in twelve—period averages, 
the first order composite estimator is less efficient than the present composite 
estimator for all characteristics and all rotation designs except for twelve—period 
average for employed under the 4-8—4 rotation scheme and both twelve-period 
averages and change in twelve-period averages for unemployed under the 4-8—4 
rotation scheme. In these instances, there are modest gains in efficiency from using the 
first order composite estimator rather than the present composite estimator. 
Finally, we discuss the effects of time—in—sample effects on the variances of the 
alternative estimators of current level and change, using the best linear unbiased 
estimator based on 24 periods and the recursive regression estimator for illustration. 
As mentioned in Section 5.4, in the presence of time-4n—sample effects, the alternative 
estimators of current level and change aie biased relative to the mean of the basic 
estimator. Under the added restriction that the sum of the time—in—sample effects is 
zero, the variances of all estimators of current level and change are expected to be 
greater than those obtained under the assumption of no time—in—sample effects. The 
loss in efficiency due to estimating time—in-sample effects is a function of the 
estimability restriction and of the length of period used to estimate the 
time—in—sample effects. 
The variances of the 24—period best linear unbiased estimator of current level 
and change over several periods in the presence of time—in—sample effects are 
presented in Table 5.51 for employed, unemployed, and Civilian Labor Force. 
It can be seen from Tables 5.51 and 5.54 that in estimating current level, there 
is an increase in variance of about 10% for employed and about 8% for Civilian Labor 
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Force as a resuit of incorporating time-in—sample effects. For estimation of change, 
the increase in variance rises monotonically as the interval of change increases for both 
characteristics. For employed, the increase in variance is about 4% for one—period 
change, about 10% for six—period change and about 20% for twelve—period change. 
The corresponding values for Civilian Labor Force are 4%, 8%, and 14%. For 
unemployed, there is virtually no increase in the variances of the alternative estimators 
of current level and change due to time—in-sample effects (see second column of 
Table 5.4.9). 
The variances of the recursive regression estimator of current level and change 
for all characteristics, in the presence of time—in—sample effects are presented in Table 
5.52 (for the case of revision of previous estimates) and Table 5.53 (for the case of 
nonrevision of previous estimates. When previous estimates are revised, there is 
virtually no increase in the variances of the recursive regression estimator in estimating 
change and only a modest increase in the variance in estimating current level 
(compare Table 5.52 with the last columns of Tables 5.21, 5.22, and 5.23). When 
previous estimates are not revised, there are modest increases in the variance of the 
recursive regression estimator of change due to time—in—sample effects for employed 
and Civilian Labor Force, but no increase in variance due to time—in-sample effects 
for unemployed. When previous estimates are revised, there is virtually no increase in 
the variances of the recursive regression estimator in estimating change and only a 
modest increase in the variance in estimating current level (compare Table 5.52 with 
the last columns of Tables 5.21, 5.22, and 5.23). When previous estimates are not 
revised, there are modest increases in the variance of the recursive regression estimator 
of change due to time—in—sample effects for employed and Civilian Labor Force, but no 
increase in variance due to time-in—sample effects for unemployed. 
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Table 5.51. Variances of the best linear unbiased estimator based on 24 periods in 
the presence of time-in—sample effects variance of the basic 
estimator of current level equals one; 1987 correlation pattern and no 






Current level 0.729 0.928 0.763 
1—period change 0.449 1.089 0.490 
2—period change 0.635 1.348 0.682 
3—period change 0.754 1.487 0.816 
4—period change 0.839 1.578 0.911 
5—period change 0.895 1.623 0.974 
6—period change 0.931 1.646 1.015 
7—period change 0.952 1.656 1.039 
8—period change 0.958 1.655 1.047 
9—period change 0.943 1.635 1.035 
10—period change 0.930 1.617 1.023 
11—period change 0.920 1.602 1.014 
12—period change 0.914 1.589 1.009 
iThe estimator is constructed so that the expected value of the estimator equals the 
expected value of the average of the eight elementary estimators. 
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Table 5.52. Variances of the recursive regression estimator in the presence of 
time—in—sample effects variance of the basic estimator of current 







Current level 0.688 0.923 0.733 
1—period change 0.398 1.042 0.436 
2—period change 0.555 1.296 0.595 
3—period change 0.656 1.427 0.708 
4—period change 0.727 1.516 0.791 
5—period change 0.771 1.559 0.845 
6—period change 0.797 1.581 0.877 
7—period change 0.806 1.590 0.892 
8—period change 0.800 1.587 0.892 
9—period change 0.766 1.565 0.866 
10—period change 0.735 1.544 0.841 
11—period change 0.706 1.526 0.819 
12—period change 0.683 1.511 0.801 
iThe estimator is constructed so that the expected value of the estimator equals the 
expected value of the average of the eight elementary estimators. 
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Table 5.53. Variances of the recursive regression estimator in the presence of 
time-in—sample effectsvariance of the basic estimator of current 







Current level 0.688 0.923 0.733 
1—period change 0.438 1.075 0.480 
2—period change 0.614 1.342 0.663 
3—period change 0.725 1.479 0.789 
4—period change 0.801 1.569 0.877 
5—period change 0.849 1.613 0.934 
6—period change 0.878 1.635 0.970 
7—period change 0.891 1.644 0.987 
8—period change 0.889 1.642 0.990 
9—period change 0.864 1.622 0.972 
10—period change 0.842 1.603 0.954 
11—period change 0.822 1.587 0.939 
12—period change 0.807 1.573 0.926 
^The estimator is constructed so that the expected value of the estimator equals the 
expected value of the average of the eight elementary estimators. 
Table 5.54. Percentage increase in variances of alternative estimators due to estimation of time-in-«ample effects; 
1987 rotation pattern and no revision of previous estimates 
Parameter 
BLUE for 24 periods Recursive regression estimator 
Employed 
Civilian 
Unemployed Labor Force Employed Unemployed 
Civilian 
Labor Force 
Current level 10 1 8 6 1 4 
1—period change 4 1 3 1 0 1 
2-period change 5 1 5 2 0 2 
3-period change 6 1 6 1 0 2 
4—period change 7 1 6 2 0 2 
5—period change 9 1 7 2 0 2 
6—period change 9 1 8 3 0 3 
7—period change 10 1 9 3 1 3 
8—period change 12 1 9 3 1 3 
9—period change 14 1 10 4 1 3 
10—period change 16 1 12 5 1 4 
11—period change 19 2 13 5 1 4 
12—period change 22 2 15 6 1 4 
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5.7.6. Condnsions 
The main conclusions emerging from the variance computations in Section 5.7 
can be summarized as follows: 
1. For all rotation designs and all characteristics under consideration, there 
are alternative estimation procedures with a variance of the current level 
smaller than that of the present composite estimator. 
2. For estimation of change under the 4—8—4 rotation design, the gain in 
precision of the alternative estimators relative to the present composite 
estimator increases as the interval of change increases. For the 
continuous rotation schemes, there is a gain in precision up to about 7 
periods (for the 8-in—then—out scheme) and to about 5 periods (for the 
6—in—then-out scheme) for aU characteristics. 
3. For estimation of change under all rotation designs, a modest gain in 
efficiency is possible if one is willing to revise previous estimates. This is 
due to the fact that revised estimates are based on more observations 
than unrevised estimates. 
4. There is no appreciable gain in the precision of the alternative estimators 
as the number of periods of data used in the estimation is increased 
beyond 24 periods. The lack of appreciable gain in precision of the 
recursive regression estimator relative to the 24—period best linear 
unbiased estimator can be attributed to two factors: the low correlations 
after the first few times-in—sample and the fact that the recursive 
regression estimation procedure converges very quickly. 
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5. The best estimator for the 8—in—then—out rotation design is superior to 
the present composite estimator for current level and for changes up to 
about one year for both employed and Civilian Labor Force. For 
unemployed, the superiority of the best estimator relative to the present 
composite estimator is for current level and change up to nine periods. 
6. For the continuous rotation designs, the variances of the first order 
composite estimators of current level and change are very similar to the 
variances of the best estimator for all characteristics. 
7. For all characteristics, the variances of estimators of twelve—period 
averages and change in twelve-period averages are smaller for the 
present rotation—estimation procedure than for the best estimators 
constructed under the continuous rotation designs. 
8. The first order composite estimator combined with the 8^n—then-out 
rotation design gives efficiencies very close to those of the best estimator 
for the same rotation design. . 
9. Generally, the 8-4n—then-out rotation design provides superior 
estimates of changes up to six periods, but inferior estimates of current 
level, relative to the 4—8—4 rotation design. 
10. For both employed and Civilian Labor Force, there is some increase in 
the variances of the alternative estimators of current level and change 
when time-in—sample effects with zero sum are included in the model. 
The increase in the variance of the estimator of change increases as the 
interval of change increases. There is virtually no increase in the 
variances of the alternative estimators of change due to time—in-sample 
effects, for unemployed. 
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APPENDIX A 
GLOSSARY OF TERMS USED IN THE THESIS 
Rotation Group: A set of households which comprises 1/8 of the sample in 
any given time or period of the survey. For the Current Population 
Survey, the unit of time is month. 
Time—in—sample: The number of times a particular rotation group has been 
interviewed. 
Panel: Synonymous with rotation group. 
Stream: A sequence of observations created by a sequence of rotation groups, 
where all observations on a rotation group are in a single stream. 
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APPENDIX B 
MEANS AND VABIANCES FOR THE TRANSFORMED OBSERVATIONS 
IN THE RECURSIVE REGRESSION PROCEDURE 
In this appendix, we define the transformations of the 8 observations 
introduced into the sample at the current period and present their means and 
variances. These transformed observations are used in the recursive regression 
estimation procedure. Recall that 7^ q denotes the elementary estimate of the 
parameter of interest based on a rotation group which is in its k—th time—in—sample 
at time t. Let p-^ denote the estimated autocorrelations of lag j for a rotation group. 
The estimated autocorrelations are given in Table 5.2(a) for j = 1, 2, ..., 16. Let 
O 
Var{y^ 0^}=? for all t and k. 
^t+1,1 = yt+1,0,1 ' 
^t+1,2 ^ yt+1,0,2 ~ *11^1,0,1' 
^t+1,3 = yt+1,0,3 ~ Wt,0,2 ~ "22yt-l,0,l ' 
^t+1,4 ^ yt+1,0,4 ~ ~ "32yt-l,0,2 ~ ^33^1-2,0,1 ' 
^t+1,5 ^ yt+1,0,5 ~ "41^1-8,0,4 ~ "42^1-9,0,3 ~ "43^1-10,0,2 ~ "44)^1-11,0,1 ' 
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^t+1,6 yt+1,0,6 ~ "51^1,0,5 ~ "52^1-9,0,4 ~ "53^1-10,0,3 ~ "54^1-11,0,2 
~ "555^1-12,0,1 ' 
^t+1,7 ^ yt+1,0,7 ~ ^61^t,0,6 ~ "62^1-1,0,5 ~ ^63^1-10,0,4 ~ "64^1-11,0,3 
~ "65^1-12,0,2 " "66^1-13,0,1 ' 
^1+1,8 ^ ^1+1,0,8 " "71^1,0,7 ~ "72^1-1,0,6 ~ "73^1-2,0,5 ~ "74^1-11,0,4 
~ "75^1-12,0,3 ~ "76^1-13,0,2 ~ "77^1-14,0,1 • 
For compulalional convenience, let us assume lhal Ihere are no replicale effecls. The 
a's are conslrucled so that  ^ is uncorrelated with q for all j > 0. 
Thus, 
"11 - Pi 
"2 = 
"3 = 
"21 [1 /'ll 
"22 . ^ 1  ^ .  
"31 •1 Pi 
"32 
= Pi 1 
"33 p2 Pi 
-1 >1" 





















pi p2 p2 
pi 1 pi p2 
p2 pi 1 pi 





Pl l  
Pl2 
- ^44^14 
pq /'lO pll pl2 
pq 1 pi p2 p^ 
plq pi 1 pi 
pll p2 pi 1 
pl2 pz p2 pi 
' p9 
PlO PQ ^ 
Pl l  PlO Pi  
pl2 pll p2 
pl3 pl2 pz 
p2 
pi 

























"71 1 Pi P2 ^11 Pl2 PlZ Pu -1 >1 
"72 Pi 1 Pi ''lO Pl l  Pl2 PlZ P2 
"73 P2 Pi  1 ^9 PlO Pl l  Pl2 Pz 
"74 ^11 PlO ^9 1 Pi P2 Pz Pl2 
"75 ''12 Pl l  ^10 Pi 1 Pi P2 PlZ 
"76 ^13 Pl2 ^11 P2 Pi  1 Pi Pu 
"77 ^14 PlZ ^12 Pz P2 Pi  1 Plh 
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Furthermore, 
(i) = ^t+1 = of = cr^ 
(ii) 2> = ^t+1 - "ll^t ^"^+1,2> = 4 = 
®^^t+l,3^ ^ ^t+1 ~ "21^t ~ "22^t-l 
Var{z^_|_j^ 3} = (Tg = (1,-0^)133(1,-0^)' =1-O^EJ2 
(iv) ^{^t+1,4^ ~ ^t+l ~ ^31^t ~ "32^t-l ~ °'33^t-2 
var{zt^l 4} = ct^= (1,-a^)s^^(l,-a^)' = 1 - a^Ej3 
(v) ^(^t+1,5^ ^ ^t+1 ~ "41^t-8 ~ "42^t-9 ~ "43^t-10 ~ ^44^t-ll 
^^^^t+l,5>= 4= (1'-«4)^55(^'-"4)' =^-"4^14 
(vi) E{z^_j_j g} = - «52^t-9 ~ "53^t-10 ~ "54^t-ll 
^55^t-12 
Var{Zj^l Q}= al = (1,-a^)Sgg(l,-o^)' = 1 - o^S^g 
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(vil) "62^t-l "63^t-10 °'64^t-ll 
®65^t-12 "66^t-13 
Var{z^_j_^ ,^} — a^- (1, a^)E^,j.(l, o^)' - 1 û^S^g 
(viii) ^{^t+1,8^ ~ ^t+1 ~ ^71 ~ "72^t-l ~ "73^t-2 ~ *^74^1-11 
"75^t-12 ^76^t-13 "77^t-14 
Vax{z^_^j g} - <7g - (1, a^)Sgg(l, a^)' - 1 
where 
1 Pi P2 Pz Pl2 Pis Pu Pl5 
Pi  1 Pi P2 Pl l  Pl2 Pl3 Pu 
P2 Pi  1 Pi PlO Pl l  Pl2 Pis 
Pz Pi  Pi  1 Pg PlO Pl l  Pl2 
Pl2 ^11 PlO P9 1 Pi P2 Ps 
Pn Pl l  Pl l  PlO Pi  1 Pi P2 
Pu ^13 Pl2 Pl l  P2 Pi  1 Pi 
^15 Pu Pl3 Pl2 Ps P2 Pi  1 
Therefore, the covariance matrix of the vector 
^t+1 ~ (%t4-l,l' ^+1,2' ^+1,3' ^t+1,4' ^t+1,5' ^t+1,6' ^t+1,7' ^t+l.S^' 
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is 
Var{z^_l_j} = Qqq = Blockdiag{oTp (Tg, cr^, (tQ, a-j, cTg} . 
In the presence of replicate effects, it is easy to see that the covariance matrix of 
is 
Var{z^^j} = Qqq + 
where ^ is defined in (5.3.24). 
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APPENDIX C 
THE RECURSIVE REGRESSION PROCEDURE FOR COMPUTING 
LIMITING VARIANCES OF THE ESTIMATORS 
OF CURRENT LEVEL AND CHANGE 
In this section, we describe a recursive scheme for computing the limiting 
variances of the estimates of current level and change from the recursive regression 
procedure. We shall restrict attention to the 4—8—4 rotation design but the procedure 
is applicable to any rotation design. We assume that the survey has been in operation 
for m months at time t. For computational convenience, we assume that there are no 
replicate effects. 
Notation: 
Let the model at time t + j, j = 1, 2, ... be of the form 
^t+j = ^t+j'^t+j + 
where is the data vector, X^^j is the model matrix, is the vector of the 
parameters of interest, e. , . is the vector of errors with mean 0 and covariance 
iTJ 
matrix V^^j. Then, the best linear unbiased estimator of at time t + j is 
«,+j(t+j) = P.+jY.+j, 
where 
^t+j = (^t+j^+j^t+j) ^^t+j\+j' 
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Let m be the rnimber of periods for which initial estimates are available, and 
let s be the number of streams in the rotation scheme. At time t + j, let C.j 
denotes the i—th row of , A- denote the lx(m+s+j—1) row vector with its i—th 
component equal to one, and all other components equal to 0 . 
Let ^^(t) be the best linear unbiased estimators of 
9^ , respectively, at time t with covariance matrix . Then, the data 
vector at time t + 1 is given by 
^t+1 (^t-m+l(^)' ^t+1,1' •••' ^t+1,8^ 
where j^, k = 1, 8 are defined in Appendix B. The corresponding linear 
model is 
where 
^t+1 ~ ^t+l^t+1 ^t+1 ' 
^t+1 ~ (^t-p+1' ^t' ^t+l) ' 
and 
Var{Yt_^l} - - ^ll,t(m) 0 
'00-' 
(C.4) 
and = Xg defined in (5.3.23), ^ is the covariance matrix of the recursive 
least squares estimators 0^(t), and QQQ is defined in Appendix B. 





P.+i = (<+iVliiX,+i) 
Note that the elements of 5|.^j(t+l) are linear combinations of the data vector at 
time t+1 . We now define the following vector of estimates at time t + 1. 
where 
Then, 
K+1 ~ ^ t+l^t+1 ' 
^t+1 ^  (^21' •••' ^m-1,1' ^m,l' ^m,l' ^m+l,l) ' 
= %t+i = ^t4-l\+l\+l • 
Note that the elements of are precisely the estimates we need for the estimation 
of current level as well as one—period change under revision and no revision of previous 
estimates. Since we are interested in estimating change over an interval of several 
periods, it is important from this stage onwards to retain in our data vector at any 
given time, those previous estimates which are necessary for the computation of the 
desired estimates of change. For instance, our data vector for time t + 2 should 
contain , as well as the transformed observations from the rotation groups 
introduced at time t + 2 . The linear model for time t + 2 analogous to (C.2) is 
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then obtained by appropriately augmenting both the design matrix and the co variance 
matrix in the linear model for time t + 1 . Thus, the linear model for time t + 2 is 
^t+2 - ^t+2^t+2 + ^t+2 (C.8) 
where 
/ ^ ^ / 
^t+2 ~ ^^t+1' '^t+2,1' •••' ^t+2,8^ ' 
^t+2 ~ (^t-m+2' ^t+P ^t+2^ ' 
^t+2 -
W t + 2  
^ 2 2  
where = Diag{I(^_2)^(„^_2), I2x2> ' ^ 2 submatrix 
consisting of the last 7 rows of the 23 x 16 matrix Xg defined in (5.3.23) and 
Var{Yt^2} " ^ t+2 ~ 
^t+1 0 
0 Q 00 
(C.9) 
Therefore, the best linear unbiased estimator of at time t + 2 is 
^+2(t+2) - (^t-m+2(^+^)' •••' 
(C.IO) 
~ ^t+2^t+2 ' 
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where 
^t+2 ~ (*t+2^+2^t+2) ^^t+2^+2 • 
We now define 
^t+2 — '"' 
- ^ t+2^t+2 ' 
where 
^t+2 ^ (^2,2' •••' ^m-2,2' ^m-1,2' ^m-1,2' ^m,2' ^m,2' ^m+1,2) ' 
The covariance matrix of 
Var{^^_^2} = ^t+2 ^ \+2^t+2'^t+2 ' (C.12) 
Both ^^^2 ^t+2 then used in the model for time t + 3, and so on. 
In general, suppose we are interested in estimating current level and change in 
level over an interval of up to t + p periods, p > 1 , both with and without revision 
of previous estimates. Then, we need a vector of 2p + 1 estimates consisting of an 
estimate of current level, p revised estimates and p unrevised estimates. 
In the recursive regression estimation procedure, we start with m initial 
estimates and s independent elementary estimates obtained from the rotation groups 
introduced into the sample at time t + 1. The data vector at time t + 1 is given by 
(C.l). 
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The model at time t + j, j > 1 , is 
where 
and 
^t+j - ^ t+j^t+j + ^t+j ' 
^t+j - (^t+j-P ^t+j,l' •••' ^t+j,s) ' 
^t+j ~ (^t-p+j' ^t+j-1' ^t+p ' 
^t+j -
W t + j  
^ 2 2  
(C.13) 
^t+j - Blockdiag{I^^_j^^^^_jy \j_i)x(j_l)®'^2xl' 
Var{Y,+j} = V,+j = ^t+j-1 ° 
® Qoo-I 
(C.14) 
where is the covariance matrix of Therefore, the best linear 
unbiased estimator of 0. , . is t+j 
(C.15) 
where 
- ^ t+j^t+j ' 
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We now define 
^t+j_i(t+j-l)) (C.16) 
- 4+j^t+j ' 
where 
4+j - (^2,j' •"' ^m-jj' ^m-j+lj' ^m-j+lj' ^m-j+2,j' 
^m+j-l,j' ^mj' ^m+lj) ' 
and 
Var{^^^j} = . (C.17) 
In particular, for j = 12, that is, at time t + 12 , we have the model 
^t+12 ~ ^t+12^t+12 + ^t+12 ' 
where 
* é. f 
^t+12 ^ (^t+ll' ^ +12,1' •••' ^t+12,8^ ' 




^ 2 2  
^t+12 ~ Blockdiag{I^^_^2^^(m-12)' ^ll*ll®'*2xl' ^«2^ 
Var{Y^_j^l2} - ^t+11 ° 
'ooJ 
(C.19) 
Therefore, the best linear unbiased estimator of ^^^^2 t + 12 is 




^t+12 ~ (^t+12^t+12^t+12^ ^^t+12^+12 • 
Define 
(C.20) 
^t+i(t+12), ^t+2(t+2). ^4+2(^+12), ..., ^t+ll(t+l^)' 
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^t+ll(*+^2), (C.21) 
= ^t4-12^t4-12 ' 
where 
^t+12 ^ (^2,12' •"' ^m-12,12' ^m-11,12' ^m-11,12' V-9,12' ^m-10,12' 
^m-7,12' ^m-9,12' " ' V+11,12' ^m,12' ^01+1,12^ ' 
and 
Var{^^^12} = Zt+12 = •^t+12\+12'^t+l2 ' 
Therefore, at time t + 12 , we have all the estimates required for the computation of 
estimates of current level and several period change up to twelve periods. The vector 
consisting of such estimates is 
« = l«t+12('+12). »t+u('+"'' ^+lo('+'2), 
«t+loC+lD)' ^t+sC+IZ)' »t+g(«+9), «t+8('+12). 
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^t+5(t+5), 6»t+4(t+12), 
^t+4(t+4), ^t+3(t+12). ^t+3(t+3), ^t+2(t+12), 
^t+2(*+2)> ^t+l(^+12), ^t+i('t+l), ^t(t+12), 0t(t)] 
(C.23) 
Each component in 0 can be expressed as a linear combination of the data vector 
^t+12 time t + 12 . That is, we may write 
where is obtained from by deleting its first two rows. The covariance 
matrix of 0 is 
Var{^} - Qt+12 - ®t+12\+12®t+12 ' (C.25) 
Note that the elements of 0 are of two types, viz: ^^_^j(t+j) , and ^|.^j(t+12), j = 
0, 1, 2, ..., 12 . Thus, 0 provides us with all the estimates we need for the 
computation of the best linear unbiased estimators for current level (time t + 12 ) and 
change in level over an interval to 12 periods, both with and without revision of 




where p is the largest interval between levels for which an estimate of change is 
required. For the special case considered in this section, p = 12 . Then, 
is the (2p + 1) X (2p + 1) column vector such that the first element is the best linear 
unbiased estimator for the current level and for 2 < r < (2p + 1) , the r—th element is 
the best linear unbiased estimator for the (r — 1)—period change in level under revision 
of previous estimates, and the (r + 1)—st element is the same estimate of change in 
level under no revision of previous estimates. The covariance matrix of ^ is 
^ = D g ,  (C.26) 
Var{^ — D (C.27) 
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APPENDIX D 
RESULTS FOR THE BREAU AND ERNST (1983) MODEL. 
D.l. The Breain and Ernst (1983) Model. 
Let /jj be as defined in Appendix C. The Breau and Ernst (1983) model is 
define! as follows: 
1. The correlations between different rotation groups in the same month are zero, 
that is, 
yt,0,s> = ° for k ^ s = 1, 8 
2. All correlations between different rotation groups in different months are zero 
except the following: 
5'r,0,s> =H if r = t - 1, 
k = 1, 2, 3 ,5, 6, 7 
s = k — 1 
= P2 if r = k — 2, 









if r = t — 9, 
k = 5, s = 4 
if r = t — 10, 
k = 3, 4 
s = k — 2 
if r = t — 11, 
k = 2, 3, 4 
s = k — 3 
if r = t — 12, 
k = 1, 2, 3, 4 
s = k — 4 
if r = t — 13, 
k = 1, 2, 3 
s = k — 5 
if r = t - 14, 
k = 1, 2 
s = k — 6 
if r = t — 15, 
k = 8, s = 1 . 
D.2. Results 
In the following tables we present the results of the comparison of alternative 
estimators of current level and change, corresponding to the Breau and Ernst . (1983) 
model. 
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Table D.l. Variances of alternative estimators of unemployed relative to the 














Level 1.000 0.997 0.949 0.929 
1—period 
change 1.228 1.134 1.170 1.150 
2—period 
change 1.605 1.494 1.497 1.459 
3-period 
change 1.828 1.708 1.687 1.623 
4—period 
change 2.000 1.849 1.835 1.756 
5—period 
change 2.000 1.918 1.899 1.823 
6—period 
change 2.000 1.950 1.899 1.858 
7—period 
change 2.000 1.961 1.899 1.848 
8-period 
change 2.000 1.955 1.881 1.832 
9—period 
change 1.951 1.931 1.841 1.797 
10-period 
change 1.904 1.901 1.804 1.766 
11—period 
change 1.855 1.871 1.766 1.736 
12—period 
change 1.805 1.855 1.731 1.706 
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Level 0.907 0.902 0.901 0.901 
1—period 
change 1.133 1.129 1.129 1.129 
2—period 
change 1.429 1.423 1.422 1.422 
3—period 
change 1.579 1.571 1.571 1.571 
4—period 
change 1.681 1.675 1.674 1.674 
5—period 
change 1.735 1.727 1.727 1.727 
6—period 
change 1.763 1.754 1.753 1.753 
7—period 
change 1.774 1.765 1.765 1.765 
8—period 
change 1.774 1.764 1.764 1.763 
9—period 
change 1.753 1.743 1.743 1.742 
10—period 
change 1.734 1.726 1.725 1.723 
11—period 
change 1.716 1.707 1.707 1.704 
12—period 
change 1.700 1.692 1.691 1.686 
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Table D.2. Variances of alternative estimators of unemployed relative to the 
variance of the basic estimator of current level; revision of previous 
estimates 
BLUE BLUE BLUE Recursive 
12 16 24 Regression 
Parameter periods periods periods Estimator 
Current 
Level 0.907 0.902 0.901 0.901 
1—period 
change 1.093 1.092 1.092 1.092 
2—period 
change 1.374 1.371 1.371 1.371 
3—period 
change 1.520 1.514 1.513 1.513 
4—period 
change 1.625 1.618 1.615 1.615 
5—period 
change 1.679 1.672 1.667 1.667 
6—period 
change 1.707 1.701 1.693 1.693 
7—period 
change 1.719 1.714 1.704 1.704 
8—period 
change 1.718 1.712 1.703 1.703 
9—period 
change 1.701 1.689 1.680 1.680 
10—period 
change 1.693 1.668 1.661 1.659 
11—period 
change 1.706 1.646 1.640 1.638 
12—period 
change NAi 1.627 1.621 1.618 
NAk Not  avai lable  
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Table D.3. Variances of alternative estimators of Civilian Labor Force relative to 














Level 1.000 0.812 0.870 0.780 
1—period 
change 0.776 0.523 0.646 0.586 
2—period 
change 1.255 0.870 1.002 0.884 
3—period 
change 1.647 1.164 1.288 1.107 
4—period 
change 2.000 1.390 1.543 1.309 
5—period 
change 2.000 1.500 1.740 1.469 
6—period 
change 2.000 1.547 1.740 1.599 
7—period 
change 2.000 1.554 1.740 1.547 
8—period 
change 2.000 1.527 1.660 1.486 
9—period 
change 1.857 1.450 1.561 1.411 
10—period 
change 1.717 1.359 1.464 1.339 
11—period 
change 1.570 1.271 1.362 1.268 
12—period 
change 1.431 1.229 1.280 1.206 















Level 0.667 0.647 0.641 0.637 
1—period 
change 0.509 0.495 0.494 0.493 
2—period 
change 0.733 0.709 0.706 0.705 
3—period 
change 0.876 0.847 0.843 0.841 
4—period 
change 0.973 0.954 0.948 0.946 
5—period 
change 1.044 1.026 1.019 1.016 
6—period 
change 1.092 1.071 1.064 1.061 
7—period 
change 1.120 1.096 1.090 1.086 
8—period 
change 1.132 1.105 1.098 1.093 
9—period 
change 1.122 1.091 1.084 1.077 
10—period 
change 1.113 1.079 1.071 1.061 
11—period 
change 1.099 1.063 1.057 1.039 
12—period 
change 1.098 1.062 1.057 1.027 
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Table D.4. Variances of alternative estimators of Civilian Labor Force relative to 
















Level 0.667 0.647 0.641 0.637 
1—period 
change 0.444 0.442 0.442 0.442 
2—period 
change 0.634 0.629 0.628 0.628 
3—period 
change 0.761 0.752 0.749 0.749 
4—period 
change 0.867 0.855 0.848 0.847 
5—period 
change 0.940 0.927 0.915 0.914 
6—period 
change 0.989 0.974 0.958 0.957 
7—period 
change 1.018 L003 0.982 0.981 
8—period 
change 1.030 1.008 0.987 0.986 
9—period 
change 1.022 0.985 0.967 0.965 
10—period 
change 1.025 0.963 0.947 0.945 
11—period 
change 1.043 0.934 0.921 0.917 
12—period 
change NAi 0.920 0.907 0.900 
NAk Not  avai lable  
