Abstract. What is the chance that among a group of n friends, there are s friends all of whom have the same birthday? This is the celebrated birthday problem which can be formulated as the existence of a monochromatic s-clique Ks (s-matching birthdays) in the complete graph Kn, where every vertex of Kn is uniformly colored with 365 colors (corresponding to birthdays). More generally, for a general connected graph H, let T (H, Gn) be the number of monochromatic copies of H in a uniformly random coloring of the vertices of the graph Gn with cn colors. In this paper we show that T (H, Gn) converges to Pois(λ) whenever ET (H, Gn) → λ and Var T (H, Gn) → λ, that is, the asymptotic Poisson distribution of T (H, Gn) is determined just by the convergence of its mean and variance. Moreover, this condition is necessary if and only if H is a star-graph. In fact, the second-moment phenomenon is a consequence of a more general theorem about the convergence of T (H, Gn) to a finite linear combination of independent Poisson random variables.
Introduction
Let G n be a simple labeled undirected graph with vertex set V (G n ) := {1, 2, · · · , |V (G n )|}, edge set E(G n ), and adjacency matrix A(G n ) = {a ij (G n ), i, j ∈ V (G n )}. In a uniformly random c n -coloring of G n , the vertices of G n are colored with c n colors as follows: P(v ∈ V (G n ) is colored with color a ∈ {1, 2, . . . , c n }) = 1 c n , (1.1) independent from the other vertices. Let X v denote the color of the vertex v ∈ V (G n ) in a uniformly random c n -coloring of G n . A subgraph F of G n with vertex set V (F ) = {v 1 , . . . , v |V (F )| } is said to be monochromatic if X v 1 = · · · = X v |V (F )| . In this paper we consider the problem of determining the limiting distribution of the number of monochromatic copies of a general connected simple graph H, in a uniformly random c n -coloring of a graph sequence G n . Formally, this is defined as Note that Theorem 1.1 assumes that H = K 2 , which corresponds to monochromatic edges. In this case, it is easy to check that E(T (K 2 , G n )) = |E(G n )| c n and Var(T (K 2 , G n )) = |E(G n )| c n 1 − 1 c n .
Therefore, the assumption E(T (K 2 , G n )) → λ automatically ensures that Var(T (K 2 , G n )) → λ.
As a consequence, the variance condition (1.3) cannot be leveraged, when H = K 2 , and the proof presented in this paper breaks down. However, as mentioned earlier, the conclusion in Theorem 1.1 still holds when H = K 2 , that is, T (K 2 , G n ) D → Pois(λ), whenever E(T (K 2 , G n )) → λ (refer to [4, Theorem 5 .G] and [7, Theorem 1.1] for two different proofs of this result). Therefore, the secondmoment phenomenon holds for all connected graph H, that is, the limiting Poisson distribution of the T (H, G n ) is determined by the convergence of its first two moments.
The proof of Theorem 1.1 is described in Section 2. In fact, this theorem is a consequence of a more general result (Theorem 2.1) where we derive a general sufficient condition under which T (H, G n ) is a finite linear combination of independent Poisson random variables. The proof is based on a truncated moment-comparison technique, and has two main steps:
-We begin with a truncation step: This involves defining a remainder term, which (informally) counts the number of tuples s ∈ V (G n ) |V (H)| such that the number of copies of H passing through a subset of indices in s is 'large'. The first step is to show that the remainder term converges to zero in L 1 , because of the variance assumption in (1.3) (Lemma 2.1). -To analyze the main term, which is T (H, G n ) minus the remainder term, we use the 'independent approximation', which shows that the moments of the random variable obtained by replacing the indictors 1{X =s } by independent Ber( 1 c |V (H)|−1 n ) variables, for every subset of vertices in G n of size |V (H)|, are asymptotically close (Lemma 2.2). The result then follows by deriving the asymptotic distribution of the approximating variable, which is a finite linear combination of independent Bernoulli random variables, each of which converges to a Poisson distribution (Lemma 2.4).
The truncation step is necessary because, T (H, G n ), for a general graph H, does not converge in moments (see Theorem 1.2 below), and hence, its limiting distribution, cannot be captured by a direct moment-based argument. Remark 1.1. Another natural approach to proving a limiting Poisson distribution is through the Stein's method for Poisson approximation [2, 4, 8, 9] . In fact, the well-known Stein's method based on dependency graphs [9, Theorem 15] , bounds the convergence rate in terms of covariances (but, not in terms of the mean and the variance). Arratia et al. [3] used this to obtain rates of convergence for the number of monochromatic cliques in a uniform coloring of a complete graph (see also Chatterjee et al. [9] ). However, this cannot be used to prove Theorem 1.1 for a general graph H, as the condition imposed by the convergence of the mean and the variance is, in general, weaker than what is required by a generic dependency graph construction (refer to Remark 4.1 for a specific example). Moreover, our general result (Theorem 2.1) goes beyond the Poisson regime, and captures the asymptotic regime where T (H, G n ) is a finite linear combination of Poisson variables.
Next, we consider the converse to Theorem 1.1, that is, whether the Poisson convergence of T (H, G n ) implies the convergence of the first two moments. The following theorem shows that this is true if and only if H is a star-graph, that is, H = K 1,r for some integer r ≥ 1. 
Moreover, if H is connected and is not a star-graph, then there exists a sequence of graphs {G n (H)} n≥1
The proof of the theorem is given in Section 3. In fact, the proof shows that when H is a stargraph, we have convergence in all moments, that is, (1.4) implies that T (K 1,r , G n ) → Pois(λ) in distribution and in all moments, and conversely, T (K 1,r , G n ) converges in distribution to Pois(λ) implies the convergence of all moments of T (K 1,r , G n ) to the corresponding moments of Pois(λ). Remark 1.2. The second moment phenomenon for the Poisson distribution complements the wellknown fourth-moment phenomenon, which asserts that the limiting normal distribution of certain homogeneous forms is implied by the convergence of the corresponding sequence of fourth moments (refer to Nourdin et al. [21] and the references therein, for general fourth-moment theorems and invariance principles, and Bhattacharya et al. [7, Theorem 1.3] for an example of this phenomenon in random graph coloring). In this regard, it would be interesting to see if the Poisson second-moment phenomenon extends beyond monochromatic subgraphs to general integer-valued homogeneous forms.
1.2.
Application to Erdős-Rényi Random Graphs. Theorem 1.1 can be easily extended to random graphs, when the limits in Theorem 2.1 hold in probability, under the assumption that the graph and its coloring are jointly independent (see Lemma 4.1 for details). Using this we can derive the limiting distribution of T (H, G n ), where G n ∼ G(n, p) is the Erdős-Rényi random graph, colored uniformly with c n colors (independently of the graph), such that
This implies c n = Θ(n
Under the above scaling, Theorem 2.1 can be used to characterize the limiting distribution of T (H, G n ) for all connected graphs H, where G n ∼ G(n, p) and p = p(n) ∈ (0, 1). We begin by recalling the notion of balancedness of a graph. 6) where the maximum is over all non-empty subgraphs H 1 of H. The graph H is said to be balanced, if m(H) =
|E(H)|
|V (H)| , and unbalanced otherwise. We begin with the balanced case, where the asymptotic distribution of T (H, G n ) undergoes a phase transition from Pois(λ) to a linear combination of independent Poissons, depending on whether p(n) → 0 or p(n) := p is fixed, respectively. Theorem 1.3. (Balanced Graphs) Let H be a simple connected balanced graph, and G n ∼ G(n, p) be the Erdős-Rényi random graph, with p := p(n) ∈ (0, 1), colored uniformly with c n colors such that (1.5) holds. Then the following cases arise:
where
)−|E(F )| and the collection {X F :
The situation is more delicate for unbalanced graphs. To explain this, we need the following definition: Definition 1.2. For an unbalanced graph H, define the exponent γ(H) := min 8) where the minimum is over the set of all proper subgraphs H 1 of H, for which the denominator is positive.
It is easy to verify that γ(H) is well-defined and positive, for any unbalanced graph H (see Lemma 4.2). When H is unbalanced, the asymptotic distribution of T (H, G n ), where G n ∼ G(n, p(n)), undergoes an additional phase-transition, whose location is determined by the exponent γ(H). Theorem 1.4. (Unbalanced Graphs) Let H be a simple connected unbalanced graph, and G n ∼ G(n, p) be the Erdős-Rényi random graph, with p := p(n) ∈ (0, 1), colored uniformly with c n colors, such that (1.5) holds. Then the following cases arise:
, that is, a linear combination of independent Poisson random variables.
The proofs of Theorem 1.3 and Theorem 1.4 are given in Section 4.1. The phase transitions of T (H, G n ), for an unbalanced graph H, is shown in Figure 1 . 
where N (H, G n ), the number of copies of H in G n , goes to infinity, but the number of monochromatic copies T (H, G n ) converges in probability to zero, that is, we do not have convergence of moments. Another interesting feature of unbalanced graphs is that the asymptotic distribution of T (H, G n ) transitions from being degenerate at zero (equivalently, Pois(0)) to Pois(λ), through a non-Poisson limit at the point of criticality (p = κ n γ(H) ). It remains open to show that the limit of T (H, G n ) exists at the critical point, and finding the limiting distribution? Preliminary calculations in a few examples seem to suggest that the limiting moments may not satisfy Stieltjes moment condition [1] , and so we cannot conclude existence of limiting distribution from the convergence of moments.
1.3. Organization. The rest of the paper is organized as follows: The general limiting distribution of monochromatic subgraphs and the proof of Theorem 1.1 are given in Section 2. The proof of Theorem 1.2 is given in Section 3. Applications to the Erdős-Rényi random graph (proofs of Theorem 1.3 and Theorem 1.4) and the birthday problem are discussed in Section 4.
Limiting Distribution of Monochromatic Subgraphs
In this section we derive general sufficient conditions under which the random variable T (H, G n ) converges to a linear combination of independent Poisson random variables. We begin with a few definitions and notations: For a finite simple unlabeled graph F , denote by hom inj (F, G n ) the set of injective homomorphisms from F to G n , that is, the set of injective maps φ :
Moreover, denote by N (F, G n ) the number of copies of F in G n , and N ind (F, G n ) the number of induced copies of F in G n . Note that
Next, we introduce the notion of join of two graphs. These graphs will show up in the analysis of the variance of T (H, G n ). J 2 ) the simple graph obtained by the union of H and H , when the vertex j 1a ∈ V (H) is identified with the vertex j 2a ∈ V (H ), for a ∈ [t]. More precisely, 
The graph H t (J 1 , J 2 ) will be referred to as the t-join of H with pivots at J 1 and J 2 (see Figure  2 ). Denote by Equipped with the above definitions, we can now state our general theorem:
Theorem 2.1. Let H be as in Theorem 1.1, and G n be a sequence of graphs colored uniformly with c n colors, such that the following hold:
where X k ∼ Pois(λ k ) and the collection
The second condition ensures that the counts all sub-graphs of G n which arise as the join of two non-disjoint copies of H on non-identical vertex sets, (that is, t = {1, |V (H)|}) are asymptotically negligible. Moreover, as Cov(1{X =s }, 1{X =t }) = 0, whenever s, t ∈ V (G n ) |V (H)| have at most 1 index in common, the only terms in Var T (H, G n ) which contribute are those which arise as a |V (H)|-join of two copies of H. Therefore, Theorem 2.1 captures the asymptotic regime where T (H, G n ) is 'linear', and to ensure the existence of the limiting distribution we assume (2.2).
Remark 2.1. An easy sufficient condition for (2.2) is the convergence of
2) does not require the convergence for every such graph, and is applicable to more general examples, as described below: Define a sequence of graphs G n as follows:
where C 4 denotes the 4-cycle and D is the 4-cycle with one diagonal. Choosing c n = n 1/3 , gives E(T (C 4 , G n )) → λ. In this case,
is empty. Therefore, Theorem 2.1 implies that (1) (which can also be directly verified, because, in this case, T (C 4 , G n ) is a sum of independent Ber(
is easy to see that individually both
The rest of this section is organized as follows: The proof of Theorem 2.1 is given below in Section 2.1 and the proof of Theorem 1.1 is described in Section 2.2.
2.1. Proof of Theorem 2.1. We begin with a few notations and definitions. For an ordered tuple t with distinct entries, denote byt the (unordered) set formed by the entries of t (for example, if t = (4, 2, 5), thent = {2, 4, 5}).
to be the induced subgraph of H on the vertices in J, H\J the graph obtained by removing all vertices in J and the associated edges, and
where the sum is over tuples
Example 1. To help parse the above definition, we compute M (·, H, G n ) in a few examples:
-H = K 1,2 is the 2-star with the central vertex labeled 1 and J = (2, 3). Then with r = (i, j),
where t Gn (i, j) is the number of common neighbors of i, j. Similarly,
is the degree of the vertex i in G n .
-H = P 4 , the path of length 3, with vertices labeled {1, 2, 3, 4} in order and J = (2, 4), then with r = (i, j),
The expressions for other ordered tuples J can be obtained similarly.
We now begin the proof of Theorem 2.
such that the number of copies of H passing through a subset of indices in s is 'small'.
there is an edge between (s i , s j ); and (2) s i and s j has at most εc n common neighbors in G n , for every 1 ≤ i = j ≤ 3.
Next, define the main term
, and the remainder term
2.1.1. The Remainder Term. We shall begin by showing that for each fixed ε > 0, the remainder term
where C := C( ) > 0 is a constant that depends only on the subscripted quantities. Similarly, A B is B A.
Proof. To begin with, note that
Then, recalling the definition of A ε (H, G n ) from (2.5), by an union bound
In order to complete the proof, it thus suffices to show that Example 3 for a special case).
To this end, we have
The last step is based on the observation that a (φ,
, gives rise to a t join of H with pivots J 1 and J 2 for some t ∈ [t, |V (H)|] and
The reason we need to introduce J 1 and J 2 , is that φ(j 2 ) may equal ψ(j 1 ) for some j 1 / ∈ J 1 and j 2 / ∈ J 2 . To elaborate, J 2 consists of all those elements j 2 of V (H), for which there exist an element j 1 of V (H) such that φ(j 2 ) = ψ(j 1 ), and
Now, note that the sum in (2.8) is a finite sum (depending only on H). Further, for each
by assumption in Theorem 2.1. Lastly, for 
where + is the (3, 1)-tadpole (the graph obtained by joining a triangle and a single vertex with a bridge). Now,
ε (H, G n ) we use the 'independent approximation', where the indictors 1{X =s } are replaced by independent Bernoulli variables, for every subset of vertices in G n of size |V (H)|. To this end, define
Lemma 2.2. For every integer r ≥ 1,
Proof. We begin with the following definition:
Definition 2.3. Let S ε,r,b be the collection of all order r-tuples S = (s 1 , s 2 , . . . , s r ), where
-There are exactly b distinct |V (H)|-element sets in the collection {s 1 ,s 2 , . . . ,s r }. Finally, for a graph F , define
where P(S) = (V (P(S)), E(P(S))), such that
For N ≥ 1, denote by G N the set of all labelled graphs on at most N vertices. Then by the multinomial expansion, 
To begin with assume that F is connected and . Therefore, every term in the sum in the RHS of (2.13) goes to zero as n → ∞ followed ε → 0. This completes the proof of the lemma, because the outside sum is finite (depending only on H and r). 
14)
The connectedness of F and Lemma A.1 implies that β |V (H)| = 0 and
Hence, for every ε ∈ (0, 1), using the fact that s j ∈ A ε (H, G n ), for all j ∈ [r], gives
where the last step uses the crude estimate |B| ≤ r |V (H)| . See Example 4 for an illustration of the argument in the above display in a special case.
Finally, suppose that |V (F )| ≤ b|V (H)| − b + 1. Since F is connected and S ε,r,b (F ) is non-empty, there exists S = (s 1 , s 2 , . . . , s r ) ∈ S ε,r,b (F ) such that β |V (H)| = 0, where (β 0 , . . . , β |V (H)| ) is defined as in (2.14). Define
For a β ∈ B ,
β j can be zero, but using ε = 1 in (2.15) (with B replaced by B ) (N (K 1,2 , G n ) ). This implies the bound in (2.15) because, the number of times 1 or 2 vertices are added in the sequence S is β 1 and β 2 , respectively (note that 3 vertices are always added at the first step, which contributes the extra factor of O(N (K 1,2 , G n ))).
Completing the Proof of Theorem 2.1. Lemma 2.2 shows the moments of T +
ε (H, G n ) and J + ε (H, G n ) are asymptotically close. Now, we derive the limiting distribution of J + ε (H, G n ). Lemma 2.4. Let J + ε (H, G n ) be as defined in (2.9). Then as n → ∞ followed by ε → 0,
kX k in distribution and in moments, where X k ∼ Pois(λ k ) and the collection
where G n [S] is the subgraph of G n induced on the set S. For every subset S := {s 1 , . . . ,
Then recalling the definition of J + ε (H, G n ) from (2.9), we have
Now, note that, by definition, the collection { S∈D k (H,Gn) Bε(H,Gn) J S : 1 ≤ k ≤ N (H, K |V (H)| )} is independent, and for every fixed
Therefore, to prove the lemma it suffices to show that
To this end, note that
The lemma now follows from assumption 2.2 of Theorem 2.1, and the observation that
Example 5. (2-star continued) If H = K 1,2 , then every set S ∈ B ε (K 1,2 , G n ) for which the induced graph G n [S] is a triangle, contributes to J + ε (K 1,2 , G n ) the same Bernoulli variable three times, since N (K 1,2 , K 3 ) = 3. On the other hand, if the induced graph G n [S] is a 2-star, then S contributes a single Bernoulli variable to J + ε (K 1,2 , G n ). By the joint independence of the collection J S over all three-element subsets S of V (G n ), it follows that J + ε (H, G n ) = J n,ε + 3J n,ε , where J n,ε and J n, are independent Binomial random variables. The calculation in the above lemma implies that EJ n,ε =
, and, similarly, by assumption (2.2) ).
To complete the proof of Theorem 2.1, let Z be the random variable on the RHS of (2.3). The above lemma, combined with Lemma 2.2, implies that the moments of T + ε (H, G n ) converges to the moments of Z, as n → ∞ followed by ε → 0. Now, it is easy to check that Z satisfies the Stieltjes moment condition [1] , therefore, it is uniquely determined by its moments. This implies 
(continuous analogue of the homomorphism density). The basic definition of graph-limit theory is the following: A sequence of graphs {G n } n≥1 is said to converge to W if for every finite simple graph F , lim n→∞ t(F, G n ) = t(F, W ) (refer to Lovász [19] for more on graph limit theory). In [6, Theorem 1.1] the authors showed that T (H, G n ) converges to a linear combination of independent Poisson random variables, whenever E(T (H, G n )) = O(1), and G n converges to a graphon W such that t(H, W ) > 0. This result can de derived as a consequence of Theorem 2.1 as follows: If G n is a sequence of dense graphs, as above, colored with c n colors such that
which establishes the second assumption of Theorem 2.1. Finally, since the convergence of G n to a graphon W implies the convergence of the proportion of induced subgraphs in G n , the limits in (2.2) exist, and, hence, [6, Theorem 1.1] follows: 
The covariance is 0 ifs 1 s 2 is empty or singleton. Therefore,
and the covariance terms
where K(t, H, G n ) is the set of all ordered pairs (H 1 , H 2 ) such that H 1 = H 2 are subgraphs of G n isomorphic to H, sharing exactly t vertices in common. Now, the assumption Var T (H, G n ) → λ and (2.18) implies that R 2,n → 0. Therefore,
Combining (2.20) and (2.21) 
Next consider t = |V (H)| in (2.20) and note that
where D k (H, G n ) is as defined in (2.16) . This follows by first choosing the common vertex set from exactly one of the collections
, and then choosing the pair (H 1 , H 2 ) in k(k − 1) ways. 
Combining (2.20) and (2.22) gives
. Lastly, by a counting argument similar to the one used above,
Condition (2.2) of Theorem
, completing the proof of the second-moment phenomenon for monochromatic subgraphs.
Proof of Theorem 1.2
The if part follows directly from Theorem 1.1. The proof of the only-if part is given in Section 3.1. The counter-example when H is not a star-graph is explained in Section 3.2.
T (K
implies Convergence of Moments. We begin by showing that
Lemma 3.1. Let {G n } n≥1 be a sequence of deterministic graphs colored uniformly with c n colors. Then
Next, observe that for each t ∈ [2, r + 1],
. Therefore, by (2.19) and (3.2),
Now, (3.1) and (3.3) imply that Var
, completing the proof of the lemma.
By the above proposition,
for any graph F which is the union of r-stars with ν(F ) connected components. Using this we can show that the moments of T (K 1,r , G n ) are bounded. To this end, set r = r + 1 and fix an integer m ≥ 1. Let S be the collection of all ordered m-tuples (s 1 , s 2 , . . . , s m ), where
. Then by the multinomial expansion, Then (3.5) implies
using (3.4), since H r,m is a finite set (depending only on r and m). This implies, by uniform integrability, (1.4) . Therefore, to complete the proof of the only if part it remains to prove the following lemma:
Lemma 3.2. Let F be a graph formed by the union of r-stars with ν(F ) connected components. Then for any graph
where ∆(G n ) is the maximum degree in G n . On the other hand,
6 For any graph H, G2(H) is the collection of all non-isomorphic graphs obtained the join of 2 copies of H, as in Definition 2.1. For m ≥ 3, define Gm(H) inductively, as the collection of all non-isomorphic graphs F , that can be obtained by identifying t vertices of H, for some t ∈ [1, |V (H)|], with t vertices of some graph F1 ∈ Gm−1(H).
This implies that (∆(G
, and from (3.6) ,
Since (3.7) is true for every 1 ≤ a ≤ ν(F ),
completing the proof.
3.2.
Counterexample when H is not a star-graph. In this section, we construct a graph se-
3) does not hold, whenever H is connected and is not a star-graph. Definition 3.1. Fix an integer n ≥ 1. Let H 1 , H 2 , . . . , H n be isomorphic copies of H, with
, and φ(|V (H)|) = z a , is an isomorphism of H and H a , for a ∈ [n]. Define the pyramid of H of height n as follows:
Let G n (H) be the disjoint union of P n (H) and λn disjoint copies of H. (Figure 3 illustrates this construction when H = C 4 is the 4-cycle).
Lemma 3.3. Suppose H is connected and is not a star-graph. Let P n (H) be a pyramid of H of height n, as defined above. Then every copy of H in P n (H) passes through at least two vertices in {1, 2, . . . , |V (H)| − 1}.
Proof. Since {z 1 , z 2 , . . . , z n } is an independent set, by construction, and H is connected, every copy of H in P n (H) must pass through at least 1 vertex in {1, 2, . . . , |V (H)| − 1}. Suppose there exists a copy of H in P n (H) which passes through exactly 1 vertex (say k) in {1, 2, . . . , |V (H)| − 1}. Then every other vertex of H belongs to the set {z 1 , z 2 , . . . , z n }. However, {z 1 , z 2 , . . . , z n } is an independent set and, therefore, any non-empty connected subgraph of P n (H) with vertices in {z 1 , z 2 , . . . , z n , k} will be a star-graph, which contradicts the assumption of the lemma. Now, choose c n = n 1 |V (H)|−1 . By the above lemma, P(T (H, P n (H)) > 0) = P(at least two vertices in {1, 2, . . . , |V (H)| − 1} have the same color)
However, the number of monochromatic H in λn disjoint copies of H follows Bin( λn ,
n ), which converges to Pois(λ), as n → ∞. Therefore,
On the other hand, note that N (H, G n (H)) = N (H, P n (H))+ λn . Then using 4.1. Monochromatic Subgraphs in Erdős-Rényi Random Graphs. Theorem 1.1 can be easily extended to random graphs, when the limits in (1.3) hold in probability, when the graph and its coloring are jointly independent. This is explained in the following lemma, using which we prove Theorem 1.3 and Theorem 1.4, in Section 4.1.1.
Lemma 4.1. Let {G n } n≥1 be a sequence of random graphs independent of the coloring distribution
Proof. The given hypothesis implies the existence of positive reals ε n → 0, such that
Thus, given any function h :
It thus suffices to prove that the second term in the RHS above converges to 0. If not, there exists a deterministic sequence of graphs {G n } n≥1 such that E(T (H, G n )) and Var(T (H, G n )) both converge to λ, but T (H, G n ) does not converge to Pois(λ), a contradiction to Theorem 1.1. Proof. Since H is unbalanced, there exists H 1 ⊂ H non-empty such that
For this H 1 ,
Thus, the minimum in definition of γ(H) (recall (1.8)) is not over an empty set, which means γ(H) is well-defined. Moreover, as the minimum is taken over finitely many positive items, γ(H) > 0.
Finally, observe that, for fixed |V (H 1 )|, the RHS in (1.8) is increasing in |E(H 1 )|, which implies that every minimizer of (1.8) is an induced subgraph of H 1 of H, which is connected, since H is connected.
Proof of Theorem 1.4(a): Consider the subgraph H 1 of H such that the minimum in (1.8) is attained, that is,
.
and H , where H is isomorphic to H, such that V (H)∩V (H ) = V (H 1 ) and E(H)∩E(H ) = E(H 1 ). Then, there exists constants c 2 (F, H), such that
This implies (4.3), completing the proof of Theorem 1.4(b).
Proofs of Theorem 1.3(a) and Theorem 1.4(c): Note that, in this regime, p n
by assumption (1.5). Therefore, by Lemma 4.1, it suffices to check that Var(
formed by the join of H and another isomorphic copy H . To this end, define
Therefore, to establish (4.4), it suffices to verify that the RHS above goes to zero, as n → ∞, for every connected F = H formed by the join of two isomorphic copies of H. Now, using c n = Θ(n
, as in (4.1), the RHS of (4.5) becomes
Therefore, it suffices to show that using E(T (K s , G n )) = 1 c s−1 n N (K s , G n ) → λ. Moreover, the set J s (K s )\{K s } is empty, and condition (2) above, for the case t = s, is trivially true. Therefore, we have the following corollary:
Corollary 4.1. T (K s , G n ) D → Pois(λ) whenever E(T (K s , G n )) → λ and (4.7) holds.
In particular, when H = K 3 is the triangle, the above corollary implies,
2 ), where D is the diamond: the 4-cycle with a diagonal. Remark 4.1. As mentioned before, Theorem 1.1, and, in particular, Corollary 4.1, does not follow by applying the Stein's method using a generic dependency graph [2, 9] . For example, let H = K 3 be the triangle and denote by X 3 the set of 3-element subsets of V (G n ) which form a triangle in G n . Then the graph with vertex set X 3 which puts an edge between two elements in X 3 whenever they are non-overlapping, is a valid dependency graph for the collection (1{X =s }) s∈X 3 . Now, if E(T (K 3 , G n )) → λ, using this dependency graph in [9, Theorem 15] , shows that T (K 3 , G n )
2 ), where denotes two triangles joined at a vertex. This condition is, in general, stronger than Corollary 4.1: For instance, in the wheel graph on W n on n-vertices, 7 colored with c n colors such that E(T (K 3 , W n )) = , that is, the above dependency graph construction does not work. This is because, unlike the direct moment-based approach, the generic dependency graph construction is unable to leverage the fact that the Cov(1{X =s }, 1{X =t }) = 0, whenever s, t ∈ X 3 have 1 vertex index in common. It would be interesting to see whether a more sophisticated dependency graph construction or other versions of Stein's method can be used to prove Theorem 1.1, and obtain rates of convergence.
4.3. Birthday Problem. The case H = K s is the s-clique, is of particular interest, because it generalizes the well-known birthday problem to a general friendship network G n . In the birthday problem, G n is a friendship-network graph where the vertices are colored uniformly with c n = 365 colors (corresponding to birthdays). In this case, two friends will have the same birthday whenever the corresponding edge in the graph G n is monochromatic. Therefore, P(T (K s , G n ) > 0) is the probability that there is an s-fold birthday match, that is, there are s friends with the same birthday. For example, if the network G n satisfies (4.7), Corollary (4.1) implies
from which we can compute the approximate number of people needed to ensure a s-fold birthday match in the network G n , with probability at least p.
-In the classical birthday problem, the underlying graph G n = K n is the complete graph. In this case, N (K s , G n ) = n s . For example, using p = 1 2 , s = 4, and c n = 365 in (4.8), gives that in any group of approximately 167 people, with probability at least 50%, there are four friends all having the same birthday. Diaconis and Mosteller [12] considered the following related example: Suppose a friend reports that she, her husband, and their daughter were all born on the same day of the month (say the 16th). Taking c n = 30 (days in a month), s = 3, and p = 1 2 , in (4.8) gives that among birthdays of 16 people, a triple match in day of the month has about 50% chance.
-Another interesting case is birthday coincidences among different types, for example, with two types (boy/girl) one can ask what is the chance there is a boy-girl birthday match among a group of n boys and n girls? More generally, with s-types and n objects in each type, an s-fold birthday coincidence corresponds to an s-clique in the complete s-partite graph with n vertices in each part. For example, using N (K 3 , K n,n,n ) = n 3 and substituting p = 0.5, s = 3, c n = 365 in the formula gives, in any collection of 3 types (say nationality, for example, American, French, and Indian) of approximately 45 people each, with probability at least 50%, there is a triple birthday match, that is, an American, a French, and an Indian, have the same birthday. Asymptotics of collision times among different objects are useful in developing algorithms for the discrete logarithm problem [15] .
