In the previous papers [5, 8] , the jump phenomena of the j-th eigenvalue were completely characterized for Sturm-Liouville problems. In this paper, we show that the jump number of these eigenvalue branches is exactly the Maslov index for the path of corresponding boundary conditions. Then we determine the sharp range of the j-th eigenvalue on each layer of the space of boundary conditions. Finally, we prove that the graph of monodromy matrix tends to the Dirichlet boundary condition as the spectral parameter goes to −∞.
Introduction
In this paper, we consider the Sturm-Liouville problem
(t) + Q(t)x(t) + Q(t) T d dt x(t) + R(t)x(t) = λD(t)x(t), (1.1) where P, Q ∈ H 1 ([0, T ], L(n)), R, D ∈ C([0, T ], L(n)), P(t), D(t) are positive definite, and P(t), R(t), D(t) are symmetric for all t ∈ [0, T ]. Here L(n) is the set of n × n real-valued matrices and Q(t) T is the transpose of Q(t).
We describe a self-adjoint boundary condition of (1.1) by a Lagrangian subspace of C 2n ⊕ C 2n as follows. Consider (C 2n , ω n ) as a complex symplectic vector space with the symplectic form ω n (x, y) = J n x, y for any x, y ∈ C 2n , where ·, · is the standard Hermitian inner product in C 2n and J n =
which is a 4n-dimensional symplectic space. A subspace Λ ⊂ V is called Lagrangian if Ω | Λ = 0 and dim C Λ = 1 2 dim C V = 2n. Denote the set of Lagrangian subspaces by Lag(V, Ω). Then Lag(V, Ω) is a compact metric space [2] . Letẋ = d dt x, y(t) = P(t)ẋ(t) + Q(t)x(t), and z(t) = (y(t) T , x(t) T ) T . Then any self-adjoint boundary condition can be written as
where Λ 0 ∈ Lag(V, Ω). In particular, the Neumann and Dirichlet boundary conditions are given by
respectively. Moreover, Lag(V, Ω) is exactly the space of self-adjoint boundary conditions. The formal differential operator corresponding to (1.1) is
Define an operator A Λ 0 x := Ax on L 2 ([0, T ], C n ) with the domain
Then A Λ 0 is a self-adjoint operator. Note that (1.1)-(1.2) are equivalent to
which can be written as D x. Therefore, without loss of generality, we always assume that D = I n . The spectrum of A Λ 0 is bounded from below and consists of discrete eigenvalues, which are listed as follows:
counting multiplicities, with λ j (Λ 0 ) → ∞ as j → ∞. Thus the j-th eigenvalue λ j can be regarded as a function λ j : Lag(V, Ω) → R in the sequel. λ j is not always continuously dependent on Λ 0 . Recently, Kong, Wu and Zettl completely characterized the discontinuity of λ j for 1-dimensional case in [8] , while we characterized it for n-dimensional case with n ≥ 2 in [5] . In fact, discontinuity may occur only at such boundary condition Λ 0 that lim
where
, is a continuous path in Lag(V, Ω). Near such boundary condition Λ 0 , the j-th eigenvalue always jumps in certain directions. In this paper, as a continuous work of [5, 8] , we use the Maslov index to count the jump number of λ j . For readers' convenience, we give a brief introduction of the Maslov index in Section 2.
To describe the discontinuity in the framework of Lagrangian subspaces, we consider a continuous path Λ s ∈ Lag(V, Ω), s ∈ [−ǫ, +ǫ], with the isolated singularity at s = 0. More precisely,
and 4) where µ(·, ·, ·) is the Maslov index, see Definition 2.1. For convenience, we set λ j = −∞ for j ≤ 0. Our first main result is stated as follows.
, be a continuous path, and satisfy
By Corollary 2.4, k ± are non-negative. Our new contribution is that the jump number n + −n + 0 in Theorem 7.1 of [5] is exactly the Maslov index k ± in Theorem 1.1. The idea of the proof of Theorem 1.1 is to express the j-th eigenvalue by the index form. We refer the readers to [6] for the introduction of index form. Then we study the monotone property of index form and give proper estimates for the eigenvalues.
The range of the j-th eigenvalue λ j on the whole space of boundary conditions was given in Theorem 4.1 of [8] for 1-dimensional Sturm-Liouville problems. To the best of our knowledge, there are no results for high dimensional case. Define the r-th layer on Lag(V, Ω) to be
where 0 ≤ r ≤ 2n. Our second result is to determine the sharp range of λ j on each layer of Lag(V, Ω) for n-dimensional Sturm-Liouville problems.
By the standard Legendre transformation, equation (1.1) with D = I n becomeṡ
Let γ λ (t), t ∈ [0, T ], be the fundamental solution of (1.6), that is, for λ ∈ C,
It is well-known that for any t ∈ [0, T ],
Since γ λ (T ) ∈ Sp(2n), it is obvious that Gr(γ λ (T )) ∈ Lag(V, Ω), where
is the graph of γ λ (T ). 
for ǫ > 0 small enough. The rest of this paper is organized as follows. In Section 2, we briefly review the Maslov index theory for Lagrangian subspaces. In Section 3, we give the proof of Theorem 1.1. Theorem 1.2 is shown in Section 4. In Section 5, we provide the proof of Theorem 1.7.
Maslov Index for the Lagrangian subspaces
In this section, we briefly introduce the general Maslov index theory for the Lagrangian subspaces. Then we apply it to our framework for Sturm-Liouville problems. For this theory, we refer the readers to [1, 2, 3, 9] and references therein.
The Lagrangian frame of a given Λ ∈ Lag(C 2m , ω m ) is defined by an injective linear map Z : 
Then we get a unitary operator
is an m × m unitary matrix. So we define a map U : Lag(C 2m , ω m ) → U(m) as follows:
Note that U is a homeomorphic (isomorphic) map [6] and U(Λ) is independent of the choice of frame. Let
, ω m ) with Lagrangian frame to be 
where · is the operator norm. Moreover, dim (
, the singular cycle Σ U 0 of U 0 is defined by
Now we introduce the Maslov index. Consider a continuous path
can be well-defined. Then we give the concept of Maslov index:
where s 0 > 0 is sufficiently small.
Remark 2.2. Definition 2.1 is equivalent to the definition of Maslov index in Section 2.2 of [2], which is defined as follows. There are m continuous functions
θ j ∈ C([a, b], R) such that e iθ j (t) , 1 ≤ j ≤ m, are all the eigenvalues of U(Λ 0 ) −1
U(Λ(t)) (counting algebraic multiplicities). Denote by [a] the integer part of a ∈ R. Define E(a) = −[−a]. Then the Maslov index can be defined as
Then we provide some properties of Maslov index and we refer to [2] for the details.
continuous and piecewise smooth function with
φ(c) = a, φ(d) = b. Then µ(Λ 1 (t), Λ 2 (t), t ∈ [a, b]) = µ(Λ 1 (φ(τ)), Λ 2 (φ(τ)), τ ∈ [c, d]).
Property II (Homotopy invariant with endpoints) For two continuous families of Lagrangian paths
Property IV (Symplectic invariance) Let γ(t), t ∈ [a, b], be a continuous path in Sp(2m). Then
Now we turn back to the framework for boundary conditions of Sturm-Liouville problems. Firstly, we change the basis of (V, Ω) such that the symplectic structure becomes the standard form ω 2n . Recall that Ω = −ω n ⊕ ω n corresponds to the matrix
Under the new basis ω 2n , the boundary condition (1.2) becomes
Next, we provide a Lagrangian frame of any given
is a Lagrangian frame of Λ 0 under the symplectic form J 2n . The left column corresponds to Λ 0 ∩ Λ D and the right column corresponds to 
Proof. We use the definition of Maslov index in Remark 2.2. Since e iθ 0 σ(U(Λ s )), we see that there exist 2n continuous functions θ j ∈ C([τ 0 , τ 1 ], (θ 0 , θ 0 + 2π)) such that e iθ j (s) , 1 ≤ j ≤ 2n, are the spectrum of U(Λ s ) and
.
The lemma then follows. 
Proof. It suffices to prove 0 
We have the following result for small perturbation of Λ s 0 .
Lemma 2.5. Let α ∈ Lag(V, ω 2n ) and 
and it is an orthogonal decomposition. Let P 1 and P 2 be the orthogonal projections from C 2n to Ran(U(Λ 0 )U(α) −1 − I 2n ) and 
The lemma then follows.
Proof of Theorem 1.1
In this section, we provide the proof of Theorem 1.1. To this end, we use the index form associated with A Λ 0 to study the properties of eigenvalues of Sturm-Liouville problems. Let A be the Hermitian matrix determined by (2.2). The index form I Λ 0 is given by
on
Obviously,
For any ξ ∈ E Λ 0 (0, T ) and η ∈ H Λ 0 , we get by the definition of A Λ 0 and integration by parts that
where y(t) = P(t)ξ(t) + Q(t)ξ(t).
Here the third equality holds due to the boundary condition Λ 0 in the frame (2.2). Let λ j (Λ 0 ) be the j-th eigenvalue of A Λ 0 . From the minmax property of eigenvalues (see [4, 10] ), we have 
which is a l dimensional subspace of H Λ 0 . We define a new norm of ξ ∈ X k 0 (Λ 0 ) by
It is well-defined since X k 0 (Λ 0 ) consists of linear functions. Since X l (Λ 0 ) is finite dimensional, we shall show that this norm is equivalent to the L 2 norm and the W 1,2 norm. More precisely, we have the following lemma.
Lemma 3.1. There exist c ± 1 , c ± 2 > 0, which depend only on T , such that
Now (3.3) follows from the fact that X k 0 (Λ 0 ) ⊂ V for any Λ 0 . On the other hand, we can also prove (3.3) by direct computation. More precisely, 
consists of linear functions, we get
Now we are ready to give the relationship of λ j andλ j . Then λ j has a uniformly lower bound on S.
Proof. For any ξ ∈ H 0 ⊕ (X k 0 (Λ) ⊖ X j−1 (Λ)) and any ε > 0, there exists C ε > 0, independent of Λ ∈ S, such that ξ
Then we get by (3.1) that there exists c 1 > 0, c 2 < 0 andc 1 ∈ R, independent of Λ ∈ S, such that 
Proof. For any ξ ∈ X j (Λ), we have by (3.1) and Lemma 3.1 that
where c and c 4 depend only on P, Q, R and T , c 3 = (c
{0} for any fixed j − 1 dimensional subspace E j−1 of H Λ , and thus inf
The proof is complete by (3.2).
Then we give some criteria for the continuity of λ j .
Lemma 3.5.
(1) Let S ⊂ Lag(V, ω 2n ) and λ 1 be uniformly bounded from below on S. Then λ j is continuous on S for all j ≥ 1.
, have a uniformly lower bound, then we have
Proof. We first prove (1). Let r 1 < inf Λ∈S λ 1 (Λ), Λ 0 ∈ S, and j 0 ≥ 1 such that λ j 0 +1 (Λ 0 ) > λ j 0 (Λ 0 ). Choose r 2 ∈ (λ j 0 (Λ 0 ), λ j 0 +1 (Λ 0 )). It follows from Theorem 3.16 in [7] that there exists a neighborhood S 0 ⊂ S of Λ 0 such that there are exactly j 0 eigenvalues (counting multiplicity) of A Λ with Λ ∈ S 0 in (r 1 , r 2 ). Since λ 1 (Λ) > r 1 for Λ ∈ S 0 , the above j 0 eigenvalues are exactly λ j (Λ), 1 ≤ j ≤ j 0 . Let ǫ > 0 be small enough such that the intervals with radius ǫ > 0 centred at the non-equal ones of λ j (Λ 0 ), 1 ≤ j ≤ j 0 , are contained in (r 1 , r 2 ). By Theorem 3.16 in [7] again, there exists S 1 ⊂ S 0 such that |λ j (Λ) − λ j (Λ 0 )| < ǫ for any Λ ∈ S 1 . Therefore, (1) holds.
(2) can be shown by a similar method, and thus we omit the details.
Next, we study the asymptotic behavior ofλ j . 
4)
and there exists
Proof. We only prove the first conclusion, since others can be shown similarly. For any β ∈ (0, π), there exists α ∈ (0, β) such that S α ∩ σ(U(Λ 0 )) = ∅, where S α = {e iθ |θ ∈ (0, α]}. So there exists r ∈ (0, ǫ) such that e iα σ(U(Λ s )), −r < s < 0. It follows from Lemma 2.
and thus there are exactly
. By the arbitrary choice of β, we have
Then we study the asymptotic behavior of λ j using that ofλ j . 
and
Proof. We only prove (3.5), and (3.6) can be shown in a similar way. 
Proof. Let A 0 be the Hermitian matrix in the Lagrangian frame of Λ 0 ∈ Σ r . We define Λ s ∈ Lag(V, ω 2n ) by (2.3), where A s = A 0 + tan(s)I 2n−r for s ∈ (−π/2, π/2). Noting that Λ ±π/2 := lim s→±
Direct computation gives
Recall that I Λ s is the corresponding index form, we have
Letting s 2 = 0 and s 1 → (−π/2) + in (4.2), we get by (4.1) and Theorem 1.1 that
On the other hand, letting s 1 = 0 and s 2 → (π/2) − in (4.2), we infer again from (4.1) and Theorem 1.1 that
Then the conclusion is proved by (4.3) and (4.4).
Next, we study the left endpoint of the range λ j (Σ r ).
Proposition 4.2. Fix any 0 ≤ r ≤ 2n and j > 2n − r. Let
with multiplicity to be b 1 + b 2 + 1, where b i ≥ 0, i = 1, 2. Then we have two cases.
Proof. Firstly, we prove (1). Suppose that there exists Proof. Denote Gr(γ λ(r) (T )) by Λ r . Suppose that for any ǫ > 0, there exist −π/2 < s ǫ < t ǫ < −π/2 + ǫ such that Λ s ǫ ∩ Λ t ǫ {0}. Then A Λ tǫ has an eigenvalue λ(t ǫ ) with its multiplicity to be 2n and another eigenvalue λ(s ǫ ). It follows that at least 2n + 1 eigenvalues of A Λ tǫ tend to −∞ as ǫ → 0 + . By Theorem 1.7, µ(Λ D , Λ t , t ∈ [−π/2, −π/2 + ǫ]) = 2n with ǫ > 0 small enough. So by Theorem 1.1, the (2n + 1)-th eigenvalue of A Λ t is bounded from below as t → (−π/2) + , which is a contradiction. Then the proposition follows.
