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SUMMARY 
The impact of information and communications technology (ICT) on economic performance has 
become a key area of research in the field of IS. The surge of this research area is attributed to 
the important and mysterious role ICT has played in firms, industries as well as economies as a 
whole. As a result, evaluating the contributions of ICT investment on economic growth and 
understanding the determinants of its adoption and usage have always been elusive but important 
goals of IS researchers and economists.  
In spite of legitimate concerns about measurement, data, and statistical models, the evidence of 
positive and significant productivity gains related to ICT investment is still strong. However, a 
positive contribution does not tell us whether we are grossly over- or underestimating ICT 
impacts. From the management standpoint, simply knowing that the overall contribution is 
positive is not enough. Indeed the magnitude of the contribution is more important than the sign 
in guiding future ICT spending. Therefore, a useful approach would be to focus less on the 
question of whether ICT creates value, but more on how, when, and why benefits occur or fail to 
do so. 
The primary objective of this thesis is to remedy certain methodological inadequacies in previous 
studies. For example, by employing time series analysis tools, spurious regression problem is 
eliminated. The other main objective is to investigate a few channels through which ICT may 
boost economic growth at the national and international levels, such as the channel of foreign 
direct investment (FDI), and spillover effects. The last objective of this research is to investigate 
the determinants of Broadband Internet usage, since Broadband is considered as an accelerator of 
economic growth. Besides, governments and industries are all aiming to obtain online products 
and services for which the role of Broadband is pertinent.  
x 
   
The current thesis brings together four partially related yet independent studies which focus on 
important, but insufficiently explored, dimensions of the ICT payoff question. The first study 
finds evidence for positive and significant effects of ICT on the welfare of developed countries 
but not for the developing economies due to the lack of complementary factors including low 
levels of ICT infrastructure, human capital, and skills in less-developed economies. Results of 
the second study suggest that a higher level of ICT investment leads to an increased inflow of 
FDI, which may indirectly contribute to economic growth of the receiving host country. The 
empirical results of the third study support the existence of ICT spillover across country borders. 
That means considering ICT as a knowledge capital, it can boost productivity growth in its own 
country but also in foreign countries. Besides, less developed countries could reap more benefits 
from the ICT spillover than highly developed countries. 
The last study examines Broadband Internet usage behavior of 1500 organizations in Singapore. 
Results of the study suggest that that perceived usefulness is the strongest predictor of users' 
continuance intention, followed by satisfaction with Broadband Internet usage as a significant 
but weaker predictor.  
The findings of the current research may have important policy implications for governments in 
order to better organize and manage their ICT resources, since ICT has been recognized as an 
important driver of growth and is of central focus in the current political agenda of most 
countries. This research tries to uncover "What" is going on in the black box, and "How" these 
variables interact from empirical data. By discovering the variables and relationships, it presents 
a closer picture of how ICT works in reality. 
For instance, the fact that the availability of advanced infrastructure is an essential concern in 
decision-making on investment location for foreign investors suggests that less developed 
xi 
   
economies should accelerate their ICT deployment not to fall further behind in economic 
competitiveness. Also, existence of ICT spillover across country borders, recommends an open-
door policy for an economy. Such policy implications are extremely crucial for the less 









We live in an uncertain age, with our current resource based society rapidly changing into a 
knowledge-based one. According to the well-known management expert, Peter Drucker, “In 
today’s economy, the most important resource is no longer labor, capital, or land; it is 
knowledge” (Drucker, 1993). 
The rapid development and spread of information and communication technology (ICT) in the 
1990s contributed to advancing industries and improving economic productivity of the countries 
and regions that embraced it. As computers became connected across national borders through 
networks such as the Internet, economic activity became globalised, costs dropped, and the time 
required for distribution of information was shortened (e.g. promotion of the IT industry, 
digitization of industries, supply chain management, e-commerce, and international division of 
work). 
ICT is also contributing to improved public service and efficiency through the digitization of 
office work, and the availability of applications and notifications online as ICT is introduced into 
governments and the public sector. ICT is contributing to improving people’s lives as it is 
increasingly being introduced into social sectors, such as through the diffusion of e-learning in 
the education sector. In these ways, information and communication technology is a very 
important tool that can be used to achieve improvement in each of the economic, administrative, 
and social sectors. Information and communication technology is said to bring about major 
historical changes in society that surpass those of the industrial revolution that started in England 
in the 18th century.  
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The impact of ICT on economic performance is a research topic that has received increased 
attention during the past two decades and has become a key area of research in the field of 
information systems (IS). The surge of this research area is attributed to the important and 
mysterious role ICT has played in firms, industries as well as economies as a whole.  
Evaluating the contributions of these ICT investments has always been an elusive but important 
goal of IS researchers and economists. In other words, one of the key objectives of IS research is 
to measure the value of information and communications technology and to understand the 
determinants of this value. The objective of such research is to help organizations and policy 
makers better organize and manage their ICT resources and improve productivity. While earlier 
studies found negative results (Strassmann, 1985; Baily, 1986; Schneider, 1987; Roach 1987, 
1988), in the 90s a greater number of researchers found a positive contribution of ICT on 
economic growth (Diewert and Smith, 1994; Lichtenberg, 1995; Gurbaxani et al., 1998). The 
refutation of the productivity paradox by authors in the recent studies could be due to employing 
improved data quality and new econometric framework that produced more satisfying empirical 
results.  
Noting that the IT productivity paradox was originally defined at the economy level, one natural 
concern is that most information systems studies have addressed the productivity question at the 
micro level (Chan, 2000). More recently, a few studies have expanded the question to country 
level (Dewan and Kraemer, 2000; Pohjola, 2000; Gust and Marquez, 2003). These studies came 
to the conclusion that wealthier, industrialized countries showed a positive and significant 
relationship between ICT and growth, but that there was no evidence of such a relationship for 
developing countries.  
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As Dedrick et al. (2003) argue, in spite of legitimate concerns about measurement, data, and 
statistical models, the evidence of positive and significant productivity gains related to ICT 
investment (especially in developed countries) is still strong.  Even Nobel Laureate economist 
Robert Solow, who had once expressed his skepticism regarding the contribution of IT to 
productivity has taken a more positive stance: ”My beliefs are shifting on this subject…the story 
always was that it took a long time for people to use IT and truly become more efficient. The 
story sounds a lot more convincing today than it did a year or two years ago” (Barua et al., 
2000).  
However, a positive contribution does not tell us whether we are grossly over- or 
underestimating ICT impacts. From the management standpoint, merely knowing that the overall 
contribution is positive is not enough. Indeed the magnitude of the contribution is more 
important than the sign in guiding future ICT spending. Furthermore, we must ask how much 
confidence we can put in the estimates reported by current studies to make them a basis for 
future investment decisions (Barua et al., 2000). Therefore, as Soh and Markus (1995) suggest a 
useful approach would be to focus less on the question of whether ICT creates value, but more 
on how, when, and why benefits occur or fail to do so.  
Generally speaking, there might be different direct and indirect channels through which ICT can 
boost productivity and economic growth. Further investigation on these channels and the 
mechanisms through which ICT might impact productivity is necessary to clarify the economic 
role of ICT and inform the policy debate. Since ICT is recognized as an important driver of 
economic growth and is of central focus on the current political agenda of both developed and 
developing countries.  
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There are three main approaches to evaluate the contributions of ICT on productivity: 
macroeconomic level, organizational level, and individual level approaches (Dewan and 
Kraemer, 1998, 2000; Agarwal, 2000; Im et al., 2001; Thatcher and Oliver, 2001; Shao and Shu 
2004). The individual level approach examines the determinants of ICT adoption and 
continuance by users since such adoption and usage is essential for ensuring productivity payoffs 
from ICT investment (Davis 1989; Mathieson 1991). Furthermore, understanding the 
determinants of ICT adoption and usage should help to ensure effective deployment of ICT 
resources (Taylor and Todd, 1995).  
Put differently, companies/countries invest in ICT hoping that it will contribute to their 
productivity. However, there will be little return from this investment if consumers fail to accept 
or fully exploit its capabilities (Al-Gahtani and King, 1999). It is evident that true business value 
from any IT would derive only through appropriate use by its target user group (Agarwal, 2000). 
As a result, an understanding of acceptance and use of new technology and its impact on the 
performance are prerequisites for obtaining a return from investments (Lucas and Spitler, 1999). 
The problem of individual acceptance of ICT is a crucial one for those responsible for 
demonstrating the business value of ICT (Agarwal, 2000). Most of the previous studies have 
mainly focused on the supply side: promoting infrastructure build-out and determining 
appropriate competition and regulatory policies. However, it is important to study the demand 





   
1.2 Definition of Information and Communication Technology (ICT) 
The acronym ICT is used to denote a concept which is a combination of two previously unrelated 
concepts, (1) information technology and (2) communication technology. Information 
technology (IT) is the term used to describe the equipment and software elements that allow us to 
access, retrieve, store, organize, manipulate and present information by electronic means. 
Communication technology (CT) is the term used to describe equipment, infrastructure, and 
software through which information can be received and accessed, for example phones, faxes, 
modems, digital networks, and DSL lines.  
ICT is then the result of the convergence of IT and CT technologies. One early example of ICT 
convergence is the crossing of photocopy machine and telephone, leading to the creation of fax. 
But perhaps the clearest example in this area is convergence of computer and telephone that 
resulted in the upsurge of the Internet. 
In the current thesis, we employ the definition from OECD (2004). The term ICT is used to refer 
generically to the family of related technologies that process, store and transmit information by 
electronic means. The term IT is narrower and is used to denote computer, software and related 
technologies not including communications and network technologies, but the boundary between 
the two is increasingly blurred (OECD, 2004). The current research brings together four partially 
related yet independent studies focusing on important but insufficiently explored dimensions of 
the ICT payoff question which are discussed in sections 1.3 to 1.6. 
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1.3. Time Series Analysis in the Assessment of ICT impact at the Aggregate Level - Lessons 
and Implications in the New Economy 
Although the positive association between ICT and growth is acknowledged (Miller et al., 1987; 
Brynjolfsson, 1993, 1996; Mukhopadhyay et al., 1995; Dewan and Min, 1997; Brynjolfsson and 
Hitt, 1995, 1996, 1998; Oliner and Sichel, 2000; Jorgenson and Stiroh, 2000a; Bosworth and 
Triplett, 2000; Nirup et al., 2000; Jorgenson, 2001; Council of Economic Advisers, 2001), the 
questions of cause and effect relationship between ICT and economic growth and whether the 
contribution of ICT can be a long-term and sustainable phenomenon are still unanswered. 
Dedrick et al. (2003) point to investigating the timing of payoffs from ICT investments as an 
opportunity for future research.  
As mentioned earlier, ICT and productivity is not a new area of research and the important role 
ICT has played in economic performance has drawn attention from many scholars to study its 
impacts. However, there has been little research dedicated to approaching the topic at country 
level. Previous research has also certain methodological shortcomings which might have led to 
spurious research findings. The first section of this research, “Time Series Analysis in the 
Assessment of ICT impact at the Aggregate Level - Lessons and Implications in the New 
Economy” is among the first attempts to approach the topic at country level employing Solow’s 
Residual (the constant representing other factors of production besides labor and capital, which 
measures mainly the productivity of the technology) instead of tangible outputs and time series 
analysis tools.  
1.3.1 Potential Contributions of the Study 
In the first section of this research, “Time Series Analysis in the Assessment of ICT impact at the 
Aggregate Level - Lessons and Implications in the New Economy”, we introduce Solow’s 
6 
   
Residual together with time series analysis tools, to remedy certain methodological inadequacies 
of previous studies. We also try to derive evidences to support the view that the contribution of 
ICT can be a long-term and sustainable phenomenon.  
Solow’s Residual holds the advantage of better measuring the actual productivity attributed to 
technology.  It provides more information about changes in technology than other productivity 
measures and is the preferred concept compared to tangible output measures employed by 
previous studies; such as GDP, national wealth, and revenues which might not capture the entire 
contribution of ICT to national productivity.  
We incorporate time series statistical methodologies, because all the variables – GDP, capital, 
labor, and ICT − are often associated with a particular instance in time. In conducting their 
investigations, econometricians have often been imposing theories on the data even when the 
temporal structure of the data does not conform to the theories, and this inadequacy is prevalent 
in the examination of the relationship between ICT and productivity. Accordingly, the 
implementation of time series analysis tools in this research is aimed at eliminating the spurious 
regression problems. Because time series tools allow the testing of data stationarity prior to 
further analysis and then incorporate corrective measures accordingly in the statistical tests, this 
current research would be spared the potential problems of ordinary regression. Thus, more 
consistent empirical findings can be expected from this methodology, which is significantly 
different from previous regression models. 
The other contribution of this study is to examine the direction of causality to find out whether 
ICT growth causes GDP growth, whether GDP growth causes ICT growth or if there is a 
feedback effect between them.  
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The answers to our research questions will have important theoretical and practical implications. 
By serving as a source of comparison among various countries to appraise the causes of growth 
disparities, we try to recognize the characteristics of national innovation systems that seem to be 
linked to strong innovative performance. Time series analysis allows us to investigate the timing 
of payoffs. In some countries ICT investments may have short-term impacts while in other 
countries it may have longer-term impacts. This understanding will go a long way toward 
resolving the debate over whether the impact of these investments is contemporaneous or occurs 
in the future. In practical sense, the empirical findings are supposed to shed some lights on 
related policy making.  
 
1.4. The Causal Relationship between Information and Communication Technology and 
Foreign Direct Investment 
In economic growth literature, factors like savings and investment (in classical models), 
technical progress (in neo-classical models), R&D, human capital, accumulation and 
externalities (in new growth theory) have been recognized as the causes of economic growth. 
However, Foreign Direct Investment (FDI) has also been such an important factor that is 
incorporated into economic growth theories and there is a new approach, which is gains-from-
FDI (Moudatsou, 2001). The recent trend of FDI has created opportunities and challenges for 
development and economic growth, especially for developing countries.  
Between 1990 and 2000, worldwide FDI inflows increased 20% a year, from USD 209 billion to 
USD 1.4 trillion. In 2001, worldwide FDI inflows amounted to only USD 824 billion, little more 
than half their value in 2000, and in 2002 they fell again to USD 651 billion. At the same time, 
while investment flows slowed, stocks continued to increase. From USD 1.9 trillion in 1990, 
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worldwide FDI inward stocks increased to USD 6.1 trillion in 2000, USD 6.6 trillion in 2001 and 
USD 7.1 trillion in 2002. In terms of the ongoing process of globalization, it is important to note 
that despite the recent slowing of direct investment flows, stocks continue to grow (UNCTAD, 
2003). 
Among the more recent studies, there is a general agreement about the positive effects of FDI on 
the welfare of the host countries (Marwah and Klein, 1998; Borensztein et al., 1998; Li et al., 
1998; Sun, 1998; Liu, 2002; Ramirez, 2000; Lim et al., 2002; Marwaha and Tavakoli, 2004; 
Makki et al., 2004). The factors attracting FDI inflows from a host country viewpoint could be 
the benefits of FDI regarding the capital market, technology transfer (spillovers), market access, 
investment opportunities and export promotion (Root and Ahmed, 1979; Dunning, 1980; Lunn, 
1980; Dollar, 1992; Romer, 1993, Chakrabarti, 2001).  
So far many factors like infrastructure, human capital, natural resources, and political stability 
are mentioned in the literature as determinants of FDI, but we should also consider changes in 
the global economy, that has emerged with the new information and communications technology 
when we investigate the determinants of FDI. There is a large literature on FDI, some of it dating 
40 years or more. But the global economy has undergone massive change over the last 20 years, 
and what was relevant to attracting FDI in the 1970s may no longer be the case today (Addison 
and Heshmati, 2004). However, in spite of the importance of ICT as a possible new determinant 
of FDI and the well-known positive impacts of FDI inflows on national growth, little knowledge 
is available on the indirect impact of ICT on economic growth through the channel of FDI. 
1.4.1 Potential Contributions of the Study 
In section 2 “The Causal Relationship between Information and Communication Technology and 
Foreign Direct Investment”, we examine the existence and nature of any causal relationship 
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between ICT and FDI inflows and its implications on economic growth. It is hypothesized that 
rich ICT infrastructure of the receiving host country may attract foreign investors, which will 
indirectly lead to economic growth. To our knowledge, no attempts have so far been made to 
investigate the causal relationship between FDI and various determinants of FDI inflows based 
on time series and panel data analysis methodologies. The main feature of this study is its 
contribution to analysis of causality among the primary key variables of interest in a 
simultaneous framework conditional on GDP growth and openness.  
The findings of this study will have theoretical and practical implications. In theoretical sense, it 
will fill the gap in the literature on the causal relationship between ICT and FDI and its impact 
on growth. In practical sense, if our causality test results suggest that the host country’s ICT 
infrastructure is an important driver in attracting foreign investors then countries should 
accelerate their ICT deployment not to fall further behind in economic competitiveness. 
 
1.5. International Spillovers of Information and Communications Technology (ICT) 
In the economic growth literature the role of knowledge in technological development has been 
the subject of much recent interest. According to ‘endogenous growth models’ innovation is a 
medium for technological spillovers that allow less developed countries to catch up to highly 
developed countries. On the other hand, ICT capital seems to have characteristics of both forms 
of capital, traditional forms of capital as a production technology and knowledge capital in its 
informational nature (Dedrick et al., 2003). ICT is at the heart of the innovation process and has 
become a tool for amplifying innovation. It is increasing the scope and scale of R&D; enabling 
the creation and evolution of innovation clusters, knowledge networks, and learning 
communities (Bresnahan et al., 1995; Hanna, 2003). Therefore, a line of research suggests that 
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ICT and innovation appear to be closely related (Brynjolfsson and Hitt, 1995; Kegels et al., 
2002; Hempell, 2002a). 
Previous studies suggest that the primary impact of ICT is through traditional effects of 
investment, input substitution, and capital deepening. This contributes directly to output and 
average labor productivity (ALP) growth, but not Total Factor Productivity (TFP) growth. The 
sources for TFP growth may be relatively different over time and across countries, but 
technological change and innovation have been mainly acknowledged as determinants of TFP 
growth and ICT has been considered as the major form of technological change in recent decades 
(Madden and Savage, 2000). ICT has become a significant economic activity in most countries 
as well as an important engine of innovation and changes in the rest of the economy.  It is 
hypothesized that ICT-related spillovers or network effects, produce externalities that push the 
growth contribution of ICT beyond the neoclassical model. In this case, ICT investment would 
also lead to TFP growth (Brynjolfsson and Hitt, 2000; Bresnahan et al., 2002).  
Dedrick et al. (2003) point to ICT spillover effects as opportunity for future research. Clearly, 
‘spillover’ is a keyword in regard to the economic impact of ICT investment. Spillover, by 
definition, is an increase in social welfare without compensation to the investors. Knowledge 
spillovers are most often defined as positive externalities, with agents unable to fully appropriate 
all benefits from their own knowledge activities (Lee, 1996). Meanwhile, firm-level studies show 
that the use of ICT is only part of a much broader range of changes that help firms to enhance 
performance. This includes complementary investments in appropriate skills, and organizational 
changes. The complementary factors and practices all constitute the knowledge side of ICT 
capital, which associates ICT with knowledge spillovers.  
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However, the most widely used approach to estimate ICT spillover effects so far has been using 
industry or firm level data. As such, it would be interesting to look beyond country borders and 
investigate the ICT spillover from an international perspective. Therefore, we have two main 
research questions in this section: (1) Is there evidence for ICT spillover at aggregate (country) 
level across borders? (2) Is there certain pattern of such spillover with regard to the level of 
economic development? We are also interested in studying the growth contribution of the 
domestic ICT investment to domestic TFP.  The current study can help to address these 
questions, and provide new insights in the extent of ICT-related spillovers. 
1.5.1 Potential Contributions of the Study 
In section 3 “International Spillovers of Information and Communications Technology (ICT)”, 
we look for the non-traditional effect of ICT on productivity through spillover effects based on 
endogenous growth theory. The other important objective of this study is to investigate the 
relative extent of international ICT spillovers. There is a big gap between developed and 
developing countries in the level of their knowledge activities. Therefore if spillovers take place 
across countries, the developing countries can benefit from knowledge activities taking place in 
developed industrialized countries.  
An insight of whether these spillovers exist and how they take place is central to developing a 
comprehensive outline for understanding the returns to ICT investment (Dedrick et al., 2003). In 
theoretical sense, our findings are supposed to fill the gap of ICT spillover at country level. In 
practical sense, the empirical findings are supposed to shed some lights on related policy making. 
If there is indeed ICT spillover across country borders, an open-door policy should be 
recommended for an economy; moreover, measures to facilitate ICT-related knowledge flow 
should be in place to induce such spillover. Such policy implications are extremely crucial for 
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the less developed countries to take advantage of ICT spillovers in catching up with highly 
developed group.  
 
1.6. Broadband Internet Usage 
Economists are already predicting significant macroeconomic benefits from using Broadband 
networks. It is acknowledged that the next phase in the evolution of the Internet is Broadband 
(including wireless Internet and Broadband mobile Internet), which will enable applications and 
services that will radically change the economy, education, entertainment, health-care, 
government, the patterns of the computer use, social and work interactions and consumer 
behaviors (Sawyer et al, 2003). The deployment of Broadband also will significantly impact the 
global competitiveness of nations and businesses in the future (Sawyer et al, 2003).  
Government and industry are all aiming to obtain online products and services. For this, the role 
of Broadband is pertinent. Not surprisingly, many nations are trying to accelerate the deployment 
of Broadband connectivity. In fact, the persistent use of Broadband technologies is of main focus 
on the current political agenda in many countries (Broadband Stakeholder Group, 2001; Federal 
Communications Commission, 2002). In particular, governments set a higher penetration rate of 
the Broadband as a target that they have to achieve in coming years for the development of 
electronic commerce and information economy. To put it differently, Broadband is considered as 
an accelerator of economic growth and countries invest in it hoping that it will contribute to their 
overall productivity. However, there will be little return from these investments if consumers fail 
to accept or fully utilize its capabilities. Thus an understanding of individuals’ acceptance and 
use of the new technology (Broadband Internet here) is a prerequisite for obtaining a return from 
these investments (Lucas and Spitler, 1999). Information systems (IS) adoption is just the first 
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step toward overall IS success. An IS implementation can truly be considered as “a success” 
when a significant number of users have moved beyond initial adoption and used the information 
systems on a continued basis (Lyytinen et al., 1987; Bhattacherjee 2001, Davis and Venkatesh 
2004, Limayem and Hirt 2003). 
The Internet and Broadband are diffusing rapidly to individuals and households, following 
similar patterns in different countries but at different levels. ICT uptake and use is strongly 
affected by socio-economic characteristics. A “use divide” is progressively replacing a 
persistent, if narrowing, “access” divide. Beyond the narrower issues of ICT supply and 
connectivity, public policy should encourage diffusion and usage and content provision through 
broader measures involving education, training and literacy. Public policy, by greater emphasis 
on the development of Broadband can enhance diffusion and use helping maximize the benefits 
of ICT (OECD, 2004).  
However, there are not many papers explicitly addressing the Broadband Internet usage in spite 
of much debate at the national and international levels. Moreover, the previous research has 
mainly focused on the supply side such as pricing, promoting infrastructure, building, and 
establishing right policies at the national level, ignoring the importance of the demand side, 
looking more deeply into the use and factors impacting organizational and individual uptake and 
continuance. In response, this study tries to identify the key drivers of Broadband Internet 
continuance in Singapore.  
1.6.1 Potential Contributions of the Study 
In the last section of this thesis ”Broadband Internet Post-Adoption” we examine the factors 
influencing Broadband Internet continuance after initial adoption by conducting a survey on 
1500 organizations in Singapore. Therefore, the research question being investigated in this 
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section is: what are the factors affecting Broadband Internet continuance intention after its initial 
adoption?  
This study tries to fill the gap in the literature by examining Broadband Internet usage that occurs 
after initial encounter with it. It contributes to a better understanding of the antecedents 
influencing organizations’ intent to continue using Broadband Internet. This will have research 
and policy implications for governments, ISPs, and other supply side institutions and draws 
lessons that may be applicable to similar developments elsewhere. The contribution is that 
providers will be offered a better argument that demonstrates how Broadband diffusion and 
continuance should be encouraged. The pioneering experience of Singapore should also be 
useful in guiding comparable efforts. Section 1.7 will highlight the significance of the current 
study and the research scope.  
 
1.7. Significance of the Study and Research Scope 
ICT has emerged over the past two decades as a key technology than can transform economic 
and social activity. However, its full potential remains unknown, requiring continued observation 
of its impacts. As mentioned earlier, in spite of legitimate concerns about measurement, data, and 
statistical models, the evidence of positive and significant productivity gains related to ICT 
investment is still strong (Dedrick et al., 2003). Hence, a useful approach would be to focus less 
on the question of whether ICT creates value, but more on how, when, and why benefits occur or 
fail to do so. Correspondingly, this study makes a number of contributions to our understanding 
of ICT and economic performance, trying to uncover "What" is going on in the black box, and 
"How" these variables interact from empirical data. By discovering the variables and 
relationships, this research presents a closer picture of how ICT works in reality. 
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One of the main motivations of this research is to look at a few channels through which ICT may 
boost productivity at national and international levels (such as the channel of foreign direct 
investment and spillover effects) and investigate the determinants of its usage and continuance, 
which will give us a more comprehensive picture of the ICT impact on economic performance. 
Besides, different data sources and different quantitative research methods such as econometrics 
(which is a formal method) and survey method are employed in the current study for the 
advantages of multi-method work such as expansion − widening the scope of the study to take in 
wider aspects of the situation. Different methods generate information about different aspects of 
the world. It is desirable to combine together different data sources and research methods to gain 
richer and more reliable research results. A combination of approaches may be necessary to 
provide a more comprehensive research outcome (Tashakkori and Teddlie, 1988; Mingers, 
2001).  
In this research, we strive to establish empirical evidences to assess previous productivity 
strategies and guide future ICT investment decisions in both developed and developing 
countries. Furthermore, in response to the methodological shortcomings of the previous studies, 
the current research goes beyond the standard econometric techniques and uses time series 
analysis and panel data approaches, which produce more comprehensive empirical results. 
As suggested by Kohli and Devaraj (2003), researchers should gather larger samples comprising 
of longitudinal or panel data to assess the effects of ICT payoff. Such data can often improve the 
accuracy of the results because they can control for country (industry or firm) specific effects. 
Longitudinal or panel data analysis, although more resource intensive, allow the researcher to 
obtain a deeper understanding of the impact of technology along the continuum of ICT 
investment (Lucas, 1993) and examine the lag effects of the impact of technology (Peffers and 
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Dos Sontos, 1996; Devaraj and Kohli, 2000a). In fact, the lack of consideration for lag effects 
has been cited as one of the factors contributing to the so called “productivity paradox” of IT 
(Brynjolfsson and Hitt, 1996; Dewan and Min, 1997; Lee and Barua, 1999). The application of 
panel data help to correct for continuously evolving country-specific differences in technology, 
production and socioeconomic factors, thus eliminating many of the difficulties encountered in 
cross country estimations. 
Despite the fact that the productivity paradox of IT is an international phenomenon, according to 
Dewan and Kraemer (1998), most of the existing studies in this area involve firm-level analysis 
mainly focused on the US. Mahmood and Man (2000) argue it is important that researchers add 
an international dimension to the matter of ICT investment-performance relationships, extending 
beyond the US to encompass the experience of other countries.  
Cross-country or panel data analysis of the productivity impacts of ICT is still relatively scarce, 
primarily since comparable data sources are still relatively new. While there is growing evidence 
that ICT can boost productivity, a good understanding of ICT impact on productivity is still 
lacking, partly because of measurement problems but also due to lack of cross-country or panel 
data empirical analysis. Improving the understanding of the ways in which ICT affects economic 
performance and the factors that influence the potential impacts of ICT thus remains important. 
The findings of the current research could be highly relevant for policy making. For public 
consideration it is very important to clarify the economic role of ICT since it has been 
acknowledged as an important driver of economic growth and countries worldwide are heavily 
investing in their ICT infrastructure.  
Nevertheless, there might be various channels through which ICT might boost productivity at 
macroeconomic, organizational and individual levels which is beyond the scope of this study. 
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Here, we focus on the issue of ICT and growth by examining a few channels like FDI, and 
spillover effects. It is very important to help organizations and governments better organize and 
manage their ICT resources and improve overall productivity. From a practical viewpoint, 
understanding the determinants of ICT usage should help to ensure effective deployment of ICT 
resources, which is essential for ensuring productivity payoffs from ICT investment. 
Researchers are now calling for alternative ways to measure contributions from ICT (Kohli and 
Sherer, 2002). It has been suggested that no single approach is suitable and that researchers 
should use multiple measures from multiple perspectives to obtain a superior estimate of the 
impact of ICT investment on performance outcomes (Farbey et al., 1993). This research aims to 
make a significant contribution to the ongoing debate over the value of ICT investment by 
shedding new light on international experiences with ICT investment. The current thesis brings 
together four partially related yet independent studies which focus on important, but 
insufficiently explored dimensions of the ICT payoff question. Each study provides a different 
perspective on the impacts of ICT on economic performance.  
The variety of approaches used in this research is important as each perspective adds new 
evidence to our overall understanding of the topic. Study one, two, and three are based on 
country-level data and include a comparative perspective at international level.  The last issue 
addressed in this study, notably in chapter 5, concerns the deployment and continuance of ICT. 
As mentioned earlier, the economic impact of ICT is closely linked to the extent to which it has 
been deployed.  
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Time Series Analysis in the Assessment of ICT impact at the Aggregate  






The pervasive role of Information and Communication Technology (ICT) in the new economy is 
well documented, with countries worldwide heavily pouring resources into their ICT 
infrastructure in spite of the widely cited ‘productivity paradox’. Evaluating the contributions of 
these ICT investments has always been an elusive but important goal of Information Systems 
(IS) researchers and economists. Acknowledging that this area of research is fraught with 
complexity, this study uses Solow’s Residual together with time-series analysis tools, in an 
attempt to remedy the methodology inadequacies of previous studies, and strives to determine if 
empirical evidences are present to support claims that ICT investments are worthwhile. The 
results show that ICT furnishes economic growth in many developed countries and newly 
industrialized economies (NIEs), but not the developing countries. With reference to this finding, 
ICT-complementary factors are discussed, with the view of rectifying possible flaws in ICT 





The Nobel Laureate economist Robert Solow once cited the infamous ‘productivity paradox’ of 
the US economy, where productivity stagnated despite increasing computing power. His quip 
that “the computer age is everywhere but in the productivity statistics” (Solow, 1987) might 
apply to other advanced economies as well as the United States. The majority of the earlier 
researches in the 1970s and 1980s also indicated the negative effects of computers on 
productivity (Baily, 1986; Strassmann, 1985; Roach 1987, 1988; Parsons et al., 1990). 
A number of authors attempted to provide justifications for the post-1970s ‘clash of expectations 
and statistics’. The review of the productivity paradox (Brynjolfsson, 1993; Dedrick et al., 2003) 
discussed several categories of explanations, including mismeasurements of outputs and inputs, 
and lags due to learning and adjustment. The most widely recognized explanation for the post-
1973 productivity slowdown was that of flaws in methodological frameworks and measurement 
errors. In addition, Brynjolfsson (1994) stated that the main benefits from using computers were 
improved quality, timeliness and customization, which were not well measured in official 
productivity statistics. 
In the 1990s, a greater number of researches started to find a positive contribution of information 
and communication technology (ICT) to growth. Brynjolfsson and Yang (1996) cited 
contemporary studies that, incorporating newly identified data and applying innovated 
methodologies, had discovered ICT was associated with productivity growth. At the firm and 
industry level, several authors concluded there was positive evidence of payoffs to ICT 
investments (Lichtenberg, 1995; Diewert et al., 1994; Gurbaxani et al., 1998). 
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Their results were confirmed by quite a few studies and initiated a large stream of research in 
this area. Although studies have proliferated, encouraging evidence of ICT payoffs, there are 
limitations on the implications of results. In particular, noting that the ICT productivity paradox 
was originally defined at the economy level, one natural concern is that most IS studies have 
addressed the productivity question at the micro level (Chan, 2000). 
In contrast to investigations at the firm and industry levels, studies at the aggregate level have 
not been as conclusive. They also suffer from major limitations in their analysis. For instance, in 
their country-level research on the Asia Pacific, Kraemer and Dedrick (1994) found that a 
positive correlation existed between ICT and economic growth, but acknowledged that the paper 
had not been able to provide conclusive evidence of a causal relationship, given the relatively 
small portion allocated to ICT in the overall capital, and the broad array of factors that affect 
economic growth.  
Similarly, Jorgenson and Stiroh (2000) discovered that computer capital contributed to growth 
more than ordinary capital, suggesting a positive payoff from ICT. However, the extrapolation of 
total factor productivity (TFP) growth for long-term projections was problematic, which even the 
researchers themselves admitted.  
Pohjola (2000) indicated that disappointment in information and communication technology is 
still chronicled in many macroeconomic studies, because the impacts on productivity and 
economic growth have been much harder to detect. Therefore, better measurement methods and 
definitions are definitely required for more precise appraisal, especially in the Internet and e-
commerce era. Jorgenson and Stiroh (2000) commented: “Only as the statistical agencies 
continue their slow progress towards improved data and implementation of state-of-the-art 
methodology will this murky picture become more transparent.” 
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In response, this study introduces Solow’s Residual together with time-series analysis tools in an 
attempt to remedy the methodology inadequacies of previous studies, and strives to establish 
empirical evidences to assess previous productivity strategies and guide future ICT investment 
decisions in both developing and developed countries. Moreover, the implementation of Solow’s 
Residual holds the advantage of better measuring the actual productivity attributed to 
technology.  Solow’s residual provides more information about changes in technology than other 
productivity measures and is the preferred concept.  
For each of the sample countries in this research paper, we first investigate the causal 
relationship between ICT and GDP by directly looking at the production function. Then we 
derive Solow’s Residual for the country to analyze the impact of ICT on economic growth. In 
both analyses, we incorporate time series statistical methodologies, because all the variables – 
GDP, capital, labor, and ICT − are often associated with a particular instance in time. In 
conducting their investigations, econometricians have often been imposing theories on the data 
even when the temporal structure of the data does not conform to the theories, and this 
inadequacy is prevalent in the examination of the relationship between ICT and productivity. 
Accordingly, the implementation of time series analysis tools in this research is aimed at 
eliminating the spurious regression problems.  
Because time series tools allow the testing of data stationarity prior to further analysis and then 
incorporate corrective measures accordingly in the statistical tests, this current research would be 
spared the potential problems of ordinary regression. Thus, more consistent empirical findings 
can be expected from this methodology, which is significantly different from previous regression 
models. Traditional regression methods are susceptible to the limitation of reliable forecasting, 
and to the same extent, predicted values of the explained variable should not be too far out of the 
22 
  
range of the sample values (Maddala, 1992).  In contrast, the implementation of time series tools 
allows the contribution of ICT capital to be more accurately projected into the future. This is 
absolutely important because ICT value does not occur at a point in time, but rather unfolds over 
time through the effective use of ICT applications and infrastructure.  
Moreover, finding a strong association between ICT investment and growth does not necessarily 
imply a ‘causal’ relationship. If non-stationary time series variables are not cointegrated, then a 
high degree of correlation between two variables does not mean a causal relationship between 
the variables. The time series methodology empowers us to recognize and avoid spurious results, 
which is evidence of the importance of time series analysis.  
The other advantage is that we know time does not go backwards, so we can use lags to identify 
causal relationships, which is not possible in cross-sectional studies. The time series 
methodology also enables us to answer some specific questions. For example, we can find out if 
the relationship between variables is long-run or short-run. Also, the Granger causality test 
enables us to figure out the direction of causality and to find out whether ICT growth causes 
GDP growth, whether GDP growth causes ICT growth or if there is a feedback effect between 
ICT and GDP. 
Dedrick et al. (2003) also point to investigating the timing of payoffs from ICT investments as an 
opportunity for future research. In some countries ICT investments may have short-term impacts 
while in other countries it may have longer-term impacts. This understanding will go a long way 
toward resolving the debate over whether the impact of these investments is contemporaneous or 
occurs in the future.  
Economic analyses of growth believe that growth is in some sense related to qualitative change, 
which means it involves doing new things with new processes, so that growth is not just an 
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extension of an existing activity, but requires change in the character of the activity. For instance, 
Adam Smith (1776) in The Wealth of Nations perceived that growth was associated with a more 
complex division of labor, so that the components of existing activities would spin off as 
separate activities, and then be subject to productivity growth as people specialized in these 
activities and became more skilful at carrying them out. Smith also predicted that knowledge 
creation would become a separate activity, and this would further drive productivity growth 
(Bruland, 2001).  
The answers to our research questions will have important theoretical and practical implications. 
By serving as a source of comparison among various countries to appraise the causes of growth 
disparities, we try to recognize the characteristics of national innovation systems that seem to be 
linked to strong innovative performance. Most importantly, this study intends to uncover 
evidences to support the view that the contribution of ICT can be a long-term and sustainable 
phenomenon. In practical sense, the empirical findings are supposed to shed some lights on 
related policy making.  
As mentioned earlier, ICT and productivity is not a new area of research and the important role 
ICT has played in economic performance has drawn attention from scholars to study ICT 
impacts. However, our study is among the first attempts to approach the topic at country level 
employing time series analysis tools. We find that ICT investments have been contributing to 
improvements in national productivity in several developed countries and newly industrialized 
economies (NIEs), but not the developing nations. This finding is somewhat consistent with 
previous findings (Dewan et al., 2000; Pohjola, 2000). However, there is an additional inference 
from our study: In a developing country, national productivity may be causing the incremental 




The organization of this chapter is as follows: section 2.2 explains the procedure of our analysis, 
with the merits of the adopted methodology highlighted. Section 2.3 is a brief discussion of the 
data set. Section 2.4 discusses the empirical results obtained, followed by the limitations of the 
research and the conclusion. 
 
2.2. Methodology 
2.2.1 Production Function  
To investigate the long-run relationship between variables, we first deploy the Cobb-Douglas 
production function. The Cobb-Douglas functional form can be viewed as a linear approximation 
of the actual underlying production function. It has been shown to be a good approximation in 
the ICT and productivity contexts (Dewan et al., 1997); it is also pervasive in the productivity 
research literature (Griliches, 1998).  The Cobb-Douglas functional form is an augmented neo-
classical model of economic growth. The basic Solow model is extended to include investment 
in human capital and information and communication technology in addition to investment in 
physical capital. The production function approach has been widely used in previous studies of 
ICT impact on firm performance (Alpar et al., 1991; Loveman, 1994; Brynjolfsson, 1996). 
Typical production function requires three resources, i.e., labor (L), capital (K), and information 
and communication technology (ICT).  Hence we have the following production function:   
Y = A ICT β1 K β2 Lβ3         (1) 
Where Y is output (GDP), A is a constant representing other factors for production, and β1, β2, 
and β3 are the elasticities of the production resources. This function can be converted into its log-
linear form for analytical convenience. 
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ln(Y)= α+β11n(ICT)+ β2 ln(K)+ β3 ln(L)             (2) 
 
2.2.2 Solow’s Residual 
Suppose the aggregate production function has a simple Cobb-Douglas functional form: 
Y = A Kα L1-α           (3) 
Where Y is GDP or output, K is the aggregate capital stocks, L is the labor force, A > 0 is the 
constant representing other factors for production, which measures mainly the productivity of the 
available technology, and 0<α<1 is the share parameter, representing the elasticities of the 
production resources. Total Factor Productivity is popularly known as Solow’s Residual, and is 
what economic historians use to explain which part of a country’s economic productivity 
remains ‘unexplained’ and thus attributed mainly to technology. Using the Production Function 
from Equation (3), Solow’s Residual, A, can be derived as: 
A = Y / (Kα L1-α)          (4) 
Many growth accounting studies have estimated α either econometrically or using national 
account data for both developed and developing countries, and there is evidence that for the 
typical developed (Organization for Economic Cooperation and Development or OECD) 
country, α equals roughly 0.33, and for the typical developing country, α equals roughly 0.4. In 
general, capital’s share of GDP equals 1/3 regardless of the levels of K or L (Mankiw et al., 
1992).1 Thus following Ben-David (1996), the value of this share parameter is set to both α = 0.3 
                                                 




and α = 0.4 in the derivation of Solow’s Residual, and thereafter the empirical results obtained 
from both values are compared.  
As mentioned earlier, the majority of earlier researches used tangible outputs − such as GDP, 
national wealth, revenue, and these output measures might not capture the entire contribution of 
ICT to an economy’s productivity. Since it is widely acknowledged that ICT usage provides a 
wide range of intangible impacts, Solow’s Residual would better appraise the efficiency of ICT. 
Once we have obtained Solow’s Residual as a measure of productivity, we need to investigate 
the causal relationship between Solow’s Residual (A in the equations) and ICT. To study the 
long-run relationship between variables, we use Johansen’s (1988) cointegration test. In time 
series analysis, two variables are said to have a long-run relationship if they are cointegrated. For 
the variables in Equation (2) to be cointegrated, the order of integration of the left-hand-side 
variable (Y) should be equal to or greater than the highest order of integration of the right-hand-
side variables (K, L, and ICT).  Otherwise, even without cointegration tests, they are obviously 
not cointegrated.   
Before the cointegration tests, we implement the Augmented Dickey-Fuller (ADF) test to 
establish the order of integration of the variables (Dickey et al., 1979, 1981).  This test is also 
useful for obtaining the stationary variables for the Granger causality test. Depending on whether 
they are cointegrated, different tests will be necessary to determine the causal relationship 
between the two variables – if the variables are cointegrated, we deploy the vector error 





2.2.3 Unit Root Test 
We use the ADF test to check for the unit roots of the time series variables.  Consider the 
following expression: 




β i Δ Y t-i  + δ + γ t + εt                (5)  
Where Δ Y is the first difference of the series, δ is a constant, m is the number of lags and t is the 
time trend.  If the null hypothesis that α = 0 can be rejected, then the time series variable is 
stationary and the series is ‘integrated of order zero’ or ‘I(0)’.  If the null hypothesis that α = 0 
cannot be rejected, then the variable is non-stationary. In this case, we difference the series of the 
variable and repeat the ADF test to determine the order of integration. For example, if a variable 
becomes stationary after the first difference, then it is ‘integrated of order one’ or ‘I(1)’.  
 
2.2.4 Johansen’s Cointegration Test 
As mentioned in the previous section, the Johansen (1988) model, which has been extended by 
Johansen and Juselius (1990), is chosen for our cointegration test. This method applies the 
maximum likelihood procedure that is appropriate in a multivariate framework analysis. By the 
Granger representation theorem, the general form of the VECM is given by:  
tptptptt yyyy ε+Π+ΔΓ++ΔΓ+Γ=Δ −+−−− 11110 ......       (6) 
Δ is a difference operator, Γ0 is an (n x1) intercept vector, Γ1, Γ2, … Γp-1, Π are (n x n) matrices; 
yt is an (n x 1) vector. By construction, Π has rank r and can be decomposed as Π= αβ. The 
elements of α are known as the speed of adjustment parameters. β is a (p x r) matrix of 
cointegrating vectors, the long-run coefficients in the vector error correction model. The 
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Johansen procedure focuses on the rank of matrix Π, which determines the number of distinct 
cointegrating vectors. The procedure involves two test statistics for cointegration. The first, 
known as the trace test, is based on the trace of the stochastic matrix, to test the hypothesis that 








)1ln()( λλ          (8) 
Where T is the number of observations, r is the number of cointegration vectors, -λi is the 
eigenvalue obtained from the estimated Π matrix, and i=r+1,…, n. The second test is called the 








1max )1ln()1,( λλ         (9) 
The coefficients of the normalized cointegrating vector can be used as indicators of the actual 
long-run relationship between A (or Y) and ICT. The residual of the cointegrating vector 
becomes the error correction term that is used in the error correction model later. 
 
2.2.5 Granger Causality Test 
In the absence of a long-run relationship (i.e., the variables are not cointegrated), the two 
variables may still be causally related in the short run. If the series are found to be non-stationary 
in the unit root tests, then as much differencing has to be performed to make each series 
stationary (Granger, 1969). Corresponding to the stationary time series data of A (or Y) and ICT, 
the causality test involves estimating the following VAR (Vector Autoregression) models: 
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 fi Xt-i + vt                                   (11) 
Z is either Y or A. For the analysis of the relationship between Y and ICT, we need extra 
variables like labor or capital. X stands for these variables. For the relationship between A and 
ICT, we do not need these extra variables.  
We select the lag structure of the model (n, l, m, p, q, r) based on Akaike Information Criteria 
(AIC), as reported by Eviews 4.1. Note that the foremost exercise in the application of 
Autoregressive (AR) model is none other than the determination of autoregressive lag length. In 
this respect, many lag length selection criteria have been employed in economic study to 
determine the (AR) lag length of time series variables. Briefly, an AR process of lag length p 
refers to a time series in which its current value is dependent on its first p lagged values and is 
normally denoted by AR (p). Note that the AR lag length p is always unknown and therefore has 
to be estimated via various lag length selection criteria such as the Aikaike’s information 
criterion (Akaike, 1973). For different countries, we come up with different lag lengths (1, 2 or 
3) based on the Aikaike’s information criterion reported by Eviews. 
It follows that if the computed F value exceeds the critical F value at the chosen level of 
significance, the null hypothesis is rejected. i.e., ICT does indeed affect Y (or A). For the 
Granger causality testing of Y → ICT (or A→ ICT), the same procedure is applies. 
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2.2.6 Error Correction Model 
When two variables are cointegrated, the vector error correction model has to be applied before 
implementing the Granger causality test. Applying the VECM, which is a VAR in first 
differences with the addition of a vector of cointegrating residuals, results in the so-called 
Pairwise VEC Granger causality test, in contrast to the Standard Granger causality as in Equation 
(10).  












 ci Xt-i + ut      (12) 












 fi Xt-i + vt      (13) 
where ECT is the error-correction term, which is the residual of the cointegration equation that 
explains the short-run disequilibrium among the variables. 
 
2.2.7 Impulse Response Function  
When A and ICT are cointegrated, by generating the impulse response function of A and ICT, 
the response of Solow’s Residual can be traced back to the shock in ICT inputs, determining if 
the impact is causing a positive or negative temporary jump or having a long-run effect, and also 







2.3. Data  
Data are collected for 19 countries, consisting of annual time series data of four main variables; 
GDP (Y), capital (K), labor (L), and information and communication technology investment 
(ICT): 
Developing Countries: 
China, Indonesia, Malaysia, Philippines 
Developed Countries / Newly-Industrialized Economies (NIEs): 
Australia, Austria, Canada, Denmark, Finland, France, Ireland, Italy, Japan, (South) Korea, 
Singapore, Spain, Sweden, United Kingdom, United States 
The time series data range from 1980 to 2000. But for several countries, capital data is not 
available for some years, mostly for 1980 and 1981. Nevertheless, we ensure that each country 
has at least 16 data points. GDP (in constant local currency) and labor data are directly obtained 
from World Development Indicators (WDI). However, WDI only provides values for gross fixed 
capital formation (in constant local currency), which is actually gross domestic fixed investment, 
and not really capital stocks, which should be used to calculate Solow’s Residual. Thus, an 
adjustment to the data of the capital variable is crucial. Non high-tech capital stocks are 
generally, on the average depreciated with a 10% rate [capital income taxes and economic 
performance], and the individual annual values are derived as K(t) = K(t-1) + I(t) – 
Depreciation(t-1). Data series for the above-mentioned variables are then used to generate the 
Solow’s Residual, A. As mentioned in the previous section, α is set to 0.3 and 0.4 for the 
comparison of the empirical results, denoted by A0.3 and A0.4 respectively. 
There has not been any source that provides ICT investments data of more than 10 years for the 
countries in our sample. Therefore, we use the annual telecommunications investments from the 
32 
  
International Telecommunication Union (ITU) as a proxy for the ICT variable for the period 
1980 to 2000. Summary statistics of the variables are presented in Table 2.1. 
 















Australia 328 75.4 8.4 2,120 
Austria 211 47.5 3.6 1,100 
Canada 524 96.9 659 2,990 
China 493 161.0 659 5,820 
Denmark 167 31.3 2.9 530 
Finland 126 26.8 2.5 557 
France 1,430 276.0 25 5,110 
Indonesia 145 36.2 79 644 
Ireland 57 11.1 1.4 311 
Italy 1,000 197.0 24.3 5,230 
Japan 4,640 1,300.0 63.7 19,000 
Korea 354 111.0 19.8 3,340 
Malaysia 64 20.6 7.2 782 
Philippines 67 14.5 24.9 535 
Singapore 60 21.1 1.6 297 
Spain 529 114.0 15.8 2,710 
Sweden 225 38.0 4.6 987 
UK 1,020 172.0 28.4 6,110 
US 6,530 1,150.0 126 21,900 
Average 912.7 198.1 106.2 4,079.2 
















2.4. Empirical Results and Discussion 
Exhibited in Table 2.2, the unit root test results show that the majority of the variables are non-
stationary. Besides, 11 of the countries have been inferred to be not cointegrated (China, 
Denmark, Finland, France, Italy, Japan, Malaysia, Philippines, Spain, Sweden, and UK). 
Consequently, this validates that simple ordinary least square (OLS) analysis might produce 
spurious regression results, reinforcing the necessity of time series analysis tools in this 
particular area of research.  On the other hand, we discover that incorporating α = 0.3 and α = 
0.4 in the derivation of Solow’s Residual yields very similar empirical results in all the statistical 
tests. There are slight differences in the results of cointegration and the Granger causality tests 
for Y and ICT compared to that of A and ICT, but there are common results from these two tests 
for most of the countries in the sample. 
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• *, **, ***  denote significance of test statistics at 10%, 5%, 1% significance level respectively.  
• Vacant entries are attributed to data unavailability. 
• A0.3, A0.4 denote incorporating α = 0.3 and α = 0.4 in the derivation of Solow’s Residual respectively. 
 
In general, the results show that developing countries do not derive productivity improvements 
from their ICT investments, while developed countries and NIEs experience growth with 
information and communication technology. Logical explanations can be furnished for this 
 Degree of Integration Cointegration 







Australia I(1) I(1) I(1) I(2) I(2) I(2) Yes ** Yes **  Yes ** 
Austria I(1) I(1) I(1) I(1) I(1) I(2) Yes ** Yes **  No 
Canada I(1) I(1) I(1) I(0) I(2) I(2) Yes ** Yes **  No 
China I(0) I(0) I(1) I(1) I(2) I(2) No No  No 
Denmark I(0) I(0) I(1) I(1) I(2) I(0) No No  No 
Finland I(2) I(2) I(1) I(2) I(0) I(2) No No  Yes ** 
France I(0) I(0) I(0) I(1) I(0) I(2) No No  No 
Indonesia I(1) I(1) I(1) I(2) I(2) I(2) Yes * Yes **  Yes ** 
Ireland I(2) I(2) I(2) I(2) I(2) I(2) Yes * Yes **  Yes ** 
Italy I(0) I(0) I(0) I(1) I(1) I(2) No No  No 
Japan I(2) I(2) I(2) I(2) I(1) I(2) No No  No 
Korea I(1) I(1) I(1) I(1) I(1) I(2) Yes * Yes **  No 
Malaysia I(1) I(1) I(2) I(2) I(1) I(0) No No  Yes ** 
Philippines I(1) I(1) I(0) - - - No No  - 
Singapore I(1) I(1) I(1) I(2) I(0) I(2) Yes ** Yes **  Yes ** 
Spain I(1) I(1) I(2) - - - No No  - 
Sweden I(1) I(1) I(2) I(1) I(2) I(2) No No  No 
UK I(2) I(2) I(2) I(1) I(2) I(1) No No  No 





finding, with the exception of Denmark, Finland, France, Sweden, and the UK (Group 4). A 
summary of the principal findings are given in Table 2.3. 













































• Vacant entries are attributed to data unavailability. 
       +     VEC Granger causality tests are conducted for these cointegrated cases.  
STANDARD Granger causality Tests are applicable for the other cases since  

















Y and ICT 
 
Group 1     
Group1: Australia Yes    ICT → A + Yes ICT ↔ GDP+ 
Group1: Austria Yes    ICT → A + No ICT → GDP 
Group1: Canada Yes    ICT → A + No - 
Group1: Singapore Yes    ICT → A + Yes No 
Group1: US Yes    ICT → A + No GDP → ICT 
Group 2     
Group2: Ireland Yes   No Causality + Yes No Causality+ 
Group2: Korea Yes   No Causality + No ICT → GDP 
Group 3     
Group3: Italy No ICT → A No No 
Group3: Japan No ICT → A No No 
Group3: Spain No       ICT → A  - - 
Group 4     
Group4: Denmark No No No GDP→ ICT 
Group4: Finland No No Yes No Causality+ 
Group4: France No No No No 
Group4: Sweden No No No No 
Group4: UK No No No No 
Group 5     
Group 5: China No A → ICT No No 
Group 5: Indonesia Yes   A → ICT + Yes No 
Group 5: Malaysia No A → ICT Yes GDP → ICT+ 
Group 5:  Philippines No A → ICT - - 
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2.4.1 Group1: Long and Short-run Interrelation of Economic Growth with ICT 
Australia, Austria, Canada, Singapore, United States 
These five economies present the most optimistic outlook from ICT investments, attributed to the 
positive results from the cointegration and causality tests (which point from ICT to A as in the 
ideal case). Moreover, many of the normalized cointegrating coefficients imply a positive 
relationship between ICT investments and productivity. 
Referring to Australia’s impulse response functions in Figure 2.1, the country appears to 
experience a positive movement from its ICT innovation that does not diminish with time − a 
trend similar to Singapore’s. The Singapore government has been known to deploy ICT as an 
economic tool to increase competitiveness in the international market, implementing an ICT-led 
development strategy (Kraemer et al., 1997). The notable difference is the initial negative impact 
of ICT on productivity, suggesting that high-tech investments may be counter-productive in the 
beginning. This initial short period of negative responses is worthwhile, in light of the redesign 
of job practices, the training that workers receive, and the realignment of wok scope and 
structures to bring in a sustained period of high returns in the future. Tradenet (currently IES) is 
an example that may be useful in explaining why a negative impact may have occurred.  
In contrast, Austria’s impulse response function shows that its ICT investments have an initial 
positive impact on its economy, but this effect dies off eventually. Canada presents yet another 
different picture: Innovation of ICT does not affect its productivity in the beginning, but the 
function takes off and fluctuates from the equilibrium position after a relatively long period. 
Similar to that of the Singapore economy, Canada may have undergone vigorous changes and 
infrastructure-building before the payoffs from ICT become visible.  
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As mentioned in the literature review, numerous early studies have cited the negative 
contributions of ICT in the United States. However, statistics from this paper indicates otherwise. 
Cointegration test results point to a long-term equilibrium between ICT and productivity in the 
US; the statistics also suggest a causality flow from ICT to A.  
2.4.2 Group2: Long-run Equilibrium of National Productivity with ICT 
Ireland, (South) Korea  
Referring to the diagrams for Ireland in Figure 2.1, it can be seen that there are no vigorous 
responses of A to ICT innovation in any short-term period. There is nevertheless a gently sloping 
positive gradient, suggesting a long-run equilibrium of the two variables. What this implies is 
that, in the Irish economy, ICT investments may not provide any visible jump in the country’s 
productivity but deliver a significant payoff over a longer time period when complementary 
investments are built up and pooled together. This finding is in line with Ireland’s policy of 
‘Industrialization by Invitation’ (Kraemer et al., 1999), in which the Irish government attracts 
foreign investors by financial and tax-based incentives, excellent infrastructure, and a computer-
literate labor force. Significant gains and improvements in productivity can only be expected to 
manifest with this ICT-led development policy in a longer time frame after ICT usage has been 
efficiently assimilated into the Irish work force and production lines. From the same angle, the 
significant normalized cointegrating coefficients display an optimistic indication − ICT does 
indeed contribute positively to productivity. 
Similarly, the Korean economy (whose past growth was based on traditional manufacturing 
industries) has shifted from cost-oriented to efficiency-oriented policies in the past two decades. 
The Korean government has made consistent efforts to provide the necessary infrastructure and 
an ICT-friendly business environment (take for example, Cyber21, whose objective is to create 
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an information-based society), and as a result, establishing an extremely successful 
telecommunication infrastructure and stimulating its internal software development and e-
commerce industries. Accordingly, it can be seen that the response functions for Ireland and 
Korea exhibit a similar trend, implying that ICT only affects the country over a long time period, 
and the positive effects may not be captured and conceptualized in a shorter time frame: thus the 
presence of a cointegrated relationship but the absence of causality. 
2.4.3. Group3: Short-Run Association of ICT with Economic Growth  
Italy, Japan, Spain 
Italy and Japan are well-known for their aggressive ICT policies and high-tech exports. The 
statistical results for the three economies, however, showed no apparent long-term association 
between the countries’ productivity and ICT investment, but there was a short-term relationship. 
This agrees with previous studies. Van Ark et al. (2002), for example, indicated that there was a 
large variation among various countries in terms of their contribution of ICT capital to 
productivity growth between 1995 and 2000: the US, Australia, and Finland received the largest 
boost; Japan, and Italy a much smaller one, and Spain and Portugal the least.  
If the empirical results of this paper are correct, there must be some areas of inadequacy in the 
Italian and Japanese ICT strategies to ensure a longer and sustained period of growth. A Japan 
Economic Update report pointed out that ICT investment could, on balance, have a negative 
impact on economic growth in the short run (Japan Economic Update, 2000).  Also a recent 
OECD publication reported ICT investment accounted for between 0.3 and 0.8 percentage point 
of growth in GDP per capita for the period 1995-2001 (OECD, 2003). The US, Canada, 
Netherlands, and Australia had the largest boost; Japan and the UK a more modest ones, and 
Italy a much smaller one. Some OECD countries substantially increased labor productivity 
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growth from the 1980s to the 1990s, including Denmark, Ireland, and Sweden. However, some 
of the larger OECD economies, such as France, Germany, and Italy, experienced a substantial 
decline in labor productivity growth in the same period.  
According to conventional wisdom, some European countries (including Italy) and Japan have 
been slow to invest in ICT, partly due to rigidities in the labor and product markets that reduce 
returns on such investments. During the second half of the 1990s, most OECD countries, except 
Italy, and Japan enjoyed faster productivity growth. Japan's GDP growth was slower, because of 
a fall in non-ICT investment and weak employment due to deficient demand. In a similar vein, 
the European Information Technology Observatory indicated in 2000 that Italy’s ICT 
expenditure (as a percentage of its GDP) reached 5.5%, while in 1997 it was 3.9% against the 
European average of 6.3% (EITO, 2001). Despite the importance of ICT, noticeable differences 
in the diffusion of ICT continued between OECD countries. New OECD data showed that the 
US, Canada, New Zealand, Australia, the Nordic countries, and the Netherlands typically had the 
highest rates of ICT diffusion. Many other OECD countries lagged in the diffusion of ICT, 
leaving scope for improvement.  
 In their study on the impact of ICT on multifactor productivity (MFP) growth in Italy from 1996 
to 1999, Milana et al. (2004) found that it is positively affected by increase in intensity of ICT 
use. Despite the positive impact, the overall performance of Italy in the period was characterized 
by negative MFP growth, which they attributed to the limited scale of investment in ICT and the 
costs of adjusting to the new technology. 
It may also be assumed that ICT has not been a main contributor to growth in the Spanish 
economy, because Spain has been lagging in technological advancements, with low Internet 
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penetration and a telecommunication system that was behind other European countries (Ward, 
2002). 
2.4.4 Group 5: Causality from National Productivity to ICT 
China, Indonesia, Malaysia, Philippines 
This group comprises distinctly of developing countries, for whom in the past two decades, the 
opening up of political doors has led to the experience of relatively tremendous growth and 
international competition. The Asian countries of China, Indonesia, Malaysia and the Philippines 
may indeed have undergone increased productivity in their economy, but it cannot be ascertained 
what factors are specifically contributing to the improvement. A developing economy may be 
investing heavily in high-tech capital because of the mistaken perception that jumping onto the 
ICT bandwagon is the shortest path to economic prosperity. The recent success and increased 
productivity may just reinforce this misconception, without the country carefully examining if it 
is indeed its ICT investments that are contributing to the nation’s prosperity.  
In this light, there lies the possibility of these developing nations actually pouring financial 
resources into ICT because of the higher productivity which should actually be attributed to other 
factors − such as the maturity of the work force, higher education and the influx of foreign 
skilled workers − and not really due to their ICT investments. Simply put: Do a developing 
country’s elevated level of economic wealth and higher wages lead to large ICT investments that 
do not pay off? Ideally, growth convergence can occur with ICT boosting the developing 
countries’ productivity and the high-tech capital serving as tools to allow the countries to 
eventually catch up with developed nations’ economic pace. But this convergence cannot take 
place if the causality in developed countries is from ICT to growth while the causality in 
developing countries is from growth to ICT. ICT should not be widening the gap between the 
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developed and developing nations and exacerbating the differences between the wealthy and the 
poor. Consequently, it is highly advisable for developing countries to re-examine their ICT 
policies, to affirm if the country’s growth has been wrongly ascribed to inappropriate, 
extravagant ICT investments. 
 
2.5. Research and Policy Implications  
Moral of the Story: ICT-complementary Factors 
ICT-complementary factors are very likely the reason for the disparity in payoffs from ICT 
capital between developing and developed countries − the ‘experience curves’ wherein countries 
must first build up their ordinary capital stocks before ICT investments become productive. 
According to previous studies, and from an examination of the developing countries and NIEs 
(South Korean and Singapore) discussed above, these crucial components may be inferred to 
consist of specialized information infrastructure, human resources, research and development 
(R&D), low tariffs on computer imports, telecommunication liberalization, and adaptive business 
models and the reorganization of processes. 
These fundamental factors are to a very large extent, to be established by government polices and 
development strategies. From the statistical findings of this study, it can be seen that Ireland and 
Singapore experience a long-term equilibrium of national productivity with ICT investments. 
This observation that we have made is an acknowledgement that implementing policies to 
remove restrictions on imports and technology transfer, attracting multinational computer 
companies to subcontract with local firms, and thus promoting both ICT-use and ICT-
production, is the wisest approach.  
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To illustrate, consider the example of Infocomm Local Industry Upgrading Program (iLiup), an 
effort by the Singapore Infocomm Development Authority (IDA) to encourage the exchange of 
ideas and industry knowledge between multinational corporations and local small and medium 
enterprises (Computer Times, 2003). Likewise, policies promoting the same favorable conditions 
for ICT investments can be seen in the other countries, which are found to have established a 
long-run relationship of ICT with national growth. Notably, none of these countries has used 
protectionism as a tool in its ICT policies. On the other hand, Japan which used to require 
foreign companies to license their technology to Japanese companies in return for access to the 
Japanese market (thus limiting ICT usage to promote production), is only found to have a short-
run causality from ICT to economic growth.  
It can thus be concluded that countries that have invested in ICT over a long period of time and 
accumulated a substantial installed base and complementary investments in telecommunications 
and human resources are more able to achieve positive and significant returns to ICT. This does 
not mean that developing countries should shy away from ICT investments. On the contrary, it is 
possible that some threshold of ICT capital must be reached before these investments become 
measurable. The implication of the results in this paper is that developing countries can benefit 
by promoting ICT-use and creating the environmental conditions needed to support the effective 
use of ICT. 
2.6 Limitations and Concluding Remarks 
It should be noted that to allow for the limitations in the data sets, the above discussion has been 
derived from the ‘best’ statistical findings. Even though it has not been specifically stated what 
the minimum number of periods required in time series statistics tests should be, scholars have 
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agreed that cointegration testing on small samples still leaves much to be desired in the 
investigation (Blangievicz et al., 1990).  
In other words, the data period analyzed in this study may be an insufficient range to capture 
long-run effects. In addition, the inferences from the Granger causality tests will also require 
further examination because it is possible that the relatively small sample set of annual values for 
A and ICT may not produce adequate measures of the short-run effects. The values for the ICT 
variable represent a problematic area too.  
As yet, there has not been any source that provides these values over more than 10 years. 
Consequently, telecommunications investments have to be used as a proxy instead, which may 
be inadequate in reflecting the full effect of ICT on some countries’ productivity. Nonetheless, 
this research can hopefully be credited as a contribution to the development literature in spite of 
its limitations, and establish itself as a valuable groundwork for prospective time series analyses 
in this research arena. 
In recent years, studies have recommended ICT production-close-to-use, which is to promote the 
interaction between ICT producers and users, and to facilitate the development of software and 
information services. According to the recommendations of Kraemer et al. (1997), the policies 
can include promoting small business ICT use, providing financial support to ICT companies, 
and encouraging partnerships between local firms and multinationals. It can be speculated that 
the countrywide diffusion of technology would deliver increasing returns to investments and 
competitiveness, especially in today’s global markets and pervasiveness of the Internet and e-
commerce. 
From the current study’s consensus with some previous studies that countries may require ICT-
complementary factors in tandem with their ICT investments, it can be envisaged that the ICT 
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production-close-to-use development policy would enable a country to develop its capabilities to 
translate the high-tech capital into substantial productivity payoffs. Also, the existing long-term 
relationship between ICT and growth in several countries has hopefully encouraged confidence 
that the contribution can be a sustainable phenomenon – nations can rely on ICT investments to 
achieve long-run economic expansion, rather than increasing the traditional production inputs of 
human labor and capital.  
The crux of the productivity paradox – whether ICT investments result in improved national 
productivity – has been answered with increased certainty: Yes, but an infrastructure must first 
be established. Nevertheless, it would be useful to extend the study using appropriate time-series 






                                                        <Figure 2.1 Impulse Response Function> 
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The Causal Relationship between Information and Communication 





This study investigates the simultaneous causal relationship between investments in information 
and communication technology (ICT) and flows of foreign direct investment (FDI), with 
reference to its implications on economic growth. For the empirical analysis we use data from 23 
major countries with heterogeneous economic development for the period 1976-1999. Our 
causality test results suggest that there is a causal relationship from ICT to FDI in developed 
countries, which means that a higher level of ICT investment leads to an increase inflow of FDI. 
ICT may contribute to economic growth indirectly by attracting more FDI. Contrarily, we 
couldn’t find significant causality from ICT to FDI in developing countries. Instead, we have 
partial evidence of opposite causality relationship: The inflow of FDI causes further increases in 




The growth of world foreign direct investment (FDI) in recent years has been remarkable. 
Between 1990 and 2000, worldwide FDI inflows increased 20% a year, from USD 209 billion to 
USD 1.4 trillion. In 1980, FDI stock represented the equivalent of only 5 per cent of world GDP; 
this percentage had almost tripled to 14 per cent by the end of the 1990s. The share of 
developing countries in FDI inflows has been raised from 17.1 per cent in 1988–90 to 21.4 
percent in 1998–2000 (UNCTAD 2000). Over the last decade FDI flows have grown at least 
twice as fast as trade (Gorg and Greenaway, 2004). 
Empirical evidence that FDI has made a positive contribution to the economic growth of 
developing countries has accumulated fast. Some recent examples are Marwah and Klein (1998) 
for India, Li et al. (1998), Sun (1998) and Liu (2002) for China, Ramirez (2000) for Mexico, Lim 
et al. (2002) for Singapore, Marwaha and Tavakoli (2004) for Indonesia, Malaysia, the 
Philippines and Thailand, Borensztein et al. (1998) and Makki et al. (2004).  
In general, most governments believe inward FDI can contribute to the growth of the host 
country’s economy.  Not surprisingly, since the 1980s, attracting FDI has been one of the most 
important policy goals of developing countries. These economies have not only liberalized 
restrictions on the inflows of FDI but also provided incentives to attract foreign investors.  
So far many factors like infrastructure, human capital, natural resources, political stability are 
mentioned in the literature as determinants of FDI, but we should also consider changes in the 
global economy, especially new information and communication technology (ICT) which has 
been reshaping the global system. There is a large literature on FDI, some of it dating 40 years or 
more. But the global economy has undergone massive change over the last 20 years, and what 
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was relevant to attracting FDI in the 1970s may no longer be the case today (Addison and 
Heshmati, 2004). 
Addison and Rahman (2005) suggest that economies that successfully implement new ICT might 
be able to overcome barriers that have long held them back in their contribution in global trade 
(e.g. the limitation of a remote geography and an unfavorable climate). The rapid spread of the 
Internet has opened up the possibility of accessing commercial and political information that was 
previously unavailable. In particular, ICT has reduced many of the transaction costs of 
participating in sub-contracting through business-to-business (B2B) interaction, and it is 
facilitating the operations of low-cost suppliers of IT services based in developing countries 
(Matambalya and Wolf, 2001).  
Therefore ICT needs to be considered in explanation of FDI flows. In a recent study, Addison 
and Heshmati (2004) examined the determinants of FDI, using a large sample of countries. Their 
findings suggest that ICT increases inflows of FDI to developing countries mainly because ICT 
lowers the transaction and production costs of foreign investors, as well as improving their 
access to information about alternative investment opportunities in poorer economies.  
The motivation of this study is to examine the existence and nature of any causal relationship 
between ICT and FDI inflows and its implications on economic growth. In the estimation of the 
causal relationship we control for degree of openness and GDP growth. This issue can be 
analyzed using time series and panel data analysis tools.2 If non-stationary time series variables 
are not co-integrated, then a high degree of correlation between two variables does not mean a 
                                                 
2 The impacts of ICT on FDI can be estimated using cross sectional data. However, in a cross sectional approach it 




causal relationship between the variables. Moreover, time series methodology empowers us to 
recognize and avoid spurious results, which might happen using a simple OLS method. We use 
Granger-causality test, together with time series analysis.  
We also pool the country data to get the generalized results for developed countries and 
developing countries. For the panel causality analysis, we use least squares dummy variable 
(LSDV), and instrumental variables methods.  To our knowledge, no attempts have so far been 
made to investigate the causal relationship between FDI and various determinants of FDI inflows 
based on long time series and panel data analysis methodologies.  
The main feature of this paper is its contribution to analysis of causality among the primary key 
variables of interest, FDI and ICT, in a simultaneous framework conditional on GDP growth and 
openness. The hypothesis to be tested is whether the rich ICT infrastructure of the host country 
attracts more FDI. The ICT variable is from the ITU’s (2002) World Telecommunication 
Indicators Database and other variables are from the World Development Indicators (World 
Bank, 2002). We have chosen 23 developed and developing countries observed for the period 
1976–99 based on ICT data availability.3  
The organization of the chapter is as follows. Following the introduction and a brief review of 
the literature in section 3.2, we explain the data and methodology for causality analysis in 
sections 3.3 and 3.4. Section 3.5 presents the estimation results, followed by the conclusion in 
the final section. 
                                                 
3 The countries studied include Austria, Australia, Brazil, Canada, Colombia, Denmark, Finland, France, Iceland, 





3.2. The Impact of FDI on Economic Growth 
The recent trend of FDI has created opportunities and challenges for development and economic 
growth, especially for developing countries. The positive benefits of FDI to the receiving host 
country include capital, technology transfer, market access, and export promotion. While some 
studies observe a positive impact of FDI on economic growth, others detect a negative 
relationship between these two variables (Aitken and Harrison, 1999; Djankov and Hoekman, 
2000; Zukowska-Gagelmann, 2000; Konings, 2001, Damijan et al. 2001; Castellani and Zanfei, 
2002). The controversy has arisen partially due to data insufficiency in either cross country or 
time-series investigations, using different samples by different authors and various 
methodological problems.  
According to Gorg and Greenaway (2004), there are also other explanations for a failure to find 
any evidence for positive aggregate spillovers. Firstly, there may be lags to domestic firms’ 
learning from MNEs which short run analyses do not pick up. Secondly, MNEs may be able to 
guard their firm specific advantages closely to prevent leakages to domestic firms and, therefore, 
no spillovers occur. Thirdly, positive spillovers may only affect a sub-set of firms and aggregate 
studies, therefore, underestimate the true significance of such effects. Fourthly, spillovers do not 
occur horizontally (i.e., intra-industry) but through vertical relationships which are missed in 
conventional spillover studies (Blalock and Gertler, 2003). 
More generally, while studies find a positive link between FDI and economic growth, FDI 
appears less positive in least developed countries, suggesting the existence of ‘threshold level of 
development’ (Blomstrom et al., 1994; Blomstrom and Kokko, 2003 and; Nunnenkamp, 2004). 
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As the OECD (2002, Chapter 3) concludes: “Apparently, developing countries need to have 
reached a certain level of educational, technological and infrastructure development before being 
able to benefit from a foreign presence in their markets. An additional factor that may prevent a 
country from reaping the full benefits of FDI is imperfect and underdeveloped financial 
markets.” (p.69).  
There is evidence that the absorptive capacity of domestic firms and geographic proximity to 
MNEs are important determinants of whether or not domestic firms benefit from FDI in the same 
sector. This suggests that spillovers may not affect all firms equally but only certain firms, i.e., 
those with high levels of absorptive capacity and/or located close to MNEs, are able to benefit. 
Furthermore, the few studies that have looked at the potential for vertical (inter-industry) 
spillovers find evidence suggesting that the latter may be a more important channel for 
knowledge externalities than the former (Gorg and Greenaway, 2004). 
More recent empirical studies make use of panel data to correct for continuously evolving 
country-specific differences in technology, production and socioeconomic factors, thus 
eliminating many of the difficulties encountered in cross country estimations (Islam, 1995; 
Blomstrom et al., 1996; Bende-Nabende et al., 1998; Nair-Reichert et al., 2001; Bende-Nabende 
et al., 2002; Bende-Nabende et al., 2003; Choe, 2003). Bengoa et al., (2003) show that FDI is 
positively correlated with economic growth, but host countries require human capital, economic 
stability, and liberalized markets in order to benefit from long term FDI inflows. Using data on 
80 countries for the period 1979– 98, Durham (2004) fails to identify a positive relationship 
between FDI and economic growth, but instead suggests that the effects of FDI are contingent on 
the ‘absorptive capability’ of host countries. In a similar vein, Li et al. (2005) examine a panel of 
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data for 84 countries over the period 1970–99. A significant endogenous relationship between 
FDI and economic growth was identified from the mid-1980s onwards.  
Although some studies find negative impacts of FDI on growth, the more recent studies which 
have employed more improved panel data and new econometric framework have found more 
positive effects of FDI on the economic growth of the receiving host country. 
 
3.2.1 Determinants of Inflow of FDI (Conceptual Framework) 
Traditional Factors: Many factors have been considered in the literature as determinants of FDI. 
However, the selection of determinants is often ad hoc. The selection process is determined by 
the availability of data and the nature of the relations studied.  
The key determinants frequently appearing in the literature and their expected impact (in 
parentheses), include natural resources (+), market size (+), sociopolitical stability (+), tied 
business operating conditions (-), low wage costs (+), favorable exchange rate (+), trade barriers 
(-), export orientation (+), openness of developing host countries (+), democratization (+), risk (-
), and several other observable and unobservable time-specific and country-specific effects (Root 
and Ahmed, 1979; Dunning, 1980; Lunn, 1980; Dollar, 1992; Chakrabarti, 2001). A 
comprehensive study of determinants of FDI is beyond the scope of this study. Here, the focus is 
on the causal relationship between FDI, ICT and economics growth. 
New Factors: ICT is considered as the main new determinant of FDI. The world is rapidly 
moving toward an information-based economy. “ICT offers a unique chance for countries to free 
themselves from the limitations of geography. Goods and services from these countries can be 
offered on the global market as efficiently as those from any other country through the use of 
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ICT. The ever-developing ICT has fundamentally changed the nature of global relationships, 
competitive advantage and opportunities for economic and social development.”4 As a result, 
ICT has had a significant impact on the location preference of the MNEs suggesting that not all 
of the technological advances have the same direct causality with globalization as ICT5. For 
instance, one of the main advantages of improved intra and inter-firm coordination through the 
application of ICT is the ease with which MNEs are able to respond to changes in demand and 
supply since advanced ICT facilitate international communications involving parent companies 
and their overseas affiliates (Dunning and Narula, 1996).  
Reduced transport costs, improved marketing information and increased efficiency of industrial 
production are among the main benefits of ICT for FDI. Besides, the role of ICT is not only 
related to traditional supply-side (cost minimizing) view of foreign investors’ location decisions, 
but as a competitive tool in the ‘New Competition’ − minimizing product development and 
changeover times rather than the more traditional form of competition between producers with 
varying costs of production (James, 1999).  
A large number of studies show that telecommunications infrastructure is not only essential for 
domestic economic growth, but also for attracting FDI and involvement in increasingly 
competitive world markets. They argue insufficient availability of ICT services is an inhibiting 
factor for economic growth in less developed countries (Addison and Heshmati, 2004; 
Matambalya and Wolf, 2001). 
                                                 
4  Report of the Regional Round Table on Information Technology and Development, New Delhi,  June 2000.  





Furthermore, advances in ICT have made it possible for certain service activities like ICT-based 
tasks (e.g. data processing operations, telemarketing, and software development) and R&D 
activities specifically for ‘high-tech’ industries (e.g. pharmaceuticals, biotechnology, and 
microelectronics) to be globally outsourced and moved halfway across the world whenever 
operationally feasible and economically desirable (Apte and Mason, 1995; James, 1999). For 
example, Caribbean region and Banglore in India have tended to attract MNEs such as American 
Airline, Motoroal, Hewlett-Packard, Apple, Sun Microsystems, Intel, and Texas Instruments 
(UNCTAD, 1996; James, 1999).  
Although there are a number of mechanisms through which ICT promotes globalization, what is 
common to these mechanisms is that they can all be interpreted as a reduction in transactions 
costs between the trading partners (James, 2002). This aspect is shared among the economists 
who specifically study the effect of ICT on growth. Williamson (1995) and North (1990) have 
emphasized the role of transactions costs as determinants of economic efficiency. In fact, the 
latter goes so far and suggests that the costs of transacting are the key to the performance of 
economies (North, 1987).  
According to the New Palgrave Dictionary of Economics, “Transaction costs, like production 
costs, are a catch-all term for a heterogeneous assortment of inputs. The parties to a contract have 
to find each other; they have to communicate and to exchange information. The goods must be 
described, inspected, weighed and measured. Contracts are drawn up, lawyers may be consulted, 
title is transferred and records have to be kept. Transactions costs, by and large, reduce the 
volume of transactions. In general equilibrium without transactions costs, the network of 
exchanges is indeterminate; there is no constraint on the gross trading volume. With increasingly 




At a macro-level, ‘Transaction Costs’ are generally defined as the cost for gathering information, 
evaluating alternative options, negotiating, contracting, and the physical transaction of the object 
through a defined interface. According to the theory of institutional economy it is argued that an 
increasing amount of transactions, (i.e. coordination cost) will result in failure of the 
coordination mechanisms within a market (Coase, 1937, Williamson, 1975, Ouchi, 1980). As 
Ciborra (1993) argues, ICT can be used for reducing the cost being associated to transactions, 
which is based on the idea of using ICT to make more information available to decision makers, 




As we can see in Figure 3.1, the reduction of uncertainty due to the introduction of ICT mainly 
results in a reduction of both coordination costs and transaction costs. However, higher fixed 






C1 C2 Uncertainty 
Figure 3.1 Impact of ICT on Coordination and Transaction Costs (Cordella and Simon, 1997) 
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information flows are delayed by poor telecommunications, property rights are ill-defined and 
contracts are difficult to enforce. So the costs of transactions are likely to be especially high. 
However ICT is able to reduce these transactions costs (James, 2002).  
The post-war era has been a period of significant growth in both world trade and FDI by MNEs. 
The two are closely interconnected as trade is increasingly internalized by MNEs, with almost 
one-third of world trade estimated to be conducted on an intra-firm basis (UNCTAD, 1994). In 
2002, there were an estimated 63,834 multinational enterprises (MNEs) with some 866,119 
foreign affiliates operating around the world. At almost USD 18 trillion, affiliates’ sales were 
worth twice as much as world trade. Worldwide, FDI inflows amounted to USD 651 billion and 
accounted for 10% of global gross fixed capital formation, compared with 2% two decades 
earlier. FDI inflows increased 10% a year between 1990 and 2002, the assets of foreign affiliates 
increased 13% a year, their sales by 10% a year, their gross product by 7.4% a year and their 
exports by 6.7% a year (UNCTAD, 2003). 
As a result, technology differences are increasingly taken as an important motivation for both 
trade (Dosi, 1988) and FDI (Cantwell, 1989). Hence, the economic role of ICT in determining 
FDI inflows can also be explained by a conceptual framework—the Ricardian model of trade 
(two country)  to illustrate the effects of ICT on the host country’s economy (Dornbusch and 
Park, 1987; Dornbusch et al., 1977; Addisson and Heshmati, 2003). 
The Ricardian model is constructed such that the only difference between countries is in their 
production technologies and highlights one of the main reasons why countries trade (host 
country locating by FDI here); namely, differences in technology. It deals with the effects of 





The data used in this study consists of a sample of 23 countries observed for the period 1976–
1999. The ICT variable is from the ITU’s (2002) World Telecommunication Indicators Database. 
Annual investment in Telecommunications is a proxy for the ICT variable6. Following the 
tradition in the literature, we define FDI as net inflows of foreign direct investment expressed as 
a percentage of GDP (World Bank, 2002). Data is a balanced panel and is chosen based on 
availability for the ICT variable. The dependent variable is FDI and the independent variables 
are the key determinants of FDI, openness, GDP growth, and ICT investment. Here the focus is 
on examination of the causal relationship between FDI and ICT rather then specification and 
estimation of FDI and ICT models. In defining the dependent variable, FDI, we do not 
distinguish between local market and non-local market seeking FDI. 
Openness of the economy is defined as the trade (import plus export) share of GDP. FDI is 
expected to be positively associated with the openness of the host country; that is economies in 
which trade is important also have relatively higher FDI. We use GDP growth measured by the 
annual growth rate. There is a positive relationship between GDP growth and FDI, explaining the 
fact that horizontal FDI (FDI looking for the domestic market) is attracted to economies in which 
real income, and therefore domestic purchasing power, is growing. 
 
                                                 
6 Since Telecommunications form the basis on which most other applications of information technology crucially depend, it is logical to study 
the role that this particular type of technology plays in attracting FDI.  Annual Telecommunication Investment refers to the expenditure 
associated with acquiring the ownership of telecommunication equipment infrastructure (including supporting land and buildings and intellectual 




3.4. Empirical Model 
Analysis of the causal relationship between the likely interdependent variables of FDI, ICT, GDP 
growth and openness is studied using time-series, fixed effects and instrumental variable panel 
data approaches. A comparison of the results based on alternative methods shed lights on the 
sensitivity of causality relationship due to the choice of estimation methods.  
 
3.4.1 Time Series Granger Causality Analysis  
Since Granger (1969) and Sims (1972), the most widely used operational definition of causality 
is the Granger definition of causality. It is defined as follows: x is a Granger cause of y (denoted 
as x → y), if present y can be predicted with better accuracy by using past values of x rather than 
by not doing so. Later on, Granger (1980) pointed out that the Granger causality test might 
produce spurious results if variables are co-integrated with a first order of integration. In this 
case an ‘error-correction model’ should be used to establish true causality relationship. 
First, we need to apply the Augmented-Dickey-Fuller (ADF) test to determine the variables’ 
stationarity and order of integration (Dickey and Fuller 1979, 1981). If variables have a different 
order of integration, then obviously they are not co-integrated and no further investigation of co-
integration is needed. Otherwise, if they are integrated, we use the Johansen (1988) model, which 
was extended by Johansen and Juselius (1990) for conducting the co-integration test.  
Co-integration shows the long run relationship between two variables. A lack of such 
relationship follows tests for a short run relationship based on the causality test. When variables 
are not co-integrated, after acquiring the stationary series (obtained from differencing), we use a 
vector autoregression (VAR) model for each country. Here we have a number of key 
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determinants of FDI, such as: ICT investment, openness, GDP growth. There is a positive 
association between openness and FDI. GDP growth also has a positive impact on FDI. We have 


























itit OPENhGDPgFDIfICTeICT ωα +++++= ∑∑∑∑ = −= −= −= − 11112                 (2) 
Where t indicates time period. We selected the lag structure of the model based on Akaike 
Information Criteria (AIC), at the 5 percent level reported by E-views. For different countries 
different lag lengths (1, 2 or 3) are suggested by Eviews based on the Aikaike’s information 
criterion. ICT Granger-causes FDI if H0 : b1=  b2 =…= bN = 0 is rejected. The role applies to the 
GDP growth and openness.  
 
3.4.2 Panel Data Causality Analysis 
The introduction of a panel data dimension allows using both cross-sectional and time series 
information to test the causality relationships between y and x. In particular, it provides the 
researcher with a large number of observations, increasing the degree of freedom and reducing 
the multi-collinearity among explanatory variables. So, it noticeably improves the efficiency of 
Granger causality tests. Pooling cross-sectional units does have certain advantages; the 
assumption of time stationarity can be relaxed. The disadvantage is imposing the strong 




























mtimit OPENhGDPgFDIfICTeICT ωα +++++= ∑∑∑∑ = −= −= −= − 1 ,1 ,1 ,1 ,2       (4) 
Where FDI is the FDI share of GDP of country i (i = 1,…, N) in period t (t = 1,…, T),  
uit is the error term. The error term follows a two-way error component structure (Baltagi, 2001) 
and can be broken down into an unobservable country specific (μi), a time specific (λt), and a 
random error term (vit) components as: 
ittiit vu ++= λμ                                                                                              (5) 
The error term vit represents measurement errors in the dependent variable and omitted 
explanatory variables. The error term is assumed to be independently and identically distributed 
with zero mean and constant variance, σ2. Similar decomposition applies to ωit. The country and 
time specific effects μi (country dummies) and λt, are factors representing country heterogeneity 
and neutral shift in the FDI flows over time respectively and assumed to be independent of each 
other and of the regressors. 
In the literature, the time effects λt are often replaced with a time trend reducing the two-way 
error component model to a one-way error component model. In the panel literature the 
estimation of the model (3) has been developed in two directions, the fixed effect (FE) model 
where μi is assumed to be fixed and correlated with explanatory variables, and the random effects 
(RE) model where μi is assumed to be random and not correlated with the explanatory variables. 
In this study we use the FE model since we have a relatively small open sample of countries not 
chosen randomly. Furthermore, the country heterogeneity effects are important with regard to the 
flow of FDI. Any inference is made only on the included sample of countries. 
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3.4.3 A Method of Instrumental Variables (IV) 
To date, most causality tests have used time-series data. However, it is difficult to control for 
measurement errors and omitted variable problems. To overcome these problems, we apply an 
instrumental variable 2SLS technique to conduct the causality test. The idea is to account for the 
endogeneity of regressors using instrumental variable methods. This method can be used when 
standard regression estimates of the relation of interest are biased because of reverse causality, 
selection bias, measurement error, or the presence of unmeasured confounding effects.  
The central idea is to use a third, instrumental variable to extract variation in the variable of 
interest that is unrelated to these problems, and to use this variation to estimate its causal effect 
on an outcome measure. The 2SLS estimator increases computational efficiency without 
significantly detracting from its effectiveness. A typical example of traditional panel data 







jtijit vxyy ++++= ∑∑ = −= − μδαα 1 ,1 ,1                                                              (6) 
where i =1…N. In order to eliminate the fixed effects, iμ the authors difference the data leading 











jtijtijtiit vvxxyyyy δα                    (7) 
This specification introduces a problem of simultaneity because the error term is correlated with 
the regressor 1,, −−− − jtijti yy . Therefore, a 2SLS instrumental variables procedure with a time-
varying set of instruments is used to estimate the model. Anderson and Hsiao (1982), suggest 
instrumental variables on the differenced model using y lagged twice, y (-2) and differenced x’s as 
instruments (Δx). The authors then equate the question of whether or not x causes y with a test of 
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the joint hypothesis: 0...21 ==== mδδδ . For estimation purposes, we have used the 2SLS 
estimation procedure available in E-views. 
 
3.5. Empirical Results and Discussion 
3.5.1 The Test Results 
Table 3.1 presents the results of the unit root tests using Augmented-Dickey-Fuller test. For each 
of the four series examined, the test statistics suggest that the levels of the series are not 
stationary. They are integrated of order 1 or 2, which means that the series become stationary 
after taking the first or the second differences. Now that we know the level of integration of the 
series we proceed to test for the co-integration. This is necessary to test for the presence of 
causality relationship between the variables in the next step. The results of the Johansen trace 
and maximal eigenvalue co-integration tests are provided in Table 3.2. Results suggest that there 
is not enough evidence of co-integration between FDI and ICT in most of the countries in our 
sample (18 out of 23 countries).  
Even for a few countries like Denmark, Japan, Malaysia, Singapore and Norway the significance 
level is weak. Since ICT and FDI are not co-integrated the use of OLS might lead to spurious 
results. Alternative estimation methods like fixed/random effects models and instrumental 
variable methods are appropriate methods to perform Granger causality test. The causality tests 
results together with unit root tests are shown in Table 3.1. Among 16 developed and Newly 
Industrialized Economies (NIE), 6 countries show the significant Granger causality from ICT to 
FDI (Austria, Finland, Iceland, Singapore, UK and US), while among 7 developing countries 3 
countries show the same causality (Indonesia, Malaysia, Brazil).  
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For the causality from FDI to ICT, 7 of 16 developed/NIEs had significant results (Australia, 
Finland, Ireland, Italy, Japan, Singapore and Sweden) while 2 of 7 developing countries showed 
significant results (Brazil and Colombia). To get the generalized finding on developed countries 
and developing countries, we perform the panel data analysis and results are shown at Table 3.3. 
Again, H1 denotes the null hypothesis that ICT does not Granger cause FDI, and H2 denotes the 
null hypothesis that FDI does not Granger cause ICT.  
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** GDP I(1) 
H1 
 2.442 No 









 0.465 No 



















 2.356 No 
 
    Notes: **, * 5% and 10% significance levels respectively. H1 denotes the null hypothesis that ICT does not Granger cause FDI, and H2 denotes 
the null hypothesis that FDI does not Granger cause ICT.  
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Table3.2 Results of Johansen Co-integration Test 
    
Country 















       
None  0.339875  9.342091  15.41  20.04  9.137187  14.07  18.63 
 
Australia 
At most 1  0.009271  0.204904   3.76   6.65  0.204904   3.76   6.65 
     
 
  
None  0.339875  9.342091  15.41  20.04  9.137187  14.07  18.63 
 
Brazil At most 1  0.009271  0.204904   3.76   6.65  0.204904   3.76   6.65 
None 
       
At most 1  0.355510  11.65731  15.41  20.04  9.664523  14.07  18.63 
 
Canada   0.086600  1.992785   3.76   6.65  1.992785   3.76   6.65 
        
None  0.350976  10.64254  15.41  20.04  9.077997  14.07  18.63 
 
Colombia At most 1  0.071794  1.564540   3.76   6.65  1.564540   3.76   6.65 
        
None *  0.447209  17.62515  15.41  20.04  11.85552  14.07  18.63 
 
Denmark At most 1 *  0.250600  5.769636   3.76   6.65  5.769636   3.76   6.65 
        
None  0.473604  14.93944  15.41  20.04  12.83403  14.07  18.63 
 
France At most 1  0.099919  2.105402   3.76   6.65  2.105402   3.76   6.65 
        
None  0.400234  13.95718  15.41  20.04  10.73553  14.07  18.63 
 
Indonesia At most 1  0.142223  3.221645   3.76   6.65  3.221645   3.76   6.65 
        
None  0.459974  15.31655  15.41  20.04  12.93889  14.07  18.63 
 
Ireland At most 1  0.107048  2.377664   3.76   6.65  2.377664   3.76   6.65 
        
None **  0.884211  45.73395  15.41  20.04  40.96368  14.07  18.63 
 
Japan At most 1 *  0.222029  4.770266   3.76   6.65  4.770266   3.76   6.65 
        
None  0.330483  14.35184  15.41  20.04  8.826360  14.07  18.63 
 
Kenya At most 1   0.222101  5.525475   3.76   6.65  5.525475   3.76   6.65 
        
None  0.309321  8.474567  15.41  20.04  8.141772  14.07  18.63 
 
Korea At most 1  0.015013  0.332795   3.76   6.65  0.332795   3.76   6.65 
        
None **  0.736293  30.66006  15.41  20.04  26.65831  14.07  18.63 
 
Malaysia At most 1 *  0.181341  4.001750   3.76   6.65  4.001750   3.76   6.65 
        
None *  0.497217  15.50969  15.41  20.04  15.12713  14.07  18.63 
 
Norway At most 1  0.017239  0.382555   3.76   6.65  0.382555   3.76   6.65 
        
None *  0.491645  19.23287  15.41  20.04  13.53150  14.07  18.63 
 
Singapore 
At most 1 *  0.248037  5.701369   3.76   6.65  5.701369   3.76   6.65 
        
None  0.279644  10.41375  15.41  20.04  6.888204  14.07  18.63 
 
Sweden 
At most 1  0.154547  3.525543   3.76   6.65  3.525543   3.76   6.65 
        
None  0.383233  12.66360  15.41  20.04  10.63181  14.07  18.63 
 
Turkey 
At most 1  0.088218  2.031790   3.76   6.65  2.031790   3.76   6.65 
        
None  0.356793  12.07578  15.41  20.04  9.267078  14.07  18.63 
US 
At most 1  0.125189  2.808705   3.76   6.65  2.808705   3.76   6.65 
        Notes: **, * 5% and 10% significance levels respectively 
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Notes: **, 5% significance level, H1 denotes the alternative hypothesis that ICT does not Granger cause FDI, and H2 denotes the  
              alternative hypothesis that FDI does not Granger cause ICT 
 
3.5.2 Discussion and Implications 
Some implications can be drawn from our research findings in both research and practical 
perspectives. Our causality test results significantly suggest that there is a causal relationship 
from ICT to FDI in developed countries. This suggests that developed countries’ ICT 
infrastructure is an important factor in attracting foreign investors to those countries. However, 
in developing countries, we could not find any significant causality from ICT to FDI. In those 
countries, instead, we found partial evidence of the opposite causality from FDI to ICT, which 
means inflows of FDI generates new ICT investment to facilitate improved production potential.  
The causality from ICT to FDI in developed countries implies that ICT may contribute to 
economic growth indirectly by attracting more FDI. Increases in information and knowledge 
may result in efficient collaboration and coordination. For successful businesses up-to-date and 
accurate information on consumers, suppliers and competitors is essential. Information and 
communication technology increases information availability and accuracy and provides better 
conditions for businesses. Therefore, ICT can attract more FDI to developed countries. 
Industrialized countries in the sample are mostly rich and generally they can finance their own 
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infrastructure investment including ICT. Indeed such countries may effectively use ICT to signal 
their technological advantage to foreign investors. 
However, in many developing countries the level of ICT infrastructure is not high enough to 
attract FDI, yet. A developing country with a lower level of ICT infrastructure has less capability 
without external support to internally finance a high ICT capacity. Therefore, these countries 
may need to bring in more FDI to promote their ICT industry.  
For instance, Multinational Enterprises like Intel, IBM and Motorola have moved in Asia and 
other developing countries and starteted e-commerce services there. Dell Computer established a 
manufacturing plant in Malaysia in 1996. It also opened the first foreign-owned PC 
manufacturing plant on Mainland China in August 1999. In Brazil, PC sales are growing at a rate 
of 30 percent per year, which has attracted investments from foreign ICT companies like 
America Online, Oracle, Commerce One, Dell and Compaq (Nain and Anvar, 1998).   
It seems the less developed economies should accelerate their deployment of ICT so as not to fall 
further behind in economic competitiveness. Ireland for example, takes advantage of ICT’s 
ability to make up for geographical location disadvantages. Like European and other developed 
countries, ICT has been the engine of growth in Ireland. Remarkably, Ireland started to attract 
FDI in the technology sector through attractive human capital and tax structure incentives.  
Recent cross-country empirical research has also tried to estimate the importance of ICT for 
decisions on FDI location. A recent study by the World Bank found a positive relationship 
between Teledensity (telephone lines per capita) and inflows of FDI (World Bank, 2001). A 
similar study came to the conclusion that when countries have one more phone per 100 people 
than the average number of telephones expected at their given income level, they receive 0.3 
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cents per $100 of GDP more foreign investment than countries with an average number of 
telephones  (Reynolds et al., 2001). 
Newly industrialized economies and some of the developing countries like Singapore, Malaysia, 
South Africa, and India have already realized that a strong ICT sector attracts FDI. These 
countries have been persistently improving their ICT infrastructure and have become regional 
leaders in attracting FDI (e.g. Malaysia’s US$ 20 billion Multimedia Super-corridor; India’s 
liberalization of trade regime for the high-tech sector; South Africa’s Info.Com 2025, a program 
to promote ICT development in addition to attracting foreign investment).7  
Singapore’s economic development strategy is focused on the development of their ICT sector. 
Thanks to large investments in telecommunications infrastructure together with liberal trade 
policies to attract FDI, since the early 1970s the island quickly became a regional hub for the 
high-tech manufacturing industry in Asia.  Over 6,000 multinationals have operations in 
Singapore, which has resulted in technology transfer as well as a booming market for SMEs that 
provide outsourcing services and a successful domestic electronics production sector.  
As mentioned earlier, ICT attract FDI since the availability of advanced infrastructure is an 
essential concern in the decision-making on investment location for foreign investors. Geography 
and distance are less important factors in production location decision as communications and 
transaction costs continue to fall. Mody’s (1997) survey of international firms in Hong Kong, 
Singapore, and Taiwan also found that the presence of advanced infrastructure was the most 
important consideration in the placement of regional headquarters, services and sourcing 
operations multinational companies. 
                                                 





3.6. Limitations, Future Research and Concluding Remarks 
Previous research suggest that the positive impacts of FDI on economic development of the host 
countries include inflow of capital, technology transfer, market access, new investment 
opportunities and export promotion. Therefore, recently governments, especially in developing 
countries, have not only liberalized restrictions on FDI but also provided incentives to attract 
more FDI. A variety of factors are cited in the literature including infrastructure, human capital 
and political stability, as determinants of FDI. However, we must also take account of deeper and 
broader changes in the global economy, especially the spread of the New Economy, and the new 
ICT revolution as recent studies have shown that ICT has a positive effect on FDI inflows.  
In this study, we examined the causal relationship between ICT and FDI with time series and 
panel data analysis methods. Our sequence of tests indicates that there is not enough evidence of 
any long run co-integration relationship between the variables. Results from the Granger 
causality test indicate that there is a significant short run causal relationship between the 
variables among the countries. However, the results differ by the country’s level of development.  
In developed countries existing ICT infrastructure attracts FDI; a higher level of ICT investment 
leads to a higher level of FDI inflows. This suggests that ICT contributes to productivity and 
economic growth indirectly by attracting more FDI. But in developing countries the direction of 
causality goes instead from FDI to ICT. In developed countries an ICT capacity exists which 
causes inflow of FDI, while in developing countries ICT capacity must be build up in order to 
attract FDI. The inflow of FDI causes further increases in ICT investment and capacity.  
However, as mentioned earlier a comprehensive study of determinants of FDI is beyond the 
scope of this study. Here, the focus is on the causal relationship between FDI, ICT and 
economics growth. Therefore, future research might analyze a more comprehensive framework 
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for determinants of FDI.  Moreover, it is possible that considering larger datasets may produce 
more comprehensive research findings. Our econometric analysis is based on a panel of 23 
countries for 24 years. It is also important to mention that small sample of developing and 
developed countries in our study (due to limited available data) may limit the generalizibility of 
the findings. The other possible limitation of the current study might be related to ICT and FDI 
data variables. We were not able to find the detailed FDI data on different sectors including ICT 
sector. However, in the case of industrialized countries, unlikely ICT data overlap FDI data for 
the reasons: (i) these countries have their own resources, (ii) there is an established market for 
raising investment capital, (iii) there is skill and entrepreneurs that identify the needs and fill the 
gap, (iv) these infrastructures are not publicly owned activities. 
For developing countries the story is different. Technical innovations in ICT in developed 
economies caused share prices in these companies to increase very rapidly. This led some 
investors to buy technology stocks in developing countries in expectation of similar gains. This 
generated high levels of portfolio investment into the developing countries during this period 
(The United Nations Human Development Report, 1999). Direct investment must be 
distinguished from portfolio investment. Direct investment is investment in enterprises located in 
one country but effectively controlled by residents of another country. As a rule, direct 
investment takes the form of investments in branches and subsidiaries. Portfolio investment 
refers to purchases of foreign securities (bonds and stocks) that do not carry any claim on control 















Endogenous growth theory regards knowledge accumulation as the major source of economic 
growth. Considering ICT as a knowledge capital, it can be owned and used by many parties, 
leading to potential spillovers. Therefore, ICT investment may boost productivity growth in its 
own country but also in foreign countries. In this chapter, we provide empirical evidence of the 
existence of such spillovers using panel data for 22 countries with different levels of economic 
development for the period 1998-2001. Our results support the existence of ICT spillover across 
country borders. Furthermore, we found that less developed countries could reap more benefits 
from the ICT spillover than highly and medium developed countries. This has important policy 
implications for national trade liberalization and economic integration. Less developed 
economies that are more open to foreign trade may develop knowledge-intensive activities, 




According to ‘endogenous growth’ models innovation is a medium for technological spillovers 
that allow less developed countries to catch up with highly developed countries. When an 
activity undertaken by one party affects other parties and benefit them, spillovers emerge. 
Technology diffusion plays a central role in the so-called ‘new growth theory’ or ‘endogenous 
growth theory’ and knowledge capital result in potential spillovers, which can be used by many 
parties at the same time. Since knowledge cannot be completely appropriated by the ones who 
developed the knowledge.  
In fact, technological advance through knowledge activities is the central focus of endogenous 
growth theory (Lucas, 1988; Romer, 1986). Trade also influences a country’s growth rate by 
impacting upon the level of knowledge activities and by facilitating the transmission of 
technology across borders. It leads to the fact that while innovation occurs in one firm, other 
firms may use the knowledge embodied in that innovation in their activities (Verspagen and Loo, 
1999).  
As a result, a discovery in one firm, sector or country can generate new opportunities of research, 
inspire new research projects or find new applications in other firms, sectors or countries. Coe 
and Helpman (1995) argue that own knowledge enhances a country’s ability to take advantage of 
innovation and technological advance elsewhere. There are sufficient evidences in the literature 
to claim the existence of knowledge spillover (Jaffe, 1986; Bernstein and Nadiri, 1989; Nadiri, 
1993; Griliches et al., 1995; Coe and Helpman, 1995; Mohnen 2001). The sources for total factor 
productivity (TFP) growth (TFP is the constant representing other factors of production besides 
labor and capital, which measures mainly the productivity of the technology) may be relatively 
different over time and across countries, but technological change and innovation have been 
73 
  
mainly acknowledged as determinants of TFP growth and ICT has been considered as the major 
form of technological change in recent decades (Madden and Savage, 2000). ICT capital seems 
to have characteristics of both forms of capital, traditional forms of capital as a production 
technology and knowledge capital in its informational nature (Dedrick et. al, 2003)8. Therefore, a 
line of research suggests that ICT and innovation appear to be closely related (e.g. Brynjolfsson 
and Hitt, 1995; Kegels et al., 2002; Hempell, 2002).  
ICT is at the heart of the innovation process and has become a tool for amplifying innovation. It 
is increasing the scope and scale of R&D; enabling the creation and evolution of innovation 
clusters, knowledge networks, and learning communities (Bresnahan et. al., 1995; Hanna, 2003).  
Park et al. (2003) similarly argue that as far as knowledge concerns ICT payoffs not only result 
from implementation of hardware and software, but from the ICT knowledge base as well. As a 
result, ICT-related spillovers can push the growth contribution of ICT beyond the neoclassical 
baseline (OECD, 2000a, 2000b;  Schreyer, 2000; Van Ark, 2001) This also implies that standard 
measurement tools might be failing to capture a significant part of the economic impact from 
ICT use (Stiroh, 2001).  
In the past decade, the debate on the impact of ‘new economy’ on output has motivated many IS 
researchers, and economists to go for further research. Some scholars have raised the possibility 
that production spillovers associated with ICT are an important part of the new economy (Stiroh, 
1999). Dedrick et al. (2003) also point to ICT spillover effects as opportunity for future research. 
They argue that an understanding of whether ICT spillovers exist and how they take place is 
                                                 
8 In the case of traditional capital investment, returns accrue primarily to the firm making the investment and receive diminishing returns from 
continuing investment.  On the other hand, some economists hold that knowledge capital can be owned and used by many parties simultaneously, 
leading to potential spillovers, and that the returns may be difficult for a single firm to capture in the presence of spillovers to other firms. These 





central to developing a comprehensive framework for understanding the returns to ICT 
investment and for developing guidelines for the successful deployment of these technologies. 
Meanwhile, firm-level studies show that the use of ICT is only part of a much broader range of 
changes that help firms to enhance performance. This includes complementary investments in 
appropriate skills, and organizational changes, such as new strategies, new business processes 
and new organizational structures. The complementary factors and practices all constitute the 
knowledge side of ICT capital, which associates ICT with knowledge spillovers.  
Generally speaking, there are three main channels through which ICT is expected to affect 
productivity in a country. Average Labor Productivity (ALP) growth through increased capital 
deepening and growth of TFP in the ICT producing sector and hence of aggregate TFP are 
among the traditional effects of ICT. TFP growth in the ICT using sector as a result of spillovers 
from the ICT producing sector is the non-traditional impact of ICT on growth (David, 2002; 
Kenny and Motta, 2002).  
Clearly, ‘spillover’ is a keyword in regard to the economic impact of ICT investment. Spillover, 
by definition, is an increase in social welfare without compensation to the investors.9 Knowledge 
spillovers are most often defined as positive externalities, with agents unable to fully appropriate 
all benefits from their own knowledge activities (Lee, 1996). “By spillovers, we mean that (1) 
firms can acquire information created by others without paying for that information in a market 
transaction, and (2) the creators (or current owners) of the information have no effective 
recourse, under prevailing laws, if other firms utilize information so acquired” (Grossman and 
Helpman, 1992: p.16). Hence, ICT spillover is an increase in social welfare without 
                                                 
9 The term ‘spillover’ is a positive externality. But it normally refers to a knowledge-related positive externality. 
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compensation to the ICT investors; the investors could refer to firms, industry sectors or national 
economies as a whole.  
However the results of the research on ICT spillover effect are still controversial and have been 
heavily debated. For public debate and policy making it is very important to clarify the economic 
role of ICT, since both developed and developing countries are heavily investing in ICT. A 
critical feature of the debate over the existence of ICT spillover is whether the ICT capital stock 
may also boost economic growth through positive spillover effects, if ICT capital is like 
traditional forms of capital, or more like knowledge capital.  
As the ICT literature suggests, within the national context, the most widely studied spillover 
effects of ICT capital is production spillover or network externality. However, in the 
international context, the ICT-related knowledge spillover is more salient than network 
externality. Knowledge can spread even more easily when computers are involved. The use of 
the Internet, for example, has made a vast amount of information accessible to users, and 
therefore the accumulation of this type of capital can be more directly related to spillovers when 
compared to the more general R&D capital. One important aspect of ICT spillovers in 
connection with economic growth is the relative extent of international spillovers.  
If on one hand, spillovers are limited to the country where ICT investment is taken place, the 
growth rate in each country will be determined by the country’s own ICT investment. If on the 
other hand, ICT spillovers take place across borders, then the growth rates will tend to converge 
across countries. The benefits of ICT may spillover other countries through trade.  
However, so far the most widely used approach to estimate ICT spillover effects has been using 
industry or firm level data (Brynjolfsson et. al., 1996; OECD, 2000a, 2000b). As such, it would 
be interesting for us to look beyond country borders and investigate the ICT spillover from an 
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international perspective. Accordingly, the second main question of the current study is whether 
there is evidence for ICT spillovers at aggregate (country) level across borders.  
To put it differently, this study tries to quantify and measure the magnitude of these spillovers in 
the international context, since ICT has been considered as the major form of technological 
change in recent decades. Hence, the current study will extend the existing evidence by 
examining the role that ICT investment plays in technological progress across a large sample of 
countries for the period 1998-2001. Therefore, the first main hypothesis of the current study is 
put forth: 
Hypothesis 1: There are positive spillovers of ICT investment in the international context. In 
econometric sense, it implies that there is a significant and positive relationship between 
domestic TFP growth and foreign ICT investment. 
In addition to studying the overall existence of ICT spillover, we are also motivated to 
investigate certain group pattern of such spillover. Theory suggests that less developed countries 
are supposed to receive more benefits from the international spillover than highly developed 
countries due to different level of economic development. As such, our second hypothesis is 
proposed: 
Hypothesis 2: Less developed country group receives higher spillovers than the highly developed 
group. In econometric sense, it implies that the positive correlation of TFP with foreign ICT 
investment for less developed countries should be more significant than highly developed group 
The answers to our research questions will have important theoretical and practical implications. 
As suggested by Dedrick et al., (2003), an insight of whether these spillovers exist and how they 
take place is central to developing a comprehensive outline for understanding the returns to ICT 
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investment. In theoretical sense, our findings are supposed to fill the gap of ICT spillover at 
aggregate (country) level. In practical sense, the empirical findings are supposed to shed some 
lights on related policy making. If there is indeed ICT spillover across country borders, an open-
door policy should be recommended for an economy; moreover, measures to facilitate ICT-
related knowledge flow should be in place to induce such spillovers.  
 
4.2. Does ICT spillover matter for TFP growth? A Review of the Literature  
As mentioned earlier there are traditional and non-traditional channels through which ICT is 
expected to impact productivity of a country. First, high rates of investment in ICT contribute to 
Average Labor Productivity (ALP) growth through increased capital deepening. According to the 
ICT and growth literature, now there is little doubt that investment in ICT equipment has had a 
significant impact on labor productivity growth through the capital-deepening channel in US, 
European and other OECD countries (Jorgenson and Stiroh, 2000; Oliner and Sichel, 2000, 
2002; Colecchia and Schreyer, 2001; Oulton, 2001; Daveri and Olmo, 2004).  
Second, technological progress in ICT stimulates growth of total factor productivity in the ICT 
producing sector and hence of aggregate TFP (Gordon, 2000; Jorgenson, 2001; Jorgenson and 
Stiroh, 2000; Oliner and Sichel, 2002; CEA, 2001).   
Third, TFP growth may accelerate in the ICT using sector as a result of spillovers from the ICT 
producing sector through spillover effects, suggesting it is similar to advances in knowledge in 
general. Besides being intrinsically an example of a major technological innovation itself (see 
e.g. Gelauff and Bijl, 2000), ICT also enhances productivity in a broader way (e.g. by enabling 
the creation of new and better applications or by streamlining production processes). In this 
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view, ICT is also capable of boosting TFP, as it enhances the productivity of all inputs as being 
innovative is an important potential source of TFP growth.  
The most recent evidence suggests that TFP growth has increased in the ICT-using industries, 
and most significantly, that TFP has increased in the service industries, which are among the 
most intensive users of ICT equipment (Parham et al., 2001; Baily and Lawrence, 2001; CAE , 
2001; Jorgenson et al., 2002; Dedrick et al., 2003).  
 
4.2.1. Why TFP growth is important?  
TFP growth allows us to increase the amount of output we produce without having to increase 
the resources used (mainly capital and labor). Consistently, we can produce the same output with 
fewer resources. Economists argue that in the long run, TFP growth is the only means of getting 
sustained increases in output per worker.  
The reason is that tangible capital is generally thought to have a diminishing marginal product. In 
other words, for a given number of workers, suppose we increase the quantity of capital. It is 
reasonable to expect that the marginal contribution of that capital falls, since we have to spread 
the same workers over more machines and structures. As a result, investment in equipment, 
software, and structures alone probably cannot lead to sustained increases in output per worker— 
as the marginal product of capital declines, the extra capital leads to little or no extra output. 
Generally speaking, the key is that economic theory indicates how one can account for the 
productive contribution of the inputs of capital and labor. Any increase in output not accounted 
for by increases in inputs is called TFP (also known as the Solow Residual or multifactor 
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productivity or MFP). TFP growth in the neoclassical model is assumed to represent exogenous 
(disembodied) technological change.  
This assumption disregards that growth-accounting TFP is a catch-all term. Besides exogenous 
technological change it also covers the contribution of other unspecified inputs, deviations from 
constant returns to scale and perfect competition and measurement error. TFP growth in the 
growth accounting method is a residual of output growth that can not be accounted for by the 
traditional input factors and a proximate cause for economic growth.  
 
4.2.2. Endogenous Growth Theory 
As mentioned earlier, in growth literature factors like savings and investment (in classical 
models), and technical progress (in neo-classical models), have been recognized as the causes of 
economic growth. However, in endogenous growth model, R&D, human capital, accumulation, 
and externalities have been acknowledged as the causes of economic growth. The recent interest 
in endogenous theories of economic growth has focused attention on the nature and role of 
knowledge in the growth process since knowledge has specific properties in that, once created, it 
can spillover easily at zero marginal cost leading to increasing returns and economic growth 
(Arrow, 1962; Romer 1986, 1990; Grossman and Helpman 1991, 1994).  
In other words, endogenous growth theory have considered various sources of long-run growth, 
each of which involves an externality associated with some activity such as education and 
technological advance through knowledge (R&D) activities. Trade also influences a country’s 
growth rate by impacting upon the level of these activities and by facilitating the transmission of 
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technology across borders. Due to positive externalities in production, these models exhibit 
positive long-run growth even in the absence of any technological progress. 
Romer’s (1986) paper proposes a model where economic growth is driven by the accumulation 
of knowledge. Over the next 8 years this argument gets more refined and developed. Likewise, 
Romer (1990) argues that long-run growth is driven primarily by the accumulation of 
knowledge. Furthermore, national productivity increases with the accumulation of both domestic 
and foreign knowledge.  
 
4.2.3. ICT as a General Purpose Technology  
Bresnahan et al. (1995) represent a line of studies defining ICT as a general purpose technology 
(GPT), which is characterized by pervasiveness, inherent potential for technical improvements, 
and ‘innovational complementarities’, giving rise to increasing returns-to-scale (Brynjolfsson 
and Hitt, 2000).  
Similarly, David (1990) argues that ICT must be seen as pervasive, general-purpose technologies 
bound to spread in the economy and boost productivity growth, but with a lag. The bigger the 
costs of adjusting to a new technology, such as organizational changes, the longer the interval 
will be between its introduction and the visibility of the productivity-enhancing effects. It 
appears likely that relatively strong productivity growth can remain for an extended period. 
GPT is usually applied to innovations, such as electricity or information technology, that have a 
pervasive and wide-ranging effect on how firms do business or even how people live. The 
economic contributions of GPTs are substantially larger than would be predicted since such 
technologies facilitate complementary innovations. The unique value of ICT is that by enabling 
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fundamental changes in business processes and organizational structures it enhances MFP. 
However, there are critics who argue that ICT does not have the potential to raise growth by as 
much as the great innovations earlier in the twentieth century, such as the introduction of 
electricity, the combustion engine, etc (Gordon, 2000).  
 
4.2.4. Earlier Studies on Non-Traditional Effect of ICT 
Several studies have tried to examine the non-traditional ICT effects. However the findings of 
the previous research on such effects remain controversial. In contrast to firm-level studies, 
industry studies rarely find much contemporaneous correlation between ICT capital and TFP 
growth (Stiroh, 2002; Wolff, 2002). For example, Schreyer (2000) reports little obvious evidence 
for a link between ICT capital and TFP growth in the G7 countries.  
Likewise, OECD (2000b) concludes that the available data do not allow clear tests for spillover 
effects in ICT-using sectors. Motivated by the possibility that the new economy and ICT 
spillovers are contributing to overall TFP gains of the US economy, Gordon (2000) suggests that 
the TFP acceleration in the US in the late 90s was entirely concentrated in the ICT producing 
sectors like manufacturing industries producing computing, electronic and communications 
equipment. 
However, a number of studies have disputed this extreme argument. Results of this line of 
research suggest a positive and significant long-run impact of ICT on TFP. In other words, these 
studies yield empirical evidence for complementarities between innovations and ICT use (Van 
Ark, 2001; Brynjolfsson and Hitt, 2000; Bresnahan et al., 2002; McKinsey Global Institute, 
2001). Among the early studies on ICT spillovers, Antonelli (1991) suggests the diffusion of 
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advanced ICT services provides a means by which developing countries can take advantage of 
opportunities for technology catch up. Griliches and Siegel (1991) also find a correlation 
between computer investment and TFP growth for 4-digit US manufacturing industries.  
OECD (2000a) argues that the emergence of the Internet in the mid-1990s greatly improved the 
effectiveness of ICT and may lead to TFP growth. Also, Council of Economic Advisers (2001) 
argues that the US TFP acceleration in the latter half of the 1990s is also explicit in industries, 
which are among the most intensive users of ICT equipment.  
Likewise, Vecchi and O'Mahony (2002) using industry data for the US and the UK non-
agricultural market economy provide new evidence on the impact of ICT on TFP. Ganely et al. 
(2002) examine the spillover effects of ICT production on ICT use and the results of the 
diffusion model indicates that the correlation between production of ICT goods and use of goods 
is limited to specific situations and, in the case of developing economies, may have a substitution 
effect. They conclude, “the experiences of developing economies with respect to production of 
ICT may not include the same demand stimulation effect that has been enjoyed in developed 
economies”. 
 In another study, Jorgenson, Ho and Stiroh (2002) indicate that the main contributing sectors to 
acceleration of TFP, together with ICT-producing sectors, are the retailing and finance sectors, 
which are both highly intensive ICT users. In comparison with the US within the European 
Union, Timmer et al. (2003) in their recent study analyze the contributions of ICT-capital 
deepening and TFP growth in ICT-production on aggregate labor productivity growth patterns. 
They find that differences in the direct effects of ICT almost exclusively explain the US lead in 
labor productivity growth over the EU aggregate for the period 1995-2001.  
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Mahajan and Vakharia (2003) also suggest that a critical aspect of a firm’s ICT investment is that 
it not only provides gains for the investing firm, but also creates positive spillovers for value 
chain members. As for other developed countries, Leeuwen et al. (2003) examine a panel data set 
for firms belonging to Dutch market services and the results suggest that ICT technology 
spillovers were an important source of TFP growth in the second half of the previous decade. 
More recently, Park et al. (2003) using the country-level ICT expenditures and productivity data 
for the period from 1992-2000 present evidence that ICT externalities improve the effect of ICT 
expenditures on productivity growth.  
Gust and Marquez (2003) indicate that industrial countries with a more burdensome regulatory 
environment adopted ICT more slowly and also had slower TFP growth. Those findings are 
consistent with the notion that the uptake of ICT could affect measured TFP in the sectors using 
the ICT. Similarly, Basu et al. (2003) find that the industry data are reasonably consistent with 
the predictions that in sectors using ICT, ICT capital growth should, with long lags, be positively 
associated with TFP growth. Section 4.3 discusses modeling the ICT impact on TFP. 
 
4.3. Modeling the ICT Impact on TFP 
Similar to the well-known practice followed for the modeling of R&D spillovers, our empirical 
work is based on a linear approximation that links total factor productivity to measures of 
domestic ICT investment, foreign ICT investment, trade, research and development (R&D) 
investment. To establish the linear approximation, we will first have to estimate TFP using the 
Cobb-Douglas production function. One approach to understanding the output of an economic 
system in which inputs are transformed into outputs is production economies, which uses 
production functions (Brenshanan, 1999; Brynjolfsson, and Hitt, 2000). This approach uses 
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econometric techniques to relate the output of a firm, industry, or economy to the inputs which 
typically are labor and capital.  
The Cobb-Douglas functional form is pervasive in the productivity research literature (Griliches, 
1998). This approach has also been widely used in previous studies of ICT impact on firm 
performance (Alpar et al., 1991; Brynjolfsson et al., 1996; Dewan et al., 1997; Loveman, 1994). 
Therefore, we assume a Cobb-Douglas aggregate production function as follows: 
Y = A f (K, L) = A KαL1-α …………………………………………………………... (1) 
where ‘Y’ is GDP or output, ‘K’ is the aggregate capital stock, ‘L’ is the labor force, and 0<α<1 
is the output share parameter, representing the elasticities of the production resources which is 
estimated using OLS regression. ‘A’ has been taken to be just a nuisance residual or the part of a 
country’s economic productivity that remains ‘unexplained’. However, endogenous growth 
theory challenged the conventional concept and started to call ‘A’ as TFP. Now it becomes the 
engine of economic growth (Quah, 2001). Using the production function from equation (1), TFP 
can be derived as: 
A = Y / (KαL1-α) …………………………………………………………………….. (2) 
Before proceeding to the actual model specifications, we concretize the initially raised research 
questions by putting forward two main hypotheses, which could be tested statistically: 
Hypothesis 1: There is spillover effect of ICT investment in international context. In econometric 
sense, it implies that there is a significant and positive relationship between domestic TFP 
growth and foreign ICT investment. 
Previous studies also argue that industrialized country’s TFP is more responsive to own 
knowledge capital since larger economies perform a wider range of knowledge activities 
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(Grossman et. al, 1991). Besides, Coe et al. (1997) claim that developing economies with low 
own knowledge capital benefit from developed countries knowledge activities. Therefore:  
Hypothesis 2: Less developed country group receives higher spillover than the highly developed 
group. In econometric sense, it implies that the positive correlation of TFP with foreign ICT 
investment for Less Developed Countries should be more significant than Highly Developed 
Countries 
We are also interested in investigating the relationship between domestic TFP growth and 
domestic ICT investment, which is the nontraditional effect of domestic ICT on domestic 
aggregate growth. 
Following Coe and Helpman (1995), the basic TFP equation used to assess the ICT spillover 
effect is: 
logTFPit = a0 + ad logITDit + af logITFit + εit……………………………………… (3)  
where i =1, …, n denote countries, t = 1, …, t denote years, ITD is domestic ICT investment, ITF 
is foreign ICT investment, which is measured as country i’s bilateral import share weighted-
average of the domestic ICT investment of its trading partners. Hence, we have incorporated the 
trade share with each individual trade partner of country i in the construction of foreign ICT 
investment of country i:  
jITDi
j
ijiITF )Im/(Im∑=  ………………………………………………………. (4) 
where j iterates through all the trade partners of country i; Imij is the import volume of country i 
from country j; Imi is the country i’s total imports; thus Imij/Imi is bilateral import share which in 
turns weights country j’s domestic ICT investment. The rationale of constructing foreign ICT 
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investment of one country accounting for trade share is that trade is one of the major channels 
through which this spillover of ICT investment across country borders take place, as discussed 
previously. In other words, Imij/Imi is intended to model the influential portion of ICT investment 
of trading partner j which could have spillover to country i. 
In equation (3), the a’s are the unknown parameters to be estimated, and ε is a white noise error 
term. The parameters ad and af are the elasticities of TFP with respect to domestic and foreign 
ICT investment, respectively. As our hypothesis is that the effect of domestic ICT investment 
could spill over to foreign countries, we expect the estimate of af to be positive and statistically 
significant. As far as ad is concerned, the estimate is also expected to be significantly positive 
based on the previous literature, which suggests the non-traditional effects of ICT causes the 
positive correlation between domestic ICT investment and domestic TFP. 
In order to gain more insights into the spillover phenomenon, categorizing the sample of 22 
countries into some relevant groups is expected to be constructive. We observe there are 
essentially three country groups in our sample, highly developed countries ($US 23,000 < GDP 
per capita), medium developed ($15,000 ≤GDP per capita ≤ $23,000) and less developed 


















Table 4.1 Grouping Information 
(GDP per capita, 2002 at current prices, in US dollars) 
 













Austria 28,900 Czech Republic 15,300 Argentina 10,200 
Canada 30,000 Israel 19,000 China 4,400 
Denmark 29,300 South Korea 17,000 Mexico 9,200 
Finland 26,500 Portugal 18,000 Poland 10,700 
France 27,500 Spain 22,400 Turkey 6,400 
Germany 25,900     
Ireland 32,600     
Italy 25,600     
Japan 27,000     
Netherlands 29,000     
UK 28,000     
US 36,100     
 
Note: values are extracted from CIA-The World Factbook. 
 
We expect to discover certain group pattern of reaping benefits from the international spillover 
effects by incorporating the group dummies. Hence, our equation is further modified to the 
following: 
logTFPit =b0+bdlogITDit+bfhDH(logITFit)+bfmDM(logITFit)+bflDL(logITFit)+εit….(5) 
DH is the group dummy for highly developed countries, DM is for medium developed country 
group, and DL is for less developed country group. Equation (5) will be the major equation for 
regression estimation in our study. However, since the majority of the macro-economic series are 
non-stationary, the level regression might produce spurious results. Thus, respective series will 
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be differenced to get stationarity before the regressions are conducted, which will in turn lead to 
our major findings. We expect a higher spillover effect to less developed group. Translated to 
statistics, estimate of bfl is expected to be more significantly positive than bfh and bfm. 
 
4.3.1 Control for R&D Investment 
In the preceding model equations we have only counted ITD (domestic ICT investment) and ITF 
(foreign ICT investment), which embeds trade, as right-hand-side variables of total factor 
productivity. Nevertheless, we have to bear in mind that these are not the only sources and 
determinants for such productivity growth. To further control for the contribution of domestic 
and foreign ICT investment, we would include one more right-hand-side variable of TFP. We 
have chosen research and development (R&D) investment as the control variable, which is 
considered in literature to be one of the determinants of TFP.  
Much research has been done in recent years to assess the importance of R&D in influencing 
output growth and total factor productivity. Endogenous growth theory establishes the view that 
R&D investment directly contributes to knowledge accumulation. Therefore, R&D activities are 
a potentially important source of productivity gains. R&D capital stock aims at improving the 
quality or at reducing the average production costs of existing goods and services or simply at 
extending the range of intermediate inputs or final goods available to other economic agents.  
Indeed, a large number of empirical studies, at different levels come to the conclusion that R&D 
is a major source of TFP growth (Griliches, 1980, 1992; Griliches and Lichtenberg, 1984; 
Grossman and Helpman, 1991; Romer, 1990; Aghion and Howitt, 1998). Quoting Coe and 
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Helpman (1995) “there exist convincing empirical evidence that cumulative domestic R&D is an 








)(log)(log)(loglog0    
The central idea of controlling for other determents of TFP is to counter the omitted variable 
problem.  In the specific context of ICT, anything that raises productivity, is correlated with ICT, 
and is not measured by the equation would lead to a correlation between ICT and measured TFP 
growth. For instance, the ICT investment level is supposed to correlate with R&D, thus it could 
be R&D that truly boosts productivity growth rather than ICT investment. If that is the case, by 
including R&D in our equation, a considerable reduction in the significance of ICT investment is 
expected.  
 
4.4. Data  
Annual data are collected for 22 countries for the period 1998-2001, consisting of annual panel 
data of 7 main variables – GDP (Y), Capital (K), Labor (L), Total Imports (Imi), Bilateral 
Imports (Imij), ICT investment (ITD), and R&D investment (R&D).  Data is a balanced panel 
and is chosen based on availability of R&D variable. GDP, Labor, and Total Imports data have 
been directly obtained from World Development Indicators (WDI).  
However, WDI only provides values for Gross Fixed Capital Formation, which is usually gross 
domestic fixed investment, and not really capital stock that should be used to calculate TFP. We 
construct the capital stock from Gross Fixed Capital Formation by three main steps: obtaining 
investment series, obtaining a price deflator to transform investment into constant-quality units 
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valued at base-year prices (1995), and calculating the capital stock using the perpetual inventory 
method. 
11 −− −+= tttt onDepreciatiIKK …………………………………………………  (6) 
Following Hall et al. (1999), we estimate the initial value of the 1998 capital stock for each 
country as I1998 / (g+δ), where g is calculated as the average growth rate from 1998 to 2001 of the 
investment series and δ is the depreciation rate. 
By far, the most reliable data source for ICT investment is from World Information Technology 
and Service Alliance, WITSA (Digital Planet 2002). ICT investment that we collected refers to 
the annual spending on IT hardware for office machines, data processing equipment, data 
communications equipment, and of IT software and IT services, plus Telecommunications 
equipment and services. Bilateral imports (Imij) are from Global Market Information Database 
and gross domestic expenditure in R&D is from OECD, Main Science and Technology 





                                                 
10The potential multicollinearity problem is ruled out as the correlation coefficient between ICT investment and 
R&D investment is negligibly small. Application of panel data (increases the number of observations) and using the 
differenced variables also reduce the multi-collinearity.  
 
  ITD ITF R&D 
ITD  1.000000  0.061929  0.004862 
ITF  0.061929  1.000000  0.086869 




Table 4.2 Bilateral Imports (Imij) for year 2001 
 (Constant 1995 USD million) 
 
Country Austria Canada Denmar Finland France Germany Ireland Italy Japan Netherland
s 
UK US 
Austria  275.59 368.54 569.11 2,545.41 29,031.66 344.37 4,486.34 845.49 3,048.57 1,612.65 2,567.08 
Canada 566.97  515.94 436.75 3,537.42 5,072.72 913.41 2,573.12 9,392.26 891.9 7,313.13 138,992.5 
Denmark 444.27 233.45  1,032.07 2,268.99 8,739 486.06 1,778.89 559.8 2,796.51 2,989.38 1,753.98 
Finland 331.65 145.44 1,049.5  1,309.61 4,195.66 314.52 1,023.59 893.21 1,061.83 1,873.17 1,228.46 
France 2,928.2 1,701.16 2,352.67 1,822.74  55,045.17 4,334.75 25,414.93 5,876.48 20,754.35 22,780.78 21,648.37 
Germany 16,643.01 2,665.91 7,309.09 5,085.82 41,427.92  13,283.65 2,8601.44 18,135.25 37,137.83 30,647.84 36,457.85 
Ireland 125.30 511.36 536.79 238.13 2,175.04 2,860.22  862.06 1,300.65 1,704.52 17,094 6,812.30 
Italy 5,041.41 1,245.04 1,480.38 1,368.87 23,242.97 36,997.86 2,813.01  5,031.53 12,855.59 10,588.16 10,267.65 
Japan 805.1 6,942.62 1,894.07 783.5 5,537.07 11,096.74 3,251.83 4,825.08  1,671.53 5,375.33 57,057.27 
Netherlands 1,236.86 1,015.15 1,499.45 1,615.08 10,156.4 32,228.29 3,064.66 4,987.95 8,362.41  13,463.66 18,507.53 
UK 2,211.8 4,885.21 3,045.27 3,608.84 22,333.46 33,956.69 11,116.71 11,648.84 12,091.33 17,876.44  40,349.33 
US 3,683.45 197,142.7 3,155.97 3,160.90 27,747.72 54,173.36 16,680.35 22,346.89 116,158.9 8,914.3 37,941.58  
Czech Rep 1,260.85 76.35 169.06 198.94 1,324.99 9,093.26 157.36 1,451.35 511.34 652.91 1,103.32 1,099.5 
Israel 84.98 247.67 109.98 204.13 841.53 1,943.31 237.35 1,250.88 862.68 1,044.42 1,973.4 4,873.48 
South Korea 255.2 1,631.08 297.97 341.54 1,877.12 4,006.13 664.97 1,600.8 2,3851.31 910.98 2,107.7 20,087.89 
Portugal 201.22 91.23 223.48 161.08 3,410.45 4,411.82 184.08 2,244.26 824.06 1,469.97 1,874.40 990.93 
Spain 1,440.35 505.23 826.18 940.336 21,720.91 20,394.88 1,755.87 10,713.99 2,742.54 5,940.58 8,953.39 5,364.62 
Argentina 7.81 253.41 278.68 52.61 383.65 747.89 26.47 913.68 779.54 679.51 314.55 3,308.65 
China 592.86 3,608.63 560.81 2,127.91 3,799.36 12,264.26 548.57 3,389.05 38,338.39 1,304.26 3,156.55 23,481.99 
Mexico 216.35 4,171.74 166.68 245.74 1,553.47 5,988.99 542.68 2,068.98 7,965.18 463.92 1,323.96 112,070.7 
Poland 788.63 150.98 760.17 3,066.86 10,787.33 117.58 3,716.44 1,599.07 883.89 1,599.07 1,873.95 1,536.52 
Turkey 373.93 115.65 175.32 270.36 2,045.36 4,778.11 338.29 3,120.18 1,170.8 932.79 1,713.93 2,923.09 
Country Czech Rep Israel South Korea Portugal Spain Argentina China Mexico Poland Turkey 
Austria 1,736.20 60.76 237.11 157.7 718.47 6.88 838.28 106.50 728.26 460.51 
Canada 105.43 396.82 1,550.58 171.69 556.54 6,114.35 8,085.05 7,657.45 187.76 200.78 
Denmark 165.25 75.46 288.78 261.8 629.02 245.63 1,170.75 49.10 823.77 249.61 
Finland 182.09 52.03 103.65 136.26 534.61 46.38 693.44 19.5 257.25 71.63 
France 1,145.32 666.67 1,567.83 4,919.137 18,846.4 338.16 6,690.84 502.40 1,553.51 2,030 
Germany 11,630.13 1,594.07 3,745.08 4,380.82 12,525.4 659.21 15,843.83 1,245.18 10,748.20 5,247.81 
Ireland 82.84 187.04 546.99 102.14 489.51 23.33 587.07 156 90.15 96.5 
Italy 1,119.24 683.4 1,892.39 995.77 8,742.73 805.34 5,998.99 253.35 1,763.52 2,423.46 
Japan 154.21 744.49 15,422.39 125.15 1,159.28 357.95 51,744.56 1,797.85 82.02 137.68 
Netherlands 759.56 717.62 1,934.62 924.02 3,882.5 598.93 8,377.08 594.85 1,253.71 905.09 
UK 1,450.86 1,442.32 3,670.94 1,883.57 8,226.17 277.25 7,694.10 905.75 1,538.03 2,288.7 
US 1,050.29 11,552.3 32,679.38 1,478.09 4,998.46 2,916.33 97,965.06 118,908.2 916.13 2,914.8 
Czech Rep  39.41 118.68 56.17 519.53 26.49 808.67 38.04 1504.3 130 
Israel 36.27  472.52 61.64 498.18 50.66 437.84 12.43 29.44 426.36 
SouthKorea 88.42 305.43  18.51 293.27 334.81 13,302.7 238.77 40.8 116.71 
Portugal 103.8 53.2 353.53  8139.52 136.26 295.67 151.57 156.63 148.77 
Spain 529.42 494.29 1,558.07 3,396.55  1,069.34 3,542.54 1,259.06 18.92 985.43 
Argentina 16.55 76.78 379.85 42.46 1,213.2  1,301.61 493.3 71.57 71.17 
China 82.52 432.8 2,0951.82 64.18 639.64 1,147.27  682.87 202.74 206.74 
Mexico n.a. 253.86 3,577.45 99.22 1,800.16 434.81 3,967.23  157.97 81.31 
Poland 1,556.14 110.51 34.67 144.14 1,149.52 63.09 1,451.12 75.31  357.38 




Table 4.3 Summary Data for year 2001 






















































































































































































































4.5. Estimation Results  
We can now return to the research question raised in section 4.1 regarding the existence of 
international ICT spillover. We wish to determine whether an economy’s TFP growth is boosted 
by the ICT investment of its trading partners. A positive correlation between foreign ICT 
investment and domestic TFP of the economy would support the assertion. A negative 
correlation indicates that an economy’s TFP growth is impeded by foreign countries’ ICT 
investment, probably because the economy is disadvantaged when the competitiveness of foreign 
countries is raised due to higher investment in ICT. The regression results derived from 
alternative model specifications are presented in Table 4.4 for comparison.  





Fixed Effects  
Grouping 
Fixed Effects with 
Trend 
Control 








0.1931*** 0.2005*** 0.1911*** 0.1955*** 
DH*log(ITF) -0.0074 -0.007 0.0144 0.0133 
DM*log(ITF) -0.1412 -0.1424 -0.1399 -0.1406 
DL*log(ITF) 0.2767*** 0.2814*** 0.2767*** 0.2795** 
Log(R&D)   0.0154 0.0147 
R2 0.68 0.68 0.68 0.68 
D.W. 2.75 2.77 2.73 2.74 
 
  Note: * , **, *** denote significant at 10%, 5% and 1% levels of significance, respectively. The inclusion of 
country fixed effects and trend in estimations are not demonstrated in the table.  R-square is the value concerning the 
extent or degree to which the change in right-hand-side variables can explain the change in left-hand-side dependent 
variable. The resultant R-square does not increase in a significant manner which means explanatory power of right-
hand-side variables remains similar as there is no much change in R-square. Such finding further affirms that the 
findings derived from our data are not spurious. Durbin-Watson statistics do not reject the null hypothesis of no 





Since majority of the macro-economic series are non-stationary, our findings rely on the 
regression by differenced series to avoid spurious results. Column 2 of Table 4.4 presents the 
regression result of fixed effects estimation for differenced series.  The estimated coefficient of 
ITD is positive and very significant, which implies a positive correlation between domestic ICT 
investment and domestic TFP. This result is in line with the previous literature and the findings 
of our first study (chapter 1) concluding that ICT investments have had a major impact on 
economic growth at the country level. To capture average technical changes we include a time 
trend variable. The results are presented in column 3 of Table 4.4. We could see that the 
coefficients of concern remain similar. After including trend variable, R-square does not increase 
in a significant manner. Such finding further affirms that the results derived from our data are not 
spurious from time dimension.  
Till this point, we have shown the results of alternative equations regressing differenced series 
and controlling for fixed effects in terms of country dimension as well as time dimension. The 
significance level suggests that our result is robust, hence the positive correlation between ITD 
and TFP is the evidence for the nontraditional effects of ICT.  
As theory suggests, the coefficient of the cross product of ITF (foreign ICT investment) with DL 
(group dummy for less developed countries) is positive and significant, while for the cross 
product of ITF with DH and DM (group dummies for the highly developed and medium 
developed countries), the coefficients are not significant.  The result implies that the less 
developed country group is receiving significant spillover effects of foreign ICT investment from 
the whole sample group; while for the highly developed and medium developed groups, such 
correlation is not significant.  
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The major hypotheses of our study regarding the significantly positive correlation between ITF 
and TFP and the grouping effects are supported: there is indeed spillover effect from ICT 
investment at country level inferred from the sample in current study. Moreover, less developed 
country group receives higher spillover than the highly developed group. We will provide more 
insight into the grouping estimation results in the discussion section. 
Column 4 and 5 of Table 4.4 show the results of fixed effects estimation including R&D variable 
without and with trend respectively. The coefficients for domestic and foreign ICT investment 
remain similar which affirms the robustness of previous results. With several alternative model 
estimations, the robustness of the grouping estimation result is confirmed. Our second hypothesis 
is supported: the less developed country group receives higher spillover effects of foreign ICT 
investment than the highly developed group.  
 
4.6. Discussion, Implications, limitations and future research 
Having presented the estimation results of alternative model specifications in the previous 
section, we will further discuss the implications of such findings. The theoretical implications are 
the focus of this section while the policy implications will be presented in the next section. The 
current section also covers the limitation and implied future research of the study.  
The foremost significance of the current study is that as far as we are aware, it is among the first 
attempts to investigate knowledge spillovers of ICT across country borders. The central rationale 
that there can be international ICT spillover is that ICT bears the features of knowledge capital, 
which associates it with knowledge spillover. We have provided empirical evidence for the ICT 
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spillover by a linear approximation linking total factor productivity with domestic and foreign 
ICT investment.  
The group pattern we have discovered with regard to ICT spillover has theoretical implication 
for technology diffusion. Concerning the geographic scope of technical progress, there are camps 
with different points of view. One camp holds that by its very nature technology is freely 
available everywhere. A questionable implication is that countries enjoy no relative advantage 
from being innovative. At the other extreme, the new growth theory typically relates a country’s 
technical advances to only its own innovations. A troubling implication here is that innovative 
countries leave everyone else behind.  
In contrast to either polar position, economic historians describe world growth in terms of the 
gradual diffusion of advances from a small set of innovators. Innovative countries are the most 
productive, but their innovations also drive growth elsewhere. The central notion is essentially 
externality; in our specific context, it concerns international ICT spillovers. As highly-developed 
countries spearhead investment in state-of-the-art ICT capital, they understand the technologies 
through learning-by-doing and acquire insights into the successful implementation of such 
technologies. Such managerial insights are accumulated to managerial innovations to 
complement the adoption of technology; these innovations spill over naturally to other countries 
in form of embodied (trade flows and foreign direct investment) and disembodied (scientific 
literature, international conferences, international patenting, and so on) knowledge flows which 
are largely enabled by the ubiquity of Internet; hence contribute to productivity growth in other 
countries, especially the less developed countries. Our empirical findings from the grouping 
estimation are strongly supportive of such notion. 
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Since developing countries are financially constrained, ICT investment is relatively limited in 
comparison to developed countries. ICT expenditure grew twice as fast as the OECD average; 
still developing countries continue to lag significantly behind developed world in terms of ICT 
expenditure (as a share of GDP). This ratio was about 10 percent in the ten countries with the 
highest ICT expenditure; 8 percent among the four Asian NIEs; and only 3.8 percent in India and 
Russia in 2002 (World Economic Forum’s Global IT Report 2002-2003). Nevertheless, the less 
developed group may have to keep breast of technological advance in a strategic manner to 
assimilate fully such spillover effects from highly-developed countries, meaning that the less 
developed countries should have the relevant technology in place to apply the managerial 
innovations spilled over from highly developed countries.  
Our findings, though consistent with the notion of ICT spillover in general, do not provide 
conclusive evidence of a casual relationship, given the broad array of factors which affect 
economic growth and total factor productivity. Besides, since our econometric analysis is based 
on a panel of 22 countries through 4 years, we can not carry out a temporal analysis. We need a 
longer time series for that purpose. In fact we are not focusing on the dynamics of the 
relationship, but the overall correlation.  
Moreover, the generalizability of the result is constrained due to the small data set we had in the 
current study. Including more countries and longer time series data might result in more 
comprehensive research findings. These limitations require further and broader research to 






ICT spillover is not a new area of research. The important role ICT has played in economic 
performance has drawn attention from scholars to study the non-traditional effect of ICT, which 
is in most cases spillover associated with ICT capital. However, there has been little research 
dedicated to approaching the ICT spillover at country level. In this paper, we provide empirical 
evidence of the existence of such spillover effects. We conduct our empirical tests using 
alternative model specifications on a balanced panel of annual data series.  
Our empirical findings support the existence of ICT spillover across country borders and it 
means that an economy can benefit from ICT investment of other economies. Furthermore, while 
dividing the sample into three country groups according to their economic development level, we 
find the group pattern of international ICT spillover. The less developed country group could 
reap more benefits from the ICT spillover than the highly and medium developed groups.  
Our empirical results have important policy implications for national trade liberalization and 
economic integration. Less developed economies that are more open to foreign trade develop 
knowledge-intensive activities, which will potentially increase the positive spillover effects in 
turn. If spillovers are found significantly positive, then an open-door industrial and trade policy 
(like the one adopted by Singapore) is worth practicing. It is a widely held view that international 
trade leads to faster technological diffusion and to higher rates of productivity growth (Coe, and 
Helpman, 1997). While this would be important for all countries, it has dramatic implications for 
less developed countries as they seek to catch up with the technological leaders in the OECD.  
Antonelli (1991), in a similar vein, suggests that the diffusion of advanced ICT services provides 
a means by which developing countries can take advantage of opportunities for technology catch 
up. International agencies such as World Bank routinely recommend policies that foster 
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international trade, in part because it is presumed to benefit international technology diffusion 
(World Bank, 1991, 1998).  
Meanwhile, since international ICT spillover as a matter of fact is ICT-related knowledge 
spillover, the bottom line for policy makers is to promote knowledge spillovers. Teece (1977) 
argues the economic growth of every nation is linked to the successful international transfer of 
knowledge, which at the first place requires the economy to choose the right trading partners and 












In spite of increasing significance of Broadband Internet, there are not many research papers 
explicitly addressing issues pertaining to its deployment and continuance. Previous research on 
Broadband has mainly focused on the supply side aspect at the national level, ignoring the 
importance of the demand side which may involve looking more deeply into the factors 
impacting organizational and individual uptake. In an attempt to fill this gap, the current study 
empirically verifies the IS continuance model to examine factors influencing Broadband Internet 
post-adoption behavior of some 1,500 organizations in Singapore. Strong support for the model 
has been manifested by our results, providing insight into influential factors. Results of the study 
suggest that that perceived usefulness is the strongest predictor of users' continuance intention, 




There has been a recent surge in interest in high-speed, always-on Broadband Internet 
connectivity both in industry and academia (Choudrie et al., 2003, 2004; Sawyer et al., 2003; Oh 
et al., 2003; Middleton 1999, 2002a, 2002b, 2003; Dutton et al., 2004), as narrowband 
technologies cannot meet the high bandwidth requirements for emerging applications that 
combine voice, video and data.  
It is widely recognized that the next phase in the evolution of the Internet is Broadband, 
including wireless and mobile Internet which will enable applications and services that will 
radically change the economy, education, entertainment, health-care, government, the patterns of 
the computer use, social and work interactions and consumer behaviors (Sawyer et al., 2003). By 
providing enhanced network capabilities unable to be achieved with narrowband, Broadband 
makes new business and service models possible, which will allow small and medium enterprises 
(SMEs) to become more efficient, streamline their production and supply processes, and 
collaborate and supply to global markets (BAG, 2003).  
Worldwide, there were 63 million Broadband subscribers at the start of 2003 according to the 
ITU's ‘Birth of Broadband’ report. Korea leads all countries with 21.3 subscribers per 100 
inhabitants. Hong Kong next (14.9), with Canada (11.2), Taiwan (9.4), Denmark (8.6), Belgium 
(8.4), Iceland (8.4), Sweden (7.8), Netherlands (7.2), Japan (7.1), United States (6.9), Austria 
(6.6), Switzerland (6.3), Singapore (5.5), and Finland (5.3) following. 
However, the previous research on Broadband has mainly focused on the supply side such as 
pricing, promoting infrastructure, building, and establishing right policies at the national level, 
ignoring the importance of the demand side issues such as looking more deeply into the use, and 
factors impacting organizational and individual uptake (U.S. Department of Commerce, 2002). 
102 
  
Countries invest in information and communications technology (ICT) hoping that it will 
improve their productivity. However, there will be little return from this investment if consumers 
fail to accept it (Al-Gahtani et al., 1999). Understanding ICT usage is important because the 
expected benefits of ICT (e.g., improvements in efficiency, effectiveness, or productivity) cannot 
be realized if individual users do not accept and use these systems for task performance in the 
first place.  
Therefore, an understanding of acceptance and usage of the technology is a prerequisite for 
obtaining a return from investment (Lucas et al., 1999).  Information systems (IS) adoption is 
just the first step toward overall IS success. An IS implementation can truly be considered as “a 
success” when a significant number of users have moved beyond initial adoption and used the 
information systems on a continued basis (Lyytinen et al., 1987; Bhattacherjee 2001, Davis and 
Venkatesh 2004, Limayem and Hirt 2003). Economists and policy makers around the world 
believe widespread Broadband deployment can broaden the IT revolution and improve national 
productivity resulting in robust economic growth.  
They consider Broadband connectivity as an important means to increase the international 
competitiveness, development of e-commerce and information economy. Not surprisingly, many 
industrialized countries are implementing a wide range of national Broadband strategies trying to 
accelerate the deployment of Broadband networks (Sawyer et al., 2003). Specifically, Singapore, 
South Korea and Malaysia are among the highly motivated nations to deploy Broadband 
networks to create competitive advantage in attracting foreign direct investments by 
multinational corporations.  
The Singaporean government is strongly committed to making Singapore one of the most 
connected cities in the world and offers aggressive plans to boost Broadband penetration. For 
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example, the Singapore ONE (One Network for Everyone) plan attempts to develop a nationwide 
Broadband network to link businesses, homes and schools, to deliver interactive, multimedia 
applications and services. However, the demand shift from narrowband to Broadband is not as 
fast as the IDA (Infocomm Development Authority of Singapore) would like it to be (Peng et al., 
2003). A developed city, Singapore provides a suitable setting for the purpose of the current 
research. 
There are not many papers especially in IS discipline explicitly addressing the Broadband usage, 
in spite of much debate at the national and international levels. Consequently, this study tries to 
identify the key drivers of Broadband continuance (after initial adoption) in Singapore. This will 
have important policy implications for governments and ISPs and draws lessons that may be 
applicable to similar developments elsewhere. The pioneering experience of Singapore should 
also be useful in guiding comparable efforts. Section 5.2 presents an introduction on Broadband 
Internet, applications and economic benefits. 
 
5.2. Motivation of the Study: Why Broadband? 
In order to answer ‘why Broadband?’ we should first understand what Broadband is. Dial-up 
connections to Internet can transfer only a small amount of information at a time by telephone 
lines, resulting in frustratingly slow downloads. Unlike dial-up connections, Broadband can 
handle a large amount of information, leading to much faster information transmission. The 
impact on productivity can be remarkable by enabling the interactive communication of voice, 
data and video, which would otherwise have been impossible using narrowband Internet access.  
Continued growth in Internet traffic is believed to be the main reason for the growing demand of 
higher bandwidth access. However, there is no standard definition for Broadband.  
104 
  
It is used for describing a wide scope of bandwidth and continues to change while the 
transmission technologies improve (Sawyer et al., 2003). So far, different definitions for 
Broadband have been suggested by different organizations (FCC, 2000; OECD, 2001; ITU, 
1997). 
 Sawyer et al. (2003) cite a technology neutral, practical definition: ‘Always on access, at work, 
at home or on the move provided by a range of fixed line, wireless and satellite technologies to 
progressively higher bandwidths capable of supporting genuinely new and innovative interactive 
content, applications and services and the delivery of enhanced public services’. This definition 
is focused towards the delivery of services to the end user, rather than particular bit rates as 
suggested by the Broadband Stakeholder Group (2001). 
Broadband can also be defined in terms of the applications it can support, such as significantly 
improved Internet experience through faster browsing of the web, emailing and downloading of 
files; video and audio on demand; video conferencing; web casting; distributed computing and 
other network applications where content is shared across a number of computers (e.g., Napster); 
content intensive e-commerce applications; interactive network games; distance learning; 
telecommuting; e-government; telemedicine, and computer telephony integration.  
There is a growth of use in Broadband and wireless applications for social connectivity as well 
(Carroll et al., 2002). As the Internet moves beyond exchange of emails and the content delivered 
gets increasingly sophisticated, faster and more reliable connections are required. High-speed 
Internet access and Remote LAN access are just the beginning of Broadband. 3G wireless 
networks will lead to applications such as mobile multimedia, mobile videoconferencing and the 
like (Sawyer et al., 2003). 
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As mentioned earlier, there are not many papers addressing the consumer’s perspective on 
Broadband usage. In a recent study, Oh et al. (2003) investigated the individual level factors 
affecting the adoption of Broadband access in Korea. It was found that innovation attributes, 
such as compatibility, visibility and result demonstrability, have an impact on constructs in the 
extended technology acceptance model such as perceived usefulness, perceived ease of use and 
perceived resources.  
 
5.3. Broadband Usage in Singapore 
According to the ‘Survey on Broadband and Wireless Usage in Singapore 2002’ conducted by 
IDA (2003), a Broadband user is defined as one who accessed the Internet via any one or more 
of the following types of connection; Asymmetrical Digital Subscriber Line (ADSL), Cable 
Modem, Leased Line/ ATM Link, Integrated Services Digital Network (ISDN), Local Area 
Network (LAN), and Wireless (LAN). About 1,240,000 Singapore residents were Broadband 
users in 2002. Connection via LAN was the most prevalent amongst the Broadband users. The 
next three popular types of Broadband access connections were ADSL, cable modem and ISDN. 
The high cost of Broadband access in Singapore may have slowed the growth of Broadband 
compared to some markets in the Asia-Pacific region.  
Singapore is set to become the third largest WLAN (Wireless Local Area Network) subscriber 
market in Asia-Pacific with 25,000 subscribers, behind Korea and China. ADSL will remain 
being the dominant Broadband technology up to 2007 (International Data Corp)11. Section 5.4 
presents the theoretical background of the current study and summarizes prior research in ICT 
usage. 
                                                 
11 http://www.eet.com/sys/news/showArticle.jhtml?articleId=21400282&kc=2517 106 
  
5.4. Theoretical Background: A Brief Review of the Literature 
There exists an interesting phenomenon that while ICT is increasingly used in organizations, 
unsuccessful adoptions and usage of ICT are not uncommonly heard. Therefore, the importance 
in understanding the factors determining success or failure of ICT usage cannot be 
overemphasized. The research stream examining the adoption and usage of new ICT has evolved 
into one of the richest and most mature in the IS field for over two decades (Venkatesh et al., 
2003). Understanding ICT usage is important because the expected benefits of ICT (e.g., 
improvements in efficiency, effectiveness, or productivity) cannot be realized if individual users 
do not accept and use these systems for task performance in the first place.  
Prior research on ICT acceptance and usage has primarily focused on identifying the salient user 
cognitions that motivate ICT usage, understanding the causal chain by which these cognitions 
influence usage, and examining the interdependencies among the antecedents of ICT usage (e.g., 
Davis et al. 1989, Lewis et al. 2003; Venkatesh and Davis 2000; Venkatesh et al. 2003). A wide 
range of theoretical models have been proposed to explain the above phenomena, including the 
theory of reasoned action (TRA), technology acceptance model (TAM), the theory of planned 
behavior (TPB), innovation diffusion theory (IDT), social cognitive theory (SCT), and many 
others (see Venkatesh et al., 2003 for a summary). 
In order to study determinants of ICT adoption and usage, intention-based theories such as TRA, 
TPB, and TAM seem to be appropriate tools which have been widely used in the literature. 
Although intention-based theories have been verified mostly within the context of individual 
decision-making, it has been shown that these models could also be applied to strategic decision-
making at organizational level as well (Harrison et al., 1997; Lim et. al., 2002; Riemenschneider 
et al., 2003). This is because individuals who typically make the decisions such as technology 
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adoption and continuance are the top managers. Accordingly, it is important to investigate the 
decisions made by those in a position to influence technology adoption and usage for an entire 
organization.  
A few studies differentiate between pre- and post-adoption (Karahanna et al., 1999). In the IS 
implementation literature continuance is not a new concept. It has been known as 
‘implementation’ (Zmud 1982), ‘incorporation’ (Kwon and Zmud 1987), and ‘routinization’ 
(Cooper and Zmud 1990).   These studies acknowledge the existence of a post-acceptance stage 
when IS use goes beyond determined behavior and becomes part of normal routine activity. 
Innovation Diffusion Theory, one of the earliest theoretical influences on ICT usage, describes a 
five-stage model of innovation adoption where individuals proceed from first awareness of an 
innovation (knowledge stage) to forming an attitude toward it (persuasion stage), deciding to 
accept or reject it (decision stage), putting it to regular use (implementation stage), and finally 
deciding to continue or discontinue its usage based on initial experience (confirmation stage) 
(Rogers 1995).  
In order to better understand IS continuance behavior; several researchers have recently begun to 
study the subject by examining the intention-based models at both pre-adoption and post-
adoption stages (Karahanna et. al.1999, Venkatesh and Davis 2000). However, it is important to 
note that IS continuance is not simply an extension of adoption behavior (Limayem et al., 2003). 
 
5.4.1. IS continuance Model  
Information systems (IS) adoption is just the first step toward overall IS success. An IS 
implementation can truly be considered as “a success” when a significant number of users have 
moved beyond initial adoption and used the information systems on a continued basis 
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(Bhattacherjee 2001, Davis and Venkatesh 2004, Limayem and Hirt 2003). Simply studying the 
decision to adopt a technology is not enough, since it is followed by a process of deeper 
evaluation through use that may or may not result in continuance. The gap between expectations 
before adoption and evaluation after experience influences this decision. Recent studies show 
that people continue using technologies only when they add value to their lives (Carrol et al., 
2002). Carroll et al., (2002) suggest that users evaluate a technology at three levels, reflecting 
different degrees of familiarity with the technology at different times in the appropriation 
process:  
 • Level 1 relates to users’ first encounter with a new technology, such as in a shop or a 
training session. At this level, initial judgments are made without any prolonged use of the 
technology. The outcomes of this filtering are either non-appropriation, where users are 
uninterested in the technology, or otherwise the decision to adopt (Davis 1989; Rogers 1995) 
initiates the process of appropriation.  
 • Level 2 reflects a deeper evaluation through use. If users are attracted by a technology, they 
will explore it in depth through the process of appropriation. There are two possible 
outcomes. Appropriation occurs where the users take possession of its capabilities in order to 
satisfy their needs. Disappropriation occurs when, at some stage during the appropriation 
process, users choose not to persist with the technology.  
 • Level 3 captures the longer-term use of a technology. The technology is appropriated and 
integrated into users’ everyday practices. This is not a one-off activity but rather is subject to 




Likewise, innovation diffusion theory, in its five-stage adoption decision process (consisting of 
knowledge, persuasion, decision, implementation, and confirmation phases), suggests that 
adopters reevaluate their earlier acceptance decision during a final "confirmation" stage and 
decide whether to continue or discontinue using an innovation (Rogers 1995).  
However, these studies view continuance as an extension of acceptance behaviors (i.e., they 
employ the same set of pre-acceptance variables to explain both acceptance and continuance 
decisions), implicitly assume that continuance co-varies with acceptance (e.g., Davis et al. 1989; 
Karahanna et al. 1999), and are, therefore, unable to explain why some users discontinue IS use 
after accepting it initially (Bhattacherjee, 2001).  
Bhattacherjee (2001) has shown that circumstances of IS continuance differ significantly from 
those of initial adoption behavior. Based on the expectation-confirmation theory − ECT (Oliver, 
1980), widely used in the consumer behavior literature to study consumer satisfaction and post-
purchase behavior (Churchill et al., 1982; Tse et al., 1988; Spreng et al., 1996), Bhattacherjee’s 
IS continuance model attempts to explain user’s intention to continue using an IS. In this model, 
intention is positively related to both satisfaction and perceived usefulness. Satisfaction and 
perceived usefulness are in turn positively related to the degree with which the user’s 
expectations about the IS are confirmed (Figure 5.1).  
The rationale for a direct effect of perceived usefulness on satisfaction is that the perception of 
usefulness at the post-adoption stage can be viewed as perceived performance, which has been 
shown to be a significant antecedent of satisfaction in some studies drawing on the EDT 
(expectation-disconfirmation theory) model (Churchill and Suprenant 1982, Tse and Wilton 
1988, Anderson et al. 1994).  
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Rai et al. (2002) empirically assessed the Seddon IS success model (1997) in a quasi-voluntary 
IS use context and found a significant path from perceived usefulness to user satisfaction, which 
in turn lead to system dependence. Devaraj et al. (2002) also conducted a study to examine 
consumer satisfaction with e-commerce channel and found support for perceived usefulness as a 
significant determinant of consumer satisfaction. 
Satisfaction is individuals’ feelings of pleasure or disappointment resulting from comparing their 
perceptions of a product or service’s performance to their expectation levels. Swan and Trawick 
(1981) found a significant satisfaction-intentions correlation within a retail service context. 
Patterson and Spreng (1997) found that satisfaction had a significant effect on repurchase 
intentions in the context of business-to-business professional services. In a similar vein, Petrick 
et al. (2001) indicated that satisfaction was a good predictor of entertainment vacationers’ 
intentions to revisit the destination. Likewise, Devaraj et al. (2002) found that satisfaction is the 
major determinant of channel preference (continuance intention) in the context of Business-to-









Figure 5.1. Research Model: Post-Acceptance Model of IS Continuance (Bhattacherjee, 2001) 
 







5.5. Research Model and Hypotheses 
The Research question of the current study is: what are the factors affecting Broadband Internet 
continuance intention after its initial adoption? As mentioned earlier the intention and influences 
to use a technology can be different for the near-term and the long-term (Chau, 1996). Thus, the 
meaning of the adoption and post-adoption may differ. Adoption refers to the initial encounter 
with a technology by the user, while post-adoption refers to the situation in which an individual 
has used the technology for a while (Carroll et al., 2002). Therefore, the dependent variable is 
Broadband Internet continuance.  
Following Bhattacherjee (2001), we test the IS continuance model in order to better explain the 
nature of Broadband Internet continuance (Figure 5.1). An important assumption of the IS 
continuance model is that it applies to individual decisions. Therefore, here we test the theory 
regarding decisions made by individual managers, which reflects the organizational level 
decision-making. Confirmation and perceived usefulness are considered as the main 
determinants of satisfaction. Confirmation is positively associated with perceived usefulness. 
Both satisfaction and perceived usefulness are essential for the formation of continuance 
intention. Continuance is in turn determined by Broadband continuance intention. The following 
hypotheses are put forth. 
H1: Confirmation and perceived usefulness are positively associated with satisfaction. 
H2: Confirmation is positively associated with perceived usefulness.  




H4: Broadband Internet continuance is determined by Broadband Internet continuance 
intention.  
 
5.6. Research Methodology 
5.6.1 Overview 
This section demonstrates the research methodology – survey – incorporating the development 
and validation of survey instruments and survey administration details. It presents the details of 
how the survey was conducted. First, it illustrates important issues to consider in instrument 
development. Then, it presents how the instruments or the questionnaire items for this research 
are developed and how the dependent and independent variables are operationalized. It also 
discusses the measures taken to ensure that the questionnaire items had construct validity and 
reliability. Finally, the survey administration procedures and responses are described in detail.  
A survey is a way of going from observations to theory validation. The common objective for 
using this approach is to determine the relationship between constructs as a way of making sense 
of behavior surrounding and involving IS. In positivist research, surveys are particularly useful 
in determining the actual values of variables under study, and the strengths of relationships 
among them (Newsted et al., 1996). Further, responses can be generalized to other members of 
the population studied and often to other similar populations. Surveys can be reused easily, and 
provide an objective way of comparing responses over different groups, times, and places. All 
the above advantages justify our choice of survey research methodology.  
5.6.2. Measurement Issues 
Before a research can be conducted, variables for the study should be operationalized or 
measured. The process of measurement development or operationalization involves rules for 
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assigning numbers to objects to represent quantities of attributes (Nunnally, 1978). The 
operationalization of variables requires the development of a statement or statements that specify 
the activities or operations used to measure a variable. When more than one statement or 
indicator are used to measure a construct, the construct is said to be a latent construct. The 
indicators may be either reflective12 or formative13. Inappropriate operationalization may give 
rise to errors in measurement. Such errors fundamentally undermine the quality of inference of 
research results, as garbage inputs only lead to garbage outputs. Therefore, appropriate 
operationalization of variables is one of the key elements for a successful research. 
Two standards are used to measure whether an operationalization is appropriate and effective. 
They are validity and reliability in measurements. Validity measures the extent that the 
differences in observed scores reflect true differences on the characteristic the researcher is 
attempting to measure and nothing else (Churchill, 1979). This criterion is to assure that the right 
things are measured. In other words, the measures used measure the constructs that the 
researchers intend them to measure. Reliability measures the extent to which a measurement 
consistently represents an intended characteristic (Lutz, 1983).  
 
5.6.3. Operationalization of Model Variables 
As suggested by Churchill (1979), we specified the domain of constructs and generated sample 
of items based on an extensive literature search. For instrument development, items that capture 
the domain of the construct are generated. Here, measures that have been validated in previous 
                                                 
12 Reflective indicators are measures that are affected by the same underlying latent variable. A change in a reflective indicator may imply a similar directional change for the 
other reflective indicators for the same variable. 
13 Formative indicators are measures that form or cause the creation or change in a latent variable. A change in a formative indicator may not necessarily imply a similar 
directional change for the other formative indicators for the same variable. 
 114 
  
studies are adopted as far as possible. The purpose of doing this is to enhance the validity of 
measures and facilitate comparison of results across studies (Stone, 1978). This helps to ensure 
content validity. 
5.6.3.1. Perceived Usefulness 
This construct solicits perception on the perceived usefulness of Broadband Internet usage. 
Continuance intention is determined by satisfaction with IS use and perceived usefulness of IS 
continuance (Bhattacherjee, 2001). Based on Riemenschneider et al. (2003), perceived 
usefulness was measured by asking respondents to indicate whether using Broadband Internet 
helps employees to accomplish tasks more quickly, improves job performance of employees, 
improves quality of work, makes it easier for employees to do jobs, allows firm to accomplish 
more work, enhances firm’s effectiveness, gives firm greater control over work, increases firm’s 
productivity, and is useful to the firm.   
PU1 Accomplish tasks more quickly 
PU2 Improve job performance of employees 
PU3 Improve quality of work 
PU4 Make it easier for employees to do jobs 
PU5 Allow firm to accomplish more work 
PU6 Enhance firm’s effectiveness 
PU7 Give firm greater control over work 
PU8 Increase firm’s productivity 
PU9 Be useful to the firm 







5.6.3.2 Satisfaction  
This construct captures the satisfaction of Broadband Internet usage. User satisfaction is 
influenced by their confirmation of expectation from prior IS use and perceived usefulness 
(Bhattacherjee, 2001). Following Bhattacherjee (2001) and based on expectation-confirmation 
theory this construct was measured by asking respondents to indicate whether they were 
dissatisfied/satisfied, displeased/pleased, frustrated/contented, or terrible/delighted with their 
overall experience of Broadband Internet usage. 
SAT1 dissatisfied/ satisfied 
SAT2 displeased/ pleased 
SAT3 frustrated/ contented 
SAT4 terrible/ delighted   
Table 5.2. Operationalization of Satisfaction 
5.6.3.3. Confirmation  
This construct solicits perception on the degree to which firm’s expectations about Broadband 
Internet usage are confirmed. Post-acceptance perceived usefulness is influenced by users’ 
confirmation level (Bhattacherjee, 2001). Based on Bhattacherjee (2001), confirmation was 
measured by asking respondents to indicate whether experience with using Broadband Internet 
was better than what was expected, the benefits provided by Broadband Internet were better than 
what was expected, or overall, most of the expectations from using Broadband Internet were 
confirmed.  
CRM1 Experience with using Broadband Internet was better than what was expected. 
CRM2 The benefit provided by Broadband Internet was better than what was expected. 
CRM3 Overall, most of the expectations from using Broadband Internet were confirmed. 




5.6.3.4. Continuance Intention  
This construct solicits perceptions on the firm’s Broadband continuance intention. As mentioned 
earlier, people keep on using technologies only when these technologies add substantial value to 
their lives. Simply studying the decision to adopt a technology is not enough; since it is followed 
by a process of deeper evaluation through use that may, or may not result in continuous usage 
(Carrol et al., 2002). The gap between their expectations before adoption and their assessment 
after experience influences this decision (Carrol et al., 2002). Based on Bhattacherjee (2001) and 
Limayem et al. (2003), confirmation was measured by asking respondents to indicate whether 
firm would like to continue the usage of Broadband Internet, firm expects to continue using 
Broadband Internet, or it is likely that firm will continue to use Broadband Internet. 
CI1 Firm would like to continue use of Broadband Internet 
CI2 Firm expects to continue using Broadband Internet during the next six months. 
CI3 It is likely that firm will continue to use Broadband Internet during the next six months. 
                             Table 5.4. Operationalization of Continuance Intention 
 
5.6.3. 5. Continuance 
This construct captures the firm’s Broadband usage pattern. Based on Adams et al. (1992), 
Igbaria (1990), and Cheung et al., (2000), this construct was measured by asking respondents to 
indicate whether Broadband Internet has been used very intensively, very frequently, for a great 
variety of applications, overall a lot, or never. 
CU1 Very intensively (many hours per day)  
CU2 Very frequently (many times per day)  
CU3 For a great variety of applications (reports, projects, decision making)  
CU4 Overall a lot 
Table 5.5. Operationalization of Continued Usage 
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5.7. Content Validity 
Content validity is representativeness or sampling adequacy of the measure. It refers to the extent 
to which a test represents the universe of items from which it is drawn (Salkind, 2000). The 
measurement has content validity when its contents (e.g. questions) adequately represent the 
construct it measures. Nunnally (1978) suggests that content validity should be assessed at two 
levels. On the one hand, the content of an instrument should be generated through a valid 
process. On the other hand, the content of an instrument should be valid to the extent that it 
provides adequate coverage of the topic under study. Salkind (2000) emphasizes the role of 
experts’ opinion in establishing content validity. Experts’ evaluation can be especially helpful in 
the second level of content validity assessment. 
The central focus of our research is to study the factors affecting organizational continuance 
intention towards Broadband Internet. Hence, the instruments developed should have the validity 
to the extent that it contains a representative sample of the universe of our subject matter that 
influences organizational continuance usage intention toward Broadband Internet. First of all, we 
specified the domain of constructs and generated the initial draft of the instruments to 
incorporate both theoretical and empirical research results identifying critical constructs for our 
subject matter. To obtain valid instruments that contain a representative sample of the universe 
of the subject matter, we went through an extensive review of the literature on intent formation 
modeling and empirical testing of these models. 
The process of extensive literature review and external experts’ evaluation (Churchill, 1979) 
helped us develop instruments that provide adequate coverage of the topic under study so that we 
had confidence over their validity and reliability. Then, we conducted a pre-test with 17 IS 
faculties and graduate students to ensure that the cover letter, information sheet, survey format, 
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instructions and questions were clear and understandable. Suggestions by them were 
incorporated into our survey instrument to increase the content validity. As a result of the pre-
test, we constructed the final set of research questions presented in Table 5.6. 
Table 5.6 List of Measures 
 
Constructs Measures Sources 
 










Accomplish tasks more quickly 
Improve job performance of employees 
Improve quality of work 
Make it easier for employees to do jobs 
Allow firm to accomplish more work 
Enhance firm’s effectiveness 
Give firm greater control over work 
Increase firm’s productivity 
Be useful to our firm 
 
 







Experience with using Broadband Internet was better than what was 
expected. 
The benefit provided by Broadband Internet was better than what was 
expected. 











How do you feel about your overall experience of Broadband Internet 
Use: 
Very dissatisfied/Very satisfied 
Very displeased/Very pleased 
Very frustrated/Very contented 
Absolutely terrible/Absolutely delighted 









If possible, firm would like to continue use of Broadband Internet 
All things considered, firm expects to continue using Broadband Internet 
during the next six months. 
All things considered, it is likely that firm will continue to use Broadband 
Internet during the next six months. 
 










Very intensively (many hours per day)   
Very frequently (many times per day)   
For a great variety of applications (reports, projects, decision making, etc) 
Overall a lot  
 
 
Adams et al., (1992) 
Igbaria (1990) 





5.8 Administration of Survey Methodology 
We will use a sample survey methodology in our investigation, which requires developing an in-
depth questionnaire and using it to the sample from the Singapore corporations. Babbie (1990) 
believes that survey offers an easy way to get a lot of information that may be generalizable. 
Survey can be conducted with relatively low cost, minimal staff and facilities. Nonetheless, with 
survey, a lot of data can be collected within a short period. Salkind (2000) suggests that survey 
research is useful in examining the frequency and relationships between sociological variables 
and taps well into constructs like attitudes, beliefs, and opinions.  
Therefore, survey can be a suitable data collection method for studying intent and the beliefs 
contributing to its formation. However, to achieve inferential validity, the survey has to be based 
on good sampling and valid administration. According to Salkind (2000), samples should be 
selected from populations in such a way as to maximize the likelihood that the sample represents 
the population as closely as possible. The most important implication of ensuring similarity 
between the two is that once the research is finished, the results based on the sample can be 
generalized to the population. When the sample does represent the population, the results of the 
study can be said to be generalizable. 
As suggested by Babbie (1995), a parcel enclosing a cover letter, a copy of the questionnaire, 
and a prepaid reply envelop was sent to the key executives (depending on the organization’s 
structure) of 1500 organizations from the Singapore organizations listed by Singapore 1000 and 
SME 500 database (Dp Information Network, 2003). The key executives (such as CEOs or MIS 
manegers) were chosen for our survey because they were likely to have cognizance of their 
organizations as key decision makers in Broadband Internet usage.  
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As completion of questionnaires has been known to be delegated to secretaries or junior people 
with no decision making responsibilities, we confirmed that our target respondents contributed to 
completing the questionnaire by addressing our survey package directly to the key executives, 
and randomly calling respondents when missing data or further clarification were needed by way 
of which we also knew if the respondents actually filled out the forms. The cover letters 
explained the study’s objective and gave an introduction illustrating the definition of Broadband 
user. The respondents were assured of the confidentiality of their responses. They were 
encouraged to return the completed questionnaire to us within a month with the prepaid reply 
envelope. 
 
5.8.1 Identification of the Sample 
We have gained access to a database containing 1,500 companies located in Singapore for the 
survey from the Singapore 1000 and SME 500 database (Dp Information Network, 2003)14. 
Major industries include wholesale, manufacturing, communication/transport/storage, finance, 
holdings, service, electricity/gas/water, property, retail, construction, and hotel/restaurants. The 
key personnel to fill out the questionnaire included CEOs, MIS managers, or other key 
executives, depending on the organization’s structure. The companies vary in regards to 
ownership, product industry, size, and age. To have generalizable results, appropriate sample 
size should be obtained. Hair et al. (1995) suggest that a sample size must be large enough to 
                                                 




provide sufficient statistical power for multivariate tests to realistically identify significant 
results. Sample size also provides a basis for the estimation of the sampling error15.  
Hair et al. (1995) suggest using a sample size of 200 to test structural equation models. The 
partial least square (PLS) used in our research is one of the computer programs testing structural 
equation models. Sample size of 200 also satisfies Chin et al.’s (1996) PLS sample size criterion. 
As per Chin et al. (1996), the sample size should be at least equal to ten times the largest number 
of structural paths directed at a particular construct in the structural model (e.g. two paths 
directed at the construct ‘satisfaction’ or ‘continuance intention’). Based on a review of several 
similar surveys conducted in Singapore (e.g. Teo et al., 1995; Hann and Weber, 1996), the 
potential response rate is expected to be about 20%. Hence, at least 1000 organizations should be 
surveyed to achieve a sample size of about 200 with a 20% response rate.   
 
5.8.2. Survey Response 
Two hundred and seven usable responses were collected, yielding a response rate of 14% 
(207/1500). The demographics of the organizations responded to our survey are presented in 
Table 5.7.  
                                                 



































































General Manager/Business Manager 
MIS Manager 
MIS Specialist 




















Respondent’s years in position 
 
≤ 1 
1 < years ≤ 5 
5 < years ≤ 10 
10 < years ≤ 15 
15 < years ≤ 20 
20 < years ≤ 25 
25 < years ≤ 30 

























1 < years ≤ 5 
5 < years ≤ 10 
10 < years ≤ 15 
15 < years ≤ 20 
20 < years ≤ 25 
25 < years ≤ 30 




















Broadband Internet usage in 
organization 
 
months ≤ 1 
1 < months ≤ 6 
6 < months ≤ 12 
12 < months ≤ 24 
24 < months ≤ 36 




















5.9. Data Analysis (Statistical Technique) 
This section presents the results of the data analysis. First, it introduces the statistical technique 
appropriate for analyzing the data collected. After choosing the proper tool for analysis, the 
psychometric properties of the constructs and the structural model are tested. Finally, the data are 
further analyzed to check the validity and generalizability of the findings.  
 
5.9.1 Structural Equation Modeling 
Structural equation modeling, an integral tool in both managerial and academic research, is a 
statistical method useful when one dependent variable becomes an independent variable in 
subsequent dependence relationships (Hair et al., 1995). It provides a straightforward method of 
dealing with multiple relationships simultaneously while providing statistical efficiency. All 
structural equation modeling techniques are distinguished by their ability to estimate multiple 
and interrelated dependence relationships and account measurement error at the same time. It is 
an important tool for studying causal models (Fornell, 1982; Fornell et al., 1981). The IS field 
has seen a substantial increase in using structural equation modeling techniques in recent years 
(Chin, 1998).  
Applied correctly, these second-generation techniques (SEM-based techniques) have substantial 
advantages over first-generation techniques like principal component analysis, factor analysis, 
discriminant analysis, or multiple regression analysis (Chin, 1998). This is because of the greater 
flexibility of interplay between theory and data; the psychometric properties of the constructs (in 
terms of reliability and validity), and the causal relationships between the constructs (structural 
model) can both be assessed at the same time unlike factor analysis (Hair et al., 1995).  
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The structural model is a set of dependence relationships linking the model constructs. The 
structural model is tested through path analysis with path diagrams. The path diagram depicts the 
indicators or items for variables with named squares, variables with circles labeled with construct 
names, and the impact of an independent variable on a dependent variable with a straight arrow. 
Path analysis studies the strength of each relationship (path) depicted in the path diagram with a 
correlation or covariance matrix as input. 
The psychometric properties of the constructs are tested in two aspects: convergent and 
discriminant validity. This allows the researcher to use one or more measurable items (manifest 
variables) for a single independent or dependent construct (latent variables) and then specify the 
reliability. A latent variable is a hypothesized and unobserved variable that can be approximated 
by measurable variables – manifest variables (Hair et al., 1995). The contribution of each scale 
item as well as incorporating how well the scale measures the concept into the estimation of the 
relationships between dependent and independent variables are assessed. 
To summarize, structural equation modeling approach is adopted in our data analysis because it 
possesses many advantages over traditional analyses such as multiple regression. First, it is 
especially useful when one dependent variable becomes an independent variable in subsequent 
dependence relationships (Hair et al., 1995). Second, it does not involve assumptions of 
homogeneity in variances and covariances of the dependent variable. Third, it allows a more 
complete modeling of theoretical relationships compared to traditional analyses of merely 
associating among measures (Bagozzi and Yi, 1989). Finally, it has the ability to test the 
structural model (i.e. the relationship between an independent variable and the dependent 
variable) and the psychometric properties of the constructs (i.e. the relationship between a latent 
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variable and its indicators). This will provide a more complete analysis for the inter-relationships 
in the model (Fornell, 1982). 
 
5.9.2. Partial Least Squares (PLS) 
The most widely used SEM-based techniques are Partial Least Square (PLS) and LISREL. PLS 
has been widely used in research on organizational behaviors (Howell and Higgins, 1990) and 
information systems (Chwelos et al., 2001). LISREL estimates are efficient in large samples 
(Fornell and Bookstein, 1982). LISREL requires relatively large samples for accurate estimation 
and relatively few variables and constructs for convergence; PLS is applicable to small samples 
in estimation as well as testing and appears to converge quickly even for large models with many 
variables and constructs (Lohmoller, 1982). 
For large-sample modeling, LISREL (Bollen, 1990; Joreskog and Sorbom, 1984) has several 
relative strengths, whereas, for small-sample like ours, PLS (Fornell and Bookstein, 1982; 
Hulland, 1999) is more appropriate. PLS is not contingent upon data having multivariate normal 
distributions. In practice, distributions are often either unknown or far from normal. For this 
reason, Wold (1982) developed PLS. Moreover, nominal, ordinal, and interval-scaled indicators 
are all permissible in PLS.  
In this study, PLS was preferred to LISREL for the analysis for several reasons, mainly related to 
data distribution and sample size. Examination of the data showed that the distributions did not 
meet the multi-normality criterion required by LISREL. Violations of the assumptions are 
generally viewed as problematic for LISREL. Normality can be visually assessed by looking at 
the histogram of frequencies of the variables or by examining the normal probability plot output 
by most statistical software. Numerical tests of normality include the skewness, and kurtosis test. 
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Table 5.8 shows the values of these statistics for all variables in the research model. Three 
variables i.e. CRM, CI, and CU were found to have skewness and/or kurtosis values outside the 
normal range of –2.5 to 2.5.  
Table 5.8 Normality Tests of Model Variables 





 Skewness Z Kurtosis Z 
 
CRM -6.56* 7.57* 
SAT -0.68 0.53 
PU -0.71 0.44 
CI -1.50 4.54* 
CU -5.75* -0.75 
 
 
PLS is also shown to deal with multicollinearity, manifest skewness and misspecification of 
inner and outer structures in a reasonably robust way (see, e.g. Casse et al., 1999). Based on the 
above reasons, PLS Graph v.2.91.02.08 was used to test the psychometric properties of the 
constructs and the structural model at the same time.  
 
5.9.3. Testing the Psychometric Properties of the Constructs by PLS 
By testing the psychometric properties of the constructs, the strength of the constructs used for 
testing the structural model is assessed. This is done through examining the relationships 
between the constructs and the indicators (items used to measure them). Such examinations may 
include the test of internal consistency reliability of the scales, the convergent and discriminant 





5.9.4. Internal Consistency Reliability 
Reliability measures the extent to which a measurement consistently represents an intended 
characteristic (Lutz, 1983). Internal consistency reliability refers to the extent to which the 
indicators used to measure a construct reflect a true common score for the construct (Kerlinger, 
1986). Reflective indicators should be internally consistent since they are measures that are 
affected by the same underlying latent variable. A change in a reflective indicator may imply a 
similar directional change for the other reflective indicators for the same variable. However, 
internal consistency reliability is not as relevant to formative indicators as the change in a 
formative indicator may not necessarily imply a similar directional change for the other 
formative indicators for the same variable.  
A common method used for testing internal consistency reliability of instruments is Cronbach’s 
alpha assessment. Nunnally (1978) suggests that the Cronbach’s alphas should be at least 0.700 
for reliable constructs. The formula for calculating Cronbach’s alpha based on inter-item 
correlations is as follows: 
)]1(1[
)(ALPHA  Cronbachs −+= NP
NPα  
where N= number of questions and p = mean of inter-question correlation.  
 
5.9.5. Convergent Validity 
Convergent validity refers to the degree to which two or more indicators measuring the same 
construct agree (Cook and Campbell, 1979). Fornell and Larcker (1981) suggested three tests for 
convergent validity including item reliability, composite reliability, and average variance 
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extracted. Chwelos et al. (2001) indicate that these three tests are especially useful for testing the 
convergent validity of variables with reflective indicators. Item reliability assesses every 
indicator loading and the loading’s statistical significance.  
Falk et al. (1992) suggest that a loading of at least 0.550 is good because indicators with such a 
loading would explain at least 30% of the variance in the construct. Composite reliability test is a 
test superior to Cronbach’s alpha test because this test is not affected by the number of items in 
the scale and unidimensionality. This criterion is advised to be at least 0.700 (Nunnally, 1978). 
The average variance extracted measures the overall amount of variance in the indicators 
accounted for by the latent construct. Fornell and Larcker (1981) suggest that the average 
variance extracted should be greater than 0.500. The formula for calculating the composite 
reliability and the average variance extracted are as follows: 












2)( Extracted Variance  
where the standardized loadings are factor loadings of each indicator andε j is the measurement 
error of each indicator. The results of the three tests presented in Table 5.9 show the calculated 
Cronbach’s alphas for all constructs are all above Nunnally’s (1978) criterion of 0.700. All the 
variables with reflective indicators have loadings above 0.550 (Falk et al., 1992) significant at 
α=0.01, the composite reliability higher than 0.700 (Nunnally, 1978), and the average variance 







































































































































































         Notes: All are significant at 1% level of significance. 
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5.9.6. Discriminant Validity 
Discriminant validity assesses the degree to which a construct differs from other constructs. A 
variable should correlate more strongly with other variables of the same construct than with 
variables of other constructs. We used Fornell et al.’s (1982) criterion that the correlations 
between variables in any two constructs must be statistically lower than the square root of the 
average variance extracted from indicators within a construct. Table 5.10 provides evidence for 
the constructs’ discriminant validity as the square root of the average variance extracted for each 
construct exceeds the correlation between this construct with any other construct. Constructs 
have adequate discriminant validity. With assurance of good psychometric properties in the 
contructs, we proceed to test the structural model to assess its explanatory power and the 
significance of its paths. 
 
Table 5.10 Discriminant Validity of Constructs 
 
Construct CRM SAT PU CI CU 
 
CRM 0.904     
 
SAT 0.599 0.920    
 
PU 0.516 0.505 0.857   
 
CI 0.285 0.355 0.446 0.986  
 
CU 0.419 0.434 0.569 0.552 0.835 
 
 
                    Notes: Diagonal numbers are the square root of the average variances extracted for each  




5.9.7. PLS Structural Model 
Since PLS does not generate an overall goodness-of-fit index, one primarily assesses validity by 
examining R2 and the structural paths (Chwelos et al., 2001). R2 value may be interpreted in a 
similar way as it is done in traditional regression analysis. Path coefficients are equivalent to the 
standardized beta weights in the multiple regression model. The explanatory power of the 
structural model could be assessed based on the amount of variance in the endogenous constructs 
for which the model could account. Bootstrapping techniques were used to obtain the 
corresponding t-values in order to assess the significance of the path coefficients. Each 
hypothesis corresponded to a path in the structural model.  
Figure 5.2 and Table 5.11 present the result of the structural model, size and significance of the 
path coefficients as well as the explanatory power of the independent variables. Results of the 
study suggest that that perceived usefulness is the strongest predictor of users' continuance 
intention, followed by satisfaction with Broadband Internet use as a significant but weaker 
predictor with path coefficients of 0.35 and 0.17 respectively. The two constructs account for 22 
percent of the variance in continuance intention.  
Coupled with a strong intention-behavior association theorized and validated in prior IS use 
research (e.g., Davis et al.  1989; Taylor and Todd 1995), the above associations suggest that 
satisfaction and perceived usefulness are important (indirect) predictors of actual continuance 
behaviors. Users dissatisfied with Broadband Internet use (due to disconfirmation of expectation) 
may discontinue Broadband Internet use, despite having positive perceptions of its usefulness.   
Satisfaction with Broadband Internet usage was predicted primarily by users' confirmation of 
expectation from Broadband Internet use and secondarily by their perceived usefulness of initial 
use with path coefficients of 0.46 and 0.26 respectively. The two constructs could explain 41 
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percent of the variance in satisfaction. However, because these determinants jointly explain only 
41 percent of the satisfaction variance, Broadband Internet satisfaction may have additional 
salient predictors than those identified using the expectation confirmation theory lens. As 
expected from ECT, confirmation of expectations from using Broadband Internet was a stronger 
predictor of satisfaction than perceived usefulness in this study.  Confirmation of expectations 
also had a significant positive effect on perceived usefulness, suggesting that user perception of 
Broadband Internet instrumentality may also be adjusted by their extent of confirmation. 
Overall, this model could explain 30% of the variance for continuance, as indicated by the R2 
values exceeding 10% criterion level, suggested by Falk et al., (1992) as an indication of 
substantive explanatory power. Thus, our research model has predictive validity. The hypotheses 
were evaluated as per size, sign, and significance of the path coefficients and all the hypotheses 











                                                    Figure 5.2. Structural Model 


















Table 5.11 Structural Model 
 
Hypothesis (path) Path Coefficient (β) t-Value Supported 
 
CRM → PU 0.516 6.92*** Supported 
PU → SAT 
 
0.266 2.37** Supported 
CRM → SAT 
 
0.462 4.39*** Supported 
PU → CI 
 
0.358 2.68*** Supported 
SAT → CI 
 
0.174 1.68** Supported 
CI → CU 0.552 6.72*** Supported 
 
                  Notes: *, **, *** denote significant at 10% (p<0.1), 5% (p<0.05) and 1% (p<0.01) levels of 
                            significance respectively. 
 
 
5.9.8. External Validity 
External validity is the degree to which a study’s results are generalizable to the related 
population (Babbie, 1995). An important process to assess external validity is to determine the 
representativeness of the respondents. One way of doing this is to assess whether there is 
significant difference between the respondents and the population or its surrogate. Since 
obtaining all data from the population beats the very purpose of conducting a survey and costs 
too much, we surrogate the population with late respondents who completed the survey after the 
follow-up calls. 
This resulted in a total of 120 early and 87 late respondents. We find no significant difference 
between the two groups in terms of their demographic data and independent variables (i.e. p-
value >0.05, t-stat <1.97) as shown in Table 5.12. Hence, we can safely conclude that the sample 
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is free from response bias. All these attributes provide evidence of generalizability of our survey 
results. The next section discusses the research findings and their implications. 
Table 5.12 Response Bias Results 
Variable 
Industry   
                          Early Respondents               Late Respondents 
Mean:                 1.54                                      1.59 
Variance:            0.25                                      0.24 
t Stat: 0.80 
P(T<=t) two-tail: 0.42 
 
Size of the organization  
                          Early Respondents               Late Respondents 
Mean:                  3.43                                       3.97 
Variance:             6.81                                       7.72 
t Stat: 1.42 
P(T<=t) two-tail: 0.15 
 
Experience of Broadband Usage 
 
                         
  Early Respondents               Late Respondents 
Mean:                  5.14                                      5.29 
Variance:             1.75                                      1.39 
t Stat: 0.89 
P(T<=t) two-tail: 0.37 
 
Perceived Usefulness  
                          Early Respondents               Late Respondents 
Mean:                 5.38                                       5.36 
Variance:            1.23                                       0.73 
t Stat: 0.18 
P(T<=t) two-tail: 0.85 
Satisfaction  
                          Early Respondents               Late Respondents 
Mean                   5.65                                      5.60 
Variance:             1.03                                      0.73 
t Stat: 0.39 





                          Early Respondents               Late Respondents 
Mean:                  4.96                                      5.03 
Variance:             0.73                                      0.78 
t Stat: 0.62 
P(T<=t) two-tail: 0.53 
 
Continuance Intention  
                          Early Respondents               Late Respondents 
Mean:                  6.39                                      6.19 
Variance:             0.75                                      0.93 
t Stat: 1.57 







5.10. Discussions and Implications 
In order to better understand the complex and dynamic aspects of usage of Broadband Internet 
over time, this study empirically verifies the IS continuance model proposed by Bhattacherjee 
(2001). The current study examines factors influencing Broadband Internet post-adoption 
behavior of 1500 organizations in Singapore. The findings present a strong support for the IS 
continuance model.  
5.10.1. Research and Policy Implications 
The findings of this study have important research and policy implications for governments, ISPs 
and other supply-side institutions responsible for enhancing Broadband use. Government and 
industry are all aiming to obtain online products and services. For this, the role of Broadband is 
pertinent. For the industry, the contribution is that providers will be offered a better argument 
that demonstrates how Broadband diffusion and continuance should be encouraged. This study is 
an empirical verification of the IS continuance model (Bhattacherjee, 2001) for strategic decision 
making; results have indicated that this model provides valuable guidance toward a better 
understanding of Broadband Internet usage behavior.  
In agreement with Bhattacherjee (2001), our findings imply that ignoring post-adoption user 
satisfaction can have disastrous consequences for user retention. Perceived usefulness is more 
dominant and satisfaction is crucial for continuance intention. Consequently, supply-side 
institutions should adopt a two-fold strategy for maximizing their return on investments in 
customer training; this strategy involves informing new users of the potential benefits of 
Broadband Internet usage, and educating old users on how to use Broadband Internet effectively 
so as to maximize their confirmation and satisfaction with Broadband Internet usage. Users 
dissatisfied with Broadband Internet usage (due to disconfirmation of expectations) may 
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discontinue its use, albeit having positive opinions of its usefulness. As a result, to sustain 
competitive advantage, ISPs need to understand what it takes to encourage customer loyalty. The 
current empirical study of Broadband Internet continuance was used as an illustrative example to 
demonstrate the need to address consumers' expectations in using Broadband Internet.  
It is important to note that the follow up calls aimed at obtaining information revealed that the 
decision to adopt and use Broadband Internet connectivity is usually made or at least 
overwhelmingly influenced by a single executive (e.g., MIS manager) because of the unique 
characteristics associated with the Broadband Internet technologies. Hence, special attention 
should be paid to key executives such as MIS managers, and information about Broadband 
technologies should be disseminated to them to highlight the importance of its usage.  
 
5.11. Concluding Remarks 
5.11.1. Contributions of the Study 
This study may be contributing in the following aspects:  
• There are not many papers (especially in IS discipline) explicitly addressing the 
Broadband usage behavior, in spite of much debate at the national and international 
levels. Consequently, this study tries to fill the gap and identify the key drivers of 
Broadband continuance at organizational level in Singapore.  
• The current study examines Broadband Internet continuance that occurs after initial 
adoption of technology. This will have important research and policy implications for 
governments and ISPs and draws lessons that may be applicable to similar developments 
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elsewhere. The pioneering experience of Singapore should also be useful in guiding 
comparable efforts. 
• The current study provides empirical evidence for the usefulness of Bhattacherjee (2001) 
model in understanding organization’s decision making at the strategic level.  
 
5.11.2. Limitations 
This study provides empirical evidence of the applicability of Bhattacherjee’s (2001) IS 
continuance model in understanding organizations’ decision making at the strategic level. 
Notwithstanding the systematic and stringent efforts we put into this research, there are some 
potential threats that may lead to limitations of the inference power of our research findings as 
follows: 
• Potential threats to the internal validity of the causal relationships in our model. Internal 
validity refers to the validity with which statements can be made about whether there is a 
causal relationship from one variable to another in the form in which the variables were 
measured (Cook and Campbell, 1979). The use of PLS does not allow us to explore the 
possibility of bi-directional effects. In addition, the collection of data at one setting also 
limits the validity of causality studied. However, our model’s foundation on theories 
clearly identifying the direction of causal relationship between the studied variables helps 
to increase and verify the internal validity of our findings. 
• Potential threats to construct validity. Since most constructs are measured based on the 
subjects’ beliefs and opinions, the construct validity may suffer. More objective 
indicators may help increase the construct validity. However, as Salkind (2000) suggests, 
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the study was conducted with a survey that taps well into constructs like attitudes, beliefs, 
and opinions. Hence, the research method used is a good fit for the constructs under 
study. Besides, the constructs were developed based on an extensive review of literature, 
scientifically enhanced and validated, and stringently tested. Therefore, we have 
exhausted our efforts to ensure the construct validity for this research. 
• Potential threats to statistical conclusion validity. Statistical conclusion validity measures 
the extent to which a presumed cause-and-effect covary exists (Cook and Campbell, 
1979). When statistical conclusion validity is adequate, it is reasonable to accept the 
predicted relationships given a specified significance level and obtained variance. To 
achieve statistical conclusion validity, we have tried our best to ensure adequate sample 
size for analysis. The use of PLS also helps circumvent the possible threat since this 
technique is suitable for small sample size testing. 
• Potential threats to external validity. External validity refers to the extent to which 
research findings can be generalized across populations of people, setting, treatment, and 
time. External validity is especially important for survey results since the value of such 
results hinges on their generalizability. The demographics of the respondents shown in 
Table 5.7 and the response bias assessment presented in Table 5.12 give evidence of a 
successful randomized sampling. However, since the data were collected in Singapore, 
generalization to different cultural, political, and economic contexts should be done with 
caution. 
• Another possible limitation of this study concerns the level of analysis. As mentioned 
earlier, although intention-based theories have been verified mostly within the context of 
individual decision-making, it has been shown that these models could be applied to 
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strategic decision-making at organizational level as well (Harrison et. al., 1997; 
Riemenschneider et al, 2003). This is because individuals who typically make decisions 
on issues such as technology adoption and continuance are the key executives.  
In contrast, some scholars believe that organizational behavior is not a simple 
accumulation of individual behaviors (Schermehron et al., 1998).   However, as 
mentioned earlier, our follow up calls revealed that the decision to adopt and use 
Broadband Internet connectivity is usually made or dominated by a single executive (e.g., 
MIS manager) because of the unique characteristics associated with the Broadband 
Internet technologies. Perhaps just as suggested by Afuah and Tucci (2001), unlike 
adoption decisions for software applications and other complicated IS technologies, 
organizational decision on adoption and continuance of Internet technologies can be 




5.11.3. Future Research 
Although the findings are encouraging and useful, the present study has certain limitations. In 
order to increase the variance explained in the research model, future research should examine 
the relationships among those components, which could also lead to an increase in the 
explanation power of the research model such as organizational culture or industry 
characteristics. The saliency of the cultural element is evident in light of increasing globalization; 
in this respect, it may need to be addressed not only at the organizational level, but also the 
national level, although interplay between these two levels cannot be ruled out. The predictive 
validity of the framework might be enhanced and construct validity might improve as well. 
Finally, an ideal empirical design would be a longitudinal comparison of customers’ pre-
acceptance and post-acceptance perceptions, in order to faithfully capture the complex, dynamic 
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Dial-up connections to the Internet can handle only a small amount of information at 
a time by telephone lines, resulting in the frustratingly slow downloads. Broadband, 
such as ADSL or cable network, can handle a large amount of information 
simultaneously leading to much faster information transmission compared to dial-up 
connections. The impact on business productivity can be remarkable. 
This questionnaire is being administered to important organizations in Singapore as part of a 
research study on organizational Broadband Internet usage behavior. Being the key decision-
maker, your views on the issue of Broadband Internet continuance are extremely important. We 
assure you that all responses will be kept strictly confidential. Only group statistics will be 
published. Your responses will help formulate an understanding of the issues involved in 
Broadband Internet usage, which would have important policy implications. The success of this 
project therefore depends on your organization’s participation and response. As a token of our 
appreciation, a copy of our research findings report will be given to all respondents.  
We would appreciate if you could complete the questionnaire and return to us in the self-
addressed envelope by 15 April 2004. If you have any questions, please contact our research 
assistant, Ms. Roya Gholami, at 6874-2767.  
Thank you for your cooperation.  
 
 
Dr. John Lim                    Dr. Tom Lee 
Associate Professor            Assistant Professor           
Department of Information Systems          Department of Information Systems 
National University of Singapore          National University of Singapore 
 
 






The Broadband revolution has been acknowledged as the future of the Internet. Broadband 
Internet connectivity significantly improves the Internet experience through faster browsing of 
the web, emailing and downloading of files. Moreover there are some emerging applications, 
which require a broadband connection to make them usable in practice including 
Videoconferencing; Web casting; Content intensive e-commerce applications; Telecommuting 
and so on. 
 
Definition: According to the Infocomm Development Authority of Singapore (IDA), if your 
organization has access to Internet via any of the following types of connection you are a 
Broadband user. Please indicate the type of the connection(s) you are using in your organization, 
if applicable. 
 
[ ] Asymmetrical Digital Subscriber Line (ADSL) 
[ ] Cable Modem (e.g. Starhub Cable Vision) 
[ ] Leased Line/ ATM Link 
[ ] Integrated Services Digital Network (ISDN) 
[ ] Local Area Network (LAN) 




Important Note: If your organization is a Broadband Adopter please answer the questions 1-5 
based on your experience of Broadband Internet usage. If your organization is a Non-Adopter 
please answer questions 1-5 based on your expectations of Broadband Internet usage in future.  
Please circle the one selection that most represents your perspective for the question. 
 
 
1. This section solicits your perception on the usefulness of Broadband Internet usage.  
 
Using Broadband Internet…                                                                                          
                                                      Strongly                                            Strongly 
                                             Disagree                                               Agree 
a. Helps employees to accomplish tasks more quickly ----------- 1         2         3         4         5        6        7     
b. Improves job performance of employees -------------------------- 1          2         3         4        5        6        7        
c. Improves quality of work ------------------------------------------------ 1          2         3         4         5       6         7      
d. Makes it easier for employees to do jobs -------------------------- 1          2          3         4        5        6        7     
e. Allows organization to accomplish more work ----------------- 1           2          3        4         5       6         7          
f. Enhances organization’s effectiveness  ---------------------------- 1           2          3         4        5        6        7     
g. Gives organization greater control over work  ------------------ 1          2          3         4        5        6        7      
h. Increases organization’s productivity ------------------------------ 1           2          3         4        5        6        7     
i. Is useful to your organization ------------------------------------------ 1           2          3         4        5        6        7     
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2. This section solicits your perception on your satisfaction of Broadband Internet usage. 
 
How do you feel about your overall experience of Broadband Internet use? 
 
a. Dissatisfied---------  1        2       3       4       5       6       7 -----------  Satisfied  
b. Displeased  --------- 1        2       3       4       5       6       7 ------------ Pleased 
c. Frustrated  ---------- 1        2       3       4       5       6       7 ------------ Contented 
d. Terrible  ------------ 1        2       3       4       5       6       7 ------------ Delighted 
 
3. This section solicits your perception on the degree to which organization’s expectations about 
Broadband Internet usage are confirmed.                       
                                                  Strongly                                                   Strongly 
                                                   Disagree                                                     Agree 
a. Experience with using Broadband Internet was better than what                                                
    was expected --------------------------------------------- 1       2       3      4      5      6      7       
 
b. The benefits provided by Broadband Internet were better than what  
    was expected --------------------------------------------- 1       2       3      4      5      6      7     
 
c. Overall, most of the expectations from using Broadband Internet  
    were confirmed  ------------------------------------------ 1       2       3      4      5      6      7   
 
4. This section solicits your perceptions on your organization’s Broadband Internet continuance 
intention. 
All things considered…                        
                       
                                                                   Strongly                                            Strongly 
                                                                                      Unlikely                                               Likely 
a. Organization would like to continue the usage of Broadband Internet     
    during the next 6 months  ------------------------------------- 1     2      3     4      5     6     7 
b. Organization expects to continue using Broadband Internet during the   
    next 6 months ------------------------------------------------- 1      2      3     4     5     6     7       
c. It is likely that organization will continue to use Broadband Internet  
    during the next 6 months   - ---------------------------------- 1      2      3     4     5     6     7     
 
5. This question solicits your perception on your organization’s continuance pattern after initial 
adoption. 
During the last 6 months in your organization, Broadband Internet has been used... 
     Strongly                                       Strongly 
                                                   Disagree                                          Agree 
a. Very intensively (many hours per day)  ------------------ 1       2      3      4       5      6      7       
b. Very frequently (many times per day)  ------------------- 1       2      3      4       5      6      7           
c. For a great variety of applications ------------------------ 1       2      3      4       5      6      7           







Please provide demographic information of your organization. 
 
a. Where is your organization’s country of origin? 
[] Australia/New Zealand      [] Japan        [] Joint Ventures        [] Malaysia       
[] Singapore                           [] Taiwan     [] United Kingdom    [] Other European countries               
[] United States                      [] Others, please specify ---------------- 
 
b. What is your organization’s primary business activity?  
      [] Computer Industry: Software Services/Consultants/Vendors 
      [] Construction and Engineering                 [] Education             [] Entertainment       
      [] Finance: Banking/Insurance                    [] Food                     [] Manufacturing   
      [] Medical and Legal Services                    [] Petroleum and Chemical  
      [] Trade: Wholesale/Retail                          [] Transportation Services                 
      [] Travel, Tourism and Leisure Services    [] Utilities and Communications      
      [] Others, please specify ---------------- 
 
c. How many employees are working in your organization? 
 
      [] 0 - 50          [] 50 - 99    [] 100 –249             [] 250 – 499              [] 500 – 749          
      [] 750 – 999       [] 1000 – 2499    [] 2500 – 4999        [] 5000 – 9999          [] 10000 or more  
 
d. What is your functional area? 
 
      [] Accounts    [] Finance                         [] Human Resources      [] Information Systems             
      [] Marketing   [] Product Development  [] Operations            [] Research and Development 
      [] Sales           [] Strategic Planning        [] Others, please specify --------------- 
 
e. How long have you been working in this organization? 
      [] years ≤ 1              [] 1< years ≤ 5         [] 5< years ≤ 10       [] 10< years ≤ 15    
      [] 15< years ≤ 20    [] 20< years ≤ 25      [] 25< years ≤ 30      [] 30 < years      






f. What is your formal job title in the organization?       
 
      [] President/CEO      [] Vice-President    [] Controller  [] General Manager/Business Manager   
      [] MIS Director        [] MIS Specialist     [] Other executives (depending on organization’s  
   structure), please specify --------------- 
        
g. How long have you been in your current position? 
 
[] years ≤ 1            [] 1< years ≤ 5          [] 5< years ≤ 10       [] 10< years ≤ 15     
[] 15< years ≤ 20   [] 20< years ≤ 25      [] 25< years ≤ 30      [] 30 < years  
 
h. How long is your experience of computer usage? 
      [] years ≤ 1                  [] 1< years ≤ 5          [] 5< years ≤ 10        [] 10< years ≤ 15     
      [] 15< years ≤ 20         [] 20< years ≤ 25      [] 25< years ≤ 30      [] 30 < years  
 
i. Which connectivity channel does your organization use to access Internet? 
     [] No Access  
     [] Dial-up   
 i-1. How long has your organization used Dial-up Internet? 
  [] months ≤ 1            [] 1< month ≤ 6   [] 6< month≤ 12      
                        [] 12 < months ≤ 24    [] 24 < months ≤ 36      [] 36 < months       [] Don’t know 
 
     [] Broadband  
      i-2. How long has your organization used Broadband Internet?     
  [] months ≤ 1             [] 1< month ≤ 6   [] 6< month≤ 12      
                        [] 12 < months ≤ 24    [] 24 < months ≤ 36      [] 36 < months      [] Don’t know      
 
 i-3. How long has your organization used dial-up Internet before adopting Broadband? 
       [] No Access             [] months ≤ 1               [] 1< month ≤ 6     [] 6< month≤ 12      
                        [] 12 < months ≤ 24   [] 24 < months ≤ 36       [] 36 < months       [] Don’t know 
 
Thank you for your cooperation 
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