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We use quantum Monte Carlo simulations to study a disordered S = 1/2 Heisenberg quantum
spin model with three different nearest-neighbor interactions, J1 ≤ J2 ≤ J3, on the square lattice.
We consider the regime in which J1 represents weak bonds, and J2 and J3 correspond to two
kinds of stronger bonds (dimers) which are randomly distributed on columns forming coupled 2-leg
ladders. When increasing the average intra-dimer coupling (J2 + J3)/2, the system undergoes a
Ne´el to quantum glass transition of the ground state and later a second transition into a quantum
paramagnet. The quantum glass phase is of the gapless Mott glass type (i.e., in boson language it is
incompressible at temperature T = 0), and we find that the temperature dependence of the uniform
magnetic susceptibility follows the stretched exponential form χ ∼ exp(−b/Tα), with 0 < α < 1. At
the Ne´el–glass transition we observe the standard O(3) critical exponents, which implies that the
Harris criterion for the relevance of the disorder is violated in this system.
PACS numbers: 75.10.Jm, 75.10.Nr, 75.40.Cx, 75.50.Lk
I. INTRODUCTION
When some form of disorder is introduced in a quan-
tum many-body system, e.g., random coupling constants,
impurities, or dilution of the degrees of freedom, the in-
terplay between quantum fluctuations and disorder ef-
fects can lead to unconventional properties and special
quantum phases.1 Such phenomena have been the subject
of enormous interest in both theoretical and experimen-
tal physics, e.g., Anderson localization of non-interacting
electrons,2 anomalous metal-insulator transition in inter-
acting two-dimensional electron systems,3 Bose-Einstein
condensation in disordered boson systems,4,5 which can
be experimentally realized, e.g., in 4He films on sub-
strates with disorder6 and in quantum magnets with ran-
dom couplings.7–9 Disorder also likely plays an important
role in many strongly-correlated systems with supercon-
ducting phases.10 Going beyond ground-state properties,
the low-energy excitations can also change completely in
the presence of disorder,11,12 and many-body localization
of higher excited states13 is now also attracting consid-
erable attention. In this paper we study the effects of
disorder on an equilibrium quantum phase transition14
between a magnetic and quantum paramagnetic state in
a two-dimensional (2D) quantum spin model with tun-
able couplings. We also discuss related “quantum glass”
physics.
The standard 2D Heisenberg model, which serves as
the foundation of our understanding of the physics of the
insulating state of the high-Tc cuprates and many other
quantum antiferromagnets,15,16 has been the subject of
numerous theoretical and computational studies of disor-
der effects.17–23 Experimental realizations also have been
investigated extensively.24,25 We here study ground-state
and finite-temperature properties of a class of disordered
2D Heisenberg models with the goal of establishing some
key bench-mark results for quantum criticality and asso-
ciated glass phases.
This work has a broader context of disorder in boson
systems (to which spin models can be mapped), where
randomness in the local potentials and couplings can de-
stroy superfluid long-rang order and bring about different
types of glass phases4,26 which are distinct from the cor-
responding quantum-disordered phases in clean systems.
Two classes of glass phases have been identified—the
Bose glass, which is compressible at temperature T = 0,
and the incompressible Mott glass (MG).27 The latter is
in general believed to exist only in systems with particle-
hole symmetry,26,28 though recent computational work
has found behaviors typical for MGs also in the absence
of this symmetry29 and some theoretical arguments also
support its possible existence more generally.27
Based on a strong-disordered renormalization group
method applied to an effective model representing the
one-dimensional (1D) Bose-Hubbard model at large inte-
ger filling fraction and local particle-hole symmetry, Alt-
man et al. found that the transition into the MG state
is in the Kosterliz-Thouless universality class with a dy-
namical exponent z = 1.28 Iyer et al. extended the calcu-
lations to two dimensions and presented evidence for the
existence of the MG phase also in this case.30 This result
agrees with quantum Monte Carlo (QMC) simulations
of the 2D Bose-Hubbard model with random hopping
(which maintains local particle-hole symmetry), where
a non-trivial dynamic exponent z ≈ 1.5 was found.26
This special incompressible glass phase was also recently
claimed to be experimentally realized in a doped quan-
tum magnet (Br-DTN).9
Although there are many computational works identi-
fying intriguing quantum-critical phenomena and ground
state phases in various disordered S = 1/2 Heisenberg
quantum spin models,11,12,17–23,31 so far the MG phase
has not been the focus on such studies, except for a di-
luted spin-1 model investigated in Ref. 32. Based on
2general arguments for the existence of Griffiths phases
adjacent to critical points in disordered systems,14 one
should also expect MG phases in spin-isotropic S = 1/2
spin system (which have, in boson language, particle-hole
symmetry) with critical points when randomness is in-
troduced in the couplings in some way. We here present
a detailed study of a class of disordered 2D dimerized
S = 1/2 quantum spin models, confirming the existence
of an MG phase and studying its properties both at T = 0
and T > 0.
In addition to uncovering MG physics, another key as-
pect of this work is to study the influence of disorder on
the quantum-critical scaling behavior. In a pioneering
study of the effects of disorder at phase transitions, Har-
ris derived a criterion for the critical exponents based on
a classical Ising model.33 According to the Harris crite-
rion, the critical behavior (universality class) will not be
influenced by disorder if the correlation length exponent
ν satisfies ν > 2/d, where d is the dimensionality of the
system. If the inequality does not hold, the universality
class should change upon the introduction of disorder,
so that ν > 2/d applies (i.e., the disorder is a relevant
perturbation). The Harris criterion was later rederived
under more general conditions,34 applying also to a wide
range of quantum systems. For a quantum system it is
believed that the dimensionality d to use in the inequality
should be the spatial dimensionality d (if the disorder is
introduced symmetrically in all the spatial dimensions),
i.e., not the space-time dimensionality d+1 representing
the effective statistical-mechanical system obtained in a
path-integral representation at T = 0.14,34 The effective
system has columnar disorder with constant couplings
along the time dimension.
Many studies of classical systems with disorder have
been in agreement with the Harris criterion. In a work of
relevance to 2D Heisenberg quantum spins, a (2 + 1)-
dimensional Heisenberg model with columnar dilution
was studied and it was found that ν ≈ 1.1− 1.2 > 2/d =
1,24,39 while in the clean system ν ≈ 0.71 of the 3D O(3)
universality class. However in a class of 2D S = 1/2
dimerized quantum spin models with random arrange-
ments of weaker (intra-dimer) and stronger (inter-dimer)
interactions,31 no change in the exponents with respect
to to the clean 3D O(3) exponents were found, and the
Harris criterion is then violated. Possible violations of
the Harris criterion in a disordered boson system were
discussed in Refs. 40,41. The general validity of the Har-
ris criterion has also been questioned theoretically,42 and
as of now there does not appear to be any rigorous way
to establish a priori (without elaborate explicit calcula-
tions of critical exponents) whether a particular kind of
disorder is relevant or not.
Our studies of criticality and MG physics reported in
this paper were carried out within a dimerized S = 1/2
Heisenberg model starting from the well-studied colum-
nar dimer pattern.16,35–37 In a clean system with inter-
and intra-dimer couplings J1 and J2, the Ne´el order
of the ground state existing for or J2 ≈ J1 vanishes
J1 J2
J3
FIG. 1: (Color online). 2D square-lattice columnar-dimerized
Heisenberg model with two types of strong bonds. Blue and
red thick lines represent the strong bonds, which reside on
vertical columns separated by one lattice spacing. The cor-
responding couplings, J2 or J3, are chosen at random. The
thin lines stand for the weaker inter-dimer coupling J1 = 1.
when J2/J1 ≈ 1.9 and the excitation spectrum becomes
gapped. Universality of this transition in the O(3) class
has been confirmed to numerical precision rivaling that
in studies of classical models.36,37 We here introduce ran-
domness in the intra-dimer couplings, using a total of
three different antiferromagnetic nearest-neighbor inter-
actions, J1, J2 and J3, with J1 ≤ J2 ≤ J3 and setting the
inter-dimer coupling J1 = 1. The stronger, intra-dimer
couplings again form columns, with random placements
of J2 and J3 bonds within these columns. Fig. 1 shows
an illustration of the system. Using the Stochastic Se-
ries Expansion (SSE) QMC method,38 we find an MG
phase with magnetic susceptibility vanishing as T → 0,
following the form χ ∼ exp(−b/Tα), with α depending
on the parameters (and α = 1 in the standard gapped
phase as in the clean system). Using various quantities
for finite-size scaling we find no detectable differences be-
tween the clean and the random system. The correlation
length exponent ν ≈ 0.71 < 2/d, and the Harris criterion
is therefore violated.
This rest of the paper is organized as follows. In Sec. II
we define the random columnar spin model in detail and
discuss the physical observables studied and how we ap-
proach the T → 0 limit in the QMC simulations. In
Sec. III we present finite-size scaling studies to extract
the critical point and the critical exponents. The suscep-
tibility in the MG phase is discussed in Sec. IV, followed
by a brief summary and discussion in Sec. V.
II. MODEL, OBSERVABLES, METHODS
A. Hamiltonian
The Hamiltonian of the disordered antiferromagnetic
columnar-dimerized Heisenberg model can be simply
written as
H =
∑
〈ij〉
JijSi · Sj , (1)
3where Si is an S = 1/2 spin operator residing on an L×L
square lattice with even L and periodic boundary condi-
tions. The index pairs 〈ij〉 denote nearest-neighbor sites
with corresponding coupling strengths Jij ∈ {J1, J2, J3}.
As illustrated in Fig. 1, the bonds where Jij ∈ {J2, J3}
form columns separated by one bond and the assignment
to J2 or J3 is done at random with probability 1/2 for
each choice. All other couplings are assigned the inter-
dimer value J1 = 1.
In order to more conveniently describe the intra-dimer
couplings in terms of an overall strength and a fluctua-
tion, we parametrize them according to
J2 = 1 + (g − 1)(1− p), (2)
J3 = 1 + (g − 1)(1 + p), (3)
so that the average is (J2 + J3)/2 = g and the difference
J3 − J2 = 2p(g − 1). Normally we chose g > 1 and the
parameter 0 ≤ p ≤ 1 serves as a measure of the strength
of the disorder.
In the clean limit p = 0, when g = 1 our model reduces
to the isotropic Heisenberg model, which is Ne´el-ordered
at T = 0 (but not at T > 0 by the Mermin-Wagner
theorem), while for g →∞ the ground state is a product
of dimer singlets and there is no magnetic order. Several
QMC studies have been devoted to the quantum phase
transition between these two limiting cases,16,35–37 which
takes place at gc = 1.90948(4) according to the most
precise calculation.16 In this paper we focus on a fixed
rather strong disorder strength, p = 1/2, where at the
critical point the strong to weak dimer ratio is J3/J2 ≈
1.6. We use the SSE QMC method to compute several
physical quantities averaged over 100− 1000 realizations
of the random bonds in each case.
B. Observables
We here define the physical quantities studied in this
work. The spin stiffness ρs characterizes the response
to twisting the magnetic order, similar to an elastic con-
stant. It is defined as
ρs ≡
1
N
∂2F (φ)
∂φ2
, (4)
where F is the free energy of the system and φ is the angle
of a twist imposed between two column of spins (in the
x or y direction of the lattice). The stiffness is evaluated
in SSE simulations using winding number fluctuations.38
Another important quantity characterizing the magnetic
state is the static spin structure factor S(q), i.e., the
Fourier transform of the spin-spin correlation function at
wave-vector q
S(q) =
∑
r
e−iq·rC(r) =
∑
r
cos(q · r)C(r), (5)
where C(r) is the correlation function
C(ri − rj) = 〈S
z
i S
z
j 〉 =
1
3
〈Si · Sj〉, (6)
which is a function only of the separation between the
two spins after disorder-averaging. Further, we study
the magnetic susceptibility in real space, i.e., the linear
response of a spin j to a field coupled to spin i;
χ(i, j) =
∫ β
0
dτ〈Szi (0)S
z
j (τ)〉, (7)
where Szj (τ) = e
−τHSzj e
τH . Again, after disorder aver-
aging this susceptibility depends only on the separation
rij of the two spins and we again carry out the Fourier
transform to wave-vector q. Both the structure factor
and the susceptibility have simple SSE estimators, in the
case of the susceptibility based on computing the inte-
gration over τ exactly.38 We here present results at the
ordering wave-vector q = (pi, pi), and, in the case of the
susceptibility also at q = 0 where the response to a uni-
form field reduces to
χu = χ(0, 0) =
β
N
〈(
N∑
i=1
Szi
)2〉
, (8)
because of the Hamiltonian conserving the total magne-
tization.
C. Convergence properties
In order to use finite-temperature QMC simulations to
investigate the ground state, it is necessary to make sure
that the T = 0 convergence is achieved or, when study-
ing a continuous quantum phase transition, to scale the
inverse temperature β = J1/T with the system size using
the proper dynamic exponent; β ∝ Lz. In this case we do
not a priori know the value of z and it is therefore better
to converge to the true ground state of the system. Figs. 2
and 3 show examples of the convergence with increasing
β of the quantities we discussed above for systems with
L = 32. Here the error bars primarily reflect sample-to-
sample fluctuations affecting the disorder averages. The
same disorder realizations were used for all the tempera-
tures, which implies that the statistical errors at different
temperatures are strongly correlated (again because the
errors are dominated by sample-to-sample fluctuations,
not the statistical errors of the individual simulations),
which is clearly visible in the data in Figs. 2 and 3.
The ground state of the model always being a singlet,
the uniform susceptibility vanishes as T → 0, and we will
only analyze its T > 0 behavior. For the other quantities
we find that β = 2L is sufficient (for the system sizes
considered here) to achieve reasonable convergence to the
ground state, in the sense that remaining temperature
effects are much smaller than the statistical errors in the
disorder averaging. This scaling of β is also of course
suitable for studying z = 1 criticality (which is in the end
what we will find for the dynamic exponent), regardless
of any remaining finite-temperature effects.
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FIG. 2: (Color online) The spin stiffness (upper panel) and
the staggered structure factor (lower panel) versus the inverse
temperature for L = 32 systems at coupling ratio g = 1.98,
p = 1/2 (close to the quantum critical point). Both of the
quantities exhibit sufficient convergence within statistical er-
rors when β & 60.
As eluded to above, even for relatively short SSE sim-
ulations of individual disorder realizations, the final sta-
tistical averages are dominated by the sample-to-sample
fluctuations, not the fluctuations of the individual SSE
averages. It is therefore desirable to perform short sim-
ulations of a large number of samples. In order to avoid
potential problems of poorly equilibrated simulations it
is then useful to use the β-doubling procedure,20 where
an almost equilibrated configuration to start from in a
simulation at inverse temperature β is obtained from a
prior simulation at β′ = β/2 by combining two copies of
the last sampled configuration into a single configuration
with twice the extent in the imaginary time direction.
For discussion of this approach and typical equilibration
times we refer to Ref. 20.
We will also discuss a set of calculations aiming at
reaching the thermodynamic limit for T > 0. In this
case, as T is lowered, increasingly large system sizes have
to be used in order to achieve infinite-size convergence.
This convergence cannot easily be achieved for divergent
quantities (at criticality and in the Ne´el phase) at low
T , because L has to exceed the exponentially divergent45
correlation length. However, for non-divergent quanti-
ties such as the uniform susceptibility convergence can
be achieved at relatively low temperatures, as we will
discuss later.
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FIG. 3: Color online) The staggered (lower panel) and uni-
form (upper panel) susceptibilities versus the inverse temper-
ature β for L = 32 systems at g = 1.98, p = 1/2. The uniform
susceptibility tends to 0 when β → ∞ and is not useful for
T = 0 studies, while the staggered susceptibility converges to
a finite non-zero value.
III. ANTIFERROMAGNETIC QUANTUM
PHASE TRANSITION
In this section we use results of large-scale SSE studies
with the β-doubling scheme to study critical properties
of the ground state of the system at disorder strength
p = 1/2. We use several finite-size scaling approaches to
locate the critical coupling ratio g where the magnetic
long-range order vanishes and extract the dynamical ex-
ponent z along with with the equilibrium critical expo-
nents ν and η. We also study the magnetic susceptibility
as a function of temperature in the thermodynamic limit.
A. Critical point and dynamical exponent
A common way to locate quantum phase transitions
by finite-size scaling is to examine a quantity which is
expected to be independent of the system size at the
critical point. A useful quantity for analyzing the loss
of magnetic order in a spin systems is the spin stiffness,
Eq. (4), which close to criticality should obey the scaling
form
ρs(L, g) = L
−zf [(g − gc)L
1/ν ], (9)
where ν is the correlation length exponent (see Ref. 16 for
a review of the above form and other scaling behaviors of
spin systems discussed below). This form holds for the
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FIG. 4: (Color online). The size-scaled spin stiffness, as-
suming a dynamic exponent z = 1, versus the average dimer
coupling g for different system sizes. The inverse temperature
is scaled with the size as β = 2L and the results were aver-
aged over 1000 disorder realizations. Curves for different L
are expected to cross each other at the critical coupling ratio.
ground state, β →∞, and also for low but non-zero tem-
peratures if β is scaled proportionally to Lz. The prop-
erly size-scaled stiffness ρLz should then be independent
of L when g = gc, provided that the system sizes are suffi-
ciently large for corrections to scaling to be negligible. If
z is known, one can then graph ρLz versus g for several
system sizes and examine crossing points of curves for
different L. In the presence of scaling corrections (which
cannot be avoided in practice) these crossing points will
only tend toward the critical point when L→∞.
For our system at hand here, we do not a priori know
the value of z, but it should be noted that even if the
wrong value is used there will still be curve crossings
and these will still tend toward the correct critical point
when L→∞. However, the points will drift in the verti-
cal direction instead of converging to a stationary point.
For now we use z = 1 scaling with SSE data obtained
at inverse temperature β = 2L, which, as we discussed
in Sec. II C, produces results essentially converged to the
ground state for the system sizes and g values we are con-
sidering. With practically converged ground state results
we are effectively in the β →∞ regime and can also test
scaling using any value of z (i.e., without scaling β ∝ Lz
in different simulations for each z tested). In Fig. 4 we
use z = 1 and plot disorder-averaged results for ρL ver-
sus g for different L and g ∈ [1.8, 2.1]. The crossing point
is well defined even for rather small systems, with only
minor drifts that we will examine in detail below.
The uniform susceptibility χu = χ(0, 0) is also a very
useful quantity to consider in finite-size scaling. At the
critical point we expect4
χu ∼ L
z−2 (10)
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FIG. 5: (Color online). Size-scaled uniform susceptibility (up-
per panel) and spin stiffness (lower panel) with dynamic ex-
ponent z = 1 assumed. The data for each L were averaged
over 1000 configurations. The curves show fitted polynomials,
using which crossing points are extracted. The horizontal and
vertical drifts of the crossing points are analyzed in Figs. 6
and 7, respectively.
for a 2D system. Here it should again be noted that χu
vanishes for finite L when β → ∞, which implies that
in this case ground state results are useless. Instead, the
above equation applies for results obtained with β ∝ Lz.
As demonstrated in Fig. 3, for β = 2L the susceptibility
is still clearly non-vanishing and we can attempt z = 1
scaling. In Fig. 5, panel (a), we graph Lχu in the region
g ∈ [1.96, 2.00] for different L, and for comparison also
replot the stiffness data of Fig. 4 for g within this smaller
window. Some drifts of the crossing points can be seen
in both quantities, more so in Lχu than in Lρs.
To analyze the drifts quantitatively, we extract cross-
ing points for pairs of systems of size, L/2 and L. To
this end we fit polynomials of suitable order to the data
points and use them to extract the crossing point. The
procedure was repeated 1000 times with added Gaussian
noise (with standard deviation equal to the SSE error
bars) in order to obtain a the statistical errors for the
crossing points. The results for the so obtained finite-
size estimates (crossing points) gc(L) are graphed versus
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FIG. 6: (Color online). Size-dependent critical couplings
gc(L) defined using (L/2, L) crossing points of the spin stiff-
ness and the uniform susceptibility extracted from the data
in Fig. 5. The two data sets were fitted to the form (11),
with different subleading exponents (ω ≈ 3 and ≈ 2 for the χ
and ρs fits, respectively) but constrained to a common criti-
cal point in the thermodynamic limit. This fit resulted in the
infinite-size critical point gc = 1.974(4).
1/L in Fig. 6. One in general expects the size corrections
to be of the form
gc(L) = gc(∞) + aL
−ω, (11)
where ω is the sum of 1/ν and a correction exponent.
Since the correction in practice is an effective correction
containing also higher order contributions we let ω be
different for the two quantities analyzed but the infinite-
size critical point gc(∞) is constrained to be the same in
both cases. The fitted functions are also shown in Fig. 6.
Estimating the statistical fluctuations of the fits using
Gaussian noise as above, we finally obtain the critical
point value gc(∞) = 1.974(4) for our model with p = 1/2.
Next we analyze the vertical drifts of the crossing
points. As shown in Fig. 7 the behavior is consistent
with a correction linear in 1/L, and, thus, there is a well
defined crossing point for L→∞. This suggests that in
fact the dynamic exponent really is z = 1 as we assumed
in the preceding analysis.
B. Quantum critical scaling at T > 0
To test the value of z further, we carry out a scal-
ing study of the uniform susceptibility in a completely
different regime, with simulation data at elevated tem-
peratures and taking the limit L → ∞. In the thermo-
dynamic limit, in the neighborhood of the critical point,
the susceptibility should follow the form50
χu = a+ bT
(2/z−1), (12)
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FIG. 7: (Color online). Size dependence of the vertical cross-
ing points in Fig. 5 for system-size pairs (L/2, L). The values
based on Lρs and Lχu are shown in the left and right panels,
respectively, along with line fits.
for T above a cross-over temperature when g 6= gc (and
with a < 0 for g > gc and a > 0 for g > gc). Exactly at
the critical point a = 0 and the scaling behavior extends
to T = 0. The constant b is non-universal, depending on
a model-specific velocity. In principle this scaling form al-
lows also for an independent determination of the critical
point, in addition to extracting z, by locating a g-value
and exponent z for which χu ∝ T
(2/z−1) holds. Here we
just use the gc value obtained below and test the scaling
with z = 1.
First, we check the convergence to the thermodynamic
limit. Fig. 8 shows data sets for different system sizes
versus temperature. The size dependence for fixed T is
non-monotonic at low T . For sufficiently large L we ex-
pect exponential convergence. As shown in Fig. 8, for the
largest system studied, L = 128, we have almost achieved
convergence in the temperature range T > 0.02. The re-
maining size effects should be at most the size of a few
error bars, which is small on the scale of the overall vari-
ations with temperature. We therefore do not expect any
significant distortions by using these data instead of fully
converged data.
We plot the L = 128 data both on log-log and lin-
lin scales in Fig. 9. The behavior shows a remarkable
consistency with z = 1 critical scaling. A linear fit to the
log-log data gives z = 1.00(1). Moreover, on the lin-lin
plot it can be seen that the intercept a vanishes (within
the error bars), thus also independently confirming the
location of the critical point determined above.
Our conclusion is, thus, that z remains unchanged at
unity when disorder is introduced in the system. This is
in contrast to dimer-diluted systems, where different dy-
namic exponents z > 1 have been found.20,24,39 An un-
changed dynamic exponent was also found in dimerized
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FIG. 8: (Color online). Uniform magnetic susceptibility ver-
sus temperature at g = 1.98, for convenience graphed on a
log-log scale. The size dependence is non-monotonic and for
L = 128 only small finite-size effects should remain for the
temperatures, T ≥ 0.02 considered here.
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FIG. 9: (Color online). Temperature dependence of the uni-
form susceptibility at the estimated critical coupling, g =
1.974, for L = 128. The main panel and the inset show the
data on log-log and lin-lin scales, respectively. The data fol-
low very closely the expected quantum-critical linear-T form
(12) with a = 0, z = 1, and b = 0.093, as shown with the
straight lines.
models where the coupling strengths are kept fixed but
the configuration of dimers is random.31 These results are
intriguing as one would normally expect disorder intro-
duced only in the space dimension to destroy the emer-
gent Lorenz invariance (space-time symmetry implying
z = 1) present in the clean system.
C. Critical exponents
In order to study the disorder effects on the phase
transition more completely, we also extract the standard
static critical exponents. We analyze the behaviors of
the staggered structure factor S(pi, pi) and the staggered
susceptibility χ(pi, pi), which are expected to have the fol-
lowing leading size dependencies at the critical point:
S(pi, pi) ∼ L2−z−η, (13)
χ(pi, pi) ∼ L2−η. (14)
In order to improve the fits when small systems are in-
cluded, it is useful to also add corrections to scaling. We
then use the following forms:
S(pi, pi) = aL2−z−η + bLωs , (15)
χ(pi, pi) = cL2−η + dLωχ , (16)
where of course the subleading exponents ωS and ωχ
should be smaller than the leading exponents.
The critical susceptibility analyzed only with the lead-
ing form (14) is shown on a log-log plot in Fig. 10.
An essentially linear behavior is seen, with the slope
2 − η ≈ 2.015, i.e., η ≈ −0.015. Without disorder, the
system is in the standard O(3) universality class, where
η = 0.0375(15).55 While the fit visually looks reasonably
good, the value of χ2 per degree of freedom is close to 4,
indicating an only marginally satisfactory fit. The qual-
ity of the fit can be improved if some of the smaller system
sizes are excluded, but then the statistical accuracy of η
deteriorates. When we instead include the subleading
correction, as shown in Fig. 11, the fit improves signif-
icantly, with χ2/dof ≈ 1. Interestingly, the exponent
then also changes to η = 0.029(6), which is completely
consistent with the above cited best estimate of this ex-
ponent in the O(3) university class. For the subleading
exponent we obtain ωχ = 0.5(4), further confirming that
the correction is small relative to the leading term.
The above estimate of η does not take into account
the uncertainty in the critical point. By repeating the
fit including the scaling correction at one error bar away
from the mean value gc = 1.974, i.e., at g = 1.970 and
1.978, the leading exponent 2−η changes substantially, as
also seen in Fig. 11. Based on the susceptibility we can
then only conclude that η is roughly within the range
[−0.05, 0.04].
Moving now to the staggered structure factor, when
plotting it on a log-log scale the slope should be k =
2− z − η according to Eq. (13). Using the O(3) value of
η and z = 1 we should have k ≈ 0.962. We present our
SSE data along with the best-fit line on a log-log scale
at g = 1.974 in Fig. 12. The slope is k = 0.948(1), a
bit smaller than expected, and χ2/dof < 1. In this case
the subleading correction does not improve the fit sta-
tistically, but this of course does not exclude that there
are some effects of corrections. Repeating the fit at gc
plus and minus one error bar again introduces a fluctu-
ation in the slope, and based on all these fits (with the
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FIG. 10: (Color online). Dependence of the staggered sus-
ceptibility on the system size L for g = 1.974 (the estimated
critical point). The linear fit to the data (red line) is unsatis-
factory when all system sizes are included, with χ2/dof ≈ 4.
The slope is 2 − η = 2.015. The black line shows the slope
η = 1.9625 expected asymptotically in the standard O(3) uni-
versality class applicable to the clean system.55
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FIG. 11: (Color online). Finite-size scaling of the staggered
susceptibility at the critical point. The data are the same as in
Fig. 10, but here the fitted curve is of the form (16) including
a correction to scaling. The leading power is now 2 − η =
1.971(6), which is consistent with the O(3) universality class,
and the fit has ξ2/dof ≈ 1. Going away from the estimated
critical point by one error bar, the exponents change to 2−η =
2.046(9) for g = 1.970 and 2 − η = 1.966(4) for g = 1.978
(χ2/dof remains close to 1 in these fits).
assumption that z = 1) we have η = 0.05(2), in excellent
agreement with the best η values calculated for the O(3)
class. Note that the primary reason why the statistical
accuracy of η is better when extracted from fits to S(pi, pi)
than χ(pi, pi) is that no correction to scaling is required
in the former case.
The second important static exponent is the correla-
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FIG. 12: (Color online). Scaling of the staggered structure
factor at g = 1.970, 1.974, and 1.978. Pure power-law fits
(lines on the log-log scale) give 1− η = 0.927(5), 0.948(1) and
0.970(1) with χ2/dof < 1 in all cases.
tion length exponent ν, which governs the divergence of
the correlation length and is accessible in finite-size scal-
ing through the argument of scaling functions such as
Eq. 9. This exponent is at the heart of the Harris cri-
terion, according to which a unique transition point is
possible in the presence of disorder only if the exponent
satisfies ν ≥ 2/d, where in quantum systems it is believed
that d should be the spatial dimensionality (with there
being no disorder in the time direction in the path inte-
gral representation). Thus, the introduction of disorder
in a clean system with ν < 2/d should lead to a new uni-
versality class in which the Harris inequality is satisfied.
We have shown above that the exponents z and η in the
J1 − J2 − J3 model are not changed by the disorder and
we now examine ν.
Based on the scaling function (9) for the spin stiffness
and assuming z = 1, plotting ρsL versus (g − gc)L
1/ν ,
curves for different L should collapse onto a common scal-
ing function for large L. Based on the already extracted
exponents z and η it seems plausible that the univer-
sality class remains the 3D O(3) class, and we therefore
test data collapse with the corresponding value of ν, for
which the best estimate to our knowledge is from Ref. 55,
ν = 0.7115(). The result of this procedure is a statisti-
cally good collapse of the data, as illustrated in the upper
panel of Fig. 13. To quantify the goodness of the collapse,
we fit a polynomial to all the data points, and this has
a satisfactory value of χ2/dof ≈ 1. If the Harris inequal-
ity hods, the smallest possible value of the exponent is
ν = 1. The lower panel of Fig. 13 shows the result of an
attempted data collapse with this value. While some of
the data do fall close to a common curve, there are also
segments of points that deviate very clearly, and this is
quantified with a statistically unsatisfactory goodness of
a fit of a polynomial, which has χ2/dof > 6. Thus, while
our data do not allow a very precise estimate of ν, we
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FIG. 13: (Color online). Tests of scaling collapse of the spin
stiffness, using the finite-size scaling form (9) with SSE data
at g = 1.974. Upper panel: With the correlation-length expo-
nent at its O(3) value55 ν = 0.7115. The data collapse is good,
with χ2/dof = 1.02 computed relative to a fitted polynomial.
Lower panel, using ν = 1, corresponding to the lower edge of
the range of values satisfying the Harris inequality ν ≥ 2/d.
Here the data collapse is visibly much less satisfactor, and
quantitatively the goodness is χ2/dof ≈ 6.5.
can clearly see that the Harris criterion is violated.
IV. SUSCEPTIBILITY OF THE MOTT GLASS
In the previous section we studied the point at which
the antiferromagnetic long-range order vanishes in a sys-
tem with random coupling constants. In disordered sys-
tems one in general expects a Griffiths phase following
this kind of critical point. In the Griffiths, or glassy (here
quantum glassy) phase there are arbitrarily large clusters
of the ordered phase inside a background of the disor-
dered phase, leading to singular behaviors. The critical
point extracted in the previous section is that separat-
ing the quantum glass and the Nee´l state. The bound-
ary between the glass state and the eventual quantum
paramagnetic state is not easy to determine, because the
Griffiths singularities are due to large clusters, which are
very rare close to the phase boundary. We here study the
finite-temperature behavior of the uniform magnetic sus-
ceptibility inside the glass phase and show that it has a
particular behavior that in principle should be useful for
also detecting the glass–paramagnetic phase boundary.
In the quantum paramagnetic phase the gapped
magnons in combination with the 2D density of triplets
leads to a pure exponential form of the susceptibility,
χ ∼ exp(−∆/T ), (17)
where ∆ is the singlet-triplet gap. As we discussed in
Sec. I, the glass phase of a spin-isotropic Heisenberg sys-
tem is expected to be of the Mott type, i.e., gapless but
with the susceptibility still vanishing as T → 0. To our
knowledge, the only quantitative study of the form of the
compressibility in a 2D spin system is in Ref. 21, where
in a diluted S = 1 model the stretched exponential form
χ ∼ exp(−b/Tα), (18)
was found, with α = 1/2. No theoretical explanation of
this form was provided. In Ref. 29, in a study of the
compressibility of a disordered Boson system, the same
general form was found but with α varying (α < 1), and
it was argued that this form follows naturally from a
scenario where there is a distribution of cluster sizes of
the non-gapped phase inside the gapped phase, with the
probability of a site depending to a cluster of a given size
s decaying exponentially with s (as in percolation theory
below the percolation threshold), and if the finite-size
gaps of those clusters depend as a power-law on their size.
For the random dimerized Heisenberg system we here also
find the stretched exponential form with varying α, and
it seems very plausible that this form here is also due
to the same conditions as mentioned above (with finite-
size gapped Ne´el-phase clusters in a background of the
dominant quantum-paramagnetic phase).
To study the T dependent susceptibility we again
first investigated finite size effects and in results pre-
sented here go down only to temperatures where we can
avoid them. When the length of the system is larger
than L = 32 finite-size effects can be excluded down to
T = 0.1. The temperature dependence of ln(χu) is shown
in Fig. 14 for this system size and different g values.
When g ≫ gc, deep inside the quantum paramagnetic
phase, the standard exponential form (18) applies, while
in the Ne´el phase the temperature dependence is very
weak at low T . Between these well-understood regimes
we find a clearly decreasing susceptibility as T → 0, but
not with the pure exponential form (17). As shown in
detail for three g-values in Fig. 15, we instead see the
stretched exponential form (18) with the exponent α de-
pending on g. This form indicates that the system is
gapless but there is no magnetic order (in which case the
susceptibility must be non-zero for T → 0 by hydrody-
namic arguments45). The stretched exponential should
then be a characteristic of the MG state. It is not easy
to locate the phase boundary between the MG to quan-
tum paramagnet, but in principle a detailed study of the
exponent α versus g should allow for this.
V. SUMMARY AND DISCUSSION
We have introduced a dimerized 2D antiferromag-
netic Heisenberg model with three coupling constants
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FIG. 14: (Color online). Uniform susceptibility vs inverse
temperature for L = 32 systems. When g < 1.974 (in the
Ne´el phase), the curves flatten out and converge to a non-zero
constant (flat line). For g = gc ≈ 1.974 the T -linear behavior
applies, as shown with the fitted curve. When g = 3 a stan-
dard exponential decay e−∆/T is found (fitted curve shown),
indicating a gapped quantum paramagnet, while for smaller
g > gc there are significant deviations from the exponential
form (the lines are here drawn to go through the data for the
higher temperatures), suggesting the system is a Mott glass.
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FIG. 15: (Color online). Uniform susceptibility of systems
in the MG phase. The fitted curves are of the form (18)
with α = 0.15(1), 0.47(1), 0.66(1) for g = 2.0, 2.1, and 2.2,
respectively.
J1 < J2 < J3, where the J2 and J3 couplings reside ran-
domly on bonds forming columns on the simple square
lattice. We have studied the ground state phases and
quantum phase transitions of the model using unbiased
SSE QMC simulations on lattices with several thousand
spins. Using finite-size and finite-temperature scaling of
several different quantities, we have shown that, in spite
of the presence of relatively strong disorder (the ratio of
the two intra-dimer couplings being ≈ 1.6 at the critical
point), the universality class of the system remains in the
same standard O(3) universality class as clean dimerized
Heisenberg models. The Harris criterion for relevance of
disorder is therefore violated.
Violation of the Harris criterion was previously found
in a dimer system with no randomness in the values of
intra- and inter-dimer couplings, but with the dimers ar-
ranged randomly.31 Evidence is this mounting for very
generic non-applicability of the Harris criterion in a broad
class of dimerized Heisenberg models. To our knowledge,
the only case where the Harris criterion was shown to be
valid in dimerized quantum spin models was for a bilayer
where some fraction of dimers were completely removed
in a random fashion.20,24,39,54 Naively one might not ex-
pect these different cases of disorder to lead to different
universality classes (since the symmetries are the same)
and the reasons why they are different certainly deserve
further examination. Given the loopholes42 of the Harris
original33 and generalized34 analysis of critical points in
the presence of disorder, it is now becoming clear that
the issue of relevance or irrelevance is much more com-
plex than previously believed.
We also found a Mott glass phase by tuning the dis-
order and interaction strength beyond the critical point
where the Ne´el order vanishes. Here the system is incom-
pressible, as in the quantum paramagnet reached eventu-
ally, but there is no magnetic order and the susceptibility
follows a stretched exponential form, χ ∼ exp(−b/Tα)
with 0 < α < 1, instead of the normal exponential
form dictated by the gap in the quantum paramagnetic
phase (i.e., α = 1 and b equals the singlet-triplet gap).
The natural interpretation of the stretched exponential
is that, within the Griffiths scenario of domains of Ne´el-
phase clusters inside the quantum paramagnet, the clus-
ters have finite size gaps decaying as a power-law with
the size of the clusters (as has been argued also in the
context of a disordered boson model.29. In a previous
study of a disordered S = 1 system the same kind of
stretched exponential form was found,21 but in that case
α = 1/2 was always observed. In our case the exponent
is clearly varying, as was found also in the glass phase of
disordered bosons.29
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