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Abstract
In this paper, a novel approach is presented to ﬁne tune a direct fuzzy controller
based on very limited information on the nonlinear plant to be controlled. Without any
oﬀ-line pretraining, the algorithm achieves very high control performance through a
two-stage algorithm. In the ﬁrst stage, coarse tuning of the fuzzy rules (both rule
consequents and membership functions of the premises) is accomplished using the sign
of the dependency of the plant output with respect to the control signal and an overall
analysis of the main operating regions. In stage two, ﬁne tuning of the fuzzy rules is
achieved based on the controller output error using a gradient-based method. The en-
hanced features of the proposed algorithm are demonstrated by various simulation
examples.  2002 Elsevier Science Inc. All rights reserved.
Keywords: Fuzzy logic; Adaptive and self-learning fuzzy controllers; On-line learning;
Direct controllers
1. Introduction
The problem of adjusting the parameters of a control system based on the
control performance in real time without any oﬀ-line pretraining is one of the
most important issues in intelligent systems research. The main diﬃculty
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encountered when dealing with this topic is that the plant behaviour is a priori
unknown, i.e., neither the plant model nor its diﬀerential equations are avail-
able.
Although much eﬀort has been dedicated to this line of research, to date no
systematic approaches have managed to achieve, simultaneously, ‘‘plant model
independence’’ and ‘‘reliable optimization of the controller parameters’’.
On the one hand, self-organized controllers (SOCs), introduced by Procyk
and Mamdani [1] and then improved in [2–4], are capable of tuning the rule
consequents of a fuzzy controller based on the plant output dependence with
respect to the controller output. In most SOC approaches, this dependence is
expressed using only the monotonicity sign (since knowledge of the Jacobian
matrix is seldom available). SOCs have proved successful in ‘‘simple’’ appli-
cations since only the rule consequents are to be tuned. In highly nonlinear
plants, SOCs are only capable of a coarse tuning of the controller parameters.
On the other hand, approaches like those presented in [5,6] achieve a good
control policy (robust and stable) of the system but suﬀer the drawback of
requiring the diﬀerential equations that govern the plant. These equations must
comply with certain characteristics and some upper and lower bounds must be
known. Moreover, such algorithms need oﬀ-line pretraining of the controller
parameters before working in real time.
In the middle of the above-mentioned approaches, we encounter the ‘‘Model
Reference Adaptive Control’’ (MRAC), which employs a reference model of
the plant, i.e., a model of how you would like the plant to behave, in order to
provide a closed-loop performance feedback to tune the controller [7–9].
More recent approaches in this ﬁeld are presented in [10,11]. In the very
interesting approach proposed by Andersen et al. [10], ﬁne tuning of the
controller fuzzy rules (both consequents and premises) is accomplished through
the controller output error. Since the plant output error reduction is not di-
rectly pursued, this method requires the existence of a previously tuned con-
troller. This problem is overcome in [11] where an SOC-based adaptation block
works concurrently with the controller output error method to achieve global
learning of the controller parameters. The main drawback of the latter ap-
proach is that this parallel interaction is not always optimum and that a certain
amount of data must be extracted from the plant in real time in order to ac-
complish global learning.
In this paper, the main drawbacks of the above presented approaches are
overcome by the use of a two-stage approach to automatically tune the main
fuzzy controller parameters in a systematic way. The main features of the
proposed algorithm are:
• It needs neither a model of the plant to be controlled nor its diﬀerential
equations.
• Both fuzzy rules consequents and membership functions in the premises are
ﬁne tuned to provide a high performance control policy.
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• No initial guesses about the controller parameters are needed. The controller
can run in a standalone manner from the start with no oﬀ-line pretraining.
• Since this is a direct control policy, no plant model is created during the con-
trol process. Furthermore, no great amount of data needs to be collected
from the plant, enabling the algorithm to work with high speed control pro-
cesses.
Finally, as Ordo~nez et al. [12] pointed out, adaptive algorithms like the one
proposed in this paper are able to deal with unpredictable or unmodelled be-
haviour, which enables them to outperform non-adaptive control policies when
the real implementation is accomplished.
The remainder of this paper is organized as follows: In Section 2, the
problem to be tackled in this paper is presented in a mathematical manner
together with an outline of how the proposed algorithm solves it. Section 3
presents the ﬁrst stage of the algorithm. In this stage, both fuzzy rule
consequents and premises are coarse tuned using the information about
plant output monotonicity with respect to the control signal and an overall
analysis of the control performance. The second stage, in charge of the ﬁne
tuning of the fuzzy rules using the controller output error method, is pre-
sented in Section 4. In Section 5 some simulations showing the main fea-
tures of the algorithm are presented. Finally, conclusions are drawn in
Section 6.
2. Overview of the proposed approach
The system or plant to be controlled is usually expressed in the form of its
diﬀerential equations or, equivalently, by its diﬀerence equations, provided
these are obtained from the former with the use of a short enough sampling
period. In mathematical terms
yðk þ dÞ ¼ f ðyðkÞ; . . . ; yðk  pÞ; uðkÞ; . . . ; uðk  qÞÞ; ð1Þ
where d is the delay of the plant and f is an unknown continuous and derivable
function.
The restriction usually imposed on plants is that they must be controllable,
i.e., that there always exists a control policy capable of translating the output
to the desired value (within the operation range). This means that there must
not be any state in which the output variable does not depend on the control
input. Therefore, the partial derivative of the plant output with respect to the
control signal must never be cancelled and as the plants are, in particular,
derivable and continuous with respect to the control input, this derivative must
have a constant sign, i.e., the plant must be monotonic with respect to the
control signal. Thus, we can assume that there exists a function F, such that the
control signal given by
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uðkÞ ¼ F ð~xðkÞÞ ð2Þ
with
~xðkÞ ¼ ðrðkÞ; yðkÞ; . . . ; yðk  pÞ; uðk  1Þ; . . . ; uðk  qÞÞ ð3Þ
and rðkÞ being the desired output at instant k, is capable of reaching the set
point target after d instants of time, i.e., yðk þ dÞ ¼ rðkÞ.
In the proposed algorithm, no information is needed about the equations
that govern the plant, although it is necessary to know the monotonicity of
its output with respect to the control signal, the delay of the plant (which
can nearly always be taken as 1 if we use a sampling period that is not
very small) and the inputs that have a signiﬁcant inﬂuence on the plant
output.
As usual in control studies, in our approach we use a complete rule-based
fuzzy controller [13], with rule Ri1i2iN deﬁned by
IF x1 is X
i1
1 AND x2 is X
i2
2 AND    AND xN is X iNN THEN
u ¼ Ri1i2iN ; ð4Þ
where X jv is the jth membership function of variable xv, N is the number of
input variables and Ri1i2iN is a scalar value.
The fuzzy inference method uses the product as T-norm and the centroid
method with sum–product operator as the defuzziﬁcation strategy. The
strength or a-level of rule Ri1i2iN is then calculated by
li1i2iN ð~xÞ ¼ li1i2iN ðx1x2    xN Þ ¼
YN
m¼1
lX imm ðxmÞ: ð5Þ
Thus, the output of our fuzzy controller is given by
uðkÞ ¼ F^ ð~xðkÞÞ
¼
Pnrules
i¼1 Ri  lið~xðkÞÞPnrules
i¼1 lið~xðkÞÞ
¼
Pn1
i1¼1
Pn2
i2¼1   
PnN
iN¼1 Ri1i2iN 
QN
m¼1 lX imm ðxkmÞ
 
Pn1
i1¼1
Pn2
i2¼1   
PnN
iN¼1
QN
m¼1 lX imm ðxkmÞ
  ; ð6Þ
where nv is the number of membership functions deﬁned in variable xv.
In this paper, the membership functions are triangular functions with
pair-wise overlap, i.e. each variable has a non-zero membership value in at
most two fuzzy sets. To deﬁne such a conﬁguration, commonly known as a
Triangular Partition (TP) [13,14], only the centres of the membership
functions need to be stored, since the slopes of the triangles are calculated
according to the centres of the surrounding membership functions (see
Appendix A).
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It should be noted that, according to (6), the control ﬁeld could be deemed a
problem of function approximation [15,16], when I/O data of the true inverse
plant function are available. Nevertheless, tasks such as those discussed in this
paper, i.e. real time control starting from no knowledge, are much more
complex due to the fact that the approximation of (6) to the real inverse plant
function must be done while working in real time and attempting to direct the
plant output to the target set point at every instant. For this reason, in such
cases, control performance is measured, not by considering the ‘mean-square
error’ (MSE) of the function approximated by the controller, but rather by the
MSE between the set point and the plant output measured after d instants of
time, d being the delay of the plant
MSE ¼
PNum epochs
k¼1 ðrðkÞ  yðk þ dÞÞ2
Num epochs
: ð7Þ
Fig. 1 shows the general ﬂowchart of the algorithm proposed to accomplish the
control task. Since no initial control parameters are available, the control
process is carried out in two stages:
Fig. 1. General ﬂowchart of the proposed algorithm.
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• In the ﬁrst stage, a coarse tuning of the fuzzy controller parameters is ac-
complished based on the plant output error. With an SOC-like algorithm,
fuzzy rule consequents are adapted after taking into account the sign of
the dependence of the plant output with respect to the control signal and
the plant delay in a reward/penalty manner. Meanwhile, the error distribu-
tion throughout the operating regions is measured periodically in order to
provide enough information for coarse tuning of the membership functions
(MFs) deﬁned in the premises of the fuzzy rules.
• Once coarse convergency is achieved in the ﬁrst stage, the algorithm
switches to the second stage. All fuzzy rule parameters are then ﬁne tuned
using as information source the controller output error via a gradient-based
algorithm. These two stages are described in detail in the following two sec-
tions.
3. First stage: coarse tuning of the fuzzy rules
This section presents an algorithm capable of tuning the fuzzy rules using
exclusively the plant output error. This algorithm could be used directly as the
main algorithm for the automatic synthesis of fuzzy controllers in real time
since it tunes both the rule consequents and rule premises. Nevertheless, in this
paper it is used as a previous stage before attempting the real ﬁne tuning of the
controller parameters in Section 4. As shown in Fig. 1, this ﬁrst stage is split
into two concurrent processes: ‘‘adaptation of the fuzzy rule consequents’’ and
‘‘coarse tuning of the membership functions’’.
3.1. Adaptation of the fuzzy rule consequents
The main problem when real time control strategies must be faced lies in the
fact that, as the internal functioning of the system to be controlled is unknown,
we are unaware of how to modify the controller’s parameters. To use a gra-
dient-based algorithm, we would have to compute oy=ou, an unknown deriv-
ative. Moreover, in the case of long sampling periods, such a derivative cannot
be approximated by Dy=Du.
Nevertheless, as stated above, we do have the information regarding the
monotonicity of the plant, which allows us to obtain the right direction in
which to move the consequents of our rules. Thus, in a plant with a delay
that is shorter than the sampling period (i.e., the output at instant k þ 1 is
a direct consequence of the control input at the previous instant), if the
control input uðkÞ provides a plant output yðk þ 1Þ > rðkÞ, we know that a
lower input should have been used, assuming that plant output increases
directly with the control signal (alternatively, we should have used a larger
uðkÞ if the monotonicity were of the opposite sign). This is the basis of the
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SOC proposed by Procyk and Mamdani [1] and has the advantage of
needing neither a model of the plant nor the desired control output at each
instant of time. Common approaches based on SOC use a fuzzy auxiliary
system in charge of this modiﬁcation of the consequents of the fuzzy rules
[2–4].
As stated above, the monotonicity of the plant provides valuable infor-
mation on how to adapt the consequents of the fuzzy rules. To modify
these, we need only take into account the rules really used to obtain uðkÞ as
the fuzzy controller output. In the approach proposed by Singh [3] in 1998,
all the activated rules were modiﬁed by the same amount. In [2] and [4],
however, the rewards/penalties of the rules were modulated by their acti-
vation degree, i.e., each rule was modiﬁed according to its degree of re-
sponsibility in obtaining the current state, which outperformed Singh’s
approach.
In order to build an accurate self-organizing controller, the auxiliary system
should possess information on how the plant output varies with respect to the
control signal for every possible operating region. This entails knowing the
Jacobian matrix of the plant function. Unfortunately, this information is
normally unavailable in a control task. To overcome this problem, the above-
mentioned authors used as an auxiliary system a fuzzy controller based on
heuristically built metarules.
From the above, it is evident that with the kind of information available
from the plant, only a relatively coarse control can be applied to the system. In
this paper, coarse adaptation of the fuzzy rule consequents is accomplished by
evaluating the current state of the plant and proposing a correction of the rules
responsible for the existence of such a state, either as a reward or as a penalty,
in the following way (see Eq. (4)):
DRi1i2iN ðkÞ ¼ C  li1i2iN ðk  dÞ  eyðkÞ
¼ C  li1i2iN ðk  dÞ  ðrðk  dÞ  yðkÞÞ; ð8Þ
where, as in [4], this modiﬁcation is proportional to the degree with which
the rule was activated in achieving the control output uðk  dÞ now being
evaluated at instant k. In the above expression, rðk  dÞ is the set point re-
quired of the plant output at instant k  d and yðkÞ is the current plant
output. Note that it would be incorrect to use rðkÞ, as the rules that are
activated at instant k  d serve to achieve the desired value rðk  dÞ and not
rðkÞ. C is used for normalization purposes, and its absolute value can be
determined oﬀ-line by: jCj ¼ Du=Dy, where Dy is the range in which the plant
output is going to operate and Du is the range of the controller’s actuator.
Finally, the sign of C depends on the monotonicity of the plant, i.e., if the
plant output increases (decreases) with increasing values of the control signal,
C is positive (negative).
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3.2. Coarse tuning of the membership functions
Using the above SOC-like algorithm, only the consequents of the fuzzy rules
can be tuned. However, the distribution of the membership functions also has a
strong inﬂuence on the performance of the control process, making it necessary
to optimize them. When a generic controller is working in real time, it is very
common for there to exist certain operating regions that are more important
than others. On the other hand, it is not uncommon to ﬁnd operating regions
which the system never reaches. In all these cases, it is very convenient to re-
structure the MF conﬁguration in order to concentrate fuzzy rules in the most
important regions and to avoid unnecessary eﬀort on less important ones.
The idea proposed in this paper to overcome this problem is based on trying
to ﬁnd an MF conﬁguration which distributes a certain performance criterion
homogeneously throughout the operating regions. In this case, the perfor-
mance criterion is the integral of the square error (ISE). Thus, the more a
certain operating region is activated the more frequently this region will con-
tribute to the ISE. This contribution must be compensated with smaller plant
output errors. Conversely, less activated regions can be allowed bigger plant
output errors.
In order to implement this idea, we have to deﬁne a period of time T 0 during
which the ISE is computed. Thus, the centre of the jth membership function of
input variable v can be associated with a ‘‘slope’’ pjv of the form
pjv ¼
1
r2y
Z tþT 0
t
dt  e2ð~xðtÞÞ=xvðtÞ 2 cj1v ; cjv
  

Z tþT 0
t
dt  e2ð~xðtÞÞ=xvðtÞ 2 cjv; cjþ1v
 !
; ð9Þ
which represents the diﬀerence between the contribution of the preceding op-
erating region and the succeeding one to the integral of the square error during
the period of time T 0. A positive value for such a slope means that the con-
tribution to the left-hand sector is greater than that to the right and so the
centre must be moved to the left to counteract this eﬀect. The parameter ry (the
plant output range) has been introduced as a normalization factor. As
the order of the centres cannot be allowed to vary, we perform the following
movement:
Dcjv ¼
cj1v cjv
2
pjv
pjvþ 1
T jv
if pjv P 0;
cjþ1v cjv
2
pjvj j
pjvj jþ 1
T jv
if pjv < 0
8><
>: ð10Þ
in which a new parameter is introduced: the temperature T jv of the centre
cjv, which indicates how far the centre is moved within the limits of
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possible movement. Thus, for very high temperatures the centres will move
large distances, while at low temperatures these movements will be very
small.
At ﬁrst, temperatures are very high for all centres (typically 100–1000),
though this is not a critical factor because, as the algorithm evolves, it adjusts
the temperatures, decreasing them when a change in the modiﬁcation direction
of a centre occurs, thus ensuring the convergency of the process. In this way,
MFs evolve until a conﬁguration that achieves an equidistant distribution of
the ISE throughout all operating regions is reached.
It is very important to note that, when the location of the centres is changed
according to expression (10), rule consequents must be re-adapted to take
account of the new values. Since this is not done instantly, new ISE values
should not be computed during the ﬁrst iterations after the change. For this
reason, in this paper, ISE values are computed alternately every T 0 iterations,
i.e., after a change has been made, ISE values are not computed until T 0 iter-
ations of the control process have elapsed.
Finally, the whole stage ﬁnishes when centre locations are modiﬁed below a
certain threshold value. Since stage I is used only to coarse tune the controller
fuzzy rules, a typical value of 5% of the range of every input variable is selected
in this paper.
4. Second stage: ﬁne tuning of the fuzzy rules
In the previous section, we noted the diﬃculty of using a gradient-based
algorithm in the control process due to the impracticability of computing the
partial derivative of the plant output with respect to the control signal for every
plant state. In this section, we show how it is possible to use the gradient de-
scent methodology, based on the error in the control output instead of that in
the plant output, in order to achieve a ﬁne tuning of the main controller pa-
rameters. For this purpose, we base our approach on the algorithm proposed
by Andersen et al. [10]. The main characteristic of the methodology presented
in this section is that, analogously to the adaptation algorithm of the previous
section, it does not rely on a plant model or need to know its diﬀerential
equations or require a reference model [17].
When the controller provides a control signal at instant k, at uðkÞ and the
output is evaluated at d sampling periods later yðk þ dÞ, the error committed at
the plant output is not the only information that may be obtained. Regardless
of whether or not this was the intended response, we now know that, if the
same transition from the same initial conditions but now with rðkÞ ¼ yðk þ dÞ
is ever required again, the optimal control signal is precisely uðkÞ. Therefore, at
every sampling time, we do get an exact value of the true inverse function of the
plant.
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In mathematical terms, the control signal exerted at the plant at instant k is
given by (see Eq. (6))
uðkÞ ¼ F^ ð~xðkÞ;HðkÞÞ; ð11Þ
where HðkÞ represents the set of parameters that deﬁne the controller at instant
k (rules plus membership functions) and~xðkÞ is given by Eq. (3).
After d iterations, we obtain at the plant output the value yðk þ dÞ. If we
now replace the input vector~xðkÞ by
x^ðkÞ  ðyðk þ dÞ; yðkÞ; . . . ; yðk  pÞ; uðk  1Þ; . . . ; uðk  qÞÞ ð12Þ
an expression that only diﬀers from ~xðkÞ in the ﬁrst element, where yðk þ dÞ
replaces rðkÞ, we obtain the following datum belonging to the actual inverse
plant function
uðkÞ ¼ F ðx^ðkÞÞ: ð13Þ
The fuzzy controller is now tested d iterations afterwards to see if it does indeed
output a signal equal to uðkÞ when required to drive the plant through this
same transition. Instead of producing a control signal uðkÞ, however, the
controller outputs the signal
u^ðkÞ ¼ F^ ðx^ðkÞ;Hðk þ dÞÞ: ð14Þ
Thus, the controller output is in error by
euðkÞ ¼ uðkÞ  u^ðkÞ: ð15Þ
It is important to note that, although ~uðkÞ is produced by the controller, it is
not applied to the plant. Its only purpose is to calculate euðkÞ. Another im-
portant remark is that, since this datum belongs to the current state of the
plant, it is expected, by continuity, that reducing the control output error
implies a reduction in the plant output error.
Thus, in each iteration k the error in the output of the controller is com-
puted, where the magnitude to be minimized is given by
JðkÞ  1
2
e2uðk  dÞ ¼
1
2
uðk
h
 dÞ  F^ ðx^ðk  dÞ;HðkÞÞ
i2
: ð16Þ
Therefore, the parameters of the main fuzzy controller are optimized in each
iteration in the following way
D~HðkÞ ¼ gðkÞ  rHJðkÞ; ð17Þ
which can be computed taking into account that
rHJðkÞ ¼ euðk  dÞ  rHF^ ðx^ðk  dÞ;HðkÞÞ: ð18Þ
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The expression for these derivatives can be found in Appendix A. Finally, gðkÞ
is the learning factor, which can be given by (see Appendix B)
gðkÞ ¼ min 1; 1=ruð Þ
1þ krHF^ ðx^ðk  dÞ;HðkÞÞk2
; ð19Þ
where ru is the controller output range.
By this procedure we have eliminated the diﬃculty arising when using a
gradient-based algorithm based on the plant output error, whereby it is
impossible to compute oy=ou because of the unknown internal functioning
of the plant. Instead, we use the error in the controller output for which we
can calculate the partial derivatives, since we do know its internal func-
tioning.
5. Simulations
To see how the proposed algorithm works and to gain an insight into its
main features, some simulations are presented in this section. Throughout this
section, all rule consequents are initially set to zero.
Fig. 2. Control performance for stage I.
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5.1. Stage I example
Consider the system described by the following diﬀerence equation
P1  yðk þ 1Þ ¼ 0:3 sinðyðkÞÞ þ uðkÞ þ u3ðkÞ; ð20Þ
Fig. 3. Plant output evolution: (a) ﬁrst epochs; (b) epoch 15 000, proposed algorithm (stage I).
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which corresponds to a nonlinear plant both with respect to the control signal
and the variable to be controlled. This plant presents the diﬃculty that a
control signal uðkÞ ¼ 0 does not imply a stationary plant output, as the sign
may change. In spite of this, it is evident that the monotonicity of this plant is
positive, i.e., plant output increases with increasing values of the control
signal.
To gain an insight into the working of stage I, let us consider a control
system with two input variables (the set point and the plant output) using three
membership functions for each. The initial MF locations are )1.0, 0.5 and 1.0
for both input variables.
Assume now that the plant output is requested to follow a sine wave in the
range [)1,1] with a period of 50 epochs. In this case, we can choose T 0 ¼ 50. In
Fig. 2, the control performance measured as the mean-square error (7) every 50
epochs is plotted for two cases. In the ﬁrst one, the algorithm is run using only
the adaptation of the consequents of the fuzzy rules (see Eq. (8)). In the second
one, the whole stage I, taking into account ISE computation to tune the fuzzy
rules premises, too, is used. Fig. 2 shows that:
• Convergency is faster when only the consequents of the fuzzy rules are op-
timized. This is straightforward due to the fact that, in the second case, when
rule premises are changed, rule consequents must be re-adapted to the new
values.
Fig. 4. Control performance for the cart-pole system.
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• Despite this fact, the location of the membership functions plays a funda-
mental role in the control performance. It is very clear that, in this example,
when stage I is used, the MF centres can be better located, thus achieving
MSE values four times better.
Fig. 5. Pole angle and control signal: (a) before switching to stage II; (b) during stage II.
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To show how the control process develops, Fig. 3(a) plots the initial control
evolution. As initial rule consequents are set to zero, the initial control per-
formance is very poor. In Fig. 3(b), the control evolution for epoch 15 000
using the proposed algorithm is plotted, showing the enhanced performance
obtained when the whole stage I is used.
5.2. Application to inverted pendulum tracking control
One of the most common examples used when dealing with control
problems is the inverted pendulum tracking control problem [5,18–20]. The
cart-pole system consists of a pole hinged frictionless to a motor-driven cart
which moves on rail tracks to its right or left, depending on the force exerted
on the cart. The pole has only one degree of freedom (rotation about the
hinge point). The second-order diﬀerential equation that governs the pole
angle is
Fig. 6. Plant to be controlled. Projection over u ¼ 0.
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Pcart-pole  d
2hðtÞ
dt2
¼
g sinðhÞ þ cosðhÞmcþm uðtÞ  ml _h
2 sinðhÞ
h i
4
3
 m cos2 hð Þmcþm
 
 l
; ð21Þ
where g is the acceleration due to gravity ð9:8 m=s2Þ;mc is the mass of the cart
(1 kg), m is the mass of the pole (0.1 kg), l is the half-length of the pole (0.5 m)
and u is the force applied.
For non-small angle values, this equation cannot be linearized, making the
control process quite diﬃcult. The conditions we use in our simulation are as
follows:
• The cart-pole system has been simulated using a fourth-order Runge–Kutta
method, with sampling time T ¼ 0:001 s.
• Our controller exerts control actions every 0.1 s.
• Due to the zero initial value of the rules, we consider that the pendulum
presents two plates placed at 45, thus preventing it from exceeding the
limits.
• The angle error ehðkÞ is used as controller input variables, i.e., the diﬀer-
ence between the desired and the actual pole angle, the pole angle at the
present instant and at the previous one, hðkÞ and hðk  1Þ, and the previ-
ous control signal uðk  1Þ. All of these are assigned two membership func-
tions.
• The desired pole angle trajectory is a sine wave of the type rðtÞ ¼ 0:5 sinðtÞ,
i.e., angle values in the range ½0:5; 0:5 of radians ð29Þ.
Fig. 7. Control performance.
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The simulation results are given in Fig. 4, where the ﬁrst ordinate axis repre-
sents the number of times the pendulum strikes the 45 limit during each period
of the sine function, while the second axis gives the MSE (multiplied by 1000)
for the diﬀerent stages of the algorithm. The ﬁgure shows how, at ﬁrst, before
(a)
(b)
Fig. 8. Output plant evolution: (a) ﬁrst epochs; (b) during stage II.
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the rules have been learned, the pendulum exceeds the permitted limits many
times; gradually, however, the rules attain the required values and the system
stabilizes. In relation to MSE, the inclusion of the second stage is absolutely
essential, as the system is highly sensitive. As soon as the system switches to the
ﬁne tuning stage, the parameters are matched so well that control is virtually
perfect. Figs. 5(a) and (b) show the evolution of the angle drawn by the pen-
dulum and that of the control signal just before switching to stage 2 and during
this stage. The diﬀerence between the two is striking.
5.3. Application using random set-points
As a third example, let us consider a plant, whose diﬀerence equations for a
sampling time of 0.01 s are given by
P3  yðk þ 1Þ
¼ 1:5yðk  1ÞyðkÞ
1þ y2ðk  1Þ þ y2ðkÞ þ 0:35 sinðyðk  1Þ þ yðkÞÞ þ 1:2uðkÞ ð22Þ
and assume its output must follow random set-points in the range [)1,1]. Fig. 6
plots the plant output for the case uðkÞ ¼ 0. As input variables, the desired
plant output rðkÞ and the actual and previous plant outputs yðkÞ and yðk  1Þ,
are used with ﬁve membership functions for each one. The period T 0 for this
case has been selected as 0.5 s (500 epochs), which is estimated to be suﬃcient
to compute the ISE values.
In Fig. 7, the evolution of the control process is depicted for the whole al-
gorithm proposed. Coarse convergency of stage I is accomplished at t ¼ 190 s,
achieving an MSE value of around 0:26 103. When the ﬁne tuning stage
stabilizes, MSE is ﬁve times smaller.
The initial control evolution can be seen in Fig. 8(a). Thousand seconds
later, when stage II has practically converged, the plant output evolution we
ﬁnd is that depicted in Fig. 8(b). At that stage, the control performance is
virtually perfect, even for random set-points.
6. Conclusions
In this paper, a new algorithm to self-tune fuzzy controller parameters
without any oﬀ-line pretraining has been proposed. In a two-stage approach,
the methodology is capable of obtaining near optimum parameter values for
the fuzzy rules (both rule consequents and membership functions deﬁned in the
premises). During the ﬁrst stage, starting from fuzzy rules set to zero, coarse
tuning is achieved based on the plant output error. When the algorithm
switches to the second stage, ﬁne tuning of the fuzzy rules is accomplished by
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using controller output error as the information source. Several examples are
presented which demonstrate the validity of the proposed approach. There are,
however, several issues that should be tackled in the future, including the au-
tomatic selection of input variables and the number of membership functions
to be deﬁned in each input variable. We expect to report some new results in
this line soon.
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Appendix A. Triangular partition (TP) expressions
In this appendix, we report the expressions concerning a triangular partition
(TP) which is the type of membership function used to partition the input
variable domain throughout this paper. This partition has the property of
being completely deﬁned by the location of the centres of the membership
functions. If we denote cjv, the centre of the jth membership function deﬁned in
variable v, then
lX ivðxÞ ¼
Uðx;1; civÞ þ c
iþ1
v x
ciþ1v civ
Uðx; civ; ciþ1v Þ if i ¼ 1;
xci1v
civci1v Uðx; c
i1
v ; c
i
vÞ þ c
iþ1
v x
ciþ1v civ
Uðx; civ; ciþ1v Þl i 6¼ 1 & i 6¼ ni;
xci1v
civci1v Uðx; c
i1
v ; c
i
vÞ þ Uðx; civ;1Þ if i ¼ ni;
8><
>:
ðA:1Þ
where U is a unity step function given by
Uðx; a; bÞ ¼ 1 if a6 x < b;
0 otherwise:

ðA:2Þ
Using this conﬁguration, it is straightforward that the denominator of (3) is
equal to 1. Therefore, this expression can be re-written as
u ¼ F^ ð~xÞ ¼
Pnrules
i¼1 Ri  lið~xÞPnrules
i¼1 lið~xÞ
¼
Xn1
i1¼1
Xn2
i2¼1
  
XnN
iN¼1
Ri1i2iN 
YN
m¼1
lX imm ðxmÞ
 !
; ðA:3Þ
which makes computation of the fuzzy output easier and better suited to real
time applications. Moreover, the derivative expressions needed in Section 4 are
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also faster to compute. If the parameter with respect to which the partial de-
rivative must be calculated is the consequent of one of the fuzzy rules, namely
Rj1j2...jN , from expression (A.3) we have
oF^ ðx^;HÞ
oRj1j2...jN
¼
YN
m¼1
lX jmm ðx^mÞ: ðA:4Þ
If, alternatively, the partial derivative is obtained with respect to the centre cjv
oF^ ðx^;HÞ
ocjv
¼
Xn1
i1¼1
Xn2
i2¼1
  
XnN
iN¼1
Ri1i2:::iN 
o
QN
m¼1 lX imm ðx^mÞ
ocjv
 !
ðA:5Þ
and, as only the membership functions of variable v can depend on parameter
cjv, we have
o
QN
m¼1 lX imm ðx^mÞ
ocjv
¼ olX ivv ðx^vÞ
ocjv

YN
m¼1
m6¼v
lX imm ðx^mÞ; ðA:6Þ
where
olX ivðxÞ
ocjv
¼
 civxð Þ
civci1vð Þ2 Uðx; c
i1
v ; c
i
vÞ if j ¼ i 1;
 xci1vð Þ
civci1vð Þ2 Uðx; c
i1
v ; c
i
vÞ þ c
iþ1
v x
ciþ1v civð Þ2 Uðx; c
i
v; c
iþ1
v Þ if j ¼ i;
xciv
ciþ1v civð Þ2 Uðx; c
i
v; c
iþ1
v Þ if j ¼ iþ 1:
8>>><
>>>:
ðA:7Þ
Appendix B. Learning rate
In this appendix we develop the expressions from which the learning rate
gðkÞ in Eq. (19) has been deduced. This parameter cannot be too small, which
would slow the learning process or is too big, which would make convergency
impossible.
Let us deﬁne HðaÞ as the initial set of parameters and HðbÞ as those obtained
after the gradient step. The error to be minimized is the controller output error
for state x^ðaÞ, given by euðaÞ ¼ u^ u^ðaÞ, where
u^ ¼ F^ ð~xðk  dÞ;Hðk  dÞÞ; u^ðaÞ ¼ F^ ðx^ðaÞ;HðaÞÞ; ðB:1Þ
x^ðaÞ  x^ðk  dÞ; HðaÞ  HðkÞ:
From (17) and (18) we have
~HðbÞ ¼ ~HðaÞ þ g  euðaÞ  rHu^ðaÞ: ðB:2Þ
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We want to obtain a proper value of g which achieves jeuðbÞj6 jeuðaÞj, these
being equal if and only if euðaÞ ¼ 0, where
u^ðbÞ  F^ ðx^ðaÞ;HðbÞÞ; ðB:3Þ
euðbÞ ¼ u^ u^ðbÞ:
If we assume that
k~HðbÞ  ~HðaÞk  1 ðB:4Þ
then we can approximate u^ðbÞ by its ﬁrst-order Taylor series expansion
u^ðbÞ  u^ðaÞ þ ð~HðbÞ  ~HðaÞÞt  rHu^ðaÞ; ðB:5Þ
which gives
euðbÞ  euðaÞ  ð~HðbÞ  ~HðaÞÞt  rHu^ðaÞ: ðB:6Þ
Inserting (B.2) in the above expression
euðbÞ  euðaÞ  ð1 gkrHu^ðaÞk2Þ: ðB:7Þ
If we chose a learning rate of the form
g ¼ 1
rHu^ðaÞ
 2 ðB:8Þ
we would get euðbÞ ¼ 0. But this is only valid if assumption (B.4) is fulﬁlled.
But this is not the case of small values of krHu^ðaÞk2. To avoid this, it is
common to choose a learning rate of the type
g ¼ g0
1þ krHu^ðaÞk2
: ðB:9Þ
Now, we obtain
euðbÞ  euðaÞ  1
 
 g0
krHu^ðaÞk2
1þ krHu^ðaÞk2
!
ðB:10Þ
ensuring jeuðbÞj6 jeuðaÞj for any value of g0 in the range
0 < g06 1: ðB:11Þ
Finally, we should check that this learning rate factor satisﬁes condition
(B.4).
k~HðbÞ  ~HðaÞk ¼ g  euðaÞ  rHu^ðaÞ
 
¼ g0  jeuðaÞj 
krHu^ðaÞk
1þ krHu^ðaÞk2
6 1
2
g0  jeuðaÞj: ðB:12Þ
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Since euðaÞ is assumed to be a small fraction of the controller output range ðruÞ,
choosing
0 < g06 1=ru ðB:13Þ
is suﬃcient to accomplish the above-mentioned condition. By combining
(B.11) and (B.13), we get the ﬁnal result concerning the learning rate
g0 ¼ minð1; 1=ruÞ: ðB:14Þ
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