The proliferation of genome-wide association studies (GWAS) has prompted the use of two-1 sample Mendelian randomization (MR) with genetic variants as instrumental variables (IV) for 2 drawing reliable causal relationships between health risk factors and disease outcomes. However, 3 the unique features of GWAS demand MR methods account for both linkage disequilibrium (LD) 4 and ubiquitously existing horizontal pleiotropy among complex traits, which is a phenomenon 5 that a variant has a direct effect on the outcome other than exclusively affects the outcome 6 through the exposure. Therefore, statistical methods that fail to consider LD and horizontal 7 pleiotropy can lead to biased estimates and false-positive causal relationships. To overcome 8 these limitations, we propose a probabilistic model for MR analysis that leverages GWAS 9 summary statistics in the presence of LD, as well as properly accounts for horizontal Pleiotropy 10 among genetic variants (MR-LDP). MR-LDP utilizes a computationally efficient parameter-11 expanded variational Bayes expectation-maximization (PX-VBEM) algorithm, calibrating the 12 evidence lower bound (ELBO) for a likelihood ratio test. We further conducted comprehensive 13 * Correspondence should be addressed to Jin Liu (jin.liu@duke-nus.edu.sg) 1 simulation studies to demonstrate the advantages of MR-LDP over existing methods in terms 14 of both type-I error control and point estimates. Moreover, we used two real exposure-outcome 15 pairs (CAD-CAD and BMI-BMI; CAD for coronary artery disease and BMI for body mass 16 index) to validate results from MR-LDP in comparison with alternative methods, particularly 17 showing our method is more efficient using all instrumental variants in LD. By further applying 18 MR-LDP to lipid traits and BMI as risk factors on complex diseases, we identified multiple 19 pairs of significant causal relationships, including protective effect of high-density lipoprotein 20 cholesterol (HDL-C) on peripheral vascular disease (PVD), and positive causal effect of body 21 mass index (BMI) on haemorrhoids. 22 Epidemiological studies tremendously contributed to better understand the primary causes of 24 complex diseases. However, numerous cases of significant associations from observational studies 25 have been subsequently contradicted by large clinical trials [1, 2]. Drawing causal inferences 26 from observational studies is particularly challenging because of unmeasured confounding, 27 reverse causation and selection bias [3, 4]. Although the randomized controlled trial (RCT) is 28 considered as a golden standard to evaluate the causality in a exposure-outcome pair, RCTs 29 have certain limitations including impracticality (no intervention may exist), high expense, and 30 unethicality [5]. Fortunately, as germline genetic variants (single nucleotide polymorhpisms, 31 SNPs) are fixed after random mating and cannot be modified by subsequent factors, e.g., 32 environment factors and living styles, Mendelian randomization (MR) uses genetic variants as 33 instruments to examine the causal effects between health risk factors and disease outcomes, 34 largely excluding the interference from unobserved confounding factors [3]. In the past decade, 35 a large number of genome-wide association studies (GWAS) have been successfully completed 36 in identifying genetic variants associated with complex traits at genome-wide significance 37 level including both health factors and diseases, e.g., lipids, body mass index (BMI), and 38 type-2 diabetes, and most of completed GWAS are simply observational studies instead of 39 RCTs. The results from completed GWAS are mostly publicly accessible, e.g., GWAS Catalog 40 outlines a list of sources for summary statistics (https://www.ebi.ac.uk/gwas/downloads/ 41 summary-statistics). This large amount of publicly available GWAS summary statistics has 42 promoted the wide use of two-sample MR as an efficient and cost-effective way to interrogate 43 the causal relationships among many health risk factors and disease outcomes. 44 MR is closely related to the instrumental variable (IV) methods, which have a long history 45 in econometrics [6]. Classically, an inverse-variance weighted (IVW) and a likelihood-based 46 approach have been used for two-sample MR analysis with summary-level data [7]. These 47 methods must strictly obey assumptions for MR including two most fundamental ones: 48 1. IVs affect the outcome exclusively through the risk exposures.
where R (l) emp is the empirical correlation matrix in the l-th block, λ ≥ 0 is the shrinkage tuning
Methods for comparison
We compared the performance of six methods in the main text: (1) our MR-LD and In simulation studies, we considered genetic instruments both without/with horizontal 152 pleiotropy. In the scenario that genetic instruments have horizontal pleiotropy, we further 153 considered two cases: sparse and dense horizontal pleiotropy, i.e., sparse horizontal pleiotropy 154 indicates that only a proportion of genetic instruments have direct effects on the outcome 155 while dense horizontal pleiotropy indicates that all genetic instruments have direct effects. As
156
GSMR is a step-wise method by removing invalid instruments first, dense horizontal pleiotropy 157 theoretically implies that all genetic instruments are invalid. To make fair comparisons, we 158 considered sparse horizontal pleiotropy with sparsity at 0.2 or 0.4. In addition, as RAPS, IVW, 159 and MR-Egger tend to inflate type-I error in the presence of LD, we conducted SNP pruning 160 for a fair comparison of point estimates. 161 Likelihood for summary statistics 162 Before elaborating our method, we first review the following multiple linear regression model 163 that links a trait to genotype data:
where y is an n × 1 vector for trait among n individuals, G is an n × p matrix for genotypes, 165 γ is a p × 1 vector for effect sizes, and is the vector for random noises. 
where g k is the k-th column of G, γ k and s 2 k are estimated effect sizes and its variance for SNP 169 k, respectively. Denote R the correlation among all genotyped SNPs and S = diag([ s 1 , · · · , s p ]) 170 a diagonal matrix for corresponding standard errors. Provided that sample size n is large enough and the trait is highly polygenic (i.e., the squared correlation coefficient between the 172 trait and each genetic variant is close to zero), we can use the following formula to approximate 173 the distribution of γ based on the summary statistics in a similar fashion with [23, 24, 25, 26]:
Analogously, we apply this distribution to the two-sample MR analysis. The summary statis-175 tics for SNP-exposure and SNP-outcome are denoted by
respectively. Therefore, the likelihood for two-sample summary statistics can be written as:
where 
where θ def = {β 0 , σ 2 γ , σ 2 α } denotes the collection of model parameters. Integrating out the latent 199 variables (γ and α), the marginal likelihood can be written as:
Algorithm The standard expectation-maximization (EM) algorithm is a common choice to 201 find the maximum likelihood for probabilistic models in the presence of latent variables [28] . 
where 213
where L(q) is the ELBO of the marginal log-likelihood, and KL(q p) is the KL divergence 214 between two distributions and we have KL(q p) ≥ 0 with equality holding if and only if 215 the variational posterior distribution (q) is equal to the true posterior distribution (p). As a consequence, minimizing the KL divergence is equivalent to maximizing ELBO. Comparing 217 with the standard EM algorithm, the crux of VBEM is to optimize q within a factorizable family 218 of distributions by mean-field assumption [30] , which assumes that q(γ, α) can be factorized as
This only assumption in variational inference promotes the computational efficiency and scala-220 bility in large-scale computational problems as a coordinate descent algorithm is commonly used 221 to find the optimal distribution q * . To briefly show this, we first note that this factorization (9) 222 is used as an approximation for the posterior distribution p(γ, α| γ, Γ, S γ , S Γ , R; θ). In the VB 223 E-step, given the latent variables γ −k and α, the terms with γ k have a quadratic form, where 224 γ −k is the γ vector removing the k-th element. Similarly, we can show that the terms with α k , 225 given all other latent variables fixed, also take a quadratic form. Thus, the variational posterior 226 distribution for γ k and α k are both from Gaussian distributions, setting the derivative of the ELBO to zero as follows: To make our simulations as realistic as possible, we started by generating the individual-level 251 two-sample data as follows
where G 1 ∈ R n 1 ×p and G 2 ∈ R n 2 ×p were both genotype matrices, U x ∈ R n 1 ×q and U y ∈ R n 2 ×q 253 were matrices for confounding variables, n 1 and n 2 were the corresponding sample sizes, p was 254 the number of genetic variants, x ∈ R n 1 ×1 was the exposure vector, y ∈ R n 2 ×1 was the outcome 255 vector, and the error terms e 1 and e 2 were from N (0, σ 2 e 1 I n 1 ) and N (0, σ 2 e 2 I n 2 ), respectively.
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In this generative model, β 0 was the true causal effect while α exhibited the direct effects on the 257 disease, where we considered two cases: dense and sparse horizontal pleiotropy. For dense case, 258 we assumed that α k s were independent and identically distributed as N (0, σ 2 α ) while for sparse 259 case, we assumed that only a fraction of α k s was from a Gaussian distribution and rest were zero.
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In simulations, we consider sparsity both at 0.2 and 0.4. Note that σ 2 α was set by controlling 261 the heritability due to horizontal pleiotropy. Moreover, to mimic the real applications where an 262 external reference panel was applied to estimate the correlation among SNPs, another genotype 263 matrix G 3 ∈ R n 3 ×p was generated as the reference panel data to estimate the correlation 264 matrix, where n 3 was the sample size in reference panel. We fixed n 1 = n 2 = 20, 000 but 265 varied n 3 ∈ {500, 2, 500, 4, 000}. In details, we first generated a data matrix from multivariate were generated from a multivariate normal distribution N (0, Σ η ), Σ η is a two-by-two matrix 275 with diagonal elements as 1 and off-diagonal elements as 0.8. 276 We then conducted single-variant analysis to obtain the summary statistics for SNP- alternative methods after SNP pruning could control type-I error in all settings. However, this causality between LDL-C and CAD which is consistent of the fact that LDL-C narrows the arteries and increases the chances of getting heart diseases. Table 2 : The causal associations of BMI on common diseases using UK10K as the reference penal with shrinkage parameter λ = 0.1. MR-LDP uses all SNPs selected by the screening dataset. The thresholds of r 2 for GSMR and the other three methods are 0.05 and 0.001, respectively. Statistically significant results are shown in blue color.
DISCUSSION

430
Here, we proposed a statistically rigorous and efficient approach to perform a two-sample MR 431 analysis that accounts for both LD structure and horizontal pleiotropy using GWAS summary 432 statistics and a genotype reference panel. We have implemented our method in an R package 
