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ABSTRACT
As the field of data science continues to grow, there will
be an ever-increasing demand for tools that make machine
learning accessible to non-experts. In this paper, we intro-
duce the concept of tree-based pipeline optimization for au-
tomating one of the most tedious parts of machine learning—
pipeline design. We implement an open source Tree-based
Pipeline Optimization Tool (TPOT) in Python and demon-
strate its effectiveness on a series of simulated and real-world
benchmark data sets. In particular, we show that TPOT can
design machine learning pipelines that provide a significant
improvement over a basic machine learning analysis while re-
quiring little to no input nor prior knowledge from the user.
We also address the tendency for TPOT to design overly
complex pipelines by integrating Pareto optimization, which
produces compact pipelines without sacrificing classification
accuracy. As such, this work represents an important step
toward fully automating machine learning pipeline design.
CCS Concepts
•Computing methodologies → Supervised learning
by classification; Genetic programming; Machine learn-
ing; •Software and its engineering → Search-based soft-
ware engineering;
Keywords
pipeline optimization, hyperparameter optimization, data
science, machine learning, genetic programming, Pareto op-
timization, Python
1. INTRODUCTION
Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full cita-
tion on the first page. Copyrights for components of this work owned by others than
ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
GECCO ’16 Denver, CO, USA
c© 2016 ACM. ISBN xxxxxx. . . $xx.xx
DOI: xxxxxx
Between 2011 and 2015, the number of self-reported data
scientists more than doubled [15]. At the same time, ma-
chine learning has returned to the forefront of academia,
business, and government as data scientists discover new ap-
plications for algorithms that automatically learn and create
actionable insights from data. Owing to this growth, there
has been a commensurate demand for off-the-shelf tools that
make machine learning more accessible, scalable, and flexible
such that they can be applied across a wide variety of do-
mains by non-experts. Unfortunately, the effective applica-
tion of many machine learning tools typically requires expert
knowledge of the tool and the problem domain, knowledge of
the assumptions involved in the analysis, and/or the use of
exhaustive brute force techniques. Thus, harnessing many
machine learning tools is often a costly endeavor—both in
terms of time and computation.
For example, a typical data scientist will approach a ma-
chine learning problem as demonstrated in Figure 1. Each
step presents dozens of possible choices to make: How should
the data be preprocessed (e.g., subset the features via fea-
ture selection? denoise the data with PCA?), what model
should be used to fit the data (e.g., random forest? support
vector machine?), what are the ideal model parameters for
learning (e.g., how many trees in a random forest?), and so
on. Experienced data scientists typically have a good sense
for promising starting points in a given problem domain, but
inexperienced data scientists can easily spend most of their
time exploring myriad pipeline configurations before settling
on the best one.
Theoretically, manual design of machine learning pipelines
should no longer be necessary. In recent years, we have wit-
nessed the development of intelligent systems in the field of
evolutionary computation that consistently surprise us with
their capabilities. From space antenna design [9] to software
development [7] and debugging [5] to the study of finite al-
gebras [17], evolutionary algorithms have outperformed hu-
mans in a variety of domains that were previously consid-
ered exclusive to humans. If intelligent systems have been
proven capable in so many domains, then we must ask our-
selves: Can evolutionary algorithms automate the design of
machine learning pipelines?
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Figure 1: A depiction of the typical supervised machine learning process. Before fitting a model of the
data, the practitioner must prepare the data for modeling by performing an initial exploratory analysis (e.g.,
looking for missing or mislabeled data) and either correct or remove the offending records (i.e., data cleaning).
Next, the practitioner may transform the data in some way to make it more suitable for modeling, e.g., by
normalizing the features (i.e., feature preprocessing), removing features that are not useful for modeling (i.e.,
feature selection), and/or creating new features from the existing data (i.e., feature construction). Afterward,
the practitioner must select a machine learning model to fit to the data (i.e., model selection) and choose
the model parameters that allow the model to make the most accurate classification from the data (i.e.,
parameter optimization). Lastly, the practitioner must validate the model in some way to ensure that the
model’s predictions generalize to data sets that it was not fitted on (i.e., model validation), for example,
by testing the model’s performance on a holdout data set that was excluded from the earlier phases of the
pipeline. The light grey area indicates the steps in the pipeline that are automated by the Tree-based Pipeline
Optimization Tool (TPOT).
In this paper, we report on the most recent development
of an evolutionary algorithm called the Tree-based Pipeline
Optimization Tool (TPOT) that automatically designs and
optimizes machine learning pipelines [13]. TPOT uses a ver-
sion of genetic programming [1] to automatically design and
optimize a series of data transformations and machine learn-
ing models that maximize the classification accuracy for a
given supervised learning data set. In the following sec-
tions, we demonstrate TPOT’s capabilities across a series
of benchmarks, including simulated genetic analysis data
sets and nine benchmark data sets from the well-known UC
Irvine Machine Learning Repository [12]. In particular, we
show that TPOT is capable of discovering pipelines that
achieve competitive performance by combining pre-existing
algorithms in novel ways. We also compare the standard
version of TPOT to TPOT-Pareto, a version of TPOT with
Pareto optimization, and show that simultaneously optimiz-
ing pipeline accuracy and pipeline complexity leads to effec-
tive and compact pipelines.
2. RELATEDWORK
Historically, machine learning automation research has
primarily focused on optimizing subsets of the pipeline [10].
For example, grid search is the most commonly-used form of
hyperparameter optimization that applies brute force search
to explore a broad range of model parameters in order to dis-
cover the parameter set that allows for the best model fit.
Recent research has shown that randomly evaluating pa-
rameter sets within the grid search often discovers the ideal
parameter set more efficiently than exhaustive search [2],
which shows promise for intelligent search in the hyperpa-
rameter space. Bayesian optimization of model hyperpa-
rameters, in particular, has been effective in this realm and
has even outperformed manual hyperparameter tuning by
expert practitioners [16].
Another focus of machine learning automation research
has been feature construction. One recent example of auto-
mated feature construction is the “Data Science Machine,”
which automatically constructs features from relational dat-
abases via deep feature synthesis [11]. In their work, Kanter
et al. demonstrated the crucial role of automated feature
construction in machine learning pipelines by entering their
Data Science Machine in three machine learning competi-
tions and achieving expert-level performance in all of them.
More recently, Fuerer et al. developed a machine learning
pipeline automation system called auto-sklearn [4], which
uses Bayesian optimization to discover the ideal combination
of feature preprocessors, models, and model hyperparam-
eters to maximize classification accuracy. However, auto-
sklearn explores a fixed set of pipelines that only include
one data preprocessor, one feature preprocessor, and one
model. Thus, auto-sklearn is incapable of producing arbi-
trarily large pipelines, which may be important for some
machine learning analyses.
All of these findings point to one take-away message: In-
telligent systems are capable of automatically designing por-
tions of machine learning pipelines, which can make machine
learning more accessible and save practitioners considerable
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Figure 2: An example tree-based machine learning pipeline. The data set flows through the pipeline operators,
which add, remove, or modify the features in a successive manner. Combination operators allow separate
copies of the data set to be combined, which can then be provided to a classifier to make the final classification.
amounts of time by automating one of the most laborious
parts of machine learning. As such, the work presented in
this paper establishes a blueprint for future research on the
automation of machine learning pipeline design.
3. METHODS
In this section, we describe tree-based pipeline optimiza-
tion in detail, including the tools and concepts that un-
derlie the Tree-based Pipeline Optimization Tool (TPOT).
We begin this section by listing the basic pipeline operators
that are currently implemented in TPOT. Next we describe
how the operators are combined together into a tree-based
pipeline, and then illustrate how tree-based pipelines can be
evolved via genetic programming. Finally, we end this sec-
tion by providing an overview of the data sets that we use
to evaluate TPOT.
3.1 Pipeline Operators
Here we list the four main types of pipeline operators that
are currently implemented in TPOT. All pipeline operators
make use of existing implementations in scikit-learn [14]. For
further reading on these operators, refer to the scikit-learn
online documentation and [8].
Preprocessors. We implemented a standard scaling op-
erator that uses the sample mean and variance to scale the
features (StandardScaler), a robust scaling operator that
uses the sample median and inter-quartile range to scale the
features (RobustScaler), and an operator that generates in-
teracting features via polynomial combinations of numerical
features (PolynomialFeatures).
Decomposition. We implemented RandomizedPCA, a
variant of Principal Component Analysis that uses random-
ized SVD.
Feature Selection. We implemented a recursive fea-
ture elimination strategy (RFE), a strategy that selects the
top k features (SelectKBest), a strategy that selects the top
n percentile of features (SelectPercentile), and a strategy
that removes features that do not meet a minimum variance
threshold (VarianceThreshold).
Models. In this paper, we focus on supervised learning
models. We implemented both individual and ensemble tree-
based models (DecisionTreeClassifier, RandomForestClassi-
fier, and GradientBoostingClassifier), non-probabilistic and
probabilistic linear models (SVM and LogisticRegression),
and k-nearest neighbors (KNeighborsClassifier).
3.2 Assembling Tree-based Pipelines
To combine all of these operators into a flexible pipeline
structure, we implemented the pipelines as trees as shown in
Figure 2, with the different operators being nodes in the tree.
Every tree-based pipeline begins with one or more copies of
the input data set as the leaves of the tree, which is then
fed into one of the four classes of pipeline operators: prepro-
cessing, decomposition, feature selection, or modeling. As
the data is passed up the tree, it is modified by that node’s
operator. When there are multiple copies of the data set
being processed, it is possible to combine them into a single
data set via a data set combination operator.
Each time a data set is passed through a modeling op-
erator, the resulting classifications are stored such that the
most recent classifier to process the data overrides any pre-
vious predictions, and the earlier classifier’s predictions are
stored as a new feature. Once the data set is fully processed
by the pipeline (e.g., when the data set is passed through
the Random Forest Classifier operator in Figure 2), the final
predictions are used to evaluate the overall classification per-
formance of the pipeline. In all cases, we divide the data into
stratified 75% training and 25% testing sets, such that the
pipeline will only make predictions on and therefore only
be evaluated on the testing set. This tree-based pipeline
structure allows for arbitrary pipeline representations; for
example, one pipeline could only apply operations in serial
on a single copy of the data set, whereas another pipeline
could just as easily work on several copies of the data set and
combine them at the end before making a final classification.
Table 1: Genetic programming settings.
GP Parameter Value
Population size 100
Generations 100
Per-individual mutation rate 90%
Per-individual crossover rate 5%
TPOT selection 10% elitism,
rest 3-way tournament
(2-way parsimony)
TPOT-Pareto selection 5 copies of top 20%
according to NSGA-II
Mutation Point, insert, & shrink
1/3 chance of each
Unique replicate runs 30
3.3 Evolving Tree-based Pipelines
To automatically generate and optimize these tree-based
pipelines, we use a well-known evolutionary computation
technique called genetic programming (GP) as implemented
in the Python package DEAP [6]. Traditionally, GP builds
trees of mathematical functions to optimize toward a given
criteria. In TPOT, we use GP to evolve the sequence of
pipeline operators as well as each operator’s parameters (e.g.,
the number of trees in a random forest or the number of fea-
ture pairs to select during feature selection) to maximize the
classification accuracy of the pipeline. We follow a standard
GP procedure with the settings described in Table 1, where
changes to the pipeline can modify, remove, or insert new
sequences of pipeline operators into the tree-based pipeline.
In this paper, TPOT pipelines are evaluated based on
their classification accuracy on the testing set. Here we
also introduce an extension of TPOT, TPOT-Pareto, which
uses Pareto optimization to optimize two separate objec-
tives: maximizing the final classification accuracy of the
pipeline as well as minimizing the pipeline’s overall com-
plexity (i.e., total number of pipeline operators). Since there
is not a globally optimal solution that maximally optimizes
both criteria, we maintain a Pareto front in TPOT-Pareto
and select the pipelines for reproduction according to the
NSGA-II selection strategy [3]
Through consecutive generations of evolution, TPOT’s
GP algorithm will tinker with the pipelines—adding new
pipeline operators that improve fitness and removing re-
dundant or detrimental operators—in an intelligent, guided
search for high-performing pipelines. At the end of every
TPOT run, we use the single best-performing pipeline ever
discovered during the TPOT run (according to classification
accuracy) as the representative pipeline.
3.4 GAMETES Simulated Data Sets
To evaluate TPOT, we adopt a diverse, complex simula-
tion study design. We generate a total of 12 genetic models
and 360 associated data sets using GAMETES [19], an open
source software package designed to generate a diverse spec-
trum of pure, strict epistatic genetic models. GAMETES
generates random, biallelic, n-locus single nucleotide poly-
morphism (SNP) models with “pure” epistasis, where all n
loci, but no fewer, are predictive of disease status. We pre-
cisely generate these genetic models with specific heritabil-
ities, SNP minor allele frequencies, and population preva-
lences.
In this paper, all data sets included 100 SNP attributes: 8
SNPs that are predictive of a binary case/control endpoint,
and 92 SNPs that are randomly generated using an allele
frequency between 0.05 and 0.5. The 8 predictive SNPs
are simulated as four separate purely epistatic models, ad-
ditively combined using the newly-added “hierarchical” data
simulation feature in GAMETES. In doing so, each sepa-
rate interaction model additively contributes to the deter-
mination of the endpoint, but the overall data set does not
include main effects, i.e., direct associations between single
SNP variables and the endpoint.
We simulate two-locus epistatic genetic models with her-
itabilities of (0.1, 0.2, or 0.4) and attribute minor allele fre-
quencies of 0.2 in GAMETES and select the model with
median difficulty from all those generated [18]. From these
models, we then generate data sets with a sample size of
either 200, 400, 800, or 1600, within which each of the four
underlying two-locus epistatic models carry an equal addi-
tive weight. For each model, we generate 30 replicate data
sets, yielding a total of 360 data sets (i.e., 3 heritabilities
* 4 sample sizes * 30 replicates). Together, this simulation
study design allows us to evaluate TPOT across a broad
range of data sets with varying difficulties and sample sizes
to explore the limits of TPOT’s modeling capabilities.
3.5 UCI Benchmark Data Sets
To further demonstrate TPOT’s capabilities, we evaluate
it on 9 hand-picked benchmark supervised learning data sets
from the well-known UC-Irvine Machine Learning Reposi-
tory [12]. The purpose of these benchmarks is to demon-
strate TPOT’s performance across a broad range of appli-
cation domains and data set types, as TPOT is intended to
be a general-purpose supervised machine learning tool. For
more information on these data sets, refer to their documen-
tation at [12]. The benchmark data sets are:
• Hill-Valley: Two simulated data sets, with and with-
out noise. Each record represents 100 points on a two-
dimensional graph, where the algorithm must classify
the series as either a Hill (a “bump” in the terrain) or
a Valley (a “dip” in the terrain).
• breast-cancer-wisconsin: Data set containing continu-
ous measurements from tumors. The algorithm must
classify the tumor as benign or malignant.
• car-evaluation: Simulated data set containing categor-
ical variables about cars. The algorithm must assign
one of four classes indicating the car’s acceptability for
purchase.
• glass: Data set containing continuous measurements
from various types of glass. The algorithm must assign
one of seven classes indicating the glass type.
• ionosphere: Data set containing continuous measure-
ments from high-frequency antennas. The algorithm
must classify whether the signals are “good” or “bad.”
• spambase: Data set containing word frequencies in e-
mails. The algorithm must classify whether the e-mails
are spam or not.
• wine-quality: Two data sets for red and white wine
containing continuous measurements from various wines.
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Figure 3: Tree-based Pipeline Optimization Tool (TPOT) performance comparison across a range of data set
sizes and difficulties. Each subplot on the grid shows the distribution of balanced cross validation accuracies
on the holdout set (25% of the data set), where each notched box plot represents a sample of 30 data
sets. (Note: The notches in the box plots indicate 95% confidence intervals of the median.) The experiments
compared include a random forest with 500 decision trees (“Random Forest”), a version of TPOT with random
generation of pipelines (“TPOT (random search)”), TPOT with guided search (“TPOT”), and a version of
TPOT that uses Pareto optimization (“TPOT (Pareto)”). The subplots correspond to varying GAMETES
configurations, where the x-axis modifies the number of records in the data set and the y-axis modifies the
heritability in the model (where higher heritability reduces the amount of noise and vice versa). The grid
ranges from easy configurations in the top right (larger data sets generated from higher heritability models)
to difficult configurations in the bottom left (smaller data sets generated from low heritability models).
Figure 4: Tree-based Pipeline Optimization Tool (TPOT) performance comparison across a series of UCI
benchmark data sets. Each subplot on the grid shows the distribution of balanced cross validation accuracies
on the holdout set (25% of the data set), where each notched box plot represents a sample of 30 different cross
validation divisions of the data set. (Note: The notches in the box plots indicate 95% confidence intervals of
the median.) The experiments compared include a random forest with 500 decision trees (“Random Forest”),
a version of TPOT with random generation of pipelines (“TPOT (random search)”), TPOT with guided
search (“TPOT”), and a version of TPOT that uses Pareto optimization (“TPOT (Pareto)”). The subplots
correspond to different benchmark data sets. Note that some box plots for TPOT (random search) are
missing because none of the replicates finished within 120 hours.
The algorithm must classify the wine quality on a scale
from 0 to 10 (11 classes).
4. RESULTS
In this section, we compare TPOT’s classification perfor-
mance to that of two controls. The first control, RF, is a
random forest with 500 decision trees, which is meant to rep-
resent a basic machine learning analysis with a state-of-the-
art model. The second control, TPOT-Random, is a version
of TPOT where the same number of pipelines are randomly
generated, which is meant to explore whether guided search
is useful for pipeline optimization. In addition, we com-
pare TPOT to TPOT-Pareto, which is a version of TPOT
that uses Pareto optimization to discover high-performing
pipelines with the smallest pipelines possible. In all cases,
we divide the data sets into stratified 75% training and 25%
holdout sets, where the performance reported here is the
balanced accuracy on the holdout sets.
In Figure 3, we compare these four experiments across
a range of GAMETES data sets. In general, we see that
all of the experiments achieve higher classification accuracy
with larger data sets and/or higher heritability (i.e., the less
noise) in the genetic model, which is to be expected. In-
terestingly, even in the easiest case with sample size 1600
and a heritability of 0.4, RF is incapable of discovering the
epistatic interactions between the features in the data set
and achieves only 63% accuracy on average. In contrast,
all versions of TPOT are capable of achieving 80%+ accu-
racy on the easiest GAMETES data sets, which indicates
that they were able to discover the epistatic interactions in
the data set using a combination of feature preprocessing
and modeling. This finding demonstrates how TPOT adds
value over a simple machine learning analysis with no feature
preprocessing.
Furthermore, Figure 3 shows that, in most cases, all ver-
sions of TPOT perform more-or-less the same on average on
the GAMETES data sets. This result suggests that guided
search may not be vital for the automated design of pipelines
because random search generally performs as well as guided
search. However, TPOT-Pareto tends to be much more con-
sistent in discovering effective classification pipelines, as in-
dicated by the lower variance in TPOT-Pareto’s accuracy
distributions—especially in the GAMETES data sets with
larger sample sizes and higher heritability.
Figure 4 compares the four experiments on the series of
UCI benchmark data sets. Again, TPOT achieves the same
classification accuracy as RF across most of these data sets,
and achieves significantly higher classification accuracy in
the Hill-Valley and car-evaluation data sets. With the Hill-
Valley-without-noise data set in particular, TPOT-Pareto
achieves 100% accuracy in all 30 replicates, which outper-
forms even the standard version of TPOT. This finding again
demonstrates the value of automated pipeline design that in-
telligently explores many different ways of preprocessing the
data prior to modeling it.
Similar to the GAMETES data set comparisons, Figure 4
also shows that TPOT-Random typically performs as well
as the versions of TPOT with guided search. However, there
are some major drawbacks to randomly generating TPOT
pipelines that are presented here. For one, randomly gener-
ating TPOT pipelines tends to be much slower than optimiz-
ing pipelines via guided search because some of the random
pipelines are needlessly complex and take several hours to
TPOT (random search) TPOT TPOT (Pareto)
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Figure 5: Comparison of the final pipeline sizes
across all of the TPOT experiments. The exper-
iments compared include a version of TPOT with
random generation of pipelines (“TPOT (random
search)”), TPOT with guided search (“TPOT”), and
a version of TPOT that uses Pareto optimization
(“TPOT (Pareto)”).
evaluate. As an example of these massive randomly gener-
ated pipelines, none of the TPOT-Random replicates run-
ning on the Hill-Valley and spambase data sets (the larger
data sets) finished within 120 hours and had to be ter-
minated prematurely. On the other hand, all TPOT and
TPOT-Pareto replicates finished the same number of eval-
uations in less than 48 hours. Furthermore, even though
TPOT-Random pipelines perform nearly as well as regu-
lar TPOT pipelines, TPOT-Random pipelines tend to be
needlessly complex and contain 6 pipeline operators on av-
erage (Figure 5). In contrast, TPOT and TPOT-Pareto can
achieve the same performance with 4 and 2 operators on av-
erage, respectively. Thus, even though all versions of TPOT
usually achieve the same accuracy, TPOT-Pareto in partic-
ular discovers pipelines that are significantly more compact.
5. DISCUSSION
In this paper we have shown that, in many cases, auto-
mated machine learning pipeline design and optimization
can provide a significant improvement over a basic machine
learning analysis while requiring little to no input nor prior
knowledge from the user. However, it is important to note
that the goal of automated pipeline design is not to replace
data scientists nor machine learning practitioners. Rather,
we aim for the tree-based pipeline optimization tool (TPOT)
to be a “Data Science Assistant” that explores the data, dis-
covers novel features in the data, and recommends pipelines
to the user. From there, the user is free to export the
pipelines and integrate their domain knowledge as they see
fit. To aid in this goal, we have released TPOT as an open
source Python package that provides a flexible implementa-
tion of the concepts introduced in this paper. We encourage
interested practitioners to involve themselves in the project
on GitHub (http://github.com/rhiever/tpot).
One challenge raised in this paper is that TPOT with ran-
domly generated pipelines consistently achieves the same ac-
curacy as versions of TPOT with guided search (Figures 3
& 4). In practice, accuracy is not the only criteria by which
a pipeline is evaluated. For one, the randomly generated
pipelines tend to be slower than the pipelines generated
through guided search, as shown by the inability for TPOT-
Random to evaluate 10,000 pipelines (100 population size x
100 generations) within a 120-hour period for several of the
data sets (Figure 4). As a consequence, randomly generating
pipelines will quickly become computationally infeasible as
data sets grow beyond 2,000 records. Furthermore, due to
the compactness of the TPOT and TPOT-Pareto pipelines
(Figure 5), these pipelines are much easier for a user to in-
terpret and apply in a production setting. Thus, guided
evolutionary search plays a vital role in the automated de-
sign of machine learning pipelines that cannot be captured
by random search.
Of course, TPOT is still in its early stages of develop-
ment and there are still many improvements to be made.
In particular, TPOT is still fairly slow on large data sets
and often requires several hours (if not days) to properly
analyze a large data set. In the near future, we plan to
explore the use of auto-sklearn [4] and other heuristics to
seed the TPOT population with promising pipelines, which
can “kick start” the TPOT population. Similarly, we plan
to integrate a learning system into the genetic programming
mutation and crossover operators to bias these operators to-
ward changes that tend to improve fitness, with the goal of
spending less time exploring detrimental changes. By doing
so, we hope to enable TPOT to deliver effective pipelines in
a speedier manner.
6. CONCLUSIONS
Tree-based pipeline optimization is a new technique that
shows significant promise for 1) making machine learning
tools more accessible to non-experts and 2) saving prac-
titioners considerable amounts of time by automating the
most tedious parts of machine learning. In this paper, we
demonstrated that TPOT achieves a similar level of perfor-
mance as a basic machine learning analysis across a wide
variety of data sets without any input nor prior knowledge
from the user. Furthermore, in several cases, TPOT was able
to automatically discover combinations of preprocessing and
modeling operators that significantly outperformed a basic
machine learning analysis. Finally, by integrating Pareto
optimization into TPOT, we demonstrated that TPOT can
design compact, easy-to-interpret pipelines without sacrific-
ing classification accuracy. As such, this work represents an
important step toward fully automating machine learning
pipeline design.
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