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a b s t r a c t
This work is devoted to the numerical resolution of an optimal control problem that
arises in the management of a reservoir for the remediation of a polluted river section.
By using mathematical modeling and optimal control techniques we set the mathematical
formulation of the problem (as a hyperbolic optimal control problem with control
constraints), and obtain a fully discretized problem. Finally, we propose a gradient-free
method to solve it, and present realistic numerical results.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In many of our rivers – to be exact, in some of their sections – contamination levels exceed desirable thresholds given
by legislative rules. In order to palliate these high levels of contamination, one of the most used techniques is based on
injecting – from a lake or any other water reservoir near the river – clear water. In this process of increasing the river flow
by controlled releases from reservoirs, themain problem consists – once the injection point is chosen by geophysical reasons
– of finding the minimum quantity of water which is needed to be injected into the river section in order to purify it up to
a fixed level.
In this paper, we write the mathematical formulation of this real-world problem (a control problem that arises in the
management of a reservoir for the remediation of a polluted river section), and concentrate on its numerical resolution. By
using mathematical modeling, the problem is formulated as a hyperbolic optimal control problemwith control constraints.
Technological reasons demand a time discretization on the control and, by using the method of characteristics, we obtain
a semi-discretized problem. Next, we make a finite element/finite difference space discretization of the semi-discrete state
system, stating an algorithm to solve the nonlinear resultant problem, and obtain a fully discretized problem. Despite
the existence of a number of well-known explicit shallow water solvers providing an accurate solution (for instance,
TELEMAC [1], MIKE 21 [2] or DamFlow [3]), we have preferred – because it fits better our control purposes, in the sense that
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Fig. 1. Longitudinal cut of a river at time t¯ .
it is based on finite element techniques (not in finite volume ones) as our formulation also is, and that it is more compliant
and manageable for us since it does not work as a black box – using our own shallow water solver, whose properties have
been theoretically analyzed in [4], and that has shown to be quite accurate in previous problems studied in [5]. Finally,
we propose a gradient-free method (the Nelder–Mead algorithm) to solve it, and present numerical results showing the
efficiency of the complete algorithm.
2. Mathematical modeling: The continuous problem
To fix ideas, take a river Lmeters in length, and consider O tributaries (located at points e1, . . . , eO) flowing into the river,
V wastewater discharges (located at points v1, . . . , vV ) coming from purifying plants, and one point pwhere clear water is
discharged from a nearby reservoir (a diagram of a realistic example can be seen in Fig. 2).
We must bear in mind that we are interested in controlling pollution in the river section corresponding to [p, L] for a
time interval of T seconds, and that we are going to consider only one-dimensional changes along the direction of flow in
the river. Thus, for each (x, t) ∈ [0, L] × [0, T ] we will denote by A(x, t) the area of the river section occupied by water
(usually known as wet section) that is assumed to remain positive for any point x ∈ [0, L] and for any time t ∈ [0, T ];
denote by u(x, t) the average velocity in the wet section x meters from the source and t seconds from the moment that
control is initiated; denote by q(x, t) the flow rate across the section (that is, q(x, t) = A(x, t)u(x, t)); and denote by c(x, t)
the quantity of a generic pollutant in the wet section (that is, c(x, t) = A(x, t)ρ(x, t), with ρ(x, t) the averaged pollutant
concentration). The evolution of the wet area A(x, t), the flow rate q(x, t) and the quantity of pollutant c(x, t) is given – as
can be seen, for instance, in [6] – by the following hyperbolic initial–boundary value problem:
∂A
∂t
+ ∂q
∂x
= Q δ(x− p)+
O∑
j=1
qjδ(x− ej)+
V∑
k=1
pkδ(x− vk)︸ ︷︷ ︸
=g1(x,t)
in (0, L)× (0, T ),
∂q
∂t
+ ∂
∂x
(
q2
A
)
+ gA∂η
∂x
= QW cos(γ )δ(x− p)
+
O∑
j=1
qjUj cos(αj)δ(x− ej)+
V∑
k=1
pkVk cos(βk)δ(x− vk)+ Sf︸ ︷︷ ︸
=g2(x,t)
in (0, L)× (0, T ),
∂c
∂t
+ ∂
∂x
(qc
A
)
+ kc =
O∑
j=1
njδ(x− ej)+
V∑
k=1
mkδ(x− vk)︸ ︷︷ ︸
=g3(x,t)
in (0, L)× (0, T ),
A(L, t) = AL(t), q(0, t) = q0(t), c(0, t) = c0(t) in [0, T ],
A(x, 0) = A0(x), q(x, 0) = q0(x), c(x, 0) = c0(x) in [0, L],

(1)
where δ(x−b) denotes the Dirac measure at a generic point b ∈ [0, L].; for j = 1, 2, . . . ,O, ej ∈ (0, L) is the point where the
mouth of the jth tributary is located, qj(t) is the corresponding flow rate, Uj(t) is its velocity, αj is the angle between the jth
tributary and the main river, and nj(t) is its mass pollutant flow rate; for k = 1, 2, . . . , V , vk ∈ (0, L) is the point where the
kth wastewater discharge is located, pk(t) is the corresponding flow rate, Vk(t) is its velocity, βk is the angle between the kth
discharge and the river, andmk(t) is itsmass pollutant flow rate; p ∈ (0, L) is the point where clearwater is discharged,Q (t)
is the corresponding flow rate (which will be our control),W (t) is its velocity, and γ is the angle between the discharge and
the river (it is worthwhile remarking here that, since we are injecting clear water, this term does not appear in the second
member of the pollutant equation); g stands for the gravity acceleration; Sf denotes the bottom friction stress, which can be
given, for instance, by the Chézy law; η(x, t) = H(x, t)+ b(x) is the height of water with respect to a fixed reference level
(see Fig. 1), where H(x, t) represents the height of the water column and b(x) geometrically describes the river bottom; and
k(x, t) is the loss rate for pollutant.
Boundary conditions imposed here are only consistent when the flow is subcritical. For the supercritical case, our
formulation is not directly applicable. Thus, we will restrict our study to the subcritical case.
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Fig. 2. Diagram of the river and data for the numerical example.
At first sight we can detect four unknowns in state system (1): A(x, t), q(x, t), η(x, t), and c(x, t). However, it is obvious
that, if the river geometry is known, A(x, t) can be derived from η(x, t). In effect, for each x ∈ [0, L], the geometry of the
river gives us a smooth, strictly increasing and positive function S(., x) verifying S(0, x) = 0 and S(H(x, t), x) = A(x, t)
in [0, L] × [0, T ]. Specific characterizations of S for particular geometries can be found, for instance, in [4]. So, since we
are dealing with a system of balance laws whose conservative variables are A, q and c , if we write η in terms of A, the
non-conservative unknown η can be suppressed in (1). Explicitly, we have
∂η
∂x
(x, t) = ∂
∂x
[B(A(x, t), x)] + b′(x), (2)
where, for each x ∈ [0, L], B(., x) denotes the inverse of the function S(., x) (i.e. B(A(x, t), x) = H(x, t)), which is also a
smooth, strictly increasing and positive function.
Moreover, we can write
A(x, t)
∂η
∂x
(x, t) = ∂
∂x
[G(A(x, t), x)] − F(A(x, t), x)+ A(x, t)b′(x), (3)
where:
G(A, x) =
∫ B(A,x)
0
S(r, x)dr, F(A, x) =
∫ B(A,x)
0
∂S
∂x
(r, x)dr = −
∫ A
0
∂B
∂x
(s, x)ds.
Then, the second equation of (1) can be rewritten as follows
∂q
∂t
+ ∂
∂x
(
q2
A
)
+ g
(
∂
∂x
G(A, x)− F(A, x)+ Ab′(x)
)
= QW cos(γ )δ(x− p)+ g2. (4)
Since B(·, x) is a strictly increasing function and B(0, x) = 0, it is easy to prove that G(·, x) is strictly increasing on [0,∞)
and G(0, x) = 0. On the other hand, realistic solutions correspond to A ≥ 0. Hence, we may replace G by G˜ defined by
G˜(A, x) =
{G(A, x) if A > 0,
(−∞, 0] if A = 0,
Ø if A < 0.
Notice that G˜(·, x) is a maximal monotone graph in R × R for each x ∈ (0, L). Then there exists a lower semicontinuous
convex proper function φ(·, x) such that G˜(·, x) is the subdifferential of φ(·, x) (see, for instance, [7]). Hence we can rewrite
(4) in the more useful way:
∂q
∂t
+ ∂
∂x
(
q2
A
)
+ g
(
∂ζ
∂x
− F(A, x)+ Ab′(x)
)
= QW cos(γ )δ(x− p)+ g2 (5)
with ζ (x, t) ∈ G˜(A(x, t), x) for a.e. (x, t) ∈ (0, L)× (0, T ).
Now, recalling the mathematical formulation of the environmental problem, by technological reasons we are led to
consider only the positive fluxes in the set of admissible controls:
Uad = {Q ∈ L2(0, T ) : 0 ≤ Q ≤ Qmax}, (6)
since we are just injecting (not extracting) clear water, and the quantity of injected water must be bounded.
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In order to formulate the control problem we consider as the cost functional the total amount of clear water injected
through the point p together with a measure (in the region of the river starting from point p) of the contaminant
concentration which remains higher than the fixed threshold cmax. Thus, we define the cost function:
J(Q ) = ε
2
∫ T
0
Q (t)2dt + µ
2
∫ T
0
∫ L
p
(c(x, t)− cmax)2+dxdt (7)
where ε and µ are two weight parameters, and (c − cmax)+ denotes the positive part of c − cmax, that is, (c − cmax)+ =
max{c − cmax, 0}.
So the problem, denoted by (P ), of the optimal water injection for the purification of a polluted section in a river consists
of finding the control flux Q ∈ Uad of injected clear water in such a way that, verifying the state system (1), minimizes the
cost function J given by (7). Thus, the problem can be written in short as:
(P ) min
Q∈Uad
J(Q )
The question regarding the existence of solution for problem (P ) is still an open problem. In [8] a formal first order
optimality condition is derived by means of adjoint state techniques. Here, we will center our attention into the numerical
resolution of the optimal control problem (P ).
3. Time discretization: The semi-discretized problem
First of all, taking into account technological reasons (flow control mechanisms cannot act upon water flow in a
continuous way, but discontinuously at short time periods) we look for admissible controls Q into the piecewise-constant
L2(0, T ) functions. So, for the time interval [0, T ] we choose a number K ∈ N, consider the time step ∆τ = T/K , and
define the discrete times τm = m∆τ , for m = 0, 1, . . . , K . Thus, a function Q ∈ Uad which is constant at each subinterval
determined by the grid {τ0, τ1, . . . , τK } is completely fixed by the set of values Q∆τ = (Q 0,Q 1, . . . ,Q K−1) ∈ [0,Qmax]K ⊂
RK , where Qm = Q (τm), m = 0, . . . , K − 1.
This discretization leads to a time discretization of the cost function J and the state system (1). Since accurately solving
the state system is a crucial point in the whole process, and despite the existence of a number of well-known solvers for
shallow water systems (usually based in finite volume strategies), we have preferred to use our own finite element solver.
In order to do it, for N ∈ N given (usually a multiple of K ), we define∆t = T/N and take tn = n∆t , for n = 0, 1, . . . ,N .
First and third equations of system (1) are going to be discretized in an implicit way, but for the second, we are going to use
the method of characteristics (see [9]). It stems from considering the following equality
D(Vq)
Dt
(x, t) = ∂q
∂t
(x, t)+ ∂(uq)
∂x
(x, t), (8)
for the total derivative D(Vq)Dt (x, t) = ∂∂τ [V (x, t; τ)q(X(x, t; τ), τ )]|τ=t , where X(x, t; τ) is the characteristic line (providing
the position at time τ of the particle that occupied the position x at time t), which is the unique solution of the following
ordinary differential equation:
dX
dτ
(x, t; τ) = u(X(x, t; τ), τ )
X(x, t; t) = x
}
(9)
and V (x, t; τ) is the evolution of the element of volume, which is given by the solution of the following ordinary differential
equation:
dV
dτ
(x, t; τ) = ∂u
∂x
(X(x, t; τ), τ )V (x, t; τ)
V (x, t; t) = 1
}
. (10)
Expression (8), bearing in mind that uq = qAq = q
2
A , changes (5), equivalent expression of second equation of system (1),
into
D(Vq)
Dt
(x, t)+ g
(
∂ζ
∂x
(x, t)− F(A(x, t), x)+ A(x, t)b′(x)
)
= Q (t)W (t) cos(γ )δ(x− p)+ g2(x, t) in (0, L)× (0, T ).
Then, if we denote Xn(x) = X(x, tn+1; tn) and V n(x) = V (x, tn+1; tn), the state system (1) can be approximated by the
following semi-discrete system:
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For n = 0, 1, . . . ,N − 1 find functions An+1(x), qn+1(x), cn+1(x) such that:
An+1 = An(x)+∆t
(
Q (tn+1)δ(x− p)+ g1(x, tn+1)− ∂q
n+1
∂x
(x)
)
in (0, L), (11)
qn+1(x)
∆t
+ g
(
∂ζ n+1
∂x
(x)− F(An+1(x), x)+ An+1(x)b′(x)
)
= q
n(Xn(x))V n(x)
∆t
+ Q (tn+1)W (tn+1) cos(γ )δ(x− p)+ g2(x, tn+1) in (0, L), (12)
ζ n+1(x) ∈ G˜(An+1(x), x) in (0, L), (13)
cn+1(x)− cn(x)
∆t
+ ∂
∂x
(
qn+1cn+1
An+1
(x)
)
+ k(x, tn+1)cn+1(x) = g3(x, tn+1) in (0, L). (14)
The admissible set Uad is approached by U∆τad , the set of controls in Uad which are piecewise-constant in the partition of
the time interval [0, T ] given by the time step ∆τ . Finally, for any given control Q∆τ ∈ U∆τad , we use the following discrete
approximation of the cost function J:
J∆t(Q∆τ ) = ε
2
∆τ
K−1∑
m=0
(Qm)2 + (Qm+1)2
2
+ µ
2
∆t
N−1∑
n=0
∫ L
p
(cn(x)− cmax)2+ + (cn+1(x)− cmax)2+
2
dx. (15)
Thus, the original minimization problem (P ), can be approached by the following semi-discretized problem:
(P∆t) min
Q∆τ∈U∆τad
J∆t(Q∆τ ).
4. Space discretization: The fully discretized problem
To solve the problem (P∆t), we have to resolve the semi-discrete system (11)–(14) for n = 0, . . . ,N − 1. Since variable
cn+1 is not coupled with the three first equations of that system, we will proceed to solve it sequentially.
4.1. Computation of An+1 and qn+1
We obtain a weak formulation of Eq. (12) by a classical procedure: for V = {z ∈ W 1,p(0, L) : z(0) = 0}, p ∈ [1,+∞],
we multiply Eq. (12) by a test function z ∈ V and integrate in [0, L]. By using an integration by parts formula, and taking
into account boundary condition A(L, t) = AL(t), we get:∫ L
0
qn+1(x)
∆t
z(x)dx− g
∫ L
0
ζ n+1(x)
∂z
∂x
(x)dx− g
∫ L
0
F
(
An+1(x), x
)
z(x)dx
+ g
∫ L
0
An+1(x)b′(x)z(x)dx =
∫ L
0
qn(Xn(x))V n(x)
∆t
z(x)dx
+
∫ L
0
(Q (tn+1)W (tn+1) cos(γ )δ(x− p)+ g2(x, tn+1)) z(x)dx− gG(AL(tn+1), L)z(L), ∀z ∈ V. (16)
It has been proved in [4] that this variational problem has, at least, one solution. In order to obtain it, we choose
Λh = {x0 = 0, x1, x2, . . . , xM = L} a partition of interval [0, L] in M subintervals Ik = [xk−1, xk], k = 1, 2, . . . ,M ,
such that there exists P ∈ {1, 2, . . . ,M− 1} verifying xP = p. Associated to it, we consider the following finite-dimensional
vector spaces:
Vh = {qh ∈ C([0, L]) : qh|Ik ∈ P1, ∀k = 1, . . . ,M},
Vh,0 = {qh ∈ Vh : qh(0) = 0},
Wh = {Ah ∈ L2(0, L) : Ah|Ik ∈ P0, ∀k = 1, . . . ,M},
where Pj, j = 0, 1, denotes the space of polynomials of degree j. Then, we take A0h ∈ Wh and q0h ∈ Vh approximations of A0
and q0 and, for n = 0, . . . ,N − 1, we look for An+1h ∈ Wh and qn+1h ∈ Vh verifying:
An+1h = Anh +∆t
(
Q (tn+1)δ(x− p)+ g1(x, tn+1)− ∂q
n+1
h
∂x
(x)
)
, (17)
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0
qn+1h (x)
∆t
zh(x)dx− g
∫ L
0
ζ n+1h (x)
∂z
∂x
(x)dx− g
∫ L
0
F
(
An+1h (x), x
)
zh(x)dx
+ g
∫ L
0
An+1h (x)b
′(x) zh(x)dx =
∫ L
0
qnh(x)(X
n
h (x))V
n
h (x)
∆t
zh(x)dx
+
∫ L
0
(Q (tn+1)W (tn+1) cos(γ )δ(x− p)+ g2(x, tn+1)) zh(x)dx− gG(AL(tn+1), L)zh(L), ∀zh ∈ Vh,0, (18)
ζ n+1h ∈ G˜(An+1h ), (19)
qn+1h (0) = q0(tn+1), (20)
where Xnh and V
n
h are, respectively, the numerical solutions of (9) and (10).
We resolve this nonlinear discretized system doing an implicit discretization of the operator F and using the
Bermúdez–Moreno iterative algorithm [10] for dealing with operator G. The idea is as follows: For ω > 0, let G˜w = G˜− ωI
(where I is the identity operator) and pn+1h = ζ n+1h − ωAn+1h . Then (19) is equivalent to pn+1h ∈ G˜w(An+1h ). It can be showed
(see [10]) that this relationship is equivalent to pn+1h = G˜ωλ (An+1h + λpn+1h ), for λω < 1 and λ > 0, where G˜ωλ is the Yosida
regularization of G˜ω . By substituting
ζ n+1h = pn+1h + ω
(
Anh +∆t
(
Q (tn+1)δ(x− p)+ g1(x, tn+1)− ∂q
n+1
h
∂x
))
,
Eq. (18) can be rewritten as:∫ L
0
qn+1h (x)
∆t
zh(x)dx+ gω∆t
∫ L
0
∂qn+1h
∂x
(x)
∂zh
∂x
(x)dx− g∆t
∫ L
0
∂qn+1h
∂x
(x)b′(x)zh(x)dx− g
∫ L
0
F
(
An+1h (x), x
)
zh(x)dx
= −g
∫ L
0
Anh(x)b
′(x)zh(x)dx+
∫ L
0
qnh(X
n
h (x))V
n
h (x)
∆t
zh(x)dx
+
∫ L
0
(Q (tn+1)W (tn+1) cos(γ )δ(x− p)+ g2(x, tn+1)) zh(x)dx
− g∆t
∫ L
0
(Q (tn+1)W (tn+1) cos(γ )δ(x− p)+ g2(x, tn+1)) b′(x)zh(x)dx
+ g
∫ L
0
pn+1h (x)
∂zh
∂x
(x)dx+ gω
∫ L
0
Anh(x)
∂zh
∂x
(x)dx+ gω∆t
∫ L
0
(Q (tn+1)δ(x− p)
+ g1(x, tn+1)) ∂zh
∂x
dx− gG(AL(tn+1), L)zh(L), ∀zh ∈ Vh,0. (21)
This suggests the following algorithm:
• pn+1,0h is arbitrarily given.
• An+1,0h = Anh +∆t
(
Q (tn+1)δ(x− p)+ g1(x, tn+1)− ∂q
n
h
∂x
)
.
• For r = 0, 1, 2, . . ., we calculate qn+1,rh as the solution of the linear system∫ L
0
qn+1,rh zhdx+ gω∆t2
∫ L
0
∂qn+1,rh
∂x
∂zh
∂x
dx− g∆t2
∫ L
0
∂qn+1,rh
∂x
b′ zhdx
= ∆t
∫ L
0
(Q (tn+1)W (tn+1) cos(γ )δ(x− p)+ g2(x, tn+1)) zhdx
+
∫ L
0
(qnh ◦ Xnh )V nh zhdx+ g∆t
∫ L
0
F(An+1,rh )zhdx+ g∆t
∫ L
0
pn+1,rh
∂zh
∂x
dx
+ gω∆t
∫ L
0
Anh
∂zh
∂x
dx+ gω∆t2
∫ L
0
(Q (tn+1)δ(x− p)+ g1(x, tn+1)) ∂zh
∂x
dx
− g∆t
∫ L
0
Anhb
′zhdx− g∆t2
∫ L
0
(Q (tn+1)δ(x− p)+ g1(x, tn+1))b′ zhdx
− g∆tG(AL(tn+1), L)zh(L), ∀zh ∈ Vh,0,
with the integrals discretized by using the trapezoidal rule.
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• An+1,r+1h = Anh +∆t
(
Q (tn+1)δ(x− p)+ g1(x, tn+1)− ∂q
n+1,r
h
∂x
)
.
• pn+1,r+1h = G˜ωλ
(
An+1,r+1h + λpn+1,rh
)
.
4.2. Computation of cn+1
Eq. (14) can be now solved by using an implicit upwind finite difference scheme. In order to do it, because of the Dirac
measures characterizing the sources, we consider the following approximations: for each k = 0, 1, . . . ,M , we define
δhk : [0, L] → [0,+∞) by:
δhk(b) =

b− xk−1
(xk − xk−1)2 if b ∈ [xk−1, xk],
xk+1 − b
(xk+1 − xk)2 if b ∈ [xk, xk+1],
0 otherwise,
where δhk(b) ≈ δ(xk − b) for a generic point b ∈ [0, L].
So, taking
{
c i0 = c0(ti), i = 0, 1, . . . ,N
}
and
{
c0j = c0(xj), j = 0, 1, . . . ,M
}
as data, for each n = 0, 1, . . . ,N − 1 and
for each k = 1, . . . ,M we compute cn+1k from the following expression:
cn+1k − cnk
∆t
+
(
qn+1h (xk)
An+1h (xk)
)
+
cn+1k −
(
qn+1h (xk−1)
An+1h (xk−1)
)
+
cn+1k−1
xk − xk−1 +
(
qn+1h (xk+1)
An+1h (xk+1)
)
−
cn+1k+1 −
(
qn+1h (xk)
An+1h (xk)
)
−
cn+1k
xk+1 − xk + k(xk, tn+1)c
n+1
k
=
O∑
j=1
nj(tn+1)δhk(ej)+
V∑
i=1
mi(tn+1)δhk(vi)
where α+ and α− represent, respectively, the positive and negative parts of α, that is, α+ = max{α, 0} and α− = min{α, 0},
so that α+ + α− = α.
Finally, for each n = 0, 1, . . . ,N − 1, we approach cn+1(x) by the unique continuous function cn+1h (x) ∈ Vh verifying
cn+1h (xk) = cn+1k , for all k = 0, 1, . . . ,M.
4.3. The fully discretized problem
According to previous discretization, the semi-discrete problem (P∆t) – and consequently the continuous problem (P )
– is finally approached by:
(P∆th ) min
Q∆τ∈U∆τad
J∆th (Q
∆τ )
where
J∆th (Q
∆τ ) = ε
2
∆τ
K−1∑
m=0
(Qm)2 + (Qm+1)2
2
+ µ
2
∆t
N−1∑
n=0
M−1∑
k=P
∫ xk+1
xk
(cnh (x)− cmax)2+ + (cn+1h (x)− cmax)2+
2
dx. (22)
It is worthwhile remarking here that, despite its quadratic aspect, the functional J∆th is non-convex, since the terms c
n
h (x)
appearing in the second line of (22) are obtained by solving a nonlinear coupled system of partial differential equations,
where the variables Qm enter the system through a Dirac measure in the source term. Thus, we are dealing with a bound
constrained minimization problem that is non-convex (and even non-differentiable), which leads us to the choice of a
derivative-free algorithm in order to solve it.
5. Numerical optimization
In order to solve the minimization problem (P∆th ) we propose the use of a derivative-free algorithm (that has already
given very good results in several environmental control problems previously studied in [11,12]). To do this, we need
to change our discretized problem (P∆th ) into an unconstrained optimization problem by introducing a penalty function
involving the constraints appearing in the definition of the set of admissible controls (6), that is, Q ≥ 0 and Q − Qmax ≤ 0.
Thus, we define the penalty function J˜ in the following way:
J˜(Q∆τ ) = J∆th (Q∆τ )+ β
K−1∑
m=0
max{−Qm,Qm − Qmax, 0} (23)
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Fig. 3. Controlled quantity of pollutant at different times along the river.
Fig. 4. Controlled quantity of pollutant at different points along the time interval.
where the parameter β > 0 determines the relative contribution of the objective function and the penalty terms. Function
J˜ is an exact penalty function in the sense that, for sufficiently large β , the solutions of our constrained problem (P∆th ) are
equivalent to the minimizers of function J˜ in RK .
For computing aminimum of this penalty function J˜ we use a direct search algorithm: the Nelder–Mead simplexmethod
[13]. This is a gradient-freemethod,whichmerely compares function values; the values of the objective function being taken
from a set of sample points (simplex) are used to continue the sampling. For the interested reader, a detailed description
of the above algorithm can be found, for instance, in the paper of the authors [11]. Although the Nelder–Mead algorithm
is not guaranteed to converge in the general case, it presents good convergence properties in low dimensions (cf. [14] for
a detailed analysis of its convergence under convexity requirements), which is our case. Moreover, to prevent stagnation
at a non-optimal point, we use a modification proposed in [15]: when stagnation is detected, we modify the simplex by an
oriented restart, replacing it by a new smaller simplex.
6. Numerical example
In this section we present numerical results obtained by using above method to determine the optimal inflow flux in a
river which is L = 2000 m in length, and where we consider O = 3 tributaries, V = 2 domestic wastewater discharges, and
one clear water discharge from a reservoir (diagram and data can be seen in Fig. 2). Moreover, we consider a parabolic river
bed with a non-constant bottom in such a way that:
A = S(H, x) = 4
√
H3
3
, b(x) =
{500− x
200
if 0 ≤ x ≤ 500,
0 if 500 ≤ x ≤ 2000.
Both initial and boundary conditions were taken as constant, particularly, AL(t) = 4
√
125
3 m
2, q0(t) = 1 m3 s−1,
c0(t) = 0 um−1, A0(x) = 4
√
125
3 m
2, q0(x) = 1 m3 s−1 and c0(x) = 0 um−1. The time interval to control the pollution
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Fig. 5. Uncontrolled (left) and controlled (right) quantities of pollutant at three significant times around points p = 700 and e3 = 850.
was T = 3600 s. Moreover, the loss rate for pollutant was considered constant (k(x, t) = 10−4 s−1), and the bottom friction
stress was neglected (Sf = 0).
Out of the several numerical experiences developed by the authors, we present here only one example corresponding to
the case of K = 4 time subintervals (remember that dimension K must be low for the efficiency of Nelder–Mead algorithm).
For the objective function we have chosen the threshold cmax = 4.5 um−1, the bound Qmax = 25 m3 s−1, and the weight
parameters ε = 10−3, µ = 10 and β = 105. For the time discretization we have taken N = 6000 (that is, a time step
of ∆t = 0.6 s), and for the space discretization we have tried a regular partition of [0, L] in M = 2000 subintervals
(consequently, the clear water inflow point p = 700 m corresponds to the node xP = x700). We must recall here that,
as it is well known, the scheme for solving the state system is stable only if the CFL condition is satisfied: U ∆t
∆x ≤ 1, for
U the typical velocity. Thus, for a regular partition of the interval [0, L], parameters M and N must be chosen such that
U T/NL/M = UTMLN ≤ 1.
Then, applying the Nelder–Mead algorithm, we have passed, after 123 function evaluations, from an initial random
cost J˜ = 1.807 to the minimum cost J˜ = 0.696, corresponding to the optimal flow rate Q 0 = 9.984 m3s−1, Q 1 =
6.909 m3 s−1, Q 2 = 5.445 m3s−1, Q 3 = 3.993 m3s−1. The goodness of this remediation strategy can be seen in Figs. 3
and 4, which show, respectively, the quantity of pollutant c at different times and at different points along the whole time
interval [0, 3600]. Finally, in Fig. 5 we can observe in detail the differences between no injecting clear water (uncontrolled
case) and using the optimal strategy to inject water in point p = 700 m (controlled case): In the first case the quantity of
pollutant c remains over cmax up to the mouth of the last tributary e3 = 850 m at the three shown times; however, we can
see how it turns under threshold cmax from injected point p, when the optimal discharge of clear water is considered.
As a general methodology, it is clear that a stationary solution of the uncontrolled problem would be a better initial
condition than a constant one, to avoid a transitory behaviour in the initial part of the control interval. However, this strategy
would force us to previously solve the uncontrolled problem, in order to obtain the optimal control. In the case that we
prefer to avoid this previous computation, we could use a simple constant initial condition (as in our example) or (better)
an interpolate of real sampled data.
7. Conclusions
In this paper the authors have formulated and solved a (simplified) optimal control problem related to river pollution
control, mainly, the optimal remediation of a polluted river by injection of clear water from a nearby reservoir. Once the
environmental problem is mathematically well posed (in terms of wet section, averaged water velocity and quantity of
pollutant), a numerical discretization method is stated for solving the system of partial differential equations involved in
themodeling. A direct searchmethod (the Nelder–Mead algorithm) is used for solving the discretized optimization problem.
Finally, the efficiency of the algorithm is confirmed by the numerical experiments developed by the authors.
This paper is a first step in the analysis of the problem, so several simplifications have been assumed. In order to
formulate a more realistic approach to the problem, some further developments should be necessary. For instance, a two-
dimensional shallow water model could be used, allowing the simulation of subcritical/supercritical regimes, as well as
smooth transitions and/or shocks (that are likely to happen near the mouths of the tributary rivers, for instance). Moreover,
the numerical scheme for solving the state system could be improved (being, for instance, less diffusive or computationally
cheaper) so that the real-time control is feasible.
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