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RELEVANT SAMPLING OF THE SHORT-TIME FOURIER
TRANSFORM OF TIME-FREQUENCY LOCALIZED FUNCTIONS
GINO ANGELO VELASCO
Abstract. We study the random sampling of the short-time Fourier transform of func-
tions that are localized in a compact region in the time-frequency plane. We follow the
approach introduced by Bass and Gro¨chenig for band-limited functions, and show that
with a high, controllable probability, a sufficiently dense set of local random samples
from the region of concentration in the time-frequency plane yields a sampling inequal-
ity for the short-time Fourier transform of time-frequency localized functions on the
region.
1. Introduction
The short-time Fourier transform (STFT) is a standard tool used in the analysis and
processing of signals. The STFT of a function or signal f can be interpreted as the inner
product of f with a time-frequency shifted version of a single window function ϕ, and
the reconstruction of f from its STFT is possible via an inversion formula. However, this
continuous representation is highly redundant, and to lessen the redundancy, a sampling
of the STFT is done. Most of the studies done on the sampling of the STFT of functions
are in the context of frame theory. In particular, the sampling of the STFT corresponds
to having a discrete set of time-frequency shifts of ϕ, and sampling inequalities for the
STFT translate to the time-frequency shifts of ϕ forming a so-called Gabor frame. Of
particular interest is in finding the conditions on the window function and the point set Λ
for which the corresponding set of time-frequency shifts of ϕ via Λ form a frame. Many
results have appeared concerning irregular Gabor frames, or irregular sampling of the
STFT, e.g. [15, 23, 7, 25, 6, 17], to name a few, and most amount to density conditions
on Λ.
In this paper, we study the relevant sampling of the STFT of a function, where we
establish a sampling inequality from random sampling points lying only on a compact
subset Ω of R2, since one faces the problem of finding the appropriate probability distri-
bution for the sampling points if an unbounded and non-compact set like R2 is considered.
The notion of relevant sampling was introduced by Bass and Gro¨chenig [4, 5], where they
investigated the probability that from random local sampling points in a compact set,
a sampling inequality holds for functions that are band-limited but are essentially sup-
ported on the compact set. Fu¨hr and Xian [19] extended the results to the more general
setting of finitely generated shift-invariant spaces.
We apply the relevant sampling approach to the STFT of functions that satisfy some
locality property in Ω. While our results are mostly analogs of those in [4, 5, 19], the
Key words and phrases. STFT, local Gabor systems, relevant sampling, time-frequency localized
functions.
The author acknowledges the Office of the Chancellor of the University of the Philippines Diliman,
through the Office of the Vice Chancellor for Research and Development, for funding support through
the Ph.D. Incentive Award.
1
2 G. VELASCO
relevant sampling of the STFT provides an interesting supplement to the existing results
in the band-limited setting and the setting of finitely generated shift-invariant spaces,
and gives some new insights in the study of irregular Gabor frames.
The paper is organized as follows. In the next section, we recall some tools from
time-frequency analysis, namely, the short-time Fourier transform and Gabor systems
and frames. In Section 3, we mention some properties of time-frequency localization
operators, and prove some inequalities involving time-frequency localized functions and
functions on subspaces of eigenfunctions of time-frequency localization operators. We
present the relevant sampling results for the STFT of time-frequency localized functions
in Section 4. As in [4, 5, 19], we first establish a random sampling inequality for functions
in a subspace of eigenfunctions of the time-frequency localization operator, and use this to
obtain the sampling inequality for time-frequency localized functions. Finally, in Section
5, we look at an approximate reconstruction of a time-frequency localized function from
the local STFT samples and provide numerical examples.
2. Preliminaries
In this section we recall some definitions and properties about the short-time Fourier
transform and Gabor frames. For a detailed introduction to time-frequency analysis, we
refer the reader to [21].
2.1. Short-Time Fourier transform. The short-time Fourier transform (STFT) of
f ∈ L2(R) with respect to ϕ is given by
Vϕf(z) = Vϕf(x, ω) =
∫
R
f(t)ϕ(t− x) e−2piiω·tdt = 〈f, π(z)ϕ〉,
where z = (x, ω) ∈ R2 and π(z) is the time-frequency shift operator given by π(z)f =
f(t−x) e2piiω·t. The STFT is an isometry from L2(R) to L2(R2), i.e. ‖Vϕf‖2 = ‖ϕ‖2‖f‖2,
and inversion is realized using the formula
(1) f = V∗ϕ Vϕf =
∫∫
R2
Vϕf(z)π(z)ϕdz,
where the vector-valued integral above and similar expressions in the sequel are under-
stood in a weak sense, cf. [21, Section 3.2].
The membership of the STFT in Lp(R2) provides a definition of a class of function
spaces called modulation spaces. For a historical account of their development and role
in time-frequency analysis, see [14]. Let ϕ0 be the Gaussian, i.e. ϕ0(t) = e
−pit2 . The
modulation space S0(R), also known as Feichtinger’s algebra, is the space of all f ∈ L2(R)
such that ‖f‖S0 := ‖Vϕ0f‖L1(R2) < ∞. It is the smallest Banach space isometrically
invariant under time-frequency shifts and the Fourier transform, and is continuously
embedded in L2(R) and L1(R), cf. [18]. Some conditions for membership of f in S0(R)
include f being band-limited and belonging to L1(R), or both fws and fˆws belonging to
L2(R), where fˆ is the Fourier transform of f and ws(t) = (1 + t
2)s/2, s > 1.
2.2. Gabor systems and frames. Given a window function ϕ ∈ L2(R) and a countable
point set Λ ∈ R2, the Gabor system G(ϕ,Λ) is given by G(g,Λ) = {π(λ)ϕ : λ ∈ Λ}. We
say that G(ϕ,Λ) is a Gabor frame if there exist positive constants A,B > 0 such that for
all f ∈ L2(R)
A‖f‖22 ≤
∑
λ∈Λ
|〈f, π(λ)ϕ〉|2 ≤ B‖f‖22.
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Since Vϕf(z) = 〈f, π(z)ϕ〉, the above inequalities are also interpreted as sampling in-
equalities on the STFT. A result that gives an upper inequality was proved in [3]. Here,
we let Qh(v) = [v1 − h/2, v1 + 1/2]× [v2 − h/2, v2 + h/2], where h > 0, v = (v1, v2) ∈ R2
Theorem 2.1. [3, Theorem 2.2.6] Let ϕ ∈ S0(R) and let Λ be a relatively separated
set in R2, i.e. for some (and therefore every) h > 0, there is Nh(Λ) ∈ N such that
supm∈Z2 #(Λ ∩Qh(hm)) ≤ Nh(Λ). Then there exists B > 0 such that for all f ∈ L2(R),∑
λ∈Λ
|Vϕf(λ)|2 ≤ B ‖f‖22.
Remark 2.2. From the proof of [3, Theorem 2.2.6], a suitable choice for B is
(2) B = Nh(Λ)C
2
ϕ,ϕ0‖Vϕ0ϕ0‖W ‖ϕ‖2S0 ,
where Cϕ,ϕ0 = inf
{
C > 0 :
∑
n∈N |bn| ≤ C‖ϕ‖S0 , ϕ =
∑
n∈N bnπ(zn)ϕ0,
∑
n∈N |bn| <
∞, zn = (xn, ωn) ∈ R2
}
and ‖Vϕ0ϕ0‖W =
∑
m∈Z2 ess supv∈Q1(0) |Vϕ0ϕ0(v +m)|.
3. Time-Frequency Concentration via the STFT
Time-frequency localization operators as introduced by Daubechies in [9] are built
by restricting the integral in the inversion formula (1) to a subset of R2. Its properties,
connections with other mathematical topics, and applications have been topics in various
works, e.g. [24, 16, 10, 8, 1, 11, 12, 13].
Let Ω be a compact set in R2, χΩ its characteristic (or indicator) function, and ϕ a
window function in L2(R), with ‖ϕ‖2 = 1. The time-frequency localization operator HΩ,ϕ
is defined by
HΩ,ϕf =
∫∫
Ω
Vϕf(z)π(z)ϕdz = V∗ϕ (χΩ Vϕf).
The above integral can be interpreted as the portion of the function f that is essentially
contained in Ω. Moreover, the following inner product involving HΩ,ϕ measures the
function’s energy inside Ω:
(3) 〈HΩ,ϕf, f〉 =
∫∫
Ω
Vϕf(z)〈π(z)ϕ, f〉dz =
∫∫
Ω
|Vϕf(z)|2dz.
We will say that a function f ∈ L2(R) is (ε, ϕ)-concentrated inside Ω if 〈HΩ,ϕf, f〉 ≥
(1− ε)‖f‖22 or equivalently 〈(I −HΩ,ϕ)f, f〉 ≤ ε‖f‖22, where I is the identity operator.
The time-frequency localization operator HΩ,ϕ is a compact and self-adjoint operator
so we can consider the spectral decomposition
HΩ,ϕf =
∞∑
k=1
αk〈f, ψk〉ψk,
where {αk}∞k=1 are the positive eigenvalues, with αk ≤ 1 for all k, arranged in a non-
increasing order and {ψk}∞k=1 are the corresponding eigenfunctions. By the min-max
theorem for compact, self-adjoint operators, the first eigenfunction has optimal time-
frequency concentration inside Ω in the sense of (3), i.e.∫∫
Ω
|Vϕψ1(z)|2dz = max
‖f‖2=1
∫∫
Ω
|Vϕf(z)|2dz.
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We denote by PVN the orthogonal projection operator to the subspace VN spanned by
the eigenfunctions corresponding to theN largest eigenvalues ofHΩ,ϕ. The eigenfunctions
{ψk}∞k=1 form an orthonormal subset of L2(R), possibly incomplete if the kernel ker(HΩ,ϕ)
of HΩ,ϕ is nontrivial, and we write f =
∑∞
k=1〈f, ψk〉ψk+fker, where fker is the orthogonal
projection of f onto ker(HΩ,ϕ). We also have that 〈HΩ,ϕf, f〉 =
∑∞
k=1 αk|〈f, ψk〉|2. We
mention the standard estimate for the distribution of the eigenvalues of HΩ,ϕ, which
appears e.g. in [22]. The version presented in [2, Lemma 3.3] is the following:
(4)
∣∣∣#{k : αk > 1− δ} − |Ω|∣∣∣ ≤ max{1δ , 11− δ
} ∣∣∣∣
∫
Ω
∫
Ω
|Vϕϕ(z − z′)|2 dz dz′ − |Ω|
∣∣∣∣ .
In the following lemma, we establish some inequalities involving the projection of a
function on VN . These are analogues to the case where the localization operator is via
the composition of time- and band-limiting operators [5], the case of shift-invariant space
in [19], and the Dunkl setting in [20].
Lemma 3.1. Let N ∈ N and let γ ∈ R with αN ≥ γ ≥ αN+1. If f is (ε, ϕ)-concentrated
on Ω ⊂ R2d, then
‖PVN f‖22 ≥
(
1− ε
1− γ
)
‖f‖22,(5) ∥∥∥f − PVN f∥∥∥2
2
≤ ε
1− γ ‖f‖
2
2, and(6)
〈HΩ,ϕPVN f,PVNf〉 ≥ γ
(
1− ε
1− γ
)
‖f‖22.(7)
Proof : Let f be (ε, ϕ)-concentrated on Ω, and without loss of generality, let ‖f‖2 =
1. Assume that ‖PVN f‖22 =
∑N
k=1 |〈f, ψk〉|2 = K < 1 −
ε
1− γ . Since ‖f‖
2
2 = 1 =∑∞
k=1 |〈f, ψk〉|2 + ‖fker‖22 and α1 ≥ α2 ≥ · · · ≥ αN ≥ γ, we have
∑∞
k=N+1 |〈f, ψk〉|2 =
1−K − ‖fker‖22 and
∑∞
k=N+1 αk|〈f, ψk〉|2 ≤ γ(1 −K − ‖fker‖22). Moreover, since αk ≤ 1
for each k, we obtain
∞∑
k=1
αk|〈f, ψk〉|2 ≤ K + γ(1−K − ‖fker‖22)
< (1− γ)
(
1− ε
1− γ
)
+ γ − γ‖fker‖22
= 1− ε− γ‖fker‖22 < 1− ε,
where the second line follows from the assumption that K < 1 − ε
1− γ . The result-
ing inequality above contradicts the hypothesis that f is (ε, ϕ)-concentrated on Ω since
〈HΩ,ϕf, f〉 =
∑∞
k=1 αk|〈f, ψk〉|2. Hence, ‖PVN f‖22 ≥
(
1− ε
1− γ
)
‖f‖22.
The inequality in (6) follows from (5) and the orthogonality of PVN f and f − PVN f .
Finally, to prove (7), since each ψk is an eigenfunction of HΩ,ϕ with corresponding eigen-
value αk, we have
〈HΩ,ϕPVN f,PVN f〉 ≥
N∑
k=1
αk|〈f, ψk〉|2 ≥ γ‖PVN f‖22,
and the conclusion follows from (5).
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4. Relevant Sampling of the STFT
We follow the approach in [5, 19] for functions that are (ε, ϕ)-concentrated on a com-
pact region Ω in the time-frequency plane, where ϕ ∈ L2(R) with ‖ϕ‖2 = 1. We apply a
matrix Bernstein inequality due to Tropp [26]. Let αmax(A) be the largest singular value
of a matrix A so that ‖A‖ = αmax(A∗A)1/2 is the operator norm.
Theorem 4.1. [26, Theorem 1.4] Let Xj be a finite sequence of independent, random,
self-adjoint N × N -matrices. Suppose that E(Xj) = 0 and ‖Xj‖ ≤ B a.s. and let
σ2 =
∥∥∥∑rj=1 E(X2j )∥∥∥. Then for all t ≥ 0,
P
(
αmax
( r∑
j=1
Xj
)
≥ t
)
≤ N exp
(
− t
2/2
σ2 +Bt/3
)
.
We take Xj = Tj − E(Tj) and obtain estimates for ‖Xj‖, E(X2j ), and ‖
∑r
j=1 E(X
2
j )‖
in the next lemma.
Lemma 4.2. If Xj = Tj − E(Tj), then
1. ‖Xj‖ ≤ 1,
2. E(X2j ) ≤
1
|Ω|∆, and
3. σ2 =
∥∥∥ r∑
j=1
E(X2j )
∥∥∥ ≤ r|Ω| .
Proof :
1. The matrix norm of Xj is estimated as follows:
‖Xj‖ = ‖Tj − E(Tj)‖ = sup
‖c‖=1
|〈c, Tjc〉CN − 〈c,E(Tj)c〉CN |
= sup
‖f‖2=1
∣∣∣ |Vϕf(λj)|2 − 1|Ω| 〈HΩ,ϕf, f〉
∣∣∣
≤ ‖f‖22‖ϕ‖22 = 1
2. To find E(X2j ), we use (8) and obtain
E(X2j ) = E(T
2
j )− 1|Ω|E(Tj∆)−
1
|Ω|E(∆Tj) +
1
|Ω|2∆
2
= E(T 2j )− 1|Ω|E(Tj)∆−
1
|Ω|∆E(Tj) +
1
|Ω|2∆
2
= E(T 2j )− 1|Ω|2∆
2.
Now we compare T 2j and Tj .
(T 2j )km =
N∑
l=1
(Tj)kl(Tj)lm
=
N∑
k=1
〈ψk, π(λj)ϕ〉〈ψl, π(λj)ϕ〉〈ψl, π(λj)ϕ〉〈ψm, π(λj)ϕ〉
=
(
N∑
l=1
|〈ψl, π(λj)ϕ〉|2
)
(Tj)km
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= ‖PVNϕ‖22(Tj)km ≤ ‖ϕ‖22(Tj)km = (Tj)km
We thus have T 2j ≤ Tj and E(T 2j ) ≤ E(Tj) = 1|Ω|∆, so the expectation of X
2
j gives
E(X2j ) = E(T
2
j )− 1|Ω|2∆
2 ≤ 1|Ω|∆.
3. σ2 =
∥∥∥ r∑
j=1
E(X2j )
∥∥∥ ≤ r|Ω|‖∆‖ ≤ r|Ω| .
We now provide a random sampling estimate for VN .
Theorem 4.3. Let ΛΩ = {λj}j∈N be a sequence of independent and identically distributed
random variables that are uniformly distributed in Ω. Then for all ν ≥ 0 and r ∈ N, we
have
P

 inf
f∈VN ,‖f‖2=1
1
r
r∑
j=1
(|Vϕf(λj)|2 − 1|Ω| 〈HΩ,ϕf, f〉) ≤ −
ν
|Ω|

 ≤ N exp(− ν2r|Ω|(1 + ν/3)
)
.
Proof : Let f =
N∑
k=1
ckψk ∈ VN , so that
|Vϕf(λj)|2 =
N∑
k=1
N∑
l=1
ckcl〈ψk, π(λj)ϕ〉〈ψl, π(λj)ϕ〉.
We define the N ×N rank-one matrix Tj as follows:
(Tj)kl := 〈ψk, π(λj)ϕ〉〈ψl, π(λj)ϕ〉.
Note that |Vϕf(λj)|2 = 〈c, Tjc〉CN , where c is the N × 1 column vector (c1 c2 · · · cN )⊤.
Since each random variable λj is uniformly distributed over Ω, and ψk is the kth eigen-
function of the time-frequency localization operator HΩ,ϕ, the expectation of the kl-th
entry is
E ((Tj)kl) =
1
|Ω|
∫∫
Ω
〈ψk, π(z)ϕ〉〈ψl , π(z)ϕ〉 dz = 1|Ω|〈HΩ,ϕψk, ψl〉
=
1
|Ω|αkδkl k, l = 1, . . . , N,
where δkl is Kronecker’s delta. The expectation of Tj is the diagonal matrix
(8) E(Tj) =
1
|Ω| diag(αk) =:
1
|Ω|∆.
Now, the expression inside the left-hand side of (4.3) can be rewritten as
inf
f∈VN ,‖f‖2=1
1
r
r∑
j=1
(
|Vϕf(λj)|2 − 1|Ω|〈HΩ,ϕf, f〉
)
= inf
‖c‖=1
1
r
r∑
j=1
(〈c, Tjc〉CN − 〈c,E(Tj)c〉CN )
= αmin

1
r
r∑
j=1
(Tj − E(Tj))

 ,(9)
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where αmin(U) denotes the smallest eigenvalue of a self-adjoint matrix U .
It follows from Theorem 4.1, taking t = rν/|Ω|, that
P

αmin
( r∑
j=1
(Tj − E(Tj)
)
≤ − νr|Ω|

 ≤ N exp(− ν2r2|Ω|−2|Ω|−1r + |Ω|−1νr/3
)
.
Together with (9), we obtain the conclusion of the proposition.
In the next lemma, we observe a relation between the lower sampling inequality for
the space VN to that for functions that are (ε, ϕ)-concentrated in Ω.
Lemma 4.4. Let N ∈ N and αN ≥ γ ≥ αN+1. Let ϕ ∈ S0(R), with ‖ϕ‖2 = 1 and
ΛΩ = {λr}rj=1 a finite relatively separated set of points in Ω. If the inequality
(10)
1
r
r∑
j=1
|Vϕp(λj)|2 ≥ 〈HΩ,ϕp, p〉 − ν‖p‖
2
2
|Ω| ,
where ν ≥ 0, holds for all p ∈ VN , then the inequality
(11)
r∑
j=1
|Vϕf(λj)|2 ≥ A‖f‖22
holds for all f that are (ε, ϕ)-concentrated in Ω with constant
A =
r
|Ω|
(
γ − γε
1− γ − ν
)
− 2B
√
ε
1− γ ,
where B is a constant dependent on the covering index
N0 = sup
m∈Z2
#(Λ ∩Q1(m))
and the window function ϕ.
Remark 4.5.
(a) For A > 0, we need r ≥ |Ω|
(
2B
√
ε
1−γ
γ − γ ε
1−γ
− ν
)
.
(b) We note that if (10) holds and γ > ν, then {PVNπ(λj)ϕ}rj=1 is a frame for VN .
Indeed, if p ∈ VVN , then Vϕp(λj) = 〈p, π(λj)ϕ〉 = 〈p,PVNπ(λj)ϕ〉 and we have
r∑
j=1
|Vϕp(λj)|2 =
r∑
j=1
|〈p,PVNπ(λj)ϕ〉|2 ≤
r∑
j=1
‖p‖22‖ϕ‖22 = r‖p‖22.
Now, since 〈HΩ,ϕp, p〉 ≥ αN‖p‖22 ≥ γ‖p‖22, (10) together with the assumption that
γ − ν > 0 gives the lower frame inequality for {PVNπ(λj)ϕ}rj=1.
Proof : Since f = PVN f + (I − PVN )f , we have
 r∑
j=1
|Vϕf(λj)|2


1/2
≥

 r∑
j=1
|VϕPVN f(λj)|2


1/2
−

 r∑
j=1
|Vϕ(I − PVN )f(λj)|2


1/2
.
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Squaring both sides of the inequality and applying Theorem 2.1, where B is the bound
given in (2) that is dependent on N0, we get
r∑
j=1
|Vϕf(λj)|2 ≥
r∑
j=1
|VϕPVN f(λj)|2
− 2

 r∑
j=1
|VϕPVN f(λj)|2


1/2
 r∑
j=1
|Vϕ(I − PVN )f(λj)|2


1/2
+
r∑
j=1
|Vϕ(I − PVN )f(λj)|2
≥
r∑
j=1
|VϕPVN f(λj)|2 − 2B‖PVN f‖2‖(I − PVN )f‖2
≥
r∑
j=1
|VϕPVN f(λj)|2 − 2B
√
ε
1− γ ‖f‖
2
2,
where the last inequality follows from ‖PVN f‖2 ≤ ‖f‖2 and Lemma 3.1(2). By hypothesis
(10) and Lemma 3.1, we obtain
r∑
j=1
|Vϕf(λj)|2 ≥
r∑
j=1
|VϕPVN f(λj)|2 − 2B
√
ε
1− γ ‖f‖
2
2
≥ r|Ω| 〈HΩ,ϕPVN f,PVNf〉 −
r ν
|Ω|‖PVN f‖
2
2 − 2B
√
ε
1− γ ‖f‖
2
2
≥ r|Ω|γ
(
1− ε
1− γ
)
‖f‖22 − r ν|Ω|‖f‖
2
2 − 2B
√
ε
1− γ ‖f‖
2
2.
So we can take A as
A =
r
|Ω|
(
γ − γε
1− γ − ν
)
− 2B
√
ε
1− γ .
For the succeeding results, let Ω be a compact set in R2 that would need at most
|Ω|+ ǫ1 cubes Q1(m), with ǫ1 ≥ 0, to cover it.
Lemma 4.6. Let ΛΩ = {λj}rj=1 be a finite sequence of independent and identically dis-
tributed random variables that are uniformly distributed in Ω. Let a > |Ω|−1. Then
P(N0 > ar) ≤ (|Ω|+ ǫ1) exp
(
− r(a ln(a|Ω|)− (a− |Ω|−1))).
Proof : If N0 > ar, then for at least one m, Q1(m) must contain at least ar points from
ΛΩ. So we have
(12) P(N0 > ar) ≤ (|Ω|+ ǫ1) sup
m∈Z2
P(#(ΛΩ ∩Q1(m)) > ar).
We fix m ∈ Z2. For any b > 0, it follows from Chebyshev’s inequality that
P(#(ΛΩ ∩Q1(m)) > ar) = P
( r∑
j=1
χQ1(m)(λj) > ar
)
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≤ e−bar E exp
(
b
r∑
j=1
χQ1(m)(λj)
)
.
Since the λ’s are uniformly distributed over ΛΩ, it follows that χQ1(m)(λj) = 1 with
probability at most |Ω|−1 and otherwise is 0. And by the independence,
P(#(ΛΩ ∩Q1(m)) > ar) ≤ e−bar
r∏
j=1
E exp(bχQ1(m)(λj))
≤ e−bar ((1− |Ω|−1) + eb|Ω|−1)r = e−bar (1 + (eb − 1)|Ω|−1)r
≤ e−bar (exp ((eb − 1)|Ω|−1))r.
We choose b = ln(a|Ω|) that optimizes the last term, which becomes
exp
(
− r(a ln(a|Ω|)− (a− |Ω|−1))).
Substituting this expression in (12) gives the desired result.
We now combine the result in Theorem 4.3 with the estimates obtained in Lemma 4.4
and Lemma 4.6, and choose appropriate values of the parameters ε and ν to prove the
next theorem. We take γ = 1/2 so that N is around |Ω|, say N = |Ω|+ ǫ2, by (4). From
the bound B in (2), we take N1(Λ) = N0 and we let Cϕ = B/N0.
Theorem 4.7. Let ΛΩ = {λj}j∈N be a sequence of identically distributed random vari-
ables that are uniformly distributed in Ω, and let ϕ be a window function in S0(R) with
‖ϕ‖2 = 1. Suppose
ε <
1
4(1 + 6
√
2Cϕ)2
and ν <
1
2
− (1 + 6
√
2Cϕ)
√
ε.
If we let
A =
r
|Ω|
(
1
2
− ε− ν − 6
√
2Cϕ
√
ε
)
,
then the sampling inequality
(13) A‖f‖22 ≤
r∑
j=1
|Vϕf(λj)|2 ≤ r‖f‖22,
for all (ε, ϕ)-concentrated functions, holds with probability at least
(14) 1− (|Ω|+ ǫ2) exp
(
− ν
2r
|Ω|(1 + ν/3)
)
− (|Ω|+ ǫ1) exp
(
− r|Ω| (3 ln 3− 2)
)
.
Proof : Since |Vϕf(λj)| = |〈f, π(λj)ϕ〉| ≤ ‖f‖2, the right-hand side of (13) follows imme-
diately. We take a = 3|Ω|−1. Let
V1 =
{
inf
f∈VN , ‖f‖2=1
1
r
r∑
j=1
(
|Vϕf(λj)|2 − 1|Ω| 〈HΩ,ϕf, f〉
)
≤ − ν|Ω|
}
and let
V2 = {N0 > ar}.
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It follows from Theorem 4.3 and Lemma 4.6 that the probability of (V1∪V2)c is bounded
below by (14). And by Lemma 4.4, we have that
r∑
j=1
|Vϕf(λj)|2 ≥ A‖f‖22
for all (ε, ϕ)-concentrated functions f such that (V1 ∪V2)c holds. With N0 = 3|Ω|−1, the
lower bound in (11) becomes A =
r
|Ω|
(
1
2
− ε − ν − 6√2Cϕ
√
ε
)
. The assumptions on ε
and ν would guarantee that A > 0.
Remark 4.8. With N = |Ω|+ ǫ2 and 0 < ν < 1/2− (1 + 6
√
2Cϕ)
√
ε, if δ is given and
r ≥ max
{
|Ω|1 + ν/3
ν2
ln
2(|Ω| + ǫ2)
δ
,
|Ω|
3 ln 3− 2 ln
2(|Ω| + ǫ1)
δ
}
= |Ω|1 + ν/3
ν2
ln
2(|Ω| + ǫ2)
δ
,
then the probability in (14) will be larger than 1− δ.
5. Approximate Reconstruction
In this section, we look at the approximate reconstruction of a function f that is (ε, ϕ)-
concentrated in Ω. As in the set of band-limited functions that are essentially supported
in an interval considered in [5], the set of (ε, ϕ)-concentrated functions on Ω is not a
linear space. Indeed, consider the eigenfunction ψM corresponding to the eigenvalue
αM > 1 − ε. Let h =
∑
k∈N ckψk such that the sequence {ck}k∈N satisfies the following
conditions:
0 < cM <
1− ε
αM
,
∑
k∈N
|ck|2 = 1, and
∑
k∈N
αk|ck|2 = 1− ηε, 1 < η < 1ε .
It follows that ‖h‖2 = 1 and 〈HΩ,ϕh, h〉 = 1−ηε < 1−ε so that h is not (ε, ϕ)-concentrated
on Ω. Choose δ such that 0 < δ ≤ 2cM (αM − (1− ε))
ε(η − 1) , and let f = ψM + δh. We calculate
〈HΩ,ϕf, f〉 = 〈HΩ,ϕψM , ψM 〉+ 2δRe〈HΩϕψM , h〉 + δ2〈HΩ,ϕh, h〉
= αM + 2δαM cM + δ
2(1− ηε).
It follows from the conditions above that the right-hand side of the equation is greater
than (1+2δcM + δ
2)(1− ε), which in turn is equal to ‖f‖22(1− ε). So f and ψM are both
(ε, ϕ)-concentrated on Ω, but f − ψM = δh is not.
Moreover, it is possible to find distinct functions that are (ε, ϕ)-concentrated on Ω
but have the same STFT samples in Ω. Given a set ΛΩ = {λj}rj=1 ⊂ Ω, we consider
Φ = span{π(λ)ϕ : λ ∈ ΛΩ} and let φ be an element of the orthogonal complement Φ⊥
of Φ, so that Vϕφ(λ) = 〈φ, π(λ)ϕ〉 = 0 for all λ ∈ ΛΩ. If we let f be (ε, ϕ)-concentrated
on Ω with ‖f‖2 = 1 and 〈HΩ,ϕf, f〉 > 1− ε, and we let f˜ = f + δφ, δ > 0, then we have
Vϕf˜(λ) = Vϕf(λ) and we can choose δ small enough so that f˜ is also (ε, ϕ)-concentrated
on Ω.
Nonetheless, similar to [5, Lemma 6], it is possible to approximate f from the local
time-frequency samples as shown in the following lemma.
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Lemma 5.1. Let {λk}rk=1 be a finite subset of Ω. Then the solution to the least square
problem
(15) popt = argmin
p∈VN


r∑
j=1
|Vϕf(λj)− Vϕp(λj)|2


satisfies the error estimate
(16)
r∑
j=1
|Vϕf(λj)− Vϕpopt(λj)|2 ≤ B ε
1− γ ‖f‖
2
2
for all f that are (ε, ϕ)-concentrated in Ω.
Proof : The result follows from Theorem 2.1 and (6):
r∑
j=1
|Vϕf(λj)− Vϕpopt(λj)|2 ≤
r∑
j=1
|Vϕf(λj)− VϕPVN f(λj)|2
≤ B‖(I − PVN )f‖22
≤ B ε
1− γ ‖f‖
2
2.
We illustrate the approximate reconstruction from the local time-frequency samples
in the finite discrete setting (CL, L = 480). The experiment was done in MATLAB and
the code can be downloaded from the following link:
https://drive.google.com/open?id=0BxekIvg-b--xN0FmeHU2SWs1Rjg .
In this example, Ω is a circular region of radius 120 pixels and the window function ϕ
is a Gaussian. We consider the time-frequency localization operator HΩ,ϕ and N = 94
eigenfunctions corresponding to the eigenvalues of HΩ,ϕ greater than γ = 1/2 that form
the subspace VN . We let f1 and f2 be functions that are (ε1, ϕ)- and (ε2, ϕ)-concentrated
in Ω, with ε1 > ε2 so that f1 is less concentrated in Ω than f2, and consider r = 300
distinct sampling points ΛΩ = {λj}rj=1 on the time-frequency plane. The STFT of f1
and f2 together with the sampling points are shown in Figure 1 below.
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Figure 1. STFT of f1 and f2 and irregular sampling points in Ω
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We solve the least square problem in (15) via the conjugate gradient method applied to
the corresponding normal equations and obtain popt in 47 iterations. The relative error√∑r
j=1 |Vϕf(λj)− Vϕp(λj)|2
‖f‖2
for each case is computed and summarized in the table below.
εi, i = 1, 2 relative error error bound in (16)
f1 0.0335 0.13298 0.72491
f2 1.8252 × 10−9 2.0717 × 10−7 1.6927 × 10−4
The results illustrate (16) in the sense that for functions that are more concentrated in
Ω, i.e. with smaller ε, better approximate solutions can be obtained by solving for popt
in (15).
Finally, we note that by Remark 4.5(b), if the frame property is satisfied and f ∈
VN , then perfect reconstruction can be obtained from the local samples {Vϕf(λj)}rj=1,
i.e. popt = f . The reconstruction procedure was applied to a function f in VN and the
tolerance of 10−12 was attained also in 47 iterations.
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