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Two-orbital model for CeB6
Dheeraj Kumar Singh∗
Harish-Chandra Research Institute, Chhatnag Road, Jhunsi, Allahabad 211019, India
We describe a two-orbital tight-binding model with bases belonging to the Γ8 quartet. It cap-
tures several characteristics of the Fermiology unravelled by the recent angle-resolved photoemission
spectroscopic (ARPES) measurements on cerium hexaboride CeB6 samples cleaved along different
high-symmetry crystallographic directions, which includes the ellipsoid-like Fermi surfaces (FSs)
with major axes directed along Γ-X. We calculate various multipolar susceptibilities within the
model and identify the susceptibility that shows the strongest divergence in the presence of stan-
dard onsite Coulomb interactions and discuss it’s possible implication and relevance with regard to
the signature of strong ferromagnetic correlations existent in various phases as shown by the recent
experiments.
PACS numbers: 71.27.+a,75.25.Dk
I. INTRODUCTION
Strongly correlated f -electron systems exhibit a wide
range of ordering phenomena including various magnetic
orderings as well as superconductivity.1,2 However, they
are notorious for possessing complex ordered phases or
so called ’hidden order’, which are sometimes not easily
accessible experimentally because of the ordering of mul-
tipoles of higher rank such as electric quadrupolar, mag-
netic octupole etc. than the rank one magnetic dipole.3,4
This marked difference from the correlated d-electron sys-
tem is a result of otherwise a strong spin-orbit coupling
existent in these systems. Recent predictions of samar-
ium hexaboride (SmB6) to be a topological Kondo insu-
lator has led to an intense interest and activities in these
materials.5
CeB6 with a simple cubic crystal structure is one of
the most extensively studied f -electron system both the-
oretically as well as experimentally. Apart from the
pronounced Kondo lattice properties, it undergoes two
different types of ordering transition as a function of
temperature despite it’s simple crystal structure.6 First,
there is a transition to the AFQ phase with ordering
wavevector Q1 = (pi, pi, pi) at TQ ≈ 3.2K, which has long
remained hidden to the standard experimental probes
such as neutron diffraction.7–11 Then, another transition
to the AFM phase with double Q2 commensurate struc-
ture withQ2 = (pi/2, pi/2, 0) takes place at TN ≈ 2.3K.12
Significant progress has been made recently through
the experiments in understanding the nature of above
mentioned phases of CeB6. Magnetic spin reso-
nance, for instance, has been observed in the AFQ
phase13,14 with it’s origin attributed to the ferromagnetic
correlations15,16 as in the Yb compounds, e.g., YbRh,15
YbIr2Si2,
17 and one Ce compound CeRuPO.18 On the
other hand, according to a recent inelastic neutron-
scattering (INS) experiment, AFM phase is rather a coex-
istence phase consisting of AFQ ordering as well.19 In an-
other INS measurements, low-enengy ferromagnetic fluc-
tuations have been reported to be more intense than the
mode corresponding to the magnetic ordering wavevector
Q2 in the AFM phase, which stays though with reduced
intensity even in the pure AFQ phase.20 Overall picture
emerging from these experiments and hotspot observed
near Γ by ARPES imply the existence of strong ferro-
magnetic fluctuations in various phases of CeB6.
So far most of the theoretical studies have focused
on the localized aspects of 4-f electron while neglect-
ing the itinerant character when investigating multipole
orderings.10,11,21 However, this may appear surprising be-
cause the estimates of density of states (DOS) for CeB6
at the Fermi level from low-temperature specific heat
measurement as well as from the effective mass measure-
ment from de Haas-van Alphen (dHvA) gives a signifi-
cantly larger value when compared to the paramagnetic
metal such as LaB6 provided that the FSs are consid-
ered same in both the compounds.22 In the temperature
regime T > TQ, it exhibits a typical dense Kondo behav-
ior dominated by Fermi liquid with a Kondo temperature
of the order of TN and TQ.
23 Moreover, a low energy
dispersionless collective mode at Q1 has been observed
in the INS experiments, which is well within the single
particle charge gap present in the coexistence phase.19
The existence of such spin excitons have been reported
in several superconductors24 as well as heavy-ferimion
compounds25 previously, and explanation for the origin
of such modes has been provided in terms of correlated
partilce-hole excitation a characteristics of the itinerant
systems.
Recent advancement based on a full 3D tomographic
sampling of the electronic structure by the APRES has
unraveled the FSs in the high-symmetry planes of cubic
CeB6.
26,27 FSs are found to be the cross sections of the
ellipsoids, which exclude the Γ point and are bisected
by (100) plane at kz = pi. The largest semi-principle
axes of the ellipsoid coincides with Γ-X. Based on the
FS characteristics, it has been suggested that multipole
order may arise due to the nesting as the shifting of one
ellipsoid by nesting vector (pi, pi, pi) into the void formed
in between other three can result in a significant overlap.
Interestingly, the features of FS bear several similarities
to those of LaB6, which has also been suggested by earlier
estimates based mainly on the dHvA experiments22,28 as
2well as by several band-structure calculations.29–31
Despite various experimental works on the FSs of
CeB6, no theoretical studies of ordering phenomena have
been carried out within the models based on the realistic
electronic structure, and therefore the nature of instabil-
ity or fluctuations that will arise in that case is of strong
current interest. To address this important issue, we pro-
pose to discuss a two-orbital tight-binding model with
energy levels belonging to the Γ8 quartet. The model
reproduces the experimentally measured FSs well along
the high-symmetry planes namely (100), (110) etc, which
are part of the ellipsoid like three-dimensional FSs with
the squarish cross sections. With this realistic electronic
structure, we examine the nature of of instability or fluc-
tuations in the Hubbard-like model with standard onsite
Coulomb interaction terms considered usually in a multi-
orbital system such as iron-based superconductors. This
is accomplished by studying behavior of the susceptibili-
ties corresponding to the various multipolar moments.
II. MODEL HAMILTONIAN
Single particle state in the presence of strong spin-orbit
coupling is defined by using total angular momentum j =
l + s, which yields low-lying sextet and high-lying octet
for j = 5/2 and 7/2, respectively in the case of f -electron
with l = 3. Therefore, with the number of electrons n
being 1, it is the low lying sextet, which is relevant in
the case of Ce3+ ions. These ions are in the octahedral
environment with corners being occupied by the six B
ions. Therefore, the sextet is further split into Γ8 quartet
which forms the ground state of CeB6 and a high lying
Γ7 doublet separated by ∼ 500K. Γ8 quartet involves
two Kramers doublet and each doublet can be treated as
spin- 1
2
system.32
Using Γ8 quartet, kinetic part of our starting Hamil-
tonian is
H0 =
∑
i,j
∑
µ,ν
∑
σ,σ′
tµσ;νσ
′
i;j (f
†
iµσfjνσ′ +H.c.), (1)
where tµσ;νσ
′
i;j are the hopping elements from orbital µ
with psuedospin σ at site i to orbital ν with psuedospin
σ′ at site j. The operator f †iµσ (fiµσ) creates (destroys)
a f electron in the µ orbital of site i with psuedo spin σ.
These are given explicitly in terms of the z-components
of the total angular momentum j = 5/2 as follows,
fi1↑ =
√
5
6
ci− 5
2
+
√
1
6
ci 3
2
fi1↓ =
√
5
6
ci 5
2
+
√
1
6
ci− 3
2
fi2↑ = ci− 1
2
, fi2↓ = ci 1
2
. (2)
As can be seen in Fig. 1, Γ8 orbitals are similar in struc-
ture to the d-orbitals dx2−y2 and d3z2−r2 .
FIG. 1. Γ8(1) and Γ8(2) orbitals with a similar structure as
d-orbitals dx2−y2 and d3z2−r2 , respectively.
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FIG. 2. (a) Electron dispersions along high-symmetry direc-
tion Γ-X-M-Γ-R and (b) DOS, which is peaked near the Fermi
level.
Kinetic energy after the Fourier transform can be ex-
pressed in terms of Γ matrices defined as Γˆ0,1,2,3,4,5 =
(τˆ0σˆ0, τˆz σˆ0, τˆxσˆ0, τˆyσˆx, τˆy σˆy, τˆyσˆz), where σis and τis are
Pauli’s matrices corresponding to the spin and orbital
degrees of freedom, respectively. So that
∑
k
Ψ†kHkΨk =
∑
k
∑
i=0,1,..,5
Ψ†kd
i(k)ΓiΨk. (3)
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FIG. 3. Electron dispersions along high-symmetry plane (a)
(100), (b) at pi along (100), (c) (110) and (d) (111) obtained
for the chemical potential µ = 16.4.
3Here, Ψ†k = (f
†
k1↑, f
†
k2↑, f
†
k1↓, f
†
k2↓) is the electron field
with di(k)s
d0(k) = −µ+ 8tφ0(k) + 28
3
t′φ′0(k) +
128
9
t′′φ′′0 (k)
d1(k) = 4tφ1(k)− 2
3
t′φ′1(k)
d2(k) = −4
√
3tφ2(k) +
2√
3
t′φ′2(k)
d3(k) =
16√
3
t′φ′3(k) +
128
9
√
3
t′′φ′′3 (k)
d4(k) =
16√
3
t′φ′4(k) +
128
9
√
3
t′′φ′′4 (k)
d5(k) =
16√
3
t′φ′5(k) +
128
9
√
3
t′′φ′′5 (k). (4)
t′ and t′′ are the second and third next-nearest neighbor
hoping parameters. Various φ(k)s are expressed in terms
of cosines and sines of the components of momentum in
the Brillouin zone as
φ0 = cos kx + cos ky + cos kz
φ′0 = cos ky cos kz + cos kz cos kx + cos kx cosky
φ1 = cos kx + cos ky − 2 coskz
φ′1 = cos ky cos kz + cos kz cos kx − 2 coskx cos ky
φ2 = cos kx − cos ky
φ′2 = cos ky cos kz − cos kz cos kx
φ′3 = sin ky sinkz
φ′4 = sin kz sin kx
φ′5 = sin kx sinky
φ′′0 = cos kx cos ky cos kz
φ′′3 = cos kx sin ky sinkz
φ′′4 = sin kx cos ky sinkz
φ′′5 = sin kx sinky cos kz . (5)
In the absence of the second and third nearest-neighbor
hopping, the kinetic part of the Hamiltonian reduces to
that of manganites33 with the only difference of a con-
stant multiplication factor. In the following, the unit of
energy is set to be t. Calculated electron dispersions for
t′ = −0.38 and t′′ = 0.18, which consists of doubly de-
generate eigenvalues, are shown in Fig. 3(a) along the
high symmetry directions. A large hole pocket near X
and the extrema exhibited by two bands near Γ just be-
low the Fermi level are broadly in agreement with 4f
dominated part in the band-structure calculations. The
density of states (DOS) show two peaks with larger one
being in the vicinity of the Fermi level (Fig. 3(b)). It
is not unexpected particularly because of the flatness of
the two bands near Γ contributing mostly to the DOS
at the Fermi level. Interestingly, a hot spot near Γ has
been observed also in the ARPES measurements, which
points towards the possibility of strong ferromagnetic
fluctuations.27 Here, the chemical potential is chosen to
be 16.4 to obtain a better agreement with the ARPES
FSs.
FIG. 4. Fermi surfaces in the Brillouin zone for the chemical
potential µ = 16.4.
Fig. 3 shows FSs cut along different high-symmetry
planes. It has an ellipse-like structure with major axis
aligned along Γ-X for the (100) plane while touching each
other along Γ-M direction. On the other hand, the par-
allel plane at (0, 0, pi) consists of a single squarish pocket
around that point. In the absence of four-fold rotation
symmetry for the (110) plane, two large ellipse-like FSs
surfaces are present with the major axes along Γ-Y direc-
tion while small pockets exist along Γ-X direction. The
six-fold rotation symmetry is reflected by the six pockets
along (111) plane. All of them are obtained from the FSs
shown in the whole Brillouin zone as in the Fig. 3. It con-
sists of an ellipsoid-like FSs with largest semi-principal
axes coinciding with Γ-X, however, with a squarish cross
section. An overall good agreement exists with the sev-
eral recent ARPES measurements.26,27 ARPES estimates
are believed to more reliable when compared with the ear-
lier estimates from dHvA experiments carried out in the
presence of magnetic field as the latter has the potential
to affect the hot spots.
III. MULTIPOLAR SUSCEPTIBILITIES
Sixteen multipolar moments can be defined for the Γ8
state including one charge, three dipole, five quadrupole
and seven octapole, which are rank-0, rank-1, rank-2 and
rank-3 tensors, respectively. The dipole belongs to the
Γ−4 irreducible representation, where − sign denote the
breaking of time reversal symmetry. It’s components are
given by the outer product of Pauli’s matrices τˆ0σˆis. The
quadrupole moments belonging to Γ+3 are τˆxσˆ0 and τˆzσˆ0
while those belonging to Γ+5 irreducible representations
are expressed as τˆiσˆys. The octapular moments with Γ
−
2
representation is τˆyσˆ0, whereas the z-component of those
belonging to Γ−4 and Γ
−
5 are 2τˆzσˆz and 2τˆxσˆz , respec-
tively.
In order to examine the multipolar ordering instabil-
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FIG. 5. (a) Magnetic and quadrupolar static susceptibilities along high-symmetry direction Γ-X-M-Γ-R. (b) Octapolar static
susceptibilities.
 0
 2
 4
 6
 8
q
X M ΓΓ R
(a)
χR
0z,0z
 0
 0.2
 0.4
 0.6
q
X M ΓΓ R
(b) χRy0,y0
χR
xz,xz
χR
zz,zz
χR
yz,yz
χR
z0,z0
χR
x0,x0
FIG. 6. Multipolar static susceptibilities calculated at the RPA-level for U = 15 and J = 0.16U . (a) Spin susceptibility diverges
near (0, 0, 0). (b) For the same set of interaction parameters quadrupolar and octapolar susceptibilities are divergenceless.
ities, we calculate susceptibilities while considering only
the z-component whenever component along three coor-
dinate axes are present as that will be sufficient because
of the cubic symmetry. Multipolar susceptibilities are
defined as34
χpq,rs(q, iωn) =
1
β
∫ β
0
dτeiωnτ 〈Tτ [Opqq (τ)Ors−q(0)]〉, (6)
where
Opqq =
∑
k
∑
σσ′
∑
µµ′
f †µσ(k + q)τ
p
µµ′σ
q
σσ′fµ′σ′(k). (7)
They can be expressed in terms of
χσ1σ2;σ4σ3µ1µ2;µ4µ3(q, iωn) =
1
β
∫ β
0
dτ
∑
k,k′
〈Tτf †k+qµ1σ1(τ)fkµ2σ2(τ)
× f †k′−q′µ3σ3(0)fk′µ4σ4(0)〉 (8)
which form a 16×16 matrix. Thus, the dipole or spin
susceptibility is given by
χ0z,0z(q, iωn) =
∑
σσ′
∑
µµ′
σσ′χσσ;σ
′σ′
µµ;µ′µ′ (q, iωn), (9)
where σ and µ in front of χ takes +1 or -1 corresponding
to the two spin or orbital degrees of freedom. Various
quadrupolar and octapolar susceptibilities are given as
χx0,x0(q, iωn) =
∑
σ
∑
µµ′
χσσ;σσµµ¯;µ′µ¯′(q, iωn)
χz0,z0(q, iωn) =
∑
σ
∑
µµ′
µµ′χσσ;σσµµ;µ′µ′(q, iωn)
χyz,yz(q, iωn) = −i2
∑
σσ′
∑
µµ′
σσ′µµ′χσσ;σ
′σ′
µµ¯;µ′µ¯′ (q, iωn)
(10)
and
χy0,y0(q, iωn) = −i2
∑
σ
∑
µµ′
µµ′χσσ;σσµµ¯;µ′µ¯′(q, iωn)
χxz,xz(q, iωn) =
∑
σσ′
∑
µµ′
σσ′χσσ;σ
′σ′
µµ¯;µ′µ¯′ (q, iωn)
χzz,zz(q, iωn) =
∑
σσ′
∑
µµ′
σσ′µµ′χσσ;σ
′σ′
µµ;µ′µ′ (q, iωn), (11)
respectively.
Fig. 5 shows different static multipolar susceptibili-
ties with well-defined peaks for some while broad hump
like structure for the other. Particularly, the spin sus-
ceptibility χ¯0z,0z is, among all, sharply peaked, how-
ever, at ≈ Q3 = (0, 0, 0). Quadrupolar susceptibility
χ¯yz,yz corresponding to the AFQ order observed in ex-
periments, on the other hand, does shows a peak nearQ1.
Other quadrupolar susceptibility χ¯x0,x0 is peaked near ≈
5Q3 while χ¯
z0,z0 has a broad hump like structure near
(pi, 0, 0) and a peak slightly away from (pi/2, pi/2, pi/2).
We further note that χ¯x0,x0 = χ¯xz,xz, χ¯y0,y0 = χ¯yz,yz
and χ¯z0,z0 = χ¯zz,zz as shown in Fig. 5(b)
IV. MULTIPOLAR SUSCEPTIBILITIES IN THE
PRESENCE OF INTERACTION
In order to investigate the role of electron-electron cor-
relation, we consider the standard onsite Coulomb inter-
action terms given as
Hint = U
∑
i,µ
niµ↑niµ↓ + (U
′ − J
2
)
∑
i,µ<ν
niµniν
− 2J
∑
i,µ<ν
Siµ · Siν + J
∑
i,µ<ν,σ
f †iµσf
†
iµσ¯fiνσ¯fiνσ,
(12)
in a manner similar to the various correlated multiorbital
systems. First term represents the intraorbital Coulomb
interaction for each orbital. Second and third term repre-
sent the density-density interaction and Hund’s coupling
between the two orbitals. Fourth term represents the
pair-hopping energy whereas the condition U ′ = U - 2J
is essential for the rotational invariance.
Multipolar susceptibilities in the presence of interac-
tion can be obtained from Dyson’s equation yielding
χˆR(q, iω) = (1ˆ− Uˆ χˆ(q, iω))−1χˆ(q, iω). (13)
Here, 1ˆ is a 16× 16 identity matrix, whereas the interac-
tion matrix is given by35
Uσ1σ2;σ3σ4µ1µ2;µ3µ4
=


−U (µ1 = µ2 = µ3 = µ4, σ1 = σ2 6= σ3 = σ4)
−U ′ (µ1 = µ2 6= µ3 = µ4, σ1 = σ2 6= σ3 = σ4)
−J (µ1 = µ4 6= µ2 = µ3, σ1 = σ2 6= σ3 = σ4)
−J ′ (µ1 = µ3 6= µ2 = µ4, σ1 = σ2 6= σ3 = σ4)
−(U − J ′) (µ1 = µ2 6= µ3 = µ4, σ1 = σ2 = σ3 = σ4)
(U − J ′) (µ1 = µ4 6= µ2 = µ3, σ1 = σ2 = σ3 = σ4)
U (µ1 = µ2 = µ3 = µ4, σ1 = σ4 6= σ2 = σ3)
U ′ (µ1 = µ4 6= µ2 = µ3, σ1 = σ4 6= σ2 = σ3)
J (µ1 = µ2 6= µ3 = µ4, σ1 = σ4 6= σ2 = σ3)
J ′ (µ1 = µ3 6= µ2 = µ4, σ1 = σ4 6= σ2 = σ3)
0 (otherwise)
.
(14)
Fig. 6 show the multipolar static susceptibilities at the
RPA-level. As expected, the RPA spin susceptibility re-
quires the smallest critical interaction strength U = 15
(U/W < 1/3) with J = 0.16U to show the divergence.
Interestingly, it diverges near Q3 instead of at the AFM
ordering wave vector Q2, which is not surprising because
there exists a large DOS near Γ that leads also to the
peak near Q3 in bare spin suspceptibility. Thus, AFQ
instability corresponding to the Γ+5 representation is ab-
sent in the model despite the bare quadurpole susceptibil-
ity being peaked near Q1. However, we believe that the
strong low-energy ferromagnetic fluctuations in the para-
magnetic phase may have important implications for the
persistent ferromagnetic correlations in various ordered
phases as observed by various experiments.14,20
V. CONCLUSIONS AND DISCUSSIONS
In conclusions, we have described a tight-binding
model with the bases as Γ8, which captures the salient
features of the Fermi surfaces along the high-symmetry
planes as observed in the ARPES measurements. A large
density of state is obtained near the Fermi level due to
the flatness of the bands close to Γ, which bears a re-
markable similarity to the hot-spot observed in another
ARPES experiments. Multipolar susceptibilities calcu-
lated with the standard onsite Coulomb interactions as
in other multiorbital systems show that it is the spin
susceptibility that exhibits strongest diverging behavior.
Moreover, it does so in the low-momentum region imply-
ing an underlying ferromagnetic instability.
It is clear that nature of the instability obtained with
the realistic electronic structure is different from the ac-
tual order in CeB6. However, it is important to note that
some of the recent experiments have provided the evi-
dence of strong ferromagnetic correlations in the ordered
phases. For instance, there exists magnetic spin reso-
nance in the AFQ phase, which has been attributed to
the FM correlations. Further, the most intense spin-wave
excitation modes have been observed at zero-momentum
instead of the AFM ordering wavevector by the INS mea-
surements in the coexistence phase, which continues to
be present even in the AFQ phase. A similar INS mea-
surement in the paramagnetic phase is highly desirable
to probe the existence of ferromagnetic correlations in
the paramagnetic phase. So far only an indirect indica-
tion in the form of hot-spot observed by ARPES near
Γ is available. In order to understand above mentioned
features, we believe that the strong low-energy ferromag-
netic fluctuations obtained within the two-orbital model
with the realistic electronic structure may be an impor-
tant step. To explain AFQ and other multipole order, it
would perhaps be necessary to include the local-exchange
terms involving AFQ and multipolar moments. Such a
proposal should be the subject matter of future inves-
tigation in order to describe various complex ordering
phenomena as well as associated unusual features within
a single model.
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