



OBSTACLES MAPPING BASED ON 3-D 
PERCEPTION  













DOCTOR OF PHILOSOPHY 
 




OBSTACLES MAPPING BASED ON 3-D PERCEPTION  










Thesis submitted in fulfillment of the requirements 
for the award of the degree of 




Faculty of Electrical & Electronics Engineering 





We hereby declare that We have checked this thesis and in our opinion, this thesis is 
adequate in terms of scope and quality for the award of the degree of Doctor of 






 (Supervisor’s Signature) 
Full Name  : DR. MOHD RAZALI DAUD 
Position  : ASSOCIATE PROFESSOR 





 (Co-supervisor’s Signature) 
Full Name  : DR. SAIFUDIN RAZALI 
Position  : SENIOR LECTURER 




I hereby declare that the work in this thesis is based on my original work except for 
quotations and citation which have been duly acknowledged. I also declare that it has 
not been previously or concurrently submitted for any other degree at Universiti 





 (Student’s Signature) 
Full Name : MS HENDRIYAWAN ACHMAD  
ID Number : PEL14003 





This thesis would not have been possible without the guidance and help of several 
individuals, whom in one way or another contributed and extended their valuable 
assistance in the preparation and completion of this thesis. 
First and foremost, I would like to express my deepest gratitude to my supervisor, 
Assoc. Prof. Dr. Mohd Razali Daud, who has been helpful and supportive of my 
research infinitely, for the generous support, constant encouragement and guidance, 
inspiration, and valuable time that he spent on supervising my research. The continuous 
advice and supervision provided by him have taught me a lot about how to be a good 
researcher. I am also thankful for the time, valuable advice, and ideas from my co-
supervisor, Dr. Saifudin Razali. Moreover, I would like to express my gratitude to 
Indonesians lecturer at the Universiti Malaysia Pahang, such as Dr. Tedi Kurniawan, Dr. 
Anwarudin Hisyam, Dr. Dwi Pebrianti, Dr. Gigih Priyandoko, Dr. Yuli Panca Asmara 
for the continuous moral support and concern. 
I would also like to convey a million thanks to my friends and the members of Robotics 
and Unmanned Systems Group (RUS) from the Instrumentation and Control 
Engineering (iCE) research cluster for their help and constant support. Special thanks to 
the Ministry of Education (MoE) of Malaysia, Universiti Malaysia Pahang (UMP). 
My utmost appreciation goes to my beloved: wife Bayu Noviana Astarini, daughter 
Anami Arduina Achmad, parents Agus Achmad and Roicha Hayati for their sacrifices, 
patience, and understanding throughout the past three years. I would also like to thank 
my dearest parents-in-law Untung Sudarsono and Rini Endah Subekti, and sibling-in-
law Dynasti Annisa, and my whole family for the steadfast encouragements and moral 
supports. They have been my inspiration as I hurdle all the obstacles in the completion 
of this research work and my entire study life. 
Last but not the least, the one above all of us, the omnipresent God, for answering my 
prayers and giving me the strength to plod on, despite my continuous wanting to give up 







Banyak penyelidik terdahulu telah menawarkan pemetaan dua dimensi untuk navigasi 
robotik. Walau bagaimanapun, kerana pemetaan dua dimensi hanya dapat mengesan 
halangan di bidang satah, penyelidik mencari cara lain yang lebih baik untuk 
mengetahui halangan di kawasan sfera. Kelemahan pemetaan dua dimensi untuk 
navigasi robot adalah bahawa ia tidak dapat mengesan halangan yang mempunyai 
perbezaan ketinggian. Penyelidikan ini menawarkan beberapa tahap untuk membina 
peta tiga dimensi. Tahap pertama adalah mengembangkan robot bergerak sebagai 
platform ujian. Robot memproyeksikan halangan dengan mengukur jarak menggunakan 
kamera kedalaman untuk mendapatkan maklumat geometri rintangan dalam bentuk titik 
klausa yang menunjukkan kedudukan mercu tanda pada koordinat X, Y, dan Z. Tahap 
kedua menawarkan kaedah menganggarkan peralihan dan putaran robot dengan tepat 
menggunakan teknik peleburan sensor, yang merupakan gabungan odometri roda, 
odometri visual, dan odometri inersia. Odometri roda menganggarkan kedudukan robot 
berdasarkan maklumat mengenai kelajuan putaran roda tanpa dipengaruhi oleh 
kehadiran cahaya, magnet, atau vektor graviti, tetapi odometri roda mempunyai masalah 
pengumpulan ralat. Odometri visual melakukan fungsi anggaran berdasarkan gambar 
visual dengan gabungan kaedah Features from Accelerated Segment Test (FAST) dan 
singular value decomposition (SVD). Walau bagaimanapun, odometri visual sangat 
bergantung pada kehadiran cahaya dan tekstur objek, semakin sedikit cahaya dan 
tekstur objek, semakin tinggi kesalahan estimasi kedudukan. Odometri inersia 
menggunakan pengukuran Magnetic-Angular-Gravity (MARG) kemudian 
menggabungkan ketiga-tiga pengukuran melalui kaedah Madgwick untuk menghasilkan 
nilai anggaran kedudukan yang tepat. Walau bagaimanapun, odometri inersia hanya 
dapat mengira pergerakan putaran. Kajian ini menawarkan kaedah peleburan 
berdasarkan Extended Kalman Filter (EKF) untuk menghasilkan output anggaran baru 
yang menghilangkan kelemahan setiap hasil anggaran (wheel odometry, visual 
odometry, inertial odometry). Tahap ketiga adalah pembinaan semula peta tiga dimensi 
berdasarkan anggaran kedudukan robot dan pengukuran kedalaman. Semua masalah ini 
dikaji dan diselidiki dari perspektif teori-teori melalui analisis matematik. Hasil yang 
diperoleh disahkan melalui penyelidikan eksperimen. Hasil ujian estimasi kedudukan 
menggunakan teknik peleburan multi-sensor berdasarkan kaedah EKF selama 120 saat 
di kawasan 10m x 10m menunjukkan nilai purata ralat peralihan paksi X 7.6cm, ralat 
peralihan paksi Y 8.5cm, ralat putaran roll 0.678○, ralat putaran pitch 0.491○, dan ralat 
putaran yaw adalah 0.483○. Hasil visual menunjukkan peta 3-D yang berjaya disusun 
semula mempunyai keretakan atau tumpang tindih minimum, dan mewakili situasi yang 





Many previous researchers have offered two-dimensional mapping for robotic 
navigation. However, since two-dimensional mapping is only able to detect the barriers 
in planar fields, researchers are looking for other better ways to discover the obstacles in 
the spherical area. The disadvantage of two-dimensional mapping for robot navigation 
is that it is unable to detect the barriers that have elevation differences. This research 
offers several steps in order to build a three-dimensional map. The first step is to 
develop the mobile robot as a test-bed platform. Robot projects the obstacles by 
measuring the distance uses depth camera to get obstacles geometry information in the 
form of point-cloud that show the position of landmarks on X, Y, and Z coordinate. The 
second step offers a method of estimating robot translation and rotation accurately using 
sensors fusion technique, which is a combination of wheel odometry, visual odometry, 
and inertial odometry. Wheel odometry estimates the position of the robot based on 
information on wheel rotation speed without being affected by the presence of light, 
magnetism, or gravity vectors, but wheel odometry has error accumulation issue. Visual 
odometry performs estimation functions based on visual images with the combination of 
Features from Accelerated Segment Test (FAST) and singular value decomposition 
(SVD) methods. However, visual odometry is very dependent on the presence of light 
and texture of the object, the less light and texture of the object, the higher the error of 
position estimation. Inertial odometry uses Magnetic-Angular-Gravity (MARG) 
measurement then combines the three measurements through the Madgwick method to 
produce accurate position estimation values. However, inertial odometry is only able to 
estimate rotational motion. This study offers a fusion method based on the Extended 
Kalman Filter (EKF) to produce a new estimation output that eliminates the weaknesses 
of each estimation result (wheel odometry, visual odometry, inertial odometry). The 
third step is the registration of three-dimensional map based on robot pose estimation 
and depth measurement. All these issues are examined and investigated from an 
estimation-theoretic perspective through mathematical analysis. The theories have been 
validated through experimental investigations. The results of position estimation test 
using multi-sensor fusion techniques based on the EKF method for 120 seconds in the 
area of 10m x 10m show the average value of X axis translation error of 7.6cm, Y axis 
translation error of 8.5cm, roll rotation error of 0.678○, pitch rotation error of 0.491○, 
and yaw rotation errors are 0.483○. The visual results show a 3-D map which 
successfully reconstructed has a minimal fracture or overlapping, and represent the 
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