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no dei più affascinanti 
fenomeni di organizzazione 
osservabili in natura è 
una colonia di formiche. 
L’algoritmo che formalizza il 
comportamento delle formiche 
prende il nome di Ant Colony 
Optimization (ACO) ed è stato 
introdotto nel 1992 da Marco Dorigo. In 
generale l’euristica ACO viene applicata 
a problemi di ottimizzazione discreta. 
Prima di introdurla bisogna defi nire 
l’ambiente in cui operano le formiche: 
esse si muovono su un grafo con un 
numero fi nito di nodi. Per capire dove le 
formiche si trovano in un certo istante, 
si introduce il concetto di stato mentre 
per valutare globalmente cosa fanno 
si parlerà di soluzione ammissibile. 
Defi niamo allora le seguenti quantità:
C è l’insieme fi nito dei nodi.
– L
cicj è l’insieme fi nito dei rami ovvero 
delle connessioni tra i nodi.
– Jcicj è il costo associato al ramo 
lcicj; in genere si tratta del tempo 
impiegato per percollerlo.
– Ω è l’insieme possibili dei vincoli 
assegnati sugli elementi di C e di L.
– s=(ci………..cj) è una sequenza di 
elementi di C ed s è chiamato stato e 
rappresenta i nodi che una formica ha 
visitato nell’ordine di come compaiono 
nella sequenza. Lo stato è la memoria 
che la formica ha del suo viaggio.
Ψ si defi nisce soluzione se è uno 
stato appartenente a C e soddisfa 
tutti i requisiti del problema
Jψ è il costo associato alla soluzione ψ 
con il quale ne valutiamo l’ottimalità.
Defi niti questi parametri si può 
descrivere il comportamento delle 
formiche. Esse sono completamente 
indipendenti tra di loro e, per scambiarsi 
informazioni riguardo la bontà del 
percorso trovato, usano scie di feromoni 
che depositano sui rami del percorso. 
Dato un ramo l
ij, si indica con τij la 
scia di feromoni associata. Inoltre si 
può associare a ogni ramo un valore 
μij che infl uenza o meno la scelta 
del ramo da parte delle formiche.
In dettaglio il comportamento 
delle formiche è il seguente:
– Ricerca della soluzione di costo 
minore ovvero la min(Jψ).
– Una generica formica K ha una 
memoria Mk che viene usata 
dalla formica stessa per salvare le 
informazioni relative al percorso 
che ha fatto. La memoria serve per 
costruire soluzioni ammissibili e per 
ricostruire il percorso fatto all’indietro.
– Una formica k che si trova in uno 
stato s1 può partire da esso per 
raggiungere qualsiasi stato di 
arrivo a patto che questo si trovi 
in una lista di stati raggiungibili 
dalla formica dallo stato s1.
– La scelta del nodo di arrivo avviene 
sulla base di regole probabilistiche 
che si trovano in ogni nodo come 
ant routing table, che è funzione 
delle scie di feromoni τ
ij, dei valori 
euristici μij, del percorso fatto dalla 
formica e dai vincoli del problema.
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problema ma da una colonia che pensa 
autonomamente e grazie ai feromoni 
riesce a condividere le soluzioni appena 
trovate, adottando dinamicamente 
il processo di ottimizzazione.
Descrizione software
Il software realizzato implementa un’ACO 
riferita a un Flexible Flow Shop. È stato 
sviluppato per il particolare caso in 
esame ma è molto flessibile e, tramite 
minime modifiche del codice, può essere 
adattato a svariate tipologie di problemi.
L’applicazione è costituita da alcune 
componenti “statiche” (matrici e vettori) 
utilizzate per la memorizzazione dei dati 
e da altre “dinamiche” (liste, strutture 
e puntatori) utilizzate per renderne 
più agevole e rapida l’esecuzione.
Vengono forniti in ingresso i seguenti dati:
– Numero di job;
– Numero di operazioni per job;
– Numero di macchine;
– Parametro β;
– Valore iniziale del fermone (τ
0);
– Valore dell’evaporazione (ρ);
– Numero di ants (NA);
– Numero di cicli da 
effettuare (num_cicli);
– Tempi di lavorazione delle 
singole operazioni;
– Tempi di setup relativi alle 
diverse operazioni;
e si determina il makespan tramite 
una Ant Colony Optimization.
Nel caso d’esempio del progetto s’impone 
che ci sia una sola macchina, che i 
tempi di setup siano nulli per tutte le 
operazioni e che i tempi di lavorazione 
formica trova una soluzione, la valuta 
e deposita la sua valutazione nella 
scia di feromone sul percorso che ha 
seguito. Questa informazione verrà poi 
ripresa da altre formiche. È previsto 
inoltre il fenomeno della evaporazione 
del feromone, un processo che fa 
decrescere l’intensità τij con il passare 
del tempo, impedendo che l’algoritmo 
converga troppo velocemente verso 
una soluzione e regione sub-ottima, 
consentendo così l’esplorazione di nuove 
regioni. L’ant colony optimization, 
in conclusione, è un algoritmo il cui 
punto di forza consiste nell’essere un 
sistema intelligente distribuito. Ciò 
significa che le scelte non sono prese 
da un’unica intelligenza che lavora al 
– Ogni formica può nascere con uno 
stato di partenza Sk
start e avere una 
o più condizioni di morte ek.
– Le formiche esplorano continuamente il 
grafo costruendo in modo incrementale 
una soluzione fino a quando per 
almeno una formica non sono 
verificate le condizione di morte.
– Una formica può emettere una 
scia di feromone mentre esplora 
il grafo: questa procedura si 
definisce aggiornamento attivo 
passo per passo del feromone. 
In alternativa può esplorare il 
grafo, trovare una soluzione e poi 
depositare i feromoni seguendo il 
percorso inverso. Questa invece è 
detta procedura di aggiornamento 
attivo ritardato del feromone.
Le formiche esplorano in modo asincrono 
il grafo; la scelta del percorso viene fatta 
sulla base di un processo stocastico che 
è definito tramite informazioni locali a 
ogni nodo contenute nella ant routing 
table. Una buona soluzione si trova in 
base ai risultati collettivi: quando una 
Grafico che mostra il flusso dei 
prodotti (linee) sulle macchine 
(nodi) ai fini della creazione del 
percorso ottimale (scheduling) 
e deposizione del feromone.
Per capire dove le formiche si trovano in un certo istante, si introduce il concetto di stato 
mentre per valutare globalmente cosa fanno si parlerà di soluzione ammissibile.
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siano quelli immessi direttamente 
all’interno del codice. In alternativa 
si possono inserire tali dati tramite 
terminale, decommentando la parte 
di codice relativa alla lettura dei dati 
da file già implementata nel software. 
Nel caso in cui si volesse analizzare 
un sistema con più macchine sarà poi 
sufficiente decommentare le parti del 
codice che si riferiscono alle macchine. 
Si utilizza una matrice che tiene traccia 
delle variazioni del feromone che viene 
inizializzata al valore di τ0 indicata come 
“mat_pher”. La matrice dei tempi di 
lavorazione (tlavorazione) viene duplicata, 
in modo da poter operare sulla replica 
durante l’esecuzione del programma 
lasciando inalterata la matrice originale. 
Per ciascuna delle NA ants viene creata 
una lista delle operazioni candidate con 
dei puntatori che puntano a ognuna di 
esse. Per ogni operazione si esegue il 
calcolo della cumulativa, tenendo conto 
della visibilità (definita come l’inversa 
del tempo di lavorazione), dei valori 
della matrice del feromone, e del valore 
di β. Utilizzando una roulette wheel 
in cui l’ampiezza dei settori varia in 
base alla transition probability, viene 
estratto casualmente uno dei settori 
che corrisponde a una delle operazioni 
candidate. A questo punto, in base 
all’operazione che si sceglie di eseguire, 
viene aggiornata la matrice del feromone 
(decrementando il valore corrispondente 
all’operazione eseguita), si modifica 
la lista delle operazioni candidate e si 
tiene traccia della scelta in un apposito 
vettore. Infine il tempo di lavorazione 
dell’operazione appena eseguita si va 
Visualizzazione di un 
diagramma di gantt che 
mostra l’impegno temporale 
delle diverse macchine 
per le varie lavorazioni 
rappresentate da tratti di 
diverse lunghezze e colori.
a sommare a quelli delle precedenti. 
Si calcolano così i tempi di esecuzione 
di tutte le operazioni per ciascuna 
ant e si determina il tempo migliore. 
Viene quindi incrementato il 
valore del feromone relativo alle 
operazioni del percorso migliore, 
che resta comunque compreso tra 
un valore τmin e un valore τmax.
Il ciclo delle NA ants si esegue un certo 
numero di volte (definito dal valore della 
costante num_cicli) e alla fine di questi 
cicli viene determinato il makespan.
Nell’esecuzione del programma 
avente come dati di ingresso gli 
stessi benchmark usati dal Prof. 
Eric Taillard nelle sue simulazioni 
si sono ottenuti valori di makespan 
compatibili con i valori di upper 
bound ed lower bound indicati.
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