Abstract. We give a constructive proof of the finite version of Gowers' FIN k Theorem and analyse the corresponding upper bounds. The FIN k Theorem is closely related to the oscillation stability of c 0 . The stabilization of Lipschitz functions on arbitrary finite dimensional Banach spaces was studied well before by V. Milman (see [6, p.6]). We compare the finite FIN k Theorem with the finite stabilization principle in the case of spaces of the form ℓ n ∞ , n ∈ N and establish a much slower growing upper bound for the finite stabilization principle in this particular case.
Introduction
It was observed by Milman (see [6, p.6] ) that given a real-valued Lipschitz function defined on the unit sphere of an infinite dimensional Banach space, one can always find a finite dimensional subspace of any given dimension on the unit sphere of which the function is almost constant. This motivated the question of whether in this setting one could also pass to an infinite dimensional subspace with the same property.
It was only in 1992 when W.T. Gowers proved in [2] that c 0 , the classical Banach space of real sequences converging to 0 endowed with the supremum norm, has this property. For the special case of Lipschitz functions defined on the unit sphere of c 0 not depending on the sign of the canonical coordinates, that is such that f ( a i e i ) = f ( |a i |e i ) for every (a i ) in the sphere of c 0 , we can restrict our attention to the positive sphere of c 0 , the set of elements of the sphere with non-negative canonical coordinates. Gowers associated a discrete structure to a net for the positive sphere of c 0 , and proved a partition theorem for the structure that we shall refer to as the FIN k Theorem.
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The FIN k Theorem is a generalization of Hindman's Theorem. For a fixed k ∈ N, FIN k is the set of all functions f : N → {0, 1, . . . , k} that attain the maximum value k and whose support supp(f ) = {n ∈ N : f (n) = 0} is finite. Given f, g ∈ FIN k we say that f < g if the support of f occurs before the support of g. We consider two operations in FIN k defined pointwise as follows:
(i) Sum: (f + g)(n) = f (n) + g(n) for f < g, (ii) Tetris: T : FIN k → FIN k−1 . For f ∈ FIN k , (T f )(x) = max{0, f (x) − 1}. Note that if f 0 < . . . < f n−1 ∈ FIN k then T l 0 (f 0 ) + . . . + T l n−1 (f n−1 ) ∈ FIN k as long as one of l 0 , . . . , l n−1 is zero. A sequence (f i ) i∈I of elements of FIN k with I = N or I = n for some n ∈ N such that f i < f j for all i < j ∈ I is called a block sequence. The FIN k Theorem states that for any finite coloring c : FIN k → {0, 1, . . . , r − 1} there exists an infinite block sequence (f i ) i∈N such that the combinatorial space f i i∈N generated by the sequence (f i ) i∈N , f i i∈N = {T l 1 (f i 1 ) + . . . + T ln (f in ) : i 1 < . . . < i n , min{l 1 , . . . , l n } = 0}, is monochromatic. The proof uses Galvin-Glazer methods of ultrafilter dynamics. While the standard modern proof of Hindman's Theorem uses ultrafilter dynamics (see [10, Ch. 2] ), Hindman's theorem was originally proved by constructive methods [5] (see also [1] ). Until now there is no constructive proof of the FIN k Theorem for k > 1. In this paper we provide a constructive proof of the finite version of the FIN k Theorem, namely we prove the following:
Theorem 1. For all natural numbers m, k, r there exists a natural number n such that for every r-coloring of FIN k (n), the functions in FIN k supported below n, there exists a block sequence in FIN k (n) of length m that generates a monochromatic combinatorial subspace.
Let g k (m, r) be the minimal n given by the theorem. This result follows easily from the infinite version by a compactness argument. However such an argument could not be written in Peano Arithmetic (PA) and gives no information about the bounds of the function g k (n, r). Sometimes compactness can be used even when there is no inductive proof that can be written in PA. This is the case for the following example of a theorem unprovable in PA found by J. Paris and L. Harrington (see [9] ):
(PH) For all natural numbers n, k, r there exists a natural number m such that for any r-coloring of [n, m] k , the k-element subsets of the interval of natural numbers [n, m], there exists a monochromatic set S such that #S > min S.
The situation is different for the finite FIN k Theorem since our proof uses only induction and can be written in PA. In the notation of Theorem 1, the bounds we find for k > 1 are
where for i ∈ N, f i denotes the i-th function in the Ackermann Hierarchy.
One could expect that the bounds for the quantitative version of Milman's result about the stabilization of Lipschitz functions on finite dimensional Banach spaces, for the special case of the spaces ℓ n ∞ , n ∈ N, (the original statement of the Finite Stabilization Principle can be found in [6, p.6] ), would be comparable to those we find for the finite version of the FIN k Theorem. However this is not the case since we find much smaller bounds for the Finite Stabilization Principle in the special case of ℓ n ∞ -spaces and functions defined on their positive spheres. More precisely, we study in this particular case the following quantitative version of the Finite Stabilization Principle presented in [7] :
Theorem 2. For all real numbers C, ǫ > 0 and every natural number m there is a natural number n such that for every n-dimensional normed space F with a Schauder basis (x i ) n−1 i=0 , whose basis constant does not exceed C, and for every C-Lipschitz f : F → R, there is a block subsequence (y i ) ) < ǫ. By analysing the proof of Theorem 2 in [7] for the especial case of the spaces ℓ n ∞ , n ∈ N, we obtain the following upper bound for N(C, ǫ, m):
where s = log(ǫ/12C)/ log(1−ǫ/12C)+2. For fixed ǫ and C, this upper bound is much slower growing than the bound we found for g k (m, 2) for a fixed k ≥ 2.
The paper is organized as follows. In Section 2 we present the proof of Theorem 1, in Section 3 we obtain the upper bounds given by the arguments in Section 2. Finally, in Section 4 we introduce the necessary concepts related to the stabilization of Lipschitz functions, and modify the proof of Theorem 2 presented in [7] so as to use only finitary arguments. With this modified proof we give upper bounds for N(C, ǫ, m).
The finite FIN k Theorem
We start by fixing some notation. We denote by N the set of natural numbers starting at zero and use the Von-Neumann identification of a natural number n with the set of its predecessors, n = {0, 1, . . . , n−1}. Let k ∈ N be given. For N, d ∈ N we define the finite version of FIN k and its d-dimensional version by:
Where for f, g ∈ FIN k (N), we write f < g when max(supp(f )) < min(supp(g)). The elements of FIN k (N) [d] are called block sequences. The combinatorial space f i i<d generated by a sequence (
where n ∈ N, i 0 < . . . < i n−1 < d and min{l 0 , . . . , l n−1 } = 0. A block subsequence of (f i ) i<d is a block sequence contained in f i i<d . Just as we defined the d-dimensional version of FIN k (N), if (f i ) i<l is a block sequence, we define ( f i i<l ) [d] to be the collection of block subsequences of (f i ) i<l of length d.
The following definition is important when coding an element of FIN k in a sequence of elements of
we define supp f k (g) to be the set of all i < m such that n i = k. The cardinality of this set determines the length of the sequence we need in order to code g, as we shall describe in detail later on. The proof is by induction on k. The starting point is Folkman's Theorem. In the inductive step, the idea is to code an element of FIN k in a finite sequence of elements of FIN k−1 and apply the result for FIN k−1 and its higher dimensional versions.
We identify canonically FIN 1 with FIN, the collection of finite subsets of N. The case k = 1 of the finite FIN k Theorem, phrased in terms of finite sets and finite unions, is a restatement of Folkman's Theorem. We include a proof of Folkman's Theorem for the sake of completeness and more importantly because we are interested in analysing the corresponding upper bounds. The proof presented here is extracted from [4, Section 3.4].
Folkman's Theorem. For all m, r ∈ N there exists N ∈ N such that for every c :
It easily follows from the Pigeon-Hole principle that the theorem reduces to the following:
We denote by N(m, r) the minimal N given by Lemma 3. We shall use van der Waerden's Theorem. For n, r ∈ N, let W (n, r) be the minimal m such that for any r-coloring of m there is a monochromatic arithmetic progression of length n.
Proof. We fix the number of colors r ∈ N and proceed by induction on m, the length of the desired sequence. The base case m = 1 is clear, so we suppose the statement holds for m and prove it for m + 1. By a repeated application of Ramsey's theorem, we fix N ∈ N such that given any r-coloring of FIN(N), there exists A ⊆ N of cardinality W (N(m, r), r) such that for all i < W (N(m, r), r), the coloring c is constant on [A] i , the color possibly depending on i.
Now let c : FIN(N) → r be given and let A ⊂ N be as above with c ↾ [A]
i constant with value c i < r.
We use Van der Waerden's Theorem to find α, λ < W (N(m, r), r) and i 0 < r such that d ↾ {α + λj : j < N(m, r)} is constant with value c i 0 . Let x 0 be the set consisting of the first α elements of A and let y 1 < . . . < y N (m,r) be a block sequence of subsets of A \ x 0 each one of which has cardinality λ. Note that the combinatorial space generated by (y i ) i<N (m,r) is canonically isomorphic to FIN(N(m, r)), therefore by induction hypothesis there exists a block subsequence
is min-determined. We shall see that (x i ) i<m+1 is the sequence we are looking for. Fix x, y ∈ x i 0≤i≤m with the same minimum. Suppose first that x 0 ⊆ x then also x 0 ⊆ y and #x = m+λi, #y = m+λj for some i, j < N(m, r). Hence c(x) = c(y) = c i 0 . Now suppose x 0 x then the same holds for y and consequently x, y ∈ x i m i=1 . By the choice of (x i ) m i=1 it follows that c(x) = c(y).
We now prove Theorem 1 in its multidimensional form.
Theorem 4. For all k, m, r, d ∈ N there exists n ∈ N such that for every coloring c :
(m, r) be the minimal n given by Theorem 4. We prove the theorem by induction on k. Note that if we have the theorem for some k and d = 1, we can deduce the theorem for k and dimensions d > 0 using a standard diagonalization argument. We include the dimensions in the statement of the theorem because they play an important role in the proof and because we are interested in calculating upper bounds for g k,d (m, r).
Proof. The base case k = 1 in dimension 1 is Folkman's Theorem. Suppose the theorem holds for k and all m, r, d ∈ N. We work to get the result for k + 1. We need the following preliminary result:
Claim 5. For all N, r ∈ N there existsN such that for every c :
, that is, whenever for all i < N, s i = k + 1 if and only if t i = k + 1.
LetN k+1 (N, r) be the minimalN given by Claim 5.
Proof of Claim 5. Let N, r ∈ N be given. By induction hypothesis, letN be such that for any sequence of r-colorings (e i ) i<N with e i : FIN k (N )
[2i+3] → r, there exists a block sequence (f j ) j<3N such that for each i < N, e i is constant on ( f j j<3N )
[2i+3] , its value possibly
By the choice ofN, we can find a block sequence (f j ) j<3N such that for each i < N, e i is constant on ( f j j<3N ) [2i+3] . We shall see that the sequence (h i ) i<N defined by h i = f 3i + Uf 3i+1 + f 3i+2 for i < N is the sequence we are looking for. Let g 1 , g 2 ∈ h i i<N be such that supp
Then we can write g 1 , g 2 as
, it follows that c(g 1 ) = c(g 2 ).
We now verify that for the case k + 1, d = 1 in Theorem 4, we may take n =N k+1 (H, r) where H = g 1,1 (m, r) . Let c : FIN k (n) → r be given. By the choice of n we can find h = (h i ) i<H such that c ↾ h i i<H depends only on supp
By the choice of H we can find x 0 < . . . < x m−1 subsets of H such that d ↾ x i i<m is constant. For i < m let f i = j∈x i h j . Note that for f ∈ f i i<m , supp h k+1 (f ) is a finite union of x 0 , . . . x m−1 . Therefore c ↾ f i i<m is constant.
Bounds for the finite FIN k Theorem
In this section we calculate upper bounds for the numbers g k,d (m, r) given by the proof in Section 2. Since we used Ramsey's Theorem and Van der Waerden's Theorem in our arguments, we will need upper bounds for the numbers corresponding to these two theorems. 
There is a slight variation of the function TOWER in the Ackermann hierarchy, it is useful to express upper bounds for the Ramsey numbers R d (m) and the Van der Waerden numbers W (m). The tower functions t i (x) are defined inductively by
We shall use the following well known upper bounds for R d (m) and W (m): We now analyse the proof of Theorem 4 presented in Section 2 to get some information about the corresponding upper bounds. We consider only 2-colorings and so we will omit the number of colors in the arguments of our functions and write g k,d (m) for g k,d (m, 2). That is, g k,d (m) is the minimal n such that for every coloring c :
is constant. We adopt the same convention for any other numbers defined in the course of the proof of Theorem 4 that have the number of colors as a parameter.
In what follows we will analyse each step in the proof presented in Section 2 and refer to the sequence of lemmas and claims presented therein. Recall that in the proof we proceeded by induction on k and in the inductive step from k to k +1 we used the inductive hypothesis in several dimensions d > 1. Therefore we will first find the upper bounds corresponding to the base case k = 1 in dimension 1, and then describe the diagonalization argument to obtain the result for k = 1 and dimension 2. The arguments are similar for higher dimensions and so we get upper bounds for g 1,d (m), d > 1. To illustrate how the bounds behave when the value of k increases, we analyse the inductive step in the proof and obtain an upper bound for g 2,1 (m). The arguments to pass from k to k + 1 and to increase the dimension are similar for bigger values of k and so we get upper bounds for
We start by finding an upper bound for N(m), the minimal N ∈ N such that for all c : FIN(N) → r there exists (x i ) i<m ∈ FIN(N)
[m] such that c ↾ x i i<m is min-determined. In the proof of Lemma 3 we had to apply Ramsey's Theorem in dimensions 1, 2, . . . , W (N(m)) in order to obtain a suitable set of cardinality W (N(m)). To easily iterate the upper bound (1), note that for any i ∈ N and any given constant c, if x is big enough then we have that t i (cx) ≤ t i+1 (x). Using these estimates we get the following recursive inequality:
Where l counts the index of the tower function resulting from the iteration of the bound for
From the recursive inequality for N(m), we get that
In order to obtain Folkman's Theorem from Lemma 3, we applied the Pigeon-Hole principle, and so we have that
We now work to obtain bounds for g 1,d (m) for d > 1. To increase the dimension by 1, we use a standard diagonalization argument which results in upper bounds of the form
We describe the diagonalization argument we used to obtain Theorem 4 for k = 1 and d = 2 and calculate the resulting upper bound for g 1,2 (m). Let c : FIN(N) [2] → 2 be given and let us calculate how big should N be in order to ensure the existence of a block sequence of length m generating a monochromatic combinatorial subspace. We define block sequences S 0 , . . . , S p−1 and a 0 < . . . < a p−1 where p = g 1,1 (m) with the following properties:
(i) S 0 = {{0}, . . . , {N − 1}}, (ii) a j is the first element of S j , (iii) For j > 0, S j is a block subsequence of S j−1 such that for each x ∈ a i i<j , the coloring c x : FIN(N \x) → 2 of the finite subsets of N \ x defined by
is constant with value i x when restricted to S j , (iv) the sequence S p−1 has length 2. Each S j , 0 < j < p can be obtained by a repeated application of Theorem 4 for k = 1 in dimension 1. Let S = {a j : j < p} and consider the coloring d : S → 2 defined by
By the choice of p, we can find a block subsequence of S of length m that generates a d-monochromatic combinatorial subspace, and by construction this sequence will also generate a c-monochromatic combinatorial subspace. Since the total number of refinements to obtain the sequences (S j ) j<p is 2 p − 1, it suffices to start with N ≥ g 2 p −1 1,1 (2) and so
. (10) In general the recursive inequality resulting from the diagonalization argument is
where h d (l) for l ∈ N, is the cardinality of FIN
ld . From calculations like the ones in (6)-(10), one gets that for d ≥ 2
). Now we find an upper bound for g k,1 (m), k > 1. Recall that in the proof of Theorem 4 we proceeded by induction on k. In the inductive step from k to k + 1 we used the higher dimensional versions of the result for k. We first found a subsequence where the coloring depends only on supp k , which is the content of Claim 5. We then applied Folkman's Theorem to obtain the desired sequence in FIN k+1 .
We consider the case k = 2, the calculations for bigger values of k are similar. Let N ∈ N be given, in order to establish Claim 5 for N and k = 2 we used Theorem 4 for k = 1 in dimensions 2i + 3(i < N). Using the notation in the proof, we see that
Where in (15) we have used the inequality g
From the final application of Folkman's Theorem we get
For the case k = 2, the bounds for the higher dimensional numbers we obtain are: 1) ), In general from the inductive step we get that for any k ∈ N,
The diagonalization argument used to increase the dimension from d to d + 1 in the case k = 1 is similar for bigger values of k so we get that
Bounds for the finite stabilization theorem
As we mentioned in the introduction, Gowers formulated and proved the FIN k Theorem to obtain the stabilization of Lipschitz functions on the positive sphere of c 0 . Let us introduce some notions from Banach space theory in order to talk about stabilization of Lipschitz functions and see how this relates to the FIN k Theorem. Given a Banach space X with Schauder basis (x i ) i∈I , I = N or I = n for some n ∈ N, for x = i∈I a i x i ∈ X we define the support supp(x) of x by supp(x) = {i ∈ I : a i = 0}, we say x is positive with respect to (x i ) i∈I if each a i is non negative. A sequence of vectors (y i ) i∈J with J = N or J = n for some n ∈ N is a block subsequence of (x i ) i∈I if each y i has finite support and max supp(y i ) < min supp(y j ) for every i < j ∈ J. The sequence (y i ) i∈I is positive with respect to (x i ) i∈I if each y i is positive, and it is normalized if each y i has norm 1. A subspace generated by a positive normalized block sequence is called a positive subspace. The positive unit sphere of a positive subspace Y of X, denoted by P S Y , is the set of positive vectors in the unit sphere of Y . We say that a Lipschitz function f : S X → R stabilizes on the positive sphere if for every ǫ > 0 there exists an infinite dimensional positive subspace Y such that
To obtain the stabilization of Lipschitz functions on the whole unit sphere of c 0 , Gowers used a modification of the combinatorial structure FIN k to account for the change of signs, and in this case proved an approximate Ramsey type theorem for it.
We say that a space X is oscillation stable if every Lipschitz function stabilizes on the unit sphere, that is, for every ǫ > 0 there exists an infinite dimensional subspace Y such that
It turns out that only "c 0 -like" spaces have this property (see [8, p. 1349] ). However, given a Lipschitz function defined on the unit sphere of an infinite dimensional Banach space X, we can always pass to a subspace of any given finite dimension on the unit sphere of which the oscillation is as small as we want. This was first observed by Milman (see [6, p.6] ). The following theorem gives the quantitative version of this fact for the positive sphere of ℓ n ∞ -spaces. Recall that the space ℓ ∞ is the space of bounded sequences of real numbers endowed with the sup norm, the space ℓ n ∞ is R n endowed with the sup norm.
Theorem 6. For all C, ǫ > 0 and m ∈ N there is n ∈ N such that for every C-Lipschitz function f : P S ℓ n ∞ → R there is a positive block sequence (y i ) i<m so that
Let n(C, ǫ, m) ∈ N be the minimal n given by Theorem 6. This quantitative version is stated and proved in [7] for the sphere of arbitrary finite dimensional Banach spaces. At first, it seemed plausible that Theorem 6 would suffice to prove the finite FIN k Theorem. Given a coloring of FIN k (n) for some n ∈ N, one would have to define a function on a subset of the positive sphere of ℓ It is interesting to see how the bounds found in the previous section for the finite FIN k Theorem compare to the bounds for Theorem 6 . In what follows we shall outline the proof of Theorem 6 as presented in [7] and calculate the resulting upper bound for the function n(C, ǫ, m). The argument is organized in two claims. The statement of the first one as we present it here, is slightly different from [7] ; in its proof we use Ramsey's Theorem explicitly. We reproduce the argument for the second claim and provide the details that allow us to calculate the upper bounds.
Let (e i ) i∈N be the standard basis of c 0 .
Claim 7. For any l ∈ N, C, ǫ > 0, there existsm ∈ N such that for any C-Lipschitz function f : P S [e i ] i<m → R, there exists A ⊂m of cardinality m such that f ↾ P S [e i ] i∈A is ǫ-almost spreading, that is, for any n 0 < . . . < n l−1 , m 0 < . . . < m l−1 ∈ A , l < m and any sequence of scalars (a i ) i<l such that 0 < a i ≤ 1 and max i a i = 1, we have that
Letm(C, ǫ, m) be the minimalm given by Claim 7.
Proof. Let ǫ > 0. Given a C-Lipschitz function f : P S [e i ] i<d → R, d ∈ N and a sequence of scalars a = (a i ) i<l such that 0 < a i ≤ 1 and max i a i = 1, we define a coloring c f,a of [d] l as follows: Let (I j ) j<r be a partition of the range of f into intervals of length at most ǫ/3, where r = ⌈3C/ǫ⌉. Define c f,a : [d] l → r by c f,a ({n 0 , . . . , n l−1 } < ) = j if and only if f ( i<l a i e n i ) ∈ I j . Note that if A ⊂ d is homogeneous for c f,a then for any n 0 < . . . < n l−1 , m 0 < . . . < m l−1 ∈ A, we have that |f ( i<l a i e n i ) − f ( i<l a i e m i )| < ǫ/3. We see thatm should be big enough so that given a C-Lipschitz function f : P S [e i ] i<m → R, we can find A ⊂m of cardinality m that is homogeneous for colorings c f,a with a ranging over some ǫ/3C-nets of P S [e i ] i<l for l < m. For each l < m we use an ǫ/3C-net for P S [e i ] i<l of cardinality ⌈3C/ǫ⌉ l−1 . Hence for each l < m it suffices to use Ramsey's Theorem for r-colorings of l-tuples, consequently:
For the next step we need to introduce some notation. We say that x, y ∈ c 00 have the same distribution, denoted by x dis = y if x = i<k a i e n i and y = i<k a i e m i for some k ∈ N, (a i ) i<k ⊂ R, and n 0 < . . . < n k−1 , m 0 < . . . < m k−1 ∈ N. For x, y ∈ c 00 let 
r = (r 2 , r, r 2 , r 2 , 1, r 2 , r 2 , r, r 2 , 0, . . .), etc.). Note that #supp(y (n) r ) = 3 n for n ∈ N. We shall need the following observation: Claim 8. Let t, s ∈ N, 0 < r < 1, and let (z l ) l<3 t be a block sequence of vectors with the same distribution as y (st) r . Then for every linear combination z = l<3 t r α l z l with at least one α l = 0, there exists
such that for every j ≤ (s − 1)t and i ∈ N such that z(i) = r j , we have thatz(i) = r j+l for some 0 ≤ l ≤ t.
Proof. Let s ∈ N and 0 < r < 1. We prove the claim by induction on t. For the base case t = 1, let (z l ) l<3 be a block sequence of vectors distributed as y To see how Theorem 6 follows from Claims 7 and 9, and obtain the resulting upper bound for n(C, ǫ, m), let C, ǫ > 0, m ∈ N be given. Suppose m = 3 t for some t ∈ N. Let n =m(C, ǫ/3, D(ǫ/3C, m)).
Let f : ℓ n ∞ → R be C-Lipschitz. By Claim 7, we can find A ⊂ n of cardinality D(ǫ/3C, m) such that f is ǫ/3-almost spreading on P S [e i ] i∈A . By Claim 9 we can find a block subsequence (z i ) i<m of (e i ) i∈A such that P S [z 0 ,...,z m−1 ] has diameter less than ǫ/3C with respect to dis(·, ·). Therefore n(C, ǫ, 3 t ) ≤m(C, ǫ/3, D(ǫ/3C, 3 t )) < f 3 3 t·s ⌈ 9C ǫ ⌉ 3 t·s ⌈log 2 9 ǫ ⌉ , where s = ⌈ log(ǫ/12C) log(1−ǫ/12C) ⌉ + 2.
Conclusions
As far as we know there is no proof of the infinite FIN k Theorem that avoids the use of idempotent ultrafilters. The proof we present of the finite version cannot be adapted to the infinite case. This is because when proving the result for k + 1, we have to know how many dimensions of the inductive hypothesis we need, and this number depends on the desired length of the homogeneous sequence.
We found upper bounds for the Finite Stabilization Theorem in the special case of the spaces ℓ n ∞ that grow much slower than the upper bounds we have for the finite FIN k Theorem, this suggests that the FIN k Theorem is stronger than this special case of the Finite Stabilization Theorem. To make this comparison precise and also because it is interesting in its own right, we still have to find lower bounds for the functions g k (n), k ∈ N. This would amount to finding for any given l ∈ N, a bad coloring of FIN k (N) for some N, for which there is no sequence of length l generating a monochromatic combinatorial subspace. In this direction it would also be interesting to find a way for stepping up lower bounds for a given k ∈ N to bigger values of k.
